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1. Introduction 
GNSS signals can be blocked and reflected by nearby objects, such as buildings, walls, and vehicles. 
They can also be reflected by the ground and by water. These effects are the dominant source of GNSS 
positioning errors in dense urban environments, though they can have an impact almost anywhere. Non-
line-of-sight (NLOS) reception occurs when the direct path from the transmitter to the receiver is blocked 
and signals are received only via a reflected path. Multipath interference occurs, as the name suggests, 
when a signal is received via multiple paths. This can be via the direct path and one or more reflected 
paths, or it can be via multiple reflected paths. Figure 1 illustrates this. Within the GNSS community, it is 
commonplace to classify NLOS reception as multipath. However, the two effects are not the same; their 
error characteristics are quite different. As a reflected path is always longer than the direct path, NLOS 
reception always results in a positive ranging error that is independent of the signal and receiver design. 
By contrast, the coherent nature of multipath interference can produce both positive and negative ranging 
errors and these vary with the signal and receiver designs [1]. 
 
Fig. 1: Multipath interference and NLOS reception. 
As their error characteristics are different, NLOS and multipath interference typically require different 
mitigation techniques, though some techniques are applicable to both. Antenna design and advanced 
receiver signal processing techniques can substantially reduce multipath errors. Unless an antenna array is 
used, NLOS reception has to be detected using the receiver’s ranging and carrier-power-to-noise-density 
ratio (C/N0) measurements and mitigated within the positioning algorithm. Some NLOS mitigation 
techniques can also be used to combat severe multipath interference. Multipath interference, but not NLOS 
reception, can also be mitigated by comparing or combining code and carrier measurements, comparing 
ranging and C/N0 measurements from signals on different frequencies, and analyzing the time evolution of 
the ranging and C/N0 measurements. 
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Section 2 describes the characteristics of reflected and diffracted signals and how they produce NLOS and 
multipath errors. Section 3 describes how multipath errors can be reduced using advanced receiver design 
and signal-processing techniques, including antenna design considerations, correlation signal processing 
and adaptive antenna array processing. Section 4 covers carrier smoothing of code measurements, which is 
a technique for mitigating both noise and multipath. Section 5 describes real-time navigation-processor-
based NLOS and multipath mitigation techniques, including C/N0-based detection and weighting, outlier 
detection, and aiding from other sensors. Section 6 then describes multipath mitigation techniques for post-
processed high-precision positioning that work by analyzing time series of GNSS measurement data. 
Finally, Section 7 describes three-dimensional-mapping-aided (3DMA) GNSS. This improves real-time 
positioning in dense urban environments by using 3D mapping to predict which signals are NLOS at which 
locations. This can be used to enhance conventional ranging-based positioning and to implement shadow 
matching, a complementary GNSS positioning technique that determines position by comparing predicted 
and measured C/N0 from several satellites. 
2. Characteristics of Reflected Signals, NLOS Reception, and Multipath Errors 
2.1 Multipath/NLOS Signal Characteristics 
For land applications, most GNSS signal reflections occur within the surrounding environment, such as the 
ground, buildings, vehicles, or trees. For air, sea, and space applications, reflections off the host-vehicle 
body are more common. Low-elevation-angle signals are more likely than high-elevation-angle signals to 
be received via reflections by vertical surfaces. Where the reflecting surface is rough compared to the signal 
wavelength (~0.2m for GNSS), scattering occurs, resulting in weak signals being reflected in many different 
directions. Within a GNSS receiver, scattered signals typically manifest as additional noise. Where the 
reflecting surface is smooth and of sufficient size, specular reflection occurs whereby a strong signal is 
reflected at an angle equal and opposite to the angle of incidence of the direct signal at the reflecting surface.  
GNSS signals are right-hand circularly polarized (RHCP). Specular reflection from a surface at normal 
incidence results in a left-hand circularly polarized (LHCP) reflected signal. At other angles of incidence, 
the polarization is mixed. As the angle of incidence increases, the LHCP component of the reflected signal 
decreases and the RHCP component increases. At Brewster’s angle the two components are equal, while at 
larger angles, the RHCP component dominates. The value of Brewster’s angle depends on the frequency of 
the signal and the properties of the reflecting surface. For L-Band GNSS signal (~1.5 GHz), it is around 
89 for metallic surfaces, 85 for sea water and around 70 for soil [2][3]. 
Reflected signals are always delayed with respect to direct signals and have a lower amplitude (unless the 
direct signals are blocked or attenuated). In cases of NLOS reception, the ranging errors are potentially 
unbounded and always positive. Thus, errors of several kilometers occasionally occur when a signal is 
reflected by a distant tall building. The range-rate errors can result in the user’s apparent direction of motion 
being reflected in the object reflecting the signal. Consequently, reflectors perpendicular to the direction of 
travel can produce much larger velocity errors than those parallel to the trajectory. Also, for a reflector close 
to a moving user antenna, the pseudorange error may be small, but the range-rate error large. 
The signal path between satellite and user is not a simple ray, but is instead determined by Fresnel zones. 
The first Fresnel zone is defined as the region about a signal’s propagation path where the phase difference 
in path length is less than half a cycle and is the radius of the effective signal footprint where the signal 
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interacts with an object in its path. For reflection geometries where the transmitter is quite distant from both 
the receive antenna and the reflecting surface, as is the case with GNSS signals, the first Fresnel zone can 
be approximated as ,Lr  where r is the distance of the object from the user antenna and L  is the carrier 
wavelength [5]. Irregularities in the object on this scale will therefore affect the properties of the reflected 
or diffracted signal. Where a signal is partially blocked by an obstacle, diffraction can occur. The part of 
the signal interacting with the object interferes with the part passing the object by re-radiating energy in 
different directions and with different phase shifts, bending the path of the signal and producing alternating 
bands of constructive and destructive interference. The difference between the maximum and minimum 
levels  of this diffraction pattern reduces as the angle through which the signal bends to pass around the 
obstacle increases, with useable GNSS signals receivable at deflections of up to 5 [4]. Diffracted signals 
are also delayed, but typically only by decimeters, as the strongest scattering occurs along paths that only 
deviate slightly from the direct path. 
At the receiver, each reflected signal may be described by a relative amplitude, i, range lag, i, and carrier 
phase offset, i , with respect to the direct signal (or the strongest signal if no direct signal is received). 
There is also a carrier frequency offset, if  , which is larger when the user is moving with respect to the 
reflecting surface [5]. The relative amplitude of the ith reflected signal is given by 
0 0 0
 i i ii
G R k
G R k
   (1) 
where Gi and G0 are the antenna gains in the directions of the ith and strongest signals, respectively, Ri and 
R0 are the reflection coefficients, and ik   and 0k  are the path attenuation coefficients. The path attenuation 
coefficients are approximately 1 unless one of the signals has been attenuated by passing through partially 
absorbing materials, such as foliage. When the strongest signal is the direct signal, R0 = 1. For reflected 
signals, the reflection coefficient depends on the properties of the reflecting surface. Calm water, metal, 
and metallized glass can produce particularly strong specular reflections with reflection coefficients of 0.5-
0.7. Brick, stone and concrete typically have lower reflection coefficients. Note that rainwater enhances the 
reflectivity of other surfaces, including the ground, walls and foliage. 
The antenna gain is a function of the signal’s angle of incidence at the antenna and of its polarization. In 
practice, there can also be variation in the gain with azimuth. A typical GNSS antenna has a gain of 1.6-2.5 
(2-4 dB) for signals at normal incidence (i.e., at the antenna zenith). This drops as the angle of incidence 
increases and is generally less than 1 for angles of incidence greater than 75. For a horizontally mounted 
antenna, a 75 incidence angle corresponds to a satellite signal at a 15 elevation angle. Placing the antenna 
on a ground plane, significantly attenuates signals from below the plane of the antenna, reducing the impact 
of ground reflections. Fixed site applications often use special designs, such as choke ring antennas that 
attenuate low-elevation (i.e., high-incidence) signals. 
GNSS antennas are often designed to have higher gain for RHCP signals. At normal incidence to an RHCP 
planar antenna, the gain for LHCP signals is about a factor of 10 (10 dB) less than the RHCP gain. The 
polarization discrimination drops as the angle of incidence increases such that the LHCP and RHCP gains 
are the same for signals incident parallel to the plane of the antenna. An RHCP GNSS antenna is effectively 
linearly polarized for signals from the side. 
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Mobile phone antennas, conversely, are usually linearly polarized to minimize size. These antennas offer 
no polarization discrimination at all, so smartphone receivers are more susceptible to both multipath 
interference and NLOS reception. Furthermore, signals with lines-of-sight along the axis of a dipole antenna 
are significantly attenuated, which can sometimes result in a reflected signal being stronger than the direct 
counterpart. 
The path delay is the additional distance travelled by a reflected signal compared to the direct path from the 
satellite to the receiver. Figure 2 shows the signal paths of direct, building-reflected, and ground-reflected 
signals. For the building-reflected signal, the range lag is i a b   , while for the ground-reflected signal 
it is   i e g   . It is also useful to define the path delay in code chips, /i i C   , where C  is the code 
chip length. The phase offset is given by [6] 
2
MOD2ii Ri
L

  

 
  
 
  (2) 
where L  is the carrier wavelength, the MOD operator gives the remainder from division by 2 , and Ri  
is the phase shift on reflection, which is  radians for a totally flat specular reflector at an angle of incidence 
less than Brewster’s angle. The frequency offset from the direct signal carrier frequency is [6] 
1
2 2
   
   
   
i i Ri
i
L
f
t t
 

  
 . (3) 
In the case of a building-reflected signal, the range lag is   2 cosi d    for satellite elevation   and distance 
from the reflecting wall d . The resulting multipath fading frequency is 
2
cos
2
sin
    
    
    
i
L L
d d
f
t t

  
 
.  (4) 
In the case of a ground-reflected signal, the range lag is 2 sini h   for antenna height h and the resulting 
multipath fading frequency is 
2 2
sin cos
    
    
    
i
L L
h h
f
t t

  
 
 . (5) 
Thus, the multipath fading frequency can be seen to be a function of the distance from the reflecting surface 
(i.e., d  or h ), along with the rate of change of the distance. In a case experiencing both types of multipath, 
as in Fig. 2, the relative influence of d and h on the composite fading frequency is inversely proportional to 
their relative magnitudes—for a more extensive treatment, see [7]. 
Although this is a simplified scenario, some useful conclusions can be drawn. For a stationary antenna with 
ground reflections, for example, if h is 1 meter and / t   is approximately 180° / 6 hours (~0.15 mrad/s), 
then the multipath fading frequency at low elevation angles is about 1.5 mHz. However, if the antenna is 
moving perpendicular to a reflecting wall at 1 m/s, such as a car backing out of a parking space, 
2( / ) /  Ld t   is on the order of 10 Hz. At a rate of perpendicular motion of only 10 m/s, if  measures 
tens of Hz. Fading frequencies much greater than 10 Hz would typically exceed the carrier tracking loop 
bandwidth, appearing more as noise than an error source correlated with the geometry of the antenna 
environment. For vehicles at highway speeds, multipath from stationary objects is usually insignificant, but 
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in stop and go traffic such multipath may be a problem. Multipath is much more of a concern when the 
reflector is stationary with respect to the antenna, as in the case of fixed terrestrial installations or on 
spacecraft or aircraft when structures on the vehicle are present near the antenna. 
 
 
Fig. 2: Direct, building-reflected and ground-reflected signal paths in a multipath interference scenario.  
 
2.2 Receiver Signal Modeling  
The total received GNSS signal after the antenna can be written as [6],[8],[9]: 

   
0 0
0
0
( ) 2 ( ) ( )
exp 2 ( )
n
i i i
i
L D i i i
r t P C t t c D t t c
j f f f t t c w t

  

      
         
   (6) 
where P  is the signal power,  n is the number of reflected signals, ( )C   is the pseudorandom noise (PRN) 
spreading code, ( )D   is the downlink data,  0t  is the propagation delay for the direct signal, c is the speed 
of light, Lf  is the carrier frequency, Df  is the Doppler shift, 0  is the carrier phase of the direct signal 
component, and ( )w t  is bandlimited white Gaussian noise (WGN). In a typical receiver there is usually a 
mixing operation to an intermediate frequency (IF), but we will assume a direct conversion to baseband for 
modeling purposes. In addition, from this point on, the navigation data in (6) is omitted since it generally 
has little impact on multipath error. 
In an idealized basic GNSS receiver, illustrated in Fig. 3, incoming signals are converted to baseband with 
the in-phase and quadra-phase numerically-controlled oscillator signals (NCO), ( )NCOs t , and then 
correlated with early, prompt and late replica codes, ,Es  ,Ps  and ,Ls  respectively: 
  
0 0 0
ˆ ˆ( ) exp 2
ˆ ˆ ˆ( ) ( ), ( ) ( ), ( ) ( )
NCO L D
P E C L C
s t j f f t
s t C t t s t C t dT t s t C t dT t
     
 
       
  (7) 
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where d  is the early-prompt and prompt-late correlator spacing in units of chips, and 0ˆt , 
ˆ
Df , and ˆ  are 
estimated quantities. The correlation process is assumed to include an automatic gain control (AGC) 
normalization by noise power and the coherent pre-detection integration interval, PDIT .  
 
Fig. 3: Receiver signal processing block diagram. 
In the presence of multipath interference where the composite signal is given by (6), the accumulated 
correlator outputs become [6],[8],[9]: 
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where I and Q denote in-phase and quadra-phase, E, P and L denote early, prompt and late, 0/c n  is the 
carrier-power-to-noise-density ratio (non-decibel form), ( )R   is the autocorrelation function of the PRN 
sequence, 00ˆt t    is the code tracking error in units of seconds, f  is the carrier frequency tracking 
error,   is the carrier phase tracking error, and without loss of generality it is assumed that the AGC 
normalizes the I/Q noise terms , , , ,QE QPIPIE ILw w w w w  and QLw  to have zero mean and unit variance. Note 
that 
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   (9) 
See Chapters 14 and 15 of this volume, and [6],[8],[9],[11] or [12] for further details of GNSS receiver 
signal processing. For an ideal PRN code, the autocorrelation function is 
1 / ,
( ) { ( ) ( )}
0,
C C
C
T T
R E C t C t
T
 
 

  
   

  (10) 
In subsequent sections, we will also make use of the Early-Minus-Late (EML) Delay Lock Detector (DLD) 
function: 
 
1
( ) ( ) ( )
2
EML C CD R dT R dT        (11) 
The factor of half yields unity slope near the origin for the infinite bandwidth case, giving an accurate 
measurement of the tracking error. 
2.3 Code Multipath Error 
The effect of multipath on the code pseudorange measurements is principally a function of how multipath 
manifests itself in the code delay error detector in Fig. 3. Two common delay error detectors, that are power- 
and phase-insensitive approximations of (11), include the Early-Power Minus Late-Power discriminator: 
   
 
2 2 2 2
2 22
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IE QE IL QL
IP QP

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

  (12) 
 and the Dot-Product detector: 
2 2
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

   
  (13) 
Fig. 4(a) shows the direct-signal, reflected-signal and combined code autocorrelation functions for an ideal 
biphase shift key (BPSK) GNSS signal subject to a single interfering signal with a relative amplitude, m   
0.4, a path delay in code chips, m   0.125 code chips and phase offsets, m , of 0 and 180. The correlator 
spacing is d  0.25 chip. The plots are done using a normalized time offset / CT   to make the results 
independent of PRN chipping rate. The effect of pre-correlation band-limiting on the shape of the 
correlation function is also neglected in this diagram. It can be seen that the multipath interference distorts 
the shape of the correlation function. A conventional code-tracking loop works by adjusting the phase of 
the receiver generated code so that the signal powers in the early and late correlation channels are equal. 
Therefore, if the code autocorrelation function is asymmetric due to multipath interference, there will be a 
code-tracking error and, consequently, an error in the resulting pseudorange measurement. Fig. 4(b) shows 
the EML detector functions as in (11) corresponding to the case in Fig. 4(a). It can be seen that the zero 
crossings for the direct-plus-multipath cases are biased from the nominal case.   
Assuming that the multipath fading frequency is within the Delay-Locked Loop (DLL) code tracking 
bandwidth, determining the code multipath error involves computing where the delay error detector    
0, In general this is best done with numerical methods, i.e., computing (12) or (13) with the direct and 
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multipath signal components. However, an analytical solution can be readily obtained for the case of infinite 
bandwidth and a single interfering signal. For the dot product detector (13) this can be done by solving: 
1 1 1( ) ( )cos 0EML EMLD D         (14) 
The pseudorange error due to multipath is obtained from the solution of (14) as CM T  . For example, 
for a short multipath delay such that 1| | d   , then (14) yields 
1 1 1 1
1 1
1 1 1 1
cos cos
1 cos 1 cos
M CT
   
 
   
 
  
 
  (15) 
In this case the pseudorange error can be seen to be proportional to the multipath delay and amplitude. 
Upper and lower error bounds for the dot product detector can be obtained by solving (14) for 1   0 or .  
The computed bounds for BPSK code modulation are indicated in Fig. 5. The plot also shows the errors for 
the specific correlator spacing in Fig. 4(b). Also shown in Fig. 5 is a plot of the multipath bias, which was 
computed numerically by averaging the result of (14) over 1      for each value of 1 .     
 
 
(a)                                                                           (b) 
Fig. 4: Correlation and delay-detector functions of a BPSK GNSS signal subject to constructive and 
destructive multipath interference ( d  0.25 chips; 1  0.4; 1  0.125 chips; pre-correlation band-
limiting is neglected).  
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Fig. 5: Multipath error envelopes and multipath bias for a BPSK signal and EML tracking for a single 
multipath signal. Pre-correlation band-limiting is neglected.  
As seen in Fig. 5, the maximum absolute multipath error is 1d ,  so a narrower correlator spacing often 
leads to a smaller tracking error. This is one of the benefits of narrow correlator receiver designs [9]. For 
an ideal PRN code, the multipath error is zero if 1 1 d   , however for codes with non-negligible 
autocorrelation side peaks a small residual error is possible [5],[95]. The code multipath error at any given 
instance will be between the bounds shown in Fig. 5 and will oscillate at a frequency determined by the 
rate of change in the direct and reflected signal geometry as discussed above. As the multipath fading 
frequency increases beyond the carrier tracking loop capability, the code multipath error will converge to 
the bias level shown in Fig. 5. 
Higher chipping-rate signals are less susceptible to multipath interference than low chipping-rate signals as 
the range lag, , must be smaller for the reflected signal to affect the correlation peak. Figure 6(a) compares 
the code multipath error envelopes for three different modulation types: BPSK(1), BPSK(10) and binary 
offset carrier BOC(1,1), assuming infinite bandwidth. It can be seen that the BPSK(10) signal has much 
better resistance to longer delay multipath. However in many high accuracy applications, it is the short 
delay multipath— with path delay less than 0.1 BPSK(1) chip (29.3 m for C/A code)—that is the dominate 
error source, and all the code types have similar errors.  
Real GNSS receivers are affected by pre-correlation filtering, which is necessary to eliminate out of band 
interference and band-limit the signal spectrum prior to sampling. For high chipping-rate signals, the band-
limiting at the transmitter is also significant. Figure 6(b) shows the corresponding simulated error envelopes 
for the signals in Fig. 6(a) with the code signals filtered by a five-pole 10 MHz low-pass filter 
(corresponding to a 20 MHz band-pass filter in the receiver front end) and the dot-product detector (13). 
The peak multipath errors are actually slightly reduced from the infinite bandwidth case, but the broadening 
of the correlation function extends the error bounds, which can be observed in Fig. 6 for BPSK(10). Band-
limiting rounds the correlation function, which reduces the benefit of narrowing the correlator spacing, as 
this causes the slope of the delay error detector to decrease. Band-limiting also reduces the effectiveness of 
the receiver signal-processing-based multipath mitigation techniques described in Section 3.2. 
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(a)                                                                                    (b) 
Fig. 6: Code multipath error envelopes for different code types. (a) Infinite bandwidth; (b) Filtered with 
10 MHz low-pass filter.  
2.4 Carrier Multipath Error 
In most GNSS receivers, carrier tracking relies on a phase tracking error measurement from the prompt 
correlator signal. The carrier tracking loop attempts to drive this tracking error to zero.  For a single reflected 
signal, the carrier phase error can be determined using a simple signal phasor model as depicted in Fig. 7, 
yielding: 
 
   
1 1 1
1 1 1
sin
arctan
cos
 
     
M
R
R R
   

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  (16) 
The peak carrier phase error can be derived from (16), which occurs when 1 1 1cos ( ) / ( )  R R     : 
1 1
2 2 2
1 1
( )
arctan
( ) ( )
 
 
   
Max
R
R R
  

   
  (17) 
Unlike the code error, the worst-case carrier phase error happens when 1 0  and for 1 1  the carrier 
phase error does not exceed 90, corresponding to 4.8 cm at the L1 carrier frequency. Similar to what was 
done for code multipath, error bounds can be computed from (16). The results for 1  0.2 are shown in 
Fig. 8(a) for the infinite bandwidth case and Fig. 8(b) for a filtered case. As in the case of code multipath, 
the actual errors will oscillate between these extremes. 
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Fig. 7: Depiction of a carrier phase multipath error for a single reflected path. The relative phase of the 
multipath signal with the direct path dictates the measured carrier phase error. 
 
 
(a)                                                                          (b) 
Fig. 8: Carrier multipath error envelopes for different code types. (a) Infinite bandwidth; (b) Filtered with 
10 MHz low-pass filter.  
3. Receiver-Based Multipath Mitigation 
Mitigation of multipath in GNSS signals can be accomplished throughout the receiver signal processing 
chain, including the antenna. This section covers receiver multipath mitigation techniques that are hosted 
in the receiver up to the point of code and carrier measurement generation. Note that none of these 
techniques directly mitigate NLOS reception errors. Measurement-domain mitigation techniques are 
discussed in Sections 4 and 5.    
3.1 Antenna Design Techniques 
Attenuating multipath interference through antenna design techniques can be highly effective in many 
applications. Two general approaches are discussed here: 1) Enhancement of desired-to-undesired signal 
levels in fixed antenna response characteristics; and 2) Taking advantage of polarization diversity in the 
antenna to generate measurements of multipath parameters.   
 Desired/Undesired Signal Component Optimization 
Attenuating multipath interference prior to entering receiver signal processing is highly desirable when this 
is possible. Primary examples where multipath mitigation drives antenna design are fixed site, survey, 
( )R Direct Signal 
Phasor
Multipath Signal 
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1 1( )R  
1
Composite 
Signal Phasor
1
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aircraft and other vehicular applications where the multipath generally arrives below the receiver mask 
angle. Figure 9 illustrates an idealized antenna response wherein gain in the direction of the satellite is 
enhanced and gain in the direction of multipath is attenuated. As discussed in detail in Chapter 26, 
enhancement of the desired/undesired signal ratio can be accomplished by a variety of design elements, 
including ground planes, choke ring assemblies and spiral antenna elements.  
These multipath mitigating antenna design features tend to increase the size of the antenna, limiting their 
application. An extreme example is the Integrated Multipath Limiting Array (IMLA) for the Ground Based 
Augmentation System (GBAS) [16] which is a special-purpose fixed-site design that approximates the ideal 
fixed antenna pattern by combining two separate antenna structures: 1) The MLA, which consists of a 
vertical array of dipole elements in a manner that creates a sharp cut off in the gain pattern below five 
degrees and provides high gain up to a 35 degree elevation angle; 2) A High Zenith Antenna (HZA) which 
provides for satellite tracking above 35 degrees and more than 30 dB of attenuation of ground multipath 
reflections. The IMLA is more than a meter high and is typically installed an additional meter or more 
above the ground.  
For many applications, such as handheld devices, the antenna must be small and the device orientation can 
be almost arbitrary, so it is essentially impossible to include multipath limiting features, hence other 
multipath mitigation techniques must be pursued. 
 
Fig. 9: Illustration of an idealized antenna pattern where the direct signal gain is enhanced and the 
multipath interference is attenuated. 
 Polarization Diversity Reception 
As discussed in Section 1, transmitted GNSS signals are RHCP. In general, this circular polarization is lost 
upon reflection, but the resulting elliptically-polarized signal is mostly LHCP if the grazing angle is greater 
than Brewster's angle (i.e., the angle of incidence is sufficiently small). Higher performance GNSS antennas 
are typically tuned to receive RHCP signals, thereby already providing some resistance to multipath, 
although RHCP selectivity falls off at low elevation angles. Further improvement can be achieved, however, 
by employing an LHCP antenna to preferentially receive reflected signals and incorporate this additional 
information. Multipath mitigation techniques in this class can be categorized as measurement weighting, 
range domain correction, tracking domain correction, and adaptive antenna array processing. Measurement 
weighting and antenna array techniques are covered in Sections 5.1 and 3.4, respectively. Tracking domain 
correction has been shown in simulation [17][18], but relies on prohibitively detailed knowledge of the 
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antenna gain patterns and the direction of the reflected signal arrival relative to the antennas [19]. Range 
domain correction is discussed briefly here. 
Pseudorange, carrier phase and 0/C N  measurements can be made from both polarizations. Estimation of 
multipath using dual polarization techniques relies on differences in the behavior of direct and reflected 
signals under the two antenna polarizations. Under certain conditions, the multipath parameters ,i   i   and 
i  can be estimated from the RHCP and LHCP measurements and then used to estimate the code and carrier 
errors, 
M  and M . These error estimates can in turn be used to correct range measurements supplied to 
the navigation processor. 
Pseudorange and carrier phase errors are the result of the relative delay and amplitude of reflected signals, 
as indicated in Equations (14) and (16), respectively. However, these errors also depend on the 
direct/reflected signal mix produced by the polarization of the reflected signal and the cross-polarization 
discrimination of the antenna. Assuming good polarization reversal at reflection (i.e., reflected signals are 
LHCP), the pseudorange error due to a single short-delay reflected signal in (15) can be expanded  
1
1
1
1 1
cos
1 cos

 

M
L
R
L
R
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G
G
G
 
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 
  (18) 
where the cross-polarization discrimination of the antenna — the ratio of the LHCP and RHCP gains, LG  
and RG , respectively [20] — has been separated from the relative amplitude defined in (1), such that 
/i R L iG G  . For a very good LHCP antenna, /L RG G  is large and in the limit M  approaches 1Δ ,  
the multipath relative delay. In this case of good isolation, the difference between the measured LHCP and 
RHCP pseudoranges is approximately the geometric additional path length of the reflected signal relative 
to the direct: 
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  (19) 
For carrier phase, (16) can be expanded in a manner similar to what was done in (18), yielding 
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For signal-to-noise ratio (SNR) measurements with a single multipath signal component, as illustrated in 
Fig. 7, the ratio of the LHCP and RHCP SNR is [78]:  
2
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  (21) 
The GNSS observables in (19), (20) and (21), have been used as bistatic radar measurements in aircraft 
altimetry [21][22][23] and relative navigation applications [24][25][26][20].  
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Isolation of these multipath parameters requires that the cross-polarization discrimination of the antennas 
renders the reception of oppositely-polarized signals negligible. In the case of interest here, in which we 
seek to correct multipath-induced errors in LOS signal ranging, this assumption is only approximately true, 
so the multipath correction is also only approximate. To truly correct the multipath errors not only requires 
knowledge of the path delay from (19), but also that the multipath phase, i , be determined to within about 
one tenth of a carrier cycle  (~2 cm), so the effects of antenna separation must be considered, or a single 
dual-polarized antenna must be used [19]. See Sections 3.3 and 6.2 for further discussion of the estimation 
of multipath parameters on which range domain corrections rely. 
3.2 Correlation Signal Processing Techniques 
It was recognized early in the development of GPS that authorized (military) users would obtain superior 
multipath mitigation with the BPSK(10) P(Y)-code compared to the BPSK(1) C/A-code available to all 
users, as illustrated in Figures 6 and 8. The widespread adoption of the GPS C/A-code for numerous 
commercial and civil applications in the 1990s and early 2000s spurred innovations in multipath mitigation 
using a variety of signal processing methods. In this section, correlator signal processing techniques will 
be considered; parameter estimation and array processing techniques are discussed in subsequent sections.  
The literature abounds with a variety of different techniques, see References [27]-[35] for a sampling of the 
techniques. The narrow correlator [9] technique was among the earliest improved correlator signal 
processing methods. This technique was described in Section 2.3, where it was shown that, for sufficient 
signal bandwidth, reducing the correlator spacing, d , to a small fraction of a code chip results in reduction 
of peak multipath errors. We concentrate on a generic class of techniques that we call “Signal Gating”, 
although manufacturers have different names for their specific implementations. The focus is on code 
multipath mitigation, although carrier phase multipath mitigation has been pursued with these methods as 
well. 
 Signal Gating 
The concept of signal gating is illustrated in Fig. 10. The top signal represented in Fig. 10 is the incoming 
BPSK PRN code which is to be tracked using a DLD function that provides a measurement of code tracking 
error. Instead of differencing early and late correlation functions, as illustrated in Fig. 3, the EML DLD 
function in (11) can also be generated from rectangular signal gates around transitions of the PRN code, as 
illustrated by the “Conventional DLD Signal” in Fig. 10. In essence, the Early and Late reference signals 
Es  and Ls  in (7) are replaced by a DLD signal, Ds , that is then correlated with the incoming satellite signal. 
In signal gating, this DLD signal is manipulated to minimize multipath. To aid in the derivation of DLD 
functions for the different types of signal gates, we will first re-derive the EML DLD function based on the 
signal gating concept. This process is illustrated in Fig. 11.  
In Fig. 11, two PRN codes epochs, kt  and 1kt   are considered. We assume that after epoch 1kt   that the 
PRN code value is +1. Then there are four possible PRN code state transitions that can occur at kt  and 1kt 
as shown. When these signals are correlated with the EML DLD signal of width 12 Cd T  around the kt  
epoch, then the illustrated DLD functions result. Assuming a balanced PRN code, each of these events 
occurs with equal probability. By symmetry we can include the corresponding events where the PRN code 
value following the 1kt   epoch is 1; thus, the probability of each of these events is ¼. Summing the 
individual DLD functions results in the EML DLD function for the correlation period as a whole that was 
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shown in Section 2.3. The signal gate approach also lends itself to computation of DLD functions with 
filtered and other complex signals, and for determination of noise effects. 
Examining the derivation of the EML DLD function illustrated in Fig. 11, it can be see that the non-zero 
multipath response between 1d  and 11 d  is due to the rectangular EML gate signal integrating the PRN 
code signal removed from the chip transition. This response is outside the linear range of the detector and 
is of marginal value for code tracking.  
To eliminate the effect of signals delayed beyond the linear range of the detector, the gating function must 
have net zero area, as illustrated in Fig. 12. In Fig. 12, ideal gating functions for carrier (prompt correlator) 
and code tracking are shown—these gates are symmetric and assume infinite bandwidth. Consideration of 
asymmetric and nonrectangular signal gates can be found in [31][32][33].  
There are two general ways that these multipath-mitigating DLD gating functions can be applied, as 
illustrated in Fig. 10: “Transition-Gated” and “Epoch-Gated”.  Similar to the EML gating case, the 
transition-gated signals occur whenever the PRN code exhibits a transition, whereas for the epoch-gated 
case, there is a gate at every chip epoch, even when there is no code transition. In the literature, the 
transition-gated case is known variously as “Double Delta”, “Strobe Correlator” [27], “Multipath 
Mitigation Technology-A” [28] “High Resolution Correlator” [29][30], and “Pulse Aperture Correlator” 
[35]. The derivation of the DLD function for the transition and gated cases is illustrated in Fig. 13. It can 
be seen that the transition-gated DLD function has a correlation “echo” around one chip delay, whereas the 
epoch-gated case does not, as shown in Fig. 14(a). These DLD functions result in multipath error bound 
curves as shown in Fig. 14(b). The gated and EML cases all have the same response to short-delay 
multipath, but the gated correlators eliminate medium-delay multipath. The epoch-gated processing also 
eliminates multipath around one-chip delay.  
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Fig. 10. Illustration of delay lock detector gating functions, with pre-correlation band-limiting neglected.   
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Fig. 11. Derivation of the DLD function for the Conventional (EML) Gate. The left graphs show the 
incoming and reference signals; the right graphs show corresponding correlation functions, ( )EMLD  , 
computed over a chip period, as a function of the code tracking error,  .  
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Fig. 12. Ideal symmetric gating functions for enhanced multipath mitigation.  
The superior multipath-mitigation performance of transition- and epoch-gating comes at the cost of slightly 
increased noise, compared to a basic EML gate, as will be discussed in the next section. It should also be 
noted that the use of epoch- or transition-gating has mostly been used for BPSK(1) signals for high accuracy 
applications, such as survey. As shown in Section 2.3, BPSK(10) and BOC(1,1) signals have superior 
multipath characteristics using conventional signal tracking, so the incentive to employ signal gating 
techniques is not as great.  
The use of a prompt signal gate as illustrated in Fig. 12 for mitigation of multipath errors in carrier phase 
tracking has not been widely used because there is a severe SNR penalty: only the fraction of the incoming 
signal not zeroed out by the prompt gate is included in the prompt signal coherent integration. For a gate 
that is one-tenth of a code chip, a 10 dB penalty in SNR is incurred [30]. For code tracking, information 
about the tracking error is only observable at chip transitions, so there is no loss in signal by narrowing the 
DLD gate function, as long as the gate width is longer than the duration of the chip transition.  
 Code Measurement Noise Characteristics 
While a reduced width with an EML DLD signal gate offers both improved noise and multipath mitigation, 
there are noise performance tradeoffs with transition- or epoch-gating. This will be demonstrated by 
considering the noise portion of (6) in the coherent integration processing illustrated in Fig. 3 with the signal 
DLD gating function replacing those in Eqn. (7). Ignoring Doppler frequency tracking errors and pre-
correlation band-limiting, the DLD noise is 
00
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where the sifting property of Dirac Delta Function is used. 
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Fig. 13. Derivation of the DLD function for Transition- and Epoch-Gated delay-lock functions. The left 
graphs show the incoming and reference signals; right graphs show their correlation functions, ( )TGD   
and ( )EGD  , computed over a chip period, as a function of the code tracking error,  .  
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                                             (a)                                                                             (b) 
Fig. 14: Comparison of EML Dot Product, Transition Gated and Epoch Gated responses: (a) Delay Lock 
Detector functions for a BPSK(1) signal with a correlator spacing of 1/20 chip; (b) Corresponding 
pseudorange multipath error envelopes for a multipath/direct signal ratio   0.2.  
When the gating function is zero, both the signal and noise components of the coherent integration process 
illustrated in Fig. 11 or Fig. 13 will be blanked. Because the epoch- and transition-gated functions are wider 
than the equivalent EML gate, the noise will be larger. Equation (23) can be evaluated for the different gate 
types by considering the non-zero portions of the integration. Over the coherent integration interval there 
are /E PDI CN T T  code epochs and, assuming a balanced PRN code, / 2T PDI CN T T  chip transitions (and 
recalling that the noise variance has been normalized to 1): 
EML Gate 
 
1
2 2
1 1
[2 ]
1 1
{ } (1) 2
2
C
PDI
D T C
PDI PDI Cd T
T
E w N dt d T d
T T T
 
   
 
   (24) 
Transition DLD Gate 
 1 2 1
2
2
2 2 1 1
1
2 1 2 1[2 ] [ ]
2
1
1
2 1
1 1 2
{ } (1) 2 2
2
C C
PDI C
D T C
PDI PDI Cd T d d T
d T d T
E w N dt dt d T
T d d T T d d
d
d
d d

      
         
       
 

 
  (25) 
Epoch DLD Gate 
 1 2 1
2
2
2 2 1 1
1
2 1 2 1[2 ] [ ]
2
1
1
2 1
1 1 2
{ } (1) 2 2
2
2
C C
PDI C
D E C
PDI PDI Cd T d d T
d T d T
E w N dt dt d T
T d d T T d d
d
d
d d

      
         
       
 

 
  (26) 
For a typical case of 2 12d d  the transition gate suffers a 3 dB loss compared to the EML, whereas the 
epoch gate has a 6 dB loss.      
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 Generation of Transition Gates with Conventional Correlators 
The transition-gated DLD can be generated with conventional correlator taps [29],[30], unlike epoch-gating 
which requires explicit generation of the gating function. As a specific example, consider four correlators 
with adjacent separation of d  chips, which are denoted as Early 1 and 2, and Late 1 and 2: 
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 (27) 
The “High Resolution Correlator 4” (HRC4) prompt and DLD functions are synthesized as follows [30]: 
 ( 1 1) ( 2 2) / 2   HRCP E L E L   (28) 
 3( 1 1) ( 2 2) / 4   HRCD E L E L  (29) 
In the context of Fig. 12, (29) corresponds to 1 2d d  and 2 3 2d d . For code tracking, the dot-product 
discriminator uses the HRC4 DLD and a synthesized prompt function: 
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 (30) 
Computer simulation and laboratory test results comparing the HRC4, Eqn. (30), with 0.1d   and EML 
with d  0.05 chip, for C/A code are shown in Fig. 15. The EML case assumes the presence of a prompt 
correlator, so the width of the inner portion of the HRC4 gate is the same as the EML gate. The effects of 
band-limiting are clearly evident. 
 
Fig. 15: Simulated (solid lines) and measured (symbols) multipath error envelopes for EML and HRC4 
cases with 1 0.5   [30]. The measured receiver data was obtained using a GPS simulator with a single 
multipath signal modeled. The simulation assumed an RF bandpass bandwidth of 16 MHz.  
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3.3 Parameter Estimation Techniques 
The correlator signal processing approaches discussed in the previous section make no claims on optimality. 
The first attempt to obtain optimal multipath mitigation was the Multipath Estimating Delay Locked Loop 
(MEDLL) of van Nee, etal. [36]. MEDLL uses a correlator signal model similar to Eqn. (8) as the basis of 
a Maximum Likelihood Estimation (MLE) approach to estimate signal model parameters{ , , },i i i    
0, ,i n  to provide both code and carrier multipath mitigation. MEDLL uses a bank of narrowly-spaced 
conventional correlators that sample the autocorrelation function for both in-phase and quadra-phase. This 
can require tens of correlators per tracking channel—a significant hardware cost.  MEDLL has been 
demonstrated to be effective when there are only one or two dominant multipath signals with sufficiently 
long delays to enable observability. 
Building on MEDLL and correlation signal processing techniques, Weill proposed the use of “super-
resolution techniques” [37],[38],[39], wherein the local code reference signals are matched to the time-
domain characteristics of the pre-correlation signals. This permits discrimination of short delay multipath, 
subject only to information-theoretic bounds due to signal bandwidth. This approach has been coupled with 
MLE signal parameter estimation in the so-called Vision Correlator [40] to achieve near theoretical error 
bounds when the signal conditions match model assumptions. A review of multi-correlator-based parameter 
estimation techniques may be found in [41]. 
There are a number of significant drawbacks to parameter estimation techniques. First, they are 
computationally burdensome, particularly as the number of multipath replicas modeled increases. Super-
resolution processing requires specialized hardware, which much be matched to the receiver characteristics. 
Lastly, there is the problem of model fidelity. If the number of multipath signals is under- or over-estimated, 
then MLE techniques can perform poorly. MLE also can have convergence problems in poor SNR. For 
these reasons, parameter estimation techniques have typically been applied to fixed-site applications that 
may have a single-dominant reflection source to be eliminated. 
3.4 Array-Based Signal Processing 
The ultimate method of multipath mitigation is to use multiple antenna elements and adaptive array 
processing. Ray, et al. [42] demonstrated code and carrier phase multipath mitigation by using an array of 
half-wavelength spaced antenna elements. They assumed that, over a given observation interval, the 
multipath returns could be represented by a single multipath reflector. The signals from the multiple 
antennas were used to separate out the direct signal from the reflected signal and the code and carrier 
measurements extracted from the direct signal estimate. 
Many adaptive array anti-jam systems use pre-correlation digital beam forming (DBF) to synthesize a beam 
in the direction of arrival of the satellite signal (using known platform attitude from an inertial measurement 
unit) while also nulling jammers. Such systems have demonstrated multipath mitigation capabilities 
[43],[44]. The digital beam steering theoretically enhances the direct signal power proportional to the 
number of antenna elements. So for seven elements, this is about an 8 dB reduction in i , which in many 
circumstances could be significant.  
Pre-correlation DBF does nothing to explicitly mitigate multipath signals (i.e., the multipath mitigation 
benefits are incidental). DBF processing can also be done post-correlation [44]. In this case the multipath 
signals integrate above thermal noise, permitting the DBF algorithm to detect and actually generate a null 
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in the spatial direction of the multipath. This type of processing has not been widely deployed due to the 
size and cost of antenna arrays, separate RF front end and analog-to-digital converters (ADC) for each 
antenna, and tracking channels for each antenna/satellite combination. Also an increased number of ADC 
bits may be required in order to maintain dynamic range. However, the increasing density and clock speeds 
of integrated circuits is driving down the cost of the required signal processing components needed for post-
correlation DBF, so it is expected that this technology will become commercially available in the 2020s. 
3.5 Doppler Domain and Synthetic Aperture Techniques 
When the receiver is moving, different components of a multipath-contaminated signal can have different 
Doppler shifts. Integrating the correlator outputs coherently over 100 ms or more provides sufficient 
resolution at road vehicle speeds to separate the different signal components in the Doppler domain, 
preventing reflected signals from interfering with the direct LOS signal [45][46]. Note that this does not 
work for signals reflected off surfaces parallel to the direction of travel as these have the same Doppler shift 
as the direct LOS signal. 
This technique is equivalent to beamforming with a synthetic aperture, a common radar processing 
technique, maximizing the gain in the direction of the direct LOS signal and, in general, reducing it in the 
direction of the reflected signals [47][48]. If the receiver is travelling in a straight line, the gain pattern will 
be symmetric about the direction of travel. Changes of direction during the coherent integration period 
enable an asymmetric gain pattern. The longer the coherent integration period, the sharper the beam formed, 
but the more accurate the frequency control of the carrier NCO must be to maintain coherence. This 
typically requires either correlating at multiple Doppler shifts in parallel or providing Doppler aiding, either 
from other GNSS signals or from external aiding sources, such as inertial sensors.  
4. Carrier Smoothed Code 
Code pseudorange noise and multipath errors are on the order of 100 times larger than corresponding carrier 
phase errors. This is the motivation for use of carrier phase in precision positioning applications discussed 
in Chapters 19 and 20. However, carrier phase positioning typically requires external augmentation or 
reference receiver data sources, so most stand-alone GNSS positioning ultimately relies on pseudorange 
measurements. The smoothing of GNSS code pseudorange measurements with carrier phase measurements 
was introduced by Hatch [49] and is now a well-established GNSS signal processing technique. Note that 
carrier smoothing does nothing to mitigate errors due to NLOS reception. 
4.1 Carrier Smoothing Formulations 
For the purposes of the carrier smoothing filter derivation and performance modeling, we use the following 
simplified models for the GNSS code and carrier phase measurements at frequency Lf  from a single 
transmitter:  
     
 

    
L T R L ML L
L T L ML L L LR
r I T
r I T N


    
     
  (31) 
where 
L = Code pseudorange measurement (in meters)  
L = Carrier phase measurement (in meters) 
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r = Geometric Line-of-Sight (LOS) range  
T = Satellite clock and ephemeris errors projected along LOS 
R = Receiver clock bias 
LI = Ionospheric refraction at Lf    
T = Tropospheric refraction 
,ML ML    = Code and carrier multipath at Lf  
,L L     = Code and carrier receiver noise and other errors 
L LN  = Carrier phase ambiguity for the carrier with wavelength L ,  where LN  is an integer. 
When the development does not require denoting multiple carrier frequencies, then the subscript L  may be 
omitted.   
The carrier phase ambiguity complicates using the carrier for positioning. However, carrier phase 
differences can provide a very accurate measurement of the change in pseudorange for non-dispersive 
effects (LOS range, clocks and troposphere). The idea behind carrier smoothing is to combine carrier phase 
and code measurements to obtain a pseudorange that has the low frequency characteristics of the code 
measurements, but with the high frequency errors of the phase measurements.  
There are two common approaches for carrier smoothing: the Hatch Filter [26] and the Complementary 
Filter [50], illustrated in Fig. 16(a) and (b), respectively. The block diagrams in Fig. 16 are discrete-time 
signal processing/estimation representations, where 1z  is the unit delay operator, i.e., 
1
1( ) ( )n nz x t x t

 , 
and ( )nx t

 represents an extrapolated value valid at time step nt  based on the past data  1 1, , nt t   . It is a 
straightforward algebraic exercise to show that these formulations are equivalent. The Hatch filter directly 
produces a smoothed pseudorange, whereas the complementary filter first smooths the code-minus-carrier 
(CMC) signal, ( )nt , then adds the carrier phase back on to obtain the smoothed pseudorange. A common 
choice for the gain at time , 0,1,nt n , is: 
max
max max
1/ , 1, , 1
1/ ,
n
n n N
K
N n N
 
 

  (32) 
This time-varying gain sequence will be shown to possess certain optimal properties.  The determination 
of maxN  in terms of filter bandwidth or smoothing time constant will be discussed below. With this choice, 
the Hatch filter from Fig. 16(a) can be written compactly as: 
1 max
max
1 max
max max
1 1
( ) ( ) ( ), 1, , 1
( )  
1 1
( ) ( ) ( ),
n n n
n
n n n
n
t t t n N
n n
t
N
t t t n N
N N
  

  



      
  
      
  (33) 
There are pros and cons for either implementation. The Hatch filter uses carrier phase delta-range instead 
of carrier phase, avoiding estimation of a CMC bias, which may facilitate filter restart after cycle slips. On 
the other hand, the complementary filter can be readily coasted during measurement outages, since ( )nt  
evolves slowly, even on moving platforms. 
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(a) 
 
(b) 
Fig. 16. Carrier smoothing block diagrams and filter processing equations: (a) Hatch filter; (b) 
Complementary filter.  
The qualitative behavior of carrier smoothing will be demonstrated using the complementary filter. The 
filtering operation in the shaded box in Fig. 16(b) can be denoted as an operator, F . The overall input-
output relation is: 
( ) (1 )     F F F        (34) 
For the case of a fixed- or steady-state gain, ,nK K  and the complementary filter iterative equations for 
F  in Fig. 16(b) can be written as 
1( )  (1 ) ( ) ( )n n nt K t K t       (35) 
This discrete time equation can be written in terms of a Z-transform [53] as 
1
( )
1 (1 ) (1 )
K Kz
F z
K z z K
 
   
  (36) 
This will be a low-pass filter for 0 1K  , which is satisfied by the gain sequence (32), and implies 1 F  
will be high-pass. Using the measurement model (31) in (34) yields: 
( (2 1) ( ) (1 )() )          T R M LL L L L ML L LF I F Fr T N           (37) 
Note that the LOS range, clock and tropospheric terms are unfiltered, so the desired pseudorange 
measurement components are unaffected by smoothing. The pseudorange noise and multipath will be low-
pass filtered, whereas the carrier ambiguity, noise and multipath are high-pass filtered. Since at zero 
frequency ( 1z  ), (1) 1F  , the smoothed pseudorange will have the same long-term error trends due to 
low-frequency multipath and other errors as the unsmoothed measurement. The filtered ionospheric term 
will cause a bias in the measurement that is proportional to the rate of change of the ionospheric delay [52].   
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4.2 Smoothing Filter Gain  
 Kalman Filter Derivation 
The smoothing filter gain, nK  can be determined from a Kalman Filter formulation [50],[51]. From (31), 
the CMC measurement, ( )nt , is  
2 ( ) ( )M MI N             (38) 
The carrier ambiguity will be a constant bias as long as there are no cycle slips. As a limiting case, consider 
a simplified model of (38) consisting of a slowly varying bias plus WGN: 
0( ) ( ) ( )n n nt t t      (39) 
The WGN ( )nt  measurement noise is mostly due to code pseudorange noise, whose covariance we will 
denote as R . The bias term will be modelled as a Gauss-Markov process: 
0 1 0( ) ( ) ( )n n nt t w t      (40) 
Here w  is WGN, with cov w Q  . With the process model (40) and measurement model (39) we can 
develop a Kalman Filter for the CMC bias. Denote 0( ) { ( ) | ( ), 1, , }n n kt E t t k n     with covariance 
( )nP t  and 0( ) { ( ) | ( ), 1, , 1}n n kt E t t k n  
    with covariance ( )nP t

. Typically, 1( )P t

 is chosen so
1( )P t R

 to represent ignorance of the CMC value prior to the first measurements being processed. The 
Kalman Filter equations for 1,2,n   are: 
Measurement Update 
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  (41) 
Extrapolate 
2
1 1   ( ) ( ), ( ) ( )n n n nt t P t P t Q  
 
      (42) 
The steady-state bandwidth of the smoothing filter can be set by varying the Gauss-Markov model 
parameters. Note that as 1( )P t
  , 1 1K   and 1( )P t R , which says the initial smoothed pseudorange 
error will be bounded by the unsmoothed noise. 
The filter gain sequence in Eq. (32) is a special case of (41), with 1   and 0Q  , which will now be 
demonstrated. With these choices for   and Q , and combining the update and extrapolation steps, an 
iterative expression for the smoothed covariance is: 
2
1 1
1
1 1
( ) ( )
( )  ( )
( ) ( )
n n
n n
n n
P t P t R
P t P t
P t R P t R

 
 

 
  
 
  (43) 
A solution to (43) is 
( )n
R
P t
n
   (44) 
This is proven by noting that 
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  (45) 
which is consistent with (44), thus demonstrating this assertion by induction.  
With the expression (44) for the smoothed covariance, the filter gain can be written using (41) as  
1
1
( ) / ( 1) 1
( ) / ( 1)
n
n
n
P t R n
K
P t R R n R n

  



  
  
  (46) 
This shows that the gain sequence in Eq. (32) is optimal for smoothing a constant bias in WGN. In practice, 
the assumption that the CMC bias is constant may only be valid over limited intervals, therefore the floor 
on the gain in (32) for time steps beyond maxN is used to set the steady-state smoothing time constant.  
 Steady-State Gain Derivation 
The value for maxN can be determined by relating the CMC filter F  to a first-order, continuous-time, low-
pass filter: 
0
1
( )
1
F s
T s


  (47) 
In (47), 0T  is the time constant of the filter. For a sampling interval T , a matched pole-zero Z-transform 
of ( )F s  is given by [53] 
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T T
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  (48) 
Equating the terms in (48) with the transfer function in (36) and the gain expression in (46) yields 
0/
0 0
max
max 0
1
1 / ,
/
T T
K e T T T T
N
N T T
     
  
  (49) 
where 0T  is the time constant of the filter and T  is the sampling interval. 
Selecting maxN  using (49) yields a fixed gain filter for maxn N whose covariance equation can be written 
as [51] 
 
2 2
1 1n nP K P K R      (50) 
In steady-state, ,n sP P n  . Then (50) becomes 
 
2 2
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max 0
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
  (51) 
Note that this is only valid if the pseudorange measurement noise is statistically independent from sample 
to sample. This can be guaranteed by selecting the measurement output rate to be slower than the noise 
equivalent bandwidth of the code tracking loop. Also, (51) ignores the contribution of the carrier phase 
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errors on the output of the low-pass filter in Fig. 16(b), so a more accurate expression for the steady-state 
smoothed pseudorange error is  
2
2
s
KR
P
K

 

  (52) 
where 2   is the carrier phase noise variance. 
For specular multipath, with a fading frequency if , then the attenuation of the pseudorange multipath error 
can be approximated using (47): 
 
2
0 02 0
1 1 1
( 2 )
1 1 2 1 2
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i
i
is j f i
F j f
sT j f T f T 

 
  (53) 
To achieve significant multipath attenuation, we must have 0 1 / 2 iT f  . For example, consider the slow 
fading experienced at a fixed site, as described in Section 2.1, with if  1.5 mHz. To achieve a factor of 
five reduction in multipath amplitude requires 0 T  520 s, illustrating the challenge of mitigating strong 
multipath at fixed sites. 
4.3 Ionospheric Errors and Dual-Frequency Smoothing  
 Ionospheric Divergence Errors in Single Frequency Carrier Smoothing 
The ultimate usefulness of carrier smoothing for GNSS navigation processing, particularly in single 
frequency local differential GNSS processing, is dependent on the characteristics of the filtered ionospheric 
term in Eqn. (37). Over the time-scale of the carrier smoothing, the change in the ionospheric refraction can 
be approximated as bias plus a ramp:  
0( )L dI t I I t    (54) 
This can be written in the Laplace Transform “s” domain as  
0
2
( ) dL
I I
I s
s s
   
As can be seen in Equations (31) and (37), the change in the ionospheric error causes a divergence between 
GNSS code and carrier measurements. The error in the ionospheric residual induced by the smoothing filter 
can be determined using (47) by  
 
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L L L L
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  (55) 
The steady-state behavior of LI  may be determined by applying the final value theorem of Laplace 
Transforms 
0 0
02
0
0
2
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lim  2dss d
s
s I I
s ss
T
I s T I
T


  
     
  
 (56) 
Equation (56) confirms that the carrier smoothing filter introduces an error as it tracks a time-varying 
ionospheric delay ( 0dI  ), the size of which is proportional to the smoothing time constant 0T .  For a 
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typical value of ionospheric divergence of 10 cm/min and 100 s smoothing, the offset is about 33 cm, which 
would be a non-negligible error for local-area DGNSS applications, such as aircraft precision approach and 
landing (Chapter 12). During a severe ionospheric storm, the divergence can be 5-7 times as large, thus it 
is critical in single-frequency DGNSS applications for the smoothing filters in the reference and rover 
receivers to use the same time constant, so that the ionospheric divergence error cancels when the 
measurements between the rover and reference are differenced.  
 Divergence-Free Filter Derivation 
The ionospheric divergence effect in carrier smoothing can be addressed by using dual-frequency 
measurements. Following the approach in [54], we simplify the measurement model (31) by lumping terms 
that are affected by carrier smoothing in similar ways: 
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where: 
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The ionospheric refraction will be modeled as 
2
I
L
L
K
I
f
   (59) 
Define generalized code and carrier phase measurements by combining the code and carrier measurements 
from frequencies 1f   and 2f  as: 
1 1 2 2
1 1 2 2
 
 
a a
b b
  
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 (60) 
where 1a , 2a , 1b , and 2b  are coefficients to be determined. To preserve the LOS and clock information in 
the generalized measurements, we must have: 
1 2 1 a a  (61) 
1 2 1 b b  (62) 
Combining (57) and (60), and applying (61) and (62), the CMC can be written as  
 
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 (63) 
To eliminate the effect of ionospheric divergence on the smoothing processing, the last term in (63) must 
be zero. Using (59) we obtain the following condition: 
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2 2
1 1 2 2 2 1( ) ( ) 0   a b f a b f  (64) 
We now have three equations, (61), (62), and (64), for the four unknowns, 1a , 2a , 1b , and 2b . Therefore 
one of the parameters can be arbitrarily chosen. We will use 1a  as this independent variable. With this 
choice we have the following expressions: 
2 1
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2 2
1 2
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f f
f f
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f f
 (65) 
Note that this derivation can be extended to three frequencies and mixed code-carrier combinations [55] 
which enables additional, simultaneous constraints to be imposed, e.g., maintaining integer ambiguities, 
while minimizing noise and/or ionospheric errors. 
 Divergence-Free Measurement Combinations 
We now examine some specific special divergence-free cases based on particular choices for 1  in (65). 
Single-Frequency Pseudorange Divergence-Free Smoothing 
Choosing 1 1a  or 1 0a , yields the divergence-free smoothed 1f  or 2f  pseudorange, respectively,  
discussed in [52] and [54]. The smoothing filter inputs in these cases are: 
2 2 2
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1 2 1 2
2 2 2
1 1 2
2 2 1 22 2 2 2
1 2 1 2
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  
 
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  
 
 (66) 
These combinations will have the pseudorange multipath and noise errors associated with the respective 
carrier frequency, whereas the carrier phase errors are slightly elevated by combining multiple frequency 
signals. 
Ionosphere-Free Smoothing 
A special case of divergence-free processing is obtained by eliminating the ionosphere in both   and   
individually, rather than just in the CMC as accomplished in (64). From (59) and (60) this is achieved in 
the generalized code measurement,  , by having 
1 2
2 2
1 2
0 
a a
f f
 (67) 
With (61) and (65) we get 
2 2 2 2
1 2 1 2
1 2 1 22 2 2 2 2 2 2 2
1 2 1 2 1 2 1 2
Iono-Free:
,IF IF
f f f f
f f f f f f f f
        
   
 (68) 
Note that this measurement combination suffers from a significant amplification of noise and multipath 
errors, since the coefficients on the code and carrier measurements are greater than one.  
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Wide-Lane/Narrow-Lane Combinations 
As discussed in [54], the well-known wide-lane and narrow-lane carrier phase combinations have the 
following divergence-free combinations: 
1 2 1 2
1 2 1 2
1 2 1 2 1 2 1 2
1 2 1 2
1 2 1 2
1 2 1 2 1 2 1 2
Wide-Lane Carrier Phase/Narrow-Lane Code:
,
Narrow-Lane Carrier Phase/Wide-Lane Code:
,
NL WL
WL NL
f f f f
f f f f f f f f
f f f f
f f f f f f f f
     
     
   
   
   
   
 (69)  
As shown in [54], the narrow-lane code combination provides attenuation of pseudorange multipath and 
noise, since the coefficients on the code measurements are less than one. 
4.4 Performance Analysis and Examples 
In this section we provide examples of carrier smoothing performance with simulated and live data.   
Figure 17 shows single frequency carrier smoothing results with GPS L1 P(Y) code in a high multipath 
rooftop environment. Raw and smoothed CMC are plotted, which illustrates the effect of ionospheric 
divergence. The unsmoothed data clearly exhibits oscillatory effects of multipath due to satellite motion. A 
modest smoothing time constant of 100 s provides significant attenuation of the multipath, but residual 
errors are still evident. A longer time constant of 600 s provides additional attenuation of multipath 
oscillations, but suffers from the bias associated with the filtered ionospheric divergence as in Eqn. (56). 
 
Fig. 17. Single frequency smoothing live data results [52]. The bias induced by ionospheric divergence on 
the smoothed code measurements can be seen by the offsets in the red and blue curves from raw CMC. 
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Figure 18 shows the corresponding L1 P(Y)-code divergence-free CMC using the L1/L2 P(Y) carrier phase 
as in (66). The effects of ionospheric divergence are eliminated, which enables longer smoothing time 
constants to be used in GNSS/DGNSS applications. Figure 19 shows the corresponding ionospheric-free 
smoothing results, as in (68),  using L1/L2 P(Y) code. The amplification of the multipath and noise 
compared to the single frequency pseudorange errors in Fig. 18 is evident by the 3X larger peak-to-peak 
level of the raw CMC. 
Figures 20 and 21 show simulated smoothing filter results that illustrate the benefit of the time-varying gain 
sequence (32) versus using the steady-state gain value in terms of filter convergence. Figure 20 shows the 
result of a covariance analysis with WGN-only as in (43) with 
2(0.5 m)R  , carrier phase noise standard 
deviation of 0.018 cycles, and steady-state time constant 100 s  . Single-frequency (SF) and L1 
divergence-free (DF) smoothing results are depicted. The fixed gain filter has a long convergence time, on 
the order of two filter time constants, whereas the time-varying Kalman Filter (KF) gain converges quickly 
for both the single-frequency or divergence-free cases. In steady-state, the divergence-free filter has a 
slightly elevated error due to the amplification of the carrier phase errors in Eqn. (66), consistent with the 
analytical result in (52). However, this additional error would likely be swamped by residual multipath and 
single frequency ionospheric-divergence errors in practice. 
Figure 21 illustrates the improved convergence of divergence-free smoothing with a time-varying gain in 
ionospheric divergence relative to single-frequency smoothing. The simulated initial ionospheric bias at L1 
is 4 m with a divergence of 1 cm/s. For single-frequency smoothing, both the fixed- and Kalman-gain have 
a slow convergence to the biased steady-state trend. In contrast, the divergence-free filter convergences 
very quickly to the unbiased trend.  
 
 
Fig. 18. Divergence-free smoothing live data results [52]. Ionospheric divergence effects on the smoothed 
code measurement have been eliminated, enabling longer smoothing time constants to be used. 
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Fig. 19. Ionospheric free smoothed live data results [52]. The effects of ionospheric divergence are 
eliminated but with a magnification of errors. 
 
 
Fig. 20. Covariance analysis simulation of smoothing filter convergence for steady-state time constant of 
100 s for smoothing WGN.  
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Fig. 21. Simulation of smoothing filter transient responses with ionospheric divergence for steady-state 
filter time constant of 100 s. The dotted lines show the theoretical steady-state response.  
5. Real-time Navigation Processor-based NLOS and Multipath Mitigation 
A GNSS navigation processor computes position from measurements of the pseudoranges and sometimes 
the carrier phase [6][7]. The degree to which these measurements are multipath-contaminated depends on 
the receiver and antenna design as well as the signal propagation environment. NLOS errors are largely 
independent of the user equipment design. Where the number of satellites tracked exceeds the minimum 
required for a navigation solution, the measurements from the receiver can be selected and weighted to 
minimize the impact of multipath and NLOS errors on the position solution. The C/N0 and pseudorange 
rate (Doppler) measurements can assist in this process, as can measurements from signals on different 
frequencies, where available. Section 5.1 describes methods for weighting each satellite within the position 
solution using measurements from that satellite alone. Section 5.2 then describes consistency checking, 
which can identify NLOS reception and large multipath errors by comparing measurements from different 
satellites. 
A navigation filter uses previous as well as current GNSS measurements to compute the position solution, 
making more information available for detecting and mitigating multipath and NLOS errors. This is 
particularly useful for mobile applications where the signal propagation environment experienced by the 
receiver constantly changes. Section 5.3 describes techniques that may be deployed. Aiding information 
from other navigation and positioning sensors further extends the information available for multipath and 
NLOS mitigation as discussed in Section 5.4. Note that aiding techniques using 3D mapping are described 
in Section 7. 
5.1 Independent Signal Weighting 
All GNSS positioning algorithms that use more than a minimum number of GNSS measurements 
incorporate a means of weighting those measurements. For example, a single-epoch position solution using 
m pseudorange measurements, is given by [6] 
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Where ar  is the Cartesian position of the user antenna with respect to the center of the Earth at time at ; R  
is the receiver clock offset, expressed as a range; H  is the measurement matrix; W is the weighting matrix; 
j
C  is the pseudorange from satellite j to the user, corrected for the estimated satellite clock offset, 
ionosphere propagation delay and troposphere propagation delay; ^ denotes an estimated value with the 
superscript  denoting a predicted value from previous measurements and the superscript + denoting a value 
obtained from the current set of measurements. The user position vector and measurement matrix must be 
expressed in the same coordinate system, e.g., Earth-Centered-Earth-Fixed (ECEF) or local-level. 
The predicted pseudoranges are given by 
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where ˆ ( )rE jj stt  is the Cartesian ECEF position of satellite j at the measured time of signal transmission, ,
j
stt  
 ˆ rEa at  is the user ECEF antenna predicted position at the receiver measurement time (common for all 
satellites). The Sagnac effect is compensated by the rotation matrix, 
I
EC , given by 
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Where ( )  j ja IE a stt t   and  IE  is the Earth rotation rate. 
The measurement matrix is given by 
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where  ˆ ˆ ˆ ˆ  e r r r raj j a j a  is the LOS unit vector from the user antenna to satellite j.  
Finally, the weighting matrix is given by 
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where j is proportional to the error standard deviation of the jth pseudorange measurement. Thus, 
measurements with smaller error standard deviations are given higher weighting within the position 
solution. It is here that measurements may be weighted to mitigate the effects of multipath interference and 
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NLOS reception. A similar approach may be used with carrier phase and carrier-smoothed code 
measurements. For a weighting matrix, only the relative values of the components matter, i.e., if all terms 
are multiplied by a constant, it does not affect the position solution. However, if this weighting matrix is 
used to estimate solution covariance/uncertainty, as is common in high-integrity positioning applications, 
then properly characterized LOS standard deviations will be important. 
A weighting scheme based on the satellite elevation, 
j , is sometimes used because lower elevation signals 
are more susceptible to multipath interference and NLOS reception and also exhibit larger errors in the 
ionosphere and troposphere propagation models. The Radio Technical Commission for Aeronautics 
(RTCA) model is [56] 
 0exp jj a b       (75) 
For commercial transport aviation applications, the coefficients were empirically-determined to be a = 
0.13 m, b= 0.56 m, and 0 = 10 = 0.1745 rad. This model and parameters may not be appropriate for other 
applications. Such a priori weighting usually gives a more accurate position solution than no weighting, but 
makes no attempt to directly detect multipath interference or NLOS reception. 
Another option for weighting is to use the C/N0 measurements [57]: 
 0
j j
a
c n
    (76) 
where 0
( / )/10
0/ 10
C N
c n   and a is an empirical application-dependent constant. When a good antenna is used 
that attenuates LHCP signals, this ensures that multipath and NLOS measurements are generally attenuated, 
minimizing their impact on the position solution. However, multipath interference has to be very strong to 
impact the C/N0 measurement and increases it as often as it reduces it. SNR measurements may be used 
instead of C/N0 (according to what the receiver measures), but will need to be rescaled. 
A dual-polarization antenna has both a conventional RHCP output, which is generally more sensitive to 
direct signals and an LHCP output, which is generally more sensitive to reflected signals. Processing these 
outputs in separate channels within the receiver and differencing the two C/N0 measurements provides an 
indication of both NLOS reception and strong multipath interference [19]. In order to exploit signal 
polarization through measurement weighting, tracking is performed independently on the RHCP and LHCP 
channels, then the relative strength of the LHCP signal is used as an indication of multipath interference or 
NLOS reception. RHCP measurements made in the presence of a strong LHCP signal are likely corrupted, 
so measurements are de-weighted accordingly in the position solution (see the weighting matrix (74)). 
Weighting is proportional to the difference between the RHCP and LHCP C/N0, but must accommodate the 
variability in signal strength that may arise from the two antenna patterns and signal angle of arrival  [58]. 
Another way of detecting strong multipath interference (but not NLOS reception) is by observing the time 
variation of the C/N0 measurements. As described in Section 2, the phase offset of a reflected signal with 
respect to the direct signal changes, so multipath interference will be varying between constructive and 
destructive, causing C/N0 to change. For a moving receiver, these changes will occur relatively quickly. For 
a static receiver, however, it takes several minutes for the phase offset to complete a cycle [59]. 
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The detection process may be accelerated by using multiple frequencies. As the phase offset is frequency 
dependent, there will often be constructive interference on one frequency when there is destructive 
interference on the other, enabling multipath to be detected by comparing the inter-frequency C/N0 
difference with its normal value. With two frequencies, this will only work about half the time. A three-
frequency detector will therefore be more robust. A potential triple-frequency detection statistic is [60]:  
           
2 2
0 0 12 0 0 151 2 1 5
j j j jj j j
L L L L
S C N C N C C N C N C           
   
  (77) 
where  0
j
Ln
C N is the measured carrier-power-to-noise-density ratio (in dB-Hz) of the signal from satellite 
j on frequency Ln , and 12C  and 15C  are, respectively, the average L1L2 and L1L5 inter-frequency 
0/C N  differences at elevation 
j . These averages are determined by calibration in a low-multipath 
environment. Multipath interference is assumed when 
jS  exceeds a pre-determined threshold, which is 
modelled as a function of elevation based on the statistical distribution of the detection statistic in a low-
multipath environment. 
Multipath interference (but not NLOS reception) also leads to inconsistencies between the different ranging 
measurements output by the receiver. As the phase offset changes, the pseudorange multipath errors vary 
more than the corresponding carrier-phase multipath errors. Multipath interference can therefore be 
detected by looking at the time variation of the difference between the pseudorange and the carrier-phase-
derived range, essentially the CMC observable (38) discussed in Section 4. Alternatively, as the phase offset 
is frequency-dependent, the difference between pseudorange measurements made on different frequencies 
can be examined. For a moving receiver, both of these parameters will vary quickly as the phase offset of 
a reflected signal changes as the receiver moves. For a static receiver, it takes several minutes for the phase 
offset to cycle, so multipath interference takes much longer to detect. It can also be masked by changes in 
the ionosphere propagation delay. Therefore, in multi-frequency receivers, the following MP observables 
for satellite j  derived from the divergence-free code/carrier combinations (66) can be used: 
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  (78) 
In these MP observables, the ionosphere propagation delay cancels so fluctuations in these parameters over 
time can be attributed to multipath interference alone [61]. 
For a large vehicle or monitor station with multiple GNSS antennas at different locations, both multipath 
interference and NLOS reception can be detected by comparing measurements from these antennas. 
Inconsistencies in C/N0 (or SNR) measurements on individual signals between receivers can be an indicator 
of multipath or of NLOS reception affecting one antenna only (inconsistencies on all signals are likely to 
be due to interference). Similarly, if the pseudorange difference between antennas is not equal to the 
distance between them projected onto the receiver-satellite LOS, then NLOS reception or multipath 
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interference is likely to be present. Differencing across satellites may be needed to eliminate the receiver 
clock offsets. 
Once multipath interference or NLOS reception has been detected, by whatever means, its effects on the 
position solution must be mitigated. The simplest approach is to exclude the affected measurements from 
the position solution. However, this does not always improve the accuracy, particularly if the ranging error 
is relatively small, as excluding a measurement can adversely affect the measurement geometry of the 
positioning solution. Reducing the weighting of an affected measurement within the position solution is a 
much more flexible approach. That way, the measurement is used where it is needed to improve the signal 
geometry, but has little impact on the position solution when the measurement geometry is good without 
that measurement. For multipath, the weighting can also be adjusted according to the strength of the 
multipath interference that is detected. The main problem is that C/N0-based detection techniques do not 
provide any indication of the path delay, which is the sole determinant of the NLOS ranging error and a 
major factor in the ranging error due to multipath interference. By contrast, consistency checking, described 
in the next subsection, is driven by the ranging errors and thus more relevant to positioning performance. 
5.2 Consistency Checking 
Consistency checks compare quantities calculated from different combinations of measurements to 
determine if they are consistent; if they are not, a fault is assumed to be present [6]. NLOS reception and 
severe multipath interference can thus be detected by comparing measurements of signals from different 
satellites. If multiple position solutions are computed using combinations of signals from different satellites, 
those obtained using only combinations of the “clean” direct LOS measurements should be in greater 
agreement with each other than those that include multipath-contaminated and NLOS measurements. 
Consistency-checking algorithms therefore identify the set of measurements least affected by multipath 
interference and NLOS propagation. By excluding or down-weighting the contaminated measurements, a 
more accurate position solution can usually be obtained. The same consistency checking principle is also 
used for fault detection in receiver autonomous integrity monitoring (RAIM), as described in Chapter 23.  
The simplest GNSS consistency checking approach is sequential testing. The first stage of the sequential 
testing consistency-checking method is to compute a position solution from all of the pseudorange 
measurements using Eqn. (70). A vector of residuals is then calculated using 
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where the pseudoranges computed from the position solution are given by 
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A test statistic based on the sum of the squares of the residuals, 
T  z z , is then compared with the 
threshold chT   , where  is the assumed standard deviation of the pseudorange measurements and Tch 
is the argument of the chi-square distribution corresponding to the required upper confidence limit [62]. 
The number of degrees of freedom is equal to the number of satellites from which pseudorange 
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measurements are used, minus the number of parameters in the navigation solution (four in the case of Eqn. 
(70)). Where the test statistic falls within the threshold, the position solution is accepted. Otherwise, it is 
assumed that at least one measurement is NLOS, severely multipath-contaminated or subject to another 
source of error. The measurement with the largest residual is then eliminated as it is least consistent with 
the others and the process repeats. 
This “top down” approach is effective for relatively benign environments where only one or two 
measurements are contaminated. However, it does not work for dense urban environments where the 
majority of signals may be NLOS or affected by severe multipath interference. In such cases, the residuals 
produced from a weighted least-squares solution can be poor indicators of the quality of the individual 
signals. Measurements from clean signals are as likely to have large residuals as those from contaminated 
signals, so the wrong measurements may be eliminated in a sequential testing algorithm [63]. 
An alternative “bottom up” approach to consistency checking is the subset comparison method [63]. A 
minimal sample set (MSS) is a subset consisting only of the minimum number of GNSS measurements 
required to produce an exact solution, i.e., four plus any unknown inter-constellation timing biases. The 
subset comparison method works by generating a series of MSSs and scoring each one according to its 
consistency with the other measurements. A solution is then computed using the best-scoring MSS plus 
those other measurements found to be consistent with it. Unlike the sequential testing method, many 
different measurement combinations are assessed, so the chances of selecting the most consistent set are 
much higher. 
For each MSS, a position solution is computed using those measurements only. If the ith MSS contains the 
measurements i z z , where  T1 2 mC C C  z , the position and receiver clock offset is then 
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where 
i
H  comprises the rows of the measurement matrix, H , given by (73), corresponding to MSS i and 
the vector of predicted pseudoranges, ˆ iz , is determined using (71). Because the selection of each MSS is 
defined to have the minimum number of rows required to estimate the states, Hi  is square, and will be 
invertible provided satellite geometry is good enough that it is not numerically singular. 
Each MSS is scored according to its consistency with the remaining GNSS measurements. The first step is 
to calculate a set of residuals for the full set of measurements, z+i. This is calculated using (79) and (80) 
with ˆ ia

r  and ˆ
i
cb

 substituted for ˆa

r  and ˆcb

. Note that the residuals for those measurements within the 
MSS will then be zero. Those measurements outside the MSS which have residuals with magnitudes less 
than the empirically-determined threshold zmax are considered part of that MSS’s consensus set (CS). The 
MSS and its associated CS are then scored using the cost function 
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where k is the individual measurement cost function. Better performance is obtained if this is weighted in 
the same way as a weighted least squares solution. Thus,  
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where j is proportional to the error standard deviation of the jth pseudorange measurement; the weighting 
schemes described in Section 5.1 may be used. 
The MSS with the lowest cost function, Ci, and its associated CS then form the set of measurements, fz , 
used to compute the final position and timings solution using 
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where 
f
H  are the rows of the measurement matrix, fW  the rows and columns of the weighting matrix, 
and ˆ f z  the set of predicted pseudoranges corresponding to the final measurement set. They are computed 
using (73), (74) and (71), respectively. 
It is not necessary to test all possible MSSs as there will typically be more than one combination of MSS 
and CS that form the final measurement selection. Instead, the random sample consensus (RANSAC) 
technique may be used [64]. This randomly generates MSSs until a sufficient number have been generated 
for the probability that none of the MSSs are outlier free has dropped below a predetermined significance 
level [63]. Another approach based on applying chi-square tests to different measurement combinations is 
described in [65]. 
5.3 Using a Filtered Navigation Solution 
As discussed in Section 4, carrier smoothing of code pseudoranges, can provide substantial attenuation of 
code multipath. Carrier smoothing is performed separately for measurements from each satellite, producing 
a set of smoothed pseudorange measurements which are then processed in the same way as raw 
pseudoranges. Thus, signal weighting and consistency checking can be applied as described in Sections 5.1 
and 5.2, respectively. Therefore, while carrier smoothing does not directly mitigate NLOS reception 
errors—which affect the code and carrier measurements in the same way—the reduction in pseudorange 
noise does aid in detecting NLOS reception. 
Instead of filtering measurements in the range domain, separately for each satellite, filtering can also be 
accomplished in the position domain, as part of the navigation solution. This is done by replacing the 
weighted least squares navigation solution in (70) with an extended Kalman filter (EKF) that maintains a 
continuous position, velocity and time (PVT) solution with an associated error covariance. This is predicted 
forward in time, using the velocity solution to predict the change in position, and the receiver clock drift to 
predict the change in clock offset. New GNSS pseudorange and pseudorange rate (Doppler) measurements 
are then used to correct the predicted PVT solution, weighted according to the relative error covariance of 
the measurements and the predicted solution. Further details are presented in [6] and in Chapter 46.  
Independent signal weighting to reduce the impact of multipath interference and NLOS reception can be 
implemented in an EKF using a similar approach as that described in Section 5.1. However, there are some 
differences. A measurement noise covariance matrix is used instead of a weighting matrix (noting that one 
is the inverse of the other). This represents only errors that vary rapidly with time, including multipath and 
NLOS reception where the receiver is moving. Unlike a weighting matrix, a measurement noise covariance 
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matrix must also be correctly scaled to ensure optimal weighting of old and new information within the 
filter [6]. The other main difference is that there are carrier-derived pseudorange rate measurements to 
weight as well as the pseudoranges; carrier-phase-derived measurements may also be used, where available. 
Weighting should be performed under the assumption that all measurements from a given satellite are 
affected when multipath interference and/or NLOS reception is present. 
Consistency checking can also be performed as described in Section 5.2, with those measurements that pass 
the consistency-checking process then input to the EKF. All measurements from the same satellite should 
be accepted or rejected together as propagation paths for different frequency components are highly 
correlated and are likely also corrupted, even if the errors have not yet been detected. However, an EKF 
also enables measurements to be compared for consistency with the navigation solution predicted from 
previous epochs. This is known as innovation filtering. The measurement innovation vector of an EKF is 
[6] 
 ˆk k k   z z h x   (85) 
where kz  is the set of measurements at epoch k, ˆ k

x  is the set of state estimates (typically position, velocity 
and time) at epoch k, predicted forward from the previous epoch, and h is a nonlinear measurement function 
that expresses the measurements as a function of the states. The measurement vector will typically comprise 
pseudoranges and pseudorange rates (often in the form of carrier phase delta ranges). 
The covariance of the innovations, ,k

zC , is a step in the computation of the Kalman Filter gain, and 
comprises the sum of the measurement noise covariance and the error covariance of the state estimates 
transformed into measurement space: 
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where k

P  is the error covariance matrix of the predicted state estimates, Hk is the measurement matrix, 
comprising the Jacobian matrix of partial derivatives of each measurement with respect to each state, and 
Rk is the measurement noise covariance matrix. The normalized innovation for the 
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Outlying measurements can then be detected by comparing each ,

k iz   with a threshold. A higher threshold 
minimizes the false alarm rate while a lower threshold minimizes the missed detection rate. If two 
thresholds are used, measurements above the higher threshold can be rejected while measurements falling 
between the two thresholds are de-weighted. Test statistics can also be computed from a sequence of 
normalized measurement innovations, increasing sensitivity at the expense of response time [6]. Examining 
a sequence of innovations also enables NLOS reception and multipath interference to be distinguished, with 
the former indicated by a bias and the latter by a larger variance than normal [66]. 
Vector tracking combines PVT estimation and GNSS signal tracking into a single estimation algorithm. 
The navigation filter inputs code and carrier discriminator measurements instead of ranging measurements 
and its PVT solution is used to generate the numerically controlled oscillator (NCO) commands within the 
receiver that control the reference code and carrier generation. Full details are presented in Chapter 16. In 
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vector tracking, low-C/N0 discriminator measurements are automatically de-weighted so NLOS 
measurements have less impact on the position solution [67]. Innovation filtering can also be performed on 
the discriminator measurements to enable rejection or de-weighting of NLOS and strongly multipath-
contaminated signals [68]. 
5.4 Using Aiding Information 
A dead-reckoning navigation system measures motion using inertial sensors, wheel-speed sensors, Doppler 
radar, Doppler sonar, or another technology, and then integrates that motion to update its position solution. 
As the motion measurement errors are also integrated, the position accuracy degrades with time. 
Consequently, dead-reckoning technologies are normally integrated with position-fixing technologies, such 
as GNSS, typically using Kalman filter-based estimation. Details are presented in Chapter 46 and in 
[6][69][70]. In such an integrated navigation system, the motion between GNSS epochs is measured instead 
of predicted. Consequently, in innovation filtering (Section 5.3), the predicted navigation solution used to 
compute the GNSS measurement innovations is more accurate, making the innovation filtering more 
sensitive and thus making NLOS reception and multipath interference easier to detect. 
As described in [6], GNSS can also be integrated with other radio positioning technologies, environmental 
feature matching systems (e.g. magnetic anomaly matching), map matching and/or terrain height aiding 
(see Section 7).  These all increase the amount of information available to the navigation filter, boosting 
the sensitivity of innovation filtering.  Chapter 35-43 in this book are dedicated to techniques that use radio 
signals of opportunities for navigation, while Chapters 44-52 describe non-radio-based navigation 
technologies. 
A sky-pointing camera with a panoramic lens or an array of cameras can produce an image of the entire 
field of view above the receiver’s masking angle. Where the orientation of the camera is known (requiring 
integration with inertial sensors or multi-antenna interferometric GNSS), the blocked lines of sight may be 
determined from the image. By comparing these with the satellite azimuths and elevations, NLOS signals 
can be identified and excluded from the PVT solution [71][72]. 
6. Post-processing Techniques for Multipath Mitigation 
Some methods for removing multipath effects rely on post-processing of collected GNSS data. Post-
processing approaches can use batch estimation techniques; exploit constellation repeat cycles; leverage 
additional information, such as known antenna motion; and employ computationally-intensive methods, 
such as electromagnetic (EM) ray tracing.  
6.1 Fixed or Repeatable Geometry 
For a stationary receiver, installed in an essentially static environment, the repeating satellite geometry of 
each GNSS constellation produces repeating multipath effects that can be identified and removed. This 
repeat time varies by constellation: the GPS constellation repeats every sidereal day, GLONASS every 
eight, Galileo every ten [73], and BeiDou every seven [74]. Techniques exploiting repeating satellite 
geometry are referred to as sidereal filtering, in reference to the constellation repeat time of GPS for which 
the technique was first conceived [75]. Multipath corrections may be applied in the position domain or the 
observation domain. In Position Domain Sidereal Filtering (PDSF), a series of position residuals (e.g., 
East/North/Height errors) from one day are subtracted from a series of corresponding position states from 
a subsequent day [76]. The position residuals from the first day may be low-pass filtered to avoid amplifying 
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noise. In the post-processing case considered here, the input to the position estimation for each day should 
be checked to ensure only satellites visible both days are used in case the constellation changes (e.g., a 
satellite outage) [77]. 
Observation Domain Sidereal Filtering (ODSF) involves correction of the range measurements themselves: 
measurement residuals from one day are low-pass filtered and subtracted, per satellite, from a subsequent 
day's series of corresponding measurements. The low-pass filter bandwidth must be sufficiently less than 
the multipath fading frequency (see Eqns. (4) and (5)).  
Greater accuracy in multipath removal can be achieved by using more sophisticated alignment techniques. 
Although the GPS constellation nominally repeats every 86164 seconds, for example, Modified Sidereal 
Filtering (MSF) uses a repeat time of 86155 seconds, accounting for the westward drift of the satellite 
planes due to the oblateness of the Earth [79]. Orbit periods of GPS satellites vary by about eight seconds 
over a year, however, and spacecraft maneuvers can change orbit periods by more than 100 seconds [77]; 
the repeat of a satellite ground track is a better indicator of repeating multipath than orbit period. The Aspect 
Repeat Time (ART) method takes this approach by finding the time shift that maximizes the dot product 
between the two user-to-satellite LOS vectors [78],[80]. Note that in each of these methods, accurate 
alignment of the previous day’s residuals with the current observations relies on a sufficiently high rate data 
(on the order of 1 Hz or greater). Noise in the multipath correction may be reduced by averaging residuals 
from multiple days [81]. 
Another approach that exploits repeatable geometry is to map measurement residuals onto a sky plot by 
azimuth and elevation, thus forming a hemispherical template of multipath corrections [82],[83]. In most 
cases, however, accounting for high frequency multipath effects would require a prohibitively fine 
discretization of the hemisphere and generating a complete template can take months or years [76]. This 
technique is still useful for spacecraft applications, where reflectors are very close to the receive antenna, 
implying lower frequency errors (see Eqns. (4) and (5)), and the environment may be indefinitely static.   
6.2 Estimation of Reflected Ray Properties 
Estimation of the multipath parameters ( i , Δ i , and i  for each of 1, ,i n  reflected signals in (6)) 
allows for reconstruction of the signals themselves, thereby enabling correction of multipath errors via any 
of the previously discussed methods. While methods discussed in Section 3.3, such as MEDLL, perform 
estimation in real-time, others benefit from a post-processing approach. Due to the impossibility of perfect 
isolation of direct and reflected signals in the cases of interest (i.e., cases with multipath-induced errors), 
one approach is to rely on differences in the evolution of direct and reflected signals in a time series of data. 
Another approach is to thoroughly model the receiver environment and estimate the reflected signal 
properties through EM ray tracing.  
Multipath error is highly sensitive to antenna motion—moving an antenna just half a wavelength will 
significantly change the relative phases of the direct and reflected signals. As an antenna is moved, 
projection of the antenna motion onto the different signal arrival directions varies. By generalizing the 
multipath model used in MEDLL to include antenna motion, a known antenna motion time history can be 
used to estimate the multipath parameters of each reflected signal from the in-phase and quadrature 
accumulations 84. This has been demonstrated experimentally with some success (e.g., reduction of overall 
accumulated delta pseudorange RMS from 10 to 6 m) but is still in development.  
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Rather than estimating multipath parameters from measurements, these parameters can be calculated from 
a known receiver environment and the laws that govern the propagation of EM radiation. Representing a 
propagating EM field as a ray is a simplification known as geometrical optics (GO) [85]. As long as object 
dimensions are much larger than a wavelength, the interaction of this ray with surfaces and different 
mediums is described by the GO laws of reflection and refraction—though these do not apply to edges. The 
Uniform Geometrical Theory of Diffraction (UTD) expands the GO laws to handle complex bodies by 
introducing diffraction to describe the scattering of rays at edges [86][87]. When electrical properties of an 
environment are fully defined, EM ray tracing can be used to describe the path taken by an EM ray, 
including cases of multipath.  
In a typical approach to calculating multipath through EM radiation modeling, structures in the receiver 
environment are first decomposed into simple geometric shapes. These shapes are assigned diffraction and 
reflection coefficients according to their material properties and the canonical shapes characterized in the 
UTD. All field components contributing to the field at the antenna phase center are traced through the 
environment and finally the individual field components are summed together. For example, [92] describes 
an individual electric field component at point 'r : 
     , , ,'   r d i r d r d jkss er rE E D A   (88) 
where the superscript ,r d  indicates that the field may arise from either interaction (reflection or 
diffraction),  i rE  is the incident field arriving at r from the source or the previous interaction point, ,r dD  
is a complex reflection or diffraction coefficient,  ,r d sA  a spreading factor due to distance s , and jkse  
a phase term with wavenumber k . The total field at the receive antenna is the sum of the LOS field, 
reflected fields, and diffracted fields.  
Ray tracing software is used to perform the computationally intensive task of tracing all significant field 
components through the receiver environment and applying interaction coefficients. Software must be 
selected according to a number of factors, such as ease of use, visualization capabilities, speed, and 
accuracy. Most software tools use UTD methods [89],[90],[91], but accuracy is highly dependent on the 
accuracy of structure models [92]. Ray tracing faces significant challenges in terrestrial applications, but 
has found use in simple or well understood environments, such as spacecraft [93]. Correcting code 
multipath errors requires knowledge of reflected signal path delay to within one tenth of a wavelength (~2 
cm), and therefore centimeter-level knowledge of antenna position, phase center, and environment features 
is needed. This is further complicated by imperfect phase reversal upon reflection (most buildings or other 
structures are not flat over the Fresnel zone at GNSS wavelengths). As discussed in Section 7, however, it 
is practical to use ray tracing for NLOS correction, as much greater modeling errors can be tolerated. 
Similarly, ray tracing can be used to provide rough estimates of multipath relative amplitude, i , which in 
turn can be used to determine pseudorange error weighting for the position solution as in (74). 
6.3 Multipath Characterization 
Characterization of the multipath environment is important for antenna placement and measurement 
weighting. But it can be difficult to identify multipath-induced errors from among the many error sources. 
As described in Section 4.1, pseudorange multipath errors can be isolated by processing CMC data. These 
techniques exploit the fact that pseudorange and carrier phase share most signal-in-space error sources, but 
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have different multipath errors. Consider code and carrier measurements in (31). The single-frequency 
"code-minus-carrier" multipath observable (38) is the difference between these two range measurements, 
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in which the geometric range, tropospheric delay, and clock terms cancel [94][95]. Carrier multipath error 
and carrier noise terms are negligible relative to the code terms and can be ignored. The integer carrier 
ambiguity can be removed by subtracting the mean of L , but note that this removes any bias associated 
with the multipath errors. Finally, the ionosphere terms must be removed. This can be achieved by 
estimating and removing slow trending in the measurement (on the order of hours) [95], or by producing 
an ionosphere free combination of the code and carrier range measurements with multiple frequencies—
see Section 4.3.3 and Equation (78). The resulting measure of pseudorange multipath errors can be 
employed to de-weight or ignore corrupted measurements [96].  
Carrier phase multipath errors can be isolated with differential phase techniques (i.e., the difference in phase 
measured by two antennas) by considering the relationship between measured SNR and carrier phase error. 
If known factors affecting gain are removed (e.g., first order transmitter and receiver motion), variation in 
the adjusted SNR can be attributed to multipath and used to estimate and correct phase errors [97]. The 
expression for carrier phase error for a single reflected signal stated in Equation (16) can be expanded to an 
arbitrary number of signals and, for small range lag (|x  | < d/2) and small i , approximated as 
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The amplitude of the combined signal, for direct signal amplitude dA  and small i , can be approximated 
as 
 
  0
cos
n
c i id
i
A A  

  .  (91) 
This multipath-induced variation in the amplitude of the combined signal is evident in the adjusted SNR 
and can be used to estimate the relative amplitude and phase of each multipath component. The sum of 
these components forms a profile for removing carrier phase multipath errors [98]. 
Assuming the multipath frequency is constant over the time interval considered, 
0,i i it    , (92) 
where i is the angular frequency of the ith multipath component and 0,i is the initial phase offset, and the 
number of multipath components and their frequencies can be identified through spectral analysis (e.g., fast 
Fourier transform methods). An example is shown in Fig. 22, in which the signal power exhibits a 
multipath-induced oscillation, and a single multipath component with frequency 0.25 Hz can be identified 
in the frequency domain, despite the constant frequency assumption in (92) only holding approximately.   
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Fig. 22 Prompt correlator power (left) and power spectral density (right) of PRN 1 measured during 
Hubble Servicing Mission 4 [20]. 
The amplitudes and initial phases of each multipath component are estimated through a least-squares fit to 
the model: 
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where the multipath SNR time series, SNRM, is computed by subtracting the estimated direct SNR 
(calculated according to a link budget and known geometry) from the measured and adjusted SNR [98]. 
Note that the real-time SNR estimate must not be too heavily filtered in order to observe changes in the 
total SNR. The resulting i , 0,i , and i  estimates are used to calculate the multipath frequency via (92), 
and in turn the carrier phase error in (90). The spectral analysis used to determine i  does not determine 
sign, however, so measurements from two antennas are required. An additional least squares fit must be 
performed according to the model 
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where , ,M i j  is the estimated carrier phase error for multipath component i and antenna j, DPHSresid the 
motion-corrected difference between the phase measured at each of the two antennas, and si,j the carrier 
phase error sign [98]. After these signs are computed, a differential phase correction profile can be 
constructed and applied to the differential phase data to produce carrier multipath free differential phase 
measurements.  
With the availability of triple-frequency GNSS signals, geometry/ionosphere-free phase combinations can 
be formed [99]. These are useful for characterizing overall carrier phase multipath error levels, but not the 
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multipath error on a single frequency. Using the measurement models in (31), the triple-frequency phase 
combination suggested in [99] can be expanded to obtain: 
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where the subscripts 1, 2, and 3 denote the frequencies. This can be done with a single antenna/receiver and 
can be used to estimate overall multipath error statistics, assessing error budgets and comparing different 
antenna sites.  
7. 3D Mapping-Aided GNSS 
GNSS position accuracy is degraded in dense urban environments because buildings block and reflect 
signals. 3D mapping of buildings (together with knowledge of satellite positions) enables prediction of 
which signals are affected where. By using this information in GNSS positioning algorithms, position error 
may be reduced from tens of meters to a few meters [100]. Techniques may be divided into terrain height 
aiding, 3D mapping-aided (3DMA) GNSS ranging, and shadow matching. These are described in turn, 
followed by a discussion of system implementation issues. 
7.1 Terrain Height Aiding 
For most land positioning applications, the GNSS receive antenna may be assumed to be at a known height 
above the terrain. By using a digital terrain model (DTM), also known as a digital elevation model (DEM), 
the position solution may be constrained to a surface. Terrain height aiding was used in the early days of 
GPS to enable positioning with a limited number of satellites. By effectively removing a dimension from 
the position solution, the accuracy of the remaining dimensions is improved. In an open environment, 
terrain height aiding only significantly improves the vertical positioning and timing accuracies. However, 
where the signal geometry is poor, such as in dense urban areas, horizontal accuracy can be improved by 
nearly a factor of two [101]. 
Terrain height aiding is incorporated into a conventional least-squares or EKF positioning algorithm by 
adding a virtual ranging measurement [6][101][102]. This comprises the distance, rea, from the center of 
the Earth to terrain at the predicted horizontal position, adjusted for any known vertical displacement of the 
user antenna from the terrain. The DTM will provide the terrain height at a series of grid points, so 
interpolation is necessary. Bicubic interpolation using the nearest four grid points is effective [101]. Clearly 
the more accurate the predicted horizontal position is, the more accurate the terrain height will be. 
Therefore, the positioning algorithm should be iterated several times, using the horizontal position solution 
from the previous iteration to compute the terrain height at each iteration. 
The positioning algorithm described in Section 5.1 can be augmented with terrain height aiding by adding 
an additional measurement, ,
E
a Tr , to Equation (70). The terrain height aiding measurement innovation, 
,
ˆ  rEa T ar  is added to the measurement residual vector of (70). The measurement matrix, (73), is augmented 
with the additional row 
 1 , , , 0m a x a y a ze e e H   (96) 
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where ˆ ˆ e r rE E Ea a a  in ECEF coordinates or  
T
0 0 1La e  in local level coordinates. An additional 
row and column is also added to the weighting matrix, W, to weight the height-aiding measurement 
within the position solution. 
Terrain height aiding may also be used to improve the robustness of consistency checking (Section 5.2) 
[63][103]. 
7.2 3D Mapping-Aided Ranging 
Using ray tracing or projection techniques, 3D maps of cities can be used to predict which signals are 
blocked by buildings, and thus are NLOS when received, and which are directly visible. Direct LOS signals 
may or may not be subject to multipath contamination. This process can be accelerated by using pre-
computed building boundaries. The building boundary at a given position comprises the elevation threshold 
below which satellite signals are blocked for each azimuth. Satellite visibility can then be predicted very 
quickly simply by comparing the satellite elevation with the building boundary elevation at the appropriate 
azimuth. These satellite visibility predictions can be used to aid ranging-based positioning in a number of 
different ways. Where the position is already known to within a few meters, it is possible to predict which 
signals are NLOS with reasonable accuracy and simply exclude them from the position solution (assuming 
there are sufficient direct LOS signals) [104][105]. Otherwise, which signals are directly visible depends 
on the true position, which is not known. A simple approach is to determine the proportion of candidate 
positions at which each signal is predicted to be directly visible and use this to weight each measurement 
within the position solution and to aid consistency checking [101]. This approach typically improves the 
positioning accuracy by 20-25% and can handle initialization errors of about 100 m. 
To make the best use of satellite visibility prediction, a conventional least-squares (or EKF) positioning 
algorithm should be replaced by an algorithm that scores candidate position hypotheses according to the 
difference between the measured and predicted pseudoranges, assuming LOS propagation. The receiver 
clock offset and any inter-constellation timing biases may be eliminated by differencing measurements 
across satellites. Different assumptions about the error distribution can then be made at different candidate 
positions according to which signals are predicted to be LOS or NLOS at each position. Thus, a symmetric 
error distribution can be assumed for LOS signals and an asymmetric distribution for NLOS signals with 
the scoring adjusted accordingly [106]. The candidate positions may be distributed in a regular grid or semi-
randomly (like in a particle filter). The search area containing those position candidates is centered at either 
the conventional GNSS position solution or a position predicted forward from previous epochs. The size of 
the search area is then based on the uncertainty of the initializing position. 
Ray tracing enables the path delay of a reflected GNSS signal to be predicted as discussed in Section 6.2. 
NLOS reception errors may then be corrected, enabling NLOS signals to contribute to an accurate position 
solution. However, accurate correction of NLOS errors requires an accurate position solution. If the position 
is already known to within a few meters, alternate computation of the position solution and NLOS 
corrections may be iterated until they converge. For larger uncertainties, multiple starting positions will be 
needed to ensure convergence. A more powerful approach adds NLOS error prediction to positioning by 
scoring candidate position hypotheses. Appropriate NLOS corrections are then computed for each candidate 
position. Both grid-based and particle-based methods have demonstrated positioning accuracies within 2 
meters [107][108][109].  
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7.3 Shadow Matching 
Shadow matching is a complementary GNSS positioning technique that determines position by comparing 
predicted and measured C/N0. Unlike conventional GNSS positioning, it does not use the ranging 
measurements, but rather, is akin to “RF fingerprinting” techniques used for indoor location systems. Using 
3D mapping and the satellite positions, each GNSS signal is predicted to be directly visible in some areas 
and blocked, e.g., shadowed in other areas. Shadow matching therefore assumes that the user is in one of 
the directly visible areas if the received SNR is high and in one of the shadowed areas if the SNR is low or 
the signal is not received at all. Figure 23 illustrates the general principle. Repeating this for each GNSS 
signal enables the area within which the user may be found to be reduced [110]. 
 
Fig. 23: Principle of Shadow Matching 
 
In practice, there can be overlaps in the SNR distributions of direct LOS and NLOS signals, particularly 
when a smartphone antenna is used. Furthermore, real urban environments and signal propagation behavior 
are more complex than it is possible to represent using 3D mapping [111]. Therefore, a practical shadow-
matching algorithm works by scoring a grid of candidate positions according to the degree of 
correspondence between the satellite visibility predictions and the SNR measurements. This enables 
inaccuracies in the process to be treated as noise, so a correct position is still obtained provided there is 
sufficient “signal”. 
Figure 24 shows the stages of a typical shadow-matching algorithm [112]. Before using shadow matching, 
the context must be determined [113]. Shadow matching requires an outdoor urban environment as it does 
not work indoors and is not needed in an open environment where conventional GNSS positioning works 
well. The first step is to establish the search area using an approximate position (e.g., from conventional 
GNSS) and an associated uncertainty. A search radius of a few tens of meters is typically needed. Within 
this search area, a grid of candidate positions is established; indoor locations may be omitted. Shadow 
matching works well with a grid spacing of 1 m, but can operate with a larger spacing. 
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Fig. 24: Stages of a Typical Shadow-Matching Algorithm 
Next, 3D mapping is used to predict the satellite visibility at each position, either directly or via pre-
computed building boundaries. A 3D city model is necessarily an approximation of the true environment, 
and a ray is only an approximation of a GNSS signal, the Fresnel radius of which can exceed a meter in 
urban environments. Thus, although the satellite visibility predictions are Boolean, it is better to treat the 
probability that a signal is direct LOS as non-Boolean. For example, experimental tests have shown that a 
LOS probability of 0.8 can be assumed if the signal is predicted from the 3D mapping to be LOS and a LOS 
probability of 0.2 can be assumed for signals predicted to be NLOS [112]. 
The third step is to determine which of the received signals are direct LOS from the 0/C N   (or SNR) 
measurements output by the receiver. Clearly, if the 0/C N  is close to nominal, the signal is likely to be 
direct LOS. Conversely, if the 0/C N is just above the code tracking threshold or no signal is tracked, then 
the direct signal path is almost certainly blocked. However, intermediate values of C/N0 can be more 
difficult to classify as some NLOS signals can be very strong while direct signals can be attenuated by 
people and foliage. As discussed previously, mobile phone antennas are linearly polarized, and present a 
particular problem as they do not distinguish between RHCP and LHCP signals, and the gain pattern 
experiences a null along the axis of the antenna. Therefore, an empirically-determined function that 
expresses the direct LOS probability as a function of 0/C N should be used. This function can be derived 
from 0/C N  data collected at known locations [112]. Because of their different antenna characteristics, 
different models are needed for professional-grade, consumer-grade and mobile phone GNSS user 
equipment. 
The fourth stage is to score each of the candidate positions. The probability that the predicted and measured 
satellite visibility match is  
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where p(LOS | map) is the predicted direct LOS probability, p(LOS | C/N0) is the observed direct LOS 
probability, j is the satellite and i is the candidate position. A score for each candidate position can then be 
determined by multiplying the match probabilities for each signal. Thus, 
i ij
j
P     (98) 
1. Establish search area 
5. Calculate position 
solution from the scores 
3. Determine direct LOS 
probabilities from C/N0  
2. Predict satellite visibility 
at each candidate position 
3D mapping or building 
boundaries  
GNSS receiver 
4. Score candidate 
position hypotheses 
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The output of the scoring process is thus a likelihood surface, giving the likelihood of each candidate 
position. This can be converted to a probability density function by normalizing it so that it integrates to 
unity. 
The final step in the shadow-matching process is to compute the position solution. A simple approach is to 
take a weighted average of the candidate positions. Thus: 
ˆ
i i i
i i
   p p   (99) 
where pi is the position of the ith candidate, which may be expressed as Cartesian, curvilinear, or projected 
coordinates. However, the likelihood surface can sometimes be multimodal, resulting in a position solution 
that is the average of several possibilities. This can be accounted for by increasing the position uncertainty 
in these cases. More sophisticated approaches include extracting multiple position hypotheses from the 
likelihood surface and putting the full likelihood surface into an integration filter. Several groups have 
demonstrated multi-epoch shadow matching using a particle filter, achieving cross-street positioning 
accuracies of better than 3m [114][115][116][117]. 
7.4 System Implementation 
Terrain height aiding, 3DMA GNSS ranging, and shadow matching should not be thought of as competitors. 
Best performance is obtained using all three techniques together, as well as many of the techniques 
described in the preceding sections. Because of the building geometry, GNSS ranging (with or without 
aiding) is typically more accurate in the along-street direction than the across-street direction. Conversely, 
shadow matching is more accurate in the across-street direction. 3DMA ranging and shadow matching can 
be integrated simply by forming a weighted average of the two position solutions. The weighting should be 
directional, which can be achieved either using the covariances of the two position solutions or using the 
street direction extracted from the mapping. However, where both positioning algorithms score an array of 
candidate positions, it is better to combine the ranging and shadow matching scores for each candidate and 
then extract the integrated position solution [100]. Shadow-matching and 3DMA GNSS ranging likelihood 
surfaces can also be processed with a multi-epoch navigation filter. 
Terrain height aiding is inherent in both shadow matching and in 3DMA ranging algorithms that consider 
multiple candidate positions. By assuming the receive antenna is a fixed distance above the terrain, the grid 
of candidate positions is constrained to two spatial dimensions, instead of three, reducing the processing 
load by an order of magnitude. However, a terrain-height-aiding least-squares position solution should also 
be used to initialize the search region. As it is more accurate, it enables fewer candidates to be considered, 
again reducing the processing load. 
For 3DMA GNSS to be practical, the algorithms must be able to run in real-time on a typical consumer 
device and have real-time access to suitable 3D mapping data. Computational load is not a major problem 
for the positioning algorithms. However, ray tracing can be computationally intensive. One solution is to 
use pre-computed building boundaries, though that can take up more space than the original 3D mapping. 
Another option is to use projection techniques run on a graphics processing unit (GPU). However, both of 
these approaches can only predict satellite visibility, not path delays. Real-time path delay determination 
using ray tracing is currently limited to a hundred or so candidate positions per second. 
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Highly detailed 3D city models are expensive. However, simple block models, known as level of detail 
(LOD) 1, are sufficient for most 3D-mapping-aided GNSS implementations. Open Street Map provides 
freely available building mapping for the world’s major cities and many other places, much of it in 3D. 
Data is also available from national mapping agencies. Although coverage is far from universal, it tends to 
be available in the dense urban areas where it is most needed. Conventional GNSS positioning usually 
works well enough in low density areas. 
3DMA GNSS can be implemented on either a server or a mobile device. A server-based implementation 
can use the existing assisted GNSS protocols to communicate with a GNSS receiver, so no modifications 
to the mobile device would be needed and the 3D mapping would all be kept at the server. However, a 
server can only provide positioning for a limited number of users at one time, so is best suited to applications 
requiring only a single-epoch position fix. For continuous navigation and tracking applications, 3D mapping 
or building boundary data can easily be streamed to users over modern mobile phone connection, assuming 
an efficient binary format. Pre-loading of data is also possible, but not necessarily convenient as a mobile 
device could only hold data for a few cities at a time. 
8. Summary 
Multipath reception is a phenomenon that all GNSS receivers must contend with and for many applications 
it is the dominate error source. This chapter has provided a survey of the multitude of techniques available 
to mitigate multipath errors: antenna siting to avoid multipath; antenna types that enhance direct signals 
and attenuate reflected signals, particularly for fixed sites; adaptive antenna array processing; correlation 
signal processing; measurement processing techniques like carrier smoothing; navigation processing to de-
weight or exclude measurements impacted by multipath; and post-processing and modelling techniques that 
provide estimates to correct multipath errors. Applicability of these techniques to different GNSS receiver 
types varies greatly, with mobile phones being especially constrained.  
NLOS reception is an additional challenge faced by many applications, especially for users in urban 
environments. Many receiver multipath mitigation techniques, including antenna and signal processing 
approaches, do not address NLOS reception. However, navigation processing techniques that help to de-
weight or exclude multipath can also be adapted to mitigate NLOS reception. Furthermore, 3DMA 
techniques, such as shadow matching, are an example of how signal propagation modelling can be applied 
to actually use NLOS reception and signal blocking as sources of positioning information.  
As computational capabilities available to GNSS receiver systems continue to improve, and with increased 
availability of information from communication networks and aiding sensors, the next decades can expect 
to see continued improvements in mitigation of multipath and NLOS reception.  
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