The Fibonacci dimension fdim(G) of a graph G was introduced in [1] as the smallest integer d such that G admits an isometric embedding into Γ d , the d-dimensional Fibonacci cube. The Fibonacci dimension of the resonance graphs of catacondensed benzenoid systems is studied. This study is inspired by the fact, that the Fibonacci cubes are precisely the resonance graphs of a subclass of the catacondensed benzenoid systems. Our results show that the Fibonacci dimension of the resonance graph of a catacondensed benzenoid system G depends on the inner dual of G. Moreover, we show that computing the Fibonacci dimension can be done in linear time for a graph of this class.
Introduction
A benzenoid system or a benzenoid graph is a finite connected plane graph with no cut vertices in which every interior region is bounded by a regular hexagon of a side length one. Benzenoid graphs can be constructed as follows. Let Z be a circuit on the benzenoid (graphite) lattice. Then a benzenoid system is formed by the vertices and edges of the lattice lying on Z and in the interior of Z. A benzenoid system G is catacondensed if any triple of hexagons of G has empty intersection. It is well known that benzenoid graphs possess very natural chemical background. In particular, the skeleton of carbon atoms in a benzenoid hydrocarbon is a benzenoid graph. The interested reader is invited to consult the books [2, 5] dedicated to these class of graphs.
Resonance graphs were under different names independently introduced by several chemists e.g. [4] and also by mathematicians [16, 15] (as Z−transformation graphs). Moreover, this concept was later broadened to plane bipartite graphs [19, 20] . It turned out that resonance graphs of benzenoid graphs as well as plane bipartite graphs posses a lot of structure. We refer particularly to [11] , where it is established, that the resonance graphs of the catacondensed benzenoid graphs belong to the class of median graphs. This result is extended in [17] to the much broader family of the resonance graphs of plane weakly-elementary bipartite graphs. An extensive survey on resonance graphs of plane bipartite graphs is presented by Zhang [14] .
Fibonacci cubes were proposed [6] as a new interconnection topology for multiprocessors. They have a self-similar recursive structure useful for a design of parallel algorithms. In particular, they can be used to emulate hypercube algorithms efficiently. It is well known that Fibonacci cubes are partial cubes [7] , for some other results see e.g. [12] and the references therein.
The Fibonacci dimension fdim(G) of a graph G was introduced in [1] as the smallest integer f such that G admits an isometric embedding into Γ f , the f -dimensional Fibonacci cube. Computing the Fibonacci dimension is an NP-complete problem.
Our work is motivated by the fact, that the Fibonacci cubes are precisely the resonance graphs of fibonaccenes [10] . Furthermore, recent results [18] reveal that for a benzenoid graph G, the resonance graph of G is a Fibonacci cube if and only if G is a fibonaccene. It is therefore a natural problem to determine the Fibonacci dimension of the resonance graphs for some other families of benzenoid graphs.
In this paper we recursively solve this problem for the resonance graphs of catacondensed benzenoid graphs. Moreover, this paper also shows that the Fibonacci dimension for the graph of this class can be computed in linear time.
The paper is organized as follows. In the next section we give definitions and concepts needed in this paper. In Section 3 the Fibonacci dimension of the resonance graphs of catacondensed benzenoid systems is studied. In particular, we a give a recursive expression for the Fibonacci dimension of the resonance graphs of a catacondensed benzenoid graph G based on the inner dual of G. Using this result, we present an optimal (a linear) algorithm for computing the Fibonacci dimension of a graph of this class.
Preliminaries
The d-dimensional hypercube Q d is the graph G = (V, E) where the vertex set V (G) is the set of all binary strings u = u 1 u 2 . . . u d , u i ∈ {0, 1}, and two vertices x, y ∈ V (G) are adjacent in Q d if and only if x and y differ in precisely one place.
Let G = (V, E) be a connected graph and u, v ∈ V . Then the distance d G (u, v) between u and v is the number of edges on a shortest u,v-path.
for any pair of vertices u and v in H. Isometric subgraphs of hypercubes are called partial cubes. The isometric dimension of a graph G, idim(G), is the smallest integer d such that G isometrically embeds into the hypercube Q d .
The edges xy and uv of a graph G are in the relation
Θ-classes of a partial cube G constitute a partition of E(G) and will be denoted with 1, . . . , k in the sequel.
We will use [n] for the {1, . . . , n} in this paper. Let β : V (G) → V (Q k ) be an isometric embedding. We will denote the i-th coordinate of β with β (i) .
In the following we describe the concept introduced in [1] . Let G be a partial cube with idim(G) = k and assume that we are given an isometric embedding Let G be a connected graph. The Fibonacci dimension, fdim(G), is the smallest integer f such that G admits an isometric embedding into Γ f . It was also shown in [1] that fdim(G) < ∞ if and only if G is a partial cube.
Let G be a partial cube. In [1] the graph X(G) was defined as follows. The nodes of X(G) are the
and W (j,χ ) being adjacent if i = j and
A path P of X(G) with the property that |P ∩ {W (i,0) , W (i,1) }| ≤ 1 for each complementary pair of semicubes W (i,0) , W (i,1) , is called a coordinating path. A set of paths P of X(G) is called a system of coordinating paths provided that any P ∈ P is a coordinating path and for each complementary pair of semicubes W (i,0) , W (i,1) there is exactly one P ∈ P such that |P ∩ {W (i,0) , W (i,1) }| = 1.
Let p(X(G)) be the minimum size of a system of coordinating paths of X(G).
Let a hexagon h of a catacondensed benzenoid graph be adjacent to exactly two other hexagons. Then h possesses two vertices of degree 2. If these two vertices are adjacent, h is called angularly connected,
otherwise it is linearly connected.
A hexagonal chain is a catacondensed benzenoid graph such that it has no hexagon with more than two adjacent hexagons. A hexagon which shares an edge with exactly one other hexagon is called pendant.
A hexagonal chain with n hexagons is called a fibonaccene if for n = 1 it consists of a single hexagon and for n > 1 all of its hexagons, apart from the two pendant ones, are angularly connected.
A matching of a graph G is a set of pairwise independent edges. A matching is a 1-factor, if it covers all the vertices of G. For a graph G, let F(G) be the set of its 1-factors. In addition, if e 1 , e 2 , . . . , e n are fixed edges of G, let F(G; e 1 , e 2 , . . . , e n ) denotes the set of those 1-factors of G that contain the fixed edges.
Let G be a benzenoid graph. Then the vertex set of the resonance graph R(G) of G consists of the 1-factors of G, two 1-factors being adjacent whenever their symmetric difference forms the edge set of a hexagon of G. We also set R(K 2 ) = K 1 .
For a subset X of vertices of a graph G, the subgraph of G induced by X is denoted G[X].
The Cartesian product G H of graphs G and H is the graph with the vertex set V (G) × V (H) and (a, x)(b, y) ∈ E(G H) whenever ab ∈ E(G) and x = y , or a = b and xy ∈ E(H). Let H be a fixed subgraph of a graph G, H ⊆ G. The peripheral expansion pe(G; H) of G with respect to H is the graph obtained from the disjoint union of G and an isomorphic copy of H, in which every vertex of a copy of H is joined by an edge with the corresponding vertex of H ⊆ G. Note that the ends of the newly introduced edges induce a subgraph of pe(G; H) isomorphic to H K 2 . (See for example [13] ).
We now recall some notations concerning catacondensed benzenoid graph introduced in [8] . Let G be a catacondensed benzenoid graph and e an edge of G with ends of degree two. Then the cut C e corresponding to e is the set of edges so that with every edge e of C e also the opposite edge with respect to a hexagon containing e belongs to C e . Let e = e 0 , e 1 , . . . , e n be the edges of the cut C e , and let h 1 = h, h 2 , . . . , h n be the corresponding hexagons. Let e+ and e− be the edges of h n adjacent to e n , where e+ is the right edge looking from e = e 0 to e n while e− is the left edge, and let h + and h − be the corresponding hexagons. Remove now from G the hexagons h 1 , . . . , h n , except e+ and e−. Then the remaining graph consists of two connected components G e+ and G e− , where e+ ∈ G e+ and e− ∈ G e− .
Note that any of G e+ and G e− is either a catacondensed benzenoid graph or a K 2 . These notations are illustrated in Fig. 1 . If G e+ is a catacondensed benzenoid graph, we repeat the described construction on G e+ , where the construction begins with e+. In this way we obtain two connected subgraph of G denoted G e++ and G e+− . Similarly, if G e− is a catacondensed benzenoid graph, then we repeat the construction on G e− , starting with e−, to obtain connected subgraphs G e−+ and G e−− . In the case that G e+ = K 2 we set G e++ = ∅ and G e+− = ∅, and if G e− = K 2 we set G e−+ = ∅ and G e−− = ∅.
It was shown in [11] that the resonance graph R(G) of a catacondensed benzenoid graph G can be isometrically embedded into the k-dimensional hypercube Q k , where k is the number of hexagons of G .
In particular, every hexagon h i of a catacondensed benzenoid graph corresponds to exactly one Θ-class i of R(G), e. g. [11] . A Θ-class of R(G) (a complementary pair of semicubes) therefore corresponds to exactly one vertex of the inner dual of G. For a catacondensed benzenoid graph G, if h 1 , h 2 , . . . , h k are fixed hexagons of G, let {1, 2, . . . , k} denote the corresponding Θ-classes in R(G).
Note also the inner dual of a catacondensed benzenoid graph is a tree with the maximal vertex degree at most three.
The structure of the resonance graphs of benzenoid graphs was examined in [8] , where the following decomposition theorem was proven.
Theorem 2. Let G be a catacondensed benzenoid graph and e the edge with ends of degree two with
, and X 1 the copy of X in the first Y -layer of Y P n . Then
Let h be a pendant hexagon of G. If G = h, then G − h denotes the graph obtained from G by removing h (but not the join edge), otherwise G − h is the zero-order graph.
A vine in a tree T is a maximal path such that at least one endpoint is a leaf and each edge (if any) is incident only to vertices of degree one or two. Note that a vine is nonempty, and may be a single leaf, or G itself, if G is a single path. If a vertex of degree at least three is adjacent to endpoints of at least two vines, it is called a path center. A vine path is either a path (vine) that is itself a connected component of the graph, or the path that is induced by a path center and two of its adjacent vines.
Let G be a catacondensed benzenoid graph with the inner dual T . If P v = h v1 , h v2 , . . . , h v k is a vine path of T , then we say that the sequence of hexagons h v1 , h v2 , . . . , h v k is induced by P v . We will denote with T − P v the graph obtained from T by removing the vertices of P v . Analogously, will denote with G − P v the graph obtained from G by removing the hexagons induced by P v with the exception of the edge which belongs also to the hexagon adjacent to P v . Note that G − P v is a catacondensed benzenoid graph.
Recursive formula
The fibonacci dimension of the resonance graph of a catacondensed benzenoid graph G is not equal to the isometric dimension of R(G) in general. This is the case even when G is a hexagonal chain. For the smallest example see the graph and its resonance graph in Figs. 2 and 4. In this section, we establish a recursive expression for the Fibonacci dimension of the resonance graphs of a catacondensed benzenoid graph G based on the inner dual of G.
Using the results from [11] , an algorithm is given in [9] by means of which to every 1-factor of a catacondensed benzenoid graph (with h hexagons) a binary code (of length h) is assigned (i.e. an isometric embedding of R(G) into Q h is computed). At least two another algorithms with the same goal are also known. In [8] a canonical binary coding of 1-factors of catacondensed hexagonal graphs (based on the so called decomposition theorem) is described. Recently, in much broader scope, an algorithm which is founded on the partial ordering of the corresponding distributive lattice is developed in [17] .
For the sake of comprehensibility the algorithm from [8] is rewritten below in a slightly different form and called LABELS.
Procedure LABELS(G, e, Q);
2. Determine: G e+ , G e− , and |C e | = d + 1;
e , e ) and (G 2 e , e ) to be distinct elements of {(G e+ , e+), (G e− , e−)}.
LABELS(G
e , e , Q 2 ); 6. Q Y := {y y : y ∈ Q 1 and y ∈ Q 2 }; 7. Q Y P := {py : p ∈ Q P and y ∈ Q Y }; Proof. If G is a single hexagon, the claim is trivial.
Suppose then that G is not a single hexagon. Let h 2 denote the hexagon adjacent to h 1 and e 1 the edge in the intersection of h 1 and h 2 . Furthermore, let e denote the edge of h 1 opposite to e 1 . Note that G − h 1 is a catacondensed benzenoid graph, thus there is natural a one to one correspondence between
We first claim that
We have to show that for i, j > 1 there exist a vertex u ∈ R(G) such that u belongs to both of W (i,χ) and W (j,χ ) if and only if there exist a vertex v ∈ W (1,1) such that v belongs to both of W (i,χ) and W (j,χ ) .
Since e has ends of degree two, one can apply LABELS in G starting with e. We obtain (see also the
In other words, a vertex 0s is in W (1,0) only if 1s is in W (1, 1) . With this observation the claim easily follows.
In order to finish the proof we now apply LABELS in G − h 1 starting with e 1 . ,1) ]. This isomorphism together with (1) yields the result.
From the decomposition theorem it follows that
R(G) = pe(R(G − h 1 ), W (2,0) ) and R(G − h 1 ) is isomorphic to R(G)[W (1
Corollary 1. Let G be a catacondensed benzenoid graph with a vine path
Proof. If P is a single vine, then the inner dual of G equals P and there is nothing to prove.
Suppose then that P is induced by a path center h and two of its adjacent vines P 1 and P 2 . Apply then Lemma 1 consecutively for the hexagons of P 1 starting with its pendant hexagon, then analogously for the hexagons of P 2 and finally for h.
Note that LABELS consecutively visit the hexagons of G, starting with the hexagon which contains e.
We will say that the sequence of hexagons
are hexagons that correspond to the cut C e , while h d+1 , h d+2 , . . . , h s , and h s+1 , h s+2 , . . . , h n are hexagons induced by LABELS in G 1 e and G 2 e , respectively. A hexagonal chain with n hexagons is called linear if for n = 1 it consists of a single hexagon and for n > 1 all of its hexagons, apart from the two pendant ones, are linearly connected.
A hexagon of a catacondensed benzenoid graph can share an edge with at most three other hexagons.
According to this, we will say that a hexagon is of degree tree, two, or one, respectively.
A hexagon h is called a kink, if h is angularly connected or of degree three.
Let h 1 , h 2 , . . . , h n be a sequence of hexagons of a catacondensed benzenoid graph G induced by LABELS for some edge e. This sequence is decomposed into segments as linear chains by all kinks; the first hexagon of each segment, denoted by h i+1 , is not a kink and the last one, denoted by h i+k(i) , either is or is a pendant hexagon. A segment of this decomposition
If h is a pendant hexagon of G, then the edge of h opposite to the common edge of h and G − h is said to be opposite.
Let L(G) denote the set of binary words of R(G) obtained by LABELS starting from the edge e. By the inductive hypothesis the claim holds for h i +1 , h i +2 , . . . , h i +k(i) . Therefore, if i = 0 and j ∈ {1, 2, . . . , k 1 }, then
}. We can now construct for i = k (i.e. i = 0) and j ∈ {k + 1, . . . , k + k 1 } :
Note that we have shown above that the lemma holds for i = 0 and i = k.
Since for i > k (i.e. i > 0) we get A. For every j ∈ {i + 1, . . . , i + k(i) − 1} and j > j
B. For j = i , i < i, and j ≥ i + 1, where h i is the kink adjacent to h i+1 
Proof. Arguments in the proof follows from Lemmas 2 and 3.
A (i). For every j ∈ {i + 1, . . . , i + k(i) − 1} and j < j ≤ i + k(i) we can see that a word in W (j,0) has 0 at the j-th place, while a word in W (j ,1) has 1 at the j-th place. It follows that W (j,0) ∩ W (j ,1) = ∅ by 
A (ii). Suppose first that
and some s ∈ L s i+k(i) (G) the word p01 j−i 0 k(i)+i−j s belongs to both of W (j,1) and W (j ,0) . Hence we get W (j,1) ∩ W (j ,0) = ∅.
Since p01 k(i)−1 0s belongs to both of W (j,1) and W (j ,0) , we get W (j,1) ∩ W (j ,0) = ∅ and the case is settled.
Moreover, 1 k(0)−1 0s belongs to both of W (j,1) and W (j ,0) and we get W (j,1) ∩ W (j ,0) = ∅.
A (iii). Suppose first that
s belongs to both of W (j,0) and W (j ,0) , we get
Since p01 k(i)−1 0s belongs to both of W (j,1) and W (j ,1) we get Suppose now that i = 0. Let
Since 0 k(0) s belongs to both of W (j,0) and W (j ,0) , we get W (j,0) ∩ W (j ,0) = ∅ and the case is settled. If j > k(0), the proof is analogous.
. It is not difficult to see that 1 k(0) s for j ≤ k(0) belongs to both of W (j,1) and W (j ,1) . Therefore we have proved that
Since the proof for j > k(0) is analogous, the case for i = 0 is settled.
The word p0s belongs to both of W (j,0) and W (j ,0) , therefore we get
Since for j > i + k(i) the proof is analogous, the case is settled.
Moreover, p0s belongs to both of W (j,0) and W (j ,1) . We get W (j,0) ∩ W (j ,1) = ∅ and the case is settled. Let G be a catacondensed benzenoid graph with a sequence of hexagons h 1 , h 2 , . . . , h n obtained by LABELS starting with some opposite edge.
A linear sequence of hexagons S = h i+1 , h i+2 , . . . , h i+k is internal, if h i+1 and h i+k are both of degree at least two and peripheral, otherwise.
Let T be the inner dual of a catacondensed benzenoid graph G. A sequence of hexagons S of G is called odd if it is induced by a vine path of T and every internal linear sequence of S is of odd length.
Let h 1 , h 2 , . . . , h k be a sequence of hexagons induced by a path center of T together with one of its adjacent vines and S = h 1 , h 2 , . . . , h be its subsequence. Then S is even-ended if it admits exactly one internal linear sequence S = h i+1 , h i+2 , . . . , h of even length.
The definitions are illustrated in Fig. 3 where a catacondensed benzenoid graph with its inner dual is depicted. The edges of the inner dual that corresponds to the even-ended (left) and odd (right) sequence of hexagons are drawn bold. Note that if S is an odd or even-ended sequence of hexagons, then we can choose an edge e as well as the graph G 1 e in Step 4 of LABELS such that S = h 1 , h 2 , . . . , h k and h 1 , h 2 , . . . , h n is a sequence of hexagons of G induced by LABELS. A sequence of hexagons of G with this property is called to be canonic with respect to S. It follows that in a canonic sequence of hexagons with respect to S a hexagon of S belongs either to the cut C e or G 1 e . Moreover, if h i+1 , h i+2 , . . . , h i+k is an internal linear sequence of S, then h i is a kink. Lemma 5. Let h 1 , h 2 , . . . , h n be a canonic sequence of hexagons with respect to an even-ended sequence of hexagons h 1 , h 2 , . . . , h i+k . Then an internal linear sequence of even length S = h i+1 , h i+2 , . . . , h i+k does not admit a coordinate path that starts in the Θ-class induced by the kink h i , ends in the Θ-class induced by h i+k , and passes all Θ-classes induced by S.
Proof. Let i and i + k denote the Θ-class induced by h i and h i+k , respectively. From Lemma 4 it follows that for j < j and j, j ∈ {1, . . . k}, semicubes W (i+j,χ) and W (i+j ,χ ) are adjacent, only if χ = 0 and χ = 1. Moreover, semicubes W (i,χ) and W (i+j ,χ ) are adjacent only if χ = χ = 1.
Therefore, a coordinate path P = W (p1,χ1) , W (p2,χ2) , . . . , W (p k ,χ k ) with p 1 = i and p k = i + k has to have χ 1 = 1 and χ k = 1 (i.e. it has to have end vertices W (i,1) and W (i+k,1) ). From the arguments above it also follows that χ 2 = 1 and χ k−1 = 0. Furthermore, for every j ∈ {i + 1, . . . , i + k − 1} we have
It follows that P should be a path on even number of vertices and therefore it cannot pass all the Θ-classes induced by S if k is even.
We now present the theorem which is the basis for the algorithm, which computes the Fibonacci dimension for the resonance graph of a catacondensed benzenoid graph in linear time.
If S = h i+1 , h i+2 , . . . , h i+k is a sequence of hexagons, let S − denote S − h i+k . Theorem 3. Let G be a catacondensed benzenoid graph.
If G admits an odd sequence of hexagons S of length k, then
If G admits an even-ended sequence of hexagons S of length k, then
Proof. Suppose first that G admits an odd sequence of hexagons S. Since S is induced by a vine path of T , we can find a canonic sequence of hexagons h 1 , h 2 , . . . , h k , . . . , h n induced by LABELS, such that
. . , h k . Note that S is in general a sequence of linear subsequences S 1 , S 2 , . . . , S p . We will
show that S admits a coordinate path P that passes all Θ-classes that are induced by S. P is composed of paths P 1 , P 2 , . . . , P p such that P i corresponds to S i . Suppose that S starts with a linear subsequence
If t is even, then we set
If t is odd, then we set
From Lemma 4 in both cases it follows that P 1 is a coordinate path that passes all Θ-classes that are induced by S 1 . Moreover, since P 1 ends in W (t,1) (a kink of S 1 ), P 2 = h t+1 , h t+2 , . . . , h t+t can be composed analogously such that it starts in W (t+t −1,1) and ends again either in the Θ-class that corresponds to the other kink of S 2 if S 2 is internal (note that the length of S 2 is odd) or in the Θ-class that corresponds to h k .
If t is odd (the corresponding linear sequence is odd), then we set
, W (t+
, W (t+t ,1) .
If t is even (the corresponding linear sequence is even), then we set
If S 2 is internal, then we can simply repeat the procedure until the last subsequence S p (which may be of even length). Obviously, the obtained path P is a coordinate path that passes all Θ-classes that are induced by S.
We next show that P is a path in a system of coordinate paths with the minimum size. If T is a path, then P passes all Θ-classes of R(G) and we are done. Otherwise, let h c be the hexagon of degree three in S and c its corresponding Θ-class. Suppose now that there exists a system of coordinate paths of minimum size denoted P with a path P = P which comprises Θ-classes induced by S. Since h c is a kink, it belongs to two consecutive subsequences of S, say S i and S i+1 . Moreover, from Lemma 4 it follows that c is the only Θ-class that is adjacent to Θ-classes induced by S i and S i+1 and the only Θ-class that is adjacent to a Θ-class which is not induced by S. It follows that a path that passes all Θ-classes that are induced by S cannot end in c. Therefore, since P = P , the path P passes either S i or S i+1 . Suppose w.l.o.g. that P passes the Θ-classes that are induced by S i . But then S i+1 must be included in some other path of P , say Q. Because of the minimality of P , P passes all Θ-classes that are induced by S 1 , S 2 , . . . , S i and Q passes all Θ-classes that are induced by S i+1 , S i+2 , . . . , S k .
Let P S denote a part of P induced by S and P R the other part of P . Then (P \ {P , Q}) ∪ {P R , P })
is a system of coordinate paths with the minimum size. Since P passes all Θ-classes of {1, 2, . . . , k} and
In order to conclude this part of the proof, note that
Suppose now that G admits an even-ended sequence of hexagons S = h 1 , h 2 , . . . , h k . Let then S O = h i+1 , h i+2 , . . . , h i+m = h k denote the internal even sequence of S. Note first that analogously as above one can construct a path P that passes all Θ-classes that are induced by S − h k . We have to show that P is a path in a system of coordinate paths with the minimum size. Suppose that there exist a system of coordinate paths of minimum size P . Let k denote the Θ-class that corresponds to h k . From Lemma 4 it follows that k is the only Θ-class induced by hexagons of S which is adjacent to a Θ-class not induced by S. By Lemma 5 we need at least two coordinate paths to cover the Θ-classes induced by S O . Let then Q 1 , Q 2 ∈ P comprise all Θ-classes induced by S. In particular, one of the paths, say Q 2 , comprises h, some other (but not all) Θ-classes of S O and some Θ-classes that are not induced by S. Then Q 1 has to comprise the Θ-classes induced by S that are not covered by Q 2 . Let Q 2 denote the part of Q which is not induced by S − h k . Then (P \ {Q 1 , Q 2 }) ∪ {P, Q 2 } is a system of coordinate paths with the minimum size. Analogously as above, since P passes all Θ-classes of {1, 2, . . . , k − 1}, by
) − 1 and the assertion follows.
Algorithm
Theorem 3 is the basis for the next algorithm.
Algorithm FDIM.
input: a catacondensed benzenoid graph G with h hexagons.
output: fdim(R(G)) and the queue of paths Q. begin 1. T := the inner dual of G.
2. pc T := 0. { number of paths in T }
repeat
Let P be any vine path in T . while P admits an even-ended sequence S do pc T := pc T + 1.
P S− := sub-path of P induced by S − .
P := P − P S− .
T := T − P S− .
Insert P S− in Q. end.
pc T := pc T + 1. Proof. The correctness of the algorithm follows from Theorem 3. At each step the algorithm finds a vine path P in T . For every even-ended sequence S induced by P the number of paths pc T is increased by one and P S− (the sub-path of P induced by S − ) is removed from P . When all vertices induced by even-ended sequences are removed from P , the remaining vine path admits an odd sequence of hexagons and pc T is again increased by one. Let S p denote the sequence of hexagons induced by P . The graph obtained from G by removing the hexagons of S P is again a catacondensed graph with the inner dual T − P . This assertion completes this part of the proof.
In order to prove the complexity of the algorithm, note first that the number of hexagons of G is linear in the number of vertices of G. The number of vertices of the inner dual of G equals the number of hexagons of G. Moreover, it is a natural assumption that G is presented as a sequence of hexagons with adjacencies among them, therefore Step 1 can clearly be executed in linear time. The body of the repeat loop first searches for a vine path P in T and then (at the end of the body) deletes P from T . This two steps are repeated until T is an empty graph. For the details that this steps can be implemented to run in linear time see [3] . In the rest of the proof the most time consuming operation is to find even-ended sequences and the corresponding sub-paths in P . In order to establish this, we may first traverse P with its corresponding hexagons, say S P , to find all linear subsequences of S P . With this information we can simply detect the even sequences in S P and their corresponding paths in P . Since every hexagon is visited exactly twice by this procedure, we may assume that the overall complexity of the repeat loop is linear and the proof is completed.
Note that one of the reason for the effectiveness of the algorithm is the fact that the resonance graph of G need not to be computed. Clearly, the algorithm also does not compute the embedding of R(G) nor the system of coordinate paths of R(G). However, by using the queue of paths Q obtained by FDIM, the system of coordinate paths of R(G) can be found as we show in the sequel.
We next present the sketch of the procedure which compute the system of coordinate paths of a catacondensed benzenoid graph. Before this procedure is performed, some preprocessing has to be done.
We first apply algorithm FDIM which for a a catacondensed benzenoid graph G gives the queue of paths Q. Then LABELS is called which gives the embedding into a hypercube.
Let P 1 , P 2 , . . . P p denote the ordering of paths in Q, let S i1 , S i2 , . . . S i denote consecutive linear sequences of hexagons in P i and let s .
The coordinate sub-paths S i1 , S i2 , . . . S i induced by P i ∈ Q are then glued together in a coordinate path P i .
As an example observe again the graph G depicted in the left hand side of Fig. 2 and the embedding of R(G) into Q 5 obtained by LABELS as depicted in the right hand side of Fig. 2 .
