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ABSTRACT

WangHongyu
Master of Science
Rose-Hulman Institute of Technology
June, 1999.
A Translation And Rotation Independent Fingerprint Identification Approach
Advisor:

Dr. Ed Doering

This thesis describes a new approach for fingerprint identification that will be shift
and rotation independent. Detailed descriptions of directional filtering, foreground and
background segmentation, feature extraction, and matching based on structural correlation are
the main topics of this thesis. The fingerprint identification system consists of image
preprocessing, feature extraction, and matching which run on a PC platform. The preprocessing
step includes histogram equalization, block-based directional filtering, thinning, and adaptive
thresholding to enhance the original images for successful feature extraction. The features
extracted will be stored in the database for matching. The matching algorithm presented is a
modification and improvement of the structural approach. A two-step process of local feature
matching and global feature matching guarantees the correct matching results.
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The result shows that the method works well for original fingerprints and shifted
fingerprints. For rotated fingerprints the matching result is: seven often thirty degrees rotated
fingerprints correctly matched; five of ten forty degrees rotated fingerprints correctly matched;
six of ten sixty degrees rotated fingerprints correctly matched; six of ten ninety degrees rotated
fingerprints correctly matched, and eight of ten one hundred and eighty degrees rotated
fingerprints correctly matched.
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Chapter 1

1.1

Introduction

Fingerprint Characteristics
The fingers are covered with tiny lines known as friction ridges which create

friction and make it easier for people to hold small objects. They are· one of the first
forms of life that the human body takes on before birth and one of the last to disappear
after death (Henry C.Lee and R.E. Gaensslen, 1993 ).
Fingerprint patterns are made up of lines (shapes) which determine the general
classification characteristics of the print (i.e., Arch, Loop, or Whorl). The Pattern Area is
a term used to describe the center area of a print which contains many of the line-types
previously described. This area and its contents determine the classification of the print
(i.e., Arch, Loop, or Whorl ).
From the earliest times the use of fingerprint, as a mark of specific identity,
appears to have acquired acceptance along with the customs of tattooing, clipping,
branding, and cutting. It had been verified that the fingerprints of human beings will not
change during the whole life and no two persons in the world have the identical
fingerprints (Henry 1913; Battley 1930; Chatterjee 1967); so, the unchangebility of
fingerprints and the uniqueness of each individual's fingerprints are the basis for using
fingerprints for identification purposes. Between 1924 and today, the US Federal Bureau
of Investigation has collected about 30 million sets of fingerprints for identification
purpose (V. Wickerhauser, 1994).
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Previous Work in Automated Fingerprint Recognition

1.2

Until recently, manual fingerprint identification was the only method available.
Manual methods suffer from a number of limitations, including low rate of positive
identification, very slow and time consuming procedures, damage of paper slips used for
fingerprint (due to frequent manual handling), and loss of fingerprint slips in the mail.
These limitations have made the manual system ineffective. On the other hand, the need
for fingerprint identification for investigation and authentication is ever increasing. For
example, criminals of today use sophisticated methods and operate over wide areas due to
the availability of fast transportation (Jauhari 1982). To cope with these kinds of things
more sophisticated and faster methods are in urgent need. So, there has been a long-felt
need to computerize the fingerprint identification task. For instance, the FBI has already
been doing storage of fingerprints using wavelet-transform (a kind of transform like
Fourier Transform see URL http://www.mathsoft.com/wavelets.html for details) as a
compression method (see URL" http: II www.amara.com/IEEEwave/IW_fbi.html" for
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details).
The advances in computer technology, particularly those in the digital image
processing and pattern recognition areas coupled with the availability of cost-effective
image processing hardware, can be used to advantage to mitigate the problems of the
manual system. At present, there are a few state-of-the-art Automatic Fingerprint
Identification Systems (AFIS) available from some providers like NEC, PRINTTRAK,
and CMC. The aim of AFIS is to minimize the time-consuming and laborious effort of
human experts. The feature extraction and matching of fingerprints is done by AFIS and

3

the output is a short list of the most likely candidates. The final decision for the correct
matching is made by human experts by verifying this short list.
AFIS has emerged as the latest in innovative technology to access fingerprints
from a network database, so fingerprints no longer need to be matched manually to files.
The use of this technology not only saves time, it significantly increases the old accuracy
match rate. With the development of over thirty years of AFIS, its technology has passed
its infancy and is now growing toward maturity. AFIS evaluate the fingerprint minutiae
features by showing the coincidence of the features, taking into consideration the
similarity, number, and unit relationship of the characteristics to each other. Searching
and matching of fingerprints is accomplished by assigning each minutiae point a position
on an x/y coordinate, a direction of flow, and relationship to other minutiae.
Ohginallmage

1mage

Enhancement

Feature

Extraatoo

Fing«print
Dalabase ·

Figure 1.1

Flowchart of fingerprint identification system
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Figure 1.1 gives a general schematic of AFIS, and my system also follows this
flow chart.
It can be seen from this flow chart that there are generally three major steps

included in the system: preprocessing, feature extraction, and matching. In the feature
extraction step, there will be an extra step called post-processing included which is
supposed to do spurious minutiae cleaning. I will talk about them respectively in the
following chapters.
The problem of automatic fingerprint identification has attracted wide attention
among researchers worldwide and has led to extensive research. Grasselli (1969) was the
first to advocate the linguistic approach, which means that he described a fingerprint
identification system in paper for fingerprint classification but he did not realize it
practically. This was followed by many papers on automatic classification of fingerprints
using syntactic approaches (Mayer and Fu 1974, 197 5 ; Rao 1974; Kingston 1967 ;
Wegestein and Raferty 1967). Syntactic approaches, which need the knowledge of
classifications of fingerprints in advance before they can do the identification, have not
found practical applications due to factors such as the sensitivity of syntactic methods to
noise and large variations of the ridge patterns within the patterns of the same class. Most
of the published literature is related to the classification of fingerprint patterns based on a
syntactic approach (B.M. Mehtre 1993). The problem of matching fingerprints within a
given class or when the class information is not available had, until recently, attracted
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little attention. Indeed, some scientists wrote papers about automatic fingerprint
identification systems without the knowledge of classification in advance.
It is the goal for all fingerprint scientists to develop such a system which can do
fingerprint identification without a knowledge of classification in advance and also which
should be able to accommodate changes of fingerprints. My thesis will develop a new
approach that can identify a fingerprint despite shift and rotation. Actually, this new
approach includes some existing methods which were developed individually but have
never been used together. There are also some other methods like the classification of
fingerprint images using neural network (Masayoshi Kamijo and Hiroshi Mieno, 1992),
combined statistical and structural approach for fingerprint image post-processing
(Qinghan Xiao and Hazem Raafat, 1990), adaptive ridge filtering (D.C. Douglas Hung,
1993), and the like. However, the neural network is very complicated and has not been
proved to be very reliable for fingerprint purposes yet. Many others are prohibited from
practical realization because they are too complicated theoretically.

1.7

Thesis Goals
In general, innovation has been made in different steps of AFIS, such as in the

pre-processing step, spurious features (minutiae) cancellation step, and matching step.
These technologies improve the matching results to a certain degree. In this thesis, I tried
to take the advantage of these existing methods and combine some of them to have better
matching results. The methods used in my thesis include directional filtering and
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dynamical thresholding (A. Wahab, S.H.Chin and E.C. Tan, 1998), foreground and
background segmentation (Shohreh Kasaei, Mohamed Deriche and Boualem Boashash,
1994) and matching based on the two-step correlation of local and global features
(Dinesh P Mital and Earn Khwang Teoh, 1994). I will introduce them in detail later.
This thesis tries to set up an approach to a fingerprint identification system which
is shift and rotation independent. Usually, the FBI and police want to make a record or try
to find a possible criminal when they use fingerprints to identify people. But for various
reasons, the fingerprints taken each time will not be the same as before. In general, the
fingerprint will be shifted, rotated, and/or distorted. There are many people trying to find
some technologies to solve this problem. However, each of them improved the system
partially, which means that each of these methods has its advantages in some area. For
example, directional filtering can make the original fingerprint clearer and background
and foreground segmentation can alleviate the effect of smudged areas in fingerprints.
These methods have been proved for fingerprint identification purposes. But some of
them are very complicated and have not proved to be very reliable (like neural network)
and some are very time consuming (like adaptive ridge filtering by D.C. Douglas Hung,
1993). As I mentioned above, fingerprints have been used for a long time and AFIS has
matured. Lots of work has been done in this field and many methods have been or are
being tested to improve the matching result. While no single approach has been proved
that correctly matches 100% of the time, most of the current commercial fingerprint
identification systems like NEC and CMC work well for small variations in shift,
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rotation, and distortion. Some work well but need much more time, and some are very
complicated to understand and hard to realize practically.
So, I selected a minutiae-based method including three methods developed by
different people. Each of them has its own advantage and can improve the system to
some degree, because the methods are in different steps, they support each other instead
of interfering with each other.
Chapters 2 and 3 introduce basic knowledge of fingerprint and fingerprint
identification systems. Chapters 4, 5 and 6 describe the Preprocessing, Feature
Extraction, and Matching steps of my AFIS respectively. Chapter 7 shows the result of
fingerprint matching, and Chapter 8 summarizes the whole thesis.
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Chapter 2

2.1

Characteristics of Fingerprint Images

Common Types of Fingerprints
Fingerprint patterns are divided into three main groups consisting of: Arches,

Loops, and Whorls. Figures 2.1-2.4 illustrate examples of Whorl, Loop, Arch, and Tinted
Arch fingerprints, respectively. Approximately five percent of all fingerprints are Arches,
30% are Whorls, and 65% are Loops. In some fingerprint identification systems,
fingerprints are initially identified as one of the three major classes that have been
mentioned above and then matching continues by calling corresponding databases. This
saves time for the whole system. However, the approach I have developed operates
equally well on all three classes, so the initial sorting is unnecessary here.

Figure 2.1

Whorl fingerprint

Figure 2.2

Loop fingerprint
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Figure 2.3

Arch fingerprint

Figure 2.4

Tinted arch fingerprint

The following examples are typical of the most common line-types found in
human fingerprints.

1. Rod

Figure 2.5

Rod

A Rod generally forms a straight line. It has little or no recurve features and tends
to be found in the center of the fingerprint's pattern area. Figure 2.5 gives an example of
rod.

2. Spiral

A Spiral line-type spirals out from the center of the fingerprint and is generally
found in Whorl print patterns.
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3. Ellipse

Figure 2.6

Ellipse

An Ellipse is a circular or oval shaped line-type which is generally found in the
center of Whorl patterns. Figure 2.6 gives an example of ellipse.

4. Bifurcation

Figure 2.7

Bifurcation

Bifurcation is the intersection of two or more line-types which converge or
diverge. Figure 2. 7 gives an example of bifurcation.

5. Tented Arch

Figure 2.8

Tented arch

The line-type in Figure 2.8 quickly rises and falls at a steep angle. They tend to be
associated with Tented Arch pattern prints. Figure 2.8 gives an example of tented arch.
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6. Loop

Figure2.9 Loop
A Loop is a curved line-type that enters and leaves from the same side of the
fingerprint. Figure 2.9 gives an example of loop.

7. Island

Figure 2.10

Island

An Island is a line-type which stands alone, i.e., it does not touch another line-

type and is totally contained in the pattern area of interest. Figure 2.10 gives an example
of island.

8. Sweat Gland

Figure 2.11

Sweat gland

12

The finger contains many sweat glands. The moisture and oils they produce allow
the fingerprint to be electronically imaged. Figure 2.11 gives an example of sweat gland

9. Arch

Arch line-types can be found in most print patterns. Fingerprints made up primarily
of arches are sometimes classified as arch prints.

2.2

Minutiae Points

Figure 2.12

Two pictures show the minutiae points (black spots)

Figure 2.12 gives two examples of fingerprints with minutiae points marked on.
Minutiae point is the term used to define common micro features in a fingerprint image.
Common minutiae points are the intersection ofbifurcation, ending points of islands that
will be used to test if two fingerprints are identical or not. There is another factor used for
fingerprint identification --the center point of the sweat gland, which is generally not
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useful for fingerprint identification today because it is not as significant as other
factors.

2.3

Problems of Fingerprint Images

2.3.1

Dry Print

Figure 2.13

Extremely dry (left), very dry (middle), and just right (right) fmgerprints

Due to a lack of natural moisture in the skin, a dry print can appear broken or
incomplete to the electronic imaging system. This can result in inferior model
construction during a registration process or inconsistent matching during a look-up
process. Dry skin can be caused by a multitude of climatic and environmental conditions.
Handling materials or substances tend to absorb or wash the oils from the print. Items
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such as paper, cloth, wood, or chemicals, such as acetones, thinners, or cleaning agents,
will have a direct result on the dryness of human fingers. These items tend to absorb or
wash oils from the skin leaving the ridges void of the necessary moisture to image the
print reliably and electronically. Figure 2.13 shows examples of extremely dry, very dry,
and just right fingerprints.
To regenerate these natural oils, the tips of fingers can be rubbed together or
against the palm of the hand. In most climatic and environmental conditions the bridge of
the nose and forehead tend to retain their natural oils.

2.3.2

Wet Print

Figure 2.14

Extremely wet (left), very wet (middle), and just the right (right)

fingerprints

Excessive moisture in the skin can cause line-type features in the print to blend
together during the registration or look-up process resulting in inferior model constructs
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or inconsistent look-ups. An excessively wet print is analogous to viewing a painting
after a puddle of paint has been poured on it and the features cannot been seen through
the puddle. Excessive moisture is generally caused by sweating or handling wet materials
or substances. Common sources are greasy foods (i.e., french fries), hand lotion, or
makeup. This problem can be easily solved by removing the excess moisture. Figure 2.14
illustrate extremely wet, very wet, and just the right fingerprints.

2.3.3

Scarred Print

Finger 2.15

Two scared and unaccepted images

Scar tissue has plastic-like qualities. When it is dry, it does not image well; when it
is wet, it looks like a puddle to the imaging system. For these reasons, scarred
fingerprints are not recommended for general uses. Figure 2.15 shows examples of
scarred fingerprint images.
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2.3.4 No Print
Due to occupational hazards, some people do not have imagable prints.
Heavy labor (i.e., mine workers, farmers) and other occupations which cause excessive
hardening, scarring or wearing of the print can make them unusable for fingerprint
applications. Generally, in these cases, some portion of the finger (i.e., heel of the palm
or side of a finger) will still contain useable skin surface which can be used reliably with
some kinds of technology.
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Chapter 3 Basic Requirements for Fingerprint Identification
System

3.1

Fingerprint Capture Software Robustness.
It is a fact that no two consecutive captures of the same fingerprint are the same

due to pressure, angle, and location of the fingerprint in relation to the scanner.
Robustness in the fingerprint capture software refers to the ability of the software to
adjust automatically (without user intervention) and compensate for these natural
variations. The two most critical factors of variation are:

(1) The angle of the fingerprint in relation to the plane surface of the scanner.
(2) The shift in the origin of the fingerprint in relation to the surface of the scanner.
It is clear and obvious that these adjustments must be done automatically (without

operator) every time the fingerprint is captured; otherwise, the application of fingerprint
for positive identification is useless.

3.2

Fingerprint Registration Time
This refers to the total time lapsed from the moment the subject submits his/her

fingerprint until such time that the software has accepted and appended such fingerprint
to the database. This measurement applies to all fingerprints classified as "enrollable"
(fingerprint qualified to be in good condition for registration). In this thesis, Matlab is
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used for ease of programming (algorithm prototyping). Implementing inC or
developing custom software and hardware would make the algorithm execute more
quickly. The following possible operations may occur within this period of time:
(1)

A number of scans, as required by the software.

(2)

Adjustments in rotation variation, shift variation, and others.

(3)

Computations that are required to determinate the corresponding fingerprint.

3.3

Fingerprint Lookup/Search Time
There is no standard for the matching time, but generally 1~5 seconds is

acceptable for most applications. However, it will depend on the hardware being used
and the algorithm applied to the system. For my system, I simulated the system with
Matlab and most Matlab library functions are very time-consuming. So, the matching
time is long for my system. But I believe, if the system can be realized by some lower
level languages (like C) the processing time will be significantly shortened.
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Chapter 4

Preprocessing of Fingerprint Images

The aim of preprocessing is to improve the quality of input fingerprint pictures in
order to get a clear, clean, identifiable output image and eliminate the extraction of
erroneous minutiae and, consequently, minimizing the mismatch as much as possible.
Generally, there exist various types of noise and associated degradations, so the
preprocessing operation consists of a series of image processing operations, which
include general image enhancements such as sharpening, median filtering, smoothing,
ridge enhancement, and restoration and segmentation.
Image preprocessing is a necessary step before any feature extraction is
performed. The following techniques are used in my research.

4.1

Histogram Equalization
The histogram of digital image with gray levels generally in the range of [0~255]

gives an estimate of the probability of occurrence of a certain gray level in the image. A
picture of this function for all values of 256 gray levels provides a global description of
the appearance of an image.
Figure 4.1 illustrates a fingerprint and its histogram picture. Figure 4.2 shows the
pictures of histogram equalized fingerprint and its histogram.
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Fingerprint with its histogram image

Figures 4.1 and 4.2 clearly show that the histogram equalization process enhanced
the original images from dark to normal.
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Fingerprint after histogram equalization and its histogram image

It can be imagined that the histogram equalization also works for images that are

very bright.

21

4.2

Ridge Enhancement
Due to the nature of the fingerprints, scars are inevitable. They can cause the

existence of unnecessary false minutiae in the feature extraction step. So in order to
prevent this, the directional information of ridges is obtained and modified.
First of all, each picture will be scanned and digitized into a 208x 192 pixel image
which has sufficient resolution yet is small enough for fast processing. Of course, this
image size can be selected as any integer multiple of 8 because I will divide each image
into several 8X8 blocks for processing.
There will be in general two types of degradations associated with the fingerprint
Images:
(1)

The ridge lines are not strictly continuous, and which means the ridges have small

breaks or gaps where they are supposed to be continuous that will provide spurious
ending.
(2)

The parallel ridges are not well separated. This is due to the presence of cluttering

noise, which links the parallel ridges, resulting in their poor separation that will, in tum,
introduce spurious bifurcation into the fingerprint image.

4.2.1 Directional Filter
In the conventional filtering techniques, only a single filter is used for convolution
throughout the image. However, in directional filters a set of filters is used for
convolution. Experiments proved that the best results were produced by combining a
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Laplace operator and linear low-pass filtering. This is because the Laplace operator
emphasizes the details of the image and the low-pass filter blurs the details of the image.
Usually, an appropriate filter is selected from the predefined set of filter masks for
each region. This selection is based on some regional or local context of the image. In the
case of fingerprint images, the local ridge direction is used as the context since the ridge
joining is to be carried out along the ridge direction, and the clutter removal (separation
of ridges) is to be effected along the orthogonal direction of the ridges.
The design of a directional filter consists of two steps. At first, the direction of
each block from the input fingerprint image is generated. Second, filters corresponding to
these directions are generated.

Block Direction Computation

4.2.2

The direction of each block is a transformed version of the original fingerprint. It
presents the local orientation of the ridges. In this system, I defined sixteen equallyspaced directions which are 0, 22.5, 45, 67.5, 90, 112.5, 135, 157.5, 180, 202.5, 225,
247.5, 270, 292.5, 315 and 337.5 angles in degree, respectively. These directions for each
pixel of the fingerprint image can be called dot direction. Actually, the filter direction
number is half of the total directions of the dot direction because given a line has two
possible directions, for example 0 and 180 degree, respectively, yet the line only has one
orientation.
Figures 4.3 and 4.4 are the illustration for sixteen dot directions and eight main
block directions. Usually, there will exit some degradations for the original fingerprint
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images like discontinuous lines and misconnection between two parallel ridges and
disorder in the smudged areas. To minimize these degradations and to enhance and
restore the ridge lines, suitable contextual or directional filters are required.

8
9 .~
·"· ...............~

Figure 4.3

16 main dot directions

/

t~~:r=I:2!ZI~;:i;~

/
[0]

I

r.al

[1]

~
f5l

Figure 4.4

[2)

"

(61

8 main block directions

I
\

[31

[7]

24

First of all, the dot direction will be calculated for each pixel in the fingerprint
image. The picture will be divided into 8x8 small or local blocks with 26x24 blocks
totally for each picture. The direction D(i, j) at a point (i, j) in an image is computed as
follows( based on a standerd approach (Wahab, A. And Chin, Tan, 1998)

sd=L <lf(i,J)- fd (in' lnJI)

ford= l. ........N

(4.1)

n

for n = 1. ........ 8

In the above expression,/ (i ,}}and

and

Jd (in, jn)are the gray values at pixels (i ,}}

(in, jn) respectively, where (in, jn) is th~ n pixel in direction~ from (i ,}} , n is

the number of pixels chosen for this computation and,.,v{s the number of directions used.
The direction d

(in, jn) at a point (i ,})is the direction for which Sd

is minimum. I

have used N= 16 and n=8 for this system. The total variation of the gray values described
by the summation in the above expression is expected to be smallest in the direction of
ridges and to be the largest along the orthogonal to the ridge direction. Thus the direction
d

(i ,j} at a point (i ,j}

the image.

indicates the direction of maximum gray level uniformity in
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The direction image computed above is called dot direction image, as each
pixel in this image represents the direction at a pixel. Figure 4.5 and 4.6 show the original
image and the image of the dot direction.

Figure 4.5

Figure 4.6

Original Fingerprint Image.

Dot direction of the original fingerprint
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For the purpose of filtering, the gross direction for each region or block is
required. So, a block direction image is computed from the dot direction image.
Figure 4. 7 illustrates the block direction of the fingerprint image.

Figure 4.7

Block direction image of the original fingerprint

With a given block (of 8x8 pixels), the histogram of directions is computed. The
direction that occurs the most number of times is chosen as the direction of the block.
The image so constructed from the block directions is called block direction image. In the
block direction image, each block's gray level stands for the direction of that block, and
there are sixteen different gray levels, respectively, for

0~ 15

directions respectively.

Many times, some of the block directions are grossly incoherent with the
surrounding block directions. This happens due to the presence of noisy regions. To
minimize the effect of such noisy block directions, the block direction image should be
smoothed. This process is done by two steps:
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(1)

Calculate the histogram of directions in each block and mark the direction

with maximum number. Then set up a threshold for the maximum number. In this system
I tried several numbers and finally found twelve works well. If the maximum number of
directions in a block is less than the threshold, this block will be treated as background or
smudged area and will be valued '0'. If bigger the direction will be recorded.
(2)

In fingerprint images, a clear fingerprint ridge area can be viewed as the

foreground and any other features such as smudged regions and noisy regions as the
background. The foreground/background segmentation saves processing time and leads
to a more precise ridge extraction process. The segmentation is based on the assumption
that in a given block, noisy regions have no dominant direction while clear regions flow
in a particular direction. Consequently, foreground regions exhibit a very high variance in
a direction orthogonal to the orientation of the pattern and a very low variance along its
dominant direction. This method is realized by examining the 3x3 neighborhoods of each
of the block directions. It is observed that the natural block directions do not change
abruptly, so any violation of this rule will be treated as a noise and is corrected by
replacing the center block by the majority direction in the neighborhood this process can
also be called foreground and background segmentation.
I tried using the standard deviation as the criterion to distinguish the foreground
and background of the image, but it did not work well compared to the method I actually
used and I believe that it cannot give reliable results since different pictures may have the
same standard deviation.
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Figure 4.8

Image after the directional filtering (left) and the original image (right)

From Figure 4.8, it can be seen that the block filters make the image clearer and
easy to analyze and, further more, the smudged areas where lots of spurious minutiae will
occur have been treated as background areas.

Figure 4.9

The skeleton of the original image without segmentation (left) and its

original image (right)
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Figure 4.10

The skeleton if the original image after block directional filtering

This results in improving the quality of fingerprint images substantially.
Comparing Figures 4.9 and 4.1 0, it can be seen that the skeleton of the original without
block directional filtering and background and foreground segmentation has so many
spurious minutiae and will be very difficult to find the correct minutiae. However, after
block directional filtering and segmentation, the skeleton of the same image does not
include the most spurious minutiae in the smudged area. Of course there are still some
spurious minutiae and there will need to be another step to cancel them. Then it will be
easier for the spurious minutiae cancellation step (or the post-processing step).

4.2.3

Generation of Directional Filter Masks
As I mentioned before, the directional filter consists of a linear combination of

two filters, the low-pass and the Laplace filters. Suppose the filter size is n x n, where n is
of the order of the ridge or valley width. Generally the ridge or valley width is in the
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range of 4,...., 10 pixels wide and 7x7 filter works well for the desired effects (if the
pixel with of a specific database is more or less than the range I gave, the filter dimension
may be modified). The filter for averaging in the horizontal direction of the ridges is
shown below:

A

A

A

A

A

A

A

B

B

B

B

B

B

B

c c c c c c c
D

D

D

D

D

D

D

c c c c c c c
B

B

B

B

B

B

B

A

A

A

A

A

A

A

where D>C>B>A and sum of A,B,C,D is 1.

The filter for differentiating the horizontal direction of the ridges is shown bellow

-X -X -X -X -X -X -X
-Y -Y -Y -Y -Y -Y -Y
-Z -Z -Z -Z -Z -Z -Z

u

u

u

u

u

u

u

-Z -Z -Z -Z -Z -Z -Z
-Y -Y -Y -Y -Y -Y -Y
-X -X -X -X -X -X -X
where U=- (Z+X+Y) and sum ofU,Z,Y,Y is 1.

31

Then the directional filter will be:

A-X

A-X

A-X

A-X

A-X

A-X

A-X

B-Y B-Y B-Y B-Y
C-Z C-Z C-Z C-Z
D+U D+U D+U D+U
C-Z C-Z C-Z C-Z
B-Y B-Y B-Y B-Y

B-Y B-Y B-Y
C-Z C-Z C-Z
D+U D+U D+U
C-Z C-Z C-Z
B-Y B-Y B-Y

A-X

A-X

A-X

A-X

A-X

A-X

A-X

Here is the actual filter:
Average filter =
0.0089

0.0089

0.0089

0.0089

0.0089

0.0089

0.0089

0.0179

0.0179

0.0179

0.0179

0.0179

0.0179

0.0179

0.0268

0.0268

0.0268

0.0268

0.0268

0.0268

0.0268

0.0357

0.0357

0.0357

0.0357

0.0357

0.0357

0.0357

0.0268

0.0268

0.0268

0.0268

0.0268

0.0268

0.0268

0.0179

0.0179

0.0179

0.0179

0.0179

0.0179

0.0179

0.0089

0.0089

0.0089

0.0089

0.0089

0.0089

0.0089

Differentiating filter =
-0.0060 -0.0060 -0.0060 -0.0060 -0.0060 -0.0060 -0.0060
-0.0119 -0.0119 -0.0119 -0.0119 -0.0119 -0.011 9 -0.0119
-0.0179 -0.0179 -0.0179 -0.0179 -0.0179 -0.0179 -0.0179
0.0714

0.0714

0.0714

0.0714

0.0714

0.0714

0.0714

-0.0179 -0.0179 -0.0179 -0.0179 -0.0179 -0.0179 -0.0179
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-0.0119 -0.0119 -0.0119 -0.0119 -0.0119 -0.0119 -0.0119
-0.0060 -0.0060 -0.0060 -0.0060 -0.0060 -0.0060 -0.0060

Final directional filter=
0.0030

0.0030

0.0030

0.0030

0.0030

0.0030

0.0030

0.0060

0.0060

0.0060

0.0060

0.0060

0.0060

0.0060

0.0089

0.0089

0.0089

0.0089

0.0089

0.0089

0.0089

0.1071

0.1071

0.1071

0.1071

0.1071

0.1071

0.1071

0.0089

0.0089

0.0089

0.0089

0.0089

0.0089

0.0089

0.0060

0.0060

0.0060

0.0060

0.0060

0.0060

0.0060

0.0030

0.0030

0.0030

0.0030

0.0030

0.0030

0.0030

This is the directional filter for horizontal filtering and the other seven directional
filters are realized by rotating this filter to different angles.

4.3

Conversion to Binary Picture
Some times, gray level pictures are converted into binary( black and white)

images to simplify the process. In my system, the only thing interesting is the information
from the ridge, so the black and white image is good enough for this purpose.
Since every fingerprint image is divided into several 8x8 blocks, filtering is done
to each block according to the main direction of that block. My system will compare each
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pixel's gray level to the mean value of the whole block. If the pixel's value exceeds
the mean value, it will be set to '1 ',otherwise it will set to '0'.

4.4

Ridge Thinning
Before the features can be extracted, the fingerprints have to be thinned or

skeletonized so that all the ridges are one pixel thick.
Generally, there are a number of thinning algorithms (Stefanelli and Rosenfeld
1971; Rosenfeld and Kak 1976; Arcelli and Baja 1984; Zhang and Suen 1984). It has
been proved that a parallel iterative thinning algorithm (Tamura 1978) has been found to
be most suitable for fingerprint application, but actually the algorithm that was used in
this thesis is the general purpose routine in Matlab so the result is not very reliable. I
believe that if further investigation is taken to develop a suitable algorithm the result will
be better.
The thinning of a digital image is very time consuming, computationally
intensive, and costly. This is due to the iterative nature of algorithm. That is, the image is
scanned from beginning to end, examining the neighborhood of each pixel and checking
whether it can be deleted. Typically, twenty to thirty such scans (or passes) are required
to thin a fingerprint image.
The rate of thinning can be defined as the total number of changes per pass in the
image. Alternatively, the rate of thinning can also be defined as the total number of lines
changed per pass in the image. The thinning is said to be complete when the number of
changes (and also the number of lines changed) in the image reduces to zero.
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Chapter 5

5.1

Feature Extraction

Ending and Bifurcation Extraction
Generally, the two basic features extracted from a fingerprint image are ridge

endings and bifurcation. For the fingerprint images used in my system, ridge endings and
bifurcation are referred to as minutiae. To determine the location of these features in a
fingerprint image, I used a '3x3' window. A is a detected point and B(1) ... B(8) are its
neighboring points in a clockwise direction starting from the top left-hand comer. If B(n)
is a black pixel, then its value V(n) will be 0, if not its value will be 1. So, ifM is a ridge
ending, it is required that

8

Kn = L

IV(m+l)-V(m)l=2

(5 .1)

m=I

where V(9)=V(l), ifM is a bifurcation, it will be
8

Kn = L

IV(m+l)-V(m)l=6

(5.2)

m=I

As an example, if it is detected as a bifurcation during the process, so the window
will contain the pixel information such that:

V(1)=V(2)=0, V(3)=1, V(4)=0, V(5)=1, V(6)=V(7)=0, V(8)=1, V(9)=V(1)=0,
and

Kn =0+1+1+1+1+0+1+1=6.
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Figure 5.1 is a 3x3 windows for feature extraction.

V(4)

V(3)

V(5)

M

V(1)

V(6)

V(7)

V(8)

Figure 5.1

(2)

Feature extraction window

Table 5.1 shows the characteristics of K

n :

Kn

Characteristic

0

Isolated Point

2

EndPoint

4

Continuing Point

6

Bifurcation Point

8

Crossing Point

Generally, only

K

n

=2 and 6 are used for fingerprint identification purpose.
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Figure 5.2

Thinned fingerprint image and minutiae extracted without cleaning

Figure 5.2 shows the result of the feature extraction process and the resulting
minutiae image has many spurious minutiae that should be deleted before doing the
matching.
Three kinds of information will be restored when doing the minutiae extraction,
they are:
( 1)
(2)
(3)

Minutia type : '1 'stands for ending and '2' stands for bifurcation,
Angle of the minutia, and
Position of the minutia: in form of (x, y).
Obtaining the type of the minutia, I use the above method by calculating a 3x3

window (see Figure 5.1 for details).
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Obtaining the angle of the minutiae is a little bit more difficult because the angle
of ending can be seen as the same as the dot direction of that pixel; but, for bifurcation
there actually exist three directions for each of them.

Figure 5.3

Angles of bifurcation

Figure 5.3 shows that a bifurcation may have three angles. In order to generalize
each case, my thesis only uses the smallest angle. For example, if al <a2<a3, then al will
be treated as the angle of the bifurcation.

5.2

Spurious Minutiae Cancellation
Spurious minutiae can result from noisy links between parallel ridges that generally

were not separated by restoration, or other means. Figure 5.4 shows the example of a broken
line and Figure 5.5 shows the example of a pair of linked parallel lines. Thus, it is necessary
to scrutinize and validate the minutiae initially detected. This is called post-processing or
spurious minutiae cancellation.
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Figure 5.4

Broken line

""'
Figure 5.5

:: ::

Linked parallel lines

In the post-processing phase, the minutiae resulting from the above steps are detected
and deleted from the initial list based on the following rules:
A broken ridge gives rise to a pair of end points with opposite directions. In
general, two minutiae within a certain radius with the opposite angle direction and with the
same minutiae type (ending) are assumed to be the result of a broken ridge and should be
cancelled. I achieved better results by narrowing the two minutiae with opposite angles
within a certain directional window instead of a complete circle. This is because sometimes
there actually exist some minutiae with opposite angles but the other one is not within the
directional window.

0
Figure 5.6

00 rJan .
D
.

8 windows (8X8) for spurious endings cancellation
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Figure 5.6 shows that if there is an another ending in one of the windows
according to the eight basic directions. Since the two endings have opposite directions, it
can be said they are the result of broken ridge and should be cancelled.
The other possible spurious minutia is a pair of bifurcation points resulting from
incorrectly linked parallel ridges. These noisy links are also detected and should be
deleted.Figure 5. 7 shows an example of wrongly linked parallel ridges.
For these kinds of spurious minutiae, I found that there should not exist a
bifurcation with another bifurcation within a certain range near to it. So I also set up a
window (16x16) having the bifurcation as the center and check if there is another
bifurcation these two bifurcation are spurious ones. Figure 5.8 shows an example of
reconstruction of linked parallel ridges.

A brokeR ridae.
Reco~nstructed

Figure 5.7

l\nothet~

ri,dge

Reconstruction of broken ridge

type of ridge c:le.aning is possible~

Figure 5.8

Reconstruction of linked parallel ridges
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I

In general, many of the spurious minutiae can be cancelled by the above postprocessing methods and also I found that many of the spurious minutiae come from the
border of the original image. These minutiae can be deleted simply by unmarking the
margin of the original with a certain width. This value can be changed according to
different situations. In this system I used three pixels width and it works well.
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Figure 5.9

Extracted minutiae without cleaning

Figure 5.10

Extracted minutiae with cleaning
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Figures 5.9 and 5.10 show the extracted minutiae with and without cleaning
respectively.
From Figures 5.9 and 5.10, it is clear that there are many spurious minutiae and if
I do not do the post-processing, these spurious ones will give wrong information and will
lead to the wrong matching result.
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Figure 5.11(b)

Extracted minutiae before and after spurious minutiae cleaning

Figure 5.11(a) shows the image of minutiae before minutiae cleaning and Figure
5.11 (b) is the image of minutiae after minutiae cleaning. It can be seen that many
spurious minutiae have already been cancelled. If more stringent criteria are applied,
more minutiae will be treated as spurious and, therefore, this criterion can also be
modified based on different situations .
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Chapter 6

Fingerprint Matching

The matching approach adopted in this system can be divided into two stages:
( 1)

Matching by correlation using local features

(2)

Matching by correlation using global features
The correlation method is based on the structural model of fingerprints. One of

the major advantages of this approach is its ability to match fingerprints that are shifted
and rotated. The matching process matches two fingerprint images captured at different
times and verifies whether they are identical. This is based on the identification and
matching of fingerprint minutiae. My thesis considers only uniform translation and
rotation. Nonlinear spatial distortion is not considered.
To achieve the criteria of shift and rotate independence, the structural matching
approach based on the correlation theory by Rafael C. Gonzalez is adopted as the
foundation of my recognition algorithm, with changes made to the algorithm to provide
more stringent testing.
Structural matching represents the local identification approach, typified by
feature-based models just like what fingerprint experts are doing currently. A fingerprint
expert recognizes prints by looking for the telltale correspondences of features and may
well be able to match a database print against a test print or latent print even if only a
fragment of the test print is available. I proved that this algorithm works well with many
images, however it will not give the correct answer if the fragment of the test image
cannot provide enough information for testing. The expert then can correlate features
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based on their minutia type, position, orientation, and relative location to the local
center feature. Structural matching implicitly captures much of this expert behavior.
For each extracted feature on the fingerprint, a neighborhood of some specified
radius R about the center feature is defined. Then, five features within the radius R, (the
radius can be adjusted according to practical situation), that are nearest to the central
feature are selected as the neighborhood features for matching. The grouping of a central
feature with five neighboring features is defined as the local features of a fingerprint. The
elements found in the local features, which are useful for matching purposes, are the x
and y coordinates of the central feature, relative angle between the neighbor minutia and
the central one, type of the minutia, and relative distance between them.

Figure 6.1

Local features of structural model (from Wabah,Chin and Tan,

1998.)

Figure 6.1 shows the local features of structural model.
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The relative angle is the angle of the central feature minus the angle of the
neighbor minutia:

v=m-rp

(6.1)

where m is the angle of the central minutia, rp is the angle of the neighbor, vis the
relative angle. The distanced between the neighborhood feature is:

(6.2)
where
dx = the distance between the central minutia and the neighbor minutia in the x
direction
dy = the distance between the central minutia and the neighbor minutia in they
direction
Since the minutia type and x, y coordinates of the central feature and the
neighborhood features are known during the feature extraction phase, it is fairly
straightforward to calculate the distances between the central feature and the
neighborhood features and their relative angles. In addition, the distance measurement
provides an alternative way for stretched fingerprints matching by giving certain different
thresholds.
As I mentioned above, the structural matching technique designed for this system
is divided into two stages. The first stage attempts to match two prints by finding the
correlation of the local features between them. This stage emulates the process of an
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expert identifying the similarity of the local features between two fingerprints. The
second stage will confirm if the two fingerprints are identical based on the matched local
features that are found during the first stage.

6.1

First-stage Matching by Correlation Using Local Features
Using the concept of matching by correlation, each pair of the local features

between the two prints is compared to find the degree of similarity between them. In
order to carry out this comparison, two classes of feature vectors are defined. Vector 1 is
one-dimensional containing the minutia type of the central feature, while vector 2 is
three-dimensional containing the minutia type, relative angle, and relative distance of the
neighborhood features.
The first step matching is done by comparing the vectors of the two prints. If the
central feature types of two local features are different, there will be no need to continue
matching because they cannot be matched. So the first step is to match the central minutia
type. If the central minutia types are identical the second step is needed to test if the
neighborhood minutia are identical or not. This is done by calling the Matlab correlation
function "corr2", which will return the correlation parameter that can tell the similarity of
the two local features.
However, I found another potential question that can give false result. This is the
correlation function itself. It is obvious that the correlation will count the sum of the
shifted array of one of the two objects that are supposed to do correlate with each other.
Also, if the sequence of the array varies, the result will be totally different. For instance,
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A=[1 2 3 4 5]
B=[1 2 3 4 5]
The corr2 will return 1, which means that they are very similar to each other. If
the sequence ofB is [3 4 5 1 2] the return value of corr2 will be '-0.5', which means they
are not similar to each other. But generally, if the fingerprint rotates, the sequence of the
relative angle will be different (just like a circular queue with the same elen1ents but in
different order). So, in order to generalize the situation, I reorder the sequence of the five
neighbors of each central feature in ascending order. So if a correlation is performed,
there will be no problem coming from the difference of sequence.
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Figure 6.2
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Extracted local central features and original minutiae image

Figure 6.2 shows an example of extracted local central features and the original
minutiae image. For each of the local features of the fingerprints in the database will
correlate with each local feature in the latent fingerprint. The most similar pair will be

47

recorded for further use. After this step, I will have a list which gives the information
about the most matched pair between the latent fingerprint and each image of the
database, then the global matching based on the marked pairs will be done. Figure 6.3
shows an example of extracted minutiae and its central features.

Figure 6.3

6.2

Extracted minutiae and its central features

Second-stage Matching by Correlation Using Global Features
The second-stage matching is designed to identify and verify whether any two

prints are matched, based on the results obtained in the first-stage matching. This is done
by obtaining the correlation between the global features of the two prints. The global
features of the prints consist of all of the central features of the local features. The
matching procedure for the second stage is similar to the first stage matching. However,
careful selection must be carried out to select the central feature of the two prints. This is
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because these features will be used as the coordinates to align the two fingerprints.
Therefore, the central feature having the highest similarity during the first stage is used.
After the central minutia has been selected, each pair of the neighborhood features
stored in the database are retrieved for matching.
In the first-stage matching, each local feature has a total of five neighborhood
feature vectors, not counting the central feature itself. However, the number of feature
vectors used in the second stage is not fixed. It depends on the number of local features
received from the first stage. If there are thirty local features received during the firststage, there will be a central feature with twenty-nine neighborhood local features. Owing
to the stringent requirements set in this stage, almost all of the false minutiae found in the
print will be removed.
In the second stage, as I mentioned above, the number of global feature are not
fixed. I first test if the central minutia type is identical. If not, these two are not matched
at all. If yes, I go further to test if the relative angle of the two global features is within a
threshold. In this method, the threshold is forty-five degrees and this can be modified
anytime when a change is necessary to fit into other more critical applications. Now if the
relative angle is not within the threshold, these two features are deemed different. If the
relative angle is within the threshold, then a test is performed to see if the relative
distance is within a threshold. This step is very important for stretched fingerprints. If the
threshold for the relative distance is small, the system can only identify light stretched
images. However if the threshold is big, the system can identify more stretched images,
risking making a wrong match. This is because if the threshold is big enough, some other
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global features may be also considered as the matched pair. So, actually this value is not
a fixed one and should be changed based on different situations.
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Chapter 7

7.1

Matching Result

Experimental Methods
In my thesis, I scanned thirty fingerprint images from the book Advances in

Fingerprint Technology (Henry C.Lee and R.E. Gaensslen, 1993). Because most
fingerprints are reserved by the FBI or police stations, they are not available for public
uses. The scanner that I used is a UMAX Vista s6e in the Water Computer Center, RoseHulman Institute of Technology. Generally, a specific scanning device is required by
most fmgerprint identification systems. The scanner is supposed to pre-identify the
quality of the fingerprints. If the fingerprint is of poor quality, it should ask for another
try until it gets the satisfactory one. In my thesis, I did not use these devices because it is
only for the purposes of simulation and the matching results are still satisfied.
From the thirty scanned fingerprints, I selected three groups of ten images from
the database and test this approach. At first, I numbered the thirty fingerprints from one
to thirty. Then, I selected fingerprints number one through ten for the original fingerprint
test (without translation and rotation), fingerprints number eleven through twenty for the
shifted fingerprint test and fingerprints number twenty-one through thirty for the rotated
fingerprints test.
After inputting the latent image, the system will do all the processes that
previously described. Finally, the three most likely candidates will be listed. The list is in
descending order according to the similarity between the latent image and the image from
the database.

L·. . . . ~ 1

.

;.,~Rose HulmaR Institute of Te hnology

7.2

Matching with No Translation or Rotation
The ten fingerprints are used for matching without translation or rotation are

fingerprints one through ten, Table 7.1 gives the matching result .

Table 7.1
Input Fingerprint

No translation or rotation matching result

*Output Fingerprints

Correctly Matched?

Correctly

No.1

1, 5, 26

Yes

Matched

No.2

2,24,28

Yes

Percentage

No.3

3,30,20

Yes

No.4

4,30,28

Yes

No.5

5,6,26

Yes

No.6

6,5,27

Yes

No.7

7,6,23

Yes

No.8

8,30,29

Yes

No.9

9,8,29

Yes

No.lO

10, 11, 16

Yes

'

100%

* Output Fingerprints are the most matched candidates given by system in descending
order based upon the similarity between the latent image and the image in the database.

Table 7.1 indicates that the algorithm works very well for images without
translation or rotation and the matching result is 100% correct.
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Figure 7.1

Thinned image (left) and extracted central features (middle and right) for

matching with original image
Figure 7.1 illustrates an example for matching without translation or rotation.
Since the original image is not changed, the information inside each image stays the
same.

7.3

Matching with Translation
Fingerprints eleven through twenty were selected for the translation test. First,

these ten images are translated to the left 10%. The matching result is shown in Table 7 .2.
As can be seen from the Table 7 .2, the algorithm works very well for 10%
translation to the left. This is because most useful information still remained in the image.
In other words, most useful information does not get lost due to small translation. This
proves that the algorithm is reliable and robust to small translation.
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Table 7.2
Input Fingerprints

Matching with 10% translation

Output Fingerprints

Correctly Matched?

10% translation)

Correctly
Matched

No.11

11,20,16

Yes

No.12

12,5,30

Yes

No.13

13,26,15

Yes

No.14

14, 19, 15

Yes

No.15

15, 13, 8

Yes

No.16

16,29,20

Yes

No.17

17,26,16

Yes

No.18

18,14,29

Yes

No.19

19,30,5

Yes

No.20

20,8,27

Yes

Percentage

100%

Now, I shifted 25% of these images to the left and Table 7.3 shows the matching
result.
One of the images gets incorrect matching results as shown in the Table 7 .2. This
is because the translation makes some useful information lost. And then if some other
images have similar features, the system will give incorrect matching results.
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Table 7.3
Input Fingerprints

Matching with 25% translation

Output Fingerprints

Correctly Matched?

(25% shift)

Correctly
Matched

No.11

11,30,27

Yes

No.12

27,15,26

No

No.13

13,11,19

Yes

No.14

14,26,15

Yes

No.15

15,30,26

Yes

No.16

16, 8, 5

Yes

No.17

17,23,6

Yes

No.18

18,12,26

Yes

No.19

19, 30, 16

Yes

No.20

20, 9, 11

Yes

Percentage

90%

Next, I translated 35% of the original image and do the matching again. Table 7.4
gives the matching result.
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Table 7.4
Input Fingerprints

Matching with 35% translation

Output Fingerprints

Correctly Matched?

(35% shift)

Correctly
Matched

No.11

11, 12, 27

Yes

No.12

30,26,24

No

No.13

13, 15, 6

Yes

No.14

11,30,20

No

No.15

12, 4, 8

No

No.16

26, 16, 12

Yes

No.17

5,30,26

No

No.18

18, 16, 20

Yes

No.19

19,23,26

Yes

No.20

8,20,23

Yes

Percentage

60%

Finally I translated the images 50% to the left and see Table 7.5 for the matching
result.
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Table 7.5
Input Fingerprints

Matching with 50% translation

Output Fingerprints

Correctly Matched?

(50% shift)

Correctly
Matched

No.11

30, 16, 17

No

No.12

20,11,30

No

No.13

13,8,24

Yes

No.14

11,30,29

No

No.15

29, 13, 11

No

No.16

5,26,23

No

No.17

30,21,13

No

No.18

18,14,11

Yes

No.19

16,26,5

No

No.20

5,23,29

No

Percentage

20%

It is very clear that the more the image is translated, the more information will get

lost and the poorer the matching result will be.
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Figures 7.2-7. 5 are the images with central features extracted for original, 10%,
25%, and 50% left translated fingerprints. These figures show how the translation makes
the useful information get lost and then affect the final matching result.

Figure 7.2 Original thinned fingerprint with central feature marked

Figure 7.3

Thinned image of 10% left translation with central feature marked
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Figure 7.4

Figure 7.5

Thinned image of 25% left translation with central feature marked

Thinned image of 50% left translation with central feature marked
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This image shown in Figures 7.2-7.5 is number eleven. The datas in Tables 1, 2,
3 and 5 for image number eleven show that for original, 10%, and 25% translated images
the matching results are correct; for 50% translation, the matching result is incorrect.
The correct matching result for shifted images can prove that this approach works
also for up and down shifted images and it is easy to understand that if the useful
information in the original image is lost due to the shifting, the correct answer can not be
got.
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7.4

Matching with Rotation
In order to test the algorithm's robustness to rotation, I rotated the original images

to 30 degrees, 45 degrees, 60 degrees, 90 degrees and 180 degrees, respectively. Table
7.6 is the matching results for 30 degrees rotated images.

Table 7.6
Input Fingerprints

Matching result for 30 degrees rotated images
Output Fingerprints

Correctly Matched?

(30 degrees rotated)

Correctly
Matched

No.21

8,5,26

No

No.22

12, 8, 3

No

No.23

23,16,4

Yes

No.24

24,23,11

Yes

No.25

1, 12, 24

No

No.26

26,13,23

Yes

No.27

27,15,26

Yes

No.28

28,4,30

Yes

No.29

29,24,27

Yes

No.30

30,27,23

Yes

Percentage

Table 7. 7 illustrates the matching results for 45 degrees rotated images.

70%
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Table 7. 7 Matching result for 45 degrees rotation
Input Fingerprints

Output Fingerprints

Correctly Matched?

(45 degrees rotated)

Correctly
Matched

No.21

26,28,27

No

No.22

22,30,11

No

No.23

15, 8, 21

Yes

No.24

6, 2, 11

No

No.25

30,23,15

No

No.26

26, 23, 11

Yes

No.27

27,26, 8

Yes

No.28

20,24,18

No

No.29

29,23,5

Yes

No.30

30,29,12

Yes

Percentage

50%

From Tables 7.6 and 7.7, it can be seen that the correct matching ratio is not very
high. That is because the rotation introduces some changes to the original images. The
changes will cause the corresponding changes of the useful information. Also, due to the
rotation, some information gets lost. If the changes are big and/or the information is
significantly lost, the system can not give the correct answer.
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Table 7.8 Matching result for 60 degrees rotated images
Input Fingerprints

Output Fingerprints

Correctly Matched?

(60 degrees rotated)

Correctly
Matched

No.21

21, 12, 30

Yes

No.22

22,9,17

Yes

No.23

11,30,25

No

No.24

8,24,25

Yes

No.25

25,15,20

No

No.26

30,24,8

No

No.27

27,12,30

Yes

No.28

8,24,25

No

No.29

29,26,23

Yes

No.30

30,29,16

Yes

Percentage

60%

Table 7.8 is the matching results for images with 60 degrees rotation and Table
7.9 gives the matching results for images with 90 degrees rotation.
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Table 7.9 Matching result for 90 degrees rotated images
Input Fingerprints

Output Fingerprints

Correctly Matched?

(90 degrees rotated)

Correctly
Matched

No.21

21, 8, 6

Yes

No.22

8,4, 16

No

No.23

30,8,29

No

No.24

24,23,11

Yes

No.25

25, 16, 15

Yes

No.26

19, 21, 5

No

No.27

27,30,5

Yes

No.28

28,26,15

Yes

No.29

8,6,29

No

No.30

30,8,29

Yes

Percentage

60%
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Table 7.10
Input Fingerprints

Matching result for 180 degrees rotation
Output Fingerprints

Correctly Matched?

180 degrees rotated)

Correctly
Matched

No.21

21, 19, 17

Yes

No.22

13,21,20

No

No.23

23,30,26

Yes

No.24

24,23,16

Yes

No.25

14,26,24

No

No.26

26,28,27

Yes

No.27

26,27,17

Yes

No.28

28, 11, 5

Yes

No.29

29,8,23

Yes

No.30

30, 4, 11

No

Percentage

80%
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Figure 7.6

Extracted central features (left) and original thinned image with

central features marked (right) of a correctly matched pair for rotation
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Figure 7.7
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•
Extracted central features (left) and rotated thinned image with

central features marked (right) of a correctly matched pair for rotation
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Extracted central features (left) and original thinned image with

Figure 7.8

central features marked (right) of an incorrectly matched pair for rotation
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Figure 7.9

Extracted central features (left) and rotated thinned image with

central features marked (right) of an incorrectly matched pair for rotation
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Figures 7.6 and 7.7 give examples of correct matching. The original image and
the rotated image are very similar to each other. Also, it can be seen from them, though
there are some changes introduced by the rotation, enough useful information is left for
the system to get the correct answer.
Figures 7.8 and 7.9 give examples of incorrect matching. The reason that the
system cannot give the correct answer is that the change of the original image introduced
by the rotation is very big. Thus, the system cannot give out a correct answer.
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7.5

Summary of Results

( 1)

100% correct for original image matching

(2) 100% correct for 10% left shift of the original fingerprint
(3) 90% correct for 25% left shift of the original fingerprint
(4) 60% correct for 35% left shift ofthe original fingerprint
(5) 20% correct for 50% left shift of the original fingerprint
The correct matching result for shifted images can prove that this approach works
also for left, up and down translation.
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Graph of overall performance for translated images
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Figure 7.10 clearly demonstrates that, the more the original images translate the
poorer the correct matching results will be. This is because the images have less common
information at high translation amounts.
(6) 70% for 30 degree rotation
(7) 50% for 45 degree rotation
(8) 60% for 60 degree rotation
(9) 60% for 90 degree rotation
(1 0) 80% for 180 degree rotation
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Graph of overall performance for rotated images
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It can be seen from Figure 7.11 that the correct matching results are not

necessarily related to the degrees that the original images rotate. This further
demonstrates that the matching results depend only on the information left in the images.
If too much information changes or gets lost, the system will not produce a correct
matching answer.
Finally, I conclude that the reasons for not achieving 100% correct matching
results are:
(1)

When the shifting and rotation are being done, some of the information will be

lost, and if much of that information gets lost, then it can not expect to get the ideal
results. More important, the matching approach is totally based on the most matched pair
of local central features. If any or both of these central features are lost, people definitely
cannot get the correct answer.
(2)

There are sixteen different directions only and the threshold is 22.5 degree. For

rotated images, if the image rotates, the angle will change accordingly. However, the
angles will be approximated to the nearest angle within the sixteen choices that will
provide some mistakes. People can further divide a circle into more than sixteen angles,
but it will cost more time. In the future, if faster computers and related devices are
available, people can try maybe thirty-two total directions. That will definitely increase
the matching precision.
(3)

When the FBI or police office takes a person's fingerprints, they will use special

devices and tools to make sure that the final images are acceptable to the Fingerprint
Analysis System. If the quality of the fingerprint taken from the device is not ideal the
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device will request another try until it gets one that works well. In my thesis, I tried to
demonstrate that the algorithm works well for most cases, so I did not use specific
scanning device. This will affect the matching results to some degrees. Since the
matching results are still satisfied, I just ignored this problem.
(4)

In order to make the code more concise I used many Matlab library functions.

Those functions are general purpose ones. That means that they are not designed
especially for fingerprint analysis. The thinning method that I have mentioned before is a
good example of this. So, I believe that the matching results can be approved greatly, if
the algorithm can be realized by C with effective library functions.
(5)

Until now, there is not an approved that can work 100% correctly.

Further research and investigation will be:
( 1)

The realization of this fingerprint identification system in some lower level

languages (like C). Because, generally, lower level languages are less time-consuming
than the Matlab.
(2)

Development of fingerprint purpose library functions.

(3)

Buy some reliable and fast devices.
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Chapter 8 Summary and Conclusions

This thesis describes a new approach for fingerprint identification that is
translation and rotation independent. Detailed descriptions of directional filtering,
foreground and background segmentation, feature extraction, and matching based on
structural correlation are the main topics of this thesis. The fingerprint identification
system consists of image pre-processing, feature extraction, and matching which run on a
PC platform. The pre-processing step includes histogram equalization, block-based
directional filtering, thinning, and adaptive thresholding to enhance the original images
for successful feature extraction. The features extracted will be stored in a database for
matching. The matching algorithm presented is a modification and improvement of the
structural approach. A two-step process of local feature matching and global feature
matching guarantees the correct matching results.
Matching results are shown for original, translated and rotated images,
respectively. Three groups of fingerprint images were randomly selected and numbered
from one to thirty. Fingerprints one to ten were selected for original image test.
Fingerprints eleven to twenty were selected for translated image test, and fingerprints
twenty-one to thirty were selected for rotated image test.
The result shows that the method works well for the original fingerprints. For
shifted fingerprints, the result demonstrates that the translation can cause the information
to be lost, the more significant the translation, the less useful information that remains.
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Then the correct matching result ratio will become smaller and smaller. For rotated
fingerprints the matching result is: seven often 30 degrees rotated fingerprints correctly
matched; five of ten 45 degrees rotated fingerprints correctly matched; six of ten 60
degrees rotated fingerprints correctly matched; six of ten 90 degrees rotated fingerprints
correctly matched and eight of ten 180 degrees rotated fingerprints correctly matched.
The reasons for not 100% correct matching results are:
First, the rotation not only causes some information to be lost but also distorts the original
images. If much useful information gets lost and/or the change of the original image is
big enough, the system will not give the correct matching results.
Second, there are only sixteen directions for each extracted feature considering the speed
of the simulation and calculation burden for the computer. This will provide an
approximation of the stored information and further affect the matching result. Higher
level language and faster computation machine are recommended for commercial
purposes.
Third, Matlab is the software package used in this thesis. General purpose function will
not give satisfactory results.
Fourth, an improved input device can guarantee better matching results. The device used
in the thesis is the general scanner.
Last, currently, there is not an existing system that has been proved to work 100%
correctly.
Further investigation should be given on more effective C coding for specific
library functions for fmgerprint identification system.
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Also, the original fingerprints taken from the scanner are really not of good
quality required for most fingerprint identification systems. Specific devices to scan and
digitize these fingerprints are recommended. If the image is of bad quality, the device
will ask to take another try until you can get the satisfied one.
Distorted fingerprint identification is not considered in this thesis. But you can
regulate the relative angle and relative distance between the central feature and it's
neighbors to realize this. Of course, more information like the ridge number between two
minutiae can be added as another piece of information besides the relative angle and
relative distance, because the ridge numbers will not change even when significant
distortion occurs.
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