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We use Fourier transform techniques to prove a result on detecting symmetry in convex
and star bodies with the help of conical sections. Our methods also allow us to give a new
proof of the well-known theorem of Makai, Martini and Ódor about maximal hyperplane
sections passing through the same point.
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1. Introduction
Let K be a convex body in Rn, i.e. a compact convex set with a non-empty interior. We say that K is origin-symmetric
if K = −K . The presence of origin-symmetry is an essential assumption in various problems. Many results that hold for
origin-symmetric convex bodies fail in the absence of the symmetry condition. For example, origin-symmetric convex
bodies are uniquely determined by the volumes of their projections or central sections, while this is not true for general
convex bodies; see [1]. Thus, detecting symmetry in convex bodies is one of the fundamental questions in convex geometry
and geometric tomography. For some results in this direction the reader is referred to [2–10]; see also [11] for open
problems.
In this paper we suggest a new method of detecting symmetry. Let K be a star body and let C(ξ , z) be the cone
{x ∈ Rn : x · ξ = |x|z}, where ξ ∈ Sn−1, z ∈ (−1, 1), and x · ξ = x1ξ1 + x2ξ2 + · · · + xnξn is the usual inner product
in Rn. In this notation, z is the cosine of the angle between x and ξ . For z ∈ (−1, 1), we define the conical section function
CK ,ξ (z) by
CK ,ξ (z) = voln−1(K ∩ C(ξ , z)).
In the picture below, the shaded part represents the intersection K ∩ C(ξ , z), and α = arccos z.
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Clearly, if K is an origin-symmetric star body, then for each ξ the function CK ,ξ (z) is an even function of z, and therefore
has a critical point at z = 0. In this paper we show that the converse statement is also true.
Theorem 1.1. Let K be a C1 star body in Rn. Assume that for each ξ ∈ Sn−1 the function CK ,ξ (z) has a critical point at z = 0.
Then the body K is origin-symmetric.
This theorem is an analog of the result by Makai et al. [9], which can be stated as follows.
Theorem 1.2. Let K be a C1 star body in Rn. If for every ξ ∈ Sn−1 the function AK ,ξ (t) has a critical point at t = 0, then K is
origin-symmetric.
Here, AK ,ξ (t) is the parallel section function defined by
AK ,ξ (t) = voln−1(K ∩ (ξ⊥ + tξ)), t ∈ R,
and ξ⊥ = {x ∈ Rn : x · ξ = 0} is the hyperplane passing through the origin and orthogonal to the vector ξ .
Makai et al. proved Theorem 1.2 in the class of convex bodies, in which case the C1-smoothness assumption can be
dropped. Using the same reasoning (see [9, Lemma 3.5] for details), it can be shown that Theorem 1.1 also holds true for
convex bodies without the smoothness assumption.
The techniques that we use in this paper were developed by Koldobsky (see [12]) and are based on the Fourier transform
of distributions. Using these methods we also give a new and short proof of Theorem 1.2.
The study of properties of convex bodies using the information about the areas of their planar sections is the classical
problem of geometric tomography. However, a natural question of what happens if plane sections are replaced by sections
by other surfaces has not been studied well. In this note we make a step in this direction by considering sections by conical
surfaces. In fact, a lot of problems like determination of symmetric bodies by central sections, the Busemann–Petty problem
and others can be asked in the setting of surfaces; see [13] for some results. These problems may be quite difficult, but they
belong to a new interesting direction.
2. Notation and auxiliary results
A body is a compact set equal to the closure of its interior. If K is a body containing the origin in its interior and star-shaped
with respect to the origin, its radial function is defined by
ρK (x) = max{a ≥ 0 : ax ∈ K},
for x ∈ Rn \ {0}. If ξ ∈ Sn−1, then ρK (ξ) is the distance from the origin to the point on the boundary in the direction of
ξ . A body K is called a star body if its radial function is positive and continuous. We say that a star body K is of class Ck if
ρK ∈ Ck(Sn−1). TheMinkowski functional of a star body K ⊂ Rn is defined by
∥x∥K = min{a ≥ 0 : x ∈ aK}, x ∈ Rn.
It easy to see that ρK (x) = ∥x∥−1K for x ∈ Rn \ {0}.
The main tool that we use in this paper is the Fourier transform of distributions. For the background information, the
reader is referred to the books by Gelfand and Shilov [14] and by Koldobsky [12].
Let S(Rn) be the Schwartz space of rapidly decreasing infinitely differentiable functions on Rn. Elements of this space
are referred to as test functions. Distributions are the elements of the dual space, S′(Rn), of linear continuous functionals on
S(Rn). The action of a distribution f on a test function φ is denoted by ⟨f , φ⟩.
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Let φ ∈ S(R). The fractional derivative of the function φ of order q ∈ C at zero is defined as follows
φ(q)(0) =

t−1−q+
Γ (−q) , φ(t)

,
where t+ = max{0, t}.
Ifℜq < 0, then the function t−1−q is locally integrable and the above fractional derivative is equal to
φ(q)(0) = 1
Γ (−q)
 ∞
0
t−1−qφ(t)dt.
This integral can be written in the following form; see [12, Sec. 2.5 and 2.6] for details:
φ(q)(0) = 1
Γ (−q)
 1
0
t−1−q

φ(t)− φ(0)− · · · − φ(m−1)(0) t
m−1
(m− 1)!

dt
+ 1
Γ (−q)
 ∞
1
t−1−qφ(t)dt + 1
Γ (−q)
m−1
k=0
φ(k)(0)
k!(k− q) .
Note that the latter expressionmakes sense for qwith−1 < ℜq < m, q ≠ 0, 1, . . . ,m−1, and this is how φ(q)(0) is defined
for these values of q.
If k ≥ 0 is an integer, we define the fractional derivative of the order k as the limit of the latter expression as q → k, then
we get
φ(k)(0) = (−1)k d
k
dtk
φ(t)

t=0
,
i.e. fractional derivatives of integral orders coincide up to a sign with ordinary derivatives. Thus defined, φ(q)(0) is an entire
function of the variable q ∈ C. Note that the fractional derivatives φ(q)(0) can also be defined if φ is a continuous function
with compact support and sufficiently differentiable in a neighborhood of zero.
The Fourier transform of φ ∈ S(Rn) is defined by
φˆ(x) =

Rn
φ(y)e−ix·y dy for x ∈ Rn.
The Fourier transform of a distribution f is defined by its action on a test function as follows:
⟨fˆ , φ⟩ = ⟨f , φˆ⟩,
for any test function φ.
Our main tool is the Fourier transform of homogeneous distributions on Rn. For f ∈ C∞ Sn−1 and p ∈ C, we denote by
fp the homogeneous degree−n+ p extension of f to Rn \ {0}. Thus,
fp(x) = |x|−n+pf

x
|x|

for x ≠ 0.
Formulas for the Fourier transform of fp were obtained in the case of even functions in [15] (see also [12]) and in the
general case in [16]. We will need the following auxiliary function. For f ∈ C Sn−1 and ξ ∈ Sn−1, the function Fξ is defined
by
Fξ (t) = (1− t2)(n−3)/2

Sn−1∩ξ⊥
f (t ξ +

1− t2 ζ ) dζ , t ∈ (−1, 1).
IfΦ is an integrable function on [−1, 1], then 1
−1
Φ(t)Fξ (t)dt =

Sn−1
Φ(θ · ξ)f (θ)dθ;
cf. [4] or [17].
If 0 < ℜp < 1, then the Fourier transform of fp is a homogeneous function of degree−p on Rn \ {0} given by
fˆp(x) = Γ (p) cos pπ2

Sn−1
|x · θ |−pf (θ) dθ − iΓ (p) sin pπ
2

Sn−1
|x · θ |−psgn (x · θ)f (θ) dθ. (1)
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Using regularization, as in the case of fractional derivatives, one can obtain formulas for fˆp when ℜp ≥ 1. In particular,
for p = 1, 3, . . . ,we have
fˆp(ξ) = −i(−1)(p−1)/2(p− 1)!
 1
−1
|t|−psgn t

Fξ (t)−
p−1
j=0
t j
j! F
(j)
ξ (0)

dt +

0≤j≤p−1
j odd
2
j!(1+ j− p)F
(j)
ξ (0)

+ (−1)(p−1)/2πF (p−1)ξ (0),
whereas, for p = 2, 4, . . . ,
fˆp(ξ) = (−1)p/2(p− 1)!
 1
−1
|t|−p

Fξ (t)−
p−1
j=0
t j
j! F
(j)
ξ (0)

dt +

0≤j≤p−1
j even
2
j!(1+ j− p)F
(j)
ξ (0)

+ i(−1)p/2πF (p−1)ξ (0).
Remark 1. It follows from the proof of these formulas that assumption f ∈ C∞ Sn−1 can be relaxed. For example, if
0 < ℜp < 1, formula (1) remains valid for f ∈ C Sn−1. If p is an integer, then it is enough to require that f ∈ Cp Sn−1.
3. Proofs of results
Proof of Theorem 1.1. Consider the following auxiliary function
GK ,ξ (z) =

(1− z2)−1/2 · voln−1(K ∩ C(ξ , z)), |z| < 1,
0, |z| ≥ 1.
By our assumption, G
′
K ,ξ (0) = 0 for all ξ ∈ Sn−1.
First, we establish the following formula:
GK ,ξ (z) =

1
n− 1 (1− z
2)(n−3)/2

Sn−1∩ξ⊥
ρn−1K (zξ +

1− z2θ)dθ, |z| < 1,
0, |z| ≥ 1.
(2)
In order to prove (2), we compute voln−1(K ∩ C(ξ , z)) using the idea from [13]. Denote by (K ∩ C(ξ , z))|ξ⊥ the orthogonal
projection of K ∩ C(ξ , z) onto the hyperplane ξ⊥. Let α = arccos z. The cosine of the angle between the generating lines of
the cone C(ξ , z) and the hyperplane ξ⊥ equals sinα = (1− z2)1/2. Projecting K ∩ C(ξ , z) onto the hyperplane ξ⊥, we get
voln−1

(K ∩ C(ξ , z))|ξ⊥ = (1− z2)1/2voln−1(K ∩ C(ξ , z)). (3)
Let θ ∈ Sn−1 ∩ ξ⊥. Then the radius of (K ∩ C(ξ , z))|ξ⊥ in the direction of θ is equal to sinα · ρK (cosαξ + sinαθ).
Therefore, computing the volume of the projection in polar coordinates, we get
voln−1

(K ∩ C(ξ , z))|ξ⊥ = 1
n− 1

Sn−1∩ξ⊥
(sinα)n−1ρn−1K (cosαξ + sinαθ) dθ.
Combining the latter formula with (3), we get
voln−1 (K ∩ C(ξ , z)) = (1− z
2)(n−2)/2
n− 1

Sn−1∩ξ⊥
ρn−1K (zξ +

1− z2θ) dθ.
Thus, formula (2) is proved.
Now we compute fractional derivatives of order q at z = 0 for the function GK ,ξ (z). Our goal is to show that
G(q)K ,ξ (0) =
cos(qπ/2)
2π(n− 1)
∥x∥−n+1K |x|q + ∥ − x∥−n+1K |x|q∧ (ξ)
− i sin(qπ/2)
2π(n− 1)
∥x∥−n+1K |x|q − ∥ − x∥−n+1K |x|q∧ (ξ). (4)
First we assume that−1 < ℜq < 0 and then use the analytic extension. We have
G(q)K ,ξ (0) =
1
Γ (−q)
 ∞
0
z−1−qGK ,ξ (z)dz
= 1
2Γ (−q)

R
|z|−1−q + |z|−1−qsgn zGK ,ξ (z)dz
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= 1
2(n− 1)Γ (−q)
 1
−1
|z|−1−q + |z|−1−qsgn z (1− z2)(n−3)/2 
Sn−1∩ξ⊥
ρn−1K (zξ +

1− z2θ)dθdz
= 1
2(n− 1)Γ (−q)

Sn−1
|x · ξ |−1−q + |x · ξ |−1−qsgn (x · ξ) ρn−1K (x) dx
= 1
4(n− 1)Γ (−q)

Sn−1
|x · ξ |−1−q ρn−1K (x)+ ρn−1K (−x) dx
+ 1
4(n− 1)Γ (−q)

Sn−1
|x · ξ |−1−qsgn (x · ξ) ρn−1K (x)− ρn−1K (−x) dx.
The latter equality allows us to considerG(q)K ,ξ (t) as a function of ξ ∈ Rn\{0}, andwrite it in terms of the Fourier transform.
By virtue of formula (1),
G(q)K ,ξ (0) = −
1
4(n− 1)Γ (−q)Γ (q+ 1) sin(qπ/2)
∥x∥−n+1K |x|q + ∥ − x∥−n+1K |x|q∧ (ξ)
+ i
4(n− 1)Γ (−q)Γ (q+ 1) cos(qπ/2)
∥x∥−n+1K |x|q − ∥ − x∥−n+1K |x|q∧ (ξ).
Since
Γ (−q)Γ (q+ 1) = − π
sin qπ
,
(see [12, p. 31]), formula (4) is proved for the range −1 < ℜq < 0. It can be extended to −1 < ℜq < n − 1 via an
analytic continuation argument (see [12, pp. 60–61] and [16, Theorem 3.1] for details). In particular, for q = 1 we obtain the
following formula:
G(1)K ,ξ (0) = −
i
2π(n− 1)
∥x∥−n+1K |x| − ∥ − x∥−n+1K |x|∧ (ξ).
Finally, we use the condition G
′
K ,ξ (0) = 0 for all ξ ∈ Sn−1 to get∥x∥−n+1K |x| − ∥ − x∥−n+1K |x|∧ (ξ) = 0, ∀ξ ∈ Sn−1.
Due to homogeneity, the latter formula holds for all ξ ∈ Rn \ {0}.
Inverting the Fourier transform we get
∥x∥−n+1K |x| − ∥ − x∥−n+1K |x| = 0, x ∈ Rn \ {0},
which means that
∥x∥K = ∥ − x∥K , x ∈ Rn,
i.e. the body K is origin-symmetric. 
Proof of Theorem 1.2. As above, our goal is to derive a formula for fractional derivatives of the function AK ,ξ (t) at t = 0 and
then use the condition A′K ,ξ (0) = 0. The following calculations are known in the class of origin-symmetric convex bodies;
see [15] or [12]. We will extend these results to cover the general case.
Let−1 < ℜq < 0. Using the definition of fractional derivatives, the Fubini theorem, and integration in polar coordinates
we get
A(q)K ,ξ (0) =
1
Γ (−q)
 ∞
0
z−1−qAK ,ξ (z)dz
= 1
2Γ (−q)

R
|z|−1−q + |z|−1−qsgn z AK ,ξ (z)dz
= 1
2Γ (−q)

R
|z|−1−q + |z|−1−qsgn z 
(x,ξ)=z
χ(∥x∥K ) dx dz
= 1
2Γ (−q)

K
|x · ξ |−1−q + |x · ξ |−1−qsgn (x · ξ) dx
= 1
2Γ (−q)

Sn−1
|x · ξ |−1−q + |x · ξ |−1−qsgn (x · ξ)  ρK (θ)
0
rn−1r−1−qdr dθ
= 1
2(n− 1− q)Γ (−q)

Sn−1
|x · ξ |−1−q + |x · ξ |−1−qsgn (x · ξ) ρn−1−qK (θ) dθ
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= 1
4(n− 1− q)Γ (−q)

Sn−1
|x · ξ |−1−q

ρ
n−1−q
K (θ)+ ρn−1−qK (−θ)

dθ
+ 1
4(n− 1− q)Γ (−q)

Sn−1
|x · ξ |−1−qsgn (x · ξ)

ρ
n−1−q
K (θ)− ρn−1−qK (−θ)

dθ.
The latter equality allows us to consider A(q)K ,ξ (0) as a function of ξ ∈ Rn, and write it in terms of Fourier transforms using
formula (1) (cf. (4)),
A(q)K ,ξ (0) =
cos(qπ/2)
2π(n− 1− q)

∥x∥−n+1+qK + ∥ − x∥−n+1+qK
∧
(ξ)
− i sin(qπ/2)
2π(n− 1− q)

∥x∥−n+1+qK − ∥ − x∥−n+1+qK
∧
(ξ).
By the analytic extension argument mentioned above, the formula can be extended to−1 < ℜq < n− 1. Putting q = 1
in the latter formula and using the condition A′K ,ξ (0) = 0, ∀ξ ∈ Sn−1, we get
∥ − x∥−n+2K − ∥x∥−n+2K
∧
(ξ) = 0, ∀ξ ∈ Sn−1.
Therefore, ∥ − x∥−n+2K − ∥x∥−n+2K = 0, for x ∈ Rn \ {0}, i.e. the body K is origin-symmetric. 
Acknowledgments
The first author was supported in part by US National Science Foundation Grants DMS-0652684 and DMS-1101636. The
second author was supported in part by NSERC.
References
[1] R.J. Gardner, Geometric Tomography, second ed., in: Encyclopedia ofMathematics and its Applications, vol. 58, Cambridge University Press, New York,
2006.
[2] G. Averkov, E. Makai Jr., H. Martini, Characterizations of central symmetry for convex bodies in Minkowski spaces, Studia Sci. Math. Hungar. 46 (2009)
493–514.
[3] K.J. Falconer, Applications of a result of spherical integration to the theory of convex sets, Amer. Math. Monthly 90 (10) (1983) 690–695.
[4] H. Groemer, Geometric Applications of Fourier Series and Spherical Harmonics, Cambridge University Press, New York, 1996.
[5] H. Groemer, Stability results for convex bodies and related spherical integral transformations, Adv. Math. 109 (1994) 45–74.
[6] B. Grünbaum, Measures of symmetry for convex sets, in: Proc. Sympos. Pure Math., vol. VII, Amer. Math. Soc, Providence, R.I, 1963, pp. 233–270.
[7] P.C. Hammer, T.J. Smith, Conditions equivalent to central symmetry of convex curves, Math. Proc. Cambridge Philos. Soc. 60 (1964) 779–785.
[8] E. Makai, H. Martini, Centrally symmetric convex bodies and sections having maximal quermassintegrals, preprint.
[9] E. Makai, H. Martini, T. Ódor, Maximal sections and centrally symmetric bodies, Mathematika 47 (2000) 19–30.
[10] R. Schneider, Über eine Integralgleichung in der Theorie der konvexen Körper, Math. Nachr. 44 (1970) 55–75.
[11] D. Ryabogin, V. Yaskin, A. Zvavitch, Harmonic analysis and uniqueness questions in convex geometry, in: Recent Advances in Harmonic Analysis and
Applications, In Honor of Konstantin Oskolkov, in: Springer Proceedings in Mathematics & Statistics, Vol. 25, 2012.
[12] A. Koldobsky, Fourier Analysis in Convex Geometry, American Mathematical Society, Providence RI, 2005.
[13] J. Sacco, Geometric tomography via conic sections, M.Sc. Thesis, University of Alberta, 2011.
[14] I.M. Gelfand, G.E. Shilov, Generalized Functions, in: Properties and Operations, vol. 1, Academic Press, New York and London, 1964.
[15] R.J. Gardner, A. Koldobsky, T. Schlumprecht, An analytic solution to the Busemann–Petty problem on sections of convex bodies, Ann. of Math. 149 (2)
(1999) 691–703.
[16] P. Goodey, V. Yaskin, M. Yaskina, Fourier transforms and the Funk–Hecke theorem in convex geometry, J. London Math. Soc. 80 (2) (2009) 388–404.
[17] C. Müller, Spherical harmonics, in: Lecture Notes in Mathematics, vol. 17, Springer-Verlag, Berlin, New York, 1966.
