INTRODUCTION
Global navigation satellite systems (GNSS) provide the means for fast determination of the geographic location, speed and time. Combined with the modern satellite receivers they enable high positioning precision and reliability in various environments. However, it is sometimes not sufficient to precisely establish only the position of the receiver. In some circumstances it is necessary to obtain the position of a distant, inaccessible or hazardous object. That is where the demand for the remote object geolocation arises. The capability of the remote geolocation is often required in geology [1] , military applications [2] and [3] , surveying [4] , agriculture, forestry [5] and elsewhere.
Many research works investigated different techniques for acquiring accurate remote object (or target) positions from ground or unmanned air vehicles (UAV) [6] and [7] . In order to obtain the target geolocation the UAV systems commonly employ a gimbal camera, a geo-referenced terrain database and a navigation system. Some advanced aerial systems employ SAR (Synthetic Aperture Radar) which allows high resolution imaging at long stand-off ranges [3] . In the case of target geolocation from the ground, laser rangefinders combined with satellite and inertial navigation systems [8] to [11] are often utilized.
The main challenge in remote object localization is to precisely measure the position and attitude of the measuring system. While the estimation of position (using satellite navigation systems) is generally straightforward, the attitude determination with sufficient accuracy can be more difficult. The associated measurement uncertainties of the position [12] and especially the attitude measurements [13] contribute significantly to the evaluated remote object's position uncertainty.
To study the options for remote object geolocation we designed and built an experimental measuring system using only COTS (Commercial Of-TheShelf) components. In this article we investigate to what extent it is possible to predict the measurement uncertainty of the integrated measuring system based on the manufacturer specifications for each employed COTS device. We also present the experimental work aimed at determining the actual measuring characteristics and examine the opportunities for enhancing the overall performance at measuring distances up to 20 km.
GEOLOCATING REMOTE OBJECTS
The following section presents a brief overview of the method used for determining the geographic location of a remote object in the World Geodetic System 1984 (WGS 84). The WGS 84 coordinate system [14] was selected since it is currently used as the reference coordinate system for the Global Positioning System (GPS).
The first step is the determination of the geographic location of the measuring system (origin) which is given by its latitude, longitude and altitude (φ o , λ o , h o ) in WGS 84 coordinate system. Next, the relative position of the remote object with respect to the origin is obtained. The relative position is given by the distance (l or ), azimuth (α or ) and elevation (β or ) in a spherical coordinate system (Fig. 1) .
Since the input coordinates (origin, relative position of the remote object) are given in two different coordinate systems, we transform them to a common coordinate system in order to calculate the geographic location of the remote object. Next, the Eq. (2) is used to transform the relative position of the remote object (given in spherical coordinates) to the Cartesian coordinates (x loc , y loc , z loc ) in a local coordinate system (Fig. 2b ). The coordinates in the local Cartesian coordinate system are then converted to the offset in the WGS 84 Cartesian coordinate system. By adding this offset to the Cartesian coordinates of the origin, the coordinates of the remote object are obtained (Eq. (3)). Finally, the Cartesian coordinates of the remote object (x r , y r , z r ) are transformed back to the latitude, longitude and altitude (φ r , λ r , h r ) in the WGS 84 coordinate system. This task is solved numerically by utilizing the Hirvonen and Moritz iterative method [16] . The described procedure yields the remote object's coordinates in the WGS 84 coordinate system.
EXPERIMENTAL SYSTEM
The experimental system is designed for use on land vehicles and consists of an inertially stabilized pan-tilt unit, a laser rangefinder, a GNSS receiver/compass, an electronic inclinometer and a CCTV video camera (Fig. 3) . The system is controlled using a portable computer with custom software. The laser rangefinder with a measuring range of 50 m to 20 km and the video camera are mounted on the pan-tilt unit, whereas the GNSS receiver/compass antennas and electronic inclinometer are attached to the platform base. Due to this setup, the distance (l or ) and origin geographic location (φ o , λ o , h o ) are obtained directly from the rangefinder and the GNSS receiver readings, while the azimuth (α or ) and elevation (β or ) are calculated employing the pan and tilt angles of the pan-tilt unit and the platform base orientation. The later is measured with the GNSS compass (yaw) and the electronic inclinometer (pitch and roll).
To carry out the calculation of the azimuth and elevation from the measured quantities, we define a right-handed Cartesian coordinate system with the X-axis in the direction of the rangefinder laser beam and the Y-axis parallel with the tilt axis of the pan-tilt unit. In this coordinate system, we define a unit vector v that points in the direction of the positive X-axis. Next, we perform five consecutive coordinate system rotations to account for the tilt (θ), pan (δ), roll (γ), pitch (β), and yaw (α) by utilizing Eq. (4):
where: In Eq. (4), the R x , R y and R z are the rotation matrices for the coordinate system rotation about x, y and z, respectively and v' is the representation of the unit vector v in the transformed coordinate system. From the vector v', the azimuth and elevation are obtained using Eq. (6):
where the arctan is the four quadrant arctangent and v x ', v y ' and v z ' are the coordinates of the vector v'.
MEASUREMENT CHARACTERISTIC
The measurement performance of the system depends on the measurement uncertainties of the employed devices. The manufacturer specification of the measuring equipment in the experimental system is presented in Table 1 . he uncertainty of each individual measurement contributes to the derived position uncertainty of the remote object in a specific manner. There are several methods for evaluating the combined effect of the individual measurement uncertainties on the result. The law of propagation of variances is most commonly used when the result can be calculated with a closed form expression. In the case of nonlinear relations, the system equations are first linearized using the Taylor series [17] . However, in this case, a numerical solution (Hirvonen and Moritz iterative method) is employed to determine the position of the remote object. Hence, we use the Monte Carlo simulation [18] to [21] to assess the propagation of the measurement uncertainties.
The term Monte Carlo denotes a set of stochastic computational techniques that are widely used for computer simulations in various fields of science and engineering. In the case of probabilistic uncertainty analysis, a probability density function is assigned to each measuring device. Then, repeated numerical calculations of the remote object's position using randomly selected values from the assigned distributions are performed. This basically simulates the execution of multiple measurements in the presence of measurement uncertainties. The calculated positions of the remote object form a distribution which represents the combined effect of each measuring device and its associated uncertainty. The statistical analysis of the obtained distribution yields an estimation of the measurement uncertainty in the remote object's position.
SIMULATION
To perform the simulation the uncertainty estimates of the individual measuring devices need to be obtained. According to [22] this can be achieved by two different approaches. The first one (Type A) is based on retrieving relevant statistical information form repeated measurements, while the second (Type B) relies on manufacturer specification, past experience, or other sources. Since we are investigating the possibility of predicting, and not measuring the uncertainty of an integrated system, we utilize Type B estimate.
The manufacturers often specify the uncertainty of their measuring equipment by the error containment limits and containment probability, while the underlying distribution is usually not provided. Commonly, the normal distribution is assumed applicable for the combined error of the measuring equipment with a central tendency and symmetrical containment limits. Since there is no indication that would encourage the use of a different probability distribution, we assume the normal distribution of the combined error for all measuring devices.
When the error is normally distributed, the uncertainty (u) is obtained from Eq. (7) [23] where ±L represents the containment limits, p the containment probability, and Φ -1 () the inverse normal distribution function.
By applying Eq. (7) to the manufacturer specifications for error containment limits and containment probability (Table 1) , the standard uncertainties of 1.5 m for distance measurements, 0.3 m for position of the origin, 0.15° for azimuth, and 0.26° for elevation are obtained.
In order to illustrate the key characteristics of the results of Monte Carlo simulation Table  2 presents measurement uncertainties at four measuring distances (100 m, 1, 10 and 20 km) and 0.0° elevation angle. The uncertainties have been determined using 10,000 simulation runs for each distance. To facilitate the discussion the combined 2D uncertainty is presented along with its constituents in two separate directions denoting as longitudinal and lateral the direction of the rangefinder laser beam and its orthogonal, respectively. According to [23] the presented uncertainties are equivalent to the standard deviations of the error distributions and are evaluated by analyzing the simulation points. From the reported results it is evident that the increase in the measuring distance significantly influences the uncertainty in the lateral direction, while the one in longitudinal direction remains virtually constant for the simulated distances.
The stated combined uncertainty enables the evaluation of confidence limits and confidence levels at certain measurement distance. For example, by multiplying the combined uncertainty of 3.1 m (object at 1 km distance) with the coverage factor of 2, we obtain the expanded uncertainty of ±6.2 m with a confidence level of approximately 95% (assuming the errors are normally distributed). In other words, 95% of all measurements performed at 1 km stand-off range are expected to fall within a circle with a 6.2 m radius around the true position of the distant object.
The expected impact of the elevation uncertainty on the 2D combined uncertainty is minimal at the 0.0° elevation angle. When increasing the elevation angle, its uncertainty increasingly affects the resulting uncertainty in longitudinal direction. This effect is demonstrated in Fig. 4a , which shows the dependence of the uncertainty in longitudinal direction on the measuring distance and elevation angle.
Despite the evident influence of the elevation angle value on its uncertainty propagation, this only contributes a rather small part to the combined uncertainty of the remote object's position. This is clearly seen in Fig. 4b , where the relative contributions of the uncertainties in the simulated quantities to the overall measurement uncertainty are presented. The contributions are calculated for the elevation angle of 2.5° and are normalized to the sum of the resulting uncertainties of the individual quantities. It has been noticed that at distances below 1 km the most significant uncertainty source is attributed to distance measurement, while at greater distances the azimuth uncertainty prevails. Furthermore, the amount of the elevation uncertainty contribution, which highly depends on the elevation angle value (Fig. 4a) , becomes the second most important uncertainty source at distances above 10 km. 
EXPERIMENTAL RESULTS AND COMPARISON WITH SIMULATION
A series of field tests were performed in order to verify the simulation results. An open field with an unobstructed view of the sky was used as the test polygon ( Fig. 5 ) with four distant objects located at different distances from the measuring system. The closest two objects were set up for the needs of the experiments (1×1 m targets), whereas two existing objects were used for long distance measurements. The positions of the closest two objects were determined using a high performance GNSS receiver also exploiting the corrections from the EGNOS (European Geostationary Navigation Overlay Service) satellite based augmentation system (SBAS).
Fig. 5. Layout of the test polygon
The measurements were performed over a period of 30 minutes with an unobstructed view of the sky. According to the manufacturer specification of the GNSS receiver and the available data on EGNOS system, it is reasonable to assume that the standard uncertainty of the measured 2D positions is about 1 m. The positions of the existing distant objects were obtained from the digital orthophoto images (DOF050) [24] with the specified standard uncertainty of ±1 m. Once the existing objects were identified in the digital image, their WGS 84 coordinates were determined employing the geographic information system. Since the aim is to investigate the uncertainty in instantaneous geolocation of distant objects, all measurements were performed by employing only the current readings from the sensors without averaging over time. The period of measurements (limited by the repetition rate of the laser rangefinder) was about 6 s. Approximately 200 measurements were performed for each distant object over a period of 20 minutes. Moreover, we performed a Monte Carlo simulation with the distances, azimuths and elevations of the four objects in the test polygon. The simulation results along with the field test results are displayed in Fig.  6 . In addition, the simulation output was compared with the results obtained by the use of the law of propagation of variances.
We notice that the simulation and measurement points for objects A and B in Fig. 6 are not distributed evenly but are rather grouped in several clusters. This is caused by the 2 m resolution of the range measurements which is also considered in the simulation. However, this effect is not observed for the objects C and D because of larger distances and the elevation angles of 1.8 and 2.9°. Due to the increased distance and elevation angle the measurement uncertainty of the electronic inclinometer becomes more pronounced (Fig. 4a) and overrides the effect of low range measurement resolution. When comparing the simulation and measurement results in Fig.   6 , it is evident that a considerable measurement bias is present in the longitudinal direction. The observed discrepancies originate from the distance measurements that tend to be smaller than the actual distances for objects A, B, and C and larger for object D. However, these discrepancies appear to be systematic and can therefore be corrected for by the calibration over the entire measuring range in order to obtain the distance measurement characteristic that is consistent with the manufacturer specification.
Another distinct difference between the measurements and simulation outputs is the scatter in longitudinal direction for objects A and B, which is considerably larger in the simulation. This is manifested through the occurrence of more separate clusters of simulation points and in larger sizes of individual clusters. Such differences imply that the actual standard deviations of range measurements and origin position measurements are smaller than the assessment based on the manufacturer specifications. Notwithstanding the fact that the discussed discrepancies in longitudinal direction are obvious, they only contribute a small part to the combined uncertainty at larger measuring distances. In these cases, the uncertainty in azimuth measurements gives rise to large errors in lateral direction as can be seen in Fig. 6 .
The uncertainty analysis was also performed employing the law of propagation of variances. The results of this approach are displayed in Fig. 7 as error ellipses with 95% confidence level. Usually, we assume that the underlying error distribution represented by the error ellipse is normal. In the case of objects C and D (Fig. 7b) justified. However, the errors in Fig. 7a are not normally distributed and might therefore require a different representation.
To describe and examine the distributions obtained by means of simulation and measurements, it is convenient to use standard deviation as a measure of dispersion and root mean square error (RMSE) as a measure of the overall performance. For the simulation, the standard deviations are equivalent to the standard uncertainties reported in Table 2 . Furthermore, since no bias is incorporated in the simulation, the RMSE is equivalent to the combined uncertainty, which is in fact the standard deviation of the combined error distribution.
A comparison of the simulation and the field test results (Table 3) indicates that the standard deviations of the measurements in longitudinal direction are significantly smaller than the simulated one for all objects. This implies that the random component of the range measurement error is actually smaller than expected. On the other hand, the systematic component associated with range measurements has a considerable influence on the overall position accuracy, especially at small stand-off ranges (object A).
When comparing the standard deviations in lateral direction it can be noticed that the measurements and the simulations yield similar results only for smaller distances. At longer distances the azimuth measurement uncertainty, which is affected by many factors, including the number of GNSS satellites in view, satellite geometry and ionospheric activity, causes less predictable results. Nevertheless, the difference between the simulated and measured RMSE is less than 5 m for objects A, B and C.
Although the errors in longitudinal direction may have very little impact at long distances, they still limit the system's performance at closer ranges. This is demonstrated in Fig. 8 , where we notice that the smallest mean error is not observed at the closest object A but at object B. This is attributed primarily to the aforementioned bias in the distance measurements. However, in general, the measured positions of the more distant objects exhibit larger variations and mean errors compared to the closer ones. This is especially evident when comparing measurements of objects C and D. Such results are expected considering the dependence of the azimuth and elevation uncertainty propagation on the measuring distance.
The presented results suggest that at smaller stand-off ranges (a few hundred meters) the distance measurement uncertainty dominantly affects the overall system performance, while at longer ranges the azimuth uncertainty prevails. In order to perform accurate measurements over longer distances, it is necessary to reduce the azimuth uncertainty. This is achievable either with a high accuracy azimuth measuring device (gyrocompass), which would significantly increase the price of the measuring system, or with a slightly modified use of the GNSS receiver/compass.
To determine the orientation of the measuring system a calibration with a known distant object can be performed. Since the positions of the measuring system and the distant object are known, the true azimuth of the object with respect to the measuring system can be determined. The obtained azimuth value is then used to calibrate the azimuth sensor readings. Such calibration is possible with a geographic information system and has been included in the current version of the control software of the experimental system.
CONCLUSION
The measurement characteristics of the developed mobile system for remote object geolocation depend on the measurement performances of each employed COTS device. To estimate the overall measurement uncertainty of the measuring system we performed a Monte Carlo simulation with the manufacturer specifications for each COTS device as the simulation input. The comparison of the simulation outputs with the field test results shows that the simulation provides sufficiently accurate estimation of the measurement uncertainty at the distances of up to 7 km. However, at smaller distances of about 100 m there is a significant bias in the range measurements that limits the system performance. In order to provide better simulation results for shorter ranges, this error needs to be properly characterized and included in the simulation. At longer distances, the azimuth measurement uncertainty of the GNSS compass becomes the main uncertainty source. Additional set of experiments implied that lower azimuth uncertainties can be achieved using calibration landmarks with known positions. For this purpose it is possible to use existing objects that are represented in a geographic information system or custom calibration landmarks. With the employed GNSS receiver we were able to significantly reduce the azimuth uncertainty with the custom calibration landmark placed only 130 m away from the measuring system.
The obtained results show that the presented simulation-based methodology for determining the measurement uncertainty of the integrated system is able to provide a satisfactory estimate of the measurement characteristic by relying solely on the manufacturer specification of the employed measuring equipment. 
