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In this research, an efﬁcient and effective method is proposed to derive the boundary conditions of an
anisotropic beam in the asymptotic sense. We ﬁrst set up the constrained virtual work by introducing
the Lagrange multiplier on the displacement prescribed boundary. The macroscopic beam and micro-
scopic cross-section equations with the boundary conditions are simultaneously obtained by taking
the asymptotic expansion on the displacement vector. In this way, the three-dimensional characteristics
of the beam are asymptotically smeared into the macroscopic beam equations and the beam boundary
conditions. The boundary conditions obtained are then compared to those from the decay analysis
method. The beam bending slope boundary condition obtained in the frame work of variational principle
is different from the well-known average condition. This new boundary condition is more accurate than
the average one for a sandwich beam. This is further demonstrated and discussed via the examples of a
cantilever beam loaded at the end.
 2011 Elsevier Ltd. All rights reserved.1. Introduction
An asymptotic method is mathematically rigorous and can
potentially provide accurate predictions for anisotropic heteroge-
nous beam structures without making prior assumptions. Some
of the known asymptotic methods include the formal asymptotic
method (Fan and Widera, 1992; Trabucho and Viaño, 1996), the
variational asymptotic method (Trabucho and Viaño, 1996;
Berdichevsky, 1981), and the partial homogenization method
(Panasenko, 2002). These asymptotic methods work very well for
the classical approximation to the problem (e.g. Euler–Bernoulli
beam theory). Although the classical beam theory is adequate for
many engineering applications, one may need to obtain higher
precision for other applications, such as for beam vibration with
composite couplings or for sandwich beam analysis. It is however
difﬁcult to use the asymptotic methods beyond the classical
approximation without relying on the boundary layer solutions
(Gregory and Wan, 1984).
Various approaches have been proposed to circumvent such a
difﬁculty, such as the formal asymptotic approach with the decay
analysis method (Fan and Widera, 1992; Duva and Simmonds,
1991; Buannic and Cartraud, 2001b) and the variational asymp-
totic approach with the Timoshenko-like energy transformationll rights reserved.
+82 54 4787319.
).(Yu et al., 2002; Yu and Hodges, 2004). The decay analysis method
has been successfully applied to a sandwich beam and to periodic
heterogenous beams as well as to isotropic and orthotropic beams.
It is however challenging to obtain the asymptotically correct
boundary conditions via the decay analysis method (Gregory and
Wan, 1984) for general engineering applications, since it requires
the beam fundamental solutions of a semi-inﬁnite beam under unit
tension, bending, ﬂexure and torsion. The variational asymptotic
approach discussed in Yu et al. (2002), and Yu and Hodges
(2004) is applicable to many engineering problems and can pro-
vide reliable solutions. However, there are still limitations when
the method is applied to some problems, such as for a composite
box beam with bending-shear coupling (Kim et al., 2008, 2011;
Kim and Wang, 2010). In this case, its macroscopic form is still
building upon the traditional Rankine–Timoshenko theory, and
therefore, its boundary conditions are the same as those of the
Rankine–Timoshenko theory.
Given the challenges mentioned above, it would be most desir-
able to obtain the boundary conditions that satisfy both asymptot-
ically correctness and engineering applicability. This can be
achieved by deriving a set of simpliﬁed boundary conditions
instead of using the decay analysis method. The necessary condi-
tions to decay for four sets of boundary conditions were derived
for orthotropic beams (Horgan and Simmonds, 1991), which are
equivalent to the so-called averaged boundary conditions. Recently
these conditions were generalized by employing the orthogonality
conditions of the asymptotic displacements to the asymptotic
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shown that the qualitative behavior of the beam with bending-
shear coupling may not be correctly predicted by the traditional
Rankine–Timoshenko theory. The simpliﬁed boundary conditions
were obtained using the formal asymptotic approach, where the
domain equations and the boundary equations were indepen-
dently derived at each asymptotic level. The weighted average
was subsequently applied to derive the simpliﬁed boundary condi-
tions; which are thus variationally inconsistent. To attack this
problem, the approach proposed in this study is to more systemat-
ically derive both the domain equations and the boundary equa-
tions via variational principle, so that one does not need to apply
the weighted average as discussed above. This approach will lead
to a set of boundary conditions which are different from the sim-
pliﬁed boundary conditions for an anisotropic beam.
Building upon the above arguments, the objects of this research
are (a) to derive the boundary conditions of anisotropic beam sys-
tematically and asymptotically via the variational principle and (b)
to justify them by means of qualitative error estimations. To
achieve these goals, the paper is organized as follows:
 We ﬁrst introduce the Lagrange multiplier on the displacement
boundary based on the virtual work principle, which renders
the constrained virtual work.
 The weak formulations for the macroscopic one-dimensional
beam equations and the microscopic two-dimensional cross-
section equations with the boundary conditions are then
obtained at each asymptotic level by applying the asymptotic
expansion of displacements.
 The boundary conditions are explicitly derived, and those
obtained are qualitatively justiﬁed by deriving their error with
respect to those from the decay analysis method.
 Finally the accuracy of the method is demonstrated and dis-
cussed through the examples of isotropic and sandwich beams
with clamped-free boundaries.
2. Virtual work principle
A generic uniform anisotropic beam is considered in this paper.
Unless it is not differently speciﬁed, Greek indices will take values
in the set 2, 3, whereas Latin indices will take values in 1, 2, 3. The
reference one-dimensional line is represented by x1 and the cross-
sectional plane is denoted by xa.2.1. Three-dimensional linear elasticity
The three-dimensional linear elasticity problem, on which the
rectangular cartesian coordinate system (xi) is based, is stated by
the following:
reij;j þ Bei ¼ 0; ð1Þ
where reij represents the stress tensor and B
e
i is the body force,
which is subject to the boundary conditions
uei ¼ uei on Seu and reijnj ¼ pei on Ser; ð2Þ
where Seu and S
e
r denote the boundaries associated with prescribed
displacement and traction, respectively. nj is the direction cosine
of the outward normal to the boundary.
The virtual work corresponding to (1) and (2), which ﬁnds the
displacements ui(xi)e with uei ¼ uei on Seu, readsZ
x1
Z
Sec
reijdc
e
ij  Bei duei
 
dSedx1 
Z
Ser
pei du
e
i dS
e ¼ 0; ð3Þwhere ceij denotes the strain tensor, and S
e
c represents the cross-
section of the beam. Here it should be noticed that Eq. (3) does
not yield the three-dimensional displacement prescribed boundary
condition, which simply indicates that the displacements are
needed to be prescribed on Seu instead. The Reissner mixed-
variational theorem could be used to include it, which however
requires the independent stress ﬁelds. For this reason, we treat
the prescribed displacement boundary condition as a constraint
with Lagrange multiplier.2.2. Lagrange multiplier on the boundary
One can then rewrite the virtual work (3) as follows:Z
x1
Z
Sec
reijdc
e
ij  Bei duei
 
dSedx1 
Z
Ser
pei du
e
i dS
e þ
Z
Seu
kei du
e
i dS
e
þ
Z
Seu
dkei u
e
i  uei
 
dSe ¼ 0; ð4Þ
where kei is the Lagrange multiplier. This implies that the displace-
ments should be prescribed on Seu. The underlined equation provides
the guideline how to prescribe them. In fact, the Lagrange multiplier
turns out to be
kei ¼ reijnj on Seu; ð5Þ
which represents the negative surface traction on Seu due to the
prescribed displacements. This plays a crucial role in ﬁnding the
appropriate displacement prescribed boundary condition associ-
ated with asymptotic expansions.
The constrained virtual work (4) can be simpliﬁed by (3) with
the constraintZ
Seu
dkei u
e
i  uei
 
dSe ¼ 0; ð6Þ
since the term, kei du
e
i , is dismissed in the weak form by satisfying
(6).
3. Asymptotic formulation
In order to apply the asymptotic expansion method by taking
the advantage of slenderness of beam structures, one needs to
deﬁne the small parameter, e, ﬁrst. To this end, the beam cross-
section is scaled in the following manner:
y1 ¼ x1; ya ¼
xa
e
; e  h
lc
; ð7Þ
where h and lc represent the maximum dimension of the beam
cross-section and the characteristic length of the beam,
respectively.
By employing the scaled coordinates presented in (7), the strain
tensor and the stress tensor can be expressed in the matrix
form.
ce ¼ 1
e
L23ue þ L1ue;1; re ¼ Cce; ð8Þ
where C represents the three-dimensional anisotropic elastic mate-
rial constant matrix. The displacement, stress, and strain vectors are
expressed by,
ue ¼ bue1ue2ue3ct ;
ce ¼ bce11ce22ce332ce232ce132ce12ct; re ¼ bre11re22re33re23re13re12ct;
ð9Þ
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The linear differential operator L23 and linear operator L1 are
deﬁned as
L23 ¼
0 0 0
0 ðÞ;2 0
0 0 ðÞ;3
0 ðÞ;3 ðÞ;2
ðÞ;3 0 0
ðÞ;2 0 0
2666666666664
3777777777775
; L1 ¼
1 0 0
0 0 0
0 0 0
0 0 0
0 0 1
0 1 0
2666666666664
3777777777775
ð10Þ
in which ðÞ;i ¼ @ðÞ@yi.
3.1. Asymptotic expansions
The given body force, the applied traction, and the prescribed
displacement are scaled as follows (Buannic and Cartraud,
2001b; Kim et al., 2008):
Be1ðxiÞ ¼ eB1ðyiÞ; BeaðxiÞ ¼ e2BaðyiÞ;
pe1ðxiÞ ¼ ep1ðyiÞ; peaðxiÞ ¼ e2paðyiÞ;
ue1ðxiÞ ¼ eu1ðyiÞ; ueaðxiÞ ¼ uaðyiÞ:
ð11Þ
According to the results reported in the literature (Buannic and
Cartraud, 2001a), one may take the following expansion of the
displacement.
ueðxiÞ ¼ uð0Þðy1Þ þ e1uð1ÞðyiÞ þ e2uð2ÞðyiÞ þ    ; ð12Þ
where
uð0Þðy1Þ ¼ b0v ð0Þ2 v ð0Þ3 ct; uðkÞðyiÞ ¼ buðkÞ1 uðkÞ2 uðkÞ3 ct ; ðkP 1Þ ð13Þ
in which the displacement component, uðkÞi , is a function of yi and
v ðnÞi . Note that v
ðnÞ
i , where nP 0, is a function of y1 only.
The strain and stress expansions can be obtained by plugging
(12) into (8) and (5), which are summarized as follows:
ceðxiÞ ¼ cð0ÞðyiÞ þ ecð1ÞðyiÞ þ e2cð2ÞðyiÞ þ    ;
reðxiÞ ¼ rð0ÞðyiÞ þ erð1ÞðyiÞ þ e2rð2ÞðyiÞ þ    ;
keðxiÞ ¼ kð0ÞðyiÞ þ ekð1ÞðyiÞ þ e2kð2ÞðyiÞ þ    ;
ð14Þ
where
cðkÞ ¼ L23uðkþ1Þ þ L1uðkÞ;1 ; rðkÞ ¼ CcðkÞðkP 0Þ: ð15Þ3.2. Recursive virtual work
One can now obtain the recursive virtual works by substituting
(14) into (3) and (6) and considering the scaled prescribed quanti-
ties given in (11). Subsequently collecting the same order of the
small parameter, e, yields a set of the recursive equations.
3.2.1. The zeroth order virtual work
The zeroth order virtual work, e0, is summarized byZ
y1
Z
Sc
rð0Þtdcð0ÞdSdy1 ¼ 0;
Z
Su
dkð0Þt uð0Þ  uð0Þ dS ¼ 0; ð16Þ
which yields the fundamental displacement solution since the
problem is well-posed (i.e. r(0) = 0) as discussed in Buannic and
Cartraud (2001a). This also implies that k(0) = 0 from (5).
From c(0) = 0 and deﬁning the solution up to a rigid body dis-
placement, the fundamental solution reads
~uð1ÞðyiÞ ¼ HðyaÞ~vð1Þðy1Þ  uð1ÞðyiÞ; ð17Þ
where ~vð1Þ ¼ bv ð1Þi /ð1Þv ð0Þa;1ct , andHðyaÞ ¼
1 0 0 0 y2 y3
0 1 0 y3 0 0
0 0 1 y2 0 0
264
375: ð18Þ
The detailed derivation can be found in Kim et al. (2008) and Kim
(2009). Here it is omitted for a brevity.
By considering the results of the zeroth order virtual work,
r(0) = c(0) = 0, and B(1)tdu(0) = p(1)tdu(0) = 0, the ﬁrst order virtual
work, e1, is automatically satisﬁed. The ﬁrst order constraint equa-
tion is given byZ
Su
dkð1Þt uð0Þ  uð0Þ dS ¼ 0; ð19Þ
which can be satisﬁed by relaxing the prescribed displacement
boundary conditions given in (11) in a such way that
uei ðxiÞ ! uei ðx1Þ: ð20Þ
The prescribed displacement component ui is a function of y1, i.e.,
which is constant over the cross-section. This will be further dis-
cussed in Section 4.
3.2.2. The second order virtual work
The second order virtual work, e2, is summarized as follows:Z
y1
Z
Sc
rð1Þtdcð1Þ  Bð1Þtduð1Þ  Bð2Þtduð0Þ
 
dSdy1
¼
Z
Sr
pð1Þtduð1Þ þ pð2Þtduð0Þ dS ð21Þ
and the constraint equation for the displacement boundaryZ
Su
dkð1Þt uð1Þ  uð1Þ þ dkð2Þt uð0Þ  uð0Þ  dS ¼ 0: ð22Þ
To ﬁnd the second order displacement u(2), one needs to decom-
pose it into two parts (Kim et al., 2008).
uð2ÞðyiÞ ¼ ~uð2ÞðyiÞ þwð2ÞðyiÞ; ð23Þ
where the ﬁrst term is a trivial solution (i.e., the fundamental solu-
tion) and the second term represents a non-trivial solution account-
ing for the cross-sectional deformation (i.e., the warping function).
This can be interpreted as the perturbation around the fundamental
solution. With this, the ﬁrst-order strain vector can be obtained by
cð1Þ ¼ L1UðyaÞeð1Þ þ L23wð2Þ; ð24Þ
where eð1Þ ¼ bv ð1Þ1;1v ð0Þa;11/ð1Þ;1 ct that represents the classical strain mea-
sure of a beam, and U(ya) is deﬁned by
UðyaÞ ¼
1 y2 y3 0
0 0 0 y3
0 0 0 y2
264
375: ð25Þ
Substituting (24) into (21) yields microscopic and macroscopic
equations, which are associated with dw(2) and d~uð2Þ, respectively.
The microscopic equation is then summarized byZ
Sc
dðL23wð2ÞÞtrð1ÞdS ¼ 0 ð26Þ
and the macroscopic equation isZ
y1
deð1ÞtN ð1Þdy1 ¼ Fð1Þ; ð27Þ
where
N ð1Þ  hðL1UÞtrð1ÞiSc ; ð28Þ
F ð1Þ 
Z
y1
hBð1Þtduð1Þ þ Bð2Þtduð0ÞiSc dy1 þ hpð1Þtduð1Þ þ pð2Þtduð0ÞiSr ;
ð29Þ
J.-S. Kim, K.W. Wang / International Journal of Solids and Structures 48 (2011) 2422–2431 2425in which hiS ¼
R
S dS and N ð1Þ ¼ bNð1ÞMð1Þ2 Mð1Þ3 Tð1ÞcT ,
Nð1Þ ¼ hrð1Þ11 i; Mð1Þa ¼ hyarð1Þ11 i; Tð1Þ ¼ hy2rð1Þ13  y3rð1Þ12 i: ð30Þ
At this point, one needs to make a special attention on the shear
stresses rð1Þa1 . The presence of r
ð1Þ
a1 in (30) does not imply that there
are the shear stresses that would produce the shear forces (Buannic
and Cartraud, 2001a). This can be brieﬂy expressed by
Q ð1Þa  hrð1Þa1 iSc ¼ 0; but r
ð1Þ
a1 – 0; ð31Þ
which produces the torque T(1). One can regard this as which they
are zeros when associated with dva but not zeros when associated
with d/.
One can now obtain the warping function w(2) by solving (26).
This function can be calculated by the two-dimensional ﬁnite ele-
ment discretization for arbitrary cross-sectional geometry (Kim
et al., 2008). Its analytical form is given as follows:
wð2ÞðyiÞ ¼ Cð1ÞðyaÞeð1Þðy1Þ; ð32Þ
where C(1)(ya) is a 3  4 matrix. Consequently the stress resultant
(28) is calculated byfN ð1Þ  Að1Þeð1Þ: ð33Þ
The beam displacements v ð1Þ1 , v
ð0Þ
a and /
(1) are computed from
the macroscopic beam Eq. (27) and the boundary condition (22).
The displacement boundary condition will be discussed later, since
we need to calculate the third order warping solution w(3) due to
the second order multiplier k(2) = r(2) n on Su.
3.2.3. The third order virtual work
In the third order virtual work, the microscopic and macro-
scopic equations from the previous order virtual works appear
again, which are zeros already. Consequently the third order vir-
tual work can be summarized brieﬂy, and then the microscopic
equation for w(3) are given byZ
y1
d L23wð2Þ
 t
rð2Þ þ d L1wð2Þ;1
 t
rð1Þ
 	
Sc
dy1
¼
Z
y1
dwð2ÞtBð1Þ
D E
Sc
dy1 þ dwð2Þtpð1Þ

 
Sr
ð34Þ
and the macroscopic equation for e(2) is given byZ
y1
deð1ÞtN ð2Þdy1 ¼ Fð2Þ; ð35Þ
where
Fð2Þ 
Z
y1
Bð2Þtd uð1Þ  db0v ð1Þa ct
 D E
Sc
dy1
þ pð2Þtd uð1Þ  db0v ð1Þa ct
 
 
Sr
; ð36Þ
which forms the applied torque due to the body force and the pre-
scribed traction. Solving (34) yields
wð3Þ ¼ Cð1Þeð2Þ þ Cð2Þeð1Þ;1 þwð3Þf ; ð37Þ
where the last term wð3Þf represents the warping due to the pre-
scribed traction on the cross-sectional boundary.
By recalling that uð2Þ ¼ 0, the constraint equation for the dis-
placement prescribed boundary condition is given byZ
Su
dkð3Þt uð0Þ  uð0Þ þ kð2Þt uð1Þ  uð1Þ þ kð1Þtuð2Þ dS ¼ 0: ð38Þ
3.2.4. The higher order virtual works
Following the same procedure described in the previous sec-
tion, the microscopic equation for w(4) in the fourth order virtual
work is given as follows:Z
y1
d L23wð2Þ
 t
rð3Þ þ d L1wð2Þ;1
 t
rð2Þ
 	
Sc
dy1
¼
Z
y1
hdwð2ÞtBð2ÞiSc dy1 þ hdwð2Þtpð2ÞiSr ; ð39Þ
which will yield
wð4Þ ¼ Cð1Þeð3Þ þ Cð2Þeð2Þ;1 þ Cð3Þeð1Þ;11 þwð4Þf ð40Þ
and the macroscopic equation for e(3) is given byZ
y1
deð1ÞtN ð3Þdy1 ¼ 0: ð41Þ
Notice here that the fourth order virtual work forms the second
order beam problem, and its solution is comparable to that of
Rankine–Timoshenko in terms of allowing the shear deformation.
Finally the higher order virtual works (ek,kP 5) can be general-
ized as follows:Z
y1
dðL23wð2ÞÞtrðk1Þ þ dðL1wð2Þ;1 Þtrðk2Þ
D E
Sc
dy1 ¼ 0; ð42Þ
Z
y1
deð1ÞtN ðk1Þdy1 ¼ 0 ð43Þ
and the constraint equations for the displacement prescribed
boundary condition can be now generalized byZ
Su
X1
n¼0
dkðknÞtðuðnÞ  uðnÞÞ þ
Xk2
n¼1
Z
Su
dkðnÞtuðknÞ
" #
dS ¼ 0; ð44Þ
where kP 4.
4. Boundary conditions
In this section, the boundary conditions are derived and dis-
cussed in detail. The displacement boundary conditions are derived
from the constraint equations, and then their errors from the
asymptotically correct conditions for the interior solutions are ob-
tained in a qualitative manner.
4.1. Constraint equations for displacement prescribed boundaries
We derived the constraint equations at each order (ek,kP 1) in
the previous section that are given in (22) and (44). To compute the
boundary conditions, one needs to calculate the Lagrange multipli-
ers ﬁrst, and therefore the stresses. Using (15), the kth order stress
vector can be calculated by
rðkÞðyiÞ ¼
Xk
n¼1
sðnÞðyaÞ@n1y1 eðkn1Þðy1Þ þ r
ðkÞ
f ðyiÞ; ð45Þ
with rð0Þf ¼ rð1Þf ¼ 0, where s(n) is the cross-sectional stress distri-
bution functions, and the last term in RHS represents the contri-
bution of the prescribed body force and the prescribed surface
traction.
In general, one needs the numerical technique to handle the
constraint equations, since they include the direction cosine vector
(k(k) = r(k)n). As an illustrative example, let us consider the
straight edge plane perpendicular to the y1 coordinate. By recalling
that hrð1Þa1 iSu ¼ 0 and ua ¼ uaðy1Þ from (20), the ﬁrst constraint
Eq. (19), becomesZ
Su
drð1Þ11 u
ð0Þ
1  uð0Þ1
 
dS ¼ 0; ð46Þ
which is automatically satisﬁed because of uð0Þ1 ¼ uð0Þ1 ¼ 0 from the
displacement expansion and the scaling.
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The second constraint Eq. (22), which provides the displace-
ment boundary condition for the classical approximation or the
zeroth order beam problem, can be rewritten byZ
Su
drð1Þi1 u
ð1Þ
i  uð1Þi
 
þ drð2Þa1 uð0Þa  uð0Þa
 h i
dS ¼ 0: ð47Þ
The ﬁrst term in (47), which is associated with tension, bending
and torsion, becomes
dNð1Þv ð1Þ1 þ dMð1Þa v ð0Þa;1 þ dTð1Þ/ð1Þ  drð1Þi1 uð1Þi
D E
Su
¼ 0: ð48Þ
This can be simpliﬁed by employing the matrix notation in such a
way that
dfN ð1Þtu^ð1Þe  deð1Þt Fð1Þe ¼ 0; ð49Þ
where u^ð1Þe ¼ bv ð1Þ1 v ð0Þa;1/ð1ÞctSu , andfN ð1Þ ¼ Að1Þeð1Þ; Fð1Þe ¼ hsð1Þte uð1ÞiSu ; sð1Þe ¼ sð1Þð½1;5:6;1:4Þ ð50Þ
in which a subscript A(i,j) represents the (i, j) components of the ma-
trix or vector of A. The displacement to be prescribed on Su is then
obtained as follows:
u^ð1Þe ¼ ðAð1ÞtÞ1Fð1Þe : ð51Þ
The second term in (47), which is associated with shear forces,
becomes
dQ ð2Þa ðuð0Þa  uð0Þa Þ ¼ 0; ð52Þ
because both uð0Þa and u
ð0Þ
a are constant, as deﬁned in (13) and (20).
Therefore the boundary condition is computed by
v ð0Þa ¼ ua or u^ð1Þs ¼ uð0Þð2:3Þ; ð53Þ
where u^ð1Þs ¼ bv ð0Þ1 v ð0Þ2 ctSu .
Finally (51) and (53) yield a complete set of displacement
boundary conditions on Su. For the clamped boundary condition,
i.e. ui ¼ 0, these produce
v ð1Þ1 ¼ v ð0Þa ¼ v ð0Þa;1 ¼ /ð1Þ ¼ 0; ð54Þ
which are the well-known clamped boundary conditions for the
classical beam theory.
4.1.2. The ﬁrst order beam problem
The third constraint equation from (38) is summarized as
follows:Z
Su
drð1Þi1 ~u
ð2Þ
i þwð2Þi
 
þ drð2Þi1 uð1Þi  uð1Þi
 
þ drð3Þa1 uð0Þa  uð0Þa
 h i
dS¼ 0;
ð55Þ
where the last term vanishes due to (53). Eq. (55) can be rewritten
in the compact form as follows:
dfN ð1Þtu^ð2Þe þ hdrð1Þi1 wð2Þi iSu þ dfN ð2Þtu^ð1Þe  hdrð2Þi1 uð1Þi iSu
þ dQ ð2Þa v ð1Þa ¼ 0; ð56Þ
in which the underlined terms contain the results of the previous
constraint equations. These terms are expanded as follows:
deð2Þt Að1Þtu^ð1Þe  Fð1Þe
 
þ deð1Þt;1 Að2Þtu^ð1Þe  hsð2Þte uð1ÞiSu
 
; ð57Þ
where the ﬁrst term is zero by (51).
Now the remaining term in (57) can be combined with the last
term in (56) to ﬁnd the displacement boundary condition of v ð1Þa .
This is summarized as follows:
hsð2Þts iSu u^ð2Þs þ Fð2Þs ¼ 0; ð58Þbecause hsð1Þs iSc ¼ 0, where
Fð2Þs  Að2Þtu^ð1Þe  hsð2Þte uð1ÞiSu ; sð2Þs ¼ s
ð2Þ
ð5:6;1:4Þ: ð59Þ
Note that Eq. (58) cannot be solved because the term hsð2Þts iSu is not a
square matrix. By employing the least square method, one can
rewrite (58) as
u^ð2Þs ¼  hsð2Þs iSu hsð2Þts iSu
 1hsð2Þs iSuFð2Þs : ð60Þ
This will be exact if there are no tension-shear and torsion-shear
couplings.
The ﬁrst two terms in (56) can be simpliﬁed as follows:
u^ð2Þe ¼ ðAð1ÞtÞ1Fð2Þe ; Fð2Þe  hsð1Þte Cð1ÞiSueð1Þ: ð61Þ
Here one can clearly see that the displacement boundary conditions
of the ﬁrst-order beam problem are computed by using the results
of the zeroth-order beam problem.
Eqs. (60) and (61) constitute a complete set of displacement
boundary conditions for theﬁrst order beamproblem. Theﬁrst order
beamproblem is trivial for an isotropic beambut is not for the beam
undergoing bending-shear couplings. As it was demonstrated by
Kimet al. (2008), and KimandWang (2010), the boundary condition
v ð1Þa;1 in (61) plays a signiﬁcant role in the bending-shear coupling
behaviors.
4.1.3. The second order beam problem
The fourth constraint equation from (44) with k = 3 is given byZ
Su
drð1Þi1 ~u
ð3Þ
i þwð3Þi
 
þ drð2Þi1 ~uð2Þi þwð2Þi
 
þ drð3Þi1 uð1Þi  uð1Þi
 h
þ drð4Þa1 uð0Þa  uð0Þa
 i
dS ¼ 0; ð62Þ
where the last term is zero again. This can be rewritten in the com-
pact form as follows:
dfN ð1Þtu^ð3Þe þ hdrð1Þi1 wð3Þi iSu þ dfN ð2Þtu^ð2Þe þ hdrð2Þi1 wð2Þi iSu
þ dQ ð2Þa v ð2Þa þ dfN ð3Þtu^ð1Þe  hdrð3Þi1 uð1Þi iSu þ dQ ð3Þa v ð1Þa ¼ 0; ð63Þ
in which the underlined terms include the results of previous beam
problems. These underlined terms are expanded as follows:
deð3Þt Að1Þtu^ð1Þe  Fð1Þe
 
þ deð2Þt;1 hsð2Þts iSu u^ð2Þs þ Fð2Þs
 
þ deð1Þt;11 Að3Þtu^ð1Þe þ hsð3Þts iSu u^ð2Þs  hsð3Þte uð1ÞiSu
 
¼ 0; ð64Þ
where the underlined terms are the same as Eqs. (49) and (58). The
double underlined equation is the higher-order weighted combined
version of the underlined equations, which is neglected in the pres-
ent study although it might produce an error in some cases.
Eq. (63) is then simpliﬁed by
dfN ð1Þtu^ð3Þe þhdrð1Þi1 wð3Þi iSu þ dfN ð2Þtu^ð2Þe þhdrð2Þi1 wð2Þi iSu þ dQ ð2Þa v ð2Þa ¼ 0;
ð65Þ
where the underlined terms include the result of the ﬁrst-order
beam problem (61). The underlined term in (65) can be then simpli-
ﬁed as follows:
hsð2Þts iSu u^ð3Þs þ Fð3Þs ¼ 0; ð66Þ
where
Fð3Þs  Að2Þtu^ð2Þe þ hsð2Þte Cð1ÞiSueð1Þ: ð67Þ
Subsequently the boundary condition of u^ð3Þs is obtained by
u^ð3Þs ¼  hsð2Þs iSu hsð2Þts iSu
 1hsð2Þs iSuFð3Þs : ð68Þ
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problem. Consequently these are summarized by
u^ð3Þe ¼ ðAð1ÞtÞ1Fð3Þe ; ð69Þ
where
Fð3Þe  hsð1Þte wð3ÞiSu ¼ hsð1Þte Cð1ÞiSueð2Þ þ hsð1Þte Cð2ÞiSue
ð1Þ
;1 : ð70Þ
Eqs. (68) and (69) constitute a complete set of displacement
boundary conditions for the second order beam problem. It is
worthwhile to mention these boundary conditions. In (69), the
bending slope v ð2Þa;1 determines the order of shear deformation by
allowing the non-zero slope at the displacement beam boundary.
The warping function wð3Þ1 accounts for the conventional cross-sec-
tional warping due to the shear deformation. This implies that the
in-plane warping function we1 determines the second-order accu-
racy of any beam theories.
4.1.4. The higher order beam problems
One can now generalize the displacement boundary condition
for the higher order beam problems, since the constraint equations
take the same form as the second order beam problem. Recalling
that the primary variables of each order beam problem are v ðkþ1Þ1 ,
v ðkÞa and /(k+1). The higher order constraint Eq. (44) with the results
of the previous constraint equations is simpliﬁed byZ
Su
drð1Þi1 ~u
ðkþ1Þ
i þwðkþ1Þi
 
þ drð2Þi1 ~uðkÞi þwðkÞi
 h i
dS ¼ 0: ð71Þ
The boundary conditions for the kth order beam problem (kP 2)
are then summarized as follows; the conditions for tension, bending
and torsion
u^ðkþ1Þe ¼ ðAð1ÞtÞ1Fðkþ1Þe ; Fðkþ1Þe  hsð1Þte wðkþ1ÞiSu ; ð72Þ
those for shear
u^ðkþ1Þs ¼  hsð2Þs iSu hsð2Þts iSu
 1hsð2Þs iSuFðkþ1Þs ; ð73Þ
where
Fðkþ1Þs  Að2Þtu^ðkÞe þ hsð2Þte wðkÞiSu : ð74Þ4.2. Error of the boundary conditions
In this subsection, the displacement boundary conditions are
derived by the decay analysis method. The boundary conditions
obtained are then compared to those obtained by the present
approach in order to estimate the error between them.
4.2.1. Decay analysis method
One can compare the displacement boundary conditions
obtained with those from the decay analysis method based on the
reciprocal theorem(Gregory andWan, 1984). Thedisplacement pre-
scribed boundary condition via the decay analysis method, for the
edge plane perpendicular to y1 coordinate, is then expressed byZ
Su
rBi1 u
I
i  uei
 
dS ¼ 0; ð75Þ
where a superscript, I, represents the interior solution, and rBi1
denotes the six fundamental solutions of the cantilever beam, which
represents the exact stress state on Su of a semi-inﬁnite beam due to
unit tension, bending, ﬂexure and torsion.Without loss of generality,
one can decompose this stress state into two parts such that
rBi1 ¼ rIi1 þ rPFi1 ; ð76Þ
where rPFi1 denotes the ‘Papkovich–Fadle’ state or the boundary
layer state (Gregory and Wan, 1984). The interior state rIi1 and uIi ,which is based on the present notation, can be asymptotically
expanded by
rIi1 ¼ erð1Þi1 þ e2rð2Þi1 þ e3rð3Þi1 þ    ;
uIi ¼ uð0Þi þ euð1Þi þ e2uð2Þi þ e3uð3Þi þ    :
ð77Þ
The boundary layer state is scaled by
rPF11 ¼ erPFð1Þ11 ; rPFa1 ¼ e2rPFð2Þa1 : ð78Þ
Substituting (76) and (78) into (75) and considering the scaling
of the prescribed displacement boundary conditions (11) yieldZ
Su
rIi1u
I
i  rIa1uð0Þa  erI11uð1Þ1
h
þerPFð1Þ11 uI1
þ e2 rPFð2Þa1 uIa  rPFð1Þ11 uð1Þ1  rPFð2Þa1 uð0Þa
 i
dS ¼ 0: ð79Þ4.2.2. The zeroth order beam problem
Plugging (77) into (79) and collecting the same order of e2 give a
set of the recursive boundary conditions. The ﬁrst non-trivial
boundary condition appears at the order of e2, which is summa-
rized byZ
Su
rð1Þi1 u
ð1Þ
i  uð1Þi
 
þ rð2Þa1 uð0Þa  uð0Þa
 h
þrPFð1Þ11 uð1Þ1  uð1Þ1
 
þ rPFð2Þa1 uð0Þa  uð0Þa
 
dS ¼ 0; ð80Þ
where the underlined terms vanish due to the properties of the
boundary layer state such that
hrPF11iSu ¼ 0; hyarPF11iSu ¼ 0;
hrPFa1iSu ¼ 0; hy2rPF31  y3rPF21iSu ¼ 0:
ð81Þ
Notice that uð1Þ1 and u
ð0Þ
a are constant over the cross-section of a
beam due to the assumption made in (20). Eq. (80) is the same as
(47). As expected, there is no error for the zeroth-order beam
problem.
4.2.3. The ﬁrst order beam problem
Subsequently the boundary condition of the problem (e3) is
given byZ
Su
rð1Þi1 u
ð2Þ
i þ rð2Þi1 uð1Þi  uð1Þi
 
þ rPFð1Þ11 uð2Þ1 þ rPFð2Þa1 uð1Þa
h i
dS ¼ 0; ð82Þ
where one can clearly see that the underlined terms are errors as
compared to (55). The properties of the boundary layer state cause
these terms to become
V ð1Þerr  rPFð1Þ11 wð2Þ1
D E
Su
: ð83Þ
The error of the displacement prescribed boundary conditions for
the ﬁrst order beam problem is proportional to (83). To quantify
the error, rPFð1Þ11 should be obtained for the six fundamental solu-
tions of the cantilever beam in a state of unit tension, bending,
ﬂexure and torsion (Buannic and Cartraud, 2001b). In this way,
one can quantify the error in terms of the six displacement
boundary conditions (vi,va,1,/). For some cases, one can quantify
the error. For instance, the error (83) vanishes for an isotropic
beam with simple cross-sectional geometry, when the torsion
angle /(1) is zero (i.e. beam bending problems). The warping
function wð2Þ1 is given by
wð2Þ1 ¼ Cð1Þð1;1:4Þeð1Þ; ð84Þ
where one can clearly see that wð2Þ1 ¼ 0 with /ð1Þ;1 ¼ 0 because
Cð1Þð1;1:3Þ ¼ 0 for an isotropic beam with simple cross-sectional geom-
etry (i.e., no out-of-plane warping). This leads to V ð1Þerr ¼ 0.
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The boundary condition of the second order beam problem (e4)
is given byZ
Su
rð1Þi1 u
ð3Þ
i þ rð2Þi1 uð2Þi þ rPFð1Þ11 uð3Þ1 þ rPFð2Þa1 uð2Þa
h i
dS ¼ 0; ð85Þ
where the underlined terms are errors as compared to (62). These
terms are summarized as follows:
V ð2Þerr  rPFð1Þ11 wð3Þ1
D E
Su
þ rPFð2Þa1 wð2Þa
D E
Su
: ð86Þ
Here one can see that the boundary layer state rPFi1 for the six fun-
damental solutions is required to quantify the error of each dis-
placement prescribed boundary condition.
4.2.5. The higher order beam problems
The boundary conditions of the higher order beam problem
(ek,kP 5) can be now generalized byZ
Su
rð1Þi1 u
ðk1Þ
i þ rð2Þi1 uðk2Þi þ rPFð1Þ11 uðk1Þ1 þ rPFð2Þa1 uðk2Þa
h i
dS ¼ 0; ð87Þ
where the underlined terms are errors as compared to (71). These
terms are now generalized as follows:
V ðk2Þerr  rPFð1Þ11 wðk1Þ1
D E
Su
þ rPFð2Þa1 wðk2Þa
D E
Su
: ð88Þ4.3. Remarks on the boundary conditions
Although the displacement boundary conditions derived herein
do not completely agree with those from the decay analysis meth-
od, the error is qualitatively justiﬁed. The errors of the displace-
ment boundary conditions, (83), (86) and (88), can be
summarized for the kth order beam problem as follows:
V ð0Þerr ¼ 0;
V ð1Þerr ¼ rPFð1Þ11 wð2Þ1
D E
Su
;
V ð2Þerr ¼ rPFð1Þ11 wð3Þ1
D E
Su
þ rPFð2Þa1 wð2Þa
D E
Su
;
V ðkÞerr ¼ rPFð1Þ11 wðkþ1Þ1
D E
Su
þ rPFð2Þa1 wðkÞa
D E
Su
; kP 3;
ð89Þ
which implies that none of them can be exactly satisﬁed (except for
the zeroth order beam problem) unless the boundary layer problem
is solved, i.e., it is possible only if rPFi1 state is known on Su.
Eq. (89) can be simpliﬁed for an isotropic beam with simple
cross-sectional geometry and without torsion. In this case, one
can ﬁnd the followings:
wð2nÞ1 ¼ 0; wð2nþ1Þa ¼ 0; n ¼ 1;2;3; . . . ; ð90Þ
which yields
V ð2m1Þerr ¼ 0; m ¼ 1;2;3; . . . ð91Þ
This indicates that the errors of the displacement boundary condi-
tions vanish for the odd-order beam problems. The remaining terms
are as follows:
V ð2nÞerr ¼ rPFð1Þ11 wð2nþ1Þ1
D E
Su
þ rPFð2Þa1 wð2nÞa
D E
Su
; n ¼ 1;2;3; . . . ð92Þ
If rPF11 is symmetric, and rPFa1 is antisymmetric, then the error will
vanish, because wð2nþ1Þ1 and w
ð2nÞ
a are antisymmetric and symmetric,
respectively. Unfortunately this cannot be generalized since there is
no such information in advance for the PF state.
The variationally consistent displacement boundary conditions
are derived by employing the Lagrange multipliers on the displace-
ment prescribed boundaries. The conditions obtained are differentfrom the averaged boundary conditions (Duva and Simmonds,
1992; Savoia and Tullini, 1996) for the clamped boundary. Espe-
cially the non-zero slope boundary condition va,1 does not take
the simple form of hyauI1iSu ¼ 0 but does the stress weighted aver-
age (69). This is one of the key contributions made in this paper.
The accuracy of this condition will be examined in the following
section.
5. Examples and discussion
The well-known solution by Timoshenko and Goodier (1970)
for the bending problem of a cantilever loaded at the end is often
referred to as the exact solution of elasticity theory (Levinson,
1981; Gao and Wang, 2005). It however does not necessarily have
to be the exact solution since it satisﬁes the clamped boundary
condition neither in a three-dimensional sense nor in an asymp-
totic sense, as noted by Gregory and Wan (1984). The results
obtained for isotropic and sandwich beams are discussed in terms
of the boundary conditions in this section.
5.1. Isotropic beam
In this example, the analytical solution obtained by the present
constrained virtual work-based asymptotic analysis (CV) is
compared to that from the Euler–Bernoulli beam theory (EB), the
Rankine–Timoshenko beam theory (RT) and the elasticity solution
(TE) (Timoshenko and Goodier, 1970). Let us consider an isotropic
cantilever beam with uniform narrow rectangular cross-section
(height h and width b) loaded by a transverse shear force, p, at
the free-end x1 = l.
The beam displacement boundary conditions obtained up to the
second order are summarized as follows:
v ð0Þ3 ð0Þ ¼ 0; v ð0Þ3;1ð0Þ ¼ 0; ð93Þ
v ð1Þ3 ð0Þ ¼ 0; v ð1Þ3;1ð0Þ ¼ 0; ð94Þ
v ð2Þ3 ð0Þ ¼
mpl
5EA
; v ð2Þ3;1ð0Þ ¼
6
5
p
GA
 mp
5EA
; ð95Þ
where E, G, m and A are Young’s modulus, shear modulus, Poisson’s
ratio and the cross-sectional area of the beam, respectively. Accord-
ingly the zeroth order beam deﬂection is obtained by
v ð0Þ3 ðx1Þ ¼
plx21
2EI
 px
3
1
6EI
 uEB3 ðx1Þ; ð96Þ
where I denotes the moment of inertia of the beam, and the second
order deﬂection is found to be
v ð2Þ3 ðx1Þ ¼
6
5
px1
GA
þ mpðl x1Þ
5EA
: ð97Þ
The non-zero warping functions are obtained by analytically solving
(26) and (34) with the warping constraints (Kim et al., 2008) as
follows:
wð2Þ3 ¼
pm
24EI
ðx1  lÞðh2  12x23Þ; ð98Þ
wð3Þ1 ¼
px33
6EI
m E
G
 
þ px3
2GA
3 G
E
m
 
; ð99Þ
where one can see that wð3Þ1 is antisymmetric. For the isotropic
beam, the average boundary condition is asymptotically correct
up to the second order as reported in Horgan and Simmonds
(1991). The error will vanish, i.e., V ð2Þerr ¼ 0 in (86), although rPF11
under the unit bending load is antisymmetric (Gregory and
Gladwell, 1982).
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the asymptotic solution can be expressed by
uCV3 ðx1;0Þ ¼ v ð0Þ3 ðx1Þ þ v3ðx1Þð2Þ þwð2Þ3 ðx1;0Þ
¼ uEB3 ðx1Þ þ
6
5
px1
GA
þ 3mpðx1  lÞ
10EA
; ð100Þ
whereas the Timoshenko’s elasticity and RT solutions are given by
uTE3 ðx1;0Þ ¼ uEB3 ðx1Þ þ
3
2
px1
GA
; ð101Þ
uRT3 ðx1;0Þ ¼ uEB3 ðx1Þ þ
1
ks
px1
GA
; ð102Þ
where ks represents the shear correction factor. It is of interest to
see that the tip deﬂections obtained by the RT with ks = 5/6 and
the CV are identical accidently, since the domain solution is differ-
ent by 3mp(x1  l)/10EA.
On the other hand, one can take the averaged condition for the
displacement boundary such that
hx3uI1ðx1; x3ÞiSu ¼ 0! v
ð2Þ
3;1 ð0Þ  v ð2Þ3;1ð0Þ; ð103Þ
huI3ðx1; x3ÞiSu ¼ 0! v
ð2Þ
3 ð0Þ ¼ 0; ð104Þ
which yields
uCV3 ðx1;0Þ ¼ uEB3 ðx1Þ þ
6
5
px1
GA
þ 3mp x1 
5
3 l
 
10EA
: ð105Þ
Note that the bending slopes obtained by the averaged condition
and Eq. (72) with k = 3 are same in this isotropic case, but this does
not hold for the case that the bending stress is non-linear. This will
be demonstrated in the second example.
5.1.1. Bending slope and the shear factor
As discussed in Section 4.3, the sole error in the CV comes from
the displacement boundary condition v ð2Þ3 ð0Þ since v ð2Þ3;1ð0Þ is
asymptotically correct in this example. The bending slope of CV
and CV⁄ can be therefore regarded as the exact interior solution,
where the CV⁄ represents the constrained virtual work-based
asymptotic analysis with the averaged boundary conditions,
(103) and (104).
The bending slopes are compared in Table 1. From this compar-
ison, one can obtain the shear correction factor used to the RT. It is
found to be
ks ¼ 10E12Eþ 3mG !
20ð1þ mÞ
24þ 27m for isotropic mat’l; ð106Þ
which is compared to the factor found by Cowper (1966) for a beam
with thin rectangular cross-section that is given by
kCowpers ¼
20ð1þ mÞ
24þ 20m : ð107Þ
Note that the asymptotic bending slope (or the shear correction fac-
tor) is different from that of TE as well as Cowper’s one.
5.1.2. Accuracy of the solutions
Although we do not know the exact interior solution, one can
estimate its upper and lower bounds via the Synge’s hypercircle
theorem (Synge, 1957). It states that the statically admissible stressTable 1
Comparison of bending slopes by beam theories.
Theories TE RT CV
ðu3;1  uEB3;1ÞGA=p 3/2 1/ks 6/5 + 3mG/(10E)ﬁeld gives an upper bound to the true strain energy, whereas the kine-
matically admissible displacement ﬁeld gives a lower bound to it.
Once we solved up to the second order beam problems, both
upper and lower bounds can be calculated. The stress vector
rh0i  r(1) is computed from the displacement ﬁeld, fy3v ð0Þ3;1;v ð0Þ3 g,
which is kinematically admissible since it satisﬁes all kinematic
boundary conditions. The stress vector up to the second order beam
problem can be written by
r<2>  rð1Þ þ rð2Þ þ rð3Þ; ð108Þ
which satisﬁes the three-dimensional stress equilibrium equations
and the stress boundary conditions. It is therefore the statically
admissible ﬁeld.
According to the Synge’s hypercircle theorem (hypersphere for
3D), the upper and lower bounds of the true strain energy U⁄ can
be expressed by
r<0>tC1r<0> 6 U 6 r<2>tC1r<2>; ð109Þ
which indicates that the lower bound is represented by the zeroth
order beam solution (96), whereas the upper bound by the second
order beam solution (100). This implies that the exact interior
deﬂection exists between uEB3 ðx1Þ and uCV3 ðx1Þ.
5.2. Sandwich beam
The second example is a cantilevered sandwich beam with a
square solid cross-section (Fig. 1). In this case, the numerical solu-
tions obtained are compared to those of RT and three-dimensional
ﬁnite element analysis. The beam dimensions are l = 300 mm,
h = 20 mm and b = 20 mm, and a tip shear force p = 1 N. The mate-
rial properties of face sheets are E1 = 200 GPa, m1 = 0.3, and those of
a core are E2 = 0.4 GPa, m2 = 0.3.
The non-zero boundary conditions obtained are summarized as
follows:
v ð2Þ3 ð0Þ ¼ 0:05631
pl
E1A
; v ð2Þ3;1ð0Þ ¼ 1170:51
p
E1A
ð110Þ
and those obtained via the averaged conditions are
vð2Þ3 ð0Þ ¼ 0; vð2Þ3;1 ð0Þ ¼ 1261:42
p
E1A
; ð111Þ
which are now different from the conditions derived herein (110).
The deﬂection curves are plotted in Fig. 2, where the RT with
kRTs ¼ 5=6 and the 3D FEM data taken from Kim et al. (2008). It is
shown that the RT is not better than the EB unless the proper shear
factor is considered. This can be conﬁrmed by ﬁnding the shear fac-
tor whose value is very small, ks = 0.0055365, which is computed
by comparing the RT with the CV as in Section 5.1.1. If this shear
factor is used to the RT, the deﬂection curves obtained coincide
with the CV. It is also veriﬁed that the CV yields a better prediction
than the CV⁄ (because the bending slope boundary condition of theFig. 1. A sandwich cantilever loaded at the end.
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Fig. 2. Deﬂection curves of a sandwich cantilever.
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Fig. 3. Bending slopes of a sandwich cantilever.
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Fig. 4. Difference between 3D FEM deﬂection and CV deﬂection.
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distribution along the axial coordinate shown in Fig. 3, where the
CV coincides with the 3D FEM in the interior zone approximately
from x1 = 100 mm to x1 = 250 mm. The boundary layers (or the PF
states) developed at both edges are also observed. In spite of such
strong boundary layers, the CV is able to accurately predict the
interior solutions. The difference between 3D FEM deﬂection and
CV deﬂection is plotted in Fig. 4, which is also compared to that be-
tween 3D FEM deﬂection and EB deﬂection. The error of the CV is
constant in the interior zone, whereas the error of EB increases
monotonically.
The example clearly indicates that the displacement boundary
conditions developed via the constrained virtual work principle
work very well for the example considered. However more sophis-
ticated veriﬁcation is needed to generalize the asymptotic accuracy
of the present approach. This is subjected to future work.
6. Conclusions
In this research, an asymptotic approach based on the con-
strained virtual work principle is developed to model a generic uni-
form anisotropic beam. The macroscopic beam and microscopic
cross-sectional equations with the boundary conditions are sys-
tematically derived by applying the asymptotic expansions to the
displacement vector. The displacement boundary conditions ob-
tained are examined in terms of the qualitative error based on
the decay analysis method. Although the displacement boundary
conditions derived herein do not completely agree with those from
the decay analysis method for a generic anisotropic beam, they are
potentially the best candidates for most applications without rely-
ing on the boundary layer solutions or the decay analysis method.
This is demonstrated via the examples of a cantilever beam loaded
at the end. The approach developed can be applied to any problem
in which the virtual work principle is valid. By doing so, one can
conduct more accurate structural analysis via the asymptotically
correct boundary conditions.
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