Climate simulations and projections with a super-parameterized climate model  by Stan, Cristiana & Xu, Li
lable at ScienceDirect
Environmental Modelling & Software 60 (2014) 134e152Contents lists avaiEnvironmental Modelling & Software
journal homepage: www.elsevier .com/locate/envsoftClimate simulations and projections with a super-parameterized
climate model
Cristiana Stan a, b, *, Li Xu b
a Department of Atmospheric, Oceanic and Earth Sciences, George Mason University, 4400 University Drive, Fairfax, VA 22030, USA
b Center for Ocean-Land-Atmosphere Studies, George Mason University, Fairfax, VA, USAa r t i c l e i n f o
Article history:
Received 15 November 2013
Received in revised form
5 June 2014
Accepted 11 June 2014
Available online 1 July 2014
Keywords:
Super-parameterization
Global modeling
Climate sensitivity
Climate change* Corresponding author. Department of Atmospheri
George Mason University, 4400 University Drive, Fair
E-mail address: cstan@gmu.edu (C. Stan).
http://dx.doi.org/10.1016/j.envsoft.2014.06.013
1364-8152/© 2014 The Authors. Published by Elseviera b s t r a c t
The mean climate and its variability are analyzed in a suite of numerical experiments with a fully coupled
general circulation model in which subgrid-scale moist convection is explicitly represented through
embedded 2D cloud-system resolving models. Control simulations forced by the present day, ﬁxed at-
mospheric carbon dioxide concentration are conducted using two horizontal resolutions and validated
against observations and reanalyses. The mean state simulated by the higher resolution conﬁguration has
smaller biases. Climate variability also shows some sensitivity to resolution but not as uniform as in the
case of mean state. The interannual and seasonal variability are better represented in the simulation at
lower resolution whereas the subseasonal variability is more accurate in the higher resolution simula-
tion. The equilibrium climate sensitivity of the model is estimated from a simulation forced by an abrupt
quadrupling of the atmospheric carbon dioxide concentration. The equilibrium climate sensitivity
temperature of the model is 2.77 C, and this value is slightly smaller than the mean value (3.37 C) of
contemporary models using conventional representation of cloud processes. The climate change simu-
lation forced by the representative concentration pathway 8.5 scenario projects an increase in the fre-
quency of severe droughts over most of the North America.
© 2014 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/3.0/).1. Introduction
Variability in the climate system spans a broad range of spatial
and temporal scales and results from the interaction between
ﬂuctuations due to internal dynamics and external forcing. The
processes involved can be thought of as having both deterministic
and stochastic components (Palmer, 1999). Cloud processes repre-
sent a key component contributing to the variability due to natural
internal processes. Therefore, the numerical representation of
convective clouds in climate models is expected to have a signiﬁ-
cant impact on the simulations of all time scales beyond that of
individual weather events.
In particular, the inﬂuence of cloud modeling on climate pro-
jections is also an outstanding problem, and cloud feedback is still
considered the largest source of uncertainty (Soden and Held,
2006; Bony et al., 2006; Solomon et al., 2007; Webb and Lock,
2012; Brient and Bony, 2012) in the estimation of the climatec, Oceanic and Earth Sciences,
fax, VA 22030, USA.
Ltd. This is an open access article usensitivity. Shiogama et al. (2012) showed that a relatively large
number of parameters associated with cloud micro- and macro-
physics can inﬂuence the climate sensitivity of a model.
Currently, four major approaches are used in climate models to
represent the main effects clouds have on the atmosphere: (i) the
conventional parameterizations in which the statistical effects of
clouds are described in terms of the properties of the resolved
scales (Arakawa, 2004, provides a review on the cumulus param-
eterization), (ii) the stochastic parameterizations, which are
modiﬁed versions of the conventional parameterizations to include
a stochastic forcing (see Neelin et al., 2008, for a review on sto-
chastic parameterization), (iii) cloud-resolving models in which
cumulus convection is explicitly resolved (Miura et al., 2007; Satoh
et al., 2008), and (iv) the so-called “super-parameterization”
(Grabowski, 2001; Khairoutdinov and Randall, 2001), which
bridges the gap between the parameterized and resolved convec-
tion (Randall et al., 2003). In the last approach, a large number of
individual cloud-resolving models are embedded in the host
model, which resolves the large-scale dynamics.
Previous studies provide strong evidence that climate simula-
tions are sensitive to the representation of cloud processes. Sensi-
tivity of the simulated seasonal and intraseasonal variability of thender the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
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in various climate models (Maloney and Hartmann, 2001; Zhu and
Hendon, 2010; Zhou et al., 2011; Kim et al., 2012). On longer time
scales, Neale et al. (2008) found that changes in the parameteri-
zation of deep convection of the Community Climate Model,
version 3 (CCSM3), led to an improved simulation of the interan-
nual variability associated with El Ni~no Southern Oscillation
(ENSO). Stan et al. (2010) showed that by replacing the conven-
tional representation of shallow and deep convective processes by
the super-parameterization the ENSO variability simulated by the
super-parameterized CCSM3, referred to as SP-CCSM3, became
more realistic. The observed seasonal and intraseasonal variability
of the tropical atmosphere, poorly represented in CCSM3, was also
well captured in the climate simulation produced by SP-CCSM3
(DeMott et al., 2011, 2013; Krishnamurthy et al., 2014).
The coupled climate simulations using the super-
parameterization have also a number of limitations, some of
which are related to the approach itself and some are inherent
problems of the host model. For example, the eastern subtropical
oceans in the SP-CCSM3 climate simulation are affected by warm
SST biases, which are related to the lack of stratocumulus clouds in
these regions. Dirmeyer et al. (2012) showed that in SP-CCSM3 the
12Z maximum precipitation over the Great Plains is displaced to
the northeast of its observed location. The displacement may be
caused by the 2D geometry and/or by the east-west orientation of
the cloud model. The period of the ENSO variability in SP-CCSM3 is
shorter than in observations, and this is a common problem in
models with a low resolution in the ocean grid.
We conducted new simulations in which the same super-
parameterization used in Stan et al. (2010) was implemented in an
improvedversionof thehostmodel. In thenewsimulations, thehost
model uses a different dynamical core and the horizontal resolution
is increased in both the atmosphere and the ocean. In addition, the
new simulations are extended for a much longer period of time and
some experiments follow the guidelines of the Coupled Model
Intercomparison Project Phase 5 (CMIP5, Taylor et al., 2011).
The effects of horizontal resolution on the climate simulations
produced by global models using explicit representation of con-
vection are less explored. In a case study of an Madden-Julian
Oscillation (MJO) event Liu et al. (2009) found that the global
cloud-system-resolving Nonhydrostatic Icosahedral Atmospheric
Model (NICAM) showed a slight improvement in the high resolu-
tion simulation.
The purpose of this study is to report on climate simulations and
projections with CCSM, version 4 (CCSM4, Gent et al., 2011) in
which the parameterization of convective processes is replaced by
quasi-independent cloud-scale models. We document the
strengths and biases of the super-parameterization approach when
applied to climate simulation and projections, provide an inter-
pretation - to ﬁrst order - of the source of errors, and evaluate the
surfacewarming and changes in hydrological cycle projected by the
super-parameterization approach. It is not the intent of this paper
to provide a comprehensive comparison of SP-CCSM4 with the
conventionally parameterized version of the model. Such a com-
parison was provided by Stan et al. (2010), Stan (2012),
Krishnamurthy et al. (2014) for CCSM3, except for the climate
change experiments that were not conducted with SP-CCSM3.
However, the super-parameterization has been used in idealized
and very short climate change experiments (Blossey et al., 2009;
Wyant et al., 2009, 2012), which allowed only the evaluation of
the fast cloud response. As pointed out by Wyant et al. (2012) a
realistic study of the cloud response to climate change requires
longer simulations with coupled models.
Section 2 provides a description of the model conﬁguration
and numerical experiments conducted with the model. InSections 4 and 5 we validate the simulated mean climate and its
variability against observations and reanalyses. The climate
sensitivity of the model is evaluated in Section 6 and the pro-
jection of North America drought under a climate change scenario
is explored in Section 7. Section 8 summarizes the main ﬁndings
of the study.
2. Model and experiments description
The super-parameterized version of CCSM4 (Gent et al., 2011)
was used to produce the simulations presented in this paper. The
only difference between the CCSM4 and SP-CCSM4 is the repre-
sentation of cloud-scale processes. CCSM4 uses the conventional
approach in the form of shallow and deep convection parameteri-
zation described by Neale et al. (2013), whereas SP-CCSM4 uses a
2D cloud-system resolvingmodel (Grabowski, 2001; Khairoutdinov
and Randall, 2001) embedded in each grid column of the atmo-
spheric model as described by Stan et al. (2010).
Simulations were carried out at two horizontal resolutions for
the atmospheric model: the ﬁnite volume grid (Lin, 2004) with
1.9 2.5, referred to as fv19, and 0.91.25, referred to as fv09. Each
embedded cloud-resolving model (CRM) is two-dimensional, with
the independent dimensions being longitude and vertical level. 32
EeW grid points are used for each model, with a ﬁxed dimensional
resolution of 4 km in the fv19 conﬁguration, and 3 km in the fv09
conﬁguration. These resolutions span the equator, but at higher
latitudes neighboring CRMs overlap in longitude. However, the
CRMs do not share among them information from the host model
and their domain is periodic. The CRMs share the same 28-vertical
levels from the surface with the dynamical core, which has 30
levels. The time step of the cloud model is not ﬁxed and cannot
exceed 20 s in fv19 and 15 s in fv09.
A comprehensive description of the CRM model equations is
presented in Khairoutdinov and Randall (2003). In summary, each
CRM solves the anelastic equations of motion in the Cartesian co-
ordinates (x, z) using the ﬁnite-difference representation on a fully
staggered Arakawa C-grid. The model includes prognostic equa-
tions for liquid/ice moist static energy, precipitable hydrometeors,
and non-precipitable water. The subgrid scale parameterization
uses a ﬁrst-order closure scheme and the microphysics parame-
terization is based on a one moment scheme.
The CRMs runs continuously and exchange informationwith the
large-scale model at the host model time step. The CRMs states are
relaxed toward the large-scale forcing and the CRMs provide the
host model with convective temperature and moisture tendencies.
The tendencies represent the zonal averages of the CRM domain.
The radiative scheme is handled by the host model and only the
cloud-radiation interaction takes place at the CRM scale. The CRMs
do not resolve any cloud-aerosol-precipitation interactions.
The horizontal resolution of the ocean model grid is 1, with 60
levels in the vertical, and these parameters are consistent for all
simulations. The resolution of the land model matches the resolu-
tion of the atmosphericmodel, and the sea-icemodel uses the same
resolution as the ocean model.
The initial conditions of all simulations were taken from the
CCSM4 twentieth-century runs. The fv09 runs were initialized in
January 2005 and the fv19 runs in January 2006.
Two control simulations with present-day constant forcing
(represented by 2000 green house gas concentrations) were run for
100 years. They are referred to as CTL-fv19 and CTL-fv09, respec-
tively. In this paper, the last 50 years of the control runs will be
analyzed. Note that the two initial states could explain to some
degree the differences in the simulations, especially with the short
spin-up time considered here which is not enough to allow the
deep ocean to adjust to the change in forcings. Aerosol
Table 1
SP-CCSM4 computational cost. The number of simulated years is denoted byMyears.
The spatial resolution of the CRM is 4 km in the fv19 conﬁguration and 3 km in the
fv09.
fv19/4 km fv09/3 km
Number
of cores
Myears/wall
clock day
Number
of cores
Myears/
wall-clock day
384 0.59 384 0.16
1152 2.18 1152 0.59
2112 3.52 2112 1.10
4224 5.65 4224 1.86
8192 8.41 8192 2.57
16,512 10.54 16512 2.60
Table 2
Global mean values of energy balance, hydrology and non-radiative surface ﬂuxes.
Variable CTL-fv19 CTL-fv09 Observationsa
Annual mean budget (W/m2)
TOA 0.99 1.35 0.57
Surface 2.30 2.50 1.20
TOA longwave radiation (W/m2)
All sky 231.1 232.0 239.6
Clear sky 263.1 264.9 265.9
TOA absorbed solar radiation (W/m2)
All sky 232.1 233.2 240.2
Clear sky 287.4 287.8 287.4
Cloud radiative forcing (W/m2)
Longwave 32.0 32.9 26.3
Shortwave 55.3 54.8 47.2
Cloud amount (%)
Total 53.8 54.2 68.0
High-level 26.3 27.9 30.7
Middle-level 19.0 17.4 28.4
Low-level 35.3 34.5 50.3
Cloud water path (mm) 0.112 0.108 0.112
Precipitable water (mm) 23.8 24.5 24.6
Precipitation (mm/day) 2.82 2.89 2.67
Surface longwave radiation (W/m2)
All sky 53.2 52.4 54.5
Clear sky 85.2 84.6 83.6
Net surface shortwave radiation (W/m2)
All sky 158.2 159.1 163.0
Clear sky 218.6 218.2 192.1
Latent heat ﬂux (W/m2) 81.7 84.0 87.9
Sensible heat ﬂux (W/m2) 21.0 20.5 19.4
a Xu and Cheng (2013).
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model includes an active carbon-nitrogen cycle.
A climate sensitivity experiment was integrated with the fv19
conﬁguration and a climate change projection was conducted with
the fv09 conﬁguration. In the climate sensitivity simulation,
referred to as 4CO2-fv19, the present day carbon dioxide (CO2)
concentration (368.9ppmv) was abruptly quadrupled at the
beginning of the simulation. In the climate change projection run,
referred to as RCP85-fv09, the external forcing followed the miti-
gation scenario RCP8.5 (Moss et al., 2010; Taylor et al., 2011). The
climate sensitivity experiment was integrated for 150 years. The
external forcing starts one year after the initialization, i.e., in
January 2006, and the projection run ends at the end of year 2100.
Table 1 shows the computational cost of the model expressed as
model years simulated per wall-clock day. The cost estimation is
relevant to the Cray peta-ﬂop systems such as XT5 or XE6.3. Data and model evaluation methods
Model simulations are compared with reanalyses and satellite-
based and in-situ observations, which are considered the “truth”
and referred to as observations. The datasets are routinely used in
studies focused on the evaluation of climate models. Here, in the
direct comparisons the model grid is interpolated to the observa-
tion grid.
The model evaluation methods consist of general metrics (e.g.,
Jakeman et al., 2006; Bennett et al., 2013) and speciﬁc diagnostics
designed for climate simulations. The general metrics include
quantitative measures such as the mean, bias, and root mean
square error (RMSE). The speciﬁc diagnostics are designed to
extract the model ability of simulating mechanisms responsible for
the observed phenomena (i.e., ENSO, seasonal and intraseasonal
variability of the tropical atmosphere). Visual inspection is thenFig. 1. The annual cycle of the global mean (a) net radiation at the top-of-atmosphere (TOA)
the annual mean, which represents the radiative imbalance.applied to compare the simulated variability with the observed
counterpart.
4. Control simulation climatology
4.1. Top of the atmosphere and surface radiation budgets
Fig. 1a compares the annual cycle of the global mean residual
energy (the imbalance between the absorbed solar radiation, ASR,
and outgoing longwave radiation, OLR) at the top-of-atmosphere
(TOA) in the control simulations to the satellite-based data prod-
ucts, CERES (2000e2012) and ERBE (1985e1988). Both model
conﬁgurations show reasonable agreement with observations for
both amplitude and phase of the seasonal variation. It is interesting
to note the better agreement between the models and observationsand (b) net short and longwave radiation at the surface. Numbers in parentheses denote
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feature that is also present when the observational datasets are
compared against each other. The difference between the obser-
vations comes from the uncertainties in the calibration of the
retrieval algorithms (Loeb et al., 2009).
An inspection of Table 2, which provides a partitioning of the
global and annual mean budget into its terms, indicates that in the
model both the all-sky OLR and ASR at the TOA are underestimated.
The source of errors can be either the model's radiation scheme, the
simulation of clouds, or the interaction between the two. The clear-
sky radiative ﬂuxes at the TOA and the atmospheric precipitable
water are within the measurement uncertainty of the observations
(4.2 W/m2, Loeb et al., 2009; 1.9 mm, Randel et al., 1996) suggestingFig. 2. Seasonal mean precipitation and root mean square error (RMSE) between 60S and 6
(a) but for JuneeJulyeAugust. (c) DJF mean from CTL-fv19. (d) As in (c) but for JJA. (e) DJFthat the OLR and ASR errors are mainly due to deﬁciencies in the
simulation of cloud properties. The total cloud amount in the
simulations is underestimated by 15%.
In the model, the warming due to long wave cloud radiative
forcing is stronger than observed, and this is consistent with the
smaller values of the all-sky OLR. In the shortwave range, the
simulated cooling produced by cloud radiative forcing is stronger
than observed. The increase in the shortwave component is
consistent with the decrease in the cloud amount, a behavior
noticed in the observations (Cess et al., 1992). The behavior of the
longwave component simulated by the model is not consistent
with observations where an increase in the cloud amount is
accompanied by an increase in the longwave component (Cess0N. (a) Observed DecembereJanuaryeFebruary (DJF) 1979e2010 from GPCP. (b) As in
mean from CTL-fv09. (g) As in (e) but for JJA. Units are in mm/day.
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vertical structure is deﬁciently represented in the model; the
underestimated cloud amount for all cloud types (Table 2) supports
this argument.
The annual cycle of the radiative terms of the surface budget are
shown in Fig. 1b for the model and CERES (2000e2012). Although
the model reproduces the pattern of the surface radiation reason-
ably well, there are noticeable differences. The amplitude of the
simulated downward radiation is slightly underestimated in both
conﬁgurations of the model. Table 2 also provides information for
the radiation budget at the surface. The net surface longwave ra-
diation for both all- and clear-sky is within the measurement un-
certainty of the observations. Similar to the TOA, at the surface,
biases in the shortwave portion of the spectrum are larger than in
the longwave band. The clear-sky net surface shortwave radiation is
underestimated by more than 10 W/m2, suggesting a poor repre-
sentation of surface albedo.
4.2. Surface seasonal climatology
Fig. 2 compares the seasonalmean of the simulated precipitation
against the observed climatology of GPCP (Huffman et al., 1997) for
boreal winter and summer simulations. Both conﬁgurations of the
model simulate the large-scale features of the observed distribu-
tion, with global errors less than 2 mm/day. In the simulation with
higher resolution, CTL-fv09, the global RMSE is smaller than in the
CTL-fv19 conﬁguration for both seasons. At regional scale, the biases
also tend to be smaller in the CTL-fv09. Over land, this result is
expected and is consistent with previous studies using atmospheric
GCMs and coupled GCMs (Wehner et al., 2010; Gent et al., 2010).
Over the ITCZ region, we note that biases in the CTL-fv19 conﬁgu-
ration are larger than in SP-CCSM3 (Fig. 3c and d in Stan et al., 2010).
This suggests that one of the possible source of errors for the
spurious ITCZ south of the equator in DJF may be the numerical
representation of dry dynamics, becuase the nominal horizontal
resolution in the atmospheremodel of the CTL-fv19 conﬁguration is
equivalent to the nominal horizontal resolution (T42) of the host
atmosphere GCM in SP-CCSM3 (Williamson, 2008).Wei et al. (2011)
also noticed a degradation in the simulation of intraseasonal vari-
ability of the East Asian summer monsoon in the ﬁnite volume
dynamical core compared to the semi-Lagrangian representation of
the dry dynamics, in the atmosphere model of CCSM3.
The comparison of the double-ITCZ bias in the low- and high-
resolution simulations shows a smaller error in the high-Fig. 3. Annual mean precipitation bias of (a) CTL-fv19 and (b) CTL-fv09resolution simulation (CTL-fv09), and this suggests that resolu-
tion may also mitigate the double-ITCZ problem. This result differs
from that of Gent et al. (2010), who found that increasing the res-
olution alone did not improve “at all” the double-ITCZ bias of
CCSM4. The impact we see in the super-parameterization approach
could be explained by the smoother representation of scale in-
teractions e in the sense that the gap between the scales resolved
in the model is smaller in the high resolution simulation, and the
improved boundary conditions for the CRMs, which do not include
varying boundary conditions.
Fig. 3 shows the annual biases (deﬁned as the model deviation
from the observation) in the two control simulations CTL-fv19 and
CTL-fv09, respectively. In both conﬁgurations there is an excess of
precipitation over most of the tropical oceans, except over the
eastern Indian Ocean. Over the land, the biases are relatively small
except over the South American continent; they tend to be larger in
the fv19 conﬁguration. The format of Fig. 3 follows Fig. 5 of Gent
et al. (2011), which provides the biases in CCSM4. Although the
overall pattern of the biases in SP-CCSM4 and CCSM4 are similar,
there are also noticeable differences. The double ITCZ problem in
the super-parameterized model is not as strong as in the conven-
tional model. In the western Indian Ocean the errors in the SP-
CCSM4 model are smaller than in CCSM4. The region with largest
biases in SP-CCSM4, South America, is the only place where the
biases in CCSM4 are smaller than in SP-CCSM4.
The annual mean simulated sea-surface temperature ﬁelds
(SSTs) are compared to the Hadley Center SST version 2 (HadSST2)
data set (Rayner et al., 2006) in Fig. 4. The simulated SSTs tend to be
colder than observations in the Tropics and warmer almost
everywhere else. The warm biases off the western coasts suggest a
deﬁcit of low-level cloud over these regions. Whereas in the Tro-
pics, the higher resolution conﬁguration simulates warmer SSTs
than the lower resolution, the SSTs in the eastern subtropical
oceans are colder in the CTL-fv09 conﬁguration than in the CTL-
fv19. However, the differences between the two conﬁgurations
are small and their locations indicate they could be attributed to the
wind-driven circulation and its effect on parameterized stratocu-
mulus clouds along the western coasts of the Americas and Africa.
Panels (d) and (e) in Fig. 4 are designed to be directly compa-
rable to the SST biases of CCSM4, which are shown in Fig. 1 of Gent
et al. (2011). The cold bias in the Labrador basin, very large in
CCSM4, is reduced in the super-parameterized version of the
model. In SP-CCSM4, the cold bias in the western Indian Ocean and
eastern tropical Paciﬁc improved when going from the fv19 to therelative to observed 1979e2010 from GPCP. Units are in mm/day.
Fig. 4. Annual mean sea surface temperature for the (a) observed 1959e2002 Hadley SST, (b) CTL-fv19, and (c) CTL-fv19. Mean differences from the Hadlley SST for (d) CTL-fv19 and
(e) CTL-fv09. (f) Annual mean sea surface temperature difference between CTL-fv19 and CTL-fv09. Stippling denotes 95% signiﬁcance level. Units are in degree Celsius.
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resolution.
SST biases have a signiﬁcant impact on the simulation of sea-
sonal variability associated with the monsoon circulations (DeMott
et al., 2013; Prodhomme et al., 2014) and in Fig. 5 we show the SST
biases simulated during DJF and JJA. In the fv19 there is a cold SST
bias during the boreal summer over the Indian Ocean, whereas in
the fv09 there is a warm bias near the equator. Another regionwith
a change in the bias sign is the Paciﬁc Ocean. The western equa-
torial Paciﬁc is dominated by cold biases throughout the year
whereas in the eastern Paciﬁc the positive bias during DJF becomes
negative during JJA, in both conﬁgurations of the model. This result
implies a misrepresentation of the seasonal cycle of the eastern
Paciﬁc cold tongue, which is controlled by the meridional compo-
nent of the surface wind (Fu and Wang, 2001).4.3. Atlantic meridional overturning circulation
The representation of the structure of the Atlantic meridional
overturning circulation (AMOC) has been the focus of recent nu-
merical simulations (Grifﬁes et al., 2011; Huang et al., 2012;
Danabasoglu et al., 2012; Xu et al., 2012). The AMOC plays a sig-
niﬁcant role in the climate system, as it transports heat poleward.
A measure of the AMOC is the meridional transport mass-
streamfunction, which at any given latitude quantiﬁes the verti-
cally integrated amount of water moving meridionally across that
latitude and is expressed in units of Sverdrups (Sv ¼ 106 m3/s). The
strength of the AMOC refers to the maximum value of the
streamfunction. In observations, the AMOC strength can vary
between 15 Sv (Ganachaud and Wunsch, 2000) and 18 Sv (Talley
et al., 2003). Here, we compare the modeled mean meridional
Fig. 5. Seasonal mean sea surface temperature bias and root mean square error (RMSE). (a) DecembereJanuaryeFebruary (DJF) from CTL-fv19. (b) As in (a) but for
JuneeJulyeAugust. (c) DJF mean from CTL-fv09. (d) As in (c) but for JJA. Units are in degree Celsius.
Fig. 6. Annual mean Atlantic meridional overturning stream function. (a) Reanalysis 1979e2004 from NCEP GODAS. (b) CTL-fv19. (c) CTL-fv09. The contour interval is 2 Sv and zero
contours are omitted. Positive values denote clockwise circulation. (d) CTL-fv19 minus CTL-fv09. The contour interval is 0.5 Sv and zero contours are omitted. Boxes in (b) and (c)
show the region used in the MOC index calculation.
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the ocean reanalysis GODAS (Behringer and Xue, 2004) (Fig. 6).
The simulated North Atlantic Deep Water (NADW) cell in the up-
per 3 km is similar to the reanalysis with the maximum near 35 N
and the sinking branch near 60 N. However, the transport is
stronger than observed (~20 Sv) in both conﬁgurations but weaker
than in CCSM4 (~24 Sv, Gent et al., 2011). The Antarctic Bottom
Water (ABW) cell in both simulations is much weaker than in
GODAS and the maximum transport blue is displaced in the
Southern Hemisphere. The AMOC simulation in the CTL-fv09 is
closer to GODAS than the simulation with a lower resolution (fv19)
in the atmosphere model, which is weaker consistent with the
warmer SSTs in the Atlantic basin. The shallow overturning sub-
tropical circulations in the few hundreds meters below the surface
are consistent with GODAS, and are similar between the two
conﬁgurations of the model. Small biases in the estimation of the
AMOC strength have a large impact on the oceanic heat transport
due to a large sensitivity of the heat transport to changes in the
AMOC, estimated to be ~0.06 PW/Sv (Srokosz et al., 2012). The
difference between the model conﬁgurations emphasizes the
strong inﬂuence of the atmospheric forcing in driving the AMOC
transport (see also Klinger et al., 2003).
Fig. 7 shows the time series of MOC index, deﬁned as the annual
mean AMOC maximum transport between 20Ne50N and
0.5e2 km (Danabasoglu et al., 2012), for the two model conﬁgu-
rations. Both time series suggest a slight increase of the AMOC
maximum transport over the ﬁrst hundred years. This drift may be
just a residual of the “coupling shock” (Gupta et al., 2012) and a
much longer simulation is required to establish whether the MOC
in the model has a real trend.
5. Model simulated variability
5.1. ENSO simulation
The interannual variability of the tropical Paciﬁc Ocean is
analyzed using the Ni~no3.4 index. Fig. 8 shows the time series of
the index from the CTL-fv19 and CTL-fv09 simulations along with
their power spectra. The amplitude of the SST anomalies simulated
by both conﬁgurations areweaker than the anomalies derived froma 50-year period of Hadley SST. The CTL-fv19 spectrum has a period
of 48 months whereas the main spectral peak of the CTL-fv09
simulation is located at 41 months; however all model and
observed spectra have very broad peaks. Compared to CCSM4 (Fig.8
in Gent et al. (2011) or Fig. 4 in Deser et al. (2011)), the period
simulated by the CTL-fv09 conﬁguration is shorter and the vari-
ability is much smaller. In fact, while the variability in the SP-
CCSM4 is half of the natural variability, that in CCSM4 is three
times larger than in the observations.
The spatial structure of the simulated SST anomaly associated
with the ENSO variability is compared in Fig. 9 against the obser-
vations. The regression pattern of the SST anomalies with the
Ni~no3.4 index in the model simulations agrees with the observa-
tions. Apparently the slight differences between the two models
are large enough to alter the period. The zonal extent of the cold
tongue in the western Paciﬁc in the CTL-fv19 simulation is in good
agreement with the observations. In the CTL-fv09 simulation the
cold tongue extends farther west but not as far as in the CCSM4
(Fig. 9b in Gent et al. (2011)). This error alone cannot explain the
shorter period in the CTL-fv09 conﬁguration.
Another key component controlling the ENSO period is the
pattern of the wind-stress (Kirtman and Schneider, 1996; Kirtman,
1997; An and Kang, 2001; Capotondi et al., 2006; Neale et al., 2008),
and we will explore some features of the simulated wind stress in
connection with the ENSO variability. Fig. 10 shows the regression
pattern of the zonal component of the wind stress anomaly against
the Ni~no3.4 index, and its zonal average in the Paciﬁc basin. The
observational data set used for the zonal wind stress is the
1950e1995 SODA analysis (Carton et al., 2000a,b). In the Northern
Hemisphere, the zonal wind stress anomaly simulated by the CTL-
fv09 has a merdional extent comparable to the observations
whereas south of the equator does not go beyond 5S. In the
Northern Hemisphere, the zonal wind stress anomaly simulated by
the CTL-fv09 has a meridional extent comparable to the observa-
tions whereas the simulated pattern is damped south of 5S. In CTL-
fv19 the meridional extent of the zonal wind stress anomaly
pattern is in better agreement with observations. The amplitude of
the regression coefﬁcients is larger in both model simulations than
in observations. A broader eastward extend of the positive corre-
lation is also noticed in the model simulations.
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Fig. 8. Time series of the Ni~no 3.4 index and the associated power spectrum. (a) Observations 1959e2002 from Hadley SST. (b) CTL-fv19, and (c) CTL-fv09. (d) Power spectra
computed for the time series in (aec). The blue dashed line corresponds to red noise power spectrum. (For interpretation of the references to color in this ﬁgure legend, the reader is
referred to the web version of this article.)
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The mean seasonal cycle of precipitation for the boreal summer
monsoon systems is depicted by latitude-time sections of pentad
means in Fig. 11. In the south Asian monsoon region (70Ee95E)
models capture the observed “onset” at the beginning of the boreal
summer (around June 1st) and the location of maximum precipi-
tation between 20N and 30N. The secondary maximum located at
5S and associated with the equatorial convection is not wellsimulated by either model conﬁguration. In both conﬁgurations the
model produces a much stronger than observed rain band north of
the equator (Fig. 10d and g).
The seasonal march of the East Asian-Western North Paciﬁc
monsoon system (115 Ee140E) shows a tropical rain band located
north of the equator from June through November and a subtrop-
ical rain band that occurs from mid-May to early July migrating
northward from 20N to 30N (Fig. 10b). These features are
captured by both simulations (Fig. 11e and h) although the
Fig. 9. Regression map of the sea surface temperature monthly anomaly with the Ni~no3.4 index. (a) 1959e2002 Hadley SST. (b) CTL-fv19, and (c) CTL-fv09.
C. Stan, L. Xu / Environmental Modelling & Software 60 (2014) 134e152 143maximum intensity over the Western North Paciﬁc (East Asian)
sector is stronger (weaker) than observed. In the CTL-fv09 conﬁg-
uration the dry zone between the subtropical and tropical rain is
not as distinct as in observations (Fig. 11h).
The seasonal cycle of the West African monsoon (WAM;
11We10E) system (Fig. 11c) consists of a northward propagating
rain band during May-June followed by a more rapid southward
migration from mid-August through the end of September
(Thorncroft et al., 2011). The southerlymigration is accompanied by
a “jump”in the location of maximum precipitation from theGuinean coast to the Sahel at the end of June (Sultan and Janicot,
2000; Sultan et al., 2003; Le Barbe et al., 2002; Hagos and Cook,
2007). Model simulations have a seasonal cycle with much stron-
ger amplitude and a symmetric meridional migration (Fig. 11f). In
the CTL-fv19 simulation there is a break period at 5N but there is
no jump in the location of maximum precipitation. The higher
resolution simulation misses the break phase and also the jump
(Fig. 11i). The errors in the simulation of the evolution of precipi-
tation over West Africa are also present in the parameterized
version of the model, CCSM4. Cook et al. (2012) found that in the
Fig. 10. Regression map of zonal wind stress monthly anomaly with the Ni~no3.4 index and zonal average (120Ee100W) of the regression pattern. (a) Observations from 1950 to
1995 SODA analysis (Carton et al., 2000a,b) and Hadley SST. (b) CTL-fv19. (c) CTL-fv09. Units are in dyn/cm2 K and the contour interval is 0.03.
C. Stan, L. Xu / Environmental Modelling & Software 60 (2014) 134e152144CCSM4 model (their Fig. 1) the location of maximum precipitation
in January is displaced south of the equator compared to the
observed position. In the SP-CCSM4 model the maximum precipi-
tation over the coast of Guinea persists from March through June
consistent with observations, whereas in CCSM4 the rainfall band is
located south of the equator during this period.
The intraseasonal variability of the tropical atmosphere is
evaluated using the WheelereKiladis diagrams (Wheeler and
Kiladis, 1999) based on daily OLR averaged over the 15 S-15N
latitudinal belt. Fig. 12 shows the wavenumber-frequency spectra
of the symmetric and antisymmetric components of the simu-
lated OLR and estimates of the NOAA OLR (Liebmann and Smith,1996). Each power spectrum is divided by the corresponding
background spectrum, computed using the same smoothing
algorithm.
In the symmetric component, both simulations show a robust
MJO signal, the maximum power in CTL-fv09 being slightly higher
and closer to the observed value. In the simulations, the Kelvin
waves signal is weaker than in the observations, especially at
higher wavenumbers. The observed clear separation of the MJO
from the Kelvin wave signal is not simulated. Westward propa-
gating equatorial Rossby waves and synoptic-scale disturbances
tend to have a stronger signal in the simulations than in
observations.
Fig. 11. Mean annual cycle of precipitation vs latitude for (left) the Indian Ocean (70 Ee95 E), (middle) East Asia and western Paciﬁc Ocean (115 Ee140 E), and (right) west Africa
(10We10 E). (a)e(c) Observed climatology 1979e2010 from GPCP. (d)e(f) Climatology from CTL-fv19. (g)e(i) Climatology from CTL-fv09. The vertical line in each panel denotes
onset of the observed monsoon rainfall. The horizontal line in each of the middle column panels draws the delimitation between the East Asian and Western Paciﬁc monsoonal
regions.
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the observed features of the convectively coupled mixed-Rossby
gravity (MRG) waves. However, the signal is weaker and in the
CTL-fv19 conﬁguration is conﬁned mostly to the westward propa-
gating wavenumbers.
The intraseasonal variability simulated by the SP-CCSM4 is
consistent with the accuracy documented in the previous version
of the model, SP-CCSM3 (e.g., Stan et al., 2010; DeMott et al.,2011, 2013). The union between the MJO and Kelvin wave
signal was not present in the SP-CCSM3 version and again we
speculate that, at least for the CTL-fv19 conﬁguration, the
dynamical core could be responsible for this spurious problem.
In the CCSM4 the Kelvin wave activity is stronger than in ob-
servations and the MJO associated variability is spread over a
broader frequency domain than observed (Subramanian et al.,
2011).
Fig. 12. WheelereKiladis zonal wavenumber-frequency power spectrum for (left) equatorially symmetric and (right) equatorially antisymmetric OLR daily anomalies. (a)e(b)
Observations 1983e2008 from NOAA. (c)e(d) CTL-fv19. (e)e(f) CTL-fv09.
Fig. 13. (a) Time series of the change in the annual mean, global mean surface temperature (red curve) and the change in the annual mean, global mean net radiation at the TOA
(blue curve). (b) Scatter plot of the change in the annual mean, global mean net radiation at the top of the atmosphere vs. the change in the annual, global mean surface tem-
perature. The black curve denotes the least-square regression line with the slope of 1.3 W/m2 K and intercept 7.2 W/m2. (For interpretation of the references to color in this ﬁgure
legend, the reader is referred to the web version of this article.)
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The response of the model simulated climate to a given forcing
is investigated in a simulation in which the atmospheric CO2
concentration used in the CTL-fv19 run is quadrupled. Fig. 13a
shows the time series of the change in the global and annual
mean surface temperature and the net radiation at the TOA in
response to the increased atmospheric CO2 concentration. The
global mean surface temperature increases by one degree in the
ﬁrst year and stabilizes after about 40 years at a 4 degree increase,
with small ﬂuctuations about this value. The change in the net
radiative ﬂux at TOA is about 6.5 W/m2 after the ﬁrst year and like
the surface temperature decreases exponentially to about 2 W/
m2.
The climate sensitivity of the model is estimated following the
linear regression method of Gregory et al. (2004). In this method,
the net radiative change (N) due to a climate forcing (F) is pro-
portional to the global average, annual mean surface temperature
change (DT), i.e. N¼ F aDT, where a is the climate response or
feedback parameter. Fig. 13b shows the variation of the global
average net radiative ﬂux at the TOA with the global average,
annual mean surface temperature and their linear ﬁt. The regres-
sion slope gives the climate response or the feedback parameter ofFig. 14. (a) Surface temperature change at the end of 21st century, calculated as mean of (20the climate system simulated by the model. The equilibrium tem-
perature sensitivity or climate sensitivity (ECS), deﬁned as the
equilibrium DT in response to an abrupt doubling of the atmo-
spheric CO2 concentration, is estimated as in Andrews et al. (2012),
ECS¼DTeqm/2¼ F/2a. For the SP-CCSM4 model with the fv19
conﬁguration, the climate feedback parameter a¼ 1.3 W/m2 K
and the equilibrium temperature sensitivity ECS¼ 2.77 C. This
value is slightly smaller than the mean value of the generation of
GCMs in CMIP3 (3.2 C, Randall et al., 2007) and CMIP5 (3.37 C,
Andrews et al., 2012). The ECS of the SP-CCSM4 model is closer to
the mean value of 2.3 C estimated from temperature re-
constructions by Schmittner et al. (2011). The ECS of the atmo-
spheric component of CCSM4 coupled to a slab ocean model is
3.2 C (Gettelman et al., 2012). According to Sherwood et al. (2014),
SP-CCSM4 falls in the category of models of low-sensitivity (ECS
<3.0). Models with ECS >3.5 are identiﬁed as models of high-
sensitivity.
Climate sensitivity of the global surface temperature and the
climate feedback parameter depend on several feedbacks such as
water vapor, cloud and radiation, surface and cloud albedo, and
their interactions. It is beyond the scope of this paper to investigate
each of the feedbacks. Their contributions will be reported in
subsequent papers.91e2100) minus mean of (2005e2014). (b) Same as in Fig. 13a but for precipitation (%).
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The greenhouse gas emissions and concentrations in the RCP8.5
scenario increase signiﬁcantly with time, leading to a radiative
forcing of 8.5 W/m2 in 2100. In this type of simulation the climate
change is transitory and the ﬁnal state is not an equilibrium state, as
it was in the climate sensitivity experiment.
Fig. 13a shows the surface temperature difference between the
present day conditions (2005e2014) and the end of 21st century
(2091e2100). Consistent with CCSM4 (Meehl et al., 2012), SP-
CCSM4 shows a signiﬁcant increase of surface temperature at the
end of the century. There is only an exception: in a small region in
the North Atlantic Ocean, around the southern tip of Greenland, the
temperature difference is negative (about 2 degrees). This featureFig. 15. Frequency of severe 12-months (SPI12) and 24-month (SPI24) drought during presis not present in the CCSM4 simulation. The model with conven-
tional representation of convection projects a small increase (~1
degree) in the surface temperature of the Labrador Sea at the end of
21st century. The amplitude of temperature changes over the land
is larger than over the ocean consistent with CCSM4. The global
average warming for the last 10 years of the 21st century relative to
the period 2005e2014 period (in which the CO2 concentration is
assumed to be constant) projected by SP-CCSM4 is 3.22 degrees,
which is very close to the CCSM4 projection of 3.53 degrees (Meehl
et al., 2012).
The distribution of precipitation change (Fig. 14b) shows much
more regional variability than the temperature ﬁeld. Over land, the
projections show reduced precipitations in the tropical regions of
the American continents and in the subtropics over other regions.ent day (a)e(b) and projections under the climate change mitigation scenario (c)e(d).
C. Stan, L. Xu / Environmental Modelling & Software 60 (2014) 134e152 149The Atlantic Ocean shows a symmetric pattern with wet regions in
the high and middle latitudes separated by a dry zone in the sub-
tropics. The distribution of wet and dry zone in the Paciﬁc and
Indian Oceans are not symmetric about the equator. The Indian
Ocean is dominated by an increase in precipitation north of the
equator and reduced precipitation south of 15S. The equatorial
Paciﬁc is the region showing the largest change in precipitation,
one that is positive. The large-scale pattern of precipitation changes
projected by the SP-CCSM4 is consistent with the CCSM4 simula-
tion (Fig. 12f in Meehl et al., 2012) with some regional differences
such as over the central America, Indian Peninsula, andmiddle East.
Extreme events such as heat waves or droughts, which may or
may not be related to climate change, are important climate vari-
ability events with signiﬁcant socio-economic impact. Fig. 15 shows
the frequency of severe droughts over North America based on the
standardized precipitation index (SPI, McKee et al. (1995)). The 12-
month and 24-month SPI is computed for the CTL-fv09 and RCP-
fv09 simulations, and the percentage of days spent in severe
drought conditions (SPI <1.3) are plotted. The spatial pattern of
drought conditions over continental Unites States and Mexico is
consistent across the two time scales and this is the case for both
simulations. Areas with increased drought conditions in the CTL-
fv09 simulation are consistent with regions observed to have
experienced moderate and extreme droughts during 1950e1999
period, as analyzed by Wehner et al. (2010). In the projections, the
frequency of severe droughts is comparable to the present day
conditions over most regions. Fig. 16 shows the difference between
the frequency of severe droughts between the climate change
scenario and the present day simulation for 12-month and 24-
month time scales. In the warmer mean climate most regions
experience an increase in the frequency of severe droughts in the
range of 2e4%. On the 12-month time scale the northwest coast of
United States and Mexico show the largest increase in the fre-
quency. On the 24-month time scale, the area along the north-
western coast of U.S. with increase frequency shrinks, whereas in
Mexico the area with more frequent droughts expands. The fre-
quency is reduced on the 24-month time scale along the east coast,Fig. 16. Change in the frequency of (a) 12-month severe droughts and (b) 24-month severe
21st century and present day.the Central US and the interior Plains of Canada. In observations,
precipitation changes over this region show inter- and multi-
decadal variations driven by the SST patterns over the ocean. In
this analysis these variations are not separated from the signal.
8. Summary and conclusions
This paper describes the super-parameterized version of the
CCSM4 and presents results from present-day control simulations
at two horizontal resolutions, a CO2 sensitivity simulation in which
the concentration (368.9 ppmv) is abruptly quadrupled and a
climate projection for the RCP8.5 mitigation scenario.
The simulated mean climate is in agreement with the observa-
tions and shows some dependence on the horizontal resolution.
The mean state simulated by the higher resolution conﬁguration
has smaller biases. Additional experiments are necessary to un-
derstand the relative importance of horizontal resolution of the
large-scale model and CRM, as they both vary in the current
experiment.
The interannual variability of the Paciﬁc SST associated with
ENSO is better simulated by the model with coarser horizontal
resolution. However, both model conﬁgurations produce SST
anomalies weaker than observed.
The annual cycle of precipitation associated with the summer
global monsoon circulations is well captured by the model, and the
errors in the CTL-fv19 (lower resolution) conﬁguration are smaller
than in the CTL-fv09 conﬁguration.
The intraseasonal variability associated with the MJO and
equatorial waves are realistically simulated by the model with a
slightly better representation in the CTL-fv09 (higher resolution)
conﬁguration.
The equilibrium climate sensitivity of the model is in the middle
of the range simulated by other models and close to the mean value
estimated from temperature reconstructions.
The projection of temperature and precipitation under the
RCP8.5 mitigation scenario shows a global increase of surface
temperature, except in a small region around the southern tip ofdroughts. The change is deﬁned as the difference between conditions at the end of the
C. Stan, L. Xu / Environmental Modelling & Software 60 (2014) 134e152150Greenland, and increased regional variability in the rainfall
distribution.
Progress in understanding climate variability and change de-
pends on the accuracy of complex climate models, which are rich in
physical processes occurring on scales that are small in comparison
with that of the model and are represented through parameteri-
zations. An obvious effect of the statistical nature of parameteri-
zations is the uncertainty of the answer we get when using models
for simulating the climate.
In particular, cloud processes represent a large category of
missing processes that require parameterizations to be used for
their representation. In conventional models, subgrid-scale moist
convection parameterization has four components: cloud micro-
physics, macrophysics or cloud dynamics, radiation and turbulence.
In the super-parameterization approach, the macrophysics is
explicitly resolved, therefore the number of sources of uncertainties
is reduced. This is the case of an improvement of a process already
represented in the model and therefore the number of degrees of
freedom in the model does not change.
Validation of model simulations against observations shows
that SP-CCSM4 still has signiﬁcant biases, which may yet be
attributed to the representation of cloud processes. The other pa-
rameterizations required for the complete description of cloud
processes can also introduce errors and Xu and Cheng (2013)
showed that a more complex scheme for the representation of
boundary layer turbulence can improve the representation of low
clouds.
The results reported here are intended to stimulate the interest
for other studies which arguably could beneﬁt from the realistic
simulation of the observed features of the climate system and a
slightly reduced uncertainty associated with the representation of
cloud processes offered by the SP-CCSM4 model.Acknowledgments
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