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Introduction 
WILLIAME. MCGRATH 
WHATEVERTHEORY IS,  it is many things to many people. In physics and 
other exact sciences, the meaning of theory is well understood, with much 
agreement. In the arts and humanities, there are as many theories (per- 
haps better denoted as opinions) as individuals, with universal disagree- 
ment. In Library and Information Science (LIS), there is little formal 
theory to agree or disagree on. Yet there is extensive reference to theory 
in LIS literature, whether from a well-informed intent to place LIS on a 
more rigorous foundation, or from a naive effort to sound more scien- 
tific. In an extensive content analysis of 1,160articles in six LISjournals, 
Pettigrew & McKechnie (2001), found that 396 “incorporated theory in 
either the title, abstract or text” (p. 66). 
In traditional librarianship, particularly in cataloging and classification, 
theory was often regarded as a set of rules or a prescription established by 
custom and convention rather than from rigorous investigation (Smiraglia, 
this issue), sometimes characterized as “how we should do it” rather than 
“as we do do it.” 
Any of the following have been used as the meaning of theory: a law, 
hypothesis, group of hypotheses, proposition, supposition, explanation, 
model, assumption, conjecture, construct, edifice, structure, opinion, spec- 
ulation, belief, principle, rule, point of view, generalization, scheme, or idea. 
Perhaps the most authoritative dictionary definition is that from the Oxford 
English Dictionary, 2nd ed, def. 4. a,: 
A scheme or system of ideas or statements held as an explanation or 
account of a group of facts or phenomena; a hypothesis that has been 
confirmed or established by observation or experiment, and is pro- 
pounded or accepted as accounting for the known facts; a statement 
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of what are held to be the general laws, principles, or causes of some-
thing known or observed. 
See also Pettigrew & McKechnie (2001) and McKechnie & Pettigrew (this 
issue) for references to other formal definitions. 
To this author, theory is an explanation for a quantifiable phenome- 
non. It may be a set of relationships among variables for a fixed unit of 
analysis (McGrath, 1996) in which one variable may be explained by oth- 
ers (e.g., Kerlinger & Pedhazur, 1973 on elucidating theory with multiple 
regression). But Glazier & Grover (this issue) go well beyond this conven- 
tional paradigm, incorporating it and other paradigms into a more com- 
prehensive “multidimensional” framework. 
For some researchers, theory does not necessarily require more than 
one variable, particularly for the mathematicians and statisticians who can 
see predictable patterns within a variable apart from any known influence. 
Those patterns may be empirical, with equations fitted to curves. Or the 
patterns may be graphed as rank distributions such as Bradford’s, Zipf‘s, 
and Lotka’s, in which the theory is in the regularity of the ranking. Or the 
theory may be based strictly on mathematical or probabilistic data distri- 
butions such as the normal, lognormal, power functions, Poisson, negative 
binomial, and related distributions. 
Many theories cited and used by LIS researchers originate in other 
disciplines. Bothamley (1993) has over 4,000 entries for theories in arts, 
economics, history, linguistics, philosophy, psychology, sociology, statistics, 
geology, physics, and mathematics. Pettigrew & McKechnie (2001) list ap- 
plication to LIS of many theories from the sciences, social sciences, and 
humanities. 
The oft-heard remark that something is “only a theory” seems to sug- 
gest that theory, by definition, is something less than credible, meaningful, 
or valid and that only something “factual” can be believed. The papers in 
this issue are far more than factual. All are attempts to extract or impose 
meaning from highly complex phenomena from the universe of informa-
tion, its processing, and use. 
No attempt was made to impose any definition on the authors of this 
issue. And indeed its authors surely have their own. 
The papers in this issue can be grouped into two categories. The first 
contains those papers about theory. These papers discuss concepts, mean- 
ings, and definitions of theory. The group also contains surveys of theory 
and literature reviews. The distinction between them is blurry and some 
may contain all of these approaches. The second group, in general, con- 
tains original research. These papers bear little resemblance to each oth- 
er and all are unique. They are all difficult and require careful reading 
to recognize their relevance to LIS or their potential for practical appli- 
cation. With exceptions, papers about theory contain a substantial num- 
ber of references, while those offering specific theories contain relative- 
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ly fewer references. For all papers, I have tried to indicate briefly what the 
“theory” means for LIS. 
ABOUTTHEORY SURVEYS, AND REVIEWS-DEFINITION , 
Glazier & Grover attempt a broad, all-inclusive, and general definition of 
theory, an update on their earlier paper Grover & Glazier (1986).Where-
as in their earlier paper they outlined what appeared to be a hierarchical 
approach to theory, from observation of phenomena to definition, concept, 
proposition, hypothesis, theory, paradigm, and world view, they place this 
scheme into a more comprehensive one they call “Circuits of Theory.” The 
broader scheme incorporates this familiar objective and deterministic view 
of science into a world view where phenomena and explanation are inevi- 
tably tempered by the self, personal knowledge, social knowledge, or soci- 
ety in a cyclic process of change and evolution. Thus, their revised model 
is both objective and subjective, both deterministic and subjectivistic. Their 
intent is to encourage an inclusive and creative approach to research. 
Smiraglia traces the history and progress of theory in knowledge orga- 
nization from early rationalism based on reasoned principles and rules 
pertaining to cataloging and classification, to pragmatism based on obser- 
vation of knowledge entities, to modern logical-positivism and qualitative 
methods based on empirical research. He states that no single, formal the- 
ory of knowledge organization exists. He posits, however, that (1)Lotka’s 
Law (most names occur few times, and a few names occur many times) 
underlies the structure of databases, (2) Lotka’s Law holds for copies, edi- 
tions, translations, and other bibliographic entities, and (3) the Law holds 
from one collection to another, which he calls external validity. He con- 
cludes that “rationalism and historicism can help us to uncover the ineluc- 
table truths of the natural order of knowledge entities” (p. 346). 
McGrath takes the position that theory is explanatory and predictive, 
basically positivist. He likens the need for theory in LIS to the development 
and unification of fundamental forces in physics and astronomy: From 
Copernicus’s description of solar orbits overthrowing the Ptolemaic system 
to Kepler’s discovery of elliptical orbits, to Newton’s Laws explaining the 
principles of gravitational attraction, to Faraday’s linking of electricity and 
magnetism to the unification of electromagnetism with the weak force, and 
the current effort to link the electroweak force to the strong force and ul- 
timately with Einstein’s theory of relativity into a grand unification theory. 
In the far more modest field of librarianship, McGrath suggests that theo- 
ries of individual functions of publishing, acquisitions, storage and preser- 
vation, structure of knowledge, library collections, and circulation can be 
integrated into a grand unified library theory. He then reviews recent ex- 
planatory and predictive research in each of these areas of librarianship, 
citing them as examples of the kind of research that could be used to build 
a unified theory of librarianship. 
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Methods used in research are critical to the building of theory. Bar-Ilan 
and Peritz provide an extensive survey and review of informetric methods 
used to study the Internet. Many of the methods they cite are from mathe- 
matical and statistical theory. An understanding of these methods and their 
application to the Internet, they believe, is appropriate for establishing a 
sound theory of the Internet. Their survey begins with literature on data 
collection methods. These include surveys, monitoring, and logging; crawl- 
ing (retrieval of Web pages); retrieval by sampling; and exhaustive retriev- 
al from databases, search engines, and other retrieval tools. They then re- 
view the literature of informetric methods, models, and laws used to analyze 
the Internet. These include citation analysis (a popular subject in informet- 
ric research in general), cocitation and coword analysis, content analysis 
(the method used for data collection by McKechnie and Pettigrew in this 
issue), evaluation using existing and new methods, identifjmg and calcu- 
lating indicators (Web impact factor, or WIF, for example), and various 
models (hubs and authorities, for example, as well as fractals). They con- 
tinue with a review of fitting models to the literature of scientific topics; a 
review of power laws and Zipf-type laws, both common in the general in- 
formetric literature but here applied to the Internet; and finally a review 
of the literature of obsolescence applied to the Web where documents are 
changed, removed, or relocated. They provide a summary table of charac- 
teristics and measurements of the informetric literature reviewed accord- 
ing to various categories. 
In mathematics and statistics, “theory” is often used to describe a group 
of procedures or tools that otherwise would be thought of as “method.” 
Examples are probability theory, game theory, information theory, chaos 
theory, queuing theory, catastrophe theory. They are methods used to 
model certain kinds of data. Hood and Wilson note, that “Some aspect of 
the real world may be modeled by a mathematical theory.” “How useful this 
is,” they continue, “depends on how well the mathematical model captures 
the essence of the reality” (p.394). The better the fit, the better the model 
or theory. They review the literature of one such method that has been used 
in LIS, Fuzzy Set Theory (FST), a tool employed to analyze data that do not 
fall readily into discrete categories. FST can be used in information retrieval 
where, for example, relevance in a “set of relevant documents” is fuzzy rath- 
er than dichotomous as in the traditional Boolean approach. Other exam- 
ples are when and if to bind periodicals, when and if to insert detection 
strips in periodicals, expert systems, document retrieval, relational databas- 
es, thesauri and catalogs. They cite additional literature of applications in 
LIS as well as the literature of the theory itself. They conclude that, despite 
its theoretical appeal, FST has not yet found widespread application in LIS. 
McKechnie and Pettigrew, continuing their earlier work (Pettigrew & 
McKechnie,2001), cross tabulate applications of theory published in six LIS 
journals. Their tabulations include topics in humanities, social sciences, or 
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science, as well as by affiliation of author (private sector, government, LIS, 
humanities, social sciences, sciences), type of article (descriptive, empiri- 
cal research, historical, modeling argument, review, method, theory), and 
sources of theory (from LTS, humanities, social sciences, sciences). The 
result is a useful picture (counts and percentages) of how and in what con- 
text theory is used in the current literature of LIS. They discuss the impli- 
cations of differences in the number of theory articles associated with hu- 
manities, social sciences, and science, and the “surprising” finding that 
“many non-LIS scholars are publishing in LIS journals” and the “disappoint- 
ing” finding that “LIS theories had not made substantial inroads in other 
disciplines” (p. 414).The large number of theories found in the surveyed 
articles, they conclude, is enriching LIS, but they encourage authors to list 
primary sources of theory, and to provide better explanations of theory and 
how it has been used. 
For periodical collections in libraries, there is hardly an issue more 
critical than deciding which titles to keep, which to buy, and which to ter- 
minate in times of budget restraints. Evaluation of periodical titles is a 
difficult process. While many methods of evaluation have been used, most 
libraries probably still use old-fashioned rules of thumb and subjective cri- 
teria. More often than not, a journal’s subscription price will dictate a de- 
cision. On the other hand, information scientists have devised a number 
of mathematical methods or indicators based on usage and citations to 
journal titles. Perhaps the best-known and most widely studied indicator is 
the impact factor (ratio of citations to articles published) and its variations. 
Rousseau, in his article, discusses several methods for evaluation, focusing 
on the mathematical issues associated with the calculation of impact fac- 
tors and related measures such as the immediacy index (how quickly ajour- 
nal is cited after publication). Rather than expressing these indicators in 
terms of formal theory, he confines theoretical issues to their “precise 
[mathematical] formulation,” with no input-output or explanatory model. 
This approach, he suggests, may help fellow scientists to constructjust such 
an overall model. 
ORIGINALTHEORIES 
Each of the following papers presents a unique and original theory. Noth- 
ing ties them together in any thematic way, although there are some coin- 
cidences. They are theory rather than about theory. 
An interesting phenomenon found in the use of scholarly and scien- 
tific literature that has implications for libraries is the Matthew Effect (first 
discovered by Robert Merton, the well-known sociologist of science), named 
after the Biblical passage in St. Matthew. According to this theory, a large 
number of citations to scientists’ publications generate even more citations 
to the detriment of scientists who receive few citations. The effect also holds 
for individual articles as well as forjournals. Bonitz, continuing earlier work 
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on the Matthew Effect, examined a large number ofjournal citations and 
found that the effect also holds for countries, the MEC. He cites a clarifi- 
cation of the Matthew Effect as not “the rich become richer and the poor 
poorer,” but “the employment of your given talents is rewarded and their 
neglect punished (p.444). He then describes two aspects of the MEC. First, 
ranking of nations based on the effect can be regarded as a measure of the 
overall efficiency of scientific performance of a country. Second, the effect 
is concentrated in a small number of journals he calls Matthew core jour- 
nals. Scientists should endeavor to publish in those journals, and libraries 
would profit by holding them. 
What has coauthorship to do with librarianship other than to record it 
in catalogs and indexes? Glanzel studied trends in coauthorship for the pe- 
nod 1980-1998 in three scientific fields, biomedical research, chemistry, and 
mathematics. Using data from the Science Citation Index, he found that (1) 
coauthorship of individual papers has increased, but declined to offer a the- 
oretical explanation for the increase; (2) the theory of coauthorship affect- 
ing individual author productivity was not supported; (3) the theory that 
coauthored papers are cited more frequently than single-authored papers 
was strongly supported. (The latter relationship apparently holds only for 
individual papers and not the journals in which they are published.) Glan- 
zel suggested that coauthorship should be added to bibliographic coupling, 
coword, and cocitation analysis when studying the network of science com- 
munication and in the design of information retrieval strategies, particularly 
for identifjmg core documents. Glanzel refers to these relationships as the- 
ories supported or not supported by the findings, which suggests that fur- 
ther research may or may not support these theories. 
In another study on coauthorship, Kretschmer applies gestalt theory 
from psychology to the similarities and dissimilarities of authors to each other 
based on counts of the number of papers coauthored. (The method used 
in gestalt theory may be an alternative to cluster analysis and multidimen- 
sional scaling.) The more papers two scientists coauthor, the more similar 
they are to each other in their research concentration. Conversely, the few- 
er they coauthor, the more dissimilar to each other. Ketschmer likens simi- 
larity to “birds of a feather flock together” and dissimilarity to “opposites 
attract,” and to the Yin and Yang of Chinese philosophy. Readers familiar 
with gestalt theory should have no difficulty with this paper. Readers unfa- 
miliar with it will be helped by the definition of a gestalt as a holistic configu- 
ration of the parts of a relationship. Each gestalt can be graphed as a 3-
dimensional array of coauthor relationships. Though the interrelationships 
may vary, they can always be represented in a single holistic graph that, when 
stable, exemplifies the conciseness principle. This principle could be used 
in the design of search algorithms in databases, as in Glanzel’s paper. 
Moed, Luwel, and Nederhof develop a general framework in which 
librarians can be called upon as bibliometric professionals for the collec- 
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tion of data regarding research performance and productivity in the hu- 
manities and social sciences, the dynamics of which differ significantly from 
the sciences. The authors develop a methodology for performance indica- 
tors, with a review of earlier studies, then provide an example from the field 
of Belgian Law with a critical discussion of the methodology. The frame- 
work was based on results obtained from surveying Flemish scholars regard- 
ing their perceptions of the quality or importance of books, theses, jour- 
nal articles, reports, lectures, and other items of productivity to be used in 
judging research output. The framework contains as many as eighteen cat- 
egories, but is considered preliminary, needing operationalization. It may 
also be regarded as structure and therefore theoretical. 
Tsai develops an elaborate theory of information-generating forces and 
subforces and, like McGrath (this issue), invokes the vocabulary of physics 
but there the similarity ends. He adopts a genetic metaphor in describing 
the sub-forces of query, command, statement, and term-term bond denot- 
ed as Q-C-S-T or QT-SC chaining which can, apparently, interact with each 
other in any sequence inseparably but whose symmetry can be broken, 
producing a need for change or readjustment. The model can be portrayed 
in 3-dimensional graphs reminiscent of Kretschmer’s gestalts (see above), 
suggesting an unrecognized connection. The broken symmetry can be re- 
stored and recombined as in a Mobius strip, or re-sequenced by “clipjoint- 
ing,” a simulation of cocitation. Multiple Mobius twists and repeated clip- 
jointing results in genetic sequencing while the origmal configuration is lost 
and must be.reconstructed by information specialists. Tsai follows with a 
Fuzzy Commonality Model (FCM) for describing data generated by the Q 
C-S-T process. In still another analogy, he likens libraries to the Q-C-S-T 
process, with library administration as the command center (C), technical 
services providing statements (S),public services for user queries (Q), and 
publication of library services for term-term bonding (T). (This analogy 
could be regarded a component of or even an alternative to McGrath’s 
unified theory approach.) In the final section of his paper, Tsai describes 
software written to analyze, mine, map, and repackage information, and 
lastly he describes its application to a total quality knowledge management 
(TQKM) system. 
Modeling the growth of science has been a preoccupation of informa- 
tion scientists ever since the publication of Price’s Little Science, Big Science 
(1963).A large literature seems to have settled on a standard model of ei- 
ther linear or exponential growth. Vinkler, in his paper, asserts that mod- 
els based on annual cumulative or relative growth can only gwe a simplified 
picture. These models seem to hold only for short periods. “There is n o  gen- 
eral law governing’ the publication growth of disciplines for longer periods,” 
Vinkler asserts (p. 555),emphasis original). Instead, he offers the “Institu- 
tionalization of Scientific Information Model” which “integrates the pro- 
duction, evaluation, modification, and aging of processes of scientific in- 
316 LIBRARY TRENDS/WINTER 2 0 0 2  
formation” over time through “various evaluation and modification process- 
es toward a cognitive consensus of distinguished authors” (p. 557) The mod- 
el is elaborate and detailed and is based on generated information, its eval-
uation, and its impact. Vinkler’s intent is to model the institutionalization 
of science disciplines by this process. A discipline’s information is fully in- 
stitutionalized when it becomes common scientific knowledge. References 
(citations) are regarded as proof of impact when assessing research results 
and when making library subscription decisions. 
The contents of these papers are far richer than what has been sum- 
marized here. Some require careful and patient reading to comprehend 
them, but the effort is rewarding for those who try. 
Originally, this author had envisaged a collection of theoretical essays 
more representative of the broader aspects of LIS. What has been achieved 
is a collection of worthy papers, an international representation, albeit of 
narrower scope. Still needed is a deeper understanding of theory and the 
fundamental sociologic forces driving LIS and a volume of literature to 
elucidate this need. 
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A Multidisciplinary Framework 
for Theory Building 
JACK D. GLAZIERAND ROBERTGROVER 
ABSTRACT 
IN 1986, THE AUTHORS PROPOSED a taxonomy of theory for library and 
information studies research. The purpose of this paper is to propose a re- 
vised model for theory building, called Circuits of Theory, that includes 
both the taxonomy and the critical contextual modules researchers consider 
in their work. These modules surround the taxonomy and encompass the 
concepts of individual as well as social knowledge, both discovered and un- 
discovered. This work has been done not to replace the original taxono- 
my, but-as the title implies-to revise it in light of a broader vision. 
INTRODUCTION 
More than fifteen years ago, the authors (Grover & Glazier, 1986), pro- 
posed a taxonomy of theory intended to outline the relationships between 
multiple levels of phenomena, theory, and paradigmatic perspectives. The 
taxonomy initially was based on data drawn from an ethnographic study of 
city managers (Grover & Glazier, 1984), an extensive study of qualitative 
methods and methodologies (Grover & Glazier, 1985), and a review of the 
library and information science and social science literature. The purpose 
of the taxonomy was defined as “. . . a framework for generating and test- 
ing theory in library and information science” (Grover & Glazier, 1985, p. 
253). It served as a means of highlighting the hierarchical relationships 
among the concepts of research, theory, paradigms, and phenomena. 
This taxonomy (see Figure 1) came at a time when the discipline of 
library and information science was in the throes of selfdefinition and on 
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World View 
Paradiqm 
Grand Theory \ / 

Hypothesis/Research Question 
Proposition 
Phenomena 
Figure 1.Taxonomy of Theory. 
the threshold of broader recognition among the social sciences. Much of 
the interest generated centered on the deterministic relationship between 
theory and research. The taxonomy was represented in graphic form in- 
tended to stimulate conversation about the roles and the nature of theory 
in the social sciences. Since that time, there has been an ongoing conver- 
sation about the relationships among experience, theory, research, and 
practice in the discipline of library and information science. 
This paper is the result of continued thinking on this topic. In this 
paper, we propose a broader framework for research that includes both the 
primary deterministic concepts embodied in the earlier taxonomy and rec- 
ognition of the wide range of subjective factors that influence thinking and 
creativity. Construction of such a framework leads to an approach to theo- 
ry building and research that more accurately mirrors the role of disciplines, 
the influence of social factors on the construction of personal and social 
knowledge, and the research process. In other words, the framework pre- 
sented here reflects today’s postmodern approach to research. 
It is the task of this paper to explore new ways of thinking that better 
reflect the social and psychological contexts of research, research design, and 
theory building in which the earlier taxonomy is embedded. This is accom- 
plished by developing a framework, called “Circuits of Theory” (see Figure 
2), that hosts the taxonomy and broadens the emphasis of the role of the 
accompanying context to mirror more closely the world of experience. 
It is important to keep in mind that the content of the taxonomy has 
not been changed. Over time it has continued to accurately reflect the 
deterministic relationships between the perception of phenomena, the 
design of research, the analysis of data, and the process of theorizing. In 
GLAZIER & GROVER/MULTIDISCIPLINARY FRAMEWORK 319 
UNDISCOVERED 

PHENOMENA PHENOMENA 
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Figure 2 .  Circuits of Theory. 
its previous form, the taxonomy was, for the most part, considered alone- 
with only limited attention paid to the primary contextual variables that 
affect the predisposition of those involved in the research. Evidence of 
predisposition is available in the form of observable individual and societal 
behaviors and their relationships to both existing and undiscovered knowl- 
edge as well as to the phenomena in which this evidence is embedded. This 
combined approach of determinism and subjectivism yields a framework 
that is inclusive of multiple approaches to data collection and analysis and 
embraces opposing world views. The intention is to encourage inclusive and 
creative thinking about research and theory building. 
REVIEWOF THE EARLIERTAXONOMY 
Theories may be described as generalizations that seek to explain re- 
lationships among phenomena. This concept remains consistent with the 
authors’ earlier work on the topic (Grover & Glazier, 1986) as that work was 
based on the work of both Odi (1982)’ and Mullins (1973)2. It is argued 
here that “theory” is a multiple-level component of the research process, 
comprising a range of generalizations that move beyond a descriptive lev- 
el to a more explanatory level. In addition, Glaser & Strauss (1967) pro- 
posed that the role of theory is (1) to enable explanation and some degree 
of prediction of behavior, (2) to help both researchers and practitioners 
understand and have some control over as many situations as possible, (3) 
to provide a perspective of behavior, and (4) to guide research. 
The earlier taxonomy (see Figure 1)was intended to help readers gain 
a conceptual understanding of the nature of research as a process within a 
theoretical context. While it may have appeared to be hierarchical and lin- 
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ear in nature, this was not the intent of the authors. What may be consid- 
ered hierarchical was, in fact, an artifact of the taxonomy’s dialectical char- 
acter, embodied in the multiple processes that move the researcher from 
sense data to theory. 
Throughout this paper, the term dialectical is employed to describe the 
interactive relations that exist between elements of the taxonomy. It is un-
derstood as a non-linear process. In the taxonomy, the dialectical process 
begins with an existing substantive theory. This existing theory can be 
thought of as the thesis. The newly discovered information, then, becomes 
the antithesis. As the antithesis, the newly discovered information is applied 
to the existing theory as the synthesis. Finally, the synthesis becomes a new 
theory. The theory level on the taxonomy is contingent upon the degree 
to which a theory can be generalized. Hence, the resulting synthesis or new 
theory may or may not be generalized to the formal level. 
Phenomena, Symbols, and Dejnitions 
These processes begm with an exploration of the relationships among 
phenomena, defined as “Events experienced in the empirical world” (Grov- 
er & Glazier, 1986, p. 230). Next is the process of assigning symbols, either 
iconic or digital, to phenomena. Symbols are defined as “Diptal or iconic r e p  
resentations of phenomena, usually words or pictures” (Grover & Glazier, 
1986, p. 231). The accompanying process of assigning symbols to represent 
phenomena also includes defining those symbols in a meaningful form for 
analysis or communication. This process of assigning meaning is referred to 
as “definition” and is described as “Aprecise, generally agreed upon, descrip 
tion of phenomena using symbols” (Grover & Glazier, 1986, p. 231). 
Concepts, Propositions, and Hypotheses or Research Questions 
Conceptualization marks a change in the process from working with 
phenomena in their natural contexts to working with data that have been 
bound by symbols and definitions and often removed from their natural 
context. Concepts can then be defined as “Symbols or combinations of sym-
bols (words or phrases) which describe speculated relationships among phe- 
nomena” (Grover & Glazier, 1986, p. 232). 
Following conceptualization is the assembly of propositions. A propo-
sition is “Alogically and syntactically consistent statement of a concept which 
can be stated as a hypothesis €or testing” (Grover & Glazier, 1986, p. 232). 
The hypothesis is a reconfiguration of a proposition in the form of an as- 
sertion and is formally defined as “Aproposition which has been stated for 
purposes of verification, i.e., professional level theory” (Grover & Glazier, 
1986, p. 233). Research questions are propositions reconfigured into a 
question to be answered in the research process. 
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Theories 
Substantive theory. The first theory level, substantive theory, is defined 
as “A set of propositions which furnish an explanation for an applied area 
of inquiry” (Grover & Glazier, 1986, p. 233). 
Fomal theory. The next level of theory is referred to as formal theory. 
Formal theory is defined as “A set of propositions which furnish an expla- 
nation for a formal or conceptual area of inquiry, that is, a discipline . . .” 
(Grover & Glazier, 1986, p. 234).Together formal and substantive theories 
are commonly referred to in the social sciences as “middle range” theory. 
Most research for professions begins with a problem followed by a study 
capable of generating substantive level theory. Another scenario is to bor- 
row theory from the appropriate discipline, apply it to a professional prob- 
lem, and recast the theory at the substantive level. 
Generalizations at the “middle range” level are typically more “data 
connected” than grand theory or paradigms. That is to say, the broader 
theoretical concepts (i.e., grand theory or paradigms) are more metholog- 
ically and analytically distant from the data gathering processes and, in turn, 
the phenomena themselves. Given this “loosely ~ o u p l e d ” ~  relationship, 
there is a concern that the system will be prone to more ambiguity. Con- 
versely, while these broader concepts initially appear to introduce some 
degree of systemic vagaries, they also have a propensity to interject into the 
system equally important directional and contextual qualities. From this per- 
spective, these broader concepts also offer important insights into relation- 
ships among theory and phenomena. 
Grand theory. The term “grand theory” is used here somewhat differ- 
ently from the earlier taxonomy. Grand theory is defined as a set of theo- 
ries or generalizations that transcend the borders of disciplines to explain 
relationships among phenomena. 
Paradigm. A paradigm is “. . .described as a framework of basic assump- 
tions with which perceptions are evaluated and relationships [and values] 
are delineated and applied to a discipline or profession” (Grover & Glazier, 
1986, p. 234). 
World vim. Finally, the most influential of the theoretical categories is 
the world view. It is defined as “an individual’s accepted knowledge, includ- 
ing values and assumptions, which provide a ‘filter’ for perception of all phe- 
nomena” (Grover & Glazier, 1986, p. 235). Each of the preceding catego- 
ries facilitates an individual’s ability to develop and define their world views. 
The category of “world view” introduces an individual’s perspective in con- 
trast to that of the other terms, which are understood from a social perspec- 
tive. Thus, within the framework, both individual and social perspectives 
are addressed. 
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REEXAMIN IN G THEoRY 
Since the publication of the original taxonomy, new global, contextual, 
sensitive ways of thinking about the world, perception, research, theory, and 
theory building have led to changes in vocabulary as well as perspective. Both 
the earlier taxonomy and the new Circuits of Theory continue to be “meta- 
theoretical” in nature. Meta-theorizing is defined as a “. . . systematic study 
of the underlying structure of sociological theory” (Ritzer, 1992,p. 511). 
The general structure of library and information studies theory has 
increasingly been patterned after social science theory, in large part due 
to library and information studies’ client-centered approach to public ser- 
vice. This is but one part of the increasing complexity of what might legit- 
imately be referred to as the discipline of information studies. Configura- 
tion of information will continue to be specialized to meet the needs of 
specialized disciplines and individuals in the hard sciences, social science, 
business, and law. In order to meet these needs, the discipline of informa- 
tion studies must be familiar with the forms of research within these other 
disciplines. 
Moving from perception, interpretation, and analysis to theory, one 
important difference between the early taxonomy and the new Circuits of 
Theory is that the original did not place enough emphasis on the differ- 
ences between the individual and societal perspectives in relation to knowl- 
edge both existing and undiscovered. While both the early taxonomy and 
the new Circuits of Theory emphasize the role of the individual, the Cir- 
cuits of Theory goes further by linking the individual, society, and both 
discovered and undiscovered knowledge in an articulated open system. 
A CIRCUITSOF THEORY 
This Circuits of Theory (see Figure 2) comprises three dialectically re- 
lated modules and the taxonomy of theory within the existing social envi- 
ronment. Because of its generality, the social environment is not defined 
per se, but is represented in the Circuits of Theory by the concept of phe- 
nomena. All of these modules come together to compose our social system. 
They interact with one another in the research process, such that phenom- 
ena are isolated and analyzed within the context of the research environ- 
ment. The modules themselves are as follows: (1)Self, (2) Society, and (3) 
Knowledge, both discovered and undiscovered. 
While these three modules of the Circuits of Theory stand out visually, 
the operational nexus is the taxonomy of theory. The difference between 
the three modules of the Circuits of Theory as a group and the taxonomy 
is that the modules represent the contextual variables that surround and 
contribute to the utilization of the taxonomy. However, the taxonomy re- 
mains the nucleus around which the operational dynamics of the Circuits 
of Theory are concentrated. Following are descriptions of the operational 
dynamics of the taxonomy and each of the three modules. 
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The Taxonomy 
The earlier taxonomy remains intact as the centerpiece of the Circuits 
of Theory. It is the linkage that integrates the many aspects of the complex- 
ities associated with modeling social action. It is nested in an environment 
composed of individuals, society, knowledge, and “phenomena.” Some as- 
pect of a phenomenon stimulates an individual’s perception. Perception, 
then, isolates and extracts those aspects of a phenomenon that served as 
the stimuli. Such an extraction is the first step in the processes of interpre- 
tation based on an individual’s experience and perceptive skills. The aspect 
of phenomenon that is extracted is further screened and labeled through 
the use of symbols. These symbols are interpreted, defined, and organized 
into conceptual categories. These concepts then form propositions in prep 
aration for verification in the form of analytical testing. The testing is car- 
ried out through empirical research. 
In the taxonomy, empirical research begins with the formation of re- 
search questions to be answered about the concepts or hypotheses for test- 
ing the concepts within a narrow set of predetermined parameters. While 
the testing of the hypotheses is carried out based on the view of the research- 
er and remains intact until testing is completed, the results of the initial 
testing are frequently later verified through replication or additional test- 
ing. When research questions are employed, answers based on data drawn 
from phenomena are used to make sense of the problem that precipitated 
the research questions. Verification again is frequently employed but is 
mechanically somewhat different from that associated with the hypothesis. 
Verification frequently occurs when research questions are altered ac- 
cording to the data being gathered and analyzed. Rather than a linear ap- 
proach, this approach is cyclical. As new data come in, the researcher ana- 
lyzes, interprets, and dialectically merges them with the existing 
information. This dialectical process of merging new with existing informa- 
tion continues to repeat itself in a cyclical pattern until an adequate expla- 
nation of the phenomenon is derived. 
The final step is generalizing the findings. As noted above, the Circuits 
of Theory includes the taxonomy as a hierarchy of theory to guide the struc- 
turing of generalizations by researchers and theorists. The levels can be 
viewed as linear in nature or as inclusive, with each broader level includ- 
ing the levels below it. For an explanation of these levels of theory, see the 
descriptions provided above or the authors’ earlier work (Grover & Glazier, 
1986) on the topic. 
The S e v  
The three modules of the Circuits of Theory constitute an inseparable 
series of closely interrelated segments of this complex system. The first of 
these is the intricate, enigmatic module of the self. The individual self in- 
cludes the functions of perception, interpretation, conceptualization, and 
integration. 
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The individuality of the self is a key aspect to understanding the pro- 
cesses of research and theorizing. However, the self does not exist in isola- 
tion, but operates in the context of cultures and sub-cultures within soci- 
ety. This concept has been fundamental to the work of scholars representing 
the various paradigms, including American pragmatism, symbolic interac- 
tionism, and library and information studies (James, 1969; Mead, 1934; 
Cooley, 1922; Shera, 1970; Greer, 198’7). The concept of the self as employed 
here relies on these traditions. 
The nature of the self is to integrate individual knowledge into the 
broader arena of social knowledge through perception. Perception is the 
means of receiving stimuli from phenomena as they appear in the environ- 
ment to sensation (through the use of the senses). It includes within its 
arsenal the analytical tool of introspection, the first part of the process that 
results in accepting incoming data consistent with an individual’s belief and 
values systems. It is these incoming, initial data that, after being selected, 
collected, analyzed, and integrated with other data and information, will 
eventually yield new knowledge. As a result, they are the locus in the Cir- 
cuits of Theory where the self, society, and knowledge intersect. They are 
also the initial step in the taxonomy where phenomena and the individual 
first meet. 
All of this is included in the process of perception. It is also the initial 
point of interpretation in which data are converted into symbols that are 
then given meaning through definition and conceptualization. These are 
the first steps toward the process of the discovery that comprises research 
and analysis. 
From within the self, perception is guided by our belief and values sys- 
tems, which serve as the unconscious lens through which stimuli are filtered 
at the point of initial sensation. This is also where, as Boulding (1956) ar- 
gues, the role of the self becomes that of a unifymg element in which these 
filters shape consciousness and individual knowledge. As a result, the self, 
as the center of all of this activity, unites the conscious and unconscious into 
a unified whole that is able to construct individual and social knowledge. 
Individual knowledge includes knowledge gained through socialization 
as members of key institutions, such as family, education, and church, which 
profoundly influence the formation of systems of individual and social 
experience, norms, values, and beliefs. These systems, including the devel- 
opment of principles, conventions, and a knowledge base, constitute an 
individual’s world view. 
Since research is a process that is largely an individual undertaking, in- 
fluenced by individuals and their assumptions, values, and beliefs, the im- 
pact of self on the research process is undeniable and plays a prominent part 
in the new Circuits of Theory. As a result, understanding the role of the self 
and its relationship to individual, society, and social knowledge is critical. 
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Society 
The second module, which includes both the social and social knowl- 
edge, must be understood in terms of how society relates to existing knowl- 
edge. Social groups create their own reality by the mutual acceptance of 
group norms, values, beliefs, and knowledge. Holzner & Marx (1979)define 
“social knowledge” as knowledge screened and accepted by social groups 
or by society at large. Thus, the social knowledge module is that in which 
researchers build on existing or create new knowledge through the gener- 
ation of individual knowledge and its acceptance as a legitimate part of so-
cial knowledge. Individual knowledge is merely opinion without the legit- 
imization provided by its acceptance as a part of social knowledge. 
Accepting and legitimizing individual knowledge and ultimately social 
knowledge relies on acceptable data gathering techniques and processes, 
a necessary element in society’s recognition of the reliability and validity 
of new knowledge. Disciplines and professions define the conventions for 
accepting or rejecting new knowledge. Hence, the legacy of the social knowl- 
edge module is less about existing knowledge and more about these con- 
ventions. Teaching these conventions and the idealism that there still ex- 
ists the potential of undiscovered knowledge is an essential part of 
undergraduate and graduate education. 
Library and information studies (LIS) education is dedicated to the 
study, understanding, and use of social knowledge as it relates to the social 
module of the Circuits of Theory. LIS doctoral education is directed toward 
developing new ways of studying, understanding, using, and extending 
research and knowledge in the field. It is also about linking individual 
knowledge through the process of social acceptance to social knowledge- 
the whole of social knowledge becomes the sum of its parts in the form of 
individual knowledge. 
Knowledge 
The third module is that of knowledge, both existing and undiscovered. 
While the previous two modules included accompanying and integral as- 
pects, the knowledge module is a fully integrated module that comprises 
existing knowledge and its shadowy partner, undiscovered knowledge. 
Existing knowledge is defined here as phenomena that have been cap- 
tured and have undergone some degree of analysis. Conversely, undiscov- 
ered knowledge is unknown knowledge in the form of “uncaptured phe- 
nomena that possess the potential of discoverability. The fulfillment of this 
potential of discovery is contingent on both existing and future mechani- 
cal and/or theoretical technology. The linkage between existing knowledge 
and undiscovered knowledge has to do with basic empiricism and episte- 
mology. Empiricism is how individuals respond to external stimuli from 
phenomena. It is through empiricism that existing knowledge is generat-
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ed and verified. Epistemology is the belief system that permits individuals 
to accept the actuality of the existence of undiscovered knowledge. 
Individual knowledge includes aspects of social knowledge gained 
through an individual’s educational experiences at various levels, from 
primary through higher education. People are socialized to believe in the 
predominance of social knowledge over individual knowledge through 
much of the formal educational experiences provided by society. 
However, contrary to a social knowledge bias that tends to be learned 
through early education, there is also aconsiderable body of knowledge that 
is unique to an individual. This individual knowledge may conflict with 
social knowledge at times, especially when the acceptable knowledge of one 
group conflicts with that of another. For example, professional knowledge 
may conflict with political or religious knowledge. A professional school 
empowers students to practice a profession, but professional education may 
conflict with individuals’ personal knowledge and values, which have often 
been the product of socialization through participation in other social 
groups and institutions, for example, church, education, politics, leisure 
time activities, etc. It becomes a question of which takes precedence-the 
individual, the group, or the institution. 
APPLYINGTHE CIRCUITSOF THEORYTO THE 
RESEARCHPROCESS 
Today, a considerable amount of research in LIS is based on action re- 
search with little attempt to apply theory. The structure that the new Cir- 
cuits of Theory supplies will enable researchers to construct theories that 
help with generalizations beyond the conclusions drawn from empirical 
data. It is worth a reminder that when one reaches a conclusion one has 
already engaged in the generalization process by reflecting on data and dis- 
cerning patterns. While the generalization process is similar in moving from 
data to conclusions and from conclusions to theory, use of the taxonomy 
enables a systematic approach. 
For example, a researcher might identify a psychological (discipline 
level) theory that has implications for professional intervention in the in- 
formation search process. The theory could be operationalized through 
application in data gathering associated with client interviews and obser- 
vations. The data gathered would be compiled, analyzed, and compared to 
the psychological theory that might then be revised into a substantive level 
theory for use both at the reference desk and in professional education. 
Further study might reveal unanticipated nuances to the theory, which 
might result in refinements to the original theory relating to information 
gathering and the mind. 
The three modules of the Circuits of Theory identify contextual vari- 
ables from which the meaning of new knowledge emerges as influenced 
by the self, society, and existing knowledge. The Circuits of Theory portrays 
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research as a complex dialectical process with numerous interactions be- 
tween the modules of the Circuits of Theory. 
Sample Study 
City managerstudy (Grover&Glaziev;1984). Five city managers were stud- 
ied to discover their information use patterns. The study generated a sub- 
stantive theory usable by professionals, such as information specialists. It 
was found that each city manager operated similarly based on his/her past 
experiences (individual knowledge module), local context (society mod- 
ule), and individual reaction (self module), and on the knowledge known 
and unknown (discovered and undiscovered knowledge module). 
CONCLUSION 
Several common themes emerge throughout this paper as it relates to 
research, theory building, and the environment that envelops the research 
process. First, it is argued that research and theory building is surrounded 
by a complex of social and psychological contexts. Second, these contexts 
comprise three basic modules. Each module is malleable-is without clear- 
cut boundaries-and is linked to the others phenomenologically. The ini- 
tial module, the self, represents each individual that undertakes the long 
journey associated with the research process. While this journey is thought 
of as deterministic and rational, it is also shaped by the subjective experi- 
ential categories that organize the very self from which this entire process 
emanates. This initial module is embedded in each of the remaining three 
modules. 
The self is an inextricable part of the next module, society. While the 
concept of society provides a home in the form of the context for each of 
the other modules, it also has its own identity. Society and social knowledge 
are more than the sum of the individuals and individual knowledge that 
are a part of it. Society is the source of accumulation and legitimization of 
individual knowledge in the form of social knowledge. The third module, 
knowledge, discovered and undiscovered, is the linking module among the 
preceding two, the self and society. It is the repository of existing individu- 
al and social knowledge as well as potential knowledge based on what is 
already known and recognized as grand theory and paradigms. As a result, 
the responsibility of social legitimization resides here. 
Finally, there is the taxonomy of theory. The taxonomy of theory is 
central to the entire Circuits of Theory. It is here that initial research and 
theory building takes place as well as the critical process of replication that 
prepares the way for paradigmatic changes. Since the categories of the tax- 
onomy have been detailed earlier, that process will not be repeated here. 
The taxonomy is placed within the context of the new Circuits of The- 
ory as the central point around which the three key modules are arranged. 
Each module is analyzed above in terms of its functions and relationships 
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to the other modules individually and systemically. It is these complex, 
inter-linking, shifting relationships that are the focus of the new Circuits 
of Theory. 
These relationships are not linear but cyclical in their pattern of inter- 
action. They dialectically define and redefine one another based on the 
shifting nature of the system as a whole. The interactions of self, society, 
and knowledge, within the context of the research process, create a dynamic 
environment that encourages change and innovation. Resistance to change 
in the context of this Circuits of Theory and in general in a society that has 
historically been grounded on discovery, innovation, and change is system-
ically alienating and creates systematic aberrations in the form of contra- 
dictions, inequality, and exploitation. 
The relationships spoken of above unify information studies research, 
analysis, theory building, and knowledge integration into a single whole. 
Relationships as understood here are based on dialectical interactions 
brought about when modules possessing subjective and objective qualities 
interact in a world of varied substances and experiences. A framework or 
system designed to favor a subjective approach to nature without consider- 
ing the objective, or an objective approach that does not consider the sub- 
jective, lacks understanding, versatility, and vision. Hence, this framework 
or Circuits of Theory is not intended to favor one to the exclusion of the 
other; or, in this case particularly, the qualitative to the exclusion of the 
quantitative. 
Further Research and  Study 
As the Circuits of Theory has been constructed, as many contingencies 
as possible have been anticipated. It is, of course, impossible to anticipate 
all the possible contingencies that might arise, let alone resolve them. How- 
ever, here are some of the contingencies that emerged in the process of 
writing this paper and that need additional research. First, is the nature of 
the concept of phenomena. Second, is the nature of the concept of knowl- 
edge both in its discovered and undiscovered forms. Is it knowledge when 
we have yet to discover it and lack the technology to bring it to the surface? 
This question brings about a third contingency, the nature of the relation- 
ship between phenomena and knowledge, both discovered and undiscov- 
ered. These are just a few of the contingencies that have been obstacles in 
the preparation of this paper. The authors lay them at the feet of the re- 
search community in general. 
NOTES 
1. 	Odi described theory as “an internally connected and logically consistent proposition about 
relationship(s) between phenomena” (p. 313). 
2. 	 Mullins (1973)contended theories may be a single topic developed in parts by many per- 
sons or on many topics by one person. 
3. 	 This terminology is adapted from its original use by Weick (1976)as it related to the orga- 
nizational literature, and is thus employed in a different sense than Weick intended. 
GLAZIER 8C GROVER/MULTIDISCIPLINARY FRAMEWORK 329 
REFERENCES 
Boulding, K. E. (1956). The image: Knowledge in 1ije and society. Ann Arbor: University of Mich- 
igan Press. 
Cooley, C. H. (1922). Human nature and the social order. New York Charles Scribner and Sons. 
Glaser, B. G., & Strauss, A. L. (1967). The discovery ofgrounded theory: Strategzesfor qualitative re- 
search. Chicago: Aldine Publishing Co. 
Greer, R. C. (1987). Information transfer: A conceptual model for librarianship, information 
science, and information management. In H. K. Achleitner (Ed.), ZntPllectual foundations 
for in fmat ion  professionals. Boulder, CO:Social Science Monographs; NewYork Colum- 
bia University Press. 
Grover, R., & Glazier,J. D. (1984). Information transfer in city government. Public Li6rarie.s 
Quarterly, 5(4), 9-27. 
Grover, R., & Glazier,J. D. (1985). Implications for application of qualitative methods to li- 
brary and information science research. Li6rary and In fmat ion  ScienceResearch, 7(3),247-
260. 
Grover, R., & Glazier,J. D. (1986).A conceptual framework for theory building in library and 
information science. Library and Information Science Research, 8, 227-242. 
Holzner, B., & Marx,J. H. (1979).Knowledge application: The knowledge system in society. Boston: 
Allyn and Bacon. 
James, W. (1969). Essays in p a p a t i s m .  NewYork: Hafner. 
Mead, G. H. (1934). Mind, self &society from the standpoint of a social behaviorist.Chicago: Uni- 
versity of Chicago Press. 
Mullins, N. C. (1973). Theuries and theory goups in  contempmary American sociology.New York 
Harper and Row. 
Odi, A. (1982). Creative research and theory building in library and information sciences. 
College &Research Libraries, 43(4),312-319. 
Ritzer, G. (1992). Contemporary sociological theory. New York: McGraw Hill. 
Shera,J. H. (1970).Sociologzcal foundations of libmrianshzp. New York: Asia Publication House. 
Weick, K. (1976). Education organizations as loosely coupled systems. Administrative Science 
Quarterly, 21(1),1-19. 
The Progress of Theory in 
Knowledge Organization 
RICHARDP. SMIRAGLIA 
ABSTRACT 
WE UNDERSTAND “THEORY” TO BE A SYSTEM of testable explanatory 
statements derived from research. In knowledge organization, the genera- 
tion of theory has moved from an epistemic stance of pragmatism (based 
on observation of the construction of retrieval tools), to empiricism (based 
on the results of empirical research). In the nineteenth century, Panizzi 
(1841), Cutter (1876), and Dewey (1876), developed very pragmatic tools 
(i.e., catalogs and classifications), explaining as they did so the principles 
by which their tools were constructed. By 1950, key papers at a University 
of Chicago Graduate Library School conference on “Bibliographic Orga- 
nization” recorded the role of bibliographic organization in civilization 
(Clapp, 1950) and deemed classification the basis of bibliographic organi- 
zation (Shera, 1950). In 1961, the International Conference on Catalogu- 
ing Principles in Paris brought together key thinkers on the design of cat- 
alogs. Wilson (1968) expounded a system for bibliographic apparatus, and 
provided the framework for empirical theoretical development. In 2000, 
Svenonius asserted that knowledge organization is accomplished through 
a bibliographic language (or, more properly through a complex set of bib- 
liographic languages), with semantics, syntax, pragmatics, and rules to 
govern their implementation. Logical positivism notwithstanding, rational- 
ist and historicist stances have begun to come to the fore of late through 
the promulgation of qualitative methods, most notably those employed in 
classification, user-interface design, and bibliometric research. 
Richard P. Smiraglia, Palmer School of Library and Information Science, Long Island Uni- 
versity, Brookville, NY 11548 
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INTRODUCTION 
We understand “theory” to be a system of testable explanatory state- 
ments derived from research. The term is difficult, because it has a collo- 
quial usage that is quite a lot less precise than its use in academe. Colloqui- 
ally, we understand theory to mean “ideas” or “principles.” We attribute 
vagueness and an air of indecipherability to the term. The usage in academe 
is quite different. Here, we mean, quite precisely, statements, derived as a 
result of rigorous research and testing, that explain phenomena and rela- 
tionships among them. Theory does not exist in a vacuum, but rather in a 
system that explains the domains in which we operate, the phenomena 
found in those domains, and the ways in which they might be affected by 
manipulation or change. Theory is derived from the controlled observation 
of phenomena, whether this has taken place in the positivist empirical 
paradigm or in the qualitative paradigm. Theory is the basis of research, 
serving to supply hypotheses for empirical research, and to confirm obser- 
vations in qualitative research. The power of theory is its explanatory capa- 
bility. We can use theory to analyze, predict, and manipulate phenomena. 
In knowledge organization, there is quite a lot of theory of the collo- 
quial sort (that is, stated principles) and even a fair amount of consensus 
on these statements. But, there is also, increasingly, a formal theoretical 
base. Knowledge organization, at least as it is practiced inside the domain 
of library and information science, has been largely (up to now) the prov- 
ince of the construction of tools for the storage and retrieval of documen- 
tary entities. That is, tools, such as catalogs, indexes, and databases, have 
been constructed to allow the rapid manipulation of and retrieval from 
large collections of surrogate records that represent documents, which in 
turn represent recorded knowledge. Order within these tools may take a 
variety of forms depending on the knowledge domain (or domains) rep- 
resented, the anticipated usage of the tools, and their structure. Classifica- 
tion uses symbolic notation to order related concepts in appropriate group 
ings. Controlled vocabulary is created to alleviate linguistic variation in the 
documents and their surrogates that might otherwise obscure relationships 
among concepts. So-called “known items,” documents identified by some 
combination of creator and title, are listed in alphabetical arrays using both 
names of creators (subarranged by title of work and date of creation, etc.) 
and document titles. 
All of these tools have been constructed according to bibliographical 
judgment and pragmatic concerns about the documents themselves and 
their anticipated usage. In the second half of the nineteenth century, prin- 
ciples were expounded for the construction of catalogs that have, more or 
less, governed the development of bibliographic retrieval tools to the 
present day. The twentieth century increasingly saw the compilation of 
codes of rules to govern the construction of both document surrogates (i.e., 
bibliographic records) and the retrieval tools themselves. Svenonius (1981) 
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and Smiraglia (1987), among others, called for the application of empiri- 
cal research methods to describe the phenomena of knowledge organiza- 
tion and to inform the further development of retrieval tools. The automa- 
tion of bibliographic retrieval at the end of the twentieth century was 
informed, to some extent, by such empirical research. At the turn of the 
twenty-first century, scholarship in knowledge organization has begun to 
embrace qualitative research methods alongside the empirical, and, in a 
limited way, historical perspectives have been turned to in order to com- 
prehend the social context of knowledge phenomena. Finally, rationalism 
has seen the increasing use of ontological and epistemological tools to 
comprehend the underlying structures of knowledge. 
In knowledge organization, then, the generation of theory has moved 
from an epistemic stance of pragmatism (based on observation of the con- 
struction of retrieval tools), to empiricism (based on the results of empiri- 
cal research). Logical positivism notwithstanding, rationalist and historicist 
stances have begun to come to the fore of late through the promulgation 
of qualitative methods, most notably those employed in bibliometric re- 
search. Another major balancing force has been the introduction of epis- 
temology and ontology into the design of classification (Hjorland, 1998; 
Marco & Navarro, 1993).This paper is a review of these themes. Itspurpose 
is not so much to present an exhaustive review of theory in knowledge or- 
ganization, as to demonstrate the epistemological progression from ratio- 
nally derived principles, to empiricism, to historicism. 
HISTORICAL PRAGMATISMBACKGROUND: AND RATIONALISM 
Panizzi (1841), Cutter (1876), and Dewey (1876), in the nineteenth 
century, developed very pragmatic tools (catalogs and classifications), ex- 
plaining as they did so the principles by which their tools were construct- 
ed. Their efforts were influential: The principles they expounded can still 
be observed in the structure of modern online retrieval systems. Each, in 
his own way, raised the development of pragmatic retrieval tools to the lev- 
el of a professional art form, introducing the concept of bibliographic judg- 
ment into the continued maintenance and development of tools for cata- 
loging and classifylng library collections. For each, the convenience of the 
public was always to be held in mind, over and against the inventory of the 
collection, on the one hand, or the ease of the cataloger, on the other. This 
was a remarkable development, which when interjected into the nascent 
program of education for professional librarians, saw the growth of prag-
maticism and rationalism in the construction of tools for knowledge orga- 
nization over the next three-quarters of a century. The evolution of these 
objectives laid the groundwork for the research in the mid-twentieth cen- 
tury that would lead to better empirical understanding. This, then, can be 
seen as the beginning of the development of formal theory in knowledge 
organization. 
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Strout (1956) told the whole history of catalogs from antiquity to mod- 
ern times. Thus, we can trace developments back in time-for instance, one 
can postulate Hyde as Panizzi’s predecessor, Maunsell as Hyde’s, and so on, 
back to Callimachus in the great library at Alexandria. However, our point 
here is not to review the whole history of catalogs, but rather to establish a 
beginning for the theory of knowledge organization that prevails today. For 
this reason, we begin at this point in the mid- to late nineteenth century, 
when developments began to appear with great rapidity. And, of course, 
there were other leaders of that period, most notably Charles Coffin Jew- 
ett (1853). But here we posit the coincidence of Panizzi, Cutter, and Dew- 
ey as pragmatists as the beginning of our current backdrop of theory about 
the order of catalogs, relationships among subjects, and the order of knowl- 
edge itself. 
Antonio Panizzi was hardly the first to develop a major catalog, nor was 
he even the first to develop a finding aid in the English-speaking world. That 
honor goes, of course, to Thomas Hyde’s 1674 catalog for the Bodleian 
Library. Hyde’s catalog has been called the first great alphabetical catalog, 
and was designed specifically to assist students in conducting research. 
Hyde’s major contribution was to raise the collocating function to the lev- 
el of principle, by insisting on the collocation of an author’s works under a 
single form of name, with references from variant names and name forms. 
Also, in Hyde’s catalog, representations of a single work that had appeared 
under different titles were also caused to collocate. As de Rijk (1991) has 
confirmed, Hyde’s was a catalog in which divergent forms of names and 
titles of works were both expressed and reconciled. 
It was Panizzi, however, for whom the construction of a catalog became 
more than the task of recording physical details of books. Rather, Panizzi 
recognized the importance of making a distinction between the retrieval 
and use of specific intellectual entities-that is, works-and the usual in- 
ventory of books. With Panizzi, the function of identifjmg and collocating 
works and their variant instantiations became a principle, and a very prag- 
matic principle at that. Panizzi was emphatic that to be useful, a catalog had 
to allow a reader to identify and choose among works. His famous defense 
of his catalog includes this very pragmatic assertion ( [18481 1985, p. 21, 
emphasis original) : 
No catalogue . . . can be called ‘useful’ in the proper sense of the word, 
but one in which the titles [i.e. entries] are both ‘accurate,’ and so ‘full’ 
as to afford allthat information respecting the real contents, state, and 
consequent usefulness of the book which may enable a reader to 
choose, from among many editions, or many copies, that which may 
best satisfy his wants, whether in a literary or scientific, or in a biblio- 
graphical point of view. 
In other words, no catalog that merely lists items can be considered useful. 
Rather, it is the intellectual content-that is, the works-for which readers 
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consult a catalog. To be useful, then, the catalog must clearly identify works 
in such a way that a user is assisted in making an informed selection-a very 
pragmatic principle, rationally derived, which advanced the construction 
of the catalog from that of inventory of documents to modern tool for the 
retrieval of works. 
Charles Ammi Cutter, librarian of the Boston Atheneum, provided rules 
for the construction of dictionary catalogs. The dictionary catalog was to 
be one in which name, title, and subject entries for books were integrated 
in a single alphabetical sequence. The direct successors of codes of rules 
by Panizzi and the Smithsonian’s Charles Coffin Jewett, Cutter’s rules of- 
ten are seen as the direct progenitors of the modern Anglo-Ammican cata- 
loguingrules. Indeed, many cataloging practices that are encoded in today’s 
rules for descriptive cataloging can be traced directly to Cutter’s code. 
Cutter’s rules were originally issued as the second part of a special re- 
port of the Bureau of Education (then a division of the Department of the 
Interior), titled Public libraries in the United States ofAmerica: Their history, con- 
dition, and management. Published thusly in 1876, these rules enjoyed wide- 
spread acceptance and fueled the growth of the public library as an educa- 
tional institution. As public libraries spread, Cutter’s rules gave pragmatic 
instruction to librarians across the U S .  landscape for the construction of 
local dictionary catalogs. Asserting a principle of context, Cutter suggests 
that the given catalog might be considered short, medium, or full-depend- 
ing on the level of detail considered critical to the users of the collection 
in question. 
Cutter’s rules were prefaced with a statement of the objectives of the 
dictionary catalog. These statements, called “Objects,” frame the entire 
construction of the catalog within the pragmatic judgment of the catalog- 
er. Ultimately, the cataloger is given generic directions for the creation of 
a description of a book, and for the selection and formation of access points 
that will, in many cases, lead to the collocation of entries for the work with- 
in that book. There is an expectation that, given specific instructions and 
a pragmatic philosophical framework, catalogers will be able to apply their 
own professional judgment and yield consistent results. 
The popularity and widespread usage of Cutter’s rules is apparent from 
the publication history-the fourth, and final edition was published in 1904, 
containing many appendices intended to inform the cataloging of nonbook 
materials. Ultimately, Cutter’s pragmatism was expressed in his suggestion 
(1904, p. 6) that the cataloger always weigh local needs against the conve- 
nience of the users. While Cutter dictates that this decision must always yield 
to the requirements of users, still it is a critical, pragmatic instruction to take 
both sets of sometimes conflicting needs into account. 
Melville Dewey, the father of much of American librarianship, is the 
third individual whose influence caused the spread of pragmatic tools for 
the organization of library collections. Most famous for his Decimal Class$-
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cation (18’76),which is now in use worldwide, it is perhaps more important 
at this juncture for us to consider Dewey’s powerful political influence on 
the development of the profession of librarianship. It is to Dewey that we 
owe the professionalization of bibliography, the beginnings of education 
for librarianship, the development of professional associations for librari- 
ans, and in 1908 the publication of the first joint Anglo-Amm‘can catalogu-
ing rules. But it is also to Dewey and his Library Bureau that we owe the 
spread of the card catalog utilizing 3-by-5-inch holed cards in wooden cases 
of standard sizes. Together with his Decimal Classijication, the spread of the 
card catalog (now in dictionary form thanks to Cutter’s influence) standard- 
ized the organization of knowledge in libraries all across the English-speak- 
ing world and particularly in American public libraries. This standardiza- 
tion ensured more than professional economies of scale. Perhaps Dewey’s 
greatest contribution was to give generations of users the capability to find 
relevant materials treated in the same way in nearly any library. 
As we noted earlier, the history of catalogs and cataloging has been writ- 
ten elsewhere. Here our point is to note the historic coincidence of the ef- 
forts of Panizzi, Cutter, and Dewey. All three were pragmatic managers of 
large libraries, and authors of the principles of catalog and collection man- 
agement. Above all, they left a critical legacy to the practice of the organiza- 
tion of documents (and, thereby, of the works and recorded knowledge 
contained therein). They were the progenitors of the twentiethcentury move 
toward standardization and codification. Their pragmatic guidance insist- 
ed on the judgment of the cataloger, the convenience of the user in retriev- 
ing what was sought, and the consistent ordering of bibliographic entities- 
be they citations for works, subject headings in the dictionary catalog, or 
volumes themselves ordered to facilitate browsing by the public. 
From time to time, the pendulum would swing away from their prag- 
matic guidance, but ultimately, pragmatism was the theoretical norm 
through the twentieth century. For example, Panizzi had called for the en- 
try of pseudonymous works under the authors’ pseudonym, so as to yield a 
direct result for the searcher. The pragmatism of the idea is clear-a user 
should be able to seek a work under the citation by which it is popularly 
known in the marketplace (or in the culture). However, a more academic 
approach was used-entry under the real name-from Cutter’s time until 
the second revision of the second edition of the Anglo-Amm.can cataloguing 
rulesin 1988. At last, at the end of the twentieth century, the flood of romance 
fiction written by authors using several pseudonyms at once resulted in a 
compromise measure that allows for collocation of works under an author 
whose real name has become synonymous with his/her pseudonyms, but for 
entry under the pseudonyms (even under several) for those that have not. 
Key papers at a 1950 University of Chicago Graduate Library School 
conference on “Bibliographic Organization” recorded the role of biblio- 
graphic organization in civilization (Clapp, 1950) and deemed classifica- 
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tion the basis of bibliographic organization (Shera, 1950). Clapp defined 
bibliographic organization as: “The pattern of effective arrangements which 
results from the systematic listing of the records of human communication” 
(p.4).Asserting the social role of the organization of knowledge, Clapp set 
about to list the areas in which empirical research would be critical for 
developing the discipline. These were: (1)Types (suggesting the taxonomic 
study of kinds of bibliographies); (2) Gaps (where possible these should 
be closed); (3) Duplication (which should be eliminated); (4) Informative-
ness (it would be necessary to combine comprehensive and selective lists); 
(5)Physical location; (6) Cooperation, or the coordination of energies; (7) 
Classification (the tools of library organization should be generalized to all 
bibliography); and (8) Mechanical devices (a challenge to develop cheap- 
er, more compact, and more flexible bibliographical apparatus) (pp. 17-
21). Similarly, Shera asserted the importance of classification as the very 
basis of bibliographic organization. However, he also pointed to the failure 
of a century of library classification to resolve the key problems of organiz- 
ing knowledge, saying: “There can no longer be any doubt that library 
classification has failed, and failed lamentably, to accomplish what it was 
designed to do” (p. 72). Shera outlined four basic historical assumptions 
about the utility of classification: (1)There exists a universal order of na- 
ture that should reveal a permanent conceptual framework of the entirety 
of human knowledge; (2) Schematization of that universal and permanent 
order is a hierarchy; (3) There is a principle of differentiation derived from 
likeness or unlikeness of the properties of phenomena; and (4) These prop 
erties partake of the substantive nature of the pheomena. He related what 
he calls the “failure of traditional approaches to classification” to the lack 
of social epistemology, or social context of a given knowledge domain (pp. 
72-73). Like Clapp, Shera also posited a research agenda, which includes: 
(1)Studies of existing classifications; (2) Development of new schema, 
based on new principles; (3) Experimentation in the construct of conceptu- 
al frameworks; (4)Content analysis of research literatures; (5)Careful scru- 
tiny of subject headings; (6) Measurements of effectiveness; (7)Analysis of 
dispersion; and (8) Precise measurement of costs (p. 93). As though to 
demonstrate Shera’s point, the Chicago conference also witnessed the in- 
troduction of Ranganathan’s Colon Classification, from which the notion 
of faceted indexing would be derived and expanded. The 1961 Internation- 
al Conference on Cataloguing Principles in Paris brought together key 
thinkers on the design of catalogs. Lubetzky (1961) provided the impetus 
for restating Cutter’s principles in a way that would begin to shift the focus 
of the catalog from its role as inventory of books to a new role as pathfinder 
among works. Verona’s concept (1961) of literary unit vs. bibliographical 
unit would underlie this shift in roles, as would Osborn’s pragmatic ap- 
proach (1961) to the construction of tools for bibliographic retrieval. Hick- 
ey summarized much of this theory in 1977, at the brink of the paradigm 
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shift from paper-based systems to electronic, automated systems. Taken 
together, these key statements of rules and principles can be seen to con- 
stitute a core for theory of knowledge organization. 
Wilson (1968) was the first to analyze and summarize these accomplish- 
ments in a single text, expounding a system for bibliographic apparatus, 
and providing the framework for empirical theoretical development. Wil- 
son stated underlying philosophical points, for example, descriptive and 
exploitative domains, in which the bibliographical apparatus (as created by 
Panizzi, Cutter, Dewey, et al.) plays a key role. According to Wilson, the 
descriptive domain (in today’s parlance the word “domain” might better 
be rendered as “concept space”) is the domain in which descriptive biblio- 
graphic activity takes place. In the descriptive domain, catalogers, bibliog- 
raphers, and indexers strive to create listings of various depths and degrees 
of detail to record the existence of writings available to searchers. In the 
exploitative domain, scholars seek answers to their questions, and especially 
they seek to make the best possible use of recorded knowledge. That is, they 
seek to exploit what is already known, so as to create new knowledge. 
Here Wilson provided, for the first time, a means by which the efficacy 
of the bibliographical apparatus can be measured. Whatever in the descrip 
tive domain facilitates activity in the exploitative domain can be said to be 
efficacious. Likewise, whatever hinders activity in the exploitative domain 
can be said to be detrimental. By inserting specific activities (e.g., search- 
ing) or entities (e.g., access points) and measuring retrieval success, re- 
searchers could operationalize variables, and begin empirically to test such 
theoretical statements as had heretofore had the status of “principles.” This 
contribution moved the field of knowledge organization forward as a re- 
search discipline, allowing practice to be informed by the results of scien- 
tific investigation, and paving the way for an accumulation of observations 
over time that might contribute to true theory. 
THEBEGINNINGSOF EMPIRICISM 
Clapp (1950) and Shera (1950) posited research agendas, essentially 
marching orders for the world’s scholars in bibliographic retrieval and 
classification. Other calls to action were to follow, in particular papers by 
Gorman (1980, 1982) and others, at the time of AACR2’s first edition be- 
ing published. In 1981, Svenonius reviewed current research in bibliograph- 
ic control and found it wanting, particularly in regard to problems of head-
ing integrity and file structure: 
Questions of efficient file design need researching, such as how is link-
age information to be accessed, should all linkage information be con- 
tained in an authority file, and how are authority and bibliographic files 
to be interfaced? (p. 101) 
Gorman (1982) called for similar research, suggesting a design schema for 
the online catalog in which physical items would be represented by unique 
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bibliographic records, and all access points (names, works, subjects, etc.) 
would be represented in unique authority records. Explicit links could then 
be created in several directions, both among related authority records and 
between authority records and the bibliographic records that represent 
bibliographic entities. Similarly, Taylor, in a 1988 review of progress in au- 
thority control research, pointed out the need for continued research in 
bibliographic relationships: 
The questions Svenonius asked about how linkage information is to be 
accessed, whether all linkage information should be contained in an 
authority file, and the means for interfacing authority and bibliographic 
files have been examined to some extent, although the answers are not 
yet clear. (p. 51) 
Taylor suggested further study of file design, concluding: 
Perhaps these questions remain unanswered because Svenonius’s re- 
maining question, that of efficient file design, has yet to be exam- 
ined. . . . The conflicts we now have of some linkage information be- 
ing held in the authority file and the remainder being held in the 
bibliographic file [should] be resolved. (p. 51) 
In a 1992 review Svenonius stated: 
Library catalogs . . . must be able to distinguish uniquely bibliograph- 
ic entities at a variety of aggregate levels. . . .Further experimenting is 
needed to identify the necessary and sufficient data elements needed 
to distinguish various kinds of bibliographic entities. . . . (p. 11) 
She went on to say: 
A library catalog in addition to distinguishing unlike bibliographic 
entities must also collocate and otherwise relate like entities. The fail- 
ure to do so is a failure in recall. . . .An entity in the bibliographic 
universe is not an island unto itself but is connected to other entities 
in a variety of constellations and relationships. In order for a user to 
navigate the bibliographic universe to a desired end, a map is needed 
to show how entities are clustered and where the pathways are between 
and among them. Such a map would depict the collocating relation- 
ships specified by the second objective of the catalogue and it would 
show other bibliographic relationships as well. (pp. 11-12) 
These papers represent a call to arms from the major scholars of bib-
liographic control in the last quarter of the twentieth century, issued to the 
up and coming researchers in the field. Questions of file design, record 
construct, and entity-relationship definition were critical to the advance- 
ment of the catalog as a tool of the modern age. Furthermore, empirical 
evidence of the incidence of bibliographic phenomena, and of searching 
behavior would be critical to inform the rapid development of increasing- 
ly technologically complex systems for retrieval of not only bibliographic 
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data, but also full document texts, archival records, surrogates for museum 
artifacts, and so on. Empiricism, represented by scientific research in the 
positivist paradigm, was clearly called for if the cause of knowledge organi- 
zation was to advance. And, chief among the problems of empirical re- 
searchers, therefore, was the lack of comprehension of the extent to which 
external validity (the ability to generalize a research result from one col- 
lection of documents to another, which would depend on the degree to 
which collections of documents were inherently alike or different) was key. 
Many took up the challenge, and the research journals are filled with 
reports of research that examined the problems posed by these pivotal 
scholars. In four areas, to be described below, research has accumulated to 
a degree sufficient to posit theoretical statements. Let us now turn to these 
four areas to understand the role of positivism and pragmaticism in the 
growth of theory in knowledge organization. 
Author Productivity and the Distribution of Name Headings 
In 1926 Lotka asserted an inverse relationship between the number of au- 
thors writing in a given subject area and their productivity. Known as “Lot- 
ka’s Law,” this relationship can be stated thus: The total number of authors 
y in a given subject, each producing xpublications, is inversely proportion- 
al to some exponential function n of x.The practical result of Lotka’s ob- 
servation was to demonstrate that the total number of authors contribut- 
ing a single publication would be just over 60 percent (p. 321). That is, only 
40 percent of authors contribute more than one paper. Lotka was con- 
cerned bibliometrically with the attribution of author productivity as a 
measure of the influence of authors in specific subject areas. But research 
by Taylor, Potter, Papakhian, and others has demonstrated an ability to 
observe Lotka’s law operating in the bibliographic universe. 
These studies were conducted to examine name headings’ frequency 
of occurrence in catalogs. Potter (1980) examined this frequency in two 
general catalogs, and discovered that roughly two-thirds (63.5 percent and 
69.33percent respectively) of all names occur only once (p. 9). Fuller (1989, 
p. 81)found a similar proportion, 61 percent, in the catalog of the Univer- 
sity of Chicago. McCallum & Godwin (1981, p. 198) found that 66 percent 
of names occurred only once in the Library of Congress machine-readable 
catalog. Papakhian (1985, p. 285), replicating Potter’s design in a sound 
recordings catalog, found that fewer than half (47.6 percent) of names 
could be said to occur only once, concluding that the presence of nonbook 
materials could be associated with an increase in multiple occurrence en- 
tries. This research was conducted to help the community understand the 
impact of changes in cataloging rules. Collectively, these results demonstrate 
a theore tical assumption that underlies the infrastructure of bibliographic 
databases. That is, most names will occur only once, and a very small num- 
ber, which can be predicted by Lotka’s Law, will occur many times. 
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Bibliographic Relationships 
No document is an island, and the interrelatedness of documents and 
their contents, as well as the complexity of these relationships, has prevented 
the increasing sophistication of online retrieval systems. Beginning with 
Tillett (1987), who sought to classify and quantify the entire range of bib- 
liographic relationships in the Library of Congress catalog, research has 
demonstrated the efficacy of comprehending bibliographic relationships. 
Smiraglia (1992) investigated the derivative relationship, which holds 
among all versions of a work, refining its definition to include several dif- 
ferent categories of derivation. Leazer and Smiraglia studied the presence 
of derivative relationships in the OCLC WorldCat (Smiraglia & Leazer, 1995, 
1999; Leazer & Smiraglia, 1996, 1999), affirming the taxonomy of deriva- 
tive relationship types. Yee (1993) examined problems of relationships 
among moving image materials, including the substantial problems of as- 
sociating bibliographic records for varying instantiations of films. Vellucci 
(1994,1997) examined musical works and found that the categories ofwork 
relationships that Tillett (1987) and Smiraglia (1992) had suggested were 
present, and in large numbers. Smiraglia (1999) demonstrated the effec- 
tiveness of the taxonomy of relationship types by analyzing the extent of 
derivation among entities in theological collections. Research in biblio- 
graphic relationships reinforced the observation of Lotka’s law, exploded 
unitary concepts of bibliographic entities by demonstrating their complexity 
and interrelatedness, and confirmed the importance of the role of works 
in the bibliographic universe. 
Entity-Relationship Design 
Traditional catalogs and indexes were conceived as linear files of bib- 
liographic records (i.e., citations). However, with the introduction of syn- 
detic structure from Panizzi onward, catalogs grew increasingly complex. 
Translation to the online environment yielded the early (unfortunately mis- 
nomered) “online card catalog.” Research that would apply the principles 
of database construction to the infrastructure of the catalog was needed. 
Authors examined catalog data conceptually to identify independent enti- 
ties. Fidel & Crandall (1988) described the Anglo-Americancataloguing rules 
from a generalized database approach, using the entity-relationship mod- 
el to suggest a problem-based typology of rules that might underlie a theo- 
retical framework of rules for bibliographic database design. Leazer (1992) 
documented intra-record data redundancy, as well as the apparent absence 
of a conceptual schema, for the MARC-based online catalog. Leazer (1993, 
1994) described a conceptual schema for the explicit control of works in 
catalogs, taking into account both Tillet and Smiraglia’s taxonomies of 
relationship types. Green (1996) presented a conceptual design for a full- 
scale bibliographic database based on entity-relationship modeling. The 
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1998 report of the IFLA Study Group on the Functional Requirements for 
Bibliographic Records presented a framework that identified and defined 
the entities of interest to users of bibliographic records, the attributes of 
each entity, and the types of relationships that operate between entities. 
Collectively, this research has demonstrated the utility of the entity-relation- 
ship approach to the design of bibliographic databases. 
External Validity 
A lack of comparative data that might provide the grounds for exter- 
nal validity has hampered research in knowledge organization. However, 
there are now indications that catalogs containing bibliographic records for 
similar collections of materials exhibit similar characteristics. Potter (1980), 
McCallum & Godwin (1981), Papakhian (1985), and Fuller (1989) all dis- 
covered similar proportions of single+ccurrence name headings in research 
library catalogs. These studies support the contention that catalogs of sim- 
ilar materials exhibit similar characteristics. That is, there is reason to be- 
lieve that there are grounds for generalizing research results from studies 
conducted in a specific library to other similar library environments. Tay- 
lor & Paff (1986) found that changes of name and title headings required 
by the implementation of AACR2 in the catalog of a medium-sized academic 
library were in line with projections made by Taylor in her 1980 study of a 
similar library (Dowell, 1982). The replication tested proportions of change 
in the new catalog against the proportions reported in the 1980 study and 
found no statistically significant difference in the proportions from the two 
independent samples: 
The fact that there was no significant difference between the projec- 
tions .. . may indicate that samples of the collections of libraries (at least 
of academic libraries) are drawing from essentially the same universe. 
(Taylor & Paff, 1986,p. 280) 
Further, they found that certain patterns of headings occurrence were com- 
parable in the two independent samples: 
Is it possible that various types of heading occur in predictable propor- 
tions in the bibliographic universe? . . . It can be noted that, although 
the exact proportions varied somewhat, the pattern. . . found in all 
three libraries in the Dowell study. . . was repeated at ISU. This is not 
simply a representation of the relative proportions of these types of 
headings in the cataloging as a whole. (pp. 280-281) 
Countless other studies, notably those examining bibliographic relation- 
ships, have gathered data on the inherent characteristics of the documents 
in specific library collections. These data have yet to be compiled, but tak- 
en together with the studies cited here, there is evidence that theoretical 
predictability about bibliographic phenomena might be possible. 
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HISTORICISM 
Epistemology is the division of philosophy that investigates the nature 
and origin of knowledge. Poli (1996) contrasted the tools of ontology and 
epistemology for knowledge Organization, suggesting that while ontology 
represents the “objective” side of reality, epistemology represents the “sub- 
jective” side. Ontology (“being”) provides a general objective framework 
within which knowledge may be organized, while epistemology (“knowing”) 
allows for the perception of the knowledge and its subjective role. Olson 
(1996) used an epistemic approach to comprehend Dewey’s classification, 
asserting a single knowable reality reflected in the topography of record-
ed knowledge. Dick (1999) described epistemological positions in library 
and information science. He suggested that experience (i.e., empiricism) 
provides the material of knowledge, and reason (i.e., rationalism) adds the 
principles for its ordering. Rationalism and empiricism supply the basic plat- 
form for epistemological positions. They have been the primary modes of 
theoretical development in knowledge organization to this point. At the 
turn of the twenty-first century, the field of knowledge organization has 
begun to turn increasingly to the tools of qualitative analysis to explain the 
complexities of phenomena surrounding knowledge and its documentary 
record. This can be seen as an attempt to move beyond the strictures of 
empiricism, to bring a historicist epistemology to bear on the problems of 
the organization of knowledge. 
H@rland’sEpistcmolopxl Framework 
Hjerrland (1998) asserted a basic epistemological approach to base prob 
lems of information retrieval, particularly to the analysis of the contents of 
documentary entities. He began from a basic metaphysical stance, stating 
that ontology and metaphysics describe what exists (basic kinds, properties, 
etc.), whereas epistemology is about knowledge and ways in which we come 
to know. Hj~rland listed four basic epistemological stances: 
Empiricism, derived from observation and experience; 
Rationalism, derived from the employment of reason; 
Historicism, derived from cultural hermeneutics; and, 
Pragmatism, derived from the consideration of goals and their conse- 
quences. 
Hj~rland described a domain-analytic approach to subject analysis, recog- 
nizing that any given document may have different meanings and poten- 
tial uses to different groups of users. Hj~rland & Albrechtsen (1999) de- 
lineated recent trends in classification research, demonstrating the utility 
of Hjerrland’s epistemological framework for deriving categories. 
Marco & Navarro (1993) described contributions of the cognitive sci- 
ences and epistemology to a theory of classification: 
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The study of epistemology is, therefore, essential for the design and 
implementation of better cognitive strategies for guiding the process 
of documentary analysis, particularly for indexing and abstracting sci- 
entific documents. The ordering and classifymg of information con- 
tained in documents will be improved, thus allowing their effective 
retrieval only, if it is possible to discover the conceptual framework 
(terms, concepts, categories, propositions, hypotheses, theories, pat- 
terns, and paradigms) or their authors from the discursive elements of 
texts (words, sentences, and paragraphs). (p. 128) 
Epistemology, then, is concerned with the theory of the nature of knowledge. 
Knowledge organization has been too long enamored of the rational- 
istic and pragmatist approaches. Indeed, rationalism expounds detail, and 
some of the hallmarks of knowledge organization theory are the rational- 
ist works on descriptive cataloging. Most notable among these are the 
groundbreaking works of Seymour Lubetzky, who first sought to explain 
rationally, the purposes and construction of the modern catalog (summa- 
rized in Lubetzky, 1969). Domanovszky (1974) and Carpenter (1981) also 
offered rationalist constructs that advance the theory-that is, the system 
of principles that govern the construction-of the dictionary catalog. 
However, the problem remains that too few conceptual arrays are based 
on either empirical knowledge of what exists in the universe of documen- 
tary knowledge entities, or on essential understanding of the cultural im- 
portance, historic origins, or social roles, of the entities we propose to sys- 
tematize. Knowledge organization, as Hjmrland (1998) and Hjmrland & 
Albrechtsen (1999) have suggested, must proceed from more finely devel- 
oped epistemological positions, and these are the empiricist and historicist 
points of view. 
Research Moues Away from Empiricism 
To inform our cognitive structures with epistemological perspectives 
from the historicist point of view requires new analytical tools. A few exam- 
ples will demonstrate the power of the historicist perspective. For instance, 
cocitation analysis, reviewed extensively by White &McCain (1997), has dem- 
onstrated the complex relationships that exist among authors working within 
and between disciplines. Beghtol (2000,2001) demonstrated the centrality 
of key concepts, such as “Genre” and “AWhole and its Parts.” Mai (2000a, 
2000b) brought the tools of semiotics to bear on problems of indexing and 
classification. Smiraglia (2000, 2001) used semiotics to comprehend the 
social role of works and Hjmrland’s epistemological stances to derive an 
expanded definition of the work. By understanding from an empirical per- 
spective what has been observed from a historicist perspective, we can be- 
gin to rationally and pragmatically derive appropriate constructs for systems 
for information retrieval. The potential uses of epistemology for documen- 
tary analysis, then, are many; a few have been attempted. Whereas ontology 
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may be relied upon to frame the organization of knowledge, epistemology 
provides us with key perceptual information about the objects of knowledge 
organization. Each perspective can contribute to understanding; collectively, 
a balanced perspective can be achieved. To begin, empiricism can lead us 
to taxonomies of knowledge entities. Rationalism can demonstrate the cul- 
tural role of, and impact on, knowledge entities. 
Svenonius 
Svenonius (2000) represents, like Wilson (1968),a milestone summa- 
ry and analysis of all that has come before. Svenonius asserted that knowl- 
edge organization is accomplished through a bibliographic language (or, 
more properly through a complex set of bibliographic languages), with se- 
mantics, syntax, pragmatics, and rules to govern their implementation. She 
cumulated the historical record of research in knowledge organization, and 
brought ontological tools to bear on the problems of the definition of 
phenomena. Like Wilson, she drew together the results of empirical re- 
search in every aspect of knowledge organization, stating principles where 
appropriate, and demonstrating lacunae in the empirical record. Also, like 
Wilson, she contributed a tool that may come to be used as a theoretical 
benchmark for future research. This is her set theoretic model “that regards 
the bibliographic universe as consisting of documents, sets of these (formed 
by attributes . . .), and relationships among them” (p. 3 2 ) .  
THEORY ORGANIZATION:IN KNOWLEDGE 
CONCLUDINGREMARKS 
“Theory,” then, remains a system of testable explanatory statements de- 
rived from research. In knowledge organization, the generation of theory 
has moved from an epistemic stance of rationalism (construction of retrieval 
tools based on reasoned principles), to pragmatism (based on observation 
of the phenomena of knowledge entities), to empiricism (based on the 
results of empirical research). After nearly two centuries of formal work on 
the construction of catalogs and classifications, we are blessed with a well- 
spring of rationalist thought and large codes of pragmatic rules. At the same 
time, three decades of advancing formal, empirical research have yielded 
the beginning of a set of formal theories for the organization of recorded 
knowledge. 
Two key contributions are those of Wilson (1968) and Svenonius 
(2000).Each expounded an entire system for the knowledge domain and 
its retrieval apparatus. Given the similarities between their approaches, one 
can also view these systematic presentations as standing at two points on the 
epistemological spectrum. That is, Wilson’s system followed a century of 
pragmatism, and seems to arise at the beginning of what would be the most 
intense period of empirical research into knowledge phenomena. Svenon- 
ius’ system arises at the point where research seems to have turned toward 
the historicist stance. 
SMIRAGLIA/PROGRESS OF THEORY 345 
And so there is no single, formal statement of theory of knowledge 
organization. However, we can posit, based on this review, three simple 
theoretical statements: 
1. A theoretical assumption underlies the infrastructure of bibliographic 
databases, such that most names will occur only once, and a very small 
number, which can be predicted by Lotka’s Law, will occur many times. 
As noted above, Lotka’s law has been observed in a variety of bibliograph- 
ic environments. We are not certain why this law holds, or what, exactly, it 
represents. Smiraglia & Leazer (1999)have suggested that canonicity plays 
a role in this function. That is, some works enter an academic canon, and 
thereby gain value for the academic community, which in turn causes them 
to be variously translated, edited, and reproduced, thus contributing to the 
frequency of occurrence of author names in databases. It is also likely that 
some larger number ofworks are published, consumed by the culture, and 
then discarded (in a sense, such works are “digested”). However, it is equally 
likely that Lotka’s law reflects phenomena that are as yet unobserved. In 
sum, the pragmatic influence of this distribution is that 60 percent of 
records (names, etc.) in a file will be unique; another 40 percent will re- 
quire extra effort to delineate the relationships among the knowledge en- 
tities they represent. 
2. 	Bibliographic relationships reinforce the observation of Lotka’s law, 
exploding unitary concepts of bibliographic entities by demonstrating 
their complexity and interrelatedness. 
Bibliographic relationships are complex. These are the relationships among 
bibliographic entities, such as the equivalence relationship (that holds 
among copies of an item, e.g., a book and its microform reproductions) 
or the derivative relationship (that holds among variations on a work, e.g., 
editions and translations). Research has shown that for a small proportion 
of works in catalogs (about 40 percent, in line with Lotka’s law) there will 
be a complex set of interrelated entities that require explicit linkage to 
facilitate efficacious retrieval. 
3. 	There is a beginning of evidence that there are grounds for external 
validity in the examination of knowledge entities. 
That is, we have begun to observe similar distributions from one collection 
to another among the bibliographic characteristics that describe knowledge 
entities. This means that empirical research can advance secure in the 
knowledge that results can be generalized from one subset of the biblio- 
graphic population to another. 
Other theoretical statements, of course, might soon be possible. These 
will come to light as a result of the combined use of all four epistemologi- 
cal stances. For instance, much research has been undertaken on the na- 
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ture of subject searching in library catalogs. This research suggests that 
cognitive aspects of user behavior are at least as important as the subject 
characteristics of the documents represented. One might expect research 
to soon provide theoretical statements in this area. Another area rife for 
theoretical development is the extensive work of cocitation and coword 
analysis. This work describes relationships among scholars, essentially map- 
ping intellectual relationships within knowledge domains as represented 
by citations and abstracts. What is needed are sociological (i.e., cognitive) 
explanations of the behaviors that lead to these intellectual relationships. 
Such explanations could give us real predictive power for the development 
of sophisticated systems for the retrieval of knowledge entities. 
One thing is clear: Avariety of epistemic stances are required to advance 
the pursuit of theory. Where pragmatism could only suggest what to do, and 
empiricism could only describe unique phenomena in isolated contexts, 
rationalism and historicism can help us uncover the ineluctable truths of 
the natural order of knowledge entities. 
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Explanation and Prediction: 

Building a Unified Theory of Librarianship, 

Concept and Review* 

WILLIAME. MCGRATH 
ABSTRACT 
As INSPIRATION FOR DEVELOPING A comprehensive, unified, explanatory 
theory of librarianship, the author makes an analogy to the unification of 
the fundamental forces of nature, beginning with the Copernican revolu- 
tion, followed by the discoveries of Kepler, Galileo, Newton, and Einstein, 
and the unification of electro-magnetism, light, the weak force, the elec- 
troweak force, the strong force, and the ultimate goal to include gravity, 
space, time, and relativity into a single grand unified theory. While the 
analogy may be naive and debatable, the linking of disparate domains sug- 
gests a process for linking the broad and classical functions of librarianship 
into a framework for a unified theory. The unified theory might consist of 
functions stemming from the world of publishing: Selection and deselec- 
tion, acquisitions, the structure of knowledge and classification, storage and 
preservation, the library collection, and circulation. The author reviews 
recent Library and Information Science (LIS) research of the type that 
could contribute to development of unified theory. Dependent and inde- 
pendent variables are identified when apparent, with particular emphasis 
on the importance of units of analysis to theory. The recent literature is 
dominated throughout the framework by studies involving library circula- 
tion or its surrogates. 
COPERNICANREVOLUTION 
When Copernicus showed that the known planets orbited the sun, not 
the earth, he began a centuries-long process of linking the fundamental 
forces of nature. His revolutionary theory changed the course of astrono- 
my because it explained the movements of the planets far better than the 
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orthodox Ptolemaic system did. Itwas advocated by Galileo, augmented by 
Kepler’s discovery of elliptical orbits, explained by Newton’s laws of gravi- 
ty, and ultimately refined by Einstein’s general theory of relativity.’ 
The genius of the Copernican-Galilean-Keplerian-Newtonianachieve-
ment, or “celestial mechanics,” as it is now called, is in its extraordinary 
ability to explain and predict. The movements of the planets, moons, com- 
ets, and other bodies can be explained in terms of gravitational force and 
the conic sections of classical geometry-the ellipse, parabola, and hyper- 
bola-and their exact positions relative to each other can be predicted with 
great accuracy. 
Similarly, the power to explain and predict also improved with the nine- 
teenth-century reconciliation of electricity and magnetism by Michael Fara- 
day, with light by James Clerk Maxwell, and more recently with the funda- 
mental “weak force, to form the “electroweak theory. Current efforts are 
aimed at reconciliation of the “electroweak force with the “strong” force 
and, ultimately, with gravity and general relativity to form a “super unified” 
theory incorporating all of the fundamental forces of nature (Ferris, 1991). 
Hannaford (1980),in his discussion of libraries and scientific knowledge, 
refers to this as the hierarchical picture of explanation, “General relativity 
explains special relativity explains Newtonian mechanics explains observa- 
tions of planetary motions” (p. 577). 
PHENOMENAOF LIBRARIANSHIP 
What is the implication of these great achievements for libraries-apart 
from being repositories for the precious documents describing them? As 
scholars and social scientists in our own much humbler yet somewhat pre- 
tentious sphere, can we formulate theories to explain the various interact- 
ing forces of librarianship that would enable us to predict those phenom- 
ena? The answer is “perhaps,” because such application is mostly by analogy, 
and the analogy is more inspirational than emulative. After all, library sci- 
ence is not natural science. Human behavior, far more complex than plan- 
etary motions, can never be described or predicted with the precision of 
celestial mechanics. But we should like to try, even though our theories may 
never be elegant or exact. 
For this discussion, an informal and simple (some would say simplis- 
tic) definition of theory can be used: A set of variables that may explain and 
predict another variable. A unified theory is simply one that reconciles or 
incorporates other theories. For a more formal definition of theory in the 
context of librarianship, refer to the taxonomy of theory by Grover & Gla-
zier (1986) and their broader update of the taxonomy in this issue (Gla- 
zier & Grover, 2002). 
Consider some of the traditional areas of concern to librarianship: 
Publishing, acquisitions, storage, preservation, classification and organiza- 
tion of knowledge, and collections and circulation. While not necessarily 
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complete, few question these as basic to the profession. Most recently, Cur- 
ran (2001) has reconfirmed them as those aspects of information that li- 
brary and information scientists are most concerned with, adding origin, 
dissemination, properties, retrieval, and interpretation of information. No 
doubt, this list could be even further refined or expanded. Curran offers 
many questions pertaining to each area, the answers and alternatives to 
which the profession should continue to seek. His questions (how, who, 
what) are all valid when attempting to describe activities. We, those in the 
Library and Information Science (LIS) profession, should like to have a 
more precise, perhaps mathematical understanding of how these areas are 
interconnected, and how the activities or outcomes of each may be ex- 
plained or predicted in terms of inputs from others. While recognizing that 
Curran and others may prefer the more detailed outline or one altogether 
different, this paper is confined to the more limited one. However, what- 
ever the framework, it is important to note that there is a sense of flow or 
connectivity from one domain to another, just as there is in everyday prac- 
tical processing and use of library materials. 
Within the context of these activities, but beyond their mere descrip- 
tion, what do we mean by “explanation” and “prediction?” What do we want 
to explain and what is there to predict in librarianship, and why should we 
want to predict it? One definition of explanation-a much more complex 
concept than can be explored here-is simply accounting for one phenom- 
enon in terms of others. A good explanation is one that provides under- 
standing. More specifically, it is one that, given a set of conditions, enables 
us to predict another with reasonable or satisfying confidence. 
In every area-acquisitions, storage, preservation, classification of 
knowledge, collections, reference work, and so on-there is something that 
varies and is dependent on something else, so that we should be interest- 
ed in building theories that would enable us to explain and predict those 
things that vary in each area. Intuitively, we know that each area is, to some 
extent, dependent on some other, either directly, in a linear flow, begin- 
ning to end, or in a more complex multidimensional way, in which com- 
munication, or the workflow, may take many paths. 
Consider some typical activities in each of the functional areas listed 
above-how they might be explained by some other area, how specific the- 
ories could be built for each area, and then finally how they might ultimately 
be integrated into a unified theory. Figure 1,modeled after a diagram, 
“Explaining the Forces of Nature,” published in the New York Times (Broad, 
1984),and reproduced in McGrath (1995b, see note 1),shows these tradi- 
tional areas of librarianship with hypothetical connections (dotted lines) 
between them to indicate relationships not firmly established in any explan- 
atory or predictive sense. 
- - - - - 
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Figure 1. AUnified Theory of the Library. Dotted lines indicate hypothesized links. 
PUBLISHING 
To some extent, librarians want to know what societal factors contrib- 
ute to the variability of publishing each year: Demand, world events, eco- 
nomic conditions, and so on. Knowledge of those factors is necessary to 
construct a theory of publishing.2 Though such a theory is of interest for 
understanding the bigger picture, librarians accept information from the 
world of publishing as input to their considerations-the population of 
books, journals, and other materials, or portion thereof, to be acquired. 
Whereas publishing is the output of societal motivation and conditions, it 
is input to a theory of acquisitions. 
ACQUISITIONS 
Publishing is a necessary condition for acquisitions to take place. Col- 
lection-building cannot occur unless there are published items to c01lect.~ 
The question, therefore, is “What are the conditions and criteria for select- 
ing or not selecting specific books to add to the collection?” All of these 
conditions and criteria may be quantified in such a way that their affect on 
the number of items selected can be tested. 
A proposed theory of collection building should consider-that is, 
should test-variables associatedwith publishing, selection, and censorship, 
as well as a host of other variables, including the education and knowledge 
of the selectors, the academic environment, nature of the community, size 
of the budget, and the required subject areas. The theory would include 
only those variables that significantly contribute to the variation of selec- 
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tion and collection building-that is, only those variables that hold up 
under testing. Even then, it is still a theory, because it is in the nature of 
science that an old theory can be modified, overthrown, or displaced, and 
that is certainly true in our context. 
CLASSIFICATION 
The classification scheme used by the library is a major property of the 
collection. The scheme reflects the librarians’ perceptions of how knowledge 
is organized or structured. The idea of structure comes closest to our cos- 
mological analogy: Just as there have been many theories on how astronom- 
ical bodies relate to one another in an organized system, so also have there 
been many classification systems. And just as some of those cosmological 
theories, such as the Ptolemaic system, failed in their ability to predict, so 
have our classification systems failed to optimize accessibility. Just as the 
Ptolemaic system was taken on authority for fourteen centuries or more until 
Copernicus put it to a test, so have librarians taken most classification sys- 
tems on authority and rarely, if ever, put them to the test of predictability. 
Human systems can never be deterministic in the sense that, for example, 
orbiting bodies depend on the force of gravity. Because society is mutable, 
no classification theory can ever be enduring. Nevertheless, we can still look 
for structure in knowledge. And even though structure may not be perma- 
nent, principles are permanent and are reason enough to look for more 
enduring structure. Buckland, in defining theory, says that “structure is the-
ory” (1988,p. 37) .From that, it follows that classification and the structure 
of knowledge is necessary for the development of a unified library theory. 
The structure of knowledge is due in no small part to what is published. 
For any given library, it may depend on the portion of published knowledge 
acquired. It may also be due to other variables in the local environment- 
including demand, the nature of the community, and the library’s users. 
STORAGEAND PRESERVATION 
Storage and preservation are major functional concerns of every library. 
Storage problems involve available square footage, linear stack space, stack 
maintenance, retrieval and reshelving of materials, scheduling and train- 
ing of stack personnel, shelf-reading, inventory, and much else. Preserva- 
tion comprises the condition of materials, environmental questions, humid- 
ity, chemicals, temperature, lighting, acidity of paper, dust, protection 
against fire and moisture, and so on. All of these variables can be quantified, 
controlled, or otherwise described and are important properties of the li- 
brary collection. 
THECOLLECTION 
Now we can see that a description of the library’s collection must in- 
clude everything discussed up to this point: Publishing, acquisitions (which 
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entails selection), the classification scheme (based on some perceived struc- 
ture of knowledge), and the problems of storage and preservation. How 
these components fit together to make a theory of collections seems obvi- 
ous and trivial, but what may seem obvious may be merely a reflection of 
what we actually do in practice, the current way of doing things-which may 
not necessarily be the best way. After all, the Ptolemaic system, which Co- 
pernicus and Galileo showed to be wrong, was able to predict planetary 
positions with some success. Perhaps some components, such as classifica- 
tion, may be based on a coherent theory, but unless the theory includes all 
components it is not complete. Ideally, all of the variables and all of the 
components must be described, quantified, tested, and retested as a com- 
plete system before we should be satisfied. Hannaford (1980), equating 
“theoretical” and “scientific,” believes that collection development can be 
scientific. In two earlier papers, McGrath discussed the theory of collections 
in terms of the relationship between circulation and collections and the 
units in which data could be collected (McGrath, 1980),and in terms of 
the relationship between parts of collections, who uses them, and between 
other collections (McGrath, 1985). 
CIRCULATIoN 
Let us now look at circulation, perhaps the ultimate first and last rea- 
son for the very existence of the modern library. Success of the library de- 
pends on its cir~ulation.~ Conversely, circulation depends on the library and 
its collection, classification, and organization of materials. 
The high volume of circulation requires that library administrators 
maintain appropriate records, reshelve returned books promptly, keep 
bookshelves orderly, and so on. But library circulation varies from hour to 
hour and day to day. The library administrator would like to be able to 
anticipate (to predict) this variation in order to allocate sufficient funds to 
pay shelvers and to schedule them when needed. If the conditions or vari- 
ables that make circulation fluctuate were known, the administrator could 
provide better service. What makes circulation fluctuate? We do not know 
until we can test the variables we think may be correlated with circulation- 
that is, by formulating a theory of circulation and then testing it. 
Circulation may be dependent on variables both internal and external 
to the library. In either case, we should like to know what they are. If inter- 
nal, then we would need to examine all functional areas, such as acquisi- 
tions and cataloging, for conditions that might make circulation fluctuate. 
If external, then circulation becomes part of a larger sociological theory. 
GRANDUNIFIED THEORYLIBRARY 
In a very broad and nonspecific framework, this essay outlines one pos- 
sible approach to the development of a grand unified library theory in 
which the library is an integrated system where outcomes are describable 
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in terms of measurable relationships, regularities, and laws. The work re- 
quired to uncover these relationships-the work of intellectual design and 
computation-might be prodigious and challenging, but the computations 
should be relatively trivial once the design is formulated. 
The unified theory is sketched only in the broadest and briefest out- 
line. There is much not addressed-the psychology of users and librarians, 
attitudinal studies, organizational behavior, interaction with other disci- 
plines, scientometrics and informetrics, individual scholarly productivity, 
citation analysis, LIS education, welfare and status of librarians (including 
tenure, salaries, and prestige), and so on. To some critics, the most glaring 
omission might be inattention to the digital revolution. To this author, 
however, while the production of electronic databases, the World Wide Web, 
and the Internet is technology, their use can be described in terms of tra- 
ditional library functions. 
At a more mundane level, the need for bridging domains, whether it 
is called unified theory or something else, is recognized by the familiar 
sardonic complaint in libraries that acquisitions librarians do not talk with 
catalogers, who do not talk with reference librarians, who do not talk with 
circulation librarians, and so on. “No one talks with anybody,” yet the need 
for reconciliation, cooperation, and system integration is obvious and in- 
controvertible.A unified theory might provide the basis and incentive both 
for understanding and quantifjmg the flow of materials between the do- 
mains and for establishing firmer communication as well. 
METHODS 
Modern mathematical and computational tools, far more powerful 
than the pencil and paper used by Copernicus and Kepler three centuries 
and more ago, can measure the relationship between output or dependent 
variables and input or independent variables. Probabilistic statistical tools, 
such as canonical correlation, discriminant analysis, path analysis, the gen- 
eral linear model, multiple regression, and analysis of variance, are routinely 
used for testing and building theories in many scientific domains. The gen- 
eral idea of these tools is that they allow us to account for the variance in 
the dependent variables in terms of the variance of independent variables. 
Other methods may be used to describe the inevitable cyclic nature of 
information access. After all, the Laws of Newton and Kepler were derived 
from pure and accurate description of orbital motion and were held to be 
precise and deterministic. Mathematical tools, such as time series and spec- 
tral analysis-fundamental to the understanding of celestial signals and 
orbital mechanics-can be applied to these cycles (McGrath, 1996a). 
Building a theory, of course, entails much more than application of 
quantitative methods. An understanding of the entire process is essential. 
Scriven (1968) provides just such an understanding in an essay on the con- 
cerns of science: Observation, description, definition, classification, measure- 
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ment, experimentation, generalization, explanation, prediction, evaluation, 
and control of the environment. McGrath (1986) showed how these con- 
cerns might apply to research in LIS as a coherent and continuous process. 
A REVIEW OF RECENT EXPLANATORYRESEARCH THAT 
COULDCONTRIBUTE THEORYTO A UNIFIED 
Theory in LIS is something more than just an esoteric and abstract 
realm out of touch with the practical problems of day-to-day professional 
work, as may be inferred from the extensive review by Pettigrew &McKech-
nie (2001).They found that oE1,160articles in six LISjournals for the years 
1993 to 1998, 397 discussed or employed theory while characterizing “the 
vast majority of information science” since 1950 as “atheoretical.” Earlier 
surveys reached similar conclusions (Peritz, 1980).Nevertheless, these re- 
views show that, despite the failure of much research to address theory, there 
is considerable recognition among grass-roots researchers that theory would 
help to strengthen our understanding of LIS relationships. 
Following is a brief review of recent papers that exemplify the sort that 
can contribute to theory in each of the traditional categories outlined above. 
The journals are replete with studies of library and information activity, but 
relatively little-as Pettigrew & McKechnie and others have found- cast 
in theory, and less that lend themselves to theory building. No attempt was 
made here to review all of the literature that might otherwise be consid- 
ered relevant. In particular, the vast literature on digital libraries and on- 
line retrieval is left to other reviewers (e.g., see Bar-Ilan & Peritz, 2002). 
There is much literature on the philosophy of LIS containing provoc- 
ative and stimulating ideas that always seem on the verge of offering test- 
able theories or of challenging empirical researchers to operationalize 
abstract themes. One such piece is the comprehensive and thoughtful trea- 
tise on metalibrarianship by Nitecki (1993), a tour de force, in which he 
explores not only the interdisciplinary character of librarianship, but the 
“relationships between the essential, minimal and basic elements in the 
communication of any recorded data, information, or knowledge” (Part 1, 
p. 2).  In Chapter 11, “The Theory of Metalibrarianship,” Nitecki explores 
theory, metatheory, methodology, evolution of concepts, the “multiplicity 
of metalibrary relations,” and other ideas detailing a relational approach 
to librarianship. 
A paper by Zwadlo (1997)similarly challenges LIS to apply “philosoph- 
ical” ideas to “useful things.” Many more such papers can be found in both 
Nitecki’s and Zwadlo’s citations, as well as in others. However, as interesting 
as it might be, unless the philosophy of librarianship tells us how to develop 
an explanatory theory of librarianship, it has limited value to this review. 
Criteria for inclusion in this review are papers published (approximate- 
ly) within the last ten years that include (1)the use of quantitative meth- 
ods, such as multiple regression and the analysis of variance, that enable 
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researchers to test independent variables that might account for variance 
in dependent variables or (2) correlation methods applied to two or more 
variables for which dependence or independence may or may not be iden- 
tified by the researcher but which are potentially one or the other or (3) 
studies that do not necessarily apply quantitative methods, but express a 
research hypothesis or objective or model that may ultimately be tested by 
quantitative methods and thus have the potential for building theory. 
An enormous number of studies have been devoted to frequency dis- 
tributions of single variables. While these are always highly mathematical 
and interesting and theoretical, and while there are examples even among 
the papers in this issue of Library Trends (e.g., Rousseau), their authors are 
mostly concerned with the ability of a frequency distribution to forecast 
itself. These distributions are theoretical in that researchers attempt to fit 
a model to actual data. They are often highly successful and accurate, but 
are limited in their application to explanatory theory. The relationships 
between them and other variables are rarely analyzed. Other than to note 
their importance when considering normality and homogeneity of variance, 
important properties of distributions used in parametric testing, they con- 
tribute very little to the explanatory relationships of concern to this review. 
With a few exceptions, that genre is not included among the studies re- 
viewed herein. 
Many other interesting studies, some that used an explanatory ap- 
proach with dependent and independent variables, were excluded from this 
review because they were outside of its main thread or failed to find signifi- 
cant relationships. Attitudinal studies, user satisfaction studies, and psycho- 
logical studies in general were excluded, as were studies on librarians’ sta- 
tus, job satisfaction, and salaries. Thus, there is a bias toward what libraries, 
librarians, and users do instead of what they think or feel. 
Papers about citation theory, except where citations correlated with 
other relevant variables, have been excluded. The literature of citation 
theory focuses primarily on the communication relationships among schol- 
ars and scientists or between and among disciplines-highly interesting but 
of indirect interest here. 
There may well be studies that could have been included-papers 
published in the seventies, eighties, and earlier, for example. However, the 
purpose of this paper is not to provide an exhaustive review of all possible 
relevant papers or a history of theory development, but rather to provide 
examples of recent papers that might help to build theory. 
The following studies, then, are illustrative of types that have the po- 
tential for building a comprehensive, grand theory. One could call these 
studies “normal” science after Kuhn (1962)-filling in the gaps of existing 
theory-except that existing theory is much more elemental or primitive, 
and LIS has far to go to build good explanatory theory. 
MCGRATH/EXPLANATION AND PREDICTION 359 
Dependent Variables, Independent Variables, and Units of Analysis 
When apparent, the author has tried to list the dependent variable, 
significant independent variables, and the units of analysis (the things de- 
scribed by variables) for each paper reviewed. Whereas the meaning and 
importance of dependent and independent variables in theory is under- 
stood by most researchers, the importance of units of analysis in research 
design is not always appreciated. Understanding the unit of analysis is cru- 
cial in building theory (McGrath, 1996b). The difference between variables 
and units of analysis can be quite confusing. A variable at one level, for ex- 
ample, might be a unit of analysis at another level. In some studies, the units 
of analysis were not always specified by their authors and had to be inferred. 
Saxton (1997), using meta-analysis to evaluate consistency of findings and 
standards for reporting findings across independent studies-in this case, 
correlations with accuracy of reference service-makes several important 
observations, one of which is also critical to the development of theory. “Stud- 
ies cannot be compared,” he says, “if they use different units of analysis (for 
example, libraries, librarians, reference transactions)” (p. 282). McGrath 
(1996b) also makes this argument but adds that, in the development of a 
unified theory, different units of analysis can be related to each other at dif- 
ferent levels. For example, number of librariescan be a variable in a study where 
country is the unit of analysis, whereas in another study, number of books held 
by a libraly may be a variable, while library would be the unit of analysis. 
For each study, where identifiable, the independent variables are ituli-
cized, the dependent variables are in uppercase and, when not otherwise 
indicated, the units of analysis are followed by the abbreviation “u.a.” in 
parentheses. Thus, in a study using demographic variables to predict the 
number of books checked out by users of a library, independent variables 
are, for example, age, sex, marital status, educational level; the dependent vari- 
able is NUMBER OF BOOKS CHECKED OUT; and the units of analysis are 
library users (u.a.). 
Publishing 
It has been said that, as pharmacies are the dispensers of the drug in- 
dustry’s productivity, so are libraries the dispensers of the publishing indus- 
try and scholarly output. Such a limited perspective interferes, perhaps, with 
our ability to perceive the whole world of knowledge and to understand how 
best to use it. Much research can be found on the commercial and market- 
ing aspects of publishing, but other than pricing and availability, relatively 
little-in the explanatory sense-on the interaction with libraries. Not re-
viewed here are the multitudinous studies on factors affecting the produc- 
tivity of individual faculty, scientists, and scholars in general. 
Petersen (1992),using multiple regression to find the most significant 
correlates ofjournal (u.a.) PRICES, found that forprofit publishers, those orig- 
inating inEurope, and the journal’s impactfactorwere the best determinants. 
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Chressanthis & Chressanthis (1994), also using regression analysis, 
found that the exchange rate between countries, the existence of illustrations, the 
number of pages, a compositt of citation measures, journal age, economies of scale 
created by higher circulation, and the existence of “nonprojt motiuation of publish- 
ers”al1 have an effect on journal (u.a.) PRICES. 
Kishida and Matsui (1997) developed a regression model in which they 
found that population and the number ofpeople attaining a university education 
best explained THE NUMBER OF MONOGRAPHS PUBLISHED in each 
country (u.a.). 
Quandt (1996) used an iterative simulation model to describe the evo- 
lution of library subscriptions in which cancellations inevitably cause pub- 
lishers to raise their prices. Though not about the determinants of price 
nor the number of subscriptions, his article may be helpful in designing 
such a study in two respects: One in which price and projt are predictors of 
THE NUMBER OF LIBRARY SUBSCRIPTIONS to journals (ma.); and 
another in which cost and importance to libraries are predictors of library 
(u.a.) decisions to SUBSCRIBE OR NOT. Thus, his article is an example 
of bridging more than one level of our theoretical context: Publishing and 
acquisitions. 
Acquisitions (Book and Journal Selection) 
Whereas several studies on the predictors of price as a dependent vari- 
able were cited in the section on publishing above, price becomes an inde- 
pendent (determining) variable when considering the purchase or dese- 
lection of books andjournals. For example, McCain (1992) found that price, 
as well as mathematical content and cocitation rate, were significant predictors 
of THE NUMBER OF LIBRARIES HOLDING economics journals (u.a.) . 
Longevity and cocitation rate were significant predictors in genetics. 
Shaw (1991) found a significant correlation between the number of re- 
views of BOOKS and the number of libraries holding them. Likewise, Serebnick 
(1992) found a significant relationship between the number of reviews of book 
titles (u.a.) and THE NUMBER OF LIBRARIES HOLDING THEM. Simi- 
larly, in a sampling of books (u.a.) reviewed in Choice magazine, Calhoun 
(1998) found a positive correlation between the number of reviewed books 
appearing in vendor approval plans and those books subsequently purchased by li- 
braries. Either of these could be regarded as the dependent variable, but 
were not so indicated in the study. 
Kreider (1999) found a significant correlation between local citation fre- 
quenq and the global citationfrequency of journals (u.a.) appearing in Journal 
Citation Reports (JCR), suggesting that libraries should consider JCR data 
when evaluating their journal collections. Either local or global citation fre- 
quency could be regarded as the dependent variable, depending on purpose. 
Tsay (1998) found significant correlations between frequency ofjournal 
use and citation frequency and between frequency of use and impact factor for 
some medical disciplines (u.a.) but not for others. To comment, since Tsay 
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did not indicate which comes first, circulation or citation (that is, which is 
dependent and which independent), librarians could use published cita-
tion data to predict CIRCULATION when selecting and, conversely, circu-
lation to predict CITATION when deselecting holdings. 
Crotts (1999) “develops” a model for allocating monograph budgets 
to SUBJECT AREAS based on circulation. Budget allocation for subject ar- 
eas is an issue for which there is voluminous literature and many reviews 
going back to the seventies and eighties and earlier. His paper is cited sim- 
ply to document the continued interest in and timelessness of a classic 
model, as an example of bridging the two domains (collection development 
and circulation), and as continued potential for further development of 
theory. His design was not conceptualized in terms of dependent or inde- 
pendent variables, although it is reasonable to regard CIRCULATION as 
the dependent variable and subject areas (u.a.) as the units of analysis. For 
earlier contribution of circulation to theory and collection development, 
see McGrath (1980, 1985). 
Classijication and Organization of Knowledge 
Few recent explanatory studies on classification and organization of 
knowledge were found. This does not necessarily suggest a research over- 
sight, because there is a great deal of literature, including whole journals, 
devoted to classification and organization of knowledge. Nevertheless, there 
does seem to be a gap in the explanatory literature of classification. 
Satija (2000) provides numerous definitions-one of Scriven’s (1968) 
concerns-about classification concepts that would be necessary when 
operationalizing hypotheses in an explanatory design. 
Leazer 8c Smiraglia (1999) perform a qualitative analysis of “biblio- 
graphic families,” families of related works in the library catalog, intended 
to produce an explanation of some pattern [a dependent variable?]. Cata- 
loger-generated maps of these families, they conclude, are inadequate to 
explain the pattern, and user behavior studies are needed to determine 
which maps are preferable. Smiraglia discusses the need for explanatory 
studies in this issue of Library Trends. 
Losee (1993), in a study on the influence of classification and location 
on circulation, used a regression approach to predict the AVERAGE NUM-
BER OF BOOKS a patron (u.a.) circulates from the relative location of books, 
relationships among the number of areas in which books are found (measured by 
the number of stops a patron makes when browsing), and the distances across 
a cluster Patrons made more stops than books found at a stop. 
Rodman (2000) discusses the connection between call numbers and 
browsability on the shelf, or in an online catalog, when call numbers are 
not changed to fit into shelf list sequence. Though not an explanatory study, 
it does suggest a design in which “number of screens between like items” in an 
online catalog could be regressed against the NUMBER OF HITS during a 
search session (u.a.) or time period (u.a.). 
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Storage, Preservation, and Collection Management 
Storage, preservation, and collection management are crucial compo- 
nents of a comprehensive theory, obviously because existence of a library 
collection (whether hard copy or digital) is a necessary condition for its use 
or circulation. 
As a means for identifying low-demand titles (u.a.) for remote storage, 
Silverstein & Shieber (1996) looked at individual titles (u.a.) to see HOW 
MANYTIMES THEY CIRCULATED (0,1,2, . . . , n times circulated). They 
concluded that “past use [is still] the best single predictor of future use” 
(p. 289). Though theirs was a frequency distribution study, not intended 
as explanatory, their data might be submitted to explanatory methods, such 
as analysis of variance. Independent variables were categorical: Last use, 
Library of Congress classtjcation, publication date, language, and country. 
For a similar purpose, Hayes (1992) fit an exponential J-curve equation 
to book (u.a.) circulation frequency data, and developed a cost-allocation 
model to levels of access and storage. The units of analysis were books (u.a.) . 
The dependent variable was, variously, CIRCULATION and IN-HOUSE USE. 
As with Silverstein & Shieber, his study was not intended to be explanatory. 
Lee (1993) addresses the problem of storage space, citing past research 
on remote storage, weeding, and rarely used material as possible solutions. 
As an aid to determine the most economic approach to storage, Lee pro- 
poses a model that incorporates both prediction of DEMAND and cost 
analysis into a single model. 
Two surveys of book deterioration (Bennett, 1992; O’Neill & Boom-
gaarden, 1995) were not in themselves explanatory studies but may be 
helpful in defining variables such as the brittleness and acidity of book pa- 
per (u.a.) and other conditions that may be helpful in eventual correlation 
with other components of a unified theory. 
Collections 
What the library collection contains and how it is organized and used 
is an essential component of a unified theory (McGrath, 1985). 
Exon 8c Punch (1997), replicating a 1981 study, tested the assumption 
of self-sufficient library collections by performing a correlation analysis 
between collection sizeof a library (u.a.) and interlibrary loan requests of other 
libraries. From the strong positive correlation found, they conclude that self- 
sufficiencyis a fallacy. This can be interpreted to mean that libraries need 
each other and that their interdependence may be incorporated into the 
larger theory. In an explanatory study, NUMBER OF INTERLIBRARY 
LOAN REQUESTS could be the dependent variable. 
Circulation (Includes Catalog Access, Online Access, and Refmnce Service) 
Circulation and usage may be the most studied function in libraries. 
The literature is voluminous, going back many decades, and has been ex- 
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tensively reviewed by many authors. These reviews can readily be found in 
the literature. 
A perennial question is whether in-house use can be employed as a mea- 
sure of circulation-that is, books ofJially charged out. The unit of analysis 
may be some unit of time, such as day, week, or month; or some other unit, 
such as subject or discipline; or type of material, such as book or journal. 
Blecic (1999),investigatingjournal (u.a.) use in a medical library, found 
a significant correlation between in-house use of journals and their circula-
tion, as well as between those two variables and journal (u.a.) citation by fac- 
ulty. Similarly Walter &Darling (1996) showed an apparent correspondence 
between circulation of journals (u.a.) , in-house use, interlibrary loan, and fre-
quency of publication. 
Lochstet & Lehman (1999) correlated reference question countswith door 
counts in which the units of analysis were weeks (u.a.) . One would expect 
to find as high a correlation between these two variables (either of which 
could be dependent on the other), as one would expect between circula-
tion and in-house use. There was indeed a very high correlation, 0.96, sug-
gesting, at worst, a meaningless comparison or, at best, an error somewhere. 
At the very least, what is apparent is that virtually all gross counts of library 
use-whether in-house, official checkouts, reference counts, or door counts-are 
necessarily highly correlated, because the same users who are counted as 
they walk through the door (turnstile counts), are counted again when they 
ask reference questions, and still again when they check out books? What 
is needed to build theory are correlation studies between library use and 
variables that are truly independent of use. Circulation, in-house, and oth- 
er measures of use are not independent of each other. 
One such study, in the public library context, is that by Yilmaz (1998), 
who regressed CIRCULATION against age, sex, marital status, educational level, 
occupation, income h e 1  and “geographic past,” as well as social status and social 
role, in three socio-economic strata. Regardless of whether these variables were 
significant or not, they appear to be truly independent. Users (u.a.) were 
the units of analysis. 
Cooper & Chen (2001) used a logistic regression approach to predict 
“relevance” of a catalog search session (u.a.), where relevance was defined 
as a discrete result-that is, WHETHER OR NOT A USER SAVES,PRINTS, 
MAILS, OR DOWNLOADSA CITATION. The prediction is based on “the 
time spent performing tasks during the session, and the counts, relative 
frequencies, and proportions of actions taken during the session,” which 
the authors call “surrogates for user behavior” (p. 826). The unit of analy- 
sis was search session (u.a.) rather than individual user (u.a.) because, pre- 
sumably, individual users made repeated searches. 
Most of the variables cited in this review were measured irrespective of 
their change over time. That is, they were measured at points in time, wheth- 
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er minute, day, week, or year. A complete theory of librarianship should, 
of course, consider change over time. Time adds another dimension to the 
structure of explanatory theory. 
Two kinds of past-future use studies are (1)probabilistic frequency 
distribution studies, which count the number of times a thing happens 
and where low-frequency is usually more common than high frequency, 
and (2) forecasting studies in which the units of analysis are sequences 
of points in time, a univariate framework different from correlation stud- 
ies, which are usually multivariate, and in which the units of analysis are 
taken as snapshots in time. 
Kasukabe (1990), using multiple regression to study public library use 
in Tokyo, found that per capita collection (presumably holdings), population 
of community per thousand librarians, day time population, and proportion of ad-
ministratiue workers were all predictors of PER CAPITA CIRCULATION but 
differed at different points in time (u.a.). Since “per capita” appears to be 
a component in each of their variables, one suspects that the significant 
correlations were due to the colinearity thus introduced. 
In two papers McGrath (1995a, 1996a) examined circulation per day 
(u.a.) over a period of several years. In one paper (1996a), he first converted 
daily circulation in a university library from the time domain to the frequency 
domain using spectral analysis, and was able to show at least two distinct and 
pronounced frequencies: A 122-day semester period and a 7-day period.6 
In the other paper (1995a), he argued that circulation per day (u.a.) 
could be modeled using a combination of three sources: (a) Correlative 
predictor variables, (b) Normal cyclic influences (time or frequency do- 
mains), and (c) A complex or recursive process (from chaos theory) in 
which some part of circulation is due to previous circulation-for exam-
ple, when the references in a borrowed book are later borrowed. 
Naylor &Walsh (1994) fitted a time series equation to weekly (u.a.) pick-
up data (books picked up off tables for shelving). Decroos et a1 (1997) also 
submitted twoyears of daily (u.a.) Circulationdata to spectral analysis. They 
“clearly detected semester and weekly periodicity. These time and spectral 
papers suggest that they should be considered when building theory. 
Kishida & Sato (1991) used the same approach as Kasukabe above, but 
without looking at the time component. Library collection (holdings) per cap- 
ita, annualper capita acquisitions, number of librariesin each community (u.a.) , 
proportion of professional occupations, and daytime population were all submit- 
ted to regression analysis as predictors of PER CAPITA BOOK CIRCULA-
TION, but again it is not clear what effect the per capita component has7 
The explanatory (r-square) coefficients are very high, suggesting colinear- 
ity (self-correlation) due to the per capita component in each variable. Never- 
theless, theirs is an interesting approach to the prediction of circulation in 
a public library context. 
Table 1recapitulates the dependent variables and units of analysis for 
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each study reviewed in each broad domain. Not shown, for lack of space, 
are independent variables, which, when significant, explain the dependent 
variable in terms of percentage of variance accounted for using a coefficient, 
such as R-square or some other statistic. Two important properties of the 
literature are apparent. First, the table clearly shows the dominant role of 
circulation or its surrogates at nearly every level, with the possible excep- 
tion of classification, for which there appears to be a gap in recent explan- 
atory literature. Second, it is clear that a variable at one level can be a unit 
of analysis at another. Under COLLECTIONS, for example, LIBRARIES 
(Exon & Punch, 1997) are a unit of analysis whereas under ACQUISI- 
TIONS, number oflibraries is a variable (McCain, 1992; Shaw, 1991). Under 
STORAGE AND PRESERVATION, BOOKS are the unit of analysis (Ben- 
nett, 1992; O’Neill & Boomgaarten, 1995) whereas under CIRCULATION 
number of books checked out is a variable (Yilmaz, 1998). Otherwise, the dis- 
tinction between variables and units of analysis at the various levels is not 
always clear or straightforward. If these two important properties are indeed 
essential to explanatory theory, as this author believes they are, then theo- 
rists have much work to do to sort them out. 
SUMMARY 
The achievements of Copernicus, Kepler, Galileo, Newton, Faraday, 
Maxwell, Einstein, and others in the reconciliation of natural forces and 
development of grand unified theory are cited as inspiration for attempt- 
ing to build a grand unified theory in a humbler sphere, librarianship. 
Though some may say the vision is naive or grandiose, the effort to describe 
the interrelationships of traditional functions of librarianship (i.e., selec- 
tion, acquisitions, storage and retrieval, classification, collections, and cir- 
culation) as integrated and interdependent is an important and worthwhile 
effort. 
Quantitative methods, which can relate the variability of outputs to the 
variability of inputs, can be used to test the variables of publishing and se- 
lection to the variables of acquisitions. The variables of acquisitions, in turn, 
are important input to storage and preservation which, in combination with 
the classification scheme, defines the dynamic and static nature of the col- 
lection, a necessary condition for its circulation and use. All functions would 
be tied together in a grand integrated, coherent, and logical scheme in 
which one functional level explains one level and is explained by another. 
To illustrate the potential contribution of recent research to a unified 
theory, literature for the period 1990 to 2001 was reviewed. Included were 
studies that used explanatory and predictive statistical methods to explore 
relationships between variables within and between the broad areas outlined 
above. These studies donot in themselves constitute broad theory, although, 
individually, they can be said to posit theory at the narrow level, because 
when one tests a hypothesis (i.e., computes a correlation) one is also test- 
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ing theory. One need only connect these hypotheses, these mini-theories, 
from one level to another. 
The review uncovered explanatory studies in nearly every level, with the 
possible exception of classification, while studies in circulation and use of 
the library were clearly dominant. A recapitulation showed that a variable 
at one level may be a unit of analysis at another, a property of explanatory 
research crucial to the development of theory, which has been either ig- 
nored or unrecognized in LIS literature. 
It remains for researchers to tie the various levels together more formal- 
ly-or to find an empirical basis for alternative levels. In a carefully designed 
study, a theorist might construct a broad scheme in which variables and units 
of analysis at each level are inevitably and necessarily embraced and follow 
from the highest level. To a very limited extent, the review suggests that ex- 
planatory and predictive relationships do exist and that they can be useful 
in constructing a comprehensive unified theory of librarianship. 
NOTES
* The first half of this paper is based in part on material extracted, shortened, and revised 
from a paper originally published in Poland in a collection of essays on libraries and de- 
mocracy (McGrath, 1995b). 
1. 	Nicolaus Copernicus, De &~/JhtiOnibu~ Orbium CoPlesIium; Isaac Newton, Pnnci fk  Mathe- 
rnalica;Johannrs Kepler, Aslronomza Nova; Johannes Kepler, Epitome Aslronomiar Copmicue; 
Johannes Kcpler, Hamunice.\ Muridi; Galileo, Dialogue on /he T7uo Chiej World Systems; and 
Albert Einstein (1926), Relativity: 7’heSf)ecial and General Theory, trans. Robert Lawson, New 
York Crown Publishers. 
2. 	 “Publishing” refers to the production of books, journals, and printed or stored knowledge. 
3.  	We can also define “publications” to mean any collectible information format. 
4. “Circulation” is broadly defined to include not only borrowing, hut also use inside the li-
brary and interlibrary loans, as well as any other type of use. 
5. 	This author failed to recognire that simple fact in a study thirty years ago (McGrath, 1971). 
6. 	 It can be shown that any uniformly cyclic data, such as library circulation, can be graphed 
either as waves or as closed, elliptical orbits-curves intrinsic to celestial mechanics and a 
dramatic analogue to the Copernicus-Kepler-Newton context discussed at the beginning 
of this paper. 
7. 	 “Community” (u.a.) appears to be defined as town or city. 
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Informetric Theories and Methods for 
Exploring the Internet: An Analytical Survey 
of Recent Research Literature 
JUDIT BAR-ILANAND BLUMAC. PERITZ 
ABSTRACT 
THE INTERNET, the World Wide Web, is quickly A N D  MORE SPECIFICALLY 
becoming one of our main information sources. Systematic evaluation and 
analysis can help us understand how this medium works, grows, and 
changes, and how it influences our lives and research. New approaches in 
infonnetrics can provide an appropriate means towards achieving the above 
goals, and towards establishing a sound theory. This paper presents a se- 
lective review of research based on the Internet, using bibliometric and in- 
formetric methods and tools. Some of these studies clearly show the appli- 
cability of bibliometric laws to the Internet, while others establish new 
definitions and methods based on the respective definitions for printed 
sources. Both informetrics and Internet research can gain from these ad- 
ditional methods. 
INTRODUCTION 
Tague-Sutcliffe (1992) defined Infometria as “the study of the quanti- 
tative aspects of information in any form . . . and in any social group,” and 
Brookes (1990)characterized it as “a generic term that embraces both bib- 
lio- and scientometrics.” Along the lines of Tague-Sutcliffe, informetrics 
investigates: Characteristics and measurements of persons, groups, institu- 
tions, countries; publications and information sources; disciplines and 
fields; and information retrieval processes. 
When the above definitions were offered, the World Wide Web was still 
non-existent, but today it is quickly becoming a major information source. 
Informetric methods can be and are applied to the Web, and new meth- 
ods are being developed for this medium. This paper presents a selective 
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review of research based on the Internet, using bibliometric and informet- 
ric methods and tools. The review is organized according to the following 
methods: 
Data collection methods 
Informetric analysis 
Citation analysis 
Cocitation and coword analysis 
Content analysis 
Evaluation using existing/new measures 
Identifymg and calculating indicators 
Models 
Fitting existing models and bibliometric laws 
DATACOLLECTIONMETHODS 
Data collection from the Web is far from trivial, due to its size and its 
extremely dynamic nature. There are no methods to enumerate the “whole 
Web” (the total population under study) or to enable us to get a truly ran- 
dom sample of Web pages. When studying Web documents, sites, or the 
structure of parts of the Web, data collection is often carried out using the 
currently existing information retrieval tools, mainly the search engines, 
which are far from perfect. Bar-Ilan (2000a) discusses problems related to 
this type of data collection. Use studies rely mainly on surveys, interviews, 
and log analysis. 
survqs 
Surveys on the Internet are employed mainly to receive information on 
the use of technology. Savolainen (1998) analyzes use studies of electronic 
networks. A considerable number of the reviewed studies collect data 
through quantitative surveys. Questionnaires can be sent out by regular mail 
or e-mail, can be filled out on Web pages, or can use a combination of these 
methods. 
Lazinger, Bar-Ilan, & Peritz (1997) carried out an extensive survey on 
Internet use of the faculty members of Hebrew University ofJerusalem. The 
questionnaire was sent out by regular mail, in order to reach also faculty 
members who did not use e-mail. A follow up was sent to non-respondents. 
The overall response rate was 59.4 percent. More than 80 percent of the 
respondents used some Internet services, with e-mail being the most p o p  
ular one (the questionnaires were sent in spring 1995, when the graphic 
browsers to the Web were just being introduced [I+ on the Intmet, n. d.] ) . 
Significant differences were found in the use patterns between the Human- 
ities and Social Sciences faculty and the Science and Agriculture faculty. 
Kovacs, Robinson, 8c Dixon (1995) investigated the use of discussion 
lists by library and information science professionals. The questionnaire was 
sent out to the participants of fifty-seven library and information science 
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related discussion groups-approximately 10,000 participants. Filled out 
questionnaires were returned by e-mail. Only 576 responses were received. 
The majority of these respondents stated that discussion groups enhanced 
other sources of professional information. However, the majority also stat- 
ed that discussion groups did not replace other sources of information. 
The purpose of the survey conducted by Zhang (2000)was to enhance 
understanding of the scholarly use of Internet based e-sources among LIS 
researchers and to evaluate the potential of Web-based surveys. The popui- 
lation of the survey was 201 researchers with in-press publications in eight 
LIS journals. An e-mail was sent to these researchers requesting they par- 
ticipate in the survey. The respondents could either fill out a Web-based 
questionnaire or request a printed copy and return it by mail or fax. Only 
10 percent of the researchers requested printed copies, and 20 percent of 
the researchers returned the questionnaires by regular mail or fax (some 
of them printed out the Webbased questionnaires by themselves). Three 
follow-ups were sent out, and the total response rate was 89.1 percent. 
Spink, Bateman, &Jansen (1999) demonstrated a different use of Web 
based surveys. The survey was made available from the Excite home page 
(a Web portal-http://www.excite.coml) for a five-day period in 1998. 
About 7.7 percent of the users who visited the survey page (approximately 
3,700 visitors) filled out the survey and submitted it (p. 119). 
Conducting surveys on the Web or through e-mail is becoming popu- 
lar. Piper (1998) raises an important question: “Can experiments conduct- 
ed on the Web avoid the many threats to internal validity, construct validi- 
ty and external validity?” Her main concerns were “nonrepresentative, 
volunteer subjects and deception by subjects” (p. 10).Zhang (2000) also 
addresses the problems of biased sample, biased return, and low response 
rates. The above examples indicate that the key to achieving a reasonable 
response rate is to send the questionnaire to a population that enables re- 
searchers to also send personalized follow-ups to non-respondents (as in 
Lazinger, Bar-Ilan, & Peritz, 1997 and Zhang, 2000). 
Monitoring/Loggng 
Another method of data collection-again, mainly concerned with the 
use of different Internet services-is by monitoring and analyzing log files 
of scientists’ Internet use. Kaminer & Braunstein (1998) analyzed the log 
files of the sixty-three faculty members of Berkeley’s College of Natural Re- 
sources in order to assess the impact of Internet use on scholarly produc- 
tion. They measured the number of distinct processes, the length of the 
sessions, and the types of services used. A questionnaire was also sent out 
to these faculty members. The main finding was that “adding measures of 
Internet use improves the explanatory power of the traditional model of 
scholarly productivity” (p. 729). 
Lawrence & Giles (1999) monitored the queries to different search 
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engines presented by scientists at the NEC Research Institute. This set of 
queries constituted a sample of real-life queries. The analysis assumes that 
this is a truly random sample of user queries, although it is rather doubtful 
that the queries of NEC scientists at work are representative of the queries 
of the “typical” user. Based on this set, they calculated the coverage of the 
different search engines of the Web. At the time of the study (February 
1999), the then largest search engine, Northern Light, covered only about 
16 percent of the Web pages reachable and indexable by search engines. 
Two studies on end-user searching on the Internet were based on huge 
logs from the search engine Excite (Jansen, Spink, & Saracevic, 2000; Ross 
& Wolfram, 2000). The first study analyzed 51,473 queries of more than 
18,000 users and provided data on changes during the query sessions-on 
the number of search terms, on the usage of Boolean operators and query 
modifiers, and on the most highly used search terms. They also identified 
trends among user mistakes. The second study analyzed term cooccurrence 
in more than a million queries that “represent a subset of queries submit- 
ted to the Excite search engine on a single day” (p. 950). 
Craw ling 
Today the Web is far too large and complex to even attempt to cover it 
all. Recently, Moore & Murray (2000) estimated that there were at least 
2,100 million indexable pages on the Web in July 2000, with an estimated 
daily growth rate of seven million Web pages. A few years ago the Web was 
much smaller, and very large crawls of the Web probably depicted a reason- 
able picture on the structure of the “average Web page.” In November 1995, 
Woodruff et al. (1996) analyzed 2.6 million documents collected by the 
search engine Inktomi, developed at the time at Berkeley. The characteris- 
tics examined included: Document size, number and types of tags, num- 
ber of links, and ratio of document size to number of tags. They also listed 
the “most linked-to URLs.” 
At about the same time Bray (1996) analyzed the results of a 1.5 mil- 
lion sample collected by the search engine Open Text (does not exist any- 
more), and described the “average Web page” in terms of size, number of 
embedded images, and incoming and outgoing URLs. He also tabulated 
the biggest and most visible sites (defined according to the number of links 
pointing to them). 
Retrieual by Sampling 
Bharat & Broder (1998) attempted to create “random URLs”in order 
to compare the coverage of different search engines. Their objectives were 
similar to those of Lawrence & Giles (1998 and 1999),however their meth- 
odology was different: They sampled a weighted dictionary of Web words 
based on pages indexed by the human-edited directory service Yahoo 
(http://www.yahoo.com) .Two term AND and OR queries were presented 
to the search engines and random URLs were selected from the result sets. 
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These URLs were assumed to be “random URLs.” In spite of the different 
techniques, the results of Bharat 8c Broder’s experiments are comparable 
to those of Lawrence 8c-Giles (1998). Both experiments took place in No- 
vember 1997. 
Exhaustive Retrieual from Databases 
Retrieving all documents from the Web on a given topic or from a giv- 
en domain or country allows the researchers to create random samples from 
the set. Almind 8c Ingwersen (1997) utilized this method. The initial set of 
Danish pages on the Web was retrieved from the Nordic Web Index (not 
operational anymore). To supplement this set, searches were also carried 
out on other search engines. These additional searches added only 200 new 
pages to the list of 47,000 Danish URLs retrieved from the Nordic Web 
Index. The very large overlap between the different sources points to the 
exhaustiveness of the set of pages indexed by the Nordic Web Index as of 
December 1995. The Danish Web pages were compared to those of other 
Scandinavian countries. 
Bharat et al. (1998) built a huge snapshot of the link structure of the Web, 
based on a crawl of 100 million pages ofAltaVista (http://www.altavista.com). 
The so-called “Connectivity Server” does not have data on the content of the 
different pages, but gwes information on the incoming and outgoing links 
of sets of nodes. The Connectivity Server enables the researchers to carry out 
experiments in a relatively stable environment. 
Search Engines and Other Retrieval Tools 
The large general search engines are natural choices for collecting 
specific data from the Web. There are several ways to utilize the search 
engines: A single service can be used, or the results of several search tools 
can be compared or combined. The following three studies are examples 
of each of these uses. 
Rousseau (1997) retrieved all the occurrences of the search terms “in- 
formetrics OR bibliometrics OR scientometrics” using AltaVista. AltaVista 
is one of the most popular search tools among Internet researchers, because 
it has a wide variety of useful options. However, it has been noted in sever- 
al studies that its reliability is questionable (e.g., Ingwersen, 1998; Rousseau, 
1999; Thelwall, 2000; Bar-Ilan, 2001). 
Cronin et al. (1998) searched the Web using five search tools: Excite, 
Infoseek (currently the service can be found at http://www.go.com), Lycos 
(today this is an altogether different service, powered by Fast, but can still be 
found at http://www.lycos.com) ,WebCrawler (http://www.webcrawler.com), 
and Yahoo for pages mentioning five prominent professors in library and 
information science. The results retrieved from these engines were com- 
pared, and the combined results were also analyzed. 
Bar-Ilan (1998) searched seven of the then largest search tools for pages 
mentioning the mathematician “Erdos.” The results of the seven tools (Al-
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tavista, Excite, Infoseek, Lycos, Magellan, Opentext, and Yahoo) were com- 
bined in order to get a picture of the way Erdos was depicted on the Web 
around the end of 1996. 
Aguillo (2000) advocates the use of client-side based tools for the dis- 
covery of quality information on the World Wide Web. He recommends the 
use of quantitative indicators based on the visibility of sites. 
Additional Data Colkrtion Methods 
Watson (1998) interviewed high school students in order to get a “close 
look at students’ perceptions of using technology” (p. 1024),mainly the In- 
ternet. This method of open-ended interviews can only be used for very 
small populations-nine students in this case. 
Rosenbaum (1998) analyzed the content of the Web sites of twenty-four 
Web-based community networks in Indiana. He did not have to search for 
these sites, since he already had knowledge of their existence. The same 
data collection method of retrieving data from known sites was applied by 
Koehler et al. (2000) when different “demographic aspects” of three e-jour- 
nals (Cjbumetrtcs, Information Researrh, and Libres), a print journal (Journal 
of Internet Cataloging) and a hybrid journal (JASrS) were analyzed. Results 
included data on the productivity of these .journals, characteristics of pa- 
pers, authors, and funding. 
Haas & Grams (2000) used AltaVista’s Surprise link (not existent any- 
more) to collect a set of pages and to characterize them and the types of 
links emanating from them. The Surprise link was supposed to link to “ran- 
dom” pages from the AltaVista database. 
Bucy, Lang, Potter, & Grabe (1999) obtained data on page views from 
the 100hot’s Insite Pro service (http://w.lOOhot.com). The InSite ser- 
vice does not seem to be operational anymore, but 1OOhot.com publishes 
the list of 100 most visited sites based on the usage patterns of over 100,000 
Web users from all over the world (lOOhot methodology, n.d.). 
INFORMETRICANALYSIS 
Irrespective of the data collection method, the collected data have to 
undergo some analysis in order to arrive at meaningful conclusions. Some- 
times simple processing and standard statistical and mathematical analysis 
are sufficient, but at other times specific informetric methods, models, or 
laws are utilized. In the following sections we review the use of these meth- 
ods, models, and laws for analyzing data from and about the Internet. 
Citation Analysis 
Harter (1996 and 1998) carried out one of the earliest attempts to as-
sess the scholarly impact of electronic journals. He measured the number 
of citationsof thirty-nine e-journals received by February 1996. The citations 
were extracted from ISI’s Citation Indexes. Fifteen journals were not cited 
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at all, and only seven were cited eleven times or more. Except for one or 
two exceptions the impact of these journals (in early 1996) was minimal. 
Zhang (1998) investigated the citations to e-sources in library and in- 
formation sciencejournals during the period 1994 and 1996. E-sources were 
defined as: E-mail messages, messages posted to newsgroups and discussion 
lists, publications of any kind (not necessarily refereed), commercial 
sources, and other e-sources available from the Internet. Harter counted 
citations the specific e-journals received from journals indexed by ISI. 
Zhang, on the other hand, examined all types of references to e-sources 
appearing in the ten most highly cited library and information science jour- 
nals and in four library and information science oriented e-journals. Except 
for the e-references appearing in the four e-journals, the impact of the e- 
sources was negligible. 
At the very beginning, researchers noticed that incoming links to a Web 
page measure its visibility (see, e.g., Bray, 1996 or Woodruff et al., 1996). 
Links can be seen as analogues of citations in the academic world. Gener- 
al search engines, like AltaVista and Hotbot (http://www.hotbot.lycos.com), 
retrieve lists of URLs in their database linking to a given URL or site. Re- 
cently Google (www.google.com) also added this option. Because of the 
limited coverage of the Web by these search tools, the link information is 
also limited. For example, consider the homepage of Library Trends (http:/ 
/www.lis.uiuc.edu/puboff/catalog/trends/).AltaVista found 14pages link- 
ing to it, Hotbot found 6 links, while Google found 129 pages linking to 
this URL.A similar search for the homepage ofJAS1S (http://www.asis.org/ 
Publications/JASIS/jasis/html) resulted in 226 links reported by AltaVis- 
ta, 160 links reported by Hotbot, and 245 links reported by Google. Even 
this small example illustrates that we cannot rely on search engines to pro- 
duce reliable visibility data. All searches were carried out on November 18, 
2000. The accuracy of the results was not examined. 
Chakrabarti, Gibson, & McCurley (1999) advocate the provision of 
backlinks (pages that link to a given page) by the sites themselves and not 
through the search engines. Even though the implementation is not 
difficult, they are aware of privacy concerns and of other barriers of accep- 
tance. For instance, commercial sites most likely will not be interested in 
linking to bad reviews about their products or to pages that also mention 
their competitors. In fact, it is hard to imagine that any site would be will- 
ing to include in the lists of pages that link to it those pages that have a 
negative attitude towards the site. 
Cui (1999) used citation analysis to rank health Web sites. Again, the 
hypertext links were viewed as citations. The study analyzed the links ap- 
pearing on the homepages of the libraries of the top U.S. medical schools, 
as compiled and published by U.S.Nms and World Report. 
Lawrence, Giles, & Bollacker (1999) took a completely different ap- 
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proach to citation analysis on the Web. Instead of studying hypertext links 
as analogues of citations in the academic world, they looked for citations 
in the classical sense, and their “Autonomous Citation Indexing” (ACI) 
system can automatically create a citation index from literature in electronic 
format. The rationale behind this project is that an increasing number of 
authors, journals, institutions, and archives make research articles available 
on the Web, mainly in PDF or Postscript formats. ACI is implemented for 
computer science literature at the “ResearchIndex” site (http:// 
www.researchindex.com/) . The system allows one to search articles and 
citations. When searching for citations, it provides citation context (in the 
citing article), citation statistics, and links to the citing articles. For full-text 
articles the system also displays the exact bibliographic reference, the list 
of citations and the list of references, similar documents (textual similari- 
ty), and related documents (based on cocitations) . The user interface needs 
some improvement. 
Garfield (1999) related to this project in an address delivered at a sym- 
posium in honor of Manfred Kochen: “ . . . without aposteriori human in- 
telligence, the Internet will remain at best a mixed blessing. Artificial in- 
telligence will help but not suffice. . . . The Internet has made it practical 
for future citation index databases to generate annotated bibliographies and 
reviews containing contextual quotations based on autonomous citation 
indexing. To see how this works in the field of computer science just go to 
www.researchindex.com.” 
A recent paper (Goodrum, McCain, Lawrence, & Giles, 2001) compares 
the IS1 SCISEARCH Citation Index to ACI in the area of computer science. 
A major difference between the two systems is that ACI indexes PDF and 
Postscript formatted publication on the Web, while SCISEARCH indexes 
only a selected list ofjournals in the area. 
Cocitation and Coword Analysis 
The objective of the study carried out by Larson (1996) was to explore 
the applicability of classical cocitations on the Web, when citations are sub- 
stituted with hyperlinks. He carried out a cocitation analysis of a set of Earth 
Science related Web sites. The starting point were two authoritative sites on 
the topic. The list of pages pointing to these two sites was retrieved using 
AltaVista, and the links appearing in the relevant pages were extracted. This 
set underwent a second round of relevance judgment by Larson, and a set 
of thirty-four “core” pages was created. Again, AltaVista’s link option was 
utilized to retrieve the number of URLs linking to each of the 544 cocita-
tion pairs. The data were converted to a correlation matrix and multidimen- 
sional scaling (MDS) was used to create the cocitation map. Larson con- 
cluded, “the mappings.. . seem to produce quite clear, reasonable and 
interpretable results.” 
Dean & Henzinger (1999) applied cocitation techniques in order to 
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find “related pages” on the Web. A related page is one that addresses the 
same topic as the original page. One of their algorithms, the cocitation al-
gorithm, looks for pages that link to the given page, and assumes that the 
nearby links point to pages with similar topics. These pages were collect- 
ed, their cocitation degree computed, and those with the highest degrees 
were returned as the most related pages. 
Kumar, Raghavan, Rajagopalan, & Tomkins (1999) used cocitation tech- 
niques in order to identify specific communities on the Web-groups of 
content creators sharing a common interest. The study exploits “cocitation 
in the Web graph to extract all communities that have taken shape on the 
Web, even before the participants have realized that they have formed a 
community” (p. 1483). 
Ross &Wolfram (2000) used coword analysis to analyze term pair top- 
ics submitted to the search engine Excite. Their data were based on more 
than a million queries submitted to Excite on a single day. The most fre- 
quent term pairs were coded into thirty categories based on the semantic 
and pragmatic intent of the term pair; a term pair could belong to more 
than one category. Cluster analysis and MDS were used for the data analy- 
sis. A high proportion of the term pairs were for adult-oriented material. 
Leydesdorff & Curran (2000) studied the cooccurrence of the terms 
“university, “industry,” and “government” in Web pages in three different 
domains. The domains were: Brazil, the Netherlands, and the so-called top 
level domains (.corn, .edu, .gov, .org, .net, .mil). They studied the growth 
over time of these cooccurrences, using AltaVista’s option to limit search- 
es to given dates. The queries were presented both in English and in the 
local language. Similar trends were detected in all three domains. 
Content Analysis 
Content analyses ofWeb and Internet sources serve as exploratory tools 
for getting a better understanding of the Internet’s content. 
Bar-Ilan & Assouline (1997) analyzed the content of messages distrib- 
uted by the PUBYAC (a discussion list for Children and Young Adult ser- 
vices) for a period of one month in spring 1997. Six content categories were 
defined (reference, library administration and policy, collection manage- 
ment, extension programs, announcements, and other). The most popu- 
lar category was reference. The lifespan of topics, the number of active 
participants, and the productivity of the participants were also examined. 
From the answers received to a specific question sent to the participants of 
the discussion list, it seems that the librarians find the list very useful: “It 
helps them find answers to specific questions and assists in collection man- 
agement and planning extension programs” (p. 170). Several other stud- 
ies analyzed the content of discussion lists. Sometimes several groups were 
analyzed in parallel and their characteristics compared (e.g., Aires-de-Sousa, 
1999; Schoch & White, 1997; Berman, 1996). 
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Not only discussion lists were analyzed, but also Web pages and Web 
sites. Cronin et al. (1998) searched the Web using five search tools for pag- 
es mentioning five prominent professors in library and information science. 
The retrieved Web pages were characterized according to the “forms of 
mention.” Eleven categories of invocation were defined: Abstract, article, 
conference proceedings, current awareness, external home page, listserv, 
personal/parent organization home page, resource guide, book review, 
syllabus, and table of contents. The data were collected over a period of two 
months, though the dates are not given. The authors concluded: The Web 
“engenders new modes of scholarly interaction and signaling. Scholars do 
not merely post, or publish, their works on the Web: They seed ideas, dis- 
cuss issues, and debate positions, in ways which, occasionally, deviate from, 
and challenge, established norms” (p. 1326). 
A different kind of content analysis, examining not the form of invoca- 
tion, but the different contexts in which the mathematician Paul Erdos was 
mentioned, appears in Bar-Ilan (1998). The paper analyzes the content of 
2,685 Web documents collected between the end of 1996 and the begmning 
of 1997 (Paul Erdos passed away in September, 1996). Six main content cat- 
egories were defined: Mathematical work, Erdos number, in honor/mem- 
ory of Erdos, jokes/quotations, math education, and other. Almost 40 per- 
cent of the pages were classified as “mathematical work,” but a rather 
surprising 13percent of the pages belonged to the jokes/quotations cate- 
gory. (The most popular quotations/jokes were: “Amathematician is a 
machine for turning coffee into theorems” and “Why did the chicken cross 
the road? It was forced to do so by the chicken-hole principle”). The con- 
cept of Erdos number intrigues the authors of the Web pages; the concept 
was explained on ninety-one ( 3 percent) different pages (almost always 
exactly the same explanation), and 9 percent of the collected pages point 
to the home page of the “Erdos Number Project” (http://www.oakland.edu/ 
-grossman/erdoshp.html) .In 40 percent of the pages belonging to “math- 
ematical work,” Erdos’s name was mentioned in bibliographical references. 
Formal bibliographical references also appeared in Bar-Ilan (2000c), 
in a large portion of the pages (in 40.3 percent out of the 807 pages) con- 
taining the search terms “informetrics OR informetric.” The searches were 
carried out in June 1998 using the six largest search engines at that time 
(AltaVista, Excite, Hotbot, Infoseek, Lycos, and Northern Light). The 
references extracted from these pages (called the “Web database”) were 
compared with comparable data retrieved from commercial bibliographi- 
cal databases. In all except one comparison, the Web database did at least 
as well as the commercial database, indicating that valuable, freely available 
data exist in the Web, but cannot be located easily. 
Lawrence, Bollacker, & Giles (1999) were able to find large quantities 
of full-text papers in the area of computer science. They were looking for 
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different formats, including PDF and Postscript. Bar-Ilan’s findings were 
rather different; she located only a negligble number (4) of full text pub- 
lications. This may be due to the fact that she collected information about 
a different subject area or to the fact that general search engmes ignore 
formats like PDF and PostScript. The most productive and the most cited 
authors and sources, and the most cited papers (papers which are referred 
to in the largest number of collected Web pages) were also calculated. 
Rosenbaum (1998) analyzed the content of the Web sites of twenty-four 
Web-based community networks in Indiana. The purpose of the study was 
to learn about the content and the structure of these sites. 
Bar-Ilan (2000b) analyzed the content of Web pages containing the 
phrase “S&T indicators.” Several facets were introduced, including the 
context in which the search phrase appeared, the type of document, the 
server, the domain, the geographical area, and the time period for which 
the indicators were computed. A rather interesting finding was the existence 
of a large number of Web pages with data from Malaysia. Since 1992, the 
Malaysian government has consistently published its Science and Technol- 
ogy reports on the Web. 
Evaluation UsingExisting/Nm Measures 
Gordon & Pathak (1999) measured the retrieval effectiveness of Web 
search engines. Thirty-three members of the faculty at the University of 
Michigan Business School described to experienced searchers their infor- 
mation needs. The searchers presented appropriately phrased queries to 
eight search tools. The first twenty hits from each tool were retrieved and 
the 160 documents in some random order were presented to the faculty 
members, who judged the relevance of these documents. The absolute 
retrieval effectiveness was fairly low, and there were statistical differences 
in precision effectiveness. 
A different approach was taken by Bar-Ilan (1999), who, instead of the 
subjective human relevance judgments, measured the technical precision 
of the retrieved documents. A document is technically relevant if it satisfies 
the query (i.e., all the search terms that are supposed to appear are actual- 
ly present in the document, and all the terms that are not supposed to ap- 
pear are missing). This is an objective measure, which can be computed 
simply, but it does not judge the quality of the document. 
Oppenheim, Morris, McKnight, & Lowley (2000) gave an extensive 
review of the evaluation of Internet search engmes. Precision was measured 
in most studies, but recall measuring is extremely difficult. Some suggest- 
ed alternative methods were reviewed, and the authors recommended de- 
veloping a standardized set of tools for search engine evaluation. 
Page & Brin (1998) introduced a new method of measuring the qual- 
ity of Web documents, called the PageRank. The method is based on the 
ideas of classical citation analysis, but instead of simply counting the num- 
382 LIBRARY TRENDS/WINTER 2002 
her of links pointing to a document the quality of the page from which the 
link emanates is also taken into account. Similar ideas ofweighing citations 
for classical citation analysis were introduced already in Pinski & Narin 
(1976). Egghe (2000) slightly disagrees with the analogy drawn between 
classical citations and hypertext links: Paper B citing paper A was necessar- 
ily written after paper A; however, this is not the case with Web pages, quite 
often there are reciprocal links between pages. 
Henzinger, Heydon, Mitzenmacher, & Najork (1999) defined a new 
measure for search engines: “Search engine quality.” The quality of a Web 
page is based on the links pointing to it. Some portion of the Web is crawled 
in order to estimate the “quality” of pages, and then the search engines are 
queried with a sample of the visited high quality pages to check if they in- 
dex them. 
One way to measure page popularity is through the number of links 
pointing to it (as in Page & Brin, 1998). Another possibility is to count the 
number ofvisitors to a site by an objectivebody (not self-adjustable counters 
on a Web page). Such a method is utilized by the Direct Hit service (http:/ 
/www.directhit.com).The service monitors “which web sites Internet search- 
ers select from the search results list, how much time the searchers spend 
at these sites and a number of other metrics, such as the position of a site 
relative to other sites. The sites that are selected by searchers are boosted 
in their ranking, while the sites that are consistently ignored by searchers 
are penalized in their rankings” (Direct Hit Technology,n.d.) . 
There are several works which examine formal features of Web pages 
and sites; for example, size and type of files and images, number of forms 
and other methods of interaction, applets, number and types of links. Bauer 
& Scharl (2000) used such data for “quantitative evaluation of Web site 
content and structure.” Even though the data can be collected automati- 
cally, it is difficult to see how it evaluates the site, since evaluation is associ- 
ated with quality. The authors suggested manual classification as one of the 
methods to analyze the raw data. Bucy, Lang, Potter, & Grabe (1999) used 
the data to deduce relationships between Web page complexity (banners, 
length, colors, graphical, dynamic, and interactive elements) and site traffic. 
They found significant relationships between site traffic and graphical ele- 
ments for commercial pages, and between site traffic and asynchronous 
interactive elements for noncommercial documents. The page usage data 
were obtained from the 100hot’s Insite Pro service, which tracks the usage 
patterns of over 100,000 Web users from all over the world. 
Identibing and Calculating Indicators 
Ingwersen (1998) was the first to define specific indicators for the Web. 
He defined the Web impact factor (WIF) as follows: 
# of pages with a link to the site or country 
~~ 
# of pages in the site or country 
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He compared the WIF of different European countries, using AltaVis- 
ta's link feature. WIFs of specific sites (like the site of Science Magazine) were 
also calculated. Just like the classical impact factor ofjournals, the WIF of 
a given country or site indicates its relative visibility on the Web. 
Smith (1999) examined some methodological issues related to the WIF, 
and claimed that the external WIF (counting only links emanating from 
outside the site) is probably the best indicator. Internal WIFs do not really 
reflect on the visibility of a site, because a large portion of the links may 
simply be navigational links (back to the home page, etc.) or can be self- 
inflated, just like self-citations in classical citation analysis. His experiments 
show that WIFs for countries are not very reliable, but for large organiza- 
tions the indicator seems useful. 
Both Ingwersen and Smith used the link and domain options ofAltaVis- 
ta to calculate WIFs, since currently AltaVista is the only large search engine 
having both options. Thelwall(2000) warns that the uneven coverage of the 
Web by the search engines results in misleading calculations of the WIF. 
Aguillo (1997) introduced a new procedure to obtain quantitative in- 
dicators of science and technology. The indicators are derived from the 
presence of research and development institutions on the Internet. Hyper- 
text links between these institutions are treated the same way as citations 
in the IS1 databases. The different types of multimedia objects are also sub- 
ject to quantitative analysis. The planned database (InternetWorld of Research 
and Deuelo~ment-IWR&D) will include information on 20,000-25,000 sites. 
The suggested indicators include: Self-citations, density of links, visibility, 
WIF, and diversity. In Aguiilo & Pareja (2000) some of these indicators were 
calculated for four Western European countries. The results showed that 
visualization measures based on WIFs are rather consistent and can be used 
to supplement scientometric data. 
Models 
Page & Brin (1998) were the first to rely on the structure of the Web 
in order to improve information retrieval. They modeled the Web as a di- 
rected graph with weights (called PageRank) on the nodes (the Web pag- 
es). These weights are a function of the number of incoming links and the 
weight of the pages they emanate from. This is the model behind the search 
engine Google. 
At about the same time Kleinberg (1998) introduced the model of hubs 
and authorities. Authorities are pages with quality information, and hubs 
are pages with lists of links. Kleinberg developed an algorithm for identify- 
ing hubs and authorities. An initial set of Web pages on the topic is retrieved 
by a general search engine. This initial set is augmented with pages point- 
ing to the set and to pages pointed to from the set (corresponding to the 
notions of cocitation and bibliographic coupling). An iterative weighing 
process results in a set of authorities and a set of hubs. The algorithm uti- 
lizes the link structure of the hypertext system; it does not rely on any lin- 
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guistic characteristics. The process works even if the initial query has mul- 
tiple meanings (e.g., jaguar). Kleinberg’s ideas were implemented and 
extended in the IBM CLEVER Project (Chakrabarti et al., 1999). 
Egghe (1997) studied the fractal features of hypertext systems and was 
able to find a link between the fractal theory of hypertext systems and in- 
formetrics. By his definition the fractal dimension is a function of the total 
number of Web pages and the average number of hyperlinks per page. 
Fitting Existing Models/Bibliometric Laws 
Growthand core. Bar-Ilan (1997) examined how newsgroups reacted to 
a crisis. The specific crisis was the outbreak of “mad cow disease” in Britain 
in the spring of 1996. Data were collected for a period of 100days between 
April and July 1996, using AltaVista, which at the time indexed 14,000 news- 
groups. The searches were carried out across the newsgroups using both 
popular (mad cow disease) and scientific terms (BSE, prion OR prions, 
bovine spongiform) related to the disease. The growth curve of the mes- 
sages on the subject resembled the logistic growth function. It was possible 
to identify an initial period of extremely fast growth, then a second period 
of moderate growth. By the beginning of July 1996 interest in the disease 
went down considerably. A similar trend was detected in the number of 
relevant articles published in the Timesand the Sunday Times. Rather inter- 
estingly the graph for BSE, unlike the other graphs, showed a linear growth 
throughout the whole period. This was due to the fact that B.S.E. is also an 
abbreviation in electrical engineering. 
Data were retrieved from more than a thousand different newsgroups, 
Bradford’s law was shown to be applicable, and it was possible to identify 
“core newgroups” that deal with the subject. Other characteristics of the 
messages were also examined (domains, most productive authors, most 
popular subjects, etc.). 
Two informetric papers studied the growth of differerent topics. Rous- 
seau (1999) carried out three daily single word searches (trumpet*, pope, 
and saxophone*) in AltaVista and in Northern Light for a period of twenty- 
one weeks between July and December 1999. The results for Northern Light 
show slow monotonic growth in the number of results, while large fluctua- 
tions were observed for AltaVista. Curves were fitted to the Northern Light 
data, from which predictions were made as to the growth of the Northern 
Light database. Leydesdorff & Curran (2000) studied the growth of the num- 
ber of Web pages containing the term “university,” “industry,” and “govern- 
ment” (and combinations of these terms) for Brazil, the Netherlands, and 
the top level domain. AltaVista was queried with dates limited to calendar 
years between 1993 and 1998. When taking this approach, one must be aware 
that the date of a Web page is at best the last time the page was updated, 
and if data are unavailable or unreasonable (e.g., dated in the future), the 
date is the last time the crawler of the search engine visited that page. 
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Power laws and Zipf-tjpe laws. Rousseau (1997) in an early paper illus- 
trated that bibliometric laws are applicable to the Internet. In May 1997, 
AltaVista was searched for “bibliometrics OR informetrics OR scientomet- 
rics.” The results set, consisting of 343 documents, was retrieved. The num- 
ber of pages citing each of the pages in the results set was determined us- 
ing AltaVista’s link option. Rousseau was able to fit appropriate Lotka 
functions to the data both for the number of retrieved pages per site, and 
for the number of citations to a site. 
It turns out that Rousseau’s results can be generalized to several char- 
acteristics of the Web. Huberman, Pirolli, Pitkow, &Luskose (1998)showed 
that the surfing behavior of Web users follows Zipf-like distributions. The 
authors proposed a model of Web surfing that explains the empirical find- 
ings on distributions of page hits observed at Web sites. Albert, Jeong, & 
Barabasi (1999), based on a subset of the Web of about 325,000 pages, 
showed that both incoming and outgoing links obey appropriate power 
laws. Huberman & Adamic (1999) explained the distribution of the num- 
ber of pages per site again by a power law. The largest test to date was run 
by Broder et al. (2000), based on a Web crawl of approximately 200 mil-
lion pages. This experiment validates the power law distributions both for 
incoming and outgoing links. The authors noted that Zipf-like distributions 
(based on rank instead of magnitude) for incoming links give a better fit 
than the power law distribution. The Web is a complex system, character- 
ized by growth and preferential attachment, as explained by Barabasi & 
Albert (1999). 
Obsolescence. Obsolescene, or more precisely, the characterization of the 
changes occurring to Web documents, has been studied both in the infor- 
metric and the practical setting. 
The content and the format of printed literature do not change after 
publication. This is obviously not the case for Web documents. On the one 
hand, new documents are continuously being published on the Web. On 
the other hand, existing documents are removed from the Web, have their 
location changed, or undergo changes in content or in format. Documents 
may be removed from the Web for several reasons; for example, the page 
may become outdated, the server on which it resides ceases to exist or 
malfunctions, the author of the page is not allowed to use the server any- 
more, or the author simply loses interest in the topic. The change in the 
location of a document is usually due to technical reasons. Sometimes there 
is a forwarding note or an automatic redirect to the new location. Internal 
changes to a document indicate that the page was updated. Some docu- 
ments are never removed from the Web, even if they contain totally out- 
dated information. Unfortunately, most of Web documents are not dated. 
Thus, it is sometimes almost impossible to decide whether the information 
is current (e.g., opening times of events, entrance fees, or sizes-demo- 
graphic or Web data). 
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Bar-Ilan& Peritz (1999) studied changes that occur to Web documents 
over time regarding a given scientific topic. Documents containing the 
terms “informetrics OR informetric” were retrieved from the six largest 
engines at the same time once a month for a period of five months (spring- 
summer 1998). The set of documents on informetrics seems to be much 
more stable than documents on general, popular topics. Most of the docu- 
ments that were retrieved more than once were stable. Among the pages 
that did change during the observation period, the majority underwent 
frequent, major changes. Thus, pages are either completely static or are 
changed often and considerably. 
Koehler (1999) analyzed Web page and Web site constancy and perma- 
nence. The sample of the URLs was identified by using the random URL 
generator feature of Webcrawler. There was thus no apriori characteriza- 
tion of the observed Web pages. The pages were retrieved once a week 
between January 1997 and January 1998. The permanence of these pages 
was investigated. Three categories were defined: Always present, intermit- 
tent, and comatose. At the end of the period about 30 percent of the pag- 
es failed to respond. The changes that the pages underwent were also cat- 
egorized. Nearly all Web pages changed during the year. The influence of 
the type of URL, and quantitative aspects of the pages (sizes, multimedia, 
e-mail links, etc.) on constancy and permanence were also studied. 
It is important to mention here two other works that studied changes 
to Web pages for practical reasons. Dough, Feldmann, Krishnamurthy, & 
Mogul (1997) observed the rate of change of Web pages in order to assess 
the benefits of caching (the less changes to the pages, the more useful it 
is). They found that content type and rate of access have a strong influence, 
while domain and size have little effect. The purpose of Brewington & Cy-
benko’s study (2000)was to estimate the rate at which Web search engines 
must re-index the Web in order to remain current. Both studies based their 
findings on large data sets. 
CONCLUSION 
This review was based on the different methods of classical informet- 
ric analysis. A tabulated summary of the review is presented by way of the 
topics informetrics investigates. Some of the reviewed studies clearly showed 
the applicability of bibliometric laws to the Internet, while others developed 
new definitions and methods based on the respective definitions for print- 
ed sources. In some cases the Web research community introduced or re- 
introduced (as in the case with weighted links) models and methods that 
may also be applied to printed sources. Both informetric and Internet re- 
search can gain from these new developments. 
Table 1. Characteristics and Measurements of Countries, Groups, 
Persons (Authors). 
Productivity Almind & Ingwersen (1997) Country: Denmark 
Growth Almind & Ingwersen (1997) Country: Denmark 
Interaction Bar-Ilan & Assouline (1997) Group: Participants of 
the discussion list 
Topics/Subjects Bar-Ilan & Assouline (1997) Group: Participants of 
the discussion list 
Use Lazinger, Bar-Ilan & Peritz (1997) Group: Faculty members 
of the Hebrew University 
Visibility Cronin et al. (1998) Persons: Prominent library 
and information scientists 
Table 2. Characteristics and Measurements of Publications and 
Publication Sources. 
Productivity Koehler et al. (2000) Productivity of e-journals 
in information science 
Harter (1998), Zhang (1998) Impact of e-journals 
Growth Bar-Ilan (1997) News-group postings 
viewed as publications 
Obsolescence 	 Bar-Ilan & Peritz (1999) For a specific topic 
Koehler (1999) For a set of pages 
Core Bar-Ilan (1997) News groups viewed as 
publication sources 
Ranking/Visibility Direct Hit Technology (n.d.) Measures the number of 
visits to a page 
Page & Brin (1998)-PageRank Measures the link 
popularity 
Topics 	 Bar-Ilan (2000a) Characterization of 
Bar-Ilan (2000b) 	 the topics of pages 
retrieved for the query 
“informetrics” and for 
“S&T indicators” 
Structure Aguillo & Pareja (2000) Structure of R&D sites of 
four western European 
countries 
Linguistic Leydesdorff & Curran (2000) Comparing occurrences 
Characteristics of words in English vs. 
the local language 
Citation Patterns Lawrence, Bollacker, & Giles (1999) Classical citations 
Chakrabarti, Gibson, Hypertext links as 
& McCurley (1999) citations 
Use lOOhot Methodology, n.d. Displays list of 100 top 
viewed sites based on 
surfing patterns of over 
100,000users. Data is 
updated weekly 
Web pages and e-mail messages are viewed as publications, and sites, discussion lists, and 
news-groups as publication sources. 
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Table3. Characteristics and Measurements of Disciplines, Fields, Subfields, 

and Topics. 
Growth Bar-Ilan & Peritz (1999) Infometrics 
Development/ Larson (1996) Cocitation analysis of earth 
Structure science sites 
Interdisciplinarity/ Between fields of research 
Interaction 
Indicators Ingwersen (1998) WIF 
Aguillo (1997) A list of indicators 
Prediction/Planning Moore & Murray (2000) Study on the rate of growth of 
the Web 
Rousseau (1999) Predictions on the growth rate 
of Northern Light 
Table 4. Characteristics and Measurements of Databases and of the Information 
Retrieval Process. 
Evaluation Oppenheim, Morris, Review of search engine 
McJSnight, & Lowley (2000) evaluation methods 
Use 	 Spink, Bateman, &Jansen (1999) Survey of Excite users 
Coverage 	 Bharat & Broder (1998) Estimates on search engine 
Lawrence & Giles (1998,1999) coverage 
NOTE 
1. 	The URL of a service or a site is given only the first time the service or site appears in the 
text. 
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Solving Problems in Library and Information 
Science Using Fuzzy Set Theory 
WILLIAMW. HOOD S. WILSONAND CONCEPCION
ABSTRACT 
VARIOUSMATHEMATICAL TOOLS AND THEORIES have found application 
in Library and Information Science (LIS) .One of these is Fuzzy Set Theo- 
ry (FST).FST is a generalization of classical Set Theory, designed to better 
model situations where membership of a set is not discrete but is “fuzzy.” 
The theory dates from 1965,when Lotfi Zadeh published his seminal pa- 
per on the topic. As well as mathematical developments and extensions of 
the theory itself, there have been many applications of FST to such diverse 
areas as medical diagnoses and washing machines. The theory has also 
found application in a number of aspects of LIS. Information Retrieval (IR) 
is one area where FST can prove useful; this paper reviews IR applications 
of FST. Another major area of Information Science in which FST has found 
application is Informetrics; these studies are also reviewed. A few examples 
of the use of this theory in non-LIS domains are also examined. 
BACKGROUND 
When an information professional is confronted with a problem, there 
may be many different ways to tackle it. In the armoury of the profession, 
there are a number of tools and techniques that can be drawn upon to 
address the situation. A good problem solver needs to be aware of a wide 
range of tools that can be used in that particular situation. Tools developed 
for one specific situation may be applicable to others, though they be quite 
different. One class of tools that can be applied to library problems are 
mathematical tools. Mathematical tools are indispensable for solving a 
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whole range of different types of problems. These tools include statistics, 
probability theory, operations research (including, for example, queuing 
theory), and cluster analysis. 
Mathematical tools that are used to solve real-world problems fall into 
the category of applied mathematics. The essence of applied mathematics 
is abstraction and modeling. Some aspect of the real world may be mod- 
eled by a mathematical theory, which is an approximation of the reality. 
Development can take place in the mathematical theory, independent of 
any applications, and the results can then be applied back to the real world. 
How useful this is depends on how well the mathematical model captures 
the essence of the reality, and also how well the model has been formulat- 
ed and developed. A good model will be able to provide useful insights into 
the real life situation, and will be a good tool for problem solving. 
Set Theory is one theory or model that has proved enormously useful 
in a wide range of situations. Any collection of objects can be regarded as 
a set. Operations, such as union, intersection, and complementation, can 
be carried out on these sets. In fact, most of mathematics has Set Theory 
as its theoretical underpinning. The classical formulation of Set Theory 
applies to situations where membership of a set is discrete. The “set of red 
balls” or the “set of white cars” are situations where membership (or not) 
of the set from a universe of objects is definite. The “set of documents in a 
filing cabinet” or “the set of books on the library shelf” are also discrete and 
clear-cut sets. Set Theory has been applied in many situations that can be 
modeled by discrete membership, and has proven to be a useful tool. 
However, there are many situations where classical Set Theory does not 
provide a good model. If there is some vagueness or fuzziness about the 
membership of a set, then classical Set Theory may not be useful. The “set 
of tall people” has the problem of defining exactly what constitutes a tall 
person: Where do you make the boundary of “tallness” and what happens 
if someone is marginally shorter than this boundary? The “set of relevant 
documents” also suffers from this problem. In Library and Information Sci- 
ence, “relevance” is sometimes regarded as dichotomous, but in reality, 
relevance is a graded concept with documents ranging from highly relevant 
for a particular purpose, to highly irrelevant, and every degree of relevance 
in between.’ 
In a seminal paper on what he defined as Fuzzy Sets, Zadeh (1965) 
attempted to provide a mathematical model that would be better suited to 
these vague situations. Fuzzy Set Theory (FST) has become a branch of 
mathematics that generalizes the concept of a setz to provide better tools 
for dealing with the sorts of situations described in the previous paragraph. 
Though designed to model fuzziness, the theory itself is not fuzzily defined. 
This essay will give an introduction to what FST is, as well as provide some 
of the applications for which it has been used. The material for this article 
has been developed from the first author’s Ph.D. thesis (Hood, 1998). 
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Basic Idea Behind Fuzzy Set Theory 
The basic idea behind FST is to generalize the concept of membership 
of a set. In classical (or crisp) sets, membership of a set can be regarded as 
a function with only two possible values. That is, an item either belongs to 
the set or does not. The generalization that is made to produce Fuzzy Sets 
is to allow the membership function to be multivalued. This allows an item 
to have a degree of membership in a set. An item can belong to a Fuzzy Set 
with any degree of membership from none to full. Let us consider the ex- 
ample of a “Fuzzy Set of Relevant Documents” for a particular query. In this 
case, a highly relevant document may belong to this set with high degree 
of membership; whereas a marginally relevant document will still belong 
to the set, but with only a small degree of membership. A totally nonrele- 
vant document will not belong to this set at all. 
The concept of a Fuzzy Set can be formally defined mathematically, and 
interested readers may care to consult Zimmerman (1991), which is one 
of the current standard texts on FST and its applications. As well as the 
definition of a Fuzzy Set itself, various classical set operations such as union, 
intersection, and complementation can be generalized to Fuzzy Sets. 
From these basic definitions, many extensions and developments are 
possible. Zimmerman (1991, p. 6) summarizes the developments that have 
taken place in FST, along two different lines: 
1.As a formal theory which, when maturing, became more sophisticat- 
ed and specified and was enlarged by original ideas and concepts aswell 
as by “embracing” classical mathematical areas such as algebra, graph 
theory, topology, and so on by generalising (fuzzifjmg) them. 
2. As a very powerful modeling language, that can cope with a large 
fraction of uncertainties of real-life situations. Because of its generali- 
ty,it can be well adapted to different circumstances and contexts. 
Other Measures of Vagueness or Uncertainty 
There are other tools and measures of uncertainty and vagueness apart 
from FST. One such tool that would be quite familiar to most readers is Prob- 
ability Theory. Probability concerns a set of events which, taken together, 
are certain, but each separate event only has a degree of certainty. Thus, 
when tossing a coin, there are only two possible outcomes, as it is certain 
that the coin will land on either heads or tails. However, Probability Theo- 
ry tells us that for a nonbiased coin, each of the two events are equally like- 
ly, so each has a probability of one half. FST has no such universe of cer- 
tainty, and therefore is applied in different types of situations. A third tool 
that can also be used to measure vagueness is Possibility Theory. For a dis- 
cussion of the distinction between some of the different measures of un- 
certainty, see Zimmerman (1991, Chap. 8). 
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FUZZYSETTHEORY ANDIN LIBRARY 
INFORMATIONSCIENCE 
One of the characteristics of mathematical theories is that they are often 
applied in a wide range of different situations, beyond the wildest imagi- 
nations of the original developers. This is certainly true of FST. The appli- 
cations of particular interest here are, of course, in the area of Library and 
Information Science (LIS) .Within LIS, FST has been applied to tradition- 
al librarianship, as well as to problems in Information Retrieval (IR).Ap-
plications have also been made in Bibliometrics and Informetrics, which 
are closely allied to LIS. Some of these applications will be discussed below. 
Library Applications of Fuzzy Set Theory 
Following are two examples of FST applications to library decision-mak- 
ing. The first is taken from Egghe & Rousseau (1990) and is based on Turner 
& O’Brien (1984) and Robinson & Turner (1981). 
Many libraries have to make decisions about when and if to bind their 
periodicals. The decisions may be based on a number of criteria including 
the number of missing issues, the future expected use of the periodical, etc. 
Each of these criteria is vague, and can be modeled with a Fuzzy Set. In 
addition, the decision may be based on the opinions of more than one 
decision maker. A possible formalization of the methodology is as follows: 
A small committee of experts is formed. For reasons of simplicity, we 
shall consider a team of two experts. Three criteria will be used: 
-number of citations obtained by the journal, as measured by ISI’s 
(Institute for Scientific Information) citation files; 

-percentage of missing issues; 

-number of circulations (local use) per issue. 

Each committee member must decide on his/her membership func- 
tion for each of these variables. So, although each of these criteria can 
be measured in an objective way, the interpretation of the measure- 
ments with respect to the ultimate binding decision is subjective and 
requires an application of concepts borrowed from fuzzy set theory. 
When experts have decided on membership functions, every journal 
set can be judged on all criteria. This can now be done in a straightfor- 
ward way and no longer requires a specific intellectual input. 
Finally, each expert must also have decided, beforehand, on the rel- 
ative importance of each of the three criteria, and the library commit- 
tee must have decided on the relative importance of each expert (be- 
fore the data were collected!). This leads to a ranking of journals 
according to their suitability for binding. (Egghe & Rousseau 1990, pp. 
200-201) 
A similar approach can be used to making tattletaping decisions of 
periodicals (Turner, 1981). The methodology outlined above may help the 
library produce a list ofjournals that are the most likely candidates for tat- 
tletaping. 
HOOD AND WILSON/SOLVING PROBLEMS 397 
Information Retrieval Applications of Fuzzy Set Theory 
The main application for Fuzzy Sets in LIS to date has been in the area 
of IR. As mentioned earlier, the concept of “relevance” is essentially a fuzzy 
concept; for any search, there will be documents that are more relevant or 
less relevant than others. IR is concerned with retrieving documents that 
meet some particular user need, or are relevant for some particular situa- 
tion. The earliest attempts to apply Fuzzy Sets in this area appear to be those 
of Tahani (1976) and Radecki (1976).An ARIST review of this area is pro- 
vided by Bookstein (1985) and a survey of the use of FST in IR and data- 
bases is given by Kerre, Zenner, & De Caluwe (1986).A theoretical back- 
ground to the application of Fuzzy Sets to IR is given in Radecki (1983). 
Traditionally, the main mathematical tool in IR has been Boolean al- 
gebra. Nearly everyone who has done any searching using bibliographic 
databases (such as those available through the DLALOG information sys- 
tems), or searched library catalogs or the World Wide Web has used Bool- 
ean operators to construct sophisticated searches. In turn, Boolean alge- 
bra is based on Set Theory: Each search or index term results in a set of 
retrieved documents, which can then be combined using the Boolean op- 
erators (AND, OR, NOT). An IR system can be regarded as consisting of a 
set of “documents” and a set of “index terms.” Each index term corresponds 
to a set of documents, which will be a subset of the universe of all documents 
in the system. This subset will consist of all those documents related to the 
index term. Traditional Boolean searches correspond to set operations on 
these index-term subsets. 
As has been mentioned earlier, “relevance” is a concept that is not re- 
ally dichotomous, and can readily be modeled by Fuzzy Set models instead. 
So Fuzzy IR systems work as follows: When documents are added to the 
system, index terms are assigned to the document, and each term is assigned 
a weight, indicating the degree to which that index term is associated with 
the document. The indexer is then free to indicate that a term applies only 
partially to a document, without having to make an absolute yes/no deci- 
sion. Retrieval in a Fuzzy IR system is then based on Fuzzy Set algebra rath- 
er than Set algebra. The same Boolean operators are used (AND, OR and 
NOT), but the operators now rely on fuzzy union, fuzzy intersection, and 
fuzzy negation, rather than their classic (exact) equivalents. 
This approach to IR has a lot of theoretical appeal, as it appears to be 
a much better model of the underlying process of selection (by users) of 
“relevant” documents. It is also a (relatively minor) modification of the tra- 
ditional Boolean retrieval mechanism, so much of the existing infrastruc- 
ture and mechanisms of IR are still valid. In addition, Fuzzy IR is more 
flexible in the assignment of index terms, with the use of partially relevant 
terms as well as fully relevant ones. The output can also be ranked accord- 
ing to relevance. Despite these advantages, there has not been much use 
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made of Fuzzy IR in commercial systems. Reasons for this include: The cost 
of indexing continues to increase; many of the problems inherent in Bool- 
ean retrieval are still problems in Fuzzy IR the capacity for ranking is not 
sensitive to all terms in the request; and traditional Boolean systems have 
done an adequate job in many situations (Bookstein, 1985, p. 124ff.). 
Despite a lack of Fuzzy IR usage in most commercial IR systems, research 
has continued into the development of such systems, and there have been 
many applications in areas related to IR. Some of these will be listed below. 
Expertsystems and artzfcial intelligence. Gaines & Shaw (1985) discuss the 
history and development of expert systems, and the introduction of con- 
cepts from FST into this area. Graham (1991) also describes the use of fuzzy 
logic in commercial expert systems. FST has also been applied more gen- 
erally in the area of artificial intelligence (Hofstadter, 1980; Winston, 1984). 
Nauck & Kruse (1999) use medical data to create fuzzy classification rules. 
Knowledge-assisted document retrieval. A number of papers discuss the im- 
plementation of a knowledge-assisted document retrieval system (Subrama- 
nian, Biswas, & Bezdek, 1986; Biswas et al., 1987a, 198713). 
Relational databases with v q u e  queries. Motro (1988) describes a database 
system that provides a user interface that permits vague queries based on 
FST. Some theoretical work done by Hashimoto (1985) can also be applied 
to Fuzzy databases. 
Fuzzy clustering. The use of Fuzzy clustering algorithms in IR is also an 
area that has received a lot of attention. The excellent monograph by Miya- 
mot0 (1990a) provides a good description of the theory behind and the 
many uses of Fuzzy clustering. Fuzzy clustering can be applied in any situ- 
ation where normal clustering is useful. Applications of Fuzzy clustering are 
described in Miyamoto, Miyake, & Nakayama (1983); Nomoto et al. (1987); 
Miyamoto, Midorikawa & Nakayama (1989); and Nomoto et al. (1990). 
Fuzzy thesauri-based retrieval. Particular attention has been paid to the 
Fuzzy clustering of citations. These clusters can be used to form a thesau- 
rus-like structure. Some work has been done on constructing Fuzzy thesauri 
to assist in creating queries and searching IR systems. Work in this area is 
reported in Miyamoto (1989, 1990b). 
OPACs. Meikle (1995), in a literature review, includes the application 
of FST to searching on OPACs. Meikle notes that, despite some research 
effort, there have not been any commercial applications of Fuzzy Sets to 
OPAC searching to date. 
Other Ahrens (1994) describes tests on a retrieval system (Knowledge 
Finder) to compare user opinions of the effectiveness of this system versus 
a traditional Boolean IR system.The results were favourable. Kall & Srini-
vasan (1990) compare Fuzzy and probabilistic models for user relevance 
judgements. Klir (1991) also uses Fuzzy Sets in developing a generalized 
information theory.3 
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Fuzzy Set Theory in Informetrics and Bibliometrics 
Bookstein (1997) describes the rationale behind the application of FST 
to informetrics: 
Informetrics shares with the other social sciences the ubiquity of un-
certainty. Key concepts are vague. All mathematical relationships are 
approximate. Yet we are able to make measurements and learn from 
them. Clearly, we must have developed adaptations to uncertainty, 
sometimes explicitly, sometimes intuitively, often inadvertently. (p. 10) 
Some examples of the types of uses that FST has found in informetrics are 
given below in roughly chronological order: 
Zunde & Dexter (1969a, 196913) apply Fuzzy Set concepts to the mea- 
surement of indexing consistency and quality. 
Brusilovsky (1978) characterizes science itself as a “Fuzzy system.” As 
such, forecasting and scientometric studies in general can benefit from 
the application of FST. Jones (1976) describes a Fuzzy Set characteriza- 
tion of interaction in scientific research that provides a better formal- 
ization of the notion of citation than nonfuzzy methods. 
Windsor (1979) uses Fuzzy Sets to create a method to predict the clini- 
cal fate of a drug based on an informetric analysis of the patent and 
nonpatent literature about it. 
Price (1981) uses a Fuzzy Set approach to analyze interactions between 
various entities such as papers, journals, countries, etc. 
Dobrov & Skofenko (1989) discuss the improvements to the review pro- 
cedure in making Research and Development (R & D) decisions based 
on a Fuzzy Set model. They regard FST as a good method of model- 
ing the uncertainty inherent to the process of expert reviews of R & D 
proposals. 
A Fuzzy Set approach has been used to model a network of research 
institutions (Korennoi, 1989). Korennoi uses a Fuzzy Cluster Analysis to 
model the relationship between different research institutions, the sim- 
ilarity measure between institutions being inherently fuzzy. 
The uses Japanese researchers have made of FST in informetric research 
(and other topics) has been described in two similar articles by Miya- 
moto, Midorikawa, & Nakayama (1989) and Midorikawa, Miyamoto, & 
Nakayama (1990). 
Egghe & Rousseau (1990) give the basic concepts behind Fuzzy Sets, and 
then offer some examples of how Fuzzy Sets may be used in informet- 
ric (and bibliometric) analysis. 
The influence of the information scientist Manfred Kochen who, 
amongst other things, studied Fuzzy Sets, has been examined using ci- 
tation analysis by Lancaster, Bushur, & Low (1993)-though they did not 
use FST in their analysis. 
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Egghe & Kousseau (2001) provide an exact definition of a bibliography 
using FST, Lorenz curves, and concentration measures. If a strict delin- 
eation is preferred, the fuzzy core can be “defuzzified.” They claim that 
the proposed method does not depend on the subjective notion of “im- 
portance” and that the method is completely reproducible. 
Other Applications of Fuzzy Set Theory 
To provide the reader with a broad idea of where FST is used, this sec- 
tion will offerjust a few of the non-LIS examples of Fuzzy Sets applications. 
Zadeh et al. (1975) cover a number of the applications of FST. Zimmerman 
(1991), in the second half of his book, outlines a wide range of different 
applications. He provides a classification of four different types of applica- 
tion (p. 129): 
1. Applications to mathematics (i.e., generalizations of traditional mathe- 
matics such as topology, graph theory, algebra, logic, etc.) .The largest 
and most important of this type of application is undoubtedly fuzzy logc. 
2. 	Applications to algorithms (e.g., clustering methods, control algorithms, 
mathematical programming, etc.) 
3.  	Applications to standard models (e.g., “the transportation model,” 
“inventory control models,” etc.) 
4. 	Applications to real-world problems of different kinds. The most impor- 
tant of these would include fuzzy expert systems and fuzzy control. Oth- 
ers would include applications to psychology (Kochen, 1975). 
To get some idea of the broad applicability of Fuzzy Set methods, a list 
of just a few of the applications in various disciplines or research areas is 
now provided: 
Linguistics (Jumarie, 1977). 
Fuzzy computer programs (Giles, 1980). 
Fuzzy Set models in inventory control (Kacprzyk & Staniewski, 1982). 
Fuzzy Set models in production control and scheduling (Aliev, 1987). 
Fuzzy Set models in logistics (Klingman, Mote, & Phillips, 1988). 
Fuzzy Sets in psychology (Zetenyi, 1988). 
Support logic programming (Graham, 1989). 
Approximate reasoning (Kienitz, 1990). 
Fuzzy expert systems (Otto, 1990). 
Fuzzy clustering (Trauwaert, Kaufman, & Kousseeuw, 1991). 
Fuzzy dynamic programming (Chung-Ching &Yuan-Yih, 1991). 
Fuzzy logic (Godo, Jacas, & Valverde, 1991). 
Pattern recognition (Pal, 1991). 
Fuzzy control (Moore & Harris, 1992). 
Fuzzy decisions (Lapiga & Polyakov, 1992). 
Fuzzy languages (Gerla, 1992). 
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Fuzzy linear programming (Tomsovic, 1992). 
Fuzzy Sets in medical diagnosis (Hassebrock & Prietula, 1992). 
Fuzzy Sets in engineering (Dubois & Prade, 1993). 
LITERATUREOF FUZZYSETTHEORY 
Seminal Paper 
In 1965, Lotfi A. Zadeh published the seminal paper on FST (Zadeh, 
1965).As demonstrated in the previous section, this theoretical work has 
found applications in a vast array of different disciplines, including medi- 
cine, engineering, and information retrieval. As well as applications of this 
theory, much development to the theory itself has taken place, and this is 
recorded in the pure mathematical literature. 
Main Information Sources: Journals and Books 
The keyjournal for Fuzzy Sets is thejournal Fuzzy Sets and Systems, which 
was first published in 1978. Other journals with a significant number of 
articles concerning Fuzzy Sets include: I n f i a t i o n  Sciences; IEEE Transactions 
on Systems, Man and Cybernetics; Journal of Mathematical Analysis and Applica- 
tions; International Journal of Human-Computer Studies; European Journal o j  
Operational Research; International Journal of General Systems; Kybernetes; Jour- 
nal of Fuzzy Mathematics; and A IExpert. A current standard text for FST, now 
in its second edition, is Zimmerman (1991). Another older, but still quite 
useful text is Kaufmann (1985). 
Historical Information Sources 
Quite a few papers give some insight into the history of the develop- 
ment of FST. A number of these were written around 1991, to commemo- 
rate the twenty-fifth anniversary of Zadeh’s (1965) paper. They include 
Gupta (1991), Turksen et al. (1991), Hohle (1991), and Hohle & Stout 
(1991). Other items with some historical content include Krarup (1984); 
Gaines & Shaw (1985) ;El-Kafrawy, El-Ramly, & Mahmoud (1986) ;Gaines 
(1976); and Shostak (1989). Ostasiewicz (1992) provides a discussion of 
some of the early work that predates and provides the setting for Zadeh’s 
(1965) seminal paper. 
CONCLUSIONS 
What has been presented here is a mathematical theory, FST, which can 
be used to model a whole variety of situations in which there is some de- 
gree of vagueness or uncertainty. The LIS domain is one area in which this 
theory has found application. It has been used to assist in decision-making 
(such as when to bind a periodical), and also in the area of IR. Use has also 
been made in bibliometrics and informetrics, where some of the quanti- 
ties being measured have a degree of fuzziness about them. 
However, despite the considerable research effort to try to apply FST 
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to solve particular types of LIS problems, and despite the considerable the- 
oretical appeal that this theory has over some of the alternatives, there has 
been little application in large-scale or commercial systems. More work is 
needed to take this (and many other) theories from the research papers 
into practical applications. The benefits that can be gained by using theo- 
ries such as FST need to be tested and explored, and if found positive, need 
to be incorporated into the systems in use. Other domains have taken up 
FST (such as manufacturing and process control) and found it an enor- 
mously useful tool. It is time for LIS to do the same. 
NOTES 
1. 	For recent reviews of the literature of relevance, see Schamber (1994), Saracevic (1996), 
and Mizzaro (1997). 
2. 	 Sets in the original sense of the term are sometimes called “classical” or “crisp” sets to dis- 
tinguish them from Fuzzy Sets. 
3. 	 Some other articles mentioning IR and FST include: Buell (1982); Bnell (198.5); McCune 
etal. (1985); Rada (7985);Rousseau (1985); Gauch &Smith (1991);Turtle&C;roft (1991); 
Hassebrock & Prietula (1992); Savoy (1992). 
REFERENCES 
Ahrens, P. (1994). Fuzzy logic: Is it a better bibliographic retrieval method for end-users? In 
A. H. Helal & J .  W. U‘eiss (Eds.), Rcsourcr shnring: 1Vm technoluprs as u must for univwsal 
avaiZuhiZzt~~of znJomation (pp. 221-236). Festschrift in honor of Hans-Peter Geh. l G t h  In-
ternational Essen symposium, October 18-21, 1993. Publications of Essen University 
Library, 17. Essen: Essen University Library. 
Aliev, R. A. (1987).Production control on the basis of fuzzy models. Fuzzy Sets and Systas, 22(1-
2), 43-56. 
Biswas, G.;Bezdek,J.C.; Marques, M.; & Subrdmanian V. (1987a). Knowledge-assisted docu- 
ment retrieval. I. The natural-language interface. Journal ufthr Amm’can SocieQ for 1nf.r-
Biswas, G.;Bezdek,J. C.; Marques M.; & Subrdmanian,V. (198713). Knowledge-assisted docu- 
ment retrieval. 11. The retrieval process.Jonrnal uf thr American Society for Zrformation Srz-
ence, 38(2),97-110. 
Bookstein, A. (1985). Probability and fuzzy-set applications to information retrieval. In M. 
Williams (Ed.), AnnualRevimofZnfomation Scienceand Technology (vol. 20, pp. 117-151). 
White Plains, Ny: Knowledge Industry Publications. 
Bookstein, A. (1997). Inforinetric distributions. 111.Ambiguity and randomness.,iuurnal of the 
American SocieQ for Informatiun Science, 48( l ) ,2-10. 
Brusilovsky, B. Y (1978). Partial and system forecasts in scientometrics. Technolu~calForecast-
ing and Social Change, 12(2-3), 193-200. 
Buell, D. A. (1982).An analysis of some fuzzy subset applications to information retrieval sys- 
tems. Fuzzy Srts and Systems, 7(l ) ,  35-42. 
Buell, D. A. (1985). A problem in information retrieval with fuzzy sets. Journal of theAml.rican 
Socirly for Information Science, 36(6),  398-40 1. 
Chung-Ching, S., &Yuan-Kh,H. (1991). Fuzzy dynamic programming: An application to unit 
commitment. I F B  Transactions on Poww Systems, 6 ( 3 ) ,1231-1237. 
Dobrov, G., & Skofenko, A. (1989). Furzy expertise and its application to R & D management. 
Scimtometricr, 15(1-2), 21-31. 
Dnbois, D., & Prade, H. (1993). Fuzzy sets: A survey of engineering applications. Cornputen 
and Chemical Engineering, 17, S373-S380. 
Egghe, L., & Rousseau, R. (1990).Introduction to informetrics: Quantitative methods in library, 
documentation and information science. Amsterdam: Elsevier Science Publishers. 
Egghe, L., & Rousseau, R. (2001). The core of a scientific subject: An exact definition using 
concentration and fuzzy sets. In M. Davis & C .  S. Wilson (Eds.), ehInternational Con& 
HOOD AND WILSON/SOLVING PROBLEMS 403 
ence on Scientometrics and Infmmetrics Proceedings, July 16-20, 2001 (pp. 147-56). Sydney: 
Bibliometric & Informetric Research Group (BIRG) . 
El-Kafrawy, M. M.; El-Ramly, N. A,; & Mahmoud, R. A. (1986). On fuzzy convexity of paramet- 
ric programs. Microelectronics and Reliability, 26(2), 235-239. 
Gaines, B. R. (1976). Foundations of fuzzy reasoning. InternationalJournal ofMan-Machine Stud- 
ies, 8, 623-668. 
Gaines, B. R., & Shaw, M. L. G. (1985). From fuzzy logic to expert systems. Information Scienc- 
es, 36(1/2), 5-16. 
Gauch, S., &Smith, J. B. (1991). Search improvementvia automatic query reformulation. ACM 
Transactions on Informution Systems, 9(3), 249-280. 
Gerla, G. (1992). Fuzzy grammars and recursively enumerable fuzzy languages. Information 
Sciences, 60(1-2), 137-143. 
Giles,R. (1980). A computer program for fuzzy reasoning. Fumy Sets and Systems, 4(3), 221-234. 
Godo, L.;Jacas, J.; & Valverde, L. (1991). Fuzzy values in fuzzy logic. International Journal of 
Intelligent Systems, 6(2), 199-212. 
Graham, I. (1989). FRIL: A support logic programming system. Expert Systems, 6(3),186-190. 
Graham, I. (1991). Fuzzy logic in commercial expert systems-results and prospects. Fuzzy Sets 
and Systems, 40(3) ,451-472. 
Gupta, M. M. (1991). Twenty-five years of fuzzy sets and systems: A tribute to Professor Lotfi 
A. Zadeh. Fuzzy Sets and Systems, 40(3), 409-413. 
Hashimoto, H. (1985). Decomposition of fuzzy matrices. SZMJournaZ onAlgebraic and Discrete 
Methods, 6( l ) ,  32-38. 
Hassebrock, F., & Prietula, M. J. (1992). A protocol-based coding scheme for the analysis of 
medical reasoning. International Journal of Man-Machine Studies, 37(5), 613-652. 
Hofstadter, D. R. (1980). Godel, Escha; Bach: An eternalgolden braid. Harmondsworth, UK Pen-
guin. 
Hohle, U. (1991). Editorial. Fumy Sets and Systems, 40(2), 253-256. 
Hohle, U., & Stout, L. N. (1991). Foundations of fuzzy sets. Fuzzy Sets and Systems, 40(2), 257- 
296. 
Hood, W. W. (1998). A n  informetric study of the distribution ofbibliographic records in online data- 
buses:A case study using the literature ofFuzzy Set Thewy (1965-1993). Unpublished doctoral 
dissertation, University of New South Wales. 
Jones, W. T. (1976). Afuzzy set characterization of interaction in scientific research. Journalof 
the American Societyfmlnformation Science, 27(5), 307-310. 
Jumarie, G. (1977). Some technical applications of relativistic information-shannon-infor-
mation, fuzzy-sets, linguistics, relativistic sets, and communication. Cybernetica,20(2), 91- 
128. 
Kacprzyk, J., & Staniewski,P. (1982). Long-term inventory policy-making through fuzzy deci-
sion-making models. Fuzzy Sets and Systems, 8(2), 117-132. 
Kall, M., & Srinivasan, P. (1990). Fuzzy versus probabilistic models for user relevance judge- 
ments. Journal of theAma'can Society forInfmmation Science, 41(4), 264-271. 
Kaufmann, A. (1985). Introduction to fuzzy arithmetic: Theory and applications. New York: Van 
Nostrand Reinhold Co. 
Kerre, E. E.; Zenner, R. B. R. C.; & De Caluwe, R. M. M. (1986). The use of fuzzy set theory in 
information retrieval and databases: A survey. Journal of the American Society for Informa-
tion Science, 37(5), 341-345. 
Kienitz, K. H. (1990). Plausible approximate reasoning. Cybernetics and Systems, 21 (6), 647- 
654. 
Klingman, D.; Mote, J.; & Phillips, N. V. (1988). A logistics planning system at W. R. Grace. 
Operations Research, 36(6), 811-822. 
Klir, G.J .  (1991). Generalized information theory. Fuzzy Sets and Systems, 40(1), 127-142. 
Kochen, M. (1975). Applications of fuzzy sets in psychology. In L. A. Zadeh, K.S.Fu, K Tana-
ka, & M. Shimura (Eds.), Fuzzy sets and their applications to cognitive and decision processes 
(pp. 395-408). New York Academic Press. 
Korennoi, A. A. (1989). Information co-modelling of a network of research institutions. Sci-
entomtrics, 15(1-2), 59-71. 
Krarup,J. (1984). Profiles of the European working groups. European Journal of Operational 
Research, 15, 13-37. 
404 LIBRARY TRENDS/WINTER 2002 
Lancaster, F. W.; Bushur, S.;& Low,Y. M. (1993). Kochen’s influence examined bibliometri- 
cally. Libra9 Trends, 41(4), 549-566. 
Lapiga, A. G., & Polyakov,V. V. (1992). On statistical methods in fuzzy decision-making. Fuzzy 
Sets and Systems, 4 7 ( 3 ) ,303-311. 
McCune, B. P.; Tong, R. M.; Dean, J. S.; & Shapiro,D. G. (1985). RUBRIC-A system for rule- 
based information-retrieval. IEEE Transactions on Software Engzneering, 11(9), 939-945. 
Meikle, D. (1995). Syndetic structure and OPACS: A literature review. Cataloguing Australia, 
21(1), 19-35. 
Midorikawa, N.; Miyamoto, S.;& Nakayama, K. (1990).Aview of studies on bibliometrics and 
related subjects in Japan. In C . L. Borgman (Ed.), Scholarly communication and bibliomet- 
rics (pp. 73-83). Newbury Park SAGE Publications. 
Miyamoto,S. (1989). Two approaches for information retrieval through fuzzy associations. LEEE 
Transactions on Systems, Man and Cybernetics, 19(I ) ,  123-130. 
Miyamoto, S. (199Oa).Fuzzy srts in informahon rptrimal and clustrr analysis. Dordrecht: Kluwer 
Academic Publishers. 
Miyamoto, S. (1990b).Information retrieval based on fuzzy associations. Fuzzy Sets and Systems, 
38(2), 191-205. 
Miyamoto, S.;Midorikawa, N.; & Nakayama, K. (1989). Aview of studies on bibliometrics and 
related subjects in Japan. Communication Resrarch, 16(5), 629-641. 
Miyamoto, S.;Miyake, T.; & Nakayama, K. (1983). Generation of a pseudothesaurus for infor- 
mation retrieval based on cooccurrences and fuzzy set operations. IEEE Transactions on 
Systems, Man and Cybernetirs, SMC 13( I ) ,  62-70. 
Mizzaro, S. (1997). Relevance: The whole history. Journal of the A m a c a n  Soczety for Information 
Science, 48(9),810-832. 
Moore, C. G., & Harris, C. J. (1992). Indirect adaptive fuzzy control. ZnternationalJournal of 
Control, 56(2), 441-468. 
Motro, A. (1988). VAGUE: A user interface to relational databases that permits vague que- 
ries. ACM Transactions on O f f e  Information Systems, 6(3), 187-214. 
Nauck, D., & Kruse, R. (1999). Obtaining interpretable fuzzy classification rules from medi- 
cal data. Artificial Intelligence in Medicine, 16(2), 149-169. 
Nomoto, K.; Wakayama, S.; Kinimoto, T.; & Kondo, M. (1987). Afuzzy retrieval system based 
on citation. Systems and Control, 31(10), 748-755. 
Nomoto, K.; Wakayama, S.; Kinimoto, T.; & Kondo, M. (1990).A document retrieval system 
based on citations using fuzzy graphs. Fuzzy Sets and Systems, 38(2),207-222. 
Ostasiewicz,W. (1992). Half a century of fuzzy sets. International Symposium on Fuzzy Approach 
to Reasoning and Decision Making, 28, 17-20. Prague: Kybernetika. 
Otto, M. (1990).Fuzzy expert systems. TrAC. Trends in Analytical Chemistry, 9(2), 69-72. 
Pal, S. K. (1991). Fuzzy tools for the management of uncertainty in pattern recognition, im- 
age analysis, vision and expert systems. ZnternationalJournal of Systems Science, 22(3) ,511-
549. 
Price, D. J. de Solla (1981). The analysis of square matrices of scientometric transactions. Sci-
entometrics, 3(1), 55-63. 
Rada, R. (1985). Gradualness facilitates knowledge refinement. IEEE Transactions on Pattern 
Analysis and Marhine Intelligence, 7 (5) ,523-530. 
Radech,T. (1976). Mathematical model of information retrieval system based on the concept 
of fuzzy thesaurus. Information Processing and Management, 12(5), 313-318. 
Radecki, T. (1983). A theoretical background for applying fuzzy set theory in information 
retrieval. Fuzzy Sets and Systems, 10(2),169-183. 
Robinson, E. J., & Turner, S.J. (1981). Improving library effectiveness: A proposal for apply- 
ing fuzzy set concepts in the management of large collections. Journal of thedmoican Society 
forznformation Science, 32(6), 458-462. 
Rousseau, R. (1985). On relative indexing in fuzzy retrieval systems. Information Processing and 
Managemnt, 21(5), 415-417. 
Saracevic, T. (1996). Relevance reconsidered ‘96. In P. Ingwersen & N. 0.Pors (Eds.), Con-
ceptions of library and injinmationscience: Integration in perspective: CoLZS 2 (pp. 201-218). 
Copenhagen: Royal School of Librarianship. 
Savoy,J. (1992). Bayesian-inference networks and spreading activation in hypertext systems. 
Information Processing and Management, 28(3), 389-406. 
HOOD AND WILSON/SOLVING PROBLEMS 405 
Schamber, L. (1994). Relevance and information behavior. In M. Williams (Ed.), Annual&-
view of Znfmation Science and Technology (Vol. 29, pp. 3-48). Medford, NJ: Learned Infor- 
mation, Inc. 
Shostak, A. P. (1989). Two decades of fuzzy topology: Basic ideas, notions, and results. Rw-
sian Mathematical Survqs, 44(6), 125-186. 
Subramanian, V.; Biswas, G.;& Bezdek,J. C. (1986). Document retrieval using a fuzzy knowl- 
edge-based system. Optical Engineering, 25(3),445-455. 
Tahani, V. (1976). A fuzzy model of document retrieval systems. Information Processing and 
Management, 12(3), 177-187. 
Tomsovic, K. (1992). A fuzzy linear programming approach to the reactive power/voltage 
control problem. LEEE Transactions on Power Systems, 7(1), 287-293. 
Trauwaert, E.; Kaufman, L.; &Rousseeuw, P. (1991). Fuzzy clustering algorithms based on the 
maximum likelihood principle. Fuzzy Sets and Systems, 42(2), 213-227. 
Turksen, I. B.; Dubois, D.; Prade, H.; & Yager, R. R. (1991). Editorial. Fuzzy Sets and Systems, 
40(1), 1-4. 
Turner, S.J. (1981). Fuzzy set theory as applied to serial binding and tattletaping decisions- 
Abstract. In L. F. Lunin, M. Henderson, & H. Wooster (Eds.), The i n f m a t i o n  community: 
A n  alliance forprogress. Proceedings of the 4FhASIS annual meeting-1981 (Vol. 18,p. 192). 
White Plains, Ny:Knowledge Industry Publications. 
Turner, S.J., & O’Brien, G. (1984). A fuzzy set theory approach to periodical binding deci- 
sions.Journal of the American Society for Information Science, 35(4), 228-234. 
Turtle, H., & Croft, W. B. (1991). Evaluation of an inference network-based retrieval model. 
ACM Transactions on Information Systems, 9 ( 3 ) ,187-222. 
Windsor, D. A. (1979). Using bibliometric analyses ofpatent literature for predicting the clin- 
ical fates of developing drugs. Journal of Chemical I n f m a t i o n  and Computer Sciences, 1 9 ( 4 ) ,  
218-221. 
Winston, P. (1984). Arti$cial intelligence (2nd ed.). Reading, MA: Addison-Wesley. 
Zadeh, L. A. (1965). Fuzzy sets. Information and Control, 8, 338-353. 
Zadeh, L. A,; Fu, IL-S.;Tanaka, K.; & Shimura M. (Eds.). (1975). Fuzzy sets and their applica- 
tions to cognitive and decision processes. New York: Academic Press. 
Zetenyi, T. (Ed). (1988). Fuzzy sets inpsychology. New York Elsevier. 
Zimmermann, H.-J. (1991). Fuzzy set themy-and its applications (2nd revised ed.). Boston: Klu-
wer Academic Publishers. 
Zunde, P., & Dexter, M. E. (1969a). Indexing consistency and quality. American Documentation, 
20(3),259-267. 
Zunde, P.; & Dexter, M. E. (196913).Indexing consistency and quality. Atlanta: School of Infor- 
mation Science, Georgia Institute of Technology. 
Surveying the Use of Theory in 
Library and Information Science Research: 
A Disciplinary Perspective 
LYNNE(E. F.) MCKECHNIEAND KARENE. PETTIGREW 
ABSTRACT 
A CONTENT ANALYSIS OF 1,160 Library and Information Science (LIS) ar- 
ticles published in six LISjournals between 1993 and 1998 was conducted 
to examine the use of theory in LIS research. Overall, 34.2 percent of arti- 
cles incorporated theory in either the title, abstract, or text for a total of 1,083 
theory incidents or an average of .93 incidents per article. Articles dealing 
with topics from the humanities (e.g., information policy, history) had the 
highest rate of theory use with 1.81 incidents per article, followed by social 
science papers (e.g., information behavior, management) with .98 incidents 
per article and science articles (e.g., bibliometrics, information retrieval) 
with .75 theory incidents per article. These findings imply that differences 
exist in the use of theory in LIS that are associated with the broad disciplin- 
ary content of the research. These differences may arise from variant con- 
ceptions of and approaches to the use of theory in the research traditions 
of the humanities, social sciences, and sciences. It is suggested that the mul- 
tidisciplinary background of LIS researchers provides a rich but still under- 
utilized opportunity for the use and development of theory within LIS. 
BACKGROUND 
Scholars have been concerned with theory and written about it in di- 
verse ways for many years. Basic definitions found within the literature in- 
clude: “Aset of explanatory concepts” (Silverman, 1993, p. 1);“a statement 
or group of statements about how some part of the world works-frequently 
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explaining relationships among phenomena” (Vogt, 1993, p. 232);“a sys- 
tematic explanation for the observed facts and laws that relate to a partic- 
ular aspect of life” (Babbie, 1992, p. 55);“generalizations which seek to 
explain relationships among phenomena” (Grover & Glazier, 1986, p. 228); 
and, in reference to LIS theory, an “explanation of information systems 
efficiency, of user behavior, of the function of different search agents such 
as descriptors, citation, titles, and so on” (Hj~rland, 1998, p. 607). 
Preoccupation with the use and development of theory is comnion 
within academic disciplines, including LIS. According to the philosophy of 
science, the use of theory in scholarly research is a distinguishing charac- 
teristic of a discipline’s academic maturity (Hauser, 1988). LIS literature is 
replete with calls for making the field more theoretical, including those by 
Grover & Glazier (1986), Templeton (1994), and Hjorland (1998). While 
the development of theory unique to LIS is essential to the growth of the 
discipline, it must also be remembered, as is so aptly stated by LIS scholar 
Elfreda Chatman (1996), that “[wlorking with conceptual frameworks and 
empirical research has never been an easy task (p. 205). 
Little research has actually examined the use of theory in LIS. The few 
existing studies concluded that most LIS research is atheoretical, report- 
ing rates of theory use ranging from 10 to 21 percent (Feehan et al., 1987; 
Jarvelin &Vakkari, 1990; Julien, 1996; Julien & Duggan, 2000; Nour, 1985; 
Peritz, 1980). This paper arises from a larger study of the use of theory in 
LIS, funded by a research award from the Association for Library and In- 
formation Science Education (ALEE). The results have been reported 
previously in McKechnie & Pettigrew (1998), Pettigrew & McKechnie 
(2001), and McKechnie, Pettigrew, &Joyce (2001). The findings of this 
larger study indicate that theory was discussed in 34.2 percent of 1,160 ar- 
ticles published in six prominent LIS journals from 1993 to 1998 which, 
when compared to the results of earlier studies, suggests an increase in the 
use of theory within LIS. However, theory was not used consistently across 
the articles. For example, some researchers simply mentioned a theorywhile 
others explicitly used a theory to frame the study, develop research ques- 
tions, and analyze results. A particular “theory” might be referred to as a 
model, conceptual construct, or a grand theory by different scholars in 
different papers and, on occasion, by a single scholar within the same pa- 
per. Theory citation practices also varied widely: While most scholars iden- 
tified and discussed theories within the text of their papers and provided 
bibliographic references for the theories used, only a few mentioned theo- 
ries in article abstracts and many of the references provided referred to 
secondary rather than primary resources for the theory. Thus, a major 
finding of this study was that LIS scholars do not share a single perspective 
about what theory comprises and how it should be used within research. 
Chatman (1996) is indeed correct when she claims that using and devel- 
oping theory is hard work. 
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The current article explores a possible explanation for this phenome- 
non of inconsistent use. Are the different approaches to theory, as evident 
in the LIS literature, related to the multidisciplinary backgrounds of LIS 
researchers and the multidisciplinary nature of the content of the field? 
More specifically, do the different research approaches and traditions as- 
sociated with work in the broad disciplines of the humanities, social scienc- 
es, and sciences have an impact on the use of theory in LIS research? And 
is this evident in the published reports of LIS research? 
METHOD 
To answer these research questions, a content analysis was conducted 
of 1,160 articles that appeared from 1993 to 1998 in six journals: 
1. Information Processing and Management (IP&M; six issues per year) 
2. Journal of the American Society for Information Science and Technology (JASIST 
ten issues per year for 1993-1995; twelve issues per year for 1996 and 
1997; 14 issues for 1998) 
3. Journal of Documentation (JDOC; quarterly) 
4. Journal of Educationfor  Libra? and Information Science ()ELIS; quarterly) 
5. Library and Information Science Research (LISR, quarterly) 
6. The Library Quarterly ( L a  quarterly) 
These journals were chosen because they are prominent and contain peer 
reviewed articles covering most areas of research in LIS. All articles except 
for columns, book reviews, and news items, such as conference announce- 
ments and obituaries, were coded for the authors’ use of theory. 
Each article was coded for the first author’s affiliation as listed in the 
article (e.g., private sector, government, academic department), subject area 
(e.g., information retrieval, human information behavior, history), and type 
of article (e.g., report of empirical research, literature review, method pa- 
per). Subjects were further grouped under the broad disciplinary catego- 
ries of humanities (e.g., information policy), social sciences (e.g., manage- 
ment), and sciences (e.g., bibliometrics). The code book is appended. 
Theories cited in the articles were counted and coded as to whether they 
originated within LIS, the sciences, social sciences, or humanities, and 
where they were used in the article (i.e., title, abstract, or main text). No 
matter how many times a theory was mentioned in a particular article, it 
was only counted once. To test for inter-coder reliability, thirty articles (five 
randomly chosen from each of the six journals) were independently cod- 
ed by three individuals. The final rate of agreement for all coding decisions 
was 94.7 percent suggesting that the coding scheme was reliable and valid. 
FINDINGS 
The findings from the analysis of the 1,160 articles in terms of their s u b  
ject content by the broad disciplinary categories of humanities, social sci- 
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ences, and sciences are presented in terms of the basic characteristics of 
the articles (i.e., journal of publication, subject content, author affiliation, 
and type of article) and the description of theory deployment (i.e., frequen- 
cy of theory use, originating broad discipline, and use within the article). 
Basic Characteristics 
Of the 1,160 articles analyzed (see Table l),the majority were published 
inJASIST (40.9 percent) and IP&M (27.0 percent). 
Articles dealing with topics associated with the sciences comprised 59.5 
percent ( n= 690) of the sample and accounted for 84.7 percent of the con- 
tent of IP&M, 66.6 percent of the content ofpOC, and 66.0 percent of 
JASIST Articles from the broad discipline of the social sciences represent- 
ed 30.0 percent ( n= 348) of the sample. Social science articles were most 
prominent inPLJS (89.6 percent of the content), LISR (57.9 percent), and 
LQ (48.7 percent). Humanities articles constituted 10.5 percent ( n= 122) 
of the sample and were most frequently found in LQ (36.8 percent of the 
content). All six journals published articles from all three disciplines dur- 
ing the six-year period studied. Therefore, while science may have been the 
most frequently found content in IP&M, the journal also published articles 
dealing with the social sciences (8.6 percent) and humanities (6.7 percent), 
and while LQ devoted substantial space to humanities work, it also includ- 
ed articles from the social sciences (48.7 percent) and sciences (14.5 per- 
cent). Nonetheless, definite trends are apparent in disciplinary publishing 
patterns for these six journals with humanities, social science, and science 
materials more likely to be found in some journals than in others. The prom- 
inence of science articles is clearly related to the large proportion of arti- 
cles in the sample from IP&M and JASIST which are published more fre- 
quently (bimonthly and monthly) than journals like LQ and JELIS, which 
include more from the humanities and social sciences but are only issued 
quarterly. 
The primary affiliation (see Table 2) for the first author of over half 
Table 1. Number of Articles by Broad Disciplinary Content and Journal. 
Tournal 
Discipline IP&M TASIST JDOC JELIS LISR LQ Total 
Humanities 21 46 7 8 12 28 122 
(6.7%) (9.7%) (6.7%) (8.3%) (12.6%) (36.8%) (10.5%) 
Social Sciences 27 115 28 86 55 37 348 
(8.6%) (24.3%) (26.7%) (89.6%) (57.9%) (48.7%) (30%) 
Sciences 266 313 70 2 28 11 690 
(84.7%) (66%) (66.6%) (2.1%) (29.5%) (14.5%) (59.5%) 
Total 314 474 105 96 95 76 1160 
(27%) (40.9%) (9%) (8.3%) (8.2%) (6.6%) (100%) 
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Table 2. Affiliation of First Author by Broad Disciplinary Content (n= Number 
of Articles). 
DisciplineAffiliation of' 

First Author Humanities Social Sciences Sciences Total 

Private Sector 4 (3.3%) 15 (4.3%) 43 (6.2%) 62 (5.4%) 
Government 4 (3.3%) 4 (1.2%) 23 (3.3%) 31 (2 .7%) 
LIS 85 (69.7%) 242 (69.5%) 307 (44.5%) 634 (54.7%) 
Humanities 3 (2.4%) 3 (0.9%) 8 (1.2%) 14 (1.2%) 
Social Sciences 14 (11.5%) 38 (10.9%) 68 (9.9%) 120 (10.3%) 
Sciences 5 (4.1%) 31 (8.9%) 208 (30.1%) 244 (21.0%) 
Don't Know 7 (5.7%) 15 (4.3%) 33 (4.8%) 55 (4.7%) 
Total 122 (100%) 348 (100%) 690 (100%) 1160 (100%) 
(54.7 percent) of the articles was associated with either a university LIS 
program or LIS practice, a trend that was consistent for authors writing in 
all three major discipline areas. 
Science scholars made up 21 percent of the sample, social science schol- 
ars 10.3 percent, and humanities scholars 1.2 percent. Interestingly, while 
scientists were more likely to write about topics related to science (85.2 per- 
cent or 208 of the 244 articles by individuals associated with science pro- 
grams in universities), humanists authored more articles about science (56.7 
percent or 8of 14 articles) andjust as many about social science topics (21.4 
percent or 3 of 14 articles) as they did about the humanities (21.4 percent 
or 3 of 14 articles). Social scientists wrote more about science (56.7 percent 
or 68 of 120 articles by first authors affiliated with the social sciences) and 
less about the humanities (11.6 percent or 14 of 120 articles) compared to 
the social sciences (31.7 percent or 38 of 120 articles). Clearly, scholars 
affiliated with non-LIS workplaces, but publishing in LIS venues, do not 
hesitate to cross broad disciplinary boundaries in their research. Finally, 
authors associated with private sector and government organizations were 
also evident in the sample, producing work associated with all three broad 
disciplines. 
Reports of empirical research were the most frequently occurring type 
of article (see Table 3), accounting for 59.3 perent of the total, followed 
by descriptive papers (14.3 percent) and papers using verbal argumenta- 
tion (7.3 percent). 
While this pattern held for articles dealing with the social sciences and 
sciences, it was somewhat different for those falling within the humanities. 
Historical treatises were the most frequent type of article for the humani- 
ties (27.0 percent), followed by reports of empirical research (23.0 percent) 
and papers using verbal argumentation (22.1 percent). Each of the three 
disciplinary areas had other article types that were relatively more repre- 
sented within their subset of articles: Method (9.0percent) and theory (9.8 
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Table 3. Type of Article by Broad Disciplinary Content ( n= Number of Articles). 
Discipline 
TVpe of Article Humanities Social Sciences Sciences Total 
Descriptive 6 (4.9%) 56 (16.1%) 104 (15.1%) 166 (14.3%) 
Discourse Analysis 1 (0.8%) 3 (0.9%) 0 (0%) 4 (0.3%) 
Empirical Research 28 (23%) 216 (62%) 444 (64.3%) 688 (59.3%) 
Historical 33 (27%) 9 (2.6%) 10 (1.5%) 52 (4.5%) 
Math Modeling 2 (1.7%) 0 (0%) 51 (7.4%) 53 (4.6%) 
Verbal Argument 27 (22.1%) 31 (8.9%) 27 (3.9%) 85 (7.3%) 
Literature Review 2 (1.7%) 8 (2.3%) 27 (3.9%) 37 (3.2%) 
Method 11 (9.0%) 10 (2.9%) 13 (1.9%) 34 (2.9%) 
Theory 12 (9.8%) 14 (4%) 12 (1.7%) 38 (3.3%) 
Other 0 (0%) 1 (0.3%) 2 (0.3%) 3 (0.3%) 
Total 122 (10.5%) 348 (30%) 690 (59.5%) 1160 (100%) 
percent) papers in the humanities; theory papers in the social sciences; and 
mathematical modeling/algorithm development papers in the sciences. 
This suggests that different approaches to research are, to some extent, 
associated with the broad disciplinary subdivisions of LIS research. 
TheoryDeployment 
Overall, 34.2 percent ( n= 397) of articles incorporated theory (Table 
4) in the title, abstract, and/or text, resulting in a total of 1,083 incidents 
of theory use or an average of .93 theory incidents per article. When one 
considers only the articles including theory, the average number of theory 
incidents per article increases to 2.73. 
Distinct disciplinary differences in theory use are evident in the data. 
Humanities articles had the highest levels of theory use with 1.81incidents 
per article and 4.09 incidents per article with theory. Theory use in social 
science articles approximated the averages for the entire sample, using .98 
Table 4. Theory Use by Broad Disciplinary Content ( n= Number of Articles). 
Discipline 
Theory Use Humanities Social Sciences Sciences Total 
Number of Articles 122 (10.5%) 348 (30%) 690 (59.5%) 1160 (100%) 
Number of Theories 221 (20.4%) 342 (31.6%) 520 (48%) 1083 (100%) 
Number of Theories 1.81 .98 .75 .93 
per Article 
Number of Articles 54 (44.3%) 119 (34.2%) 224 (32.5%) 397 (34.2%) 
with Theory 
Number of Theories 4.09 2.87 2.32 2.73 
per Article with Theory 
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incidents of theory per article for all social science articles and 2.87 inci- 
dents per social science article using theory. The incidence of theory use 
was lower than average for science articles at .75 incidents per article for 
all science articles and 2.32 incidents for those containing theory. 
Theories used (Table 5) were drawn first from the social sciences (45.4 
percent), followed by LIS (29.9 percent), the sciences (19.3 percent), and 
the humanities (5.4 percent). 
Articles dealing with the social sciences relied most heavily on theories 
drawn from the social sciences (69.9 percent) and LIS (22.5 percent) but 
less so on those from the sciences (6.4 percent) and humanities (1.2 per-
cent). Science papers turned first to theories from LIS (41.4 percent) and 
then almost equally to theories from the sciences (29.6 percent) and social 
sciences (24.8 percent). Papers dealing with the humanities relied more on 
theories drawn from the social sciences (56.1percent) and just as much on 
science (14.9 percent) and LIS theories (14.5 percent) as they did on the- 
ories from the humanities (14.5 percent). While only articles with content 
from one of the three broad disciplines-social sciences-relied most heavi- 
ly on theories from the same broad discipline, when one examines the data 
from the perspective of the discipline of the theory used, a positive rela- 
tionship exists between the discipline of the theory and the disciplinary 
content of the article. For example, humanistic theories are most often 
found in papers dealing with the humanities and science theories in arti- 
cles dealing with the sciences. Authors proposed eighty-six new theories, 
distributed proportionately according to the total number of articles in each 
discipline between articles about the humanities ( n= 8; 9.3 percent), the 
social sciences ( n= 26; 30.0 percent), and the sciences ( n = 52; 60.1 per- 
cent). Overall, the findings suggest that there are some discipline depen- 
dent differences associated with the use of theory in LIS research. 
As shown in Tables 6 and 7, citation practices did not differ substan- 
tially among articles in the three disciplines. 
Theories were mentioned in article titles about 10percent of the time, 
in abstracts about 20 percent of the time, and almost always in the text of 
articles. Authors provided bibliographic references for approximately 85 
Table 5. Sources of Theoryby Broad Disciplinary Subject (n= Number of 
Theories Cited). 
Discipline 
Sources of Theory Humanities Social Sciences Sciences Overall 
LIS 32 (14.5%) 77 (22.5%) 215 (41.4%) 324 (29.9%) 
Humanities 32 (14.5%) 4 (1.2%) 22 (4.2%) 58 (5.4%) 
Social Sciences 124 (56.1%) 239 (69.9%) 129 (24.8%) 492 (45.4%) 
Sciences 33 (14.9%) 22 (6.4%) 154 (29.6%) 209 (19.3%) 
Total 221 (100%) 342 (100%) 520 (100%) 1083 (100%) 
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Table 6. Where Theory Mentioned by Broad Disciplinary Subject (n= Number of 
Theories Mentioned). 
Discipline 
Where Mentioned Humanities Social Sciences Sciences Overall 
Title 9 (4.1%) 44 (12.9%) 49 (9.4%) 102 (9.4%) 
Abstract 43 (19.5%) 77 (22.5%) 96 (18.5%) 216 (19.9%) 
Text 219 (99.1%) 341 (99.7%) 514 (98.8%) 1074 (99.2%) 
Total 221 342 520 1083 
Table 7. Number of Theories Mentioned with and without Reference Citations by 
Broad Disciplinary Subject. (n= Number of Theories Mentioned). 
Discipline 
Theories Humanities Social Sciences Sciences Overall 
With Reference 184 (83.3%) 298 (87.1%) 450 (86.5%) 932 (86.1%) 
Citations 
WithoutReference 37 (16.7%) 44 (12.9%) 70 (13.5%) 151 (13.9%) 
Citations 
Total 221 (100%) 342 (100%) 520 (100%) 1083 (100%) 
percent of theories mentioned. Surprisingly, a few authors only included a 
theory in either the title or abstract without mentioning it in the text. While 
it is encouraging that references were provided for the majority of the theo- 
ries, often these were citations to secondary sources rather than primary 
works associated with a theory. Differences in theory citation practices ap- 
pear to be associated with individual authors rather than the disciplinary 
content of the work. 
DISCUSSIONAND CONCLUSION 
The findings suggest that differences exist in the use of theory in LIS 
that are associated with the broad disciplinary content of the research. 
Scholars publishing humanistic research within the six LISjournals analyzed 
for this study used theory in their articles almost twice as frequently as those 
working in the social sciences, and almost two and one half times more often 
than those publishing in the sciences. It is hypothesized that these findings 
arise from differing conceptions of and approaches to the use of theory 
associated with the traditions of humanities, social science, and science 
research. It may be, for example, that the lower rate of theory use in arti- 
cles dealing with science-related topics reflects a disciplinary reliance on 
theories that are assumed to be commonly understood by the scholarly 
community active in the research area and, therefore, not in need of iden- 
tification and explanation. More research is needed to explore this idea 
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further. For example, interviews with authors working in the three broad 
areas could uncover “hidden” aspects of theory use in research that may 
not always be evident in the articles arising from that research. 
Reports of earlier stages of this project (McKechnie & Pettigrew, 1998; 
McKechnie, Pettigrew, &Joyce, 2001; Pettigrew & McKechnie, 2001) found 
that, with the exception of articles written by LIS scholars publishing out- 
side of LIS, LIS theories are not being cited in non-LIS journals. A surpris- 
ing finding of this analysis is that many non-LIS scholars are publishing 
within the LIS journals examined, especially scholars associated with aca- 
demic science departments, such as computer science, engineering, and 
mathematics. Although it was disappointing to see that LIS theories had not 
made substantial inroads in other disciplines, it is interesting to think of 
the opportunities afforded by exposure to non-LIS theories brought into 
LIS publishing by scholars working outside of the discipline. 
LIS, with its broad cognitive domain and faculty recruited from diverse 
backgrounds, is often regarded as an inter-disciplinary orthogonal field 
(Bates, 1999). Some, such as Patrick Wilson in “Interdisciplinary Research 
and Information Overload” (1996), identify the challenges implicit in the 
need to master more than one area in order to conduct valid interdiscipli- 
nary work. Many others, including Machlup & Mansfield (1983), Harmon 
(1987), and Grover & Greer (1991) have advocated more interdisciplinary 
work as a potentially rich venue for answering the field’s complex research 
questions. Tom Wilson (1997), in a reFiew of non-LIS literature dealing with 
information behaviour, states that “the ideas presented throughout this 
review demonstrate to the information science researcher that exploration 
of other disciplines can be productive of research ideas. . . [including] 
analytical concepts, models and theories” (pp. 569-570). The large num- 
ber of distinct theories from widely diverse disciplines discovered in this 
project, and the large number of new theories proposed in the articles, 
suggest that interdisciplinary work may indeed be enriching LIS in terms 
of the use and development of theory. However, if interdisciplinarity con- 
tinues to be important within LIS, special attention must be paid to the 
problems it poses for theory deployment and development within the field. 
One simple solution suggested by the findings of this study would be to 
encourage scholars publishing within LIS to adopt better citation practic- 
es when writing about theory. Theories should be clearly identified and 
authors should list one or more primary sources for a theory. Theory names 
should be included in article abstracts so that individuals interested in learn- 
ing about a theory and how it has been used can easily retrieve relevant 
research articles by searching LIS databases like Library and Information 
Science Abstracts. Authors could also provide brief explanations of theo- 
ries and how they have been used within the text of the article itself. These 
practices would be helpful for LIS scholars with little or no knowledge of a 
particular theory. The widely diverse disciplinary affiliations of first authors 
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publishing within LIS, evident in this study, indicates that the multidisci- 
plinary expertise needed to increase and improve the use of theory from 
other disciplines and to aid in the development of new theory unique to 
LIS is already available in the community of scholars, a rich and under- 
utilized treasure. 
APPENDIX: ANALYSIS CODEBOOKCONTENT 
Note: “Affiliation of the first author” was coded using information pro- 
vided within the article itself or in another part of the journal issue, such 
as an “About Our Contributors” section. “Type of Article” codes were de- 
veloped to answer the question “What kind of article is this? Or “What ap- 
proach to writing is used in this article?” Subject codes describe the main 
content areas of LIS. When an article covered two or more subject areas, 
the principal subject (i.e., that receiving the most coverage) was coded. 
Articles that dealt with LIS in general or LIS research were included in the 
“General LIS” category. Subjects were further grouped under the broad 
disciplinary headings of humanities, social sciences, and sciences. 
Affiliation of first author 
Private sector 
Government 
LIS university/practice 
Humanities university 
Sciences university 
Social sciences university 
Unknown 
Type of article 
Report of empirical research 
Descriptive paper 
Verbal argumentation 
Mathematical modeling/algorithm development 
Discourse analysis 
Historical paper 
Literature review 
Theory paper 
Method paper 
Other 
Primary subject of article 
Humanities 
General LIS 
History 
Information policy 
Social sciences 
LIS education and pedagogy 
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Human information behavior 
Library services (design and delivery of services and programs) 
Management (human resources, fiscal, planning) 
Scholarly communication and publishing 
Sciences 
Bibliome trics 
HCI/interface design 
Indexing/abstracting/cataloguing and classification 
Information retrieval 
Information technology (including www., cd-rom, .gis, systems) 
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Journal Evaluation: 

Technical and Practical Issues 

RONALDROUSSEAU 
ABSTRACT 
THISESSAY PROVIDES A N  OVERVIEW ofjournal evaluation indicators. It 
highlights the strengths and weaknesses of different indicators, together 
with their range of applicability. The definition of a “quality journal,” dif- 
ferent notions of impact factors, the meaning of ranking journals, and 
possible biases in citation databases are also discussed. Attention is given 
to using the journal impact in evaluation studies. 
The quality of ajournal is a multifaceted notion.Journals can be eval- 
uated for different purposes, and hence the results of such evaluation ex- 
ercises can be quite different depending on the indicator(s) used. The 
impact factor, in one of its versions, is probably the most used indicator 
when it comes to gauging the visibility of a journal on the research front. 
Generalized impact factors, over periods longer than the traditional two 
years, are better indicators for the long-term value of a journal. As with all 
evaluation studies, care must be exercised when consideringjournal impact 
factors as a quality indicator. It seems best to use a whole battery of indica- 
tors (including several impact factors) and to change this group of indica- 
tors depending on the purpose of the evaluation study. Nowadays it goes 
without saying that special attention is paid to e-journals and specific indi- 
cators for this type ofjournal. 
INTRODUCTION 
Few model-based approaches to journal evaluation can be found in the 
literature. A descriptive, but not explanatory model is the one used by the 
Leiden-based Centre for Science and Technology Studies (Tijssen & van 
Raan, 1990).Perhaps this overview will inspire fellow scientists to construct 
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an overall model explaining observed journal citation scores, and hence 
lead to a better understanding of their role in institutional and national 
evaluations. Theoretical issues dealt with in this article are restricted to giv- 
ing precise formulations of indicators, in particular of the journal impact 
factor.No input-output model or explanation of dependent variables, such 
as journal citation counts, as a function of one or more independent vari- 
ables (e.g., number ofjournals in the field or number of active scientists) 
is provided. 
The study of the use and relative impact of scientific journals is an 
important application of citation analysis. Yet citations are only one aspect 
of a journal evaluation exercise. Indeed, journal evaluation can be per- 
formed with many purposes in mind. Impact factors measure only the (in- 
ternational) use ofjournals on the research front. Hence, they are of little 
direct use to a (special) librarian, because, as Line (1977) notes: Users of 
journals read, but many actually publish little or nothing at all. In this con- 
text, it is important to investigate the relation between in-house use and 
citation use. This has been done, for example, by Ming-yueh Tsay (1998, 
1999) in a medical library. Numerous studies have shown that older volumes 
of scientific journals are less frequently used (read as well as cited) than 
more recent volumes. This phenomenon is generally described by the term 
“obsolescence” (Brookes, 1970; Line, 1993). A mathematical model describ 
ing the relation between the growth of the literature and obsolescence can 
be found in Egghe & Rousseau (2000). 
It should also be pointed out that scientists read not only as a step in 
their scientific investigations, but also to keep informed of the latest find- 
ings in their field, or simply out of general interest. Further, the importance 
of scientific journals is not restricted to use (local or international). Geo- 
graphic penetration in the sense of geographical distribution patterns of sub  
scribers, authors, and citers, as well as the correlations between them, is still 
another indicator. Irene Wormell (1998) performed such an investigation 
of geographical distributions for the following journals: College 6’Research 
Libraries, Computer Journal, Infmation Pmcessing &Management, Journal $Doc- 
umentation, Journal of the American Society for Information Science, Libri, and Sci-
entometrics. Studies like this one tell us whether international journals are 
really international in scope and impact. Among the journals considered by 
Wormell, Libriturned out to be the most international one, while College & 
Research Libraries is a very nationally oriented (i.e., U.S.) journal. 
Many people are interested in journal evaluations: Librarians, scien- 
tists, science evaluators, publishers, etc. Librarians are interested injour- 
nal evaluations and local circulation data for selection and deselection 
purposes, and in the relation between impact and price (Van Hooydonk 
et al., 1994; Van Hooydonk, 1995; Abbott, 1999). Scientists want to find 
the most appropriate journal in which to publish their results. Funding 
agencies and governments want their grantees to publish in the most 
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prestigious journals (Pa0 & Goffman, 1990; Lewison & Dawson, 1997). 
Editors and publishers may relate high citation scores to a successful ed- 
itorial practice and policy. Commercial publishers are interested in sub- 
scription data and sales. Information brokers are interested in finding 
those sources that have the most potential of satisfymg their clients’ needs. 
University research councils use journal impact and prestige scores as 
elements in local research evaluation studies in view of enlarging the vis- 
ibility of the university’s research. 
Because economic indicators such as subscription data are essential for 
commercial publishers, an investigation, such as Peritz’s (1995),of the re- 
lation between these and citation data is of great value. Let us just mention 
that, in most instances, Peritz found correlations between 0.25 and 0.5. 
Besides serving as an archive for research findings, scholarly printed 
journals also provide professional, institutional, and disciplinary visibility, 
as well as recognition and prestige, to scientific authors. This, in turn, pro- 
vides prestige to the journals themselves. Complex systems of “pecking 
orders” are based on the ranking of journals and a journal’s position in 
them. The quality of the editorial board counts for much, of course, but 
the typography, quality of the paper used, quality of the illustrations, etc. 
all play their role. A truly excellent journal regularly garners papers from 
well-established authors and secures a larger number of institutional and 
individual subscriptions, thus making for a solid financial (economic) base. 
The next sections cover the following topics: The definition of a qual- 
ityjournal, different definitions of impact factors, a general model for the 
citation distribution, electronic journals, the meaning of rankingjournals, 
possible biases in citation databases, and how to use the journal impact in 
evaluation studies. 
QUALITY JOURNALS 
How has a qualityjournal been defined, what are the elements in such 
a definition, and how have they been used in practice? As early as 1970,Zwe-
mer published the following list of characteristics of a “good journal”: 
1. High standards for acceptance of manuscripts (results must be based on 
new scientific information, reliable methods, adequate controls, and 
statistical treatment of data); 
2. 	Having a broadly representative editorial board with appropriate rep- 
resentation of subdisciplines; 
3. 	The editor uses a critical refereeing system; 
4. 	Promptness of publication; 
5. 	Being covered by major abstracting and indexing services; 
6. 	Scientists using the articles published in the journal have a high confi- 
dence level in its contents; 
7. 	Having a high frequency of citation by other journals. 
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These seven criteria are also among those used by the Philadelphia- 
based Institute of Scientific Information (ISI) to determine inclusion (or 
exclusion) ofjournals in their database (Garfield, 1990;Testa, 1998).The 
IS1 management further mentions the following requirements: 
8. Including abstracts or summaries in English; 
9. Including authors’ addresses; 
10.Providing complete bibliographic information. 
For newjournals the reputation of the publisher and of the main editor is a 
good indicator of the possible importance or quality of the journal. If, for 
example, Elsevier, the American Chemical Society, or the IEEE launches a 
newjournal, this will probably be a more important one than the newly es- 
tablished “Research Reviews of the Department of. . . of the . . . University.” 
Panels of (subject) experts have acted as judges to determine the val- 
ue of journals and to draw formal ranked lists (Van Fleet, McWilliams, & 
Siegel, 2000). This approach is especially useful in the social sciences and 
humanities where the Science Citation Index (SCI) and Journal Citation 
Reports (JCR) cannot be used, and where local journals are often impor- 
tant. This is due to the local character of the investigations, as is the case in 
(national) law, or the literature or linguistics of small languages (Luwel et 
al., 1999). 
Depending on the purpose and the type of journal, different journal 
indicators may be determined. Popular science journals, such as Scient$c 
American,Dr:Dobb’sJournal, and the Nau Scientist, are only marginally inter- 
ested in impact factors. Besides practicing good (science) journalism, the 
number of subscriptions and corresponding revenues is what really counts 
for such journals. 
The number of interlibrary lending (ILL) requests is still another lo- 
cal “use” indicator. Indeed, if a library does not subscribe to ajournal, the 
librarian cannot directly determine its local use. In that case the number 
of local ILL requests for that journal can act as an indicator of its impor- 
tance for the community served by the library. 
Finally, a quality journal is indexed by many databases. Hence, the 
number of databases indexing this journal can be used as an indicator of 
its importance. However, as sheer numbers are not very important here, it 
is probably more relevant to investigate whether a scientific journal is cov- 
ered by the most important database(s) in the field. 
CITATIONIMPACT 
Investigations related to journal citations and impact received a con- 
siderable impetus since the annual publication (since 1976) of Journal Ci- 
tation Reports (JCR) by the Institute of Scientific Information (then un- 
der the direction of Eugene Garfield). Generally speaking, the JCR is a 
statistical data set providing information on how often journals are cited, 
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how many items have been published, and how often, on the average, each 
item is cited. It also reports those sourcejournals responsible for the referen- 
ces of each journal, the number of references each journal has published, 
and the distribution of those references in time (Egghe & Rousseau, 1990). 
As early as 1960, Raisig suggested the use of ajournal impact factor. He 
called it the “index of research potential realized” (p. 1418). Nowadays 
different “impact factors” are used. Defining exactly what is meant by the 
notion of an impact factor is not easy. Indeed, different impact factors ex- 
ist, and a precise notation and some mathematical terminology is necessary 
in order to show their differences. First, it is stressed that citations, and 
hence impact, is always calculated with respect to a certain pool ofjournals. 
In practice these are usually alljournals covered by ISI. For the moment, it 
is assumed that the journal of which the impact is calculated belongs to that 
pool. Impact factors are always quotients of the form: Number of citations 
received, divided by number of items published. They differ by the peri- 
ods considered. 
How to Calculate Impact Factors 
The standard IS1 (or Garfield) impact factor (Garfield & Sher, 1963) 
of a journal J in the year 2002 is obtained as follows: 
Collect the number of citations received in the year 2002 by journal J. 
Not all citations are used, however; only those related to articles pub- 
lished in the two previous years: 2001 and 2000. These numbers are 
denoted as CITJ(2002, 2001) and CIT (2002, 2000). 
Find the number of articles pub1ished:n journal J in the years 2001 and 
2000. These numbers are denoted as PUBJ(2001) and PUBJ(2000). 
Form the quotient of the sum of CIT (2002,2001) and CIT (2002,2000), 
by the sum of PUBJ(2001) and PUdJ(20O0).This is the Is1 or Garfield 
impact factor of the journal J for the year 2002. 
Written as a mathematical formula this is: 
1. CIT(2002,2001) + cIT(2002,2000) 
PUB(2001)t PUB(2000) 
If now the symbol CITJ(U, X) denotes the number of citations received 
(by a fixed journal J, from all members of the pool) in the year U, by arti- 
cles published in the year X, and the symbol PUB (Z) stands for the num- 
ber of articles published by this same journal in t i e  year Z, then one can 
similarly define a Garfield impact factor for any year (notjust the year 2002). 
The algorithm described above needs only little modifications. It becomes: 
Collect the number of citations received in the yearybyjournal J.Use 
only citations pertaining to articles published in the two previous years: 
Y - 2 and Y - 1.These numbers are denoted as CITJ(Y, Y - 1) and 
CITJ(Y,Y - 2) .  
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Find the number of articles published in journal J in the yearsY -1and 
Y - 2. These numbers are denoted as PUBJCy- 1)and PUB Cy- 2). 
Form the quotient of the sum of CITJ(Y, Y - 1) and CIT Y - Z), by 
the sum of PUBJ(Y - 1) and PUB (Y - 2). This is the Id1 or Garfield 
impact factor of the journal J for the year Y. 
As a mathematical formula this is: 
2. CIT( I: Y - 1)+ CIT( I: Y - 2 )  
PUB( Y - 1)t PUB( Y - 2) 
IS1 defines the so-called immediacy index in the year Y as the number of 
citations obtained during the year of publication, divided by the number 
of publications. This is: 
3. CTT(Y) 
PUB( Y )  
Actually, formulae 2 and 3 are biased in favor of “immediate” (i.e., short- 
term) citations. It is clear that 2 can easily be generalized to include more 
than two years. This leads to a generalized (n year) synchronous impact 
factor, denoted as IFW, n) (Rousseau, 1988), where now citations and pub- 
lications over n years are taken into account (the exact formula, equation 
4, is presented in the Appendix). 
If it is clear from the context which year is meant, or if the exact year 
does not matter, one simply writes IF(n) .Hence, ISI’s or Garfield’s impact 
factor is IF(2). ISI’s five-year impact factors are denoted as IF(5). All syn- 
chronous impact factors, however, suffer from the same problem: They mix 
different publication years. This practice, however, should not be followed 
in research evaluation studies. Indeed, the more aspects (in this case the 
publication year) are kept constant the better. Consequently, a diachronous 
impact factor, denoted as IMP, keeping the year of publication fixed (see 
Appendix for a precise formulation) is the preferred index for evaluation 
studies by the Centre for Science and Technology studies (Moed, Frankfort, 
& van Raan, 1985; de Bruin et a]., 1993; van Raan, 2000). In my LUC eval- 
uation studies (Rousseau, l995,1998a, 1998b), I used IMP with a four-year 
citation window. For a description of the difference between synchronous 
and diachronous impact factors and their use in research evaluation, the 
reader is referred to Ingwersen et al. (2001). 
Obviously, for a librarian, the long-term impact (perhaps ten years) is 
of considerable more importance than the short-term (two-year) impact of 
a journal. Using different generalized impact factors, or different windows, 
allows one to compare the long-term versus the short-term journal impact. 
Garfield (1998) performed such an investigation. He found that somejour- 
nals, such as Cell, The New England Journal of Medicine, Proceedings of the Na- 
tional Academy of Sciences, Nature, and Science, always had a high impact, 
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whatever the period (two, seven, or fifteen years). Other journals moved 
up or down significantly. Letters journals in particular suffered consider- 
able downward changes in ranking. 
Until now the journal for which the impact was calculated has been 
assumed to be a member of the pool. This leads one to question how to 
measure the impact of ajournal that is not in the pool (e.g., a non-ISIjour- 
nal) . This will be explained for the IS1 impact factor, equation 2; then, com- 
ments will be given on the diachronous impact factor (equation 5 ,  see 
Appendix). 
In order to calculate an analogue of the IS1 impact factor for a non- 
ISIjournal, one simply adds this journal to the pool of IS1 source journals. 
One determines how often this particular journal is cited by IS1 journals 
(during the period under investigation) and adds the number of times the 
journal cites itself. Then one simply divides by the number of articles pub- 
lished by the non-IS1 journal (Spaventi et al., 1979; Sen, Karanjai, & Mun-
shi, 1989; Stegmann, 1997, 1999). Although this is a simple procedure, 
there are two caveats. First, IS1 always includes journal self-citations, but 
for these “constructed impact factors” this is not done. Forjournal evalu- 
ation purposes, it may indeed be more appropriate to remove journal self- 
citations for ISI-covered journals as well (Stegmann, 1997). Second, if this 
new impact factor is used to compare the non-IS1 journal with ISI-journals, 
the ISI-journals’ impact factor must also be recomputed, because the pool 
of journals has changed. 
In the case of the diachronous impact factor, the method (and the 
caveats) are the same. There is, however, one important benefit here. It 
becomes possible now to calculate the (diachronous) impact of a book 
containing conference proceedings or contributions written by different 
authors. This has been done for Infometrics 87/88 (Rousseau, 1997a). Be- 
sides the obvious benefits for research evaluation, this fact is also interest- 
ing from a theoretical point of view. Indeed, one can even determine a 
volume, issue, or section diachronous impact factor, leading to a possibly 
finer grained statistical study of the visibility and impact of a journal. 
Although the impact factor is a size-independent measure (or at least a 
size-limited one), since it is defined as a ratio, with the number of publica- 
tions in the denominator, it suffers from other limitations. According to Pin- 
ski & Narin (1976), the most important drawback of the “traditional” impact 
factor(s) is the fact that citations are not weighted. All citations are counted 
as equally important, regardless of the citing journal. To remedy this limita- 
tion (and related ones) Pinski & Narin (1976) proposed a new weighted 
measure for journals. Unfortunately, this measure is seldom used forjournal 
evaluations. Most evaluators stick to some form of the traditional impact fac- 
tor. Yet, the Pinski-Nann mesure inspired the makers of the Internet search 
engine Google to take the strength of hyperlinks into account for their search 
output-ranking algorithm (Brin & Page, 1998; Kleinberg, 1999). 
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Meaning of Self-cited and Self-citing Rates 
The self-citing rate of a journal relates a journal’s self-citations to the 
total number of references it gives. The self-cited rate relates ajournal’s self- 
citations to the number of times it is cited by all journals in the database. A 
high self-cited rate is an indicator of a journal’s low visibility. A high self- 
citing rate is an indicator of the isolation of the field covered by the jour- 
nal (Egghe & Rousseau, 1990). The self-cited (SCD) and self-citing (SCG) 
rates of a journal over a fixed period are calculated as follows: 
If A denotes the number of references in journal J to journal J; 
B denotes the total number of citations received byjournal J; and 
C denotes the total number of references in journal J, then 
A A4.SCD=- SCG=-
B C 
An interesting (and little known) indicator is the so-called popularity 
factor ofjournal J (Yanovsky, 1981): This is the ratio of the number ofjour- 
nals citing (in a particular period) journal J, over the number ofjournals 
cited by J. It tells us something about whether the journal exports knowl- 
edge (ratio larger than one) or rather imports knowledge (ratio smaller 
than one). For those willing to evaluate journals by a whole battery of indi- 
cators, this is certainly one that deserves inclusion. 
THEBASICCITATIONMODELAND ITS CONSEQUENCES 
Recall that a citation curve is a curve showing the number of citations 
received by a source (usually a journal, but it can also be an author, insti- 
tute, or country) over a certain period. It is generally agreed that citation 
curves can be modeled as unimodal graphs, having a mode at the year two 
(i.e., two years later than the publication of the journal) or later. This is in 
accordance with Price’s theory on the immediacy effect (Price, 1970): The 
number of references to literature of a specific age rises until the cited lit- 
erature is two or three years older than the citing literature, and then falls 
off gradually. At the mode the curve levels off, so that the number of cita- 
tions obtained three years after the publication of the article-CIT(Y, Y -
3)-is larger than the average of the number of citations received one and 
two years after the publication of the article. Wouters (1999, p. 176) offers 
a nice real-world example of this phenomenon. Of course, it is well known 
that there are exceptions to this model. This often happens in very dynam- 
ic fields, such as biomedicine. Another well-known exception is the self- 
citation curve of a journal (Rousseau, 1999). 
For this basic model it is further assumed that the number of publica- 
tions does not decrease in time. This means that PUBCy- 3) = PUBCy - 2) 
= PUBCy- l),because, for example, PUB@’- 2) denotes the number of items 
published two years before year U, while PUB (Y - 3) denotes the number of 
articles published three years before year Y The assumption that sources 
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(e.g., journals) do not decrease their production over time is a very natural 
one. Indeed journals, and certainly successful ones, generally increase the 
number of articles they publish (Rousseau & Van Hooydonk, 1996). 
Rousseau et al. (2001) shows that IF(3), the synchronous impact fac- 
tor calculated over a three-year period, is, in the basic model, always larger 
than IF(2), the “standard” impact factor. 
From the literature, it is known that the basic model can be described 
by certain statistical distributions, such as the lognormal or the Weibull 
distribution. Using realistic parameters for these distributions, one can show 
that it follows from the shape of these curves that the three-year synchro- 
nous impact factor is always larger than the two-year one-IF(3) > IF(2). 
This has been done in Rousseau (1993). The basic model, and, in particu- 
lar, its consequences concerning the synchronous impact factor, were 
confirmed by Rousseau (1988) for mathematicsjournals, and for a random 
sample ofjournals in ISI’s database by Dierick & Rousseau (1988). Other 
studies related to the basic model were published by Rao (1973) and Na- 
kamoto (1988). A recent investigation by Rousseau et al. (2001) using the 
Chinese Science Citation Database did not confirm the basic model. 
ELECTRONICJOURNALS 
The calculation of impact factors for printedjournals or for online jour- 
nals (ie.,  e-journals) is exactly the same. Of course, besides impact, both 
kinds ofjournals have specific indicators. Subscription data are not mean- 
ingful for free e-journals, while counting links from Web sites or other e- 
journals to a particular e-journal is a typical aspect of e-journal evaluation. 
One of the many criticisms of citation counts as an indicator for use 
(or visibility) is the fact that they only measure a special kind of use. They 
offer no information on reading, browsing, or other forms of use. For e- 
journals, though, it is possible to collect use data on a finer scale. One can 
not only count how many persons visit a journal’s site, but one can collect 
viewers’ data per article. This corresponds roughly to measuring the num- 
ber of times a printed article is examined in a library (maybe several times 
by the same person). If this electronic article does not only exist in HTML 
format, but also in a complete downloadable PDF or Postscript format (as 
is often the case), then one can also count the number of download oper- 
ations. This distinguishes “browsers” or occasional visitors from persons who 
are genuinely interested in the article. Finally, one can count the number 
of links made to this article. This corresponds to an electronic citation 
(sometimes called, with a pun, a sitation (Rousseau, 1997b)). Note that 
some e-journals, such as Consmation Ecology (Holling, 1999), already col- 
lect some of these data. Hence, this yields three visibility indicators for ar- 
ticles in ejournals: The number of visits to the article’s page, the number 
of downloads, and the number of links (sitations) .This leads to an appre- 
ciable increase of usage information with respect to citation counts that, 
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however, would continue to play their role as another kind of visibility or 
use indicator. Admittedly, there are, at the moment, some problems with 
this approach. Some people download (via the “save as” option in popular 
browsers) or directly print the HTML version. However, downloading a 
complete article in this way requires that one saves different objects (text, 
graphs, pictures) separately, which is not handy. Further, printing the HTML 
file usually leads to a poorer quality copy than that obtained by printing the 
PDF or PS version. Hence, for these reasons, download counts would miss 
only a small percentage of all interested scientists. 
The announcement of the publication of a paper on the Web, by a news- 
group or another alerting service, may lead to an enormous increase in the 
hit rate for this paper. This effect has been termed the Slashdot effect (Adler, 
1999). Similarly, a catchy phrase in the title of a Webbased article or a site 
is probably even more effective in generating traffic to that paper or site. 
Hence, a “catchy phrase effect” is predicted for Web sites and articles. 
Yet, notwithstanding a “slashdot or catchy phrase effect” for separate 
articles or sites, e-journals themselves have, until now, not been able to 
generate high impact factors (Harter, 1998). 
RANKING JOURNALS: THEMEANINGOF A RANK 
Impact factors, such as those published in the JCR, lead to a global rank- 
ing ofjournals. It is, however, clear at a glance that the top of this general 
list is dominated by certain types and fields: Multidisciplinary and review 
journals and journals in biomedicine are obviously at an advantage with 
respect to journals in engineering or the library and information sciences. 
Indeed, such general rankings exhibit an inherent bias against journals 
from small fields. Even within fields, rankings are often heavily influenced 
by the uneven impact of subfields on the broader field. 
Consequently, IS1 has devised a field classification scheme and journal 
ranhngs can also be viewed per subfield (subject category listings). The idea 
to devise a “disciplinary impact factor” dates already from 1978 (Hirst) and 
is regularly taken up again. Sometimes field rankings use the whole data- 
base as citation pool, sometimes only journals in the field are considered 
to be sources of citations. Both approaches have positive and negative as- 
pects. In the second case, there is a clear discrimination ofjournals that try 
to act as a bridge between several subdomains, or between the applied and 
the basic side of a discipline. In the first case, it is possible that a journal 
receives more citations from outside the field than from inside, and per- 
haps that too is not always desirable. Again, trying to use both approaches 
(if possible) is the appropriate way to proceed. 
As mentioned before, there are significant differences in the citation 
potentials of different scientific fields, that is, in the maximum number of 
times any given article-and, hence, also anyjournal-will be cited in its life- 
time. It is clear that the number of research workers in the field is an impor- 
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tant factor here. Yet, Garfield (1979) claims that the major determinant of 
these citation potentials is the average number of references per article. 
What Is the Meaning of a Rank? 
Lists of ranked journals (ranked according to, for example, impact 
factor) are said to help users to identify sources with significant contribu- 
tions (Todorov & Glanzel, 1988). Yet rankings ofjournals according to the 
number of citations received or the impact factor are only meaningful as 
long as fluctuations reflect a real rise or drop in the importance or influence 
of the journal, and is not only the result of noise or of a purely random pro- 
cess. In order to account for the random effect on citation measures, Schu- 
bert & Glanzel (1983) devised a method for estimating the standard error 
of mean citation rates per publication and applied this method to find 
confidence intervals for the impact factor. Nieuwenhuysen & Rousseau 
(1988) devised a “quick and easy” method to find a lower bound on the size 
of fluctuations of the impact factor. As there are many more journals with 
a low impact factor than journals with a high one, rankings for the low 
impact ones are less stable than for the high impact ones. Table 1 (a hypo-
thetical example) illustrates the influence of fluctuations on a journal’s 
impact ranking. 
It suggests that, for high impact journals, noise and fluctuations have 
only a small influence on the impact, and do not lead to any change in 
ranking. For low impact journals, on the other hand, noise and random 
effects may lead to a considerable change in ranking (i.e., it is possible that 
journal E actually ranks third and not fifth). This example agrees with 
McGrath’s observation (1993) that rankings of anything are often unreli- 
able, particularly if those ranks are based on data with large variability. 
Consequently, adjacent values of data, when ranked, are often not signifi- 
cantly different. 
Different types of articles lead to different citation potentials. This ef- 
Table 1. Influence of Fluctuations on a Journal’s Impact Ranking. 
Error on 
Citation Highest Lowest 
Journals # Citations # Publications Rank Counts Impact Impact 
A 100 20 1 M 104/20 96/20 
= 5.20 = 4.80 
B 50 20 2 M 54/20 46/20 
= 2.70 = 2.30 
C 22 20 3 fi 25/20 19/20 
= 1.25 = 0.95 
D 20 20 4 fi 23/20 17/20 
= 1.15 = 0.85 
E 18 20 5 k.3 21/20 15/20 
= 1.05 = 0.75 
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fect leaks down to the journal level ifjournals “specialize” in certain types 
of articles. Besides the possible effect of letters to the editor, due to awrong 
methodology (Moed &van Leeuwen, 1996),Peritz (1983) showed that, at 
least in sociology, methodological papers are more cited than theoretical 
or empirical ones. Rousseau & Van Hooydonk (1996) clearly showed that 
the impact factors of review journals are much higher than those of “nor- 
mal” journals, while the impact factors of translations are much lower. In 
general, they found that the more articles a (normal) journal publishes the 
higher its impact factor. 
BIAS? 
ISI’s database and hence all measures derived from it are often accused 
of being biased. They are said to be biased in favor of American journals, 
in favor of English language publications, or in favor of certain fields (main- 
ly basic science), etc. This is probably true to some extent, but until a sci- 
entifically valid definition of bias is given (Garfield, 1997’),it is impossible 
to say to what extent this bias is inherent in the scientific community as a 
whole, or in the way American scientists (the largest community) behave, 
or is due to commercial decisions of ISI. It is true, though, as stated by 
Spinak (1995,p. 353), that research processes are not “objective and neu- 
tral” but are part of a social milieu, and, as a result, can vary from one soci- 
ety to another. Using ISI’s products as the only standard would reduce eval- 
uation studies to the North American standard, which is not necessarily that 
of other communities (again this problem is more severe in the social sci- 
ences and the humanities than in the sciences). Local citation indices, such 
as the Chinese Science Citation Database (Jin &Wang, 1999) and the Chi- 
nese Scientific and Technical Papers and Citations (CSTPC) database, may 
provide a solution to this problem. 
As stated above, an impact factor is always calculated with respect to a 
pool ofjournals. So it is a legitimate question to ask what would happen if 
IS1 covered more or otherjournals? What if IS1 or another organization had 
started with an initial set of French, Chinese, or Spanish language journals? 
Would this have led to a different pool of internationaljournals (Rousseau 
& Spinak, 1996)?Nothing can be stated with certainty, of course, but the 
question is worth investigating. To some extent, this challenge has been 
taken up by Leo Egghe, who, in two articles, (Egghe, 1998, 1999) studied 
limiting properties of a stochastic process describing the evolution of core 
collections, including the quality of the original set of source journals (Egg- 
he, 1999). 
It is clear that the fact of whether a journal is included in the IS1 data- 
base or not may have a profound impact on its visibility, and hence on its 
standard impact factor. The inclusion of journal self-citations plays an im- 
portant role here (G6mez et al., 1997),as some journals derive a large part 
of their impact factor from self-citations. 
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Although complaints about bias in citation-based measures continue 
to be heard, using prestige rankings by peers does not offer a solution, as 
these are certainly biased. Christenson & Sigelman (1985) found that schol- 
arlyjournals in sociology and political sciences tend to establish reputations 
that endure in spite of what they merit. Once ajournal has been placed on 
a discipline’s prestige ladder, it tends to retain its place because its reputa- 
tion is accepted at face value. Suchjournals are not re-evaluated in the light 
of changing circumstances. Comparing prestige scores with impact scores 
showed that good and bad reputations tend to be exaggerations of what 
impact scores suggest are merited. This clearly is a form of the Matthew 
effect (Merton, 1968) :Already famous persons (orjournals) receive more 
credit than they actually deserve, while recognition of less prestigious sci- 
entists (orjournals) is withheld. The Matthew effect derives its name from 
the following quote from the Gospel according to St. Matthew: 
For unto everyone that hath shall be given, and he shall have abun- 
dance; but from him that hath not shall be taken away even that which 
he hath. (25:29) 
Bonitz, Bruckner, 8c Scharnhorst (1997, 1999) studied the Matthew effect 
for countries. They found that: 
Few countries with high expectations [i.e. expected number of cita-
tions, based on journal impact factors] receive more citations than 
expected while many countries with low expectations receive fewer ci- 
tations than expected. (1999, p. 362) 
This redistribution effect originates in a relatively small number ofjournals, 
headed by N a t u v ,  Physiral RmimB, Science, and PhysicalRmiew Letters. Coun-
tries such as China, the former Soviet Union, and Nigeria are among the 
greatest losers. 
USE OF THE JOURNAL IMPACT IN EVALUATIONSTUDIES 
Quality journals in science generally contain coherent sets of articles, 
both in contents and in professional standards. This coherence stems from 
the fact that mostjournals are nowadays specialized in relatively narrow sub- 
disciplines and their gatekeepers, that is, editors and referees, share views 
on questions like relevance, validity, and quality with the invisible college 
to which they belong (Schubert & Braun, 1993). This is the main reason 
why journals can play a legitimate role in evaluation studies (de Bruin et 
al., 1993; Spruyt, de Bruin, & Moed, 1996). 
When gauging the impact of research groups, comparisons are made 
with their peers. The two most interesting indicators are the ratio of the 
average of the group’s citations (per article) with the average of the jour- 
nals in which they have published, and the ratio of the average of the 
group’s citations with the average of the field (or fields) in which they are 
active (de Bruin et al., 1993; Rousseau, 1998a, 1998b). When calculating 
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the impact of a field, two approaches are possible: Either one just takes the 
average of the impact factors of all journals in the field (this is called the 
average impact of this set of journals), or one calculates a global average 
(Egghe & Rousseau, 1996). The latter is the better approach. The differ- 
ence between these twoapproaches is shown-mathematically-as follows. 
If C. denotes the number of citations (over a certain period) ofjournal j, 
andlif Pj denotes the number of publications in jouriial j, then 5 denotes 
the impact ofjournal j (citations per publication). The average impact fac- 
tor is then defined as: 
1 ° C - 1 "
5. AIF = -C = - X I
ni-l p3 n
1-1 
The global impact, on the other hand, is calculated as: 
where pLcand pLpdenote the mean number of citations and the mean num- 
ber of publications. Hence, the first one is an average of quotients, while 
the second one is a quotient of averages. An example (Table Z),will illus-
trate the numerical difference between these two approaches. 
The global impact of the meta-journal consisting of the four journals 
A, B, C, and D is 1.96, while the average of these journals' impact is only 
1.35. This difference is due to the fact that (here) the journals with the 
lowest impact publish the lower number of articles. 
Problems with Using Impact as a Quality Measure 
It is clear that there are problems with using impact as a quality mea- 
sure: These two notions clearly cannot be substituted for each other. Some 
of these problems were discussed in the previous sections. They are briefly 
recalled here and some other ones are highlighted. 
Some fields are very useful for science as a whole, but by their particu- 
Table 2. Artificial Meta-journal and the Calculation of the Average Impact. 
lournal # of Articles # of Citations Impact 
A 20 8 0.40 

B 20 10 0.50 

C 100 250 2.50 

D 200 400 2.00 

1.35 Average Impact 
Metd-journal 340 668 1.96 Global Impact 
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lar nature, cannot be cited much. If the impact factor (or similar measures) 
would become the main determinant to judge journal quality this could 
eliminate whole subfields, and undermine the health of many others. A case 
in point is basic taxonomy (Valdecasas, Castroviejo, & Marcus, 2000). Do-
ing high-quality work in taxonomy is expensive and time consuming. Good 
taxonomy articles have continued to be cited for more than a century af-
ter their publication. Moreover, taxonomy lies at the basis of all biodiversi- 
ty studies. Yet, during the short period used to calculate impact factors they 
will attract few or no citations. This, however, tells us nothing about the 
quality of taxonomyjournals. Similar cases can be made for other fields of 
science:An enormous gap lies between popular research areas (with many 
thousands of authors, papers, and citations) and less popular ones (Schoon- 
baert & Roelants, 1998). Neglecting these less popular fields because of 
citation counts would lead to an impoverishment of science. 
There is also the following technical problem: How should multidisci- 
plinary journals be evaluated? Specifically, how are articles published in 
these journals treated? It would be best if individual articles were assigned 
to the proper category and its citations compared with the citation results 
of that category. This means that one needs a (preferably automatic) meth- 
od to assign articles to categories, and to delineate categories. This assign- 
ment problem of individual articles has been studied, for example, in de 
Bruin & Moed (1993) and Glanzel, Schubert, & Czenvon (1999). 
Finally, with an eye to future developments, I would like to make the 
following remark concerning the future ofjournal impact factors. Although 
journals will always consist of articles, and journal impact will always be a 
kind of “average” measure of its articles’ impact, it is clear that for electronic 
journals the emphasis will be much more on the individual article, and less 
on the journal. This trend will probably erode the value given to journal 
impact factors. 
A review of the use of bibliometric techniques for research and insti- 
tutional evaluation can be found in Russell & Rousseau (in print). 
CONCLUSION 
The quality of ajournal is a multifaceted notion. Journals may be eval- 
uated for different purposes, and the results of such evaluation exercises 
can be quite different, depending on the used indicator(s). The impact 
factor, in one of its versions, is probably the most used indicator when it 
comes to gauging the visibility of ajournal on the research front. General- 
ized impact factors, over longer periods than the traditional two-year peri- 
od, are better indicators for the long-term value of a journal. The diachro- 
nous approach is strongly favored. 
As with all evaluation studies, care must be exercised when consider- 
ing journal impact factors as an indicator of quality. It seems best to use a 
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whole battery of indicators (including several impact factors) and to change 
this group of indicators depending on the purpose of the evaluation study. 
Moreover, in the case ofjournal evaluation, it should be pointed out that 
calculating impact factors for one particular year is not very instructive. 
Trend analyses of impact factors over several years have much more value 
for the evaluation ofjournals (in the same field, of the same type!). 
Journal impact and scores of research groups with respect to the im- 
pact of the journals used as publication outlets are just two elements in 
evaluation studies. Ranking projects, institutes, or research groups on the 
basis of impact factors only makes sense for scientists working in the same 
field. Indeed, evaluation, whether ofjournals, scientists, or institutes, is only 
a means to an end, not a goal in itself. 
We hope that more people with a library and information sciences 
degree will be involved in journal evaluation studies, not only with the aim 
of finding an optimal set ofjournals for local use, but also when it comes 
to institutional evaluation exercises. Consequences are too heavy to leave 
the job to computer scientists or alumni of a management school. A librar-
ian’s daily task involves handling, buying, canceling, copying, binding, and 
discussing journals. They have the expertise to be part of an evaluation 
team, at least when it comes to having a well-founded opinion on the qual- 
ity of journals. The author hopes this article helps them in better under- 
standing the mathematical technicalities. 
Finally, the subject of journal evaluation and the use ofjournals in re- 
search evaluation exercises have attracted scores of empirical articles. Yet, 
relatively few model-based approaches can be found in the literature. Perhaps 
the time is ripe to make a “grant model” that can be used to explain observed 
journal citation scores, and hence their role in institutional evaluations. 
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APPENDIX: FORMULATIONSMATHEMATICAL OF THE 
SYNCHRONOUS IMPACTFACTORSAND DIACHRONOUS 
The n-year synchronous impact factor is defined as: 
n 

ZCIT(X Y - 1 )  
7. IF(K n)= i;;l 
ZPUB( Y - j )  
j = l  
Taking n = 2 yields the standard, or Garfield, impact factor. The n-year di- 
achronous impact factor for the year Y is defined as: 
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nI:CIT( Y + i, Y )  
8. IlliLP(n)= i = k  
PUB( Y )  
with k = 0 or 1.Sometimes one includes the publication year (k = 0),some-
times one does not (k = 1). 
GLOSSARYOF TERMS 
average impact factor 
The average impact factor of a group ofjournals (or meta-journal), as op-
posed to the global impact factor. See text for a mathematical formulation. 
basic citation model 
A citation model. The number of citations to a fixedjournal issue is assumed 
to reach a top quickly (after two or three years) and then start a slow de- 
cline. During the first period, when the journal becomes “better” with time, 
the Burgundy effect (getting better with age) prevails. The basic citation 
model also assumes that the number of publications in ajournal does not 
decline over time. 
catchy phrase ejjfect 
Term to denote that articles with a special or trendy phrase in the title at- 
tract more attention than other ones, especially on the Internet. 
Chinese Science Citation Database (CSCD) 
Database compiled by the Documentation and Information Center of the 
Chinese Academy of Sciences (DICCAS) . It has a similar purpose as the 
Science Citation Index, but uses only Chinese sources. Source of the Chi-
nese Scientometric Indicators. 
Chinese Scientijic and Technical Papers and Citations (CSTPC) 
Database compiled by the Institute of Scientific and Technical Information 
of China (ISTIC). It has a similar purpose to the Science Citation Index, 
but uses only Chinese sources. It is the source of the Chinese S&T Journal 
Citation Reports. 
citation pool 
The set of documents whose references are used in counting citations. 

diachronous impact factors (IMP) 

A group of impact factors using citations received in different years, but 

referring to one specific publication year. See Appendix for an exact math- 

ematical formulation. 

GarJield impact factor 

Popular name for the synchronous impact factor referring to a two-year 

citation window. 
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global impact factor 
The impact factor calculated for a group of journals considered as one 
whole (meta-journal) . See text for a mathematical formulation. 
HTMLformat 
HyperText Markup Language (HTML) is a high-level programming lan- 
guage used to write hypertext documents with corresponding text and hy- 
perlinks. It allows nonprogrammers to design Web pages by specifying their 
structure and content, but leaves the detailed presentation and extraction 
of information to the client’s Web browser. 
immediacy index 
An indicator used by IS1to determine the impact of ajournal’s publications 
during the year of publication. 
indicator 
Statistic used to determine the state of an activity. This is usually an econom- 
ic activity, but the term is used in bibliometric studies to study science or 
information-related entities, such as journals, research output of institutes, 
Web-activity, and so on. 
Institute of Scientijic Information (ISIj 
ISI, the company founded by Eugene Garfield, is now a Thomson Scientific 
Company, and part of The Thomson Corporation. The company, through 
its Science Citation Index, the Web of Science, and related products, index- 
es the most influential scientific and technical journals from 1945onwards. 
IS1captures all bibliographic information including the citations or referen- 
ces that are part of a peer-reviewed article or item. ISI’s databases may be used 
for information retrieval and for science evaluation purposes. 
ISI impact factor 
See Garfield impact factor. 
Journal Citation Reports (JCRj 
The Journal Citation Reports, a product of ISI, provides quantitative mea- 
sures for ranking, evaluating, categorizing, and comparing journals. The 
impact factor is one of these. 
journal impact factor 
This is a measure giving the relative number of citations received by a jour- 
nal. There exist several different versions (see synchronous and diachro- 
nous impact factor) which are all useful in clarifylng the significance of 
absolute citation frequencies. 
journal self-cited rate (Sm-rate) 
The self-cited rate relates a journal’s self-citations to the number of times 
it is cited by all journals in the citation pool. See text for a mathematical 
description of the SCD rate. 
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journal self-citing rate (SCGrate) 
The self-citing rate of a journal relates a journal’s self-citations to the total 
number of references it gives. See text for a mathematical description of 
the SCG rate. 
Matthew e f f t  
The term refers to the observation that already famous people (orjournals) 
receive more credit than they actually deserve, while recognition of less 
prestigious scientists (or journals) is withheld. The term derives its name 
from the Gospel according to St. Matthew. 
meta-journal 
A group of journals considered for evaluation (or other) purposes as one 
large journal. 
PDFformat 
Adobe@ Portable Document Format (PDF) is a universal file format that 
preserves all of the fonts, formatting, colors, and graphics of any source 
document, regardless of the application and platform used to create it. PDF 
files are compact and can be shared, viewed, navigated, and easily printed. 
popularity factor 
The ratio of the number ofjournals citing a journal (during a particular 
period) over the number ofjournals cited by this journal. 
Postscript (PS)format 
PostScript is a device-independent high-level programming language for 
describing the appearance of text and graphics on a printed page. 
Science Citation index (SCI) 
The IS1 Science Citation Index provides access to current and retrospec- 
tive bibliographic information, author abstracts, and cited references found 
in 3,500 leading scientific and technical journals covering more than 150 
disciplines. The Science Citation Index Expanded format available through 
the Web of Science and the online version, SciSearch, covers more than 
5,700journals. 
standard impact factor 
See Garfield impact factor. 
synchronous impact factors (IF) 
A group of impact factors using citations received in the same year, but 
referring to different publication years. See Appendix for an exact mathe- 
matical formulation. 
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Ranking of Nations and Heightened 
Competition in Matthew Core Journals: 
Two Faces of the Matthew Effect for Countries 
MANFREDBONITZ 
ABSTRACT 
THEMATTHEWEFFECT FOR COUNTRIES (MEC) consists of the systemat- 
ic deviation in the number of actual (observed) citations from the number 
of expected citations: Afew countries, expecting a high impact (i.e., a high 
number of cites per paper) receive a surplus of citations, while the major- 
ity of countries, expecting a lower impact, lose citations. 
The MEC is characterized by numerous facets, but two are the most 
impressive. The first is the possibility of ranking the science nations by their 
overall efficiency of scientific performance, thus making the MEC attrac- 
tive for science policy. The second is the concentration of the MEC in a small 
number of scientific journals which happen to be the most competitive 
markets for scientific papers and, therefore, are of interest to librarians as 
well as scientists. 
First, by using an appropriate measure for the above-mentioned devi- 
ation of the observed from the expected citation rate one can bring the 
countries under investigation into a rank order, which is almost stable over 
time and independent of the main scientific fields and the size (i.e., publi- 
cation output) of the participating countries. Metaphorically speaking, this 
country rank distribution shows the extent to which a country is using its 
scientific talents. This is the first facet of the MEC. 
The second facet appears when one studies the mechanism (i.e., mi- 
crostructure) of the MEC. Everyjournal contributes to the MEC. The “at- 
oms” of the MEC are redistributed citations, whose number turns out to 
be a new and sensitive indicator for any scientific journal. Bringing the jour- 
nals into a rank order according to this indicator, one finds that only 144 
journals out of 2,712 contain half of all redistributed citations, and thus 
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account for half of the MEC. We give a list of these “Matthew core journals” 
(MCJ) together with a new typology relating the new indicator to the well- 
known ones, such as publication or citation numbers. It is our hypothesis 
that the MCJ are forums of the fiercest competition in science-the “Olym-
pic games in science” proceed in this highest class of scientific journals. 
INTRODUCTION 
The Discovery of the Matthew Effect for Countries 
It is often regretted that research papers, especially in the natural sci- 
ences, follow the stereotyped approach “introduction-method-results-con-
clusions,” while the circumstances under which the authors achieved their 
results remain hidden. In contrast, this paper starts with a historical survey 
of the research lines we have followed since 1990. Impatient readers may 
skip this introductory section. 
The effect was detected in 1994. Aeureka moment of the kind known 
from discoveries in the natural sciences encouraged us to call what we could 
see on the computer screen “Matthew effect”- later, more precisely, “Mat- 
thew effect for countries” (MEC) (Bonitz, Bruckner, & Scharnhorst, 1995a). 
This event was no accident, it was preceded by long years of investigations 
into the structure of national science systems (Bonitz, Bruckner, & Scharn-
horst, 1991, 1992,1993). For instance, a hypothesis of the existence of two 
worlds in science-a “Right World” and a “Left World’’-was a forerunner 
of the MEC (Bonitz, Bruckner, & Scharnhorst, 1995a, 1995b, 1996a, 1996b). 
Furthermore, if we hadn’t had in the backs of our minds that there was a 
“Matthew effect in science,” as introduced by the eminent scholar R. K. 
Merton into the sociology of science (Merton, 1968), we never would have 
dared name our phenomenon “Matthew effect.” 
In the first phase of our investigations, we studied the effect’s time-sta- 
bility, field-dependency, and its order of magnitude. The effect turned out 
to be stable over time, independent of scientific fields, and to have a small 
order of magnitude (Bonitz, Bruckner, & Scharnhorst, 1997). It is not an 
artifact. At this time, any speculations concerning the practical impact of 
our findings were beyond the scope of our considerations. Then, a mea- 
sure for the effect was developed-“Matthew-Index”-the value of which 
must be computed for each country (Bonitz, Bruckner, & Scharnhorst, 
1999a). Countries can be ranked according to this measure, and one can 
easily see how a certain country is affected by the MEC. We found our coun- 
try ranking method more expressive than a relational charts representation 
developed by other researchers (Braun, Glanzel, & Schubert, 1989). 
At the beginning, we were taking for granted the public understand- 
ing of the Gospel parable described in St. Matthew 25:14-30, and of Mer- 
ton’s Matthew effect in science. We declared, that the Right World (cita- 
tion rich) countries were “taking away” citations from the Left World 
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(citation poor) countries (Bonitz, Bruckner, & Scharnhorst, 1995a). It was 
some time before we grasped the very essence of the famous Biblical para- 
ble and then found it surprisingly compatible with our findings (Bonitz, 
1997). This fact helped us in treating the “meaning” of the country rank 
distribution. It enabled us to understand whether it reflects a “discrimina- 
tion against certain countries,” the “quality of national science systems,” the 
“usage of scientific talents,” or the “efficiency of competition in science.” 
Next, we looked for the mechanisms underlying the country rank dis- 
tribution for the “microstructure of the MEC.” It became clear that we had 
to shift from the “country side” of the MEC to its “journal side.” All of the 
nearly 3,000journals in the database were expected to (more or less) con- 
tribute to the MEC. It seemed evident that the journals are like molecules- 
molecules that combine to produce the entity we call the MEC. We could 
not, however, presuppose that these molecules themselves are composed 
of different sorts of “atoms” (i.e., citations given to the journals), and that 
only one of these sorts is responsible for producing the MEC. This special 
sort, which had never before been described in journal investigations, we 
called “redistributed citations” or “Matthew citations.” Our investigations 
into the behaviour and the properties of the Matthew citations yielded sur- 
prising results. The Matthew citations have a very skewed distribution over 
all journals: Most of the Matthew citations are concentrated in fewjournals, 
with 144 journals containing half of the Matthew citations. 
These luckyjournals also play a highly distinguished role in scientific 
communication. We proved this hypothesis by trying to falsify it. However, 
journal ranking by number of publications, by number of citations, by 
number of participating countries, and by impact factor, failed to yield jour- 
nal rank distributions highly correlated with the distribution by Matthew 
citations. Thus, a special role of the “Matthew core journals” (MCJ), as we 
called them, seemed to be established. 
How should this new type of scientific journal be characterized? The 
journals with the highest reputation? The most important journals in sci- 
ence? The journals with the highest quality articles? If we would choose one 
of these features we could easily run into boundary problems by having to 
distinguish between journals of high and low reputation, between those of 
high and low importance, between high and low quality papers. The appear- 
ance of the Matthew citations offered a new possibility: Our proposal is that 
the number of Matthew citations in a journal reflects the degree of scien- 
tific competition going on within its pages. Those competing are scientists, 
scientific institutions, and countries in science. MCJ are thus the most com- 
petitive markets in science. They mirror the experience of other competi- 
tive areas, such as the economy or sports, which supports our metaphor that 
“the Olympic games in science” proceed in the highest class of scientific 
journals-in the MCJ. Another metaphorical filiation appears, reaching 
from the MEC to the treatment of the Parable of Talents in St. Matthew: 
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Not “the rich are becoming richer and the poor poorer,” but those who are 
most effectively competing, irrespective of the amount of talent entrusted 
to them, will reach the kingdom of heaven (ie., science). 
The Parable of Talents 
The knowledge of the parable’s full text helped us to understand the 
nature of our findings. St. Matthew 25:14-30: 
For the kingdom of heaven is as a man travelling into a far country, who 
called his own servants, and delivered unto them his goods. And unto 
one he gave five talents, to another two, and to another one; to every 
man according to his several ability; and straight way took his journey. 
Then he that had received the five talents went and traded with the same, 
and made them other five talents. And likewise he that had received two, 
he also gained other two. But he that had received one went and digged 
in the earth, and hid his lord’s money. After a long time the lord of those 
servants cometh, and reckoneth with them. And so he that had received 
five talents came and brought other five talents, saying, Lord, thou de- 
liveredst unto me five talents; behold, I have gained beside them five 
talents more. His lord said unto him, Well done, thou good and faith- 
ful servant: thou hast been faithful over a few things, I will make thee 
ruler over many things: enter thou into the joy of thy lord. He also that 
had received two talents came and said, Lord, thou deliveredst unto me 
two talents: behold, I have gained two other talents beside them. His lord 
said unto him, Well done, good and faithful servant; thou hast been 
faithful over a few things, I will make thee ruler over many things; en- 
ter thou into the joy of thy lord. Then he which had received the one 
talent came and said, Lord, I knew thee that thou art an hard man, reap 
ing where thou hast not sown, and gathering where thou hast not 
strawed: And I was afraid, and went and hid thy talent in the earth: lo, 
there thou hast that is thine. His lord answered and said unto him, Thou 
wicked and slothful servant, thou knewest that I reap where I sowed not, 
and gather where I have not strawed: Thou oughtest therefore to have 
put my money to the exchangers, and then at my coming I should have 
received mine own with usury. Take therefore the talent from him, and 
give it unto him which hath ten talents. For unto every one that hath 
shall be given, and he shall have abundance: but from him that has not 
shall be taken away even that which he hath. And cast ye the unprofitable 
servant into outer darkness: there shall be weeping and gnashing of 
teeth. (The Bible, 1993) 
It is an open question, whether R. K. Merton, writing his well-known 
paper “The Matthew effect in science” (Merton, 1968) (see also the next 
section), had in mind the whole parable or only the verse “For unto every 
one that hath shall be given, and he shall have abundance: but from him 
that has not shall be taken away even that which he hath” (Merton, 1999). 
In actual fact, Merton quoted only this one verse. Thus, the bulk of subse- 
quent papers citing him fully and exclusively relied on it. Everybody was 
convinced that Merton’s experimental data or observations, and so this 
verse, reflected the “Matthew effect in science.” Initially, so did we, the only 
difference being that we called “our” Matthew effect “Matthew effect for 
Figure 1. “Tothvsr who LISC well what they are given, evrn more will be given . . . ” 
(Holy Biblr, 199’7,St. ,Matthew 25:16). Reprinted with permission of Sadifa Media 
Verlags GinhH. 
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we measure and observe, we nevertheless must go down to the microlevel 
again, and here we participate in the tremendous experience described in 
Merton’s work. 
Very often an effect is something that happens against a certain expec- 
tation or model underlying this expectation. The effect then disappears 
when the model is improved; the observation is in accord with the expec- 
tation. However, the measurability of the effect is the pre-condition for 
investigating these interactions. The MEC fulfills this condition. The behav- 
iour of the third servant in the parable deviates from the expected behav- 
ior, although his smaller abilities compared to the other servants were al- 
ready taken into account. 
COUNTRIES:THEFIRST FACE OF THE MEC 
A Measurefw the MEC: The Mutthm-Index 
When we construct for each of our forty-four countries a rank distri- 
bution plotting the observed value of its “impact” (or “citations per paper”), 
we achieve a skewed curve. That, however, has nothing to do with the Mat- 
thew effect. When we take our forty-four countries in the same rank order 
and plot for each the expected value of its “impact” (or “expected citations 
per paper”), we achieve another skewed curve that has also nothing to do 
with the Matthew effect. When we superimpose the two curves, they do not 
coincide. Instead, in the region of high impact, the “observed values” are, 
in most of the rank positions, systematically greater than the “expected val- 
ues,” while in the region of low impact the “observed values” are, in nearly 
all rank positions, systematically smaller than the “expected values.” This 
effect we call the MEC. We introduce a convenient measure for the devia- 
tions-the “Matthew-Index.” This measure is positive in cases where the 
observed values exceed the expected values; it is negative in the opposite 
cases, when the expected values exceed the observed ones. (For details of 
the methodology see Appendix A. ) When the countries are re-ranked ac- 
cording to the Matthew-Index, one gets Figure 2. In interpreting Figure 2, 
one should keep in mind that it does not explicitly show that the countries 
with a gain in citations (from Switzerland to Finland) have higher expecta- 
tion values, and that the countries with citation losses (from PR China to 
Belgium) have lower expectation values. Neither does it show that the ab- 
solute values of the gains and/or losses may differ significantly from coun- 
try to country, because the Matthew-Index gives relative values (in percent). 
For instance, the relative gain of Switzerland may be 14 percent against 7 
percent in the case of Germany FR, but the absolute gain of Switzerland is 
only 2,000 for Switzerland but 4,000 for Germany FR. Likewise the gain of 
4,000 citations for Germany (only 7 percent) has a very different impact 
from the loss of 4,000 citations for India, where it corresponds to -44 per-
cent! Generally, it should be noted, that the size of a country (in publica- 
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tions) does not play a role in Figure 2: A small country like Sweden can 
belong to the “winners,” and large countries like India or Russia can belong 
to the “losers.” 
The Right World and the Lejt World in Science 
A rank order, due to its one-dimensionality, provokes immediate judge- 
ment: The top ranked are the “best,” all others are not as good. What is the 
rank number of my own country? Why is it not better? Obviously the meth- 
od is wrong! Long before seeking explanations for the rank order of Fig- 
ure 2, we called, for mere convenience, the “winner” countries “Right World 
countries,’’ and the “loser” countries “Left World countries.” The bars for 
the first point to the right, those for the second, to the left side. Figure 2 
seems not to be chaotic; it seems to make sense. Obviously, the countries 
“going to the right” (see Figure 2) are also on the “right” track. But all these 
considerations are not an explanation of Figure 2. Even if we say that it 
reflects the MEC, we have to answer the simple question “What is the Mat- 
thew effect?” 
We can, however, falsify from the beginning the most frequently gen- 
erated hypotheses. “The rich are becoming richer, the poor poorer.” So 
Sweden is a rich country in science, and Russia is a poor country? Rich and 
poor in what respect? Or: “The Left World countries are discriminated 
against by the Right World countries.” So, Denmark discriminates against 
PR China? Why not the other way round? Or: “The language barrier puts 
non-English countries into the category of the Left World countries.” But 
why does India belong to this category? No doubt, there may be a compo- 
nent of discrimination, there may be a language barrier, but how essential 
are these and numerous other components we could think of, cultural, 
historical, geographical, economical, and political ones? 
Our method is based on the Science Citation Index (SCI) . If we con- 
sider the citing authors as experts in their fields, the SCI turns out to be 
the largest expert system of the world (Bonitz, 1990).This unique proper- 
ty of the SCI guarantees its high reliability when it is used, as in our case, 
for studies at a high macrolevel of science. Any hypothesis of a systematic 
discrimination of countries would be, therefore, a hypothesis against the 
whole community of scientists. 
We knew that a well-founded explanation of the MEC could be achieved 
only when the micromechanisms underlying were investigated and under- 
stood. This is the task of the next section. However, we present here, in part, 
the conclusions of that section. After discovery of the “atoms” of the MEC, 
and after studying their “meaning” and function, we can conclude: The 
country rank distribution given in Figure 2 reflects the extent to which a 
country is using its scientific talents, or better, it reflects the efficiency of 
competition between the countries participating in the global enterprise 
“science.” The Right World countries generally compete more efficiently 
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than the Left World countries. This efficiency is lowest for PR China and 
highest for Switzerland. 
Impact on Science Policy 
If the rank distribution in Figure 2 actually reflects what we claim it 
reflects-the national ability for competition in global science-then it 
should be of interest for science politicians of many countries. A lack of this 
ability obviously means the waste of national resources (Russia loses a quar- 
ter of its expected reward, India more than 40 percent). But improving the 
ability to compete does not necessarily mean increasing the resources. It 
can also be achieved by learning from the MEC. 
JOURNALS: THESECONDFACEOF THE MEC 
Investigation of the MEC’s Microstructure 
We mentioned above that the Matthew-Index, according to which the 
countries are ranked in Figure 2, can be computed for every country, when 
the numbers of the observed and of the expected citations are known.While 
the observed citations just have to be counted, the expected citations must 
be computed. The observed citations can, in principle, stem from any of the 
2,712 journals in ourjournal sample, while the expected citations have to be 
derived from the numbers of papers in, and the impact factors of, the jour- 
nals in which the countries publish. For a gven journal, the national num- 
ber of expected citations is exp = (number of national papers) . (journal 
impact factor). Ajournal impact factor is, roughly speaking, the number of 
the citations given in a certain time to all papers in the journal divided by 
the number of papers. An impact factor of 5 says that an “average” paper 
receives five citations, while an impact factor of 0.2 requires five articles to 
attract one citation. The journal impact factor tells how many citations an 
author can “expect” for his paper, provided it is of average quality. Journals 
with high impact factor seem to have a higher reputation thanjournals with 
low impact factor. For an understanding of what we call the microstructure 
of the MEC, one must be informed about what is going on in everyjournal. 
Some of the fundamentals are demonstrated in the next figure. 
The upper graph of Figure 3 shows the national impacts for thejour- 
nal Nature. The impact factor of this journal is 29, because the 7,983 papers 
received 231,749 citations. However, not a single country achieves 29 cita- 
tions per average paper-a few countries are getting more than 29, most 
of the countries get less. Finland, for instance, receives only 5 citations, but 
Japan receives 38 citations per average paper. This behavior is typical for 
any scientificjournal (with exception of the mono-national journals). There 
are always countries exceeding the journal impact, and other countries the 
national impact of which is below the journal impact value. It cannot be 
predicted whether a certain country in a certain journal will be on the “win- 
ning” side or on the “losing” side. The knowledge about the national im- 
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pact in a journal could provide useful information for designing a nation- 
al publication strategy; however, for merely practical reasons the scientific 
community retains the model of “the same impact factor for all.” Compar- 
ison of the reality with this model provides new insight. At first, we learn 
that the MEC has its roots in this model. Second, at the order of magnitude 
of the deviation, we reach surprising conclusions on the very nature of the 
journals in science. 
The lower graph of Figure 3 represents the countries that publish in 
Naturein the same order, but gives their gain or loss of citations with respect 
to their national impact factor in absolute numbers. So, the United King- 
dom loses about 8,000 citations, while Germany FR gains 5,000.It is impor- 
tant to mention that, by the definition of the journal impact factor, the 
number of citations lost by the “losing” countries in a journal, is equal to 
the number of surplus citations gained by the “winning” countries of that 
journal. It seems to be a consequence of the model of “the same impact 
factor for all,” that this number of citations is redistributed from left to right, 
from the “loser” to the “gainer” countries. We call these citations “redistrib- 
uted citations” or “Matthew citations.” The journal Nature has 33,901 Mat-
thew citations, this number being the difference between the numbers of 
observed and expected citations on each side. The sign is negative at the 
left side and positive at the right side. Now we are prepared to understand 
the “mechanism” leading from the redistribution in the single journals to 
the MEC at the macrolevel. For every country and for all journals in which 
this countrypublishes, one has to sum up the numbers of Matthew citations, 
taking into account their positive or negative sign. 
If the sum is positive, this country will belong to the Right World coun- 
tries; if the sum is negative, it will belong to the Left World countries. Thus, 
the MEC is the result of the countrywise summing up of Matthew citations. 
Whether a country belongs to the “winners” or to the “losers” in a certain 
journal can by no means be predicted from the country rank distribution 
in Figure 2. For instance, the USA-a “winner” at the macrolevel-belongs 
to the “losers” in some journals, while Russia-a “loser” at the macrolevel- 
is a clear “winner” in certain journals. So one must take into account all 
journals in order to get the final country ranking of Figure 2. 
Matthew Citations: The Atoms of the MEC 
We find it appropriate to call the Matthew citations the “atoms of the 
MEC.” Just as the atoms in the physical microworld build up our macro- 
world, the Matthew citations are responsible for the MEC. Only a small 
percentage of the citations that are received by a journal’s papers are Mat- 
thew citations. In the case of Nature about 15 percent. How can we detect 
whether a “normal” citation is also a Matthew citation or not? Of course, 
there is no way, and there is no need. Matthew citations appear, when we 
apply the model “the same impact factor for all.” They signal that something 
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more is going on than predicted by that too simple model. Their number 
can only be computed; no institution in science exists that, as the Lord in 
the parable, could actually redistribute citations. No simple mechanism is 
conceivable that produces Figure 3,upper graph, in the case of Nature, and 
quite another graph for the journal Biochemistry. The Matthew citations help 
us to refine our simple model. Moreover, they turn out to be a sensitive in- 
dicator for essential processes in the whole system of scientific communi- 
cation. 
Journal Ranking 
Journals can be ranked by numerous parameters and indicators. Well- 
known is the ranking by journal size (number of papers), by recognition 
(number of achieved citations), by impact (number of citations per paper), 
or by “internationality” (number of participating countries). Correlations 
between the different rank distributions have been studied, power laws have 
been described for the size-recognition dependency. It seems that we know 
everything about the scientific journal in its proud 335-year history. 
However, nobody has ever ranked scientific journals by their atoms of 
the MEC, by their number of Matthew citations, because this parameter 
came into being only when the microstructure of the MEC was investigat- 
ed (Bonitz, Bruckner, & Scharnhorst, 199913). When the 2,712 journals of 
our sample are ranked by their numbers of Matthew citations, the top jour- 
nal is Nature (33,901), and the last ranking are 25 journals with zero Mat- 
thew citations, though among these 25 are 4 journals with so many papers 
that they even possess the status of a “publication core journal” (see defi- 
nition below). The distribution is not linear but extremely skewed: Half of 
all Matthew citations are concentrated in the 144 first-rankingjournals! We 
call these journals MCJ. So,when the Matthew citations are responsible for 
the MEC, then the 144 MCJ-only 5 percent of all journals-produce half 
of the effect. 
A New Type of ScientiJic Journal: The Matthew Core Journal 
So many types of scientific journals already exist (based on very differ- 
ent parameters, but also on the differentjournal functions) that the ques- 
tion is legtimate whether the MCJ can add an essential new feature to the 
whole picture. When we declare, in accordance with Garfield’s saying “A 
few account for the most” (Garfield, 1977,1996), that the publication core 
journals account for half of the size of alljournals, or that the citation core 
journals account for half of the recognition achieved by all journals, and 
that the participation core journals account for half of the internationality 
represented by all journals-then we say, of course, that the MCJ account 
for half of the MEC. But what is the MEC, not in our phenomenological 
definition, but in its nature? Everyone looking at the list of the MCJ (given 
in Appendix C ) will admit that they are apparently of high “importance.” 
Are they all simultaneously publication, citation, and participation core jour- 
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nals? No, they are not. This can be shown by a new typology of the scien- 
tific journals that includes the “newcomers,” the MJC (see Appendix B) . 
This highlights something very specific about science, something that char- 
acterizes all scientific journals, but that particularly characterizes the MCJ. 
It is our hypothesis that one of the most essential features of science- 
competition-is reflected in a scientific journal by the citation redistribu- 
tion phenomenon or the number of Matthew citations, and that the MCJ 
are, therefore, the most competitive markets in the fields of their scientific 
papers. When we highlight 5 percent of all journals as the most competi- 
tive markets, this cannot mean that the “rest” of 95 percent of the journals 
should or could be neglected. The editors of these journals and the authors 
publishing in them must not feel they are being discriminated against or 
doing a useless job. Every journal has its place and its importance in the 
system of scientific communication. The many are a necessary condition 
for the functioning of the few. We think it can be helpful to be reminded 
of the world of sports. There, competition is one of the essential features, 
and the success of the best is guaranteed only by the existence of a broad 
national and international basis for the different teams. The “Olympic 
games in science” proceed in the highest class of science journals-the MCJ. 
Impact on Scientists, Journal Editors, and Librarians 
It is always pleasant when one faces an overwhelming crowd of things 
and is offered a pre-selected core that makes decisions easy. When the core 
selection is well-founded, it can help to improve the functioning of the 
whole system of scientific communication. Scientists who have produced 
excellent results should know the MCJ in their field and try to get published 
there. In doing so, they create the possibility of garnering many surplus 
citations, but they also take the risk-due to the high competition-to lose 
citations, a risk that has its source in an usually high level of expectation. 
Journal editors also should be aware of the rank position of theirjournal. 
If it lies in the core, they can be proud, but they must not be disappointed 
if not. Our rank distribution ofjournals reflects competition, but there are 
plenty ofjournals fulfilling other important tasks, though they do not act 
as forums for competition, for instance, reviewjournals. Librarians, who al- 
ways have the problem of acquiring the best and least expensive journals 
at the same time, will surely profit from the list of journals ranked by the 
number of Matthew citations. At least the MCJ should be present in any field 
represented in the library’s journal collection. 
CONCLUSIONS 
The consequences of the newly discovered measurable MEC are two-
fold. With the help of the Matthew-Index, a country rank distribution can 
be constructed to reflect how effectively each country is taking part in the 
competition in science. Half of the atoms of the MEC-the Matthew cita- 
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tions-produce half of the MEC and are concentrated in forums of the 
highest competition in science-in the MCJ. Science politicians as well as 
individual scientists, journal editors, and librarians might find these new 
results useful for their work. 
ACKNOWLEDGEMENTS 
First of all, I thank my colleagues and friends Andrea Scharnhorst and 
Eberhard Bruckner for their continuous and most fruitful collaboration 
over many years. This is the most important basis of this paper besides the 
interest expressed by numerous members of our community of scientome-
tricians. I express again my deep admiration for Robert K. Merton, whom 
I eventually met in 1999, and who warmly encouraged us to continue this 
type of fundamental research. I am also inspired by Eugene Garfield, es- 
pecially by his ability to describe essential processes in scientific communi- 
cation in a simple manner, without using sophisticated formulae. I am in- 
debted to Ingetraut Dahlberg and New Testament scholar Marinus de 
Jonge. Their knowledge of the Bible helped me to understand that there 
is more behind the Gospel parable than “The rich are becoming richer and 
the poor poorer.” Wolfgang Glanzel’s expert support with the raw data in- 
dispensable for the investigations is gratefully acknowledged. Alan Gross 
patiently corrected my English, by helping me to match the draft with what 
I told him it should express. 
APPENDICES 
Appendix A.  The Data 
In accordance with previous papers (Bonitz, Bruckner, & Scharnhorst, 
1993, 1997), we study a set of forty-four countries, chosen for being highly 
productive during a certain period of time. These countries and their a b  
breviations are: ARG-Argentina; AUS-Australia; AUT-Austria; BEL-
Belgium; BGR-Bulgaria; BRA-Brazil; CAN-Canada; CHE-Switzerland; 
CSR-Czechoslovakia; DEU-Germany FR, DNK-Denmark; EGY-Egypt; 
ESP-Spain; FIN-Finland; FRA-France; GRE-Greece; HKG-Hong 
Kong; HUN-Hungary; IND-India; IRL-Ireland; ISR-Israel; ITA-It-
aly; JPN-Japan; KOR-South Korea; MEX-Mexico; NGA-Nigeria; 
NDL-Netherlands; NOR-Norway; NZL-New Zealand; POL-Poland; 
PRC-PR China; PRT-Portugal; ROM-Romania; SAR-Saudi Arabia; 
SGP-Singapore; SUN-USSR; SWE-Sweden; TUR-Turkey; TWN-
Taiwan; UKD-UK; USA-USA; VEN-Venezuela; WG-Yugoslavia; 
ZAF-South African R OTH-Other Countries; WLD-World. 
Previous analyses started from 1980. Therefore, for our purposes, we 
still consider all countries of the former Soviet Union as belonging to a 
“virtual” common national science system. In this report, the time period 
from 1990 to 1994 is taken into account. The data were prepared by “Re- 
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search Association for Science Communication and Information e.V.” (RAS 
CI) on the basis of SCI. First author count is used for national allocation. 
The analysis includes 2,712journals in this time span. Two additional 
conditions have been imposed: (1)For consideration, a journal had to 
appear during all five years, and journals with less than 100 papers in five 
years were excluded. (2) For each journal, countries with more than 10 
papers were considered explicitly; countries with a lower number of papers 
were merged into a category called “other countries” (OTH). This catego- 
ry also covers the countries outside our sample. 
The journal impact factors are computed from the citations given dur- 
ing the five years to the papers published in the same five years. Due to this 
procedure, the journal impact factors are higher than the journal impact 
factors computed by the ISI. 
Appendix B. A New Typology of ScientiJic Journals 
A journal can be a core journal or a non-core journal relative to the 
four parameters: Publications (PU) ,citations (CI), participations (PA), and 
Matthew citations (MC). For instance, ajournal of the type “PUCIPAMC” 
belongs to the cores of all four types; ajournal of the type “CIMC” is a cita- 
tion core journal and a Matthew core journal, but not a publication core 
journal and not a participation core journal. So, the absence of the corre- 
sponding letters denotes that ajournal does not belong to the cores of this 
type. In our sample of 2,712journals there are 1,981 journals not belong- 
ing to any of the four cores (type “NOCORE”). 
In Appendix C we present a list exclusively of the MCJ. This list includes 
the journal type, the journal title, the number of the journal’s Matthew 
citations, the corresponding journal rank, and the journal’s impact factor 
with the corresponding journal rank. For a given type and field, the jour- 
nals are ranked by descending number of Matthew citations. 
Appendix C. The Matthew Core Journals 
Journal Type Journal Title 
Multidisciplinary 
Matthew 
Citations Rank 
Impact 
Factor Rank 
PUCIPAMC 
PUCIPAMC 
PUCIPAMC 
NATURE 
SCIENCE 
ANNALS OF THE NEW YORK 
ACADEMYOF SCIENCES 
33901 
14271 
1640 
1 29.0 
3 29.2 
79 2.2 
13 
12 
992 
Life Sciences 
PUCIPAMC 
PUCIPAMC 
PUCIPAMC 
JOURNAL OF BIOLOGICAL 
CHEMISTRY 
LANCET 
NEW ENGLAND JOURNAL 
OF MEDICINE 
9559 
7427 
6502 
5 
8 
9 
13.2 
5.7 
10.8 
42 
206 
58 
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Matthew Impact 
Journal Type Journal Title Citations Rank Factor Rank 
PUCIPAMC PROCEEDINGS OF THE 
NATIONAL ACADEMY OF 
SCIENCES OF THE U.S.A. 6372 11 20.8 26 
PUCIPAMC BIOCHEMICAL AND BIOPHYSICAL 
RESEARCH COMMUNICATIONS 5881 13 7.1 125 
PUCIPAMC BIOCHIMICA ET BIOPHYSICA ACTA 5443 15 6.6 144 
PUCIPAMC FEBS LETTERS 5437 16 6.9 130 
PUCIPAMC JOURNAL OF IMMUNOLOGY 4904 20 14.3 38 
PUCIPAMC BIOCHEMICAL JOURNAL 4693 21 7.8 101 
PUCIPAMC NEUROLOGY 4201 24 4.8 287 
PUCIPAMC BLOOD 4116 26 12.1 50 
PUCIPAMC NUCLEIC ACIDS RESEARCH 3889 28 8.5 86 
PUCIPAMC AMERICAN JOURNAL OF 
PHYSIOLOGY 3730 29 6.8 140 
PUCIPAMC EMBO JOURNAL 3512 31 25.7 18 
PUCIPAMC BIOCHEMISTRY 3463 32 10.2 64 
PUCIPAMC BRITISH MEDICAL JOURNAL 3210 36 2.2 999 
PUCIPAMC BRAIN RESEARCH 2863 38 6.0 180 
PUCIPAMC EUROPEAN JOURNAL 
OF PHARMACOLOGY 2847 39 6.0 179 
PUCIPAMC JOURNAL OF CLINICAL 
INVESTIGATION 2843 40 16.0 36 
PUCIPAMC BRITISH JOURNAL 
OF PHARMACOLOGY 2716 42 8.2 94 
PUCIPAMC CIRCULATION 2585 43 11.2 55 
PUCIPAMC EUROPEAN JOUFWAL 
OF BIOCHEMISTRY 2452 47 6.8 131 
PUCIPAMC NEUROSCIENCE LETTERS 2419 48 4.9 277 
PUCIPAMC JOURNAL OF CELL BIOLOGY 2364 50 23.2 24 
PUCIPAMC ONCOGENE 2204 53 12.8 43 
PUCIPAMC ENDOCRIOLOGY 2172 56 9.8 70 
PUCIPAMC JOURNAL OF MOLECULAR BIOLOGY 2067 58 10.5 63 
PUCIPAMC AMERICAN JOURNAL OF 
CARDIOLOGY 2015 61 4.4 331 
PUCIPAMC CANCER RESEARCH 1974 62 12.0 51 
PUCIPAMC JOURNAL OF VIROLOGY 1968 64 11.9 53 
PUCIPAMC NEUROSCIENCE 1955 65 8.0 97 
PUCIPAMC AMERICAN REVIEW OF 
RESPIRATORY DISEASE 1865 69 9.2 76 
PUCIPAMC JOURNAL OF PHYSIOLOGY- 
LONDON 1793 70 9.5 71 
PUCIPAMC JOURNAL OF INFECTIOUS DISEASES 1786 71 7.9 96 
PUCIPAMC EUROPEAN JOURNAL 
OF IMMUNOLOGY 1738 73 10.7 60 
PUCIPAMC JOURNAL OF BACTERIOLOGY 1727 75 8.1 96 
PUCIPAMC APPLIED AND ENVIRONMENTAL 
MICROBIOLOGY 1640 80 5.7 203 
PUCIPAMC JOURNAL OF CLINICAL 
MICROBIOLOGY 1632 82 6.3 160 
PUCIPAMC JOURNAL OF CLINICAL 
ENDOCRIOLOGY AND METABOLISM 1629 a4 8.3 92 
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Matthew Impact 
Journal Type Journal Title Citations Rank Factor Rank 
PUCIPAMC TRANSPLAiVTATION 1567 89 5.6 210 
PUCIPAMC MOLECULAR MICROBIOLOGY 1454 95 8.8 80 
PUCIPAMC JOURNAL OF THE AMERICAN 
COLLEGE OF CARDIOLOGY 1413 98 8.5 84 
PUCIPAMC JOURNAL OF NEUROCHEMISTRY 1292 107 8.4 88 
PUCIPAMC JOURNAL OF PHARMACOLOGY 
AND EXPERIMENTAL 
THERAPEUTICS 1237 113 7.2 122 
PUCIPAMC PLANT PHYSIOLOGY 1196 115 8.4 156 
PUCIPAMC METHODS IN ENZYMOLOGY 1177 118 5.7 199 
PUCIPAMC INFECTION AND IMMUNITY 1166 120 7.0 129 
PUCIPAMC ANTIMICROBIAL AGENTS 
AND CHEMOTHERAPY 1133 124 6.0 182 
PUCIPAMC GENOMICS 1124 126 9.5 73 
Physics 
PUCIPAMC PHYSICAL REWEW 
€3-CONDENSED MATTER 15380 2 5.9 183 
PUCIPAMC PHYSICAL REVIEW LETTERS 10254 4 12.7 44 
PUCIPAMC PHYSICS LETTERS €3 7630 6 6.5 148 
PUCIPAMC APPLIED PHYSICS LETTERS 7538 7 6.3 157 
PUCIPAMC JOURNAL OF CHEMICAL PHYSICS 6417 10 6.8 132 
PUCIPAMC PHYSICA C 4978 18 5.2 240 
PUCIPAMC PHYSICAL REVIEW D-PARTICLES 
AND FIELDS 4951 19 5.1 256 
PUCIPAMC IOURNAL OF APPLIED PHYSICS 4507 22 3.2 609 
PUCIPAMC CHEMICAL PHYSICS LETTERS 4277 23 5.0 264 
PUCIPAMC NUCLEAR PHYSICS B 4168 25 7.3 114 
PUCIPAMC PHYSICAL REVIEW A 4041 27 4.9 281 
PUCIPAMC ASTROPHYSICAL JOURNAL 3262 34 7.2 119 
PUCIPAMC ASTRONOMY AND ASTROPHYSICS 2198 55 4.0 407 
Chemistry 
PUCIPAMC JOURNAL OF PHYSICAL 
CHEMISTRY 5679 14 5.7 198 
PUCIPAMC JOURNAL OF THE AMERICAN 
CHEMICAL SOCIETY 5026 17 10.0 68 
PUCIPAMC TETRAHEDRON LETTERS 3426 33 4.2 359 
PUCIPAMC SURFACE SCIENCE 2925 37 4.3 342 
PUCIPAMC JOURNAL OF CHROMATOGRAPHY 2765 41 3.8 434 
PUCIPAMC JOURNAL OF ORGANIC CHEMISTRY 1869 65 5.4 228 
PUCIPAMC ANALYTICAL CHEMISTRY 1726 76 7.2 118 
PUCIPAMC JOURNAL OF THE CHEMICAL 
SOCIETY-CHEMICAL 
COMMUNICATIONS 1466 94 4.4 327 
PUCIPAMC MACROMOLECULES 1353 101 5.0 266 
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Matthew Impact 
Journal Type Journal Title Citations Rank Factor Rank 
Life Sciences 
PUPAMC TRANSPLANTATION PROCEEDINGS 2473 46 2.0 1128 
PUPAMC MUTATION RESEARCH 2026 60 4.5 319 
PUPAMC JOURNAL OF UROLOGY 1661 78 3.6 494 
PUPAMC KIDNEY INTERNATIONAL 1624 85 7.0 128 
PUPAMC NEUROSURGERY 1577 88 1.7 1356 
PUPAMC JOURNAL OF GENERAL VIROLOGY 1372 99 7.1 126 
PUPAMC AIDS 1360 100 6.6 143 
PUPAMC IMMUNOLOGY 1308 105 5.8 188 
PUPAMC INTERNATIONAL JOURNAL 
OF CANCER 1279 109 5.6 207 
PUPAMC BRITISH JOURNAL OF CANCER 1242 112 5.3 237 
PUPAMC CHEST 1233 114 2.3 958 
PUPAMC JOURNAL OF THORACIC AND 
CARDIOVASCULAR SURGERY 1123 127 3.3 584 
PUPAMC GENE 1109 128 5.0 270 
PUPAMC HEPATOLOGY 1068 132 7.2 120 
PUPAMC BIOCHEMICAL PHARMACOLOGY 1063 135 4.2 353 
PUPAMC FEMS MICROBIOLOGY LETTERS 1026 143 2.6 820 
Physics 
PUPAMC JOURNAL OF PHYSICS- 
CONDENSED MATTER 2509 44 2.8 737 
PUPAMC JOURNAL OF MAGNETISM 
AND MAGNETIC MATERIALS 2401 49 2.4 895 
PUPAMC SOLID STATE COMMUNCIATIONS 2253 52 2.9 696 
PUPAMC PHYSICAL REVIEW C-NUCLEAR 
PHYSICS 2170 72 3.7 476 
PUPAMC NUCLEAR INSTRUMENTS & 
METHODS IN PHYSICS 
RESEARCH SECTION A 1636 81 2.3 955 
PUPAMC MONTHLY NOTICES OF THE 
ROYAL ASTRONOMICAL SOCIETY 1632 83 5.5 220 
PUPAMC GEOPHYSICAL RESEARCH LETTERS 1618 86 4.2 364 
PUPAMC JOURNAL OF MAGNETIC 
RESONANCE 1536 90 5.5 215 
PUPAMC OPTICS LETTERS 1511 92 4.5 320 
PUPAMC JOURNAL OF CRYSTAL GROWTH 1475 93 3.2 588 
PUPAMC ZEITSCHRIFT FUR PHYSIK C- 
PARTICLES AND FIELDS 1349 102 4.5 313 
PUPAMC THIN SOLID FILMS 1315 104 2.3 942 
PUPAMC NUCLEAR INSTRUMENTS & 
METHODS IN PHYSICS 
RESEARCH SECTION B 1300 106 2.1 1060 
PUPAMC EUROPHYSICS LETTERS 1284 108 4.9 264 
PUPAMC JOURNAL OF PHYSICS B-
ATOMIC MOLECULAR 
AND OPTICAL PHYSICS 1184 117 3.5 520 
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Journal Type 
PUPAMC 
PLR4MC 
PUPAMC 
PUPAMC 
PUPAMC 
P U P M C  
PUPAMC 
PUPAMC 
PUPAMC 
PUPAMC 
PUPAMC 
PUPAMC 
PUPAMC 
PLPAMC 
PUPAMC 
PUPAMC 
PUCIMC 
PUCIMC 
PUCIMC 
PUCIMC 
PUCIMC 
PUCIMC 
PUCIMC 
Journal Title 
JOURNAL OF GEOPHYSICAL 
RESEARCH-ATMOSPHERES 
PHYSICA B 
PHYSICS LETTERS A 
,JOURNAL OF THE 
CHEMICAL SOCIETY- 
FARADAY TRANSACTIONS 
JOURNAL. OF VACUUM SCIENCE 
& TECHNOLOGY €3 
NUCLEAR PHYSICS A 
IEEE TRANSACTTONS ON 
MAGNETICS 
,JOURNALOF PHYSICS A-
MATHEMATICAL AND GENERAL 
PHYSICS OF FLUIDS B- 
PIASMA PHYs1C:s 
Chemistry 
TETRAHEDRON 
JOURNAL OF ELECTRO- 
ANALYTICAL CHEMISTRY 
AND INTERFACIAL 
ELECTROCHEMISTRY 
LANGMUIR 
ANALITICA CHIMICA ACTA 
Engineering 
ELECTRONICS LETTERS 
SCRIPTAMETALLURGICA 
ET MATERIALIA 
JOURNAL OF THE AMERICAN 
CERAMIC SOCIETY 
Life Sciences 
JAMAyJOURNAL OF THE AMERICAN 
MEDICAL ASSOCIATION 
CELL 
JOURNAL OF EXPERIMENTAL 
MEDICINE 
MOLECULAR AND CELLULAR 
BIOLOGY 
DEVELOPMENT 
ANNALS OF INTERNAL MEDICINE 
A M E R I W .JOURNALOF 
PATHOLOGY 
Matthew 

Citations 

1175 

1138 

1095 

1067 

1066 

1054 

1041 

1040 

1022 

1898 

1432 

1258 

1134 

2269 

1063 

1028 

6270 

3256 

2203 

2098 

1734 

1531 

1277 

Impact 
Rank Factor 
119 5.7 
122 1.5 
131 2.3 
133 3.4 
134 3.9 
137 3.7 
139 1.6 
140 2.6 
144 3.5 
67 3.6 
97 3.9 
111 4.3 
123 3.3 
51 2.0 
136 2.0 
142 3.1 
12 4.2 
35 72.3 
54 25.6 
57 17.9 
74 15.1 
91 7.7 
110 11.3 
Rank 
197 

1463 

951 

535 

417 

454 

1425 

817 

501 

489 

419 

350 

562 

1102 

1068 

638 

357 

3 

19 

31 

37 

103 

54 
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~ 
Journal Type Journal Title 
Chemist9 
Matthew 
Citations Rank 
Impact 
Factor Rank 
PUCIMC ANGEWANDTE CHEMIE- 
INTERNATIONAL EDITION 
IN ENGLISH 1970 63 7.6 107 
Life Sciences 
PUMC 
PUMC 
PUMC 
PUMC 
PUMC 
AMERICAN JOURNAL OF 
PSYCHIATRY 
ARCHIVES OF INTERNAL 
MEDICINE 
ARCHIVES OF OPHTHALMOLOGY 
OPHTHALMOLOGY 
HYPERTENSION 
3701 
2499 
1442 
1185 
1105 
30 
45 
96 
116 
129 
3.0 
4.4 
2.6 
3.1 
8.3 
657 
332 
842 
644 
91 
Life Sciences 
CIMC 
CIMC 
FASES JOURNAL 
NEURON 
1723 
1102 
77 
130 
20.9 
31.7 
25 
9 
Life Sciences 
PAMC 
PAMC 
ANNALS OF NEUROLOGY 
DIABETES CARE 
1140 
1033 
121 
141 
8.5 
4.7 
85 
290 
Life Sciences 
MC 
MC 
MC 
MC 
MC 
MC 
IMMUNOLOGY TODAY 
TRENDS IN PHARMACOLOGICAL 
SCIENCES 
BIO-TECHNOLOGY 
TRENDS IN BIOCHEMICAL 
SCIENCES 
JOURNAL OF CLINICAL 
PSYCHIATRY 
TRENDS IN GENETICS 
2054 
1930 
1610 
1318 
1130 
1061 
59 
66 
87 
103 
125 
138 
23.5 
24.8 
6.1 
24.9 
3.4 
17.8 
23 
21 
169 
20 
553 
32 
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Coauthorship Patterns and Trends in the 
Sciences (1980-1998) :A Bibliometric Study 
with Implications for Database Indexing and 
Search Strategies 
WOLFGANGLANZEL 
ABSTRACT 
THEPRESENT STUDY AIMS AT describing both the common and the dis- 
tinguishing features of coauthorship trends and patterns in selected science 
fields. The relation between coauthorship schemes and other bibliometric 
features, such as publication activity and citation impact are analyzed. I show 
that, while copublication activity has grown considerably, the extent of co- 
authorship and its relation with productivity and citation impact largely 
varies among fields. Besides universally valid tendencies, subject specific 
features can be found. 
INTRODUCTION 
Authorship is a primary bibliometric descriptor of a scientific publica- 
tion. Its trends and patterns characterize the social and even the cognitive 
structure of research fields. The most characteristic tendency of recent 
times is intensifjmg scientific collaboration. Collaboration in research is 
reflected by the corresponding coauthorship of published results, and can 
thus be analyzed with the help of bibliometric methods. 
Kretschmer has conducted profound analyses of coauthorship patterns 
as a function of the authors’ productivity (e.g., Kretschmer, 1994). She 
concluded that, in invisible colleges, coauthorship between scientists with 
the same number of publications is more frequent than between authors 
of different publication activity and that the opposite is valid in institution- 
alized communities. On the other hand, the reverse question, whether high- 
er “cooperativity” of authors exhibits a greater publication activity, has lit- 
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tle been dealt with so far. The relation between collaboration and produc- 
tivity was first studied by Beaver & Rosen (1979). The authors analyzed sci- 
entific papers of the French elite in the early eighteenth century, and con- 
cluded that collaboration is associated with higher productivity. In a recent 
paper, Braun, Glanzel, & Schubert (2001) have analyzed the relation be- 
tween cooperativity and productivity in different author categories in the 
field of neurosciences. In the following study, I extend some of these re- 
sults to broader science fields. 
Bibliometric meso and macro studies concerned with the analysis of 
copublication patterns at the institutional (e.g., Hicks, Ishizuka, Keen, & 
Sweet, 1994; Hicks & Katz, 1997), and the national level (Gbmez, FernPn- 
dez, & Mindez, 1995; REIST-2,1997; Glanzel, 2001) have shown a growing 
copublication activity. This applies to both scientific collaboration between 
industry and universities and research cooperation at the domestic, nation- 
al, and supra-national level. These studies have also proved that internation- 
al collaboration is-at least on the average-associated with a higher cita- 
tion impact. 
Besides economic and political factors, intra-scientific factors (e.g., 
Luukkonen, Persson, & Silvertsen, 1992), especially changing communica- 
tion patterns and increasing mobility of scientists, are influencing collabo- 
ration. These factors motivate cooperation in “less expensive” areas, such 
as pure mathematics, and theoretical research in social sciences, too. The 
growing share of copublications in theoretical fields could be substantiat- 
ed in the named literature. 
The question arises whether one can observe the same tendencies also 
at the lowest level of aggregation, that is, at the level of individual publica- 
tions and of authors. In the light of the above considerations, the follow- 
ing three questions will be answered: 
Does the development of coauthorship at the micro level, that is, at the 
level of individual papers, follow the trend of intensifylng collaboration 
found at the meso (institutional) and macro (i.e., national and supra- 
national) level, particularly in the context of international research 
collaboration? 
Has the cooperativity any influence upon the authors’ productivity? 
Do multiauthored papers exhibit a greater citation impact than publi- 
cations with single authors? 
These issues have to be addressed and answered at each level of aggre- 
gation separately since the results by Gbmez, FernPndez, & Mindez (1995) 
and Katz (2000) have shown that different types of collaboration may ex- 
hibit contradictory effects. For instance, while some types of collaboration 
exhibit Matthew effect, others exhibit the inverse effect (see Katz, 2000). 
Therefore, conclusions made for a higher level of aggregation cannot be 
simply assigned to a lower one and vice versa. Consequently, the results of 
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the following analysis should not be generalized as being valid for all types 
of scientific collaboration. 
DATASOURCES 
All papers recorded in the annual volumes of the Science Citation In- 
dex (SCI) of the Institute for Scientific Information (ISI) as article, letter; note, 
or reviewwere taken into consideration. For instance, documents of the type 
corrections, editom'al material, bibliopaphical items, meeting abstracts, book rcviews, 
news items, etc. have been omitted. The latter types are from the bibliomet- 
ric viewpoint not considered conveyers of relevant scientific information 
related to original research results, and are thus not regarded as citable 
items. All (co) authors indicated in the corresponding search field have been 
taken into account. Author names were taken as recorded into the data- 
base, no corrections have been made for spelling variants or for adjustment 
of homonyms. 
Subject classification of publications was based on the field assignment 
ofjournals (in which the publications in question appeared) according to 
the major fields of science representing the life sciences, the natural sci- 
ences, and mathematics. In particular, the fields of Biomedical Research 
(BRE), Chemistry (CHE), and Mathematics (MAT) have been selected. The 
definition of these subject areas is in keepingwith the subject scheme used 
in the 2"* edition of the European Report on Science and Technology Indicators 
(REIST-2, 1997). The field Biomedical Research includes the following 
subfields: (1) Pharmacology and Pharmacy, (2) Pathology, (3) Research 
Medicine, and (4) Immunology. The subject area Chemistry comprises: (1) 
Inorganic Chemistry and Engineering, (2) Analytical Chemistry, (3) Phys- 
ical Chemistry, and (4) Organic Chemistry. The field of Mathematics is not 
subdivided into any particular subfield. 
The study is based on papers published in the years 1980,1986,1992, 
1996, and 1998. Citation counts have been determined in a three-year pe- 
riod on the basis of an item-by-item procedure using special identification 
keys. In particular, citations were counted in the year of publication and 
the two subsequent years, that is, in the period 1996-1998 for papers p u b  
lished in 1996. The applicability of the three-year citation window scheme 
has been proved in several recent methodological studies (e.g., Glanzel & 
Schoepflin, 1995 and REIs7'-2,1997). 
METHODSAND RESULTS 
Theoretical Implications 
In a current study by Glanzel & de Lange (2002), the distributions of 
the number of partner countries over internationally coauthored papers 
is being analyzed for individual countries in the fields of Biomedical Re- 
search, Chemistry, and Mathematics. To date, the analysis has resulted in a 
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modification of the model assumed in the authors’ earlier paper (de Lange 
& Glanzel, 1997; Glanzel & de Lange, 1997). Originally, a geometric distri- 
bution was assumed. This model described extremely skewed distributions 
with monotonously decreasing probabilities of the number of partners in- 
volved. This situation was typical for earlier decades. However, the shapes 
of the empirical frequency distributions of various countries have 
changed-they have become less skewed in the 1990s. For some countries, 
the peak of the distribution is even around the cooperativity value of one 
or two partner countries. In their study, Glanzel and de Lange have searched 
for an approximate solution for a suitable distribution within the extend- 
ed urn model, considering, among others, the geometric, the binomial, the 
negative binomial, the Poisson, and the Waring distribution. A character-
ization theorem for discrete probability distributions substantiates that the 
empirical distributions under study can be found in the “neighbourhood” 
of the Poisson distribution. One of the basic features of this distribution is 
that it may take the maximum probability at any value. 
From the formally logical point-of-view, increasing international collab- 
oration and increasing multinationality are not automatically tantamount 
to growing copublication activity of individual authors, since increasing 
international collaboration might theoretically be caused by a mere replace- 
ment of domestic cooperation by international collaboration. However, it 
is known that coauthorship has increased at all levels of aggregation and, 
of course, the growth took place at the micro level to a greater extent than 
at the national/supranational level. Therefore, the application of the above 
approximate Poisson model seems to be justified to the frequency distri- 
bution of coauthors over papers. Consequently, any considerable change 
of copublication activity of individual authors has to be reflected by the 
corresponding change of the shape of the empirical cooperativity distribu- 
tion. In the following sections, the changing shape of the distribution of 
coauthors over papers will be analyzed, a theoretical explanation for possi- 
ble observed changes over time, however, will not be gven. 
Results 
In order to answer the first question concerning the trend in coauthor- 
ship patterns of individual papers, the distribution of coauthors over pub- 
lications have been determined for the following four years: 1980, 1986, 
1992, and 1998. The mean cooperativity (nil),that is, the average number 
of authors contributing to one paper, is used as an indicator of collaborat-
ivity at the micro level. The indicator values for the three selected fields, 
BRE, CHE, and MAT are presented in Table 1.There is a sharp increase by 
48 percent in Biomedical Research. In Chemistry cooperativity increased 
by 24 percent, and in Mathematics the growth still amounted to 17percent. 
This is interesting because cooperativity in the selected lifescience field is 
traditionally higher than in chemistry or mathematics, where single author- 
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Table 1. The Development of Coauthors Patterns in Selected Fields (1980-1998) 
as Reflected by the Mean Cooperativity ( M ) .  
~ ~ 
1980 
~~ ~ 
1986 
~ ~~~ 
1992 1998 
SubiectField Papers M PaDers M Papers M Papers M 
Biomedical 
Chemistry 
Mathematics 
Research 
64501 
66576 
14385 
3.47 
3.07 
2.22 
74630 
69703 
11892 
3.96 
3.27 
2.30 
86544 
80083 
13362 
4.57 
3.50 
2.36 
98795 
94600 
18729 
5.13 
3.82 
2.59 
ship was always typical of the field. Field-specific characteristics of coauthor- 
ship patterns have therefore deepened. 
Since bibliometric distributions are discrete rather than continuous and 
are often skew, the interpretation of mean values requires the application 
of additional statistical tools besides the use of mean values. In order to 
visualise field-specific changes in coauthorship patterns, the frequency dis- 
tributions of coauthors over papers is presented in Figure 1. The tails of 
the distributions proved to be long, and have therefore been cumulated. 
The share of papers with a low number of coauthors in Biomedical 
Research shrunk steadily between 1980 and 1998. Thus, the share of papers 
with one or two authors halved (from 16 percent [27percent] in 1980 to 7 
percent [13 percent] in 1998), and the share of papers with three authors 
decreased from 24 percent in 1980 to 16 percent in 1998. The share of 
papers with four coauthors did not change during the eighteen years of 
observation. The share of papers with five or more authors considerably 
increased, so that multiauthored papers became predominant and charac- 
teristic for the field. 
There is a similar, yet not quite as pronounced, trend in Chemistry. 
While a chemistry paper published in 1980 was most likely to have two co-
authors (33 percent), the local maximum moved to three authors with a 
share of 25 percent in 1998. It is worth mentioning that one quarter of all 
papers published in 1998 had at least five authors. 
The intensifjmg collaboration and the associated increase of the share 
of multiauthored papers in Chemistry and in Biomedical Research does not 
really surprise. The trend towards coauthorship in Mathematics is, howev-
er, somewhat striking. In 1980, about two thirds of all papers were single 
authored and only 6 percent of alljournal publications had more than two 
coauthors. Eighteen years later, in 1998, most papers are still single au- 
thored, but the share of papers with one and two authors almost coincides. 
About 25 percent of all mathematical publications have at least three au- 
thors. Although the distribution remains very skew in this field, a consider- 
able increase in individual copublication activity can be observed in the last 
two decades. 
Q I380 I936 N 1992 0 1998 
 1 
1 3 3 

Number of authors 

1 2 7 4 >5 

Number of authors 

Figure 1.Frequency Distribution of Coauthors Over Papers in Biomedical Research 
(top), Chemistry (center), and Mathematics (bottom). 
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After having found an answer to the first question, namely, that copub- 
lication activity at the micro level follows the trend of intensifylng scientific 
collaboration observed at the meso and macro level, we can consider the 
interrelationship between cooperativity and the authors’ productivity as 
formulated in the second question. Figure 2 shows the average publication 
activity vs. mean cooperativity plot of the authors in Biomedical Research, 
Chemistry, and Mathematics for papers indexed in the 1996volume of the 
SCI. For authors in Biomedical Research there is a peak of productivity 
around the cooperativity value of six coauthors. In Chemistry, this peak of 
productivity can be found around the mean cooperativity of three to four. 
Finally, in Mathematics, mean publication activity takes its maximum val- 
ue in the case of one to two coauthors. Otherwise, no unambiguous “effect” 
on publication activity can be found for the number of authors involved. 
Collaboration is thus not associated with higher productivity at the level of 
individual authors. In Mathematics, productivity is even slightly decreasing 
with growing copublication activity. Here, authors who are-on the aver- 
age-publishing alone or with only one coauthor are the most productive 
ones. Although “team work exhibits higher productivity than single author- 
ship in the two other fields, beyond a field-characteristic level, productivi- 
ty distinctly decreases with growing cooperativity. 
The third question addressed in the introduction is concerned with the 
citation impact attracted by multiauthored papers. To answer this question, 
all article, letters, notes, and reviews indexed in the 1996volume of the SCI 
and assigned to the three selected subject areas have been processed. Cita- 
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tions have been counted for the period 1996-1998. Unlike in the Journal 
Citation Reports, journal impactfuctms have here been calculated for one 
source year (1996) and a three-year citation window (1996-1998). The plot 
of the average coauthorship of journals vs. journal impact factor for the 
three fields is presented in Figure 3. 
All plots reflect almost uncorrelated patterns. The application of the 
Ftest shows that the two variables can practically be considered indepen- 
dent in all selected fields. The corresponding statistics are presented in 
Table 2. Fl = 1for all three samples. It has to be mentioned that there is a 
slight decline for Chemistry and a certain increase for Mathematics. In case 
of Biomedical Research, the correlation coefficient is zero. According to 
the Ftest, the two variables are independent at any reasonable confidence 
level in Biomedical Research. The critical value for degrees of freedom at 
a confidence level of 99.5 percent is 7.88; that is, the Evalues for Chemis- 
try and Mathematics are below this threshold. 
In verbal terms, high-impact journals tend to publish chemistry papers 
with a somewhat lower number of coauthors on the average. The reverse state- 
ment applies to mathematics. However, there is no pronounced relation 
between the journal impact factor and the average cooperativity of papers 
published in the journal under study, and the hypothesis that the two van- 
ables are independent can be accepted at the above confidence level. 
Now the question will be answered whether multiauthored papers ex- 
hibit a greater citation impact than publications with single authors. First, 
I will analyze the share of cited papers as a function of the number of co-
authors. Both number and share of cited papers with K coauthors are pre- 
sented in Table 3. 
The well-known fact that biomedical research attracts, on the average, 
higher citation rates than chemistry, and that chemistry literature itself is, 
on the other hand, more frequently cited than mathematics, is reflected 
by the share of cited papers. Within each subject area, a clear dependence 
of the citedness variable on the number of coauthors can be observed. In 
particular, the share of cited papers grows with the increasing number of 
coauthors. Roughly speaking, about three quarters of all papers with at least 
four coauthors each are cited in the three-year period beginning with the 
year of publication. 
Figure 4 presents the mean citation rate of papers as a function of co- 
operativity. In all three fields, there is a pronounced tendency of growing 
citation impact if the number of coauthors increases. The drop at the “high- 
e n d  of cooperativity in the mathematical sample can be explained in terms 
of statistical reliability. Only twenty-five papers, that is, 0.15 percent of all 
mathematical papers under study, have more than eight coauthors each. 
The decrease might therefore be considered statistically not significant. The 
field average of citation impact is reached at a cooperativity of fifty-six in 
Biomedical Research, at thirty-four in Chemistry, and at two in Mathemat- 
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Tuble 2. Statistics Derived From the Linear Regression Analysis of 
Average Coauthorship of Journals vs. Journal Impact Factor in 1996. 
Statistics Biomedical Research Chemistry Mathematics 
r2 0.000 0.019 0.049 
df(JJ 614 348 150 
F-statistics 0.01 6.75 7.79 
Table?. Share of Cited Papers as a Function of the Number of Coauthors 
in 1996. 
Number of Papers Share of Cited Papers 
Number of with k Coauthors with k Coauthors 
Coauthors ( k )  BRE CHE MAT BRE CHE MAT 
1 8151 8241 6777 53.1% 47.2% 41.5% 
2 12927 20893 6151 68.9% 67.9% 51.3% 
3 15201 21884 2406 70.3% 69.9% 56.7% 
>3 55928 34066 942 77.5% 73.9% 70.6% 
Biomedical Research (BRE), Chemistry (CHE), and Mathematics (MAT) 
ics. It is worth mentioning that these thresholds roughly coincide with the 
local maximum values in the productivity vs. cooperativity plot in Figure 2. 
There is, however, no causal relation conditioning such coincidence. In all, 
multiauthored papers exhibit a clearly greater citation impact than publi- 
cations with single authors in the three selected fields. 
In this context, the question of (author) self-citation has to be discussed. 
The above citation patterns have not been checked for self-citations. Self- 
citation analysis has been omitted for the following two reasons. As men-
tioned in the Data Sources section, no corrections have been made for 
spelling variants of author names or for adjustment of homonyms. This may 
result in considerable errors in self-citation statistics. Moreover, Figure 2 
shows that the mean publication activity does not exceed two papers per 
year. That is, it can be concluded indirectly that the higher citation rates 
are not a consequence of possible self-citations alone, and growing citation 
impact has to be explained mainly with other aspects of scientific commu- 
nication. 
CONCLUSIONS FOR DATABASEAND IMPLICATIONS INDEXING 
AND SEARCHSTRATEGIES 
In earlier papers concerned with the analysis of international scientific 
collaboration, the author has found considerable changes in copublication 
activity and multinationality of publications during a period of ten years (de 
Lange & Glanzel, 1997; Glanzel & de Lange, 1997; and Glanzel, 2001). 
Moreover, I observed an increase of citation impact in papers published in 
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international cooperation. A similar development could be found at the 
micro level, although direct parallels must not be drawn because of the 
different conditions for and different meaning of copublication at the lower 
level of aggregation. 
A theoretical explanation for the considerable change in copublication 
activity of individual authors is not given. The same applies to the striking 
trend towards multiauthored publications in biomedical research and 
chemistry that has been found in the present study. Surprising was the de- 
crease of single-authored papers to a clear minority in mathematics. How- 
ever, truly multiauthored papers in mathematics, with four authors or more, 
remain rather the exception than the rule. 
The lack of an unambiguous relation between cooperativity and pub- 
lication activity was somewhat unexpected, although a similar tendency has 
been shown by Braun, Glanzel, & Schubert (2001) for the field of neuro- 
sciences. In particular, a peak of productivity around a field-specific coop- 
erativity value could be found. A question arises as to how much the loca- 
tion of this peak depends on the publication period under study. For longer 
periods, this local maximum might be taken at somewhat higher cooper- 
ativity values; however, these values will remain characteristic for the field. 
The theory of a relationship between cooperativity and publication 
activity was thus not supported by these findings. On the other hand, the 
theory that multiauthored papers are more likely to be cited, and attract 
more citations, than single-authored papers was strongly supported and 
proved to be universal. In particular, the mean citation rate of multiau- 
thored papers in mathematics exceeds the field average by even more than 
200 percent. It has, however, to be mentioned that these papers only amount 
to about 2 percent of all publications in this field. These results are con- 
trasted by the lack of any relation between the impact factor ofjournals and 
the mean cooperativity of papers published in them. 
From the viewpoint of library and database management, the follow- 
ing implications should be mentioned. Quantitative methods in bibliomet- 
rics help to uncover important relations underlying the network of science 
communication, and to measure their strength. Such relations are estab- 
lished by the thematic linkage that can be measured and described not only 
with the help of bibliographic coupling and coword and cocitation analy- 
sis, but also through the coauthorship or copublication relationship. 
In a recent paper, Glanzel & Czerwon (1996) have pointed to classical 
information retrieval as one possible field of application of bibliographic 
coupling techniques. In particular, they have shown that these techniques 
can be used to identify “core documents” representing recent “hot” and 
other research-front topics. Core documents are thus important nodes in 
the network of documented science communication. A similar statement 
holds in the context of scientific collaboration and its citation impact, since 
citations give a formalized account of the information use and can thus be 
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taken as a strong indicator of reception. Multiauthored, and first of all in- 
ternationally coauthored publications, proved to hold key positions with- 
in the framework of scientific communication; their citation impact is as- 
sumed to exceed standard reception. Apart from the definition of core 
documents given by Glanzel and Czerwon in the context of bibliographic 
coupling, other documents, frequently cited and strongly interrelated in 
terms of theme, can thus serve as core documents in search strategies. 
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Similarities and Dissimilarities in 
Coauthorship Networks: Gestalt Theory as 
Explanation for Well-ordered Collaboration 
Structures and Production of Scientific Literature 
HILDRUNKRETSCHMER 
ABSTRACT 
BASEDO N  GESTALTHEORY, the author assumes the existence of afield- 
force equilibrium to explain how, according to the conciseness principle, 
mathematically precise gestalts could exist in coauthorship networks. A sim- 
ple mathematical function is developed for the description of these gestalts 
which can encompass complementary tendencies (as in the principle ofYin 
and Yang) in their dynamic interplay and, thus, can reflect the change in 
gestalts. For example, “Birds of a feather flock together” and “Opposites 
attract” are explained as complementary tendencies. 
The data are obtained by SCI. In analyzing the coauthorship networks, 
coauthorship relations Z between scientists (third dimension) are record- 
ed from the point of view of every scientist with productivity X (first dimen- 
sion) to all the other scientists with productivity Y (second dimension). 
According to the conciseness principle, threedimensional well-ordered 
gestalts from different science disciplines are presented. The results of the 
study have confirmed Metzger’s conjectures that the conciseness principle 
also has validity for social systems, and is valid even with the same concise- 
ness as in the psychology of perception. 
It is possible that the presented mathematical function has assumed a 
more general character and, in consequence, is also more likely applica- 
ble to the description of citation networks or the spreading of information. 
INTRODUCTION 
In every science discipline, basic research and applied research are com- 
plementary tendencies interacting dynamically with each other. Progress 
in scientometrics and informetrics is possible only in this manner. Evalua- 
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tion of research institutions by science indicators can be successful only with 
thorough basic knowledge. For example, citations and coauthorships are 
reflections of general social relations in networks of people. 
The present study is basic research oriented. It will start with general 
theoretical considerations, followed by applications to coauthorship net- 
works in science. 
In the wake of a tangible change of paradigm in science, by the end of 
the twentieth century a number of holistic theories have emerged (e.g., 
Bohm, 1980; Stapp, 1993; Prigogine & Stengers, 1984; Sheldrake, 1988; 
Laszlo, 1997;just to mention a few) that operate on the idea of holograph- 
ic interacting entities in the world, with several of them also implying a field 
concept. According to Pribram (1997,p. 12),field concepts are being used 
when remote-field effects have to be explained. 
In psychology, the specialty ‘“Gestalt’-psychology” originated at the end 
of the nineteenth century, with due consideration of psychological processes 
and with holistic organizational patterns playing a role that comprised 
humanity and the environment. These holistic entities are often designat- 
ed as psychological fields. Their tendency towards a stable state of order is 
called conciseness tendency, a “tendency towards a good gestalt.’’ The sta- 
ble final state is, if possible, built up in a simple, well-ordered, harmonic, 
and uniform manner in line with definite rules. 
Metzger’s definition of “gestalt” reads as follows (Metzger, 1954, quot-
ed in line with Metzger, 1986): 
The form of an object is called ‘gestalt’ if it is not attributable to the 
rigidity of material and not based on fixing each individual point as 
such, but rather on an equilibrium of forces (tensions, etc.). In addi- 
tion, the form of a process or its course is also called ‘gestalt’ if it is not 
fixed by impenetrable conduits, or confined to one degree of freedom, 
but if it had emerged from the free play of field forces (in case of a 
diverse number of freedom degrees) . . .Thus, we generally call such 
objects as gestalts which, as correctly noted by PIAGET, owe their ge- 
stalt to be balancing interactions of forces. 
In this context the opposite notion to gestalt would be the mosaic. 
While in a mosaic the individual parts are arranged within an externally 
defined array, with the parts ‘not knowing of each other’ to a certain 
degree, the parts and points of a gestalt are to be found in a more or 
less close dynamic state of communication and interaction: every one 
interacts with every other and, if something like an ordered array is 
brought about, every part and point carried and keeps every other and 
is instantly carried and kept by the totality of the others. (pp. 130 f.) 
The conciseness principle was discovered while studying the phenomena 
of perception: No doubt, perception is an active process; that is, the objects 
perceived represent a more regular entity than the physical objects exist- 
ing in the environment. Metzger presumed that this conciseness princi- 
ple could be generalized and applied to other fields of the psyche, and to 
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socio-psychology as well. Here Metzger had in mind the succinct forms of 
group structure. 
In 1967 Metzger wrote (quoted according to Metzger, 1986): 
If the conciseness principle is validly applicable over the entire psychic 
sector, its efficacy could also be extended to those wholes, the natural 
parts of which are human beings: to social group formations, especial- 
ly to the spontaneously configuring natural small-size groups. I cannot 
present here any accepted theses, but only preliminary presumptions. 
(P. 142) 
Metzger (1986) mentioned: 
An order of behaviour that without any constraints builds itself up due 
to internal vectors should qualify as an excellent, a succinct, like the 
order in the field of perception. (p. 203) 
As for the structure of social groups, Metzger (1982, quoted by Metzger 
1986,p. 196) suggested that already in the prehistoric times of higher ver- 
tebrates-birds and mammals- two succinctly distinguishable conciseness 
forms of group structures had apparently existed that are also identifiable 
in humans: Step structure and ring structure. The step structure reveals 
individual members arranged in an hierarchical sequence (pecking order 
of the chicken run), whereas the “ring”-members, with their common con- 
cern in the center, are distributed “over equal heights.” 
In his deliberations about the formation of a group, Metzger (1986, p. 
222) also touched upon the proverb “Birds of a feather flock together,” and 
gave it a grain of truth. At the same time, however, he suggested that simi- 
larity could only be viewed as one factor among many, irrespective of wheth- 
er it may turn out to be an indispensable orjust sufficient requirement for 
group formation. 
This point of view was adopted and, in this study, extended to additional 
knowledge from the literature on the characteristics of structures in social 
systems. The results of studies, as contained below, indicate that Metzger’s 
definition of gestalt, which implies the balancing interaction of forces (ten- 
sions, field forces, etc.), can be fully applied to social systems, even while 
retaining the validity of the conciseness principle in a still more precise form 
than it would have been thought possible by Metzger himself. Hence, there 
are structures existing in social systems that are strictly mathematically de- 
scribable. 
Without assuming the existence of a field-force equilibrium, it would 
be difficult to explain how such mathematically precise gestalts-which are 
thought to have been established by the free cooperation (self-organization) 
of scientists around the world-could exist. (Cf. all three-dimensional 
figures of gestalts in the coauthorship networks of this study.) 
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GENERALCHARACTERISTICS INOF STRUCTURES 
INTERPERSONALRELATIONS IN SOCIALNETWORKS 
When discussing the structural characteristics of interpersonal relations 
in social networks, the author references one of Wolf‘s works (1996),rath-
er than the many studies conducted and contained in the literature. As a 
result, one can identify a definite structure underlying a great number of 
social processes of a distributive character, such as the spreading of diseas- 
es, the propagation of information, the change of views, or the distribution 
of innovations. A generalization of this structure reveals three pivotal as- 
pects: 
1. 	Over-coincidental similarity among persons in contact with each other 
(“Birds of a feather flock together”) 
2. 	 Decrease of interpersonal relations with declining similarity 
3. 	Emergence of the “edge effect” (see below). 
The author illustrates these three aspects on the basis of an empirical ex- 
ample (Wolf, 1996, p. 35). Independently of whether or not socio-demo- 
graphic features, socio-structural characteristics, or general approaches are 
taken into account, it has repeatedly been shown that persons with social 
contacts reveal greater characteristic similarities than could be expected 
from persons with accidental associations. Relations may qualify as friend- 
ships, marriages, professional contacts, or other types of relationship. 
Wolf, in one of his empirical examples, studied similarity underlying 
relations of friendship due to common education. It was unequivocal that 
those persons preferred to become friends with individuals who had 
achieved the same level of education. These data can also be used to o b  
serve the edge effect. The edge effect designates the more pronounced 
similarity of friendly couples observable at the edges of status features (re- 
ferring both to persons at the lowest and the highest levels of education). 
Using Wolf‘s data file, it is possible to identify four-times-higher relations 
between high-school leavers and university graduates than it would be ex- 
pected at a fortuitous choice of friends. The tendency to choose status- 
homogeneous friends is less clearly perceptible with persons having medi- 
um-level school degrees. As a result, at the same level of education a U-curve 
of data arose. 
Two hypotheses are primarily suggested that should explain the edge 
effect. On the one hand, it is maintained that the persons of the lowest and 
the highest group would be visibly exposed due to their social position and, 
thus, developed a stronger sense of affiliation than people having a medi- 
um-level social status. In addition, those people at a medium status display 
a stronger orientation towards career so that they are reluctant to have fre- 
quent contacts with people of the same level. On the other hand, it is sug-
gested that the choices of people who are either at the very bottom or at 
the top are blocked in one direction. 
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Quite similar results were obtained in other studies, for example, the 
distribution of persons within age groups. The persons belonging to the 
youngest and those to the oldest groups display a much stronger inclina- 
tion to remain among their groups than is the case for the medium-age 
groups. 
The well-known proverb “Birds of a feather flock together” can be con- 
veniently integrated into this theory, together with the empirical results 
published. Far less evidence is found, however, for the opposite saying, 
“Opposites attract”-although several efforts have been put into proving 
its correctness; for example, Winch, Ktsanes, & Ktsanes (1954),who con- 
sidered the complementarity of personality features the decisive factor for 
partnership relations. 
The descriptions available in literature on the crucial specifics of SO-
cia1 structures refer to important and special aspects of individual phenom- 
ena. In Wolf‘s empirical example, and in those of many other authors, it 
became obvious that only one of the two proverbs was used (“Birds of a 
feather flock together”), leaving out the other, with its opposite meaning. 
In addition, such examples used the U-curve only in one of its positions 
(edge effect), and not vice versa. But apart from the U-curve, the assump- 
tions were linear, for instance, Wolf‘s assumption (1996) on the “Decrease 
of contacts with declining similarity” (an extension of the proverb “Birds 
of a feather . . . “), or monotonously falling (e.g., Marsden’s “Unidimension- 
a1 Social Distance Model” (1981)). 
Marsden (1981) operated on the premise that: “. . . the likelihood of 
sociable intercourse between persons in groups is an inverse function of 
the distance between those groups along a single dimension” (p. 21),with 
distance being distance in similarity. By contrast, this study will suggest that 
the opposing proverbs should only be perceived as the conspicuously visi- 
ble state of a holistic process caused by the conditions to which the system 
under study was subjected at the time of investigation. In addition, the same 
applies to both opposing views of U-curves-that is, with edge effect on the 
one side, and the reverse case, on the other side. 
DEVELOPMENT FUNCTIONOF A MATHEMATICAL TO 
DESCRIBEGESTALTSIN SOCIALNETWORKS 
Matrix of Interpersonal Relations 
If one started from the assumption that all individual manifestations 
of social structure, as invariably mentioned in the literature, have come to 
interact within a system of the equilibrium of forces, an hypothesis might 
be established on the emerging forms of the adequate three-dimensional 
gestalts. These forms should be as simple, ordered, harmonic, and uniform 
as possible, according to the conciseness tendency, and should be structured 
in line with definite rules. 
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Their uniformity could be expressed by the visible retention of the 
balancing interaction of the different and also opposing individual phenom- 
ena in social structures, as known from the literature, and could become 
visible in only one function. Thus, the diversity of patterns or gestalts is then 
expressed by the variation of the parameters of this function, with the di- 
versity being dependent upon the conditions causing these patterns (e.g., 
the environment). These many gestalts can be classified into types in line 
with their similarity. 
Both the opposing proverbs and the U-curves in their contrasting situ- 
ations give rise to reflect on the notion of complementarity. Capra (1996) 
wrote that the term “complementarity” (e.g., particle/wave) ,introduced by 
Niels Bohr, has become a firm integral part of the conceptual framework 
within which physicists attentively weigh the problems of nature, and that 
Bohr had repeatedly indicated that this idea could also be beneficial out- 
side of physics. In conformitywith the above, Capra also suggested that the 
modern notion of complementarity had existed already in a clear cut man- 
ner in old Chinese thought, in the Yin/Yang teaching. Yin and Yang have 
to be seen as polar forces, as complementary tendencies interacting dynam- 
icallywith each other, so that the entire system is kept flexible and open to 
change. Capra (1996) said: 
It is important and difficult to understand for the people in the west- 
ern world that these oppositions do not belong to different categories 
but are opposing poles of only one whole. There is no separateYin and 
no separate Yang. All natural phenomena are manifestations of a con- 
tinuous interplay between both poles, all transitions proceed in a di- 
rect and uninterrupted sequence. The natural order manifests itself in 
a dynamic equilibrium between Yin and Yang. (p. 32; translated from 
German by the author) 
It is consistent with all above considerations to seek a simple mathematical 
function (the conciseness principle) for the description of gestalt that can 
encompass the complementary tendencies win and Yang) in their dynam- 
ic interplay and, accordingly, also the change of gestalt. The basic require- 
ment for establishing this function is, however, the classification of persons 
according to a variable of personality characteristics, for example, age or 
education. 
Following the interpersonal relations between these persons (variable 
Z) -for example, friendship or coauthorship-will be recorded from the 
point of view of every individual person with value X of the variable of 
personality characteristics to all the other authors with value Y of this vari- 
able. If the relations are recorded from the point of view of every indi- 
vidual person (with X) to all the other persons (with Y), then a symmet- 
rical matrix of Z ,  is obtained. For example, there are three friends 
classified according to education (elementary school: X,Y = 1;junior high 
school: X,Y = 2; grammar school: X,Y = 3; university: X,Y = 4): 
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person A with X (orY resp.) = 1 
person B with X (orY resp.) = 4 
person C with X (orY resp.) = 3 
From the viewpoint of Awith X = 1,there is one relation recorded to B with 
Y = 4, that is, Z,, and one relation to C with Y = 3, that is, Z13. 
From the viewpoint of B with X = 4, there is one relation recorded to 
A with Y = 1, that is, Z,, and one relation to C with Y = 3,  that is, Z43. 
From the viewpoint of C with X = 3, there is one relation recorded to 
A with Y = I, that is, Z,, and one relation to B with Y = 4, that is, Z34. 
See Table 1for a symmetrical matrix of friendship relations Z,. 
Tabk 1. Symmetrical Matrix of Friendship 
Relations Z, Between Three Friends Classified 
According to Education (X or Y Respectively). 
x / y  1 2 3 4 
1 1 1 
2 
3 1 1 
4 1 1 
In general, according to this principle, matrices of interpersonal rela- 
tions between persons classified according to a variable of personality char- 
acteristics can be obtained. 
The mathematical function Z = f (X,Y) to describe three-dimensional 
gestalts in such social networks should depend on the above named three 
pivotal aspects of the structure of social networks. 
Three coordinated steps of approximation to the description of gestalt 
will be discussed. Both the first and the second steps are only related to sim- 
ilarity or dissimilarity, but the third one concerns the three aspects of struc- 
tures in interpersonal relations in social networks in total. 
Similarity and Dissimilarity 
Dissimilarity or contrary similarity between two groups of persons can 
be measured by the difference between X and Y 
x-Y 
The difference is chosen because of the above mentioned symmetry in its 
absolute form: 
IX -YI 
There is both a minimum of the difference, 
IX -Ylmin 
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and a maximum of the difference 
IX -Ylmz 
The similarity is highest at the minimum and lowest at the maximum and 
vice versa, that is, the dissimilarity is highest at the maximum and lowest at 
the minimum. Moreover, there is a complementary variation of similarity 
and dissimilarity: With increasing dissimilarity, the similarity is decreasing 
and vice versa. 
Under the condition dissimilarity A is defined as difference, 
A = IX -YI = Dissimilarity 
similarity has to be defined as complement ACOMPLEMENT. 
Therefore, with increasing distance D, of the dissimilarity A from the min- 
imum, 
D, = A  - IX -Ylmin = IX -YI - IX -Mmm. 
similarity has to decrease according to the same distance from the maxi- 
mum: 
hOMPLEMENT= IX -Mmax-D, = IX -Mmaxt IX -Ylmin- IX -M = Similarity 
Accordingly, if the dissimilarity is moving to the maximum, the similarity is 
moving to the minimum and vice versa. Both the first and the second steps 
of approximation are two-dimensional representations of patterns only. 
First step of approximation. The initial ideas on the mathematical func- 
tion Z = f(X,Y) were developed in pursuit of quantitative science research. 
It has for decades been shown that the overwhelming majority of distribu- 
tions of bibliometric data can be represented as a power function-that is, 
as a Zipf-distribution instead of a Gaussian distribution as used in psychol- 
ogy and the natural sciences. 
For reasons of simplicity, a power function was chosen as the starting 
point for considerations: 
As a first step of approximation we can say the interpersonal relations 
are at least dependent on a power function of the dissimilarity between 
persons. 
Since, in case of “equals,” the value 0 cannot be raised to a negative power, 
1 is added to the term IX -YI, resulting in the power function: 
Z** = constant. (IX -YI t 1)“ 
Z** = constant. ( A t  1)” 
If the parameter a should be positive, then the idea of the proverb “Oppo- 
sites attract” would be fulfilled in connection with the assumption of “In- 
crease of interpersonal relations with increasing dissimilarity” (cf. example 
in Table 2 and Figure 1, right). 
482 LIBRARY TRENDS/WINTER 2 0 0 2  
The proverb “Birds of a feather flock together,” and extended version 
with the assumption of Wolf‘s “Decrease of personal relations with declin- 
ing similarity” or Marsden’s Unidimensional Social Distance Model, would 
all be complied with by the power function in which the parameter a is 
negative (cf. example in Table 3 and Figure 1,left). 
Tabk 2. Example with a =+1and Constant = 1 
X - Y IX- YI IX- YI + 1 (IX- YI + 1)’ 1 .  (IX- YI +I)’  
-4 4 5 5 5 
-3 3 4 4 4 
-2 2 3 3 3 
-1 1 2 2 2 
0 0 1 1 1 
I 1 2 2 2 
2 2 3 3 3 
3 3 4 4 4 
4 4 5 5 5 
Table?. Example with a = -1 and Constant = 1. 
x- Y IX- YI IX- YI + 1 (IX- YI + I)-’ 1 ’ (IX- Yl + 1)-’ 
-4 4 5 0.2 0.2 
-3 3 4 0.25 0.25 
-2 2 3 0.3 0.33 
-1 1 2 0.5 0.5 
0 0 1 1 1 
1 1 2 0.5 0.5 
2 2 3 0.3 0.33 
3 3 4 0.25 0.25 
4 4 5 0.2 0.2 
1. 
1. 

0. 

0. 

0. 

0.k k 

0 .  
0 .  
0. 

0. 

0 .  
-4 -2 0 2 4 -4 -2 0 2 4 
x-Y x-Y 
Figure 1.Power Function of the Dissimilarity Z** = constant. (A+ 1)a.On the left, 
the parameter a is negative: “Birds of a feather flock together” and “Decrease of 
interpersonal relations with increasing dissimilarity.” On the right, the parameter 
a is positive: “Opposites attract” and “Increase of interpersonal relations with in- 
creasing dissimilarity.” 
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A power function with only one parameter (unequal to zero) is either 
only a monotonically declining or a monotonically rising function, when 
referring to both proverbs: Either Yin or Yang. According to Chinese phi- 
losophy, Tin and Yang are the opposite poles of a single whole. There is 
neither an isolated, exclusive Yin, nor an isolated, exclusive Yang. All tran- 
sitions occur with a direct and uninterrupted sequence. The natural order 
is secured by the dynamic equilibrium between Yin and Yang. 
In order to fulfill the inherent requirement that both proverbs and their 
extensions be included in the representation, the second step of approxi- 
mation will follow. 
Second st@ of approximation. As mentioned above, with increasing dis- 
similarity, similarity is decreasing and vice versa. Dissimilarity A and simi- 
larity A,,,,,,,,,, are two opposed varying factors and have to be insert- 
ed into the equation with one parameter each. It depends upon the 
parameters to what extent Yin has retracted itself in favour ofYang or vice 
versa. 
As a second step of approximation, we can say that the interpersonal 
relations are at least dependent on both a power function of the dissimi- 
larity between persons and another power function of the complement: 
Z* = constant - t 1 ) p(A+ 1)“. (hOMPLEMENT 
In an attempt to convey, in theory, a graphic idea of this function, a 
systematic parameter variation was made and the results are shown in Fig- 
ure 2. It is a two-dimensional portrayal of patterns. In every box the differ- 
ence X -Y is always the abscissa, as in Figure 1,and Z* is the ordinate axis. 
In the middle of the abscissa is X -Y = 0. The relationships of the two pa- 
rameters to each other determine the expressions ofYin andYang in each 
of the patterns. While in the upper pattern with a =-1 and p =OYin is more 
likely to be in the foreground (“Birds of a feather flock together”), the pat- 
tern below with a = .5and fi = 0 reveals that Yang is more likely to be accen- 
tuated (“Opposites attract”). 
Starting from the upper pattern in the direction of the pattern below, 
from pattern to pattern Yin has retracted itself in favour ofYang, for exam- 
ple, the right pattern with a = .75 and p = 1.  
As mentioned above, the mathematical function Z = f(X,Y) to describe 
gestalts in social networks should depend on three pivotal aspects of the 
structure of social networks. Two of the three aspects are already included. 
However, if you still want to incorporate the third pivotal aspect called 
“edge effect”-that is, both forms of the U-curve rather than only the two 
proverbs-it is necessary to extend the formula according to the same prin- 
ciple (simplicity, conciseness, Yin/Yang) to the sum of X and Y, that is, the 
formula that so far included only the difference between X and Y. 
Figure 2. 1'1 oduct of Both thc Polver Function of'the Ihsiinilari ty and the Power-
Function of rhe (:oriiplcmriit Zx: = constant . (,,I+ l)a . (A(~,c,xIl,L,3,,, 
tcrnatic variation of both parameters. Iri cveiy box the difi'vrence X -Y  is always the 
abscissa arid Z::' thr ordiriate axis. In the middle of the abscissa is X -Y = 0. The 
relationships of'the  two pararnrters to each other determine the cxprcssions of Yiri 
and Yang in each of' the patterns. 
EdgP f@( 1 
7hzrd Jlep ofafifiroxi?nn~zon.Intel per,onal relations Z at the main diag-
onal (X = Y) are inoie 5triking dt the edges than in the middle, although 
the difference\ between X and Y did not b a y :  
A = IX -YI = 0 = constant 
The \ ah? \  of L,,, ZI,or Zj, at t h  edges are higher thdn the \dlUe5 of z2?, 
Z I 3,01 Z I ,  iii the middle. 
\Vheie'i\ the differcmct.5 betuccri X arid Y are con\tant, the are 
t'irying. 
Therefore, when we put A = IX -YI and the opposite B = X t U, the 
Figure 3 .  E'rotot\pes of Gestalts in Social Svstcms. 
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In the center of the gestalt, the proverb “Birds of a feather flock togeth- 
er,” along with the extended version “Decrease of interpersonal relations 
with declining similarity,” becomes conspicuously visible, as does the U-
curve with the edge effect. In the lower gestalt, this tendency is less appar- 
ent. “Opposites attract,” with the extended version “Increase of interper- 
sonal relations with declining similarity,” on the other hand, has become 
more strongly perceptible. 
The reversed U-curve is especially conspicuous in the upper gestalt. In 
the left and the right ones the U-curve has converted into a one-sided tilt. 
A large number of patterns could be drawn with the same simple function. 
At first, in reviewing the hypothesis of social relations in science, the 
starting point is the social relations, especially in coauthorship networks. 
In the process of study, one might re-examine whether such or similar ge- 
stalts are also applicable outside this field. 
The gestalts obtained from coauthorship networks might be more or 
less similar to those in Figure 3, but they will be somewhat more robust. 
However, this is not attributable to defective deviations, but rather to the 
discrete values on the X- andY-axis in contrast to the first ones. The same 
applies to the gestalts estimated according to regression analyses. 
SOCIALSTRUCTURES IN SCIENCEIN COLLABORATION 
AND HYPOTHESIS 
This paper shall test the hypothesis whether or not the above men- 
tioned central specifics underlying the structure of personal relations are 
reflected in scientific communities. 
In 1979,Donald deB. Beaver-disciple, assistant, and later coauthor of 
de Solla Price-developed jointly with R. Rosen a comprehensive and 
empirically tested theory on scientific collaboration, which in the second 
half of this century, had become perceptible in extended coauthorships. 
In their fundamental analysis, Beaver and Rosen referred also to several 
additional growth-exceeding aspects of structure-forming processes in sci- 
entists’ communities. The political and economic elites, outside of the sci- 
ence institutions, had become the conduits of financial support in science, 
but they did not decide on the distribution of those funds among the sci- 
entists’ communities. That was a task that was to be fulfilled by the scien- 
tific elite itself within the science system. This process had intensified the 
degree of strutijicution in science. It was significant to realize who colluborut- 
ed with whovn and how did this collaboration become recognizable within 
the entire scientists’ community by way of headlines of publications. 
In the natural sciences and medicine, the second half of the twentieth 
century has been marked by teamwork and coauthorship, with about 60-70 
percent of published scientific papers being coauthored. The development 
towards collaboration and cooperation has become such a prevailing trend 
that it is highly imperative to study it so as to gain fundamental knowledge 
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on the intensification of research, which will be indispensable given the 
probable deceleration of science growth in the future. 
What do these structures look like? Beaver and Rosen gave some indi- 
cations: There is an intensified stratification in science observable due to 
professionalization. The initially prevailing “Master-master collaboration” 
(that is, “Birds of a feather flock together”) has shifted towards a “Master- 
apprentice collaboration” system (that is, “Opposites attract”). 
These studies were related to the nineteenth century. However, a con- 
tinuation for the second half of the twentieth century appears possible. En- 
quiries would have to be conducted on the status of every scientist who had 
made a contribution to the coauthorship network analyzed. Something like 
that should be done in the future. Today, however, larger networks with sev-
eral thousands of authors would require a considerable labor expenditure. 
By contrast, a relatively small amount of labour is needed for the anal- 
ysis of an appreciably large amount of bibliometrical data. Therefore, this 
study has tried to find out whether a scientist’s productivity is a character- 
istic that generates behavioral patterns, as is done by his/her status (mas- 
ter, apprentice, etc.). 
Productivity, which is determined quantitatively by the number of pub- 
lications per author, is coupled with several criteria-such as ability, pro- 
fessional recognition, endurance, social rank, communication, associative 
relationship with a team, and many others-that might have an influence 
on who collaborates with whom. 
Of course, the number of a scientist’s publications is not identical with 
his status. However, this number nonetheless provides a correlative indica- 
tion. Even if the correlations for individuals might be moderate or low, they 
are prone to increase with the number of persons studied. In addition, an 
elitist scientist has, on average, far more publications than a normal scien- 
tist.As a result, a bibliometrical analysis assumes a somewhat different func- 
tion than the studies by Beaver and Rosen. Yet a comparison between them 
is possible. Apart from such a comparison, this study is generally concerned 
with pattern formation; that is, pattern formation is not dependent upon 
these differences between the studies of the nineteenth century and the 
bibliometric analysis. 
Hypothesis 
Three-dimensional gestalts obtained from international coauthorship 
networks of different science disciplines can be shown to be strictly math- 
ematically describable as a mathematical function. 
Data 
Twenty bibliographies of the international literature of physics and 
medicine were analysed. These bibliographies were obtained by SCI and 
compiled by ISSRU Budapest. The following bibliographies were analyzed: 
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Ten bibliographies of the international literature of physics (each: five 
years time period), including theoretical physics, experimental physics, 
and cross-disciplinary physics. All the data for the ten physics bibliogra- 
phies were compiled into a single count: 
Years: 1980-1989 
Total number of articles: 21,730 
On an average: 2.5 coauthors per article, maximum about 10 
Total number of coauthorships: 366,000 
Ten bibliographies of the international literature of medicine (each: five 
years time period), including biochemistry, pharmacology, clinical, and 
biochemical analyses. All the data for the ten medicine bibliographies 
were compiled into a single count: 
Years: 1979-1990 

Total number of articles: 40,596 

On an average: 3 coauthors per article, maximum 10 

Total number of coauthorships: 361,000 

METHODSFOR THE ANALYSIS OF COAUTHORSHIPNETWORKS 
Three different kinds of matrices are, independently of each other, the 
basis for the search for gestalts that arise between scientists due to coauthor- 
ships. It has to be shown that all the three matrices are relevant for gestalts. 
The matrix of relative frequencies of coauthorship relations Fxy be-
tween scientists with X and Y publications per scientist is one of the three 
matrices. 
The second one will be the matrix of observed frequencies of coauthor- 
ship relations C, and the third one will be the matrix of a special interac- 
tion index H, which is used in sociology for studies of this kind (cf. Wolf, 
1996). 
Each of F ,  C, and H, will be used, acting as variable “Z” (relations 
between coauthors) of the mathematical function. 
Matrix of Observed Coauthorships:Matrix Cq 
The relative frequency of coauthorships of scientists Fgwith i andj pub- 
lications per author is expressed by the relationship between observed co- 
authorships CI1with the statistically expected ones Wg. 
First let us find out the matrix of C... Given is a bibliography (partly 
‘J
represented, names of authors A, B, C . . .) 
1. A , B  
2. c 
3. A 
4. D ,A,F  
5. D,E 
6. G,H 
etc. 
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The number of publications per author i is determined by resorting to the 
“normal count procedure.” Each time the name of an author appears, it is 
counted (e.g., A three times, i.e., i = 3: Once in the first article, and each 
once in the third and fourth article). 
It should be noted here that the term “article” is used in relation to a 
work or paper which wasjointlywritten by one or several authors, compare 
l.,2., 3., . . . etc. articles in the bibliography. By contrast, the term “publi- 
cation” refers to persons. 
If the relations in the by-line of an article are recorded from the point 
of view of every individual author to all the other authors, then a symmet- 
rical matrix is obtained. As an example, in the fourth article there is, from 
the viewpoint of author D with i = 2, one relation recorded to author Awith 
j= 3 and to F with j = 1.Furthermore, in the same article, from the view- 
point of A with i = 3, there is a relation recorded to D with j = 2 and to F 
withj = 1.From the viewpoint of F with i = 1,there is a relation recorded to 
D withj = 2 and to A withj = 3. 
The same procedure has to be continued with all of the articles. Gen- 
erally, from the hypothetically assumed complete bibliography-it is only 
partly represented in the upper example-it is the matrix of the observed 
coauthorship relations of each author to all the other ones: Matrix Cij. 
Matrix of Expectation Values: Matrix Wy 
From the hypothetically assumed complete bibliography, Table 4 was 
established. Ai are the number of authors with i publications per author. 
For example, there are 4 = 64 authors with two publications per author. 
Ai is distributed according to Lotka’s law (1926). 
The product of i and Ai is the number of publications of all authors 
(or group of authors respectively) with i publications per author. For ex- 
ample, the number of publications of the group of authors with two publi-
cations per author is the following one: 
Table 4. Distribution of Authors and Publications of the Hypothetical 
Bibliography (Xj . A. = 540).
J .I 
Number of Number of Relative Frequency 
Publications Number of Publications of of Publications 
per Author Authors All Authors (A,) of All Authors (Ai) 
i 
1 
Ai 
167 
i . Ai 
167 
fi = i . Ai/C.j .A. 
0.30926 
J J 
2 64 128 0.23704 
3 39 117 0.21667 
4 27 108 0.20000 
20 1 20 0.03704 
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The relative frequency of publications of one group of authors fi with 
i publications per author is the ratio of the number of publications of this 
group divided by the total sum of publications of all groups of authors. For 
example, the relative frequency of publications of the group of authors with 
two publications per author is the following one: 
i . Ai
f. = -- 12'-- 0.237' Cij . Aj 540 
Probability p. ., on the assumption of independence, is that a publi-
'J
cation of the authors' group with i publications per author coincides with 
a publication of the authors' group with j publication per author, equals 
fi . f.:
J 

p..= f .  . f .  

'J 1 1 
A matrix of p
'I 
will be established according to the usual rules and follow- 
ing a matrix of expectation values W :
1J 
TWIJ= f ,  . fl 
with T = Total sum of coauthorships (C, CJ CIJ). 
Classijkation of Data 
There are very large bibliographies, for example, with more than fifty 
publications per author. In order to avoid statistical fluctuations, the data 
are classified according to the logarithm of the number of papers. There 
is a conjecture by Price (1963) that the logarithm of the number of publi- 
cations is of a higher degree of importance than the number of publica- 
tions per se. 
Both the line variable i and the column variable j can be separately 
classified according to the logarithm, which results in the conversion of the 
large matrix, initially available in a raw form, into a smaller one by summing 
up lines and columns (class X = 1contains those authors with one publica- 
tion per author; class X = 2, authors with two to three publications; X = 3, 
authors with four to seven publications; X = 4, authors with eight to fifteen 
publications; and X = 5, authors with sixteen and more publications-by 
analogy the same applies to Y) . 
This limitation to five classes was established in order to compare be- 
havioural patterns of different science disciplines. However, in most bibli- 
ographies there are only very few authors to be found with more than thir- 
ty-two publications. But, since the patterns become more stable with an 
increasing number of individuals, classes with individual authors would 
distort the picture. 
Both for matrix Wg and for matrix C4 it is possible to determine the 
appropriate sum of data for every cell, that is, resultant C, and Wm 
The data are classified now into 5 . 5 = 25 classes-15 of them are in- 
dependent of each other because of symmetry. 
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The relative frequency of coauthorships Fxy is 
Mut?ix of Special Interaction Indices 
In some sociological studies of interpersonal relations in social networks 
of men (Wolf, 1996), a special interaction index is used. This index pro- 
vides information on the factor by which the observed frequency in a cell 
of a matrix deviates from the occupancy of this cell, which would otherwise 
be expected in case of statistical independence from characteristics. In 
order to calculate this index, we have to convert the matrix of observed 
frequencies C, into a new matrix using geometric mean. The special in- 
teraction index H, is defined as: 
where G = geometric mean of all matrix data 

G, = geometric mean of the data in row X 

Gy = geometric mean of the data in column Y 

Regression Analysis 
In order to calculate the correlation coefficients and error probabil- 
ities, the logarithm was taken of the mathematical function above so that 
it was possible to carry out the classic linear regression analysis. Fifteen 
out of twenty-five data of the matrix were only evaluated due to symme- 
try. With four parameters and one constant, a degree of freedom of df = 
10 was obtained. 
Mixture of Bibliographies 
When several bibliographies are mixed with each other, per class, both 
the observed and the statistically expected values of these bibliographies 
are added. After it, the usual procedures are carried out. 
THREE-DIMENSIONAL IN COAUTHORSHIPGESTALTS 
NETWORKSIN INTERNATIONALSCIENCE 
In a former study (Kretschmer, 1996), the author showed that after re- 
gression analyses, the correlation between empirical and theoretical values 
is increasing with the rising number of mixed individual patterns and finally 
tend to one. The same holds good for the bibliographies with increasing 
scope of data; that is, the “tendency towards a good gestalt” will enhance. 
Therefore, from a “mixture” of ten bibliographies of international 
physics (source: SCI) , the following matrix of relative frequencies is ob-
tained, acting as an example for other matrices, compare Table 5. The cor- 
responding gestalt is shown in Figure 4, bottom, left. 
Figure 4. Obscr\Tatioiisand Estimations ol'Two Gcstalts of Relative Frequeiicics Fxy. 
A11o.r.e:Interriational rncdicine. Bottom: Interrlational physics. This figure contains, 
at thc. right side, the estirnatioiis and, at thc lelt side, the actually observed gestalts. 
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mated according to the regression analysis and, at the left side, the actual- 
ly observed behavioural patterns. 
From a “mixture” of these twenty bibliographies of international phys- 
ics and medicine, with altogether some 62,000 articles, some 2.75 coauthors 
on an average per article, some 730,000 coauthorships, the following three 
gestalts were obtained (cf. Figure 5): 
Observed frequency C,with R = 0.997, P < lo-’’ 
Special interaction index H, with R = 0.994, P = 2 . lo-’ 
Relative frequency F,with R = 0.978, P = 9 . lo-’ 
The gestalts of observed frequencies and special interaction indices 
could, if possible, provide the greatest concurrence with the curvilinear 
function but, presumably, twenty bibliographies do not appear to be con- 
clusive enough to substantiate the assumption. Irrespective of it, this ap- 
proach was used to verify still another three international “mixtures.” 
The total sum of coauthorships in these five gestalts amounts to some 
880,000 taken from altogether forty-one bibliographies. 
Since these five gestalts are all very similar to each other, even when 
compared with the gestalt of observed frequencies in Figure 5, the differ- 
ences were clearly shown in a representation that was selected to find the 
logarithm to the base 10 in the C,-axis (cf. Figure 6). 
Figure 6 shows the five gestalts of observed frequencies, with two of 
them contained as “mixture” in the previous figure (source of the first two: 
SCI, the other three are derived from other sources, e.g., MEDLINE, 
PSYCINFO, etc.). 
Gestalts 1and 2 are gestalts of physics: R, = 0.993, P, < 3 . lo-’ and R, 
= 0.988, P, < 5 - Gestalts 3 and 4 are gestalts of medicine: &= 0.996, 
and R4 = 0.998, P < Gestalt 5 is taken from social sciences: P, < 
R5 = 0.990, P < 2 * lo-’. 
At the same time the gestalts in the left part of the figure were turned 
around 180”and by 90” in the right part. 
Both gestalts of physics are similar to each other; the same holds true 
of both medicine gestalts. However, the socio-scientific one looks somewhat 
different. 
Now the question is whether this is coincidental or whether there are 
differences in terms of “types.” Only additional and comprehensive analy- 
ses can give an answer to these questions. 
Most of the gestalts display very sharp peaks in the Z dimension. What 
do those peaks mean? These peaks can be found at the edges of the main 
diagonal, that is, Z,, or Z,, can become striking. As mentioned above, one 
of the three pivotal aspects of general characteristics of structures in inter- 
personal relations in social networks can be explained as the emergence 
of the edge effect. On the one hand, it is maintained that the persons of 
the lowest and the highest group would be visibly exposed due to their social 
R=O 997 R=O 994 
R=O 978 
1 
Figure 6. Gestalts o f  the L.ogaritl1ms of Observed Frequcncics (log (&) flom Five 
Types in International Science. X and Y are likc usual and log C;m are attachcd to 
thc third dimension. ' l i vo  gestalts are from physics ( I  and 2) ,  two from niedicine 
( 3 and 4) ,  onc type from social sciences ( 3 ) .111the left part, the gestalts are timwd 
around by J W " ,  and, in the right part, thry itre turried around by 90". 
KRETSCHMER/SIMILARITIES AND DISSIMILARITIES 495 
position and thus developed a stronger sense of affiliation (Zll and Z55) 
than people having a medium-level social status. In addition, those people 
at a medium status display a stronger orientation towards career so that they 
are reluctant to have frequent contacts with people of the same level (Z,,, 
Z,,, Z4J. On the other hand, it is also suggested that the choices of people 
who are either at the very bottom ( Z l l )  or at the top (ZS5) are blocked in 
one direction. 
CONCLUDINGREMARKS 
The results of the studies have confirmed Metzger’s conjectures that 
the conciseness principle also has validity for social systems and is valid even 
with the same conciseness as in the psychology of perception. 
The threedimensional gestalts in coauthorship networks, which are wide- 
ly spread over the entire world, are obviously real objects that owe their shape 
to the balancing interaction of forces, namely to the dynamic equilibria in- 
teracting between Yin and Yang in the sense of ancient Chinese philosophy. 
Now let us revert to the theoretical considerations where we found that, 
for describing a change of gestalts, a mathematical function was derived 
from ancient Chinese thought. Several characteristic gestalts that were 
explained in this study were taken out and presented in Figure 7. 
The upper and the lower gestalts are new ones. The upper one repre- 
sents a pattern of a Dutch institute of physics; international coauthorships 
are included. The lower one represents a pattern of an institutional coau- 
thorship network from which all coauthorships based on authors who are 
not employed in this institution were removed. In fact, it is the “Kaiser- 
Wilhelm-Institut fur Kohleforschung” (Institute for Coal Research) of the 
1920s and 30s. It is really a very small network with only 350 coauthorships. 
That’s why the gestalt is not evenly proportioned like the others. Undoubt- 
edly, it would be worthwhile conducting and continuing such studies also 
at other institutions in order to find out whether the other gestalts resem- 
ble those obtained from the coal-research institute. The same one is valid 
for the Dutch institute of physics. 
Under the condition that the conciseness principle underlies not only 
the coauthorship network as presented here, but beyond it, a great num- 
ber of social processes in scientific communities-such as citation networks 
or the spreading of information-could be developed in the direction of 
application in information science. For example, it could perhaps be em- 
ployed in designing search algorithms in databases. 
At present, there are some further theoretical developments, includ- 
ing the conciseness principle and theYin/Yang teaching. Lotka’s law (1926) 
states that scientists will be counted who have i publications included in the 
bibliography. Couples of scientists will be counted under the condition of 
both the first scientist’s count who has i publications, and the second sci- 
entist’s count who hasj publications included in the bibliography. The fol-
lowing question arises: Is there any regularity for the distribution of coau-
thor couples injournals? Is there a continuation of1,otka's law on the third 
dimension? 
In conclrrsion, the author suggests considering whether or not the 
conciseness principle, in all its succinctness, is only verifiable in scientists' 
communities, or whether it can also be largely extended to other social 
syteriis (see Figure 8)?  
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Towards Research Performance 
in the Humanities 
HENKF. MOED, MARC LUWEL,AND A. J. NEDERHOF 
ABSTRACT 
THISPAPER DESCRIBES A general methodology for developing bibliomet- 
ric performance indicators. Such a description provides a framework or par- 
adigm for application-oriented research in the field of evaluative quantita- 
tive science and technology studies, particularly in the humanities and social 
sciences. It is based on our study of scholarly output in the field of Law at 
the four major universities in Flanders, the Dutch speaking part of Belgium. 
The study illustrates that bibliometrics is much more than conducting ci- 
tation analyses based on the indexes produced by the Institute for Scien- 
tific Information (ISI), since citation data do not play a role in the study. 
Interaction with scholars in the fields under consideration and openness 
in the presentation of the quantitative outcomes are the basic features of 
the methodology. Bibliometrics should be used as an instrument to create 
a mirror. While not a direct reflection, this study provides a thorough anal- 
ysis of how scholars in the humanities and social sciences structure their 
activities and their research output. This structure can be examined em- 
pirically from the point of view of its consistency and the degree of consen- 
sus among scholars. Relevant issues can be raised that are worth consider- 
ing in more detail in followup studies, and conclusions from our empirical 
materials may illuminate such issues. We argue that the principal aim of the 
development and application of bibliometric indicators is to stimulate a 
debate among scholars in the field under investigation on the nature of 
scholarly quality, its principal dimensions, and operationalizations. This aim 
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provides a criterion of “productivity” of the development process. We fur- 
ther contend that librarians are not infrequently requested to provide as- 
sistance in collecting data related to research performance assessments, and 
that the methodology described in the paper aims at offering a general 
framework for such activities, and can be used by librarians as a line of ac- 
tion whenever they become involved. 
1.INTRODUCTION 
The study presented in this paper focused on the fundamental ques- 
tions: How does one recognize a “good” scholar? How does one recognize 
an “important” scholarly contribution? The approach adopted in this study 
can be defined as bibliometric. It aims at identifjmg characteristics of schol- 
arly publications that can validly be assumed to reflect the “quality” or “im- 
portance” of a scholar or a scholarly work. Therefore, a first answer to the 
question “How does one recognize a ‘good’ scholar?” is: One should exam- 
ine his or her scholarly publications. In other words, in a bibliometric ap- 
proach, it is assumed that important contributions to scholarly progress are 
sooner or later communicated in scholarly publications. This is considered 
to be a universal characteristic of scholarly development in natural scienc- 
es, life sciences, social sciences, and humanities. 
A bibliometric approach is a quantitative approach. It attempts to cal- 
culate statistics of quantitative aspects derived from scholarly publications. 
Bibliometric indicators result from the statistical analysis of bibliographic 
information retrieved from the scholarly literature. This determines both 
their strength and their limitations. The strength of the bibliometric meth- 
od is that, once established, it can be applied in a uniform or objective 
manner, eliminating the influence of subjective or personal factors. On the 
other hand, being a statistical method, it cannot take into account all par- 
ticularities or special features of the objects to be assessed. As a conse- 
quence, bibliometric data should always be applied in combination with 
qualitative knowledge about the scholars involved and the subdisciplines 
in which they are active. 
Bibliometric indicators have been successfully applied in many subdis- 
ciplines in the natural and life sciences. Data from the Science Citation 
Index (SCI) ,produced by the Institute for Scientific Information (ISI) ,play 
an important role in analyses of research performance in these subdisci- 
plines (e.g., van Raan, 1996;Van Den Berghe et al., 1998). Thus far, the 
social sciences and humanities have not often been subjected to such anal- 
yses. At the same time, the academic authorities of many universities have 
expressed the need to obtain an insight into the research performance of 
all faculties and in all fields of scholarship. 
Fundamental differences exist between the natural and life sciences, 
on the one hand, and the humanities and social sciences, on the other hand, 
with respect to the research object, the methodologies applied, and the 
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structure of scholarly communication. As a result, those who are involved 
in the development of performance indicators for the humanities and so-
cial sciences are confronted with the following situation. 
Firstly, they need to develop methodological tools to assist evaluation 
agencies or policymakers in carrylng out their tasks, in the same way that 
the current SCI-based methodologies provide supplementary research as- 
sessment tools in the natural and life sciences. Secondly, this methodology 
should take into account the characteristics of the field of scholarship, the 
nature of the scholarly research object, and particularly the communica- 
tion practices among scholars and the structure of the communication sys- 
tem in their fields. A study dealing with these challenges can indeed be 
considered an endeavour. 
This paper attempts to describe a general methodology for developing 
bibliometric performance indicators. Such a description provides a frame- 
work or paradigm for application oriented research in the field of evalua- 
tive quantitative science and technology studies, particularly in the human- 
ities and social sciences. It is based on a study on scholarly output in the 
field of Law at the four major universities in Flanders, the Dutch speaking 
part of Belgium. The background, setup, and methodological framework 
are presented in Section 2. It is followed by a concise review in Section 3 of 
earlier studies on research performance in this field of scholarship. 
Section 4 presents a number of characteristic outcomes of the study. 
Its principal aim is to illustrate the methodology outlined in Section 2. A 
detailed overview of the study is presented in a research report by Luwel et 
al. (1999).The study illustrates that bibliometrics is much more than con- 
ducting citation analyses based on the IS1 citation indexes, as citation data 
do not play a role in this study. 
Finally, Section 5 gives a critical discussion of the methodology, in the 
light of the experiences collected in the study. This discussion includes a 
short overview of the comments of scholars and of the followup of our study, 
and summarizes the main features of our methodology. 
2. BACKGROUND, SETUP, AND 
METHODOLOGICALFRAMEWORK 
2.1 Background and Setup of the Study 
The study presented in this paper was a pilot study commissioned by 
the Flemish Inter-University Council (VLIR) for developing a methodolo- 
gy to assess research performance in the social sciences and humanities. The 
disciplines selected by the VLIR for this study were Law and Linguistics. This 
paper discusses only the study on Law. The Catholic University of Leuven, 
the University of Gent, the Flemish-speaking Free University of Brussels, and 
the University of Antwerp decided to participate in the study, which was 
partially funded by a grant approved by the Flemish Minister-President, who 
is also in charge of science and technology policy. 
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At the start of the project, in early 1997, a project team was set up, con- 
sisting of the research staff of the VLIR, researchers of the Centre for Sci- 
ence and Technology Studies (CWTS) at Leiden University (the Nether- 
lands), and a staff member of the Science and Innovation administration 
of the Ministry of the Flemish Community. 
The activity of the project team was supported by a university expert 
group, set up for each of the two disciplines, and composed of senior aca- 
demic staff members of the departments of Law and Linguistics at the four 
participating universities. The expert groups assisted the project team dur- 
ing the elaboration of the project, and played an active role in their respec- 
tive universities in a series of activities, such as data collection, the develop 
ment of classification systems, and commenting on drafts of the final report. 
The first stage of the project work plan was a clear boundary setting of 
the two disciplines. For the Law faculties, this operation was relatively sim- 
ple. Academic staff data were extracted from the universities’ central admin- 
istration databases, including year of birth, gender, starting and ending date 
of their appointments, rank, length of appointment (e.g., 40 percent, that 
is, two days a week), funding source, and year of Ph.D. granting. 
In a subsequent phase, a questionnaire was prepared to collect quanti- 
tative data. It was sent to all researchers, both junior and senior, active in one 
of the four Flemish universities at the end of the year 1996. The members of 
the two expert groups were of the opinion that the study should not be lim- 
ited to research activities only, but that all academic activities should be tak-
en into account, analyzing also the fraction of work dedicated to research. 
The most important data, analyzed in this paper, were lists of publications. 
In tandem with the analysis of the first questionnaire, a second ques- 
tionnaire was elaborated, again in collaboration with the expert groups, in 
order to collect more qualitative information on leading publications, jour- 
nals, publishers, and Flemish scholars in the two disciplines. The main 
objective was to obtain insight into scholars’ perceptions on scholarly work 
quality, and to assess to what extent the scholars’ opinions corroborated the 
outcomes of the quantitative indicators. For Law, this questionnaire was sent 
to professors working at Flemish, Dutch, and Belgian French-speaking 
universities,aswell as to Belgian senior magistrates. Respondents were asked 
to indicate “outstanding,” “good, yet not outstanding,” and “less good” jour- 
nals, and the names of Flemish scholars whose work is currently very im- 
portant to their subdiscipline. 
A draft report was sent to and discussed with the two expert groups, and 
the results of these discussions were incorporated into the final version of 
the report. 
2.2 Methodological Framework 
Our study was primarily a methodological one. Rather than making com- 
parative evaluation statements on research performance at the four univer- 
sities, it explores methods to provide a clear insight into scholarly research 
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activities and proposes indicators for measuring relevant aspects of schol- 
arly performance. It examines the validity of such indicators and explores 
the type of data needed to construct them, taking into account the avail- 
ability and reliability of such data. 
In this study, the participants were confronted with the problem of lack 
of standardization in the publication practices of Law scholars. This is a 
problem in many subfields in the social sciences and humanities. By con-
trast, from interviews with scientists in molecular biology, it appears that this 
subfield has a strong consensus of how research materials should be pub- 
lished, and which journals are the most prestigious. All important research 
output is published in English, in international journals. There are some 
five to tenjournals that are generally acknowledged as “top” journals (e.g., 
Van Den Berghe et al., 1998).Many publication lists of scientists have a stan- 
dard format, and small contributions, such as meeting abstracts or editori- 
als, are not even listed. 
However, in the humanities, and particularly in Law, important contri- 
butions are often published in commemorative books with a narrow circu- 
lation. There are many types of publications, and publication lists of schol- 
ars are often not ordered by type. Publications are often in the mother 
language, and many activities have an applied nature. 
In our study, a thorough analysis of the publication output was conduct- 
ed. The quality of the bibliographic information was assessed. The schol- 
ars providing the publication data added several types of additional infor- 
mation to each publication, using classification systems of types of 
publications and subdisciplines. This additional information was examined 
carefully, from the point of view of its accuracy, embedded structural rela- 
tionships, the degree of consensus among scholars, and the extent to which 
differences existed among subdisciplines. 
Typical examples of more specific research questions were: How impor- 
tant is the role of books in the communication among scholars? How can 
one reliably measure the number of books published by a scholar during a 
given time period? How important is the role ofjournals? Are there differ- 
ences among subdisciplines? In which ways do publications classified by 
juridical scholars as “substantial contributions” differ from “small contribu- 
tions”?Do the two types of publications reveal different bibliometric char- 
acteristics? How consistently was this distinction made among scholars? Are 
there any criteria to discriminate between scholarly journals and journals 
of a more applied nature? Assuming that, in the field of Law, it is appropri- 
ate to make a distinction between a “scholar” and a “practitioner,” are there 
any bibliometric indicators that can be used in helping to discriminate 
between the two types? 
What is the perception of Flemish, Belgan French-speaking, and Dutch 
scholars on the quality of individual Law journals? Were there significant 
differences between the perceptions of Flemish scholars and those of their 
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colleagues abroad? What does a tentative ranking of journals look like, 
based on their quality, as perceived by scholars, and their international vis- 
ibility? What is the position of Flemish journals in such ranking? To what 
extent do actual publication strategies of Flemish scholars conform to a 
“quality standard” as expressed in their own ratings of scholarly journals? 
3. A CONCISEREVIEW OF EARLIERSTUDIESON 
RESEARCH PERFORMANCEIN LAW 
Several authors have addressed the measurement of research perfor- 
mance in the social sciences and humanities from a general perspective 
(Cole, Cole, & Dietrich, 1978; Garfield, 1979, 1986; Cole, 1983; Nederhof 
et al., 1989; Kyvik, 1989; Finkenstaedt, 1990; Nederhof & Zwaan, 1991; Ned- 
erhof & Noyons, 1992; Hemlin, 1996; Hemlin & Gustafsson, 1996; Wood, 
1998). Law, in particular, has been called “the birthplace of citation study” 
(Shapiro, 1992, p. 339). For instance, according to Shapiro, in 1894 a ta- 
ble showing the comparative citation frequency of the Federal, English, and 
State decisions was produced in Boston, and in 1817 a first count of the 
volume of English Law reports was made. Notwithstanding this very early 
start, a literature search revealed very few articles referring to the measure- 
ment of scholarly performance in Law (cf. Justiss, 1993). 
Swygert & Gozansky (1985) studied the productivity of 1,950 U.S. se-
nior Law faculty members (full-time appointed, full professors) by exam- 
ining their publications in the Legal Resource Index (LRI) and the data- 
base of the Online Computer Library Centre, Inc. (OCLC) during three 
and four years, respectively. The coverage by LRI (mostly articles and book 
reviews) and OCLC (book titles) was deemed nearly complete. Swygert & 
Gozansky (1985, p. 378) included a wide variety of publications: “Articles, 
books, book reviews, casebooks, teacher manuals, practice manuals, text- 
books, monographs, treatises, supplements and compilations, as well as 
edited and co-authored works,” provided the entry was five pages or long- 
er in length. Testimonials, obituaries, reports or proceedings, bibliogra- 
phies, newspaper columns, recordings and any title labelled “bar review 
notes” were not included. 
The results showed that 44 percent of the faculty members had no 
publications whatsoever, while 65 percent had no more than 1publication. 
Only 15 percent had four or more publications. The mean number of pub- 
lications was 1.5 per faculty member over a period of three to four years, 
or less than 1publication in two years. A school or university published on 
average about 18 items, with the faculty at Chicago (mean = 5.1 publica- 
tions per member), Cornell, and New York University ranking highest in 
average productivity, followed by Berkeley, Stanford, Yale, and Harvard (all 
with 3.0 publications or more per faculty member). Schools with less senior 
faculty members were less productive on average (as indicated by the Pear- 
son correlation coefficient, r = 0.53). The authors assumed that smaller-sized 
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schools had a higher teaching load per head. It should be noted that the 
productivity of faculty members of lower age (the mean was fifty-one years), 
and striving for a tenured position, may well be considerably higher. 
Other less extensive studies analyzed the productivity of institutions by 
recording author affiliation in journals of high prestige (e.g., Ellman, 1983; 
Sorensen, 1994). 
Two publications related to research performance assessment in jurid- 
ical research are of particular interest to the study presented in this report. 
The first is the November 1996 final report of the Inter-University Commit- 
tee of the Flemish Faculties of Law, entitled “The Assessment of Perfor- 
mance in Juridical Research.” This report presents a classification of schol- 
arly publications in the field of juridical research. In our study, a 
classification scheme was applied that is principally based upon that of this 
committee. Therefore, our study can be viewed as a first large-scale exper- 
iment with this classification system. 
According to the Inter-University Committee of the Flemish Law Fac- 
ulties, the published book ranks first in the scholarly juridical publication 
output. A book is viewed as the result of an often individual and personal 
synthesisof legislation, jurisdiction, and juridical theory in a subdiscipline. 
A book often reflects continuous, intensive scholarly research, conducted 
for many years. In the Committee’s view, the same is true for doctoral the- 
ses. Therefore, as a rule, a doctoral thesis deserves publication as a book. 
The Committee also made a distinction between substantial scholarly 
contributions and scholarly contributions of a limited size, published in ac- 
cepted scholarly journals, anniversary volumes, seminar reports, and col- 
lective works. Typical examples of the first type are: A leading article, a re- 
view on jurisdiction, or a thorough annotation. A short annotation, a 
thorough book review, or an intervention as panel member or participant 
in a conference are examples of scholarly contributions of a limited size. 
The Committee did not succeed in developing a classificationof schol-
arlyjournals in terms of their quality or reputation. The main impediment 
to such a ranking was that most Law journals show large variations in the 
quality of the papers published. In addition, some subdisciplines are cov- 
ered by a limited number of nationaljournals only, for which no definitive 
ranking could be made. 
A second report that bears a high relevance to our study is the “Qual- 
ity Assessment of Research-Rechtsgeleerdheid,” published in April 1996, 
by the Review Committee on Juridical Research, set up by the Association 
of Universities in the Netherlands (VSNU).The report presents an assess- 
ment of research activities in Law at universities in the Netherlands. In the 
publication output assessment, the Dutch VSNU Committee applied sev- 
eral criteria to identify the most valuable scholarly works in the mass of 
publications listed. Firstly, the Committee made a distinction between first 
editions and later editions of single- or multiauthored books. Interestingly, 
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this aspect is not mentioned in the report of the Committee of the Flem- 
ish Law Faculties. 
Secondly, in order to discriminate between substantial and small schol- 
arly contributions, the VSNU Committee took into account the publications 
length as reflected in the number of pages. Publications with a length of 
more than five pages were regarded as “substantial” contributions. For each 
research programme to be assessed, the Committee regarded the number 
of single- or multiauthored books (first editions only), doctoral theses, and 
articles ofwhich the number of pages exceeded five, as the most significant 
productivity measure. In addition, the total number of publications (of all 
types) was determined. 
In its final report, the VSNU Committee expressed the need for clear 
guidelines and criteria for selecting and structuring the information on 
publication output. Such criteria should first of all specify the type of pub- 
lications to be included in a performance or quality assessment. In addi- 
tion, the Committee stressed that attempts should be made to distinguish 
between “genuine” scholarly contributions, on the one hand, and informa- 
tive publications primarily aimed at providing social services, on the other. 
Genuine scholarly publications conform to criteria of methodological 
soundness, thoroughness, and significance. In the Committee’s view, it is 
the first category of publications that distinguishes between ajuridical schol- 
ar and a practitioner or a professional legal expert. Academic scholars 
should be primarily evaluated according to their contribution to scholarly 
progress, rather than to their practical activities. 
The relationship between juridical research and practice is also ad- 
dressed in the report by the Inter-University Committee of the Flemish Law 
Faculties. This committee stated thatjuridical research primarily serves the 
practice, a basic characteristic that creates difficulties in distinguishing 
between fundamental and applied juridical research. 
4. RESULTS 
The core of our analyses can be denoted as bibliometric, and related 
to publications. In this section, the main findings are summarized related 
to the Flemish juridical scholars’ publication output. A detailed account is 
given in the research report by Luwel et al. (1999). 
4.1 Units of Analysis 
We agree with McGrath’s (1996) statement that it is crucial in any b i b  
liometric study to define carefully its units of analysis.. This study deals with 
several units of analysis. The first is the individual publication. The main 
aspect is the classification of individual publications. In view of the main 
interest of our study-research performance assessment-an attempt was 
made to rank the various types of publications according to their impor- 
tance or size of contribution to scholarly progress. A second unit of analy- 
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sis is that of the journal. Journals were classified on the basis of character- 
istics of the publications included, and also on the basis of judgments by 
peers obtained from a questionnaire. The distinction between scholarly 
journals and journals of an applied nature or directed towards a broad 
audience is a crucial element. A third unit of analysis is the individual schol- 
ar. Here, the distinction between “scholar” and “practitioner” is important, 
based on an analysis of the type of publications made, the type ofjournals 
used, and also on qualityjudgments obtained from a questionnaire. 
4.2 Publication Output: Classzjicntions 
In the first questionnaire, respondents listed their complete publication 
output during the 1992-1996 time period. The total number of publications 
listed amounted to 3,753. All publications were arranged into types. The 
classification of publications in Law applied in this study is largely based on 
the 1996 final report of the Inter-University Committee of the Flemish Law 
Faculties (see Section 3). The classification system is presented in Table 1. 
In this system, a book is the most important publication, as it is often 
the reflection of continuous, intensive scholarly research, conducted for 
Table 1.  Classification Scheme of Scholarly Publications in Law, Applied in the 
Study. 
No. Description 
1 Book published as single author 

2 Published doctoral (Ph.D.) thesis 

3 Book published as coauthor 

4 Unpublished doctoral (Ph.D.) thesis 

5 Substantial scholarly contribution, published in accepted scholarly journals, 

anniversary volumes, seminar reports, and collective works, such as a leading 
article; review on jurisdiction; thorough annotation 

6 Edited book or collective work 

7 Published integral contribution to international conferences 

8 Published abstract of lecture at international conferences 

9 Published integral contribution to national conferences 

10 Published abstract of lecture at national conferences 
11 Scholarly contribution of a limited size, published in accepted scholarly journals, 
anniversary volumes, seminar reports and collective works, such as a short 
annotation; a thorough book review; an intervention as panel member or 
disputant on a conference 
12 Teaching course notes 
13 Scholarly edition of codes of Law, jurisdiction volumes, bibliographies 
14 Research report circulated in the scholarly community 
15 Internal research report or report on commissioned work 
16 Published inaugural or valedictory lecture 
17 Other publication, such as an introduction, editorial contribution, letter to the 
editor, commemorative article, correction, descriptive or introductoy book 

review 

18 Turidical publications for a wide audience 
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many years. In the view of the Committee, the same is true for doctoral 
theses. One of the key elements in the system is the distinction between 
substantial contributions (about 33 percent of all publications listed), small 
contributions (17 percent), publications for a wide audience (11percent), and 
other publications (13 percent). 
The classification system of publication types was not always applied 
correctly by the respondents. Many relevant examples of erroneous classifi- 
cations were collected. At times, multiauthored books were classified as sin- 
gle-authored. In addition, respondents often listed both the unpublished 
and the published versions of their Ph.D. thesis. Further, it is questionable 
whether reports of advisory committees or committees preparing legisla- 
tion can be qualified as books. The same is true for teaching course notes. 
In view of the great importance of books as publications in juridical re- 
search, the Inter-University Committee of Flemish Law Faculties-or any 
committee dealing with this issue-was suggested to specify more precise- 
ly the criteria to be applied in determining whether or not a publication 
should be classified as a book. 
A main problem related to book publications (about 9 percent of the 
total number of publications listed) is that books can have different editions. 
In the data provided by the respondents, in 78 percent of the cases, no 
information was given on the edition number. Obviously, publishing the first 
edition of a book is a much greater achievement than publishing a slightly 
revised version of an existing book. It was suggested allowing only first edi- 
tions or completely revised editions of existing books to be classified as 
genuine book publications. In our analysis of book publications, a Flem- 
ish online inter-university library catalogue was used. This has proven to be 
a most useful tool in verifjrlng publication lists, particularly book publica- 
tions or book chapters. As a rule, information on the edition number of a 
book is available in that catalogue. 
Bibliometric characteristics of articles classified as substantial contribu- 
tions were examined in more detail. Table 2 illustrates that 84 percent of 
substantial contributions had a page length greater than five. For the three 
other types this percentage is near 80 percent. Among the 16 percent of 
substantial contributions containing five pages or less, there were several 
with a page length of one or two. It is questionable whether such publica- 
Table 2. Statistics on the Page Length of Four Publication Types. 
% Pub. with Num. Pages 
Publication type < = 5  >5 
Substantial Contributions 16% 84% 

Small Contributions 77% 23% 

Other Publications 82% 18% 

Publications for Wide Audience 83% 17% 
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tions can be marked as substantial contributions. It is worthwhile consid- 
ering whether or not it is appropriate to set a minimum page length for a 
publication in order to be classified as a substantial contribution. One could 
even take into account differences in the number of printed characters (or 
words) per page in the various sources. 
Another important phenomenon observed in the publication lists was 
that the same publication might be published twice by the same author, in 
different sources. The two versions may be entirely identical or show only 
small differences. A bibliometric tool was developed to identify candidate 
identical publications, that is, publications published by the same author 
that are probably identical. The method compares the titles of pairs of 
publications, and determines the number of words two publication titles 
have in common. Publications with similar titles are then selected. Howev- 
er, prior to drawing definite conclusions, it is appropriate to collect print- 
ed copies and compare these manually. In the class of books, doctoral the- 
ses, and substantial contributions, almost 8 percent of the publications 
written in Dutch, and listed by the same authors, were found to have very 
similar titles. A detailed analysis of printed copies revealed that most of the 
pairs were actually (almost) identical publications. 
4.3 Publication Output inJournals 
The role of journals was found to be less prominent in communicat- 
ing research results in juridical research than it is in many fields in the 
natural and life sciences. The percentage ofjournal articles among all pub- 
lications listed by the respondents to the first questionnaire, and published 
during 1992-1996, amounted to 59 percent. In the category substantial con- 
tributions it was 60 percent. Nevertheless, this percentage was considered 
sufficiently high to justify a separate analysis of journals. 
In our analysis ofjournals, two statements of the above mentioned Inter- 
University Committee of Flemish Law Faculties are of particular interest. 
The first deals with the relationship between juridical research and prac- 
tice. The second statement will be discussed in Section 4.4. The Flemish 
Committee stated thatjuridical research primarily serves the practice, which 
makes it difficult, if not impossible, to distinguish between fundamental and 
applied juridical research. 
The data collected in our study made it possible to distinguish between 
scholarlyjournals and journals of a more applied nature, orjournals direct- 
ed to a wide audience. The distinction is based on an analysis of the classifi- 
cation of publications into types given by the respondents themselves. By 
arranging the classified publications by journal, one obtains an indirect 
insight into the scholars’ perceptions of the nature of the journals. A basic 
assumption underlying this approach is that scholarly journals should con- 
tain a certain minimum number of publications classified by the respon- 
dents as substantial contributions. 
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Table 3 presents typical results from this analysis. The second, third, 
and fourth columns give, for eachjournal, the total number of publications, 
the number of substantial contributions, and the percentage of substantial 
contributions, respectively. The table shows that the journals FiskoZoog: Nieu- 
wshmefoverFiscaliteiten Belastingen (Newsletter on Fiscal Matters and Taxes), 
Balans: Nieuwsbriefvoor Accountancy en Financieel Management (Newsletter on 
Accountancy and Financial Management), and en Milieurecht Info (Informa-
tion on Environmental Law) include very few or no articles denoted by the 
scholars themselves as substantial contributions. These journals are typical 
examples of applied journals or journals directed to a wide audience. 
In addition, findings from the first questionnaire on input, output, and 
recognition, and from the second questionnaire on quality perceptions, 
were combined. The number ofjournal publications made by respondents 
in the first questionnaire was compared to the number of times the respec- 
tive journal was nominated in the second questionnaire. This analysis in- 
cluded only nominations made by Flemish scholars. A more complete pic- 
ture of the quality perceptions ofjournals, including the views of Belgian 
French-speaking and Dutch scholars, will be presented in Section 4.4. 
The last four columns in Table 3 give the total number of Flemish nom- 
inations and the total number of times the journal was qualified by Flem- 
ish respondents as “outstanding” (qualification A), “good but not outstand- 
ing” (qualification B) or “not often containing high quality contributions” 
(qualification C ) .It should be noted that there is a substantial overlap be- 
tween the respondents in the first and the second questionnaire. Our find- 
ings enabled us to examine the consistency of their responses. 
Table 3 presents the ten journals in which the respondents to the first 
questionnaire have published the largest number of publications during 
the 1992-1996 time period. The journals were ranked by descending total 
number of publications. It can be seen thatjournals in which the Flemish 
scholars published relatively few substantial contributions, or no such con- 
tributions at all, were hardly nominated by the Flemish respondents in the 
second questionnaire. 
It should be noted that general journals tend to be nominated more 
frequently than more specialized ones. For instance, Rechtskundig Weekblad 
(Juridical Weekly) comprises many-if not all-juridical subdisciplines. 
Therefore, it is perhaps not surprising that so many Flemish respondents 
mentioned it. The data presented in Table 3 can be used as a first step in a 
process of evaluating and qualifylng journals used by Flemish juridical schol- 
ars. In principle, it could be used to give weights to juridical journals, en- 
abling one to calculate weighted indicators of publication output, taking 
into account the orientation and quality of the journal. A first attempt to 
assign such weights is presented below. 
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Table 3. Journals Used and Nominated Most Frequently by Flemish Scholars. 
Total Subst. % Subst, Flemish Nominations 
lournal Pub. Contr. Contr. Total A B C 
Rechtskundig Wrekblad 456 135 29.6 42 26 12 4 
Fiskoloog: Nieuwsbrief voor 
Fiscalateit U Relast. 275 0 0.0 0 0 0 0 
Tijdsrhnji voor Privaatrerht 122 39 32.0 16 12 2 2 
AlgemeenJuridisch Tijdschnji 91 18 19.8 10 0 7 3 
Revue Historique de Droit 
Francais et Etranger 55 0 0.0 0 0 0 0 
Recente Arrestrn van het 
Hof van Cassatie 51 34 66.7 8 4 2 2 
Balans-Nieurusbn~f 
Accountanq en Fin. Manag. 50 0 0.0 0 0 0 0 
Tijdschnji vow Rechtsdocum. 
& -Informatae 50 0 0.0 1 0 0 1 
Milieurecht Info. 47 5 10.6 0 0 0 0 
Tijdschnji vow Rechtspmsoon e 
n Vmnootschap 39 29 74.4 6 1 3 2 
Total Pub.: Total number of publications. Subst. Contr.: Number of substantial contributions. 
% Subst. Contr.: Percentage of substantial contributions (relative to total number of 
publications), 
Flemish nominations: A “outstanding”;B: “good but not outstanding”; C: “not often 
containing high quality contributions.” 
4.4Ranking ofJournals and WeightingofPublication Output 
A second statement of the Inter-University Committee of Flemish Law 
Faculties concerningjournals relates to journal quality. The Committee did 
not succeed in developing a classification of scholarlyjournals in terms of 
their quality or reputation due to the fact that most Lawjournals show large 
variations in the quality of papers published and some subdisciplines are 
covered by a limited number of national journals only. 
An analysis of the data from the second questionnaire enabled us to 
make at least a first step in the process of evaluating and qualifyingjour-
nals used by Flemish juridical scholars. The overall response rate was about 
33 percent. 
The distribution of the quality ratings perjournal was examined, as well 
as the journals’ national or international visibility. Both aspects were quan- 
tified. The product of these two weights provides a third weight factor, which 
is assumed to indicate ajournal’s quality, as perceived by the respondents’ 
nominations, and its visibility, as reflected in the geographical spread of the 
respondents. 
The A, B, and C scores given by the 144 respondents were combined 
in a simple quality weight for a particularjournal: Quality weight = [ (3 .A) 
+ (2 . B) + (1 .C)] + (A+ B t C ) .The quality weight varies between 1 (only 
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C nominations) and 3 (onlyA nominations). For example, a journal with 
6 A nominations, 2 B nominations, and 1 C nomination was weighted as 
follows: [ (3 .6) t (2  .2) t(l  l)]+ (6 t 2 t 1 )  = 23 +9 = 2.56. Overall, this 
journal was scored slightly closer to A than to B. A detailed overview of the 
method, including a discussion on possible biases in view of the modest 
response rate, is presented in Nederhof, Luwel, & Moed (2001). 
The second weight involved the international visibility ofjournals. Here, 
the nationalities of the respondents nominating ajournal were decisive. For 
instance, journals nominated more than fourteen times by at least two 
Belgian and two Dutch nominators received a weight of 2.0. Thus, four 
nominators can be sufficient for a journal to be weighted-because of its 
international visibility, and, it is assumed, its correspondingly larger poten- 
tial public. A lower weight is assigned to journals nominated by at least one 
Belgian and one Dutch respondent. 
To illustrate the application ofjournal weights, these have been linked 
to the substantive output of Flemish scholars. Table 4 lists ten journals in 
which the Flemish scholars have published the largest number of substan-
tial contributions. The left end of Table 4 contains the number of nomina- 
tions (total and from the three samples), and the number of A, B, and C 
nominations obtained in the questionnaire on quality perceptions. These 
data were used to compute a quality weight (Quality), an (inter) national 
visibility weight (Int. Vis.), and an index combining these two weights 
(Weight). 
Table 4 shows that the twojournals in which Flemish scholars published 
most of their substantial contributions, Rechtskundig Weekblad (Juridical 
Weekly) and Tijdschn.  uoor Priuaatrecht (Journal of Private Law), were also 
the journals that obtained the highest weight. For example, a substantial 
contribution in one of these journals is weighted approximately 3 times as 
high as a single substantial contribution in Tijdschrijl uoor Rechtspersoon en 
Ennootschap (Journal of Corporate Body and Partnership). 
These examples show that the application of journal weights-based 
on quality perceptions of international samples of scholars-to the output 
of Flemish scholars might yield quite differentiating results. A few publica- 
tions in journals with high weights can weight more heavily than many 
publications in journals with lower quality and visibility ratings. Also, simi-
lar output levels can be weighted quite differently, depending upon the 
weights of the journals. In our view, our rankings provide a sound basis for 
a thorough discussion among Flemish juridical scholars on the quality of 
journals in Law. 
4.5 International Orientation 
The main publication language of Flemish publications in Law is Dutch. 
81 percent of all publications were written in Dutch, and 10 percent in 
English. Interestingly, publications published in English were rather uneven- 
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ly distributed among the various subdisciplines. In Information Technolo- 
gy Law and Informatics, Public International Law, Economics of Law, Pri- 
vate International Law, and European Community Law the share of publi- 
cations in English was greater than 25 percent. Subdisciplines with more 
than 200 publications during 1992-1996, and with less than 5 percent of 
publications in English, were: Tax Law, Judicial Law, Contract Law, and 
Administrative Law. 
A high percentage of publications in Dutch is often assumed to reflect 
the national (or regional) character and relevance ofjuridical research. It 
is indeed plausible to assume that the international orientation of a sub- 
discipline is related to the object of research in that subdiscipline. From 
this point of view, it is perhaps not surprising that subdisciplines such as 
International Law, International Private Law, and European Community 
Law show a relatively high percentage of publications written in English. 
In addition, Information Technology Law, Legal Informatics, and Law and 
Economics focus on issues with a growing international interest within the 
framework of globalization. 
In the final report, we maintained that genuine scholarly research, 
regardless of the subdiscipline and the object of research, leads to results 
the relevance and implications of which go beyond a purely national view- 
point or interest. This may be less so for contributions of a more applied 
or practical nature. Therefore, outcomes of genuine scholarly research, 
even those primarily related to national aspects, deserve to be communi- 
cated-in an appropriate form-to scholars in other countries as well. This 
does not imply that all publications should be directed towards an interna- 
tional scholarly public, but rather that at least some publications should go 
beyond a purely national or local viewpoint and should be exposed to crit- 
icisms from a wide international scholarly audience. 
If one is willing to agree with the line of reasoning outlined above, it 
follows that the international orientation or, more specifically, the extent to 
which research findings are communicated across national or cultural bound- 
aries, is a relevant criterion of scholarly performance in all subdisciplines. 
We concluded that the percentage of publications in English can be 
used as an indicator of international orientation, but that two comments 
should be made here. First, possibly other indicators are equally valid or 
even more valid for measuring this aspect of research performance. Per- 
haps the percentage of publications in non-Flemish media is a more appro- 
priate indicator of international orientation. A further discussion on this 
topic with Law scholars could provide more insight. Secondly, we did not 
wish to imply that publications written in English are generally of better 
quality than publications in other languages merely because English was 
used as the publication language, nor did we maintain that all Flemish 
publicationsof good quality were published in English in the past, or should 
be published in English in the future. 
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4.6 Indicators of Research Performance 
Adetailed comparison was made of the results from the second question- 
naire on nominations of Flemish scholars with several bibliometric indica- 
tors based on publications, calculated for those Flemish scholars who replied 
to the first questionnaire. For instance, the number of publications made by 
Flemish scholars receiving three or more nominations was compared with 
the number of publications by scholars nominated once or twice, or with that 
of scholars not nominated at all. Results are presented in Table 5. 
Table 5 illustrates that scholars receiving three or more nominations 
have published a significantly higher number of books, Ph.D. theses, and 
substantial contributions than scholars who were not nominated at all in 
the questionnaire on quality perceptions. Analyzing the total number of 
pages produced, a significant difference was observed between the class of 
scholars without any nominations, on the one hand, and the classes of schol- 
ars with one to two or three to ten, on the other. With respect to the total 
number of publications or the total number of pages, no significant differ- 
ences were found among the three classes of nominations. 
If one considers the number of nominations received as a measure of 
scholarly quality, as perceived by colleagues or peers, our statistical analy- 
sis suggests that the number of books, Ph.D. theses, and substantial contri- 
butions is a more appropriate indicator of research performance than the 
total number of publications. This outcome provides an empirical confir- 
mation of the indicative rank order of types of publications given by the 
Inter-University Committee of Flemish Law Faculties. It also gives grounds 
for the definition of books, Ph.D. theses, and substantial contributions as 
juridical core publications. 
These findings also have implications for statements made by the Re- 
view Committee on Juridical Research, set up by VSNU, in their 1996re-
port “Quality Assessment of Research-Rechtsgeleerdheid (see Section 3).  
Table 5. Statistical Relationship Between Number of Publications and Number 
of Nominations 
Nr. Nr. Total Core Total Core 
Nominations Scholars Pub. Pub. Pages Pages 
3-10 20 9.2 4.4 504 270 
1-2 21 8.7 3.4 400 261 
0 20 5.6 2.3” 321 143** 
*: Significantly different from mean score in class with 3-10 nominations, according to 
Duncan’s multiple range test with alpha = 0.05. **: Significantly different from mean score in 
class with 3-10 and class with 1-2nominations. 
Total Pub.: The total number of publications per year during 1992-1996.Core Pub.: The 
number of single- and multiauthored books, Ph.D. theses, and substantial contributions per 
year. 
Total Pages, Core Pages: The average number of pages per year in all publications and in 
core publications, respectively. 
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This committee stressed the need to distinguish between “genuine” schol- 
arly contributions, on the one hand, and informative publications prima- 
rily aimed at providing social services, on the other. Genuine scholarly 
publications conform to criteria of methodological soundness, thorough- 
ness, and significance. In the view of the Committee, it is the first category 
of publications that distinguishes between juridical scholars-who should 
primarily be evaluated according to their contribution to scholarly 
progress-and practitioners or professional legal experts. 
From this perspective, it was suggested to use the number of core ju- 
ridical publications as defined above-that is, the number of books, Ph.D. 
theses, and substantial contributions-as an indicator for discriminating 
between scholars and practitioners. This can be achieved either by count- 
ing the number of core publications per scholar, or by following a more 
qualitative approach, aimed at visualizing publication profiles of individu- 
al scholars in terms of types of publications. 
5. DISCUSSIONAND CONCLUSIONS 
5.1Practical Conclusions 
If the publication lists obtained in our study constitute a sufficiently rep- 
resentative sample, we conclude that in the field of Law the publication lists 
should be rather carefully screened, analyzed, and verified prior to any 
counting or calculation of performance indicators based on publication 
counts. It should be noted that the members of the expert committee were 
very surprised by the observed large percentage of (semi-) duplicates, and 
they considered this unacceptable. 
Our findings enabled us to propose the following procedure for cal- 
culating bibliometric indicators, at least at the level of aggregates of schol- 
ars, such as departments or faculties: 
1. 	Collect raw data per scholar on publication output in electronic form. 
2. 	 De-duplicate entries using a semi-automatic approach. 
3. 	Identify book publications; look up all books in university library cata- 
logues, checking authors and editions, and selecting only first or total- 
ly revised editions. 
4. 	Identify Ph.D. theses, but avoid double-counting as a book. 
5. 	Identify all publications of which the number of pages exceeds five. 
6. 	Add up the number of items found under points 3,4, and 5, determin-
ing the “raw” number of “core” publications. 
7. 	Calculate a weighted number of core-publications, by weightingjournal 
articles with the journal weights described in Section 4.3, and book 
publications by a factor obtained by dividing the number of pages by 
sixteen, the median page length of a substantial contribution. 
In view of the findings obtained in our study, this approach was qual- 
ified as a good one, both in terms of validity and practical feasibility, which 
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could be applied if no better alternatives were available. In many places in 
the final report, the Inter-University Committee of Flemish Law Faculties 
was invited to comment on our findings. 
a. OJficial comments by the Inter-University Committee of Flemish Law Faculties. In 
May 2000, about ten months after publication of the final report, the Com- 
mittee gave its comments, in an official letter to the VLIR. It should be not- 
ed that the members of this committee are the deans of the Law faculties in- 
volved. Since a deanship lasts normally two or four years, the members who 
issued the comments were not the same as those who prepared the Commit- 
tee’s report on the assessment of performance in juridical research in 1996. 
Although the Committee was unhappy with the fact that the research 
report was written in English, it expressed its approval of the work, and stat- 
ed that many results from it are useful for the development of performance 
evaluation criteria. The Committee’s letter addressed three main points. 
The first related to the statements in our report on international ori- 
entation (see Section 4.4). Although the Committee agrees that the inter- 
national orientation of Flemish juridical research needs to be stimulated, 
it issues a warning that this aspect should not be assessed merely on the basis 
of publication language. It should be noted that this warning was already 
included in the report’s section on comments of members of the expert 
group participating in our study. 
The Committee stated that contributions in English are often not of a 
fundamental nature, but are rather popularizing works-for example, 
aimed at providing an introduction to the Belgian or Flemish Law system 
for a larger, foreign audience. Rewarding publication in English would stim- 
ulate “legal journalism.” Publications in English should only be given a 
higher weight when they are published in journals of which the quality 
guarantees that they go beyond legal journalism. 
A second point concerned rankings ofjournals. Although the Commit- 
tee stated in its 1996 report that it is impossible to rank journals, it is now 
willing to reconsider this. In its view, rankings should be primarily deter- 
mined by expert opinion, and based on criteria such as international ori- 
entation, severity of review procedure, a journal’s circulation, and its cita- 
tion impact. 
The third major point related to the operationalization of the concept 
of substantial contribution. The Committee argued that the page length 
gives a certain indication, but that other criteria should be developed aswell: 
Descriptive-systematic, analytical, comparative, evaluative, innovative, crit- 
ical, or interdisciplinary. 
Finally, the Committee stated that it will continue to work on the de- 
velopment of criteria for measuring research performance in Law, and that 
it would be regrettable if findings from our report would be applied “in a 
premature way” in university research policy. 
b. General methodologtcal discussion. A fundamental assumption is that the 
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concepts of research performance and research quality do have a mean- 
ing in all fields of scholarship, particularly also in the social sciences and 
humanities. As a result, differences in research quality among individual 
scholars or groups of scholars do exist. To the best of our knowledge, none 
of the scholars involved in our study has questioned this assumption. This 
is, in itself, a significant outcome of our study. 
The principal aim of the development and application of bibliometric 
indicators is to stimulate a debate among scholars in the field under inves- 
tigation on the nature of scholarly quality, its principal dimensions, and 
operationalizations. This aim provides a criterion of productivity for the 
process. A development process in which such discussions do not take place 
is to be considered as unproductive and unsuccessful. This would particu- 
larly be the case when developers calculate quantitative indices, which are 
used by evaluators or policy makers for evaluating research and making 
policy decisions above the scholars’ heads. 
A productive process enables scholars to express their views on schol- 
arly quality more explicitly and clearly than in the beginning. In other 
words, a productive process establishes conditions for a more profound 
reflection upon what is most valuable and less valuable in scholarly research. 
Applying this criterion, we are inclined to conclude that our study, and 
particularly the methodology applied, has been successful. 
The relationship between the views and perceptions of scholars and the 
development of bibliometric indicators is rather complex. On the one hand, 
scholars in the field under study should participate in all stages of the de- 
velopmental process. In fact, their views and impressions are indispensable 
for developing valid and useful performance indicators. On the other hand, 
validity and utility cannot be assessed merely on the basis of scholars’ views. 
An indicator is not valid merely because scholars say it is. The developer of 
bibliometric indicators should have independent tools to examine and test 
scholars’ perceptions. In addition, a view of perception is not a static enti- 
ty, but may change during the process, particularly in view of outcomes of 
bibliometric analyses. Utility should be evaluated from the point of view of 
specific policy issues and objectives, which are expressed not only by schol- 
ars but also by policy makers. 
The essential elements of our methodology can be summarized in the 
following points. First, one should collect documents containing statements 
of scholars in the field under study on how assessment of research perfor- 
mance should be conducted, and, of course, on how it should not be con- 
ducted. Reports on research assessments conducted in the past constitute 
the most fruitful basis for such an inventory. The analyst should identify the 
main aspects of research quality involved, issues that were raised, problems 
that remained unsolved, operationalizations that were applied or rejected. 
Secondly, scholars from the field should be involved in all stages of the 
study. They should be stimulated to propose or develop-even prelimi-
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nary-classification systems, and to structure their own research output 
accordingly. Such an effort, though time consuming, is essential for mak- 
ing progress towards standardization of research output. 
Next, bibliometrics should be used as an instrument to create a mir- 
ror. While not a direct reflection, this study is a thorough analysis of how 
scholars in the humanities and social sciences structure their activities and 
their research output. This structure can be examined empirically from the 
point of view of its consistency and the degree of consensus among schol- 
ars. Relevant issues can be raised that are worth considering in more detail 
in followup studies and conclusions from our empirical materials can be 
derived that may illuminate such issues. It is essential to recognize the need 
to develop adequate classijication systems for scholarly activities and research 
output prior to any comparative measurement of scholarly performance. 
Finally, the analyst presents to the scholarly community what he or she 
believes is the “best” approach for structuring and measuring research out- 
put, in the light of the outcomes of the study. Given the constraints imposed 
on any study in terms of time and manpower, he/she should acknowledge 
that not all issues raised during the study can be solved during that study. It 
is essential that he/she exercises a sufficient degree of openness in his/her 
presentation, both towards the scholars and to policy makers. 
It is up to the scholarly community and its committees to discuss and 
evaluate the outcomes of the study. The process summarized above may 
then start again. Thus, an interactive, open process is created for develop- 
ing performance indicators in the social sciences and humanities. 
5.2 Relevance for Bibliometric/ScientometricTheory and for Librarians 
Our paper showed that the development of bibliometric research per- 
formance indicators in general, and in the humanities in particular, is a sys- 
tematic, scientific, and even scholarly activity. It can be denoted as scien- 
tific as it embraces empirical-analytical approaches to the analysis of 
publication practices and quality perceptions of scholars in the field of study. 
The scholarly dimension is the opportunity for scholars to reflect upon their 
publication strategies and to sharpen and make more explicit their quali- 
tative views. 
The classification system of publications in Law explored in this study 
is of interest to librarians, even though it has a preliminary status and needs 
further clarification and operationalization. It should be noted that publi- 
cation cultures in the humanities show specific national characteristics, and 
differ considerably among subfields. Therefore, the extent to which it can 
be validly extended to research outputs in other subfields of the humani- 
ties, or to publication activities in the field of Law in other countries is open 
to further research. 
In our view, the principal relevance of our study to librarians should 
primarily be found in the following. Librarians are not infrequently request- 
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ed to provide assistance in collecting data related to research performance 
assessments, or even to participate as contributor in such assessments. Our 
methodology aims at providing a general framework for such activities, and 
can be used by librarians as a line of action whenever they become involved. 
It should also be noted that librarians are, in principle, well equipped to 
conduct the empirical-analytical tasks outlined in this paper, including 
development and testing of classification systems, analyzing their structur- 
al properties, and collecting data through questionnaires. 
In view of this, librarians could make important contributions to the 
process of structuring research activities, particularly research publications 
in the humanities, by developing classification systems and by assigning 
weights to the various entities reflecting perceived quality or importance 
in the subfield under investigation. As argued above, such a process can only 
be fruitful if the scholars themselves are willing to participate. 
From a general policy point of view, it is in the interest of the human- 
ities that their scholars do actually participate in such processes. It ensures 
the development of adequate methods for indicating research perfor- 
mance, taking into account the proper characteristics of these fields of 
scholarship. This would generally increase research performance in the 
humanities. 
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A Theory of Information Genetics: 
How Four Subforces Generate Information 
and the Implications for Total Quality 
Knowledge Management 
BOR-SHENGTSAI 
ABSTRACT 
THISESSAY PROPOSES A MODEL called information genetics (IG) to elab- 
orate on the origin of information generating. The model builds on a broad 
information generating force that is both cause and effect. Part I of this es- 
say postulates this information generating force as the result of the inter- 
action and intermediation among four subforces: Query, command, state- 
ment, and term-term bond. These subforces are described by a process 
called twisting-bonding/clipping-jointing.The effect of this process is elabo-
rated by: (1)Analyzing the Information Generating Model (IGM);(2) Trans 
figuring the Mobius Strip into the Mobius Twist Model; and (3) Demon-
strating the process of the Clipping-Jointing Model. These three models are 
defined, exemplified, and described in detail. In Part 11,a Fuzzy Common-
ality Model (FCM) is introduced to describe and explain the formation of 
a network curvature and to measure the dynamics of the twisting-bonding/ 
clippingjointing process within any special subject information field. In Part 
111, a software program is developed through the FCM for citation data 
mining, infomapping, and information repackaging-the three key ele- 
ments in total quality knowledge management (TQKM). The conceptual 
and data models are supported by practical examples and statistical data. 
Several information flows are displayed in parallel to show their twisting- 
bonding/clipping-jointing interaction and intermediation relationships. 
This paper discusses the significance and advantages of the information 
genetics models and their approachability and applicability for TQKM in 
infomapping and Web information representation. The meaning of the 
information genetics models is also examined from a global perspective. 
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PARTI: THEORY 	 GENETICSOF INFORMATION 
Introduction 
There is a profound question constantly reappearing in teaching and 
researching in information storage and retrieval. 
“Whatis it that makes the ‘UNIVERSAL’information generating, rep- 
resentation, and transfer happen?” 
This question frequently recurs because any question-answering, problem- 
solving, and memory-recalling process (i.e., the process of incoming and 
outgoing thought itself, not the answer, problem, or memory) seems to be 
an enduring and endless task no matter how well, thoughtful, or diligent 
we conduct our information research activities. 
To analyze this general question, it is necessary to break it into several 
subquestions: 
1. 	What is the hidden dm’vingforce that causes information generating to 
occur? 
2. Why does information generating occur? 
3. 	How does information generating occur? 
4. 	How can the information generating process in a subject field be 
efficiently and effectively monitored and measured? 
5. How can an information generating force be harnessed for serving con- 
structive purposes in any type of information business venture and en- 
deavor? 
The overall goal is to find out what the information generating force 
really is. Is there any hidden driving force that motivates and moves all types 
of information and thought processes and directs subsequent information 
representation and transferring conduct? 
From computerized information processing, online and Internet 
searching, and Web-page design experiences, one has already learned that 
it is mainly a human interaction with a computer system that enables the 
information generating, representation, and transfer to happen. It is the 
computer’s operating systems (i.e., control unit and arithmetic/logic unit) 
and its memory device (i.e., storage unit) in the CPU (central processing 
unit) that allow people to create, store, and retrieve files (see Figure 1). 
Therefore, a human endeavor properly interacting with a computerized 
information retrieval system and using proper communication protocol, 
logic, symbols, and operations, should successfully generate, represent, 
transfer, and flow information smoothly from place to place most of the 
time. Many times, people need a few trials to improve the quality of retrieved 
information and eliminate insufficiency, irrelevancy, inconsistency, uncer- 
tainty, pitfall, and inequity. However, in doing so, they can manage the work 
and get the job done eventually. So why should the above questions be so 
difficult to answer? 
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Tlicy are not  so easy to answer because this “riiiiversal” iiiforniatioii 
generating, 1-epresentation, and ti.ansf‘ri- is not merely related to liiinian or 
computerized infomiation procewing. It includes all forms and types of 
information processing in the “iiniver-se,” both physical and cognitive. This 
“universality” of iniorrriatioii processing, o r  the “phenomenon” involving 
the notion of information, has interested man>‘researchers. An rmtlerlying 
question is: What is “infoririatioi~~”?‘he next section reviews some leading 
definitioiis of “inforrri~ttion.” 
lkfinition of Iri/Onnatiori Ruriisitd 
Jesse S1ier.a (19’70) considel-ediiiforinarion to tie “a unit of thought,” 
an "intellectual entity,” and “the Iiiiiltling block of knowledge.” Rrookes 
(1980) tho~ightof inforination a s  ail  “entity which pervades all huiiiari ac- 
ti\+ty,” and suggested that “navigation maps” be used. Goffman (1970) point- 
ed out that information science needs to establish “a set of fundamental 
principles governing the behavior of all communication processes and their 
associated information systems,” regardless of the information phenorne- 
na that “are found in biological processes, in human existence, or in ma- 
chines creat.ed by human beings” (p.591).This point was supported by Pao 
(1989), who postulated that “information forms the foundation of all hu- 
man existence” (p. 3 ) .Devlin (1991 ) regarded information as “abasic prop- 
erty of the universe, alongside matter a n d  eiiergy (and being ultimately in- 
terconvertible with them)” (p. 2).  He ~ s e da new term, injbn, in parallel with 
electron, proton, nciitron, photon, pic , ,  and considered it as a semantic ob- 
ject, not a syntactic reprcsentation. 
Many information researchers havc also provided usefiil working defi-
nitions of “information.” Shannon &Weaver (1 949j viewed information as 
“a measure of the absence of uncertainty.” Shannon & Weaver’s application 
of entropy measuremen t stimulated chaos theorists to “redefine chaos as 
maximum information” (Hayles, 1989, 11. 305). Conforming to Shannon 
& Weaver’sview on inforniation and entwpy measurement, Goffman & 
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Warren (1980) regarded information as “the amount of information once 
the uncertainty is removed” (p. 22). Hicks & Essinger (1991) valued the 
reduction or closure of “cognitive load,” which they considered as “the 
burden being placed on the brain at any one time,” and “the cause of stress, 
fatigue and making mistakes” (p. 58).Similarly, Breuning (1990) believed 
that “information overload is an inevitable part of our democracy” and 
cautioned that “cognitive pitfall is thus an inevitable part of public choice” 
(p. 219). 
On the other hand, Machlup (1983) considered information as “a pro- 
cess,” and knowledge “a state.” To Soergel (1985), information is simply 
“data useful for decision making.” Harmon viewed information, in terms 
of information measurement, as “energy that regulates other forms of en- 
ergy” (Boyce & Kraft, 1985, p. 153), which can be viewed as a “meta-ener- 
gy” in today’s language. Debons, Horne, & Cronenweth (1988) illustrated 
the nature of information in terms such as commodity, energy, communi- 
cation, facts, data, and knowledge. Kim (1990) supported Rathsworth’s view 
on information, also defining it as a commodity, a process, a state of know- 
ing, and an environment (from the system’s notions). ieleznikar (1990) 
regarded hermeneutics as “the study of informational occurrence or in- 
forming, the interpretation of informing within informational cycles” (p. 
5).Meadow (1992) considered information as “something that (1) is rep-
resented by a set of symbols, (2) has some structure, and (3) can be read and 
to some extent understood by users of information” (p. 1).Tape-Sutcliffe 
(1995) summarized the definition of information as “what the user under- 
stands from the record during the time user and records are in contact” 
(P. 12). 
The above authors basically elaborated upon and interpreted what 
information may be, how it is processed, and how the use of information is 
measured. Although their definitions are helpful in understanding the 
nature of information, they do not address the phenomenon of informa- 
tion generating. 
This author, therefore, suggests a switch from the usual targets on in- 
formation processing, information seeking, and information measurement 
to the phenomenon of infomation generating. This entails study of information 
twisting-bonding/clipp.pping-jointing
particularly at the beginning moment of 
information generating, namely, the early stage of information processing. 
Related Studies 
If this approach is adopted, it becomes apparent that our general re- 
search question has much to do with informational insufficiency, irrelevan- 
cy, inconsistency, uncertainty, pitfall, inequity, and other conduct. The fol- 
lowing authors’ works are most useful elaborations on these issues: (1) 
Shannon &Weaver (1949) on uncertainty and entropy measurement; (2) 
Price (1963, 1965,1971,1976) on scientific communication, invisible col- 
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lege, research front, and cumulative advantage; (3) Goffman (1964a, 
196413, 1972, 1981, 1985; Goffman, Verhoeff, & Belzer, 1961; Goffman & 
Warren, 1980; Warren & Goffman, 1972) on insufficiency, relevance, epi- 
demic processes, information transfer and flow, information selectivity, and 
information ecology; (4) Salton (1970,1975,1985; Salton & Buckley, 1988, 
1990; Salton, Buckley, &Fox, 1983; Salton & McGill, 1983; Salton & Wald-
stein, 1978; Salton, Wu, &Yu, 1981; Salton,Yang, &Yu, 1975; Salton et al., 
1974; Salton et al., 1996; Salton et al., 1997) on automatic text analysis, doc- 
ument processing, and indexing, term-weighting, vector processing, rele- 
vance feedback, query formulations, and text retrieval; (5) Garfield (1972, 
1979, 1998) on citation analysis, citation indexing, policy making, and in- 
formetrics; (6) Saracevic (1975, 1984,1986, 1991,1999; Saracevic & Kan-
tor, 1997) on relevance judgment, information consolidation, indexing 
consistency, and information science; (7) Small (1973,1974, l986,1999a, 
1999b, 1999c; Small & Garfield, 1985; Small & Griffith, 1974) on cocita- 
tion analysis, structure of scientific literature, cross-disciplinary thought 
process, citation mapping, bibliometrics; (8) Belkin (1980, 1984, 1990; 
Belkin & Croft, 1992; Belkin, Marchetti, & Cool, 1993; Belkin, Oddy, & 
Brooks, 1982; Belkin & Robertson, 1976; Belkin et al., 1995; Robertson & 
Belkin, 1978) on information phenomena, anomalous state of knowledge, 
cognitive viewpoint, information filtering, user interface design, and com- 
bined queries; (9) Dervin (1977, 1983, 1989, 1993, 1994; Denin & Nilan, 
1986; Jacobson, 1991) on information needs, information inequities, cog- 
nitive gap, and sense-making; and (10) Kuhlthau (1988a, 198813, 1990, 
l991,1992,1993a, 1993b; Kuhlthau, Turock, Belvin, 1989) on information 
search processes, information seeking behavior, cognitive stages, and cog- 
nitive measurement. 
These studies focused on the recognition of the structures and patterns 
of effective information communication processes. They are inspirational 
for the author’s modeling of a new way to recognize the structures and 
patterns of an information generating process’s early stage. 
ConceptualModel: Information Generating (Q-C-S-T Chain) 
In order to answer and interpret the general research question and the 
five research subquestions listed above, a conceptual model, called Informa-
tion Generating (IGM),with two supporting models, Mobius Strip-TAstand 
Clip-Joint, was developed. To support and explain the conceptual model, a 
data model called Fuzzy Commonality(FCM) was designed. The conceptu- 
al models and the data model describe and explain the origin of informa- 
tion generating and the continuous development and improvement of the 
quality of information processing-an approach toward a total quality knowl- 
edge management (TQKM) .These models are useful in visualizing the cause 
and effect of the information generating force--the force considered respon- 
sible for information generating, representation, and transfer. 
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Iii/orrncition genuutzng OJ n pnmtlrj (onreptun1rnodd. The IGM portulates 
that the infoi niatioiial twi~ting-l~oriding/clipping-jointingphenomenon-
o h w  \ ed during the uni\ci ,a1 infoiiiiation geiier ‘rtirip, r epiewntntioii, arid 
ti,uisfei procrs+-is the rewlt of the 1 t i t n ~ ( 1 / 0 1 7and iiitmnlpdi(Llzon among the 
f o u r  infoi mation generating $ubfoic e\ Query, command, statement, ~ i i d  
term-term bond, denoted <ijQC -ST 0 1  Q-T-S-C chnining ( w e  discuwoii i r i  
Part 11) .Uthongh thew f o i i i  siibloic e<operate iiiwpii‘ihl\, ‘15 i n  ‘1 ring (Fig-
~ i i e2 ) ,query cnii be (onndcred A\ the \tnrtiiig wbforcr., \vhicIi miticite\ the 
irifoimdtron genei nting pro( ess Command c n i i  be \ie\\edns the iristruction- 
al clipper oi t o r  ch for triinrning, editing, highhghtiiig, riio\iiig, 01 execut-
ing operation?that “mhdi\ide,”“melt,”“bond,”or “nicrge”the ohsei~cdob-
jects i n t o  srnallei or Liigei iinrts f o r  further anah\is, 5 ~ n t h e s i 5 ,and/or  
t r  entinent Statement c ‘in be I egnided the instin( tiorin1marker, rneta data, 
foirnnt, f o t i n t i h ,  0 1  fianievoi1\ that I\ ~triictiiiedniid iised to direct, \upport. 
ti ansl‘ite, t i  m4o i  I n .  OI iiie~ijiiie the iiioterneiit 01 the nngle 01 the corri-
i r i~ i id ingsiibfoi cc i n t o  A 11101e urickr ~t,md,iblcm d  rnanagcnhle path Term-
term bond is the coiii~noriglue o i  p‘istc tlint \~oultl  tii,tll\ joint together ~ i r  
t \ \O slll~tll\ltlcdfuzzx ends, jet\, ObJ , \ \ O I t l 5 ,  0 1  rncta dntn 
1ht~sefor i t  \tthf<)t( ~ 4C O O C C ~ U  <ittlic hepiiiiii1ig of the Iiifoiiiintioil g e ~ i -
einting piece\\, ~ i h i c hC A I ~  lw portiaeed graphicall\, ‘i\i n  Fig~iie2 Uoie 
preciseh, tlie intciaction and intei mediation ‘tinoiig thew foui subforce\ 
cooccui nhen n loopholr, distor tion, inequitl, or broken s\rnmetii ni AII 
inmnc tion, iinnge, o i  wund induce4 n \trite o f  iinhnlancr o r  didiniinoii~--
thus producing n 5tate of rirgencx a i d  / o i  iriteiisit\ This urgent iiced or 
disciiniinatirig/ dcrnnnding angle 15 f o i  mrd to  coiner ge (i.c., focus aiid 
merge inwaidl1) o i  dncrge (1.c ,5pi crld ,mdmetcli o n t \ i , r i d l \ )  tlie tension. 
In other words, a loophole, distortion, inequitv, broken symmetiy, or inter-
rupted harmonv cooc c iirs M ith a disc1epancy, difference, discriniination, 
or distance. This coocciirrence remlts in the formation of n discriminant 
Command 
Query 
Figure 2. The Information Generating Model: The QT-S-C/QC-S-T Chain and tllc 
Network Cuivdtrire. 
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angle and the creation of a potential, tension, or urge for a change or re- 
adjustment of the state from imbalance to balance. The original QGS-T 
chain on a two-dimensional coordination plane has thus transformed into 
a three-dimensional spatial network curvature, as shown in Figure 2. 
This potential, tension, or urge (for a state change or readjustment) 
may be considered the original motivating cause of information generat- 
ing. The IGM helps to answer the first two subquestions: (1)  What is the 
hidden driving force that causes an information generating to occur? (2) Why 
does an information generating occur? The third subquestion-How does 
an information generating occur?-can be answered by utilizing the Mobius 
Strip-Twist and the Clipjoint models. 
Mobius Strip-Twist as a supporting conceptual model. The puzzle of the 
Mobius Strip was queried and solved by German mathematician August F. 
Mobius (1790-1868). As stated by R. N. Anshen (1986),the self-convergence 
of the Mobius Strip “symbolizes the structural kinship, the intimate relation- 
ship between subject and object, matter and energy” (p. xxiii). For construct- 
ing a strip, a long rectangular paper is prepared. The paper has two oppo- 
site surfaces/sides and two parallel edges (therefore, one side or edge will 
never meet the other side or edge). One side is marked “0”meaning “not 
coded” and the other side is marked “1”meaning “coded.” The strip can be 
constructed by twisting (command) this long rectangular paper (statement/ 
marker/meta data) one half of a turn and then jointing (term-term bond) 
the two ends of the paper (Figure 3).This simple yet remarkably intelligent 
manipulation forms a single-twisted strip (statement/marker/meta data) of 
a continuous surface with one side and one edge (marked as 0 + 1).The 
subdivisions can be formed by cutting (command) the strip into two equal 
halves (Figure 3, step 1). This results in forming a double-twisted strip hav- 
ing one-half the width but twice the length of the origmal (still marked as 0 
+ 1) (Figure 3, step 2). The second equally cut subdivision of the double- 
twisted strip forms two interconnected, double-twisted strips with one-quar- 
ter of the original width, and their connected lengths are quadruple the 
original length (marked as 0 t 1& 0 + 1) (Figure 3, step 3).  The third cut 
on the two second double-twisted strips reproduces four one-eighth wide, 
double-twisted strips (marked as 0 + 1& 0 + 1& 0 + 1& 0 + 1). Theoretical- 
Figure 3. The Formation of Mobius Twists-Bonds. 
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ly, the loops of self-division can be repeated indefinitely and the informa- 
tion cycle will not end until all possible contacts or cuts are exhaustively 
encountered, resulting in a total chaotic entanglement of the strip. 
This behavior of endless loops of twisting-bonding and subdividing 
helps the observer comprehend the concepts of system development and 
generating processes. A simple mathematical formula can be derived from 
this behavioral pattern: T = 2‘ (or c = log, T),  where T is the number of 
twistsin the strip, and c is the number of cuts taken, beginning from 0 (Table 
1).It is noted that each level of cut may be considered a recreation of a new 
generation. 
Table 1. Number of Twists Corresponding to Level of Cuts. 
Level of’Cuts 0 1 2 3 4 5 . . .  
No. of Twists 1 2 4 8 IS 32 . . .  
Clip-Joint as another supporting conceptual model. The second model, Clip 
Joint, is used to describe a maneuver that is based on a topologcal phenom- 
enon called tmnsjkrence ofcurues (Cobb& Darling, 1983).The steps forjoint- 
ing two paper clips are as follows. Firstly, a paper strip (statement/marker/ 
meta data) and two paper clips (marker/indicator/index) are prepared. The 
paper strip is twisted into an “S”curve (Figure 4) and each paper clip is 
placed on the curved and overlapped section (term-term bond) of the pa- 
per strip as shown in Figure 4, step l.The paper strip is then stretched (com- 
mand) by grasping and pulling its two ends. The two paper clips will be joint- 
ed (term-term bond) together and leave the paper strip gradually (if you 
straighten the paper strip slowly; see Figure 4, step 2),  or they will be sud- 
denly hooked onto (term-term bond) each other and jump off the paper 
strip together instantaneously (if you straighten the paper strip sharply; see 
Figure 4, steps 3 and 4). It is noted that the clipjoint may be considered a 
simulation of cocitation with the paper strip serving as an intermediary. 
Figure 4.Joint of Clips. 
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The Mobius Twist-Bond demonstration shows that the logarithmic 
growth of the number of twists increases extremely rapidly after a certain 
number of cuts (Table 1).The process of subdividing the preceding strip 
into two equal parts allows each to automatically inherit half of the genet- 
ic factors from its immediate predecessor. Figure 3 and Table 1 show the 
topology of the level of cuts and number of twists, based on a principle of 
equal division on each of the reproduced bands at each level, and multi- 
ple subdivisions linked together by the force of self-convergenceof the twist- 
bond. 
The demonstrations of transfiguring the Mobius Strip into the Mobius 
Twist, and jointing two paper clips (indices-analogous to the information 
resource locators or markers) through a paper strip (an intermediary- 
analogous to the searching tools used for finding the information resource 
locators or markers) help to see how the informational twisting-bonding/ 
clipping-jointing occurred. The demonstrations help to see how straight 
lines in a two-dimensional coordination plane are twisted, joined, stretched, 
and subdivided into a three-dimensional network curvature. They also show 
how the transference of curves is formed along the band in-betweenthe two 
twisted and curved areas inside the twist. 
The Mobius Strip-Twist illustration describes the bonding of two en- 
countered parental units, with each providing partial genetic factors, that 
parenthesize or nest (i.e., conceive) a new generation. Normally, after sev- 
eral rounds of rotation cycles, the twists-bonds/clips-jointsbecome so heavi-
ly intertwined that the unit-unit relationship becomes ambiguous and, thus, 
unobservable and incomprehensible. The original face is eventually ignored 
and forgotten and its memory is consequently lost. To recover the original 
information, information specialists (or artificial agents) must be employed 
to recall the missing information lines or links. Thus, information retriev- 
al activities occur. 
The two supporting conceptual models demonstrated both the strips- 
bonding and the clips-jointing processes and illustrated how the informa- 
tional twisting-bonding/clipping-jointingprocess occurs. They help to show 
not only the steps of the informational twisting-bonding/clipping-jointing 
process but also the results of self-convergence, transference of curves, and sub-
division of strips. Both supporting models are therefore useful in answering 
the third subquestion: How does the information generating occur? 
PART11: FUZZYCOMMONALITYDATAMODEL 
The IGM, the Mobius Strip-Twist, and the Clipjoint are useful in ex- 
plaining what an information generating (i.e., integrated twisting-bonding/ 
clipping-jointing) force is, and why and how the force is originated from 
an instructional Q-C-S-T (counter-clockwise, top-down, or forward) and/ 
or Q-T-S-C (clockwise, bottom-up, or backward) chaining process. For fur- 
ther elaboration, the FCM is introduced as a data model. The FCM is used 
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U denotes the number of the union of the two encountered consecutive 
informational sets (i.e., a unified statement of two adjacent sets of popula- 
tions). S, - or S, denotes the two consecutive sets of information within a 
special subject information field (i.e., a collective statement of a set of p o p  
ulation) . Omdenotes the number of the old/forgotten/familiar/outdat-
ed/ignored/outgone informational subset (i.e., the old statement). IN 
denotes the number of the new/fresh/unfamiliar/updated/stimulating/ 
incoming informational subset (i.e., the new statement). €+ denotes the 
number of intersection or conservation of constant/familiarized/remem-
bered/recognized/sustained/retained/recurred informational subset (i.e., 
the term-term bond). dSdenotes the number of difference or change be- 
tween the two consecutive sets of information (i.e., the cognitively direct- 
ed command). Pc denotes the critical probability of two encountered con- 
secutive informational sets and indicates the density and intensity of an 
information network’s curvature. 
The change or the difference (ds)between the two consecutive infor- 
mational sets, resulting from the balance or coordination among IN, Ow 
and the commonality bond & is the critical point at which information 
generating occurs. This common bonding or overlapping point &is the 
intersection or potential commonality of the two adjacent informational 
sets. The reason that the process of information bonding or overlapping is 
fuzzy is because it is continuously and dynamically shifting and changing. 
Further, it tends to chain, stretch, or branch inward or outward, thus turn- 
ing the process into a function of connectivity or a state of multiplicity. The 
process eventually becomes fuzzy and incomprehensible regardless of all 
connections still being bonded and functioning. 
The FCM explains this phenomenon of informational overlapping and 
fuzziness and helps answer the third subquestion: How does the informa- 
tion generating occur? The last two subquestions are: How can an informa- 
tion generating process in a subject information field be efficiently and 
effectively monitored and measured?How can such an information generat- 
ing force be harnessed for serving constructive purposes in any types of in- 
formation business ventures and endeavors? 
In the next two sections, practical examples and statistical data are used 
to answer these two subquestions. The italicized words in the questions are 
the main focus points. 
Examples Re$ecting the Conceptual Models 
The following practical examples were selected to reflect the IGM and 
its supporting models, Mobius StripTwist and Clipjoint. It can be observed 
that all information processing, servicing, and seeking activities are involved 
in performing information twisting-bonding/clipping-jointing and are 
under the influence of the four information generating subforces, name- 
ly, the QT-S-C and/or QC-S-T chaining process. 
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Computing and infomzation pocessing. As the information generating p r e  
cess involves memory recalling and transfer, examining the storage unit of 
a computing system is essential. Generally, there are six components in a 
computing system: Input unit, control unit, operational (arithmetic/log- 
ic) unit, primary memory unit, auxiliary storage unit, and output unit (see 
Figure 1).The input unit is the computer’s sensor or data collector. It serves 
as the gateway of the computer’s querylng process. The control unit con- 
stitutes major functions of a computer. It commands or dispatches instruc- 
tions for the formation of an information curvature. The operational (arith- 
metic/logic) unit includes arithmetic (t,-, .,+, etc.), and logic (AND, OR, 
NOT, >, <, =, etc.) operations for conducting and satisfylng any formula/ 
nest-based querymg (i.e., using parentheses for term-term bonding) activ- 
ities. The primary memory unit is a computer’s active memory space, allow- 
ing humans to build a statement to direct a computer to perform a goal-
oriented, information-seeking operation. The auxiliary storage unit 
provides extra memory space, allowing humans to store or restore a sup-
porting statement needed for supplementing the operation of the prima- 
ry memory unit. The output unit of a computing system represents all types 
of effective outcomes (i.e., network curvature) resulting from the interac- 
tion and intermediation among the above five units. 
During any type of information querying or processing, be it a simple 
word process, a complicated online search, or a sophisticated human-com- 
puter interaction, an operating system is a prerequisite. One may use the 
operating system installed in a personal computer, such as a Disk Operat- 
ing System (DOS),a Windows-based operating system, or a network oper- 
ating system. In any case, to properly retrieve a file, organize a folder, con- 
tact a Web site, or communicate with others via computer, the operator of 
a computer system needs to use computer commands-such as open, logon, 
telnet, ftp, change mode/directory, make/remove directory, copy, move, 
cut, paste, delete, save, print, close, logoff, etc. The operator also needs to 
use computer statements-such as those functions used in the OOP, HTML, 
XML, VRML, etc. These utilities and devices support the processing or 
programming of information. Terms and programming lines are carefully 
selected and organized in logical order and processing sequence so they 
can be meaningful and readable to humans and/or computers. Without a 
proper chaining and interoperation of query, term-term bond, statement, 
and command subforces, an information communication activity (i.e., 
network curvature) cannot be successfully conducted and concluded. 
Library and i n f m a t i o n  services. The three significant functions or depart- 
ments required in all library and information services include: (1)Library 
administration and management as a commanding center handling library 
business, (2) Technical services providing supporting statements to library 
users, and ( 3 )Public services accepting library users’ queries. All three func- 
tions require the use of proper terms in interdepartmental or librarian-user 
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communications. During the information generating processes, these three 
functions may be expanded into four units: (1)Information acquisition and 
filtering unit, (2) Information programming and processing unit, ( 3 )Infor-
mation storage, retrieval, and packaging unit, and (4) Information display- 
ing, publishing, and marketing unit. The information acquisition and filter- 
ing unit acts as a querying unit and an information selector and collector. 
The information programming and processing unit acts as a commanding 
unit and a central controller and coordinator. The information storage, 
retrieval, and packaging unit receives and stores packaged instructions into 
a specially organized depository for future recall or redistribution of the 
information packages to the intended patrons or destinations (with the sup- 
port of programming statements). The information displaying, publishing, 
and marketing unit exhibits and publicizes effective outcomes (i.e., network 
curvature) from a variety of instructional contacts that lead to representa- 
tions of information products or remarketing of information services (term- 
term bonding). In a fast-paced information environment, the four informa- 
tion generating subforces (QC-S-T or Q-T-SC chaining) may need to be 
simultaneously applied and coordinated among the above four units of an 
information organization. In other words, during an information generat- 
ing process, a chain reaction derived from and driven by these four subforces 
will occur and will likely cooccur frequently. 
Daily human infomation seeking, processing, and communication activities. 
People constantly process information on a daily basis. Different kinds of 
questions motivate people to mentally and/or physically move in various 
directions to find the appropriate answers to their information needs. 
During their querying for answers, they need to know how to properly com- 
municate with resources and people. In order to communicate properly, 
one needs to bond different kinds of terms together to make a sensible state- 
ment. Once the decision-making moment has arrived, a command language 
will be delivered. In other words, an information process may begin with a 
query, employing various proper terminologies to derive a statement that 
expresses the needs or requests for using or issuing a proper command 
language that meets the needs or requests. This exercise is called Q-T-SC 
(clockwise, bottom-up, or backward) chaining. It completes the first cycle 
of the information generating, representation, and transfer process. An 
information process may also start from a query and be immediately met 
by a command language that is supported by statements that use various 
appropriate terminologes. This logcal sequence is called QC-S-T (counter- 
clockwise, topdown, or forward) chaining. It is noted that the QT-S-C chain- 
ing may be considered as a liberal/democratic induction process, while the 
Q-C-S-T chaining a dictatorial/autocratic deduction process. 
If the first information process proves unsatisfactory, the second and its 
follow-up query languages are then restated with a set of more suitable ter- 
minologies. A series of executable commands is eventually set in order. The 
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information process can repeat itself as often as needed, and the informa- 
tion seeking will not discontinue its cycle until the question is completely 
answered. On the other hand, it can be observed that, during a human in- 
formation seeking process, some interpersonal communications might in- 
teract with each other in some strong command language and with some 
emotionally charged supporting statements. The way that the terminologies 
are used is critical, because the process could result in a constructive or de- 
structive relation, evidence, or record-and, consequently, a smooth infor- 
mation network curvature, or a broken instructional symmetry. 
PART111: SOFTWARE DATAMINING,FOR CITATION 
INFOMAPPING, AND INFORMATIONREPACKAGING 
Examples Re$ecting the Data Model 
To accomplish the above objectives, the FCM data model was used to 
build an instrument for data analysis in an Excel spreadsheet. The FCM can 
be used to monitor and measure the information generating process in a 
specific subject field. In this section, some statistical data are presented to 
test the FCM formulas. 
Fuzzy Commonality app-oach. It has been demonstrated that the informa- 
tion generating force (i.e., the integrated twisting-bonding/clipping-joint-
ing) may largely be influenced by the term-term bonding subforce (i.e., in- 
formational overlapping). This subforce is likely the one that makes possible 
the transformation of a two-dimensional coordination plane into a three- 
dimensional network curvature (Figure 2).  But how does one monitor and 
measure this network curvature when the surface of the 3-D network is 
constantly shifting? In a nutshell, how does one make observable, visible, 
and countable the originally unobservable, invisible, and uncountable com- 
munication connections and contacting activities? 
The making of the FCM-based statistical instmment. Eight mathematical 
equations in the FCM were programmed. The correlations among the equa- 
tions mutually support and double-check related cells on the spreadsheet. 
The program can incorporate a 2-D or 3-D graphic presentation. The in- 
strument is also programmed to perform linear regression analysis and 
citation data-mining tasks that show the variation of citation relationships 
and the state of continuing stability in a particular subject field (Frappao- 
lo & Capshaw, 1999; Tsai, 1999a, 2000b). Three practical examples are giv- 
en below to support this data model. Using the FCM-based instrument, two 
sets of statistical data were collected and represented. These examples are 
intended to show how information is originally generated and carried over 
through time, and how query, command, statement, and term-term bond 
are functioning individually and chained collectively in traditional online 
searching and citation data mining processes. 
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Data Collection and Analyses and Test Results 
Example 1: Information retrieval through online searching. A search for a 
specific topic and a specific author’s research works was conducted to show 
how an information package can easily be generated according to the IGM’s 
Q-C-S-T (counter-clockwise) and/or QT-S-C (clockwise) chaining process. 
First, a research question comes to a researcher’s mind or to a library’s ref- 
erence desk (query). A question analysis or a reference interview (query) 
is then performed. The research requires a connection to the Dialog’s Web 
site, a Web version of Dialog online searching, at www.dialogclassic.com 
(command, term-term bond). 
The initial search begins with the ERIC database (command) and ex- 
pands and combines different representations of names for an author, for 
example, Henry H. Small (command and statement). After that, the search 
needs to select the expanded sets (statement) and select the topics, for 
example, infommtion architecture, information design, and knowledge manage- 
ment,with proper logical (nesting) operation and vocabulary control (query, 
term-term bond, statement, and command). Finally, the researcher can type 
and display the selected set (command and statement), as well as filter, save, 
and print the search results (command and statement). He/she can rep- 
resent and transfer the relevant search results to a remote request, person- 
al database, or public Web depository (command, statement, and term-term 
bond). The information system may also allow a remote user to access and 
conduct a query on the Web depository (query and term-term bond). 
Example 2: Information retrieval through citation data mining. The terms 
“filtering” and “farming” are the two key words in data warehousing and 
mining, or knowledge discovering processes. Farming is regarded as the 
follow-up of filtering. It engages in raising information crops and/or live- 
stock in the cyberfield. In terms of knowledge farming (Fye, 1998), an in- 
telligent agent (e.g., the FCM) is used as a filtering device to reduce size 
and time burden in extracting useful information from a data warehouse 
(e.g., a citation data collection) for the cultivation of a knowledge farm (e.g., 
expert directory and Web document depository) (Tsai, 2000b). By apply-
ing the previously described eight parameters ( U, S,- S,, dS, OUT IN, &, 
P,) in the FCM statistical instrument, publication statistics were identified, 
packaged, and delivered to a patron who wanted information about a group 
of researchers whose works deal with cardiovascular electrophysiology and 
muscle mechanics. To perform this research, a medical researcher, R. A. 
Brown, is identified and selected as the starting point for a medical study 
on “cardiovascular electrophysiology and muscle mechanics” (query). The 
Science Citation Index is then used to collect annual citation data of R. A. 
Brown from 1990 to 1997 (term-term bond). The eight years of Brown’s 
citation data are respectively consolidated in chronological and alphabet- 
ical order (term-term bond). The annual population of citation numbers 
(S) and the grand total of the population of all citation numbers that ap- 
- - - - 
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peared in the eight-year period (1990-1997) are determined, counted, and 
recorded (statement). The annual citation data from two consecutive years 
are then compared to determine the annual population of recurring cita- 
tion members ( &) (term-term bond). Data sets for Sand &are consequent- 
ly placed into the FCM statistical instrument (term-term bond). According 
to the logic and sequence of the mathematical formulas (i.e., automatic 
commands) of the FCM, the following operations, figures, and graphs are 
automatically and instantly assembled, calculated, discovered, and displayed 
(command, statement, term-term bond, and curvature): (1)Annual pop- 
ulations of the new citation members ( IN)  and the old citation members 
(OUT);(2) Number of change of the citation members’ annual population 
(dS); (3) Number of the citation members’ union population in two con-
secutive years (v); (4) Critical probability (Pc)of two consecutive years, 
which is a simple calculation of “&t GI.”As detailed in Part 11, P, indicates 
the density and intensity of an information network’s curvature. In this case, 
it indicates the strength of common bonding (i.e., the population of re-
curred citation members) in the two-year union population of citation 
members (Tables 2 and 3, and Figures 6 and 7). 
Example3:Miningpersonal dietary information, a knowledge discovery. The 
FCM-based statistical instrument can be used for diet watching (query).An 
actual example from a person’s six-week dietary monitoring (query) program 
for a total of forty-two days (from February 1 to March 14 in a given year) 
demonstrates this. First, the symbols of communication were used to record 
daily food consumption. For example, on February 1,this person’s diet in- 
cludes fifteen items: Apple, banana, barley soup, cabbage, . . ., soybean milk, 
spare ribs, and turnip. The daily record is denoted as: Do201= {Ap, Ba, Bs, 
Ca, Do, Ga, Ip, Ng, Pa, P1, Po, Sh, Sm, Sr, Tu} = 15 items. After the initial 
data recording, the recorder cumulated and integrated the daily records 
of seven days into a weekly record, for example, W, (for Week 1) and W2 
(for Week 2) (see page 538). 
Table 2. Dynamics of R. A. Brown’s Citing Authors (SCI 1990-1997). 
Year A dA IN OUT & U P. 
1990 145 - -
1991 173 28 167 139 6 312 0.0192 
1992 145 -28 135 163 10 308 0.0325 
1993 218 73 192 119 26 337 0.0772 
1994 189 -29 160 189 29 378 0.0767 
1995 185 -4 172 176 13 361 0.0360 
1996 126 -59 97 156 29 282 0.1028 
1997 208 82 179 97 29 305 0.0951 
AVG 174 9 157 148 20 326 0.0628 
Note: A = “the number of the annual population of citing authors.” dA = “the 
number of change of the annual population of citing authors.” 
‘IhbG 3. Dynamics o f  CitcdJournals of R. A. Brown’s Citing Authors 

(SCI 1990-1997). 

k 1 r  J C!l IN OIJT & u pc  
I990 80 - - - - - -
1991 89 9 40 3 1 49 120 0.4083 
1992 85 -4 s4 38 51 123 0.4146 
1 90 7 39 34 51 124 0.411:?l 
1994 97 7 45 :38 52 135 0.3852 
19% 95 -2 41 43 51 138 0.39 13 
1906 92 -3 41 44 51 136 0.3i50 . 1997 91 -1 40 11 51 132 0.3864 
AVG 90 2 10 3 8 51 130 0.J960 
Note :  J = “Thcnumbcr of‘ the xnriir;d population o f  cilctl ,joirrri;ils.” c l j  = “The 
the anrlrral populatioll ol’citct1,journalu.” 
Figwe 6. 3-D Repr-rscritation of Dynamics of K. A. Brown’s Citing ih thors  ( X I  
1990-1 997). 
Figure 7. 3-I) Reprcaciitation of Dynamics o f  (:itcd.Jourridls of K. A. Rrown’\ Citing 
Authors (SCI 1!)90-1997). 
--- 
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11; = {Ap,B'i, Bb, Bc, Btl, B1, B\, ('<I, ( ' g ,  Cht, Uo, Dp, Du, Eg, Fi, F1, Ga, Go, 
(It, Ip, Ng, Up, OT,Pa, Pe, P1, P o ,  Kd, Ri, KI ,  R\,Sh, Se, 511, Si, Sm,Sr, Sw, 
Tii, Tii}= 30 items 
I\;= {lp,Bd, Bi. Rt,  (''I, C h ,  ( 11, C I ,  l)p. Dii, Dt. Lq, Fi, Gl), (h,Gt ,  In, Pe, 
PO,KCI,K ~ ,R\+,stl,ski,sl,sin,5fl,sJ,st$, rll.TUJ= si Itelrls 
The iecoi tlei coiitiriiied t o  coiiiit aiid iec o i t l  tlir number of itrins that 
appe'ii ed i n  ent h ~tceA,f o i  exanple, 11, = 30 itcrn~md 1.t; = 3 1 i t cmS ( s t n t r -
rnent). The rccortlei tlieii conipnres the t ~ oatij,tccixt nceks ( I  e , \ti aiid 
11,) md c h m \  a line t o  coiiiiect encli 1eci11iiiig iteiii (t~zistiiig-boneliii~ol  
teiins) The 111111ibeiof the rcci ir i  iiig itern\, f o i  exdrnple, MI = 2 1 (quan-
t i t \  of \tioilsb o n d s ) , n i i d  thc iiiiiiibei of the uiiioii popiilntion o f  thew tno 
, l o i  example, l T =50, ucre ie\pccti\el\ de t r i i n ind  X set o f  Vcwn 
h g i  mi\ to \hot\ the h i d i n g  I el,itioiiship betJteeii the ht o dpcei i t  neck\, 
for ex'illlple, I t ,  rind \i',(cienotrd as 11,>) ,  c d l l  he didtt11 (Flgllre 8 )  
The iecoidcr theii k i p i t s  the d,it,i sets f o r  5 arid & i n t o  the FCr\ll std-
tistical iiistiiirrieiit (tt>iiii-tei1x1 bond) -I(cording to  the logic aiid \rqrieiice 
o f  the rrintlieiiiatit .i1 f o r  n i i i l ~ s(1 c ,n i l t o n i n t i t  co in inni i t i \ )  o f  thc FCM, the 
follobiiig opei ation\, hgiires, niid grnph\ nre diitoiiidticall) and instantly 
ds\embled, calculated, dircovcred, and di\pl,i\ rd (command, statement, 
teim-term bond, arid ciinatiiie) (Table4) .The 2-D and the 3-U graphs are 
represented behv (Figuie\ 9 and 10).An iiiteipretation of statktical data 
arid graphs (infomintion nrtltork cirir,ttiii t.) ma\ be conducted for the 
inqiur ei if ~ icce s w i  
1)tcr115SlOlI 
1. 	The resultc ojmzmplec, pxaminntzons, and data analjrrs w~repo~zt iueand sup-
portz71e.The practical examples and analyses of the statistical data sup-
ported the conceptual and the data models. 
2. 	 7 h~layt two recraich rzLbquestzon5 iegarding znformalaon monztonng rneau.m-
vnent, arid harness ~ i ~ r eanswered 0) lhepractzcal exarnplpsond stntztlrcnl data. 
Thir suppor ts that the information generating force\, as separate sub-
forces, can be qualitati\ elv monitored arid examined acp-by-step (Hay-
thornthwaite, BoTvker, Jenkins, & Raward, 1999).It also demonstrates 
that a whole integrated force can he quantitatively measured by the 
OUT 6; IN 
,?--
j u=50 
N T ~ = Q D  W2=31 
[., 
Figure 8. Bonding Relations Betwcen Two Consecutive U'eeks. 
Tubb 4. The FCM-based Data Mining. 

Periodic Review of Significant Food (hisumption 

Week S dS & U P - = & + U  IN OUT 
m7,2 40 -9 21 50 0.4200 10 19 
"2.3 31 -5 16 41 0.3902 10 15 
%,4 26 11 19 44 0.4318 18 7 
w4,5 37 -1 1 21 42 0.5000 5 16 
W5.6 26 0 16 36 0.4444 10 10 
TOTAI, 160 -14 93 213 2.1865 53 67 
AVG: 32.00 -2.80 18.60 42.60 0.4373 10.60 13.40 
Note: S = # of significant food items. dS = change of # of significant food items. & = # of 
significant food itenis that coappeared in two consecutive weeks. U = total # ofsignificant food 
items in two consecutive weeks. PC= conditional probability indicating the ratio of  the # of 
coappeared significant food consumphn to the total # of significant food consumption in 
two consecutivc weeks. IN = # o f  incoming original food conaurnption. OUT = # of outgoing 
original food consumption. 
I Periodic Review of Food Consumption 
I Week Igl 
Figure 9. 2-D Graphic Representation of FCM-based Statistical Analysis. 
Periodic Review of Food Consumption 
Figure 10. 3-D GraDhic ReDresentation of FCM-based Statistical Analvsis. 
540 LIBRARY TRENDS/WINTER 2 0 0 2  
FCM-based statistical instrument during the information generating 
processes. 
3. 	 The results of theFCM-based statistical appoach are essential. Eight food items 
(Ap, Eg, Go,Pe, Po, Rd, Ri, Sm) were found to constantly appear in the 
individual’s weekly diet. From the two consecutive record sets on food 
consumption, certain interesting relationships between the INand the 
OUTand between the dSand the Uwere observed and quantified. The 
values of P, (= &+ U) can easily be found and calculated. These values 
can indicate the strength of common interests (bond) or the frequen- 
cy of cooccurrence (repetition) of an individual’s dietary activities. They 
may also indicate the intensity, maturity, or stability level of an individ- 
ual’s interests, boundary, or habits in food intake. 
In a nutshell, this approach enables an individual to identify eight food 
items that are essential to his/her weekly diet. The finding of &allows 
an individual to see the changes in the common food consumption in 
his/her diet. It also allows an individual to monitor the amount of his/ 
her weekly food consumption for a certain period of time and to figure 
out (and, therefore, be able to adjust, if necessary) the ratio of the cen- 
tral tendency (appropriateness or relevancy) of his/her diet for a short 
term and/or in the long run. 
4. 	 The roles and the functions of the (3-T-S-C chaining might be cooccuwent, coex- 
istent, and integrative i n  nature, The information generating subforces may 
be mixed and integrated from time to time. Definitions of the terms, 
distinction, and clarity of situations may not always be readily available 
or observable. Without knowing the underlying motivation, or consid- 
ering the consequences or long-term effects, the resolution is irrespon- 
sible, but may be critical to parties concerned with a temporary and 
convenient shortcut, reaction, or decision for: (a) Responding to a sit- 
uation, (b) Answering a question, or (c) Fixing a problem. Unfortunate- 
ly, this could lead to a gradual and eventual addiction to the fixed situ- 
ation, resulting in a distortion of the factual situation. Thus, it is 
important to learn how to harness an information generating force for 
constructive purposes. 
5. 	The IGM and the FCM exercises lead to aphilosophical observation. The com- 
mand is derived from the frequency of communications and the com- 
monality of interests. This, in turn, leads to the formation of a decision, 
policy, angle, image, etc. Our daily information activities are ruled by a 
series (or chain) of routine commands. If a command is not based on 
well-informed sources, the resulting decision-making processes will likely 
not become constructive. As a result, the curvature of the Q-T-S-C Chain 
may be distorted. A series of rank order would cause the angle to change 
its current degree and the subforces to move their position, resulting 
in the creation of a new cognitive direction, as well as a new working and 
learning environment. This observation strongly corresponds with and 
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supports the fact that the information generating force should, and can, 
be further harnessed for constructive purposes (i.e., molding a smooth 
information network curvature). This could include the development 
of a T Q m  system, and the construction of an experts directory focus- 
ing on a special subject information field, need, or operation. 
Information Genetics Applied to Total Quality Knowledge Management 
The proposed information genetics (IG) theory can be applied to 
knowledge management. To ensure the quality and the continuous im- 
provement of information products and services, the total quality mangage- 
ment concepts and techniques may be added and integrated into the knowl- 
edge management approach (St Clair, 1997; Cronin, 2000; Gregory, 2000). 
This addition and integration is advantageous to the construction and the 
development of TQm systems. The TQJCM approach may include two key 
components: Cognitive coordination and infomapping. Cognitive coordi- 
nation continually gathers expert information on a subject information field 
via citation data collection (White & McCain, 1998; Small, 1999~).  Through 
citation data mining, infomappingcaptures and figures out the overall in- 
terrelationships in research collaborations and scholarly communications 
of a particular subject field during a certain time period (Fayyad, Piatetsky- 
Shapiro, & Smyth, 1996; Smith, 2000; Trybula, 1997). The integration of 
both cognitive coordination and infomapping can provide an overall pic- 
ture of a special subject information field. The particular subject informa- 
tion field may then be identified and selected for content management, for 
example, document depository, information packaging, etc. (Guenther, 
2000; Myburgh, 2000; Tsai, 2000a). 
With IGM as a conceptual model and FCM as a data model, innovations 
can be developed for information retrieval and assembly techniques and 
processes, for example, citation data mining, infomapping, and informa- 
tion repackaging-the three key elements of T Q m  (Schwarzwalder, 1999; 
Chen, Sakaguchi, & Frolick, 2000; Johannsen, 2000). 
Appbing the IGM in Cognitive Coordination and Infomapping 
Cognitive coordination and infomapping can be used to detect learn- 
ing patterns in the teaching and/or learning process. Infomapping also en- 
ables information managers to recognize behavioral patterns in an infor- 
mation communication activity among a group of users, learners, librarians, 
intermediaries, instructors, and computerized information systems. 
The above idea was realized in a newly implemented computer program 
called Distance TGE Tutorial Program (available at http://rand.pratt.edu/ 
-btsai). This program assists students of the School of Information and 
Library Science at Pratt Institute to pass a computer literacy test called the 
Technology Gateway Examination (TGE) . This computer-aided distance 
tutorial program cumulates monthly tutoring experiences of the TGE co- 
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ordinator (the author) at Pratt Institute’s School of Information and Library 
Science from 1997 to date. Taking the cumulative advantages from teach- 
ing and tutoring (i.e., cognitive coordination) experiences, an infomap for 
the construction of the program is readily outlined. The program covers 
operating systems, word processing, and the spreadsheet application for 
working on a personal computer. A step-by-step guide of instructions and 
examples with a correct answer key is provided online. A student can re- 
motely connect to this Web site and prepare for the test at a distant loca- 
tion, at any preferred time, for multiple practice sessions. This step-by-step 
guide takes into consideration learners’ cognitive processes, as determined 
by instructing experiences, tutoring sessions, and a series of observations 
and surveys of students’ learning activities (Tsai, 1999a, 1999b, 1999~).  The 
model used for the Distance TGE Tutorial Program can be applied to the 
development of a training program involving library research skills. It can 
also be applied to the creation of an intranet-based, staff-training module 
or an electronic collection development project on a local area network or 
a Web environment. 
FCM Statistical Instrument Application fwExperts Directory Construction, 
I n f m a t i o n  Research Exhibitions, and Electronic Document Depository 
By applying the FCM, a software program can be developed for cita- 
tion data mining, infomapping, and information repackaging-the three 
key elements of TQKM. Programming in the FCM-based statistical exam- 
ple, using citation data mining, was continued to construct a citation-based 
subject experts directory capable of linking a searcher to a Webassisted doc- 
ument depository (Nicotera, 1999; Tsai, 2000b; Zwies, 2000). Three crite- 
ria are needed in this construction: 
1. Quantity (5‘) The selected authors and journals must contribute a large 
number of publications (statements) to the subject literature during the 
designated observation period. 
2. 	 Continuityor Stability(&) Contributions of selected authors and jour- 
nals must constantly recur (term-term bond) in the subject literature 
from year to year. 
3. 	Changeability (dS) The numbers of selected authors and journal popu- 
lations must change from time to time, allowing dynamic shifts of p o p  
ulation membership to occur, thus maintaining (commanding) the 
advantageous and competitive edge. 
Overall, the theory of continuous quality improvement is the guidepost 
for the construction of this experts directory. Through the use of a filter- 
ing counter devised with a set of threshold values, lists of 99 authors and 
99 journal titles were initially selected from the original 1,204 citing authors 
and 264journal titles related to cardiovascular electrophysiology and mus- 
cle mechanics. By comparing these two primary tiers of author and jour- 
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nal populations with the populations of recurring citation members (&) 
in both authors and,journals, a core population of 36 citing authors and 
31 cited journals was identified. This core is the basis for the creation of 
the subject experts directory (Fi<g;ures 11and 12). 
This subject experts directory may include an author section and a 
journal section (Figure 12).Each section allows a researcher to click on an 
author's name or ajournal's title and review the hyper-linked profile (Fig- 
G, 2 ;3;. TI, &rW tne user m31t sd~~~~ci-a~~~~,y-:~-ptlluiie.dt~uur-:\unirh?aries, 
clicks on the publication line that is linked to that author's Web document 
depository (Figure 14). 
THEMEANINGOF INFORMATION TO THEGENETICS 
INFORMATIONWORLD 
The contribution ofthe I(; theory to the information world is exam- 
ined here from a global perspective. A theoretical research area on paral- 
lel instructional lineages is illustrated as follows. 
Paralle2 InTnstructional1,ineug.e~ 
By observing the instructional lineages across five consecutive, ciimu- 
lative, and cyclical formation periods (namely, preformation, information, 
transformation, uniformation, and conformation/reformation/deforma- 
Derived from 
Ricardo A. Brown's Citation Data* 
* Bibliographic citations collected from the Sckme CiiWonImik. 
Fimre 11.A Web-based Exoerts Directorv. 
-------- I ...... ........................ 

BROnTJ Rk:Ricardn A. Brmm.Ph. D., Assoc. Pmf., Dept. ofPhysiolop-6, \ T a m  State U.. Dei-tnit. Michigan. 

Specialties: Cardiovascular EtecimphysiologyandXIuscle Mechanics. Education: PhD.inPhvsiology and 

Bmphysics,HoWardU., Washhgton,D.C.. 1988; Postdnc., U.of Cincinnati, 1988. NationalInstitute onAging, 

1988 1990.E w e ~ e s :cardiac ekcimphysioloeicale&cis ofalcohol; mspuahn.adapiatinn during s h s s  and 

aging; elec~mechanicaleffectsofalcoholandits metaboliie.acetaldehydp.on cardiac andvascular smooth 

muscle function.Rpsear.chInierests:1 ) s t u d w  the inter~tionbelrvpensociallyabusedsuhsiances( e g  , 

alcohol, nicoime. and cocame) and their active metabolites on the cardio~~ascular
svstem. esp on cardiac 

elechnmechanical function. 2 ) s t u d j ~the ahove interactions under conditions inwhich the he& is a h a h  

romprnmised such as in diabetes mellitus 01 h\pertension. using apprnpriate animalmodels ofthese disease 

pmcesses. 3)s t u d i w  these mterxboou at the cellular level using isolated carhmvoc,.iPs to deiennine the 

u n d e r h k  m e c h m m ( s )  e m p l o l k  mt~acellular calcium mxqing.video-edge detection andnhole cell 

patch clampiw t e c h q u e s  to measup c h w e s  UIini-t;lcellulw calcium tr-answnis. cell shor-tenmg and ionic 

C U I T Y R ~ ~ ,Iwpectiveh. T e a c h  .41~as.car41ovascula1 elecbnphisdogv,  eleri-tncardiography. and cardiac 

muscle mecharucs nIemhershbs Am Phisiol Soc., Rrsearrh Snc, Alcohohsm: Am Heart Asssoc. 

................................................. 

el 

Figiri-r 13. A11 Autl-rot I'roGlc in a Wch-bawd Experts Dircctory. 
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* Key ~ u b l i c ~ t i ~ ~ ~of BROWN RA,1990-97 
* Note “Key publicatmis” refer to l o s e  artlcles pubhshedm earit year duchwere collected by and appeared m 
the SPI Somne Index as source items f x m u t h b  aU ritahanitemsm tIie WI Citanon Indexwere denaed. 
BROWN RA (1 990) 
4LCOhrOL 7(1)3’: 36 
Figurr 14.A Web-bdsed Electronic Documrnl Depository. 
tion), seven information flows can be quickly sketched and displayed in 
parallel to show the vertical and horizontal interrelationships of the four 
twisting-boiiding/clipping~jointirigsubforces that constantly cooccur in 
the invisible form of the Q-T-S-C hain. Information generating, repre- 
sentation, arid transfer can be perceived by comparing the following flows 
(Figure 1.5). 
Figure 15also illustrates that .yomethingis always striving to take control 
and is working back and forth to sort, subdivide, knit, connect, recluster, 
reorganize, cumulate, synthesize, and unite differences into commonalities. 
To go hack to our fundamental research question in this study-“Til’hat is it 
that makes the ‘UNIVERSAL’information generating, representation, and 
transfer happen?”-what is this something, and how does this mysterious 
’A, dLVLLJ$Trbssuw&ri~g n i a y k  ~ 1 ~ ~ 3 r ~ ~ ( ~ ~ ~ ~ . i i ~ ~ o ~ ~ ~ i a r i ~ ~ ~ ~ I’ ’L ~ ,  twistingL-~ ~ ~ 
bonding/clippingjointing force, and can tentatively be named auto (selj~reg-
date) .  As previously illustrated, this so-called “auto” or “self,” a virtual status 
in an appearance of a network curvature, may be derived fi-ornthe four driv- 
ing subforces, query, command, statement, and term-term bond. Figure 2 
shows that their interrelationships may form a Q-T-S-Cor Q-C-S-T Chain.A 
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cognitive approach to a subject information seeking and communication 
activity can be undertaken by: 
1. Focusing on one of the above five information formation periods (i.e., 
preformation, information, transformation, uniformation, and reforma- 
tion/conformation/deformation) ;and 
2. 	 Regrouping the data collected from the study on one of the above sev- 
en parallel instructional lineages into five major categories (i.e., query, 
command, statement, term-term bond, and network curvature). 
The union of the IGM and the FCM demonstrates what is really hap- 
pening. The ever-existing information generator responds to the informa- 
tion gaps formed from the difference, distance, and distinction between two 
points, poles, or posts. It then creates or changes images in our minds, in 
the computer’s memory, or in cyberspace. The potential for a renewing and 
refreshing state may be derived from the urge for a change of structure 
noted by Belkin (1976),or from a difference noted by Dervin (1993).Both 
the change and the difference will continue. It is necessary to maintain 
continuing quality control and improvement, and tojustify possible infor- 
mation distortion, discrimination, and division that could be built in or 
added during the information generating process. It is noteworthy that an 
information creation or change may turn out to be better or worse off than 
its immediate predecessors. 
In this study, an effort has been made to answer the five research sub- 
questions underlying the initial general research question. The answers in 
this paper might yield a better idea about what the mysterious force is now. 
They do not, however, answer another basic question: What kind of infor- 
mation universe are we examining for the “universal” information gener- 
ating process? More research on cognitive information processing is need- 
ed to answer this question. 
CONCLUSION 
In this study, it was posited that the phenomenon of information generat- 
ing basically originates from a slight twisting force. This information gen- 
erating force may be derived from a perturbation caused by a crack of dif- 
ference or discrepancy. The crack occurs when two lines composed of 
determinant points or dominant factors voluntarily or involuntarily meet 
and induce a discriminant angle. A new cycle of struggle for the generat- 
ing, maintenance, recreation, or change of information thus starts. 
A T Q m  system can be developed by applying the IGM and the FCM, 
as demonstrated by several examples. These examples may be used as the 
bases for continuously improving the quality of information products and 
services. Programs such as a Web-based subject experts directory, a Web- 
based distance learning program, an intranet-based, staff-training module, 
548 LIBRARY TRENDS/WINTER 2002 
or an electronic collection development project, can be effectively created 
(Notess, 2000a, 2000b; Roberts, 2000; Rogers, 2000; Tsai, 2000a). 
In sum, quantity (S) ,  continuity or stability (&), and changeability (dS) 
may be theorized as the three fundamental principles and properties for 
any universal information generating (Tsai, 2000b). As shown in this study 
(Figures 6, 7, and 9) ,  these principles and properties are generally in sym- 
metric displaying, with Sbeing an upper boundary indicator (statement), 
dS a lower boundary indicator (command), and 0a middle (in-between) 
stabilizer (term-term bond) of the network curvature. On the other hand, 
the critical probability P, indicates the overall density, intensity, and tenden- 
cy of the network curvature. They are the basic sources and guidelines for 
the establishment of various types of governance for many kinds of activi- 
ties in the information universe (Dobransky & Wierman, 1996). The un- 
derstanding of these basic principles and properties is important, useful, 
and beneficial to all. Library and information professionals are the gener- 
al public’s introducers, providers, and gatekeepers of quality knowledge and 
information services and, as such, they need to understand the meaning 
of information generating from a global perspective. 
ACKNOWLEDGMENTS 
The author would like to express his sincere gratitude to Dr. William 
E. McGrath, Professor, Department of Library and Information Studies, 
State University of New York, Buffalo, for his suggestions on the structure 
of this paper; and to Dr. Anne Woodsworth, Dean of the School of Infor- 
mation and Library Science, Pratt Institute, and Ms. Paula Desko, Catalog 
Database Supervisor, Rockefeller University Library, for their reviews, com- 
ments, and editorial suggestions. 
REFERENCES 
Anshen, R. N. (1986). The Mobius Strip. In R. N. Anshen (Ed.), Noam Chomsky ’s knowledge of 
language: Its nature, origzn, and use (p. xxiii). NewYork: Praeger Publishers. 
Belkin, N. J. (1980). Anomalous state of knowledge for information retrieval. Canadian Jour- 
nal of In fmat ion  Scienre, 5, 133-143. 
Belkin, N.J. (1984). Cognitive models and information transfer. Social Sciencelnformation Studies, 
4,111-130. 
Belkin, N. J. (1990). The cognitive viewpoint in information science. Journal of’lnformation 
Science, Ib ( l ) ,  11-15. 
Belkin, N.J., & Croft, W. B. (1992). Information filtering and information retrieval: Two Sides 
of the same coin? Communications of the ACM, 35(12), 29-38. 
Belkin, N.J.;Marchetti, P. G.;&Cool, C. (1993). BRAQUE: Design of an interface to support 
user interaction in information retrieval. Information Proce.ssing and Management, 29(3) ,  
325-344. 
Belkin, N.J.; Oddy, R. N.; & Brooks, H. M. (1982). ASKfor information retrieval: Part I, back-
ground and theory; Part 11, results of a design study. Journal ofDocumentalion, 38(2), 61- 
71; 38(3),145-164. 
Belkin, N.J., & Robertson, S. E. (1976). Information science and the phenomenon of infor- 
mation.Journal of the American Societyfor Information Science, 27(4), 197-204. 
Belkin, N. J., et  al. (1995). Combining the evidence of multiple query representations for 
information retrieval. Information Processing and Management, 31( 3 ) ,431-448. 
TSAI/THEORY OF INFORMATION GENETICS 549 
Boyce, B. R., & Kraft, D. H. (1985). Principles and theories in information science. Annual 
Reuieu o f l n f m a t i o n  Science and Technology (AHST), 20(6), 153-1 78. 
Breuning, L. (1990). Networking with yourself: How the brain uses information. Part I. Part 
IT. Et Cetera, 47(2), 106-123; 47(3), 219-235. 
Brookes, B. C. (1980). The foundations of information science. Part I, philosophical aspects; 
Part 111, quantitative aspects: Objective maps and subjective landscapes. Journal of Infw-
mation Science, 2(3/4), 125-133, 269-275. 
Chen, L.; Sakaguchi, T.; & Frolick, M. N. (2000). Data mining methods, applications, and tools. 
Information Systems Management, 17( 1), 65-70. 
Cobh, V., & Darling, K. (1983). Bet you can’t: Science impossibilities tofool you. New York Avon 
Books. 
Cronin, B. (2000). Strategic intelligence and networked business. Journal of Znfmation Science, 
26(3), 133-138. 
Dehons, A,;Home, E.; & Cronenweth, S. (1988). Information science: An integrated view. Bos-
ton: G. K. Hall. 
Dervin, B. (1977). Useful theory for lihrarianship: Communication, not information. Drexel 
Library Quarter&, 13(3), 16-32. 
Dervin, B. (1983).A n  overview of s~ase-making research: Concepts, methods and results to date. Seat-
tle: School of Communications, University of Washington. 
Dervin, B. (1989). User as research inventions: How research categories perpetuate inequi- 
ties.Journal of Communication, 39(3) ,216-232. 
Dervin, B. (1993). Verbing communication: Mandate for disciplinary invention. Journal of 
Communication, 43(3),45-54. 
Dervin, 8 .  (1994). Information-democracy: An examination of underlying assumptions.Jour- 
nal of the American Society for Information Science, 45(6) ,369-385. 
Dervin, B., & Nilan, M. (1986). Information needs and uses. Annual Revim ofInfwmation Sci- 
ence and Technology (AHST),  21, 3-33. 
Devlin, K. (1991).Logzc and information. New York Cambridge University Press. 
Dobransky, M. K., & Wierman, M.J. (1996). Genetic algorithms: A search technique applied 
to behavior analysis. International Journal of General Systems, 24( 1-2), 125-1 35. 
Fayyad, U.; Piatetsky-Shapiro, G.; & Smyth, P. (1996). The KDD process for extracting useful 
knowledge from volumes of data. Communications ofthe ACM, 39(11),27-34. 
Frappaolo, C., & Capshaw,S. (1999). Knowledge management software: Capturing the essence 
of know-how and innovation. The Znfmation Management Journal, 33(3),44-48. 
Fye, E. C. (1998). Old MacDonald didn’t have it: Web farming in the info age. Information 
Outlook, 2(12),42-43. 
Garfield, E. (1972). Citation analysis as a tool in journal evaluation. Science, 178(4060), 471- 
479. 
Garfield, E. (1979). Citation indexing-Its theory and application in science, technology, and 
humanities. New York: John Wiley & Sons. 
Garfield, E. (1998). From citation indexes to informetrics: Is the tail now wagging the dog? 
Libri, 48(2 ) ,  67-80. 
Goffman, W. (1964a). Generalization of epidemic theory. Nature, 204,225-228. 
Goffman, W. (196413).On relevance as a measure. Information Storage and Retrieval, 2(3), 201- 
203. 
Goffman, W. (1970). Information science: Discipline or disappearance. ASLIB Proceedings, 
22(12), 589-595. 
Goffman, W. (1972). Mathematical foundations for measuring information transfer andpow. Arling-
ton, VA Air Force Office of Scientific Research. 
Goffman, W. (1981). The ecology of the biomedical literature and information retrieval. In 
K. S.Warren (Ed.), Coping with biomedical literature (pp. 31-45). New York Praeger Pub- 
lishers. 
Goffman, W. (1985).A pragmatic approach to literature selection. In K. S. Warren (Ed.), Se-
lectivity in  information systems: Survival of thejittest (pp. 117-143). New York Praeger P u b  
lishers. 
Goffman, W.; Verhoeff, J.; & Belzer,J. (1961). Insufficiency of the use of boolean functions 
for information retrieval systems. Communications ofthe ACM, 4, 557-558. 
Goffman, W., &Warren, K. S. (1980). Scientific information systems and thepnnciple of selectivity. 
New York Praeger Publishers. 
550 LIBRARY TRENDS/WINTER 2002 
Gregory, V. L. (2000). Knowledge management and building the learning organization. In T. 
K. Srikantaiah & M. E. D. Koenig (Eds.), Knowledge managementfor the i n f m a t i o n  profes-
sional (pp. 161-179). Medford, NJ: Information Today. 
Guenther, K. (2000). Applying data mining principles to library data collection. Computers in 
Libraries, 20(4), 60-63. 
Hayles, N. K (1989). Chaos as orderly disorder: Shifting ground in contemporary literature 
and science. New Litma? Histo?, 20(2), 305-322. 
Haythornthwaite, C.; Bowker G.;Jenkins C.; & Raward W. B. (1999). Mapping the dimensions 
of a dynamic field.,lournal of the American <Sorietyfor In fmat ion  Science, 50(12), 1092-1094. 
Hicks, R., & Essinger, J. (1991). Making computprs more human: Designing for human-computer 
interaction. Oxford: Elsevier Science Publishers. 
Jacobson, T. L. (1991). Sense-making in a database environment. Znfmation Processing and 
Management, 27(6), 647-657. 
Johannsen, C. G. (2000). Total quality management in a knowledge management perspective. 
Journal of Documentation, 56(I ) , 42-54. 
Kim, H. (1990). An essay on semantic shift. In J. M. Pemherton &A. Prentice (Eds.), I n f m a -
tion science: The interdisciplinary context (p. 11 1).New York Neal-Schuman Publishers. 
Kuhlthau, C. C. (1988a). Developing a model of the library search process: Investigation of 
cognitive and affective aspects. Refmence Quartprly, 28(2), 232-242. 
Kuhlthau, C. C. (1988b). Longitudinal case studies of the information search process of us-
ers in libraries. Libra? and Information Science Research, 10(3),257-304. 
Kuhlthau, C. C. (1990). The information search process: From theory to practice. Journal of 
Education for Libray and Information Scirnce, 31(l ) ,  72-75. 
Kuhlthau, C. C. (1991). Inside the search process: Information seeking from the user’s per- 
spective.Journal of thr American Society for Information Science, 42(5), 361-371. 
Kuhlthau, C. C .  (1992). Exploration into stages in the information search process in online 
information retrieval: Communication between users and intermediaries. Proceedings of 
the American Society forZnformation Science Annual Meeting 29,67-71. Medford, NJ: Learned 
Information. 
Kuhlthau, C. C. (1993a). A principle of uncertainty for information seeking. Journal ofDocu- 
mentation, 49(4), 339-355. 
Kuhlthau, C. C. (1993b). Seeking meanzng; A procers approach to library and information services. 
Norwood, NJ: Ablex. 
Kuhlthau, C. C.; Turock, B. J.;& Belvin, R. J. (1989).Facilitatinginfoformationseeking through cog- 
nitive modeling of the search process: A library sludies research repmt. New Brunswick, NJ: School 
of Communication, Information, and Library Studies, Rutgers University. 
Machlup, F. (1983). Semantic quirks in studies of information. In F. Machlup & U. Mansfield 
(Eds.), The study of infmation: Interdisciplinary messages (pp. 641-671). New York John 
Wiley. 
Meadow, C. T. (1992). Text information retrieval system. New York: Academic Press. 
Myburgh, S. (2000). The convergence of information technology and information manage- 
ment. The Information Management Journal, 34(2) ,4-16. 
Nicotera, C. L. (1999). Information access by design: Electronic guidelines for librarians. In-
formation Technology and Libraries, 18(2), 104-109. 
Notess, G. R. (2000a). Online storage opportunities. ECoontent, 2?(6), 62-64. 
Notess, G. R. (2000h). Up and coming search technologies. Online, 24(3), 75-77. 
Pao, M. L. (1989). Concepts of information retrieval. Englewood, CO: Libraries Unlimited. 
Price, D. J. de Solla (1963). Little science, big science. New York Columbia University Press. 
Price, D. J. de Solla (1965). Networks of scientific papers. Science, Z49(3683), 510-515. 
Price, D. J. de Solla (1971). Some remarks on elitism in information and the invisible college 
phenomenon in science.Journal of the American Society fur Znfmation Science, 22(2), 74-
75. 
Price, D. J. de Solla (1976). A general theory of hibliometrics and other cumulative advan- 
tage processes.,Journal of Lhe American Society for Information Science, 27(5), 292-306. 
Roberts, G. (2000). Designing a databasedriven Wehsite, or, the evolution of the InfoIguana. 
Computers in Libraries, 20(9),26-32. 
Robertson, S. E., & Belkin, N. J. (1978). Ranking in principle. Journal ofDocumentation, 3 4 ( 2 ) ,  
93-100. 
TSAI/THEORY OF INFORMATION GENETICS 551 
Rogers, E. (2000). Designing a Web-based desktop that's easy to navigate. Computers in  Librar-
ies 20( 4), 34-40. 
Salton, G. (1970). Automatic text analysis. Science, 168(3929), 335-343. 
Salton, G. (1975).Dynamic information and librarypvcessing. Englewood Cliffs, NJ: Prentice Hall. 
Salton, G. (1985). A note about information science research.Journa1 of the Ama'can Society for 
I n f m a t i o n  Science, 36(4), 268-271. 
Salton, G., & Buckley, C. (1988). Term-weighting approaches in automatic text retrieval. In-
formation Processing and Management, 24(5), 513-523. 
Salton, G., & Buckley, C. (1990). Improving retrieval performance by relevance feedback. 
Journal of the Ama'can Society for Information Science, 41(4), 288-297. 
Salton, G.; Buckley, C.; & Fox, E. A. (1983). Automatic query formulations in information 
retrieval.Journal of the American Society for Information Science, 34(4), 262-280. 
Salton, G., & McGill, M.J. (1983).Introduction to m o h  in fmal ion  retrieval. NewYork McGraw- 
Hill. 
Salton, G., & Waldstein, R. K. (1978). Term relevance weights in on-line information retriev- 
al. Information Pmcessing and Management, 14(1), 29-35. 
Salton, G.; Wu, W. H.;Yu, C. T. (1981). The measurement of term importance in automatic 
indexing.Journal of the American Society for ln fmat ion  Science, 32(3), 175-186. 
Salton, G.;Yang, C. S.; & Yu, C. T. (1975). A theory of term importance in automatic index- 
ing.Journal of the Ama'can Society for Information Science, 26(I) ,  33-34. 
Salton, G., et al. (1974). A vector space modelfor automatic indexing. Ithaca: Department of Com- 
puter Science, Cornell University. 
Salton, G., et al. (1996). Automatic text decomposition and structuring. Information Processing 
&Management, 32(2), 127-138. 
Salton, G., et al. (1997). Automatic text structuring and summarization. InformationPmcessing 
&Management, 33(2),193-207. 
Saracevic,T. (1975). Relevance: A review of and a framework for the thinking on the notion 
in information science. Journal of the Amm'can Society for Information Science, 26(6), 321- 
343. 
Saracevic, T. (1984). Measuring the degree of agreement between searchers. Proceedings of the 
American Society for Information Science, 21, 227-230. 
Saracevic, T. (1986). Processes and problems in information consolidation. Information Pro-
cessing and Management, 22( l ) ,  45-60. 
Saracevic, T. (1991). Individual differences in organizing, searching and retrieving informa- 
tion. Pmceedings of the American Society for Information Science Annual Meeting, 28, 82-86. 
Medford, NJ: Learned Information. 
Saracevic, T. (1999). Information science. Journal of the American Society forlnformation Science, 
50(12), 1051-1063. 
Saracevic, T., & Kantor, P. B. (1997). Studying the value of library and information services. 
Part I: Establishing a theoretical framework. Journal of the American Society for Information 
Science, 48(6), 527-542. 
Schwarzwalder, R. (1999). Librarians as knowledge management agents. Econtent, 22(4) 63- 
65. 
Shannon, C. E., & Weaver, W. (1949). The mathematical theory of communication. Urbana, 1L  
University of Illinois Press. 
Shera,J. H. (1970). Sociolopcal foundations of librarianship. Bombay, India: Asia Publishing 
House. 
Small, H. (1973). Cc-citation in the scientific literature: A new measure of the relationship 
between twodocuments.Journal of the American Society for Information Science, 24(4), 265- 
269. 
Small, H. (1974). Multiple citation patterns in scientific literature: The circle and hill mod- 
els. I n f m a t i o n  Storage and Retrieual, 10(11-12), 393-402. 
Small, H. (1986). The synthesis of specialty narratives from co-citation clusters.Journa1 of the 
American Society for Information Science, 37(3), 97-1 10. 
Small, H. (1999a). A passage through science: Crossing disciplinary boundaries. Library Trends, 
48(I ) ,72-108. 
Small, H. (1999b). ASIS Award of Merit: On the shoulders of giants. Bulletin of the Ama'can 
Society for Information Science, 25(2), 23-25. 
552 LIBRARY TRENDS/WINTER 2002 
Small, H. (19 9 9 ~ ) .Visualizing science by citation mapping. Journal of the Amm'can Society for 
Information Science, 50(9),799-813. 
Small, H., & Garfield, E. (1985).The geography of science: Disciplinary and national map- 
ping. Journal of Informnlzon Sciencr, 11(4),147-159. 
Small, H.,& Griffith, B. C. (1974). The structure of scientific literature. Part I: Identifying and 
graphing specialties. Sciencr Studies, 4( I ) ,  17-40, 
Smith, L. C. (2000).Knowledge discovery, capture and creation. Rulletzn cqthe Amm'can Society 
f i r  Information Science, 26(2),11-12. 
Soergel, D. (1985). Organizing information: Principles of data base and rptriuuul sylslpms. Orlando: 
Academic Press. 
St Clair, G. (1997).Defining quality management in information services. In G. St Clair (Ed.), 
Totalqualzty management in injrrmation s m i c r c  (pp. 45-65). West Sussex: Bowker-Saur. 
Tague-Sutcliffr,J. (1995). Mrasurlng inJormalzon:A n  informationtmices pwspecizve. San Diego: 
Academic Press. 
Trybula, U7.J. (1997). Data mining and knowledge discovery, Annual Kpoieu~of Information Sci-
encr and ?bchnolog), 32, 197-229. 
Tsai,B. (1999a).Assessing a computer competency program focusing on the operational trends 
in program activities and the behavioral patterns in student learning. In Proceedingsofthr 
7''Intmational Confwrnceon Scirntomrlncs and Informrtrics,July5-8, 1999,Colima, Mexi- 
co (pp. 498-512). Colima: Universidad de Colima. 
Tsai, B. (1999b). The study of  aM'eh-based distance tutorial program. In C .  <:. Chen (Ed.), IT 
andglobal diptal l i h m q  i f r u p l q b m m t  (pp.399-410). West Newton, MA: MicroUse Informa- 
tion. 
Tsai, B. (1999~) .Technology gateway examination: Computer competency test at the Pratt- 
SILS.,]ozirnal of Educationfor Library and InJiormation Scirncr, 40(3) ,161-173. 
Tsai, B. (2000a). Infoniapping in information retrieval. In T. K. Srikdntaiah & M. E. D. Koenig 
(Eds.),KnowGdgr managementfor thr infwmationprojtssional (pp.297-31 8 ) .  Medford, NJ: 
Information Today. 
Tsai, B. (2000b). Making a Web-based subject expert directory through citation data mining. 
,Journal of Information, Communicalion and Library Scien,ce, 6(4),1-12. 
Warren, K. S., & Goffman, W. (1972). The ecology of medical literature. Amm'canJournal of 
Medical <Science,262, 267-273. 
White, H. D., & McCain, K. U'. (1998). \'isualizing a discipline: An author cecitation analysis 
of information science, 1972-1995. Journal oJthe American Socirty fir In fmal ion  Science. 
49(4),327-355. 
Zeleznikar, A. P. (1990). Understanding as information 11. Infurmatica, 14(4), 5-30. 
Zwies, R. (2000).Observations on the American Society for Information Science Summit 2000 
Meeting: Defining information architecture. Bullrtiii of the American Societyfor Information 
Scirnce, 26(5),10-12. 
The Institutionalization of Scientific 
Information: A Scientometric Model 
(ISI-S Model) 
PETER VINKLER 
ABSTRACT 
A SCIENTOMETRIC MODEL (ISI-S model) is introduced for describing the 
institutionalization process of scientific information. The central concept of 
ISI-S is that the scientific information published may develop with time 
through permanent evaluation and modification processes toward a cogni- 
tive consensus of distinguished authors of the respective scientific field or 
discipline. ISI-S describes the information and knowledge systems of science 
as a global network of interdependent information and knowledge clusters 
that are dynamically changing by their content and size. ISI-S assumes sets 
of information with short- or long-term impact and information integrated 
into the basic scientific knowledge or common knowledge. The type of the 
information sources (e.g., lecture, journal paper, review, monograph, book, 
textbook, lexicon) and the length of the impact are related to the grade of 
institutionalization. References are considered as proofs of manifested im- 
pact. The relative and absolute development of scientific knowledge seems 
to be slower than the increase of the number of publications. 
MODELSOF THE GROWTHOF SCIENCE 
According to the information model of science suggested by Nalimov 
& Mulchenko (1969)one can assume that scientific research is an organized 
information generating system and that science is a system of organized 
knowledge. Scientific research is fed with information as input for gener- 
ating information as output that is new (original) or restructured knowl- 
edge compared to the input. 
The growth of science is preferably described in the literature by models 
based on the cumulative growth ofpublications. In each model the cumula- 
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tive number of publications in a given year depends on the number of 
publications in the starting year, the rate of growth, and the length of the 
time period elapsed (Gilbert, 1978; Wolfram, Chu, & Lu, 1990). 
The linear model calculates with constant increases during equal time 
periods. Rescher (1978) suggested, for example, a linear growth function 
for the first-rate publications. The exponential model predicts an exponen- 
tial increase of publications without limits to growth (e.g., Price, 1963; 
Egghe, 2000; Gupta & Karisiddappa, 2000).The logistic growth takes into 
account that scientific research is not a closed system and physical, econom- 
ic, intellectual, etc. limitations occur that may bring about an upper limit 
to the growth (e.g., Price, 1963; Egghe & Rao, 1992; Gupta, Praveen, & 
Karisiddappa, 1997). 
The application of cumulative numbers of publications for describing 
the development of science is, however, inappropriate, since the method 
does not take into account the aging of information. The concept, “cumula- 
tive number of papers,” would indicate that all information previously p u b  
lished was relevant (regarding currency or recency) in the year of the study. 
This cannot be valid, considering, for example, the decreasing percentage 
shares of references with years referenced in Science Citation Index or 
Journal Citation Reports (SCI or JCR) for anyjournal. 
Several authors (e.g., Egghe & Rao, 1992; Egghe, 2000) try to describe 
the development of science with the assumption of exponential increase 
of publications and exponential decrease of the relevant information. 
Theoretically, the model may be correct but practically, the synchrony be- 
tween the opposing trends cannot be justified for any period. 
Rescher (1978) tackled the “Rousseau law,” suggesting “that the histor- 
ical situation has been one of a constant progress of science as a cognitive 
disciplinenotwithstanding its exponentialgrowth as a productive enterprise” (p. 
111). 
The calculation of the annual increase and subsequent aging of publi- 
cations may give only an approximation to the growth of scientific knowl- 
edge in different fields of the natural sciences. Science works with great 
redundancy; there are numerous parallel papers, and several results already 
published are republished as original works (Price, 1963; Merton, 1968). 
Menard (1971) investigated the publication development of chemis-
try, geology, and physics. The number of papers in physics increased lin- 
early up to 1914 and then showed an exponential growth. The number of 
publications on chemistry was found to increase exponentially from the 
beginning of this century. Menard found very fast development in some hot 
fields, such as particle physics, where the annual rate was 15 percent in the 
1950s and 60s. Menard distinguished three types of subfields: Stable fields, 
which increase linearly or exponentially at very slow rates; fast, exponen- 
tially growing fields; and cyclic fields, with stable and fast growth periods 
alternating. In support of Menard’s results, Vinkler (2000) found that the 
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mean publication growth (i.e., mean annual number of publications) of 
different scientific fields strongly depends on the time period selected. For exam- 
ple, for Chemical Abstracts, a 6 percent mean annual increase was calcu- 
lated between 1962-1979, and only one percent from 1980-1992, whereas 
4 percent was observed between 1993-1999. Consequently, one may con- 
clude that there is nogeneral law “governing” the publication growth of disciplines 
for longer periods. The (cumulative) increase (or decrease) in the annual 
number of publications depends on several factors within and without sci- 
ence. The time/number of publications functions may be valid only for the 
period studied and have no predictive power. 
Several attempts have been made to describe the development of sci- 
ence with nonscientometric models (Kuhn, 1962; Goffman &Warren, 1980; 
Crane, 1972; Mulkay, Gilbert, & Woolgar, 1975; Mullins, 1973). Gupta & 
Karisiddappa (2000) distinguished four developmental phases where cog- 
nitive content, methodology, type of publications, social structure, and in- 
stitutionalization of the scientific research is characteristically different. 
According to this model, the information in the first phase is published 
primarily in “innovative” documents and reprints, in the second phase in 
papers, in the third phase in specific journals and textbooks, and in the 
fourth phase in journal bibliographies. The main institutional frameworks 
of emerging disciplines are as follows: Informal (nonorganized) stage, small 
symposia, congresses and formal meetings, university departments. 
GROWTHOF THE LITERATURE BY THECHARACTERIZED 
RELATIVE PUBLICATION INDEXGROWTH 
For describing the publication growth of science, one may borrow an 
analogue from physics: The velocity of moving bodies is equal to the length 
of distance covered during a time unit. In scientometrics we may select one 
year as the time unit and the number ofjournal papers as the distance. 
Consequently, the annual number ofjournal papers published in a specific 
field of science may be accepted as Publication Velocity (PV) of the respec- 
tive field (Vinkler, 2000). 
For characterizing the relative growth of the scientific literature during 
a time period, the mean Relative Publication Growth, RPG(t) index has been 
introduced (Vinkler, 2000). The RPG(t) index relates the number ofpublica- 
tions issued in a gzven year to that published during a preceding time pm’od select-
ed (t) . The length of the preceding period (termed as relevance period) 
may preferably refer to two, five, ten, or twenty years. The length of period 
t may be assumed as the maximum age of recent, relevant (RR) papers. RR 
papers are the publications that may contain all the information required for 
generating new information. It may be assumed that papers referenced in sci- 
entific papers at a given time may contain such information. 
The number of publications referenced during a period of seventeen 
to thirty years were followed in Chemical Abstracts (CA),Inspec Section A 
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(I),Psychological Abstracts (PA), Biological Abstracts (BA), Science Cita- 
tion Index (SCI) ,and Mathematical Abstracts (MA).A relevance period of 
two years was applied. The RPG(2) indices were found as follows: CA (1962-
1993),0.53;I (1980-1998), 0.52; BA (1964-1993), 0.53;SCI (1980-1998), 
0.52; PA (1960-1979), 0.56; MA (1952-1990), 0.55 (the time periods stud- 
ied are given in brackets). It may be easily concluded that the RPG(2) val- 
ues refer to an average yearly percentage increase of about 4, 3, 4, 3, 8, and 7 
percent, respectively (Vinkler, 2002). The Pearson's correlation coefficients 
characterizing the annual increase of papers in time were found significant, 
positive, and relatively high (> 0.92) for all cases. In contrast to this, the 
trends of the yearly RF'G(t) values gave controversial patterns. In some cases, 
they were significant but negative; in other cases, they were not significant. 
From the RPG(t) values calculated for the different disciplines the fol- 
lowing conclusions may be drawn: 
The RPG(t) values depend on the length of the relevance period (t) 

selected; greater tvalues result in lower RPG(t) data; 

The greater the annual percentage increase of publications, the small- 

er the ratios between RPG(2) /RPG(5) /RPG( 10); 

RPG(t) values calculated with similar t-data are similar for the different 

disciplines; 

The mean RPG(2,5,10) values are higher than the theoretically calcu- 

lated ones (0.50, 0.20, 0.10, respectively), meaning that there is an in- 

crease in the relevant information production within the time periods 

studied; 

The very low standard deviation values may indicate relatively constant 

RPG(t) values for the time periods studied. 

Latter findings indicate that the increase ofthe recent, releuant body of scientijic 
information is slower than that of the total information. 
For lower aggregation levels, the data referring to RPG(2) and (yearly 
percentage increase) between 1970-1998 were found as follows: Applied 
chemistry and technology, 0.533 (4.22 percent); biochemistry, 0.529 (4.05 
percent); physical and analytical chemistry, 0.520 (2.94 percent); macro- 
molecular chemistry, 0.525 (2.89 percent); organic chemistry, 0.505 (0.46 
percent). For comparison, RPG(t) values were calculated for some fast 
developing topics, such as AIDS research, fullerenes, nanostructures, com- 
posites, antisense nucleotides, etc. The respective RPG(t) values were found 
to be szpniJicantlyhigherthan those for whole disciplines (Vinkler, 2002). 
The findings mentioned are in accordance with the concept recently 
suggested by van Raan (2000) :Science can be regarded as a dynamic inte- 
grative system where the development results from the growth of several 
subsystems with very different publication velocities. 
The models based on the concept of the cumulative or relative publi- 
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cation growth of science, which calculate with the number of papers pub- 
lished yearly, can give a simplified picture only. The aim of the present 
paper, however, is to describe the development of science by a scientomet- 
ric model that integrates the production, evaluation, modification, and 
aging processes of scientific information. 
MAINCATEGORIESAND GENERALFEATURESOF THE 
INSTITUTIONALIZATION INFORMATION,OF SCIENTIFIC A 
SCIENTOMETRICMODEL(ISI-S MODEL) 
According to the central concept of the 1%-S model the scientific in- 
formation disclosed may develop with time through various evaluation and 
modification processes toward a cognitive consensus of distinguished au- 
thors of a scientific field or discipline. The ISI-S model assumes permanent 
production, evaluation, and modification of scientific information. It de- 
scribes the information and knowledge systems of science as a global network 
of interdependent information and knowledge clusters that are dynamically chang- 
ing by their content and size. The content and size of the individual clus- 
ters are regulated by different assessment processes. 
The definitions (below) and the categories (Table 1) of ISI-S suggest- 
ed here should be regarded as approximations. The term “information” 
refers always to natural science information. 
Information in scient$cpublications (e.g., papers, book chapters, confer- 
ence lectures) is: 
Addressed to the respective scientific community; 
Reviewed by peers before publishing and revised by the authors, if nec- 
essary; 
Disclosed by generally accepted norms of scientific publication of the 
respective discipline. 
Scientific publication is a means of announcingpriority (Price, 1963; Garvey, 
1979) and contains (or at least should contain) all the information required 
for understanding and repeating the results published (Vinkler, 1998). 
The ISI-S model postulates five main information sets, which can part- 
ly overlap: Information in publications; information of short-term impact; 
information of long-term impact; basic scientific knowledge; and common 
scientific knowledge. The rank of the information clusters as mentioned 
represents the hierarchical grade of institutionalization (see below) of sci- 
entific information (Table 2 and Figure 1). 
1%-S postulates three main and several additional evaluation process- 
es. The first process refers to public access of the information to be published, 
the second to the relevancy and use of the information published, and the third 
to its general acceptance as part of the basic scientiJic knowledge of a discipline 
(Figure 1). 
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Tubk 2. Institutionalization of Scientific Information: A Scientometric Model (ISI-S MODEL). 
The Main Evaluation Forms of Scientific Information and Proofs of Impact. 
Preferred Source 
Source of Scientific Type of Public Proof of the Citation 
Information Evaluated Evaluators Impact of Impact Proving Impact 
Lecture 
Submitted Peers (relevant Acceptance and 
authors) publication 
Published in fnll- Relevant authors STI Citation Conference 
length (in LTI proceeding, abstract, 
conference journal paper, review, 
proceedings) monograph, book 
Published as abstract Relevant authors STI (Citation) (Abstract, proceeding) 
Journal Paper 
Submitted Peers (relevant Acceptance and 
authors) publication 
Published Relevant authors STI, LTI Citation Journal paper, review, 
Distinguished LTI, BSK Citation monograph, book, 
authors university text book 
Book, Monograph 
Submitted Editors, peers Acceptance and 
(distinguished publication 
authors) 
Published Reviewers STI Recension Journal, journal paper, 
Relevant authors STI, LTI Citation review, monograph, 
Distinguished LTI, BSK Citation book, specialized 
authors lexicon, general 
lexicon, university text 
book 
Information in Relevant authors STI, LTI Citation Journal paper 
Computerized Data 
Banks 
Legend: STI = short term impact. LTI = long term impact. BSK = basic scientific knowledge 
Relevant authors may include distinguished authors as well. 
Scientific infor- 
Scientific infor- mation with long Aged knowledge 
mation with short 
Faulty or redundant 
~ 
Information aged 
Information aged 
Faulty or redundant
Faulty or redundant information 
Relevant information Information with latent 
impact 
Non-relevant (faulty or 
absorption and redundant) 
assessment information 
Information in 

publications disclosed 

L 4 
Information lost 
... . . . . . . . . . . . . . . . . .  

Information in 
: publications submitted 
. . . . . .  ...... Information in 
publications refused 
~~ 
Time 
Legends: 

A: assessment made by relevant and distinguished authors, E: assessment made by didinguished authors, 
P: peer review assessment, M: possible modification 
: flow of information 
Figure 1.Institutionalization of Scienometric Information. A Scienometric Model 
(ISM MODEL). 
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The evaluations described in ISI-S result in a binary digit: Go or stop, 
that is, green light to the information to be published or having been pub- 
lished, or red light, which means rejection, ignorance, or disregard. 
According to ISI-S, the r e h a n t  infomation refers to a part of informa- 
tion published that is found by any of the relevant authors (see below) to 
be relevant for any professional or social reason. Relevant information may 
be absorbed or discarded as faulty or redundant. The information absorbed 
may exert an impact of short or long term. Information that cannot pass the 
reference threshold (Vinkler, 1998) may exert a latent effect on respective 
authors. The information with potential influence may be transferred lat- 
er to information with manifested impact. ISI-S considers references in 
scientific publications as proofs of impact on science or scientific research. 
Over longer periods, the information absorbed may progress into basic 
scientific knowledge. The “relevancy status” of the information in publica- 
tions depends on several factors-for example, time elapsed between pub- 
lication and the possible assessment, quality, topic, type of information. 
Information evaluated by relevant authors (see below) may be proven 
nonrelevant, faulty, controversial, or redundant. Faulty results generally 
receive no or only some citations (Cole & Cole, 1968),whereas controver- 
sial information may obtain many citations, but only within a short period 
of time (e.g., “cold fusion” literature; see Bockris & Hodko, 1990).Through 
reevaluation processes the information types mentioned may later become 
relevant. 
The aging of information is a very complex process (see Alvarez, Esca- 
lona, & Pulgarin, 2000).Aged information refers here to information that is 
completely replaced by new results. Any publication may be partly or com- 
pletely aged after a shorter or longer period. A long-term lack of rejerences to 
publications referenced earlier may serve as proof of agng. 
The scientific information published or to be published may undergo 
modifications, which result in: 
Minor changes, that is, the essence of the publication remains relevant, 
only its form, validity, reliability conditions, etc. are changed; 
Major changes, that is, only the problem tackled or some details (e.g., 
methods, data, arguments, etc.) remain relevant; 
Complete aging, that is, the publication becomes nonrelevant. 
Aging and modiJications runparallel in opposite directions. Each modifi- 
cation of information is connected by reassessment and disclosure of new pub-
lications. The text referencing may reveal the modifications in the original 
(i.e., referenced) information suggested by the author referencing. 
According to ISI-S, the impact of the scientific information published 
may be defined as absorption and application of pieces of knowledge in sci- 
ence in any form. It should be noted that the length of impact strongly 
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depends, for example, on the discipline, type, topic, and quality of informa- 
tion, and the developmental grade of the respective field. 
Information of short-term impact refers here to the body of information 
that influences scientific research of a topic for a short term. Information 
of short-term impact very rapidly undergoes modifications. “Short term” in 
several natural science disciplines may refer to about five to ten years (Vin- 
kler, 1999),during which time a majority of the papers becomes aged com- 
pletely (i.e., not referenced any more). Prejmed sources of information of 
short-term impact are conference lectures and journal papers. Manvested 
proofs of short-term impact information are references, preferably in jour- 
nal papers and conference proceedings (Table 2) .  
Information of long-term impact refers to the body of information pub- 
lished that influences scientific research of a topic, field, or discipline for 
a long term. During this period the original information may undergo 
modifications. The information that has influence for a long period may 
represent an intermediate stage towards the status of basic scientific knowl- 
edge. The long-term impact period may cover ten to twenty years (Alvarez, 
Escalona, & Pulgarin, 2000), strongly depending on disciplines. Preferred 
sources of long-term info1 illation are reviews, monographs, and books. As 
manvested proofs of long-term impact, references preferably in secondary in- 
formation sources (e.g., reviews, monographs, books) can be accepted 
(Table 2).  
Basic scientiJc knowledge contains pieces of information that proved to 
be valid for a relatively very long period. It represents the incorporated, 
institutionalized, generally accepted body of information of a thematic unit 
(e.g., discipline, field, topic) that may have a fundamental influence on 
science and scientific research of the respective discipline, field, or topic 
for a relatively very long period. Basic scientific knowledge represents a part 
of the contemporary knowledge of mankind. Some of this knowledge is 
taught in university courses. Cognitive consensus of distinguished authors of 
broader thematic units is a necessary prerequisite for regarding informa- 
tion as basic knowledge. Preferred channels of basic scientific knowledge are 
secondary information sources, such as reviews, monographs, books, uni- 
versity textbooks, and special lexicons. Manifested proofs for this knowledge 
are references, preferably in the sources mentioned. Publications contain- 
ing the original information accepted as basic knowledge are frequently not 
referred to directly. Referencing to names, initials, etc., or to reviews or 
books, is preferred (Table 2).  
According to ISI-S common scientijic knowledgeis a part of the general and 
special knowledge of mankind originating entirely from basic scientific 
knowledge.€’rejeerred channels of common scientific knowledge information 
are general lexicons, popular science books, and secondary and general 
school books. The aforementioned information sources refer preferably to 
monographs and books. 
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ISI-S assumes a direct relation between the length of the impact of informa- 
tion published and thegrade of institutionalization (see below). The assump- 
tion mentioned involves the acceptance of ranking information by institu-
tionalization grades. 
ISI-S postulates three main categories of evaluatorsas follows: 
Peers deciding on the acceptance or rejection of the publications (or 
lectures) submitted; 
“Relevantauthors” deciding on relevancy and application of the informa- 
tion published by their own individual professional and social viewpoints; 
“Distinguishedauthors,” who decide on relevancy by their individual view- 
points, but take into account worldwide professional (scientific) stan- 
dards and interests of a whole thematic unit. 
The assumed role of distinguished authors does not ignore the Orte- 
ga hypothesis, that is, to produce vast amounts of natural science data and 
to perform a great deal of experiments requires the activity of many re- 
searchers. But, each scientometric distribution (e.g., publication frequen- 
cy or measure of citedness) reveals the Matthew effect of the first type 
(Merton, 1968)-that is, a few scientists publish very frequently and receive 
relatively many citations-and the second type (Vinkler, 1997)-that is, 
publishing in journals with a relatively high Garfield (impact) Factor) is a 
necessary but not sufficient requirement for attaining a Relative Subfield 
Citedness index higher than unity. 
The assessment process of information performed by relevant authors 
refers to the activity of researchers (i.e., “relevant authors”) working in sim- 
ilar fields as that of the publications to be assessed and surveying regularly 
pertinent information disclosed. The main goal of the assessment process 
is to keep abreast of the current literature and to survey previous informa- 
tion in order to obtain recent, relevant knowledge. The relevant authors are 
fellow scientists who potentially absorb, evaluate, and use information pub- 
lished and issue new publications themselves. 
According to ISI-S, distinguished authors are those relevant authors who 
publish not only journal papers, but reviews, monographs, and books as 
well. They are editors or members of editorial boards, and they deliver in- 
vited and plenary lectures at international conferences on fields related to 
those of the publications to be assessed. The main goal of the assessment 
process performed by distinguished authors is to review and evaluate pieces of 
information disclosed that refer to a scientific topic, field, or discipline, and 
to integratethem into the relevant knowledge body. They play a decisive role 
in the evolution of science, converting information into knowledge. 
The influence exerted by distinguished authors on scientific research 
and science must be much greater than that made by relevant authors. It 
may be stated further, that the impact of secondary information sources 
(e.g., reviews, monographs, and books) on the development of science is 
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significantly greater, on an average, than that ofjournal papers (see, e.g., 
the difference in the average numbers of citations obtained per item). 
REFERENCINGAS THE MAINEVALUATION TOWARDPROCESS 
THE INCORPORATION OFAND INSTITUTIONALIZATION 
SCIENTIFICINFORMATION 
Considering the frequency and strength of scientific authors’ motiva- 
tions toward referencing, a model, the Reference Threshold Model (RTM),was 
established (Vinkler, 1998). Based on empirical data, it has been conclud- 
ed that about 60-70 percent of total publications that might have exerted 
any impact (to any extent) on the publishing author, will be given in the ref- 
erence list. It was found that the majority of references in scientific journal 
papers acknowledged the application of information in publications referred 
to. The motives for referencing may be divided into pofessional (i.e., scien- 
tific) and connectional (i.e., social) motivations. Connectional relevancy may 
refer, for example, to personal relations that may motivate the referencing 
attitude. Mean Normalized Reference Threshold values were found to be 
about three times as high for references made for connectional reasons as those 
made for professional goals. Therefore, it may be concluded that the refer- 
encing process is governed primarily by professional (i.e., scientific, infor- 
mation) factors, whereas nonprofessional reasons play a relatively negligi- 
ble role. The main goal of referencing is to provide readers with appropriate 
information and to document borderlines between the results obtained by the 
researchers referenced and those of the authors referencing. 
According to the central concept of ISI-S, evaluation of the informa- 
tion disclosed is performed by researchers working on the same field world- 
wide. The references in scientific publications may be regarded as mani- 
fested proofs of the impact of information. Atkinson (1984) suggests that 
the reference represents “the smallest meaningful unit of bibliography”(p. 109). 
Consequently, between the documents referencing and referenced, a cog-
nitive coupling exists that is manifested by the bibliographic unit termed as 
reference. 
REFERENCES,EVALUATIONS,AND INSTITUTIONALIZATION 
According to ISI-S, publications not cited during longer time periods 
may be regarded asaged, nonrelevant, or of latent impact. Pendlebury (qtd. 
in Hamilton, 1991) found that the ratio of papers not referenced in a five- 
year period after publication strongly depends on discipline, and it rang- 
es, for example, in chemistry, from 18.6 percent (in organic chemistry) to 
78.0 percent (in applied chemistry). Bourke & Butler (1996) reported that 
15.0 percent of the papers published in natural science journals in 1976- 
1980 were not cited at all between 1980-1988 and only 14.1 percent received 
more than twenty-five citations. The ratios mentioned (and not mentioned 
here) indicate that scientific research works with great redundancy and 
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produces a great number of publications with no or very low impact. Con- 
sequently, we must build blocks into ISI-S containing information with latent 
impact and nonrehant and aged information at each stage of the process 
toward incorporation (Figure 1). 
As is well known, reviews, monographs, and books contain more 
references than journal papers. The average citedness of these items ex- 
ceeds that of papers. Bourke & Butler (1996) reported average data as fol- 
lows: 64.3 (citations per book) and 13.7 (citations per paper). 
A survey of journal papers of twenty eminent Hungarian chemists 
showed that papers cited by both journalpapers and books obtained, on an aver- 
age, 3.55 times more citations than those cited exclusively by journal pa- 
pers. This example also points to the importance of books in the institu- 
tionalization process of information (see Table 1). 
Most of the references in journal papers in natural sciences (Earle & 
Vickery, 1969: 82.0 percent; Singh & Arunachalam, 1991: 90.8 percent; 
Bourke & Butler, 1996: 62.9 percent) were found to refer to journalpapers. 
1,756 references (from Barton 8c Ollis, 1979; Sykes, 1994; and Brown 
8c Grushka, 1998) were selected randomly. The ratios of references refer- 
ring tojournal papers, reviews, books, and reports or data banks were found: 
90.47; 2.73; 6.39; and 0.41 percent, respectively. 
From Riimpps Chemie-Lexikon (1981) 606 references were selected ran- 
domly, of which 89.4 percent refer to books or monographs and only 10.6 
percent to journal papers. 
From the Dictionary of the History of Science (1981) 176 references were 
selected randomly and classified as journal papers and books. The former 
class represents only 7.95 percent, whilst the latter 92.05 percent. 
Several university textbooks were reviewed. Most of the books contain 
no direct references to the respective publications but do give the “Relevant 
Literature” under which different numbers of references are listed. In the 
textbook Organic Chemistry (K. Lempert, Budapest, Miiszaki Konyvkiad6, 
1976, in Hungarian), for example, 268 references are given, 34.3 percent 
of which refers to books and monographs and 65.7 percent to journal pa- 
pers. 
The above findings (and others not given here) indicate that the insti-
tutionalization process of information proceeds from journal papers through 
reviews, monographs, and books to professional and general lexicons. The 
rank of the publications mentioned is consistent with the lifetime of infor- 
mation. 
Merton (1968, p. 462) writes on the “institutionalization of evaluative 
judgements”inscience. In his view, evaluation systems play a very important 
role in any field of the society; for example, critics in art, supervisors in 
industry, coaches in sports, etc. The refmee systemofscientificjournals involves 
the systematic use of judges to assess the acceptability of manuscripts sub- 
mitted for publication. Gamey (1979) characterizes the role of the peer 
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review system as a formal assessment system that critically examines the pa- 
pers against the standard set by the current state of knowledge in a disci- 
pline. Garvey (1979) writes about the process of institutionalization of sci- 
entific information in publications as follows: “Between the time an article 
is published and the time it is cited in another article a great deal of digest- 
ing, interpreting, and evaluating of its content takes place which serves to 
integrate the ‘new’ information in that article into the existing body of sci- 
entific information. This is all part of the continuous filtering and integrat- 
ing which synthesizes scientific information into knowledge” (p. 93).Garvey 
& Griffith (19’71)stress the importance of the evaluative steps in citing and 
reviewing published research and the synthesis in reviews and books as es- 
tablishing the knowledge base of disciplines. 
INFORMATIONPROCESSESIN THE 1%-S MODEL 
TOWARDINCORPORATION 
The processes in ISI-S toward institutionalization are summarized in Fig- 
ure 1.The goal of scientific research is to generate scientific information 
that might develop into knowledge. Publication is an essential and inevita- 
ble part of scientific research; therefore, only information published or to 
be published is tackled by the ISI-S. The evaluation processes of possible 
(future) publications begin with submitting for publication. The publica- 
tions submitted may be refused or accepted by some (limited number OD 
peers or reviewers and editor (s).The procedure isformal and organized and 
takes a relatively short time. The names of the reviewers are generally not 
disclosed. One of the most important features of the peer assessment sys- 
tem ofjournals is that, after reviewing the papers submitted, the respective 
authors may have the opportunity to survey their paper once again and 
make corrections, taking into account the suggestions made by the peers. 
If a publication is refused (several times by differentjournals), most of its 
information will be lost or significantly modified (see Figure 1).The infor- 
mation in publications accepted is given an opportunity to exert impact. 
The second main evaluation process proceeds through researchers (both 
relevant and distinguished authors) working on similar fields as the pub- 
lishing authors. These experts may form an invisible college. According to 
the calculation of the present author, each paper on a standard scientific 
topic of average size may arouse interest in about 50-200 readers (poten- 
tially citers), on an average. Referencing (i.e., citation) represents an unofJi-
cial, nonorganized informal (i.e., private) assessment process made by a non- 
limited number of evaluators during nonlimited time periods as a result of 
which the respective paper figures in or is omitted from reference lists. 
The information published may be absorbed by the research environ- 
ment and can be assessed as releuantor nonrekvant (see Figure 1).Relevant 
information, may or may not exert impact. The impact exerted may be 
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manijiested or latent (Table 1). The manifested impact may be of short t m ,  
long t m ,  or very long term (basic scientific knowledge) (Figure 1). 
The ISI-S model assumes constant dynamic assessment processes; that is, 
nonrelmant information may become relevant and that of latent impact may 
be transformed to information of manifested influence at any time through 
reassessingprocesses. The manifestation of the reassessment is proven, accord- 
ing to ISI-S, by making references in nezu publications. Constant dynamic assess- 
ment processes also refer to information once found to be relevant. In the 
course of time, aging of information takes place, which may bring about 
modifications or complete neglect. The reactivationof information ( non-
relevant, relevant, or no impact), however, may rarely occur. 
The sources and authors of the referencing documents are clearly distin- 
guished by ISI-S. References made by distinguished authors writing reviews, 
books, or monographs, not onlyjournal papers, are regarded as proofs for 
long-term and significant influence. &eater numbers of references and longer 
t m s  of inJuence may be accepted as proo$ for higher grades of institutionalization 
(i.e., incorporation). 
The third main evaluation process, performed preferably (or exclusively) 
by distinguished authors, implies information of long-term impact (see 
Figure 1).The information passed through the filter of distinguished au- 
thors may become part Ofthe basic scientijic knowledge ofa thematic unit. 
According to ISI-S, the highest degree of the institutionalization pro- 
cess is represented by the transfer from basic into common scientijic knowl- 
edge. One may assume basic scientific knowledge to be the origin of infor- 
mation arriving at this level, exclusively. 
CONCLUDINGREMARKS 
The scientific information institutionalized is controlled and verified 
several times and is generally accepted. It exerts influence over relatively 
very long terms. The changes of whole paradigms (Kuhn, 1962) or essen- 
tial modifications of the scientific knowledge of a field or discipline may 
bring about changes in the respective part of the common scientific knowl- 
edge. The amount and type of knowledge in the set of basic scientific knowl- 
edge to be introduced in the set of common knowledge may depend on 
the developmental stage of both knowledge sets and the requirements, pos- 
sibilities, and goals of the society in the given time period. 
Figure 1and Table 2 may give only an approximate picture of the func- 
tioning of the complex organism of the information and knowledge systems 
of science and scientific research governed by the different evaluation pro- 
cesses. The results obtained by the ISI-S model described here strongly 
supports Gamey’s (1979) view: “The contrast between the rapid growth of 
science (in terms of manpower and quantity of information) and the slow 
processing of scientific information into scientific knowledge becomes 
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apparent” (p. 20).According to ISI-S, both the relative and absolute devel- 
opment of science seems to be slower than that indicated by the increase 
of the number of publications. 
The results obtained by the ISI-S model many contribute to a better 
understanding of the information processes in science. ISI-S may also con- 
tribute to substantiate decisions on subscribing to journals by a library tak- 
ing into account the Garfield (impact) Factor data of the journals. It may 
serve as proofs to understanding the importance of references-citations in 
assessing research results and converting information into knowledge. 
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