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Abstract: We recall the structure of the indecomposable sl(2) modules in the Bernstein-Gelfand-Gelfand
category O. We show that all these modules can arise as quantized phase spaces of physical models. In
particular, we demonstrate in a path integral discretization how a redefined action of the sl(2) algebra over
the complex numbers can glue finite dimensional and infinite dimensional highest weight representations into
indecomposable wholes. Furthermore, we discuss how projective cover representations arise in the tensor
product of finite dimensional and Verma modules and give explicit tensor product decomposition rules. The
tensor product spaces can be realized in terms of product path integrals. Finally, we discuss relations of our
results to brane quantization and cohomological calculations in string theory.
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1 Motivations
The study of quantum physics mostly takes place in the arena of unitary Hamiltonian time evolution in a
Hilbert space of physical states with positive norm. In many contexts though it turns out to be useful to
temporarily extend the arena of analysis to non-unitary systems. This is true for example for open systems or
for the extension of unitary field theory Lagrangians to complexified coupling constants. It is also frequently
useful to render the action of a symmetry manifestly covariant, and this can also lead to the introduction
of null or negative norm states. The latter possibility arises in the study of physical systems with a gauge
symmetry, which includes many of the basic theories of nature. Thus we may wish to temporarily study
non-unitary state spaces for physical systems.
In this paper, we study state spaces for systems with sl(2) symmetry, where sl(2) denotes the three-
dimensional Lie algebra over the complex numbers. The state spaces will not necessarily allow for an
invariant positive norm. Our goal is to generalize the construction of a classical geometrical system whose
path integral quantization gives rise to spin [1, 2, 3]. The geometrical picture of finite dimensional sl(2)
representations was inherited from the mathematical literature on the quantization of coadjoint orbits of Lie
groups [4, 5, 6, 7]. It applies to representations that arise in the space of quadratically integrable functions
on the group. We broaden the path integral treatment to include more general representations of sl(2). The
generalization can be viewed as part of a program to render algebra geometric.
We will concentrate on sl(2) modules with a finite number of highest weight states2. More precisely, we
will concentrate on the Bernstein-Gelfand-Gelfand category O of sl(2) modules. These are modules that
are finitely generated, that can be decomposed into weight spaces, and that are locally finite with respect
to the action of raising operators (see e.g. [8]). These modules are classified. There are examples amongst
these modules that appear in various physical contexts. These include the analytic continuation of SL(2,C)
modules to SL(2,R) modules (e.g. in analytically continuing spaces of states on euclidean AdS3 to Lorentzian
AdS3 [9][10]), and open string representation spaces in the topological A-model on the complexified sphere
[11].
We were motivated for this study by the fact that if one considers representations of the conformal
group with lowest weight, and a set of supersymmetry generators acting on those representations, one will
generate representations of the type that we analyze. Equivalently, they arise from the action of fermionic
generators on representations of an AdSd isometry group. We provide an opportunity for understanding
the appearance of projective modules and a non-diagonalizable action of Casimirs in these contexts, using
elementary physical models. These algebraic phenomena are key in determining the space of physical states
in Berkovits models of superstrings on AdSd backgrounds with Ramond-Ramond flux [12][13][14].
2 Representations
In this section we review the Bernstein-Gelfand-Gelfand (BGG) category O of sl(2) modules. We refer the
reader to the book [8] for a detailed and pedagogical exposition.
2.1 The BGG category O
The sl(2) algebra is generated by the three generators x, y, h that satisfy the commutation relations:
[x, y] = h [h, x] = 2x [h, y] = −2y. (2.1)
We will concentrate on the modules of this algebra that can be generated from a finite set of vectors.
Moreover, the modules can be decomposed into modules of given weight with respect to a Cartan subalgebra,
and each vector only generates a finite dimensional subspace when we act on it with raising operators only.
The indecomposable modules inside this category of sl(2) modules have been classified (see e.g. [8]). All
other modules are direct sums of these. We review the indecomposable modules next.
2We take the mathematics convention here. In physics, we more often discuss representations with a finite number of lowest
weight states.
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2.2 The indecomposable modules
For any highest weight λ ∈ C, we have a Verma module M(λ) which is generated by the free action of the
lowering operators. It contains weights λ, λ − 2, λ − 4, . . . . When λ is a positive integer, we have that the
module M(λ) has a finite dimensional simple module L(λ) of dimension λ + 1 as a quotient. In that case,
we have the short exact sequence 0→M(−λ− 2)→M(λ)→ L(λ)→ 0.
The category O also contains the modules M∨(λ) dual to the Verma modules. The duality operation is
such that it acts within the BGG category O. The action of the sl(2) generators on the vector space dual
to the original one is given by: (h · f)(v) = f(h · v), (x · f)(v) = f(y · v) and (y · f)(v) = f(x · v) where the
vector v is in the original vector space and f is a map in the dual. The modules M∨(λ) have the property
that one can go from any state to the highest weight state by ascent. This is dual to the property that in a
Verma module M(λ), we can reach any state from the highest weight state by descent. When λ is a positive
integer, we have the short exact sequence 0→ L(λ)→M∨(λ)→M(−λ− 2)→ 0.
Finally, there are non-trivial projective modules P (−λ − 2) for λ a positive integer. These modules
are indecomposable, have a submodule M(λ) and they fit into the short exact sequence 0 → M(λ) →
P (−λ− 2) → M(−λ− 2) → 0. In fact, they also fit into the dual short exact sequence 0 → M(−λ− 2) →
P (−λ − 2) → M∨(λ) → 0. They are the largest indecomposable modules that cover the Verma module
M(−λ− 2) (when λ is a positive integer).
For the reader not familiar with these representations or their description in terms of short exact se-
quences, it may prove useful to study the modules in detail, using the explicit formulas given in appendix
A. For more on the construction of the BGG category, on simple, Verma and projective modules, we must
refer to [8] and references therein.
3 Quantizations
In this section, we wish to realize the representations of section 2 in terms of phase spaces of models with a
path integral formulation. For each of the representations, we will specify the phase space, and the expression
of the generators of sl(2) in the path integral formalism, such that the quantum phase space becomes the
desired representation space. We hereby generalize the path integral quantization of spin [1][2][3].
3.1 The finite dimensional representations
We first review the finite dimensional representations of sl(2), and their realization in a physical system.
3.1.1 Orbit quantization
The finite dimensional representations L(λ) are unitary representations of the real form su(2) of the algebra
sl(2). They arise as Hilbert spaces from the geometric quantization of the orbits of the su(2) Lie algebra
[4, 5, 6, 7]. A path integral quantization of these orbits is known [1][2][3], and gives us the desired phase
space quantization. For future generalization, it is useful to review this construction and to add a few details
to the literature.
The (co-adjoint) orbits of the Lie algebra su(2) are two-spheres (as in figure 1). They come equipped with
a symplectic form Ω = (j + 12 ) sin θdθ ∧ dφ (where θ ∈ [0, pi] and φ ∈ [0, 2pi]). The total phase space volume
is 2pi(2j + 1), which gives rise to a state space of dimension λ+ 1 = 2j + 1. The phase space is generated by
conjugation by group elements from a (dual) Lie algebra vector of length j + 12 . The action of the group on
the space is transitive, and thus gives rise to an irreducible representation. One considers a particle living
on phase space with an action given by S = (j + 12 )
∫
dτ cos θφ˙. The Lagrangian is locally the integral of
the symplectic form. A physical model for this action is an electron bound to a sphere and only interacting
electromagnetically with a magnetic monopole located at the center of the sphere in a three-dimensional
space. The prefactor is determined by the product of the chosen electric and magnetic charges, which is
quantized. The shift in the spin is due to the metaplectic correction, or the improved Bohr-Sommerfeld
quantization condition. One way to intuitively understand it is to note that the trivial representation needs
a single allowed Bohr-Sommerfeld orbit, embedded in a sphere of total area 2pi. We have the conserved
4
Figure 1: The states in the Hilbert space correspond to Bohr-Sommerfeld orbits at fixed angle.
charges3:
J3 = (j +
1
2
) cos θ
J+ = (j +
1
2
) sin θeiφ
J− = (j +
1
2
) sin θe−iφ. (3.1)
They Poisson commute into a su(2) algebra. We can reparameterize the charges using the variable η = cos θ
(where η ∈ [− 1, 1]):
J3 = (j +
1
2
)η
J+ = (j +
1
2
)
√
1− η2eiφ
J− = (j +
1
2
)
√
1− η2e−iφ. (3.2)
The fundamental Poisson bracket reads {η, φ} = (j + 1/2)−1.
3.1.2 The path integral
To better understand the path integral quantization procedure for the representations at hand, it will be
useful to first perform a few explicit calculations with the discretized path integral for the finite dimensional
representations. See e.g. [1][2]. We first discuss the calculation of the expectation value of the angular
momentum and then that of the raising operator.
The angular momentum
In the quantum theory, it will be useful to add a total derivative term to the Lagrangian:
S = (j +
1
2
)
∫
dτηφ˙+ γ
∫
dτφ˙. (3.3)
We use the variables which are the angle φ and the height parameter η = cos θ. The discretized path integral
with insertion of the operator J3 at a discrete point in time labelled by tl is then given by:
Z(J3(tl)) = lim
N→∞
1
(2pi)N
∏∫ +1
−1
dηk=1,...,N
∫ 2pi
0
dφk=1,...,N−1
ei
∑N
k=1(j+
1
2 )ηk(φk−φk−1)+iγ(φk−φk−1)(j +
1
2
)ηl. (3.4)
3The link with the mathematics notation is: h = 2J3, x = J+, y = J−.
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We integrate over all discrete momenta ηk, and over the intermediate positions φk, while specifying boundary
conditions φ0 and φN on the path integral. We use the Haar measure. These finite dimensional integrals
are straightforwardly computed:
Z(J3(tl)) =
1
2pi
∫ +1
−1
dηei(j+
1
2 )η(φN−φ0)+iγ(φN−φ0)(j +
1
2
)η. (3.5)
To render the path integral periodic in the angular variable φN , we sum over all angles φN that differ by 2pin
where n ∈ Z. The term in the action proportional to the angle γ associates a phase e2piiγn to the winding
sector labelled by n. We obtain:
Z(J3(tl)) =
∑
k∈Z
∫ +1
−1
dηδ((j +
1
2
)η + γ − k)ei(j+ 12 )η(φN−φ0)+iγ(φN−φ0)(j + 1
2
)η. (3.6)
If we Fourier transform the initial condition φ0 and the final condition φN to dual integers p0 and pN , we
find that (j + 12 )η + γ is equal to both. Indeed, the angular momentum is conserved over the course of the
time evolution. We note that the angular momentum (j + 12 )η is an integer minus γ. We can therefore
postulate that for unitary finite dimensional representations of su(2) with integer spin j the parameter γ is
zero, while for half-integer spin j, the parameter γ is half-integer. This presupposes that the expression for
the angular momentum J3 is unmodified in the quantum theory. (See e.g. [1][2][11][15] for discussions of
the parameter γ.)
The raising operator
We turn to the study of the action of the raising operator in the quantum theory. It is important to
know when the raising operator annihilates a state, and therefore to resolve the quantum ambiguities in its
definition, and in the choice of regularization. The path integral with an insertion of the raising operator
J+ at time tl can be discretized with a mid-point prescription as follows:
Z(J+(tl)) = lim
N→∞
1
(2pi)N
∏∫ +1
−1
dηk=1,...,N
∫ 2pi
0
dφk=1,...,N−1
ei
∑N
k=1(j+1/2)ηk(φk−φk−1)+γ(φk−φk−1)(j +
1
2
)
√
1− η2l e
i
2 (φl+φl−1) (3.7)
with initial value φ0 and final condition φN . The N − 1 integrals over the variables φk give rise to as many
delta-functions. This leads to the constraints (j + 12 )ηl = (j +
1
2 )η1,2,...,l−1 + 1/2 and (j +
1
2 )ηl+1,l+2,...,N =
(j + 12 )η1 + 1. Thus, the path integral reduces to:
Z(J+(tl)) =
1
2pi
∫ +1
−1
dηei(j+
1
2 )η(φN−φ0)+iγ(φN−φ0)eiφN (j +
1
2
)
√
1− (η + 1
2j + 1
)2. (3.8)
To get a periodic result, we again sum over final conditions n ∈ Z where φN (n) = φN + 2pin. This gives rise
to:
Z(J+(tl)) =
∑
k∈Z
∫ +1
−1
dηδ((j +
1
2
)η + γ − k)ei(j+ 12 )η(φN−φ0)+iγ(φN−φ0)eiφN
√
(j +
1
2
)2 − ((j + 1
2
)η +
1
2
)2.
We again Fourier transform the boundary conditions φ0,N on the path integral:
Z(J+(tl)) =
∑
k∈Z
∫ +1
−1
dηδ((j +
1
2
)η + γ − k)δ(p0 − pN + 1)δ(pN − (j + 1
2
)η − γ − 1)√
(j + 1/2)2 − (m+ 1/2)2
The result is non-zero only when the initial and final angular momentum m = (j + 1/2)η differ by one.
Again, at integer spin j, the parameter γ is zero, while at half-integer spin, it is half-integer. From standard
su(2) representation theory, the expected coefficient for the action of the raising operator is:√
j(j + 1)−m(m+ 1) =
√
(j + 1/2)2 − (m+ 1/2)2. (3.9)
6
Figure 2: Bohr-Sommerfeld orbits for a highest weight discrete representation.
We see that this agrees with our path integral result, with a definition for the raising operator J+ which
coincides with the classical operator (when using the mid-point prescription). From now on, we will assume
that our quantization procedure agrees with the intuition that the classical vanishing of the raising operator
indicates the appearance of a maximal vector in the quantum state space (with quantum eigenvalue m just
below the classical value).
3.2 The highest weight discrete representations
A path integral description of the quantum system with a Hilbert space consisting of a highest weight discrete
representation with real highest weight lower than −1/2 can also be constructed through the coadjoint orbit
method applied to sl(2,R) (see e.g. [16][15] and figure 2). The associated action is of the form:
S = −(j + 1/2)
∫
dτ cosh ρφ˙+ γ
∫
dτφ˙ (3.10)
where j > −1/2. Instead of integrating the coordinate η from −1 to +1, we integrate η = − cosh ρ from −∞
to −1. For a given positive j and a canonical choice of the parameter γ, the first eigenvalue of the angular
momentum operator will be −(j + 1). Thus, the Hilbert space will be the highest weight representation of
sl(2) which is sometimes denoted as M(−2 − 2j) = D−j+1. Before we generalize this construction, we draw
a few lessons.
Lessons
It should be clear that we can treat the finite dimensional and semi-infinite examples uniformly, by using
the variables φ and η to parameterize the phase space. The Poisson bracket of the position and momentum
space variables is:
{η, φ} = 1
j + 12
(3.11)
in both the above systems. We have a line segment or half-line with coordinate η, and a circle bundle over
it, with fiber parameterized by φ. The size of the circle fibered over the line segment depends on the point η
like
√
1− η2 on the interval η ∈ [− 1,+1], while it is equal to
√
η2 − 1 for points with parameter η smaller
than −1. In these variables, the sl(2) algebra takes the form (up to a factor of ±i):
J3 = (j +
1
2
)η
J± = (j +
1
2
)
√
|1− η2|e±iφ. (3.12)
3.3 The Verma modules
We have reviewed the geometric path integral for spin for finite dimensional representations and certain
highest weight representations. Our goal is to construct path integral formulations for more general rep-
resentations. We first consider a positive integer λ and the highest weight representations M(λ). From
the weight spaces of the Verma module M(λ) it is clear that we can identify its phase space as consisting
of the spherical phase space corresponding to a finite dimensional representation L(λ), combined with a
7
Figure 3: The sphere and the hyperboloid with the same value for the quadratic Casimir touch.
hyperboloidal phase space of a Verma module M(−λ− 2) (see figures 1, 2 and 3). If we quantize the unified
phase space as we did previously, with the action of the lowering and raising operators that we found before,
then the space of states will take the direct sum form. We must make a modification such as to glue the two
parts of the phase space into a Verma module M(λ). In particular, we must avoid the annihilation of the
lowering operator at the bottom of the sphere.
To understand the gluing procedure, we first analyze a classical counterpart. If we suppose that the
angular momentum generator still takes the form J3 ∝ η, then we have for any raising and lowering operator
of the form J± = f±(η)e±iφ that the Poisson bracket {J3, J±} ∝ ±iJ± is satisfied. Let’s compute the
bracket of two such charges:
{J+, J−} ∝ i(f−∂ηf+ + f+∂ηf−). (3.13)
For given solutions f± to the commutation relation {J+, J−} ∝ 2iJ3, we have that any variation in which
we multiply both by inverse functions f± → f±g±1 will still satisfy the same Poisson bracket relations.
Thus, to glue two representations, we rescale away the zero associated to the size of the circle fiber in either
the raising or the lowering operator. In practice, we define the sl(2) operators as:
J3 =
λ+ 1
2
η
J+ =
λ+ 1
2
(1− η2)eiφ
J− =
λ+ 1
2
e−iφ. (3.14)
We consider the path integral which consists of the two path integrals we described in subsections 3.1 and
3.2, but now we integrate over the full region of the variable η. It should be clear that, first of all, the
angular momentum spectrum will be the spectrum of the direct sum of the finite representation L(λ) and
the Verma module M(−λ − 2), since the range of integration of η now covers both regions that previously
gave rise to discretized angular momenta. The symmetry algebra is still realized. And, crucially, the lowering
operator J− will not longer annihilate the state sitting at the bottom of the spherical part of the phase space
(see figure 4). We thus necessarily generate the desired representation M(λ). We can indeed check that
the raising operator will still annihilate the top state in the representation, as well as the top state in the
submodule M(−λ− 2). This follows from formula (3.9), and the fact that the raising operator in equation
(3.14) gives rise to the coefficient (3.9) squared. This achieves the desired goal of a path integral realization
of the Verma module M(λ).
An Invariant
We note that when we consider the sl(2) algebra as realized in the direct sum representation, then the step
function θ(η + 1) is an invariant. The step function Poisson-commutes with the charges in the direct sum
(as in equation (3.12)) but not with the charges realizing the Verma module M(λ) (as in equation (3.14)).
This accords with intuition since the function assigns one value to one direct summand, and another to the
second summand. This is not an invariant if we connect the two summands through the action of the sl(2)
algebra.
8
Figure 4: The lowering operator connects the sphere and the hyperboloid in a Verma module with positive
highest weight.
Analytic continuation
Finally we note that the operators (3.14) as well as the symplectic structure are analytic in λ (except at
λ = −1). They allow for analytic continuation of our construction of Verma modulesM(λ) to all λ ∈ C\{−1}.
At λ = −1, the fixed point of the shifted Weyl reflection λ ↔ −λ − 2, the symplectic structure becomes
singular. We treat this special case next.
3.4 The mock discrete representation M(−1) = D−1/2
We can obtain the exceptional Verma module M(−1) = D−1
2
by quantizing the action:
S = −
∫
dτeρφ˙+ γ
∫
dτφ˙. (3.15)
We have the variable η = −eρ ∈ ]−∞, 0]. The generators of sl(2) take the form:
J3 = η
J+ = η2eiφ
J− = −e−iφ. (3.16)
Quantizing as we did for finite or discrete highest weight representations (with γ = 1/2) gives rise to angular
momenta m ∈ {−1/2,−3/2, . . . } (because of the choice of parameter γ and the range of integration of the
coordinate η – compare to equation (3.6)). The expression for the coefficient of the raising operator will
now be (m + 12 )
2 – compare to equation (3.9) – which has a double zero. The lowering operator will have
coefficient −1 in terms of the same basis of states. This indeed gives rise to the Verma module M(−1), or
equivalently, the mock discrete representation D−1/2. This is an exceptional case since it does not arise from
coadjoint orbit quantization. It can be obtained by a limiting procedure (in which one rescales both the
variable η as well as the charges J±) from the Verma modules treated in subsection 3.3. The representation
plays a special role due to the fact that its highest weight is self-mirror under Weyl reflection (shifted by
half the sum of the positive roots).
3.5 The dual Verma modules
It is an easy exercise to show that the dual Verma modules M∨(λ) as well are amenable to path integral
quantization. It is sufficient to shift the zero from the raising to the lowering operator in the charges in
equation (3.14).
3.6 The projective modules
We would like to extend the construction above to cover path integral realizations of the (non-trivial)
projective modules of the BGG category O. For the projective representations P (−λ − 2), where λ is a
positive integer, one might expect a (partially) double-sheeted phase space corresponding to weight spaces
9
of dimension two. However, within the projective representation, we would need to be able to move from one
such sheet to the other. We need to quantize a geometry that incorporates this feature in its classical guise.
Before we discuss this geometric realization, it will be useful to first study how projective representations
arise in tensor product modules.
4 Multiplications
In this section, we study how various modules in the BGG category O arise from more familiar modules,
through the operation of taking tensor products. We will give explicit decomposition rules for some tensor
product representations. Tensor products between finite and infinite dimensional modules have been studied
in the mathematics literature (see e.g. [17, 18, 19]) but explicit formulas for decompositions of tensor products
are hard to find. The decomposition rules can be obtained as in [20] from applying special projective functors
to diagram algebras4 – here we follow a more pedestrian approach.
4.1 Tensoring finite dimensional modules
We start out with finite dimensional modules. Those all arise from taking consecutive tensor products of
the two-dimensional representation with itself. We have the standard decomposition formula for spin:
L(λ1)⊗ L(λ2) = L(|λ1 − λ2|)⊕ L(|λ1 − λ2|+ 2)⊕ · · · ⊕ L(λ1 + λ2). (4.1)
4.2 Tensoring finite dimensional modules with Verma modules I
The next operation that we wish to study is the tensor product of finite dimensional representations with
other indecomposable representations in the category O. The result will always lie in the category O. Let’s
study the tensor product of a finite dimensional representation L(λ2) and an infinite dimensional highest
weight representation, the Verma module M(λ1). Since the tensor product operation is associative, and
since all finite dimensional representations can be obtained by taking tensor products of the two-dimensional
representation with itself, we can restrict our attention to the tensor product of the two-dimensional repre-
sentation with a generic Verma module M(λ1). We can decompose the result in terms of direct summands
characterized by their character. A central element of the universal enveloping algebra will act on each such
direct summand as a scalar character plus a nilpotent operator (see e.g. [8].
We moreover know [8] that the module M(λ1) ⊗ L(1) permits a standard filtration (i.e. a filtration in
terms of Verma modules) where the Verma modules arising as quotients are M(λ1− 1) and M(λ1 + 1). The
weights λ1 ± 1 are only linked when λ1 = −1 (i.e. these Verma modules can only combine into a non-direct
sum representation when this condition is satisfied). In all other cases, the tensor product will be a direct
sum of the two Verma modules. Note that for λ1 = −1 we have that M(λ1) is projective. Therefore, the
tensor product with the finite dimensional representation will also be projective. The only possibility for the
result of the tensor product is then the projective cover P (−2). We summarize:
M(−1)⊗ L(1) = P (−2)
M(λ1)⊗ L(1) = M(λ1 + 1)⊕M(λ1 − 1) otherwise. (4.2)
We can summarize this in words by saying that any Verma modules appearing in the standard filtration of
these tensor products that can team up will. Since we used some abstract nonsense to arrive at these results,
it may be good to also demonstrate the non-trivial tensor product hands-on. In appendix B, we demonstrate
through explicit calculation that these tensor product formulas hold.
It is clear now that to recursively compute tensor products of Verma modules with finite dimensional
representations, we need to analyze the tensor product of projectives with finite dimensional modules first.
4.3 Tensoring finite dimensional with projective modules
We analyze the tensor product of the projective covers P (−n) where −n ∈ {−2,−3, . . . } with finite dimen-
sional representations.
4We would like to thank Catharina Stroppel for pointing this out.
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The basis for induction
We start out with the calculation of the tensor product P (−n)⊗ L(1). The result is necessarily projective,
and therefore permits a filtration with Verma modules. By an analysis of the weight spaces, one sees that
the standard filtration contains the Verma modules M(−n+ 1),M(−n− 1),M(n− 3),M(n− 1). These are
linked two by two, namely M(−n+ 1),M(n− 3) and M(−n− 1),M(n− 1). The Verma module M(−n− 1)
must appear as a factor in its projective cover P (−n−1), which is a direct summand. Generically, this is also
true for the Verma module M(−n+ 1), which will appear in the summand P (−n+ 1). The only exception
that can occur is when −n = −2. In that case, we have that the Verma module M(−1) is projective by
itself. It then appears with multiplicity 2 in the decomposition. We summarize:
P (−2)⊗ L(1) = P (−3)⊕ 2M(−1)
P (−n)⊗ L(1) = P (−n− 1)⊕ P (−n+ 1) otherwise. (4.3)
Again, any Verma modules appearing in the standard filtration of the product that can link up must.
Notation
The following notation will be useful. For all x ∈ Z, we define
P(x) = P (−|x+ 1| − 1) (4.4)
where it is understood that the notation P (−1) stands for the module M(−1) with multiplicity two, P (−1) =
2M(−1). (This is an abusive notation that will be handy.) We can then compute the tensor product:
P(x)⊗ L(1) = P(x+ 1)⊕ P(x− 1). (4.5)
This can be checked on a case by case basis. The formula find its origin in the fact that Verma modules
related by shifted Weyl reflection pair up in projective covers.
The induction step
We are now ready to prove the tensor product decomposition formula of projective modules P (−n) with the
finite dimensional representations. We claim the tensor product formula:
P (−n)⊗ L(λ2) = P(−n− λ2)⊕ P(−n− λ2 + 2)⊕ · · · ⊕ P(−n+ λ2 − 2)⊕ P(−n+ λ2). (4.6)
The basis for the induction was proven, namely, for arbitrary n = −2,−3, . . . and for λ2 = 1. Suppose now
the formula holds for given n and λ2 (as well as λ2 − 1). Then we tensor multiply L(1) on both sides of the
decomposition formula. We use the decomposition L(λ2)⊗L(1) = L(λ2 − 1)⊕L(λ2 + 1) as well as the fact
that the formula holds for arbitrary n and λ2 − 1. We then subtract the result for P (−n)⊗ L(λ2 − 1) from
both sides. That proves the induction step, and therefore the tensor product decomposition formula (4.6).
4.4 Tensoring finite dimensional modules with Verma modules II
We turn to applying this insight to the tensor product of Verma modules with finite dimensional modules.
Again we prove the decomposition formula by induction. For the induction hypothesis, we use the maxim
that anything that can pair up, will (see figure 5). Consider the tensor product M(λ1) ⊗ L(λ2). It has a
Verma module filtration with modules M(λ1 − λ2),M(λ1 − λ2 + 2), . . . ,M(λ1 + λ2) centered around λ1. In
order for a possibility for pairing to occur, we must have that either 0 and −2, or +1 and −3 is amongst the
highest weights of these Verma modules. Otherwise, we have a direct sum of Verma modules. When 0, 2 or
+1,−3 are amongst these weights, the result will depend on whether λ1 is smaller than −1 or bigger than
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Figure 5: A Verma module tensored with a finite dimensional representation gives rise to a module with a
standard filtration in which various Verma modules appear (with multiplicity one). Those Verma module
that can pair up into a projective module, will. This figure illustrates the standard filtration (just below the
horizontal weight axis) and the pairing for the tensor product M(0)⊗ L(3) = M(−1)⊕ P (−3)⊕M(3).
−1. We propose:
M(λ1)⊗ L(λ2) = M(λ1 − λ2)⊕M(λ1 − λ2 − 2)⊕ · · · ⊕M(λ1 + λ2)
when λ1 − λ2 ≥ −1 or λ1 + λ2 ≤ −1, and otherwise:
M(λ1)⊗ L(λ2) = P (−2)⊕ P (−4)⊕ P (−λ1 − λ2 − 2)⊕M(−λ1 − λ2 − 4)⊕ · · · ⊕M(λ1 − λ2)
for λ1 ≤ −1 and λ1 − λ2 even
M(λ1)⊗ L(λ2) = M(−1)⊕ P (−3)⊕ P (−5)⊕ P (−λ1 − λ2 − 2)⊕M(−λ1 − λ2 − 4)⊕ · · · ⊕M(λ1 − λ2)
for λ1 ≤ −1 and λ1 − λ2 odd
M(λ1)⊗ L(λ2) = P (−2)⊕ P (−4)⊕ P (λ1 − λ2)⊕M(λ2 − λ1)⊕ · · · ⊕M(λ1 + λ2)
for λ1 ≥ −1 and λ1 − λ2 even
M(λ1)⊗ L(λ2) = M(−1)⊕ P (−3)⊕ P (−5)⊕ P (λ1 − λ2)⊕M(λ2 − λ1)⊕ · · · ⊕M(λ1 + λ2)
for λ1 ≥ −1 and λ1 − λ2 odd (4.7)
To prove this we use induction on λ2. Suppose the induction step is true for λ2 (and smaller weights). Let’s
continue the proof in a particular case. The other cases are proved analogously. Suppose that λ1 ≤ −1
and λ1 − λ2 even, and that P (−2) is amongst the direct summands of M(λ1) ⊗ L(λ2). We have that the
decomposition after tensoring in L(1) on the right hand side of the induction hypothesis (namely the second
line of (4.7)) gives rise to the representations:
2M(−1)⊕ 2P (−3)⊕ . . . 2P (−λ1 − λ2 − 1)⊕ P (−λ1 − λ2 − 3)
⊕M(−λ1 − λ2 − 3)⊕ 2M(−λ1 − λ2 − 5)⊕ · · · ⊕ 2M(λ1 − λ2 + 1)⊕M(λ1 − λ2 − 1). (4.8)
We then use the induction hypothesis (namely the third line of (4.7)) on the tensor product M(λ1)⊗L(λ2−1)
to take out the direct summands:
M(−1)⊕ P (−3)⊕ · · · ⊕ P (−λ1 − λ2 − 1)⊕M(−λ1 − λ2 − 3)⊕ · · · ⊕M(λ1 − λ2 + 1) (4.9)
and we’re left with:
M(λ1)⊗ L(λ2 + 1) = M(−1)⊕⊕ · · · ⊕ P (−λ1 − λ2 − 3)⊕M(−λ1 − λ2 − 5)⊕ · · · ⊕M(λ1 − λ2 − 1)
which proves the next step in the induction procedure.
4.5 Tensoring finite dimensional with dual Verma modules
The tensor product of finite dimensional modules with dual Verma modules is dual to the tensor product of
finite dimensional modules with ordinary Verma modules. Thus, to obtain the tensor product decomposition
formulas, we apply duality to the decomposition formulas we obtained before. Using that both projective
and finite dimensional modules are self-dual, we get the desired result.
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Figure 6: A sketch of the geometry of the projective representation P (−2) arising from the tensor product
of a highest weight representation and a two-dimensional representation with spherical phase space.
4.6 The path integral representation for projective modules
Since we have a path integral realization of the Verma modules and the finite dimensional modules in the
category, it should be clear that their tensor product representations can be realized by taking products of
the corresponding path integrals. Therefore, we now have in hand path integral representations for all (non-
trivial) projective modules P (−n) as well. For concreteness, we sketch the simplest example, in parallel to
the discussion of the tensor product decomposition formulas. We start from the path integral representation
of the Verma module M(−1) (as in subsection 3.4) tensored with the path integral corresponding to the
two-dimensional module L(1) (described in subsection 3.1). It is clear that the latter module will make
sure that we can have two-dimensional weight spaces that are non-trivially interconnected in the quantum
theory (see figure 6). We now integrate over two variables η1 ∈]−∞, 0] and η2 ∈ [−1, 1] as well as two angle
variables φ1,2 ∈ [0, 2pi]. The expressions for the charges are given by the sums:
J3 = η1 + η2
J+ = η21e
iφ1 +
√
1− η22eiφ2
J− = −e−iφ1 +
√
1− η22e−iφ2 . (4.10)
We perform the path integral quantization with the action:
S =
∫
dτ
(
(η1 +
1
2
)φ˙1 + (η2 +
1
2
)φ˙2
)
, (4.11)
and due to the analysis of the factor path integrals given in subsections 3.1 and 3.4, the resulting phase space
will correspond to the tensor product M(−1) ⊗ L(1) which we have proven to be equal to the projective
representation P (−2). The other projective representations are found as direct summands in other tensor
products that can also be obtained by product path integral quantizations. One can for instance isolate a
given projective summand P (−n) appearing in the tensor product of Verma modules with finite dimensional
modules by projecting on a particular value of the quadratic Casimir squared.
Summary
For each module in the BGG category O of sl(2) representations, we have found a geometric system whose
path integral quantization gives rise to that module.
5 Illustrations
In this section we discuss a few instances where the above representations appear in string theory. In
subsection 5.1 we review a connection to the quantization of open strings ending on branes in a topological
A-model, and discuss the representations that can be obtained in this context. In subsection 5.2 we discuss
a particle model with reparameterization invariance that gives rise to a physical cohomology with features
reminiscent of Berkovits cohomology on supercoset sigma-models.
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5.1 Comparison to branes and quantization
In [11] a systematic approach to quantization was proposed using the topological A-model on a complexifi-
cation Y of phase space admitting a complete hyper-Ka¨hler metric. Essential ingredients are the canonical
coisotropic brane Bcc [21][22] with support the whole of Y , as well as a Lagrangian A-brane B′. The Hilbert
or vector space in the quantum theory consists of the Bcc−B′ strings, and the operators acting on them are
obtained from Bcc −Bcc strings which give rise to a non-commutative algebra of operators. These ideas are
explained in detail in [11], where a comparison to other approaches to quantization is also made.
The main illustration of [11] is through the A-model on the Eguchi-Hanson space, viewed as the complex-
ification of the two-sphere. It permits a natural action of sl(2). The classical equation for the two-sphere is
translated into a constraint on the sl(2) quadratic Casimir valid in the quantization of the algebra of poly-
nomials in three variables h, x, y. These variables satisfy the sl(2) commutation relations in the quantum
theory. Various choices of Lagrangian A-branes, as well as of parameters in the topological A-model, give
rise to a host of representations of sl(2) on the vector space of Bcc − B′ strings.
It is shown explicitly in [11] how finite dimensional representations can be associated to a brane wrapping
a two-sphere, and how discrete representations arise from semi-infinite Lagrangian branes of cigar shape.
It is also discussed how to glue two representations with semi-infinite spectra into a module with infinite
spectrum, and that the quantization of branes can produce not only the principal unitary but also the
complementary series representations (which are otherwise hard to access via geometric means).
Here, we propose an addendum to the discussion of [11]. Firstly, we remark that our construction of Verma
modules M(λ) (with positive integer λ) should correspond to the quantization of spherical branes glued to
semi-infinite Lagrangian branes, through turning on a vacuum expectation value for a string between these
two branes with one given orientation. The dual Verma modules arise by turning on a vacuum expectation
value for the string with opposite orientation. Turning on both expectation values would change the Casimir.
This is very close to the discussion of the gluing of semi-infinite representations in [11]. Secondly, we remark
that by taking the product of two T ∗S2 spaces, and a diagonal algebra of Bcc−Bcc strings, we are also able to
produce the projective representations P (−n) of sl(2) from branes and their quantization, through the tensor
product construction. Furthermore, in this way, we also have access to finite dimensional representations
tensored with representations with infinite spectrum. This considerably extends the class of representations
discussed both in [11] as well as in the bulk of this paper. All of them are geometrically accessible.
5.2 A reparameterization invariant particle model and its cohomology
Consider a particle living on the product of a hyperboloid (associated to a Verma module) and a sphere
(associated to a finite dimensional representation). We define the action to be proportional to the total sl(2)
quadratic Casimir invariant C2 (obtained for instance by taking the sums of charges appearing in the bulk of
the paper, and forming the quadratic invariant). We can also add a mass term to the action. Thus, we can
consider a reparameterization invariant action of the type S =
∫
dτe−1(C2 −m2) (where e is an einbein on
the worldline of the particle). When we gauge fix reparameterization invariance (choosing e = 1), we add a
two-state (b, c) ghost system to the theory. The BRST operator is then given by Q = c(C2 −m2). In Siegel
gauge, we will then have a cohomology made up of particles satisfying C2 = m
2. Since C22 is diagonalizable,
we can compute the cohomology in the space of states satisfying C22 = m
4. What happens next depends on
the initial Casimirs and the mass. Either the space C22 = m
4 has only one dimensional weight spaces, and
the states are in the cohomology. Or, some of the weight spaces are two-dimensional. In that case they will
correspond to subspaces of projective representations. Then we will have that the operator C2 −m2 maps
one state to the other, and the other to zero. Thus, only the second state will be in the cohomology. A
concrete example is the cohomology of Q = cC2 in the space M(−1) ⊗ L(1) = P (−2) (times the two-state
ghost system) which gives rise to a physical state space corresponding to the Verma module M(0). In this
example, we took the mass to be zero. Other examples are easily generated. The resulting cohomologies will
generically project projective representations P (−n) down to highest weight modules M(n− 2). Note that
we can define a unitary norm on this phase space – it would not be sl(2) invariant.
This construction is a simple analogue of the calculation of the cohomology for a reparameterization
invariant particle on the supergroup GL(1|1) [13]. The calculation is closely related due to the similarity in
the action of the quadratic Casimir on the representation space.
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A remark on the literature
In [23] a cohomology is defined with respect to the Casimir operator (minus the mass squared) itself. For
instance, it is found that the cohomology of the quadratic Casimir on the space M(−1)⊗ L(1) is the space
L(0). Indeed, the doubly degenerate weight spaces contain one exact and one non-closed state. Neither
one is in the cohomology. One is left with the weight spaces of dimension one. The construction of [23] is
thus quite different from the one we described above and from the calculation of the physical cohomology in
certain reparameterization invariant string models [13].
6 Conclusions and suggestions
We provided a path integral description of generalized spin. Geometric models were proposed that after
quantization give rise to all indecomposable representations in the BGG category O of sl(2) modules. In
order to do so, we had to propose new models for Verma modules that do not belong to the unitary discrete
series of SL(2,R), and provide the path integral realization of the generators of the sl(2) algebra. To realize
the projective representations we used product geometric spaces.
It would be very interesting to supply elementary models for all the brane quantizations described at
the end of subsection 5.1, by explicitly combining the ingredients of this paper with those of [11]. It is
then possible to give path integral realizations for all simple modules of sl(2) (beyond category O). Also,
although the category O is considerably more complicated for algebras (and Casimirs) of higher rank, we
are convinced that many of our ideas generalize to a large subset of the representations in those categories.
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A Descriptions
In this appendix we collect some useful details on sl(2) modules in the BGG category O. See [8] for further
discussion.
A.1 The finite dimensional representation L(λ)
The finite dimensional modules L(λ) with λ a positive integer have dimension λ + 1. We can choose basis
vectors vi=0,1,...,λ on which the algebra acts as:
h · vi = (λ− 2i)vi
x · vi = (λ− i+ 1)vi−1
y · vi = (i+ 1)vi+1
x · v0 = 0
y · vλ = 0. (A.1)
The Casimir C2 =
1
4 (h
2 + 2h+ 4yx) is a constant equal to C2 =
λ
4 (λ+ 2). In standard physics notation the
spin j of this representation is equal to j = λ/2 and the Casimir is then C2 = j(j + 1).
A.2 The Verma module M(λ)
The Verma module M(λ) can be defined as the module generated by the universal enveloping algebra acting
on a highest weight vector with highest weight λ. The weights of the Verma module M(λ) are λ, λ− 2, . . . .
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The explicit action of the generators on a basis consisting of vectors v0,1,... is given by the formulas:
h · vi = (λ− 2i)vi
x · vi = (λ− i+ 1)vi−1
y · vi = (i+ 1)vi+1
x · v0 = 0. (A.2)
Note that when λ is a positive integer, there will be another maximal vector (besides the vector v0) inside
the Verma module, namely the vector vλ+1. In that case, the maximal submodule of the module M(λ) is
M(−λ− 2). The unique simple quotient of the module M(λ) is then L(λ). When λ is not a positive integer
the Verma module M(λ) is simple. When the parameter λ is negative, the representation can be viewed
as a discrete highest weight representation of sl(2,R), often denoted as D−−λ2
, with highest weight λ/2 and
Casimir C2 = j(j − 1) where j = −λ/2.
A.3 The dual Verma module M(λ)∨
Duality acting within the category O maps the Verma module M(λ) to its dual M(λ)∨. The action of
the algebra sl(2) on basis vectors of the module M(λ)∨ can be computed via duality. First of all, duality
preserves the weight spaces. We can therefore define a dual basis which consists of maps wj=0,1,... such
that wj(vi) = δ
j
i . Next, we wish to compute the action of the algebra on this dual vector space. The
anti-involution τ used to define duality acts as: τ(x) = y, τ(y) = x, τ(h) = h. The action of the generators
on the dual basis then follows after a small calculation:
h · wj = (λ− 2j)wj
x · wj = jwj−1
y · wj = (λ− j)wj+1. (A.3)
Note that when λ ∈ N, we have that the basis vector wλ is annihilated by the lowering operator y. In that
case, there is a non-trivial maximal submodule which is a L(λ). If we quotient the dual Verma module M∨(λ)
by the finite dimensional module L(λ), we obtain a module equivalent to the Verma module M(−λ − 2).
This illustrates the fact that duality inverts short exact sequences.
A.4 The projective module P (−λ− 2)
The projective module P (−λ− 2) for λ a positive integer has weights λ, λ− 2, . . . ,−λ with multiplicity one,
and the weights −λ− 2,−λ− 4, . . . with multiplicity two. We can choose the action on the weight vectors
vi=0,1,... and v˜i=0,1,... to be:
h · vi = (λ− 2i)vi
x · vi = (λ− i+ 1)vi−1
y · vi = (i+ 1)vi+1
h · v˜i = (−λ− 2− 2i)v˜i
x · v˜i = (−λ− 2− i+ 1)v˜i−1 + (λ+ i)!
i!
vλ+i
y · v˜i = (i+ 1)v˜i+1. (A.4)
We have a Verma submodule M(λ), as well as a Verma submodule M(−λ− 2). It is interesting to compute
the action of the quadratic Casimir on the projective representation P (−λ− 2). The action on the vectors
vi will be diagonal and equal to the constant
λ
4 (λ+ 2). The action on the vectors v˜i however is equal to:
C2 · v˜i = λ
4
(λ+ 2)v˜i +
(λ+ i+ 1)!
i!
vλ+1+i. (A.5)
This is neither diagonal nor diagonalizable. If we act with the operator (C2 − λ4 (λ + 2))2 we will find
zero. The quadratic Casimir has two-by-two Jordan block structure in the eigenspaces with eigenvalues
−λ− 2,−λ− 4, . . .
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B Decompositions
Let’s analyze the action of the quadratic Casimir in the tensor product space M(λ)⊗ L(1):
4C2(vi ⊗ v˜j) = (h2 + 2h+ 4yx)(vi ⊗ v˜j)
= (λ2 + 2λ+ 3)(vi ⊗ v˜j) + 2(hvi ⊗ hv˜j) + 4(xvi ⊗ yv˜j) + 4(yvi ⊗ xv˜j).
One of the last two terms is necessarily zero. Indeed, we have the actions xv˜0 = 0 and yv˜1 = 0. On the
maximal vector v0⊗ v˜0 the Casimir acts diagonally with factor (λ+ 1)(λ+ 3)/4. Now we study the level one
below. It contains a maximal vector (by the fact that the level above is one-dimensional). Let’s compute
the 2× 2 matrix A of the action of the Casimir 4C2 on the vectors v1 ⊗ v˜0 and v0 ⊗ v˜1. We obtain:
4C2(v1 ⊗ v˜0) = (λ2 + 4λ− 1)(v1 ⊗ v˜0) + 4λ(v0 ⊗ v˜1)
4C2(v0 ⊗ v˜1) = (λ2 + 3)(v0 ⊗ v˜1) + 4(v1 ⊗ v˜0) (B.1)
A =
(
λ2 + 4λ− 1 4λ
4 λ2 + 3
)
. (B.2)
The matrix A has a characteristic polynomial with zeros λ2 − 1, λ2 + 4λ + 3, which are the generalized
eigenvalues of the quadratic Casimir. When the eigenvalues are not equal, the matrix is diagonalizable. Due
to the structure of the weight space, we then identify two direct summands in the tensor product which are
the Verma modules M(λ+ 1) and M(λ− 1). On the other hand, the eigenvalues are equal when λ = −1. In
this case, the action of the quadratic central element becomes:( −4 −4
4 4
)
(B.3)
which is equivalent to: (
0 0
4 0
)
. (B.4)
The fact that the action is not diagonalizable demonstrates that we deal with a projective module, which due
to the structure of the weight spaces must be P (−2). This can be seen a little more explicitly by identifying
v0 ⊗ v˜0 and v0 ⊗ v˜1 + v1 ⊗ v˜0 as two highest weight vectors, and noting that the top state can be reached
from the a non-highest weight vector at the level below. This illustrates the indecomposable nature of the
module, and its non-trivial standard filtration in terms of modules M(0) and M(−2). As a side remark, we
note the similarity between the action of the raising and lowering operators on the weight spaces of weight 0
and −2, and the action of fermionic generators within projective representations of GL(1|1) (see e.g. [24]).
This similarity in the end leads to an isomorphic action of the quadratic Casimir on weight spaces. (See also
subsection 5.2.)
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