We prove that any extended formulation that approximates the matching polytope on nvertex graphs up to a factor of (1 + ε) for any 2 n ≤ ε ≤ 1 must have at least n α/ε defining inequalities where 0 < α < 1 is an absolute constant. This is tight as exhibited by the (1 + ε) approximating linear program obtained by dropping the odd set constraints of size larger than (1 + ε)/ε from the description of the matching polytope. Previously, a tight lower bound of 2 Ω(n) was only known for ε = O 1 n [Rot14, BP15] whereas for 2 n ≤ ε ≤ 1, the best lower bound was 2 Ω(1/ε) [Rot14] . The key new ingredient in our proof is a close connection to the non-negative rank of a lopsided version of the unique disjointness matrix.
Introduction
In recent years, there has been a significant development in understanding whether well-known combinatorial optimization problems or polytopes can be expressed as a linear program with a small number of inequalities. The object of interest in this context has been the notion of extended formulation of polytopes. A polytope Q ⊆ R d is called an extended formulation of a given polytope P ⊆ R d , if there is a linear map π : R d → R d such that π(Q) = P . The extension complexity of P , xc(P ) is defined to be the minimal number of facets in any extended formulation for P . If a polytope P with an exponential number of facets has an extended formulation Q of polynomial size, then one can solve an optimization problem over P by writing a small linear program over Q. There are known examples of polytopes, such as the spanning tree polytope and the permutahedron (see Section 6 in [CCZ10] ), which have an exponential number of facets but polynomial size extended formulations.
Yannakakis [Yan91] initiated the study of extended formulations motivated by refuting a purported P = NP proof which encoded the Traveling Salesman problem as a polynomial size linear program. He proved that the extension complexity of polytopes is equal to the non-negative rank of the slack matrix associated with the polytope. Using this connection he was able to show that any symmetric extended formulation (one whose formulation is invariant under permutation of variables) that projects to the Traveling Salesman and matching polytopes in R ( [n] 2 ) must have size 2 Ω(n) .
Here, we will be concerned with the matching polytope. The matching polytope P M AT (n) ⊆ R (
2 ) is defined as the convex hull of all matchings in the complete graph on the vertex set [n] where [n] := {1, . . . , n}. We will just write P M AT when n is clear from the context. Denoting the indicator vector for a matching M by 1 M , the facets of P M AT are completely described by the following degree and non-negativity constraints, and the odd set inequalities, as shown in [Edm65] :
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x e ≤ 1 ∀i ∈ [n]; Note that the description of the matching polytope has 2 Ω(n) facet defining inequalities. However, one can still optimize any linear function in polynomial time over the matching polytope using the algorithm of Edmonds [Edm65] . The question of whether one could optimize over the matching polytope with a small extended formulation remained open until recently, when in a breakthrough result, Rothvoß [Rot14] proved that the extension complexity of P M AT is indeed 2 Ω(n) .
The central question that we want to answer here concerns whether the matching polytope can be approximated by a small extended formulation. Formally, we say that a polytope P is monotone if for any x ∈ P and y satisfying 0 ≤ y ≤ x, we have that y ∈ P . We call a polytope K to be a (1 + ε) approximation of a monotone polytope P if P ⊆ K ⊆ (1 + ε)P . Notice that if P is monotone, then the above is equivalent to requiring that for any non-negative vector w,
The matching polytope P M AT is indeed monotone and it is well-known 1 that for any 2 n ≤ ε ≤ 1, the following polytope Q ε with at most n 1+1/ε + O(n 2 ) facets approximates the matching polytope up to a factor of 1 + ε (note that for ε ≤ 1 n−1 , Q ε is the matching polytope itself): This gives us a polynomial type approximation scheme (PTAS) style extended formulation (size at most n c for a constant c = c(ε) depending on ε) that approximates the matching polytope. Building on the ideas of Rothvoß [Rot14] , Braun and Pokutta [BP15] showed that any extended formulation that approximates the matching polytope up to a factor of 1 + O 1 n has size 2 Ω(n) ruling out a fully polynomial type approximation scheme (FPTAS) type extended formulation (size polynomial in both n and 1 ε ) for matching. Rothvoß [Rot14] observed that this already implies that for any 2 n ≤ ε ≤ 1, any (1 + ε) approximating extended formulation must have 2 Ω(1/ε) size. Theorem 1.1 ( [Rot14, BP15] ). For any 2 n ≤ ε ≤ 1 and any polytope P M AT ⊆ K ⊆ (1 + ε)P M AT ,
The above theorem is proven using the connection between extension complexity and nonnegative rank of slack matrices that was established in the work of Yannakakis [Yan91] and subsequently extended by Braun, Fiorini, Pokutta and Steurer [BFPS15] to handle approximations of polytopes. The lower bound on extension complexity above, then follows from a lower bound on the non-negative rank of the slack matrix associated with the matching polytope.
A matrix that is closely related to the matching slack matrix is the unique disjointness matrix. Let Y be the collection of all subsets of [n] . For a parameter ρ ∈ [0, 1], we say that a non-negative matrix A ∈ R Y×Y is a unique disjointness matrix if A xy = 1, if |x ∩ y| = 0 and ≤ 1 − ρ, if |x ∩ y| = 1.
(1.1)
Many recent lower bounds in extended formulations (see Section 1.2) follow from a lower bound on the non-negative rank of such matrices. Starting with the breakthrough work of Fiorini, Massar, Pokutta, Tiwary and de Wolf [FMP + 15], a sequence of works [BFPS15, BM13, BP16] proved that the non-negative rank of any unique disjointness matrix is 2 Ω(ρn) .
For this work, the matrix that will be of relevance is the lopsided version of the unique disjointness matrix where the rows are indexed by k-subsets of [n] where k ≤ n 2 , while the columns are indexed by all subsets of [n]. This is useful for us since it turns out that to prove an extension complexity lower bound for any (1 + ε)-approximation for the matching polytope it suffices to prove a lower bound on similar lopsided slack matrices. The rows of any such slack matrix (an example is exhibited by the slack matrix for the polytope Q ε ) are indexed by odd sets of size at most O( 1 ε ) and the columns are indexed by all possible matchings of which there are exponentially many in n.
From the known lower bounds for the unique disjointness matrix, one could infer that the nonnegative rank of the lopsided unique disjointness matrix must be 2 Ω(ρk) . One could however, hope to improve this bound to ≈ n k (which is much larger than 2 Ω(k) when k is small) at least for the case ρ = 1 by making use of the lopsided structure. Such lopsided structure has previously been exploited in the setting of communication complexity to prove analogous lower bounds for lopsided versions of disjointness [MNSW98, AIP06, Pat11, NR15].
Our Results
In this paper, we show that the simple upper bound exhibited by the polytope Q ε defined above is tight in the sense that any extended formulation of a polytope that (1 + ε) approximates P M AT must (roughly) have as many facets as Q ε .
Theorem 1.2. For any
where 0 < α < 1 is an absolute constant.
Note that the above theorem also covers the case for which tight bounds were previously known: when ε ≤ 2 n , we get an asymptotically tight lower bound of n αn/2 = 2 Ω(n) . We also prove a tight lower bound on the non-negative rank of the lopsided unique disjointness matrix. Let k ≤ n 2 and X = [n] k be the collection of k-subsets of [n] and let Y be the collection of all subsets of [n] . For a parameter ρ ∈ [0, 1], let A ∈ R X ×Y be any non-negative matrix satisfying (1.1).
Then denoting by rk + (A) the nonnegative rank of A, we prove that: Theorem 1.3. For any
From known results (see Section 3), proving a lower bound on the non-negative rank of any lopsided unique disjointness matrix also gives a lower bound on the extension complexity of a lopsided version of the correlation polytope. Formally, we have the following result for the polytope P LCORR ∈ R n×n defined as
holds that xc(K) ≥ n αk/σ 8 with 0 < α < 1 an absolute constant.
Other Related Work
Here we briefly survey some of the recent related lower bounds on the size of linear programs (LPs) and semidefinite programs (SDPs) for other polytopes and optimization problems. The progress in extension complexity lower bounds was jump-started by the breakthrough work of Fiorini, Massar, Pokutta, Tiwary and de Wolf [FMP + 15] who related the extension complexity of the TSP and Correlation polytopes with the non-negative rank of unique disjointness matrix where the entries are 0 if the sets intersect and proved exponential lower bounds for the latter. This implied an exponential lower bound on the extension complexity of the TSP polytope extending the results of Yannakakis [Yan91] which only applied to symmetric extended formulations. Via reductions established in [AT13, PV13] , exponential lower bounds for extension complexity also follow for several other NP-hard polytopes such as the 3SAT and Knapsack polytopes.
Braun, Fiorini, Pokutta and Steurer [BFPS15] defined a notion of approximation for combinatorial optimization problems in terms of extended formulations. They proved that even approximating the value of any linear objective function over the Correlation polytope requires extended formulations of exponential size by proving non-negative rank lower bounds for unique disjointness when the intersecting entries are 1 − ρ. Braverman and Moitra [BM13] (see also [BP16] ) used information theoretic techniques to prove a tight lower bound of 2 Ω(ρn) on the non-negative rank of unique disjointness. An implication of this result was that any LP of size 2 O(n ε ) for the convex hull of all cliques in all n-node graphs cannot achieve better than an n 1−ε integrality gap. This matches the algorithmic hardness of approximation result of Håstad [Hås96] . Underlying all the works above is a lower bound on the non-negative rank of the unique disjointness matrix. These works, however, did not consider the lopsided version of the unique disjointness matrix.
In a parallel line of work, Chan, Lee, Raghavendra and Steurer [CLRS13] proved lower bounds on the size of linear programs for constraint satisfaction problems by relating it to known SheraliAdams integrality gaps using techniques from Fourier analysis and convex optimization. For instance, they proved that any polynomial sized LP for Max-Cut on n-node graphs cannot beat the trivial approximation factor of 1/2. Recently, Kothari, Meka and Raghavendra [KMR17] improved their lower bounds to 2 n c for some constant 0 < c < 1. Lee, Raghavendra and Steurer [LRS15] proved that similar situation arises for SDP relaxations: when it comes to maximum constraint satisfaction problems, SDPs of size polynomial size cannot perform much better than sums of squares relaxations of constant degree. For instance, this implies that for MAX-3-SAT, no SDP of polynomial size can beat the trivial approximation factor of 7/8.
When it comes to approximations, the problems discussed above have exponential size LP lower bounds. The matching problem is very different in the sense that for any ε ≥ 2 n , it has an LP of size ≈ n 1/ε which achieves a (1 + ε) approximation. We show that for the matching problem this is best possible. A similar situation arises for the Max-Knapsack problem for which Bienstock [Bie08] gave an LP of size ≈ n 1/ε which achieves a (1 − ε) approximation for any ε ≥ 2 n . An exponential lower bound for exact extended formulations for Max-Knapsack follows by a reduction from the unique disjointness matrix [AT13, PV13] (also see [GJW16] which proves a better lower bound by using a different construction). It is unclear how to extend the aforementioned reduction from unique disjointness to prove a strong lower bound for any (1 − ε) approximation for Max-Knapsack. A lower bound even in the case of (1 − 1 n ) approximation remains an interesting open problem.
Organization
In Section 2 we give the high-level intuition for our results before we delve into technical details. Section 3 discusses the slack matrix for the Matching and Lopsided Correlation polytopes. Section 4 contains the basic notation and preliminaries. In Section 5 we prove lower bounds on the nonnegative rank of the lopsided unique disjointness matrix and the matching slack matrix. Section 6 proves a key technical lemma.
Overview of Techniques
To give an outline of the proofs, we will assume basic familiarity with the definition of entropy of discrete random variables. Random variables will be denoted by capital letters and the values attained by them will be denoted by smaller letters. We will write p(x) to denote the distribution of X as well as the probability of the event X = x in the probability space p, where the meaning will be clear from context. See section 4 for notational conventions and preliminaries.
Our proof is based on the common information approach used by Braun and Pokutta [BP15, BP16] . In this approach, we view a non-negative matrix L indexed by x and y as a probability distribution p(x, y) by normalizing by the total weight of the matrix. Let X and Y be sampled from p(x, y). If rk + (L) = r, then the corresponding distribution p(x, y) is a convex combination of r product distributions given by the non-negative rank one factors. Viewed this way, a non-negative factorization of L gives us a random variable R with support of size log rk + (L) that then breaks the dependency between X and Y . In other words, X and Y are independent if we know the value of R (see Section 4) or formally, X, R, Y form a Markov chain (denoted by X − R − Y ).
Lopsided Unique Disjointness
To give intuition behind the proof of Theorem 1.3, let us take a look at what the corresponding distribution looks like when the matrix we start with is the lopsided unique disjointness matrix A given by (1.1). Let X and Y be the random variables sampled from the distribution obtained by normalizing A. Then X is a random subset of [n] of size at most k and Y is an arbitrary random subset of [n] . It turns out that by using a direct-sum argument (dividing the universe [n] into blocks of size [ k ] is an arbitrary random set while the probability that X ∩ Y = ∅ is at least 1 2 + Ω(ρ). We will argue that if the non-negative rank was in fact small, then the probability that X ∩ Y = ∅ can not be much larger than 1 2 deriving a contradiction. In the reduced problem, the entropies of X and Y are given by H(X|X ∩Y = ∅) = log
γ 8 k log n k for a small constant γ, then it turns out that we get a random variable R such that X − R − Y and even after conditioning on R the entropies remain large:
Note that the conditioning on X ∩ Y = ∅ is needed to carry out the direct-sum argument and is quite essential.
To prove a non-negative rank lower bound for lopsided unique disjointness, we exploit the lopsided structure to prove the following key technical lemma which intuitively says that for most values of R, the probability that the event X ∩ Y = ∅ happens conditioned on R is smaller than 
With a little work, one could conclude from the above lemma that if the non-negative rank of A was small, then the probability of the event X ∩ Y = ∅ is at most 1 2 + O(γ). Choosing γ to be sufficiently small, we can ensure that this probability is much smaller than 1 2 + Ω(ρ), and so, we derive a contradiction to our initial assumption, that the non-negative rank of the lopsided unique disjointness matrix is small.
To understand Lemma 2.1 in more detail, it is worthwhile to consider some simple examples. If it was the case that H(X|R, Y X = 0) ≥ log m − α and H(Y |R, Y X = 0) ≥ m − α where α 1, then using Pinsker's inequality, conditioned on the event Y X = 0 and most values of R, X and Y are close to uniform in statistical distance. Hence, the probability that x, r is such that p(Y x = 0|r) is significantly larger than 1 2 is small. Lower bounds on the non-negative rank of the standard unique disjointness matrix (rows and columns indexed by all possible subsets of [n]) essentially follow from a variation of this argument since in those cases the entropy loss is small enough so that we can say that the distributions of X and Y (conditioned on R and the event Y X = 0) are close to uniform in statistical distance.
In our case, however, the entropy loss is large enough so that the distributions are quite far from uniform in statistical distance. Let us try to construct an example where the entropy loss is larger. Let R be a random subset of [m] of size m 1−α and T ⊆ R be a random subset of size α log m. X will be a uniform index chosen from the subset R while the string Y is chosen uniformly conditioned on the event that the Y i = 0 for every i ∈ T . In this case, R is a random variable that breaks the dependency between X and Y . Also, we have that H(X|R, Y X = 0) = (1 − α) log m and H(Y |R, Y X = 0) = m − α log m, so the entropy loss is of the same order as in the assumptions of Lemma 2.1. Here, the event that x, r is such that p(Y x = 0|r) is significantly larger than 1 2 occurs only when x ∈ T , and hence, the probability of such x, r is at most |T |/|R| ≤ α log m m 1−α . Generalizing the intuition gained from the example given above, the proof of Lemma 2.1 proceeds by showing that if the measure of x, r such that p(Y x = 0|r) ≥ 1+γ 2 is large, as well as the entropy H(X|R, Y X = 0) is large, then for most values of R, there is a large set of coordinates of Y that must be very biased given R, and hence the entropy H(Y |R, Y X = 0) must be small. This intuition is borrowed from the lower bounds on lopsided disjointness in communication complexity [Pat11, NR15] , but since the setting of non-negative rank is different, the technical details involved for converting this intuition into proof are more challenging here.
Before moving on, we stress two key points about Lemma 2.1. Firstly, given the assumptions on entropy here, one may hope to say that the probability that x, r is such that p(
must also be small. However, this is not true − the lemma is one-sided and it is fairly easy to construct examples where this is not the case. And secondly, the lopsided structure is crucial in Lemma 2.1. Such a lemma is not true if one considers the case where Y is also a random subset
So, even though one could hope that the non-negative rank of the small set unique disjointness matrix (where we restrict both rows and columns to be indexed by sets of size at most k) is ≈ n k , a common information based approach, as used here, will be unable to prove this.
Matching Slack Matrix
Recalling the connection between extension complexity and non-negative rank of slack matrices, it turns out that to prove Theorem 1.2 it is sufficient to prove a lower bound on the non-negative rank of an appropriate slack matrix associated with the matching polytope (see Section 3). For the sake of providing intuition, we will work with a slightly simpler slack matrix S in this section. The rows of this slack matrix are indexed by odd cuts (subsets) of [2n + 6] of size at most 1/ε and the columns are indexed by perfect matchings in the complete graph on the vertex set [2n + 6]. The entry corresponding to cut u and perfect matching m is S um = |δ(u) ∩ m| − 1 where δ(u) is the set of edges of the complete graph on [2n + 6] crossing u (edges with exactly one end point in u). The true slack matrix whose non-negative rank we need to bound to prove Theorem 1.2 is a noisy version of this slack matrix where a small constant β > 0 is added to every entry.
Using a direct-sum argument with appropriate conditioning (dividing vertices into 1/ε chunks of size O(εn) each), we can reduce our problem to a question about a random odd cut U and a random perfect matching M in a graph with 2t + 6 vertices where t := εn. Furthermore, the non-negative rank decomposition gives a random variable R such that U − R − M where the size of support of R is log rk + (S). Denoting by q(u, m, r) the distribution of U, M, R, it turns out that the probability q(U = u, M = m) is proportional to |δ(u) ∩ m| − 1. In particular, if only one edge of the matching m crosses the cut u, then it has probability zero under the distribution q.
To describe the high-level idea of the proof we need some notation. We first fix an arbitrary perfect matching A in the graph and an arbitrary cut Z that cuts all edges of A. We pick a uniformly random partition B = (B 0 , B 1 , . . . , B t ) of the set Z such that |B 0 | = 3 and Let E be the event that U and M are both consistent. Note that given the partition B, one can check whether the cut U is consistent without knowing what the matching M is and vice-versa. Hence, as U −R−M , it follows that even conditioned on the event E, U and M are still independent given R and B. Furthermore, when the event E occurs then either |δ(U ) ∩ M | = 3 (when U does not cut the edges of M apart from those incident on B 0 ) or |δ(U ) ∩ M | = 5 otherwise.
Let D ⊆ E denote the event that U and M are consistent and U does not cut the edges of M apart from those incident on B 0 . Comparing this setup to the case of lopsided unique disjointness, one can see that apart from choosing B 0 , U corresponds to picking a set of size one among the t blocks (B 1 , . . . , B t ), and apart from the edges touching B 0 , M corresponds to picking a subset of the same t blocks by considering the elements where M crosses the block B j to be in the set. The event D then exactly corresponds to the event that these sets are disjoint. In the "disjoint" case, there are exactly 3 edges of M crossing the cut U where as in the "intersecting" case the number of edges of M crossing U is exactly 5.
As the probability under q is proportional to |δ(U ) ∩ M | − 1, it is not too hard to see that the probability of the event q(D|E) = (3−1)
γ 8 · n t log t for a small constant γ, then even after conditioning on R the entropies remain large:
We want to proceed similarly to the case of lopsided unique disjointness: we want to conclude that the assumptions on entropy imply that q(D|E) must be much smaller than 1 3 . In the case of lopsided disjointness, it was enough for us to use Lemma 2.1 and bound the contribution to p(D|E, R = r, B = b) by 1 2 + γ for most r, b. But now as we want to prove that the probability is smaller than 1 3 , we need to exploit the combinatorial structure of the matching polytope. This is where the random partition B, which is the key new idea introduced by Rothvoß [Rot14] , is useful. We are going to argue that only certain kinds of partitions can contribute to the probability of the event D otherwise there is a non-zero probability of sampling a cut U and a matching M that satisfies |δ(U ) ∩ M | = 1 and any such pair has probability zero in the distribution q, since the corresponding slack matrix entry in S is zero. Then, averaging over all the choices of the random partition B, we can show the total contribution of these random partitions to q(D|E) is indeed less than 1 3 . Let us make some simplifying assumptions first. Define M j to be the edges of M corresponding to block B j . Let us assume that for all values r, b the probability that
Also assume that U is almost uniform among the m possible cuts. Then, as U and M are independent conditioned on E, R = r, B = b, we get that The event on the right hand side above fixes a cut of size 5 in the graph and a matching that crosses on all the edges. Fix the blocks outside this cut arbitrarily. By symmetry all of the 5 3 ways of splitting this cut into B 0 and B j are equally likely (see Figure 2. 2). It turns out that the right hand side above can be non-zero only when the vertices chosen in B 0 form a 2-intersecting family (note that this determines B j as the parts outside are already fixed) and hence averaging over b and r, we get that q(D|E) ≈ Γ 10 q(D|E) where Γ is a bound on the size of any such family. It turns out that Γ is small enough so that we can conclude q(D|E) < 1 3 and derive a contradiction. Why must the probability be zero when there are two partitions b and b (which are same everywhere outside this cut) such that |b 0 ∩ b 0 | = 1? This is because we can choose an appropriate cut u that is consistent with b (See Figure 2.3(a) ) and has non-zero probability q(U = u|E, R = r, B = b ) > 0 and an appropriate matching m that is consistent with b (see Figure 2 .3(a)) and has non-zero probability q(M = m|E, R = r, B = b) > 0. Note that then it must also hold that the cut and the matching has non-zero probability even without conditioning on E: q(U = u|R = r) > 0 and q(M = m|R = r) > 0. But since U and M are independent given R then such a pair would have non-zero probability even though |δ(u) ∩ m| = 1 and any such pair must have zero probability under q.
If it was the case that H(U |B, D) ≥ log t − α and H(M |B, D) ≥ t − α where α 1, then one could work with statistical distance as is done in [Rot14, BP15] , but since in our case the entropy loss is much larger, we use Lemma 2.1 in conjunction with the random partition idea.
As mentioned before, to prove Theorem 1.2 we have to work with a noisy version of the slack matrix used above, where the probability of a pair U and M satisfying |δ(U ) ∩ M | = 1 is not zero, but a small constant. This along with the limitations of Lemma 2.1 and the lopsided structure makes translating this intuition into a formal proof considerably more involved. 
Slack Matrices and Non-Negative Rank
The Slack Matrix S P,Q ∈ R s×t corresponding to polytopes P and Q is a non-negative matrix defined by S P,Q ij
The non-negative rank of a non-negative matrix S is
Braun, Fiorini, Pokutta and Steurer [BFPS15] showed that to lower bound the size of extended formulations for any polytope sandwiched between inner polytope P and outer polytope Q, it suffices to lower bound the non-negative rank of the corresponding slack matrix S P,Q .
Theorem 3.1 ([BFPS15]). Let
P = conv{v 1 , . . . , v s } ⊆ R d and Q = {x| a i , x ≤ b i , ∀1 ≤ i ≤ t} ⊆ R d be two polytopes. Then, for any polytope K ⊆ R d satisfying P ⊆ K ⊆ Q, xc(K) ≥ rk + (S P,Q )−1.
Slack Matrix for the Matching Polytope
Let 0 < β < 1 be a constant which will be determined by the proof. In proving Theorem 1.2, we may assume without loss of generality that c n ≤ ε ≤ 1 for a sufficiently large constant c . We call a subset of vertices a cut and for a cut U , we define δ(U ) to be the set of edges with exactly one end point in U and E(U ) to be the set of edges inside U .
Consider the following outer polytope
2 ) for matching:
For any cut U of size at most 1 + β ε , (1 + ε)(|U | − 1) ≤ |U | + β − 1, so we have the following. Proposition 3.2.
Hence, to lower bound the extension complexity of approximating polytopes, it suffices to lower bound the non-negative rank of the slack matrix S P M AT ,Q ε . Since there are only O(n) degree constraints, let us restrict ourselves to the submatrix S of S P M AT ,Q ε given by odd cuts and perfect matchings. Then, the entry corresponding to cut u and perfect matching m is . Note that this matrix has Θ(1/ε) rows. We prove that 
Slack Matrix for the Lopsided Correlation Polytope
Consider the polytope Q = Q(n) = {x ∈ R n×n | 2diag(a) − aa T , x ≤ 1, a ∈ {0, 1} n } where diag(a) ∈ R n×n denotes the diagonal matrix which has the vector a on the diagonal and is zero otherwise. It is well-known (see [BP16] for example) that P LCORR ⊆ Q and the slack matrix corresponding to the inner polytope P LCORR and outer polytope σQ is the non-negative matrix σA where A is a lopsided unique disjointness matrix satisfying the conditions in (1.1) with parameter ρ = 1 σ . Corollary 1.4 then directly follows from Theorems 1.3 and 3.1.
Notation and Preliminaries

Probability Spaces and Variables
Unless otherwise stated, logarithms in this text are computed base two. We denote by [n] the set {1, 2, . . . , n} and by
k the collection of subsets of [n] of size k. Random variables are denoted by capital letters (e.g. A) and the values they attain are denoted by lower-case letters (e.g. a). Events in a probability space will be denoted by calligraphic letters (e.g. E). For event D, we use 1 D to denote the corresponding indicator variable, D to denote the complement event and for another event E, we use the shorthand D, E to denote the intersection event D ∩ E. Given a = a 1 , a 2 , . . . , a n (resp. a = a 1 , . . . , a n ), we write a ≤i (resp. a ≤i ) to denote a 1 , . . . , a i (resp. a 1 , . . . , a i ) . We define a <i , a ≥i , a >i (resp. a <i , a ≥i , a >i ) similarly.
Given a probability space p and a random variable A in the underlying sample space, we use the notation p(a) to denote both the distribution on the variable a, and the number P p [A = a]. The meaning will be clear from context. We will often consider multiple probability spaces with the same underlying sample space, so for example p(a) and q(a) will denote the distribution of the random variable A under the probability spaces p and q respectively with the underlying sample space of p and q being the same. We write p(a|b) to denote either the distribution of A conditioned on the event B = b, or the number a distribution p(a, b, c, d), we write p(a, b, c) to denote the marginal distribution on the variables a, b, c (or the corresponding probability). We often write p(ab) instead of p(a, b) for conciseness of notation. If E is an event, we write p(E) to denote its probability according to p.
The support of a random variable A is defined to be the set supp(A) := {a | p(a) > 0}. Given a fixed value c, we denote by E p(b|c) [ g(a, b, c) g(a, b, c) , the expected value of the function g (a, b, c) under the distribution p(b|c) . If the probability space p is clear from the context, then we will just write E b|c [g(a, b, c) ] to denote the expectation. We use E a∈A [g(a)] to denote the expected value of g(a) under the uniform distribution over the set A.
We write A − R − B to assert that the random variables A, R, B form a Markov chain, or, in other words, p(arb) = p(r) · p(a|r) · p(b|r).
In stating the preliminary lemmas and definitions, p is assumed to be the underlying probability space of the random variables being considered.
To get familiar with the notation, consider the following example. Let A ∈ {0, 1} 2 be a uniformly distributed random variable in a probability space p. 
. Let q(a) = p(a|E), then q(a)
is the uniform distribution on {(0, 0), (1, 0)} and q(a 2 ) is the distribution over the sample space {0, 1} which takes the value 0 with probability 1.
Entropy and Mutual Information
For a discrete random variable A, the entropy of A is defined as
.
For any two random variables A and B, the entropy of A conditioned on B is defined as H(A|B) = E p(b) [H(A|b)]. The mutual information between A and B is defined as I (A : B) = H(A) − H(A|B) = H(A) − H(B|A). Similarly, the conditional mutual information is defined as I (A : B|C) = H(A|C) − H(A|BC).
We shall often work with multiple probability spaces over the same underlying sample space. To avoid confusion, we shall explicitly write H p (A) (and I p (A : B|C)) to specify the probability space p being used for computing the entropy (and mutual information).
The Binary Entropy Function
The binary entropy function 2 is defined to be h(x) := −x log x − (1 − x) log(1 − x) for x ∈ [0, 1]. The function h is concave on the interval [0, 1] and is decreasing on the interval [ 2 We adopt the convention that x log x = 0 at x = 0.
Non-negative Rank and Common Information
Given a non-negative matrix A ⊂ R X ×Y , we can view it as a probability distribution p(xy) as follows:
Let X and Y denote random variables with distribution p(xy). Then, we have the following proposition whose proof can be found in Appendix B.
Proposition 4.2 ([BP16]). There is a random variable R such that X − R − Y and |supp(R)| ≤ rk + (A).
One can view the above proposition as saying that to prove a lower bound on the non-negative rank, it suffices to lower bound a well-known information theoretic quantity called the common information between X and Y . For more details on this interpretation, see [BP16] .
Preliminary Information Theory Lemmas
The proofs of the following basic facts can be found in [CT06] :
Proposition 4.4. H(A|B) ≤ H(A) where the equality holds if and only if A and B are independent.
The above implies that if A and B are independent then I (A : B) = 0. Y 1 ) , . . . , (X n , Y n ) are mutually independent. Let R be an arbitrary random variable. Then,
Proposition 4.5 (Chain Rule). If
Lemma 4.8. Let X be a random variable such that H(X) ≥ log − a where = |supp(X)| and
Proof. Set b = 2 (a+1)/γ . Denoting by S the complement of S, we can write
where the first inequality follows from the definition of S and the second from concavity of the log function. We can further upper bound
where we used that x log (1/x) ≤ 1 for 0 ≤ x ≤ 1. Since H(X) ≥ log − a, we get that
Lemma 4.9. Let Y ∈ {0, 1} and define
Proof. We may write
which by the assumption implies that
where the last inequality follows from the concavity of the binary entropy function h. Since h is a decreasing function on 1 2 , 1 and h(
Denoting by S the complement of S and applying the chain rule we get: Proof. We have
which gives us that (m − β)p(S)
≥ E[A] − β ≥ α − β.
Intersecting Families
The following lemma will be crucial for the analysis. It is a special case of the Erdős-Ko-Rado Theorem (see [Wil84] ) which says that when n ≥ 6, then the size of any family of
[n] 3 that intersects in two elements is at most n − 2 (Lemma 4.11 follows from the case n = 6). We give a self-contained proof in Appendix B.
Lemma 4.11. Let F ⊆ [5] 3 be a family of subsets such that any two sets in F intersect in two elements. Then, |F| ≤ 4.
Lower Bounds on Non-negative Rank
Let us recall the main technical lemma which we use to derive a lower bound on the non-negative rank of the lopsided unique disjointness matrix as well as the matching slack matrix. 
We will prove the above lemma in Section 6. First we use it to derive non-negative rank lower bounds.
Non-negative Rank of Lopsided Unique Disjointness
In this section we prove Theorem 1.3.
Theorem 1.3. For any
It will be convenient to assume that n is divisible by k and 
Using Lemma 4.7 and Proposition 4.2 together with the above, we have
which proves Theorem 1.3 as
Proof of Lemma 5.1. Fix i as in the statement of the lemma. Let E be the event that X i has exactly one element for every i and X ∩ Y is a subset of the i th block. Note that D ⊂ E.
Writing W = X <i Y >i , we will prove that for any fixed value w attained by W , we have that
and the proof is completed by averaging over w.
Note that after fixing w and r, X and Y are independent and they can be checked separately to verify that the event E occurs as for every block j = i either X j or Y j is fixed given w. 
It follows that the distribution p(xyr) := q(xyr|wE) satisfies p(xy|r) = p(x|r)p(y|r).
where the second equality follows since p(xy|r) is product.
We will show that
1000 . 
This implies p(D) ≤
2 ) log t 4 ≥ log t − 3. As p(xyr) = q(xyr|wE), if (5.1) is not true, then
and a similar statement is obtained by writing I p R : Y i |X i D in terms of entropy. It follows that
Since entropy can only decrease under conditioning and 
Non-negative Rank of the Matching Slack Matrix
Let us recall the definition of the matching slack matrix S from (3.1). The entry S um corresponding to cut u and perfect matching m is
where 0 < β < 1 is a constant that will be determined by the proof and δ(u) is the set of edges crossing u. In this section we prove Theorem 3.3. For convenience we assume that β/ε is an integer and we work with graphs on 4n + 6 vertices where n is divisible by β/ε. Set t = n β/ε and note that t ≥ c for a large constant c = c(β). Using the slack matrix S, define a distribution on cuts U and perfect matchings M given by
Fix an arbitrary perfect matching A and an arbitrary cut Z that cuts all edges of A. Let  B = (B 0 , B 1 , . . . , B n ) be a uniformly random partition of the set Z into blocks such that |B 0 | = 3 and |B j | = 2 for each j ∈ [n]. For i ∈ [ We say that the cut U is consistent with B if B 0 ⊆ U ⊆ Z and for every i ∈ [
. We say that M is consistent with B if A 0 ⊆ M and for each j ∈ [n], either A j ⊆ M or M matches B j to itself and matches the neighbors of B j under A j to themselves. 
which proves Theorem 3.3 as
Proof of Lemma 5.3. Fix a value of i as in the statement of the lemma. Let E be the event that U, M are consistent with B and for each j = i, the edges of M j are not cut by U j . Note that D ⊂ E, but under E edges of M i may be cut by U i .
For any partition b and for any (u, m) ∈ supp(p(um|bE)), the weight of the slack matrix entries are given by and note that the number of entries in both cases above is exactly t2 t−1 .
Writing W = U <i M >i B −i , we will prove that for any fixed value w attained by W , the following holds
and the proof is completed by averaging over w. Observe that the partition of the i th chunk B i and B 0 is still a random variable even after fixing w.
After fixing wrb, U and M are independent and they can be checked separately to verify that the event E occurs as for every block j = i either U j or M j is fixed given wb. It follows that the distribution p(umbr) defined as p(umbr) = q(umbr|wE) satisfies p(um|rb) = p(u|rb)p(m|rb). A direct computation using (5.3) then shows that
For the sake of contradiction, assume that (5.4) does not hold. Then, we are going to argue that p(D) must be significantly smaller than 1 3 reminiscent to the proof of Lemma 5.1. Define the random variable J ∈ [t] to be J = j if U i = B i j and note that the distribution p(jm|rb) is product. Furthermore, note that under the distribution p, the event D is equivalent to
, we define the set of blocks correlated with j as
Define sets:
For brevity, when S ⊆ [t] × supp(p(rb)) we write p(S) to denote the probability of the event (j, r, b) ∈ S. Using Lemma 2.1 and other entropy related arguments, we will be able to show that the contribution of S 1 , S 2 , S 3 and S 4 to p(D) is small.
Claim 5.4. (a) p(S
Hence, denoting by G the complement of the event S 1 ∪ S 2 ∪ S 3 ∪ S 4 , we can bound
To bound the contribution of G, we need to use the combinatorial structure of matchings. For this, we further split G into two events. We say Next we want to relate the contribution of G 1 to the probability of the event |δ(U ) ∩ M | = 1 under the distribution q. Since, this probability is not zero under the slack matrix S, we will need some more notation to bound it more carefully. We call a matching M to be bad for B if M includes exactly one edge crossing B 0 which is an edge of A 0 and for other blocks either Note that the number of entries in the two cases above is exactly 3t2 t−1 since for every fixing of all the edges of M except M 0 , there are exactly three matchings that are bad.
With the above, we will be able to show that Claim 5.6.
Plugging the above claims in (5. . This finishes the proof. Next we turn to proving the claims.
Proof of Claim 5.5. For any (j, r, b) ∈ G, we have p(M
Recall that D is equivalent to the event Averaging over j and r, we get that p( 
All that remains is to prove (5.7). Since ( , r, b) ∈ G and j / ∈ T rb , p(
. Since probability is always less than one, trivially
Using the above and the fact that p(jm|rb) is product, we get
Next we relate the probability on the right hand side above to the probability under q conditioned on the event E ∪ F as follows:
where the last inequality follows since q(E | E ∪ F) = 
Note that the distribution q(jm|rb, E ∪ F) is still product as J and M are independent given rb and given the partition b one can check if the matching m is bad or consistent without knowing the cut. Next, we relate the probability of the right hand side to the probability under the partition b where b is the partition guaranteed from ( , r, b) being in G 1 . We will show that
Note that the two events above correspond to different matchings since the partitions are different (see Figure 5.3(a) ). The probability of any matching that agrees with the event on the right hand side above is zero under p(m|rb), but that is not the case under q(m|rb, E ∪ F). In fact, by symmetry the probability of any such matching is the same under the distribution q(m|rb, E ∪ F) and q(m|rb , E ∪ F). This is because as q(jm|rb, E ∪ F) is product, the probability does not change under conditioning on the event that J = which is the same as conditioning that the cut is b 0 ∪ b i . Then, since the partitions were picked uniformly, both the splits (b 0 , b i ) and (b 0 , b i ) are equally likely even when conditioned on J = , E ∪ F since the matching is either consistent or bad with respect to both of them.
Note that any matching which agrees with the event on the right hand side above is bad for b (see Figure 5.3(b) ). From this it follows that
Plugging the above in (5.10) and using that the distribution is product, we get (5.7). To complete the proof, we next show that (5.11) holds.
For this let us recall that since ( , r, b) and ( , r, b ) are both in G, when j / ∈ T rb , we have
and a similar statement also holds with respect to b . Since p(m|rb) = q(m|rb, E), we can write
, and a similar statement holds for b also.
Similar to the argument before, by symmetry q( 
) their total measure under the distribution p(m i |bD) can be bounded by
2 ) log t 4 ≥ log t − 3. As p(umrb) = q(umrb|wE), if (5.4) is not true, then
and a similar statement is obtained by writing I p R : M i |U i BD in terms of entropy. It follows that
In terms of the random variable J (recall that J = j if U i = B i j ), we get
For rest of the proof, it will be helpful to keep in mind that under the distribution p, D is equivalent to the event that
(a) Follows from definition of S 1 .
(b) In the probability space p, define random variable Y ∈ {0, 1} t as follows:
(c) Since removing conditioning only increases entropy, we have that Lemma 4.8 implies that for any (r, b) ∈ T , p(S 3 |rbD) ≤ β 2 . By union bound,
) and we can say that
Using Lemma 4.10, we get that
≤ β as t ≥ c = c(β) for a large enough c.
Proof of Main Technical Lemma (Lemma 2.1)
For the sake of contradiction, we assume that p((x, r) ∈ B) ≥ 64γ. The proof will proceed by first fixing a value of r, such that the entropies H p (X|r, Y X = 0) and H p (Y |r, Y X = 0) will remain large but the distribution of X and Y conditioned on r will be quite biased (conditioned on r, the probability of the event Y X = 0 will be significantly larger than 1 2 ). Then, we will argue that if this was the case, then in fact, the entropy H p (Y |r, Y X = 0) must be much smaller than our assumption.
Let G denote the set of r such that (b) p(x ∈ S r |r) ≥ 32γ where S r = {x|(x, r) ∈ B}.
We will be able to argue that Claim 6.1. p(r ∈ G|Y X = 0) ≥ 256γ 2 .
In particular, this means that the set G is not empty. For the rest of the proof, we will fix some r ∈ G and work with the distribution q(xy) = p(xy|r) which is product. Consider the random We will prove that there exists a rectangle with the following properties.
Lemma 4.10 implies that p(r ∈ G 2 ) ≥ 32γ. Furthermore, for any r ∈ G 2 , we have p(Y X = 0|r) ≥ p(x ∈ S r |r)p(Y X = 0|r, X ∈ S r ) ≥ 16γ.
Since γ ≤ 1 2 8 , using Proposition 6.3, p(r ∈ G|Y X = 0) ≥ p(r ∈ G 2 |Y X = 0) − p(r / ∈ G 1 |Y X = 0)
≥ p(r ∈ G 2 ) · 16γ − p(r / ∈ G 1 |Y X = 0) ≥ 512γ 2 − 4γ 4 ≥ 256γ 2 .
Proof of Claim 6.2. By our choice of r ∈ G, we have q(x ∈ S r ) ≥ 32γ where S r = {x|q(Y x = 0) ≥ holds for every x ∈ S which proves (b).
With a similar argument, using Proposition 6.5 we get that for y ∈ T , the following holds q(y|Y ∈ T ) ≤ m γ 2 2 1/γ 2 64γ 4 2 m ≤ m γ 2 2 2/γ 2 2 m .
which implies that H q (Y |Y ∈ T ) ≥ m − γ 2 log m − 2 γ 2 which gives (c).
Now we turn to proving Propositions 6.4 and 6.5.
Proof of Proposition 6.4. Recall that q(Y
2 for x ∈ S r and q(x ∈ S r ) ≥ 32γ. Since q(xy) = p(xy|r), using Proposition 6.3, it follows that q(x) ≤ 2q(x|Y X = 0) for x ∈ S r and hence q(x ∈ S r |Y X = 0) ≥ 16γ.
The entropy bound H q (X|Y X = 0) ≥ (1 − γ 4 ) log m implies that q(x ∈ S u |Y X = 0) ≥ 1 − γ 2 using Lemma 4.8. 
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where the second last equality follows since I (X i : Y <i |X <i Y ≥i ) = 0. The second bound follows similarly.
Proof of Lemma 4.11. In case | ∪ F ∈F F| ≤ 4, the size of the family F is bounded by 4 3 = 4. We will prove that if | ∪ F ∈F F| = 5, then size of F can at most be 3. Take sets F 1 , F 2 , F 3 such that |F 1 ∪ F 2 | = 4 while |F 1 ∪ F 2 ∪ F 3 | = 5. Then, F 1 ∩ F 2 ⊆ F 3 . But now there can be no more sets in the family because such a set must intersect F 1 ∩ F 2 in just one element but in this case it will intersect with one of F 1 , F 2 or F 3 in exactly one element.
