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Modified weak multiplier Hopf algebras
A. Van Daele (∗)
Abstract
Let (A,∆) be a regular weak multiplier Hopf algebra (as defined and studied in [VD-W1]).
Denote by E the canonical idempotent of (A,∆) and by B the image εs(A) of the source
map εs. Recall that B is a non-degenerate algebra, sitting nicely in the multiplier algebra
M(A) of A so that also M(B) can be viewed as a subalgebra of M(A).
Assume that u, v are invertible elements in M(B) so that E(vu ⊗ 1)E = E. This last
condition is obviously fulfilled if u and v are each other inverses, but there are also other
cases. Now modify ∆ and define ∆′(a) = (u ⊗ 1)∆(a)(v ⊗ 1) for all a ∈ A. We show
in this paper that (A,∆′) is again a regular weak multiplier Hopf algebra and we obtain
formulas for the various data of (A,∆′) in terms of the data associated with the original
pair (A,∆).
In the case of a finite-dimensional weak Hopf algebra, the above deformation is a special
case of the twists as studied in Section 6 of [N-V].
It is shown in [T-VD2] that any regular weak multiplier Hopf algebra gives rise in a
natural way to a regular multiplier Hopf algebroid. This result applies to both the original
weak multiplier Hopf algebra (A,∆) and the modified version (A,∆′). However, the same
method can be used to associate another regular multiplier Hopf algebroid to the triple
(A,∆,∆′). This turns out to give an example of a regular multiplier Hopf algebroid that
does not arise from a regular weak multiplier Hopf algebra although the base algebra is
separable Frobenius (see [T-VD2]).
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0. Introduction
Let A be a non-degenerate algebra, say over the field of complex numbers. A coproduct ∆
on A is a homomorphism from A to the multiplier algebra M(A⊗A) of the tensor product
A ⊗ A satisfying certain regularity conditions as well as coassociativity. In the setting of
weak multiplier Hopf algebras, it is not assumed to be non-degenerate as this would imply
the existence of a unique extension to a homomorphism on M(A) that is unital. Instead,
this property is weakened in the following sense.
Consider the canonical maps T1 and T2 defined on A⊗A by
T1(a⊗ b) = ∆(a)(1⊗ b) and T2(a⊗ b) = (a⊗ 1)∆(b).
It is assumed that there is an idempotent E ∈M(A⊗A) so that the range of T1 is E(A⊗A)
and the range of T2 is (A ⊗ A)E. This idempotent is unique if it exists. The condition
allows to extend the coproduct ∆ to all of M(A) and this extension will still be unique
provided we add the requirement that ∆(1) = E. In particular we have ∆(a) = E∆(a)
and ∆(a) = ∆(a)E for all a ∈ A. In fact, E is the smallest idempotent in M(A⊗A) with
this property. Similarly we can extend the homomorphisms ∆⊗ ι and ι⊗∆, where ι is the
identity map, from A⊗A to M(A⊗A) and these extensions are again unique if we require
that they map the identity of A ⊗ A to E ⊗ 1 and 1 ⊗ E respectively. Coassociativity is
now expressed in the usual form (∆ ⊗ ι)∆ = (ι ⊗ ∆)∆ and this equality even holds on
elements of M(A). In particular (∆⊗ ι)E = (ι⊗∆)E. The next requirement is now that
(∆⊗ 1)E = (E ⊗ 1)(1⊗ E) = (1⊗ E)(E ⊗ 1).
Finally, for the pair (A,∆) to be a weak multiplier Hopf algebra, there are also conditions
on the kernels of the canonical maps T1 and T2. The extra assumptions are formulated
entirely in terms of the canonical idempotent E, just as it is the case for the ranges of these
maps. However, the conditions are somewhat more difficult and we refer to Definition 1.14
in [VD-W1] for a precise formulation.
A weak multiplier Hopf algebra (A,∆) is regular if its antipode S is a bijective map from A
to itself. In that case, also the canonical maps for the pair (Aop,∆) are considered (where
Aop is the algebra A, endowed with the opposite product). They are denoted by T3 and
T4 and satisfy
T3(a⊗ b) = (1⊗ b)∆(a) and T4(a⊗ b) = ∆(b)(a⊗ 1).
Also here the range of T3 is (A⊗ A)E and the range of T4 is E(A⊗ A). And again there
as characterizations of the kernels in terms of E.
In this paper we only consider regular weak multiplier Hopf algebras.
For any regular weak multiplier Hopf algebra, we have the source and target maps εs and
εt defined on A by
εs(a) =
∑
(a) S(a(1))a(2) and εt(a) =
∑
(a) a(1)S(a(2))
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where we use the Sweedler notation for the coproduct ∆ on A and where S is the antipode
of (A,∆). The images εs(A) and εt(A) are non-degenerate subalgebras B and C of M(A).
They sit nicely in M(A) so that also their multiplier algebras M(B) and M(C) can be
considered as subalgebras of M(A). We have that E is a separability idempotent in
M(B ⊗ C) (as defined and studied in [VD3]). In fact, B and C can be characterized as
the left and the right leg of E respectively. In particular, they are commuting subalgebras
in M(A).
Having recalled these various notions, we can now describe content of the paper.
In Section 1 we start with a regular weak multiplier Hopf algebra (A,∆). We assume that
u, v are invertible elements in M(B) where as before, B is the image of the source map.
And we require that
(0.1) E(vu⊗ 1)E = E.
Because E is idempotent, this condition is trivially satisfied when u and v are each others
inverses. However, as will be explained, there are also other possibilities.
Then we define a modified coproduct ∆′ on A by the formula ∆′(a) = (u⊗ 1)∆(a)(v⊗ 1).
This will be again a homomorphism precisely because of condition (0.1) above. It turns
out that ∆′ is a regular coproduct. There is still a canonical idempotent E′ giving the
ranges of the modified canonical maps T ′1 and T
′
2. It is given by E
′ = (u ⊗ 1)E(v ⊗ 1)
as expected. In this section, it is shown that the modified pair (A,∆′) is again a regular
weak multiplier Hopf algebra. Also the various other data, such as the modified antipode
S′ and the new source and target maps ε′s and ε
′
t are expressed in terms of the original
data.
In the case of a finite-dimensional weak Hopf algebra, the modification above turns out to
be a special case of the twisting as studied by Nikshych and Vainerman in [N-V].
In Section 2 we consider the associated multiplier Hopf algebroids. In [T-VD2], it is de-
scribed how any regular weak multiplier Hopf algebra gives rise to a regular multiplier
Hopf algebroid. The method applies to both the original weak multiplier Hopf algebra
(A,∆) and the modified one (A,∆′). However, in this section we are interested in another
multiplier Hopf algebroid coming from this example. The left multiplier bialgebroid is con-
structed from the original pair whereas the right multiplier bialgebroid is obtained from
the new pair. The crucial property needed for this construction is the joint coassociativity
rules
(∆′ ⊗ ι)∆ = (ι⊗∆)∆′ and (∆⊗ ι)∆′ = (ι⊗∆′)∆.
In general, the regular multiplier Hopf algebroid obtained in this way, will not come from
a (single) weak multiplier Hopf algebra. Nevertheless, the base algebra is separable Frobe-
nius. This is used to answer a question raised in [T-VD2].
In the last section, Section 3, we draw some conclusions and we discuss possible further
research on the subject.
3
Conventions and standard references
We only consider algebras over the field of complex numbers (although we believe that
most of the results are still valid for more general fields). We do not require our algebras
to have a unit, but we do need that the product is non-degenerate (as a bilinear form).
Our algebras all turn out to be idempotent. In fact, they even have local units and this
implies that the product is non-degenerate and that the algebra is idempotent.
For algebras with a non-degenerate product, it is possible to define the multiplier algebra
M(A). It can be characterized as the largest algebra with identity containing A as an
essential two-sided ideal. We use 1 for the unit in the multiplier algebras. Of course
M(A) = A if and only if A already has an identity. If A is non-degenerate, then so is
the tensor product A⊗A and we consider also its multiplier algebra M(A⊗A). We have
natural imbeddings
A⊗A ⊆M(A)⊗M(A) ⊆M(A⊗ A)
and in general, for a non-unital algebra, these two inclusions are strict.
The opposite algebra Aop is the algebra A, but endowed with the opposite product.
We use ι for the identity map. We sometimes use ζ to denote the flip map on A ⊗ A and
for its extension to the multiplier algebra M(A ⊗ A). A coproduct is a map from A to
M(A⊗ A). The composition of ∆ with ζ is denoted by ∆cop.
We will sometimes use the Sweedler notation for the coproduct. So we write
∑
(a) a(1)⊗a(2)
for ∆(a) when ∆ is a coproduct on the algebra A and a ∈ A. Some useful information
about the use of the Sweedler notation in the case of non-unital algebras can be found e.g.
in [VD2].
For the theory of weak Hopf algebras we refer to [B-N-S] and for the relation with Hopf
algebroids to [B1].
For the theory of weak multiplier Hopf algebras, we refer to [VD-W1] and [VD-W2]. In
particular, we find in [VD-W2] the necessary results about the source and target maps
and source and target algebras that are very important for the described procedure. See
also [VD-W0] for a motivational paper. The theory of multiplier Hopf algebroids has been
developed recently in [T-VD1]. An important role is played by separability idempotents.
For these objects, we refer to [VD3]. For the relation of weak multiplier Hopf algebras
with multiplier Hopf algebroids, we refer to [T-VD2].
The conventions used in the original papers on weak multiplier Hopf algebras [VD-W1]
and [VD-W2] are not always the same as in the newer paper on multiplier Hopf algebroids
[T-VD1]. We will use here the conventions as in [T-VD1] and [T-VD2].
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for drawing my attention to one of her examples, related with the material in this note (see
[B2]), as well as to the work of Nikshych and Vainerman on twists of finite-dimensional
weak Hopf algebras (see Section 6 in [N-V]).
1. Modifying a weak multiplier Hopf algebra
We start with a regular weak multiplier Hopf algebra (A,∆) as introduced and studied in
[VD-W1]. We denote by E the canonical idempotent. Its properties are used to extend
the coproduct ∆ to the multiplier algebra M(A) and then it turns out that E is actually
∆(1). There exists an invertible antipode S. It is an anti-automorphism of A and it flips
the coproduct. It gives rise to the source and target maps, given by
εs(a) =
∑
(a)
S(a(1))a(2) and εt(a) =
∑
(a)
a(1)S(a(2))
for a ∈ A, where we use the Sweedler notation ∆(a) =
∑
(a) a(1) ⊗ a(2). The range εs(A)
of the source map is denoted by B and the range εt(A) of the target map by C. These sets
B and C are commuting non-degenerate subalgebras of M(A). They sit nicely in M(A) so
that their multiplier algebras can be considered as subalgebras of M(A). These multiplier
algebras M(B) and M(C) can be characterized by
M(B) = {x ∈M(A) | ∆(x) = E(1⊗ x)}
M(C) = {y ∈M(A) | ∆(y) = (y ⊗ 1)E}.
The algebras B and C are the left and right legs of E respectively and because they are
commuting subalgebras in M(A), we will have that also ∆(x) = (1⊗x)E when x ∈M(B)
and ∆(y) = E(y⊗ 1) when y ∈M(C). For these results about the source and target maps
and source and target algebras, we refer to [VD-W2].
Finally E turns out to be a separability idempotent inM(B⊗C) as studied in [VD3]. The
antipodal maps SB : B → C and SC : C → B are characterized by the equations
E(x⊗ 1) = E(1⊗ SB(x)) and (1⊗ y)E = (SC(y)⊗ 1)E
for x ∈ B and y ∈ C. They are both anti-isomorphisms but need not be each others
inverses. They are the restrictions of the antipode to these subalgebras (after extending
the antipode from A to the multiplier algebra M(A)). We will systematically use SB and
SC for the antipode when restricted to the subalgebras B and C. Recall that these anti-
isomorphisms are completely determined by E itself. Therefore, we often view SB and
SC as the antipodal maps associated with the separability idempotent E. This remark is
important as we will modify E and look at the modified antipodal maps before we have
modified the weak multiplier Hopf algebra. See Proposition 1.2 below.
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Modification of the coproduct
We take invertible elements u, v ∈M(B) and we assume that
(1.1) E(vu⊗ 1)E = E.
This condition is of course fulfilled if v and u are each others inverses as E is an idempotent.
However it can also happen in other cases. Indeed, denote v′ = SB(v) and u
′ = S−1C (u).
These elements satisfy (and are characterized by)
(u⊗ 1)E = (1⊗ u′)E and E(v ⊗ 1) = E(1⊗ v′).
Therefore also E(1 ⊗ v′u′)E = E. From this we see that (1.1) is also satisfied when u′
and v′ are each other inverses. This will not necessarily imply that also u and v are each
others inverses.
An immediate consequence of condition (1.1) is obtained in the following proposition. In
fact, it gives an equivalent formulation of this condition.
1.1 Proposition Using the Sweedler type notation E = E(1) ⊗ E(2), we find
E(1)vuSC(E(2)) = 1 and SB(E(1))SB(vu)E(2) = 1.
Proof: Because the second leg of E belongs to C, from the formula characterizing
SC we get
E(vu⊗ 1)E = (E(1)vu⊗ E(2))E = (E(1)vuSC(E(2))⊗ 1)E.
By assumption, this is E and since E is full (as in Definition 1.2 of [VD3]), it follows
that E(1)vuSC(E(2)) = 1. Similarly
E(vu⊗ 1)E = E(1⊗ SB(vu))E = E(1⊗ SB(E(1))SB(vu)E(2))
and because this is equal to E, again from the fullness of E, it follows that
SB(E(1))SB(vu)E(2) = 1. 
When vu = 1, we recover the well-known formulas as found and explained in Proposition
1.8 of [VD3]. And just as in that case, the formulas here are given a meaning when
multiplied with an element of B, left or right, in the first case and with an element of
C, left or right, in the second case. Doing this, also the different steps in the proof are
completely justified.
We now fix such a pair u, v of invertible elements in M(B) satisfying (1.1).
We first use these elements to modify E.
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1.2 Proposition Define E′ = (u ⊗ 1)E(v ⊗ 1). Then E′ is a separability idempotent in
M(B ⊗ C) with associated antipodal maps S′B and S
′
C given by
S′B(x) = SB(vxv
−1) and S′C(y) = uSC(y)u
−1
when x ∈ B and y ∈ C.
Proof: i) From the assumption (1.1) we see that
E′E′ = (u⊗ 1)E(vu⊗ 1)E(v ⊗ 1) = (u⊗ 1)E(v ⊗ 1) = E′
so that E′ is an idempotent. It is clear that it still belongs to M(B ⊗ C) because
E ∈M(B ⊗ C) and u, v ∈M(B).
ii) We have
E′(B ⊗ 1) = (u⊗ 1)E(vB ⊗ 1) = (u⊗ 1)E(B ⊗ 1) ⊆ (uB ⊗ C) = B ⊗ C.
Similarly we find (B⊗ 1)E′ ⊆ B⊗C. We also have that (1⊗C)E′ and E′(1⊗C) are
subsets of B ⊗ C. This is the first condition for E′ to be a separability idempotent.
iii) In a similar way, fullness of E′ will follow from fullness of E.
iv) Finally, a straightforward calculation gives
E′(x⊗ 1) = E′(1⊗ SB(vxv
−1)) and (1⊗ y)E′ = (uSC(y)u
−1 ⊗ 1)E′
for all x ∈ B and y ∈ C.
All of this proves that E′ is again a separability idempotent in M(B ⊗ C) and that
its antipodal maps S′B and S
′
C are given by the formulas as in the formulation of the
proposition. 
We now modify the original coproduct ∆ on A.
1.3 Proposition Define
∆′(a) = (u⊗ 1)∆(a)(v ⊗ 1)
for all a ∈ A. Then ∆′ is a regular and full coproduct on A with counit ε′ defined as
ε′(a) = ε(u−1av−1)
for a ∈ A where ε is the counit of the original weak multiplier Hopf algebra (A,∆).
Proof: i) It is clear that ∆′(a) ∈M(A⊗ A) and we have
∆′(a)∆′(b) = (u⊗ 1)∆(a)(vu⊗ 1)∆(b)(v ⊗ 1)
= (u⊗ 1)∆(a)E(vu⊗ 1)E∆(b)(v ⊗ 1)
= (u⊗ 1)∆(a)E∆(b)(v⊗ 1)
= (u⊗ 1)∆(a)∆(b)(v⊗ 1)
= (u⊗ 1)∆(ab)(v ⊗ 1) = ∆′(ab)
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for all a, b ∈ A.
ii) Also the four elements
∆′(a)(1⊗ b) and (c⊗ 1)∆′(a)
(1⊗ b)∆′(a) and ∆′(a)(c⊗ 1)
belong to A⊗ A for all a, b ∈ A as the same is true with ∆ in the place of ∆′.
iii) To prove coassociativity of ∆′, take a, b, c ∈ A. On the one hand we have
(c⊗ 1⊗ 1)(∆′ ⊗ ι)(∆′(a)(1⊗ b))
= (cu⊗ 1⊗ 1)(∆⊗ ι)((u⊗ 1)∆(a)(v ⊗ b))(v ⊗ 1⊗ 1)
= (cu⊗ 1⊗ 1)(∆(u)⊗ 1)(∆⊗ ι)(∆(a)(1⊗ b))(∆(v)⊗ 1)(v ⊗ 1⊗ 1).
Because u, v ∈M(B), we have
∆(u) = (1⊗ u)E and ∆(v) = E(1⊗ v).
Using these relations in the above formula, we find
(c⊗ 1⊗ 1)(∆′ ⊗ ι)(∆′(a)(1⊗ b))
= (cu⊗ u⊗ 1)(E ⊗ 1)(∆⊗ ι)(∆(a)(1⊗ b))(E ⊗ 1)(v ⊗ v ⊗ 1)
= (cu⊗ u⊗ 1)(∆⊗ ι)(∆(a)(1⊗ b))(v ⊗ v ⊗ 1).
On the other hand we find
(ι⊗∆′)((c⊗ 1)∆′(a))(1⊗ 1⊗ b)
= (1⊗ u⊗ 1)(ι⊗∆)((cu⊗ 1)∆(a)(v ⊗ 1))(1⊗ v ⊗ b)
= (1⊗ u⊗ 1)(ι⊗∆)((cu⊗ 1)∆(a))(v ⊗ v ⊗ b)
= (cu⊗ u⊗ 1)(∆⊗ ι)(∆(a)(1⊗ b))(v ⊗ v ⊗ 1)
where we have used coassociativity of ∆. We see that we get the same expressions
and so also ∆′ is coassociative.
iv) It is not hard to see that fullness of ∆ gives fullness of ∆′.
v) It remains to show that ε′, defined as in the formulation of the proposition, is a
counit for the new coproduct ∆′. Clearly, we have
(ε′ ⊗ ι)(∆′(a)(1⊗ b)) = (ε⊗ ι)(∆(a)(1⊗ b)) = ab
for all a, b ∈ A. Now apply ι⊗ ε′ ⊗ ι on the equality
(c⊗ 1⊗ 1)(∆′ ⊗ ι)(∆′(a)(1⊗ b)) = (ι⊗∆′)((c⊗ 1)∆′(a))(1⊗ 1⊗ b).
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We get
(ι⊗ ε′ ⊗ ι)(c⊗ 1⊗ 1)(∆′ ⊗ ι)(∆′(a)(1⊗ b)) = (c⊗ 1)∆′(a)(1⊗ b)
for all a, b, c ∈ A. And because ∆′ is full, we also find
(ι⊗ ε′)((c⊗ 1)∆′(a)) = ca
for all a, c. Hence ε′ is the counit for the new coproduct ∆′. 
We can also define ε′′ on A by a 7→ ε(u′
−1
av′
−1
) where as before u′, v′ are the elements in
M(C) defined by
(u⊗ 1)E = (1⊗ u′)E and E(v ⊗ 1) = E(1⊗ v′).
Because
∆′(a) = (u⊗ 1)∆(a)(v ⊗ 1)
= (u⊗ 1)E∆(a)E(v⊗ 1)
= (1⊗ u′)E∆(a)E(1⊗ v′)
= (1⊗ u′)∆(a)(1⊗ v′)
for all a, we find
(ι⊗ ε′′)((c⊗ 1)∆′(a)) = (ι⊗ ε)((c⊗ 1)∆(a)) = ca
for all a, c ∈ A. A similar argument as above will give that ε′′ is the counit. Hence, it has
to be equal to ε′ as defined in the proposition.
Before we continue, we make the following remark.
1.4 Remark i) We use this example in [T-VD2] where we study the relation between
weak multiplier Hopf algebras and multiplier Hopf algebroids. For this application, it
is important to notice that there is the mixed coassociativity of the modified coproduct
∆′ with respect to the original coproduct ∆. This says, roughly speaking, that
(1.2) (∆′ ⊗ ι)∆ = (ι⊗∆)∆′ and (∆⊗ ι)∆′ = (ι⊗∆′)∆.
Strictly speaking, we have to multiply with elements of A as in the case of usual
coassociativity. And then the two results are easy to prove, just as the coassociativity
of ∆′ in Proposition 1.3.
ii) If ∆ = ∆′ it follows from the uniqueness of the counit that ε = ε′. Also the converse
is true. Indeed, assume that ε = ε′. Because on the one hand we have (ι⊗ε′)∆′(a) = a
while on the other hand we have (ι⊗ ε)∆′(a) = uav, we see that then uav = a for all
a. This property implies that u and v are each others inverses and that they belong
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to the center of M(A). Then ∆′ = ∆. This is somewhat remarkable as the equality
ε = ε′ seems much weaker than ∆ = ∆′. 
We will consider this further in the next section (see Theorem 2.3).
The ranges of the modified canonical maps
We want to show that the new pair (A,∆′) is still a regular weak multiplier Hopf algebra.
This involves different steps.
First recall the notations used for the four canonical maps. In the case of (A,∆) we use
T1(a⊗ b) = ∆(a)(1⊗ b) T2(a⊗ b) = (a⊗ 1)∆(b)
T3(a⊗ b) = (1⊗ b)∆(a) T4(a⊗ b) = ∆(b)(a⊗ 1)
We will use T ′1, T
′
2, T
′
3 and T
′
4 for the corresponding maps with ∆ replaced by ∆
′.
We first show that E′ as defined in Proposition 1.2 is the canonical idempotent of (A,∆′).
1.5 Proposition We have that
∆′(A)(1⊗ A) = E′(A⊗A) (A⊗ 1)∆′(A) = (A⊗ A)E′
(1⊗A)∆′(A) = (A⊗ A)E′ ∆′(A)(A⊗ 1) = E(A⊗ A).
Proof: For all a, b in A we find
∆′(a)(1⊗ b) = (u⊗ 1)∆(a)(1⊗ b)(v ⊗ 1)
and these elements span the space
(u⊗ 1)E(Av ⊗ A) = (u⊗ 1)E(v ⊗ 1)(v−1Av ⊗A) = E′(A⊗ A).
The other cases are completely similar. 
This takes care of the necessary formulas for the ranges of the four new canonical maps.
The next result we need is the behavior of the new coproduct ∆′ on the legs of the new
canonical idempotent E′. This is obtained in following proposition.
1.6 Proposition We have
(∆′ ⊗ ι)E′ = (E′ ⊗ 1)(1⊗E′) = (1⊗E′)(E′ ⊗ 1).
Proof: Using the definitions of E′ and ∆′, we find
(∆′ ⊗ ι)E′ = (u⊗ 1⊗ 1)(∆⊗ ι)((u⊗ 1)E(v ⊗ 1))(v ⊗ 1⊗ 1)
= (u⊗ u⊗ 1)((∆⊗ ι)E)(v ⊗ v ⊗ 1)
= (u⊗ u⊗ 1)((E ⊗ 1)(1⊗ E)(v ⊗ v ⊗ 1)
= (u⊗ 1⊗ 1)((E ⊗ 1)(v ⊗ 1⊗ 1)(1⊗ u⊗ 1)(1⊗ E)(1⊗ v ⊗ 1)
= (E′ ⊗ 1)(1⊗ E′).
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We have used that the result holds for E and ∆ and also that u commutes with C,
the second leg of E.
The other formula is obtained in the same way, or by using that the legs of E′ are the
same as the legs of E, namely B and C, and that these algebras commute. 
The kernels of the canonical maps
In Proposition 1.5 we have obtained the ranges of the four new canonical maps T ′1, T
′
2, T
′
3
and T ′4. In the next result, we find the kernels. It turns out that they are precisely the
same as for the original maps.
1.7 Proposition The kernels of the four modified canonical maps T ′1, T
′
2, T
′
3 and T
′
4
coincide with the kernels of the original maps T1, T2, T3 and T4 respectively.
Proof: i) Take an element
∑
i pi ⊗ qi in A⊗ A. Then
T ′1(
∑
i pi ⊗ qi) =
∑
i
∆′(pi)(1⊗ qi)
= (u⊗ 1)(
∑
i∆(pi)(1⊗ qi))(v ⊗ 1)
= (u⊗ 1)T1(
∑
i pi ⊗ qi)(v ⊗ 1).
We see that the kernel of T ′1 is precisely the same as the kernel of T1. The same
argument will work for T ′3 and T3.
ii) To show that the kernel of T ′2 is the same as the kernel of T2 we use that ∆
′(a) can
also be expressed as (1⊗u′)∆(a)(1⊗ v′). This argument will also work for T ′4 and T4.

So, the kernels are left unchanged. However, the projection maps on these kernels, used
in the theory to determine the new antipode, will not be the same. They will be obtained
in the next proposition.
First recall that the projection maps on the kernels of the four original canonical maps are
determined by the elements F1, F2, F3 and F4 (all in M(A⊗ A
op)) defined as
F1 = (ι⊗ S)E and F3 = (ι⊗ S
−1)E
F2 = (S ⊗ ι)E and F4 = (S
−1 ⊗ ι)E.
See Proposition 4.7 in [VD-W1]. Moreover, these elements are determined by the formulas
E13(F1 ⊗ 1) = E13(1⊗ E) and (F3 ⊗ 1)E13 = (1⊗ E)E13
(1⊗ F2)E13 = (E ⊗ 1)E13 and E13(1⊗ F4) = E13(E ⊗ 1).”
See Proposition 4.6 in [VD-W1]. In the following proposition, we use the elements F ′1, F
′
2, F
′
3
and F ′4, defined as
F ′1 = (ι⊗ S
′
C)E
′ and F ′3 = (ι⊗ S
′
B
−1
)E′
F ′2 = (S
′
B ⊗ ι)E
′ and F ′4 = (S
′
C
−1
⊗ ι)E′
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with S′B and S
′
C as defined in Proposition 1.2. Then we find the following formulas.
1.8 Proposition We have
F ′1 = (1⊗ u)F1(v ⊗ 1) and F
′
2 = F2(SB(vu)⊗ 1)
F ′3 = (u⊗ 1)F3(1⊗ v) and F
′
4 = (SC
−1(vu)⊗ 1)F4.
Proof: i) By definition we have F ′1 = (ι⊗S
′
C)E
′ and so, using the formula for E′ and
the one for S′C obtained in Proposition 1.2 we get
F ′1 = (u⊗ u)((ι⊗ SC)E)(v ⊗ u
−1)
= (1⊗ u)(ι⊗ SC)((1⊗ S
−1
C (u))E)(v ⊗ u
−1)
= (1⊗ u)((ι⊗ SC)E)(v ⊗ uu
−1)
= (1⊗ u)((ι⊗ SC)E)(v ⊗ 1).
This proves the formula for F ′1.
ii) For F ′2, defined as (S
′
B⊗ ι)E
′ we obtain, using the formula for S′B as in Proposition
1.2, that
F ′2 = (SB ⊗ ι)((vu⊗ 1)E(vv
−1 ⊗ 1)) = ((SB ⊗ ι)E)(SB(vu)⊗ 1)
proving the formula for F ′2.
iii) To obtain F ′3 we use that S
′
B
−1
(y) = v−1S−1B (y)v if y ∈ C. We get
F ′3 = (1⊗ v
−1)(ι⊗ S−1B )((u⊗ 1)E(v ⊗ 1))(1⊗ v)
= (u⊗ 1)(ι⊗ S−1B )((E(v ⊗ SB(v
−1))(1⊗ v)
= (u⊗ 1)((ι⊗ S−1B )E)(1⊗ v)
and this proves the formula for F ′3.
iv) Finally, to obtain F ′4 we use that S
′
C
−1
(x) = S−1C (u
−1xu) when x ∈ B. Then we
get
F ′4 = (SC
−1 ⊗ ι)((u−1u⊗ 1)E(vu⊗ 1)) = (SC
−1(vu)⊗ 1))(SC
−1 ⊗ ι)E. 
With these formulas, one can verify that
E′13(F
′
1 ⊗ 1) = E
′
13(1⊗ E
′) and (F ′3 ⊗ 1)E
′
13 = (1⊗E
′)E′13
(1⊗ F ′2)E
′
13 = (E
′ ⊗ 1)E′13 and E
′
13(1⊗ F
′
4) = E
′
13(E
′ ⊗ 1).
1.9 Remark There are other possible expressions for these elements F ′i . In the case of F
′
1,
they will all have the form (1⊗ x1)F1(x2 ⊗ 1) for some x1, x2 ∈ M(B). Similarly F
′
2
will be of the from (1⊗y1)F2(y2⊗1) where y1, y2 ∈M(C). For F
′
3 we get expressions
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like (x1 ⊗ 1)F3(1 ⊗ x2)with x1, x2 ∈ M(B) while for F
′
4 we get them of the form
(y1 ⊗ 1)F4(1⊗ y2) with y1, y2 ∈ M(C). We will see further that this is precisely the
kind of expressions we need because the kernels of the modified canonical maps are
the same as the kernels of the original canonical maps. 
We now come to the last step before we can prove the main result of this section.
1.10 Proposition We have the following expressions for the kernels of the modified
canonical maps:
(1.3) Ker(T ′1) = (A⊗ 1)(1− F
′
1)(1⊗ A) Ker(T
′
2) = (A⊗ 1)(1− F
′
2)(1⊗A)
(1.4) Ker(T ′3) = (1⊗ A)(1− F
′
3)(A⊗ 1) Ker(T
′
4) = (1⊗ A)(1− F
′
4)(A⊗ 1).
Proof: First remark that Ker(T ′i ) = Ker(Ti) for all i. This is shown in Proposition
1.7. On the other hand, we know that the equalities (1.3) and (1.4) hold for the
original data. Therefore, we just need to argue, e.g. in the case of T ′1, that
(A⊗ 1)(1− F1)(1⊗ A) = (A⊗ 1)(1− F
′
1)(1⊗ A).
Recall that the maps p ⊗ q 7→ (p ⊗ 1)F1(1 ⊗ q) and p ⊗ q 7→ (p ⊗ 1)F
′
1(1 ⊗ q) are
projection maps. Therefore we must show that they have the same kernel. In other
words, given an element
∑
i pi ⊗ qi in A⊗ A, we must argue that
∑
i
(pi ⊗ 1)F1(1⊗ qi) = 0
if and only if ∑
i
(pi ⊗ 1)F
′
1(1⊗ qi) = 0.
This however is true because F ′1 = (1⊗u)F1(v⊗1) as we showed in Proposition 1.8.
A similar argument works in the three other cases. Indeed, the various formulas for
the maps F ′i in terms of the maps Fi respectively, given in Proposition 1.8, have the
correct form. See also Remark 1.9 above. 
We now arrive at the main result of this section.
The main result
1.11 Theorem Let (A,∆) be a regular weak multiplier Hopf algebra with canonical
idempotent E. Assume that u and v are invertible elements inM(B) where B is the
image of the source map and that E(vu⊗1)E = E. If we define ∆′ : A→M(A⊗A)
by ∆′(a) = (u⊗1)∆(a)(v⊗1), then (A,∆′) is again a regular multiplier Hopf algebra.
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Proof: Consider the definition of a weak multiplier Hopf algebra as given in Defi-
nition 1.14 of [VD-W1]. Because we want to show that the modified pair (A,∆′) is
regular, we also have to consider the requirements for (Aop,∆′). This means that
we must look at the four canonical maps T ′1, T
′
2, T
′
3 and T
′
4.
We have shown in Proposition 1.3 that ∆′ is a regular and full coproduct with a
counit. This is the basic assumption in the definition of a regular weak multiplier
Hopf algebra.
We have shown in Proposition 1.5 that we have the correct expressions for the
ranges of the canonical maps as required in item i) of Definition 1.14 of [VD-W1].
In Proposition 1.6 we have obtained the required formula for the coproduct ∆′ on
the legs of E′ as formulated in item ii) of Definition 1.14 of a weak multiplier Hopf
algebra in [VD-W1].
Finally, we obtained the necessary expressions giving the kernels of the four canonical
maps in the Proposition 1.10 above. These are formulated, not in terms of the
projection maps G′1 and G
′
2 as in Definition 1.14 of [VD-W1], but rather in terms
of the multipliers F ′1 and F
′
2 of M(A ⊗ A
op). This is possible as we are working in
the regular case (see Section 4 of [VD-W1]). For (Aop,∆′), we use the multipliers
F ′3 and F
′
4. 
If (A,∆) is a finite-dimensional weak Hopf algebra, then the above construction is a special
case of the twists that are studied in Section 6 of [N-V]. However, one has to consider the
weaker version of the condition (47) in Definition 6.1.1 of [N-V] as formulated in Remark
6.1.3.b of [N-V]. The stronger condition would imply u = v = 1 in our case and there
would be no modification at all. We also refer to Section 3 of this note for some more
comments on this.
We now express the data of the modified weak multiplier Hopf algebra in terms of the
original one.
We know that the original regular weak multiplier Hopf algebra (A,∆) has an invertible
antipode S and also the modified one (A,∆′) has an invertible antipode S′. In the following
proposition, we obtain the formula for the antipode S′ in terms of the original antipode S
and the modifying elements u and v. We will give some comments after the proof of the
result and more comments at the end of this section.
1.12 Proposition The antipode S′ of the modified weak multiplier Hopf algebra (A,∆′)
as obtained in Theorem 1.11 is given by
S′(a) = uS(vav−1)u−1
for all a in A.
Proof: Define S′ as in the formulation of the proposition. Then define R′1 : A⊗A→
A⊗A by
R′1(a⊗ b) =
∑
(a)
ua(1)v ⊗ S
′(a(2))b
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where we use the Sweedler notation for the original coproduct. We show that this
is indeed the correct generalized inverse of T ′1.
i) First we show that T ′1R
′
1(a⊗ b) = E
′(a⊗ b) for all a, b ∈ A. Indeed
T ′1R
′
1(a⊗ b) = T
′
1(
∑
(a) ua(1)v ⊗ S
′(a(2))b)
= T ′1(
∑
(a) ua(1)v ⊗ uS(va(2)v
−1)u−1b)
=
∑
(a) ua(1)v ⊗ ua(2)vuS(va(3)v
−1)u−1b.
We know that the property E(vu ⊗ 1)E = E is equivalent with E1vuSC(E2) = 1
(see Proposition 1.1). For any element p ∈ A we have ∆(p) = ∆(p)E and therefore
∑
(p)
p(1)vuS(p(2)) =
∑
(p)
p(1)E1vuS(p(2)E2)
=
∑
(p)
p(1)E1vuSC(E2)S(p(2))
=
∑
(p)
p(1)S(p(2)).
If we apply this with vpv−1 and use that
∆(vpv−1) = (1⊗ v)∆(p)(1⊗ v−1)
we will obtain ∑
(p)
p(1)vuS(vp(2)v
−1) =
∑
(p)
p(1)S(vp(2)v
−1)
for all p. We now use this in the above formula with a(2) in the place of p. Then we
get
T ′1R
′
1(a⊗ b) =
∑
(a) ua(1)v ⊗ ua(2)S(va(3)v
−1)u−1b.
= (u⊗ u)(T1R1(vav
−1 ⊗ u−1b))(v ⊗ 1)
= (u⊗ u)E(vav−1 ⊗ u−1b)(v ⊗ 1)
= E′(a⊗ b).
For the last equality we used that u ∈ M(B) and that it hence commutes with the
second leg of E. And R1 is the generalized inverse of T1, determined by the original
antipode.
ii) Next we show that R′1T
′
1(a⊗ b) = (a⊗ 1)F
′
1(b⊗ 1) for all a, b ∈ A. Indeed
R′1T
′
1(a⊗ b) = R
′
1(
∑
(a) ua(1)v ⊗ a(2)b)
=
∑
(a) ua(1)v ⊗ S
′(ua(2)v)a(3)b
=
∑
(a) ua(1)v ⊗ uS(vua(2)vv
−1)u−1a(3)b
=
∑
(a) ua(1)v ⊗ uS(a(2))SB(vu)u
−1a(3)b.
15
Now we use that E(vu⊗ 1)E = E also is equivalent with SB(E(1))SB(vu)E(2) = 1
(cf. Proposition 1.1). This in turn implies
∑
(p)
S(p(1))SB(vu)p(2) =
∑
(p)
S(p(1))p(2)
for all p. Because ∆(u−1p) = (1⊗ u−1)∆(p) we also have
∑
(p)
S(p(1))SB(vu)u
−1p(2) =
∑
(p)
S(p(1))u
−1p(2).
We use this in the previous calculations with p replaced by a(2). Then we get
R′1T
′
1(a⊗ b) =
∑
(a) ua(1)v ⊗ uS(a(2))u
−1a(3)b
= (u⊗ u)(R1T1(u
−1a⊗ b))(v ⊗ 1)
= (u⊗ u)(u−1a⊗ 1)F1(1⊗ b)(v ⊗ 1)
= (1⊗ u)(a⊗ 1)F1(1⊗ b)(v ⊗ 1) = (a⊗ 1)F
′
1(1⊗ b).
Because we have both T ′1R
′
1(a⊗ b) = E
′(a⊗ b) and R′1T
′
1(a⊗ b) = (a⊗ 1)F
′
1(b⊗ 1),
it follows that R′1 is the correct generalized inverse of T
′
1 and hence that S
′ is the
antipode of the modified weak multiplier Hopf algebra. 
Remark that it is a consequence of the general theory that we also must have
T ′2R
′
2(a⊗ b) = (a⊗ b)E
′ and R′2T
′
2(a⊗ b) = (a⊗ 1)F
′
2(1⊗ b)
where R′2 is given by
R′2(a⊗ b) =
∑
(b)
aS′(ub(1)v)⊗ b(2)
for all a, b ∈ A. These equations can be verified using similar techniques as for T ′1 and R
′
1
in the proof above.
We also see that the formula for S′ is compatible with the earlier formulas found for S′B
and S′C in Proposition 1.2. We just have to keep in mind that u and v belong to M(B)
and that elements of M(B) commute with elements of M(C).
Next we obtain the formulas for the modified source and target maps.
1.13 Proposition The modified source and target maps ε′s and ε
′
t are given by
ε′s(a) = uεs(u
−1a) and ε′t(a) = εt(av
′−1)v′
for all a ∈ A where v′ is the element SB(v) in M(C) introduced already before.
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Proof: i) Take a ∈ A. Then
ε′s(ua) =
∑
(a) S
′(ua(1)v)ua(2) =
∑
(a) uS(vua(1))u
−1ua(2)
=
∑
(a) uS(vua(1))a(2) =
∑
(a) uS(a(1))SB(uv)a(2)
=
∑
(a) uS(a(1))a(2) = uεs(a).
This proves the formula for ε′s.
ii) Take again a ∈ A. Then
ε′t(av
′) =
∑
(a) ua(1)v
′vS′(a(2)) =
∑
(a) ua(1)v
′vuS(va(2)v
−1)u−1
=
∑
(a) ua(1)vuv
′S(va(2)v
−1)u−1 =
∑
(a) ua(1)vuS(va(2)v
−1v)u−1
=
∑
(a) ua(1)vuS(va(2))u
−1 =
∑
(a) ua(1)S(va(2))u
−1 = a(1)S(va(2))
=
∑
(a) a(1)S(a(2))S(v) = ε
′
t(a)v
′.
This proves the formula for ε′t. 
We finish this section with a remark.
In [VD-W1] a weak multiplier Hopf algebra is defined with conditions on the ranges and
the kernels of the canonical maps T1 and T2. From the axioms, the antipode is constructed.
This follows the treatment of multiplier Hopf algebras as in [VD1]. On the other hand,
just as in the case of multiplier Hopf algebras, also for weak multiplier Hopf algebras, it
is possible to give a characterization in terms of a given antipode, see Theorem 2.9 in
[VD-W1]. In practice, this is often more useful to verify that a given pair of an algebra
with a coproduct is a weak multiplier Hopf algebra. Indeed, in many examples, there is a
natural candidate for the antipode.
In the case of the modified weak multiplier Hopf algebra (A,∆′) in Theorem 1.11 however,
it is not so clear from the very beginning what the antipode S′ should be. We can see from
the proof of Proposition 1.12 that the argument is rather involved. Then the reader might
be interested in the way the formula for the new antipode S′ was discovered. We feel it is
instructive to add this here as it will allow the reader to gain a better understanding, not
only of this particular case, but also of the techniques used in this theory.
It turns out that it is easier first to find the expressions for the new source and target maps
in terms of the original ones. That means that we first look at the result of Proposition
1.13 and from that result we will discover the formula in Proposition 1.12.
Recall that the source maps εs and ε
′
s satisfy
(εs ⊗ ι)∆(a) = (1⊗ a)E and (ε
′
s ⊗ ι)∆
′(a) = (1⊗ a)E′
for all a. This is just another way of writing T2R2(b⊗ a) = (b⊗ a)E for a, b ∈ A and then
canceling b. And of course, similarly for (A,∆′).
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From this characterization we find
(ε′s ⊗ ι)((u⊗ 1)∆(a)(1⊗ v
′)) = (1⊗ a)(u⊗ 1)E(1⊗ v′)
= (u⊗ 1)(εs ⊗ ι)(∆(a))(1⊗ v
′)
for all a. If we cancel v′ and apply the counit, we find ε′s(ua) = uεs(a). This is the first
formula in Proposition 1.13.
In a completely similar way, we find the second formula.
In the next step, we try to find the formula for the antipode from the formula from the
formula for ε′s. We rewrite ε
′
s(ua) = uεs(a). This gives
∑
(a) uS(a(1))a(2) =
∑
(ua) S
′(u(ua)(1)v)(ua)(2)
=
∑
(a) S
′(ua(1)v)ua(2)
for all a. Now multiply from the right with an element b ∈ A and replace
∑
(a) a(1)⊗ a(2)b
in this formula by E(1)p ⊗ E(2)q where p, q ∈ A and where as before we use the Sweedler
type notation for E. This is justified as ∆(A)(1⊗ A) = (A⊗ A)E. For the left hand side
we get
uS(E(1)p)E(2)q = uS(p)S(E(1))E(2)q = uS(p)q.
For the right hand side we get
S′(uE(1)pv)uE(2)q = S
′(v)S′(p)S′(uE(1))E(2)uq
= SB(v)S
′(p)SB(vuE(1)v
−1)E(2)uq
= SB(v)S
′(p)SB(v
−1)(SB(E(1))SB(vu)E(2))uq
= SB(v)S
′(p)SB(v
−1)uq.
In the last step, we have used the second formula in Proposition 1.1. We see that
uS(p)q = SB(v)S
′(p)SB(v
−1)uq
and if we cancel q we find the formula for the new antipode S′ as in Proposition 1.12.
Using a similar argument, we find the same formula if we start from the equality ε′t(av
′) =
εt(a)v
′, now using that (A⊗ 1)∆(A) = (A⊗ A)E
Observe that the formula for ε′s is obtained from the equality T2R2(b⊗a) = (b⊗a)E while
further we just used that the range of T1 is E(A⊗ A).
We will repeat this argument in the next section once more to find the relative antipode
for the mixed case we study there (see Proposition 2.5).
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2. An associated multiplier Hopf algebroid
Given a regular weak multiplier Hopf algebra (A,∆), there is a natural way to associate
a regular multiplier Hopf algebroid. We refer to [T-VD2] where this is proven. In the
previous section, we have modified the original weak multiplier Hopf algebra by means of
a pair of invertible elements u, v ∈M(B) satisfying the extra condition E(vu⊗ 1)E = E.
Recall that E is the canonical idempotent of (A,∆) and that B is the image of the source
map of (A,∆). The new coproduct is given by ∆′a) = (u⊗ 1)∆(a)(v⊗ 1). Using the same
method, we can now also associate a regular multiplier Hopf algebroid to the modified pair
(A,∆′).
In this section however, we will associate a regular multiplier Hopf algebroid by using
the original pair (A,∆) for the left multiplier multiplier bialgebroid while we use the
modified pair (A,∆′) for the right multiplier bialgebroid. The left and the right multiplier
bialgebroids, obtained in this way, will still form a regular multiplier Hopf algebroid because
we have the mixed coassociativity rules as mentioned in Remark 1.4.
We first associate a left multiplier bialgebroid to the original weak multiplier Hopf algebra.
The procedure is as in Section 3 of [T-VD2]. We have the original algebra A and the
commuting subalgebras B and C in M(A), together with the anti-isomorphism SB : B →
C. We also consider the balanced tensor product A⊗ℓ A defined by the property that
xa⊗ b = a⊗ SB(x)b
for all a, b in A and x ∈ B.
2.1 Proposition The quadruple
AB := (B,A, ιB, SB)
is a left quantum graph. There is a left coproduct ∆B on A defined by
∆B(a)(1⊗ b) = piℓ(∆(a)(1⊗ b))
for all a, b ∈ A where piℓ denotes the canonical projection map of A ⊗ A onto the
balanced tensor product A ⊗ℓ A. This coproduct makes a left multiplier bialgebroid
of the left quantum graph AB. 
For the proof of this result, we again refer to Section 3 of [T-VD2].
Next we associate a right multiplier bialgebroid to the modified weak multiplier Hopf al-
gebra. We use the original algebra A and the commuting subalgebras B and C of M(A).
However, now we consider the anti-isomorphism S′C : C → B given as in Proposition 1.2
by S′C(y) = uSC(y)u
−1 for y ∈ C. The relevant balanced tensor product, denoted by
A⊗′r A, is defined by the property that
a⊗ by = aS′C(y)⊗ b
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whenever a, b ∈ A and y ∈ C.
2.2 Proposition The quadruple
A′C := (C,A, ιC, S
′
C)
is a right quantum graph. There is a right coproduct ∆′C on A defined by
(c⊗ 1)∆′C(a) = pi
′
r((c⊗ 1)∆
′(a))
for all a, c ∈ A where pi′r denotes the canonical projection map of A ⊗ A onto the
balanced tensor product A⊗′r A. This coproduct makes a right multiplier bialgebroid
of the right quantum graph A′C . 
Again this result follows from the general theory as developed in [T-VD2].
We will now show that the left and the right multiplier bialgebroids together form a regular
multiplier Hopf algebroid as in Definition 6.4 of [T-VD1].
2.3 Theorem The left and the right quantum graphs AB and A
′
C , as given in Proposition
2.1 and Proposition 2.2, are compatible. The left multiplier bialgebroid (AB,∆B)
together with the right multiplier bialgebroid (A′C ,∆
′
C) form a regular multiplier
Hopf algebroid.
Proof: We know that all the canonical maps under consideration are bijective. So we
just have to prove that the two forms of joint coassociativity hold.
We first consider
(2.1) (∆B ⊗ ι)((1⊗ b)∆
′
C(a))(c⊗ 1⊗ 1) = (1⊗ 1⊗ b)(ι⊗∆
′
C)(∆B(a)(c⊗ 1))
for all a, b, c ∈ A.
For the left hand side of (2.1) we have
(∆B ⊗ ι)((1⊗ b)∆
′
C(a))(c⊗ 1⊗ 1)
= (piℓ ⊗ ι)((∆⊗ ι)(pi
′
r((1⊗ b)∆
′(a)))(c⊗ 1⊗ 1)).
We claim that (in an appropriate sense)
(2.2) (∆⊗ ι) ◦ pi′r = (ι⊗ pi
′
r) ◦ (∆⊗ ι).
Then the left hand side of (2.1) will be (piℓ ⊗ ι)(ι⊗ pi
′
r) applied to
(∆⊗ ι)((1⊗ b)∆′(a))(c⊗ 1⊗ 1).
Similarly, the right hand side will turn out to be the image of
(1⊗ 1⊗ b)((ι⊗∆′)(∆(a)(c⊗ 1))
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under the composition (ι⊗ pi′r)(piℓ ⊗ ι). Now we have seen in Remark 1.4 that
(∆⊗ ι)((1⊗ b)∆′(a))(c⊗ 1⊗ 1) = (1⊗ 1⊗ b)(ι⊗∆′)(∆(a)(c⊗ 1)).
Moreover, it is easy to see that the maps piℓ ⊗ ι and ι ⊗ pi
′
r commute. Indeed, when
we look at the defining properties, we see that in the first case we have the relations
xa⊗b⊗c = a⊗SB(x)b⊗c for x ∈ B and in the second case a⊗b⊗cy = a⊗bS
′
C(y)⊗c
for y ∈ C. So we just need to observe that left multiplication by an element of C and
right multiplication by an element of B commute.
So, in order to complete the proof of (2.1), we just need an argument for (2.2). To
show this consider p⊗ q ∈ A⊗ A. On the one hand we have
pi′r(p⊗ qy)) = pi
′
r(pS
′
C(y)⊗ q)
when y ∈ C. On the other hand we then get
(∆⊗ ι)(pS′C(y)⊗ q) = ((∆⊗ ι)(p⊗ q))((1⊗ S
′
C(y)⊗ 1)
because S′C(y) ∈ B. This will precisely mean that ∆⊗ ι is well defined on pi
′
r(A⊗A)
and that (2.2) holds.
This completes the proof of (2.1).
In a completely similar way, one can show that also
(c⊗ 1⊗ 1)(∆′C ⊗ ι)(∆B(a)(1⊗ b)) = ((ι⊗∆B)((c⊗ 1)∆
′
C(a)))(1⊗ 1⊗ b)
for all a, b, c ∈ A. Then we have proven the theorem. 
We know from the general theory that there is an antipode for this regular multiplier
Hopf algebroid. We will denote it by Sr while we keep S for the original antipode of the
given weak multiplier Hopf algebra (A,∆) and S′ for the antipode of the modified weak
multiplier Hopf algebra (A,∆′) as obtained in Proposition 1.12 in the previous section.
We think of Sr as the relative antipode.
We recall some of the properties of the antipode Sr of the regular multiplier Hopf algebroid
(see Definition 6.6 and Theorem 6.8 in [T-VD1]) in the next proposition.
2.4 Proposition The antipode Sr is an anti-isomorphism of A, it coincides with SB on
B and with S′C on C. Moreover it satisfies
(2.3) Tρ(ι⊗ Sr)ρT = ι⊗ Sr and λT (Sr ⊗ ι)Tλ = Sr ⊗ ι. 
Recall the formulas for these canonical maps, with the notations as in [T-VD1]:
Tλ : a⊗ b 7→ ∆B(b)(a⊗ 1) Tρ : a⊗ b 7→ ∆B(a)(1⊗ b)
λT : a⊗ b 7→ (a⊗ 1)∆
′
C(b) ρT : a⊗ b 7→ (1⊗ b)∆
′
C(a)
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for all a, b.
We need to compare these maps with the canonical maps, defined from A ⊗ A to itself,
associated with the two regular weak multiplier Hopf algebras (A,∆) and (A,∆′) with the
notations as in [VD-W1]:
T1 : a⊗ b 7→ ∆(a)(1⊗ b) T
′
2 : a⊗ b 7→ (a⊗ 1)∆
′(b)
T ′3 : a⊗ b 7→ (1⊗ b)∆
′(a) T4 : a⊗ b 7→ ∆(b)(a⊗ 1)
for all a, b. We have the correspondence of the pair (T1, T4) with (Tρ, Tλ) on the one hand
and of the pair (T ′2, T
′
3) with (λT,ρ T ) on the other hand.
2.5 Proposition The antipode Sr of the regular multiplier Hopf algebroid in Theorem
2.3 is given by Sr(a) = uS(a)u
−1 for all a, where S is the antipode of the original
weak multiplier Hopf algebra (A,∆)
Proof: We know that the antipode Sr satisfies the equality
λT (Sr ⊗ ι)Tλ = Sr ⊗ ι.
Recall that the various maps in the above equality are all bijections between appro-
priate balanced tensor products. Therefore, this property turns out to be equivalent
with the equation
(2.4) T ′2(Sr ⊗ ι)T4(a⊗ b) = (Sr(a)⊗ b)E
′
of maps from A ⊗ A to itself, where a, b ∈ A. This is true because the range of T ′2 is
(A⊗A)E′. For the left hand side of (2.4) we find
T ′2(Sr ⊗ ι)T4(a⊗ b) = T
′
2(Sr ⊗ ι)(
∑
(b) b(1)a⊗ b(2))
= T ′2(
∑
(b) Sr(b(1)a)⊗ b(2))
=
∑
(b)(Sr(b(1)a)⊗ 1)∆
′(b(2))
=
∑
(b) Sr(b(1)a)ub(2)v ⊗ b(3).
And for the right hand side of (2.4) we obtain
(Sr(a)⊗ b)E
′ = (Sr(a)u⊗ b)E(v ⊗ 1)
=
∑
(b) Sr(a)uS(b(1))b(2)v ⊗ b(3)
If we apply the counit on the second factor, the equality (2.4) now yields
∑
(b) Sr(b(1)a)ub(2)v =
∑
(b) Sr(a)uS(b(1))b(2)v
for all a, b ∈ A. Now, we cancel v and we use that Sr is an anti-isomorphism and we
write the left hand side as
∑
(b) Sr(a)Sr(b(1))ub(2).
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Because the equation is true for all a, we get
∑
(b) Sr(b(1))ub(2) =
∑
(b) uS(b(1))b(2)
for all b. We multiply with c from the right and we replace replace ∆(b)(1 ⊗ c) by
E(p⊗ q). We find that
Sr(E(1)p)uE(2)q = uS(E(1)p)E(2)q
for all p, q ∈ A. We can cancel q. We use further that S an Sr are anti-isomorphisms.
We get
Sr(p)Sr(E(1))uE(2) = uS(p)S(E(1))E(2) = uS(p)
for all p. With p = 1 we get Sr(E(1))uE(2) = u and if we insert this, we finally find
Sr(p)u = uS(p).
This completes the proof. 
Compare this argument with the one we gave at the end of the previous section where it
is explained how we found the modified antipode S′.
One verifies immediately that Sr coincides with SB on B and with S
′
C on C. Indeed, if
x ∈ B then
Sr(x) = uSB(x)u
−1 = SB(x)
because SB(x) ∈ C and u ∈ M(B) and hence these elements commute. On the other
hand, if y ∈ C we have
Sr(y) = uS(y)u
−1 = uS(vyv−1)u−1 = S′(y) = S′C(y)
using that y ∈ C and v ∈ M(B) and so these elements also commute. We see that
Sr(y) = S
′
C(y).
From the general theory, we know that the antipode Sr also has to satisfy the other
equation formulated in Proposition 2.4, namely
Tρ(ι⊗ Sr)ρT = ι⊗ Sr.
Also here we have bijections between various balanced tensor products. Again this equality
is equivalent with
T1(ι⊗ Sr)T
′
3(a⊗ b) = E(a⊗ Sr(b)),
now in A ⊗ A, for all a, b. The reason is that the range of T1 is E(A⊗ A). To verify this
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equation, take a, b ∈ A. Then
T1(ι⊗ Sr)T
′
3(a⊗ b) = T1(ι⊗ Sr)(
∑
(a) ua(1)v ⊗ ba(2))
= T1(
∑
(a) ua(1)v ⊗ Sr(ba(2)))
=
∑
(a)∆(ua(1)v)(1⊗ Sr(ba(2)))
=
∑
(a) a(1) ⊗ ua(2)vSr(ba(3))
=
∑
(a) a(1) ⊗ ua(2)vuS(ba(3))u
−1
=
∑
(a) a(1) ⊗ ua(2)vuS(a(3))S(b)u
−1
=
∑
(a) a(1) ⊗ ua(2)S(a(3))S(b)u
−1
=
∑
(a) a(1) ⊗ a(2)S(a(3))uS(b)u
−1
= E(a⊗ Sr(b)).
From the formula for the antipode Sr, given in Proposition 2.5, we can obtain the formulas
for the counits εB and ε
′
C of the multiplier Hopf algebroid in Theorem 2.3. In accordance
with previous conventions, we use εC for the right counit of the multiplier Hopf algebroid
associated with the original weak multiplier Hopf algebra (A,∆).
We know that the left and right counits εB and εC of the multiplier Hopf algebroid asso-
ciated with (A,∆) are given by
εB(a) = S
−1(εt(a)) and εC(a) = S
−1(εs(a))
for all a ∈ A where εs and εt are the source and target maps of the original weak multiplier
Hopf algebra (A,∆). See e.g. Proposition 3.6 and Proposition 3.7 in [T-VD2].
2.6 Proposition The right counit ε′C of the multiplier Hopf algebroid in Theorem 2.3
satisfies ε′C(a) = εC(u
−1au) for all a.
Proof: For the right counital map ε′C , as defined in Definition 6.6 of [T-VD1], we
have here
(2.1) S′C(ε
′
C(a)) =
∑
(a) Sr(a(1))a(2) =
∑
(a) uS(a(1))u
−1a(2)
for all a. As before, S is the antipode of the original weak multiplier Hopf algebra
and the Sweedler notation is also used for the original coproduct.
Recall from Proposition 1.2 that S′C(y) = uSC(y)u
−1 when y ∈ C. This implies that
S′C
−1
(x) = SC
−1(u−1xu) for x ∈ B. If we use this formula in (2.1) above, we find
ε′C(a) =
∑
(a) SC
−1(u−1uS(a(1))u
−1a(2)u) = S
−1(εs(u
−1au))
and this is precisely εC(u
−1au). 
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It is also instructive to verify the formula for εB as given in Definition 6.6 in [T-VD1]. In
this case, it says
SB(εB(a)) =
∑
(a) ua(1)vSr(a(2))
=
∑
(a) ua(1)vuS(a(2))u
−1
=
∑
(a) ua(1)S(a(2))u
−1
= uεt(a)u
−1 = εt(a)
for all a. This indeed gives εB(a) = S
−1(εt(a)) for all a ∈ A.
We can also verify the formula Sr(εB(a)) = ε
′
C(Sr(a)) for a in A. Indeed, for the left hand
side we have
Sr(εB(a)) = uS(εB(a))u
−1 = uεC(S(a))u
−1 = εC(S(a)),
while for the right hand side we have
ε′C(Sr(a)) = ε
′
C(uS(a)u
−1) = εC(u
−1uS(a)u−1u) = εC(S(a)).
Let us finish this section with another remark.
In Section 1, at the end, we explained how the antipode S′ for the modified weak multiplier
Hopf algebra was found. But we did not use this argument to actually prove that the
candidate for S′ was the correct one. In this section, we used another method. We really
obtained the required formula for the new antipode from its properties. We could also have
started with the formula and showed that it satisfies the requirements of the antipode. This
would be more involved as the defining properties of the antipode in the case of a multiplier
Hopf algebroid are more complicated than in the case of a weak multiplier Hopf algebra.
Using the method as we did here uses already the general result in the theory of multiplier
Hopf algebroids that the antipode exists.
3. Conclusions and further research
In this paper, we constructed a new regular weak multiplier Hopf algebra by modifying
the coproduct of a given regular weak multiplier Hopf algebra (A,∆). The new coproduct
∆′ is given in terms of the original coproduct by
∆′(a) = (u⊗ 1)∆(a)(v ⊗ 1)
for all a ∈ A. The elements u, v are invertible elements in the multiplier algebra M(B) of
the base algebra B satisfying
(3.1) E(vu⊗ 1)E = E.
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Recall that E is the canonical idempotent of (A,∆) and that B is the image of the source
map. The algebra B can also be characterized as the left leg of E (with the right inter-
pretation). The data of the modified pair (A,∆′) are given in terms of the data of the
original pair.
As we mentioned already in Section 1, in a remark made after Theorem 1.11, if the pair
(A,∆) is a finite-dimensional weak Hopf algebra, the modified pair we consider is a special
case of the twists as studied in Section 6 of [N-V], taking into account the remark 6.1.3.b of
that paper. This suggest the possibility of generalizing the results of this note by allowing
more general twists of the weak multiplier Hopf algebra.
It will be interesting to see how this modifying procedure (and its possible generalization)
affects the possible existence of integrals and the dual construction. The modified weak
multiplier Hopf algebra will have a faithful set of integrals if that is the case for the original
one. Then it will be possible to consider the dual of the modified pair. It will be some kind
of modification of the dual, but of another type. It is expected that this type of modification
will also be possible without the existence of integrals. This should be investigated.
Our construction provides new examples of regular weak multiplier Hopf algebras. It is
worthwhile to look for concrete examples. Also for the more general construction and its
dual version above.
There seems to be a more general type of modification. For this one takes any U, V in
M(A⊗ A), but with the appropriate conditions so that the new coproduct ∆′ defined on
A by ∆′(a) = U∆(a)V still makes A into a (regular) weak multiplier Hopf algebra. See
Section 6.1 in [N-V].
There are also some interesting special cases that should be investigated.
There is the case of a weak multiplier Hopf ∗-algebra. In that case, we want u to be unitary
and v = u∗ in order to have that ∆′ is still a ∗-homomorphism.
Another special case is when B is abelian, or more generally, when u and v belong to the
center of M(B). In that case, the condition (3.1) forces u and v to be each others inverses.
This implies that the new canonical idempotent E′ will coincide with the original one. It
also follows that the antipodal maps SB and SC remain the same. However, the element u
need not be in the center of A and so the modified coproduct can still be different form the
original one. An interesting feature of this case is also that all the modified canonical maps
have the same ranges and kernels as the original ones, with the same choices of projections
maps on these sets, but still can be different maps.
We also have considered the special multiplier Hopf algebroid associated with the triple
(A,∆,∆′). Also here more concrete examples should be constructed and special cases can
be further investigated, just as above for the modified weak multiplier Hopf algebra.
This situation also raises two questions.
There is first a question about the general theory of multiplier Hopf algebroids. Is it
possible to impose a condition that guarantees that the regular multiplier Hopf algebroid
with a base algebra that is separable Frobenius, will necessarily come from a regular weak
multiplier Hopf algebra? It should be a condition that is formulated in terms of the data of
the multiplier Hopf algebroid, without reference to the property of the base algebra being
separable Frobenius.
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A second question concerns the general theory of weak multiplier Hopf algebras. Is it
possible to develop a more general theory where the algebra A is considered with two
coproducts ∆1,∆2, satisfying mixed coassociativity
(∆1 ⊗ ι)∆2 = (ι⊗∆2)∆1 and (∆2 ⊗ ι)∆1 = (ι⊗∆1)∆2
and with an antipode Sr satisfying
∆1(Sr(a)) = ζ(Sr ⊗ Sr)∆2(a) and ∆2(Sr(a)) = ζ(Sr ⊗ Sr)∆1(a)
for all a? Recall that ζ is the flip map. Any regular multiplier Hopf algebroid, with
a separable Frobenius base algebra should come from such a generalized regular weak
multiplier Hopf algebra (A,∆1,∆2).
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