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Automated Generation of Context-Aware Schematic Maps: Design,
Modeling and Interaction
by Joa˜o Mourinho
Spider Maps are schematic maps with enhanced features which make use of the concep-
tual spider maps design principles. They share a set of characteristics with traditional
schematic maps, but they include innovative features such as a spider architecture which
makes them an enhanced vehicle for spatial context communication for public transport
networks. This thesis presents a comprehensive state of the art analysis regarding the
cartographic evolution through time, the automated generation schematic maps and
contextual aspects of map use. It also defines the concept of Spider Map, its design
properties and presents a proof of concept regarding their advantages in comparison
with traditional diagrammatic maps, both in what concerns to learning enhancement
by reducing extraneous cognitive loading and to support user actions in a transporta-
tion network. These evidences were supported by a usability test conducted with real
users. As most of the production of schematic maps is currently done manually or by as-
sisted methods, being both approaches resource (time and money) expensive, this thesis
proposes an approach which includes an innovative algorithm based on the tabu search
metaheuristic to effectively generate them. A set of tests were conducted with real world
maps, with the results showing excelling results in what concerns to execution speed,
quality of solutions and the ability to support geographical constraints (such as rivers,
lakes, mountains, etc). It is also shown show that the automated generation of spider
maps can improve Location Based Services and interaction in Public Transportation
systems.
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Tese de Doutoramento
Gerac¸a˜o Automa´tica de Mapas Esquema´ticos Sens´ıveis ao Contexto:
Desenho, Modelac¸a˜o e Interac¸a˜o
por Joa˜o Mourinho
Os Mapas-Aranha de transporte sa˜o mapas esquema´ticos com caracter´ısticas melho-
radas que utilizam os princ´ıpios de desenho dos mapas-aranha conceptuais. Apesar de
partilharem um conjunto de caracter´ısticas com os mapas esquema´ticos tradicionais,
incluem tambe´m particularidades inovadoras como a arquitectura em aranha. Os Spi-
der Maps sa˜o um meio melhorado para a comunicac¸a˜o de contexto espacial em redes
de transporte pu´blico. Esta tese apresenta uma ana´lise completa do estado da arte no
que toca a` evoluc¸a˜o cartogra´fica atrave´s do tempo, da gerac¸a˜o automa´tica de mapas
esquema´ticos e dos aspectos contextuais do uso dos mapas. Define tambe´m o conceito
de Mapa-Aranha, as suas propriedades de desenho e apresenta uma prova de conceito
no que toca a`s suas vantagens em comparac¸a˜o com os mapas diagrama´ticos tradicionais,
tanto no que diz respeito a`s melhorias de aprendizagem pela reduc¸a˜o da carga cognitiva
como no apoio a`s ac¸o˜es do utilizador numa rede de transportes. Esta prova e´ apoiada
por um teste de usabilidade com utilizadores reais. Como a maior parte da produc¸a˜o
de mapas esquema´ticos e´ atualmente feita manualmente ou de forma semi-automa´tica,
acarretando custos em termos de dinheiro e tempo, e´ tambe´m proposta uma abordagem
inovadora para a sua gerac¸a˜o de forma eficaz e eficiente que inclui um algoritmo baseado
na meta-heur´ıstica pesquisa tabu. Esta abordagem foi testada atrave´s de um conjunto
de mapas reais com bons resultados no que toca ao tempo de execuc¸a˜o, qualidade das
soluc¸o˜es e capacidade de suportar os acidentes geogra´ficos (tais como rios, lagos, mon-
tanhas, etc). Esta tese mostra tambe´m que a gerac¸a˜o automa´tica de mapas esquema´ticos
pode tambe´m melhorar os Servic¸os Baseados na Localizac¸a˜o e a interacc¸a˜o em sistemas
de transporte pu´blico.
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Chapter 1
Thesis Overview
1.1 Motivation and Problem Definition
Public transportation systems are fundamental to support efficient mobility and cities’
livability. With the increasing complexity of public transportation networks, the exis-
tence of clear and easy-to-read transportation maps helps users to learn and understand
the underlying network thus increasing ridership in public transports. The main ques-
tions when one looks at a transportation map are “Where am I?” and “From here,
where can I go to?”. Improving passenger information does not mean to increase the
amount of information provided to user. Instead, by eliminating superfluous information
and entropy, it is possible to increase map learnability. A good transportation map will
provide to the user the correct space context to make the map easier to understand and
thus speed up trip planning. Schematic maps, due to their apparent simplicity, have
been used to depict transportation networks on public transportation systems. They
are diagrammatic representations based on highly generalized lines, usually not follow-
ing precise geographic accuracies. They use a non-linear scale that emphasizes some
details while omits or removes relevance from others. A good example of a schematic
map is the one produced by Harry Beck for London Underground in 1933 [25].
A particular type of schematic map called Spider Map is particularly well suited to
improve user learning due to its inherent context improving features. Spider maps are
suited to depict bus or underground transportation networks in a city or region. Instead
of representing the entire network, spider maps represent a particular area of specific
context, but they are still able to provide the user with the complete transport network
overview. The diagrammatic representation has a central area, named Hub, from which
all the schematic routes leave. This central area may depict a geographic representation
of a borough, a tourist area or a transport interface. The Hub adds context to the
1
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information provided to the user, as it provides details about the area where the user
currently is, such as streets names, bus stops locations or relevant touristic places (see
figure 1.1).
Figure 1.1: A Spider Map in Lisbon showing the bus network available from Marques
de Pombal
Several cities around the world offer schematic maps to the citizens, mainly for metro net-
works or bus networks. Teams of cartographers and designers produce these schematic
maps by hand. This manual work involves high costs, especially when the transporta-
tion network suffers frequent changes. In 2009, MBTA (Boston, USA) launched a 2-year
project for replacing the existing schematic map with a total cost of $500,000 for labor
and production [45]. The production of schematic maps is, therefore, an expensive and
time consuming task. As a consequence, schematic maps cannot be effectively used for
powering Location-Based Services (LBS) where near real time agile schematic map pro-
duction is needed, nor the contextual advantages of spider maps can be fully extracted.
Consequently, there is the need to develop methods to automatically generate spider
maps in an effective and efficient way.
In this research work we propose an approach to automatically generate Spider Maps
through a comprehensive information system that includes an innovative algorithm based
on the tabu search meta-heuristic that can produce ready-to-publish quality spider maps
in soft real time. The automated production of spider maps opens a new world of context
Chapter 1. Introduction 3
dependent applications and drastically reduces production and maintenance time and
costs. To our best knowledge, the automatic generation of transportation spider maps
has not been addressed in literature, and all the research made on the topic of the
generation of schematic maps fails to model the multidisciplinary nature of the problem
in some aspect.
With this research we also intend to define spider maps, their properties and to demon-
strate that they are more effective than traditional schematic maps in the communication
of public transports information, user learning and interaction, testing them with real
users and real world maps.
If generated automatically, spider maps can be an effective tool in powering LBS, increase
information quality available to users and increase Public Transportation (PT) ridership.
1.2 Research Questions
The research questions that guide this thesis are the the following:
• Q1 What are the significant features that define the spider map, concerning its
mathematical properties and visual presentation?
• Q2 Can we prove that Spider Maps are better than traditional Schematic Maps
concerning to user experience in wayfinding?
• Q3 How to effectively generate Spider Maps through an information system ad-
dressing the issues of the current state of the art?
1.3 Objectives
This research work has the following objectives:
• Describe the state of the art in what concerns to the problem of the design, mod-
eling and interaction of schematic maps.
• Define and systematize the set of features that comprise effective context-aware
schematic maps (spider maps).
• Test the validity of the spider map concept and its advantages regarding traditional
schematic maps both conceptually and in practical use in public transportation
networks.
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• Build a theoretical framework that supports the assumption that spider maps
improve LBS and PT ridership
• Develop an effective and efficient system of computer algorithms capable of gen-
erating good context-aware schematic maps in soft real time, by mapping into the
algorithm knowledge from different areas.
• Develop a software framework that could support and power the algorithms in the
task of automatically generate context-aware schematic maps
• Evaluate the performance and quality of the algorithms that were developed.
• Impact real world public transportation, both socially and economically, bringing
advantages both to transportation company ecosystem and end users.
1.4 Methodology
In order to be successful, this investigation followed a mixed approach, as literature re-
vision showed us that the design, modeling and interaction of context-aware schematic
maps generated by automatic means is not complete and there are many voids in what
concerns to its state of the art. The knowledge, therefore, needs to be obtained not
only by a objective/quantitative approach (mathematics, computing algorithms) but
also by a qualitative vision, as it deals with subjective concepts (like human percep-
tion, user satisfaction, information quality) which are inherently subjective and context-
dependent. In addition, this is a complex multidisciplinary problem that involved a
great deal of research and information integration from different (but often intersecting)
areas of knowledge such as computer science and software engineering, mathematics
and operations research, artificial intelligence, cognitive psychology, linguistics, services,
human-computer interaction, arts and cartography.
1.4.1 Automated Design of Context-aware Schematic maps
In what concerns to the problem of the automated generation of context-aware schematic
maps, it was important to understand the nature of the problem, why the problem is
important and how this research could contribute to improve the actual state of the art.
In order to achieve that, a comprehensive literature and state of the art analysis was
carried out along with a critical analysis of the advantages and disadvantages of several
researches on the field. The strong points and shortcomings of each approach to this
problem were summarized. This study can be classified as exploratory and descriptive, as
the investigation questions found helped to shape our investigation. The solution of this
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problem, more than purely academic or theoretical, needs to have a strong connection to
real world (and have social and economic consequences). Therefore, the close cooperation
with real world business experts in the transportation field such as OPT and FWT was
crucial to mold the course of the research as real world presents some challenges that are
not usually found in purely conceptual problems. The implementation of the information
system that could generate context-aware schematic maps in an automatic way was not
a sequence of activities with some backtracking from one activity to another. It was
based on a spiral model instead[46], as depicted in figure 1.2, for the development of
the main algorithms, mixed with an incremental delivery model (figure 1.3) when small
improvements were produced for each of the main algorithms.
Figure 1.2: Boehm’s spiral model of the software process (c) IEEE 1988 [1]
This mixed development model allowed us to combine the advantages of both models:
for the main algorithms, each spiral cycle allowed us to elaborate objectives such as
performance and functionality. Alternative ways of achieving these objectives and the
constraints imposed on each of them are then enumerated. Each alternative is assessed
against each objective and the advantages and risks of each option were identified. The
identified risks were then addressed through the literature revision or, if no literature
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on the issue existed, creative ways of tackling the problem were developed, followed by
more detailed analysis, prototyping and simulation. Having done this, the development
of the software was carried one (algorithm coding, unit tests, integration, integration
tests.
Figure 1.3: Incremental Delivery Software Development Model [2]
When an algorithm was developed through the spiral model, before proceeding to the
next spiral cycle, it entered in an incremental delivery model: making small improve-
ments and delivering them till the improvement potential of the algorithm was ex-
hausted. After that, the algorithm proceeded to the next spiral model cycle.
The computer software framework supporting the algorithm system for the development
of context-aware schematic maps was specified through a complete descriptive method,
as the framework properties and architecture needed to be described (software engineer-
ing requirement elicitation). The properties of the framework and the generated maps
needed to be tested through a pure experimental plan, where several schematic maps
(intentionally varying in its properties and characteristics) were tested.
1.4.2 Definition and Interaction of Spider Maps
As the concept of Spider Maps for as a context-aware type of schematic map for de-
picting transportation networks was non-existing in the literature, the first task was
to systematize their features and elaborate their definition. To prove the validity of
this definition and all the advantages concerning traditional schematic maps, a user test
based on the best quality versus cost examples of usability testing found in the literature
was conducted, through a field experiment. This assured the external validity of the re-
sults. The satisfaction level of the users was measured through a brief written interview,
with a couple of open questions, in order to gather valuable feedback from the users.
The interview was semi-structured as there was a simple predefined question structure
but there was space given to users if they wanted to disclose further details about their
user experience. Learning times and other relevant indicators were measured through
the observation method and the use of measuring instruments. Then, the information
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was put together with the interview results. The intention was not to get an absolute
measurement of user friendliness, but a relative comparison measure between traditional
schematic maps and spider maps and classify their comparative quality.
1.5 Thesis Outline
The research in this thesis investigates and contributes to the design, modeling and inter-
action challenges of context-aware schematic maps applied to transportation networks.
The thesis is organized in seven chapters, with chapter 1 being the introduction.
In Chapter 2 the foundations on where our research work was developed are described.
The state of the art regarding the evolution of maps and the characteristics of schematic
maps and the spatial communication exercise in which they take part are exposed. The
evolution of the research on the automated generation of schematic maps is also pre-
sented, with a relative evaluation of each approach in what concerns to its advantages
and shortfalls. Then, important previous work about cognitive psychology, human in-
teraction and context aspects in maps is detailed. A description of the Location Based
Services and their characteristics is also presented.
In Chapter 3 the context-aware enhanced schematic map, called Spider Map, is defined.
Its formal definition, characteristics and particular advantages in what concerns to tra-
ditional schematic maps are presented. In this chapter it also made proof of its concept,
through the description of a user testing process regarding the use of spider maps versus
traditional schematic maps. The chapter ends by highlighting the theoretical bases on
how spider maps can enhance Location Based Services.
Chapter 4 thoroughly presents the modeling of the problem of the automated generation
of Spider Maps, starting with the description of the problem. The Spider Map data
structures and multicriteria optimization modeling are portrayed.
The approach to automatically generate spider maps is proposed in Chapter 5, regarding
its architecture and algorithms.
The tests conducted on real map instances with the algorithms developed based on our
approach are presented in Chapter 6, together with the description of the GenX software
framework developed along this research work. The tests are described and their results
are presented and analyzed.
Finally, the conclusions and contributions of this thesis are highlighted and the insights
for future research are presented in chapter 7.
Chapter 2
Literature Revision
After starting the research work, it was soon clear that the problem of automatically
generate context-aware schematic maps involved integrating a set of sparse knowledge
from several areas. Therefore, this section presents the state of the art and evolution of
knowledge in the areas of science that have been identified as being relevant and that
served as basis for all the research work presented in this thesis.
2.1 Maps and Cartography
2.1.1 Map Definition
According to the definition of International Cartography Association (ICA) [47], “a
map is a symbolized image of a geographical reality, representing selected features or
characteristics, resulting from the creative effort of its author’s execution of choices,
and is designed for use when spatial relationships are of primary relevance”. The term
“map” is likely a model of what it represents, a model that allows us to understand
the structure of the phenomenon represented. Therefore mapping is more than just
rendering; it is also getting to know the phenomenon which is to be mapped [48]. Maps
are a graphic representation of a geographical setting: they are a collection of symbols
used to represent a portion of the space[23]. Maps are concerned with locations and
attributes and possess a set of intersecting definitions:
• Maps are reductions of reality and therefore require scale conversions
• Maps are transformations of space
8
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• Maps are abstractions of reality and therefore require generalization of the infor-
mation
• Maps use signs and symbolism.
The concept of map as an abstraction of geographic reality is also considered by Board[49].
In fact, all maps are, to some extent, simplified or generalized [50]. Being so, it is easy
to understand how the faithfulness of the representation of reality can be compromised
through a balance between their connection to reality and scale, abstraction, and sym-
bolism requirements[23]. As we know, it is impossible to show the real world in detail
without sacrificing scale. At the limit, we would have 1:1 scale maps, which would be
as large as reality itself, which is clearly undesirable and useless. Jorge Luis Borges, a a
famous Argentinian writer once wrote a fictional story called “on Exactitude in Science”
which tells of an Empire where “(...) the Art of Cartography attained such Perfection
that the map of a single Province occupied the entirety of a City, and the map of the
Empire, the entirety of a Province. In time, those Unconscionable Maps no longer sat-
isfied, and the Cartographers Guilds struck a Map of the Empire whose size was that
of the Empire, and which coincided point for point with it. The following Generations,
who were not so fond of the Study of Cartography as their Forebears had been, saw that
that vast map was Useless, and not without some Pitilessness was it, that they delivered
it up to the Inclemencies of Sun and Winters. In the Deserts of the West, still today,
there are Tattered Ruins of that Map, inhabited by Animals and Beggars; in all the Land
there is no other Relic of the Disciplines of Geography.” [51]. As this curious story
shows, scaling has clear practicability and usefulness determinant advantages, at cost
of smaller space between map features, less detail and reduced lengths. Features may
become too small to see, patterns may disappear as features coalesce, labels can overlay
each others reducing readability. Cartographers need to make compromise decisions in
what concern to the selection of the number and size of features that are presented on
the map.
2.1.2 Maps as Communication Vehicles Through Times
Since the most remote times, man has tried to dominate the world by capturing the two
dimensions of his existence: time and space. As he made watches to represent time, he
also made maps to represent space. There is clear evidence that mapping precedes both
written language and systems involving numbers [52], so it may be said that spatial
communication preceded written communication. With the exception of a few number,
there have been no mapless societies in the world at large. Despite all the gaps in
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temporal or geographical records (due to nonsurvival of evidence), it is widely accepted
that the creation of maps accomplished four main functions in ancient societies:
• Graphical wayfinding and description of the real world
• Sacred and cosmological representation of the religious world
• Promotion of secular ideologies
• Aesthetic function or decoration
The evolution of maps was not uniform across all cultures. Map perspectives for example,
differed from culture to culture, and varied according to their main functions. Another
example is the map limits and map shape. While to the modern map user the bounding
frame announces completeness and limits the map representation from the surrounding
space, this concept has only appeared in modern maps, as previously the map boundaries
were defined by the shape and characteristics of its physical support. The oldest known
map (fifth century BC), the Babylonian Imago Mundi [3], was made of clay and had
no geometrical shape at all (figure 2.1), while the most of the ancient Greek maps
possessed a circular form, such as Hecateus of Milethus map [4] (figure 2.2) or the Shield
of Achilles [5] which is acknowledged to present the Earth, sky and sea, the moon an
the constellations (figure 2.3). At this time, map shape started to differ, mostly because
the campaigns of Alexander the Great, as maps took new shapes, such as the Ptolemy
world map [6] as shown in a reconstruction from the fifteenth century in figure 2.4.
The Peutinger map in figure 2.5, which dates from the twelfth or early thirteenth century
A.D. may be taken to indicate the strong likehood that graphic itineraries existed in
the Roman period, although this map itself is distant from any demonstrated Roman
original. The manuscript can be dated to the twelfth or thirteenth century, but it is
clear that it is a copy of a much older original [7].
Although the Peutinger Map is too compressed to be a real rendering of the landscape,
as its predecessors, its creator did not attempt to show places and distances at the same
scale, nor is the north always at the top of the map (In fact, it is better compared to the
maps of the subways in modern cities, showing how one has to travel and mentioning the
distance between the stops, but without pretension to show with precision the surface of
the earth). The development of cartography during the middle ages was based mostly
on religious interpretations and travels reports. One example is the Tabula Rogeriana
[8] (figure 2.6) produced in 1154 by an Arab geographer called Muhammad al-Idrisi who
merged reports from several Arab merchants with classic geographical knowledge. As it
is possible to see it is oriented south up, featuring Europe, Asia and Africa upside down.
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Figure 2.1: Imago Mundi [3]
(5th century B.C.), the oldest
known map
Figure 2.2: Hecatheus of Mile-
tus world map (modern recon-
struction) [4] (4th century B.C.
Figure 2.3: The Shield of
Achilles Map [5], modern recre-
ation of the shield described at
Homer’s Iliad (13th century B.C.)
Figure 2.4: Ptolemy World Map
[6] (2th century A.D.
China map development was considerably more advanced than in Europe, and featured
sophisticated mapping techniques that its western counterparts were only able to match
on the fourteenth century. One famous map was the Da Ming Hum Yu Tu map [9]
(figure 2.7, which benefited from information brought by Mongolian trade routes with
the west. Painted in silk in 1389, it featured disproportional vision of the world, depicting
a oversized China with the rest of the world looking tiny.
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Figure 2.5: The Peutinger Map (first sheet), showing roman routes [7] (From the 13th
century A.D., believed to be a copy from a much older original).
Figure 2.6: The Tabula Rogeriana [8] (12th century A.D.)
Figure 2.7: The Da Ming Hum Yu Tu map [9] (14th century A.D.)
Chapter 2. Literature Revision 13
Before the Renaissance in the fifteenth century, Venetian and Genoese map makers used
rounded shame maps (circles or ellipsis) to depict world, shown in figures from 2.8 to
2.11 [10] [11] [12] [13].
Figure 2.8: De Virga World
Map [10] (early 15th century A.D.)
Figure 2.9: Bianco World Map
[11] (early 15th century A.D.)
With the Renaissance and the Age of Discovery, the physical world was gradually being
mapped, and cartography was increasingly important. At this time, maps acquired the
standard orientation we are now used to (north up), as seen in the world map of Diogo
Ribeiro (figure 2.12), a Portuguese Cartographer from the sixteenth century.
Refinements from the age of discovery maps were limited to the detail of the discovered
world. Modern concepts such as the “paper map” and the “north up” orientation were
inherited from those days and became standard features. Through time, it is possible to
observe a set of cognitive transformations leading towards the “the idea of the map” [52]
as a basic form of human communication and involving changes in modes of thinking
Figure 2.10: Genoese World
Map [12] (late 15th century A.D.)
Figure 2.11: Fra Mauro World
Map [13] (late 15th century A.D.)
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Figure 2.12: Diogo Ribeiro World Map [14] (16th century A.D.)
about, and graphic representation of, the world at various scales. One of those cogni-
tive transformations was the recognition, by groups of people, that what today we call
a map could record and structure human experience about space. Whether this was
intuitive or conscious, a graphic language of maps was being developed. Other cogni-
tive transformation derives from the former one: maps have become graphical designed
artifacts with distinctive geometrical structures and arrays of signs recognizable to the
intended viewers. We can think of the syntax, semantics and pragmatics here, if we are
describing the use of maps as a communication process. With the evolution of maps,
a set of common geometric elements appeared: all maps share a number of common
elements, as the frame, which bounds the area of the map. This was an innovation of
the Renaissance era, as it was not present in the Peutinger Map (figure 2.5, where the
area of the map was limited by the format of the scroll on which it was drawn. A second
geometric element was the nonexistent notion of uniform scaled image, as in many of
those maps some areas were given significantly different weight and map space, accord-
ing to the map function and political or religious importance. Other geometric feature
was the centering of maps: a point of higher importance was chosen to be the center
of the map. This reflects the same sort of manipulation of the geometry of the map to
fit a specific perception of the world. Another very important geometric feature which
is fundamental to influence the cognition of space is map projection and orientation, as
a transformation from real coordinates to map coordinates had to be performed. More
than a mirror of society, maps are a reciprocal part of cultural growth and influence the
pattern of its development.
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Cartographic activity has increased with the transition from the Renaissance to the
Enlightenment era, as the exploration of the globe was being executed at high speed and
geographical findings were being rationalized and analyzed together with other types of
knowledge. Mercator, Ortelius, Cassini and many others improved the cartographic
science on that time frame, and thus maps begun to reflect that integration in the
work of newly created scientific institutions to bolster cartographic works. Government
and administrative institutions increasingly relied on maps in order to manage and
control their territories, although this remained very much an unstructured process
until the beginning of the nineteenth century. Expanded map consumption resulted
from increasing economic stability and growth after the seventeenth century. This in
turned spurred increased literacy, allowing the middling sort to engage in cultural and
political criticism within the “public sphere”. An increased widespread print and visual
culture produced maps that adhered to a common aesthetic of layout and design [53].
An example is the Atlantic Neptune atlas by Joseph DesBarres, an important collection
of maps of North America made for the British Admiralty depicted in figure 2.13.
Figure 2.13: Joseph DesBarres Atlantic Neptune Map [15] (18th century A.D.)
At the late 18th century, the industrial revolution brought a wide set of scientific, eco-
nomic and social changes which pushed new developments, namely in the transportation
field. [54] The geographical world had already been discovered but the transportation
systems (railways, roads, airways, underground systems, high-speed trains) have been
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growing till today, and they are expected to continue to grow. Large urban areas ap-
peared and needed complex transportation systems, combining different transportation
types. The need of highly efficient, easily understandable (and thus, practical) trans-
portation maps pushed the evolution of the traditional maps, and new forms of carto-
graphic representation have emerged. The importance of route maps on modern society
has been increasing. At the nineteenth century, railway and route maps started to be
more common. One example is the 1841 Pigot and Co.’s New Map Of England and
Wales With Part Of Scotland, which depicted mail roads, turnpike roads, cross Roads,
rail roads, rivers and navigable canals (figure 2.14).
With the massification of the automobile in the twentieth century and increasingly dense
transportation networks, transportation maps (such as road maps) became widespread.
An example is the Michelin Road map collection [17]. The second half of the twentieth
century has seen the rise of computing technology, and computers became an impor-
tant base of all human activity. The first Geographic Information Systems (GIS) was
developed in the 1960 decade in Canada by Tomlinson [55] and their use become gener-
alized in many activities such as public service planning (including public transportation
networks) and military applications. The GIS conceptualized by Tomlinson was a dig-
ital analogy of the physical multilayer geographic maps previously used. Modern GIS
technologies use digital information merged and filtered from several sources (aerial or
satellite imaging, digitization of geographic points, etc) to present a true integrated
information system. Other important development was the Global Positioning System
(GPS) which helped to add the variable “time” into GIS and turning them in Real Time
GIS [56].
The development of personal computing, portable and wearable devices, together with
the onset of real time GIS and GPS democratized the access to GIS. New types of
navigation and wayfinding appeared, such as the personal navigation systems with user-
centered perspective [57] [58], as seen in figure 2.16.
Parallel to these developments was the use of the World Wide Web as communication
platform. For many years, it has been the medium to acquire and disseminate geospatial
data. This resulted in new mapping techniques as well as new possibilities for uses not
seen before with traditional printed maps and most on-screen maps. A true revolution
was caused in 2005 by the introduction of the programmes Google Earth and Google
Maps [48]. Everyone with internet access could display satellite data and maps for free
on a level of detail that was not heard of before (figure 2.17)
From the early Babylonian maps to the current map applications, it is possible to see that
mapping provided a vehicle not only for space presentation but also for the implicit and
explicit transmission of ideas. Maps are part of the communicative process intended to
Chapter 2. Literature Revision 17
Figure 2.14: Pigot and Co.’s New Map Of England and Wales With Part Of Scotland
(detail of London) [16] (19th century A.D.)
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Figure 2.15: Michelin Road Map (detail of Auxerre) [17] (20th century A.D.)
Figure 2.16: Smartwatches with GPS Personal Navigation [18]
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Figure 2.17: Google Maps - Palo Alto area [19]
communicate space information: the producer of maps (i.e. the sender) communicates to
the receiver the message (map). The making of maps was only possible through the use
of symbols and abstraction (which serve as a language), as maps are mainly intended to
communicate space information. They use a language, a conceptualization of the reality.
However, “(...) we must accept, although our general position is founded in semiology,
that precise scientific analogies to the structure of language may be impossible to sustain.”
[52]. Being so, as with every translation from a real domain to a conceptual domain
we accept that inevitably there is loss of information. A similarity is the conversion of
an analog signal to a digital signal: the analog signal is continuous and contains the
“truth” about the signal, while the digital signal is a discretization of the continuous
signal, and therefore it is a simplification. The fidelity level of the digital signal is
related to its sampling frequency and resolution. The same happens in cartography: if
we increase the fidelity level of a map, we need more information resolution. In practice
this means magnified scales (the more magnified, the closer to reality till reach the 1:1
scale) and less schematization. Of course this implies, for example, a larger piece of
paper as a map basis (or a larger screen, if we talk about digital visualization). As its
dimensions increase beyond the reasonable, the advantages of the map start to fade.
Therefore, the schematization and simplification of detail is an inherent and necessary
part of cartography. In some special cases, the geometric accuracy in the map will
be less important than functional relationships between mapped features. To serve
this purpose, mapmakers sometimes distort map’s geography to show relations that are
more meaningful to the map users [23]. Thus the degree of information loss (distortion
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or dissimilarity with reality) is related to the trade-off between connection to the reality
and practical use of the map.
2.1.3 Map Taxonomy
Although there is not an explicit agreement regarding the taxonomy of maps, they can
be divided into two main classes with non intersecting characteristics: topographic and
thematic[59]. While topographic maps communicate the general image of the surface of
an area (figure 2.18), thematic maps represent the distribution of one or several particu-
lar phenomena (figure 2.19) or represent the relations between phenomena (for example,
conceptual maps for learning purposes). Topographic maps feature some degree of dis-
tortion of area [60], and distortions reveal information about the places that would
otherwise be difficult to observe [50]. From the two main categories we can create a new
one that mixes characteristics from the first ones in differing degrees. Nowadays, most
of commonly used maps mix topography with thematic approach to improve readability
and include clues to tailor geographic features to special purposes (figure 2.20).
In the mixed category it is possible to include climate maps, economic maps, political
maps, and transportation maps. Transportation maps, in turn, are a generic definition
for maps which serve the purpose of communication transport network information, and
encompass the route maps, metro maps, railway maps, transit maps, schematic maps.
Figure 2.21 summarizes this categorization.
Maps can be also classified regarding its visual presentation. Diagrammatic maps are
simplified maps, they are intended to form a general idea of the phenomenon or event
shown in graphic form on the map and to emphasize its fundamental characteristics.
Schematic maps increase simplification to a higher degree, using highly generalized lines
that conform to a specific and finite orientation schema. Spider maps are a special type
of schematic map that appeared recently and follows visual architecture resembling the
layout of a spider (figure 2.22).
2.1.4 Transportation Maps
In this thesis we pay attention to transportation maps. They depict paths between
location points and are nowadays one of the most common form of graphic communi-
cation. One famous map is the London Tube Map (figure 2.23) that has seen many
developments and updates since the nineteenth century.
Map producers use a wide array of generalization techniques to improve the clarity of
the map and to emphasize important information that needs to be communicated[61].
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Figure 2.18: India Topographic Map [20]
Although creating a simple sketch depicting a simple route for personal use may be
a simple task, when we talk about transportation maps, the underlying design is quite
complex. Map makers use a variety of cartographic generalization techniques to improve
the clarity of the map and to emphasize the most important information [62]. The most
common generalization techniques are presented in the following list[23], and illustrated
in figure 2.24.
• Simplification - Selectively reducing the number of points required to represent
an object
• Smoothing - Reducing angularity of angles between lines
• Aggregation - Grouping Points locations and representing them as aerial objects
• Amalgamation - Grouping of individual areal features into a larger element
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Figure 2.19: Thematic map, showing the number of Walmart stores per state in the
United States in 2009 [21]
• Collapse - Replacing and objects physical details with a symbol representing the
object
• Merging - Grouping of line features
• Refinement - Selecting specific portions of an object to represent the entire object
• Exaggeration - To amplify a specific portion of an object
• Enhancement - To elevate the message imparted by the object
• Displacement - Separating objects
Generalization of transportation maps causes them to be “diagrammatic” maps, by their
inherent sparseness and imperfection, but those factors facilitate learning of the map by
the user, by being more straightforward and not overwhelming user imagination with
the completeness of the concrete visual world or with details shown in non-diagrammatic
maps [60] (figure 2.25). Metro maps depict routes as as compromised spatial and logical
transformation, where only relevant data is presented to users. Generalization tech-
niques, therefore, are essential to simplify the complexity of the route system for pre-
sentation. Being so, metro maps often present qualitative spatial concepts adapted to
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Figure 2.20: Mixed Cartographic-Thematic map, showing both the geography of
France and the dates and places of the Tour de France of 2011 [22]
common characteristics of mental knowledge representation [63]. This means that in
what concerns to transportation maps, it is more important for users to capture the
basic structure of the network than to show accurately physical locations on the map.
Cognitive psychology research shows that an effective route map must clearly communi-
cate all the turning points on the route[64], and that precisely depicting the exact length,
angle, and shape of each transportation line is much less important[65], although when
traveling at earth’s surface, the use of important clues is proved to improve user learning
[66] [67].
2.2 Schematic Maps
The need of highly efficient, easily understandable (and thus, practical) transportation
maps pushed the evolution of the traditional maps, and new forms of cartographic
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Figure 2.21: Map Taxonomy according to its function
Figure 2.22: Map Taxonomy according to its visual presentation
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Figure 2.23: London Underground Map, from the beginning of the twentieth century.
Source: http://www.chadsayshello.com
representation have emerged. Among the new forms of cartographic representation that
have emerged are the schematic maps. Schematic maps were a new kind of map which
appeared in response to the need of better and simpler transportation maps to describe
complex public networks. [54]. Among the new forms of cartographic representation that
have emerged, schematic maps were probably the most bold. One famous schematic map
applied to a public transportation network was the Harry Beck’s London Underground
diagram, depicted in figure 2.26.
Despite being bold and including some new and controversial features, this map was
considered an innovation, as for the first time lines were drawn either horizontally, ver-
tically or diagonally at 45o. This map also uses a non-linear scale, so the central area
of the diagram is shown at a larger scale than the extremities. It shall be noted that
although it does not mimic the geography of London, this map gives the traveler some
clues about the terrain features (ex: river) and his/her location. Avelar [68] defines
schematic maps as “an easy-to-follow diagrammatic representation based on highly gen-
eralized lines which is in general used for showing routes of transportation systems, such
as subways, trams and buses, or for any scenario in which streams of objects at nodes in
a network play a role”. The most important advantage of schematic maps is that they
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Figure 2.24: Most common generalization techniques [23] (adapted)
provide a quick view of the layout of the network by removing unimportant information
like the detailed shape of the connections.
Schematic maps have been increasingly used in response to the need of better and sim-
pler maps to describe complex transport networks. This apparent simplicity is achieved
through a sequential process where choices are made regarding the level of detail and
schematization choices. This process, called “schematization process”, is (most of the
times) still a manual process being carried away by teams of expert designers and car-
tographers, despite efforts to automate the process through the use of computers. This
happens as there is the lack of thorough algorithms who can mimic designer and car-
tographer decisions to effectively generate schematic maps with enough quality to be
presented to public. Through the schematization process, certain map details are em-
phasized while others are deemphasized. It is fundamental, however, to present the
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Figure 2.25: Route Map: Cheam Bus Route Map [24]
smallest information amount the user needs to learn the map: the more information
presented, the higher the learning time will be. Latto defends that information shall
be reduced to its basic components to achieve that goal [69]. Usually, the schematiza-
tion process is a sequential process that starts with the input of a non-diagrammatic”
map, involves some sort of pre-processing (like aligning stops to a pre-defined grid, for
example). Then, an incremental optimization of the layout of the map (simplifying line
geometry, moving stops, etc) is performed. Finally, at the end, the map may be sub-
jected to a post-processing phase (where colors and shapes of visual elements are worked
on, visual artifacts are placed or removed and other aesthetic work may be done). The
output of this process is a schematic map (figure 2.27).
In fundamental terms, schematic maps [70] are advanced abstractions of the physical
reality. They are seen as conceptual representations of the environment, and provide a
suitable medium for representing meaningful entities and spatial relationships between
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Figure 2.26: London Underground Diagram by Harry Beck [25]
Figure 2.27: Schematization Process Steps, from the initial map to the schematic
map
entities of the represented world [71]. Moreover, they relate concrete and detailed spa-
tial information from the physical environment to abstract and conceptual information
stored in our brain. Being so, schematic maps are related to the transformation of men-
tal maps of verbal directions into a physical map (however, an instrumental condition
is that a suitable relationship must exist between schematic maps and the represented
world). The more clearly we relate schematic maps to the critical elements of the rep-
resented environment, the higher usability quality the map has. This happens because
humans represent spatial information like they perceive and conceive of the environment.
As schematic maps mimic more closely the way humans understand the spatial reality,
they improve tasks such as wayfinding in comparison with traditional maps [72].
Schematic maps are mixed maps which mix the traditional geographical structure with
a set of thematic aspects of the user domain that are relevant to the intended use, while
removing other features that may distract user attention and divert the attention from
the main objective of the map. They relax some spatial constraints, while preserving the
ones that help users in executing specific tasks. Schematic maps, such as public trans-
portation schematic maps can be considered precompiled general wayfinding plans that
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stop short of verbalization. For example, routes can be derived more easily than from
more general maps, but certain spatial and other relations cannot be derived [73]. This
is clearly intended in order to help users to quickly understand the relevant geographic
and route information that allows them to easily make quick decisions in what concerns
to their wayfinding tasks through the transportation network. Nevertheless, schematic
map quality and adequacy is always highly subjective, as the mental representations
of the world by individuals has a subjective dimension and is distorted by emotions,
knowledge, capabilities and experience. Avelar [60] summarizes a set of characteristics
the schematic maps have:
• Geometric inaccuracy - The shapes do not follow precise geographic accuracies.
This means that length, orientation, resolution and fidelity of lines are not tied
to geographic reality. For user learning purposes, those aspects are not desired as
they may increase cognitive overload and may only be roughly preserved, while
topological information of the line network needs to be preserved. We have a case
here where function and use configure the visual appearance of the map.
• Finite set of discrete line orientations - Schematic maps line orientation
follows a fixed orientation schema, commonly of 45 and 90 degrees (such as Beck’s
London Tube map) or of 30, 60 and 90 degrees, though the orientation interval
may vary from map to map for some applications. [74].
• Overlapping lines are in general separated by a minimum legibility dis-
tance - This distance may be zero or other predefined positive constant
• Lines are usually straight - Bends tend to be as few as possible but they may be
introduced were needed to improve map visualization, improve user reasoning by
introducing important details that can more closely follow the geographic reality.
• Scale variability - Maps do not have a constant scale factor across the map.
Differential scaling is commonly used to magnify denser map parts and to condense
sparse map parts, in order to balance visual information density and allow user to
be able to understand denser areas while keeping the map canvas at the same size.
This is obviously translated into map distortion, which is totally desirable and
intended as it allows better visual balance of the map. Of course, schematic map
makers can use differential scaling to guide user attention and to lie to the user
(intentionally or not), in what concerns to distances. As Wyckoff says, “There’s
no escape from the cartographic paradox: to present a useful and truthful picture,
an accurate map must tell white lies” [75].
Chapter 2. Literature Revision 30
Avelar also includes a set of other aesthetic features, but they are not considered to be
included in the commonly accepted definition of schematic map, such as the line coloring
and shape scheme, line corner aesthetics and styles as they are not specific and exclusive
characteristics of schematic maps.
2.3 Automated Generation of Schematic Maps
Nowadays, schematic maps are widely used in transportation networks, and they keep
most of the design principles introduced by Harry Beck. Nevertheless, not much has
been written about them. Some authors [60] defend that the production of schematic
maps can be be manual, assisted and automatic. The manual design of schematic maps
involves a spiral iterative labor-intensive process where sketches are produced entirely
by hand in the search of the most pleasing solution, and incremental steps toward that
direction are taken from sketch to sketch. The assisted method is the currently most
used method since the advent of computers and computer assisted design software. In
this method, the geographical coordinates transportation network points are digitized
(through GPS or other assisted measurement tools), the geographical features are used
as the background of the map, and re-placement of the visual elements such as lines and
stops is done with manual input from the user. Although this method is faster than
the pure manual production, it requires as much visual evaluation and iteration from
the map producer. The automatic method is based on the automation of the whole
process of the production of schematic maps, by implementing strategies to automate
each of the phases of the schematization process (figure 2.27. Automating the process
has been, and continues to be, the subject of much research [76][77][78], nevertheless
those approaches have yet to support real world complexity and interaction. Nowadays,
most of the maps are still made by teams of expert designers, with a mix of manual and
assisted methods[79].
The roots for the automated generation of schematic maps can be traced to the de-
velopment of computer graphic geometry. In 1973, Douglas and Peucker published a
scientific article proposing an algorithm for the reduction of the points needed to repre-
sent a line[27]. This paper also predicted what would be one of the major components
of schematization algorithms by stating “line reduction will form a major part of au-
tomated generalization”. Line generalization involves simplifying the line such that the
overall form of the line is maintained as much as possible. The Douglas and Peucker
heuristic is used as a basis for many schematization algorithms. This heuristic recur-
sively subdivides the original line at the node which is furthest from a line between the
two end-points until all nodes are within a certain error criterion (fig. 2.28).
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Figure 2.28: Example of the Douglas and Peucker Algorightm [26] [27]
Douglas and Peucker algorithm runs in O(n log n) time, although it may not find the
optimal solution (keeping the overall form of the line). By this time, map schematization
was focusing on relaxations of the network structure while keeping topological accuracy.
Routes and junctions were symbolized abstractly [80]. Elroi [81] enhanced the process
by proposing a three step algorithm:
1. Simplify lines to their most elementary shapes
2. Re-orient lines to conform to a predefined regular grid, to obtain a 0, 45 and 90
degree schema
3. Apply differential scaling to allow congested areas to be magnified while sparse
areas are condensed
With this research work, Elroi laid the theoretical foundations of the schematization
process, despite not providing any real world examples. He pioneered the idea of em-
bedding the map layout on a regular grid[82]. At that time, Weibel and Brassel published
a conceptual framework for automated map generalization [83]. In what concerns to the
magnification of crowded areas through differential scaling, Sarkar and Brown [28] de-
veloped a method based on the idea of a very wide angle lens that magnifies nearby
objects while shrinking distant objects, called fisheye as a valuable tool for seeing both
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Figure 2.29: Fisheye Algorithm Example [28]
local detail and global context simultaneously. In fact, this may be considered a focus-
and-context technique for graphs that serves the schematization purpose of emphasizing
important map details while de-emphasizing unimportant details. This research system-
atized a formal model for differential scaling concepts only using one map view, thus
combining the advantages of having different views (one for the focus, and one for the
context) into the same view, while not having any of the disadvantages of having two
different views. Basically, generating a fisheye view involves magnifying the vertices of
greater interest and correspondingly demagnifying the vertices of lower interest. The
position of all vertices and bend points must also be recomputed in order to allocate
more space for the magnified area so that the entire map does not overflow the map
frame or boundary. Figure 2.29 shows an example of this algorithm, on a graph that
represents the major cities in the United States with the edges representing paths be-
tween neighboring cities. The fisheye algorithm was generated with focus on a particular
city (St. Louis) It is possible to observe how this area is magnified, while the others
are demagnified. Differential scaling is widely used in the design of visually unbalanced
schematic maps which have crowded areas and uncrowded areas as it allows better vi-
sual balance of the map elements. Differential scaling can also be used to manage the
emphasis of some map aspects through scale. It introduces geometric distortion on the
map, and this distortion on the map produces visual changes that may be useful to
enhance map readability (at the cost of precise geographic accuracies).
The topic of geometric distortion of schematic network maps was later revisited by
Jenny [29], in an analysis made to the London tube map through a software called
MapAnalyst. He analyzed the differential distortion that occurred in the London tube
map in comparison with the real geography of London (figure 2.30). He developed the
idea of using distortion grids or displacement vectors during the design process, as seen
in the figure 2.31. The displacement vectors could be used to systematize the adequate
scaling of the map, and to allow further interaction possibilities for map makers in
assisted and automatic schematic map production.
Chapter 2. Literature Revision 33
Figure 2.30: The current London Underground diagram with an overlaid distortion
grid and displacement circles. The circles’ areas are proportional to the distances to
the correct locations [29].
Figure 2.31: Displacement vectors. Arrows point at the correct geographic location
of each station [29]
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Line simplification was again researched by Latecki and Laka¨mper[30] [84] through the
vertex deletion on polygons to simplify their shapes. Through discrete curve evolution
strategies, their algorithm achieves the following goals:
• It leads to a simplification of shape complexity
• It does not introduce any blurring (i.e. shape rounding)
• There is no dislocation of relevant features
• It is stable with respect to noisy deformations
• It allows to find line segments in noisy images
This algorithm keeps the same planar position of a set of predefined points. Figure
2.32, shows how this algorithm reduces a graph to its elementary shape by keeping the
position of the squared/circular points (predefined points).
Figure 2.32: Example of the Discrete Curve Evolution Technique of Latecki and
Laka¨mper[30]
The Discrete Curve Evolution approach was later improved by Barkowsky [63] having
this research as a basis. Nevertheless this approach does not take in consideration the
distance between stations, nor restricts possible edge directions. In addition, it does not
provide a mean to magnify crowded areas to improve readability nor considers station
labeling occlusion possibility. Therefore this algorithm is more suitable for simplifying
road maps than for schematizing public transport maps.
Neyer [85] also studied a line simplification problem where each simplified line segment
must be parallel to one of a set of given orientations. This algorithm forces the segments
of a polygonal chain P to be in compliance with a finite set of orientations O. The
objective is to find another polygonal chain which is a C-oriented approximation of P,
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i.e. the distance between P and Q in the Fre´chet metric1 [86] needs to be within a
certain threshold value. Neyer gives a dynamic programming algorithm to compute C-
oriented line simplifications in O(kn2logn) time, where N is the number of vertices on P ,
k the number of segments of Q and the number of orientations |C| is constant. In what
concerns to practical schematization of transportation maps, C would contain the usual
orientations (0, 45 or 90 degree). The problem with this algorithm is that only considers
one path in the transportation map at a time, so there is no interaction between the lines
within the whole graph. This may introduce undesired features (segment intersection,
change in network topology, vertex disconnection, etc) [87]. Generalization techniques
were improved by Agrawala and Stolte [61] merging some knowledge from cognitive
psychology. They consider that an effective route map must clearly communicate all the
turning points on the route and that precisely depicting the exact length, angle, and
shape of each road is much less important. While those considerations also hold true
for generic schematic maps, their generalization methods do not take in account several
specific schematic map problems such as unbalanced maps with non uniform density and
they have only applied those generalization methods to one route (line) at once, so they
do not take in account generalization of complex transportation maps and interaction
between lines. Avelar and Mu¨ller [88] developed an algorithm to enhance the aesthetic
criteria of a transportation network by moving the vertices of the line segments while
preserving topological relations. The method of preservation of map topology was made
through three conditions:
• No absence of line crossings that were present in the input map
• No line crossings that were not present in the input map
• Cyclic order of outgoing connections around any node agrees with the ordering of
connections in the input map
Although this algorithm was successfully applied to the road map of Zurich, not all line
segments could be drawn octilinearly because vertex positions are influenced by several
potentially conflicting terms. Other considerations such as labeling were not included
in this research.
Further research carried by Avelar [60] identified and summarized two key factors for
producing what she calls good schematic maps: a set of Aesthetic Criteria, a concep-
tual model for a database containing geographical and topological information about
the map, capable to address user queries. She proposes an iterative schematization al-
gorithm which handles the conflicting objectives by establishing a compromise between
1The Fre´chet metric is a measure of similarity between curves that takes into account the location
and ordering of the points along the curves.
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them at each iteration, and stated a set of constraints related to length, angle, and
shape of edges to evaluate the quality of solution. This research, however, falls short
of integrating cognitive psychology and computer science research knowledge into the
algorithm, centering much of the research into the so called “aesthetic factors”. Also, it
uses a constant scale factor which may force shorter lines to shrink to a point. Her algo-
rithm also relies heavily on user parametrization. Data about computational efficiency
are also not given.
Another algorithm for schematizing road maps is presented by Cabello and Kreveld [89].
The algorithm draws the edges of the input network as octilinear paths with two or three
links while preserving the input embedding. The user can restrict the links to 0, 45 and
90 degrees and vertex positions keep their original position. The algorithm runs in O(
n log n) time as long as input edges are drawn monotonously. It also determines if a
schematized map can be produced. However if it cannot, the algorithm fails and no
map is generated, which is a disadvantage. Other drawback is that vertices (stops) keep
their original positions[89]. In real-world transportation maps, moving stops is crucial,
as not doing it leads to many unnecessary bends in the layout and crowded downtown
areas remain confusing. Although efficient, this algorithm does not generate effective
schematic maps. This research work was later completed [90] with a combinatorial
approach to the problem of aligning points. Given a set of points, the task is to align
as many points as possible horizontally, vertically or diagonally, where each point can
be placed somewhere in its own, given region (for example a circle, rectangle or Voronoi
cell around each point). The points represent the vertices of an underlying graph and
alignments are only considered for adjacent vertices. The goal is to place vertices such
that as many edges as possible are drawn as straight, octilinear line segments while
roughly preserving their positions. After modifying the vertex positions, the remaining
non-octilinear edges could for example be simplified with the previous method of Cabello
and Kreveld [89]. Although being an improvement, this method still has the problem
that after being placed, the vertices remain at the same position. This is a big limitation
as as the algorithm progresses, much improved results could be obtained if there was
the possibility of displace the vertices to avoid local minima.
No¨llenburg [87] formulated the problem as a Mixed Integer Programming (MIP) prob-
lem. Given a planar graph G of maximum degree 8 with its embedding and vertex
locations and a set L of paths or cycles in G (e.g. transportation network lines) such
that each edge of G belongs to at least one element of L, draw G and L nicely. He first
defines the concept of “niceness” a map by listing a number of hard and soft constraints.
This method optimizes a weighted sum of costs corresponding to the soft constraints,
while enforcing the compliance with the hard constraints. This approached was tested
with real world city maps, and the results were compared with the actual maps used in
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those cities. This algorithm proved that high quality solutions can be found, but the
time to find them is a serious concern, although good intermediate solutions could be
found easily. Introducing labeling constraints produced a big MIP search space making
the processing time a big concern. In addition to this, this algorithm may fail to produce
a solution if there is none. These factors prove that this algorithm is not suitable for soft
real time and/or dynamic environments where response time and finding a solution are
fundamental (such as location based services). The MIP approach was latter revisited
[91] [92], with this latter research improving some details. Nevertheless, the maps tested
were generated within a 10-12 hours timeframe, which is still an enormous processing
time. The authors confirm that their method is unable to produce good labeled maps
instantaneously.
Other approaches to the problem of generating schematic maps involved the use of
multicriteria optimization techniques. Stott et al [93] used a hill climbing algorithm to
improve the starting layout of a map. The algorithm starts, therefore, with an initial
layout placed on a regular grid. At each iteration, the algorithm measures the map
by calculating a number of criteria. These criteria are weighted and summed together:
stations are moved if the sum of the weighted criteria is reduced (thus minimizing the
objective function value). An iteration of the method consists of attempting to move
each station in the map. Some advantages of this method in regarding to MIP were
the faster processing time and the fact that a solution is always obtained, even if is
very suboptimal. Despite this advantages, the initial version of the algorithm had some
problems such as typical local minimum management problems (for example, overlong
edges would not be moved as this would need moving several vertices at the same time),
the relative position of stations was not kept and occlusion problems could occur with
labeling. Therefore new refined versions of this algorithm were developed [26] [94]. These
refined versions solved the disadvantages by being capable of moving sets of stations at
once if it advantageous. The set of criteria and labeling was also improved. Despite these
improvements, this algorithm had some downfalls: parametrization is not automated, so
the user has to set up the criteria weightings, computational efficiency was not the focus
of the algorithm, and some of the criteria use quadratic complexity which can cause
problems. The placement on an initial grid is too simple, which can avoid denser area
stops to be successfully placed as no contention management strategies were employed,
and this can jeopardize all the algorithm. Uniform grid scaling is also employed, and
this factor can cause lower quality map production. Octilinearity is also not guaranteed.
Generalization by vertex displacement has been investigated using a number of meta-
heuristic techniques, including simulated annealing [95], genetic algorithms [96] and tabu
search [97]. The application of of memetic algorithms to automated schematization was
researched by Swan et al [98]. This algorithm was also based on a set of seven constraints:
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• Topological: the original network and derived schematic map should be topolog-
ically consistent;
• Orientation: if possible, network edges should lie in a horizontal, vertical or
diagonal direction;
• Length: if possible, all network edges should have length greater than or equal
to some minimum length (to ensure clarity);
• Clearance: if possible, the distance between disjoint features should be greater
than or equal to some minimum distance (to ensure clarity);
• Angle: if possible, the angle between a pair of connected edges should be greater
than or equal to some minimum angle (to ensure clarity).
• Rotation: an edge’s orientation should remain as close to its starting orientation
as possible
• Displacement: vertices should remain as close to their starting positions as pos-
sible
A prototype algorithm was built and a mockup result was presented, but no details
were given in what concerns to performance and no analysis on the result quality was
made, so little is known about this algorithm, its results and implementation. This
set of constraints, however, was the base to other research works on the automated
generation of schematic maps. A simple simulated annealing algorithm for producing
schematic maps for mobile applications was implemented [78] but it had the typical
limitations: the annealing schedule had to be set manually and finding an appropriate
set of parameter values can be time-consuming. No tests were performed with real data
and few data was provided regarding the ability of the algorithm to escape local minima.
Dong [99] also designed a schematization algorithm based on those constraints, but he
admitted that in a schematic map design of a complicated transport network, more
map design aspects should be taken into account, such as overlap of a number of road
segments, and false and true intersection points in the road network, such as having an
intersection but not having any stations. The algorithm has not been tested with real
world data and complexity, no details were given on performance, nor an analysis was
made on the results other than the visual presentation of the map.
A recent research work was performed in order to automatically produce destination
maps. Although destination maps may not be schematic maps in their traditional def-
inition, some aspects are also important on what concerns to the design of schematic
maps. This research [100] merged some cognitive psychology knowledge into aspects
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such as hierarchical navigation (emphasize the more important transportation routes
and remove the non-important ones to avoid information overloading, for example). Al-
though the objectives of this research were not to produce traditional schematic maps
in their strict definition, but more enhanced “navigation sketches”, easy to learn and
use by people when traveling across a transportation network, this work proved that
cognitive psychology considerations play a fundamental role if we want to automatically
generate effective schematic (or other type of) maps for navigation purposes.
Figures 2.33 and 2.33 provide a summary of these approaches through time.
2.4 Context Awareness and Cognitive Psychology
2.4.1 Map Creation as a Communication Process
In a communication process exercise, beyond the essential speech terms (sender, receiver
and message), there are other elements that are necessarily present. These elements,
called linguistic elements (as they depend on the language used in the speech) are the
syntax, semantics and pragmatics [101]. Syntax is synonymous with “grammar” and it is
related to the orthography and phonology, while semantics is the study of the meanings
of linguistic expressions (as opposed to their sound, spelling, etc.) [102]. Semantics has
four inner concepts [103]:
• Reference or extension: the object or set of objects to which an expression
applies
• Truth and falsity
• Intension: what determines the extension of an expression; often regarded as a
function from possible worlds to extensions)
• What a competent user of an expression must know (although this is a
very important concept, there is no term that unambiguously expresses it)
Pragmatics has to do with context-dependent features of language and also includes
things people can do with words or sentences that go beyond the literal meaning of
the expressions involved. These three linguistic elements have a powerful influence over
the message configuration and also in the particular understanding of the reality by the
sender of the message. More important, the same happens for the understanding of the
message by the receiver.
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Figure 2.33: Summary of the automated schematization process approaches (1973-
2001)
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Figure 2.34: Summary of the automated schematization process approaches (2001-
2014)
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In the particular case of the schematic maps, we have also a communication exercise,
using a set of organized symbols (lines, labels, colors, dots) for the formation of the mes-
sage, which is the map. Presently, the creation (either manual, assisted and automatic)
of schematic maps is mainly focused in the first two linguistic elements: the syntax and
the semantics. Current literature focuses the type of symbols and abstractions to use,
the relations between them (ex. line characteristics, line cross orientations, etc) and
their meaning (ex: the use of different colors to change the meanings of the standard
language). And although these studies are necessary and represent improvements over
the traditional map generation, they lack focus on pragmatics (context). The language
domain (syntax and semantics) is necessary but not enough to the understanding of the
message sent by the sender. Therefore it is essential to know the enunciation context to
improve map learning by the users. The participants in the communication influence the
meaning of the message. This influence is related to the experience each participant has
and to the way the expressions are used. The understanding of the meaning of a message
heavily depends on the circumstances of its use. Being so, context is of fundamental
importance if we talk about space communication and about map creation. To assure
map information is clearly and quickly understood by its users, it is crucial to explore
and optimize context.
Dey defines context as [104] “any information that can be used to characterize the situa-
tion of an entity, where entity means a person, place, or object, which is relevant to the
interaction between a user and an application, including the user(...)”. In what concerns
to maps, some authors enumerate several types of distinct contexts [105][106], but their
classifications match in three of them: user context, space context and time context.
Other types of context, such as physical surroundings, can be included as a subtype of
one of these three.
User context refers to the physical, cognitive, or perceptual abilities, with personality
differences, habits, etc. Space context may include orientation, location, physical sur-
roundings. Time context is related the temporal conditionants. All these three main
types of context are present in space communication in map use, nevertheless current
maps do not pay much attention to context. Although in many knowledge areas such as
Human Computer Interaction context has been extensively studied [105], the converse
is true for map science, (with some exceptions regarding map use in mobile devices or
in location-based services [59] [54]).
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2.4.2 Concept Maps as Precursors of Schematic Maps
Human communication of any type of knowledge is always preceded by mental represen-
tation [107]. Therefore, it is fundamental to understand how humans mentally represent
knowledge and establish relations between its subparts. Most cognitive theories share the
assumption that concept interrelatedness is an essential property of knowledge [108], and
that a well structured knowledge structure (with adequate relations) defines competence
in a domain. Concept maps (also called mind maps), which are visual presentations of
human mental knowledge, present some remarkable similarities with schematic maps.
According to Dochy [109] a concept map is a structural representation consisting of
nodes and labeled lines. The nodes correspond to important terms (concepts) in the
domain. The lines denote a relation between a pair of concepts (nodes), and the label
on the line tells how the two concepts are related. The combination of two nodes and
a labeled line is called a proposition. A proposition is the basic unit of meaning in a
concept map and the smallest unit that can be used to judge the validity of the relation
(line) drawn between two concepts. These characteristics are also present in schematic
maps, in the way that they are abstractions from reality where stops and connections
between transportation lines are very important. On the other hand, from a cognitive
point of view, investigating the structure of maps can provide a promising access to
the way humans perceive, represent, and interact with their spatial environment. The
existent de facto standard of mapping techniques has gradually evolved over a long time
in a purposeful way; thus, the way people construct and interact with geographic maps
has to be regarded as a valuable clue to the properties of the underlying mental struc-
tures and processes for spatial cognition [73]. There has been much discussion on how
concept maps may improve learning [110]. Some authors have found that concept maps
can improve learning, as they are graphic organizers, visual representations of knowl-
edge, concepts or ideas. They are intended to enhance learning and selective reading
[111], by mimicking the way human brain maps information (fig. 2.35). They have
become one valuable tool to assist learning at schools, and include a growing set of dia-
grams which are helpful to schematize and summarize ideas and knowledge. Defined by
ISO/IEC 13250:2003, concept/topic maps present several advantages in what concerns
to learning [112]:
• Efficient context-based retrieval
• Acquiring new topical knowledge: Learners can gradually build their knowledge
through natural and intuitive topic-aware content browsing.
• Deeper understanding of the domain conceptual relations
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Figure 2.35: Excample of a concept map [31].
• Information visualization: Both the visualization and domain navigation facilities
help learners to get quickly and easily orientated within the subject domain and
build up their own understanding and conceptual associations. It supports their
visual thinking and imagination and helps them create their own problem-solving
paths.
• Customized views, adaptive guidance and context-based feedback. Topic maps-
based applications can reason over learner’s performance thus allowing for cus-
tomized views on the same set of resources, adaptive guidance and context-based
feedback depending on the current learner’s task and goals.
These advantages seem to be consistent with other types of mind maps such as the
conceptual spider maps, as they are used in K-12 (primary and secondary education)
schools to improve learning [32]. A conceptual Spider Map (although there is no formal
definition in classic literature about it) is used to describe a central idea: a thing, a
process, a concept, a proposition. For example, a spider map may be used to organize
ideas or brainstorm ideas for a writing project.
The focus of a spider map is the central area, representing the first and most relevant
idea. From the central idea, the main ideas are attached, and subsequently the details
are attached to the main ideas. Being so, the usual questions the spider map tries to
answer to are the following:
• What is the central idea?
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Figure 2.36: Skeleton of a spider map graphical organizer. [32]
• What are its attributes?
• What are its functions?
If we look at schematic maps as visual representations aimed at enhance learning (com-
pared with traditional maps), we can notice that there are functional similarities between
them and conceptual spider maps. In this work we intend to explore the features of con-
ceptual spider maps to the design of transportation schematic maps.
2.4.3 Context Enhancement Techniques
When a map is used, it serves a specific purpose. Whether it may be wayfinding, locat-
ing, or other specific task, the better the map is suited to its purpose, the easier and
faster will be for the user to accomplish that task. For this reason, the question that arise
is “Which features, relations, structures, and other properties support the specific process
and which impede the process?”[72]. Determining a cognitively adequate compromise be-
tween a “faithful” and a schematic map representation for a given class of tasks presents
an interesting and difficult challenge that is related to the area of diagrammatic rea-
soning in artificial intelligence. Such a compromise reflects a trade-off between spatially
presented information and conceptually presented information. In fact, there may be no
compromise which will be agreed upon as “best compromise” by everybody, as there are
individual preferences for dealing either with spatially represented information or with
conceptually/propositionally represented information. This leads to the conclusion that
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the context (either user, spatial or time context) is the clue for an adequate balance of
map features, design and layout.
In what concerns to user context, two main enhancement strategies found in the litera-
ture: “user-centered design” and “user-adapted interaction”.
Porathe conducted an experiment where a user-centered map (a map viewed in the
user’s perspective) was compared to other type of maps (paper map, north-up map and
head-up) ([57]. The results suggested that for route guidance, user-centered maps are
more efficient (faster decision making), less erroneous, and more user-friendly than maps
displayed in the traditional exocentric perspective. However, one limitation of the study
was that the map display types were not tested for route planning or judging distance.
Used-adapted interaction is related to the discovery of the user characteristics and pref-
erences, either automatically or manually through user input. Automatic discovery of
user characteristics may be obtained through stereotypical assumptions through user
behavior, sensors, or other type of pervasive device that can capture user characteris-
tics [113], serving as a base for user profile inference through meta-operators[114]. User
characteristics may then be used to design specific maps tailored to each specific type of
user (for example: maps with specific color schemes for colorblind people or school maps
for children) which can speed up their spatial learning. User context, by adapting the
map to the people (instead of being the other way around) can speed up their learning
and improve user experience.
Designers and artists also have always tried to discover new forms of improving user
experience by directing user attention to the relevant spots in their artworks and conse-
quently managing context accordingly to their intentions. Studies on how to direct user’s
attention to specific points on paintings have been conducted [115], and they showed
that the following techniques can be used to direct user’s attention:
• Ink use: the quantity of ink can be used to draw user’s attention
• Blur: the focus of attention shall be always sharp and the picture shall be blurred
gradually as we move far from that focus.
• Using non-realistic rendering (as it removes detail in unimportant detailed areas)
• Selectively reducing detail according to an importance scale
• Using luminance bright/dark contrasts to focus user attention
• Reducing color detail (using less bits to map color)
• Reducing edge number (similar to a sketching process)
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• Differential space scaling
Those generic techniques have been used for other purposes, including map creation
through the study of the aesthetic factors [60]. Another relevant issue is the visual
pleasure a graphical representation causes. If a schematic map is not pleasant to the
eyes, it is highly probable it will be ignored or rejected by the user. To minimize this
probability, the factors that influence a good representation have to be investigated. A
study on this topic has been conducted on a set of famous paintings [69]. The results
show that users like the paintings that are based in vertical and horizontal contours,
instead of the paintings based in oblique lines. The author of the study calls this the
“aesthetic oblique effect”, and formulates a possible explanation for it: we like looking
at what we are good at seeing. This may well be the reason why the 0, 45 and 90
degree line orientation schema has been used and commonly accepted by the public in
schematic maps to depict transportation networks.
There are other context enhancement approaches that cognitive psychology and human-
computer interaction show to be effective in improving map reading. Focus+context
techniques are fundamental hybrid user/space context enhancement techniques that
provide a visual layout that combines a focus area, where the data of most interest
is displayed at full size or with full details, and a context area, which is a peripheral
zone where elements are displayed at a reduced size or simplified. This way, the most
relevant information is presented to the user while not overloading him with all the in-
formation the map has. There is a variety of widely used focus+context techniques and
we mention here only a few ones:
• Fisheye - This technique assigns more display space to a a portion of the map
(focus), magnifying and distorting it, while the rest of the map is presented with
an increasingly diminishing scale as the map components depart from the focus
[116] (figure 2.37).
• Hyperbolic Geometry - Similar to the fisheye technique, the essence of this
scheme is to lay out the map components in a uniform way on a hyperbolic plane
and map this plane onto a circular display region [34] (figure 2.38).
• Spiral Representation and Augmented Context - This technique uses a
spiral layout divided into sectors to display items, and the higher DOI (degree of
interest) objects may be magnified [117] as shown of figure 2.39.
• F+C technique for Metro Map - A special technique from Wang et al [35] that
can be used for real time interaction with schematic metro maps: the best route
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Figure 2.37: Fisheye view applied to central Washington D.C.. The Focus is the
White House [33].
Figure 2.38: Change of focus on the Hyperbolic Geometry Focus+Context technique
[34].
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Figure 2.39: Spiral Representation and Augmented Context [34].
to the destination, which can be obtained from the arrival time of trains, is high-
lighted. The stations on the route enjoy larger spaces, whereas the other stations
are rendered smaller and closer to fit the whole map into a screen. To simplify
the navigation and route planning for visitors, the authors formulate various map
characteristics such as octilinear transportation lines and regular station distances
into energy terms. Then they compute the optimal layout using a least squares
technique. In addition, the names of stations that are on the route of a passenger
are labeled according to human preferences, occlusions, and consistencies of label
positions using the graph cuts method. [35]. A comparison of this method with
the traditional fisheye is depicted in figure 2.40.
Figure 2.40: (left) The official metro map of Atlanta city. (middle and right) The
focus+context metro maps obtained using the fisheye and the F+C technique for Metro
Map from Wang et al [35], respectively. The official map would become too small if it
is displayed on a small area.
• Semantic Depth of Field - This method is based on the depth of field (DOF)
effect used in photography and cinematography, and is therefore both familiar to
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users and perceptually effective. Because this method blurs objects based on their
relevance rather than their distance, it’s called semantic depth of field (SDOF).
[118]
Figure 2.41: Semantic Depth of Field: the less relevant area is blurred while the
important. It is possible to see that the important area (Matosinhos) looks sharp.
Adapted from Bing Maps [36].
Other focus+context techniques appeared recently, associated with the onset of the
mobile devices use and interaction, such as the fingerglass technique [37]. This technique
lets the user to interactively define a viewport using one hand while the other hand can
simultaneously interact with objects in the scene. The contents of this viewport are
shown twice on the screen: in a global zoomed-out view stretched out across the entire
screen, retaining contextual information, and as a magnified copy on top of the zoomed-
out view.
Figure 2.42: FingerGlass focus+context technique[37]: The user specifies an area of
interest with one hand and interacts with the magnified objects with the other hand.
During the interaction, a new area of interest can be defined. Releasing all fingers
makes the tool vanish.
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Techniques like the fingerglass have the potential to highly improve map interaction in
mobile devices and modern location-based services.
2.5 Location Based Services
Location-Based Services (LBS) are information services accessible with mobile devices
through the mobile network which have the ability to make use of the location of the mo-
bile device [119]. This definition is also accepted by the international Open Geospatial
Consortium [120]. Some authors state that LBS are an intersection of several technolo-
gies as internet, mobile devices and geographic information systems (GIS) [38] [121].
This model is shown at figure 2.43.
Figure 2.43: LBS as an intersection of technologies [38]
LBS allows the establishment of two way communication and interaction: the user tells
the system his actual context, intention and/or preferences (or the system may obtain
them in a pervasive way) which can help the provider of such location services to deliver
information tailored to the user needs [106]. As it is also possible to observe in figure 2.43,
there is a relationship between GIS and LBS. Both handle handle data with geographical
reference and spatial analysis functions in order to answer the questions “Where am
I?”, “What surrounds me?” and “Where can i go to?”. Nevertheless, their focus is
completely different: while LBS targets large non-professional user groups, GIS can be
seen as traditional “professional” systems to be used by a restricted group of expert
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people. Schematic maps and Spider Maps in particular may be used to improve both
GIS and Location-Based Services [54] and therefore their relation is specially important.
According to Steiniger [106], LBS have the following components:
• Mobile Devices: The apparatus serving as the physical interface for the user to
access the service. It can be a smartphone, tablet, mobile embedded systems or
toll payment systems (ex: in automobiles).
• Communication Network: The communication network that transfers data
between the service provider and the user mobile device.
• Positioning component: This is the component that determines the position of
the user. It can be a Global Positioning System (GPS) unit, or a triangularization
technology that makes use of the wireless access points position (or GSM/CDMA
antennas) to determine mobile device position, or any hybrid combination of both
(as happens with assisted GPS (AGPS)). If this automation component is not
present, the user has to specify its position by other mean.
• Service and Application Provider: The service provider offers a set of services
to user.
• Data and Content Provider: Many times, the service and application provider
needs to obtain certain information it does not own (such as geographical infor-
mation, event information, etc) and needs to produce the contextual information
that matters to the user.
LBS applications need to be aware of a set of details, such as the type of mobile user,
the context of the user, the user needs (can be gathered by questioning the user or by
pervasive means, automatically), the search and spatial analysis, the user interface, the
visualization properties of the device and a wide set of technological questions(how to
transmit and store data, technical protocols and details). These details allow the user
to effectively use the services.
Reichenbacher [122] enumerated five possible mobile actions users usually execute when
using LBS:
• Locating: This is the most obvious action: user wants to know where he is.
• Searching: User may want to search for persons, objects or events
• Navigating: User may ask for the way to a location
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• Identifying: Involves asking information about a location
• Checking: User may look for events near or nearby some location.
From this five possible actions it is easy to understand that all of them depend on the
context. We can divide the context into three types of context [106], as previously stated:
• Spatial Context: Where the user is,
• Temporal Context: When it is using the service,
• User Context: What is he using the service for.
Other authors [105] increase this list with other context types such as navigation history,
orientation, purpose of use, social and cultural situation, physical surroundings and
system properties. However, those context types can be viewed as subtypes of the three
main context types proposed by Steiniger.
As it can bee seen, context is a main concept regarding LBS and as its importance is
reflected in all the five kinds of mobile user actions, specially the spatial context.
2.5.1 Quality of Information in Mobile Services
Although mobile services are gaining popularity in contemporary life, there are some
types of mobile services which are not effectively grasping their users. Public trans-
portation services are among these services [123].
A comprehensive research [124] was made on how different dimensions of information
quality affect consumers’ satisfaction towards mobile information services and eventually
the acceptance of these services. The fact that there are so many features which influence
consumers’ perceptions towards mobile services, called for a more precise theoretical
framework. One promising way to consider the factors that affect the perceived quality
of mobile information service from the consumers’ point of view is the information quality
framework of Chae et al.[39]. This framework identifies four dimension of information
quality:
• Context: Although context was already mentioned previously, it is worth to men-
tion that the definition from Dey [104] is adequate not only LBS but also generic
mobile services context: “any information that can be used to characterize the sit-
uation of an entity”. Here an entity refers to a person, a place or an object that is
considered important to the communication between the user and an application
of the mobile service.
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• Content: Content quality is the value and utility or usefulness of the information
provided by mobile services [125]
• Connection: Connection refers to the link between the several components of the
mobile service which allows the flow of information.
• Interaction: Interaction may be defined as the communication between a site
and its users [126]. Mobile services achieve a high interaction quality if they are
able to provide easy and efficient ways of interaction [124]. Being so, interaction
is closely related to ease of use.
According to the framework, those qualities influence directly the user satisfaction. This
influence has been proven by several studies [127] [128] [129] [130]. Based on the frame-
work, Koivumaki et al [124] also show that all the four dimensions of quality in informa-
tion services are positively related to user satisfaction. Another relevant conclusion of
those studies is that user satisfaction is positively related to intention to use the service.
The studies also state that although content quality is the most important factor, user
satisfaction is affected by the set of the four factors, and consequently, the success of a
mobile service depends on the form of all quality factors. Figure 2.44 shows the complete
model.
Figure 2.44: The theoretical model of information quality, source: [39]
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Spider Maps
Spider Maps are a type of schematic map (fig. 2.22) used in a few cities (London, Lisbon,
Porto, etc) to depict public transportation networks. They are inspired by the London
metro map, but they use enhanced context features and an improved visual presentation.
This section focuses describes Spider Maps and how they reduces information overload,
and how their advantages are, in fact, translated to real use through a usability test.
3.1 Concept and Definition
Bus spider maps are schematic maps with features that replicate some of the ideas of
the conceptual spider maps. An example of a real spider map is depicted on figure 3.1,
which illustrates a real spider map in use in London. A Spider Map is composed of two
parts: a hub and a schematic map (fig. 3.2). Alongside with the spider map a route
finder table is usually also found.
The Hub is a detailed rectangular area that depicts the geographic place where the
map user is currently at (spatial context). This includes the contour of the surrounding
buildings and all labels for the stops where the user can take a public transport to any
of the reachable destinations departing from the hub. The hub is surrounded by a frame
with points connecting the routes inside the hub with the schematic lines outside the
hub (fig 3.3).
The schematic map outside the hub frame comprises a set of lines. Each line is formed by
a sequence of segments which are characterized by a start and an ending stop. Segments
shared by different lines are drawn together (usually side by side) if they follow the same
path. Different lines can share stops(nodes) and segments. All the lines have a 0, 45 or
90 degree orientation and do not necessarily follow the geography of the city. Each node
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Figure 3.1: London Bus Spider Map (Buses from Liverpool Street) Source:
http://www.tfl.gov.uk
Figure 3.2: Spider map architecture schema
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Figure 3.3: Example of the higher scale hub map, detailing all the stops (yellow
squares with the identifying letters) [40]
corresponds to a stop or to a group of stops geographically close and handled together.
Nodes and lines are identified by several visual elements such as shapes, colors and labels
or images next to them. This implies that the drawing process needs to consider space
for labels or other relevant visual elements. Geographical accidents (rivers, mountains,
seashore, etc) may be also depicted if they are considered to be relevant.
A route finder table is usually placed next to the spider map and shows the direction
and route that are associated to each stop inside the hub.
The properties of the spider map are visible in a real spider map example, such as the one
shown in figure 3.1 which shows a spider map bus transportation network at a specific
location, in this case, Victoria Station (London). It is possible to observe the spider map
innovations in comparison with London underground maps of figures 2.23 and 2.26, most
notably the hub depicting the user’s spatial context, with the detail of the buildings and
the stops in the neighborhood, with the transportation lines organized in such a way
that they are grouped together, even if in reality they are not. This further increases the
degree of abstraction removing undesired detailing. It is possible to see that the lines are
schematized similarly to Beck’s map, following the same orientation schema. Another
conceptual and practical difference is the fact that a dense transportation network needs
several spider maps, according to different locations of the user, as if the spatial context of
the user changes, the map needs to reflect that. Being so, while a dense transportation
network may be depicted by only one schematic map, the converse is true regarding
spider maps. Therefore, for the same transportation network, the visual presentation of
its spider maps may be very different depending on location of the hub of each particular
map.
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3.2 Design Guidelines
This section describes the set of main design guidelines of spider maps to reduce infor-
mation overload (also called “Cognitive Load”[131]) in the production of spider maps:
• Line simplification: Reducing the number of inflection points on the lines re-
duces the complexity of the map, which has an improvement effect in map clarity
[61]. Several techniques proposed for line simplification in schematic maps can still
be applied to spider maps, such as Discrete Curve Evolution [84] [30] [87] or the
Douglas and Peucker [27] algorithms, for example. Figure 3.4 shows an example
of an iterative line simplification.
Figure 3.4: Example of an iterative line simplification, from left to right
• Grouping nearby stops into map points: This principle means that some
stops that are very close to each other (and have similar names) are grouped to-
gether into a single map point. This option must be used carefully as it may
eliminate information that some users consider relevant, but it is an effective mea-
sure in what concerns to decrease map cluttering. In fact, grouping stops not only
reduces the number of points in the map, but also the number of needed labels.
Figure 3.5 presents an example of point simplification [30] [63].
Figure 3.5: Example of point simplification.
• Differential zooming in crowded areas: This technique is used to achieve
higher readability and uniformity in map reading, mainly in crowded areas [60]
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[92] [132]. Points belonging to crowded areas are moved to neighbor areas with
more free space, keeping the relative topology (Figure 3.6)
Figure 3.6: Example of differential zooming in crowded areas
• Decreasing environment features detail: This means, for example the simpli-
fication of geographical accident shapes. This technique is particularly visible in
the shape of Thames river in London Tube [60] [29]. Although the real geography
of the river is simplified and relaxed, there are important aspects to keep, for ex-
ample, the topological relations of the stops and lines on each side of the river, to
avoid user disorientation. Several generalization techniques have been researched
in the literature, as shown in figure 2.24.
• Grouping edges when they have the same start and end nodes: Keeping
lines tied together wherever possible reduces map entropy, makes line paths easier
to understand and saves space for other map elements, as stated in chapter 2 and
summarized in figure 3.7.
Figure 3.7: Grouping lines when following the same path.
• Promoting simplicity instead of completeness of information, depending
on the particular purpose of each map.
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• Making use of differential symbol shapes/colors to emphasize or deempha-
size certain aspects. This topic was extensively studied for schematic maps [60],
and spider maps can also take full advantage of it.
• Direct user attention to the most important aspects. Featuring a hub,
user attention can be directed to user current spatial context which considerably
reduces the time to perform map use tasks, and avoid superfluous information
search.
3.3 Proof of Concept
There is almost nothing related to spider maps in literature but a couple of sparse ref-
erences to their existence. As we build our research work on the automated generation
of context-aware schematic maps, mainly spider maps, it is fundamental to demonstrate
that spider maps are more effective than traditional diagrammatic maps in the commu-
nication of public transports information, due to their “by design” context awareness
superior capabilities. Therefore we wanted to test a set of hypothesis that support our
assumption that spider maps are a clear step forward regarding traditional diagrammatic
maps in what concerns to the communication of transportation networks information.
The hypotheses we formulate are the following:
• Hypothesis 1: Spider architecture is advantageous concerning to learning time,
memorization, spatial reasoning and concept relation learning compared to tradi-
tional maps.
• Hypothesis 2: Spider Maps are an enhanced vehicle for providing passenger
information in comparison with traditional diagrammatic maps.
• Hypothesis 3: Users prefer to use Spider Maps instead of traditional diagram-
matic Maps
3.3.1 Test Design
Due to the close relation between mind maps and spider maps, we decided to assess the
advantages of mind maps over common concept maps before comparing the performance
of bus spider maps with bus diagrammatic maps. We designed a test composed of
two phases. In phase 1 we use concepts maps to assess if the spider map architecture
improves learning time, memorization, spatial reasoning and concept relation learning.
Each phase has three different types of tasks. Users had two minutes to look at the first
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Table 3.1: Tasks performed in phase 1 and 2 of the usability test
Phase 1 Phase 2
Tasks
Concept Spider Bus diagrammatic Bus Spider
Map Map Map Map
Look at the map (2 minutes) Step 1 Step 3 Step 6 Step 8
Perform Usability tasks Step 2 Step 4 Step 7 Step 9
Open answer questionnaire Step 5 Step 10
map (a common concept map) and then they performed a set of usability tasks. Then,
they had two more minutes to look to a second map (a mind map) and they performed
the same usability tasks for that map. In the last step of phase 1 users answered an
open answer questionnaire. In phase 2, which has a similar structure, the objective was
to evaluate if spider maps are more effective than diagrammatic maps in communicating
transports network information. The overall structure of the test performed by each
user is presented in Table 3.1.
In order to gather some subjective user feedback, we performed and open answer ques-
tionnaire (steps 5 and 10) with the following questions:
• Question 1: “Which map was easier to learn, and why?”
• Question 2: “Which map did you find to be more intuitive, and why?”
• Question 3: “What did you like/dislike in the normal concept map?”
• Question 4: “What did you like/dislike in the spider concept map?”
• Question 5: “How do you think those concept maps could be improved?”
• Question 6: “Overall, which map did you like better?”
For the design of the experiment, we adopted the approach suggested by Krug [133] and
we used several small groups of volunteers instead of a single large group. As the first
batch of users gave us valuable feedback, we were able to perform the second batch test
with additional knowledge. We used three batches of three/four people, since 11 people
volunteered from the test. The users were national and foreigners, with ages ranging
from 21 to 33 and different backgrounds. We could have used different people for testing
each map type, but we wanted to preserve personal learning and interaction skills to
avoid biased results due to different people’s skills. Krug’s approach is also supported by
the evidence gathered from the research work of Jakob Nielsen and Thomas Landauer
[134]. They defend that elaborate usability tests are a waste of resources and that the
best results come from testing no more than five users (figure 3.8) and running as many
small tests as possible.
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Figure 3.8: Diminishing returns for usability testing, as more and more users are
tested [41].
Nielsen suggests to run multiple tests because the real goal of usability engineering is to
improve the design and not just to document its weaknesses (this was also our goal in
this test). After the first batch of people performed the usability test, it is possible to
probe deeper into the usability of the fundamental structure of important issues, which
are may not be clear at the first test. [41].
3.3.2 Phase 1 - Assessing Conceptual Maps
After looking at each conceptual map for two minutes (steps 1 and 3), the users drew
a paper sketch of the analyzed map. Sketches are a complimentary tool of conventional
usability testing techniques, and their cost is a fraction of the cost of other methods[135].
User sketches are quick to create, take only a brief time to analyze and provide reactive
as well as reflective feedback. Users were told to replicate the maximum number of
concepts and relations they remember and to identify the first concept that captured
their attention. The sketches were then analyzed with the objective of testing the
following parameters:
• Task 1 - Overall memory recall speed: the time the user took to draw a
sketch of what he could remember from the concept map.
• Task 2 - Overall memory recall correctness: the number of correct concepts
presented at the drawn map.
• Task 3 - Overall memory recall correctness of concept relations: the
number of correct relations presented at the drawn map.
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• Task 4 - First looked concept: the first concept where the user looked at,
testing the focus property.
• Task 5 - Context Learning: we wanted to assess if the context learning was
correct and uniform by the users.
The concept maps used for testing were related to different topics (to avoid the memo-
rization bias effect from map to map), which have the same degree of familiarity to the
users. The number of concepts and relations were the same in both maps. Figure 3.9
and Figure 3.10 depict the concept maps used in the first phase.
Figure 3.9: Concept map used in phase 1 of the test
Figure 3.10: Spider concept Map used in phase 1 of the test
3.3.3 Phase 2 - Assessing Bus Network Maps
In phase 2, users tested real transportation network maps, which are in use in the city
of Lisbon. The first one was a traditional diagrammatic map and the second one was a
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spider map of the area where the user was. Both maps are publicly available in some
bus shelters in Lisbon. The Lisbon diagrammatic map is presented in figure 3.11. The
spider map was produced with our GenX framework and algorithms, with minor manual
aesthetic work and is depicted in figure 1.1. The questions regarding location of specific
places were different in each of them to avoid the memorization bias effect from map
to map, which have the same degree of familiarity to the users. The parameters to be
tested were concerned to the four main actions users normally perform with geographic
services [122] [106]:
• Orientation and Localization: This action relates to locating, and answers to
questions like “Where am I”,“Where is person/object”?
• Navigation: This action relates to navigating through space, such as planning a
route, and answers to questions like “How do I get to place X?”
• Search: This action relates to searching for people/objects/etc. It answers to
questions like “Where is the nearest person/object/etc”.
• Identification: This action is related the identification of people or objects and
answers questions like “How many objects are here?”
The users had 2 minutes to look to the first map (traditional diagrammatic map), then
performed the usability tasks (step 7). Then they had two minutes again to look at
the second map (the spider map) and they performed the same tasks (step 9). Each
usability test was made of the following tasks:
• Task 1 Locating - self: We asked the user to locate himself on the map and we
counted the elapsed time.
• Task 2 Locating - notable point: We asked the user to locate a point of higher
importance (such as the city airport) on the map and counted the elapsed time.
• Task 3 Navigation: We asked the user how would he/she get to the notable point
from his/her current location and measured the time it took to answer correctly.
• Task 4 Search: We asked the user to search for a random stop on the map. We
measured the response time and registered whether the user gave up (which is an
undeniable sign of user frustration).
• Task 5 Identification: We asked the user to count the stops in the neighborhood
of its current location.
Finally, in step 10, the users where invited to answer the same set of open questions,
comparing both maps, in order to gather some subjective user feedback.
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Figure 3.11: Diagrammatic Map of the Bus Network of Lisbon
3.3.4 Results
3.3.4.1 Phase 1 - Conceptual Maps Test
In the first task, we measured the time the user took to draw a sketch of each concept
map and it showed that, in average, the spider map has a significant better performance,
improving it by 25%, as shown in table 3.2.
Table 3.2: Average variation of sketch drawing times for mind maps
Normal Map AVG (s) Spider Map Drawing AVG (s) Var % Var
72,63636364 54,54545455 -18,09090909 -25%
In the second task, we measured the overall memory recall correctness, by counting the
number of correct concepts presented in the user drawn sketches. The results show that,
in average, the spider map has a slight better performance, improving by 3%, as shown
in table 3.3. In the third task, the objective was to measure the overall concept relation
memory recall, by counting the number of correct links presented in the user drawn
Chapter 3. Spider Maps 66
sketches. The results show that, in average, the spider map has a better performance,
improving by 8%, as shown in table 3.3.
Table 3.3: Average number of correct concepts and correct relations present at the
drawn sketch
Normal Spider Variation
concept map concept map
Avg. N. of correct concepts (out of 10) 9,56 9,82 3%
Avg. N. of correct relations (out of 9) 8,27 8,91 8%
In the fourth task, we wanted to identify the first looked concept in each map, the “focus”
point of each map. The results show that the common concept map has more “focus”
points than the spider map. The user attention spreads over a larger number of points,
making it more unpredictable to know where the user will look at. Figure 3.12 shows
a comparison between the concepts that firstly attracted user attention in the common
concept map (left) and in the spider concept map (right). The semitransparent ball size
is proportional to the number of users that looked at that concept. If we compare both
concept maps, we can see that the common concept map has four focus points, with
the larger point being on the up left side of the map, while the other three focus points
are divided around the middle area of the map. We can see that in the spider concept
map there is a clear point of focus, which is the central concept. This is consistent with
the theory behind the advantages of the spider architecture. At the same time, is seems
natural that the center and the left upper corner are the areas that first attract people’s
attention in a picture. People (in occidental cultures) start reading documents from top
left, so that may explain the small circles in the spider concept map and in the common
concept map at that area.
Figure 3.12: Comparison of the points that firstly attracted user attention in normal
concept map (left) and spider concept map (right). The semitransparent ball size is
proportional to the number of users that looked at that point.
In the fifth task, we wanted to assess if context learning was correct and uniform. Re-
garding the normal concept map, users divided themselves on five contexts (that are
very close semantically to each other and all could be considered correct). Regarding
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the spider map, users divided themselves in just two contexts, very close semantically
to each other, even sharing the same word. We can say that the spider concept map
leads to a more unified perception of context. Table 4 shows the concepts identified by
the users.
Table 3.4: Concepts identified by users in normal concept map and in spider concept
map
Normal Concept Map
Context Identification N. Users
Electricity 3
Electric circuits 3
Electromagnetism 3
Electric current 1
Physics 1
Spider Concept Map
Context Identification N. Users
Globalization 6
Globalization and Culture 3
To analyze the feedback from the open answer questionnaire (step 5), we used tag clouds
since they provide a quick feedback about the main topics mentioned by the users.
The representation is compact, and draws the eye towards the largest, most important
items, and three dimensions are represented simultaneously (the words themselves, their
relative importance) [136] without having to transcribe every word the users wrote in
their multiple line answers. In the answers to the first question, “Which map was easier
to learn and why” 10 users (out of 11) chose the spider concept map and one single user
chose the common concept map. When asked why, the main words revealed by the tag
cloud were “layout”, “keyword”, and “central” (see Figure 3.13). Therefore, we can say
that the spider concept map is easier to learn due to its layout and structure.
Figure 3.13: Tag Cloud showing the user justification about the easiness of learning
of the conceptual spider mind map.
Regarding the second question, “which map did you find more intuitive and why”, 9 users
(out of 11) have chosen the spider concept map, while 2 users chose the common concept
map. Analyzing the tag cloud (Figure 3.14), the highlighted words used to justify the
choice are “better”, “layout”, “memorization”, “easy/easier”,“understanding”. This
seems to indicate that users think the spider concept map is more intuitive due to its
structure, as it allows easier memorization and understanding.
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Figure 3.14: Tag Cloud showing the user justification about the intuitiveness of the
conceptual spider mind map.
Regarding the third question, “What did you like/dislike in the normal concept map”
a single user said it was well organized and structured, while the others disliked it due
to the bad layout and because it was hard to understand. Figure 3.15 presents the
corresponding tag clouds.
Figure 3.15: What users liked (at left) and disliked (at right) about the normal mind
map
To the fourth question, “What did you like/dislike in the spider concept map” users
liked it mostly because of the layout, the highlighted main concept, the easiness, the
readability and intuitiveness. When asked what they disliked in the spider concept map,
users referred the font and the spacing. Therefore, those aspects can be improved in
spider maps. Figure 3.16 presents the corresponding tag clouds.
When asked the fifth question, “How do you think those maps could be improved”,
users identified a main word for it: “differential”. Figure 3.17 shows some of the related
concepts: differential styles, lines, colors, sizes, fonts, keyword highlighting, according
to the relative importance of the topic.
To the sixth question, “Overall, which map did you like the better and why”, all the
respondents chose the spider map and the main justifications were the better layout, the
central keyword, the easiness of learning and the intuitiveness, as we could see in the
respective tag cloud (figure 3.18).
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Figure 3.16: What users liked (at left) and disliked (at right) about the spider mind
map
Figure 3.17: Tag Cloud showing the user topics on how conceptual maps could be
improved.
Figure 3.18: Tag Cloud showing the user justification about their overall preference
on spider mind map.
3.3.4.2 Phase 2 - Transportation Network Maps Test
In the first task, we measured the time the users took to locate themselves on the map.
Table 3.5 shows that the spider map presents a significant improvement over traditional
diagrammatic maps, decreasing the self-location time by 94%.
Table 3.5: Average time of self location on maps
Diagrammatic Map AVG (s) Spider Map AVG (s) Variation % Variation
24,54545455 1,363636364 -23,18181818 -94%
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We believe this is due to the hub focus property, which depicts very clearly the place
where the user currently is. Some traditional maps try to overcome this problem by
placing a “You are here” tag. In the second task we measured the time the users took
to locate a notable point (a point with a higher relevance) on the map, such as an
airport, for example. In this task, the spider map showed no advantage or disadvantage
compared to the diagrammatic map. Notable points are usually highlighted by different
icons, so it is probably due to that reason they can be easily found on either type of
map. The third task measured the time the users took to find the bus routes from their
current location to the previously identified notable point (navigation task). Table 3.6
shows that the spider map reduces by 84% the average time users took to find their way
in the transportation network
Table 3.6: Average variation of navigation task on maps
Diagrammatic Map AVG (s) Spider Map AVG (s) Variation % Variation
39,27272727 6,272727273 -33 -84%
In the fourth task, we measured the time the users took to find the nearest metro station
from a random stop of the bus transportation network. This task involved two subtasks:
the first one was to search for the mentioned bus stop, and the other one was to search
for the nearest metro station. Table 3.7 shows that spider map decreased by 97% the
time to complete this of task for those users that completed the task. In fact, eight
users (in 11) gave up from the search in the diagrammatic map, seven of them after
having spending some time searching for the mentioned bus stop. All users were able
to complete the task with the spider map. Besides reducing the searching time, spider
maps are able to reduce user frustration. We can see that there is a connection between
efficiency and emotions [137]: an efficient design improves user satisfaction.
Table 3.7: Average variation of the searching task time on maps
Diagrammatic Map AVG (s) Spider Map AVG (s) Variation % Variation
201,9090909 5,363636364 -196,5454545 -97%
In the fifth task (identifying) we asked the users to count the stops in the neighborhood
of its current location. We measured the time the users spent in counting the stops and
the number of counted stops. The results presented in table 3.8 show that spider maps
reduce the time counting the neighbor stops by 79%.
Table 3.8: Variation of the time spent by the users in counting the stops in the
neighborhood
Diagrammatic Map AVG (s) Spider Map AVG (s) Variation % Variation
35,63636364 7,545454545 -28,09090909 -79%
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The most curious aspect of this task was the concept of “neighborhood”. This concept
was deliberately not explained to the users while performing this identification task nor
further details were provided on the radius of the neighborhood area. The results show
that while in a traditional diagrammatic map, users have different ideas of neighborhood
(identifying on average 7 different stops), in a Spider Map the vast majority of users
have the same idea of neighborhood (on average, users identified 2 different stops). This
happens because in the spider map, the neighborhood is contained in the hub, so it
seems to be an intuitive concept for most of the users. As the hub is bounded by a
frame, that frame encloses the area of the neighborhood, so there is a standard precise
intuitive definition of neighborhood in the spider map. This does not happen in the
traditional diagrammatic maps due to their design limitations.
In what concerns to the subjective user evaluation, to the first question, “Which map
was easier to learn and why”, all the users considered the spider map as easier to learn.
When asked why, the main words revealed by the tag cloud (figure 3.19) are: easier,
better, clearer, less, detail, organization, location, reading. Therefore, we can say that
the spider map is easier to learn because people perceive it as being clearer, better
organized, with less detail and easier to read than the diagrammatic map.
Figure 3.19: Tag Cloud showing the user justification about the easiness of learning
of the Spider Map.
The answers to the second question, “Which map did you find more intuitive and why”,
showed that ten out of eleven users chose the spider map and one single user chose the
diagrammatic map. When looking at the tag cloud (figure 3.20), some words emerge
immediately: easier, clearer, learning, faster, context. This seems to indicate that users
think the spider map easier to learn, clearer, with a better organization, faster navigation
and location. The single user who considered the traditional map more intuitive justified
his choice by saying that diagrammatic maps are more similar to the traditional maps
and that he could have a more accurate idea of distance. This seems to be the effect of
the distortion caused by differential scale function referred in section 2.2.
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Figure 3.20: Why users considered traditional diagrammatic map more intuitive (at
left) or the Spider map more intuitive (at right)
The results of the answers to the third question, “What did you like/dislike in the
traditional diagrammatic map”, are presented in figure 3.21. Users highlighted the words
“cit”,“information”, “accurate”, “visualization” and “topology”.
Figure 3.21: What users liked (at left) and disliked (at right) about the normal
concept map
This may indicate the positive aspects of the traditional diagrammatic maps are that it
gives a more accurate visualization of the whole city and its topology, providing more
information to the user. However, when users where asked what they disliked in the
traditional diagrammatic map, there were three main words: “overloaded”, “difficult”
and “reading”. This means that, although users like to have lots of information, this
becomes a two-edged sword, as too much information makes the map overloaded and
difficult to read [17]. This may lead to user frustration and refusal to use the map
or to use the transport. To the fourth question, “What did you like/dislike in the
Spider map”, the answers show that the aspects users like in spider maps were “easy”,
“neighborhood”, “simplicity”, “clearer”, “layout” and “location” (as shown in figure
3.22-left).
This may indicate that users like spider maps because they are easier to learn, give a
precise sense of neighborhood, are simpler, clearer, with a better layout, which enhances
location tasks. What the users did not like was mostly described by two words: “infor-
mation” and “lack”. This may that users would like to have more information in the
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Figure 3.22: What users liked (at left) and disliked (at right) about the spider map
spider maps. When asked how those maps could be improved, users suggested the reduc-
tion of line crossings, the use of the colorADD1 schema to allow better line visualization,
especially when aggregated. Users also suggested the inclusion of more geographical tags
and clues, more notable points that could help people in their location, searching and
identifying tasks. The answers to the sixth question, “Overall, which map did you like
better, and why”, showed that one single user preferred the diagrammatic map while
the remaining 10 chose the spider map. Figure 3.23 highlights the main reasons (better
layout, the central keyword, easiness of learning and memorization).
Figure 3.23: Tag Cloud showing the user justification about their overall preference
on spider mind map.
3.3.5 Test Conclusions
Spider maps are particularly suited to represent transport networks, and they are much
more effective in the communication of spatial information than their traditional dia-
grammatic counterparts. In order to access the effectiveness of spider maps, we designed
and performed an experiment with real users. The experiment was composed of two
phases. In the first phase, we used simple concept maps to test if the spider architecture
improves short-term memory and learning. In the second phase, we used real bus trans-
portation maps to evaluate location and navigation tasks. In both phases we collected
1http://www.coloradd.net/
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subjective evaluation from the users, in addition to objective measurements. Regarding
the concept maps, the main conclusions are that the spider concept maps present better
results in short term memory tasks, improving concepts and links memory recall. Spider
maps also effectively implement focus-and-context technique. Concerning the subjective
evaluation performed by the users, the results showed that users consider that spider
concept maps are easier to learn, more intuitive, have a better layout and, ultimately,
they showed a clear preference for the spider map over the common concept maps. Re-
garding the real transportation network maps, the tests have shown that the time to
complete the tasks with success was considerably inferior for the spider map than for
the diagrammatic map. In this section, we have also illustrated different user-centered
design principles and strategies that spider maps use to reduce the extraneous cognitive
load[131] so user’s available intellectual resources could be devoted to their main actions
of using a map. The test users considered spider maps easier to learn and more intuitive
than diagrammatic maps, with a better layout, less information overload and improved
readability. Spider maps are more attractive to users, and that may also be a reason they
work better, as as Norman says “attractive things work better”[138]. Nevertheless, users
also suggested that spider maps could be further improved by reducing line crossings,
by using ColorADD schema to allow better line visualization, and by including more
geographical clues.
3.4 Spider Maps as Location Based Services and Public
Transportation Improvement
As it what concerns to Location-Based Services, spider maps can be an excellent tool
for presenting spatial information on Public Transportation networks. As spider maps
improve information quality [54] [39] through the inherent advantages and innovations of
their design, this leads to higher user satisfaction and consequently increase the intention
to use the service. Dziekan [139] studies mention that one way to create high ridership
in public transportation services is to strengthen their attractiveness by improving the
quality of service. The author also presents the example of the city of Stockholm coop-
eration with the public transport authority in order to increase traveler numbers. This
objective was also achieved by improving factors such orientation and information. Spi-
der maps can play a fundamental role here in improving those factors, through their
use in LBS. Spider maps are, therefore a highly adequate vehicle to communicate trans-
port network information in mobile services due to their higher information quality in
comparison with normal or schematic maps.
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3.5 Conclusions
In this chapter we presented the Spider Maps, their definitions and their advantages
regarding traditional diagrammatic maps. The full potential of spider maps can only
be unleashed if they are generated in soft real time, which leads us to the conclusion
that it is fundamental that they could be produced automatically. Only the automated
production of spider maps can allow them to be agile enough to reflect different contexts,
supporting what Steiniger calls adaptative services: services that dynamically respond
to context [106]. It is easy to understand that it is faster to update a map if we generate
it automatically than if we build it manually. This would allow us to produce spider
maps to fit specific users, time or spatial contexts, extracting the full potential of the
spider map enhancements. It is our conviction that automatically produced spider maps
could also be a good solution to improve homing in mobile devices [140].
Chapter 4
Problem Modeling
The automated generation of Spider Maps presents a complex optimization problem that
requires efficient data structures while preserving the semantic meaning of map features,
such as lines, hub and stops. The production begins with a normal transportation map
and ends with the production of a Spider Map. The rich semantics of an transporta-
tion network usually needs the use of a semantically rich data structure to store all the
relevant map feature relations. Nevertheless, this structure would not be adequate for
intensive processing due to its complexity, and consequently, this data model needs to
be converted to a graph structure, simple and efficient, but keeping stored apart all the
relations between map features. The output of the generation of a Spider Map would
require an inverse conversion to a semantically rich structure together with the restora-
tion of the relations between map features. The processing of the simple graph data
structure is performed as an optimization process. This chapter presents the modeling
of the the automated generation of Spider maps in what concerns to the underlying
problem, the needed data structures and the optimization process.
4.1 Problem Description
Given a transportation network, the objective is to automatically generate a spider
map for a specific location (with the hub detailing a specific area). The transportation
network is comprised of transportation lines (the routes) and stops. Each transportation
line is made up of segments, which are paths between two consecutive stops. A stop
can be shared among several lines. Each line, segment or stop has a set of properties.
These properties can be related to the transportation network (ex: location, sequence
number), to its identification(ex: name/label) or to its visual presentation(ex. color).
The goal is to generate a Spider Map with the best possible presentation while keeping
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topological and semantic “correctness” as needed. We may preserve topological relations
by enforcing the compliance of hard constraints (constraints that can not be violated).
The final presentation is obtained by the minimization of an objective function built
around a set of soft constraints (constraint that may be violated, but that violation yields
a score penalty) which models the visual quality of the solution. The algorithm starts
with a geographically accurate map, where there may be precise geographic accuracy
regarding the location of the transportation network elements. The final result is a spider
map satisfying all the hard constraints and with maximun quality. This is a complex
optimization problem with multiple and conflicting objectives, and it was also proved
that an analog problem is an NP-complete problem [87]. A solution for our problem is
a Spider map with all the data needed presented visually. This includes all the spatial
coordinates and all the relevant features (colors, shapes, labels, etc) of the components
that comprise the spider map.
4.2 Spider Map Modeling
In this section we propose a formal model of a spider map. A Spider Map is a structure
complying with the following conditions:
• C1: SpiderMap = (P, V,H,E,L,A,Gr) (A Spider Map is an ordered 7-tuple of
a set of points (P), vertices (V), a hub (H), a set of directed edges (E), a set of
Lines (L), a set of angles (A) and a set of geographical Restrictions (Gr).
• C2: ∀p ∈ P, p = (px, py, pz), px, py, pz ∈ R. (Each point is formed by an ordered
3-tuple (coordinates x, y, z).
• C3: | P |∈]0,∞[ (The Point Set cannot be empty and must contain a finite number
of elements).
• C4: ∀v ∈ V, v = (p, l), p ∈ P . (Each vertex is formed by an ordered 2-tuple of
a point and a label which identifies the vertex, (usually the corresponding Stop
Name)).
• C5: | V |∈]0,∞[ (The Vertex Set cannot be empty and must contain an a finite
number of elements)
• C6: H = (p1, p2, Phub (The Hub is defined by a top-left point p1 and a bottom-
right point p2 and Phub is a subset of P, and contains the points located inside the
Hub).
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• C7: ∀e ∈ E, e = (v1, Pe, v2, ), v1, v2 ∈ V, Pe ∈ P, | Pe |= [0,∞[ (Each point is
formed by an ordered 3-tuple of the initial vertex v1, a set of inflection points Pe
and a final vertex v2. The set of breakpoints Pe may be empty but must contain
a finite number of elements).
• C8: There is a mapping function δ : E → V × V.δ(e) = (v, w) ∧ (v 6= w) (The
mapping function returns an ordered pair. There are no loops and therefore a
Spider Map is a simple directed graph).
• C9: | E |∈ [0,∞[ (The Edge Set must contain an a finite number of elements)
• C10: ∀l ∈ L, l is an ordered sequence of edges e ∈ E (A line is comprised of an
ordered sequence of edges: l = (e1, e2, ..., ek), k =| l |).
• C11: | A |= 8 (The number of angles of the edge representation is 8, corresponding
to the angles 0, 45, 90, 135, 180, 225, 270 and 315 degrees).
• C12: ∀gr ∈ Gr, gr is a sequence of points p ∈ P , and a sequence of line segments
connecting consecutive points, forming a closed polygon.
As an illustrative example, we present the spider map in figure 4.1 which corresponds
to the following map model:
• SpiderMap := (P, V,H,E,L,A,Gr)
• P := {P1, ..., P45}
• V := {V1, ..., V24} (The spider map has 24 Vertices that correspond to line stops
on the map), where Vi = {Pi, Labeli}
• H := {P38, P39, {P40, P41, P42, P43, P44, P45}}
• E := {E1, ..., E25}
• E8 := (V7, {P8}, V9) The edge 8 has V7 as start node and V9 as end node. It
contains also an inflection point P8. Similar definitions apply for the other Edges
of the map.
• L := {L1, L2, L3, L4, L5, L6}, where Lk = (Ej), , j ≤ |E| ex: L1 := (E4, E5, E6, E7, E8, E9)
• A := {0, 45, 90, 135, 180, 225, 270, 315}
• Gr := {GR1}
• GR1 := (P29, P30, P31, P32, P33, P34, P35, P36, P37)
Chapter 4. Problem Modeling 79
Figure 4.1: Spider Map Definition example
This definition is semantically richer than the definition of a simple Graph G = (V,E),
which is not able to capture the semantic complexity of a transportation network spider
map. To exploit the advantages of having a semantically rich data structure (SRDS)
that is powerful enough to describe a real spider map while having fast computational
performance, we decided to implement two data structures: one that is semantically
richer, reflecting the real spider map analogies and complexity, and a simple graph data
structure (SGDS) which will serve as a working data model for our information system.
This way we were able to combine all the advantages while not having any disadvantage.
This approach is a considerable improvement over the state of the art approaches to this
problem. The conversion between these two structures is achieved through two mapping
functions: one can convert from the SRDS to the SGDS, and the other one can convert
the other way around. Figure 4.2 shows the initial conversion from the semantically rich
data structure (SRDS) to the simple graph data structure (SGDS) and the mappings.
4.2.1 Semantically Rich Data Structure
The semantically rich data structure closely follows the real spider map semantics, so the
mapping between the reality of a transportation network and our semantically rich spider
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Figure 4.2: UML Diagram depicting the initial data structure conversion from the
semantically rich data structure to the simple graph data structure and mappings.
data structure is direct. To every feature in a real spider map there is a correspondent
piece in that structure, as shown in table 4.1
Table 4.1: Mapping Between Real Spider Maps and our Semantically Rich Data
Structure
Spider Map Semantically Rich Data Structure
Hub H
Hub Exit Points P
Hub Limits P
Stops in Hub P
Line L
Segment E
Segment/Line Bendings P
Stop V
Geographical Restrictions Gr
The other data sets that comprise the semantically rich data model which are not a
direct translation of spider map features, such as the number of the angles and the inner
relations between vertices and points are automatically derived.
4.2.2 Simple Graph Data Structure
A spider map can also be modeled through a graph G = (V,E). Using a simple graph to
model a spider map we lose most of the semantic meanings (for example, the notion of
lines, geographical constraints, hub, etc), nevertheless we gain simplicity and agility for
algorithm processing. Therefore, to avoid the downside and extract the full potential,
we do not use this simple graph to directly model the spider map. We use this simple
graph data structure as a middleware model which can only be mapped from (and
to) the semantically rich data structure. To solve the problem of losing the semantic
meanings of the map features, besides the simple graph (which will be processed across
the algorithm), we keep a mapping table that stores the semantic meanings of the spider
map. This way, when the algorithm finishes processing the simple Graph model, we
can convert the simple graph data structure to the semantically rich data structure by
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recovering the semantic mappings stored in that table. This way, the algorithm can be
executed over a light data structure but as we keep the semantic mappings, we can solve
real world complexity problems. Table 4.2 shows the relation between the semantically
rich data structure and the simple graph data structure.
Table 4.2: Relations Between the Semantically Rich Data Structure and the Simple
Graph Data Structure
SRDS SGDS
P Vertices
V n.a.(stored in semantic mappings table)
H Vertices
E Edges
L n.a. (stored in semantic mappings table)
A n.a. (used to process Vertex and Edge positioning)
GR n.a. Converted to Polygons (looped graph structure)
The mapping table stores the correspondences between the semantically rich and the
simple graph structures. This table contains a structure where each vertex is tagged
with a unique ID, and contains the information of the line and the segment (edge) it
belongs to, and whether it is the start or the end node of the segment. Each Vertex can
have several mapping table entries, if it makes part of more than one line. Table 4.3
exemplifies the mappings table for vertices 1 to 10 of the spider map depicted in figure
4.1.
Table 4.3: Semantic Mappings Table example for Points 1 to 10 for the spider map
depicted in figure 4.1
Mapping # Vertex ID Line ID Segment ID isStartNode
1 1 2 2 True
2 2 2 2 False
3 2 2 1 True
4 3 2 1 False
5 4 1 5 True
6 5 1 5 False
7 5 1 6 True
8 6 1 6 False
9 6 1 7 True
10 7 1 7 False
11 7 1 8 True
12 9 1 8 False
13 9 1 9 True
14 9 3 13 False
15 9 3 14 True
16 10 1 9 False
17 10 3 14 False
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4.3 Data Structures
The data structures were designed to directly support the spider map data modeling
described in the previous section, as well as their processing. The global view of the
data structures organization, and data flow is shown in the UML diagram depicted in
figure 4.3.
Figure 4.3: UML Diagram depicting the data structures organization and data flow.
Our approach to the generation of Spider Maps starts by reading an XML file which
describes the transportation network to be transformed in a spider map. It contains the
locations of the map features (not schematized) and every semantic information that
is inherent to the complexity of a real transportation network. This file (which can be
obtained through TCP/UDP1 (for example, through a web service negotiation), disk
reading or through pipelines2) is read, de-serialized, parsed to their atomic components
(such as stops, lines, etc) and then converted and stored into the semantically rich data
structure. This structure is then converted into the simple graph data structure which
is agile enough to be processed, while the semantic mappings are kept to avoid the
loss of semantic information regarding the transportation network. After processed by
the algorithms, the simple graph data structure. This structure is combined with the
semantic mappings to obtain the resulting processed semantically rich data structure,
which can then be stored into an XML file that can be used to output the map in several
physical (ex: paper) or virtual supports (computer screens, 3D projections, mobile device
screens, etc). The XML file is usually a SVG file due to its system interoperability,
scalability and lossless encoding which allows it to be displayed into lots of media types
without losing visual fidelity. This XML file can then be directly presented to end users,
sent to a network, or further processed by designers or other professionals.
The UML Class Diagram depicted in figure 4.4 implements the semantically rich data
structure. It is worth to mention the detail of the coordinate system used: we keep
1TCP and UDP are network communication protocols for digital information exchange
2Usually just called “pipes”, the pipelines are connections between two computer processes, such that
the standard output from one process becomes the standard input of the other process, allowing the
transfer of information between them.
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the real world coordinates (latitude and longitude), but in what concerns to algorithm
processing, we use paper coordinates, which are related to the coordinates in the map
canvas (either physical or virtual). This class diagram also features some classes (ex.
Interface, Area) that are used for tailoring the map to specific purposes such as specific
events or themes. The “MapPoints” class map allow us to process the spider map by
grouping nearby stops into the so called “mapPoints”, considering each mapPoint as a
“dense area of stops”.
Figure 4.4: UML Class Diagram that implements the Semantically Rich Data Struc-
ture
The UML Class Diagram depicted in figure 4.5 implements the simple graph data and the
semantic mappings structures. The simple graph data structure is implemented by the
Graph, Edge and Vertex classes. The SimplePoint class supports the vertex processing.
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The information about each restriction is stored in the restriction and vertex class. The
classes that store the semantic information mappings are the Mapping class (each Graph
contains a “MappingSet” property which is a set of “mapping” objects (that are of the
type “Mapping” class). Other relevant classes such as the AngleSet and the Settings
store information about the derived angles. The VertexMove class is related to the
processing of the simple graph throughout the algorithm.
Figure 4.5: UML Class Diagram that implements the Simple Graph Data Structure.
The conversion from the semantically rich data model to the simple graph data structure
is performed through the following actions:
• The points where the transportation lines connect to the hub that are stored
Chapter 4. Problem Modeling 85
through instances of “HublinePosition” class are converted to instances of “HubLineCon-
nection” classes
• The original map “Spider Map” class is converted to the Graph class
• The geographic constraints stored through the initial “Restriction” and “Polygon”
classes are merged and converted to “Restriction” classes.
• The “MapPoint” class objects, initially used for storing the transportation network
stops, are converted to instances of the “Vertex” class
• The “Line” class used to store line information is converted to the “Edge” class.
• The “Simplepoint” class on the simple graph data structure will store points that
are inside the hub and other points that may be placed in the edges to achieve
better visual quality throughout the map processing
4.4 Modeling the Multicriteria Optimization Problem
We modeled the problem of the automatic generation of spider maps as a multicriteria
optimization problem. We have a minimization objective function and a set of con-
straints we need to respect. The generation of a Spider Map involves the inclusion of
many - and often conflicting - set of design guidelines. Those design guidelines were
modeled through two sets of constraints: soft and hard constraints. The soft constraints
measure and influence the visual quality of a spider map and it is desired they are re-
spected as most as possible, while the hard constraints must be respected and enforced
in order to generate a spider map: if they are violated, the produced solution is not
feasible.
4.4.1 Decision Variables
The decision variables of this problem correspond to the spatial coordinates of each
vertex v ∈ V and point p ∈ P . Starting with precise geographic coordinates, the goal of
the objective function will be to position every vertex and point (and consequently, all
of the Spider Map structures that rely on them).
4.4.2 The Objective Function
We modeled most of the soft constraints based on an improved version of Stott’s [26]
work. We improved his model both on the formulation and on its implementation. The
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goal is to minimize the objective function, which means that if all the soft constraints
are perfectly respected, the optimization function would have a value of zero, which
would correspond to the “perfect map”. Soft constraints are related to the quality of
the spider map, and allow us to evaluate the niceness of the spider maps [87]. It is
worth to mention that although not categorized exactly as “soft constraints”, some of
these soft constraints have their roots in previous research works [26], [87], [63] and [60].
Soft constraints represent desirable map characteristics, although they are not critical
to achieve a spider map, a feasible solution to the problem. At table 4.4 we enlist the
set of soft constraints that comprise the optimization function.
Table 4.4: Soft Constraints - summary
Constraint Description
SC1 Adjacent edge angle shall be as wide as possible for each vertex
SC2 Homogeneous inter-vertex spacing
SC3 All consecutive vertices shall dist a certain distance
SC4 Reduce edge crossings to the minimum
SC5 Lines should be as straight as possible
SC6 Benefit horizontal and vertical edges
Constraints SC1 to SC3 use the same modeling as Stott’s work, while SC4 to SC6 are
a completely different modeling, much improved through innovative algorithms. All
constraints were improved in its implementation to improve execution speed, which is
one of the downfalls of Stott’s work[93]. The modeling of each constraint is as follows:
• SC1: Adjacent edge angle shall be as wide as possible for each vertex. This makes
all the adjacent edge angles uniform (figure 4.6). Regarding this soft constraint
we used the following mathematical formula:
SC1score =
∑
v∈V
∑
{e1,e3}∈Ev
| 2pi
ρ(v)
− θ(e1, e3)|
where ρ(v) here is the vertex degree, while θ(e1, e3) is the angle between to adjacent
edges e1 and e3 incident to v.
• SC2: Homogeneous inter-vertex spacing. All vertices should be at equal distance
from their predecessor and successor in a transportation line (figure 4.7). Regard-
ing SC2, we used the following mathematical formula:
SC2score =
∑
e∈E
| |e|
l ∗ g − 1|
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Figure 4.6: SC1 Constraint: the map on the left yields a worse score than the one on
the right
Where l is the ideal grid length (as user defined parameter) and g is the grid gran-
ularity (grid aperture size). The best grid aperture size is automatically calculated
by our algorithm, which is a remarkable enhancement regarding to Stott’s work,
where user needs to try several grid apertures to see which one fits better to each
specific map.
• SC3: All consecutive vertices shall dist a certain distance (user definable param-
eter)(figure 4.7). Regarding SC3, we used the following mathematical formula:
SC3score =
∑
v∈V,ρ(v)=2
||e1| − |e2||
Figure 4.7: An example of the combination of the SC2 and SC3 Constraints. The
map on the left presents a non-uniform inter-vertex spacing, while the map on the right
presents uniform inter-vertex spacing and a distance of 3 grid units between vertices.
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• SC4: Reduce edge crossings to the minimum (figure 4.8). As an innovative ap-
proach in comparison with Stott’s work and current literature, we developed an
enhanced version of the Bentley-Ottmann algorithm to get the number of edge
crossings:
SC4score = k
where k is the number of edge crossings on the map.
Figure 4.8: SC4 Constraint: the map on the left has two segment crossings while the
map on the right has zero, yielding a better score at this constraint.
Regarding SC4, we did not use Stott’s model as it was based on a brute-force naive
approach that tests every pairs of edges for crossings, with O(e2) [93]. Instead,
we developed an improved version of the Bentley-Ottmann algorithm [141] (also
known as the “sweepline algorithm”) which runs in O((e + k) log n) time, with e
being the number of edges and k the number of edge crossings. The main idea
of the Bentley–Ottmann algorithm is to use a sweepline, which is a vertical line
L (figure 4.9) moving from left to right across the plane. As the line moves, it
intersects the edge segments in sequence[142]. L will always intersect the input
line segments in a set of points whose vertical ordering changes only at a finite
set of discrete events. Thus, the continuous motion of L can be broken down into
a finite sequence of steps, and simulated by an algorithm that runs in a finite
amount of time. There are two types of event that may happen during the course
of this simulation. When L sweeps across an endpoint of a line segment s, the
intersection of L with s is added to or removed from the vertically ordered set of
intersection points. These events are easy to predict, as the endpoints are known
already from the input to the algorithm. The remaining events occur when L
sweeps across a crossing between two line segments s and t. These events may also
Chapter 4. Problem Modeling 89
be predicted from the fact that, just prior to the event, the points of intersection
of L with s and t are adjacent in the vertical ordering of the intersection points.
The Bentley–Ottman algorithm itself maintains data structures representing the
current vertical ordering of the intersection points of the sweep line with the input
line segments, and a collection of potential future events formed by adjacent pairs
of intersection points. It processes each event in turn, updating its data structures
to represent the new set of intersection points.
Figure 4.9: Visual Example of the Bentley-Ottmann Algorithm[42]. S are Edges
The original Bentley-Ottmann algorithm has some limitations[143][144] and to be
successfully executed it assumes that:
1. No two edge endpoints or crossings can have the same x-coordinate
2. No edge endpoint lies upon another line segment
3. No three edges intersect at a single point.
These assumptions are not reasonable for our current problem as it is common to
find examples that violate one or more of these assumptions. In those cases we
found that this algorithm enters in an infinite looping state, thus not supporting
the complexity of transportation networks. Therefore, we developed an improved
version of the Bentley-Ottmann algorithm to support complex graphs used in
transportation networks. Pseudo-algorithm 1 shows our enhanced version. The
enhancements include:
– The consideration that events may consist of the crossing of two or more lines
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– The reversion of the incident segments when an event point is reached (not
just swapped as the original algorithm states, as there may be more than two
segments)
– After a crossing is handled, we consider the hypothesis that there may be
more than two old event points to be removed or more that two new event
points to be inserted.
• SC5: Lines should be as straight as possible (Line Straightness) (figure 4.10). It
is possible to observe in the figure that the number of inflection points of each
edge is reduced and the visual “staircase effect” is eliminated. Schematization
through simplification of lines is used to reduce visual complexity and entropy.
[27]. Regarding SC5, we used the following following mathematical expression:
SC5score =
∑
v∈V
 ∑
{e1,e2}∈Ev
θ(e1, e2)

Where θ(e1, e2) is the smaller angle between adjacent edges e1 and e2.
Figure 4.10: SC5 Constraint: The map on the right yields a better score at this
constraint than the map on the left.
• SC6: Benefit horizontal and vertical edges in a higher magnitude, and then favor
oblique edges (all angles shall be multiple of 45 degrees) Regarding SC6, we used
the following following mathematical formula:
SC6score =
∑
e∈E
∣∣∣∣sin 4(tan−1 y(es − y(ef )x(es − x(ef )
)∣∣∣∣
Where θ(e1, e2) is the smaller angle between adjacent edges e1 and e2.
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Algorithm 1 Enhanced Bentley-Ottmann Pseudo-Algorithm
1: procedure BentleyOttmanFixed
2: Event queue EQ ← all edge endpoints/vertices;
3: Sort EQ by increasing x and y;
4: Sweep Line SL ← empty; output intersection list IL to be empty;
5: while EQ is nonempty do
6: Let E = the next event from EQ;
7: if E /∈ IL then
8: if E is a left endpoint then
9: Let segE = E’s segment; Add segE to SL;
10: Let segA = the segment Above segE in SL;
11: Let segB = the segment Below segE in SL;
12: if I = intersect(segE with segA) exists) then Insert I into EQ;
13: end if
14: if I = intersect(segE with segB) exists) then
15: Insert I into EQ;
16: end if
17: end if
18: if E is a right endpoint then
19: Let segE = E’s segment; Add segE to SL;
20: Let segA = the segment Above segE in SL;
21: Let segB = the segment Below segE in SL;
22: Delete SegE from SL;
23: if I = intersect(segE with segA) exists) then
24: if I is not in EQ already then Insert I into EQ;
25: end if
26: end if
27: end if
28: if E is an intersection Event then
29: Add E’s intersect point to the output list IL;
30: Let segE1 above segE2 be E’s intersecting segments in SL;
31: Swap their positions so that segE2 is now above segE1;
32: Let segA = the segment above segE2 in SL;
33: Let segB = the segment below segE1 in SL;
34: if I = intersect(segE2 with segA) exists) then
35: if I is not in EQ already then Insert I into EQ;
36: end if
37: end if
38: if I = intersect(segE1 with segB) exists) then
39: if I is not in EQ already then
40: Insert I into EQ;
41: end if
42: end if
43: end if
44: end if
45: Remove E from EQ;
46: end while
47: end procedure
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SC1, SC5 and SC6 constraints can be easily understood: the less line bends, the cleaner
and less cluttered the map presentation will be. SC2 and SC3 have the objective to turn
the vertex placement and edge length the most homogeneous possible. SC6 constant
is related to the findings described by several art studies that show that human brain
evaluates horizontal lines as the most pleasant, followed by vertical and oblique lines
[69]. All these soft constraint components are part of a weighted sum which makes up
the final evaluation function. Therefore, the final objective Function is given by the
following expression:
Min F =
6∑
i=1
(WSCi ∗ SCiscore)
Where WSCi is the weight given to each of the soft constraints i. WSCi are user defined
parameters.
4.4.3 Constraints
The automated generation of spider maps must comply with a set of constraints that pre-
serve their main properties. We divided those constraints into three sets of constraints:
hard constraints, mixed constraints and geographical constraints. Any violation to one
of these constraints will produce an unfeasible solution. The process that assures these
constraints are respected is explained in the next chapter.
4.4.3.1 Hard Constraints
Hard constraints are related to critical aspects of a spider map. This means that if a
hard constraint is violated, the solution produced is not feasible. The set of relevant
hard constraints is summarized in table 4.5.
Table 4.5: Hard Constraints - summary
Constraint Description
HC1 Layout must be octilinear
HC2 Avoid forbidden areas
HC3 Avoid Occlusions
HC4 Maximum vertex displacement range
The constraints are explained as follows:
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• HC1: All vertices must respect the octilinear embedding. Vertices should be
placed on the predefined grid intersections (discretization of space) (figure 4.11).
Figure 4.11: HC1 Constraint: the figure on the right respects the HC1 constraint
while the left one does not.
• HC2: Avoid forbidden area: we assure the transportation map elements are not
on an area in which they are not supposed to be, i.e: the hub, outside the map
canvas limits, or above geographical accidents (figure 4.12).
Figure 4.12: HC2 Constraint: the figure on the left shows a vertex occluding the hub
(thus violating the HC2 constraint). The figure on the right complies with the HC2
constraint.
• HC3: Avoid Occlusion: different vertices shall not be put on the same grid inter-
section (avoid occlusion) (figure 4.13).
• HC4: Maximum displacement: all vertices must be within a certain (user definable
parameter) range from its original geographic location (figure 4.14).
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Figure 4.13: HC3 Constraint: the figure on the left three vertices (V2, V5 and
V8) placed at the same grid intersection, occluding each other and violating the HC3
constraint. The figure at the right complies with this constraint.
Figure 4.14: HC4 Constraint: the user definable parameter Max Displacement defines
the area (left figure) to where the vertex can be displaced from its original placement,
through all the algorithm (right figure).
4.4.3.2 Hybrid Constraints - Topological Relation Preservation
Not every constraint must be exclusively modeled as a soft constraint in the objective
function or as a hard constraint. The example of this is the topological relations preser-
vation. The preservation of topological relations is of fundamental importance [88], and
to achieve it the initial relative position of vertices must be kept, i.e. the binary re-
lations “north of” (“No”), “south of” (“So”), “west of” (“Wo”), “east of” (“Eo”) of
the geographically correct initial transportation map shall be preserved throughout the
generation of the spider map. Although Stott’s work [26] makes a brief mention to the
topological relations, it does not provide any model.
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We modeled the topological relations preservation as a hybrid constraint that can either
be treated as a “soft” or “hard” constraint. If we enable it as a soft constraint, violations
may occur, although this relaxation yields a penalty to the objective function score. The
penalty is proportional to the ratio of the topological relations that are violated. This
means that treating topological relations as a soft constraint makes them desirable but
not obligatory. This is useful in some cases where some degree of topological relation
violation is necessary in order to achieve better visual layout, though it can create user
disorientation.
If the topological relations are treated as a hard constraint, they cannot be violated,
although there is some degree of freedom: they can change if they are not reversed in
any of the components. This means that if a vertex is “North of” and “West of” another
particular vertex at the original map, a solution that would have it placed just “North
of” would still be a feasible solution. The same would not happen if the relation is
reversed to “South of” and/or “East of”. This example is illustrated at figure 4.15.
Figure 4.15: Topological Relations Preservation Constraint example: the map at the
right still respects the hard version, considering the hypothetical original map (left)
As it is possible to see in tables 4.6 and 4.7 the topological relations that changed (shown
in italic at table 4.7 do not invert any of the original topological relations thus complying
with the hard topological relation preservation constraint.
If there is any inversion of the topological relations, as it is exemplified in figure 4.16,
the solution would not considered feasible.
It is possible to observe in tables 4.8 and 4.9 the topological relations that changed. The
ones shown in bold at table 4.7 invert the original topological relations.
The hard constraint version can also be modeled to enforce a strict topological relations
preservation by not allowing any change on the topological relations throughout the
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Table 4.6: Topologic Relations of the example map depicted in figure 4.15 (left).
Vertices V1 V2 V3 V4 V5 V6
V1 - No No NoWo NoWo NoWo
V2 So - No Wo NoWo NoWo
V3 So So - SoWo SoWo NoWo
V4 SoEo Eo NoEo - NoEo NoEo
V5 SoEo SoEo NoEo SoWo - No
V6 SoEo SoEo SoEo SoWo So -
Table 4.7: Topologic Relations of the example map depicted in figure 4.15 (right).
The relations that changed are in italic.
Vertices V1 V2 V3 V4 V5 V6
V1 - NoWo No Wo NoWo NoWo
V2 SoEo - NoWo SoWo Wo NoWo
V3 So SoEo - SoWo SoWo NoWo
V4 Eo NoEo NoWo - NoEo NoEo
V5 SoEo Eo NoEo SoWo - NoEo
V6 SoEo SoEo SoEo SoWo SoWo -
Figure 4.16: Topological Relations Preservation Constraint example: the map at the
right does not respect the hard version, considering the hypothetical original map (left)
Table 4.8: Topologic Relations of the example map depicted in figure 4.16 (left).
Vertices V1 V2 V3 V4 V5 V6
V1 - No No NoLo NoLo NoLo
V2 So - No Lo NoLo NoLo
V3 So So - SoLo SoLo NoLo
V4 SoRo Ro NoRo - NoRo NoRo
V5 SoRo SoRo NoRo SoLo - No
V6 SoRo SoRo SoRo SoLo So -
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Table 4.9: Topologic Relations of the example map depicted in figure 4.16 (right).
Italic formatting indicates a topological relation violation without inversion of rela-
tion while bold formatting indicates a a topological relation violation with inversion,
regarding the map in figure 4.16 (right).
Vertices V1 V2 V3 V4 V5 V6
V1 - NoLo NoLo Lo NoLo NoLo
V2 SoRo - NoLo SoLo SoLo NoLo
V3 SoRo SoRo - SoRo SoRo SoRo
V4 Ro NoRo NoLo - NoRo NoRo
V5 SoRo NoRo NoLo SoLo - No
V6 SoRo SoRo NoLo SoLo So -
generation of the spider map (even the ones that do not reverse the original topological
relations).
4.4.3.3 Geographical Constraints
Respecting Geographical constraints is a complete innovative breakthrough as they do
not exist in literature and past research. They allow us to deal with geographical con-
straints such as rivers, parks, the ocean, or other features that may condition the visual
layout of the map. To our best knowledge, it is the first time they are described and
modeled into a schematization optimization algorithm.
• GC1: The position and geometry of the geographical accident can not be changed
throughout the generation of the spider map. As a consequence geographical
accident polygons do not need to comply with the octilinearity criteria. This
happens because it is not relevant to the transportation network topology that
external features such as geographical constraints have their polygonal chain points
on the top of grid intersections. In fact, they would occupy available positions for
placing vertices, and, depending on the grid aperture, their shape could be severely
distorted, making them hard to identify for the user.
• GC2: Graph edges or vertices must not occlude any area of the geographical
constraint polygons. Geographical constraints shall be respected, as it would be
nonsense to place a vertex on a river or ocean (figure 4.17). Sometimes, complying
with this constraint may imply disrespecting any of the hard constraints. To avoid
this problem, a differential grid aperture size (with finer grid near the geographical
constraint polygon, for higher grid resolution) can be introduced. Figure 4.17 (left)
shows a river and a vertex and an edge belonging to the transportation network
occluding the river. A vertex is even located on the river. This is not plausible
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in real world, and according to the geographical constraint GC2 it would not be a
feasible solution. The figure on the right shows a feasible solution where the path
between two vertices in opposite sides of the river is drawn by finding a suitable
path between the rivers. To achieve this and simultaneously comply with the hard
constraints, a higher resolution grid was used to allow the path to cross the river
through the available space. The use of different resolution grids (differential grid
aperture sizing) is used to overcome limitations on coarser grids whenever needed
to comply with CG2. Figure 4.18 shows an example where a differential grid
aperture is used.
Figure 4.17: GC2 Constraint: An example of the violation of this constraint (left)
and an example of compliance of this constraint (right).
Figure 4.18: Example of the use of differential grid aperture - magnification of figure
4.17. The magnification of the river cross shows an increased grid aperture to allow
river crossing, while keeping the grid embedding.
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4.5 The Tabu Search Algorithm
The automatic generation of Spider maps involves the use of efficient optimization al-
gorithms at the optimization phase to produce the best map satisfying all the criteria
mentioned in subsection 4.4. Tabu search was chosen as the backbone of our information
system as it fits the enunciated model and has the following advantages:
• It is considered to be a fast metaheuristic
• It has excellent local minimum escaping ability due to the use of the tabu lists
• It usually does not start with a random solution, which is quite adequate to our
problem
• It always generates a solution
• It is presents an iterative improvement process which can be stopped at any time
• Its structure is well suited for mapping constraints and optimization functions
• The tabu search refinements presented in the literature have the potential to be
applied to our problem
Glover published the original Tabu Search heuristic method more than twenty six years
ago [145] [146] and since then several researchers have been applying it to solve oper-
ations research problems. Tabu Search has become a popular method in finding good
solutions in large combinatorial problems. Even if the obtained solutions are not opti-
mal, they could provide good approaches to the optimal solution. Built around the idea
of allowing non improving moves while using memory to avoid cycling back to previously
visited solutions whenever a local optimum is found or to pursue intensification/diver-
sification strategies, tabu search has found success in many applications either used as
a standalone algorithm or in conjunction with other heuristics [147]. Tabu search re-
lies on two main concepts: adaptive memory and responsive exploration [148]. While
adaptative memory is concerned with searching the solution space effectively, respon-
sive exploration is related to intelligent enumeration: a bad strategic choice can yield
more information than a good random choice (as other methods such as GRASP, genetic
algorithms do, for example).
At an abstract high level point of view, Tabu Search starts as an usual local search
strategy would, by iterating from one solution to another through a move chosen from
the possible neighborhood moves until the defined termination criterion is met. As we
take a deeper look into the Tabu Search, the differences become apparent.
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An important first level consideration for Tabu Search is the choice of the move that
takes us from one solution to another. A candidate list to restrict the possible moves in
the neighborhood is chosen to achieve balancing between the quality of the moves and
the effort to find it. If we assume we can guess the quality of each move, we can evaluate
and pick intelligent moves that fit our problem. Otherwise we can select randomly, if
the neighborhood is random.
Another important consideration is the use of memory, either short or long-term based.
Short term memory is achieved through the use of a tabu list which stores a list of the
recently chose moves, preventing them to be chosen again (tabu moves). Longer term
memory is achieved by saving promising solutions or moves. The use of memory means
that the neighborhood of a solution is “not a static, but rather a set that can change
according to the history of the search” [148]. The memory use can be tailored to specific
problems, either its short or long term use.
The use of short term memory can also be temporarily bypassed to allow tabu moves that
may lead to unvisited solutions that may be attractive in certain situations. This bypass
is performed through the aspiration criteria. Aspiration criteria are problem-dependent.
Memory in Tabu Search can be also used as a basis for the intensification/diversification
balance: it can be used to know the presence or absence of certain elements in good
solutions and aspiration criteria can be dynamically changed to reflect that knowledge
(intensification). On the other hand, short term memory can be designed such as the
neighborhood may include moves that are separated by a certain degree from other
solutions visited previously, for example.[149] (diversification). Algorithm 2 summarizes
the tabu search procedures.
Algorithm 2 Tabu Search generic algorithm
1: procedure TabuSearch(a, b)
2: InitialSolution←solution
3: while TerminationCondition 6= true do
4: CreateCandidateList(solu)
5: ChooseBestCandidate()
6: UpdateSolution()
7: UpdateAspirationCriteria()
8: end while
9: return b
10: end procedure
From this generic algorithm it is worth to look with more detail to the ChooseBestCan-
didate() function, described in algorithm 3.
Tabu Search has seen many improvements and refinements to its original specification,
many of them concerning with the dynamic change of memory or objective function
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Algorithm 3 Choice of the Best Candidate Move in a generic Tabu Search
1: procedure ChooseBestCandidate(a, b)
2: bestMove← null
3: while CandidateMoves.Count 6= 0 do
4: if IsTheBestT illNow(move) = true then
5: if IsTabu(move) = false then
6: bestMove← move
7: else
8: if satisfiesAspirationCriteria(move) = true then
9: bestMove← move
10: else
11: discard(move)
12: end if
13: end if
14: else
15: discard(move)
16: end if
17: end while
18: return BestMove
19: end procedure
definitions on run time to avoid local minima and with the intelligence of the search
process. Nevertheless, different real world problems may require different approaches
and those refinements are not applicable to every problem.
4.6 Conclusions
Throughout this chapter we presented an comprehensive model for the generation of
spider maps, including the data structure model, the multicriteria nature of the problem
and presented some solutions for improving the state of the art, such as an improved
objective model and constraint modeling. The following chapter will explain how this
model is implemented in a real information system.
Chapter 5
The Proposed Approach
This chapter describes the adopted process for the automated generation of Spider Maps.
Based on the problem modeling described in the previous chapter, we developed an
approach based on three phases:
1. Pre-Processing: to find a first feasible solution, an initial Spider Map
2. Tabu Search Optimization: improve the solution
3. Post-Processing: preparing the best obtained solution to be output
This approach is implemented through a a set of algorithms. The input is a XML file
containing the description of the transportation network to serve as the base for the
generation of the spider map. The XML file is parsed and loaded into a Semantically
Rich data Structure (SRDS) that will be converted into a Simple Graph Data Structure
(SGDS) and a mappings table. The pre-processing phase is then executed and the
graph is aligned to a regular grid to discretize space and achieve an octilinear graph
embedding. This step transforms the original map in a way that it becomes compliant
with all the hard constraints. Being so, the pre-processing phase transforms the original
transportation map into a feasible solution. This solution is then optimized through our
tabu search algorithm until the stop conditions are met: the total number of iterations
(user defined). The post-processing phase then takes place, by inserting vertices as
needed on the graph in order to make it respect the geographic restrictions, and the
SGDS, together with the mappings, are ready to be converted to the SRDS to produce
the output map, which is an XML and SVG file, that can be published or further
manually edited. This process is summarized in figure 5.1 shows this general description
of our process of generation of a spider map through an UML activity diagram.
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Figure 5.1: UML Activity Diagram depicting our process of automatically generating
a Spider Map.
5.1 Initialization and Alignment to Grid
As shown in the first part of the pseudo-algorithm 4 the pre-processing phase starts by
loading the XML file to a SRDS. This structure is then converted to a SGDS and map-
pings. The SGDS is the main data structure that supports all the map processing. The
map is then rescaled for the Hub dimension defined by the requester of the spider map.
With this transformation the map accommodates the Hub according to the input XML
file and translates the vertices coordinates if needed, distorting the graph as needed, as
shown in figure 5.2. The rescaling occurs by calculating the new position of the trans-
portation network vertices considering the dimensions and position of the center of the
hub. The rescaling has a visual effect of “compression” of the map outside the hub, with
the vertices that were near the Hub implantation point at the original transportation
map are displaced greater distances than the ones that are near the original map limits.
Then, the initial topological relation matrix of the graph (before further processing) is
obtained and saved. This matrix will be used to assess, at each iteration in the tabu
search optimization phase, the compliance with topological relations. The map is then
aligned to a grid in order to discretize space and obtain an octilinear embedding. As the
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Algorithm 4 Information System - Pre-processing Initialization and Alignment to Grid
1: procedure Execute()
2: TransportationMap ← XML File Parsed Data
3: TransportationMap ← MiddleBD.ConvertToSRDS(SpiderMap)
4: Graph ← TrueGraphTools.ConvertSRDSToGraph(SpiderMap)
5: SetupGridAndUserHubDimension(Graph)
6: InitialTopologicalRelationsMatrix ← getTopologicalRelationsMatrix(Graph)
7: Graph ← alignToGridSmartFit(graph)
8: Graph ← alignToGridHPPO(graph)
9: Graph.initializeFreqMatrix();
Figure 5.2: Before (left) and after (right) the rescaling in a given transportation map
to accommodate the Hub.
original map features a graph embedded on an continuous space, the graph embedding
on a regular grid limits the possible locations of the vertices. The placement of the
vertices on the grid intersections achieved through the SmartFit algorithm, described in
the next subsection.
5.1.1 The SmartFit Algorithm
In traditional procedures [99], the grid size is a parameter input by the user, when the
graph vertices are placed on the grid intersections, if no occlusions between vertices
occur. Otherwise, the user needs to chose a finer grid aperture to allow a higher reso-
lution grid to support the alignment to the grid. In order to avoid this trial and error
procedure we developed the SmartFit Algorithm that automatically determines what is
the best grid aperture for each specific graph embedding. This algorithm combines a
simulation based on the Newton–Raphson root finding method [150] with an algorithm
we developed for embedding a graph into a grid avoiding vertex occlusion (collisions)
while respecting all topological relations. The lower the resolution grid, the faster all
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the subsequent algorithms will be processed (as there is less grid intersections to de-
cide to where to move the vertices and points), the straighter the lines tend to be, but
the probability of collisions increases substantially. Being so, it is very important to
obtain the best grid aperture automatically. The main idea of the SmartFit algorithm
is that the grid must adapt to the vertex density and placement (and not the other
way around). Our algorithm automatically reduces the grid aperture to half if there are
vertex occlusion problems until a grid with enough high resolution to accommodate all
the vertices is found. On the other hand, if there are no problems with vertex occlusion,
the algorithm tries to double the grid aperture. The upper bound and lower bound for
the size of the grid will guide the process until the best grid aperture value is found.
The SmartFit Algorithm is described at pseudo-algorithm 5.
Algorithm 5 SmartFit Algorithm
1: procedure SmartFit(Graph, LowerBound, UpperBound, GridGranular-
ity)
2: gridGranularity ← predefinedValue
3: UpperBound ← predefinedValue
4: LowerBound ← predefinedValue
5: Result ← HPPO(graph, gridGranularity)
6: if Result == Success then
7: LowerBound ← GridGranularity
8: GridGranularity ← gridGranularity * 2
9: if GridGranularity <= 0.1 * Graph.Width OR GridGranularity >= 0.1 *
Graph.Height then
10: UpperBound ← LowerBound
11: end if
12: else
13: UpperBound ← gridGranularity / 2
14: gridGranularity ← gridGranularity / 2
15: end if
16: if LowerBound == UpperBound then
17: return (Graph, GridGranularity)
18: else
19: return SmartFit(Graph, LowerBound, UpperBound, GridGranularity)
20: end if
21: end procedure
The SmartFit algorithm starts with a predefined grid aperture size. If the vertices and
points can be successfully placed by the HPPO function, we double the gridGranularity
and call the SmartFit recursively with the new GridGranularity bounds. If they can not,
then we divide by two the GridGranularity and call the SmartFit recursively with the
new GridGranularity bounds. We avoid the GridGranularity to be more than 10% of
the maps width or height, as a grid granularity bigger than 10% would cause the graph
to be embedded on an disproportionately coarse grid, and this would disturb the overall
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map visual presentation. At the end of these simulations, we obtain the best GridGran-
ularity value which offers the best performance possible while being able to place all the
vertices and points without occlusions, as exemplified in figure 5.3. This figure shows
two examples of this algorithm. On the first example (left) the initial graph is embedded
on a grid with grid granularity of 100 through the SmartFit algorithm. It is possible
to see that some vertices are not successfully placed as V1 and V2 are contending for
the same grid position. Therefore this embedding is not a feasible solution, and the
SmartFit runs again, but this time the UpperBound is 50 (half of the GridGranularity
value used at the first try), while the lower bound is yet to be found, thus the -1 value.
The grid granularity will be 50. This time the graph can be successfully embedded, and
consequently the lower bound value is set to 50. As both bounds match, the GridGranu-
larity of 50 is the highest possible value for grid granularity, and the SmartFit algorithm
ends. The second example (right) shows a simpler graph. The SmartFit tries to embed
it on a grid with GridGranularity of 100, with success. This is the best feasible solution
till now and consequently the LowerBound has been found with a value of 100, although
the algorithm has not ended as the UpperBound has not yet been found. The SmartFit
is executed again, this time with a GridGranularity of 200. The graph embedding is
not successful, and so the UpperBound has been found, with a value corresponding to
the GridGranularity of the best successful embedding till now, which is 100. As both
bounds match, the best GridGranularity value is 100. In all cases the algorithm finishes
when the upper and lower bound coincide, and that value is the ideal grid granularity.
The process of placing all the vertices and points without occlusions is managed by the
HPPO Algorithm, described in the next subsection.
5.1.2 The HPPO Algorithm
The HPPO1 algorithm [54], is an algorithm responsible for performing the grid align-
ment and vertex occlusion management that is used by SmartFit to assess if a graph
embedding with a particular grid granularity is possible in such a way that the result is
a feasible solution (a Spider Map). This is needed by SmartFit in order to determine the
best GridGranularity and to produce the first Spider Map that will be then optimized
by the tabu search.
The HPPO algorithm manages the placement of the graph vertices on the grid inter-
sections, respecting topological relations among them. It also assures that all conflicts
from vertex contention (that arise from the discretization of space by transforming a con-
tinuous set of coordinates on a discrete grid graph embedding) are successfully solved
through an intelligent interaction analysis between vertex placement and distribution
1Heuristic Point Placement Optimization
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Figure 5.3: SmartFit Algorithm Examples
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and grid aperture size. Although main HPPO function is to tell the SmartFit algorithm
if a graph embedding is possible, internally it performs an intelligent vertex contention
management in order to position every graph vertex on the grid in such a way that if it
is mathematically possible to perform such positioning without violating any topolog-
ical relation (eventually by displacing some vertices), it will tell to SmartFit that the
embedding is possible. Being so, with SmartFit and HPPO a solution is always possible
as the SmartFit algorithm always finds the best grid size for the map, even for very
dense maps. The HPPO presents a significant improvement regarding the literature in
what concerns to grid alignment [99] in which no contention management strategies are
mentioned.
The algorithm, (see algorithm 6) starts by checking the topological relation matrix. Then
it analyzes each vertex location (keep in mind that at this point they are not yet aligned
to grid as the HPPO is called by the SmartFit algorithm), and calculates what would
be the nearest grid intersection where the vertex should be moved to (discretization of
space) according to figure 5.4.
Figure 5.4: The grid intersections (black dots) and their area of vertex attraction.
The adequate grid intersection for each vertex may cause contentions to arise.
As the figure shows, contentions may arise in denser areas. For example, contentions
arise for vertex tuples (V 2, V 3) and (V 5, V 8, V 9). The challenge is to determine if a
set of vertices can be effectively placed on a grid even if contentions arise, by solving
them while preserving topological relations. Of course that if we always increase the
grid resolution we would ending up by solve this problem but at the expense of much
higher processing times at the optimization phase as the potential search space increases.
For non-uniform maps where there are high vertex density areas and very sparse areas
(this happens on the very majority of maps) this increase of the grid resolution would
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cause unnecessary soaring processing times throughout the rest of the automatic gen-
eration of spider maps. Therefore, it is fundamental that the HPPO algorithm tries to
place all the vertices even if their displacement is needed in order to keep the initial
topological relations. The displacement of a vertex a grid intersection is called a move.
The displacement of a vertex will necessarily affect the displacement of the other ver-
tices, as the topological relations between them must be kept, and if contentions arise,
they need to be solved. This “domino effect” may be successfully executed if all the
vertices that need displacement can be placed respecting the topological relations with
no vertex occlusions, or may not if that is not possible by the current grid granularity
and map features (dimensions, hub, geographic restrictions, vertex density). The func-
tion responsible for intelligently executing this “domino effect” is the recursive function
called “recursionHPPO” (algorithms 7 and 8) that keeps being called whenever a vertex
need to be displaced. This function succeeds by returning a list of vertex moves that
a particular vertex move can induce, or may return a void move list if the vertex move
cannot be executed. If a vertex fails to be placed on one position (either by that move
failing by itself or by the chain of moves it causes failing on any point), it backtracks and
tries to place the vertex on another position, respecting the topological relations. If it is
not possible to backtrack, then the vertex placement has failed and the recursionHPPO
returns an empty move list to the HPPO function, and consequently, HPPO returns an
error to the SmartFit algorithm which called it, signaling that with that grid aperture
size, it is not possible at all to place the vertex.
Algorithm 6 Global HPPO Algorithm
1: procedure HPPO()
2: CheckGraphMatrixes()
3: for all v ∈ V do
4: Move ← empty
5: Move.vertexID ← v.vertexID
6: Move.currentPosition ← v.currentPosition
7: Move.destination ← getNearestGridIntersection(v)
8: MoveList ← Empty
9: MoveList ← recursionHPPO(Graph, Move)
10: if MoveList == Empty then
11: Throw new Exception(“HPPO Failed”)
12: else
13: for all V ertexMove ∈MoveList do
14: UpdateGraph(Graph, VertexMove)
15: end for
16: end if
17: end for
18: return Graph
19: end procedure
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Algorithm 7 Recursive HPPO Function - Part 1
1: procedure recursionHPPO(Graph, Move)
2: ResultMoveList ← Empty
3: if isDestinationGridIntersectionEmpty(Move) then
4: InPlacementVerticesIDs ← empty
5: for all v ∈ V do
6: if v.Placed OR v.Processing OR v.Active then
7: InPlacementVerticesIDs.add(v)
8: end if
9: end for
10: if topologicalRelationCheck(Move, inPlacementVerticesIDs) then
11: ResultMoveList.Add(Move)
12: Return ResultMoveList
13: else
14: ProcessedLocationsMatrix[Move.destination] = true
15: end if
16: end if
17: AlternativeMoveList ← empty
18: AlternativeMoveList.Add(FindAlternativeMoves(Move))
19: MovesToRemove ← empty
20: for all ( doMove in AlternativeMoveList)
21: if !checkForHardConstraints(Move) OR ProcessedLocationsMa-
trix[Move.destination] then
22: MovesToRemove.Add(Move)
23: end if
24: end for
25: for all move in MovesToRemove do
26: AlternativeMoveList.Remove(move)
27: end for
28: if AlternativeMoveList.Count == 0 then
29: ProcessedLocationsMatrix[Move.destination] == false
30: Return
31: end if
32: for all (Move in AlternativeMoveList) do
33: if !CauseDisplacement(move) then
34: RecursionResultMoves ← RecursionHPPO(Graph, Move)
35: if RecursionResult != null) then
36: return RecursionResultMoves
37: else
38: MovesToRemove.Add(Move)
39: end if
40: end if
41: end for
42: for all move in MovesToRemove do
43: AlternativeMoveList.Remove(move)
44: end for
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Algorithm 8 Recursive HPPO Function - Part 2
45: for all ( doMove in AlternativeMoveList)
46: DisplacementDirection ← empty
47: DisplacementDirection ← CalculateDirectionVector(Move.VertexID, Ver-
tex[Move.destination])
48: if (NeedsDisplacement(Move.VertexID, Vertex[Move.destination], Displace-
mentDirection)) then
49: RecursionResultMoves ← RecursionHPPO(Graph, Move)
50: end if
51: if RecursionResult != null) then
52: return RecursionResultMoves
53: end if
54: end for
55: return
56: end procedure
The HPPOrecursion starts by checking the destination grid intersection to where the
vertex referred in the move shall be placed on. If the grid intersection is free (i.e. it has
no other vertex on it), the algorithm checks if this move would violate any topological
relations, in what concerns to the vertices that are already placed or in placement by
other instances of the recursion HPPO function (this function could be able to distribute
threads to different cores in multi-core processors to speed up process). Therefore,
we must know the list of placed, being processed or active vertices. Having this list
set, we can speed up the topological relations assessment as we will only compare the
vertices that are necessary against each other, thus saving time. If there is no violation
of topological relations, then, the move can be returned (and it will be executed by
the HPPO function). If the move’s destination is a grid intersection which already
has a vertex there or there is any violation of topological relations, then, alternative
destinations for the move’s vertex are found (within the nearest grid intersections).
From those alternative moves we will remove the ones that violate the hard constraints
(and thus would not constitute feasible solutions) and those that already have vertices
that are definitively placed. An empty list is returned if no alternatives remain. From
the remaining alternatives, the algorithm tries first the ones that do not trigger further
vertex displacements (corresponding to empty grid intersections), calling recursively the
function recursionHPPO. If none of those alternatives is feasible, then the algorithm
tries the alternatives that will imply vertex displacements. In this case, the algorithm
calculates the displacement vector between the vertex that is originally being moved
and the vertex that is at its grid intersection destination. It is important to know this
vector to understand in which direction the vertex which is at the destination shall
be displaced to allow the original vertex to replace it at its current location. This
means we need to know the direction vector of the “domino effect”, to avoid further
topological relations violations. After knowing the direction vector, the RecursionHPPO
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is recursively called to obtain a set of resulting “domino moves” regarding the vertices
that need to be displaced, and they will be recursively returned to the HPPO function
which will execute them. Each vertex of the map being placed can be in one of the three
following situations:
• No Grid Intersection Contentions or Topological Relation Violations
This is the simplest case to manage: when a vertex needs to be placed on the
nearest free grid intersection (figure 5.5 left), and that move does not violate any
topological relation, then the vertex can simply be placed there.
Figure 5.5: Example of vertex positioning when no contentions nor topological rela-
tion violations arise.
• Grid Intersection Contentions This happens when a vertex is to be placed
on a grid intersection already occupied by another vertex. As figure 5.6 shows,
V1 would be placed on the location of V2. The algorithm tries to build a list of
alternative moves within a certain range. In this particular case a list of alternative
moves {C1, ..., C16} is built. The first alternatives to be tried are the ones that do
not cause the displacement of vertices that are already positioned and do not cause
topological relation violations. So the alternative destination C11 is chosed as it is
the nearest empty location which would not cause a topological relation violation
and the vertex V1 is moved there. As no topological relations are violated, there
is no need for further vertex displacements.
Figure 5.6: Example of vertex positioning when Grid Intersection Contentions arise,
but there is the chance to solve the contention without violating topological relations.
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• Grid Intersection Contentions with topological relation violations This
case occurs when a contention arises and all the alternative moves imply recur-
sive vertex displacement due to topological relation violations. This is what we
call a “domino effect”, where vertices need to be displaced. In case it causes
any topological relation violation, more vertices may need to be displaced, and
if contentions arise, more vertices may need to be displaced. It is important to
remember at this point that all the initial topological relations are obtained from
original transportation of map, before discretization of space. The displacement
recursion occurs until all contentions are solved and all vertices are successfully
placed without violating topological relations or until there is no possible vertices
placement respecting the topological relations. The displacement of the vertices
always analyzes the nearest available grid intersections in the first place if they
exist, and the grid intersections that despite not being empty, respect the dis-
placement vector, in the second place if they do not exist. Figure 5.7 illustrates
this situation. We can see that V5 would be placed at the grid intersection where
vertex V2 is placed. Again, a list of alternative moves {Ci, ..., C16} is built. As at
this piece of map we have a geographical restriction (a lake), the C2, C3, C4) al-
ternative locations are discarded. From the remaining alternative moves, the ones
that do not required apparent vertex displacement (the ones that are on empty
grid intersections), are verified to see if they would cause violation of topological
constraints. The violation of topological constraint would require a re-placement
of some vertices, so, as they all would need re-placement of some vertices (and thus
would also cause a“domino effect”), the best option would be to move to the C10
location, where the V2 vertex is. The displacement vector ~d (given by the direction
angle between V5 and V2) is calculated and therefore V2 is displaced according to
~d, meaning that it would be moved to the next grid intersection that follows the di-
rection of ~d. This move, however, will cause a violation of the topological relations.
Before the move, V2 was “south of” and “right of” V1, and after the move it is
just “south of”. Therefore, a movement vector ~d1 to fix this problem is calculated
for the vertex V1, so V1 will be displaced one grid intersection accordingly. In
addition to this, V4 also needs to be displaced for the same reason, with a vector
~d2 being calculated. This vector will cause the vertex V4 to be displaced, and
this recursive process ends here as there is no need of further vertex displacements
as there are no occlusions and all the topological relations were fixed through the
compensation moves executed. If those compensation moves caused further oc-
clusions or topological relation violations, then, new compensation moves would
be executed till a feasible solution would be found, otherwise the recursionHPPO
function would return empty to the main HPPO function, which by its turn would
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signal the SmartFit problem that it is not possible to have a feasible solution with
this grid resolution.
Figure 5.7: Example of vertex positioning when Grid Intersection Contentions and
topological relation violations arise, causing the “domino effect”.
At the end of this phase, we have automatically determined the best grid aperture
size, re-scaled the map to include the hub, aligned the vertices to the grid solving the
contentions while respecting topological relations so that the whole graph is prepared
for the optimization phase (figure 5.8). The map obtained at the end of the execution
of the HPPO is a feasible solution for our problem (the first Spider Map).
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Figure 5.8: Example of discretization of vertex coordinates, obtained after the ini-
tialization and alignment to grid.
5.2 Tabu Search Optimization Metaheuristic
After having the first feasible solution which is an initial graph embedding that complies
with the definition of spider map, we proceed to executing the tabu search optimization
phase (algorithm 9). The initial solution in the Tabu Search procedure is the first Spider
Map produced as described in the previous section. We begin by initializing the typical
tabu search structures, such as the tabu list which stores the moves considered tabu, the
history list of the obtained solutions (that a this point contains only the first obtained
spider map), and a structure that computes the objective function score. In the tabu
search algorithm applied to our problem, a move consists of a reference to the vertex
being moved, the origin and destination grid intersections. Therefore a move defines
the movement of a vertex to a location on its neighborhood. Each move has a tenure
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time that defines the number of iterations it can be kept on the tabu list, meaning that
throughout that tenure time the corresponding vertex cannot be moved. We used a
tenure time 5. This value has been quoted in the literature [151] [152] [149] as an usual
good guess for this type of problem.
Algorithm 9 Information system - General Description - Optimization Phase
10: tabuStructure ← initializeTabuStructures()
11: ListOfMovesHistory ← empty;
12: bestGraph ← graph
13: bestGraphScore ← evaluateGraph(graph)
14: iterationsWithoutImprovement ← 0
15: while iteration < maxIterations do
16: graph.updateFreqMatrix();
17: candidateMoves ← generateCandidateMoves(graph);
18: candidateMoves ← checkForHardConstraints(graph)
19: candidateMoves ← evaluate(candidateMoves)
20: candidateMoves.orderBy(score)
21: moveIsTabu ← isTabu(candidateMoves.first)
22: while moveIsTabu do
23: if checkAspirationCriteria(candidateMoves.first) then
24: break()
25: end if
26: if candidateMoves.count == 1 then
27: break()
28: end if
29: candidateMoves.RemoveFirst()
30: moveIsTabu ← isTabu(candidateMoves.first)
31: end while
32: graph ← update(graph, candidateMoves.first)
33: graph.updateTopologicalRelationsMatrix()
34: UpdateTabuStructures()
35: if candidateMoves.first.score < bestGraphScore then
36: bestGraphScore ← candidateMoves.first.score
37: bestGraph ← graph
38: iterationsWithoutImprovement ← 0
39: else
40: iterationsWithoutImprovement++
41: end if
42: if (useSpatialDistributionAnalysisType) then
43: executeSpatialDistributionAnalysis(graph)
44: end if
45: end while
The optimization phase is based on the vertex movement [153], [93], [91], [26], [94],
[92]. At each iteration, a set of possible moves are generated, the moves that lead to
unfeasible solutions are discarded, the remaining ones are evaluated and the best move
is executed (if it is not in the tabu list, or even if it is but presents a significant increase
of the quality of map). This process repeats as many times as the predefined number
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of iterations or until a time deadline is met (if we need soft real time map processing),
or until a certain quality threshold is obtained.). The algorithm also keeps track of the
number of iterations without map score improvement. By the end of the tabu search
optimization phase, the best solution found through the optimization phase is retrieved,
and the map is ready for post processing.
The algorithm starts by updating the frequency matrix (a frequency matrix is a matrix
with the dimension of the spider map grid which tells us how and where the vertices
are located on the grid and it is important to speed up several calculations throughout
the algorithm, such as as the Hard, Soft and Geographical Constraints. Then the set
of possible moves is generated for every vertex that is part of the spider map (the
candidate move list). The impact of each move is sequentially tested for each of the
hard constraints. If it fails to comply with one of them, it will be eliminated from the
candidate move list. The remaining candidate moves are evaluated according to the
set of soft constraints and then they are sorted according to the quality of the solution
they will generate. The best move of the list is chosen and, if it is not a tabu move,
it can be applied. Still, if it is a tabu move but satisfies the aspiration criteria, it is
also applied. The aspiration criterion here is the evaluation of the improvement of the
map over the best map obtained until the moment. If it does not satisfy the aspiration
criterion, but there are not any moves left and this is the last move, it is executed to
avoid not generating a solution, as a last resource. The optimization phase iterations
are repeated until the finishing condition is met.
5.2.1 Getting the Best Move
From the initial feasible solution obtained by the HPPO algorithm, a candidate list of
possible vertex moves is generated for each vertex of the graph, within a certain range
as shown in figure 5.9: for each vertex, several hypothetical moves are generated within
a range defined by the user as an algorithm parameter called max displacement (in the
depicted case the range is one). For the vertices A, B, C and D, there is a set of possible
moves {Aij , Bij , Cij , Dij}∀i, j ∈ 1, 3 that can lead to the displacement of a vertex from
its current position to a destination defined by each move.
The max displacement parameter sets the grid cell range to where each vertex can be
displaced. The higher the value of this parameter, the bigger will be the search space,
as shown in figure 5.10. This comes with some advantages (faster map quality increase,
better results in few iterations) but also with also with some disadvantages (slower
algorithm processing per iteration, premature convergence, decreased ability to escape
local minima).
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Figure 5.9: Generation of candidate moves example.
Figure 5.10: The max displacement parameter in the generation of the point candi-
date list: smaller circles show the generated candidate points if max displacement=1,
bigger outer circles show the generated candidate points if max displacement=2
Each move will be tested regarding the satisfaction of the hard constraints. If a move
produces an unfeasible solution, it is removed from the candidate list. The moves that
pass the hard constraint test correspond to a set of moves that will still produce a feasible
solution for the spider map generation problem. The next step is to to choose the best
possible move. To do this, each of the possible moves is evaluated using the objective
function that encompasses the evaluation of our soft constraints. After obtaining the
score for each move, they are listed and ordered from the best to the worst. The
algorithm selects the first (best) move and checks if it is a tabu move. If it is, it checks if
it satisfies the aspiration criteria that allow it to be selected as the move to be executed
at the current tabu search iteration. If if does not, the move is discarded. If the move
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is not a tabu move, it is selected to be executed at the current tabu search iteration.
After having found the best move, it is executed, the graph embedding is updated, the
move is added to the tabu list and the next iteration begins. The objective function
minimizes the global sum of each of its components, each component being related to
an individual soft constraint. Each soft constraint has a relative importance which can
be changed through user parameters, according to each type of map.
5.2.2 Spatial Distribution Analysis
Throughout the execution of the tabu search in the optimization phase, there is the
possibility that it gets stuck in local minima. This may happen when there are several
vertices in consecutive grid intersections (vertices clusters), for example. To solve this
problem, we introduced a feedback mechanism to our tabu search implementation which
allows us to both eliminate clusters of vertexes and to improve map distribution. Instead
of a cluster detection and movement algorithm such as Stott’s [26], we developed a spatial
density analysis algorithm. As described in pseudoalgorithm 9, it may run at the end of
each iteration of the tabu search phase, in order to increase variability in the solution
and allow further optimization, allowing to escape local minima. Being so, the Spacial
Distribution Analysis algorithm is a significant diversification strategy to this problem.
But its advantages go beyond that: it is also a visual map balancing algorithm. Cognitive
psychology postulates that it is easier for the human brain to understand regular patterns
and balanced presentation of visual information [71] [68][69][87]. Therefore it is desirable
that the map produced is visually balanced, without very dense areas with many stops
and lines contrasting with sparse areas with almost no lines or stops. This algorithm
measures the quality of the spatial distribution of the elements of the map (figure 5.11)
as follows:
1. A density matrix with the same dimension of the frequency matrix containing the
number of vertices in each cell of the grid.
2. Each cell of the density matrix will store a value which is the number of adjacent
cells that also have vertices (fig. 5.12).
3. Calculate the average value of all cells of the matrix (fig. 5.13)
4. Scan every line of the density matrix, calculate the average value, compute the
“spike” score (the differences between spikes and the average score value) according
to the following formula:
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SpatialDistributionScore =
c,l∑
i,j
1− |M−ai,j |MaxSpike
c× l

Where c is the number of columns, l the number of lines, a the value of each cell
of the density matrix, MaxSpike the value of the deviation of the biggest spike
regarding the average score per cell, M is the average score per cell.
Figure 5.11: Spatial Distribution Analysis Algorithm: an example map with a 29x19
grid.
This algorithm allows a simple and efficient analysis of the visual balance of the map.
The processing time is linear with the dimension of the matrix. The Spatial Distribution
Analysis allows the tabu search algorithm to escape the local minima as it temporarily
optimizes only the visual balance of the map, not considering the optimization function
of the tabu search phase. It reorganizes the vertices positions in such a way it becomes
better balanced (introducing variability on the tabu search solution) thus allowing tabu
search to continue on other location of the solution search space. The Spatial Distri-
bution Analysis stops after optimizing the visual distribution of the map, and then the
tabu search optimization phase can continue normally.
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Figure 5.12: Spatial Distribution Analysis Algorithm: the corresponding density
matrix to the map depicted in figure 5.11. The score on each cell is computed after
recursive counting on adjacent stops.
Figure 5.13: Spatial Distribution Analysis Algorithm: the graph analysis of the map
shows that there are very significant differences between spike values and the average
score per cell. This means the map is not well balanced.
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5.3 Post Processing and Spider Map Output
At the end of the execution of the algorithm, the best solution found is post processed
as described in algorithm 10. Post processing involves two phases:
• Dealing with the geographical constraints (if they exist at the map) Dealing
with the geographical constraints implies that no vertex or edge is placed on a
geographic restriction polygon (geographical constraint GC2). The fist part was
achieved throughout the algorithm through the vertex placement, by respecting
the hard constraints. The second condition needs to be achieved through post
processing.
• Introducing breakpoints (or also called inflection points) at strategic edge loca-
tions to make them to comply with the 0, 45 and 90 degree schema. Therefore we
assure by this way that every spider map can be designed around the geographical
constraints and the graph embedding follows the desired orientation schema.
Algorithm 10 Information system - General Description - Post Processing
46: generateInflectionPoints(graph)
47: Graph ← TrueGraphTools.ConvertGraphToSRDS(graph)
48: SpiderMap ← TrueGraphTools.ConvertSRDSToSpider(SpiderMap)
49: return SpiderMap
50: end procedure
For both phases we decided to use the same algorithm, the A* algorithm. The A* is
a computer algorithm that is commonly used in pathfinding and graph traversal, the
process of finding the shortest path between points. It is a high performance and accurate
algorithm, with widespread use [154]. This algorithm was first described in 1968 [155]
and it is a very adequate algorithm also for avoiding obstacles and returning optimal
paths. Some researchers have found A* algorithm to be superior to other approaches
[156] such as Dijkra’s algorithm in what concerns to speed. A* uses a best-first search
and finds a least-cost path from a given initial node to one goal node (out of one or
more possible goals). As the algorithm traverses the graph, it follows a path of the
lowest expected total cost or distance, keeping a sorted priority queue of alternate path
segments along the way. It uses a cost function of point x (denoted f(x)) to determine
the order in which the search visits nodes in the tree.
As f(x) = g(x) + h(x), with
• g(x) being the known distance from the starting node to the current node x (past
path-cost function).
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• h(x) being the “heuristic distance” from x to the the destination (future path-
cost function). This is an estimate cost of the path from the actual point to the
destination point (estimated distance). Several heuristics can be used here, the
simplest being the calculation the straight-line distance to the goal, since that is
physically the smallest possible distance between any two points or nodes. This
is usually called “heuristic” as we do not really know what is the actual distance
until we find the path, as many obstacles can be in the way.
While A* is generally considered to be the best pathfinding algorithm[43], similar al-
gorithms such as Dijsktra’s can be used. Dijkstra algorithm is essentially the same to
A*, except there is no heuristic (h(x) is always zero), and that causes the algorithm to
search the space evenly in every direction. Therefore, Dijkstra’s algorithm ends up by
searching much more search space before the destination is found (thus usually making
it much slower that A*). When we know our destination’s location (as it happens in our
particular case), the A* outperforms by large the Dijkstra’s algorithm, and therefore we
decided to use the A* algorithm.
Figure 5.14 exemplifies this algorithm in a normal situation, when we need to find path
between two points and there is an obstacle in between. In each cell, the top left value
is f(x), g(x) is printed in the bottom left and h(x) is printed in the bottom right. The
direction from the predecessor node is printed at the middle of each cell. The obstacles
are marked as “unwalkable” as the path shall not be over them. We begin by enlisting
the adjacent paths to our direction and chose the point which has less f(x) cost, and
that point will be part of the path to the destination. This process loops till we find the
destination.
Our implementation of the A* algorithm features some enhancements to improve both
the quality and speed of the results:
• Smoother paths: while A* gives the shortest path (lowest cost), it automatically
will not give the smoothest looking path (as shown in figure 5.14). We use an
enhanced heuristic function h(x) that calculates the total cost also in diagonal
ways to avoid the “staircase effect”) and an automatic differential grid aperture
(for avoiding geographical constraint polygons) for better looking results, too.
• Map pre-processing: before the algorithm runs, we pre process our map to
exclude areas that are forbidden (the path shall not go there) or inaccessible. This
considerably decreases the search time, thus improving efficiency. Differential grid
aperture also helps on achieving speed, specially when no geographical constraints
exist.
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Figure 5.14: A simple example of the A* algorithm, finding the shortest path from
A to B. [43] (adapted)
• Keeping and ordered cost list: we maintain a sorted list and simple grab the
first item off the list every time we need the lowest f(x) cost point. This avoids
searching for the lowest value at every iteration.
5.3.1 Inserting Inflection Points
As part of the post processing, edges are scanned and inflection points are introduced to
allow them to comply with the octilinear degree schema, as seen in figure 5.15, for the
edges that still do not comply with it (that should be few or none, after the optimization
phase has been completed). This is achieved through an A* algorithm version, which
finds the most direct path on the grid schema from one vertex to another, creating
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the breakpoints as needed. This procedure must not violate any of the hard constraints
(otherwise we would not have a feasible solution) and therefore our A* algorithm observes
all the hard constraints.
Figure 5.15: Example of the generation of inflection points: before(left) and af-
ter(right).
5.3.2 Dealing with Geographic Restrictions
It may happen, however, that some edges may occlude the geographic restriction poly-
gons. In this case we use the A* algorithm to find the smoother way around the polygons.
If the polygons are very irregular our algorithm may decide to differentially increase the
grid resolution to allow the edges to go through the available spaces, not disturbing the
other map elements. Through automatic differential grid aperture integrated with A*,
we manage to avoid the geographical constraints. When needed, the algorithm increases
the grid resolution into the relevant grid cells by a factor that optimizes the performance
and result of the A* algorithm. If the grid resolution is too high, it will face performance
issues, and therefore we use a mechanism similar to the SmartFit algorithm previously
used to obtain the best grid aperture as needed. Figure 5.16 shows a detailed example
of differential grid aperture near a bridge.
At the end of this last step, the final solution is a map that is ready to be exported to an
SVG file or to a serialized file and it is ready to use. All the algorithm steps were have
been carefully planned to allow it to be implemented to power location-based services
[54].
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Figure 5.16: Intelligent Differential Grid Resolution.
Chapter 6
Testing in Real World
In this chapter we present the tests conducted on real map instances, together with the
description of the test environment and software framework used to perform the tests.
The results are discussed and at the end of chapter some maps that are used in real
world are shown.
6.1 The GenX Framework
The developed algorithms were implemented using C# programming language and were
tested through a software framework developed through a collaboration research per-
formed by a team involving collaborators from FEUP 1, OPT 2, STCP 3 , FWT 4,
INEGI 5. Our information system is already being used to generate spider maps which
are already being used in Porto, Lisbon and Santo Tirso cities.
The software framework which was developed through a joint effort with OPT in order
to support our approach for the generation of spider maps provides the map XML
file input. The framework connects to the company proprietary databases, where the
transportation network raw information is stored in (the stop locations, the names of
the stops, lines and all the meta data and semantic richness that describe a network).
It also contains a designer-side GUI which allows user to select the hub zone and the
transportation lines the final spider map shall feature. The business logic handles the
1Faculty of Engineering of University of Porto http://www.fe.up.pt
2OPT is an company based in Porto which develops IT infrastructures for Transportation Services.
http://www.opt.pt
3STCP is a public transportation company operating in Porto. http://www.stcp.pt
4FWT is a company based in London which produces maps for transportation networks.
http://www.fwt.co.uk
5INEGI is a research institute based in Porto
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GUI requests and sends them to the database, returning all the relevant raw data for
that map, and building an XML file which is the input of our information system, as
shown on figure 6.1
Figure 6.1: UML Layer Diagram providing an overview of the OPT Framework
Once our the set of algorithm finishes map processing and outputs the resulting map,
the framework gets the resulting file for further automatic adaptation to public use
(executing automatic label positioning and visual line arrangement, or further manual
processing.
6.2 Tests and Results
We began the tests to assess some performance measures, such as Execution Time (raw
performance execution time, in seconds), perceived quality versus iterations and execu-
tion time. Other assessment we have made was the evaluation of explicit searching versus
implicit searching regarding Execution Time and quality. We also tested the isolated
effect of each soft constraint to understand how to tune the weights for the soft criteria
for some maps. The topological relations hard/soft approaches were also subjected to
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test, as well as the results of the A-Star algorithm and the spatial distribution analysis
algorithm. All the maps subjected to test can be found in appendices A to F, in three
versions: raw version (geographically accurate), after the pre-processing phase and after
being fully processed by our approach.
6.2.1 Test Environment and Description
All the tests performed involved real data with real world complexity, on a laptop com-
puter, with an AMD N830 CPU with 4GB RAM and a typical low grade SATA hard
drive using Microsoft Windows 7 64-bit and Microsoft Visual Studio to run the frame-
work and the algorithm. Although it may be much slower, the algorithm was compiled
on debug mode for testing and demonstration purposes. As the release mode packs
several optimizations in terms of code and hardware architectures, it is expected that
the live use of this algorithm can see an increase of up to five times in raw performance,
depending on specific hardware optimizations. Nevertheless, hardware environment op-
timizations or considerations are out of the scope of this research.
We used 6 different maps from Porto bus transportation network, whose properties are
presented in table 6.1. Each of the six maps considers a variation where geographical
constraints are included. The 6 maps are presented in appendices A to F.
The map in figure 6.2 (map 3) was generated with our algorithm, with some minor
manual aesthetic work performed such as label inclusion. The algorithm was capable of
generating an understandable spider map in soft real time, with no conflict points and
respecting the topological relationships between stops.
Table 6.1: The maps subjected to test and their features.
Map Id Zone Vertices Edges GeoCons XML Size (KB)
1A Av. Republica 36 45 Yes 295
1B Av. Republica 36 45 No 269
2A Castelo do Queijo 47 58 Yes 307
2B Castelo do Queijo 47 58 No 282
3A Polo Universitario 22 20 Yes 149
3B Polo Universitario 22 20 No 124
4A Rotunda da Boavista 104 155 Yes 885
4B Rotunda da Boavista 104 155 No 859
5A S. Joao 114 156 Yes 866
5B S. Joao 114 156 No 841
6A Paranhos 26 25 Yes 165
6B Paranhos 26 25 No 140
We executed a set of 8 tests:
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Figure 6.2: Spider Map of Hospital de Sao Joao area of the city of Porto, generated
through our enhanced Tabu Search algorithm
• Test 1: Execution Time - Execution time for each map with standard settings6.
• Test 2: Quality versus Iterations Number - The graphical evolution of the
solution score (quality) over the execution of the algorithm in 10000 iterations.
• Test 3: Maximum Vertex Displacement parameter influence on result
- Quality versus Execution Time regarding the variation of this parameter. The
Maximum Vertex Displacement corresponds to the max displacement parameter
which sets the grid cell range to where each vertex can be displaced, as shown in
figure 5.10.
• Test 4: Candidate Move Generation Ratio parameter influence on result
- Quality versus Execution Time regarding the variation of this parameter. The
Candidate Move Generation Ratio is a parameter that controls explicit or implicit
search in tabu search: a ratio of 100% means that all possible moves are analized
by the algorithm.
• Test 5: Soft Constraint Isolated Effect of Parameters in map visual
presentation - We measure the visual isolated effect of each of the soft constraints
that comprise the evaluation function.
6The standard settings may not be the optimal settings. They are the default settings shown at the
parametrization window as seen in figure 6.3
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• Test 6: Hard versus Soft topological relations - The effect of treating topo-
logical relation enforcement as a soft or hard constraint in final map visual quality
and execution time.
• Test 7: A* Pathfinding Overhead - Measurement of overhead time of the A*
pathfinding algorithm when finding paths around geographical accidents.
• Test 8: Spatial Distribution Smart/Blind Algorithm Evaluation - For
every map, test the effect of the Spatial Distribution Algorithm distribution with
either by running it automatically when the tabu search solution quality is not
improving after a number of iterations (Smart) or by running it periodically along
the tabu search (Blind).
With these tests we intend to analyze the most important parameters of the algorithm,
their influence on the common performance indicators and on visual quality of the maps.
Except for the parameter under analysis, all the other parameters are set to their default
values. The purpose is to to analyze how the algorithm behaves regarding the variation
in each parameter and to extract conclusions that can be applied to generate effective
and high quality spider maps.
6.2.2 Parametrization
When the GenX framework is launched, a controller window appears. This window
allows the parameter values to be set by the user for specific maps and to test the
algorithm parameters sensitivity and performance (figure 6.3).
This dialog groups the parameters per categories. The algorithm related parameters
include:
• Grid Granularity is the grid aperture size. This parameter is automated through
HPPO, but the user can change its initial guessing value. Default unit type is
milimiter.
• Hub Clearance Multiplier is a parameter that defines on how big the grid cell
range clearance area will be. The clearance area is an area that surrounds the hub
which will not contain any vertex. It is used to improve readability. The larger
this parameter, the larger will be the empty area surrounding the hub.
• Number of Iterations defines the number of iterations of the algorithm
• Maximum Vertex Displacement (iteration) defines the range of the move
candidate list for each vertex at each iteration, as shown in figure 5.9.
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Figure 6.3: Parametrization Window, showing the standard parameter values.
• Maximum Vertex Displacement (total) defines the maximum range of dis-
placement for each vertex regarding its original (geographically accurate) position.
• Candidate Move Generator Ratio defines the percentage of the the possible
move candidate list elements to be effectively generated at each iteration (the
percentage of all possible vertex moves at each iteration that will be analyzed by
the tabu search optimization). This affects the balance between implicit vs explicit
search.
• Generate Inflection Points toggles the generation of inflection points in post
processing.
• Use A-Star Pathfinding for GeoConstraints switches the A-Star pathfinding
in post processing.
The Hard Constraints related parameters include:
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• Avoid Forbidden Area guarantees that edges and vertices are not be placed on
forbidden areas, like the hub, the outside of the canvas area and the hub clearance
area.
• Avoid Geographic Constraints guarantees that the vertices are not placed
placement of vertices on the areas defined by the geographic accident polygons.
• Avoid Hard Conflicts guarantees that the vertices are not placed on top of other
vertices.
• Enforce Maximum Vertex Displacement (total) ensures that every vertex
must be within a certain pre-defined range from its original (geographically accu-
rate) position. The value of this parameter is the range.
• Enforce Strict Topological Relations ensures the enforcement of strict topo-
logical relations.
The parameters related to the soft constraints include the weight of each soft constraint
in the optimization function. This parametrization can be used to tailor the execution
of the algorithm for specific maps, to assess the effect each soft constraint has in the
final result and as a sensitivity analysis, useful for normalization purposes and quality
testing.
The Spatial Distribution related parameters control the execution of the spatial dis-
tribution analysis. The Spatial Distribution Analysis Algorithm can be used in two
ways:
• Analyze after iteration (Blind) switches the execution of the spatial distri-
bution analysis algorithm periodically after a number of tabu search iterations
(defined by the user). To be disabled, it shall be set to -1.
• Analyze when stuck (Intelligent) switches execution of the spatial distribution
analysis algorithm whenever the tabu search algorithm is not able to improve the
current solution for a number of iterations (defined by the user). To be disabled,
it shall be set to -1.
The topological relations enforcement can be “hard” or “soft”, if we want it to be
mandatory or desirable, respectively. For specific maps we may need to consider it part
of the optimization function, not being a mandatory feature but a desirable feature.
This option adds even more flexibility to the algorithm.
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For normalization purposes, we propose a set of predefined values for the weight of each
soft constraint. These values were obtained through intensive testing and after Stott’s
research work [26]. Nevertheless, different maps may require different weight relations.
6.2.3 Results and Analysis
For each test performed the results were summarized in tabular form, and discussed,
extracting conclusions on the data obtained. By default, all the algorithm parameters
keep their standard values as shown in figure 6.3, unless stated otherwise.
6.2.3.1 Test 1 - Execution time
Table 6.2 shows the result metrics for Test 1, where we wanted to assess the execution
time for each map with standard settings. The execution time is measured in seconds.
The Geo Var shows the variation of the Execution Time regarding the equivalent map
version without geographical restrictions. The Geo Execution Time Delta indicates the
decrease in the Execution Time of the maps without geographical restrictions in com-
parison with the same map with geographic restrictions. Complexity is a measurement
of the map XML file size (the larger the file, the more complex the graph is and more
amount of information it contains) in relation to map 1A, considered as a reference for
comparison purposes (100%).
Table 6.2: Results of Test 1 - (ET = Execution Time, Cpx = Complexity)
Map ID ET Geo Var Geo ET Delta Cpx Cpx Index
1A 2,56 100% - 295 100%
1B 1,93 75% -25% 269 91%
2A 4,16 100% - 307 104%
2B 3,03 73% -27% 282 96%
3A 1,61 100% - 149 51%
3B 1,15 71% -29% 124 42%
4A 12,91 100% - 885 300%
4B 12,29 95% -5% 859 291%
5A 13,92 100% - 866 294%
5B 12,56 90% -10% 841 285%
6A 1,78 100% - 165 56%
6B 1,31 74% -26% 140 47%
Geo Bias Avg -20%
As we can see, the algorithm is in average 20% faster (in average) for maps without geo-
graphical restrictions, regarding their versions with geographical restrictions. However,
this difference shrinks for higher complexity maps.
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Figure 6.4: Relation between the Execution Time and the Geo Variation parameter
and the complexity index for each map.
Figure 6.4 shows that the Execution Time varies with the map complexity. For example,
the complexity of maps 4A,4B,5A and 5B is about almost three times the complexity
of map 1, but the Execution Times increase about six times. We observe that map
complexity has a strong effect on Execution Time, while the existence of geographical
constraints has not such a drastic effect.
6.2.3.2 Test 2 - Quality versus Iterations Number
Regarding Test 2, we wanted to assess the graphical evolution of the execution of the
algorithm concerning the score solution over 10000 iterations for each map. Figure
6.5 shows an example of the execution of the algorithm for the map 1. For practical
purposes, all the execution graphs can be found in appendix G.
The figure shows that the first hundred iterations provide a continuous and steady score
improvement. After that the improvement rate decreases (although the score continues
to improve). After about 1000 iterations the score improvement is quite slower as the
algorithm continues to explore the search space. Occasionally, better solutions are found
and the score improves. The results also show that solution score variability throughout
the algorithm execution decreases as map complexity increases. A possible explanation
is that highly complex maps have less score variability as they have more map points,
and each move has less impact in global map score. In high complexity maps, increasing
variability and diversification would be a good improvement. Another improvement
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Figure 6.5: Test 2 result for map 1A. The y-axis measures the solution score (value
of the objective function) while the x-axis shows the number of iterations.
could be to increase the weights of the most significant soft constraints for the particular
map.
Table 6.3 summarizes the results for every map at test 2. The pound sign stands for
“iteration”, for abbreviation purposes.
Table 6.3: Results of Test 2 - ID = Map ID, ET = Execution Time for 10000 iterations,
Init Sc = Initial Score, Sc BS = Best Score, it# = iteration number, SC = Score, Impr
= Improvement from the initial score to the Best Score, Impr 2 = Improvement from
the Best Score relatively to the score obtained at iteration 100)
ID ET Init Sc BS Impr BS it# Sc at #1000 Impr 2
1A 533 24341,32 5635,405 430% 5861 7245,83 29%
1B 284 24341,32 6553,408 371% 4871 7605,55 16%
2A 1414 30673,16 9818,673 312% 4200 10327,41 5%
2B 968 30673,16 9006,87 340% 8261 10016,56 11%
3A 325 22705,26 3239,692 700% 8681 5925,07 83%
3B 153 22106,58 3206,224 689% 6008 5166,96 61%
4A 7955 62571,59 30848,1 202% 9991 31727,23 3%
4B 6456 62571,59 30677,12 203% 6244 32787,27 7%
5A 8072 70863,90 37723,98 187% 9750 38807,96 3%
5B 6914 70863,90 35074,35 202% 9612 37094,49 6%
6A 337 14256,78 2776,376 513% 298 2776,37 0%
6B 158 14256,78 1869,578 762% 7749 2725,79 46%
Avg: 409% 22%
Table 6.3 shows that with 10000 iterations, the average improvement on map score is
409%, a very significant improvement. If we compare the best scores with the best
scores obtained at iteration 1000 for each map, we see that the average improvement is
much more reduced (22%). This means that running the algorithm for 1000 iterations
yields a much better map quality versus execution time relation and shows that this
algorithm can produce good quality solutions very quickly. These results also reveal
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that the algorithm yields better scores for map versions without geographic restrictions.
This was expected, as the solution search space is more reduced, as the geographic
restrictions take space that otherwise could be available for map point moves. The
maps with geographical restrictions also take longer to process (in simpler maps this
difference is bigger), as more constraints are introduced.
Otherwise, if no time constraints arise and/or we run this for live execution in “release
mode” (which may be up to 5 times faster) and we have good hardware, we can choose
10000 (or more) iterations to get the best possible map.
6.2.3.3 Test 3 - Maximum Vertex Displacement Parameter Influence
In Test 3, we evaluated the influence of the Maximum Vertex Displacement (total -
throughout all the algorithm) parameter influence on result. We performed a test with
two different values: 20 and 50, for 10000 iterations This means that for this test the
vertices must not be placed outside the range of 20 (in one case) or 50 (in the other
case) grid intersections far from their initial location. Tests with values higher than 50
would not bring an analysis advantage as for big values of this parameter many of the
possible vertex displacements would be blocked by the topological relations enforcement
in the algorithm. Figures 6.6 and 6.7 show the test results for with maps A1 and 5B,
and the results for all maps are described in table 6.4.
Figure 6.6: Test 3 result for map 1A
This test shows that higher values of the Maximum Vertex Displacement parameter
yield slightly better scores, without any significant performance decrease. The higher
this parameter is set, the more freedom the map points have to be placed in the map,
and that is the reason this yields better map score. Nevertheless, care needs to be
taken when setting high values of this parameter in conjunction with soft topological
relations, as they may cause poor usability and user disorientation (due to potential high
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Figure 6.7: Test 3 result for map 5B
Table 6.4: Results of Test 3. MVD = MaxVertexDisplacement, ET = Execution time,
ET Var = Execution Time Variation in comparison with the same map with MVD=20,
SC = Score, SC Var = Score Variation in comparison in comparison with the same map
with MVD=20.
Map ID MVD ET ET Var SC SC Var
1A 20 533 100% 5635 100%
1A 50 527 99% 5351 95%
1B 20 284 100% 6553 100%
1B 50 279 98% 6304 96%
2A 20 1414 100% 9818 100%
2A 50 1392 98% 9762 99%
2B 20 968 100% 9006 100%
2B 50 955 99% 8911 99%
3A 20 325 100% 3239 100%
3A 50 324 100% 2907 90%
3B 20 153 100% 3206 100%
3B 50 147 96% 2938 92%
4A 20 7955 100% 30848 100%
4A 50 7892 99% 30287 98%
4B 20 6456 100% 30677 100%
4B 50 6302 98% 29842 97%
5A 20 8072 100% 37723 100%
5A 50 7955 99% 35221 93%
5B 20 6914 100% 35074 100%
5B 50 6741 97% 33999 97%
6A 20 337 100% 2776 100%
6A 50 326 97% 2537 91%
6B 20 158 100% 1869 100%
6B 50 157 99% 1752 94%
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distance vertex movements that may violate topological relations), which is obviously
not desirable.
6.2.3.4 Test 4 - Candidate Move Generation Ratio Parameter
At Test 4 we tested the Candidate Move Generation Ratio parameter influence on result.
We used a ratio of 10% (only one in ten possible candidates moves in the neighborhood
of a vertex is evaluated) and 100% (all possible candidate moves are evaluated), for
10000 iterations, with all maps. This test evaluates the implicit versus explicit search
impact in execution time and solution quality. Figures 6.8 and 6.9 show the test results
for maps 1A and 5B, and table 6.5 shows summarizes the results for all maps.
Figure 6.8: Test 4 result for map 1A
Figure 6.9: Test 4 result for map 5B
We can see that evaluating all possible candidate moves causes premature convergence of
solution, decrease in variability, incapacity to escape local minima and therefore, worse
scores. Lower values of this parameter bring faster results, better scores and higher
variability.
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Table 6.5: Results of Test 4 - CMGRatio = Candidate Move Generation Ratio Value,
ET = Execution time, ET Var = Execution Time Variation in comparison with the
same map with CMGRatio=10, SC = Score, SC Var = Score Variation in comparison
in comparison with the same map with CMGRatio=10.
Map ID CMGRatio ET ET Var SC Sc Var
1A 10 533 100% 5635 100%
1A 100 4583 860% 8684 154%
1B 10 284 100% 6553 100%
1B 100 2032 715% 8966 137%
2A 10 1414 100% 9818 100%
2A 100 1327 94% 12282 125%
2B 10 968 100% 9006 100%
2B 100 8445 872% 10698 119%
3A 10 325 100% 3239 100%
3A 100 2651 816% 4256 131%
3B 10 153 100% 3206 100%
3B 100 798 522% 4133 129%
4A 10 7955 100% 30848 100%
4A 100 80028 1006% 36681 119%
4B 10 6456 100% 30677 100%
4B 100 61123 947% 37542 122%
5A 10 8072 100% 37723 100%
5A 100 81252 1007% 39201 104%
5B 10 6914 100% 35074 100%
5B 100 65384 946% 39200 112%
6A 10 337 100% 2776 100%
6A 100 2749 816% 3232 116%
6B 10 158 100% 1869 100%
6B 100 981 621% 2324 124%
Table 6.5 shows that for a Candidate Move Generation ratio of 100%, the Execution Time
increases 8-9 times in comparison with a value of 10%, with no score improvement. On
the contrary, we can see it actually yields worse scores, so explicit search is not a good
option for this problem. It is important to note, however, that very low values of the
Candidate Move Generation Ratio parameter may deny the generation of any candidate
points, specially if the ones that are to be generated are filtered by the hard constraint
enforcement.
6.2.3.5 Test 5 - Soft Constraint Isolated Effect of Parameters in Map Visual
Presentation
At Test 5 we measured the visual isolated effect of each of the soft constraints that
comprise the evaluation function. We selected map 1B for the test, without inflection
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point generation nor A* pathfinding algorithm enabled. These tests where performed
with default settings, so the hard topological relation enforcement is used.
Map 1B presents the initial feasible solution (with grid alignment, just before entering
the optimization phase) is presented at figure 6.10.
Figure 6.10: Test 5 - Initial embedding of Map 1B (non processed)
We can see the results in figures 6.11 to 6.16.
Figure 6.11 show that SC1 constraint causes the adjacent edge angles to be as wide as
possible to improve reading and map elements distribution.
Figure 6.11: Test 5 - Effect of Angular Resolution Soft Criteria
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Figure 6.12 shows that SC2 constraint tries to put all vertexes with the same distance
from its predecessor and successor in a transportation line.
Figure 6.12: Test 5 - Effect of Edge Length Soft Criteria
Figure 6.13 shows that SC3 constraint tries to force consecutive vertexes to be at a
certain distance (user definable parameter).
Figure 6.13: Test 5 - Effect of Edge Balance Soft Criteria
Figure 6.14 shows that SC4 constraint tries reduce as much as possible the edge crossings.
Figure 6.15 shows that SC5 constraint tries to put lines as straight as possible (avoiding
line bendings).
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Figure 6.14: Test 5 - Effect of Edge Crossings Soft Criteria
Figure 6.15: Test 5 - Effect of Line Straightness Soft Criteria
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Figure 6.16 shows that SC6 constraint tries to put edges as much as possible to comply
with a 45 multiple degree schema.
Figure 6.16: Test 5 - Effect of Octilinearity Soft Criteria
Balancing the weights of the soft constraints is useful for tuning the algorithm for par-
ticular maps or purposes, or to highlight specific map features.
6.2.3.6 Test 6 - Hard versus Soft Topological Relation Enforcement
At Test 6 we tested how treating the topological relations as a soft or hard restriction
impacts the execution time and map visual quality. We have toggled the topological
relations switch to soft or hard at the parametrization window and tested with default
settings. Figures 6.17 and 6.18 show the obtained maps after 10000 iterations. It is
possible to see that the topological relations are not kept in map 6.18, as they are
compromised to obtain the best visual possible layout (even if it decreases usability
and map learnability). In our algorithm the soft constraint weight is also adjustable,
so reducing it can bring benefits. If we use the topological soft constraint option in
conjunction with SC5 and SC6 weights, it is possible to obtain really visually beautiful
maps (but probably with usability and user disorientation issues, depending the purpose
of the map).
Table 6.6 compares the performance indicators for this test.
Table 6.6 shows that the soft topological relations option causes a big increase in Ex-
ecution Time (about 30 times) due to increased degree of vertex movement freedom
that hard topological relations enforcement do not provide, so less candidate moves are
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Figure 6.17: Test 6: Effect topological relations enforcement as a hard constraint
Figure 6.18: Test 6: Effect topological relations enforcement as a soft constraint
Table 6.6: Results of Test 6. ET - Execution Time, ET Var - Execution Time
Variation, SC Var - Score Variation
Map ID Topological Relations ET ET Var Score Sc Var
1A Hard 284 100% 6071,701 100%
1A Soft 9621 3388% 3968,649 65%
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discarded before evaluation. We have to note that even if the score may be better, in
practice, violating the topological relations can cause usability problems and user dis-
orientation, event if the map may look better aesthetically. One suggestion would be to
decrease the value of the Maximum Vertex Displacement parameter in conjunction with
soft topological relations to prevent those issues.
6.2.3.7 Test 7 - A* Pathfinding Overhead
At Test 7 we assessed the A-Star pathfinding execution time overhead when finding
paths around geographical accidents. Table 6.7 shows the variation the execution time
of the post processing phase for each map with A* activated or deactivated.
Table 6.7: Results of Test 7
Map ID A* Pathfinding Enabled Post Processing ET
1A Yes 6
1A No 6
1B Yes 4
1B No 4
2A Yes 15
2A No 15
2B Yes 11
2B No 11
3A Yes 3
3A No 3
3B Yes 2
3B No 2
4A Yes 88
4A No 84
4B Yes 76
4B No 78
5A Yes 98
5A No 93
5B Yes 85
5B No 84
6A Yes 4
6A No 4
6B Yes 2
6B No 2
It is possible to conclude that A* Algorithm pathfinding execution time overhead is
neglectable. This happens because A* is a trim, effective and highly efficient algorithm,
used in many performance-critical applications.
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6.2.3.8 Test 8 - Spatial Distribution Smart/Blind Algorithm Evaluation
At the final test we assessed the effect of the spatial distribution algorithm with the
intelligent/blind parameters in map quality and execution time, for 10000 iterations
for every map. The results are stated in table 6.8. For abbreviations purposes, “No
SDA” means “No Spatial Distribution Analysis”, “Sc” is the score, “Sc Var” is the score
percentage (regarding the corresponding score with no Spatial Distribution Analysis),
“ET” is the Execution Time and “ET Var” is the relative Execution Time regarding the
“No SDA” Execution Time. Best values for Execution Time and Score are highlighted in
bold for each map. The data show that in average, the intelligent approach can achieve
relativescores of 87%, much better than without the SDA, while the increase in Execution
Time is only about 1%. The blind approach can achieve similar scores (slightly worse,
but with a more significant increase in the Execution Time (9%). Comparing intelligent
and blind approaches we can see their main difference is the Execution Time: while
the blind approach executes the Spatial Distribution Algorithm every n iterations, the
intelligent approach only executes the Spatial Distribution Algorithm when no score
improvement is detected, so it runs only when needed. This explains the much better
Execution Time. This means that the Spatial Distribution Algorithm it is an algorithm
that can effectively introduce diversification and variability. The graph in figure 6.19
confirms that SDA can yield better scores for every map, and if we use the intelligent
version, there is no significant performance loss in what concerns to Execution Time.
Table 6.8: Results of test 8 (ID = Map ID)
No SDA Intelligent Blind
ID Sc ET Sc Sc Var RT RT Var Sc Sc Var RT RT Var
1 7245 533 5632 78% 522 98% 6237 86% 581 111%
2 6553 284 5191 79% 310 109% 5921 90% 576 186%
3 9211 1414 9318 101% 1527 108% 9295 101% 1443 94%
4 10016 968 9510 95% 936 97% 8939 89% 899 96%
5 5925 325 3684 62% 323 99% 2801 47% 336 104%
6 5166 153 3620 70% 177 116% 4451 86% 169 95%
7 31727 7955 29538 93% 7865 99% 28763 91% 8307 106%
8 32787 6456 29263 89% 7052 109% 27875 85% 7771 110%
9 38807 8072 35464 91% 7938 98% 36434 94% 8318 105%
10 37094 6914 36447 98% 4264 62% 34275 92% 4476 105%
11 2776 337 2283 82% 361 107% 2809 101% 356 99%
12 2725 158 2716 100% 175 111% 2680 98% 172 98%
AVG 87% AVG 101% AVG 88% AVG 109%
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Figure 6.19: Test 8: Graphical comparison of Spatial Distribution Algorithm perfor-
mance variation
6.3 Real World Use
The maps generated by the GenX framework are already being used in real world. In
Porto, they have been published, for example, at the Hospital de Sa˜o Joa˜o area, with
the spider map depicted in figure 6.20.
This map is used to depict the bus transportation lines around the Hospital de Sa˜o Joa˜o
Hub. Figure 6.21 shows the map being used in reality.
.
Our algorithm is also being used to create spider maps for Lisbon (figure 6.22), for
Rossio, Marqueˆs de Pombal and Bele´m zones. Spider maps can also be found at Santo
Tirso (figure 6.23).
All of these projects were developed in cooperation with OPT, FWT and public trans-
portation companies. It was the first time that this complex network representation
scheme was published in Portugal [44] being designed through a system that creates
spider maps in an automatic way.
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Figure 6.20: Example of a Spider Map generated through the GenX framework. The
hub corresponds to the downtown of the City of Porto. (Published by STCP, scaled
down on a 1:7 proportion)
Figure 6.21: The map depicted in figure 6.20 being used in Porto [44].
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Figure 6.22: Example of a published Spider Map of Lisbon (Marqueˆs de Pombal area)
generated through the GenX framework scaled down on a 1:7 proportion
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Figure 6.23: Example of a published Spider Map of Santo Tirso generated through
the GenX framework scaled down scaled down on a 1:8 proportion
Chapter 7
Conclusions
This chapter provides a summary of the main contributions of this thesis and raises
some questions for further research.
7.1 Summary
This research work defines the concept of spider maps and provides evidence of their
effectiveness in what concerns to context awareness regarding traditional maps, through
theoretical research and an empirical study supported by mixed user testing involving
closed and open questions, following the best practices found on the literature. We
showed through user testing that spider maps are more effective for self location, route
planning and navigation tasks and that they are preferred by users over traditional
diagrammatic maps as they find them to be simpler and clearer.
This research work also proposes an approach for the automatic generation of spider
maps, and it can be used to power agile Location-Based Services (besides traditional
map visualization applications).
Our approach is based on a tabu search procedure where at each iteration the trans-
portation nodes are moved, through a combination of hard constraints and an evaluation
function comprised of soft constraints, and an innovative Spatial Analysis Distribution
algorithm. This approach comprises three phases: the Initialization and Alignment to
Grid, the Tabu Search optimization metaheuristic and the Post Processing phase. At
the Initialization and Alignment to Grid, the transportation map to be processed is read,
and the adequate data structures are created. The map is prepared to include the Hub
according to the user specification. The graph structure of the transportation map is
then embedded in a regular grid through the SmartFit and HPPO algorithms, and at the
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end of this phase, the first feasible solution is obtained. At the Tabu Search Optimiza-
tion Meta Heuristic phase, this solution is improved iteratively according to a model of
the problem that contains a set of hard constraints and an optimization function that
comprises a set of soft constraints. Geographical constraints assure that geographical
elements (such as rivers, parks, oceans, etc) can be successfully accommodated in the
spider map layout. Variability may be introduced at this phase automatically as needed
through the Spatial Distribution Analysis de-clustering algorithm. The map is then sub-
jected to the Post Processing Phase, where the edges are routed around the geographic
constraints through an implementation of the A* algorithm and inflection points are
introduced.
The effectiveness of our approach was shown by a comprehensive set of tests with real
world data with and without geographical restrictions (supported by the evidence that
it is already being used in real world in cities like Lisbon, Porto and Santo Tirso) for the
generation of spider maps). It was also shown that maps with geographical restrictions
do not impose significantly higher processing times. One key point of our approach is
that due to its automatic grid alignment and post processing algorithm combinations,
it always generates a solution that complies with the definition of spider map. It is
also worth to mention that the breakthrough algorithms we created and all the research
work can be applied not only to the automatic generation of spider maps, but also to
traditional schematic maps. The innovative grid alignment algorithms, de-clustering
and the combination of the A* algorithm with differential grid aperture can be highly
valuable tools for solving other type of problems such as VLSI and network planning.
7.2 Limitations of this Work
Although this was a comprehensive research work on the problem of the automatic gen-
eration of spider maps, (either in broadness and deepness), it presents three limitations:
• This research work does not focuses on node labeling. Node labeling strategies
are found in the literature using both multicriteria optimization [26] or MIP ap-
proaches [87] [91] [92] and they can also be applied to our approach.
• The line separation is not modeled in our approach.
• The weighting of the soft constraints was not subject of a deep analysis. We used
Stott’s predefined values for most of the constraints [26] as good weight values,
although different weightings could provide improved quality and/or speed for
specific maps.
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• Parametrization by the user is still necessary: more sophisticated methods such as
neuronal networks could be applied on our approach to extract the best weightings
for each soft constraint and to understand what parameters values worked best for
specific type of maps.
7.3 Main Contributions of this Thesis
We can summarize the main contributions of this thesis in three areas:
• Development of the Spider Map Concept
• Automated Spider Map Generation
• Value to Society
7.3.1 Spider Map Concept
This thesis has provided several contributions concerning map production, schematic
maps, context enhancement,
• Literature Review: a comprehensive perspective of the map production history
and state of the art.
• Definition and Proof of Concept: a comprehensive definition was provided
and their roots and origins were traced. Their properties were also elicited and
summarized. The demonstration of their superiority regarding traditional dia-
grammatic maps was well supported by empirical and theoretical evidence, as well
as their potential use in powering Location Based Services.
• Enhancement: besides the literature review, we included context enhancement
strategies to spider maps. By applying communication, learning and context en-
hancement strategies, it was possible to build more effective maps in what concerns
to communication of space, user learning and interaction. Context enhancement (a
topic to which this thesis contributes) is the key for better space communication,
and our user tests and theoretical framework support this evidence.
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7.3.2 Automated Spider Map Generation
The generation of Spider Maps through the use of a tabu search algorithm contributed
to:
• State of the Art: Our research effectively contributed to the state of the art
in metaheuristics for schematic map generation process improvement, as advance-
ments were made in all phases of the automated generation of spider maps.
• Data Modeling: The use of both SRDS and SGDS allows faster map processing
while retaining all the semantics behind a transportation map.
• Algorithm Enhancements The improvements over existent literature begin with
the the Alignment to Grid phase, where the SmartFit and HPPO algorithms pre-
senting enhancements in what concerns to graph grid embedding and improving
user interaction (by saving time to the user to decide what would be the best
grid aperture). The use of optimized algorithms such as the Bentley-Ottmann
algorithm to improve the line crossings and the development from root of the
Spatial Distribution Analysis algorithm to improve variability on the tabu search
phase are significant improvements to the Optimization phase. The use of the A*
algorithm for pathfinding and inflection point creation are improvements to the
post-processing phase.
7.3.3 Value to Society
The implications of this work for the society can be traced in several domains such as
as public transportation and economy and sustainability:
• Real World use: Our approach is already producing real world maps, available
and used in the major Portuguese cities.
• Economy: the reduction on map production costs and decrease in lead times
bring benefits for both the transportation companies and end users.
• Public Transportation Use and Sustainability: in a world where about 80%
of the people live in urban areas [157], public transportation systems are funda-
mental to support efficient mobility and high quality of urban life [139]. Spider
Maps were shown at this research that they reduce information overload which
improved user experience and increase information quality, which by its turn leads
to improvement of Public Transportation Ridership[54], contributing to a more
sustainable world.
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• Accessibility: Our approach can be used to produce Spider Maps tailored for
specific user groups (for example for kids, colorblind people, etc), as different maps
can be generated for different purposes in minutes, improving public transportation
accessibility.
• Transportation Network Bottleneck Management: benefiting from the quick
generation of schematic maps, bottleneck management could be achieved by pro-
ducing different map accordingly to the transportation network load. By present-
ing only the best options for the users, it is possible to achieve managed load
balancing in networks.
7.4 New Insights for Future Research
Future research on the topic of this thesis could be made at several areas, to address its
limitations:
• Spider Map Concept: The Spider Map is not the perfect map, it still is a “static
map” as after produced it cannot change (another instance needs to be created
if conditions change). Therefore, an entirely electronic and dynamic Spider Map
concept would be a very desirable evolution of the spider map concept. Electronic
spider maps that can change dynamically with respect to the user current location
would create new challenges in what concerns to context enhancement strategies
and visual presentation, that would lean more towards a user-centered perspective.
• New Media Types: With the massification of mobile and wearable devices,
there is room for evolution in what concerns to dynamic spider maps: context
enhancement in a hard real time use would face new opportunities such as per-
vasive learning of user preferences. Some techniques could be studied such as the
use of Interactive Compression (IC) techniques [158] which could allow users to
select the right amount of information on the spider map in mobile devices, or user
modeling techniques that could provide automated adaptation of the spider map
to each specific user, making use of the MPEG-21 Digital Item Adaptation (device
adaptation strategies) while assuring intellectual property management and pro-
tection. Besides that, Location-Based Services can take advantage of Spider Maps
to improve user locations through mobile devices or even with augmented reality
glasses, or any other device that can provide visual description of map.
• Algorithm Improvements: future processing of spider maps would benefit from
allowing them to be generated at user devices, so future algorithms need to take
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in account the nature of these devices. Algorithms tailored for multicore architec-
tures, simpler and lighter in such a way they can produce visual and incremental
results in hard real time. Machine learning algorithms could be used to allow
maps to be generated without parameter insertion by users. The algorithms will
probably need to be designed in such a way they can blend reality with map visual-
ization. This means that a shift from static, “full solution” traditional algorithms
towards dynamic, simpler, incremental solution and real time compliant algorithm
paradigms is something that will be needed in the future.
Being men and women bounded by a infinitely small space and time frame makes us
humble enough to know that the true wisdom is in knowing we know nothing, as the
Greek philosopher Socrates said. With these broad topics open, there is infinite space
for further research!
Appendix A
Map 1 - Avenida da Repu´blica
This appendix illustrates the raw map 1 (figure A.1), pre-processed with (figure A.2)
or without (figure A.4) geographical restrictions and processed by our approach with
(figure A.3) or without (figure A.5) geographical restrictions.
Figure A.1: Raw Map 1 - Avenida da Repu´blica
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Figure A.2: Pre-Processed Map 1A - Avenida da Repu´blica with geographical restric-
tions
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Figure A.3: Processed Map 1A - Avenida da Repu´blica with geographical restrictions
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Figure A.4: Pre-Processed Map 1B - Avenida da Repu´blica without geographical
restrictions
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Figure A.5: Processed Map 1B - Avenida da Repu´blica without geographical restric-
tions
Appendix B
Map 2 - Castelo do Queijo
This appendix illustrates the raw map 2 (figure B.1), pre-processed with (figure B.2)
or without (figure B.4) geographical restrictions and processed by our approach with
(figure B.3) or without (figure B.5) geographical restrictions.
Figure B.1: Raw Map 2 - Castelo do Queijo
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Figure B.2: Pre-Processed Map 2A - Castelo do Queijo with geographical restrictions
Figure B.3: Processed Map 2A - Castelo do Queijo with geographical restrictions
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Figure B.4: Pre-Processed Map 2B - Castelo do Queijo without geographical restric-
tions
Figure B.5: Processed Map 2B - Castelo do Queijo without geographical restrictions
Appendix C
Map 3 - Po´lo Universita´rio
This appendix illustrates the raw map 3 (figure C.1), pre-processed with (figure C.2) or
without (figure C.4)geographical restrictions and processed by our approach with (figure
C.3) or without (figure C.5) geographical restrictions.
Figure C.1: Raw Map 3 - Po´lo Universita´rio
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Figure C.2: Pre-Processed Map 3A - Po´lo Universita´rio with geographical restrictions
Figure C.3: Processed Map 3A - Po´lo Universita´rio with geographical restrictions
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Figure C.4: Pre-Processed Map 3B - Po´lo Universita´rio without geographical restric-
tions
Figure C.5: Processed Map 3B - Po´lo Universita´rio without geographical restrictions
Appendix D
Map 4 - Rotunda da Boavista
This appendix illustrates the raw map 4 (figure D.1), pre-processed with (figure D.2)
or without (figure D.4) geographical restrictions and processed by our approach with
(figure D.3) or without (figure D.5) geographical restrictions.
Figure D.1: Raw Map 4 - Rotunda da Boavista
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Figure D.2: Pre-Processed Map 4A - Rotunda da Boavista with geographical restric-
tions
Figure D.3: Processed Map 4A - Rotunda da Boavista with geographical restrictions
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Figure D.4: Pre-Processed Map 4B - Rotunda da Boavista without geographical
restrictions
Figure D.5: Processed Map 4B - Rotunda da Boavista without geographical restric-
tions
Appendix E
Map 5 - S. Joa˜o
This appendix illustrates the raw map 5 (figure E.1), pre-processed with (figure E.2)
or without (figure E.4) geographical restrictions and processed by our approach with
(figure E.3) or without (figure E.5) geographical restrictions.
Figure E.1: Raw Map 5 - S. Joa˜o
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Figure E.2: Pre-Processed Map 5 - S. Joa˜o with geographical restrictions
Figure E.3: Processed Map 5 - S. Joa˜o with geographical restrictions
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Figure E.4: Pre-Processed Map 5 - S. Joa˜o without geographical restrictions
Figure E.5: Processed Map 5 - S. Joa˜o without geographical restrictions
Appendix F
Map 6 - Paranhos
This appendix illustrates the raw map 6 (figure F.1), pre-processed with (figure F.2)
or without (figure F.4) geographical restrictions and processed by our approach with
(figure F.3) or without (figure F.5) geographical restrictions.
Figure F.1: Raw Map 6 - Paranhos
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Figure F.2: Pre-Processed Map 6A - Paranhos with geographical restrictions
Figure F.3: Processed Map 6A - Paranhos with geographical restrictions
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Figure F.4: Pre-Processed Map 6B - Paranhos without geographical restrictions
Figure F.5: Processed Map 6B - Paranhos without geographical restrictions
Appendix G
Algorithm Execution Graphs for
Test 2
The following graphs show the quality evolution throughout the execution of 10000
iterations of the tabu search algorithm. The y-axis measures the solution score (value
of the objective function) while the x-axis shows the number of iterations.
Figure G.1: Test 2 result for map 1A
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Figure G.2: Test 2 result for map 1B
Figure G.3: Test 2 result for map 2A
Figure G.4: Test 2 result for map 2B
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Figure G.5: Test 2 result for map 3A
Figure G.6: Test 2 result for map 3B
Figure G.7: Test 2 result for map 4A
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Figure G.8: Test 2 result for map 4B
Figure G.9: Test 2 result for map 5A
Figure G.10: Test 2 result for map 5B
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Figure G.11: Test 2 result for map 6A
Figure G.12: Test 2 result for map 6B
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