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Abstract
This thesis considers the nucleation and growth, synthesis, and catalytic ap-
plication of metallic nanoparticles at liquid|liquid interfaces. It comprises
five publications, a previously unpublished synthesis of polymer coated pal-
ladium nanoparticles, and an introduction to the relevant literature. Three
publications are concerned with electrodeposition of metal nanoparticles at
liquid|liquid interfaces. One publication and the results presented here con-
sider the synthesis of silver and palladium colloids by reduction with pyrrole
and thiophene monomers. The fifth publication demonstrates the use of
gold and palladium colloids as electrocatalysts in two-phase dehalogenation
reactions.
The literature reviewed serves as an introduction to nanoparticles, liq-
uid|liquid interfaces and electrodeposition studies relevant to the publica-
tions and experimental studies presented herein. Nucleation models used are
evaluated by numerical means.
In the electrodeposition studies, the fundamentals of deposition reactions
at liquid|liquid interfaces, involving irreversible Butler-Volmer type growth
kinetics and overlap of diffusion fields are developed. The importance of ap-
plied potential, particle agglomeration and surface activity on the nucleation
process is shown.
Small metallic nanoparticles were synthesized in homogeneous media, us-
ing novel syntheses involving pyrrole and thiophene derivatives as both re-
ductants and stabilizators.
The use of aqueous metal colloids as catalysts for dehalogenation reactions
in a two-phase immiscible electrolyte system is demonstrated. Specifically
palladium or gold colloids prepared by the citrate reduction method can be
negatively charged in a heterogenous two-phase reaction with decamethyl-
ferrocene, and subsequently used as an aqueous catalyst for dehalogenation
of 2-bromoacetophenone.
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1 Introduction
The history of metal nanoparticles begins with Faraday’s study of gold col-
loids. However, it was not until Feynman’s revolutionary insights on quantum
electrodynamics [1] and the recent advent of microscopic techniques with sub-
nanometer resolution that nanomaterial research has become increasingly
popular. A computer search through the chemical abstracts reveals that
more than 5000 articles concerning nanoparticles have been published in in-
ternational journals during just 2002, which demonstrates the popularity of
this topic. The growing interest and importance stem from the various unique
applications [2–6] that nanoparticles can be used for, such as catalysts [7],
oligonucleotide recognition [8], electronic [9] and optical components [10].
The properties of nanoparticles gradually change from those of bulk ma-
terial to molecular with decreasing particle size. In the intermediate range,
materials with novel properties, exhibiting characteristics typical for both
molecular and bulk materials are found. These materials are used to bridge
the gap between the macroscopic and the microscopic world in many ap-
plications. However, applications that benefit from nano-properties require
particles with well-defined size, shape and surface properties. The greatest
obstacle for the implementation of nano-devices today is the lack of tech-
niques for mass production and assembly of nanoparticles. Neither conven-
tional methods of controlling bulk materials nor common chemical synthetic
methods are suitable for nanomaterials. These require a delicate balance
between the physical forces, usually defined by their surface properties, that
determine their behavior. The two main approaches for building nano-devices
are the “top down” and “bottom up”. In the former, nano-devices are built
by miniaturization of conventional techniques, such as lithography. In the
latter, nanoparticles are used as building blocks, which are assembled in a
controlled fashion.
In order to synthesize well-defined monodisperse nanoparticles, control
over the nucleation and growth process is essential. There are several differ-
ent methods for making nanoparticles. The most common approach is based
on the use of a suitable capping agent, that passivates growth at an early
stage. Other techniques include laser ablation and gas phase nucleation from
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metal vapor. Electrochemistry offers an interesting method, as the supersat-
uration and hence the growth conditions can be directly monitored with the
applied potential [11]. This is especially efficient for studying the formation
and growth of nanoparticles. However, the nucleation process at a solid elec-
trode is affected by the interaction between the newly formed phase and the
electrode substance. The main difference when nucleation takes place at a
liquid|liquid interface is that, for the latter, this interaction is very small. In
this respect, the liquid|liquid interface is ideal for nucleation studies.
This thesis presents three publications on electrochemical nucleation at
liquid|liquid interfaces, one publication concerning the synthesis of nanoparti-
cles with conducting polymers and one publication demonstrating the use of a
metal colloid as an electrocatalyst in an immiscible liquid|liquid system. The
literature part introduces nanoparticles, electrodeposition and liquid|liquid
interfaces, and relates the work done in this thesis to contemporary research.
More specifically, chapter 2 briefly presents properties and synthesis of metal
nanoparticles. Chapter 3 introduces liquid|liquid interfaces, and in chap-
ter 4, electrodeposition is discussed. Additionally, a novel method for Pd
nanoparticle synthesis is presented in chapter 5.
2
2 Metallic nanoparticles
Preparation of metallic colloids dates back to the middle ages [12], however,
the nature of these colloids remained unclear, until Faraday realized that the
gold colloids he studied contained small metallic particles, which he called
divided metals [13]. In recent years, the term “nanoparticle” has evolved.
A nanoparticle has dimensions in the nanometer range, i.e. between 0.5
and 100 nm. The term colloid is more elusive, the particle size can range
from nanometers to several hundreds of micrometers. Additionally, a colloid
implies that the particles are dispersed in a medium, and do not separate on
long standing. The term cluster is usually used for small nanoparticles that
have well-defined composition and surface structure.
There has been steady progress in understanding the nature and proper-
ties of nanoparticles, especially during the last two decades. Many reviews
have been published on general properties and structures of clusters and
colloids [2–7,14,15].
Nanoparticles cannot simply be treated as minute blocks of a metal, as
implied by the term divided metals. In bulk metals, the large density of
states at the Fermi level forms a conduction band of continuous energy levels.
However, as the particle size decreases, the valence electrons become confined,
and hence, discrete energy levels occur. This phenomenon is called the size-
induced metal-insulator transition. It is a gradual change that occurs over
a range of sizes, typically, at ambient temperature, clusters of 13 atoms are
non-metallic, while clusters of 309 atoms and larger show distinct bulk metal
properties [3]. The metal-insulator transition is readily observed through
changes in electronic, optical and catalytic properties. Generally, the loss of
metallic character also results in loss of catalytic activity [16].
The magic numbers of nuclearity, i.e. 13, 55, 147, 309, 561 provide ener-
getically favorably geometries associated with closed-shell structures, result-
ing in a sequential series of particle sizes centered around the magic num-
bers [14].
The fraction of surface atoms increases dramatically with decreasing par-
ticle size. A nanoparticle of 3 nm would have ∼45% of the atoms on the
surface, compared to ∼76% for a 1 nm particle. Surface atoms play an espe-
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cially important role in catalysis, as the reaction takes place at the surface
of the particle. Furthermore, larger surface area increases the relative con-
tribution of the surface energy, and therefore the thermodynamic stability
is decreased with decreasing particle size. In nucleation studies, this phe-
nomenon is observed as a nucleation overpotential, determining the kinetics
of nucleation processes, and is discussed further in chapter 4.
The crystal structure of metal nanoparticles is also of interest. High reso-
lution transmission electron microscopy (HRTEM) shows that small particles
in the 1 to 2 nm range also adopt a cuboctahedral shape corresponding to
bulk crystal structure [17], however, with relaxation of the lattice dimen-
sion due to the large fraction of surface atoms. Normally larger particles are
polycrystalline, though monocrystalline can also be observed [3].
2.1 Preparation of metallic nanoparticles
A large variety of synthetic methods for nanoparticles have been developed.
Recently, the emphasis of synthesis has been on the preparation of monodis-
perse particles, with well-defined size, shape and surface properties. Con-
trol over these parameters is crucial for a successful utilization of the size-
dependent properties that are unique to nanoparticles, and is particularly
important in assembly of monolayer protected nanoparticles into crystalline
arrays of one-, two- or three-dimensions. Such assemblies are of interest for
future generation nanoelectronics [18]. Particles intended as catalysts are
generally not sensitive to the particle size, however, the particle surface must
be readily available to the reactant, and thus, any protective agents that are
used must not adsorb too strongly [19].
Metal nanoparticles have been prepared by a wide variety of techniques
such as laser ablation [4], nucleation from vapor [20], thermal decomposition
of organometallic compounds [21–24], sonolysis [25,26], pulse radiolysis [27],
electrochemical reduction [28–30] and chemical reduction of the correspond-
ing metal salts.
Reduction of metal salts in the presence of a suitable protecting agent is
the most commonly used technique. Generally, a reductant, such as boro-
hydride, hydrotriorganoborates [31], hydrogen or citrate [32], is added to a
solution of the corresponding metal salt. An easily oxidized solvent may
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function both as the electron donor and the dispersing medium. Such par-
ticles are of particular interest for catalysis, as the metal surface is readily
accessible. Alcohols and ethers have been quite extensively used for this
purpose [19,33].
Metal nanoparticles have a tendency to agglomerate, and therefore, it is
necessary to protect them using surfactants or polymers, such as cyclodextrin
[34], PVP [35], PVA [33,36,37], citrate [32,38] or quaternary ammonium salts
[28–30,39]. In another strategy, the metal salt is reduced in micelles [40,41].
In this technique, the micelles function as nanoreactors, where the size of the
particles can be controlled by the concentrations used and the micelle size.
Schiffrin et al. [42–44] presented a technique that produces small alka-
nethiolate protected nanoparticles. In this reaction, nanometer sized gold
particles are prepared by mixing an aqueous solution of tetrachloroaurate
with a toluene solution of a tetra-alkyl ammonium salt and an alkane thiol,
followed by the addition of a borohydride solution. The tetra-alkyl ammo-
nium salt functions as a phase transfer agent for [AuCl4]
−. The resulting
particles differ from conventional colloids in that they can be repeatedly iso-
lated from and redissolved in common organic solvents without irreversible
aggregation or decomposition. The particles can be crystallized in size frac-
tions by a suitable choice of solvent pairs. These particles can store charge by
injection or ejection of electrons [5]. This charging phenomenon is formally
analogous to the classical STM-based Coulomb staircase [45]. Additionally,
the thiol ligands may be exchanged for functionalized thiols, allowing flexible
variation of the properties and the use of the particles as building blocks in
chemistry. This synthesis has become very popular and reference [42] is the
most cited paper in Chemical Communications to date.
Although the size of nanoparticles cannot be exactly controlled during
synthesis, it is possible to narrow the size distribution by controlling the
reaction conditions. Complete control over the size distribution requires size
selection techniques, such as size-selective precipitation [46–48]. This method
is based on a so-called solvent/non-solvent pair, that are mutually miscible,
but differ in their ability to dissolve the particles. The particles can be
precipitated by varying the ratio of the solvents. The method is applicable
only to reversibly precipitative particles.
5
3 The interface between two immiscible elec-
trolyte solutions
The first electrochemical experiment at an interface between two immisci-
ble electrolyte solutions (ITIES) was conducted already 1902 by Nernst and
Reisenfeld [49]. Since then, electrochemistry at liquid|liquid interfaces has
become a well-established area of research. An important step in the de-
velopment of ITIES was achieved in 1953, when Karpfen and Randles [50]
presented an analysis of the thermodynamic equlibrium between the two
phases and thereby laid the foundation for further work. The breakthrough
in experimental studies at ITIES came 1968 when Gavach et al. [51] proved
that the interface between two electrolyte solutions could be polarized if a
hydrophilic electrolyte was chosen for the aqueous and a hydrophobic elec-
trolyte for the organic phase. They also demonstrated that a charge transfer
reaction between the two phases could be obtained by imposing a Galvani
potential difference.
Several studies on bio-related systems, such as biomembrane mimetics
[52–54], and pharmacokinetic characterization [54–63] have been undertaken
due to the similarities between liquid|liquid interfaces and a half of a biolog-
ical membrane. Other applications include solar energy conversion [64–66],
metal extraction [67–69], catalysis [70–73], deposition reactions [11, 74–76]
and electroanalysis [77–82]. Most electrochemical techniques developed for
the solid electrode|electrolyte interface can be applied to liquid|liquid inter-
faces.
This chapter presents an introduction to the liquid|liquid interface, more
specifically to the interfacial structure, ion transfer, electron transfer, reac-
tions and catalysis, and electrodeposition at liquid|liquid interfaces. These
concepts are of importance to all publications included in this thesis.
3.1 Structure and properties of liquid|liquid interfaces
Understanding electrochemical reactions at liquid|liquid interfaces requires
knowledge of the structure of the interface. Liquid|liquid interfaces differ
from the solid|electrolyte interfaces in many aspects. The former are dynamic
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structures that change constantly, while solid interfaces usually have a well-
defined boundary, i.e. they are molecularly sharp also on long time scales. At
the liquid|liquid interface, molecular sharpness is not self-evident and partial
mixing in the interfacial region cannot be excluded.
Relatively few experimental techniques exist by which the structure of a
liquid|liquid interface can be probed with molecular level resolution. Much of
the knowledge gathered to date is based on molecular dynamics simulations.
The structure of liquid/liquid interfaces has been assessed by X-ray re-
flectivity measurements [83–85]. A width of 0.33 nm for an alkane/water
interface was calculated from the electron density profile. Within the context
of capillary wave theory, this is in agreement with macroscopic measurements
of the interfacial tension. Strutwolf et al. [86] measured the surface rough-
ness of a water|1,2-dichloroethane interface by neutron scattering, and found
it to be less than 1 nm, which also is in accordance with that predicted by
capillary wave theory. Trojanek et al. [87] used a laser beam to measure the
scattering from capillary waves at a polarized water|1,2-DCE interface. The
interfacial tension calculated from the capillary waves corresponds well to
that obtained for the interfacial tension measured by conventional methods.
The liquid|liquid interface has also been studied by second harmonic gen-
eration (SHG) [88–92] and sum frequency generation (SFG) [93–99]. These
techniques are surface specific, and yield information on concentrations and
orientations of adsorbed species.
Benjamin et al. have studied the interfacial structure through molecular
dynamics simulations [100–107] showing that although the water|1,2-DCE
interface is molecularly sharp, the interface undergoes constant change with
”fingers” of one phase penetrating into the other. These fingers are ca. 0.8
nm long with a lifetime of 10−13 s at room temperature. The simulations also
show that the water molecules in the interfacial layer have a mean orienta-
tion, contrary to bulk phase. Molecular dynamics simulations are limited in
that contemporary computers are not fast enough to incorporate sufficiently
large numbers of ions and solvent molecules in the calculations to describe a
polarizable liquid|liquid interface appropriately.
The first capacitance model for the liquid|liquid interface was developed
long before any detailed electrochemical studies of the polarized liquid|liquid
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interface had been made. This model was a generalization of the Gouy-
Chapman model, accounting for the diffuse double layers in the two adjoining
phases [108]. A modification of this model, incorporating ion-free inner layers
in the interfacial region of the respective phases, was presented by Gavach
et al. [109]. This concept is well established for solid electrodes as the Stern-
Gouy-Chapman model. Neither the model by Vervey and Niessen nor the
model by Gavach et al. are able to reproduce experimental capacitance data
accurately. Samec et al. [110, 111] proposed a further modification of the
modified Vervey-Neissen model, that accounted for the penetration of ions
into the inner layer.
In the model by Girault and Schiffrin [112], the properties of the two
liquids were gradually allowed to change in a mixed solvent layer. In view of
MD simulations, laser, X-ray and neutron scattering experiments, the mixed
solvent layer with microscopic mixing of the solvents does not appear likely.
However, if the structure is averaged over longer time scales, a gradual change
of the solvent properties in the interfacial region is obtained.
Schmickler et al. [113–117] presented a lattice gas model for the interfa-
cial region of the liquid|liquid interface. Their simulations showed that the
capacitance increases for ions that penetrate more easily across the interface,
due to the overlap between the space charge regions. Additionally, it was
shown that the interfacial region is enriched by ion pairs when the interface
is polarized. Good qualitative agreement was found with experimental data.
3.2 Ion transfer across the liquid|liquid interface
The liquid|liquid interface differs from the usual solid|electrolyte interface
in that the faradaic current due to charge transfer is not limited solely to
electron transfer. Ions readily cross the interface, and commonly, the polar-
izability of the liquid|liquid interface is limited by transfer of base electrolyte
ions. The energy needed to drive an ion from one phase into the other can be
provided by applying a suitable potential difference across the interface. The
standard ion transfer potential, ∆wo φ
0
i , reflects the difference in the solvation
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energy, ∆woG
0
i , of the ion in the respective phases [118]:
∆wo φ
0
i =
µ
0,o
i − µ
0,w
i
ziF
=
∆woG
0
i
ziF
(1)
where i refers to the ion under consideration, zi is the charge of the ion and µ
0
i
is the chemical potential in the respective phase. The TATB assumption has
been introduced as a reference state for the energy scale [119]. This assump-
tions states that TPAs+ (tetraphenylarsonium) and TPB− (tetraphenylbo-
rate), which have similar structures but opposite charges, have equal transfer
energies between an aqueous and an organic phase.
All interfaces can be classified between the limits of ideally polarizable
and ideally non-polarizable. If ions of the same species are present in both
phases, the liquid|liquid interface approaches a non-polarizable interface, i.e.
a small perturbation from the equilibrium potential results in a large current.
A common ion, also called a potential determining ion [72,109], can be used
to set the potential difference without external potential control. If, on the
other hand, non-partitioning salts, i.e. hydrophobic and hydrophilic salts
are chosen for the organic and aqueous phase electrolytes, respectively, the
liquid|liquid interface approaches ideal polarizability. However, in practice
the transfer energy of the base electrolyte ions determine the potential range
in which the interface can be polarized. This range, the so-called potential
window, is usually limited to 400-700 mV depending on the organic solvent,
the electrolytes and their concentrations.
There are two main types of ion transfer. The first type, normally re-
ferred to simply as ion transfer, involves only resolvation and transfer of an
ion from one phase to the other phase. In the second type, facilitated ion
transfer, the transferring ion forms a complex with a ligand from the opposite
phase at the interface, e.g.
Xz(aq) + nL(o) 
 [XLn]
z
This complex then diffuses into the bulk. The formation of the complex
lowers the energy needed for the transfer reaction. Facilitated ion transfer
has been used for, e.g. ion-selective electrodes [120]. Facilitated ion trans-
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fer can be divided into several categories depending on the details of the
mechanism [121–126].
The kinetics of ion transfer has attracted much interest. Usually, a Butler-
Volmer formalism has been employed. Early ion transfer studies [127–129],
lacking suitable equipment and experimental techniques, gave quite low rate
constants in the order of k0 ≈ 10−4 cm s−1. More recent studies [130–132]
indicate that the ion transfer reaction is much faster, k0 > 10−1 cm s−1.
3.3 Heterogeneous electron transfer at liquid|liquid in-
terfaces
Contrary to a solid electrode where the electron conducting electrode sub-
strate can donate or accept electrons, at a liquid|liquid interface both an
electron donor and acceptor must be present in the opposing phases. The
electron transfer can only occur directly between these two species. The elec-
tron transfer reaction from redox couple 1 in the aqueous phase and redox
couple 2 in the organic phase can be written as [118]:
aOx1(w) + bRed2(o) 
 aRed1(w) + bOx2(o) (I)
where Ox denotes the oxidized and Red the reduced form of the respec-
tive redox couples. a and b are defined by the stoichiometry of the reaction.
The equilibrium potential for this reaction can be derived from the Nernst
equation and is given by [72]:
∆wo φ = E
0
Ox2/Red2
− E0Ox1/Red1 +
RT
n1n2F
ln
aaOx1a
b
Red2
aa
Red1
ab
Ox2
(2)
where n1 and n2 are the number of electrons transferred by the respective
redox couples. E0i is the standard redox potential for the respective redox
couples.
The phenomenological Butler-Volmer formalism has been used to describe
electron transfer kinetics also at liquid|liquid interfaces [118]. In this model
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the overall flux J is given by:
J = kfc
w
Red1
coOx2 − kbc
w
Ox1
coRed2 (3)
where kf and kb are the reaction rate constants for the forward and reverse
reactions. The potential dependencies of the rate constants are given by [118]:
kf = k
0 exp
−αnF (∆wo φ−∆
w
o φ
0
e)
RT
(4)
and:
kb = k
0 exp
(1− α)nF (∆wo φ−∆
w
o φ
0
e)
RT
(5)
where ∆wo φ is the applied potential, ∆
w
o φ
0
e is the equilibrium potential of the
reaction, k0 is the standard rate constant and α is the transfer coefficient.
The Butler-Volmer formalism works well for small overpotentials, but fails
to describe the rate at high driving force.
The Marcus electron transfer theory was initially generalized for the
liquid|liquid interface by Samec [133]. This model predicts that the electron
transfer rate decreases at sufficiently high overpotentials. This phenomenon
is referred to as the inverted region. Girault and Schiffrin [134] considered the
electron transfer reaction as a series of steps, where the formation of a pre-
cursor complex of the reactants is followed by reorganization of the precursor,
electron transfer and dissociation of the products. Marcus [135–138] has con-
sidered electron transfer at both molecularly sharp and interfaces with mixed
solvent regions. Benjamin and Kharkats [139] generalized the Marcus theory
for the case where the reactants can partition into the opposite phase. Elec-
tron transfer has also been approached by molecular dynamics [103,139,140]
and lattice gas models [141]. The lattice gas approach indicated that the
Gibbs energy of the reaction is only weakly dependent on the applied poten-
tial and that the major changes occur in the reactant concentrations in the
interfacial region.
Although, there have been numerous experimental studies of electron
transfer at liquid|liquid interfaces and several techniques have been applied,
it cannot be clearly stated which electron transfer theory describes the ex-
periments best. This is mainly due to the unknown structure of the interface
and the difficulty of finding suitable experimental systems, where the elec-
tron transfer and the species involved in the reaction are not accompanied
by decomposition of the products, ion pairing, precipitation, or association
with other species [142]. It is has, however, been found that Butler-Volmer
kinetics are satisfactory at small overpotentials [143]. Also, the existence of
the inverted region in electron transfer reactions at liquid|liquid interfaces
has been reported [144].
3.4 Catalysis and reactions at liquid|liquid interfaces
The liquid|liquid interface offers interesting opportunities for catalysis due
to an anisotropic environment, and a combination of aqueous and organic
solvents, allowing for reactions between species of greatly different solubility.
Catalysis at liquid|liquid interfaces can be classified into two main categories.
In the first, polarization of the liquid|liquid interface transfers a reactant
into the opposite phase where it subsequently reacts. This is in princi-
ple equivalent to phase transfer catalysis (PTC), where a so-called phase
transfer salt is added to carry the reactants across the interface, and many
PTC reactions used in organic chemistry can be explained by a common
ion that sets the interfacial potential between the two phases [72]. Tan et
al. [145] used the liquid|liquid interface to study the Williamson ether syn-
thesis. Kong et al. [146] studied SN2-substitutions of 1-toluenesulfonyl-2,4-
dinitronaphthalene with hydroxide ions at the water|nitrobenzene interface.
Forssten et al. [147] used the liquid|liquid interface to transfer MnO−4 into
the organic phase where it then oxidized cyclo-octene. Forssten et al. [148]
have also investigated SN2-substitutions of haloalkanes.
In the second category, the anisotropic interfacial environment promotes
the reaction. There are relatively few examples where the anisotropic envi-
ronment is directly related to the catalytic action. Lahtinen et al. [66, 70]
showed photoreduction of benzoquinones and that electrodeposited palla-
dium nanoparticles act as mediators for photocatalytic electron transfer re-
actions. Lahtinen [149] also showed that 1-octanol can be photochemically
oxidized at the liquid|liquid interface. In these reactions, the anisotropic
environment quenches the recombination of products resulting from the pho-
tochemically activated reactants.
12
Quinn et al. [150] have studied the redox reaction between an aqueous re-
dox couple and alkane-thiol stabilized gold nanoparticles in an organic phase
by scanning electrochemical microscopy (SECM). Interestingly, the electron
transfer reaction was found to be slow, which was attributed to exclusion of
the hydrophobic particles from the interfacial region.
Publication V presents a combination of two-phase catalysis, colloid cat-
alysts and electrocatalysis. The advantage of this type of system is the facile
separation of the catalyst and the reaction products. Aqueous gold and pal-
ladium colloids prepared by citrate reduction were used. It was shown by
cyclic voltammetry that the colloids can be charged with electrons originat-
ing from decamethylferrocene (DcMFc) in the organic phase. The charg-
ing was also followed by electrophoretic light scattering measurements. The
mobility, and hence, the negative charge on the particles increased with in-
creasing DcMFc concentration. In the dehalogenation reaction the substrate,
2-bromoacetophenone, resides in the organic phase where mediated by the
metal particles, it is reduced by decamethylferrocene, see Figure 1. A proton
replaces the bromine leaving group. Two electrons are required in the reac-
tion, one for the reduction of the proton and one for the bromine. Since the
protons and the bromide readily transfer across the liquid|liquid interface at
the applied potential, a positive net charge flows from the aqueous to the
organic phase. Thus, the reaction is thermodynamically favored by positive
potentials greater than 100 mV. A similar dehalogenation reaction has also
been studied by Cheng and Schiffrin [73].
3.5 Electrodeposition at liquid|liquid interfaces
Electrochemistry offers an indispensable tool for investigating electrodepo-
sition reactions, since the supersaturation can be controlled by the applied
potential. Consequently, solid electrodes have been quite extensively used
to study deposition reactions. However, only a few studies have so far been
conducted at the polarizable liquid|liquid interface. The scientific interest
to study deposition reactions at liquid|liquid interfaces lies in the absence of
strong interactions between the newly formed phase and the electrode sub-
strate. In this respect, the liquid|liquid interface should be more ideal than
solid electrodes.
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Figure 1: Schematic presentation of the dehalogenation reaction studied in
publication V.
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The first metal deposition study at the liquid|liquid interface was re-
ported already in 1975 by Guainazzi et al. [74], where copper films were
deposited at the interface. This study was also the first electron transfer
study at the liquid|liquid interface. Since this work was conducted before
the advent of the four-electrode potentiostat, a thorough study of the depo-
sition reaction was not feasible. In 1996, Cheng and Schiffrin [11] reopened
the subject with the electrodeposition of gold nanoparticles by reduction of
[AuCl4]
−(1,2-DCE) with [Fe(CN)6]
4−/3−(aq). This system was studied by
cyclic voltammetry combined with in situ UV-Vis spectrophotometry. The
deposition reaction was reported to proceed through a three-electron trans-
fer reaction with 20mV peak separation at higher overpotentials, but also a
one-electron transfer reaction with a 60 mV peak separation at lower overpo-
tentials. Such reversible or quasi-reversible behavior for metal deposition re-
actions has rarely been observed at solid electrodes. Cheng and Schiffrin [73]
also deposited Pd particles at the interface by reducing [PdCl4]
2−(aq) with
decamethylferrocene(o). The driving force between these redox couples is
large, and consequently, the deposition reaction proceeds spontaneously and
therefore a thorough electrochemical study of the deposition process was not
possible. The Pd particles were shown to possess catalytic activity in the
dehalogenation of 2-bromo-acetophenone to acetophenone.
Efrima et al. [151–153] studied the growth of metal films and agglomerates
at liquid|liquid interfaces by bringing a metal electrode tip in contact with
the interface. In these studies the metal deposition occurs radially from the
tip.
Publications I, II and III included in this thesis report nucleation and
growth phenomena at liquid|liquid interfaces. The studies are based on the
reaction between [PdCl4]
2−(aq) and ferrocene derivatives (Fc) in the 1,2-DCE
phase:
[PdCl4]
2−(aq) + 2 Fc(1,2-DCE)→ 2 Fc+(1,2-DCE) + 4 Cl−(aq) + Pd0(s)
The electrochemical response for this reaction is in many aspects similar
to nucleation and growth phenomena at metal electrodes, i.e. a current tran-
sient with an initial increase with growing nuclear size and number density,
followed by a decrease invoked by the onset of linear diffusion conditions is
observed. A nucleation process at a solid electrode is affected by the strong
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interaction between the newly formed phase and the electrode substrate. The
main difference when nucleation takes place at a liquid|liquid interface is that
for the latter, this interaction is very small.
The concepts underlying nucleation at liquid|liquid interfaces are dis-
cussed in Publication I. Modeling of the nucleation and growth phenom-
ena requires that diffusion in both phases be considered, since the charge
transfer in these systems occurs by transport of electroactive species to the
interfacial region from both phases. The diffusion fields thus generated are
coupled and the diffusion problem in both phases must be solved. While for
normal electron transfer reactions at liquid|liquid interfaces, this coupling of
the diffusion fields leads to a geometrically simple model, the overlap of the
multiple diffusion fields of the ensemble of nuclei in a nucleation and growth
process results in a very complicated diffusion geometry. The similarities
between electrodeposition at solid electrodes and at liquid|liquid interfaces
inspired a generalization of a commonly used model for three-dimensional
nucleation and growth at solid electrodes, based on the concept of planar
diffusion fields [154–156], as described in Publication I. The concept of pla-
nar diffusion fields is further discussed in chapter 4.
Publication II considers electrodeposition of palladium under galvanos-
tatic conditions. In this paper, a theory was formulated based on a mean
concentration field. In the model, the nucleation rate law is deconvoluted
from the current and potential time transients. Additionally, this model in-
corporates irreversible Butler-Volmer type kinetics for the growth reaction.
An important experimental result resolved in the study was the observed
agglomeration of particles at the liquid|liquid interface.
Publication III considers the interaction between a cluster and the sur-
rounding liquids by a macroscopic thermodynamic approach. The theoretical
conclusion of this study is that while larger particles adsorb readily at the
interface, smaller particles are excluded from the interfacial region. The same
theoretical approach based on interfacial and line tensions has also been used
for glass beads at liquid-liquid interfaces [157] and corroborated by molecular
dynamics simulations of Lennart-Jones fluids [158–160]. The electrodeposi-
tion experiments show that the thermodynamic lability of small particles can
be modified by altering the interfacial tension. Correspondingly, the nucle-
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ation rate constant changes. The model may be questionable in its use of
macroscopic thermodynamics for microscopic systems. However, as shown in
references [158–160], the use of the macroscopic quantities is accurate. The
model presented in publication II was used to extract the nucleation num-
ber density transients in the absence and presence of phospholipids at the
liquid|liquid interface in a potentiostatic palladium deposition experiment.
This study showed that the rate constant for the growth reaction must be
greater than 10−4 cm s−1.
Recently, Platt et al. [76] used the reaction described in the publication I
to deposit palladium particles at a γ-alumina membrane at the liquid|liquid
interface. The particles were shown to grow in the pores of the membrane,
and reach a maximum size determined by the pore dimensions.
In publication IV, a novel synthesis of silver particles is demonstrated.
In this method, phenylpyrrole is used to facilitate the transfer of silver ions
from the aqueous to the organic phase. The transferred silver ions were
slowly reduced in the organic phase by pyrrole to form silver nanoparticles.
A schematic of the reaction is shown in Figure 2. The detailed mechanism of
the facilitated ion transfer reaction was not studied. However, the formation
of the silver ion-phenylpyrrole complex serves to bring the reactants close to
each other, which was assumed to be crucial for the reduction reaction and
the oligomerization of the phenylpyrrole. The formation of nanoparticles was
very slow, however. Assuming first order reaction kinetics, a rate constant
of 0.8×10−3 s−1 was obtained by cyclic voltammetry for the consumption
of the silver-phenylpyrrole complex. There is conceptual similarity with the
reaction presented in chapter 5, where the reduction of palladate was carried
out with thiophene-3-acetic acid in an aqueous medium.
Conjugated conducting polymers such as polyaniline, polypyrrole and
polythiophenes have many potential applications including anticorrosion films,
light-emitting diodes, lightweight battery electrodes, electrochromic devices,
electrical contacts in semiconductors, selective membranes in biosensors and
in catalysis [161–166]. Cunnane and Evans have shown that electron transfer
reactions can be brought about between an aqueous-based redox system and
an organic-based monomer unit (1-methylpyrrole and 1-phenylpyrrole) at an
electrified liquid|liquid interface, resulting in the formation of oligomers in
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Figure 2: Schematic view of the reaction studied in publication IV.
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the organic phase [75]. It was presumed that the initial electron transfer
results in the formation of a radical cation in the organic phase. Later, the
system was expanded to look at another electroactive monomer, 2,2’:5’2”
terthiophene, producing polyterthiophene [167].
Maeda et al. [168] demonstrated that a polymer layer can be formed at
the water|1,2-dichloroethane interface by electron transfer from an adsorbed
monomer to an aqueous oxidant. In this study, surface active pyrrole deriva-
tives that adsorb at the interface from the organic phase, were used to form a
Gibbs monolayer of monomers. The monolayer was polymerized by oxidation
with Ce4+. Additionally, it was shown that the layer formed was sufficiently
compact to impede both cation and anion transfer.
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4 Theories of nucleation and growth at elec-
trodes
Electrodeposition constitutes one of the cornerstones of industrial electro-
chemistry. Although electrodeposition is an old, well-established technique
with numerous applications, there is still a scientific interest in the technique,
since it offers a unique way to study the formation of new phases through
control of the supersaturation with the applied potential [11]. Accordingly,
considerable attention has been given to the theory of electrochemical nucle-
ation and growth, and the number of reports published is considerable.
In this chapter, the fundamental phenomena of nucleation kinetics are
briefly presented. The emphasis is, however, on modeling of three-dimensional
diffusion controlled nucleation and growth, and comparison of the models
presented in this thesis to those found in the literature.
4.1 Thermodynamics and kinetics of nucleation
The initial stages of the formation and growth of new phases is of particular
interest for conventional industrial electrodeposition processes, but also for
the great interest in materials with nanometer dimensions [169]. The ther-
modynamics of small clusters deviate significantly from bulk phases due to
the large fraction of surface atoms. The pioneering work on nucleation ther-
modynamics was reported in 1926 by Volmer and Weber [170]. The energy
of a cluster can be written as a sum of its bulk and surface energies. While
the former term lowers the free energy, the latter increase it. An initial en-
ergy barrier is formed for small nuclear sizes from the proportionally faster
growth of the surface energy than the energy released by the formation of
bulk material, see Figure 3. As the size of the cluster increases, the fraction
of surface atoms, and accordingly, the significance of the surface energy term
decreases. The height of the energy barrier is commonly termed the nucle-
ation overpotential, while the cluster size at the energy maximum is termed
the critical size. At the maximum, the probabilities of the cluster dissolving
or growing are equal.
There have been two main approaches for quantitative evaluation of the
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Figure 3: Free energy curves for the nucleation and growth of a spherical
mercury droplet. The contributions to the total free energy made by the
surface and the bulk are shown on a reduced scale [171].
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nucleation rates in the literature. The classical approach [172] is based on
the macroscopic surface tension concept. In this model, the size and volume
of the nucleus are continuous variables. Additionally, the nucleus is assumed
to be in an equilibrium form, i.e. the shape of the nucleus at the electrode
is minimized with respect to the surface energy.
In the atomistic approach, the frequencies of attachment and detachment
of atoms are defined as functions of the number of atoms in the cluster and the
applied potential [172]. This approach shows that the chemical potential of
a small cluster remains constant in a given supersaturation interval while the
chemical potential of the parent phase changes continuously when changing
the applied potential. For small clusters, the intervals are large and the use of
the classical nucleation theory is not valid. With increasing cluster size, the
intervals shorten and the atomistic and classical approaches coincide. Thus,
this model is a discrete analogue to the classical model.
Both the classical and atomistic approach have been criticized for their
inability to estimate plausible critical sizes from experimental data [173].
4.2 Diffusion controlled three-dimensional nucleation
and growth
The diffusion problem in a nucleation and growth process is very complex.
Generally, at short times when the nuclei and the corresponding diffusion
zones are small compared to the internuclear distances, the diffusion zones
surrounding the nuclei do not interact with each other, and hence, assume
hemispherical shape equivalent to that of isolated nuclei. As growth proceeds,
the size of the diffusion zones increase, resulting in coalescence of the diffusion
zones and a gradual shift from a hemispherical to a linear diffusion regime.
Thus modeling of this phenomenon is difficult since the boundary conditions
that must be applied, in order to solve the concentration profiles, are very
complex.
Various numerical methods have been applied to simulate the diffusion
problem. Nagy and Denault [174] used Brownian dynamics to simulate in-
stantaneous nucleation and growth, following a large potential step, at hexag-
onal and square arrays. Fransaer and Penner [169] studied instantaneous
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nucleation and growth by Brownian dynamics with a spatially random dis-
tribution of nuclei. The attention was focused on the evolution of particle
size dispersion as a function of the experimental variables. It was found that
the particle size distribution initially converges, but with the onset of overlap
of the diffusion fields, the particle size distribution diverges. They concluded
that size dispersion is caused by an inhomogeneous distribution of interparti-
cle distances which translates into an inhomogeneity in the diffusion-limited
flux at each particle. Brownian dynamics simulations are, even on fast mod-
ern computers, time consuming due to the large system that must be con-
sidered. The accuracy of such simulations suffers from the limited number
of nuclei and metal ions, i.e. the volume of the solution. Cao et al. [175]
used a boundary integral method to simulate both instantaneous and pro-
gressive nucleation. Their simulations do not suffer from the limitations
mentioned above as the number of nuclei exceeded 5000, and additionally,
the simulations were extended sufficiently far into the bulk solution. Hence,
these simulations should reproduce the real concentration profiles and fluxes
accurately.
Most theoretical approaches consider first the growth of a single nucleus,
and then approximate the overlap of diffusion fields to obtain the current to
multiple nuclei. The case of an isolated nucleus is easy to solve in a quasi-
stationary approximation, where the diffusion field is assumed to develop
much faster than the nucleus grows. The resulting equations for a hemisphere
growing at a solid electrode are
R(t) =
(
2DcbV¯ t
)1/2
(6)
and,
i(t) = pizF V¯ 1/2(cbD)3/2t1/2 (7)
where i(t) is the current to the nucleus, R(t) is the radius of the nucleus, z is
the charge transferred, F is Faraday’s constant, V¯ is the molar volume of the
deposited phase, D is the diffusion coefficient and cb is the bulk concentra-
tion of the reacting species. This problem can also be solved exactly [176],
however, the resulting expressions are complicated, and additionally, the nu-
merical error resulting from the quasi-stationary assumption is negligible for
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common values.
Sharifker et al. [154–156] introduced the concept of planar diffusion zones
to approximate the effect of merging diffusion fields on the observed current
density to a planar electrode. In this approach, the hemispherical diffusion
zone surrounding an isolated nucleus is mapped into a hypothetical planar
zone of circular shape, to which only linear diffusion perpendicular to the
electrode surface is allowed. The radius of the diffusion zone is solved by
equating the fluxes for the hemispherical and planar diffusion fields. The first
assumption in this model is that for a distribution of nuclei with interacting
diffusion fields, the solution of the real diffusion problem can be approximated
by the flux to the area fraction covered by diffusion zones. The current
transient to the ensemble of nuclei is obtained by multiplying the covered area
fraction with the Cottrell equation initiated at the beginning of the potential
step, where the area fraction covered with randomly distributed circles is
calculated by the Avrami theorem [177]. This is the second assumption in this
model. Thus, the current to any nucleus on the electrode, i.e. diffusion zone,
independently of the time of formation, is given by the Cottrell equation,
initiated at the beginning of the potential step.
Several attempts have been made to improve this model. Sluyters-Rehbach
et al. [178] argued that in order to preserve a uniform thickness of the diffu-
sion layer appropriate to planar diffusion, the hypothetical planar flux should
not relate only to their age but also to their time of formation. In the model
by Mirkin and Nilov [179], it was noted that multiplying the covered area
fraction with the Cottrell equation is not correct as the planar diffusion zones
in progressive nucleation have different times of formation, and hence, must
be accounted for by initiating the Cottrell equation at different times for
each zone. Heerman et al. [180–182] have later presented the same theory
as Mirkin and Nilov, and discussed the resulting transients in detail. For
instantaneous nucleation, all models reduce to the same expression for the
current-time transient.
These models all yield similar results, the main difference being only in
the way the current to the diffusion zones is calculated, and accordingly,
parameters extracted from experimental data are similar. Numerical simula-
tions [169,174,175] show that the established analytical expressions quite ad-
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equately reproduce the instantaneous current time transients resulting from
a potential step, despite the coarse approximations that have been made to
obtain an analytical solution.
4.3 Evaluation of the models presented in this thesis
One aim of publication I (model I) was to generalize the concepts of nu-
cleation for liquid|liquid interfaces. The details specifically regarding the
liquid|liquid interface are discussed in section 3.5. The definition of planar
diffusion zones was also reconsidered in publication I, in that the growth
of the diffusion zones was accounted for by initiating linear flux conditions
continuously as the fraction covered by the planar diffusion zones expands.
This was motivated by the fact that applying the Cottrell equation directly
to a moving boundary problem is incorrect. Thus, in this model the thick-
ness of the diffusion layer, and hence the flux density, depends on the time
of coverage of the point considered. This model also relies on the postu-
late that the real diffusion and growth problem can be approximated by its
two-dimensional projection, i.e. the concept of planar diffusion zones.
Publication II deals with galvanostatic nucleation and presents an alter-
native approximation for the diffusion problem. While the models based on
planar diffusion zones reproduce experimental transients following potential
steps to a satisfactory level, the physical foundation of the concept is con-
troversial. There is no evident justification for why overlap in nucleation can
be evaluated by the overlap of the two-dimensional mapping of the three-
dimensional real diffusion fields, and consequently, this concept is difficult
to generalize for variable potential functions and growth kinetics. Hence, a
different model was needed for this type of problem.
In the model presented in Publication II (model II), the spherical diffusion
field surrounding each particle is retained. However, the bulk concentration
is replaced with the average interfacial concentration at the electrode. This
approximation divides the diffusional flux into two contributions, one linear
for the ensemble and one hemispherical specific to the nuclei under consid-
eration and is motivated by the fact that the spherical diffusion geometry
is located close to the nucleus, and thus, the error introduced by using the
average interfacial concentration as an effective bulk concentration is small.
25
The average interfacial concentration can be easily calculated by convolution
of the current obtained experimentally. The growth rate of the particle is
dependent both on the time of formation and the history of the experiment,
which is reflected in the time dependence of the average interfacial concen-
tration. The use of a hemispherical geometry allows the use of simple and
familiar equations. However, solving the current transient for a predefined
potential function and nucleation rate law, requires the solution of integral
equations and is therefore somewhat more tedious.
In order to evaluate models I and II, the resulting current transients for
instantaneous nucleation following a large potential step, where the surface
concentration at the nucleus can be considered to equal zero, are compared to
the simulations made by Cao et al. [175] and the Scharifker model [154–156].
The models by Sluyters-Rehbach et al. [178], Mirkin and Nilov [179], and
Heerman et al. [180–182] reduce to the Scharifker model for instantaneous
nucleation and are therefore not considered separately. The following param-
eters were used: D = 0.71 × 10−5 cm2s−1, N0 = 1.0 × 10
8 cm−2, n = 1 and
V=7.14 cm3mol−1. cb ranged from 1.0 to 100 mM. These values were used in
the simulations made by Cao et al. and are typical for deposition of copper
from acidic solutions [175]. The calculated current transients are based on
the equations presented in Publication I, II, and reference [154].
Model I gives the following expression for instantaneous nucleation at
solid electrodes
j(t) = 2zFcb(αDN0)
1/2Φ
(
(piαN0t)
1/2
)
(8)
where Φ is Dawson’s integral and α is given by:
α = D
(
2piV¯ cb
)1/2
(9)
In publication I, the expression for α was incorrectly given for the case of
hemispherical particles growing on a solid electrode, however, it was correct
for liquid|liquid interfaces which was the focus of the paper.
The current transients for model II were calculated from eqns. 3, 6 and
10 in publication II with the conditions outlined above, i.e. ∆c(t) = cσ(t)
and N(t) = N0 for t ≥ 0. All integrations were performed by the trapezoidal
26
rule. The transients of the Scharifker model were calculated from equations
(12) and (15) given in reference [154].
The resulting transients are shown in Figure 4 for a) 100 and b) 1 mM.
All transients have been reduced by the peak current and peak time given
by the Scharifker model. Typically, the peak occurs at ca. 1-10 s, depending
on the nuclear number density used.
In comparison to the simulations by Cao et al., model I overestimates
the peak current by 10-20% depending on the concentration. Model II over-
estimates the peak current by only 0.5-3.8% with the error decreasing with
increasing concentration. The Scharifker model overestimates the peak cur-
rent by 3.7% at 1 mM and underestimates the peak current by 3% at 100
mM.
Although the Scharifker model describes the current transient well, it is
inconsistent in that the concentration profile above any point of the elec-
trode, regardless of whether the considered point is located inside a diffusion
zone or not, is assumed to be equivalent to that corresponding to linear dif-
fusion conditions initiated at t = 0. As a consequence, the current obtained
using the Scharifker model is always smaller than or equal to that given by
the Cottrell equation, which does not correspond to the simulation findings,
especially at longer time scales. However, the error is generally small (-7.3%
at five peak times).
In model I, a fully developed diffusion profile outside the diffusion zones
is not assumed, and hence, the current is not limited below the Cottrell
transient. However, quantitatively the performance of model I is clearly
inferior to the other models. As discussed in publication I, the model is
inconsistent in that the predicted current transients depend on the species
under consideration, which violates the mass balance at the interface. This
problem is inherent to all models that are based on planar diffusion zones.
Model II reproduces the simulated current transient and all of its quali-
tative features well. Thus, the approximation of the diffusion problem used
in publication II appears to be valid, particularly at higher concentrations
and lower nuclear densities when the hemispherical diffusion field is small
compared to the internuclear distances.
In conclusion, for potentiostatic experiments, where the above conditions
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Figure 4: Current time transients calculated for instantaneous nucleation.
a) Transients calculated for cb=100 mM. (– – –) Cottrell transient, (——)
Scharifker model, (· · · ) Model I, (— —) Model II, and (— ·· —) simulated
current [175]. b) Transients calculated for cb=100 mM. (——) Scharifker
model, (— —) Model II, and (— ··—) simulated current [175]. The following
parameters were used: D = 0.71× 10−5 cm2s−1, N0 = 1.0× 10
8 cm−2, n = 1
and V=7.14 cm3 mol−1.
28
Table 1: Comparison of the nucleation models. Errors are calculated with
the parameters given in the text and cb = 100× 10−6 mol cm−3.
Scharifker Model Model I Model II
Basis Planar diffusion
zones
Planar diffusion
zones
Mean concentra-
tion
Error at 1×peak
time
-3.0% 16.4% 0.5%
Error at 5×peak
time
-7.3% 16.2% 1.9%
Performance Good Poor Good
Ease of use Easy Easy Intermediate
are fulfilled, model II and the Scharifker model perform equally well with
respect to the experimental errors encountered in nucleation experiments. In
this case, the Scharifker model provides a computationally facile and appeal-
ing alternative, that yields accurate results. However, for more complicated
experimental systems, e.g. liquid|liquid interfaces, a consistent approach
must be taken that reflects the true diffusion profiles, and for this purpose,
model II is clearly better than the other models. The boundary integral
method used by Cao et al. [175] should be considered, if the computational
effort can be afforded. The performance of the models is summarized in
Table 1.
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5 Synthesis of palladium nanoparticles from
palladate and thiophene in aqueous media
This chapter describes a previously unpublished synthesis of palladium nano-
particles, by the reduction of palladate with thiophene-3-acetic acid. The
particles were characterized by WAXS, SAXS, XPS, UV-Vis and TEM. A
particle size range of 1-4 nm was found. The acidic group on the particles
features pH tunable aqueous solubility.
5.1 Introduction
There has recently been a growing interest in composites of metal nanopar-
ticles and conducting polymers. These materials show various interesting
features, particularly, energy storage, catalytic activity, magnetic suscepti-
bility, and unique dielectric properties [183]. Electrodes can also be modified
with nanoparticle-conducting polymer composites [184–186]. Such electrodes
are of interest in catalysis and electroanalytical applications.
Tamil Selvan et al. [187–190] presented a novel synthesis of conducting
polymer encapsulated gold nanoparticles, using pyrrole as the electron donor
for the reduction of [AuCl4]
−, to yield 7 nm gold nanoparticles in pyridine
block copolymers. Upon oxidation, the pyrrole monomer polymerizes to
form a protective layer around the particle. Zhou et al. [191] have shown
that a conjugated polymer, poly(dithiafulvene), can be used to reduce noble
metal ions (Au, Pd and Pt) to form nanoparticles protected by the polymer.
Recently, we demonstrated that silver particles can be generated at electrified
liquid|liquid interfaces, see publication IV. In this reaction, aqueous silver
ions transfer to the 1,2-dichloroethane phase, and react with phenylpyrrole
to form metallic particles. The ion transfer reaction is facilitated by complex
formation with phenylpyrrole.
This chapter presents the synthesis and characterization of metallic palla-
dium nanoparticles, formed by reduction of palladate with thiophene-3-acetic
acid. In the considered reaction, thiophene-3-acetic acid forms a stabilizing
layer protecting the particle. The solubility properties of the particles can
be adjusted by altering the pH of the aqueous medium. An evident question
30
is the possible polymerization of the thiophene-3-acetic acid.
5.2 Experimental
In a typical synthesis, Pd nanoparticles were prepared by mixing 50 ml of
20 mM thiophene-3-acetic acid (TCI) in 50 mM H2SO4(aq) (Merck) and
50 ml of 4 mM (NH4)2PdCl4 (Alfa Aesar) in 50 mM H2SO4(aq) at room
temperature under a nitrogen atmosphere. Upon mixing the two solutions,
a black precipitate formed indicating that a reaction between thiophene-3-
acetic acid and palladate had taken place. The precipitate was washed several
times with water and dried under vacuum. This particular precipitate is later
referred to as a. The precipitate was dissolved in 0.1M NaOH(aq) (Merck)
to yield a black colloidal solution, later referred to as b.
Wide angle X-ray scattering (WAXS) measurements were performed us-
ing a Siemens θ−2θ diffractometer with Cu Kα (1.542 ) radiation monochro-
matized with a nickel filter in the incident beam and a totally reflecting glass
surface. The scattered intensities were measured with a Hi Star area de-
tector and an angular range of 2θ=17-47◦, an angular step of 0.1◦, and a
measurement time of 60 s per point.
Small angle X-ray scattering (SAXS) measurements were done with a
sealed fine-focus Cu Kα tube mounted in the point-focus position. The beam
was monochromatized with a nickel filter and totally reflecting glass surface
(Huber 701 small-angle chamber). The data were measured with a one-
dimensional position sensitive proportional counter (MBraun OED- 50M). A
wave-vector range of 0.02-0.45 A˚−1 was covered.
The particles were examined using a JEOL 2010 transmission electron
microscope (TEM), operating at 210 keV. Standard preparative methods
were used to disperse the particles from b onto a lacy carbon TEM grid.
Several different regions of the TEM specimen were examined.
High resolution X-ray photoelectron spectroscopy (XPS) measurements
were carried out on an AXIS 165 (KRATOS Analytical) photoelectronspec-
trometer, with charge compensation by thermal electrons. Energy levels
ranging from 0 to 1100 eV were recorded. High resolution (HiRes) mea-
surements were carried out for C 1s, O 1s, Pd 3p and S 2p with an energy
resolution of 0.1 eV. The samples were prepared by placing precipitate (a)
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on a piece of filter paper. The spectra were recorded at six different spa-
tial locations. The C 1s core level of the C-C bond was used as an internal
standard (285.0 eV [192]). Oxygen was determined from the Auger O(KLL),
since the Pd 3p core level interferes with the O 1s level. The contributions
from the filter paper (C and O) were subtracted from the results.
The UV-Vis spectra were recorded on a Hewlett Packard HP8451A diode
array spectrophotometer in a 1 cm light path length quartz cuvette from a
dilute solution of b.
5.3 Results
As shown below, precipitate a contained small particles of 1-4 nm size. The
particles can be repeatedly precipitated and redispersed with HCl and NaOH
without any changes in appearance. Such property can be explained only by
the functionalization of the particle surface with acid groups, and may be
considered as evidence of the presence of the acid group of the thiophene
moiety. The thiophene-3-acetic acid is discussed below.
The WAXS pattern of a is shown in Figure 5. The diffraction pattern
included the 111 reflection of palladium, showing that the particles are metal-
lic. The size of the crystallites, as calculated from the Scherrer formula, was
approximately 1.5 nm. It is noted here that the accuracy of the Scherrer
equation is insufficient for particles in this size range, and this value should
be taken only as indicative. The WAXS pattern of thiophene-3-acetic acid is
also shown in Figure 5.
The size distribution obtained from SAXS, along with the experimental
and modelled intensities (inset), are presented in Figure 6. The particle size
distribution was modelled as a polydisperse system of spherical Pd particles
in a matrix [193]. The volume distribution was assumed to be bimodal
consisting of two gaussian functions. The SAXS data suggests a narrow size
distribution, with a mean particle size of 2.2 nm and standard deviation of 1.0
nm. The distribution could be well described by a single gaussian, indicating
that the choice of the bimodal distribution describes the size distribution
satisfactorily. This size range is comparable to that calculated from the
WAXS data.
TEM was employed to obtain information about the morphology of the
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Figure 5: The WAXS pattern of a (——) and thiophene-3-acetic acid (– ·
–).
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Figure 6: The volume distribution of spherical particles fitted to the SAXS
data. The experimental (——) and model intensities (— —) are shown in
the inset.
34
Figure 7: TEM photograph of the particles. The bar in the lower right corner
corresponds to 10 nm. Estimated average particle size is 2-3 nm.
particles. A typical TEM image of the particles dispersed on a carbon support
is shown in Figure 7. Aggregates of near spherical particles can be seen.
The size distribution was not calculated due to the poor quality of the TEM
photograph. However, some particles can be clearly distinguished. These are
in the 2-3 nm size range, which compares favorably to the size distribution
calculated from the SAXS data.
The chemical composition and the oxidation states of the elements in a
were investigated with XPS. In the XPS spectrum, see Figure 8 a, a doublet
of Pd 3d5/2 at 336.2eV with two narrow peaks is further evidence that palla-
dium is present in its metallic state. This also corresponds to that found for
a vapor deposited palladium metal standard obtained with the same equip-
ment. No other oxidation states of palladium were detected in the sample. A
narrow S 2p1/2 peak was found at 164.2 eV, see Figure 8 b, which corresponds
favorably with that reported for thiophene, 164.3 eV [194]. Sulfur could not
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be detected in any other chemical environment than that of thiophene. The
Pd/S ratio calculated from the XPS intensities was 3.1. This corresponds to
approximately one thiophene group for every 1.6 surface atoms in a 2.2 nm
particle. For a densely packed structure, the majority of thiophene groups
can be directly adsorbed at the metal surface. The metallic state can also
be seen as a Fermi level extending through 0 eV, a feature that is unique for
conductive materials, see Figure 8 c.
The UV-Vis spectra of thiophene-3-acetic acid, and b are shown in Figure
9. The spectrum of b agrees well with that calculated by Creighton et al. [195]
for the surface plasmon of 10 nm Pd particles, however with two peaks (2
and 3) at 218 and 242 nm. It is noted here that absorption spectra of metal
particles between 3-20 nm are only weakly dependent on particle size [195].
The size range found in this study is at the lower limit of this range, and
therefore conclusions should be taken only as indicative. The spectrum of
b shows a shoulder at 340-400 nm. These wavelengths correspond to the
absorption of poly(thiophene-3-acetic acid) [196, 197], and may thus be an
indication of the formation of poly(thiophene-3-acetic acid). Unfortunately,
a corresponding absorption band would be masked by the absorption of the
colloid, and therefore, difficult to resolve. The possible formation of oligomers
is discussed later on. For comparison, the UV-Vis spectrum of thiophene-3-
acetic acid is also shown. The thiophene-3-acetic acid has a peak at 208 nm
(Peak (1)). This peak is not present in the colloid, indicating that thiophene-
3-acetic acid is not present at significant concentrations in its free form. The
possible relation between peak (1), (2) and (3) was not resolved in this study,
however, shifts towards longer wavelengths may relate to a higher conjugation
of pi-orbitals.
5.4 Discussion
The mechanism of the reaction between palladate and thiophene-3-acetic
acid is of considerable importance for the resulting products, especially re-
garding thiophene-3-acetic acid. As shown above, the metallic nature of the
particles is apparent. Thus, a redox reaction, involving electron transfer
from the thiophene-3-acetic acid to the Pd2+ center, must have taken place.
The thiophene ring is known to act as an electron donor, and under suit-
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a) b)
c)
Figure 8: XPS spectra of a. a) Pd 3d5/2 b) S 2p1/2, and c) wide spectrum.
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Figure 9: UV-Vis absorption spectra of thiophene-3-acetic acid (——) and
compound b (— —).
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able conditions oxidation of the thiophene results in proton loss followed by
polymerization, where the polymerization step is believed to proceed through
radical-radical or radical-monomer coupling [198]. Proton loss followed by
coupling of the monomers results in a lower reaction free energy, and is thus
energetically more favorable than simple monomer oxidation. Generally, elec-
tropolymerization of thiophene is carried out in non-aqueous solutions. How-
ever, thiophene have been shown to polymerize at Pt electrodes from aqueous
solutions, where it has been solubilized by surfactants, to overcome the low
aqueous solubility [199].
In this study, a shoulder was found in the UV-Vis spectrum at the wave-
lengths corresponding to poly(thiophene-3-acetic acid), i.e. 340-400 nm, and
also the absorption peak of thiophene-3-acetic acid has been shifted to longer
wavelengths. The XPS spectra shows that the thiophene ring is present at
the particle surface and that sulfur is present only in thiophene. A possible
reaction mechanism involves the formation of a precursor complex, which by
bringing the thiophene moieties close together favors polymerization. The
evidence supporting polymerization in this study is not conclusive, and thus,
other reaction mechanisms also should be considered.
5.5 Conclusions
In conclusion, the formation of nanoparticles in the 1-4 nm size range has
been observed by both TEM, WAXS and SAXS. The metallic nature of these
particles has been confirmed by both XPS and WAXS. The UV-Vis spectrum
of the colloid also indicates the formation of Pd0 nanoparticles. The pH
dependent solubility properties of these particles is a clear indication that
the carboxylic acid group is present on the particles.
These particles have interesting properties, e.g. the pH tuneable ion-
exchange membrane surrounding the particles may prove useful in catalysis
and electrocatalysis, e.g. immobilized on polythiophene coated electrodes.
Additionally, the particles could, in principle, be precipitated in size fractions
by varying the pH.
Further work on the characterization of these particles is still required.
In particular, infrared spectroscopy, solid state NMR and mass spectroscopy
should be attempted to resolve the question of polymerization.
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6 Conclusions
The aim of this thesis was to study the formation, growth and properties of
metal nanoparticles. Special emphasis was placed on reactivity and formation
of such particles at liquid|liquid interfaces. Based on the results obtained in
this work, the following conclusions can be drawn:
The electrodeposition studies presented in publications I-III show that
the electrified liquid|liquid interface is suitable to study the initial steps of
nucleation, with the advantage of controlling the growth reaction with the
applied potential, while not suffering from the presence of strong interactions
between the electrode and the new phase. In publication I, a novel model
based on the concept of planar diffusion fields was presented. It was shown
that this approach is inconsistent and therefore, not generally applicable to
the liquid|liquid interface, since the overlap and hence current are dependent
on the species under consideration.
In publication II, a new model based on average interfacial concentra-
tions was developed. This model overcomes the problems encountered in
the first publication. Additionally, it was shown that the mean interfacial
concentration can be used as a good approximation for the overlap of the
diffusion zones. The interpretation of the experimental results indicates that
the particles formed at the interface agglomerate.
In publication III, the adsorption of particles at liquid|liquid was consid-
ered. A thermodynamic model was developed based on macroscopic surface
and line tensions. It was shown in the experimental work that the addition
of phospholipids destabilizes the embryonic clusters at the initial stages of
growth, and thereby, decreases the nucleation rate.
Publication IV demonstrates how the liquid|liquid interface can be used
to study the formation of nanoparticles in a homogeneous phase. In the
study, silver ions were transferred by facilitated ion transfer from the aque-
ous to the organic phase where their reduction and agglomeration to form
particles occurs. 1-Phenylpyrrole functions both as the complexation agent
in the facilitated ion transfer reaction and as the reductant in the electron
transfer reaction. The oxidation of 1-phenylpyrrole was believed to result in
poly(phenylpyrrole). The reaction rate was noted to be too slow for practical
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purposes.
In chapter V, the reaction between palladate and thiophene-3-acetic acid
resulting in 1-4 nm sized nanoparticles was discussed. The nanoparticles were
characterized by TEM, XPS, WAXS, SAXS and UV-Vis. These particles
were soluble in aqueous solutions, with pH-tunable solubility properties. Al-
though no direct evidence was obtained, the oxidation of thiophene-3-acetic
is believed to result in oligomerization.
Publication V demonstrates the use of a colloidal aqueous phase for the
two-phase electrocatalytic dehalogenation of 2-bromoacetophenone. Addi-
tionally, it was shown by cyclic voltammetry and electrophoretic light scat-
tering measurements that the aqueous colloids can be charged with electrons
by a two-phase process involving decamethylferrocene as the electron donor.
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