Abstract-The controller is a vital subsystem of the robot that is designed to help the system in order to achieve stability, good disturbance rejection and minimum tracking error. This paper focuses on the effective control techniques for the robotic systems. It analyses the classical as well as intelligent controllers with study of the control system.
I. INTRODUCTION
The Early Years of Robotics was largely focused on manipulator arms and simple factory automation tasks; materials handling, welding, painting. Cost of computation, lack of good sensors, and lack of fundamental understanding of robot control were the primary barriers to progress. But Robotics today is a much richer field with far-ranging applications e.g. Robots are exploring Mars. The complexities of Robotic systems are increasing day by day as more and more intelligence is embedded into their controllers. Robotic controller is one of the most vital components which defines the accuracy and repeatability of a robot. It is used to modify the behavior of the physical system according to the input value through computations and actuations. This paper is organized as follows: Section II presents the detail control system design. The various control techniques are given in Section III. Finally, conclusions are given in Section IV.
II.
CONTROL SYSTEM A control system refers to a programmable hardware machine and its included program. Control system is one of the main subsystems of a robot. It consists of sensors, controllers and knowledge base etc. that provide convenient duty to robot.
Robots are often classified according to the type of control system used: non-servo and servo. The earliest type of robots was non-servo, considered as non-intelligent robots. The second type is the servo robots, are intelligent robots.
Generally, two types of control system are used: openloop and closed-loop. The non-servo robots are open-loop system. No feedback mechanism is used in an open-loop system. The servo robots are closed-loop system. In a closed-loop system, the feedback signals are sent to the servo amplifier which affects the output of the system.
A generalized overview of a straightforward open-loop control system is shown in Figure 1 . This simplified system has a cause and effect relationship described with the terms input and output. The input is the desired set point for which the controlled variable should reach and maintain. The process or plant is the component of the system driven by the controller. The output of the system is the effect of the process or plant with any disturbances applied. The open-loop configuration does not compensate for any disturbances added to the system; therefore, if disturbances arise, they become part of the output. Open-loop systems are not even able to detect disturbances as they occur.
The advantage of an open-loop control system is the simple and straightforward input-output relationship. The disadvantages are found in the inability to detect and compensate for disturbances to the system. These disadvantages can have detrimental consequences depending on the nature and purpose of the system.
The closed loop system attempts to overcome the disadvantages experience by the open-loop configuration. A basic closed-loop system ( Figure 2 ) compensates for disturbances by adding a feedback path. The input or set point of the system is set by the user to the desired value the manipulated variable should reach and maintain. The first summing junction connects the input with the output via the feedback path. Here the output value is subtracted from the input value to find the error.
The comparison of these values drives the process or plant to make the necessary corrections if needed. If there is no difference between the desired input and the output, the system is already producing the desired output, and no correction is needed at that time. The sensors utilized in the feedback path continuously supply feedback to the controller in order for the system to constantly monitor for disturbances that could affect the desired output. The error of the system allows the controller to drive the process to continually reduce the difference between the set point and output. There are two methods used to control systems: linear and non-linear method. Linear control method is applicable only when the controlled system can be modeled mathematically [1] [2] . Most of the physical systems have non-linear characteristics. Non-linear methods considered as general case as compared to linear methods because it can be applied successfully on the linear methods, but linear method is not sufficient to solve and control nonlinear problems.
Controller is a device which can sense information from linear or nonlinear system (e.g. robot) to improve the systems performance [3] [4] [5] [6] . The main targets in designing control systems are stability, good disturbance rejection, and small tracking error [7] [8] . The controller helps to achieve these targets of the control system.
III. CONTROL TECHNIQUES
A robot is an advanced machine which consists of mechanical and electrical parts. The design of the mechanical structure of the robot involves with the design of robot links and gear boxes which requires stress-strain analysis. To analyze the motion of robot it is necessary to know the kinematics and dynamics of the constrained rigid bodies and inverse of these functions. There are defined methods for calculation of kinematics and inverse kinematics of the robot such as Denavit-Hartenberg for kinematics and Lagrange method for inverse kinematics of the robot. After deriving the inverse kinematics and dynamics of the robot a controller can be designed and be implemented with analogue or digital circuits. There are different methods that a robot can be controlled are as follows.
A. PID Controllers PID controller is the popular technique in control applications due to its low cost, simplicity in design and implementation, and ability to be used in wide range of applications.
A PID controller is a three-term controller using a proportional term, integral term, and derivative term combined in a linear algorithm ( Figure 3 ) to create a desired output response. Mathematically,
PID Output = Pout + Iout + Dout
The proportional term calculates the gain based on present error.
Pout = Kp * ( )
The integral term calculates the sum of all past errors.
The derivative term uses the rate at which the error has been changing to predict future error.
The terms Kp, Ki and Kd stands for the proportional, integral and derivative gains. The term ( ) represents the error. Table 1 shows the effects of each controller gain Kp, Ki and Kd on the control system output response.
PID controller also uses a feedback loop to compensate for error. The error is described as the difference between the desired set point of the system and the measured variable calculated by the P, I, and D terms.
Once a PID controller is designed, a tuning process must follow in order for the controller to meet the needs of a specific system. Stability is the basic need for all the control systems. If gains (PID parameters) are not chosen correctly, it will make system instable. There are two basic methods to tune a PID controller:
Manual Tuning Method
This method is used to determine the PID controller parameters. First Integral (Ki) and derivative (Kd) gains are set to zero. Then proportional gain (Kp) is tuned to give the desired response and neglect the steady state error. After that Kp is increased by small increment and adjustment of the Kd takes place to decrease the damping. Finally Ki is adjusting to remove the steady state error. Previous steps are repeated until the desired response is achieved.
It is time consuming method because it based on trial and error approach. A third method of tuning a PID controller is by using PID tuning software. This method is popularized by industry to obtain consistency among systems. A person using either the manual or Ziegler-Nichols method takes time to obtain the optimal responses, and to industry, time equals money. The software provides a faster and more consistent method of tuning these controllers. Many software packages are available that tune according to certain performance criteria required by a specific system depending on its design use. Conventional PID controllers are generally not suitable for nonlinear systems, higher order, time-delayed systems. For that purposes, various modified conventional PID controllers such as auto-tuning and adaptive PID controllers are proposed for that purpose [13] , [14] , [15] . Also, during this period it was suggested that if the process was too complex to achieve a good physical description, conventional methods were not able to guarantee the final control aims, and the controller synthesis had to be based mainly on intuitions and heuristic knowledge. So, expert control strategies are favored since they are based on the process operator's experience and do not need accurate models [16] , [17] , [18] , [19] , [20] , [21] , [22] .
One of the most successful expert system techniques applied to a wide range of control applications has been the Fuzzy Set Theory, which has made possible the establishment of "intelligent control". The fuzzy approach provides a good support for translating the heuristic skilled operator's knowledge about the process and control procedures expressed in imprecise linguistic sentences into numerical algorithms, [16] , [18] , [19] , [21] , [23] , [24] , [25] , [26] , [27] , [28] .
B. Fuzzy Logic Controllers
Fuzzy Logic (FL) is based on the fuzzy set theory established by Lofti A. Zadeh in 1965 [29] . He showed that fuzzy logic could realize values between false and true. FL uses linguistic variables to represents a range of values. A linguistic variable represents the imprecise information, written in a natural language format. The basic idea of Fuzzy Logic Controller is that used to convert the linguistic variable based on the information. A conventional controller such as PID controller is efficient and offers powerful method to analysis linear systems. In case of nonlinear systems conventional controllers does not produces satisfactory results due to the nonlinearities of these systems [30] . Therefore, FLC may be an efficient tool to control these nonlinear systems [31] .
The basic structure of a fuzzy logic controller is shown in Figure 4 . Its fundamental components are fuzzification, control rule base, inference mechanism and defuzzzification.
First step is identifying the linguistic input and output variables and definition of fuzzy sets. Fuzzification (or fuzzy classification) is the process of converting a set of crisp data into a set of fuzzy variables using the membership functions (fuzzy sets). For example in Figure  5 , the degree of membership for a given crisp is 0.7. Shape of the membership functions depends on the input data can be triangular, piecewise linear, singleton, trapezoidal or Gaussian.
A rule base is obtained by a set of IF-THEN rules and inference evaluates the rules and combines the results of the rules. The final step is Defuzzification which is the process of converting fuzzy rules into a crisp output. An example of a simple fuzzy control system is shown in figure 6 . Fuzzy systems have the advantage that the information which stores by fuzzy rules can be easily interpretable. Moreover they provide a simple interface for the extension of the system with new information (by adding new rules) or modifying the existing rules. The major problem with Fuzzy systems is that they totally depend on the experts who design them. It only uses the encoded information within the system and cannot learn itself and incapable of generalization. This nature of Fuzzy Systems indicates that merging with ANNs may possibly lead to a powerful computational model.
C. Artificial Neural Networks
ANN's are a form of artificial intelligence controllers and are the loose interpretation of biological neural networks. Neuron is the key factor which led to the development of the artificial neural network. A neuron is the basic unit of the biological nervous system designed to generate an electrical impulse. Using the impulse, neuron is able to transmit and process information.
There are four main components of a biological neuron cell that each carry out a specific function ( An artificial neural network is made up of connections of the artificial neurons. The artificial neurons simulates the basic elements of is biological counterpart; accepting inputs, processing these inputs, turning the processed inputs into outputs and connecting to other neurons [32] .
In Figure 8 , inputs are represented by x1, x2, x3,…………, xn which are multiplied with corresponding weights w1, w2, w3,…………,wn. Sometimes a threshold term b is added to the inputs. All inputs are multiplied by their corresponding weights and added together to form the net input to the neuron called net.
Mathematically,
The neuron behaves as activation or mapping function f (net) to produce an output y which can be expressed as:
Where, f is called the neuron activation function or the neuron transfer function. The most common activation functions used are the linear, threshold and sigmoid function (Table 5 ).
Activation Function Equation Linear
In this case, y = 1
Threshold
The expression of the output y in this case can be written as:
Sigmoid
The neuron transfer function is given by:
where T is a constant
In 1943, when McCulloch and Pitts first implemented ANN, without the use of computers, it was formulated purely with mathematical models. The network developed by that time contained only two layers of neurons that could compute Boolean functions. These were known as a single layer perceptron. With the advancement of science the complexity of networks increases. Now ANNs are more accessible through computer simulation. Modern networks are much more complex, namely multi-layer perceptron ( Figure 9 ). These networks consist of a series of parallel layers of nodes; the inputs, hidden and outputs. The structure of a network is related closely to its function, a network where connections propagate from input to output nodes in the forward direction only ( Figure  9 ) are feed forward networks. Alternatively, networks where nodes can connect to nodes in any direction including from output nodes to input nodes are called recurrent networks [34] .
ANN controllers are not tuned like PID controllers. They incorporate learning. Learning means self-adjustment of connection weights between neurons till efficiency is achieved. Connection weights are learned/ changed through a training process. Training occurs in iterations of examples. A number of iterations are required to achieve a trained ANN which is based on complexity of system as well as performance efficiency needed.
ANN can be categorized on the basis of their learning strategy: Supervised, unsupervised or reinforcement learning and hybrid learning. Supervised and unsupervised learning are the popular strategies. However, supervised type of learning is frequently used in the majority of ANN applications.
Supervised Learning
In supervised method, the system is given a training set consisting of inputs with their corresponding output values, when the inputs are passed through the network the resultant output is compared to the desired output from the training set. The difference, known as the error is propagated back through the system and individual weights are adjusted to reduce the error. This process occurs over and over and each time small adjustments are made to the weights so that the output converges with the desired output.
Unsupervised Learning
In this learning, no desired or target value is available to the network and only the set of input is present. The system must learn itself what features it will use to group the inputs. This is often referred to as adaption or selforganization.
Training an ANN can be done in simulation, implementation, or may be needed in both.
ANNs are influential computational models for solving complex estimation and classification problems as they are robust and are capable of high level generalization, moreover they can handle incomplete data, too [35] . However no information can be extracted from a trained neural network about the connections between the parameters, e.g. a generic ANN model can only approximate the output parameters but cannot tell what kind of connections exist between the input and output parameters. This is a key disadvantage of the Neural Network model which led to the creation of Neuro-Fuzzy Systems.
D. Neuro-Fuzzy Controllers
The main purpose of fuzzy logic control (FLC) is to design a mathematical model of a human control expert which is capable of controlling the plant without thinking. The control expert specifies its control actions in the term of linguistic rules. These control rules are converted into the fuzzy set theory framework to simulate the behavior of the control expert. The parameters of good linguistic rules depends on the control expert's knowledge, but the translation of these rules into framework of fuzzy set theory is not formalized and arbitrary choices concerning, for e.g., the shape of membership functions have to be made. The attributes of fuzzy logic controller can be awfully affected by its choice of membership functions. Hence methods for tuning fuzzy logic controllers are significant.
Neural networks offer the possibility of solving the tuning problem. Although a neural network is well known for its ability to learn and adapt to unknown/changing environment to acquire better performance. The trained network can be inferred as a black box. Neither it is feasible to extract information from the trained neural network nor can we incorporate information into the neural network in order to facilitate the learning procedure. On the other hand, a fuzzy logic controller is designed in the form of rules to work with the structured knowledge and nearly everything in the fuzzy system remains profoundly transparent as well as easily interpretable. However, no proper framework exists for the choice of various design parameters and generally these parameters are optimized through trial and error.
A brief comparison between fuzzy logic and neural networks from the point of knowledge acquisition, uncertainty, reasoning, adaptation and natural language processing is shown in Table 6 . The merging of these two fields results in a paradigm called "neuro-fuzzy networks" or "neuro-fuzzy systems". The neuro-fuzzy controller uses the neural network learning techniques to tune the membership functions while keeping the connotation of the fuzzy logic controller intact [37] [38] . This new approach combines the well established advantages of both the methods and avoids the drawbacks of both.
IV. FUZZY SUPERVISED PID CONTROLLERS
A conventional controller is not sufficient for controlling a non-linear process to obtain a desired performance. To ensure better performance and stability for all the operational set point in nonlinear process, the controller gains should change to adapt the variation of physical parameters. Fuzzy inference can be used to tune the PID controller gains for improvement in performance of system. It serves a nonlinear mapping from the error signal e(t) and change in error Δe(t), to the PID gain parameters Kp , Ki , and Kd [40] . Figure 10 shows the basic structure of the controller.
The fuzzy supervised PID controller has two inputs error "e" and rate of change-in-error "Δe" and the output of the controller generates Kp, Ki, and Kd values for tuning PID gains. The function of the fuzzy supervisory is to generate a desired value for each one of the three parameters. According to the principle of fuzzy control the three parameters are used to modify in order to meet different requirements for control parameters when "e" and "Δe" are different and making the control object to produce a good dynamic and static performance.
V. CONCLUSION A survey of various control techniques for robotic systems was carried out in this work. This overview of various information about classical PID Controller, Fuzzy Logic Controllers, Artificial Neural Network as well as Advanced controllers, focuses on its usability and challenges. It also gives conceptual overview of methodology. Table6. A comparative study between fuzzy systems and neural networks [38] 
