We study moments and asymptotic distributions of the construction cost, measured as the total displacement, for hash tables using linear probing. Four di erent methods are employed for di erent ranges of the parameters; together they yield a complete description. This extends earlier results by Flajolet, Poblete and Viola. The average cost of unsuccessful searches is considered too.
Introduction
Hashing with linear probing is a well-known algorithm that can be described as follows; here n and m are integers with 0 n m. (For a thorough discussion, see Knuth 15 , Section 6.4, in particular Algorithm 6.4.L].) n items x 1 ; : : : ; x n are placed sequentially into a table with m cells 1; : : : ; m, using n integers h i 2 f1; : : : ; mg, by inserting x i into cell h i if it is empty, and otherwise trying cells h i + 1, h i + 2, until an empty cell is found; all positions being interpreted modulo m. In real applications, h i is computed as h(x i ) by some hash function h; in this paper, as in most theoretical analyses, it is assumed that the hash addresses h i are random numbers, uniformly distributed on f1; : : : ; mg and independent.
In other words, each of the m n possible hash sequences (h i ) n 1 has the same probability m ?n .
If item x i is inserted into cell q i , then its displacement (q i ?h i ) mod m, which is the number of unsuccessful probes when this item is inserted, is a measure of the cost of inserting it; it is also a measure of the cost of later nding the item in the table. The total displacement D mn := P n i=1 (q i ?h i ) mod m is thus a measure of both the cost of constructing the table and of using it. (The average number of probes to nd an element in the table is D mn =n + 1.) Note that D mn is an integer with 0 D mn ? n 2 . With our assumption that the numbers h i be random, D mn is a random variable, and the main purpose of the present paper is to give the asymptotic distribution of D mn as m; n ! 1. This has earlier been done by Flajolet, Poblete and Viola 9] for the two most important cases: full tables (n = m) ( and almost full tables, n = m?1), and sparse tables (n=m ! a, with 0 < a < Date: May 17, 2000 May 17, . 1991 Mathematics Subject Classi cation. Primary: 68W40; Secondary: 60F05, 60J65. Key words and phrases. Hashing, linear probing, parking problem, normal convergence, Poisson convergence, Brownian motion, Brownian excursion area, Airy distribution, Stein's method. 1 2 SVANTE JANSON 1). They found that in the sparse case D mn is asymptotically normal, with both variance and expectation growing like n (or m), while in the full case n ?3=2 D mn has a non-normal limiting distribution, which equals the distribution of the area under a standard Brownian excursion. (This distribution had earlier been studied by, among others, Louchard 19, 20] and Tak acs 27]. It is, up to a factor p 8 , called the Airy distribution in 9].) We extend their results to other ranges of n as follows. Theorem 1.1. Suppose that m ! 1.
(i) If n= p m ! a for some a with 0 a < 1, then D mn d ! Po(a 2 =2). (ii) If n p m and m ? n p m, then D mn is asymptotically normal:
(D mn ? E D mn )=(Var D mn ) 1=2 d ! N(0; 1). (iii) If (m ? n)= p m ! a for some a with 0 a < 1, then n ?3=2 D mn d ! W a , for some non-degenerate random variable W a .
In all cases the result holds with convergence of all moments. Remark 1.2. By saying that X k d ! X with convergence of all moments, we mean that besides X k d ! X, we also have E X r k ! E X r for each positive integer r. As is well-known, this holds if (and only if) X k d ! X and sup k E X r k < 1 for each r 1. Moreover, it entails the convergence of all absolute moments E jX k j r (r positive real), of all central moments E (X k ? E X k ) r (r positive integer) and E jX k ? E X k j r (r positive real), and of all semi-invariants r (X k )
to the corresponding quantities for X. Remark 1.3. As in all similar situations, the three cases in Theorem 1.1 do not exhaust all possibilities, since n might oscillate between, for example, m 1=3 and m ? m 1=3 , but they e ectively do so since every sequence (m k ; n k ) with m k ! 1 has a subsequence belonging to one of the cases. Theorem 1.1 thus exhibits a \phase transition" at m ? n p m, where we lose asymptotic normality. The reason is that less dense hash tables consist of many small blocks, each of which is negligible, but for m ? n p m, the largest block is of order n and contributes signi cantly; see the proofs below and Remark 4.2.
The limit random variable W 0 can by 9] be described as the area under a Brownian excursion. We give a related formula for W a in terms of a Brownian bridge (or a Brownian excursion) in Section 2, and explicit (but complicated) formulae for its moments in Section 3. However, there does not seem to be any simple expression for the distribution of W a , and we do not know any simple relation with other distributions.
It is a consequence of Theorem 1.1 that the distribution of W a approaches a normal distribution as a ! 1. This is an instance of a simple general result on continuity of the limits in this type of situations, but since it apparently is not well-known, we give the details (together with some moment asymptotics) in Section 6.
ASYMPTOTIC DISTRIBUTION FOR THE COST OF LINEAR PROBING HASHING 3 The expectation of D mn is n 2 ? Q 0 (m; n?1)?1 9, 16] It follows readily from the exact formula above and the bounds (6.4-43) in 15 ] that E D mn n 2 =2(m ? n) as n ! 1, provided m ? n p m; this was found for xed m=n already by Knuth 14] . For the variance, Flajolet, Poblete and Viola 9, Theorem 5] found in the case n=m = 2 (0; 1) xed the asymptotic formula (1.2) below (in a sharper form with a second-order term too). We can extend that to other ranges of m and n as follows. ( Remark 1.5. Alternatively, (1.2) can be shown by the method in 9]. It can be veri ed that the asymptotic expansion 9, (7)] for Q 0 is valid also if = n=m is not constant, provided the error term O(m ?5 ) is changed to O((1? ) ?11 m ?5 ); (1.2) then follows by some algebra involving lots of cancellations. Our method has the advantage, however, of yielding the main term directly. On the other hand, the method in 9] yields any desired number of terms in an asymptotic expansion, while our method, in the present version, yields only the leading term.
A common variation of hashing problems is to consider con ned hashing only, meaning that we consider only hash sequences that leave the last position empty (thus we assume n < m). (In particular, there is no wrapping around from m to 1; indeed, con ned hashing can equivalently be described as hashing into m ? 1 cells, conditioned on never wrapping around.) Con ned hashing is also known as the parking problem 18], 15, Exercise 6.4 -29] .
As is well-known, symmetry and the fact that the hashing table always has m ? n empty locations show that the number of con ned hash sequences is m ? n m m n = (m ? n)m n?1 ; (1.3) and that the distribution of the total displacement is the same for the con ned case as for the unrestricted case. Hence Theorem 1.1 and the other results in this paper are valid for con ned hashing too. Moreover, when proving any result we can choose between the con ned and unrestricted versions. This is very advantageous; it turns out that some of our arguments work for one version and some for the other.
There are also variations of the hashing algorithm above, such as \last-comerst-served" and \Robin Hood" 15, Answer 6.4-67], where the displacements of individual items may di er from the version above but the total displacement is the same; the results in this paper are thus valid for these versions too.
We will prove the three parts of Theorem 1.1 (in reverse order) by four different methods in the next four sections, giving two di erent proofs of part (iii). There are two reasons for giving both proofs: First, we nd both interesting; secondly, they give di erent information about the limit W a , see Theorems 2.2 and 3.3. The proofs will as a byproduct yield Theorem 1.4(i)(ii) too (Theorem 1.4(iii) is an immediate consequence of Theorem 1.1).
As mentioned above, the average cost of searching for an element in the table (after it has been constructed) is given by D mn =n+1, and is thus asymptotically described by the results above. On the other hand, let U mn be the average cost of an unsuccessful search, i.e. the average number of probes used until giving up when searching for an element not in the table, beginning at a random cell h; we average over h so U mn becomes a function of the table, and thus a random variable. (This average is relevant in applications where a hash table is constructed once, and then used for many searches. The distribution of individual search costs will not be considered in this paper.) Note that U mn is the same as the average number of probes needed to extend the table by one item.
The expectation of U mn is E U mn = 1 2 Q 1 (m; n) + 1 2 15, Theorem 6.4.K]. We give a corresponding exact formula for the variance in Theorem 7.3. (Higher moments could be obtained by the same method.)
For asymptotics, we have the following companion results to Theorems 1.1 and 1.4. The asymptotics for E U mn in Theorem 1.7(i)(ii) follow easily from the exact formula above, using 15, (6.4-43)] for (ii). The other results are proved in Section 7. The normalizations in (i) and (iii) are partly explained by the fact, which is an easy consequence of (7.1) below, that mU mn is an integer with m + n mU mn ? m 2 Finally, in Section 8 we discuss the joint distribution of D mn and U mn .
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2. The dense case: Brownian limits In this section we give our rst proof of the limit theorem for D mn when (m? n)= p m ! a < 1. The convergence in distribution is an easy consequence of a limit theorem for the pro le of hashing in terms of some stochastic processes related to Brownian motion 5, Theorem 4.1]; since that result is given in a technically more complicated context than used here, we sketch the argument in a slightly simpler version.
Let, for i = 1; : : : ; m, X i be the number of items x k with hash address h k = i, and let S i := P i j=1 X j , 0 i m. Thus S 0 = 0 and S m = P m 1 X j = n. Moreover, let H i be the number of items that make an attempt to be inserted in cell i, whether they succeed or not. We call (H i ) m i=1 the pro le of the hashing. Since the total displacement equals the number of unsuccessful probes and the total number of probes is P i H i , of which n are successful, D mn = m X i=1 H i ? n:
It is convenient to extend the de nition of X i , S i and H i to all integers i, with X i+m = X i , H i+m = H i , S i+m = S i + n for all i. (Thus S i = P i j=1 X j for all i 0 and S i = ? P 0 i+1 X j for i < 0; in any case S i = X i + S i?1 .) Then H i can be computed as follows 5, Proposition 5.3], cf. 15, Exercise 6.4-32]. 6 SVANTE JANSON Lemma 2.1. With X i , S i , H i de ned for all integers i as above, H i = max j i i X k=j X k ? (i ? j) = max j i (S i ? S j?1 ? i + j) = S i ? i ? min k<i (S k ? k) + 1:
Proof. For any j i, there are P i k=j X k items that rst try one of the cells fj; : : : ; ig, and at most i ? j of them can be accomodated in fj; : : : ; i ? 1g, so at least P i k=j X k ? (i ? j) try cell i; hence, H i P i k=j X k ? (i ? j).
Conversely, if j = j 0 + 1, where j 0 is the largest integer less than i where there are no unsuccessful probes, it is easily seen that equality holds.
Consider the random function S bmtc ? nt, 0 t 1; note that it vanishes for both t = 0 and t = 1. This function equals n( mn (t) ? t), where mn is the empirical distribution function of fh k =mg n k=1 . Letting U 1 ; : : : ; U n be independent random variables with a uniform distribution on 0; 1], we can take h k = dmU k e, and then mn (t) = 0 n (bmtc=m), where 0 n is the empirical distribution function of fU k g n k=1 . Now, it is well-known 4, Theorem 16.4] that p n( 0 for a Brownian bridge b on 0; 1], periodically extended to (?1; 1).
In order to show moment convergence, it su ces by Remark 1.2 to show that each moment E (D mn =n 3=2 ) r is bounded, and since D mn increases with n, it su ces to prove this for n = m. Moreover, by Lemma 2.1, max i H i 2 max i jS i ? ij + 1, and thus by (2.1), m ?3=2 D mm 2m ?1=2 max i jS i ? ij = 2m 1=2 max i j mm (i=m) ? i=mj = 2m 1=2 max i j 0 m (i=m) ? i=mj 2m 1=2 max t j 0 m (t) ? tj;
and all moments of the latter variable are bounded, for example by the (much stronger) Dvoretzky-Kiefer-Wolfowitz inequality 8], which completes the rst proof of Theorem 1.1(iii). We omit the details, since we give another proof of moment convergence in the next section.
Remark 2.3. If a = 0, then W 0 equals the integral of the stochastic process max s (b(t) ? b(s)) = b(t) ? min s b(s), which by a theorem by Vervaat 28] has the same distribution as a standard Brownian excursion e(t) up to a random shift. The shift does not a ect the integral, and thus we can take W 0 = R 1 0 e(t), the Brownian excursion area, as found by 9]. More generally, it follows from Vervaat's result that we can take W a := Z 1 0 max 0 s t ? e(t) ? e(s) ? a(t ? s) dt too 5] . (This can also be derived by arguing as above with con ned hashing instead of the uncon ned version, but the details become technically more complicated, cf. 5, 6, 7].) Furthermore, it follows from 5, Theorem 2.2] that W a also can be de ned as the integral of a re ecting Brownian bridge jbj conditioned on having local time at 0 equal to a.
3. The dense case: moments Our second proof of Theorem 1.1(iii) is based on expressions for generating functions given by Knuth 16 ] (see also 9]). We work with the con ned version, and thus assume n < m; the results for n = m follow from the case n = m?1, since the displacement of the last item is less than n and thus D m;m?1 D m;m < D m;m?1 + m.
Following 16], we let F mn (x) be the generating function for the total displacement in the con ned version of the problem; thus E x Dmn = F mn (x)=F mn (1); 
where W k is the exponential generating function for the number of connected labelled graphs with k ? 1 more edges than vertices, which by Wright 29] can be expressed in terms of the tree function
In the notation of 13] we have W k = b 
where f k (t) is a polynomial in (1 ? t) ?1 . Here f 0 (t) = 1, while for k 1, f k has degree 3(k ? 1) + 2 = 3k ? 1 in (1 ? t) ?1 ; more precisely f k (t) = ! k (1 ? t) ?(3k?1) + : : : ;
(3.11) where the leading coe cient is given by ! 1 = 1 2 and ! k = 3(k ? 1)c k?1;3(k?1) = 3(k ? 1)c k?1 ; k 2:
(3.12) (These are the same ! k as in 9], as follows e.g. from (3.22) below.) For future use we note that ! 2 = 3c 1 = 5=8; this and further numerical values are given in 9, Table 1 ], see also the table ofĉ kd in 13, x8]. We record also, see 16,
f 2 (t) = 24t 3 ? 11t 4 + 2t 5 24(1 ? t) 5 : 
where, as shown above, f k i is a polynomial in (1 ? t) ?1 . Now, cf. 16, (5.3)], t n ]e mt (1 ? t) ?r?1 = m n Q r (m; n)=n! 
The formulae for Q ?1 and Q ?2 are immediate. 
Thus, if we de ne, for k 1, k (a) := k! k X j=1 X k 1 ;:::;k j 1 
We have thus shown that all moments of n ?3=2 D mn converge. This gives a proof of Theorem 1.1(iii) by the method of moments, and shows that E W k a = k (a), provided we can show that the moments k (a) determine a unique distribution.
A su cient condition for this is that the sum P k 12 SVANTE JANSON Moreover, (3.20) yields, using the doubling formula for the gamma function,
which by (3.12) , the asymptotics c r (3=2) r (r ? 1)!=2 as r ! 1 13, (8.7)]
and Stirling's formula easily implies P k k k (0)=k! < 1. Remark 3.2. The fact that E e Wa < 1 for every real is perhaps more simply veri ed using the results of Section 2; Theorem 2.2 yields 0 W a 2 max t jb(t)j, and it is well-known that E exp(2 max t jb(t)j) < 1, cf. e.g. 4, (11.39) or (11.40)].
The relation (3.22) shows further, since k (0) = E W k 0 > 0, that ! k > 0 for all k 1; hence k (a) > 0 for all a 0.
We summarize the results obtained on W a . Theorem 3.3. The limit random variables W a have the moments E W k a = k (a), k 1, with k de ned in (3.20) . In particular, E W a = ! 1 q 0 (a) = 1 2 q 0 (a) and E W 2 a = 2! 2 q 3 (a) + ! 2 1 aq 2 (a) = 5 4 q 3 (a) + 1 4 aq 2 (a): Moreover, the moment generating function E e Wa is nite for each , and thus the distribution of W a is determined by the moments k (a).
The functions q k (a), and thus the moments E W k a = k (a), can be expressed in terms of the normal distribution function . Indeed, by the change of variable x + a = y, Asymptotics as a ! 1 are considered in Section 6.
4. The sparse case: normality We exploit, as several other authors 6, 9, 16] the simple fact that a con ned hash table with n items in m cells decomposes into m ? n blocks, each ending with an empty cell, where each block can be regarded as a separate almost full con ned hash table. More precisely, a hash sequence fh i g giving a hash table with block lengths`1; : : : ;`N, where N = m ? n and P i`i = m, can be constructed by rst partitioning f1; : : : ; ng into subsets fA j g N j=1 with jA j j = j ? 1, and then for each j choosing (h i ) i2A j that after a simple relabelling corresponds to a hash sequence yielding a con ned hash table with`j ? 1 items and`j cells. (Note that we de ne the block lenghts to include the nal, empty cell.) Since, by (1.3), there are``? 2 con ned hash sequences for`? 1 items andc ells, it follows that the number of con ned hash sequences for n items in m cells yielding block lengths`1, : : : ,`N equals ǹ 1 ? 1; : : :
j`j ! : Consequently, the probability that a random con ned hash table has block lengths`1; : : : ;`N is proportional to Q j``j ?1 j =`j! . However, if is any real number with 0 < e ?1 , so that T( ) de ned by (3.7) is nite, and X 1 ; : : : ; X N are independent random variables with the common Borel distribution P(X j =`) = 1 T( )``? 1 ! `;`= 1; 2; : : : ; (4.1)
then the conditional probability that (X 1 ; : : : ; X N ) = (`1; : : : ;`N) given that P j X j = m is also proportional to Q j``j ?1 j =`j! . Consequently, the proportionality factors have to agree, and the sequence of block lengths in a random con ned hash table has the same distribution as (X 1 ; : : : ; X N ) conditioned on 14 SVANTE JANSON P j X j = m. Moreover, given the block lengths, the blocks can be regarded as independent almost full con ned hash tables; in particular, the sums of displacements inside the blocks are distributed as the total displacements for independent almost full hash tables of sizes equal to the given block lengths, and we obtain the following result. Lemma 4.1. Suppose 0 n < m and let N = m ? n. Let 0 < e ?1 and let (X 1 ; Y 1 ), : : : , (X N ; Y N ) be independent random vectors with a common distribution obtained by rst selecting X j according to (4.1) and then, if X j =`, letting Y j be distributed as the total displacement D`;`? 1 . Then, for a random hash table with n items and m cells, the block lengths and the sums of displacements inside each block are distributed as (X 1 ; Y 1 ), : : : , (X N ; Y N ) conditioned on P N j=1 X j = m. In particular, the distribution of the total displacement D mn equals the conditional distribution of P N j=1 Y j given P N j=1 X j = m. functions derived in 9, 16], and our proof partly repeats arguments there, but we use a more probabilistic formulation.
There is further a one-to-one correspondence between hash tables and rooted forests, see e.g. 15, Exercise 6.4-31] and 6], and the lemma is essentially the same as a result used by Pavlov 17, 21, 22] to study random rooted forests. In particular, the distribution of the length of the largest block is given by 21].
We will use Lemma 4.1 together with the following general asymptotic result for conditioned distributions, which is proved (in a slightly more general form) in 12]. (The method of proof is similar to the saddle point method analysis of a generating function in 9], but in more probabilistic terms. Related conditional limit theorems, proved by the same method, are given in, for example, 10, 11].) Lemma 4.3. Suppose that, for each n, (X; Y ) = (X(k); Y (k)) is a pair of random variables such that X is integer valued, and that N = N(k) and m = m(k) are integers. Suppose further that for some and c (independent of k), with 0 < 2 and c > 0, the following hold, where 2 X := Var X, 2 Y := Var Y and all limits are taken as k ! 1: Remark 4.4. Since E jX ? E Xj r 2 r E jX ? aj r for any real a and r 1 (a consequence of Minkowski's inequality), it su ces in (iii) to estimate any E jX ? aj r , for example E jXj r , and similarly in (vii).
Note further that (viii) is equivalent to 2 = ( 2 Y ), and that 2 is unchanged if Y is replaced by Y + aX + b for any real constants a and b (which changes U by the constant am + bN only).
It remains to show that the assumptions of Lemma 4.3 are satis ed with (X; Y ) as in Lemma 4.1 for a suitable choice of . We begin with some estimates; we state them in greater generality than needed here (although we do not strive for maximal generality), partly in order to stress the properties of the random variables that really are important in our proof. Lemma 4.5. Let X be an integer valued random variable and let p j = P(X = j). Suppose that > 0 is such that there exists a j 0 with p j 0 and p j 0 +1 . Lemma 4.6. Let 0 < < 1, > 0 and 0 > 0, and let a 0 ; a 1 ; : : : ; be nonnegative real numbers such that a j j ? ?1 ?j 0 as j ! 1:
(4.4) Let, for 0 < 0 , X be a random variable with the distribution P(X = j) = a j j =F( ); where F( ) = P 1 j=0 a j j . Then E X 0 = 1, but if < 0 , then 0 < E X r < 1 for every r > 0. Asymptotically, if r > is xed, then as " 0 , with 0 = =F( 0 ), E This proves (4.5) and, as a special case, (4.6); together these yield (4.8). It follows further that (E X ) 2 = E X 2 (1? ) ! 0 as " 1, whence 2 E X 2 and (4.7) holds.
To prove (4.9), let ' (s) = E exp(isX ). Let j 0 1 be such that a j > 0 for j j 0 , and let c 1 := inf j j 0 j +1 a j > 0, s 0 := j ?1 0 , 1 := exp(?s 0 ). First, for any 2 1=2; 1], we can apply Lemma 4.5 with = min(a j 0 ; a j 0 +1 )2 ?j 0 ?1 =F(1), which implies that for 1=2 1 Proof of Theorem 1.1(ii). We change the notation slightly, and let, for 0 < < e ?1 , (X ; Y ) be a random vector with the distribution de ned in Lemma 4.1 (there denoted (X j ; Y j )). Thus X has the Borel distribution (4.1), with probability generating function E z X = T( z)=T( ), where T is the tree function (3.7). It is a well-known fact (also for much more general exponential families of distributions) that 7 ! E X is a continuous, strictly increasing function of 2 (0; e ?1 ). Sketch of proof: E X = T 0 ( )=T ( ) which shows continuity, and if 0 < < 1 < e ?1 and b = 1 = > 1, then E X 1 = E X b X = E b X > E X by the FKG-inequality (calculate E (X 0 ? X 00 )(b X 0 ? b X 00 ) > 0 for two independent copies X 0 and X 00 of X ).] Since further E X ! 1 as # 0 and E X ! 1 as " e ?1 , there exists for every > 1 a unique ( ) 2 (0; e ?1 ) such that E X ( ) = , and the function 7 ! ( ) is continuous.
Similarly, also higher moments E X r are continuous (and increasing) functions of .
For n and m with 0 < n < m, we apply Lemma 4.3 with N = m ? n and (X; Y ) = (X ; Y ) for = (m=N). Thus condition (i) holds by construction. (Actually, (4.32) below implies the explicit formula = (n=m)e ?n=m , but we do not need this.) Lemma 4.1 shows that D mn has the same distribution as U, so we may take U = D mn .
In order to verify the remaining conditions, we consider three subcases separately: n=m ! 0, n=m ! a with 0 < a < 1 (the case studied by 9]), and n=m ! 1. (It su ces to consider these three subcases, although they do not exhaust all possibilities, since every sequence (m k ; n k ) with m k ! 1 has a subsequence belonging to one of the subcases; cf. Remark 1.3.) Case 1: n=m ! 0; m=N ! 1.
We verify the conditions of Lemma 4.3 with = 2.
In this case = (m=N) ! 0, and thus T( ) . We have P(X = 1) = =T( ) ! 1; P(X = 2) = 2 =T( ) ; P(X = 3) = 9 We are in the set-up of Lemma 4.6, with a j = j j?1 =j!, j 1, and F( ) = T( ), the tree function in (3.7). By Stirling's formula, a j (2 ) ?1=2 j ?3=2 e j as j ! 1, so (4.4) holds with = 1=2, = (2 ) ?1=2 and 0 = e ?1 ; we further have, as is well-known, F( 0 ) = T(e ?1 ) = 1, so 0 = . Hence, Lemma 4.6 applies, which by (4.9) yields (v). Moreover, it shows that for every r > 1=2, E Hence, xing r, for every " > 0 there exists`" such that j E D r ;`?1 ?`3 r=2 E W r 0 j < "`3 r=2 for` `"; letting C " be the maximum of the left hand side for 1 `<`", we see that for every( E W r 0 ? ")`3 r=2 ? C " E (Y r j X =`) = E D r ;`?1 (E W r 0 + ")`3 r=2 + C " and thus (E W r 0 ? ")X 3r=2 ? C " E (Y r j X ) (E W r 0 + ")X 3r=2 + C " ; ( In the case = n=m ! a 2 (0; 1), nally, it follows from Lemma 4.3 that E D mn and Var D mn are asymptotically proportional to N, and thus to n. In order to obtain explicit expressions, we argue as follows, using the generating functions explored in Section 3. (As stated in Section 1, these asymptotics were found by 14] and 9], respectively, directly from the exact formulae. Nevertheless, we nd the alternative proof given here interesting.)
By the de nition of Y , . The very sparse case: Poisson behaviour Theorem 1.1(i) is much simpler than the other parts and is given mainly for completeness. It too can be shown using Lemma 4.1 (for example using Holst 11, Corollary 3.5]), but we prefer a direct approach, using a related occupancy problem.
Let D 0 mn be the number of cells where at least two items make their rst try, i.e. using the notation of Section 2, the number of j with X j 2. It is easily seen that if X j + X j+1 2 for all j, then no item is displaced more than one step and D mn = D 0 mn . Consequently, using symmetry, P(D mn 6 = D 0 mn ) m P(X 1 + X 2 3) mn 3 P(h 1 ; h 2 ; h 3 2 f1; 2g) = 8 n 3 m 2 ! 0:
(5.1) Moreover, it is easy to check by the method of moments or by Stein's method, see for example 2, Theorem 6.B], that D 0 mn d ! Po(a 2 =2). By (5.1), then D mn d ! Po(a 2 =2) too. Remark 5.1. The argument shows more generally Poisson convergence in the form d TV ? D mn ; Po(n 2 =2m) ! 0, where d TV denotes the total variation distance 2], even for n 2 =2m ! 1 as long as n = o(m 2=3 ). Remark 5.2. Instead of approximating D mn by D 0 mn , we could just as well use the number of pairs (i; j), i < j with h i = h j ; this is a variable arising in birthday problems, and again it is easy to prove that it is asymptotically Poisson distributed, see e.g. 2, Theorem 5.G (with ? the complete graph K n )].
To show moment convergence, it su ces by Remark 1.2 to show that E D r mn = O(1) for each r. This can presumably be veri ed by a direct combinatorial analysis, but we argue instead as follows.
Suppose to the contrary that there is an integer r 1 such that E D r mn is unbounded; then there is a sequence (m k ; n k ) with n 2 k =m k ! a 2 and a sequence ! k ! 1 such that E D r m k n k ! 2r k for all k. We can further assume ! k p m k . De ne n 0 k = b! k m 1=2 k c. Then n 0 k > n k for large k, and thus E D r m k n 0 k E D r m k n k ! 2r k . On the other hand, Theorems 1.1(ii) and 1.4(ii) apply to D m k n 0 k , and it follows from the moment convergence that E D r m k n 0 k (E D m k n 0 k ) r (n 0 k ) 2 2m k r 2 ?r ! 2r k : This yields the desired contradiction, proving E D r mn = O(1) and completing the proof of Theorem 1.1(i).
The moment estimates in Theorem 1.4(i) now follow for the case n=m 1=2 ! a > 0. The case n=m 1=2 ! 1 was treated in Section 4, but it remains to consider the rather trivial case n=m 1=2 ! 0, when P(D mn 6 = 0) n 2 =2m ! 0.
As remarked in the introduction, the exact formula for E D mn easily yields E D mn n 2 =2m in this case. We do not know any simple argument for the variance, but the exact formula for E D 2 mn in 9, Theorem 4] yields after straightforward (but tedious) calculations E D 2 mn n 2 =2m too, as required.
6. Asymptotics for the limits W a In this section we study the asymptotics of the distribution of the limit variables W a as a ! 1. with convergence of all moments.
Proof. In this proof we use the notation e X := (X ? E X)=(Var X) 1=2 for the standardization of a random variable X. Theorem 2) The space of all probability distributions on R is metrizable (see e.g. 4, Appendix III]); let d denote a metric on this space (for example the well-known L evy metric, but any metric will do). If X and Y are random variables, we write d(X; Y ) for the distance between their distributions. Then (6.2) shows that for every a > 0, there is an integer m(a) such that de ning Combining (6.3) and (6.4) yields d( f W a ; N(0; 1)) ! 0, which proves (6.1).
To prove moment convergence, we use the same argument, now taking d(X; Y ) := j E X r ? E Y r j for a xed integer r. The same method yields further terms in (6.5){(6.8), giving asymptotic expansions of E W a and Var W a in powers of a ?1 up to an arbitrary degree, but we leave the details to the reader. The method yields asymptotics for higher moments too.
Note that by (6.6) and (6.8), the distributional limit (6.1) can be written 2a 2 (W a ? 1=2a) d ! N(0; 1); as a ! 1:
7. Unsuccessful search In an unsuccessful search, we start searching at a random cell h and probe successive cells until we reach an empty cell when we give up. (We assume throughout this section that n < m so that there is at least one empty cell.) The number of probes used when starting in a block of length`thus ranges (We consider the excursions in an interval t 0 ; t 0 + 1] with Y a (t 0 ) = 0; equivalently, we consider 0; 1] but allow an excursion to wrap around from 1 to 0.) It follows from a result by Vervaat 28] , see Remark 2.3, that these have the same distribution as the lengths of the excursions of Z a (t) := max 0 s t ? e(t) ? e(s) ? a(t ? s) in 0; 1].
However, the convergence of the lengths does not follow from the argument above alone, since taking the excursion lengths is not a continuous operation; nevertheless, it has been veri ed by Chassaing and Louchard 6] . More precisely, they show in 6] that if (L i ) 1 i=1 is the sequence consisting of the block lengths`1; : : : ;`N arranged in decreasing order, followed by in nitely many zeroes, and (J i ) 1 i=1 is the sequence of the excursion lengths of Z a arranged in decreasing order, then (L i =m) 1 Proof. The equivalence of the seven constructions is well-known, also on the level of random sequences of lengths, jumps, etc. More speci cally, rst it is well-known, cf. 25, xVI.2 and xXII.2], that the excursion lengths of a Brownian motion in 0; 1] are the jumps of the inverse s := infft : T t > sg of the local time process T t in the interval 0 s T 1 , that s is a stable subordinator of index 1/2, and that the sizes of the jumps of s for 0 s a are given by a Poisson process on (0; 1) with intensity a= p 2 x 3 . The equivalence of (i), (iii) and (v) now follows easily, cf. e.g. 24]. Moreover, a simple rescaling yields the equivalence of (iii) and (iv). By 24, Theorem 5.1], (i) and (ii) are equivalent. The equivalence of (iv), (vi) and (vii) follows by 1, Theorems 3, 4 and Corollary 5].
Finally, these constructions may be connected to Theorem 7.1 in several ways. First, 6] gives a direct proof that the normalized block lengths L i =m, taken in order of arrival of the rst item, converge to the the sequence (R k ) in (vii), which implies b U mn =m 2 d ! P R 2 k and thus (vii). Secondly, the equivalence of (i) and Theorem 7.1 follows by 5]. Thirdly, by the equivalence between random hash tables and random forests mentioned in Remark 4.2, (vi) follows easily from the limit result 1, Proposition 2].
Moments. For the generating function approach in Section 3, we let b Returning to U mn by (7.1), we obtain the following exact results; the expectation was found already by Knuth 14] , 15, Theorem 6.4.K]. Again, the moments can be expressed in terms of the normal distribution function , but we leave the details to the reader.
The normal case. We obtain immediately the following analogue and con- In the cases n=m ! a 2 (0; 1) and n=m ! 1, m ? n m 1=2 , we apply Lemma 4.3 as before, still with X = X but now taking Y =Ŷ := X 2 . The veri cation of the conditions is essentially as before; in the case n=m ! 1, and thus = m=N ! 1, we use that, by (4.13), (4.14) and (4.15), EŶ = E X 2 3 ; 2 Y EŶ 2 = E X 4 15 7 ; Cov(X;Ŷ ) E XŶ = E X 3 3 5 ; In the case n=m ! 0, n m 1=2 , we cannot use Lemma 4.3 as stated with Y = X 2 , since then ! 1. Instead we take Y =Ŷ 0 := (X ? 1)(X ? 2) = X 2 ? 3X + 2, which again vanishes for X = 1 or 2 yielding ! 0; the conditions of Lemma 4.3 are easily veri ed. Note that if P j 1 X j = m, then P N 1 Y j = P N 1 X 2 j ?3m+2N, and thus this Y yields results for b U mn ?3m+2N = b U mn ? m ? 2n, which is just as good.
For the moment estimates in Theorem 1.7(ii), we obtain from Lemma 4.3 in the case n=m ! 1, by the estimates above, E b U mn N 3 and Var b U mn 6N 7 , which by (7.1) imply the corresponding estimates for U mn in Theorem 1.7.
To treat also the other cases, we note that by (4.1) and (7.6), for any 2 (0; 1), E X k = 1 T( ) 1 X =1``? 1+k ! `= 1 T( ) d d k T( ) = g k ? T( ) ; (7.11) in particular E X = g 1 (T ( )) = (1 ? T( )) ?1 , and substituting = E X = m=N for (1 ? T( )) ?1 in (7.11), we obtain E X k as a polynomial in . By (as is more easily obtained directly from the exact formula mQ 1 (m; n)) and Var b U mn N 2 = 6N( ? 1) 2 5 = 6N n N 2 m N 5 = 6 n 2 m 5 (m ? n) 6 ; (7.13) which yields the corresponding claims in Theorem 1.7 by (7.1).
In the case n=m ! 0, n m 1=2 , with Y = (X ? 1)(X ? 2) = X 2 ? 3X + 2, we still have (7.12), cf. Remark 4.4, and thus (7.13).
Poisson limits. Let M`be the number of blocks of length`. It is easily seen that if X j + X j+1 + X j+2 2 for all j, then all blocks have lengths at most 3 (i.e. they have at most 2 occupied cells), so M`= 0 for` 4; the constraints P M`= m ? n and P`M`= m then yield M 1 = m ? 2n + M 3 and M 2 = n ? 2M 3 , and thus, by (7.1), mU mn = M 1 + 3M 2 + 6M 3 = m + n + M 3 : Moreover, in this case, M 3 equals the number V of pairs of items that make their rst try in the same cell or in adjacent ones, i.e. V equals the number of pairs (i; j), i < j, such that jh i ? h j j 1 (mod m), cf. Remark 5.2.
Assume now that n= p m ! a 0. Arguing as in (5.1) we then nd P(mU mn ? m ? n 6 = V ) m P(X 1 + X 2 + X 3 3) = O n 3 m 2 ! 0:
Furthermore, it is easy to check by the method of moments or by Stein's method that V d ! Po(3a 2 =2) (this can be regarded as a generalized birthday problem), and Theorem 1.6(i) follows. Moment convergence can be veri ed as in Section 5.
Asymptotics of V a . The same proof as for Theorem 6.1 now yields the corresponding result for V a . 
