We propose an adaptive algorithm for constructing reduced-order models of nonlinear systems based on proper orthogonal decomposition (POD) combined with the discrete empirical interpolation method (DEIM). Using an efficient output error estimation, the reduced basis and the DEIM interpolation basis are adaptively adjusted to derive a small, yet accurate reduced-order model. The adaptive algorithm is further explored for a population balance system of a crystallization process. Simulation results show that much smaller and reliable reduced-order models can be adaptively obtained using the algorithm with ignorable extra computational load as compared with the standard POD-DEIM method.
Introduction
Distributed systems with spatial and property coordinates, such as the model of a crystallizer, are widely researched in chemical engineering. Simulation of the high fidelity models derived from, e.g., finite element or finite volume discretization, is very time consuming, because of the high system order (degrees of freedom) and complexity. For the purpose of optimization, predictive control, and other design tasks, surrogate models with much smaller size are often necessary to meet the computational demands, such as limited memory, etc.
Model order reduction (MOR) has become very popular in accelerating simulation of largescale systems. Using model order reduction, a small-scale, yet accurate model, is derived and is used as surrogate of the large-scale system. Fast simulation can be achieved by only simulating the surrogate reduced-order model. So far, there are many MOR methods proposed, among which proper orthogonal decomposition (POD) [1] [2] [3] [4] [5] is one of the most robust and widely used methods for model order reduction of nonlinear dynamical systems. Furthermore, POD
has already been applied to population balance systems in crystallization or granulation processes [6] [7] [8] and the use of data-based POD for the construction of empirical eigenfunctions for model order reduction has been examined in a variety of distributed parameter processes, both transport-reaction processes modeled by parabolic PDEs and particulate processes described by population balance equations. [9] [10] [11] In contrast to the POD method, methods of moments are widely used 12 for a condensed description of the system's dependence on internal coordinates; in this case, the reduced model does not preserve the full information on the particles property distributions, but only on some of their moments.
When POD is applied to nonlinear systems, usually it is combined with interpolation techniques, such as the empirical interpolation method (EIM), 13 or the discrete empirical interpolation method (DEIM), 14 to get a reduced-order model (ROM) with reduced nonlinear complexity.
The ROM is derived by computing the POD basis from the singular value decomposition of the snapshot matrix of the solution trajectories. The (D)EIM method is realized by computing an interpolation basis from the snapshots of the nonlinear function of the original full-order model (FOM). Both, the POD basis dimension, and the interpolation basis dimension are usually determined empirically by looking at the decay of the singular values of the snapshot matrices.
Usually, the dimension of the reduced basis and of the interpolation basis are taken conservatively large to make sure that the ROM meets the accuracy requirements.
In this work, instead of using empirical observation, we propose to integrate an efficient error estimation 15 into an adaptive scheme to formulate an automatic way of updating both bases iteratively, and to avoid including redundant basis vectors, once the error estimation is below a tolerance. Similar work on properly matching the reduced basis with the interpolation basis has been proposed in, 16 where the reduced basis method combined with the EIM is employed to obtain parametric ROMs for parameter-dependent systems. The approach from 16 updates both the reduced basis and the interpolation basis simultaneously using the snapshots corresponding to the parameters at which the FOM is worst approximated by the ROM. The adaption was done by trivially adding a single new member to the basis at every iteration. Our proposed method adjusts the dimension of the basis in a different but more efficient way, by which the number of new basis vectors to be added, is adaptively adjusted. It is currently applicable to non-parametric systems, but could be extended to parametric systems. A method of adapting the DEIM basis is proposed in, 17 where the number of the DEIM basis vectors is updated online to better approximate the nonlinear function when it is evaluated at a state which causes big error of the DEIM interpolation. The method considers adapting only the DEIM basis, rather than both the reduced basis and the DEIM basis. A further difference is that the proposed adaptivity scheme is completed in the offline phase, while the method in 17 adapts the DEIM basis in the online phase. The proposed adaptivity method is more suitable when the nonlinear part of the system is included in a low dimensional subspace, and the offline computed interpolation can already approximate it very well, whereas the method in 17 is more suitable when the nonlinear behavior of the system is very complex and offline interpolation becomes inaccurate without online updating.
Furthermore, various adaptive MOR methods have been proposed. The fully adaptive method in 18 adaptively chooses the expansion points and the moments of the transfer function for linear non-parametric systems, see also the references there. There are also online adaptive methods, such as the work in, 19, 20 where the reduced-order matrices are constructed online by interpolation, using the offline computed reduced matrices. In this paper, the proposed method addresses a different adaptivity problem, where adaptive adjustment of both the reduced basis and the DEIM basis is the focus of this work.
As mentioned above, we use the error estimation from 15 to automatically construct the basis.
It has been tested to be reliable in, 8 yet without being further utilized to automatically construct the ROM. Motivated by the robustness of the error estimation shown in, 8 we successfully exploit the error estimation in bases and ROM construction for the population balance model.
Developing efficient error estimation (bounds) has been an active topic in MOR. Robust error bounds exist for the balanced truncation method, [21] [22] [23] moment-matching, 24 as well as the reduced basis method, [25] [26] [27] [28] [29] which, nevertheless, are only valid for linear systems, or special (quadratic, cubic) nonlinear systems. 26, 27 Error estimation for general nonlinear systems is considered, e.g. in, 15, 16, [30] [31] [32] where the error estimation from 16, 30 estimates the error of the state vector. For many applications, the output response rather than the state vector is of importance, and proper error estimation for the output error is preferred. In, 15, 32 output error estimators are proposed, and the one from 15 has been shown to be most efficient. The output error estimation in 15 is proposed for general parametric nonlinear systems. In this paper, we have simplified the expression of the error estimation and adapted it to non-parametric nonlinear systems.
Compared with the standard POD-DEIM method, the main contributions of this paper can be summarized as follows. An algorithm is proposed to make the standard POD-DEIM method
automatic. An error estimator is successfully applied, so that the ROM derived by POD-DEIM is guaranteed to be reliable.
The paper can be divided into two main parts. The methodological part reviews the POD and DEIM method, and proposes the adaptive POD-DEIM algorithm based on an a posteriori error estimation. The second part addresses application of the adaptive POD-DEIM algorithm to a population balance system of a crystallization process. The experimental results are shown afterwards. Conclusions are given in the end.
POD and DEIM
The proper orthogonal decomposition (POD) method is a widely used approach for model order reduction of linear and nonlinear dynamical systems. 2-5, 7, 8 Given a nonlinear system as below
where
, and x(t) ∈ R N is the state vector, y ∈ R m O is the output. The key component of POD is the singular value decomposition (SVD) of a snapshot matrix (defined in Algorithm 1). In the following, the SVD is first introduced, and the optimality property of the POD basis is presented, then the POD algorithm is presented in Algorithm 1.
MOR via POD POD basis For any matrix
Here,
is optimal, among all rank l X orthogonal approximations of the columns of X, 33 i.e.
, and x j is the jth column of X.
Algorithm 1 POD algorithm
Input: A sufficiently small SVD tolerance, e.g., svd = 10 −10 . Discrete time points t 1 , . . . , t m in the interesting time interval. Output: The projection matrix V .
1: Numerically solve the original nonlinear system (1) to get the solutions x(t i ) at m time instances t i , i = 1, . . . , m, which are called snapshots and form the snapshot matrix:
2: Get the projection matrix V of rank r from the SVD of X:
with r satisfying
Here Σ is defined as in (2) .
ROM construction
The POD method uses the POD basis of the snapshot matrix to construct the projection matrix V ∈ R N ×r for model order reduction. The reduced order model (ROM)
is obtained via Galerkin projection onto the subspace spanned by the columns of V , and can be written as
where the state vector x of the original system (1) is approximated by x(t) ≈ V z(t). Algorithm 1 presents the implementation details. In Algorithm 1, r is the rank of V , it is also the order of the ROM, as well as the dimension of the reduced basis, which is given by the columns of V . A standard way of determining r is by observing the ratio defined in (5) . When simulating the ROM (4), one needs to compute a vector f (V z(t)) of full dimension N . It is the main computational load when simulating the ROM. In the next subsection, a method 14 for interpolating the nonlinear function f (x(t)) is reviewed, which was proposed to reduce the computational complexity of f (V z(t)).
DEIM: reducing the complexity of the nonlinear part
The DEIM method proposed in 14 tries to interpolate the nonlinear function using the POD basis of the snapshot matrix F of the nonlinear function. The matrix
can be obtained from the snapshots of the solution vector, x(t 1 ), . . . , x(t m ). Using the POD basis U f ∈ R n×l of F , one may approximate the nonlinear function f (x(t)) by
By assuming that the approximation U f c(t) interpolates f (x(t)) at l entries, i.e.,
where P = [e ℘ 1 , . . . , e ℘ l ] is an index matrix consisting of unit vectors e ℘ i , i = 1, . . . , l. The indices ℘ i select the locations of interpolation.
Suppose that
Assume that f (x(t)) is contained in a low dimensional subspace, then we usually have l N , and the interpolant
can be precomputed independent of the time t, and furthermore, the inverse of the small matrix P T U f is easy to compute. As for P T f (x(t)), instead of computing all the entries of f (x(t)), only those entries corresponding to the indices ℘ i , i = 1, . . . , l, need to be computed. The implementation details are presented in Algorithm 2.
Remark 1 When applying the interpolation (6), the matrix P needs not be explicitly applied,
Algorithm 2 DEIM algorithm 14
Input: A sufficiently small SVD tolerance, e.g., svd = 10 −10 . The snapshot matrix F = (f (x(t 1 )), . . . , f (x(t m ))). Output: The DEIM basis U f and the indices ℘ 1 , . . . , ℘ l .
1: Take the first l POD basis vectors of F as the DEIM basis:
6:
7:
8:
. 9: end for instead, only the indices ℘ i , i = 1, . . . , l, are applied to the matrix U f or the nonlinear vector f (x(t)). It implicates that P T U f simply consists of the rows of U f , corresponding to those indices ℘ i , and P T f (x(t)) is a shortened vector composed of the few entries of f (x(t)) corresponding to the indices ℘ i .
Here and below, to distinguish the basis for interpolation from the basis for the solution vector x(t), we call U f (the column vectors of U f ) the DEIM basis, and V (the column vectors of V ) the reduced basis. When POD is combined with DEIM, the ROM of the original nonlinear system (1) is in the form of
When simulating the ROM, computing the term
all the time instances, and evaluating a short vector P T f (V z(t)) ∈ R l is much faster than evaluating the long vector f (V z(t)) ∈ R N . Therefore, the ROM (7) obtained by POD-DEIM, is usually considered as the ROM of the original system.
Adaptive reduced basis and DEIM basis construction
From Algorithm 1 and Algorithm 2, we see that the dimensions of the reduced basis V and the DEIM basis U f are determined by the tolerance svd which is set to be very small in general, in order to guarantee the accuracy of the final ROM. On the one hand, a conservatively small svd may produce a big ROM together with a big number of DEIM basis vectors, making the ROM simulation not as efficient as expected. On the other hand, although a loose (bigger) tolerance constructs a more compact ROM, it loses reliability (accuracy not guaranteed) if used without error estimation.
An efficient output error estimation for general projection based model order reduction methods was proposed in, 15 and has been applied to various linear and nonlinear systems. 8, 15 We propose to use the error estimation to check the error of the ROM produced by POD-DEIM.
Based on the error estimation, we develop an algorithm for adaptively modifying the number r and l of the reduced basis and the DEIM basis, respectively. The idea is that starting from a set of r POD and l DEIM modes with small values r, l, we keep updating the values of both, using an adaptivity criterion. The ROM is updated accordingly, and its error is checked by the error estimation. The adaptive process continues until the ROM meets the error tolerance , indicated by the error estimation. Since the adaptivity criterion depends on the error estimation, we first introduce the error estimation, and show its application to the ROM (7). The adaptive algorithm is presented afterwards.
Output error estimation for POD-DEIM
The output error estimation in 15 was developed for general nonlinear parametric systems, with the system matrices E, A, as well as the nonlinear vector f (x(t)) being parametrized, and it is applicable to general projection based model order reduction methods. Here, we characterize the error estimation in Theorem 1 for the specified nonlinear system (1) with no parameters.
As presented in, 15 the approximate solution to the dual system is obtained by reducing the dual system. Here, we generalize the approximate solution to any possible solution which approximately solves the dual system, and is not necessarily obtained from the reduced dual system.
In the following, we assume that the original system (1) has only a single output, i.e. C ∈ R N is a vector, and the output y is simply a scalar. There exists a direct extension to multipleoutput systems. 15 Assume that the original system and the ROM are numerically solved by the same time discretization scheme with fixed time step for simplicity: ∆t =t k+1 −t k , ∀k = 0, . . . , K, though the error estimation was described for varying time steps in. 15 The original system (1) is then temporally discretized as
and the ROM (7) is discretized as
Assume further thatx du is an approximate solution to the dual system,
The residual caused byx k+1 := V z k+1 is defined as
and the residual caused byx du is defined as
The two residuals are involved in constructing the final error estimation, which measures the error of the ROM at each time stept k , k = 1, . . . , K. Theorem 1 gives the error bound of the ROM obtained by POD-DEIM.
Theorem 1 Given the nonlinear system (8) and the ROM (9) constructed by POD-DEIM, assume that M is nonsingular, then the output error at time stept k+1 is bounded by
2 ), and S k+1 is a scaling variable defined as
Theorem 1 is a direct result from Theorem 4.1 in.
15
Efficiently computing the error bound
To enable efficient computation of the error bound, we need to address the following issues.
• Notice that S k+1 involves computingr k+1 , for which the snapshots of f (x k ), and the true solution vector x k at time instancest k must be computed. To avoid computing the true solution vector, we can simply use the snapshots from the reduced basis construction in Algorithm 1. Usually, the time instancest k are different from t i , i = 1, . . . , m, for the snapshot construction (see Algorithm 1), and the number K is larger than m. However, we can use the average value of S i over t i to approximate S k att k , i.e.
Sincer(t i ) can be obtained for free from the snapshots x(t i ) during the reduced basis construction, no extra computation involving solving the original large system is incurred.
As a result, a simplified output error estimation is given as
• To compute the residual r k+1 in the error estimation, we need to evaluate f (x k+1 ), which involves evaluation in the original large dimensional space R N . To speed up the evaluation, we can replace f (x) with the DEIM interpolation
and the error estimation needs to be modified accordingly. To this end, we define a residual involving the DEIM interpolation,
Then we have
The final error estimation by considering the above DEIM interpolation for f (x) in r k+1
is given as
Remark 2 According to the analysis in, 31 e DEIM k can be computed by
∈ R N ×l and P ∈ R N ×l being the current DEIM basis and index matrix computed from Algorithm 2. For this estimation to be effectively computed, it was assumed that
where U *
, and P * is the corresponding index matrix. Then Π 2 is defined based on U * f and P * :
where U = U (:, l +1 : l * ), and P = P * (:, l +1 :
, and P * = [P, P ].
Here and below, Q(:, l 1 : l 2 ) is the MATLAB notation for a part of any matrix Q, meaning the matrix consisting of the l 1 th column till the l 2 th column of Q.
It can be seen that the DEIM error is updated upon the update of the current DEIM basis U f .
In the next subsection, the DEIM error estimation e DEIM k 2 will be used to adaptively update the DEIM basis U f .
Adaptive POD-DEIM algorithm
As discussed above, the number r of the reduced basis vectors computed in Algorithm 1 and the number l of the DEIM basis vectors computed in Algorithm 2 are usually selected according to an empirically given SVD tolerance svd , which has no direct relation to the error of the ROM.
The fact is that the reduced basis V and the DEIM basis U f are implicitly related and different combinations of the two bases result in different ROMs with different size r and different accuracy.
We will show that the error estimation ∆ k+1 (12) can aid us to develop a heuristic adaptive POD-DEIM algorithm which iteratively updates the dimension of the reduced basis r, and the dimension of the DEIM basis l, and finally constructs more compact ROMs meeting different accuracy requirements automatically.
From the structure of the error estimation in (12), we see that it is composed of two parts, i.e.
2 . The average output error over all the time instances can be evaluated via the average error estimation, i.e.
Here,ε y represents the average output error. The variable∆ POD estimates the average error of the reduced basis approximation and determines the dimension r, whereas the variable∆ DEIM estimates the average error of the DEIM interpolation, and determines the dimension l. In general,∆ POD or∆ DEIM decays while the dimension of the respective basis increases.
Given a user defined error tolerance of the ROM, , we define the two error ratios, 
Remark 3 The input of Algorithm 3 actually needs to be obtained from implementing Algo-Algorithm 3 Adaptive POD-DEIM algorithm Input: offline computation: Given a sufficiently small SVD tolerance, e.g., svd = 10 −10 , implement Algorithm 1 to get the reduced basis V * ∈ R n×r * , and implement Algorithm 2 to get the DEIM basis (u
n×l * and the index matrix P * . Assume that the corresponding DEIM interpolation is exact, so that the DEIM error introduced in Remark 2 can be used to compute the error estimation∆. Set initial values of r and l: r = r 0 < r * and l = l 0 < l * , and a user defined tolerance for the error of the final ROM. Output: The final ROM constructed based on the final updated r, l.
1: Form the reduced basis by taking r columns from V * : V = V * (:, 1 : r), and form the DEIM basis by taking the first l basis vectors from (u
Form the corresponding index matrix P : P = P * (:, 1 : l). Formulate the ROM in (7) using V , U f and P . 2: Solve the ROM following (9) δ r = 1 + log 10 (p r ) ,
7:
δ l = 1 + log 10 (p l ) .
10:
, and P = P * (:, 1 : l). Formulate the ROM in (7).
11:
Solve the ROM following (9) and compute the error estimation∆ =∆ POD +∆ DEIM . 12: end while rithm 1 and Algorithm 2 once, respectively. The algorithm can be divided into offline and online stages w.r.t. the adaptivity process, where the adaptive process (Step 3-14) is the online stage, and the process of input data collection is the offline stage which is exactly the process of the standard POD-DEIM method. Therefore, the online adaptive stage does not involve any additional snapshot computations, and only introduces small amount of extra computation, as compared to the standard POD-DEIM method. Algorithm 3 could be extended to deal with parametric systems. In these cases, the POD and DEIM basis should be constructed based on the snapshots from the sampled parameters in a training set. 15, 16 The error estimator used to validate the ROM, should be an estimator for parametric systems, e.g. the one proposed in.
15
Remark 4 In Algorithm 3, we use∆ to estimate the average error of the ROM over all the time instances. If the average error is below the error tolerance, the algorithm stops updating l and r, as well as the ROM. As shown in Steps 6-7, after computing the logarithm of the error ratios p r and p l , we take the integer part of them to get natural numbers which are then used as the values of basis increase δ r , δ l for each basis increment. δ r and δ l are automatically set to 1, in case we get zeros after using the floor function, in order to avoid non-increment. Note that the algorithm can only get a final ROM with basis dimensions equal or larger than the initial basis dimensions r 0 and l 0 . When the initial dimensions r 0 , l 0 are too big for a given tolerance, the proposed algorithm cannot adjust them to derive a smaller ROM. Since the goal of the algorithm is to derive a ROM with small enough dimension, the initial dimensions r 0 , l 0 should be set to rather small values.
Remark 5 Algorithm 3 is an abstract version of the adaptive scheme including the key idea of adaptivity. The robustness of the algorithm may depend on the problem under consideration. Furthermore, to make the algorithm practically efficient, specific issues might be dealt with for the particular model considered. For example, we have refined Algorithm 3 to obtain Algorithm 4 in the next section, which has taken the stability issue into consideration.
Adaptive POD-DEIM applied to a population balance model
As an application example for the proposed adaptive algorithm, we use a model of a continuous crystallization process for the separation of enantiomers. We first introduce the model and then present Algorithm 4 which is a more specialized version of Algorithm 3 for the population balance model, by adding more details concerning specific issues, such as stability of the ROM.
Population balance model of a crystallization process for enantiomer separation
Enantiomers are a class of molecules that appear in two variants, which have the same sum formula and consist of the same molecular groups, but with an opposite orientation in space, like mirror images of each other or like right and left hand. Due to identical physical and chemical properties of the two enantiomers, standard separation techniques like distillation are not applicable, but more advanced approaches like adsorption, membrane separation, or crystallization are needed. 34, 35 A continuous crystallization process for enantiomer separation was recently investigated experimentally in. 36 In this contribution, a simplified scheme of the process in 36 is considered, a model for which was presented in. 8 The key element of the crystallization process shown in Figure 1 The crystal growth and transportation process are modeled using a population balance approach, i.e. the properties of a particle population consisting of an infinite number of individuals are simulated. For details of the model, the reader is referred to. 8 Only the main model equations are summarized in this contribution. The particle phase is described by a number size density n(x, L, t) denoting the number of particles with size L per volume at time t at a point x in space. A mass balance of the particle phase leads to the following population balance equation:
The first term on the right-hand side of (15) describes the advective transport of particles with velocity v P (x, L, t), which depends nonlinearly on the number size density n(x, L, t)(see 8 for details)
The second term on the right-hand side of the population balance equation (15) stands for particle transport by dispersion with dispersion coefficient D. The third term is due to crystal growth. The fourth term describes the effect of the fragmenter on the crystal population.V f r is the volume flow to and from the fragmenter.
The system output y is considered as the total volume fraction of particles as a physically meaningful quantity, i.e.
Model order reduction for the population balance model
Spatial discretization of the population balance model (15) together with the boundary conditions, and the output equation (16) lead to a large-scale system dn(t) dt = An(t) + f (n(t)),
where n(t) ∈ R N is the number size density n(x, L, t) discretized in the one-dimensional space x, and in the particle size L (see 8 for details). In the following, the system (17) is also called the crystallizer model for simplicity, and is referred to as the full order model (FOM) as compared to the ROM. A ∈ R N ×N is the system matrix corresponding to the discretized linear part in (15) , and f (n(t)) ∈ R N is the nonlinear term. For discretization of the space coordinate x, an equidistant grid with 230 grid points is used; the discretization of the property coordinate L is done on a logarithmically distributed grid with 80 grid points. This results in a total number of N = 230 × 80 = 18400 degrees of freedom.
To obtain a steady behavior of the system (17), numerical simulation needs to be done in the time interval [0, 10000]s (seconds), which is usually time consuming. In, 8 the standard POD method was used to get the ROM of the original large system (17),
In addition, an empirical interpolation method (EIM) 13 was employed to reduce the complexity of the nonlinear term V T f (V z(t)), and as a result the final ROM is
where β(t) is the vector of interpolation coefficients, Θ = (ξ 1 , . . . , ξ l ) represents the interpolation basis, and is slightly different from the DEIM basis. In particular, the EIM basis is iter-atively constructed simultaneously with the interpolation coefficients from the nonlinear snapshots; whereas the DEIM basis vectors are just the POD basis vectors of the nonlinear snapshot matrix F . The corresponding interpolation coefficients are then constructed iteratively from the DEIM basis. The error estimation proposed in 15 was applied in 8 to verify the reliability of the reduced order model.
In this work, we apply the error estimation to the proposed adaptive POD-DEIM algorithm, and aim at automatically constructing a reliable ROM of (17) by adaptively adjusting the reduced basis dimension and the DEIM basis dimension.
Implementing adaptive POD-DEIM
When applying Algorithm 3 to the crystallizer model (17), we need to add more details to the algorithm by taking, e.g., stability of the ROM into consideration. For the crystallizer model, we have observed that for certain combinations of (r, l), the ROM becomes unstable. In such situations, (r, l) needs to be adjusted accordingly to avoid instability. Furthermore, we find that the dimension of the DEIM basis should be sufficiently bigger than the reduced basis dimension . Form the index matrix P : P = P * (:, 1 : l). Formulate the ROM in (7) using V , U f and P . 2: Solve the ROM following (9) δ r = 1 + log 10 (p r ) ,
7:
if ROM is unstable then
11:
if l − r >δ r then
12:
r = r + 1, 
21:
end if
22:
Update V = V * (:, 1 : r), U f = (u In this way, the offline computational time is significantly reduced. We will show in the simulation results that the ROM constructed by using only the snapshots in the time interval e.g., the snapshot matrix X = (n(t 1 ), . . . , n(t m )), t 1 = 0, ∆t = t i+1 − t i , t m = T 2 . . Given a prescribed tolerance for the SVD, e.g., svd = 10 −10 , it can be easily checked that r * = 61 makes
Simulation results

In
Simulation of the transient behavior
Therefore, we take r * = 61 reduced basis vectors for the input data of Algorithm 4. The singular values of the snapshot matrix F = (f (n(t 1 )), . . . , f (n(t m ))) are in Figure 3(b) . Similarly,
where σ Consequently, without adaptively choosing the bases dimensions, the ROM Σ r * l * derived by the standard POD-DEIM method would be of order r * = 61 with DEIM basis dimension l * = 66. The output error of the ROM is∆ = 3.97 · 10 −4 estimated by the error estimator ∆ defined in (14) . In Table 1 , we list different ROMs constructed by Algorithm 4, with the initial value r 0 = 3, l 0 = 6, according to different tolerances. In Table 2 , we change the initial bases dimensions to r 0 = 7, l 0 = 7, and derive another group of ROMs. In Tables 1-3 , the "Runtime" is the computational time of adaptively constructing the ROM, including the ROM simulation time. In the last column, the ROM simulation time appears as the percentage out of the corresponding runtime. Tables 1-2 show that the adaptive process is robust, and independent of the initial choices r 0 , l 0 . The output error estimation∆ always tightly bounds the true error ε y as defined in (13), showing its efficiency and reliability.
We see that the reduced basis and the DEIM basis of the ROMs constructed by Algorithm 3 are all taken from the bases of the ROM with bases dimensions r * and l * , defined here as Σ r * l * .
Therefore the accuracy of the ROMs may not be higher than the ROM Σ r * l * . Since the output error of Σ r * l * is O(10 −4 ), the smallest error tolerance we take in the two tables is 1 · 10 −3 .
Furthermore, the adaptive algorithm computes ROMs which are more compact than Σ r * l * , but with similar accuracy. Table 3 .
Simulation of the periodic orbit
This again demonstrates the efficient performance of the adaptive algorithm under the guidance of a tight error estimator. In Figure 5 , we plot the dimension increments of the reduced basis and the DEIM basis at each iteration of the adaptive algorithm for different tolerances . We see that the increments of both bases are adaptive, and especially, the increment is bigger in the beginning when the error is larger. It is indicated in Figure 5 that for = 10 −6 , 8 iterations are run to get the final ROM, whereas for = 10 −7 , there are only 7 iterations. This explains the corresponding runtime in Table 3 , where = 10 −6 costs more time than = 10 −7 . Table 4 with the runtime in Tables 1-3 , we see that the adaptive algorithm constructs the ROMs without introducing much extra computational time.
Computational time comparison
The ROM simulation time listed in Tables 1-3 is much less than the ROM simulation time in Table 4 . In many cases, the total runtime of the adaptive algorithm is even less than the ROM simulation time of the standard method in Table 4 . In the last column of Table 4 , we show the ratio between the runtime (Sim r,l ) of the adaptive algorithm ( = 1 · 10 −3 ) and the runtime (Sim r * ,l * ) of the standard POD-DEIM method. The ratio 0.87 corresponds to the adaptive result (r = 16, l = 19) in Table 2 and the ratio 0.55 corresponds to the adaptive result (r = 7, l = 10)
in Table 3 . Here, = 1 · 10 −3 is the acceptable accuracy of the ROM for this model.
ROM validation over the whole time interval
The ROMs constructed by the adaptive algorithm are based on the snapshots in the time intervals (17) . The actual output error of the ROM is also presented. The ROM in Figure 6 is of dimension r = 16 presented in Table 1 . From Figure 6 (b), we see the error of the ROM over the whole time interval is still below the error tolerance = 1 · 10 −3 ( Table 1), showing that the ROM has not introduced extra error due to the extended simulation interval.
The ROM in Figure 7 is of dimension r = 14 as listed in Table 3 . Although the error of the ROM in the time interval [T 1 , T 2 ] is below the error tolerance = 1 · 10 −5 , the overall error is up to 1.6 · 10 −3 , see Figure 7 (b). This is nevertheless not surprising, since the ROM is constructed by using only the snapshots in the second subinterval [T 1 , T 2 ] (see Figure 1) . The overall error is still acceptable for practical applications. In Table 5 , we list the simulation time of solving the FOM and the corresponding two ROMs taken from Table 1 and Table 3 
Conclusions
We have proposed an algorithm to adaptively adjust the reduced basis dimension and the DEIM basis dimension, so that a more compact reduced order model can be obtained as compared to the standard POD-DEIM method. The idea of adaptivity is heuristic but efficient and simple to implement. The efficiency and reliability of the adaptive algorithm is secured by an error estimation specified for the POD-DEIM reduced-order model. Application of the algorithm to a population balance system arising from modelling of a crystallization process is explored. It is observed that the DEIM basis needs to be larger than the reduced basis to guarantee stability of the ROM. The adaptive scheme shows robustness in reducing both the complexity and the simulation time of the model. Extension of the proposed algorithm to parametric systems will be considered in the future. 428. 29 20 
