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Abstract 
The many approaches to semantic mapping developed recently demand a precise measuring device 
that would, on the one hand, be sensitive to human subjective experiences (and therefore must involve 
a human in the loop), and on the other hand, allow comparative study and validation of consistency of 
individual semantic maps. The idea explored in this work is to measure the ability of a human subject 
to learn a given semantic map, and in this sense to be able to “make sense” of the map, as estimated 
based on a given set of test words. The paradigm includes allocating previously unseen test words in 
the map coordinates. The quantitative measure is the Pearson’s correlation between actual map 
coordinates of test words and coordinates assigned by subjects. The preliminary study indicates that 
the proposed measure is sufficiently sensitive to discriminate individual semantic maps from each 
other and to rank them by their learnability, related to their internal consistency. Potential applications 
include evaluation of methods for automated semantic map construction, as well as diagnostics of 
semantic dementia, affective and personality disorders. 
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1 Introduction 
Semantics is the meaning of information. Semantics of a cognitive map tells us how the map 
captures what is to be modeled, and how the practical reasoning about it should be conducted. 
Semantic maps, otherwise called semantic spaces or cognitive maps, became popular relatively 
recently, with the development of computational methods in statistical linguistics (e.g., [3,9]). In 
general, a semantic map can be defined as a topological or metric space, the topology and/or the 
geometry of which reflect semantic characteristics and relations among a set of representations (such 
as words or word senses) embedded in this space. The large variety of approaches to constructing 
semantic maps can be classified based on the semantic properties. For example, a semantic map may 
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be capturing dissimilarity in general [9] vs. capturing specific semantic relations, which leads to the 
strong-weak dichotomy [15-17]. 
Strong semantic maps capture semantic dissimilarity of words by geometrical distance. This is the 
most popular kind of semantic maps [10]. At the same time, semantics of the map coordinates may 
remain ambiguous or undetermined. Also, semantic relations such as antonymy may not be possible to 
completely capture geometrically with this kind of semantic mapping. 
In contrast, so-called weak semantic maps capture semantic features or contrasts by spatial 
dimensions, ignoring co-location of dissimilar meanings [5,11,13-19]. A weak semantic map 
represents geometrically a selected subset of semantic relations (other than dissimilarity). For 
example, coordinates of a weak semantic map may represent particular semantic features such as 
valence, arousal, or generality. In addition, the spatial separation of a pair of related concepts on the 
map may represent the strength of their contrasting relations, such as antonymy or hypernymy. One 
nice property of a weak semantic map is that any given direction on it typically can be associated with 
a specific semantic characteristic or a combination of characteristics. 
As a result, weak semantic maps are easy to make sense of intuitively, and learn to simulate. The 
idea explored in this work is to measure internal semantic consistency of a map by the ability of a 
human subject to learn and simulate the map, given a set of test words. The measure can be quantified 
as the Pearson correlation between actual map coordinates of test words and coordinates assigned to 
the test words by subjects. 
2 Materials and Methods 
The following three weak semantic maps, each limited to only two first dimensions, were used. 
(1) The ANEW dataset [4,11]: 1034 words, limited to the first two dimensions: valence and 
arousal. The third ANEW dimension is strongly correlated with the second (R=0.84). 
(2) The Samsonovich-Ascoli weak semantic map (SA2010) limited to PC1 – valence and PC2 – 
arousal. The same map was reported in [17]. The map SA2010 includes 164203 words, of which only 
30064 words have the valence and arousal coordinates. 
(3) The semantic map created by Laplacian Embedding (LE) [1,2,8] using the synonym-antonym 
data of [7,17]. This map has 10451 words and 200 dimensions. After exploring the map, we found the 
dimensions 2 and 3 to be most informative, and therefore they were selected for further analysis. 
Dimension 2 may be interpreted as “valence”, and dimension 3 as “arousal”. 
To construct the test material, the intersection of all three dictionaries was found (451 words). In 
addition to this set of test words, three “prototype” maps were created that did not contain any test 
words and each had approximately 500 words: 
• The ANEW prototype contained a subset of 1034-451=583 words; 
• The SA2010 prototype contained a subset of 30064-451=29613 words; 
• The LE prototype contained a subset of 10451-451=10000 words (we guessed that the occurrence 
of a round number in this case was a matter of chance). 
Each prototype was limited to 400 most frequent words (using the publicly available word 
frequency data), also excluding most common stop words, such as “the”. Each prototype was printed 
on paper as a two-dimensional distribution of words. No labeling of dimensions was used in 
prototypes and in the test. Figure 1 shows a fragment of the ANEW prototype. 
Three subjects (George Mason University students) were used in this study. The procedure 
consisted of the following two steps. Each subject started by spending 20 minutes on exploring all 
prototype maps. The task for this step was to develop an intuitive understanding of the semantics of 
map dimensions. In the second step, the subject spent approximately 100 minutes working with 3 
identical copies of a GUI (allocated on 3 different virtual desktops, each filling the screen). Each GUI 
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allowed the subject to allocate one and the same set of 451 words in two dimensions by dragging 
words from their list displayed on the right side of the screen.  
 
 
 
Figure 1. A fragment of the prototype map based on ANEW, that was used by the subjects. 
 
The task was to make the three distributions different from each other, reproducing specific 
semantics of word arrangement on the three prototype maps (the printouts of prototypes were available 
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to the subject during the second step). In order to exclude possible recency and primacy artifacts, the 
subject was encouraged to switch between maps at least 3-4 times. During the given time, subjects 
were able to allocate only a fraction of test words. 
3 Results 
The outcome is summarized in Table 1 and in Figure 2. All correlations are significant. Subject 2 
worked on 2 maps only. The total number of subjects was too small to make general conclusions 
based on this pilot study. Nevertheless, the following can be noted based on Figure 2. First, in each of 
the selected two semantic dimensions, ANEW has the highest consistency, then follows SA2010, and 
then LE (the difference between SA2010 and LE is not significant for arousal). Then, within each 
dataset, the Valence dimension is significantly more consistent than Arousal. Finally, each map makes 
sense to human subjects, because all correlations are significant (Table 1). Nevertheless, some 
correlations are notably small: valence in LE, arousal in SA2010 and in LE. The last one (Arousal in 
LE) is not significant based on the R2 value (0.048 < 0.05), but is significant based on the P-value 
(0.013 < 0.05). 
 
 
Table 1.  Summary of results over 3 semantic maps and 3 subjects. N: the number of processed 
words; R: the Pearson correlation coefficient; P: the P-value. 
 
 
 
4 Analysis and Discussion 
The highest consistency of ANEW may not be surprising: ANEW was created by human ranking, 
and the measure used here is also based on human ranking. For example, one may expect that results 
for ANEW and SA2010 would be inverted if the map consistency were measured by the consistency 
of the orientations of antonym links on the map. This could result in a higher consistency for SA2010 
compared to ANEW, because SA2010 was created by optimization of the alignment of synonym and 
antonym connections.  
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The lowest quality of LE in Valence may be attributed to the fact that SA2010 was a result of 
multiple trials and errors aimed at the optimization of the map quality over years, whereas LE was just 
a first attempt. 
Unexpected for us was the amount of time that subjects spend on the map construction. Only a 
small fraction of all test words were processed (Table 1, the N column; the total number of test words 
was 451 for each map). 
 
 
 
 
Figure 2. Empirical measure of learnability of selected semantic maps. Bars show the standard 
deviations. 
 
Therefore, this measure of learnability appears to be informative. It is also obviously sensitive to 
the internal consistency of the semantic map. When applied to a large set of semantic maps, this 
measure could allow one to select the best set of semantic attributes to be used as map coordinates. 
The general question of the dimensionality of a weak semantic map remains open [6]. By 
identifying informative and non-informative semantic dimensions, it should be possible to determine 
the total number of informative semantic dimensions, assuming that it is finite and small [18,19].  
The measure is sufficiently sensitive to discriminate individual semantic maps from each other and 
to rank them by their learnability, related to their internal consistency. Therefore, potential 
applications include evaluation of methods for automated semantic map construction, as well as 
diagnostics of semantic dementia, affective and personality disorders [12]. 
4.1 Acknowledgments 
This research was supported by the Russian Science Foundation, grant RSF #15-11-30014.  
Empirical Measure of Learnability: A Tool for Semantic Map Validation Alexei V. Samsonovich
269
  
References 
[1] Belkin, M. and Niyogi, P. (2003). Laplacian eigenmaps for dimensionality reduction and data 
representation. Neural Computation, 15 (6):  373—1396. 
[2] Belkin, M., and Niyogi, P. (2001). Laplacian eigenmaps and spectral techniques for embedding 
and clustering. In NIPS, vol. 14, pp. 585–591. 
[3] Blei, D.M., Ng, A.Y., and Jordan, M.I. (2003). Latent Dirichlet Allocation. Journal of Machine 
Learning Research, 3: 993–1022. 
[4] Bradley, M.M. and Lang, P.J. (1999). Affective Norms for English Words (ANEW): Stimuli, 
instruction manual and affective ratings. Technical report C-1 (University of Florida, Gainesville, 
FL). 
[5] Cambria, E. and Hussain, A. (2012). Sentic Computing: Techniques, Tools, and Applications. 
Dordrecht, Netherlands: Springer, ISBN: 978-94-007-5069-2. 
[6] Doxas, I., Dennis, S., and Oliver, W. (2007). The dimensionality of language. In Proceedings of 
the 29th Annual Cognitive Science Society, eds. McNamara DS, Trafton JG (Austin, TX: 
Cognitive Science Society), pp. 227-232. 
[7] Fellbaum C (1998) WordNet: An Electronic Lexical Database (MIT Press, Cambridge, MA). 
[8] Kunegis, J., Schmidt, S., Lommatzsch, A., Lerner, J., De Luca, E.W., and Albayrak, S. (2010). 
Spectral analysis of signed graphs for clustering, prediction and visualization. In: SDM 
Proceedings, vol. 10, pp. 559-559. SIAM. 
[9] Landauer, T.K. and Dumais, S.T. (1997). A solution to Plato’s problem: the Latent Semantic 
Analysis theory of acquisition, induction, and representation of knowledge. Psychological 
Review, 104: 211-240. 
[10] Landauer, T.K., McNamara, D.S., Dennis, S., & Kintsch, W. (Eds.). (2007). Handbook of Latent 
Semantic Analysis. Mahwah, NJ: Lawrence Erlbaum Associates. 
[11] Lang, P.J., Bradley, M.M., and Cuthbert, B.N. (1998). Emotion and motivation: measuring 
affective perception. Journal of Clinical Neurophysiology, 15: 397-408. 
[12] Leary, T. (1957). Interpersonal diagnosis of personality. New York: Ronald Press. 
[13] Osgood, C.E., Suci, G., and Tannenbaum, P. (1957). The Measurement of Meaning. University of 
Illinois Press: Urbana, IL. 
[14] Pang B, Lee L (2008) Opinion mining and sentiment analysis. Foundations and Trends in 
Information Retrieval, 2(1-2): 1-135. 
[15] Samsonovich, A.V. and Ascoli, G.A. (2007). Cognitive map dimensions of the human value 
system extracted from the natural language. In Advances in Artificial General Intelligence (Proc. 
2006 AGIRI Workshop), ed. by Goertzel B. (IOS Press, Amsterdam), pp. 111-124. 
[16] Samsonovich, A.V., Goldin, R.F., and Ascoli, G.A. (2010). Toward a semantic general theory of 
everything. Complexity 15 (4): 12-18. 
[17] Samsonovich, A. V. and Ascoli, G. A. (2010). Principal semantic components of language and the 
measurement of meaning. PLoS ONE 5 (6): e10921.1-e10921.17.  
[18] Samsonovich, A.V. (2012). A metric scale for “abstractness” of the word meaning. In Jannach, 
D., Anand, S.S., Mobasher, B., and Kobsa, A. (Eds.). Intelligent Techniques for Web 
Personalization and Recommender Systems: AAAI Technical Report WS-12-09, pp. 48-52. 
Menlo Park, CA: The AAAI Press. 
[19] Samsonovich, A.V. and Ascoli, G.A. (2014). Universal dimensions of meaning derived from 
semantic relations among words and senses: Mereological completeness vs. ontological 
generality. Computation, 2014, 2 (3): 61-82.  
 
Empirical Measure of Learnability: A Tool for Semantic Map Validation Alexei V. Samsonovich
270
