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Abstract 
The study on augmented reality and its use in education, that is a base of this paper, arises from the needs of deeper notional and 
content definition of augmented reality in the context of education and sought to examine this issue from the technological 
psychological, physiological and didactical points of view. Primarily, it deals with the description of technological-functional 
properties and specifics of augmented reality, specifications of the significance of combining real environment with added 
information for information value of the provided content, identifying methodology of augmented reality, defining the system of 
criteria for technology solutions and didactical use of augmented reality and generating didactical aspects of augmented reality in 
education. This paper focuses on identification of the perceptual and technological aspects of augmented reality and on 
categorization of augmented reality systems. 
© 2014 The Authors. Published by Elsevier Ltd. 
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1. Introduction 
It is possible to consider augmented reality (AR) a specific innovative technology or technologically induced 
perceptual environment based on the combination of perceived real environment and augmented, e.g. computer 
generated, elements (Milgram, 1994). According to Johnson (2011), augmented reality is characterized by adding 
computer-generated context information layer into the real world, which leads to enhanced reality. Heim (1998) 
defines AR as overlapping basic visual field with computer-generated data. Generally, we can characterize AR as a 
technology, which adds visual, sound and other virtual elements into the perceived reality, i.e. it makes use of the 
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combination of real environment with intentionally introduced information, thus creating a new form of reality, 
which is information-richer than the original primary environment. This idea is realized through a number of ways, 
various technical devices and by its nature can function through all perceptual channels simultaneously or 
individually. Although AR is considered a technology, in a broader context it is a technological-perceptual idea, 
which involves a technological, perceptual and information aspects. Elaborating the above mentioned definitions of 
AR, the following criteria, which should unambiguously distinguish augmented reality from other technological-
functional concepts, were defined. The systems of augmented reality: 1. combine real environment surrounding the 
user with virtual elements, 2. are characterized by reactivity on real environment in real time (within the 
technological system of AR this is ensured by tracking system), 3. when adding (registering) virtual elements into 
perceived augmented reality, they count on three-dimensional space of real environment. Besides these basic 
technological conditions based on Azuma’s criteria (Azuma, 1998), there are other characteristics generally valid for 
related technological concepts, such as virtual reality. In this context we may say that augmented reality: 1. is created 
by means of a technical device, 2. is naturally immersive environment. 
2. Perceptual and technical aspects of augmented reality 
From the perceptual standpoint, we can primarily assess the ability of the system to work with individual 
perceptual channels, i.e. to generate information such as visual, auditive, tactile, or olfactoric. The parameters 
defining the nature of the added information differ based on the type of the perceptual channel, with which the 
system is working, Even though augmented reality, by its nature, can be realized through all perceptual channels, 
this added information is in vast majority visual. This type of added information can be described by means of four 
parameters (Jeřábek, Prokýšek & Rambousek, 2013). The first parameter includes the type of graphic data reflecting 
cognitive difficulty of processing information presented by a user, its decoding and processing; and also a type of 
visual information in terms of its technical processing and presentation. E. Štikar divides ways of communication 
into speech, text, data, graph, static image and kinetic image (Štikar, 1991, p. 66) With the exception of speech, all 
the other ways represent transmitting or presenting visual data which can be provided by technical devices. Taking 
into account Štikar’s division (Štikar, 1991, pp. 87-90) and technical principles of data presentation within AR 
systems, for a visual area we may divide added graphic information into the following categories: P-T1 – Texts and 
characters; P-T2 – Graphics and schemes; P-T3 – Realistic visualisation. Although text and character processing 
may differ from the viewpoint of cognitive perspective, they are presented in one group in this paper since they both 
represent a similar type of visual information, and compared to P-T2 group there are e.g. colour independent, 
however dependent on their orientation in space. By characters we mean all codes and symbols having generally or 
within a specific field the same meaning and they are thus also interpreted in this way (often irrespective of 
surrounding information). This definition is based on Štikar’s understanding of characters. The second group 
consists of simple basic graphics and schemes gaining their meaning primarily in the context of surrounding visual 
information. The last group comprises realistically visualised information or image data in the form of photographs 
and films where quality value of the image (irrespective of colour depth) reaches the level of real visualisation or 
tries to reach this level. Dynamism of the image constitutes the second parameter of visual information from the 
perception perspective. An image can be static, kinetic or dynamic. This categorization is based on the extent of 
image motion within the image. The change of the image location or position in the perceptual field is not therefore 
considered as image motion as this motion concerns the whole image and there is no image change in the image 
itself: P-D1 – Static image; P-D2 – Kinetic image; P-D3 – Dynamic image. Static image is an image in which no 
pixels change in the course of the time in terms of animation or evoking illusory motion. Kinetic image is 
characterized by a change of its picture elements in terms of colour and brightness in time, which we may define as 
picture animation, such as flashing pictures or simple graphic animations. From the perception perspective, dynamic 
image is the most difficult to process. It has cinematographic dimension compared to P-D2 case. Dynamic image is 
seen as an image changing in time whereas this change represents phase movement typical of cinematographic 
recording of a picture. Resulting illusory motion includes a deeper information value compared to P-D2. Into this 
category we may as well include an animated film perceived as one of the fields of cinematography (Kaya, 2012). 
Spatiality is the third parameter. From the perception perspective, it is primarily linked to the spatial depth. 
Perceiving the spatial depth is a complicated process and it is affected by a number of stimuli. The issue of the 
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spatial depth is explored by e.g. Prokýšek (Prokýšek & Rambousek, 2013), who divides spatial visualization into 
truly and pseudo spatial visualisation. True spatial visualization is visualisation that evokes binocular disparity. 
Hence it is necessary to use binocular cues. When referring to pseudo spatial visualization, 3D illusion is also 
achieved however by using motion parallax, or based on monocular stimuli (Sternberg, 2002). Within spatiality, 
there are hence three possible variants: P-S1 – Two-dimensional visualization (2D); P-S2 – Pseudo spatial 
visualization (2.5D); P-S3 – Spatial visualization (3D). Colour information is the fourth parameter. It is linked 
primarily to a display device representing augmented reality or its virtual element. In this connection, we may 
consider the extent of colour information as a value for colour depth of the device, or system. Current systems are 
able to display 24 bit depth in most cases, which can be described as a minimum value for full-colour display in the 
context of the perception of colours. Yet, in the field of augmented reality it is also necessary to include systems 
which work only with 1 or 8 bit depth for technical or other reasons: P-C1 – Monochrome images (1 bit); P-C2 – 
Greyscale images (usually 8 bits); P-C3 – More colour images (2 to 8 bits); P-C4 – True colour images (24 bits and 
more). With specific displays (e.g. glasses), only visualization at P-C2 or P-C3 levels are possible for technical 
reasons. From the perception perspective, more colour images may seem richer than images in shades of grey 
although from a technical point of view colour visualization may even require a smaller amount of data. We 
consider the value of colour depth of 24 bits (P-C4), known as True Colour, as a sufficiently representative value of 
colour information for real colour visualization. Higher colour depth (e.g. HighColour) is insignificant. Besides 
technical limitations for the use of other than full-colour visualization, there may exist physiological reasons as well 
or a reasonable purpose when constructing the system. From the technological standpoint, we may describe 
augmented reality systems through four parameters: The first parameter concerns the configuration of AR 
components, i.e. reality and virtuality. By configurating AR components we mean a purely technical solution of 
their mediating towards the participant, or in which part of the presentation axis (real environment – technical device 
– user) the components are allocated from the viewpoint of the participant’s perception.  If we disregard extreme 
cases of presenting data behind the receptors, within a technological viewpoint we may define three basic conditions 
of a virtual and real element configuration: C1 both elements are perceived directly (from real environment); C2 a 
real element is perceived directly, a virtual element through a technical device; C3 both elements are perceived 
through a technical device. The nature of control information constitutes the second parameter to describe AR 
systems from a technological standpoint. Control information is a necessary condition to meet the second 
fundamental AR system requirement, which is their reactivity on the changes of real environment in real time. 
Generally speaking, irrespective of the perception area targeted by augmented reality, the study defines the 
following three possible categories of control information: N1 real environment parameter; N2 intentionally-
merged-into-the-environment artefact; N3 user’s parameter. The third parameter to describe AR systems from a 
technological viewpoint is the number of users, for whom the AR system is intended, in other words how many 
users can share the system simultaneously and perceive resulting reality. This criterion takes this purely technical 
solution into account, functions of AR system as a technical device to aim the content of enhanced reality at the 
number of participating users irrespective of the purpose of use. AR system can provide the effect of enhanced 
reality to one user only or to a bigger group of users. Within a bigger group, the system can fully provide a required 
effect either to all users identically or to a smaller part of the group only and for the remaining users augmented 
reality is limited in a certain way. The systems can be hence divided into three categories according to the number of 
users: U1 single-user systems; U2 limited multi-user systems; U3 multi-user systems. 
The last parameter of a technological viewpoint is the support of interaction between user and system. By the 
support of interaction we understand an opportunity for the user to interfere with certain commands (gestures, sound 
commands, through a technical device, etc.) with the construction of enhanced reality, most frequently it is about 
influencing the form and amount of virtual elements. By interaction we do not mean e.g. starting the device, change 
of position or a complete change of control information. It is interference in otherwise automatically running 
application of the system, which alters the course of the algorithm.  In this connection there are two basic situations 
that AR system can appear in: I1 supports interaction; I2 does not support interaction. 
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3. Categorization of augmented reality based on perceptual and technological viewpoints 
By means of categorizing augmented reality based on technological and perceptual viewpoints, this paper seeks 
to determine a comprehensive overview of AR systems and their applications, or potential general configurations of 
augmented reality. This way it seeks to provide a clear and easier identification of concrete solutions of AR 
including technical possibilities and shortcomings of such solutions.  The categorized overview along with result 
viewpoints will enable to define didactical functions and possibilities of the classroom use of concrete AR systems, 
as well as their application solutions. The categorization of augmented reality as a technological-perceptual idea, is 
based on general criteria of AR and technological views – C. Based on general criteria, we may divide AR concepts 
(generally considered as augmented reality) into concepts meeting all required criteria and concepts which do not 
fulfil at least (and also most often) one of the following criteria. These concepts can be defined as so called pseudo 
AR since they are generally considered to be augmented reality, however due to failing to meet some of the criteria it 
is not possible to define them as AR. By this we mean e.g. adding graphic information to television sport 
broadcasting (failing to meet criterion 1), optical illusion lacking system reactivity to surrounding environment 
(failing to meet criterion 2), or e.g. displaying graphic information about incoming e-mail on the glasses without 
registering this graphic element on the coordinates within real environment (failing to meet criterion 3). Considering 
technological view C, it is possible to divide augmented reality into truly and incomplete AR. This division is based 
on the fundamental nature of augmented reality, i.e. merging virtual elements into original real environment and 
following AR user‘s perception of this way generated new environment. It is obvious that with direct perception of 
real environment without the need to use a technical device (C1 and C2 case), AR systems live up more to 
augmented reality. In the case of reconstruction of real environment in a technical device, the real element is 
modified in a certain way (due to technical imperfection of sensors of real environment and presentation device, or 
the fact that technical parameters are different from physiological properties of perceptual organs). This way original 
real environment gets distorted even before being perceived. From a technical standpoint, we talk about 
scanning/recording, transfer and presentation, or reconstruction of the content of real environment (as with the 
television broadcasting principle) and strictly speaking we may feel a certain divergence from a basic principle of 
augmented reality since the real element becomes basically a virtual element. Such AR systems work thus in C3 
regime only and we may define them as the systems enabling only incomplete AR. On the contrary, cases when the 
real element is perceived directly are defined as truly AR. Classification of the following AR systems is based on 
perceptual and technological characteristics which occur across technologies, regardless of the specific technical 
design of systems and principle of available applications. It can be assumed that the technologies that will appear in 
the near future will be characterized by the same perceptual-technological aspects and sort them into existing 
categories. 
Table 1. Classification of the main common AR systems based on perceptual and technological aspects of augmented reality 
(C = configuration of AR components, N = nature of control information, U = number of users, I = support of interaction, P-T = type of 
graphic information, P-D = dynamics of visualisation, P-S = spatiality, P-C = colour information) 
                                        Parameters 
AR systems 
C N U I P-T P-D P-S P-C 
1 2 3 1 2 3 1 2 3 Yes 1 2 3 1 2 3 1 2 3 1 2 3 4 
System with retinal display   X X X X X X X X X X X X 
Contact lens system   X X X X X X X X X X X X X 
Binocular see-through HMD system   X X X X X X X X X X X X X X X X X X X 
Binocular closed-view HMD   X X X X X X X X X X X X X X X X X X X 
Monocular see-through HMD     X X X X X X X X X X X X X X X X X 
Handheld device   X X X X X X X X X X X X X X X X X X X 
Monitor-based (stationary) AR   X X X X X X X X X X X X X X X X X X 
See-through stationary AR system   X X X X X X X X X X X X X X X X X X X 
Screen projection system   X X X X X X X X X X X X X X X X X X 
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System with projection on object in real  X     X X       X   X X X X X X X X X X X X 
Holographic system X     X X       X X X X X X X X X X X X X X 
4. Conclusion 
Based on the research findings we may conclude that augmented reality represents a specific category of teaching 
tools, for which we can define a system of technological and perceptual criteria as this paper suggests. Further we 
may conclude that we defined the technological-perceptual concept of augmented reality in depth and described 
differences between basic AR concepts and the unacceptable concepts in terms of the definition of AR. In the last 
section (categorization of AR systems) we presented the defined criteria as a classification system to help to 
describe the most common AR systems from this standpoint of view. The list of AR systems, which are described 
by classification system, should be seen as a fundamental criterion for defining the didactical functions of 
augmented reality as well as the start point in selection of suitable device for required functionality of AR 
applications in education activity. 
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