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We consider a single device shock model in which the shocks arrive as a renewal process. We 
study the asymptotic shape of the failure distribution and find conditions on the renewal process 
and the ability of the device to survive shocks so that the failure distribution is asymptotically 
Increasing Failure Rate. 
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1. Introduction 
We consider the following shock model which has been studied in [ 11, [6], and [lo]. 
A device is subject to shocks from the environment and eventually some shock will 
cause failure. Let N, represent he number of shocks which have arrived by time t; 
{N,} is called the shocking process. Also, let T denote the lifetime of the device and H 
the distribution of T. Then 
R(t) = 1 -H(f) = f P(N, = n)P,,, 
n=O 
where Pn is the probability of the device surviving n shocks. We assume that PO = 1 
and that the {Pn} sequence is non-increasing and converges to zero as n goes to 
infinity. Here {P,) indicates the ability of the device to survive shocks. 
In the earlier papers on this model, the major goal was to find conditions on {N,), 
and the {Pn} sequence, so that the time-to-failure distribution H could be associated 
with one of the common notions of aging used in reliability theory. If this can be 
done, it is then often easier to find an optimal replacement policy. The common 
thread of all these papers is that various discrete properties of the (PI,} sequence 
* This paper is part of the author’s Ph.D. dissertation. He would Eike to thank his advisor, Gerald J.
Lieberman, for his guidance and the N.S.F. for their support. 
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which arise naturally out of physical considerations often imply that 6;1 satisfies the 
continuous analog of that property. 
In this paper we consider the asymptotic form of -H(t). Conditions are found on Nr 
and the {Pn} sequence so that H is asymptotically increasing failure rate (see Section 
2 for a definition). If P,, is ‘near’ 1 for large n, this result can be used to choose ‘good’ 
replacement policies. 
2. Asymptotic increasing failure rate 
The assumption that the {P,,} sequence is discrete IFR(P,,r/P,, is non-increasing 
in n) is typical and1 natural. A similar assumption is made throughout his paper. We 
will now introduce the concept of asymptotically increasing failure rate. 
Definition. A distribution H on [0, a~) is asymptotically increasing failure rate 
(AIFR) if there exists an IFR distribution G with the property that 
lim ’ -H(t)= 1 
r-+m 1 -G(t) ’ 
If this is the case, we will write 1 -H(t) - 1 - G(t). 
If this convergence is ‘quick’ enough, one may for purposes of application assume 
that H is IFR. 
Henceforth we will assume that N, is an ordinary renewal process with lifetimes Xk 
and distribution F. We assume that F is non-trivial, non-arithmetic and that 
p = E Xi < W. Our main result is Theorem 2.2, to whose proof most of the remainder 
of this paper is devoted. 
Lemma 2.1. If E[e”“‘] c 00 for IsI s c/p some c > 0, then for any y satisfying 
0 d y s c, there exists a unique number Q(Y) with the property that 
J 
a2 
(2; - y e ‘P(Y’xF(dx) =1. 
X=3 
(2.1) 
J 
al 
a(~, Y) = e-’ e”*F(dx). (2.2) 
x=0 
For 1~1 cc,lp, rr(y, V) is strictly increasing and continuous in v (possibly only left 
continuous1 at v = c/p). We have 
a (y, v) = e-YE(eYXl) > coy euEXl = e-“f“M (2.3) 
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by Jensen’s inequality. The inequality is strict as the exponential function is strictly 
convex and F is assumed to be non-trivial. 
As a(y, y/p) > 1 and a (y, 0) = e-’ < 1, there must exist a unique number rp(y) 
with 0 c p(y) c y/p with the property that ~(7, y/p) = 1. Now, 
PG 
= e-yE(X1 edY)xl) = e-Y g E(x:;,b(y)k 
k=O . (2.4) 
As increasing non-negative functions of a given random variable have non- 
negative correlation and E(Xf ) > (EXl)*, we have from (2.4) that l 
ao EWWX: MrJk 
pG>e-' c 
k=O k! 
= E Xl e-’ E[ecP(y)Xl] = p l 1. 
Finally, by our assumption 
MG = eeYE(Xl eW(y)xl) S constant + e-YE(ec’wX~) < oo 
as (o(Y)<Ylcc =-/CL. 
We now state our main result. 
Theorem 2.2. Let 
where 
and 
P n+l 
-x-=e 
-y l+a” forrza0, 
( ) n 
E Ian--d -<< withpHI, ~20, 
n-0 n 
I 
00 
e”“F(dx) < 00 for 1st G y/p. 
x=0 
Then there exists a function L(t) with Q fmite positiue limit as t + a~ so that 
I$ = e-‘?YL(n) for n 2 0 
and 
1 p 
Q(t) -c, - ( > L(f) e-w(yV, PG 
where 
e. _ JZo (1 -F(x)) ew(y)x dx 
Y= e -Y al I 
<?(Y)x d >o. x=()x e 
Further, H is AIFR. 
(2.5) 
(2.6) 
(2.7) 
(2.8) 
(2.9) 
(2.10) 
(2.11) 
(2.12) 
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Henceforth, y is a fixed constant specified by (2.8). The proof of Theorem 2.2 
depends on some preliminary results, which we prove below. 
Lemma 2!.3. If E[esxl] < 00 for IsI s yJp, y B 0, then for k 2 0, 
lim E(Nf eeyNr) ecp(y)r c, -=- 
J-+00 tk b&~k l 
In particular, for y = 0, 
lim EN’ -= 
t-+aJ (t/& 
1 
l 
Proof. The proof is by induction. Let Ga(t) = E[Ny emyNr] for n 20. Let k = 0. By a 
simple renewal theory argument, 
I 
t 
&(t) = 1 -F(t)+e-Y @,(t -x)F(dx). (2.14) 
x=0 
Letting G,‘(t) = e q(“)rQZn (t) for n * 0, (2.14) reduces to 
I 
t 
@g(t) = (1 -F(t)) erp(y)f + @,‘(t -r)G(dx). 
x=0 
(2.15) 
Showing that (1 -F(t)) ecpot is directly Riemann integrable is not hard. The 
details are in [9, p. 29-301. So by the basic Renewal Theorem [7, p. 3621: 
fim, a,‘(t) = 
{rso (1 - F(x)) ecP(y)x d  
4 j;zO xG(dx) = ” 
(2.16) 
Assume the theorem is true for k G n. Again, by renewal theory arguments, we 
have 
Qz,+,(t) = e-’ ;i;(n;l)\xt /%(t-x)F(dx) (2.17) 
= 
which reduces to 
@,‘+l(t) = ii; (‘; ‘) lx;, @W--x!G(dd. = (2.18) 
Denoting RG ( II) = Cr=, G’“‘(u) for u 2 0, where Gtn’ is the n -fold convolution of G, 
we can re-write (2.18) as 
Let #:+I (t) = @l(t)/?” for n 20. Then, again bly [7, p* 3591, . 
(2.19) 
(2.20) 
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By the induction hypothesis, 
lim #z(r)-$ for ksn. 
t+a) 
Choose an 8 > 0. For t > Ml, Ml sufficiently large, we can assume that 
(l__&_ 
P e 
<#Z(t)<(l+&& forallken, 
and for fixed h > 0, t >A&, M2 sufficiently large, 
So, for k c n, 
i 
(1 +E)*C, 
= FE+’ . (n+l) for k=n’ 
(2.21) 
(0 for k C n. 
Now, for k 5~ n, 
J 
M2 
lim 
M*tk 
t-nao x=o 
sup $I(x)RG(M~) lim n+l 
lsxtao t-•QD t
= 0, (2.22) t 
linr 
t-baa J @(t -&$R&dX) < sup x=t-Ml t OaxsM1 @&=* ;~im_ + PC; 
=O. (2.23) 
Combining (:2.20), (2.21), (2.22) and (2.23), we have thus shown that 
lim *:+I (tj S 
(l+E)c, 
n+l 9 e > 0 arbitrary. 
t-+co FG 
Similarly, 
fijz @ii+ 1(t) 2 lim t~aO IX;- (n; ‘) W-x)vRG(dx) 
,(‘-E)*C, / n+l l 
PG 
(2.24) 
(2.25) 
The results (224) and (2.25) lead to the theorem. 
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3. Limit properties of $z (t ) 
In this section we find a collection of sets {A,, t 2 01 with lim,,, !?(A,) = 0 with the 
property that 
lim E[e 
-vNt~y eQ’vJt; At] C, 
tea0 t” 
=II;; forna0. 
Lemma 3.1. If E[eSX1lO< 00for IsI s y/~, y > 0, then 
lim E 
N:N, 1 
eeYNf e’(v)r_;;; ~a- = 0 for n 2 O. 
I-?00 P I 
Proof. We have 
As ~Y~--YI~L<O, 
lim e --Ytlcl+cp(Y)t = 0. 
t+oo 
The lemma follows, since 
Theorem 3.2. Assume E[esxl] c OQ for IsI s yf p and y > 0, and 
lim ecp(v’rE[e-vN~ , A,] = c,. 
t*oD (3.1) 
Proof. First note that lim 1’_,Q) P(A,) = 0. For any Bore1 measurable set A, define 
H,(A) =Lecp(y?E[e--)INp; Nt CA] for t*O. 
G 
From Lemma 2.3, lim,,,, H,([O, W) = 1. Define a new set of measures {A& t > 0) 
by setting M,,(A) = H&A). where A is any Bore1 measurable set and tA = 
{x E R: x/t E A). It is also the case that lim,,, k&([O, a~)) = 1. 
From Lemma 2.3 it follows that 
(3.2) 
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and from Lemma 3.1, we can assert that 
1 O” 
lim -;; 
t+,OO t I 
x”H,(dx) = 0 for any iz a 0. 
x=tr’cl 
NOW, 
1 1 
Y- 
t 
x”(&(dx) = T;; 
I 
l/N l/cl 
v”t”H,(t l du) = 
I 
v”M,(dv). 
v=o u=o 
(3.3) 
(3 04) 
Therefore l/w 1 
lim 
t+m J Y- 0 v”M,(dv) = z for any n 2 0 (3.5) 
and a0 
lim J v”M,(dv) = 0 for any n 2 0. (3.6) t+aO v=l/tA 
Let (tk} be some positive sequence increasing to +a. The sequence of measures 
(M,,} has a subsequential limit measure M from for instance [S, p. 831, and M must 
be a probability measure as Cm,,, M,([O, l/p)) = 1 and Em,,, Mt( [l/p, 00)) = 0. 
So Mtkt+M for {tk,} some increasing subsequence of the {fk} sequence where + 
represents weak convergence. 
Therefore, for n 2 1, 
1 -I 
1/P -= lim 
& I*ao v”M,,; (dv) = fim, v “Mk, (d v ) u=o 
l/CL 00 
= J v”M(dv) = J v”M(dv). v=o u-0 (3.7) 
As (3.7) holds in particular for n = 1 and n = 2, it must be the case that 
M({l/pG}) = 1. This implies that 
and this is equivalent to (3.1). 
Theorem 3.3. If E[esX’] < 00 for s s y/p, then 
Iim ew(“)‘E 
ta,oo 
where p 2 0 and Cm,,, L(t) exists and is finite and non-rem. 
Proof. For y = 0 the result is trivial. Assume y > 0, and let 
cx(t)=e 
cp(y)tN: UN,) -yr, 
- - 
tP L(t) e ’ 
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and the expression is bounded above for t 2 1. So, 
lim E[ar(t); A,] = c,(l/gd. 
1+ao 
Also, by a slight extension of Lemma 3.1, 
lim E[rY(t); N,/t 2 l/g]=O. 
f+oO 
Finally on, 
B,=(N,lt~1/~-~)~(1I~~+e~Ntlt<1/~), 
WWWN’WW)) is bounded above for t 3 1, so by Theorem 3.2, 
lim f+oo E[cu (t); B,] = 0 proving the theorem for y > 0. 
Proof of Theorem 2.2. It is straightforward (see [9, p. 8 j) to show that there exists a 
function L(t) with a finite positive limit as t + 00 so that P,, = e?z”L(n) for n 20. 
Therefore 
l?(t) = E[eeyN’NrL(N,)]. (3.8) 
Restating Theorem 3.3, we have 
’ rl(t)-e-‘P’Y”tPL(t)c,/ELP &g(t). (3.9) 
We have already shown that 0 c c, < a. Finally, as g(t)/L(t) is log concave, it is 
trivial to final an IFR distribution G so that 1 - G(t) - g(t). So .H is AIFR. 
4. Compound renewal processes 
We will briefly discuss a generalization of Theorem 2.2. Suppose that each shock 
does a random amou.nt of damage. If we let Yk represent he amount of damage done 
by the kth shock, we can represent the damage process by a compound renewal 
process Zl, where Nt is as before and 
i 
2 Yk, ifN+l, 
zI= k=l 
0, if NI = 0 
and where the {Yk) are i.i.d., non-negative with distribution K. 
We assume that P( r > t 1 Zt = x) = f(x), where f(0) = 1, f(x) decreases to zero as x’ 
goes to infinity and f(x) = e?CL(x) with y > 0, p a 0 and where lim,,, L(X) exists 
and is positive and firjite. This is basically the same set-up as before. 
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We will now state without proof the analog of Theorem 
renewal process, 
Theorem 4.1. Let f and Zt be as above and let 1 -H(t) = 
E[esxl] < 00 for s s y*/~, then 
and H(t) is AIFR. Here 
e -Y* = J emYsK (ds), s=o 
cp(y*) is the unique solution to 1 = e-‘* 
J 
e-‘“F(dx), 
X- -0 
CO = e-y*, cl = E[ Y1 e-@(y*)yl], 
0 c )1(G = em’*, El% e -dY*)x,] < 00, 
o < c I:0 (1 -F(x)) ecp(“)’ dx 
Y 
*= 
e-Y*EIXI e4’(Y*)x,] < O”* 
55 
2.2 for a compound 
Ef(Z,)=P(Tx;. If 
(4.1) 
The proof of this theorem generally follows the same lines as that of Theorem 2.2. 
Note that if Yk = 1 a.s. for all k, we are back in the case of renewal process and 
Theorem 4.1, reduces to Theorem 2.2. 
5. An application 
Consider a system with nz identical components. A component is used until it fails 
and is :hen automatically replaced by a new component. If Ti is the lifetime of the ith 
component, then T = CL1 r is the system lifetime. Suppose the {r}, i = 1, . . . , m 
are i.i.d. and Tr has failure distribution H as specified in Section 2. Then T has failure 
distribution H(“‘. 
Assume the components are subject to the same shocking process that has been 
previously considered and let Q,, be the probability of the system surviving n shocks. 
If P, has the representation specified in (2.10), then 
O,, = e-‘“n mp+(m-1’9(n) for n > 0, (5.1) 
where Z’(t) has a finite positive limit as t + 00. Assuming that (2.10) holds, we can 
conclude that 
1 ( > 
mp+(m-1) 
IF(t) - c, E --cp(yM mp+(m- I i Z(t) e t (5 3 . 
so that gin) is AIPR. 
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Suppose the operator of the system can only determine whether or not the system 
is functioning. He must replace the system upon failure and he may replace the entire 
system anytime. If co is the replacement cost and cl = 1 an additional penalty cost 
incurred upon failure, then the long-run average expected cost a(t) of a replacement 
policy which replaces after the system has functioned t units of time (or upon failure) 
is 
co + c&“‘(t) 
‘(‘)=S:=oxH’“‘(dx)+t(l-H’“‘(t))’ 
(5.3) 
If we make the assumption that H(“) is IFR, with failure rate r, then the optimal 
replacement policy would be tci replace at t*, where t* = inf(t: a(t) = r(t)} and 
inf 0 = +W 
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