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Abstract. Developing techniques for editing an outfit image through
natural sentences and accordingly generating new outfits has promising
applications for art, fashion and design. However, it is considered as a
certainly challenging task since image manipulation should be carried
out only on the relevant parts of the image while keeping the remaining
sections untouched. Moreover, this manipulation process should gener-
ate an image that is as realistic as possible. In this work, we propose
FiLMedGAN, which leverages feature-wise linear modulation (FiLM) to
relate and transform visual features with natural language representa-
tions without using extra spatial information. Our experiments demon-
strate that this approach, when combined with skip connections and
total variation regularization, produces more plausible results than the
baseline work, and has a better localization capability when generating
new outfits consistent with the target description.
Keywords: image editing · fashion images · generative adversarial net-
works
1 Introduction
Language based image editing (LBIE) [4] is a recently proposed umbrella term
which describes the task of transforming a source image based on natural lan-
guage descriptions. A specific case of LBIE aims at modifying an outfit in an
image using textual descriptions as target transformations [44], which has poten-
tial applications in art, fashion, shopping and design. However, this is a rather
challenging problem mainly due to two reasons. A successful model should be
able to (i) reflect the changes to the input image while preserving structural
coherence (e.g. body shape, pose, person identity), and (ii) understand and re-
solve the local changes in images according to only the relevant parts of textual
description. While the former is about the image generation process, the latter
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input image generated outfit images based on different textual descriptions
Fig. 1: Our model learns to manipulate fashion images via textual descriptions.
Given an image (leftmost), it can synthesize new images with intended outfit
changes such as “the lady is wearing a multicolor sleeveless romper” (bottom
rightmost).
is related to understanding the relations between the source image and the lan-
guage description and it requires to disentangle semantics from both visual and
textual modalities. In this respect, it shares some similarities with other inte-
grated vision and language problems such as visual question answering (VQA).
The main motivation of this paper comes from a recent conditioning mecha-
nism known as Feature-wise Linear Modulation (FiLM), which has been initially
proposed for solving complicated VQA tasks [26] and has been proven very use-
ful. In this work, we propose a new conditional Generative Adversarial Network
(GAN), which we name FiLMedGAN, which incorporates FiLM based feature
transformations to better guide the manipulation process based on natural lan-
guage descriptions. To increase the overall quality of the resulting images, our
network architecture also employs skip connections [29] and we additionally use
total variation regularization [30] during training. We demonstrate that our pro-
posed approach can synthesize and modify plausible outfit images without a need
to utilize extra spatial information like segmentation maps or body joints and
pose guidance as commonly considered in the previous work (see Fig. 1).
2 Related Work
Our model is based on Generative Adversarial Networks (GANs) [9]. GANs have
become one of the dominant methods to build generative models of complex,
real-life data and many GAN variants have been proposed for a range of genera-
tion tasks. GANs can be formulated as a two-player game where a discriminator
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(D) and a generator (G) are trained in an alternating manner with an adver-
sarial loss. Despite the difficulties in training [31], adversarial learning has been
applied to numerous domains such as text-to-image synthesis [28,42,41,43,38],
language based image editing [7,44], person image generation [20,33,27,18,21,13]
and texture synthesis [14,2,37,36].
The most relevant work to ours is by Dong et al. [7] who first learn a visual-
semantic text embedding from the image-text description pairs and then adver-
sarially train a conditional generator network to perform LBIE on bird images
from Caltech-200 [35] and flower images from Oxford-102 [25]. Our model is built
upon these ideas and indeed can be viewed as an improved version of that work.
The details of this model and the extensions we propose in this paper will be
described fully in Sec. 3.
In another related work, Zhu et al. [44] performed LBIE on fashion images
and proposed a model called FashionGAN. They emphasized structural coher-
ence, which involves retaining body shape and pose, producing image parts that
conform to given language description and enforcing coherent visibility of body
parts. For that purpose, they proposed a two stage generator model, which also
takes a human parsed segmentation map of the input image as complementary
information. In the second stage, they generated target image conditioned on the
segmentation map that is generated from the first stage together with language
description. This differs significantly from our approach since we do not require
any segmentation map or employ explicit spatial constraints, which is costly to
obtain and might not always be available. We also believe that directly using
segmentation maps in synthesizing the output might introduce some visual in-
consistencies between the generated output and the actual input as the output
is not generated in a holistic manner.
Other related works rather focus on image generation from text instead of
directly manipulating images. Lassner et al. [18] proposed a model (ClothNet)
which is able to generate full body images of people with clothing conditioned
on a specific pose, shape and color. CAGAN [13] and VITON [10] models take a
person and a clothing image as inputs to dress up the person with the specified
clothing item. The rest of the related work mostly concerns with the pose of
humans and accordingly adds some spatial constraints [20,21,33,27,8,39], which
also differs from our work in this respect.
A popular approach to increase the quality of generated images is to incor-
porate attention mechanisms into GANs [22,16,38,5,40], which helps identifying
the most relevant parts of images or features as needed. Ma et al. [22] proposed
a deep attention encoder as a part of their model for instance level translation.
Kastaniotis et al. [16] used an attention mechanism in discriminator for gener-
ating better cell images. Xu et al. [38] proposed attention driven multi stage
refinement approach for text-to-image problems. Chen et al. [5] proposed an
extra attention network for object transfiguration . A recent work of Zhang et
al. [40] involves a self attention model for retaining global consistency in gener-
ated images. Compared to these previous works, we alternatively explore using
FiLM transformations [26] as a conditioning mechanism and exploit its implicit
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Fig. 2: (a) The FiLMedGAN architecture, (b) Inside of a FiLMed residual block.
attention-like mechanism. Quite recently, FiLM has been investigated in a simi-
lar manner for colorization [24] and recovering textures [37]. However, the former
does not use GANs and the task explored in the latter is quite dissimilar to ours.
3 Methodology
Network Architecture. Our network architecture is an improved version of
the model suggested by Dong et al. [7], which is indeed inspired by [42] and [15].
Fig. 2a gives an overview of our improved architecture. The generator network
in [7] is made up of an encoder, a residual transformation unit and a decoder. The
encoder and the decoder consists of 2D convolution layers together with several
strides and nearest-neighbor up-samplings followed by ReLU activations and
Batch Normalization (BN) [12], except the first and the last layers respectively.
We extend the encoder by including an extra 2D convolution and BN layers,
which adds new features of dimensions 32 × 16 × 512. Moreover, the feature
maps of the encoder are concatenated to the corresponding decoder layers via
symmetric skip connections. The residual transformation unit is made up of
four residual blocks. We redesign this part by adding a FiLM block after the
first BN layer. The architecture of our modified residual block can be seen in
Fig. 2b. The discriminator has also an encoder with a residual branch composed
of convolution layers akin to the generator followed by a classifier layer. We
modify it to process 128× 64 images instead of 64× 64 sized images by adding
(2,1) strides to convolution layers. We also fuse together semantic embedding of
textual input with encoder output using FiLM rather than a simple replication
and concatenation, as done in [7].
To train our visual-semantic text embedding, we utilize an external pre-
trained word embedding (fastText) [3] and early layers of pre-trained VGG-16
[34] network, as done in [7], where sentences are represented as the output of a
GRU [6] unit, and for training, we follow the same procedure in [7] where we
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utilize a pairwise ranking loss.
Improved Conditioning using FiLM. Our inspiration comes from a recent
work by Manjunatha et al. [24] on colorization of gray scale images with natural
language descriptions who explore the use of FiLM to fuse textual represen-
tations with visual representations. Although qualitative results are not much
different than those of simple concatenation, the authors reported that the ac-
tivations of FiLM layer can emulate guided attention. This is in line with our
own observations that it helps better localization while manipulating an image
based on a textual description.
Mathematically speaking, a FiLM layer performs a feature-wise affine trans-
form on visual features conditioned on textual information. Given h as contin-
uous vector representation of natural language description, we compute γk and
βk vectors as in Eqn. 1 where Wγ and Wβ are parameters to be learned.
γk = Wγh βk = Wβh (1) Z
′
ki,j = Zki,j ◦ γk + βk (2)
Here, Zk denotes a feature output and it is modulated as in Eqn. 2, where ◦ is
element-wise product and ki,j represents the spatial dimensions. For implemen-
tation fusing vectors with concatenation might result an increase in parameter
size of the network whereas FiLM is much more efficient.
Regularization with Total Variation (TV). In our FiLMed experiments,
we come across with some artifacts and blur in some manipulated images. To
overcome this issue, we additionally include total variation loss [23] as a regular-
ization term to the loss function of the generator. So, our final adversarial loss
function that we use in our FiLMedGAN model becomes:
LD = E(x,t)∼pdata logD(x, ϕ(t)) + E(x,tˆ)∼pdata log(1−D(x, ϕ(tˆ))+
E(x,t¯)∼pdata log(1−D(G(x, ϕ(t¯)), ϕ(t¯))) (3)
LG = E(x,t¯)∼pdata log(D(G(x, ϕ(t¯)), ϕ(t¯))) + λRTV (G(x, ϕ(t¯)) (4)
where ϕ(t) stands for the matching text, ϕ(tˆ) represents a mismatching text and
finally ϕ(t¯) denotes a semantically relevant text [7].
4 Experiments
Dataset. In our experiments, we use Fashion Synthesis [44] dataset, an exten-
sion of [19], which contains 78,979 images along with textual descriptions. It
also provides gender, color, sleeve and category attributes as well as segmenta-
tion maps. We utilize the provided training (70,000) and test (8,979) splits and
do not make use of the segmentation maps or the attributes during training.
Implementation Details and Training. To train visual-semantic text embed-
ding, we use the Adam optimizer [17] with the parameters β1 = 0.9, β2 = 0.999,
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Fig. 3: Some sample results demonstrating the effectiveness of the learned visual-
semantic text embeddings. (a) A query image with the description “The lady was
wearing a blue short sleeved blouse”, (b)-(c) Top 3 most similar images based on
their projected visual features and textual features, respectively. As can be seen,
they are both semantically consistent with the input image.
 = 108 and a learning rate of 0.002. We train our model with the batch size
of 64 for 200 epochs. We set the pairwise ranking loss margin to 0.2, embed-
ding dimension to 300 and max words to 25. Similarly, to train GAN model,
we employ the Adam optimizer with a different parameter β1 = 0.5, the rest is
the same as visual-semantic text embedding training parameters. We also apply
learning rate decay for 100 epochs with γ = 0.5. We set the parameter λ of the
TV regularization term to 0.01. All GAN models are trained for 125 epochs.
Visual-Semantic Text Embedding Evaluation. We qualitatively evaluated
the learned visual-semantic text embeddings by comparing the vector represen-
tations of the first 500 test samples with each other in a pairwise manner and
inspecting the top 3 most similar images based on both their projected textual
and visual features. Our analysis reveals that visual-semantic text embedding
learns the relationship between images and sentences in a proper manner. Fig. 3
shows the results of a sample query. As can be seen, the nearest neighbors in the
embedding space are highly consistent with each other in terms of both modal-
ities.
Qualitative Evaluation. In Fig. 4, we compare the results of our proposed
FiLMedGAN model against those of the baseline method, and analyze the im-
portance of FiLM, skip connections and TV regularization with an ablation
study. While FiLM by itself exhibits a better performance in regard to language
conditioned visual changes (color change in the last row), TV regularization
provides slightly more detailed images (hair and glasses in the first row). When
they are combined, the results are visually more appealing than those of the
baseline model [7]. Moreover, introducing additional skip connections, as in our
FiLMedGAN model, gives the best results in terms of image details and quality
since it decreases the information loss introduced by the vanilla encoder-decoder.
For disadvantages, when the results are investigated thoroughly, it can be
seen that FiLMedGAN makes the hair on the foreground disappeared while
transforming the blouse. (e.g. the rightmost image in the last row of Fig. 4)
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Input Baseline [7] FiLM TV FiLM + TV FiLMedGAN
Fig. 4: Method comparisons. For each method, the two sample input descriptions
are “the lady is wearing a blue long-sleeved blouse” and “the lady is wearing a
blue short-sleeved blouse”, respectively.
Although FiLMedGAN generates plausible images in general, it may lead some
degeneration on input image. It is a drawback of our approach over FashionGAN
[44] where FashionGAN solves these kind of issues by using segmentation maps.
It is also important to mention that FiLM helps to visualize internal dy-
namics of a network and provides a kind of implicit attention mechanism. We
visualize heat maps of the average filter outputs of each of four FiLMed residual
layers in the generator (Fig. 5). Generally speaking, while first block processes
the head and the legs, third block focuses on the entire body to perform the
transformations. Note that it is possible to interpret each of filter output sepa-
rately rather than averaging them.
Quantitative Evaluation. We apply three quantitative evaluation methods for
our comparison: two for measuring realism and one for measuring the manipula-
tion success. For quantifying realism, we consider Inception Score (IS) [32] and
Fre´chet Inception Distance (FID) [11]. These evaluation metrics do not measure
how successful an image manipulation is done according to a target textual de-
scription, and thus we also incorporate an attribute prediction method similar
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Fig. 5: (a) Source image, (b) Manipulation result for the target description “the
lady is wearing a red long-sleeved blouse.”, (c) Implicit attention maps of four
residual FiLM blocks.
Table 1: Quantitative results. Evaluation scores are the average of last 15 epochs
and the best score of the last 50 epochs is given within parenthesis.
Baseline [7] FiLM TV FiLM+TV FiLMedGAN
IS 2.52 (2.68) 2.54 (2.65) 2.48 (2.67) 2.52 (2.62) 2.58 (2.68)
FID 22.86 (20.73) 23.38 (20.10) 18.79 (16.16) 16.83 (14.84) 10.72 (9.12)
AS 0.65 (0.67) 0.65 (0.66) 0.66 (0.68) 0.66 (0.67) 0.67 (0.68)
to [44]. For each test image in the test set, without loss of generality, we set
the next image’s text description as a target text description and measure the
equivalence of the modified image’s attributes with the actual attributes of this
next image. In order to do so, we fine-tuned a pre-trained VGG-16 [34] model to
simultaneously predict gender, sleeve, color and category attributes. First three
attributes in all likelihood could be inferred from textual description. Category
attribute is thought as holistic and also included. Consequently, these attributes
can be considered as representative as textual description.
Estimated IS, FID and average attribute scores (AS) are reported in Table 1.
In terms of AS, there is no noteworthy difference among the models through
epochs. We think that this is because attributes are not distinctive enough. For
example, in the first row of Fig. 3, all models have succeeded in performing
the corresponding changes according to textual description and there are many
such examples but the details visible in the images are open to discussion. Our
FiLMedGAN model gives the best IS but IS is not a reliable measure [1]. We
observed that original images have IS score 3.06 but the early epochs of FiLM
alone have 3.46 which is absurd. It should be considered as a rough measure of
quality and should not be taken seriously. According to FID, FiLM is similar to
the baseline because the main role of FiLM is not to improve the quality but
the conditioning. It is very interesting that, FiLM+TV improves the FID score
in a clear way. We speculate that they contribute collaboratively to the overall
result. Lastly, FiLMedGAN shows a significant improvement over all the other
models which uses the advantage of skip connections.
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5 Conclusion
We present a novel approach for language conditioned editing of fashion images.
Our approach employs a GAN-based architecture which allows the users to edit
an outfit image by feeding in different descriptions to generate new outfits. Our
experimental analysis demonstrate that our FiLMedGAN model which employs
skipping connections and FiLMed residual blocks outperforms the baselines both
quantitatively and qualitatively and generates more plausible outfit images ac-
cording to a given natural description.
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