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Abstract
We prove an estimate on the modulus of continuity at a boundary point of a
cylindrical domain for local weak solutions to singular parabolic equations of p-
laplacian type, with p in the sub-critical range (1, 2N
N+1
]. The estimate is given in
terms of a Wiener-type integral, defined by a proper elliptic p-capacity.
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1 Introduction
Let E be an open set in RN , and for T > 0 let ET denote the cylindrical domain
E × (0, T ]. Moreover let
ST = ∂E × (0, T ], ∂pET = ST ∪ (E × {0})
denote the lateral, and the parabolic boundary respectively.
We shall consider quasi-linear, parabolic partial differential equations of the form
ut − divA(x, t, u,Du) = 0 weakly in ET . (1.1)
The function A : ET ×R
N+1 → RN is only assumed to be measurable and subject
to the structure conditions{
A(x, t, u, ξ) · ξ ≥ Co|ξ|
p
|A(x, t, u, ξ)| ≤ C1|ξ|
p−1 a.e. (x, t) ∈ ET , ∀u ∈ R, ∀ξ ∈ R
N (1.2)
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where Co and C1 are given positive constants, and we take
1 < p ≤
2N
N + 1
def
= p∗. (1.3)
The number p∗ is referred to as a critical value in the local regularity theory for equa-
tions (1.1)–(1.2) (see [6]). The range (1.3) is often called singular, sub-critical, whereas
p∗ < p < 2 is singular, super-critical.
The principal part A is assumed to be monotone in the variable ξ in the sense
(A(x, t, u, ξ1)−A(x, t, u, ξ2)) · (ξ1 − ξ2) ≥ 0 (1.4)
for all variables in the indicated domains, and Lipschitz continuous in the variable u,
that is,
|A(x, t, u1, ξ)−A(x, t, u2, ξ)| ≤ Λ|u1 − u2|(1 + |ξ|
p−1) (1.5)
for some given Λ > 0, and for the variables in the indicated domains.
Let us consider a boundary datum{
g ∈ Lp
(
0, T ;W 1,p(E)
)
,
g continuous on ET with modulus of continuity ωg(·).
(1.6)
We are interested in the boundary behavior of solutions to the Cauchy-Dirichlet prob-
lem 
ut − divA(x, t, u,Du) = 0 weakly in ET
u(·, t)
∣∣∣
∂E
= g(·, t) a.e. t ∈ (0, T ]
u(·, 0) = g(x, 0),
(1.7)
with g as in (1.6). We do not impose any a priori requirements on the boundary of the
domain E ⊂ RN .
Notice that when p is in the sub-critical range (1.3), the boundedness of a weak
solution to (1.7) is not guaranteed by the mere notion of weak solution. A detailed
discussion is given, for example in [5, Chapter V], or in [6, Chapter 6, Section 21.3].
Therefore, we directly assume the boundedness of solutions.
We refer to the parameters {p,N,Co, C1} as our structural data, and we write
γ = γ(p,N,Co, C1) if γ can be quantitatively determined a priori only in terms of the
above quantities. The generic constant γ may change from line to line.
For xo ∈ R
N and ρ > 0, Kρ(xo) denotes the cube of edge 2ρ, centered at xo with
faces parallel to the coordinate planes. When xo is the origin of R
N , we simply write
Kρ.
Let (xo, to) ∈ ST , and for Ro ∈ (0, 1) we set the backward, space-time cylinder
QRo = KRo(xo)× (to − 2R
p
o, to],
where Ro is so small that (to − 2R
p
o, to] ⊂ (0, T ]. Moreover, we define
µ+o = ess sup
QRo∩ET
u, µ−o = ess inf
QRo∩ET
u, ωo = µ
+
o − µ
−
o = ess osc
QRo∩ET
u.
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We will give the formal definition of solution to (1.7) in § 2.1. Now we proceed to state
the main result of this paper.
Theorem 1.1. Let u be a bounded, weak solution to (1.7), and assume that (1.2)–(1.6)
hold. Then there exist positive constants γ, c, α, and qo >
1
p−1 , which depend only on
the data {p,N,Co, C1}, such that
ess osc
Qρ(ωo)∩ET
u ≤ ωo exp
{
−γ
∫ 1
ρα
[δ(s)]qo
ds
s
}
+ 2 osc
Q˜o(ρ)∩ST
g, (1.8)
where 0 < ρ < Ro,
Qρ(ωo) = Kρ(xo)×
(
to −
1
2cω
2−p
o ρ
p, to
]
,
δ(ρ) =
capp
(
Kρ(xo)\E,K 3
2
ρ(xo)
)
capp
(
Kρ(xo),K 3
2
ρ(xo)
) ,
Q˜o(ρ) is a proper reference cylinder, which shrinks to (xo, to) as ρ→ 0, and capp(D,B)
denotes the (elliptic) p-capacity of D with respect to B.
Remark 1.1. In § 6 we will give a more precise quantification of qo. Its value depends
on the Harnack-type inequality we will present in Theorem 4.1.
Remark 1.2. The precise expression of Q˜o(ρ) plays no role, as far as the decay of u
at the boundary is concerned. The definition of Q˜o(ρ) is given in (6.1) of [9].
A point (xo, to) ∈ ST is called a Wiener point if
∫ 1
τ
[δ(ρ)]qo
dρ
ρ
→ ∞ as τ → 0.
Therefore, from Theorem 1.1 we can conclude the following corollary in a standard
way.
Corollary 1.1. Let u be a weak solution to (1.7), assume that (1.2)–(1.6) hold true,
and that (xo, to) ∈ ST is a Wiener point. Then
lim
(x,t)→(xo,to)
(x,t)∈ET
u(x, t) = g(xo, to).
Theorem 1.1 also implies Ho¨lder regularity up to the boundary under a fairly weak
assumption on the domain, i.e. the complement of E is uniformly p-fat. More precisely,
a set A is uniformly p-fat, if for some γo, ρ¯ > 0 one has
capp
(
Kρ(xo) ∩A,K 3
2
ρ(xo)
)
capp
(
Kρ(xo),K 3
2
ρ(xo)
) ≥ γo
for all 0 < ρ < ρ¯ and all xo ∈ A. See [14] for more on this notion. However, we point
out next that this conclusion can be achieved merely under the structural condition
(1.2) of A, for all 1 < p < 2.
Corollary 1.2. Let u be a weak solution to (1.7), assume that (1.2) holds true for
1 < p < 2, that the complement of the domain E is uniformly p-fat, and let g be Ho¨lder
continuous. Then the solution u is Ho¨lder continuous up to the lateral boundary.
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1.1 Novelty and Significance
This is the third paper in a wider project devoted to the study of boundary behavior
of solutions to (1.7): in [9] we dealt with the singular super-critical range p ∈ (p∗, 2),
in [10] we studied the degenerate case p > 2, and here we consider the singular sub-
critical interval given by p ∈ (1, p∗], which to our knowledge has never been dealt with
before. Some remarks about the significance of our results have already been given in
[9, 10], and we will not repeat them here: what we are going to concentrate on, are the
differences that the sub-critical range shows with respect to the super-critical one.
In all these three papers, the most interesting result is that a Wiener point is a
continuity point for the solution at the boundary, and a quantitative characterization
of the decay in a neighborhood of that point at the boundary is given (see (1.8) in
this case). However, there is a fundamental difference: for p > p∗ (see [9, 10]), a
point (xo, to) ∈ ST is a Wiener point if
∫ 1
0
[δ(ρ)]
1
p−1
dρ
ρ
= ∞, whereas here we require∫ 1
0
[δ(ρ)]qo
dρ
ρ
= ∞, with qo >
1
p−1 . Hence, our result is not optimal, and our quan-
titative estimates cannot recover what is already known qualitatively, at least in the
prototype case.
Indeed, the fact that a Wiener point with qo =
1
p−1 is a continuity point has already
been observed in [3, Proposition 5.4] for the prototype parabolic p-laplacian
ut − div(|Du|
p−2Du) = 0, (1.9)
for any p > 1, hence both singular, i.e. with 1 < p < 2, and degenerate, i.e. with p > 2
(see also [11]). Whether this qualitative result is true for more general operators A,
like the ones we study here, is not known.
The lack of optimality of the exponent qo notwithstanding, here the novelty with
respect to the existing literature is twofold: first of all, we deal with quite general opera-
tors, and the only restriction for Theorem 1.1 and Corollary 1.1 lies in the requirement
that the Comparison Principle is satisfied, whereas for Corollary 1.2 the structural
condition (1.2) suffices; on the other hand, as we have already mentioned above, to
our knowledge a quantitative characterization in the singular sub-critical range of the
boundary behavior for rough sets has never been provided.
There is yet another new observation regarding what we had in [9]: we stated
Theorem 1.1 of [9] in centered cylinders. Here we seize this opportunity to point out
that in fact backward cylinders will also work in [9], just like in Theorem 1.1 here. The
modification can be modeled on Lemma 6.1 below. This matches the observation made
in [3, Theorem 3.1] for the prototype equation (1.9), that what happens in the future,
namely for t > to, does not affect the regularity of the boundary point (xo, to) for the
parabolic p-laplacian (1.9).
Although we have basically followed the same approach as in [9], the fundamental
difference lies in the Harnack inequalities we have to employ. When p ∈ (p∗, 2), we
can rely upon an intrinsic weak Harnack inequality, and this allows us to conclude;
in the singular sub-critical range, only Harnack-type estimates are at disposal (see
4
Theorem 4.1 below), and this is ultimately the reason for the lack of optimality of
qo. It is important to recall that the lack of a proper Harnack inequality when p
satisfies (1.3), is a structural fact, as suitable counterexamples in [4] and [6, Chapter 6]
show. On the other hand, we think that the non-optimality of qo given here is just a
technical fact, and a different approach might provide qo =
1
p−1 , in such a way yielding
a unified description for solutions to (1.1)–(1.2), in the full singular range 1 < p < 2.
Unfortunately, we could not come up with such an approach at the moment.
Finally, few words about the contents of the paper. The proof of Theorem 1.1
is given in § 6 and of Corollary 1.2 in § 7; in both sections we concentrate on the
actual novelties, and we refer to the analogous proof in [9], whenever it would be a
straightforward repetition of arguments already displayed elsewhere.
We devote § 2 to introductory materials, in particular an L1 Harnack inequality and
the definition of a proper capacity; the remaining sections concern the discussion of an
auxiliary problem (§ 3), the presentation of the Harnack-type inequality which is known
in the singular sub-critical range (§ 4), and a lower bound for a proper super-solution,
proven in [9] (§ 5).
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2 Preliminaries
2.1 The Definition of Solutions
A function
u ∈ C
(
0, T ;L2loc(E)
)
∩ Lploc
(
0, T ;W 1,ploc (E)
)
is a local, weak sub(super)-solution to (1.1)–(1.2) if for every compact set K ⊂ E and
every sub-interval [t1, t2] ⊂ (0, T ]∫
K
uϕdx
∣∣∣∣t2
t1
+
∫ t2
t1
∫
K
[
− uϕt +A(x, t, u,Du) ·Dϕ
]
dxdt ≤ (≥)0
for all non-negative test functions
ϕ ∈W 1,2loc
(
0, T ;L2(K)
)
∩ Lploc
(
0, T ;W 1,po (K)
)
.
This guarantees that all the above integrals are convergent. A function u, which is both
a local, weak sub-solution and a local, weak super-solution, is a local, weak solution.
For any k ∈ R, let
(v − k)− = max{−(v − k), 0}, (v − k)+ = max{v − k, 0}.
Accordingly, we notice that
k − (u− k)− = min{u, k}, k + (u− k)+ = max{u, k}.
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Using (1.2)1 and employing a similar method as in (A6) of [5, Chapter II] or Lemma 1.1
of [6, Chapter 3], we can show the equation (1.1) with (1.2) is parabolic, in the sense
that{
whenever u is a local weak sub(super)-solution,
the function k ± (u− k)± is a local weak sub(super)-solution, for all k ∈ R.
A weak sub(super)-solution to the Cauchy-Dirichlet problem (1.7) is a measurable
function
u ∈ C
(
0, T ;L2(E)
)
∩ Lp
(
0, T ;W 1,p(E)
)
satisfying∫
E
uϕ(x, t) dx +
∫∫
ET
[
− uϕt +A(x, t, u,Du) ·Dϕ
]
dxdt ≤ (≥)
∫
E
gϕ(x, 0) dx
for all non-negative test functions
ϕ ∈W 1,2
(
0, T ;L2(E)
)
∩ Lp
(
0, T ;W 1,po (E)
)
.
In addition, we take the boundary condition u ≤ g (u ≥ g) to mean that (u−g)+(·, t) ∈
W
1,p
o (E) ((u − g)−(·, t) ∈ W
1,p
o (E)) for a.e. t ∈ (0, T ]. A function u, which is both a
weak sub-solution and a weak super-solution, is a weak solution.
We have given the definition in a global way, but all the following arguments and
results will have a local thrust: indeed, what we are interested in, is whether solutions
u to (1.7) continuously assume the given boundary data at a single point or on some
other distinguished part of the lateral boundary ST of a cylinder, but not necessarily
on the whole ST . In this context, the initial datum does not play a role.
In the sequel we will need the following comparison principle for weak (sub/super)-
solutions (see [11, Lemma 3.1], [13, Lemma 3.5] and [3, Section 2]).
Lemma 2.1 (Weak Comparison Principle). Suppose that v is a weak super-solution
and u is a weak sub-solution to (1.7) in ET under conditions (1.2)–(1.6). If v and −u
are lower semicontinuous on ET and v ≥ u on the parabolic boundary ∂pET , then v ≥ u
a.e. in ET .
2.2 Particular Super-Solutions Across ST
Fix (xo, to) ∈ ST , consider the cylinder
Q = K32ρ(xo)× [s, to],
where s and to are such that 0 < s < to ≤ T , and let Σ
def
= ST ∩Q.
We extend A to A˜ defined in Q× R× RN , setting
A˜(x, t, u, ξ) =
{
A(x, t, u, ξ) for a.e. (x, t) ∈ Q ∩ ET , ∀u ∈ R, ∀ ξ ∈ R
N ,
|ξ|p−2ξ for a.e. (x, t) ∈ Q\ET , ∀u ∈ R, ∀ ξ ∈ R
N .
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It is apparent that A˜ satisfies conditions (1.2) and (1.4)–(1.5) in Q×R×RN , with Co
and C1 replaced by min{1, Co} and max{1, C1} respectively.
We have the following simple lemma, which has been stated in [9, Lemma 2.1].
However, we present a complete proof here.
Lemma 2.2. Take any number k such that k ≥ supΣ g. Let u be a weak solution to
the problem (1.7), and define
uk =
{
(u− k)+, in Q ∩ ET ,
0, in Q \ ET .
Then uk is a weak sub-solution to (1.1) in the cylinder Q with A replaced by A˜(x, t, k+
uk,Duk). The same conclusion holds for the zero extension of uh = (h − u)+ for
truncation levels h ≤ infΣ g with A replaced by −A˜(x, t, h− uh,−Duh).
Proof. This is a boundary version of the arguments in (A6) of [5, Chapter II] or
Lemma 1.1 of [6, Chapter 3]. Let JuKl denote the Steklov average of u in the time
variable. In terms of the Steklov averages, the weak formulation of the solution u to
(1.7) can be written as∫
E×{t}
∂tJuKlϕdx+
∫
E×{t}
JA˜(x, t, u,Du)Kl ·Dϕdx = 0
for all 0 < t < T − l and for all ϕ ∈W 1,po (E)∩L∞(E) (see [5, Chapter II, Remark 1.1]
for more details on this equivalent formulation).
Let us omit the reference to xo. Consider an arbitrary interval [t1, t2] ⊂ [s, to]. Let
ζ be a piecewise smooth function in K32ρ × (t1, t2), vanishing on ∂K32ρ × (t1, t2). It is
rather easy to show that the following is an admissible test function:
{K32ρ ∩ E} × (t1, t2) ∋ (x, t)→ ϕ(x, t) =
(JuKl − k)+
(JuKl − k)+ + ε
ζ.
Moreover, since ϕ(·, t) vanishes on K32ρ ∩ ∂E in the sense of trace for a.e. t ∈ (t1, t2)
([9, Lemma 2.1]), we may extend such ϕ to be zero outside ET , and carry over the
integral formulation into Q. This remark together with a time integration in (t1, t2)
gives ∫ t2
t1
∫
K32ρ
∂tJuKlϕdxdt+
∫ t2
t1
∫
K32ρ
JA˜(x, t, u,Du)Kl ·Dϕdxdt = 0
The first term is estimated via an integration by parts, to obtain∫ t2
t1
∫
K32ρ
∂tJuKlϕdxdt =
∫ t2
t1
∫
K32ρ
∂th(JuKl, ε)ζ dxdt
=
∫
K32ρ
h(JuKl, ε)ζ dx
∣∣∣t2
t1
−
∫ t2
t1
∫
K32ρ
h(JuKl, ε)∂tζ dxdt,
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where we have set
h(JuKl, ε) =
∫ JuKl
k
(s− k)+
(s− k)+ + ε
ds.
The second term is estimated by∫ t2
t1
∫
K32ρ
JA˜(x, t, u,Du)Kl ·Dϕdxdt
=
∫ t2
t1
∫
K32ρ
JA˜(x, t, u,Du)Kl ·
[
Dζ
(JuKl − k)+
(JuKl − k)+ + ε
+ ζ
εD(JuKl − k)+(
(JuKl − k)+ + ε
)2] dxdt.
Combining all the terms we arrive at∫
K32ρ
h(JuKl, ε)ζ dx
∣∣∣t2
t1
−
∫ t2
t1
∫
K32ρ
h(JuKl, ε)∂tζ dxdt
+
∫ t2
t1
∫
K32ρ
JA˜(x, t, u,Du)Kl ·Dζ
(JuKl − k)+
(JuKl − k)+ + ε
dxdt
= −ε
∫ t2
t1
∫
K32ρ
ζJA˜(x, t, u,Du)Kl ·
D(JuKl − k)+(
(JuKl − k)+ + ε
)2 dxdt.
The conclusion is reached by first letting l→ 0 and then ε→ 0. One only has to notice
that the right-hand side produces a non-positive quantity in this process, due to the
ellipticity of A˜.
Let k be any number such that k ≥ supΣ g, and for uk as in Lemma 2.2, set
µ = sup
Q
uk,
v : Q→ R+, v
def
= µ− uk.
(2.1)
It is not hard to verify that v is a non-negative, weak super-solution to (1.1) in Q.
More precisely, we can write
vt − div
(
− A˜(x, t, k + µ− v,−Dv)
)
≥ 0 weakly in Q.
Remark 2.1. As shown in the proof, any extension of A outside ET would work for
our purpose, provided it verifies the similar structure conditions (1.2) and (1.4)–(1.5).
For simplicity, in the following we will denote by A the extended function A˜.
Remark 2.2. The choice of k in the definition of uk is done in order to guarantee that
uk can be extended to zero in Q\ET : this yields a function which is defined on the
whole Q, and is needed in Lemma 5.1. Therefore, any other choice of k which ensures
the same extension of u to the whole Q is allowed.
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2.3 A Notion of Capacity
Let Ω ⊂ RN be an open set, and Q
def
= Ω× (t1, t2): Q is an open cylinder in R
N+1. For
any K ⊂ Q compact, we define the parabolic capacity of K with respect to Q as
γp(K,Q) = inf
{∫∫
Q
|Dϕ|p dxdt :
ϕ ∈ C∞o (Q), ϕ ≥ 1 on a neighborhood of K
}
.
(2.2)
For p = 2, this notion of parabolic capacity has been introduced in [2] in order to study
the decay of solutions to parabolic obstacle problems relative to second order, linear
operators, and then applied to parabolic quasiminima in [15].
It is important to remark that different kinds of nonlinear parabolic capacity have
been recently introduced in [12] and in [1]. We will not go into details here, and we
will prove our estimates in terms of γp as defined in (2.2).
For more details, we refer to the brief introduction given in [9]. Here it suffices
to remark that it will be important to compare the parabolic capacity we have just
defined with the well-known notion of elliptic p-capacity.
In this respect, as above, let Ω ⊂ RN be an open set, and consider D ⊂ D¯ ⊂ Ω. By
capp(D,Ω) we denote the (elliptic) p-capacity of D with respect to Ω. For its precise
definition, and for more details about capp(D,Ω), we refer to [8]. Let Q be as above,
and for any set K ⊂ RN+1 define Kτ = K ∩ {t = τ}. Then, we have the following
result.
Proposition 2.1. Let K ⊂ Q be compact. Then,
γp(K,Q) =
∫ t2
t1
capp(Kτ ,Ω) dτ.
2.4 An L1 Harnack Inequality for Solutions when 1 < p < 2
Let Ω be an open set in RN , and (y, s) ∈ ΩS := Ω× [0, S]. Note carefully that there is
no connection between Ω and the set E.
Proposition 2.2. Suppose u is a non-negative, local weak solution to (1.1)–(1.2) in
ΩS for 1 < p < 2. There exists a positive constant γ depending only on the data
{p,N,Co, C1}, such that for all [s1, t1] ⊂ [0, S], and K2ρ(y) ⊂ Ω
sup
s1<τ<t1
∫
Kρ(y)
u(x, τ)dx ≤ γ inf
s1<τ<t1
∫
K2ρ(y)
u(x, τ)dx + γ
(t1 − s1
ρλ
) 1
2−p
(2.3)
where
λ = N(p− 2) + p.
The constant γ = γ(p)→∞ either as p→ 2 or as p→ 1.
Proof. See Proposition A.1.1 in [6, Appendix A]. Here conditions (1.4)–(1.5) are not
needed in the proof.
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3 An Auxiliary Problem
Assume η and T¯ satisfy
s < η < η + T¯ ≤ to,
with s, to as in the definition of Q in § 2.2. Suppose uo is a non-negative, bounded,
measurable function defined in K32ρ(xo), with support in K2ρ(xo). We consider the
Cauchy-Dirichlet problem
uτ − divA(x, τ + η, u,Du) = 0 weakly in K32ρ(xo)× (0, T¯ ],
u(·, τ)
∣∣∣
∂K32ρ(xo)
= 0 a.e. τ ∈ (0, T¯ ],
u(·, 0) = uo
(3.1)
We may apply (2.3) to the above solution in the pair of cubes K2ρ(xo) and K4ρ(xo),
with the choices
s1 = 0, t1 = c1
[∫
K2ρ(xo)
uo dx
]2−p
ρp, c1 =
2(N−1)(2−p)
γ2−p
. (3.2)
As a result, if we define T¯ := t1, then we have∫
K2ρ(xo)
uo dx ≤ 2
N+1γ inf
0<τ<T¯
∫
K4ρ(xo)
u(x, τ) dx. (3.3)
It is well-known that solutions to (3.1) extinguish in finite time. The estimate (3.3)
shows solutions will not extinguish before T¯ .
4 A Harnack-type Inequality when 1 < p ≤ p∗
We recall here the main result of [7]. The supremum or infimum of a function is meant
to be the essential one. Moreover, we work in general, open, bounded sets Ω ⊂ RN and
ΩS := Ω× [0, S]. At this step, there is no connection between Ω and the set E we have
considered so far.
Theorem 4.1. Let u be a non-negative, locally bounded, local, weak solution to (1.1)–
(1.2), (1.4)–(1.5) in ΩS, with p satisfying (1.3), and let r ≥ 1 be such that
λr
def
= N(p− 2) + rp
is strictly positive. Let (y, s) ∈ ΩS, consider ρ > 0 such that K2ρ(y) ⊂ Ω, and set
θ = c2
[∫
K2ρ(y)
u(x, s) dx
]2−p
, σ =

∫
K2ρ(y)
u(x, s) dx(∫
K2ρ(y)
ur(x, s) dx
) 1
r

pr
λr
. (4.1)
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Then there exist a constant c2 ∈ (0, 1) that can be determined only in terms of the data
{p,N,Co, C1}, and two positive constants γ and d, that can be determined in terms of
the data {p,N,Co, C1} and r, such that if K16ρ(y)× [s, s+ θρ
p] ⊂ ΩS, then there holds
inf
K2ρ(y)×[s+
3
4
θρp,s+θρp]
u ≥ γ σd sup
Kρ(y)×[s+
1
2
θρp,s+θρp]
u,
Remark 4.1. We point put that Theorem 4.1 holds not just for p in (1.3), but for any
pair of p ∈ (1, 2) and r ≥ 1, such that λr > 0. See the discussion following Theorem 1.1
in [7]. Here we limited ourselves to the statement which is needed in our context.
Remark 4.2. The statement given in [7] is slightly different, as far as the top of the
cylinder, where the infimum is taken, is concerned. However, a careful inspection of
the proof of Theorem 4.1 given in [7], and a comparison with the proof of the analogous
result given in [6, Chapter 6, Section 11], shows that the top of the cylinders can be
taken to be the same, both for the supremum and the infimum.
5 A Lower Bound on the Super-Solution v Defined in (2.1)
From here on we let
c
def
= min{c1, c2},
which are given in (3.2) and in (4.1), and T¯ is accordingly redefined through c. We
point out that either it remains the same, or it is shortened. The following lemma has
been shown in [9, Lemma 5.1].
Lemma 5.1. Let Q, uk, µ, v as in § 2.2, consider (xo, η) ∈ Σ with s < η ≤ to, let
θ = c
[∫
K2ρ(xo)
v(x, η) dx
]2−p
,
and assume that
s ≤ η − θρp < η ≤ to.
Then, if we let
δ(ρ)
def
=
capp
(
Kρ(xo)\E,K 3
2
ρ(xo)
)
capp
(
Kρ(xo),K 3
2
ρ(xo)
) ,
there exists a constant γ > 1 that depends only on the data {p,N,Co, C1}, such that
µ [δ(ρ)]
1
p−1 ≤ γ
∫
K2ρ(xo)
v(x, η) dx. (5.1)
Remark 5.1. Lemma 5.1 holds for all 1 < p < 2, and does not depend on condi-
tions (1.4)–(1.5).
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6 Proof of Theorem 1.1
Consider (3.1) with uo(x) = v(x, η)χK2ρ(xo)(x). Assume that
s < η < η + T¯ ≤ to, where T¯ = c
[∫
K2ρ(xo)
v(x, η) dx
]2−p
ρp.
According to (3.3), we have
1
2N+1γ
∫
K2ρ(xo)
uo(x) dx ≤ inf
0<τ<T¯
∫
K4ρ(xo)
u(x, τ) dx.
This together with (5.1) yields
sup
K4ρ(xo)×[
1
2
T¯ ,T¯ ]
u ≥
1
2N+1γ
∫
K2ρ(xo)
uo(x) dx
=
1
2N+1γ
∫
K2ρ(xo)
v(x, η) dx
≥ γ9µ[δ(ρ)]
1
p−1 ,
where γ9 takes into account all the constants.
We can now apply Theorem 4.1 with Ω = K32ρ(xo) and (y, s) = (xo, 0), to conclude
that
inf
K2ρ(xo)×[
3
4
T¯ ,T¯ ]
u ≥ γ10 σ
dµ[δ(ρ)]
1
p−1 ,
where
σ
def
=

∫
K2ρ(xo)
uo dx(∫
K2ρ(xo)
uro dx
) 1
r

pr
λr
,
r > 1 is such that λr > 0, and d depends on the data and on r. Since∫
K2ρ(xo)
uo dx
(5.1)
≥
1
γ
µ[δ(ρ)]
1
p−1 ,
(∫
K2ρ(xo)
uro dx
) 1
r
≤ µ
r−1
r
(∫
K2ρ(xo)
uo dx
) 1
r
,
we eventually obtain
inf
K2ρ(xo)×[
3
4
T¯ ,T¯ ]
u ≥ γ11 µ[δ(ρ)]
1
p−1
(
1+d p(r−1)
λr
)
.
By Lemma 2.1, we have v(x, τ + η) ≥ u(x, τ) a.e. in K32ρ(xo) × [0, T¯ ]. Therefore,
setting
qo
def
=
1
p− 1
(
1 + d
p(r − 1)
λr
)
, (6.1)
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we conclude
µ[δ(ρ)]qo ≤ γ12 inf
K2ρ(xo)
v(·, τ) (6.2)
for all
τ ∈
[
η +
3
4
θρp, η + θρp
]
, with θ = c
[∫
K2ρ(xo)
v(x, η) dx
]2−p
. (6.3)
Since (6.2)–(6.3) correspond to (5.2)–(5.3) of [9], from here on we can conclude the
proof as in [9, Section 6], up to minor adaptations of the main argument, which we
now discuss.
A key step of the induction argument in [9, Section 6.3] is to fit a sequence of
intrinsically scaled cylinders in one another. There we chose to present this trick in a
sequence of centered cylinders, such that the oscillation of u is quantitatively reduced
therein. Here we take the opportunity to point out that actually we may choose a
nested sequence of backward cylinders which will do the same job. The modification is
based on the following lemma.
Lemma 6.1. Fix (xo, to) ∈ ST , s such that 0 < s < to ≤ T , let Q, uk, µ, v as in § 2.2,
consider θ˜ = cµ2−p with c as in § 5, and assume that
s ≤ to − 2θ˜(2ρ)
p < to.
Then, there exists a constant γ˜ > 1 that depends only on the data {p,N,Co, C1}, such
that
µ [δ(ρ)]qo ≤ γ˜ inf
K2ρ(xo)
v(·, τ) for all τ ∈ [to − 2θ˜ρ
p, to].
Proof. For simplicity, let us assume (6.2) holds for τ = η + θρp, where θ is defined in
(6.3). Consider the closed and bounded interval
I
def
= [to − 3θ˜ρ
p, to] ⊂ [to − 2θ˜(2ρ)
p, to].
Using 0 ≤ v ≤ µ, it is not hard to see that, for any η ≥ to − 3θ˜ρ
p, we have
η − c
[∫
K2ρ(xo)
v(x, η) dx
]2−p
ρp ≥ to − 2θ˜(2ρ)
p.
Consequently, Lemma 5.1 can be applied for all η ∈ I.
Next, we introduce the function f : I → R defined by
f(η) = η + c
[∫
K2ρ(xo)
v(x, η) dx
]2−p
ρp.
It is straightforward to check that f ∈ C(I). Using 0 ≤ v ≤ µ again, a simple
calculation yields that
min
I
f ≤ f(to − 3θ˜ρ
p) ≤ to − 2θ˜ρ
p,
max
I
f ≥ f(to) ≥ to.
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Thus, by the mean value theorem, there exists t∗ ∈ I such that f(t∗) = to. Without loss
of generality, we may assume t∗ is the smallest among such numbers in I. Accordingly,
we define I∗ := [to−3θ˜ρ
p, t∗] and J := [to−2θ˜ρ
p, to]. As a result, there holds J ⊂ f(I∗),
and we can conclude that f attains all values of J as its argument ranges over I∗.
Moreover, since t∗ is the first time when f(t∗) = to holds, we must have f(η) < to for
all η ∈ I∗ \ {t∗} = [to− 3θ˜ρ
p, t∗). Consequently, we are allowed to apply (6.2)–(6.3) for
all η ∈ I∗, and conclude that
µ [δ(ρ)]qo ≤ γ˜ inf
K2ρ
v(·, τ) for all τ ∈ [to − 2θ˜ρ
p, to],
for some properly defined positive constant γ˜.
Remark 6.1. Due to the estimates we relied upon, it is apparent that we have a
sharp disconnect in the characterization of the boundary behavior between p ∈ (1, p∗]
considered here, and p > p∗ studied in [9, 10].
Remark 6.2. If (1.1) reduces to the prototype parabolic p-laplacian (1.9), then by
(2.10) of [4], d has an explicit expression, namely d = 1 + λr
pr(2−p) , and consequently
also qo in (6.1).
7 Proof of Corollary 1.2
We first present the main ingredient of the proof in the following Lemma 7.1, which
plays a similar role in the induction argument as Lemma 6.1. Meanwhile, we emphasize
that Lemma 7.1 holds for all 1 < p < 2 without conditions (1.4)–(1.5). Instead of
Harnack’s inequality, we employ the expansion of positivity for non-negative super-
solutions to (1.1)–(1.2); see [6, Chapter 4, Proposition 5.1].
Lemma 7.1. Let Q, uk, µ, v be as in § 2.2, consider (xo, to) ∈ Σ with s < to, let
θ˜ = cµ2−p, assume that
s ≤ to − 2θ˜(2ρ)
p < to,
and that the complement of E is uniformly p-fat. Then, there exists a constant γ˜ > 1
that depends only on the data {p,N,Co, C1} and γo, such that for all 0 < ρ < ρ¯,
µ ≤ γ˜ inf
K2ρ(xo)
v(·, τ) for all τ ∈ [to − 2θ˜ρ
p, to].
Proof. As in the proof of Lemma 6.1, we define the interval I, the function f ∈ C(I),
and verify that Lemma 5.1 can be applied, i.e.
µ[δ(ρ)]
1
p−1 ≤ γ
∫
K2ρ(xo)
v(x, τ) dx for all τ ∈ I = [to − 3θ˜ρ
p, to].
Our proof departs from here. Let σ ∈ (0, 1) to be fixed later. We use the uniform
p-fatness of the complement of E to estimate for all τ ∈ I and 0 < ρ < ρ¯,
µγ
1
p−1
o ≤ γ
∫
K2ρ(xo)
v(x, τ) dx
14
=
γ
|K2ρ|
∫
K2ρ(xo)
v(x, τ)χ[v>σµ] dx+
γ
|K2ρ|
∫
K2ρ(xo)
v(x, τ)χ[v≤σµ] dx
≤ γµ
|[v(·, τ) > σµ] ∩K2ρ(xo)|
|K2ρ|
+ γσµ.
Now we choose γσ = 12γ
1
p−1
o , and after simple manipulation we arrive at
|[v(·, τ) > σµ] ∩K2ρ(xo)| ≥ σ|K2ρ| for all τ ∈ I.
Since v is a non-negative super-solution to (1.1)–(1.2) in Q, an application of [6, Chap-
ter 4, Proposition 5.1] yields the desired conclusion.
Based on Lemma 7.1, the proof of Corollary 1.2 can be completed by an induction
argument, just like in [9]: we refrain from further elaboration, to avoid repetition.
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