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Abstract
In the present paper, we characterize the behavior of supercritical branching processes
in random environment with linear fractional offspring distributions, conditioned on having
small, but positive values at some large generation. As it has been noticed in previous works,
there is a phase transition in the behavior of the process. Here, we examine the strongly and
intermediately supercritical regimes The main result is a conditional limit theorem for the
rescaled associated random walk in the intermediately case.
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1 Introduction
Branching processes in random environment (BPRE) are a stochastic model for the development
of a population in discrete time. The model has first been introduced in [8, 22]. In generalization
to Galton-Watson processes, the reproductive success of all individuals of a generation is influenced
by an environment which varies in an independent fashion from generation to generation.
As first noted in [1, 14], there is a phase transition in the behavior of subcritical BPRE (see e.g. for
an overview [13] and for detailed results [5, 6, 18, 24, 25, 26, 27, 15]). Only recently, there has been
interest in a phase transition in supercritical processes, conditioned on surviving and having small
values at some large generation (see [9, 10, 21]). For the scaling limit of supercritical branching
diffusions, a phase transition has been noted in [19].
In [9, 19], the terminology of strongly, intermediately and weakly supercritical BPRE has been
introduced in analogy to subcritical BPRE. In the present paper, we focus on the phase transition
from strongly to intermediately supercriticality and characterize these regimes with limit results.
Let us formally introduce a branching process in random environment (Zn)n∈N0 . For this, let Q be a
random variable taking values in ∆, the space of all probability distributions onN0 = {0, 1, 2, 3, . . .}.
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An infinite sequence Π = (Q1, Q2, . . .) of i.i.d. copies of Q is called a random environment. By
Qn, we denote the (random) offspring distribution of an individual at generation n− 1.
Let Zn be the number of individuals in generation n. Then Zn is the sum of Zn−1 independent
random variables with distribution Qn. A sequence of N0-valued random variables Z0, Z1, . . . is
then called a branching process in the random environment Π, if Z0 is independent of Π and given
Π the process Z = (Z0, Z1, . . .) is a Markov chain with
L
(
Zn
∣∣ Zn−1 = z, Π = (q1, q2, . . .)) = q∗zn (1.1)
for every n ∈ N = {1, 2, . . .}, z ∈ N0 and q1, q2, . . . ∈ ∆, where q
∗z is the z-fold convolution of the
measure q.
By P, we will denote the corresponding probability measure on the underlying probability space.
We shorten Q({y}), q({y}) to Q(y), q(y) and write
P(· | Z0 = z) =: Pz(·) .
For convenience, we write P(·) instead of P1(·). Throughout the paper, we assume that the offspring
distributions have the following form,
q
(
0
)
= a , q
(
k
)
=
(1− a)(1− p)
p
pk , for k ≥ 1
where a ∈ [0, 1) and p ∈ (0, 1) are two random parameters. Note that a = 1 would imply that an
individual becomes extinct with probability one. Thus we exclude this case. This class of offspring
distributions is often called linear fractional as the generating functions have an explicit formula
as a quotient of two linear functions. Also the concatenation of two linear fractional functions is
again linear fractional and thus the generating function of Zn can be calculated explicitly in this
case. An important tool in the analysis of BPRE is the associated random walk S = (Sn)n≥0.
This random walk has initial state S0 = 0 and increments Xn = Sn − Sn−1, n ≥ 1 defined by
Xn := logm(Qn),
where
m(q) :=
∞∑
y=0
y q(y)
is the mean of the offspring distribution q ∈ ∆. The expectation of Zn can be expressed by Sn by
E[Zn |Π ] =
n∏
k=1
m(Qk) = exp(Sn) P–a.s.
Averaging over the environment gives
E[Zn] = E[m(Q)]
n. (1.2)
A well-known estimate following from this by Markov inequality is
P(Zn > 0 |Π) = min
0≤k≤n
P(Zk > 0 |Π)
≤ min
0≤k≤n
E[Zk |Π] = exp
(
min
0≤k≤n
Sk
)
P–a.s. (1.3)
Here, we focus on supercritical BPRE, i.e. the case of E[X ] > 0.
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As it has been described in [9] on the level of large deviations and for the most recent common
ancestor, there is a phase transition in the supercritical regime. Our aim here is to describe the
regimes of strongly and intermediately supercriticality more in detail. In these regimes, the event
{Zn = 1} is typically realized in a favorable environment, i.e. conditioned on {Zn = 1}, Sn will
still be large.
Throughout the paper, we write {Z∞ > 0} for the event {Zn > 0 ∀n ∈ N}. The paper is organized
as follows: In Section 2, we state our main results. Section 3 deals with special properties of linear
fractional offspring distributions. Section 4 recalls some properties of conditioned random walks
whereas our results are proved in Sections 5 and 6.
2 Results
2.1 The strongly supercritical case
In this part, we assume that
0 < E
[
Xe−X
]
<∞ , (2.1)
which we refer to as strongly supercritical. Note that this condition implies E[e−X ] <∞. First, we
introduce a change of measure. Let φ : ∆→ R be a bounded and measurable function. Then the
measure P is defined by
E
[
φ(Q)
]
:= γ−1E
[
e−Xφ(Q)
]
, (2.2)
where γ := E
[
e−X
]
. Under P, S is still a random walk with positive drift as (2.1) implies
E
[
X
]
= γ−1E
[
Xe−X
]
> 0 .
Throughout this section, we assume that E
[
log(1−Q(0))
]
> −∞. As it is proved in [22][Theorem
3.1], this condition assures that E[X ] > 0 indeed implies that the process survives with a positive
probability, i.e.
lim
n→∞
P(Zn > 0) = P(Z∞ > 0) > 0 .
In the intermediately supercritical case, we require a slightly different condition. Our first result
describes the asymptotics of having exactly one individual at some large generation.
Theorem 2.1.1. Under (2.1), there is a constant ϑ > 0 such that
P(Zn = 1) ∼ ϑ γ
n .
The next theorem describes the distribution of Zn, conditioned on Zn being bounded.
Theorem 2.1.2. Assume (2.1). As n→∞ and for every c ∈ N and 1 ≤ k ≤ c,
P(Zn = k | 1 ≤ Zn ≤ c)→
1
c ,
i.e. the limiting distribution is uniform on {1, . . . , c}.
The fact that this limiting distribution is uniform seems rather linked to linear fractional offspring
distributions whereas we suspect that Theorem 2.1.1 also holds for more general offspring distri-
butions.
Our next theorem essentially says that conditioned on Zn = 1, the process is of constant order at
all times.
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Theorem 2.1.3. Under Assumption (2.1), there is a probability distribution r = (rz)z∈N such that
for all t ∈ (0, 1)
lim
n→∞
P(Z⌊nt⌋ = z | Zn = 1) = rz .
Moreover, rz does not depend on t and is given by
rz = zE
[
P(Z∞ > 0 | Π)
2
P(Z∞ = 0 | Π)
z−1
]
.
Let us briefly explain the intuition behind these results. Given Sn ≈ 0 and min0≤k≤n Sk ≥ 0, the
process would have a large probability of surviving and being small at generation n (see [9]) and
the event would be realized by environmental stochasticity. However, in the strongly supercritical
case, such an environment has very small probability. Conditioned on {Zn = 1}, Sn has still
a positive drift and thus Sn will be large. Thus the event {Zn = 1} is here typically realized
by demographic stochasticity. Growing within a favorable environment and then becoming small
again would require an exponential number of independent subtrees becoming extinct. This has
very small probability. Thus the conditioned process typically stays small at all generations as it
is stated in Theorem 2.1.3.
This theorem also explains a result for the most recent common ancestor in [9][Corollary 2.3]. If
the process is small at all times, then the most recent common ancestor of the population will be
close to the final generations. We suspect that qualitatively, these results will also be true for more
general offspring distributions.
2.2 The intermediately supercritical case
In this section, we assume that
E
[
Xe−X
]
= 0 . (2.3)
In [9], this regime has been characterized as intermediately supercritical. Here, we will prove
conditional limit theorems describing this regime more in detail.
(2.3) suggests a change of measure. Recall the definition of P from (2.2). Due to Assumption
(2.3), S is now a recurrent random walk under P, i.e.
E[X ] = 0 .
For our theorems, we require some regularity of the distribution of X .
Assumption 1. We assume that with respect to P, X has finite variance, or more generally
belongs to the domain of attraction of some strictly stable law s with index α ∈ (0, 2].
As to the regularity of the offspring distribution, we require the following condition.
Assumption 2. We assume that there is an ε > 0 such that
E
[
| log(1 −Q(0))|α+ε
]
<∞ .
Our first theorem describes the asymptotics of the probability of having exactly one individual in
some large generation n.
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Theorem 2.2.1. Assume (2.3). Then under Assumptions 1 and 2, there is a positive and finite
constant θ such that as n→∞,
P(Zn = 1) ∼ θ E
[
e−X
]n
P
(
min
0≤k≤n
Sk ≥ 0
)
.
For a formula for θ, see Section 6. From [5][Lemma 2.1], it results that there is a slowly varying
sequence l(n) such that
P(Zn = 1) ∼ θ γ
n l(n) n−(1−ρ) ,
where ρ = s(R+) and s is the limiting stable law from Assumption 1.
Our next theorem describes the environment, conditioned on {Zn = 1}. For this, define
Sn =
(
Snt
)
0≤t≤1
:= l(n)
n1/α
(
S⌊nt⌋
)
0≤t≤1
.
Then it holds that:
Theorem 2.2.2. Assume (2.3). Under Assumptions 1 and 2,
L
(
Sn | Zn = 1
)
−→ (L+t )t∈[0,1] ,
where L+ is the meander of a strictly stable Le´vy process.
Essentially L+ is a strictly stable Le´vy process, conditioned on staying positive on (0, 1]. For more
details see e.g. [5, 16, 17]. We can also specify the distribution of Zn, given 1 ≤ Zn ≤ c as in the
strongly supercritical case.
Theorem 2.2.3. Assume (2.3) and Assumptions 1 and 2. As n → ∞ and for every c ∈ N and
1 ≤ k ≤ c,
P(Zn = k | 1 ≤ Zn ≤ c)→
1
c ,
i.e. the limiting distribution is uniform on {1, . . . , c}.
For our next theorem, we require the successive global minima. Define the time of the first
minimum up to generation n as
τn := min
{
0 ≤ k ≤ n | Sk = min{0, S1, . . . , Sn}
}
.
By
τk,n := min
{
k ≤ j ≤ n | Sj = min{Sk, . . . , Sn}
}
, (2.4)
we denote the time of the first minimum between generations k and n. Our next theorem proves
that the conditioned BPRE is small in those minima.
Theorem 2.2.4. Assume (2.3) and Assumptions 1 and 2. Let t ∈ (0, 1). Then
lim
n→∞
P(Zτ⌊nt⌋,n = z | Zn = 1) = q(z) ,
where
q(z) := z E
[
P(Z∞ > 0 | Π)
2
P(Z∞ = 0 | Π)
z−1
]
is a probability distribution on N.
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Let us briefly explain these results. Conditioned on {Zn = 1}, Sn does not have a positive drift
but converges -properly rescaled- to a Le´vy meander. Thus the conditioned environment is less
favorable than in the strongly supercritical case. In the minima of the Le´vy meander, the process
has to be small. Otherwise, many individuals would exhibit an environment favorable for growth
making the event {Zn = 1} too improbable. In the excursions of S in between these minima,
we expect (but did not prove here) that Z may grow and have exponentially large values. Thus
environmental and demographic stochasticity have equal importance in this case.
mid
3 The linear fractional offspring distribution
Remark. Throughout the paper, we only consider generalized geometric offspring distributions.
Only for these distributions, an explicit formula for P(Zn = 1 | Π) exists (except for some special
related cases). As we condition on this probability, a useful formula is necessary in all our proofs.
In the subcritical cases, one typically conditions on P(Zn > 0 | Π). For this probability, a useful
formula is known also for general offspring distributions (see e.g. [7]), involving the second factorial
moments and not depending on the fine structure of the offspring distributions. Thus in contrast to
the subcritical cases, we can only proof our results here for linear fractional offspring distributions.
As in contrast to P(Zn > 0 | Π), P(Zn = 1 | Π) seems to depend on the fine structure of the offspring
distributions (see [9]), generalizing the results seems to be difficult. However, the parallels to the
subcritical case indicate that the theorems might be qualitively true for more general offspring
distributions (aside from the explicit limiting distributions proved here).
Now, we present details on generalized geometric offspring distributions. Let ξ be a random variable
on N0 with distribution q and let
q(0) = a , q(k) =
(1 − a)(1− p)
p
pk ,
where a ∈ [0, 1) and p ∈ (0, 1). The expectation of ξ is
mξ :=
∞∑
k=1
k q(k) =
∞∑
k=1
(1− a)(1 − p) k pk−1 = (1− a)(1 − p) ·
1
(1− p)2
=
1− a
1− p
.
Inserting this, we get the formula
q(k) = (1− a)(1− p)pk−1 =
1
mξ
(1− a)2pk−1 =
(1− q(0))2
mξ
pk−1 ,
i.e. uniformly in k,
0 ≤ mξ · q(k) ≤ 1 .
This fact will be used later. We can also rewrite the probability weights as
q(k) = q(1)pk−1 . (3.1)
Let us now turn to the concatenation of linear fractional generating functions. As it is proved
e.g. in [20][p. 156, Equation (6)], if the offspring distributions are linear fractional, then also Zn,
conditioned on Π has a linear fractional offspring distribution given by
P(Zn = z | Π) =
e−Sn(
e−Sn +
∑n−1
k=0 ηk+1e
−Sk
)2
( ∑n−1
k=0 ηk+1e
−Sk
e−Sn +
∑n−1
k=0 ηk+1e
−Sk
)z−1
a.s.,
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where (see [20][p. 155]) ηk := ηQk and
ηq =
∑∞
j=0 j(j − 1)q(j)
2m2q
=
(1−a)2p
(1−p)2
2m2q
=
p
1− a
are the standardized second factorial moments of Qk. Note that by summing over z ∈ N, we get
that a.s.
P(Zn > 0 | Π) =
1
e−Sn +
∑n−1
k=0 ηk+1e
−Sk
.
Defining
Hn :=
∑n−1
k=0 ηk+1e
−Sk
e−Sn +
∑n−1
k=0 ηk+1e
−Sk
(3.2)
we get the convenient formula
P(Zn = z | Π) = e
−SnP(Zn > 0 | Π)
2Hz−1n a.s. (3.3)
In particular, we will use (as already proved in [9])
P(Zn = 1 | Π) = e
−Sn P(Zn > 0 | Π)
2 a.s. (3.4)
By (3.2), if Sn →∞ a.s. as n→∞, then also Hn → 1 a.s.
For our proofs, we require the generating function of a distribution q,
f(s) :=
∞∑
k=0
sk q(k) , s ∈ [0, 1] .
Let fk be the generating function of qk and set
f0,n(s) := E
[
sZn | Z0 = 1
]
.
As it is well-known, f0,n is the concatenation of the generating functions of each generation (see
e.g. [5][Equation (3.2)]) , i.e.
f0,n(s) = f1(f2(. . . (fn(s)) . . .)) .
More generally, let for k ≤ n
fk,n(s) := E
[
sZn | Zk = 1
]
resp.
fk,n(s) = fk+1(fk+2(. . . (fn(s)) . . .)) .
Thus we get the formula
P(Zn > 0 | Π) = 1− f0,n(0) a.s. (3.5)
Remark. In [5][Assumption B2], it is required that for some ε > 0
E
[(
log+(η)
)α+ε]
<∞ ,
where log+(x) := log(max(x, 1)). In our context, inserting the formula for η, this means
E
[(
log+
( p
1− a
))α+ε]
<∞ .
As p < 1 and α ∈ (0, 2] and a = Q(0), this condition is implied by
E
[(
log(1 −Q(0))
)α+ε]
<∞ .
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4 Properties of random walks
Define for n ≥ 1
Ln := min{S1, . . . , Sn} , Mn := max{S1, . . . , Sn}
and set L0 = M0 = 0. Recall the definition of τn,
τn = min{0 ≤ k ≤ n | Sk = min(0;Ln)} .
Next, we require the renewal function u : R→ R defined by
u(x) = 1 +
∞∑
k=1
P(−Sk ≤ x,Mk < 0) , x ≥ 0 ,
u(x) = 0 , x < 0 .
For more details, see e.g. [5]. It is well-known that u(0) = 1. Let
Px
(
(S1, . . . , Sn) ∈ ·
)
= P
(
(S1, . . . , Sn) ∈ · | S0 = x
)
.
Here, we require that under Assumption 1, for every x ≥ 0 and as n→∞
Px(Ln ≥ −x) ∼ u(x) n
−(1−ρ) l(n) , (4.1)
where the sequence l(n) is slowly varying at infinity (see [5][Lemma 2.1]).
Furthermore, we require the h-transform describing the random walk conditioned on never enter-
ing (−∞, 0) where we will denote the corresponding measure by P+. More precisely, for every
oscillating random walk the renewal function u has the property
u(x) = E
[
u(x+X);x+X ≥ 0
]
, x ≥ 0 .
This martingale property allows to define the measure P+. The construction of this measure is
described in detail in e.g. [5, 16]. Here, we only briefly recall the definition.
Let Fn = σ
(
Q1, . . . , Qn, Z0, . . . , Zn
)
be the σ-algebra generated by the branching process and its
environment up to generation n. Let Rn be a bounded random variable adapted to the filtration
(Fn)n∈N. Then P
+ is defined by
E+x
[
Rn
]
=
1
u(x)
Ex
[
Rnu(Sn);Ln ≥ 0
]
, x ≥ 0 .
We will later use the following result from [5][Lemma 2.5].
Lemma 1. Let Un be a uniformly bounded sequence of random variables adapted to the filtration
(Fn)n∈N. If Un → U∞ P
+-a.s. for some limiting random variable U∞, then as n → ∞, it holds
that
E
[
Un | Ln ≥ 0
]
→ E+
[
U∞
]
.
5 Proof of theorems in the strongly supercritical case
We assume throughout this section that E
[
Xe−X
]
> 0 and thus (using Definition (2.2))
E[X ] > 0 .
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5.1 Proof of Theorem 2.1.1
Using (3.4) and the change of measure (2.2), we get that
P(Zn = 1) = E
[
e−SnP(Zn > 0 | Π)
2
]
= γnE
[
P(Zn > 0 | Π)
2
]
.
Under P, Z is still a supercritical branching process in random environment with linear fractional
offspring distributions. As it is proved in [22][Theorem 3.1], under the condition E
[
log(1−Q(0))
]
>
−∞,
lim
n→∞
P(Zn > 0) = P(Z∞ > 0) > 0 .
As the survival probability is monotonically decreasing, the limit above exists and we conclude
P
(
P(Z∞ > 0 | Π) > 0
)
> 0 .
By monotonicity, we may interchange the limit and the integration and get that
lim
n→∞
γ−nP(Zn = 1) = E
[
P(Z∞ > 0 | Π)
2
]
=: ϑ > 0 .
This proves Theorem 2.1.1.
5.2 Proof of Theorem 2.1.2
Using (3.3), we have a.s.
P(Zn = z | Π) = e
−SnP(Zn > 0 | Π)
2Hz−1n ,
where
Hn =
∑n−1
k=0 ηk+1e
−Sk
e−Sn +
∑n−1
k=0 ηk+1e
−Sk
.
Using the change of measure (2.2) yields
P(Zn = z) = E
[
P(Zn = z | Π)
]
= γnE
[
P(Zn > 0 | Π)
2Hz−1n
]
. (5.1)
Under P, Sn → ∞ a.s. and therefore Hn → 1 a.s. As Hn is bounded by 1, we may use the
dominated convergence theorem to conclude that
lim
n→∞
γ−nP(Zn = z) = E
[
P(Z∞ > 0 | Π)
2
]
(5.2)
for every z ∈ N. Inserting this yields for every c ∈ N and 1 ≤ z ≤ c
P(Zn = z | 1 ≤ Zn ≤ c) =
P(Zn = z)∑c
j=1 P(Zn = j)
=
γ−nP(Zn = z)∑c
j=1 γ
−nP(Zn = j)
.
Taking the limit n→∞ and using (5.2) yields the theorem.
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5.3 Proof of Theorem 2.1.3
Let z ∈ N and t ∈ (0, 1) be fixed. Then using the branching property, independence of the
environment and (3.4) yield
P(Z⌊nt⌋ = z, Zn = 1) = E
[
P(Z⌊nt⌋ = z, Zn = 1 | Π)
]
= P(Z⌊nt⌋ = z)Pz(Zn−⌊nt⌋ = 1) .
Conditioning on the environment and using (5.2), we get that as n→∞
P(Z⌊nt⌋ = z) = γ
⌊nt⌋
(
E
[
P(Z∞ > 0|Π)
2
]
+ o(1)
)
.
Starting from z-many individuals, {Zn = 1} implies that z − 1 of the z subtrees must become
extinct before time n. As conditioned on Π, all subtrees are independent and inserting (3.4), we
get that
Pz(Zn−⌊nt⌋ = 1) = z E
[
P(Zn−⌊nt⌋ = 1 | Π)P(Zn−⌊nt⌋ = 0 | Π)
z−1
]
= z E
[
e−Sn−⌊nt⌋P(Zn−⌊nt⌋ > 0 | Π)
2
P(Zn−⌊nt⌋ = 0 | Π)
z−1
]
= z γn−⌊nt⌋E
[
P(Zn−⌊nt⌋ > 0 | Π)
2
P(Zn−⌊nt⌋ = 0 | Π)
z−1
]
.
By the dominated convergence theorem and monotonicity and as P(Z∞ > 0) > 0,
lim
n→∞
E
[
P(Zn−⌊nt⌋ > 0 | Π)
2
P(Zn−⌊nt⌋ = 0 | Π)
z−1
]
= E
[
P(Z∞ > 0 | Π)
2
P(Z∞ = 0 | Π)
z−1
]
> 0 .
Altogether, using Theorem 2.1.1, we get for n→∞
P(Z⌊nt⌋ = z | Zn = 1) =
P(Z⌊nt⌋ = z, Zn = 1)
P(Zn = 1)
=
P(Z⌊nt⌋ = z)Pz(Zn−⌊nt⌋ = 1)
γn(θ + o(1))
=
γ⌊nt⌋
(
E
[
P(Z∞ > 0 | Π)
2
]
+ o(1)
)
zγn−⌊nt⌋
(
E
[
P(Z∞ > 0 | Π)
2
P(Z∞ = 0 | Π)
z−1
]
+ o(1)
)
γn(ϑ+ o(1))
.
Recall that ϑ = E
[
P(Z∞ > 0 | Π)
2
]
. Taking the limit n→∞ yields
lim
n→∞
P(Z⌊nt⌋ = z | Zn = 1) = z E
[
P(Z∞ > 0 | Π)
2
P(Z∞ = 0 | Π)
z−1
]
=: rz . (5.3)
In particular, this distribution does not depend on t. Summing over z ∈ N, as for x ∈ [0, 1),
∞∑
z=0
zxz−1 =
1
(1− x)2
and P(Z∞ = 0 | Π) = 1 − P(Z∞ > 0 | Π) we see that (5.3) is indeed a probability distribution on
N.
6 Proof of theorems in the intermediately subcritical case
Define for 0 ≤ k ≤ n
Lk,n = min
0≤j≤n−k
(Sk+j − Sk) . (6.1)
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Note that with this definition
{τn = k} = {τk = k, Lk,n ≥ 0} . (6.2)
Due to independence of the increments, Lk,n and Ln−k have the same distribution.
First, we show that Zn being small implies that with a high probability, the associated random
walk attains its minimum at some early generation.
Lemma 2. For every ε > 0 and z ∈ N there is an m = m(ε) ∈ N such that
P(Zn = z, τn > m) < εγ
nP(Ln ≥ 0)
Proof. Decomposing at the minimum and using (3.3) with Hn ≤ 1 yields
P(Zn = z, τn > m) =
n∑
k=m+1
E
[
P(Zn = z | Π); τn = k
]
≤
n∑
k=m+1
E
[
P(Zn = 1 | Π); τn = k
]
=
n∑
k=m+1
E
[
e−SnP(Zn > 0 | Π)
2; τn = k
]
.
Next using the standard estimate (1.3), (6.2) and the change of measure, we get that
P(Zn = z, τn > m) ≤
n∑
k=m+1
E
[
e−Sn+2Ln ; τk = k, Lk,n ≥ 0
]
= γn
n∑
k=m+1
E
[
eLn ; τk = k, Lk,n ≥ 0
]
= γn
n∑
k=m+1
E
[
eSk ; τk = k
]
P(Ln−k ≥ 0) .
Using [5][Lemma 2.2] with u(x) = e−x, we get for m ∈ N large enough
n∑
k=m+1
E
[
eSk ; τk = k
]
P(Ln−k ≥ 0) < ε P(Ln ≥ 0) .
This yields the claim.
In particular, we have proved that for every ε > 0, if m is large enough
lim sup
n→∞
P(Ln ≥ 0)
−1
n∑
k=m+1
E
[
P(Zk > 0 | Π)
2; τn = k
]
< ε . (6.3)
6.1 Proof of Theorem 2.2.1
In the following proofs, we will require the shift of the environment. Let for Π = (Q1, Q2, . . .) and
k ∈ N denote the environment shifted by k generations by
θk ◦Π = (Qk+1, Qk+2, . . .) .
The main idea of the following lemma is to use results for critical BPRE, i.e. [5][Lemma 4.1].
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Lemma 3. Under Assumption 1, there is a positive and finite constant θ such that as n→∞
E[P(Zn > 0 | Π)
2] ∼ θ P(Ln ≥ 0) .
Proof. Following [5], we will first define a suitable sequence of uniformly bounded random variables
which satisfy the conditions of [5][Lemma 4.1]. In the second step, we will apply [5][Lemma 4.1]
and get the result of Lemma 3 after a short calculation.
To avoid any confusion, we adopt the notation from [5][Lemma 4.1]. Let IZn>0 be the indicator
function of the event {Zn > 0}. Then for n ∈ N
Vn := P(Zn > 0 | Π) · IZn>0 a.s.,
forms a uniformly bounded sequence of random variables (Vn)n∈N adapted to the filtration (Fn)n∈N.
Next noting that Zn > 0 implies Zk > 0 and using (3.5), we get random variables adapted to
(Fk)k∈N
Vk,n := E
[
P(Zn > 0 | Π) · IZn>0;Zk > 0 | Lk,n ≥ 0,Fk
]
= E
[(
1− f0,k
(
fk,n(0)
))
· IZn>0 | Lk,n ≥ 0,Fk
]
a.s.
Both 1− fk,n(0) = P(Zn > 0 | Π, Zk = 1) a.s. and IZn>0 (given Zk) are bounded, nonnegative and
nonincreasing in n and thus converge P+−a.s. More precisely, given Fk,
IZn>0
n→∞
−→ IZ∞>0 P
+ − a.s.
where P+ acts on θk ◦Π. Moreover, given Fk
P(Zn > 0 | Π) = 1− f0,k
(
fk+1,n(0)
) n→∞
−→ 1− f0,k
(
P k∞
)
P+ − a.s.
where we defined
P k∞ := P(Z∞ = 0 | θk ◦Π) a.s. (6.4)
Thus the conditions of Lemma 1 are met and as n→∞
Vk,n → V∞(Zk, f0,k) a.s. ,
where for z ∈ N0 and g ∈ Cb
(
[0, 1]
)
V∞(z, g) = E
+
z
[(
1− g
(
P∞
))
· IZ∞>0
]
= E+
[(
1− g
(
P∞
))
· Ez [IZ∞>0 | Π]
]
= E+
[(
1− g
(
P∞
))
· Pz(Z∞ > 0 | Π)
]
.
Next, recall that by [5][Lemma 2.1], for fixed k and as n → ∞, P(Ln ≥ 0) ∼ P(Lk,n ≥ 0).
Consequently,
E[Vn;Zk > 0,Lk,n ≥ 0 | Fk] = P(Lk,n ≥ 0)E
[
P(Zn > 0 | Π) · IZn>0;Zk > 0 | Lk,n ≥ 0,Fk
]
= P(Ln ≥ 0)
(
V∞(Zk, f0,k) + o(1)
)
a.s.
and the conditions of [5][Lemma 4.1] are met for m = 0. Thus by [5][Lemma 4.1], we get that
E[Vn;Zτn > 0] = P(Ln ≥ 0)
( ∞∑
k=0
E[V∞(Zk, f0,k); τk = k] + o(1)
)
. (6.5)
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Noting that {Zn > 0} implies {Zτn > 0} and conditioning on the environment yields
E[Vn;Zτn > 0] = E
[
P(Zn > 0 | Π) · IZn>0;Zτn > 0
]
= E
[
P(Zn > 0 | Π) · IZn>0
]
= E
[
P(Zn > 0 | Π)
2
]
.
Inserting this into (6.5), we get that
E
[
P(Zn > 0 | Π)
2
]
= E[Vn;Zτn > 0] =
(
θ + o(1)
)
P(Ln ≥ 0),
where
θ :=
∞∑
k=0
E[V∞(Zk, f0,k); τk = k] . (6.6)
Clearly, V∞(Zk, f0,k) ≤ P
+
Zk
(Z∞ > 0), and thus by [5][Equation (4.10)], the sum on the right-hand
side is convergent. As it is proved in [5][Proposition 3.1], P∞ = Pz(Z∞ = 0 | Π) < 1 P
+-a.s. for
all z ≥ 1. As for s < 1 and f0,k(0) < 1
f0,k(s) < f0,k(1) = 1
this proves θ > 0.
Proof of Theorem 2.2.1. Using the change of measure and the explicit formula for P(Zn = 1 |
Π) in the case of linear fractional offspring distributions, we get that
P(Zn = 1) = E
[
e−SnP(Zn > 0 | Π)
2
]
= γn E
[
P(Zn > 0 | Π)
2
]
. (6.7)
The theorem now results from Lemma 3.
There is another representation of θ. Using Pz(Z∞ > 0 | Π) = 1− P1(Z∞ = 0 | Π)
z yields
V∞(z, g) = E
+
[(
1− g
(
P∞
))
Pz(Z∞ > 0 | Π)
]
= E+
[(
1− g
(
P∞
))(
1− (P∞)
z
)]
.
Taking into account the definition of generating functions and applying Fubini’s theorem to in-
terchange the expectations (note that E+ only acts on the shifted environment θk ◦ Π, i.e. P
k
∞
whereas E only acts on Zk and f0,k), we get the following representation of θ.
E
[
V∞(Zk, f0,k); τk = k
]
= E
[
E+
[(
1− f0,k(P
k
∞)
)
E+
[(
1− (P k∞)
Zk
)
| θk ◦Π
]]
; τk = k
]
= E
[
E+
[(
1− f0,k(P
k
∞)
)(
1− f0,k(P
k
∞)
)]
; τk = k
]
= E
[
E+
[
(1− f0,k(P
k
∞))
2
]
; τk = k
]
. (6.8)
6.2 Proof of Theorem 2.2.2
Lemma 4. For every ε > 0 there is an m = m(ε) ∈ N such that
lim
n→∞
P(Ln ≥ 0)
−1E
[∣∣P(Zn > 0 | Π)2 − P(Zτn+m > 0 | Π)2∣∣] < ε .
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Proof. We decompose according to τn and let 0 ≤ l ≤ n. Then
E
[∣∣P(Zn > 0 | Π)2 − P(Zτn+m > 0 | Π)2∣∣] ≤
n∑
k=0
E
[∣∣P(Zn > 0 | Π)2 − P(Zτn+m > 0 | Π)2∣∣; τn = k]
=
l∑
k=0
E
[∣∣P(Zn > 0 | Π)2 − P(Zk+m > 0 | Π)2∣∣; τn = k]
+
n∑
k=l+1
E
[∣∣P(Zn > 0 | Π)2 − P(Zk+m > 0 | Π)2∣∣; τn = k] . (6.9)
As to the second term, using the fact that P(Zn > 0 | Π) is a.s. decreasing in n, we get that
n∑
k=l+1
E
[∣∣P(Zn > 0 | Π)2 − P(Zk+m > 0 | Π)2∣∣; τn = k]
≤
n∑
k=l+1
E
[
P(Zk > 0 | Π)
2; τn = k
]
.
Using (6.3), if l is chosen large enough,
n∑
k=l+1
E
[
P(Zk > 0 | Π)
2; τn = k
]
≤
ε
2
P(Ln ≥ 0) . (6.10)
For the first term in (6.9), we condition on the environment up to generation k and get that
l∑
k=0
E[
∣∣P(Zn > 0 | Π)2 − P(Zτn+m > 0 | Π)2∣∣; τn = k] (6.11)
≤
l∑
k=0
E
[∣∣P(Zn > 0 | Π)2 − P(Zτn+m > 0 | Π)2∣∣; τk = k, Lk,n ≥ 0]
=
l∑
k=0
E
[
E
[∣∣P(Zn > 0 | Π)2 − P(Zk+m > 0 | Π)2∣∣;Lk,n ≥ 0 | Fk]; τk = k]
=
l∑
k=0
E[ψ(f0,k,m, n− k); τk = k]P(Ln−k ≥ 0) , (6.12)
where for g ∈ Cb
(
[0, 1]
)
, the space of bounded and continuous functions on [0, 1], we define
ψ(g,m, n) := E
[∣∣(1− g(f0,n(0)))2 − (1− g(f0,m(0)))2∣∣ | Ln ≥ 0] .
Note that in (6.12), the expectation in ψ acts on the shifted environment θk ◦Π.
As n→∞, f0,n(0)→ P(Z∞ = 0 | Π) a.s. Using Lemma 1 then yields
lim
n→∞
ψ(g,m, n) = E+
[∣∣(1− g(P∞))2 − (1− g(f0,m(0)))2∣∣] .
As m→ ∞, f0,m(0)→ P∞ a.s. and thus by the dominated convergence theorem, the above term
tends to zero as m→∞. Applying this and P(Ln−k ≥ 0) ∼ P(Ln ≥ 0), we get that
l∑
k=0
∣∣E[P(Zn > 0 | Π)2 − P(Zτn+m > 0 | Π)2; τn = k]∣∣
≤
l∑
k=0
E[ψ(f0,k,m, n− k); τk = k] P(Ln ≥ 0) ≤
ε
2
P(Ln ≥ 0) (6.13)
if m is large enough. This completes the proof.
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Proof of Theorem 2.2.2. The proof follows the same lines as the proof of [5][Theorem 1.6]. Let
φ be a bounded and continuous function on D[0, 1], the space of ca`dla`g functions on [0, 1]. Recall
that
Sn =
(
Snt
)
0≤t≤1
= l(n)
n1/α
(
S⌊nt⌋
)
0≤t≤1
.
Then considering the change of measure to P, (3.4) and Theorem 2.2.1, as n→∞
E[φ(Sn) | Zn = 1] =
E
[
φ(Sn)P(Zn > 0 | Π)
2
]
E
[
P(Zn > 0 | Π)2
] ∼ 1
θ
E
[
φ(Sn)P(Zn > 0 | Π)
2
]
P(Ln ≥ 0)
.
Thus it is enough to prove that as n→∞
∣∣∣E[φ(Sn)P(Zn > 0 | Π)2]−E[φ(L+)]E[P(Zn > 0 | Π)2]
∣∣∣ = o(P(Ln ≥ 0)) .
By the triangle inequality and Lemma 4, for every ε > 0, if m ∈ N is large enough
∣∣∣E[φ(Sn)P(Zn > 0 | Π)2]−E[φ(L+)]E[P(Zn > 0 | Π)2]
∣∣∣
≤
∣∣∣E[φ(Sn)P(Zτn+m > 0 | Π)2]−E[φ(L+)]E[P(Zn > 0 | Π)2]
∣∣∣
+ sup |φ|E
[∣∣P(Zn > 0 | Π)2]− P(Zτn+m > 0 | Π)2∣∣]
=
∣∣∣E[φ(Sn)P(Zτn+m > 0 | Π)2]−E[φ(L+)]E[P(Zn > 0 | Π)2]
∣∣∣+ εP(Ln ≥ 0) .
Next, we are going to prove that the first term can be bounded by εP(Ln ≥ 0) if m is large enough.
We decompose according to the time of the minimum. By (6.3), for every ε > 0 and for l ∈ N large
enough, and as P(Zn > 0 | Π) is non-increasing in n,∣∣∣E[φ(Sn)P(Zτn+m > 0 | Π)2]−E[φ(L+)]E[P(Zn > 0 | Π)2]
∣∣∣
≤
∣∣∣
l∑
k=0
(
E
[
φ(Sn)P(Zk+m > 0 | Π)
2; τn = k
]
−E
[
φ(L+)
]
E
[
P(Zn > 0 | Π)
2; τn = k
])∣∣∣
+ 2 sup |φ|E
[
P(Zk+m > 0 | Π)
2; τn > l
]
≤
∣∣∣
l∑
k=0
(
E
[
φ(Sn)P(Zk+m > 0 | Π)
2; τn = k
]
−E
[
φ(L+)
]
E
[
P(Zn > 0 | Π)
2; τn = k
])∣∣∣
+ εP(Ln ≥ 0) .
Next we decompose the process Sn according to generation k, i.e. let for 0 ≤ k ≤ n
Sk,nt = n
−1/αl(n) S⌊nt⌋∧k
and
S
k,n
t = n
−1/αl(n) (S⌊nt⌋ − S⌊nt⌋∧k) .
Thus
Sn = Sk,n + S
k,n
.
Recall the definition of Lk,n = min0≤j≤n−k(Sk+j − Sk) from (6.1). Next, note that
l∑
k=0
E
[
φ(Sk+m,n + S
k+m,n
)P(Zk+m > 0 | Π)
2; τn = k
]
=
l∑
k=0
E
[
E
[
φ(Sk+m,n + S
k+m,n
);Lk,n ≥ 0 | Fk+m
]
P(Zk+m > 0 | Π)
2; τk = k
]
. (6.14)
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Conditioning on the environment yields
E
[
E
[
φ(Sk+m,n + S
k+m,n
);Lk,n ≥ 0 | Fk+m
]
P(Zk+m > 0|Π) · IZk+m>0; τk = k
]
= E
[
E
[
φ(Sk+m,n + S
k+m,n
);Lk,n ≥ 0 | Fk+m
]
P(Zk+m > 0|Π)
2; τk = k
]
. (6.15)
Set for w ∈ D[0, 1] and x ≥ 0
ψ(w, x) := E
[
φ(w + S
k+m,n
);Lk+m,n ≥ −x
]
.
Note that (see [5][Proof of Theorem 1.5])
{Lk,n ≥ 0} = {Lk,k+m ≥ 0} ∩ {Lk+m,n ≥ −(Sk+m − Sk)} .
Thus, we may rewrite
E
[
φ(Sk+m,n + S
k+m,n
);Lk,n ≥ 0 | Fk+m
]
= E
[
φ(Sk+m,n + S
k+m,n
);Lk,k+m ≥ 0, Lk+m,n ≥ −(Sk+m − Sk) | Fk+m
]
= ψ(Sk+m,n, Sk+m − Sk) ILk,k+m≥0 a.s.
Using [5][Lemma 2.3] and [5][Lemma 2.1] yields (where the expectation in ψ is taken with respect
to the shifted environment θk+m ◦Π)
ψ(w, x) = E
[
φ(w + S
k+m,n
);Lk+m,n ≥ −x
]
= P(Lk+m,n ≥ −x)
(
E
[
φ(w + L+)
]
+ o(1)
)
= u(x) P(Ln ≥ 0)
(
E
[
φ(w + L+)
]
+ o(1)
)
. (6.16)
Also note that for fixed k and m, Sk+m,n converges uniformly to 0 as n → ∞ a.s. and that φ is
continuous and bounded. Using this and (6.16), we get that a.s.
E
[
φ(Sk+m,n + S
k+m,n
);Lk,n ≥ 0 | Fk+m
]
= u(Sk+m − Sk)P(Ln ≥ 0)ILk,k+m≥0
(
E[φ(L+)] + o(1)
)
.
Inserting this into (6.14) and using (6.15) yields
l∑
k=0
E
[
φ(Sk,n + S
k+m,n
)P(Zk+m > 0 | Π)
2; τn = k
]
=
(
E
[
φ(L+)
]
+ o(1)
)
P(Ln ≥ 0)
l∑
k=0
E
[
u(Sk+m − Sk)P(Zk+m > 0 | Π) · IZk+m>0; τk = k, Lk,k+m ≥ 0
]
.
Finally, by the definition of P+, we have (recall u(0) = 1)
E
[
u(Sk+m − Sk)P(Zk+m > 0 | Π) · IZk+m>0; τk = k, Lk,k+m ≥ 0
]
= E
[
E+
[
P(Zk+m > 0 | Π) · IZk+m>0 | Fk
]
; τk = k
]
m→∞
−→ E
[
V∞(Zk, f0,k); τk = k
]
,
where V∞(Zk, f0,k) is defined in Lemma 3. Inserting all this yields
l∑
k=0
E
[
φ(Sn)P(Zk+m > 0 | Π)
2; τn = k
]
=
(
E
[
φ(L+)
]
+ o(1)
)
P(Ln ≥ 0)
l∑
k=0
(
E
[
V∞(Zk, f0,k); τk = k
]
+ o(1)
)
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On the other hand, by Lemmas 3 and 4,
E
[
P(Zn > 0 | Π)
2; τn = k
]
= P(Ln ≥ 0)
l∑
k=0
(
E
[
V∞(Zk, f0,k); τk = k
]
+ o(1)
)
.
Thus for every ε > 0 if l and m are large enough,
∣∣∣
l∑
k=0
E
[
φ(Sn)P(Zk+m > 0 | Π)
2; τn = k
]
−E
[
φ(L+)
]
E
[
P(Zn > 0 | Π)
2; τn = k
]∣∣∣ ≤ εP(Ln ≥ 0) .
This proves the theorem.
6.3 Proof of Theorem 2.2.3 and 2.2.4
The following lemma describes the probability that the process has some value, conditioned on a
favorable environment.
Lemma 5. For every z, k ∈ N,
lim
n→∞
E
[
eSnPz(Zn = k | Π) | Ln ≥ 0
]
= z E+
[
P(Z∞ > 0 | Π)
2
P(Z∞ = 0 | Π)
z−1
]
,
where the limit does not depend on k.
Proof. We will prove the lemma by induction with respect to z.
For z = 1, the explicit formula for the probability (3.3) yields
lim
n→∞
E
[
eSnP(Zn = k | Π) | Ln ≥ 0
]
= lim
n→∞
E
[
P(Zn > 0 | Π)
2Hk−1n | Ln ≥ 0
]
.
Recall that
Hn =
∑n−1
k=0 ηk+1e
−Sk
e−Sn +
∑n−1
k=0 ηk+1e
−Sk
.
Under P+, Sn →∞ a.s. and thus e
−Sn → 0 a.s. Consequently Hn → 1 P
+-a.s. and as n→∞
eSnP(Zn = k | Π)→ P(Z∞ > 0 | Π)
2 P+ − a.s.
Using this together with Lemma 1 and Hn ≤ 1 yields for every k ∈ N
lim
n→∞
E
[
eSnP(Zn = k | Π) | Ln ≥ 0
]
= E+
[
P(Z∞ > 0 | Π)
2
]
,
which completes the proof for z = 1.
Let us now assume that for z ∈ N
eSnPz(Zn = k | Π)→ z P(Z∞ > 0 | Π)
2
P(Z∞ = 0 | Π)
z−1 P+ − a.s.
and thus
lim
n→∞
E
[
eSnPz(Zn = k | Π) | Ln ≥ 0
]
= z E+
[
P(Z∞ > 0 | Π)
2
P(Z∞ = 0 | Π)
z−1
]
.
Then starting from z+1-many individuals, Zn is the sum of z+1-many independent and identically
distributed random variables. Thus a.s.
eSnPz+1(Zn = k | Π) = e
Sn
k∑
j=0
P(Zn = j | Π)Pz(Zn = k − j | Π)
= P(Zn = 0 | Π)e
SnPz(Zn = k | Π) +
k−1∑
j=1
P(Zn = j | Π)e
SnPz(Zn = k − j | Π)
+ eSnP(Zn = k | Π)Pz(Zn = 0 | Π) .
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For the first summand, by assumption of the induction
eSnPz(Zn = k | Π)
n→∞
−→ z P(Z∞ > 0 | Π)
2
P(Z∞ = 0)
z−1
P+-a.s. for every k > 0. Under P+, P(Zn = 0 | Π)→ P(Z∞ = 0 | Π). Thus as n→∞, P
+ a.s.
P(Zn = 0 | Π)e
SnPz(Zn = k | Π)→ z P(Z∞ > 0 | Π)
2
P(Z∞ = 0 | Π)
z .
As to the second part, again eSnPz(Zn = k−j | Π) convergesP
+ a.s. for every k−j > 0. Note that
eSnP(Zn = j | Π) converges P
+-a.s. and thus, as Sn → ∞ P
+-a.s., we have P(Zn = j | Π) → 0
P+ a.s. Consequently, as there are only finitely many summands,
k−1∑
j=1
P(Zn = j | Π)e
SnPz(Zn = k − j | Π)
n→∞
−→ 0 P+ − a.s.
For the last summand, note that
Pz(Zn = 0 | Π) = P(Zn = 0 | Π)
z n→∞−→ P(Z∞ = 0 | Π)
z
and consequently, as n→∞, P+-a.s.
eSnP(Zn = k | Π)Pz(Zn = 0 | Π)→ P(Z∞ > 0 | Π)
2
P(Zn = 0 | Π)
z .
Putting this together and applying Lemma 1, we get that
lim
n→∞
E
[
eSnPz+1(Zn = k | Π) | Ln ≥ 0
]
= z E+
[
P(Z∞ > 0 | Π)
2
P(Z∞ = 0 | Π)
z
]
+E+
[
P(Z∞ > 0 | Π)
2
P(Z∞ = 0 | Π)
z
]
= (z + 1) E+
[
P(Z∞ > 0 | Π)
2
P(Z∞ = 0 | Π)
z
]
.
This ends up the induction
Proof of Theorem 2.2.3. Fix c ∈ N. Then for 1 ≤ k ≤ c
P(Zn = k | 1 ≤ Zn ≤ c) =
P(Zn = k)∑c
j=1 P(Zn = j)
.ends
Next, using the change of measure and the decomposition according to the global minimum, for
every 0 ≤ m ≤ n,
P(Zn = k) = γ
n
m∑
i=0
E
[
eSnP(Zn = k | Π); τi = i, Li,n ≥ 0
]
+ P(Zn = k, τn > m) .
Let ε > 0. By Lemma 2 and Theorem 2.2.1, the second term is can be bounded by εP(Zn = 1) for
m large enough and as n→∞. Examining the first term, we get that
γn
m∑
i=0
E
[
eSnP(Zn = k | Π); τi = i, Li,n ≥ 0
]
= γn
m∑
i=0
E
[
eSieSn−SiP(Zn = k | Π); τi = i, Li,n ≥ 0
]
= γn
m∑
i=0
E
[
eSiψ(Zi, n− i); τi = i
]
P(Ln−i ≥ 0) ,
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where
ψ(z, n) = E
[
eSnPz(Zn = k | Π) | Ln ≥ 0
]
.
The expectation in ψ is taken with respect to the shifted environment θi ◦Π. Note that as n→∞,
using Lemma 5,
ψ(z, n)→ z E+
[
P(Z∞ > 0 | Π)
2
P(Z∞ = 0 | Π)
z−1
]
.
This term does not depend on k as n→∞. Thus for every k ∈ N,
lim
n→∞
P(Zn = 1)/ lim
n→∞
P(Zn = k) = 1 .
Theorem 2.2.3 immediately results from this.
Our next result concerns the time of the prospective global minima. For convenience, we shorten
τ⌊nt⌋, Z⌊nt⌋, S⌊nt⌋ to τnt, Znt, Snt, i.e. we drop ⌊·⌋ in the indices.
Lemma 6. For every ε > 0 and t ∈ (0, 1), there is an m ∈ N such that
P(τnt,n > ⌊nt⌋+m | Ln ≥ 0) ≤ ε .
Proof. The main idea is to apply [5][Lemma 2.2]. First note that decomposing at time ⌊nt⌋ and
by independence,
P(τnt,n > ⌊nt⌋+m,Ln ≥ 0) =
∫ ∞
0
P(τn−nt > m,Ln−nt ≥ −x)P(Snt ∈ dx, Lnt ≥ 0) dx .
Next, we can rewrite
P(τn−nt > m,Ln−nt ≥ −x) =
n−⌊nt⌋∑
k=m+1
P(τk = k, Sk ≥ −x)P(Ln−nt−k ≥ 0)
=
n−⌊nt⌋∑
k=m+1
E
[
u(−Sk); τk = k
]
P(Ln−nt−k ≥ 0),
where u(y) := 1y≤x. Obviously, u is nonnegative, nonincreasing in y and
∫∞
0
u(y)dy = x < ∞.
Thus all conditions of [5][Lemma 2.2] are met. Applying this lemma yields for every x, every ε > 0
and if m is large enough
n−⌊nt⌋∑
k=m+1
E
[
u(−Sk); τk = k
]
P(Ln−nt−k ≥ 0) ≤ εP(Ln−nt ≥ 0) .
Thus we get that
P(τnt,n > ⌊nt⌋+m,Ln ≥ 0) ≤ ε
∫ ∞
0
P(Snt ∈ dx, Lnt ≥ 0)P(Ln−nt ≥ 0) dx
= εP(Lnt ≥ 0)P(Ln−nt ≥ 0) ≤ εP(Ln ≥ 0) .
For the last step, note that {Lnt ≥ 0} ∩ {Lnt,n ≥ 0} implies {Ln ≥ 0}. Thus, as the two terms in
the first event are independent, we get that
P(Lnt ≥ 0)P(Ln−nt ≥ 0) ≤ P(Ln ≥ 0) .
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Proof of Theorem 2.2.4. Let 0 ≤ m ≤ n and t ∈ (0, 1). Decomposing according to the global
minimum yields
P
(
Zτnt,n = z, Zn = 1
)
=
m∑
k=0
P
(
Zτnt,n = z, Zn = 1, τn = k
)
+ P
(
Zτnt,n = z, Zn = 1, τn > m
)
, (6.17)
By Lemma 2 and Theorem 2.2.1, for every ε > 0 and m large enough,
lim sup
n→∞
P(Zn = 1)
−1
P
(
Zτnt,n = z, Zn = 1, τn > m
)
≤ ε .
Thus we only have to consider the first sum on the right-hand side in (6.17). Let m < ℓ < n−⌊nt⌋
be specified later. Then we get that
m∑
k=0
P
(
Zτnt,n = z, Zn = 1, τn = k
)
= γn
m∑
k=0
n−⌊nt⌋∑
j=0
E
[
eSnP(Znt+j = z, Zn = 1 | Π); τk = k, Lk,n ≥ 0, τnt,n = ⌊nt⌋+ j
]
= γn
m∑
k=0
ℓ∑
j=0
E
[
eSnt+jeSn−Snt+jP(Znt+j = z, Zn = 1 | Π); τk = k, Lk,n ≥ 0, τnt,n = ⌊nt⌋+ j
]
+ γn
m∑
k=0
n−⌊nt⌋∑
j=ℓ+1
E
[
eSnP(Znt+j = z, Zn = 1 | Π); τk = k, Lk,n ≥ 0, τnt,n = ⌊nt⌋+ j
]
=: s1 + s2 . (6.18)
In view of P(Znt+j = z, Zn = 1 | Π) ≤ P(Zn = 1 | Π) ≤ e
−Sn a.s. (see this special property of
generalized geometric offspring in (3.3)), the second summand can be bounded by
s2 ≤ γ
n
m∑
k=0
n−⌊nt⌋∑
j=ℓ+1
P
(
τk = k, Lk,n ≥ 0, τnt,n = ⌊nt⌋+ j
)
= γn
m∑
k=0
P
(
τk = k)P(Ln−k ≥ 0)P(τnt−k,n−k > ⌊nt⌋+ ℓ− k | Ln−k ≥ 0
)
.
Using Lemma 6 yields for every fixed m ∈ N and ε > 0, if ℓ = ℓ(m, ε) is large enough,
s2 ≤
ε∑m
k=0 P
(
τk = k)
γn
m∑
k=0
P
(
τk = k)P(Ln−k ≥ 0)
≤
ε∑m
k=0 P
(
τk = k)
γnP(Ln−m ≥ 0)
m∑
k=0
P(τk = k)
≤ ε γnP(Ln−m ≥ 0) .
In the second step, we have used the fact that P(Ln ≥ 0) is decreasing in n.
As P(Ln−m ≥ 0) ∼ P(Ln ≥ 0) as n→∞ and using Theorem 2.2.1, we get that
s2 ≤ εP(Zn = 1) .
Thus s2 may be neglected as n→∞ and then m→∞.
Let us turn to the term s1. First note that the event {τnt,n = j} can be written as
{τnt,n = j} = {τnt,j = j} ∩ {Lj,n ≥ 0} .
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Moreover,
{τnt,n = j, Ln ≥ 0} = {τnt,j = j, Lj ≥ 0} ∩ {Lj,n ≥ 0} ,
where both events are independent. Conditioning on Fnt+j , we get that
s1 = γ
n
m∑
k=0
ℓ∑
j=0
E
[
eSnt+jP(Znt+j = z | Π); τk = k, Lk,nt+j ≥ 0, τnt,nt+j = ⌊nt⌋+ j
]
·E
[
eSn−nt−jPz(Zn−nt−j = 1 | Π);Ln−nt−j ≥ 0
]
= γn
m∑
k=0
ℓ∑
j=0
E
[
eSnt+jP(Znt+j = z | Π); τk = k, Lk,nt+j ≥ 0, τnt,nt+j = ⌊nt⌋+ j
]
·E
[
eSn−nt−jPz(Zn−nt−j = 1 | Π)|Ln−nt−j ≥ 0
]
P(Ln−nt−j ≥ 0) . (6.19)
Next, we use the explicit formula for the probability in (3.3) and get that a.s.
eSnt+jP(Znt+j = z | Π) = P(Znt+j > 0 | Π)
2Hz−1nt+j .
Using Lemma 5 for k = 1, as n→∞
E
[
eSn−nt−jPz(Zn−nt−j = 1 | Π) | Ln−nt−j ≥ 0
]
= z E+
[
P(Z∞ > 0 | Π)
2
P(Z∞ = 0 | Π)
z−1
]
+ o(1) .
Inserting this into (6.19) yields
s1 = γ
n
m∑
k=0
ℓ∑
j=0
E
[
P(Znt+j > 0 | Π)
2Hz−1nt+j ; τk = k, Lk,nt+j ≥ 0, τnt,nt+j = ⌊nt⌋+ j
]
·
(
z E+
[
P(Z∞ > 0 | Π)
2
P(Z∞ = 0 | Π)
z−1
]
+ o(1)
)
P(Ln−nt−j ≥ 0)
= γn
m∑
k=0
ℓ∑
j=0
E
[
P(Znt+j > 0 | Π)
2Hz−1nt+j ; τk = k, Lk,n ≥ 0, τnt,n = ⌊nt⌋+ j
]
·
(
z E+
[
P(Z∞ > 0 | Π)
2
P(Z∞ = 0 | Π)
z−1
]
+ o(1)
)
= γn
m∑
k=0
E
[
P(Zτnt,n > 0 | Π)
2Hz−1τnt,n ; τk = k, Lk,n ≥ 0, τnt,n ≤ ⌊nt⌋+ ℓ
]
·
(
z E+
[
P(Z∞ > 0 | Π)
2
P(Z∞ = 0 | Π)
z−1
]
+ o(1)
)
.
Note that always τnt,n ≥ τn. In the first factor, we can condition on {Lk,n ≥ 0} and get that
E
[
P(Zτnt,n > 0 | Π)
2Hz−1τnt,n ; τk = k, Lk,n ≥ 0, τnt,n ≤ ⌊nt⌋+ ℓ
]
= E
[
E
[
P(Zτnt,n > 0 | Π)
2Hz−1τnt,n , τnt,n ≤ ⌊nt⌋+ ℓ | Lk,n ≥ 0,Fk
]
; τk = k
]
P(Ln−k ≥ 0)
∼ P(Ln ≥ 0)E
[
E
[
P(Zτnt,n > 0 | Π)
2Hz−1τnt,n ; τnt,n ≤ ⌊nt⌋+ ℓ | Lk,n ≥ 0,Fk
]
; τk = k
]
.
By [5][Proof of Lemma 2.7], τnt,n → ∞ P
+-a.s. as n → ∞. Thus, P(Zτnt,n > 0 | Π) converges
a.s. with respect to P+. Moreover, as under P+, Sn → ∞ and Sτnt,n → ∞ as n → ∞, we get
Hz−1τnt,n → 1 P
+-a.s. Using this, Lemma 1 and Lemma 6, we get a.s. as n→∞
E
[
P(Zτnt,n > 0 | Π)
2Hz−1τnt,n ; τnt,n ≤ ⌊nt⌋+ ℓ | Lk,n ≥ 0,Fk
]
→ E+
[
(1− f0,k
(
P k∞)
)2]
,
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where P k∞ has been defined in (6.4) and the expectation only acts on the shifted environment
θk ◦Π. We can now formulate the limit. As s2 and thus the corresponding probability on the event
{τnt,n > nt+m} can be neglected as n→∞ and if m→∞, we get that
P(Zτnt,n = z, Zn = 1)
∼ z E+
[
P(Z∞ > 0 | Π)
2
P(Z∞ = 0 | Π)
z−1
]
γnP(Ln ≥ 0)
∞∑
k=0
E
[
E+
[
(1 − f0,k
(
P k∞)
)2]
; τk = k
]
.
Together with Theorem 2.2.1 and the formula for θ in (6.8), we get that as n→∞
lim
n→∞
P
(
Zτnt,n = z | Zn = 1
)
= z E+
[
P(Z∞ > 0 | Π)
2
P(Z∞ = 0 | Π)
z−1
]
.
As proved in Theorem 2.1.3, this is indeed a probability distribution on N.
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