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Abstract
In this study, we aim to improve the robustness of convolutional neural networks (CNNs) against
various distortions of input images. CNNs are biologically inspired artificial neural network
architectures that extract feature representations from inputs using spatial convolution operations.
Following the success of AlexNet in ILSVRC-2012, CNNs have become the most popular
algorithm used for various computer vision tasks, and achieved incomparable performance
in these tasks. Here by the term robustness of CNNs, we refer the performance of CNNs for
computer vision tasks, e.g. object classification and detection, given distorted images. Ideally,
the inference made by CNNs should not change dramatically as long as the distortions on images
do not affect the judgment made by humans. However, it has been shown in both literature
and practice that CNN behaviors much differently with respect to image distortions, and their
performance decrease significantly.
Despite that robustness of machine learning systems have been studied for decades, however
it still remains a challenge problem to boost the robustness for CNNs due to the exceeding
non-linearity and high-dimension feature space, e.g. , in the cases when CNNs with more than
a hundred layers are employed for recognition of images in high resolutions. Furthermore,
there also exists difficulty in modeling different types of distortions happened, since their
properties and influence toward CNNs seem to be very diverse. Hence classical approaches for
improvement of machine learning systems such as regularization based on some priors only
have limited effects.
While there have been several approaches proposed by previous studies for improving
robustness of CNNs, in this work we focus the situations when we do not have prior knowledge
about the incoming distortions. More precisely, we do not specialize the types of distortions
under which CNNs will be operated. Also the robustness should be inherent, i.e., no auxiliary
method is employed for the robustness once the optimization is finished. To achieve this, we
propose four different approaches in this study, and experimentally analyze their robustness
against three types of distortions. These approaches are: i) quantization of feature representation
extracted from images; ii) design of kernels with quasi-hexagonal shape; iii) employment of
class conditional generative model for classification; iv) design of kernels dependent on statistics
of input features.
We first address the image distortion problem as a dataset shift problem between clean
and distorted images. We argue that higher moment statistics of feature distributions can be
shifted due to image distortion, and the shift leads to performance decrease and cannot be
reduced by ordinary normalization methods as observed in the experimental analyses. In order
to mitigate this effect, we propose an approach for feature quantization. To this end, we propose
to employ three different types of additional non-linearity in CNNs: i) a floor function with
scalable resolution, ii) a power function with learnable exponents, and iii) a power function with
data-dependent exponents. These feature quantization methods allow CNNs to inherently ignore
small fluctuation in shape of feature distributions, hence obtain robustness without additional
training techniques. In the experiments, we observe that CNNs which employ the proposed
methods obtain remarkable boost in both generalization performance and robustness for noise
and information loss using large scale benchmark datasets.
We then motivated by the signal sampling theorem, we examine the effect of shape of
convolution kernels on learned representations. Following these results and observations
reported in the literature for modeling of visual systems, we address the performance degrade
problem caused by occlusions in images. We propose a novel design of quasi-hexagonal
shape of kernels for learning of representations in CNNs. We argue that the learned feature
representations are more spatially distributed in the receptive fields of higher layer neurons.
Hence a small region of occlusion will affect the activation less compared to the situation when
using square shaped kernels. In the experimental analysis, we present a feature visualization
method for visualization of pixel-wise classification score maps of learned features. We examine
the region of interest of different models in the classification task and analyzed the robustness of
the proposed method to occluded images. Our results indicate the effectiveness of the proposed
approach.
Next we employ a generative adversarial network (GAN) to model the joint distribution
between data and their labels. A GAN is a type of generative models that optimizes a generator
to create samples from latent inputs, and a discriminator to distinguish if the samples are
real or created, in an adversarial style. During optimization of a GAN, the discriminator is
trained to model the joint distribution of unseen samples. Motivated by this property, we
employ the learned discriminator as a robust classifier against occlusions. However, there exist
difficulties in optimizing GANs for class conditional generation, and the training progress of
the discriminator as a classifier is slow and unreliable. To overcome this problem, we develop a
novel structure, that employ linear discriminator to accelerate the training of a GAN, names
LD-GAN. The discriminator of an LD-GAN is trained to maximize the linear separability
between distributions of hidden representations of generated and targeted samples, while the
generator is updated based on the decision hyper-planes computed by performing LDA over
the hidden representations. In the experimental analysis, the proposed method shows improved
training stability together with better generalization performance compared to vanilla GANs.
Moreover, the learned discriminator shows better performance in classifying occluded images.
Finally we consider a special types of distortion that names adversarial perturbations of
images. These perturbations are usually carefully directed such that the targeted images could
be incorrectly recognized into another category with high confidence, while humans will not be
disturbed by the perturbations and make correct decisions. We propose a simple yet effective
method to improve robustness of CNNs to adversarial attacks by using data dependent adaptive
convolution kernels. To this end, we propose a new type of HyperNetwork in order to employ
statistical properties of input data and features for computation of statistical adaptive maps.
Then, we filter convolution weights of CNNs with the learned statistical maps to compute
dynamic kernels. Thereby, weights and kernels are collectively optimized for learning of image
classification models robust to adversarial attacks without employment of additional target
detection and rejection algorithms. We empirically demonstrate that the proposed method
enables CNNs to spontaneously defend against different types of attacks, e.g. attacks generated
by Gaussian noise, fast gradient sign methods and a greedy search black-box attack.
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Convolutional Neural Networks (CNNs) are biologically inspired artificial neural net-
work architectures that are inspired by the visual perception mechanism in the retina
system of human eye. In 1959, Hubel & Wiesel [50] defined receptive fields of single
neurons as restricted areas where illumination influenced the firing of a single cortical
unit. Based on this discovery, Kunihiko Fukushima [27] proposed the neocognitron
architecture that acquires the ability to recognize stimulus patterns based on geometrical
similarity of their shapes, which can be considered as the first prototype of a CNN. Later
in 1990s, LeCun et al. [65, 66] developed a multi-layer artificial neural network called
LeNet for a handwritten digits classification task. The LeNet can be trained using the
back-propagation algorithm, and can learn effective representations from given datasets.
LeNet achieved the state-of-the-art performance on the handwritten digit classification
task and established the modern framework of various CNNs.
However, the limited computational resources restricted further development of
CNNs. In 2012, Krizhevsky et al. [62] successfully trained a CNN architecture on
large scale dataset, e.g. ImageNet [124] utilizing graphics processing units (GPU), and
showed significant improvements upon previous methods on an image classification task.
The overall architecture of their method, i.e., AlexNet, is similar to that of LeNet but
has a deeper structure. AlexNet employed the rectifier linear unit (ReLU) to overcome
the vanishing gradient problem encountered during training, and the Dropout [136]




Figure 1.1: Examples of images from the (a) Flower [99], (b) ImageNet [124], (c)
Place2 [161] dataset.
building complicated and deep CNNs with increased non-linearity and better feature
representations.
In recent years, more powerful computers and larger datasets as well as advanced
training techniques, further boosted CNNs’ popularity and usefulness on solving more
difficult large scale computer vision tasks, e.g. image classification [132, 141, 44, 47],
object detection [121, 118, 81] and semantic segmentation [84, 41, 14]. Furthermore,
CNNs pre-trained with aforementioned tasks can be adapted to new problems relatively
easily, without the need for feature engineering. As a result of this property, real world
applications of deep CNNs have been proposed and deployed in various aspects, e.g.
human face recognition [109, 139, 151], autonomous driving [13, 153, 51], medical
image analysis [113, 80, 127, 29], and they have achieved unaccompanied performance
compared to other approaches.
1.2 Problem definition
Although CNNs have achieved impressive progress for various large scale computer
vision tasks using benchmark datasets [23, 24, 78, 99, 150, 161, 124], it is notable
that the images in these datasets are well-selected, and they can be quite different
from images observed in real world applications. In other words, benchmark datasets
are mostly created for academical proposes with high quality images for design of
prototypes of deep CNNs. On the other hand, it is not possible to ensure the quality





Figure 1.2: Examples of images taken from real world cameras with different types of
distortions: (a) regions of small occlusions caused by weather effects, (b) superposition
of objects and noisy reflections, (c) low quality images obtained from video camera,
(d) noised caused by high ISO and under exposure, (e) blurring caused by the focus of
perspective, (f) interference introduced while taking photos of monitors
hardware, noisy environments, optical phenomena and motion conditions. Figure 1.1
and Figure 1.2 provide examples of these differences.
Initially, the term “distortion” refers to geometric deformation observed in images,
such as scaling, translation, aspect ration change and other affine transforms [114]. In
practice, geometric deformation has been commonly employed in data augmentation
approaches for training deep and complicated models [33, 63, 142] in order to obtain
invariance toward transformation of features. In this study, we use the term “distortion”
for the methods that cause information loss that are widely observed in practice, which
can be categorized into visual noise and information loss, occlusion and Adversarial
examples.
In most the aforementioned cases, CNNs are not robust to image distortions inher-
ently. In other words, without being trained explicitly to be operative under a particular
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environment, performance of CNNs optimized with clean datasets will decrease if given
distorted images. However, usually it is not impossible to obtain the prior knowledge
about distortion, due to the complexity of real world scenes. Hence, there raises a
crucial question: Can a convolutional neural network be robust to distorted images
inherently? In order to systemically answer this question, we organize various types
of distortions into a taxonomy, and discuss the influence of image distortion to the
performance of CNNs.
Visual noise and information loss
Table 1.1: Confidence scores of the VGG-16 network for images with different types
and increased strength of distortion [20]. From top to bottom: Gaussian blur, Gaussian
noise, reduced contrast, Jpeg compression.
0.9978 0.9856 0.9172 0.7673
0.4068 0.3363 0.4809 0.2801
0.8344 0.7429 0.5513 0.3204
0.9994 0.9721 0.8625 0.3574
During recording of optical signals or processing of images, information loss occurs
in general and is unpreventable, e.g. Gaussian noise will be introduced whenever a
photo is taken. In this study, we employ the term visual noise to denote intensity and
color fluctuates above and below original image intensity. Also, we employ the term in-
formation loss to describe disappearance of visual information. The difference between
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Figure 1.3: An example of human face recognition under occlusions [11]. The positions
and occlusion states of face landmarks are estimated and depicted using red (occluded)
and green (normal) dots.
visual noise and information loss can be mostly characterized by the randomness in
the structures, visual noise usually distributes randomly or follows particular statistical
properties, e.g. salt and pepper noise, while information loss is mainly caused during
signal processing progress, e.g. blurring.
Some recent studies [18, 20] show that, CNNs’ performance in the image classifi-
cation tasks is severely degraded for images distorted with common approaches, e.g.
blurring, adding Gaussian noise, reducing contrast, compressing with Jpeg. In the
example given in Table 1.1, it can be seen that the VGG-16 network [132] becomes
uncertain with his decisions when there exists noise and information loss in the images.
Occlusion
The term occlusion refers to superposition of multiple objects observed in an image, and
the important object that contains task-related semantic information is overridden by
unwanted objects. Usually these objects hold special patterns or semantic information
that are able to cause disturbance of feature representations. Examples of the most
studied computer vision tasks under occlusion are face recognition and detection using
landmark localization and pose estimation [11, 157, 165, 158, 116]. Figure 1.3 provides
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Figure 1.4: An illustration of an occluding object can reduce the performance of CNNs
in classification tasks with different size of artificial occlusion [103].
an example of face landmark localization.
The occlusion would be more crucial for objects detection tasks, where locations
are more unpredictable for detection, unlike the human face where the location of
occluded landmarks can be inferred from others. On the other hand, types of occluding
objects can be more complicated, and these objects often contain semantic information,
e.g. detection of a person who is covered by trees, cars, buildings or other persons
(self-occlusion). The difficulty of overcoming occlusions is illustrated in Figure 1.4
using a classification task, where the test accuracy keeps dropping when the object is
occluded more.
Adversarial examples
CNNs are discovered to be fragile to carefully directed artificial perturbations of
images [143]. Images attacked using these perturbation methods can be classified
to incorrect categories with a possible high confidence by a state-of-the-art CNN.
However humans are still able to correctly classify the images, being undisturbed or
even unaware of the perturbations. We use the term adversarial examples to denote this
type of distortion. Although it seems to be difficult to obtain such perturbations by the
definition, by employing the properties of high-dimensional feature spaces in CNNs,
it is shown that some gradient methods are able to create such adversarial examples
with a high success rate in practice [143, 147]. Figure 1.5 shows an example of creating
adversarial examples using the fast gradient sign method.
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Figure 1.5: An illustration of the adversarial example [34]. The panda image is mis-
classified into gibbon with high confidence, by adding perturbations that are unperceived
by human beings.
Meanwhile in many cases, adversarial examples are transferable between models en-
dowed with different architectures and trained on different subsets of training data [82],
or even they have been reproduced by another device [64]. The vulnerability of CNNs
may lead to undesirable consequences in safety- and security-critical applications.
1.3 An overview of this study
In this section, we provide an overview of our approaches for addressing the aforemen-
tioned problem. In the rest of this chapter, we provide detailed definitions of a CNN
and its components, as well as the objective function and learning method used for
optimizing the network.
Chapter 2 Feature Quantization
In this chapter, we address the image distortion problem as a dataset shift problem
between clean and distorted images. We argue that higher moment statistics of feature
distributions can be shifted due to image distortion, and the shift leads to performance
decrease and cannot be reduced by ordinary normalization methods as observed in
the experimental analyses. In order to mitigate this effect, we propose an approach
for feature quantization. To this end, we propose to employ three different types of
additional non-linearity in CNNs: i) a floor function with scalable resolution, ii) a
7
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power function with learnable exponents, and iii) a power function with data-dependent
exponents. These feature quantization methods allow CNNs to inherently ignore small
fluctuation in shape of feature distributions, hence obtain robustness without additional
training techniques. In the experiments, we observe that CNNs which employ the
proposed methods obtain remarkable boost in both generalization performance and
robustness for noise and information loss using large scale benchmark datasets.
Chapter 3 Quasi-hexagonal Shaped Kernels
In this chapter, motivated by the signal sampling theorem, we examine the effect of
shape of convolution kernels on learned representations. Following these results and
observations reported in the literature for modeling of visual systems, we address the
performance degrade problem caused by occlusions in images. We propose a novel
design of quasi-hexagonal shape of kernels for learning of representations in CNNs.
We argue that the learned feature representations are more spatially distributed in the
receptive fields of higher layer neurons. Hence a small region of occlusion will effect
the activation less compared to the case when using square shaped kernels. In the
experimental analysis, we present a feature visualization method for visualization of
pixel-wise classification score maps of learned features. We examined the region of
interest of different models in the classification task and analyzed the robustness of
the proposed method to occluded images. Our results indicate the effectiveness of the
proposed approach.
Chapter 4 Linear Discriminant Generative Adversarial Networks
In this chapter, we employ a generative adversarial network (GAN) to model the joint
distribution between data and their labels. A GAN is a type of generative models that
optimizes a generator to create samples from latent inputs, and a discriminator to distin-
guish if the samples are real or created, in an adversarial style. During optimization of
a GAN, the discriminator is trained to model the joint distribution of unseen samples.
Motivated by this property, we employ the learned discriminator as a robust classifier
against occlusions. However, there exist difficulties in optimizing GANs for class
conditional generation, and the training progress of the discriminator as a classifier
is slow and unreliable. To overcome this problem, we develop a novel structure, that
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employs linear discriminator to accelerate the training of a GAN, called LD-GAN. The
discriminator of an LD-GAN is trained to maximize the linear separability between
distributions of hidden representations of generated and targeted samples, while the
generator is updated based on the decision hyper-planes computed by performing LDA
over the hidden representations. In the experimental analysis, the proposed method
shows improved training stability together with better generalization performance com-
pared to vanilla GANs. Moreover, the learned discriminator shows better performance
in classifying occluded images.
Chapter 5 Statistics Based Hyper-convolution
The adversarial examples problem was addressed by employing several defense meth-
ods for detection and rejection of particular types of attacks. However, training and
manipulating networks according to particular defense schemes increases computational
complexity of the learning algorithms. In this work, we propose a simple yet effective
method to improve robustness of CNNs to adversarial attacks by using data dependent
adaptive convolution kernels. To this end, we propose a new type of HyperNetwork
in order to employ statistical properties of input data and features for computation
of statistical adaptive maps. Then, we filter convolution weights of CNNs with the
learned statistical maps to compute dynamic kernels. Thereby, weights and kernels are
collectively optimized for learning of image classification models robust to adversarial
attacks without employment of additional target detection and rejection algorithms.
We empirically demonstrate that the proposed method enables CNNs to spontaneously
defend against different types of attacks, e.g. attacks generated by Gaussian noise, fast
gradient sign methods and a greedy search black-box attack.
Chapter 6 Conclusion and Future Works
In this chapter we conclude this thesis and propose possible approaches for further
improvement of robustness of CNNs.
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1.4 Convolutional neural networks
In this section, we provide the required background on deep learning and convolutional
neural networks. We first give an overview of the basic components of a CNN, including
convolutional layer, pooling layer, activation function, loss function, regularization and
optimization. The overall architecture of a classical CNN is shown in Figure 1.6.
Figure 1.6: The overall architecture of the LeNet-5 network, which is designed for the
digit classification task. Each plane is a feature map, i.e., a set of neuron activations
whose values indicate the strength of responses with respect to the input.
Convolution Layer
The convolution layers of CNNs are used to extract feature representations from inputs
with learned weights. Given an input tensor x ∈ RH×W , a two-dimensional convolution
operation with weights w and filter size k at position h,w is defined by




where y is an output feature map. Usually, the inputs will have more than two dimen-
sions, e.g. images with RGB channels. In these cases, we employ C to denote the
number of channels. Thus a three-dimensional spatial convolution can be computed as
















Figure 1.7: An illustration of max pooling layers with filter size k = 2 and stride s = 2.
The pooling layers are used to reduce the spatial dimensions on a convolutional
neural network. Employing pooling layers are helpful in reducing computational
complexity and obtaining translation invariance of learned feature representations.
Mathematically, given an input tensor x ∈ RH×W , a two-dimensional pooling operation
with filter size k at position h,w is defined as
yh,w = f(xu,v), u, v ∈ {u, v|H ≤ u ≤ H + k,W ≤ v ≤ W + k}, (1.3)
where f is a maximum function for max pooling, or an average function for average
pooling.
Fully-Connected Layer
Neurons in a fully connected layer have connections to all activations in the previous
layer, as seen in regular neural networks. Their activations can be computed with a
matrix multiplication followed by a bias offset, as
y = wx+ b, (1.4)
where w ∈ RM×N , x ∈ RN×1 and the biases term b ∈ RM×1.
Activation Function
Activation functions are implemented using non-linear functions to compute the output
of various modules of CNNs such as convolution and fully-connected layers. Types of
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classical activation functions employed in this thesis are sigmoid function, Rectified
Linear Unit (ReLU) [62], Parametric ReLU [42], Leaky ReLU [152]. We provide the







ReLU(x) = max(0, x), (1.6)
PReLU & LReLU
PReLU(x) = max(0, x) + αmin(0, x). (1.7)
where α is the scope parameter which is fixed and learned in LReLU and PReLU,
respectively. Here, x ∈ R is a one dimensional variable, however the definition can be
extended to tensors with arbitrary ranks, and activation functions calculate input tensors
in the element-wise style.
Batch Normalization
Batch normalization (BN) [52] was proposed to reduce the inherent covariant shifts
between mini-batches during the training phase. Briefly, BN normalized the input
features with zero mean and standard deviation. Consequently, the training progress
becomes smoother with higher learning rates, and the dependency on initialization is
reduced as well. Given a mini-batch B = {x1,x2, . . . ,xm}, the BN algorithm can be




















Figure 1.8: An illustration of the residual shortcut modules. (a) A classic residual
module, (b) a bottleneck residual module.
yi = γx̂i + β, (1.11)
where γ and β are learnable parameters similar to the weights and biases of a fully-
connected layer, and ε is a small value used for numerical stability.
Residual Shortcut Modules
The residual shortcuts were firstly introduced in the Highway Networks architec-
tures [137], and He et al. further employed them in their ResNet [44] architectures to
build considerably deeper CNNs, i.e., 200 layers for the ImageNet and 1000 layers for
the Cifar datasets, respectively. Motivated by the impressive performance achieved
by ResNet, the residual shortcut modules are further introduced in the pre-activation
ResNet [45] and DenseNet [47]. In this study, we employ these architectures as base
model, and boost their robustness against different types of distortions. The residual
shortcut is implemented by
y = F(x) + x, (1.12)
where F is a composition function of several convolution layers. Notably, in the
DenseNet architecture, the summation operation is replaced by a tensor concatenation





The Softmax function is commonly used as classifiers in CNNs. For a K−category
classification task, the softmax function computes the classification score vector for the
input x, which represents the confidence of class memberships. Mathematically it is
defined by





where w is the weight parameter and y is the ground truth label of the input x. Using
the softmax function, a loss function for classification tasks during training can be
implemented with the category cross entropy, which is defined by










where 1{·} is the indicator function.
Regularization
The weights of CNNs are usually trained with `1 or `2 regularization to preventing
over-fitting problem. Hence the overall loss for the optimization is followed by the
regularization terms of all the layers as




whereW denotes the set of weights of the CNN, and || · ||p denotes the `p norm.
Dropout
Dropout is introduced to deal with over-fitting problem happened in large and deep
neural networks besides regularization terms, by randomly dropping neurons along with
their connections during training. Dropout with a probability q can be simply defined as
y = xm, (1.16)
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wherem denotes the mask with the same shape as x, whose elements are sampled from
the Bernoulli distribution mj ∼ B(q), i.i.d., and the  stands for the element-wise
multiplication between two tensors. Figure 1.9 provides an illustration of how the
dropout functions during training.
Figure 1.9: An illustration of the dropout algorithm.
Optimization
Back-propagation is the algorithm that is commonly employed for training of CNNs.
Briefly, it utilizes the chain rule and calculates the partial derivative for all the weights


















where l is the index of layers. Here, we denote the transformation of features between
layers as G, e.g. a combination of convolution and activation functions, hence we have
xl+1 = G(xl). (1.19)
The weights are updated through mini-batches iteratively. In this study we employ
four different algorithms that are summarized as follows.
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Stochastic gradient descent (SGD) with momentum
vt = µvt−1 − η∇wL̂, (1.20)
wt+1 = wt + vt, (1.21)
where µ and η are hyper-parameters used for momentum and learning rate, respectively.
Nesterov’s accelerated gradient descent [98]
vt = µvt−1 − η∇wL̂, (1.22)
wt+1 = wt + (1 + µ)vt − µvt−1, (1.23)
where µ and η are hyper-parameters used for momentum and learning rate, respectively.
RMSprop [146]
vt = λvt−1 + (1− λ)∇2wL̂, (1.24)




where λ and η are hyper-parameters used for decay rate and learning rate, respectively.
ε is a small positive value for numerical stability.
Adam [59]
mt = β1mt−1 + (1− β1)∇wL̂, (1.26)
vt = β2vt−1 + (1− β2)∇2wL̂, (1.27)




where β1 and β2 are hyper-parameters used for decay rate of the first and second order
momentum, respectively. η is the hyper-parameter used for learning rate, and ε is a




In this chapter, we address the problem of improving of robustness of convolutional
neural networks to visual noise, information loss and occlusions. We demonstrate that
higher moment statistics of feature distributions can be shifted due to these distortions.
As observed in our experimental analyses, the shift leads to performance decrease
and cannot be reduced by ordinary normalization methods. In order to mitigate this
effect, we propose an approach for feature quantization. To this end, we propose to
employ three different types of additional non-linearity in CNNs: i) a floor function
with scalable resolution, ii) a power function with learnable exponents, and iii) a
power function with data-dependent exponents. These feature quantization methods
allow CNNs to inherently ignore small fluctuation in shape of feature distributions,
hence obtain robustness without additional training techniques. In the experiments, we
observe that CNNs which employ the proposed methods obtain remarkable boost in
both generalization performance and robustness for noise and information loss using
large scale benchmark datasets.
2.1 Introduction
Recognition of objects using distorted images is a challenge that has been studied
extensively in computer vision and pattern recognition in the last decade [5, 12, 28, 73,
79, 87, 102]. While convolutional neural networks (CNNs) have achieved impressive
progress for object classification and recognition in various benchmark datasets [44, 52,
131, 142], recent works [18, 20] show that their performance is severely degraded for
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distorted images.
In this work, we consider a collection of image distortions that are observed in
real-world natural images. Specifically, we consider the following types of distortion: i)
distortion caused visual noise, and ii) occlusion (see Section 2.5.1 for details). Image
distortions result in change of statistical properties of datasets. In other words, recogni-
tion of objects using distorted datasets can be posed as a dataset shift problem. Suppose
that Xtr and Xte are sets of features extracted from examples belonging to datasets Dtr
and Dte, respectively. Moreover, suppose that a CNN model is trained using Dtr, and
Dte is a set of distorted data used for testing. Then, the distortion (such as noisy pixels)
occurred on the dataset Dte will affect employment of feature representations learned
using Dtr. Consequently, feature distributions p(Xtr) and p(Xte) may diverge.
Feature normalization methods have been popularly used to address the data shift
problems. However, normalization methods [52] do not ensure minimization of differ-
ence between higher moments, e.g. skewness and kurtosis. The relationship between
moment statistics and classification performance has been studied in the last decade.
For instance, the effect of moments and percentile statistics on surface reflectance
properties was analyzed in [128]. On the other hand, dataset shift caused by only
skewness and kurtosis can also decrease the performance of neural networks severely
(see Section 2.4.4). In CNNs, the aforementioned shifts between higher moments of
features extracted from clean and distorted images can be observed. In addition, the
shifts are usually irregular, and their magnitude can grow from bottom to top layers
(Figure 2.1).
In this paper, we propose an alternative approach to resolve the aforementioned
problem by employing a weak quantization operation on features obtained at the output
of convolution layers. Quantization methods are initially proposed to increase the
computational performance and energy efficiency [37], while they are also helpful in
eliminating minor perturbation of features under full numerical precision. We realize
this approach by three different types of additional non-linearity in CNNs: i) a floor
function with scalable resolution, ii) a power function with learnable exponents, and iii)
a power function with data-dependent exponents. Our contributions can be summarized
as follows:
1. We explore how a shift of higher moments of feature distributions can lead to a
performance degradation. In addition, we investigate the viability of divergence
18
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Original Images Distorted Images
Figure 2.1: Divergence between distributions of neuron activities can be observed
between original and distorted input images. This effect is accumulated through layers
of CNNs, which can finally result in degraded performance. The probability densities
are calculated using VGG-16 [131] for 5,000 original images, which belong to the
validation set of the ILSVRC-12, and their manually distorted versions.
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reduction by using normalization methods and non-linear functions.
2. We propose a new approach to employ feature quantization while training CNNs.
Briefly, we integrate the floor or power non-linearity function into the CNNs,
such that the features extracted from distorted images can be mapped to a new
space with less divergence. Our proposed approach enables us to improve robust-
ness of CNNs without utilizing additional training techniques such as stability
training [160].
3. In experimental analyses, we demonstrate that the generalization performance of
CNNs and their robustness to various types of image distortions can be substan-
tially improved using our proposed methods for object recognition and detection
tasks using large scale datasets (e.g. the ILSVRC-12 and Pascal Voc).
2.2 Related work
2.2.1 Processing distorted images using deep learning methods
The dataset shift problem caused by image distortion has been previously tackled using
several approaches [57, 133, 145]. The most widespread approach used to minimize
the divergence, is to employ a generative model p(z)pθ(x|z) such that both p(Xtr) and
p(Xte) could be inferred from a fixed distribution p(z) which is parametrized by a set
of parameters θ [46, 122, 166]. Due to the intractability of pθ(x|z), it could be difficult
to estimate parameters θ [72]. Recent works [16, 53] have considered modeling of some
specific transformation patterns such as scale and rotation by learning sub-networks
with a parameter set φ. These sub-networks can yield a new distribution for a test dataset
qφ(Xte) that is similar to p(Xtr), or a new qφ(Xtr) that is likely to be an approximation
to p(Xte). Still, estimation of parameters φ is challenging since the transformation
patterns can be very different for Xtr and Xte. On the other hand, training techniques,
which are used to explicitly minimize D(Xtr,I,Xtr,I′) between an input image I and
its distorted version I′ during training, are also shown to be helpful [160], where D
is a measure for distance such as the `2 distance. However, these techniques increase
computational complexity of training methods. In addition, the improvement could be
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(a) Original (b) Normalization (c) Floor (Scale=100)
(d) Tanh (e) Softsign (f) Power (Exp.=0.25)
Figure 2.2: A demonstration of change of distributions observed by using different
nonlinear functions. In the analyses, κ value of (a) original blue and green distribution
was set to −0.2 and 0.5, respectively. (b)(c)(d)(e) depict distributions computed after
employment of the corresponding transformations. It can be seen that distributions
mapped by using additional non-linearity have smaller divergence with better fitted
shapes for this task.
marginal if the prior knowledge of p(Xte) used for generating distorted images is not
available (see Section 2.5.2).
2.2.2 Normalization methods used in deep learning
State-of-the-art normalization methods such as Batch Normalization (BN) [52] and
Layer Normalization (LN) [71] are used to reduce the inherent data shift problems by
fixing the mean and the variance of distribution of input features at each layer of a
CNN. Concretely, if x (which denotes either a data matrix of training/testing samples,
or a matrix of features extracted from samples) is received as input, then normalization
methods output X̃ = x−µX
σX
that has zero mean and unit variance. Although these
normalization methods are confirmed to work well empirically, still they assume that
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(a) conv2_2 (b) conv3_2 (c) conv4_1
(d) conv4_3 (e) conv5_2 (f) fc6
Figure 2.3: Change of skewness and kurtosis for neurons used at different layers. Hori-
zontal axis shows difference of skewness and kurtosis between distributions obtained
from original and deformed images.
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data are distributed according to the same parameterized function such as Gaussian. In
addition, these methods do not aim minimization of the classification loss. However
this assumption does not apply to general cases as mentioned above, especially when
the divergence is usually observed for higher moment statistics, i.e. skewness and kur-
tosis. In practice, these normalization methods are followed by a linear transformation
method. This ad-hoc method slightly mitigates the problem, but still there remains large
divergence between p(Xtr) and p(Xte).
2.2.3 Feature quantization methods used by CNNs
The effectiveness of dimension and complexity reduction of feature quantization/hashing
methods have been demonstrated in the previous studies [1, 149]. Recently, various
approaches have been proposed for quantization of weights and activations in CNNs in
order to compress the networks or reduce flops during inference [117, 162, 108, 74, 163].
For instance, XNOR-Net [117] is a type of CNN that uses mostly bitwise operations to
approximate convolutions, where both filters and features are binary. DoReFa-Net [162]
generalizes this method and quantizes weights, activations and gradients using different
widths of bits. Both methods provide accelerated training and inference, together with
a reduced model size. However, these quantization methods are not proposed to gain
inherent robustness against image distortion, and mainly focus on the trade-off between
compression effectiveness and accuracy (although robustness can be observed against
specified types of distortion, see Section 2.5.2).
2.2.4 Design of non-linearity in CNNs
Various types of non-linearity functions have been explored and proved to be beneficial
for training CNNs empirically [2, 17, 43, 60, 85, 115]. However, functions endowed
with power operations have been barely utilized. A former attempt [36] proposed an `p
nonlinear unit with a learnable order p. An `p unit employed at a layer receives signals
from a subset of units used at the previous layer, and performs `p normalization. This
can be interpreted as an implicit employment of power operation for estimation and
assignment of different weights to different feature activation. Their experimental results
show performance improvement for some benchmark datasets. S-shaped rectified linear
units (SReLU) [56] have been proposed to achieve more complicated non-linearity, and
23
CHAPTER 2. FEATURE QUANTIZATION
they are considered as imitation of the behavior of power or logarithm functions with
performance boost.
2.3 Analysis of divergence of distributions under defor-
mations
In this section, we provide additional results for analysis of divergence of higher
moments of feature distributions under deformation. As argued in the Figure 1 of the
main text, deformations will result in shift of skewness and kurtosis as well as that of
mean and variance. In addition, these types of shift cannot be successfully reduced by
normalization methods. In Figure 2.3, we depict the amount of shift of skewness and
kurtosis between feature distributions obtained using original and deformed images.
We employ VGG16 [131] for evaluation of the models, and measure the amount of
change of skewness and kurtosis for neurons in 6 different layers. 5,000 original and
deformed images are used to calculate feature distributions. Note that the skewness of a
normal distribution is defined on (−1, 1), and the results indicate a decent amount of
shift of skewness and kurtosis.
2.4 Proposed feature quantization
Suppose that we are given a convolution kernel W ∈ RC×D×h×w with D output chan-
nels that slides on a tensor of features x ∈ RC×H×W . Then, the output of a convolution




Wc,d ⊗ xc, (2.1)
where ⊗ is the two dimensional convolution operation, Ud is the dth channel of U,
c = 1, 2, . . . , C and d = 1, 2, . . . , D denotes the index of input and output channels,
respectively. In our proposed approach, we consider that a distorted image I′ = Fθ(I),
whereFθ is the transformation function parameterized by θ. For instance, a noisy image
I′ is obtained using additive noise ε such that I′ = I+ε. Various nonlinear functions Fθ
are used to perform more complicated distortions such as occlusion and compression.
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Under this setting, we aim to learn features X′ extracted from the distorted image I′,
whose change is relatively small compared to x extracted from the clean image I, using
feature quantization methods while training CNNs. For this purpose, we use a floor
function with scalable resolution, a power function with learnable exponents and a
power function with data-dependent exponents.
2.4.1 Floor function with scalable resolution
The floor operation can be used to remove small noise ε by quantizing the input into a
set of integers. However, a trade-off between increasing the strength of quantization
and the errors occurred due to quantization should be made in order to benefit from the





Wc,d ⊗ τ(xc, βc,d), (2.2)
where βc,d ∈ R is a channel-wise coefficient, and τ is the element-wise floor function
defined by




where bxic = max{z ∈ Z|z ≤ xi} is the floor function, which is applied to each
element xi of a tensor x.
Mathematically, floor function has zero gradient with respect to its input. In order
to compute its gradient, we also employ the “straight-through estimator” method as
proposed in [6, 162]. That is, we assign 1 to gradients back-propagated to lower layers
during back-propagation. Note that this is not the first time that such non-linearity been
proposed [37], however here we target to obtain better robustness against distortion,
without hurting the general performance of the neural networks.
2.4.2 Power function with a learnable exponent
Instead of explicit quantization of the input, we propose to use the power operation in
the convolution operation in order to employ another non-linearity. The power function
with an exponential map with range [0, 1] is able to map any positive real number closer
to 1. Thus, the input can be considered as 1+ ζ, where 1 is the identity 1-tensor having
the same shape that the input has. We consider this mapping as a quasi-quantization
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effect, where the smaller exponent is the heavier quantization we obtain. It is worth
noting that, this can be achieved by any non-linearity functions with saturation activity,
such as sigmoid, Tanh or Softsign (further discussions are given in Section 2.4.4).





Wc,d ? ψ(xc, αc,d), (2.4)
where αc,d ∈ R is the corresponding channel-wise exponent, and ψ is the element-wise
power function operation defined by the following equation
y = ψ(x, α) =
x
α+1
m , if xm ≥ 0
−(−xm)α+1, otherwise
, (2.5)
where xm is the mth element of x ∈ RM . Here we apply a mirror operation for the
negative inputs, since power function is defined on R+, while they are safely ignored
in CNNs that employ ReLU, where only positive values are propagated into the next
convolution layer. The parameters α are determined to be learnable to provide an
appropriate quantization strength, and they are estimated using gradients computed


















where L denotes a loss function such as a classification loss. Note that xi 6= 0,
otherwise we assign a 0 to the gradients. In this work, instead of providing a hard
restriction to the range of α, we employ `2 and `1 (lasso) regularized terms towards α
for computation of the final loss during training. Empirically this is able to stabilize
the training despite of the α may grow larger 1, detailed analysis on the distribution of
learned α as well as the effects of `2 and `1 (lasso) regularization will be provided in
supplementary materials.
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2.4.3 Hyper-exponent for power function
We introduce a HyperNetwork [38] approach for estimating the strength of quasi-
quantization effect of power function defined by
αd = Fd(µXd ,σXd), (2.8)
where µXd ,σXd ∈ Rc stand for the mean and standard deviation vectors for all the
input channels, Fd is the mapping function and αd ∈ Rc is the computed exponent for
the output channel d.
In (2.2), (2.4) and (2.8), we let each output channel d own a set of parameters
applied to C input channels. This method is helpful to obtain varying quantization
strength in implementation of CNNs. However, c and d usually take large values in
the recent CNNs. Thus, the number of parameters and computational complexity of
the CNNs which employ this method may increase. Therefore, we suggest a method
for sharing α among output channels. Concretely, we split D output channels into Λ
portions, and all the channels within Dλ share the same set of αc,Dλ (λ = 1, 2, . . . ,Λ),
for employment of convolution with power operation. In the experimental analyses, we
use λ = 1 as a default value. We employ a single β for all input and output channels to
perform convolution with the floor operation.
2.4.4 An analysis of non-linearity
As discussed in Section 2.1, divergence caused by shifted skewness and kurtosis
between feature distributions, is harmful for inference using new samples. However,
minimization of this type of divergence cannot be achieved by normalization methods.
Thus, we consider an alternative approach by introducing quantization non-linearity to
CNNs. Our proposed approach is used to map a space of diverged distributions to a
new space in which the divergence between distributions could be minimized. More
precisely, the feature distributions p(Xtr) and p(Xte) are mapped into new distributions
p̃θ(Xtr) and p̃θ(Xte), such that we obtain ρ(p̃θ(Xte)||p̃θ(Xtr)) ≤ ρ(p(Xte)||p(Xtr)),
where ρ is a function which is used to measure similarity between distributions, such as
Jensen–Shannon divergence.
In order to illustrate this, we design a multi-class classification experiment using an
artificial dataset, where all features of samples have identical mean and variance but
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Table 2.1: Averaged classification accuracy (%) of two-layer neural network models
obtained using artificial datasets over 10 runs. During each run, 10,000 training and
10,000 test samples are generated, respectively. Trans. stands for the followed linear
transformation proposed in [52].
Total Features (M) 128
Determinant Features (N) 1 2 4 8
Base w/o divergence 96.4 92.6 83.0 36.3
Base 93.9 87.9 73.7 26.9
Batch Norm. Only 92.1 84.9 71.5 29.3
Batch Norm. + Trans. 95.2 89.2 77.5 39.1
Base + 1 layer 93.2 85.1 70.5 27.8
Base + 2 layers 93.1 85.3 69.6 29.8
Floor 94.3 89.2 75.9 28.8
Tanh 97.4 95.1 89.4 59.5
Softsign 98.4 96.9 93.0 65.7
Power 99.0 98.4 97.5 77.6
different skewness and kurtosis in training and testing phases. Concretely, the inputs
are M -dimensional vectors x ∈ RM . All features of x are sampled from a generalized









if κ 6= 0
x if κ = 0
. (2.10)
We control the higher moments by randomly choosing the shape parameter from an
uniform distribution κ ∼ U(−1, 1). Each vector x consists of N < M features that
are used to identify class labels, and the remaining M − N features are utilized as
noise. The corresponding labels are defined to be
∑N−1
n=0 2
n · 1(Xn ≥ 0), where 1(·) is
an indicator function that outputs 1 when the argument of the indicator is true. Thereby,
we have 2N number of classes. We choose M = 128, and N ∈ {1, 2, 4, 8} to control
the noise level.
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A two-layer neural network that employs ReLU activation function with 128 hidden
units is employed as a base model. Initially, we first generate a dataset using the
same shape parameter κ for both training and test sets as a reference set (Base w/o
divergence). Then, we generate diverged datasets using different κ to construct both
training and test data (Base). We first compare the performance of the two-layer neural
network (Base) trained using both of them. Then, we employ different non-linearity (on
input vectors), and test the performance using diverged datasets. The results are given
in Table 2.1. It can be seen that, if the distributions of features are shifted by higher
moment statistics, then the performance of base model (Base) is degraded notably
in all cases. While BN seems to be helpful, normalization without using a linear
transformation even performs worse than the Base, except the cases where the number
of classes is large. Furthermore, in Figure 2.2, we can see that the divergence is even
larger for the normalized data compared to the original data. The results indicate that
the linear transformation contributes to improvement of the robustness to divergence
more than normalization.
In the experiments that implement non-linearity on input vectors, we examine the
change of performance using the proposed scalable floor function (defined in (2.3)) and
power function with trainable exponents (defined in (2.5)), together with two reference
functions Tanh [68] and Softsign [7]. We can also consider an implementation of
deeper NNs with larger number of layers as an implicit computation of quantization
non-linearity. We observed that the proposed floor function improved the performance
of the base model by 0.4% to 1.8%, only by employing weak quantization operation
that decreases the precision of input values. Meanwhile, the networks overcome the
shift of distributions by a large margin using the non-linearity function which reshapes
the distributions. We emphasize that employment of such non-linearity is not targeting
at removing skewness and kurtosis totally, but rather mapping them into distributions
that are less diverged (Figure 2.2). Meanwhile, Tanh and Softsign are no longer utilized
in state-of-the-art CNNs (in which these functions have been replaced by rectified
non-linearity [96]) due to the vanishing gradient problem.
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2.5 Experimental results
2.5.1 Details of employed distortions
In this section, we first introduce the methods employed for generating images distortion
in our experimental analyses. Samples of distorted images obtained using different
distortion methods are given in Figure 2.4. For each type of distortion, we employ four
sets of hyper-parameters to generate samples at different distortion strength.
Visual noise: In this work, we focus on two different types of noise with particular
statistical properties, that is widely observed in digital images; i) random noise (non-
Gaussian), and ii) salt and pepper noise (impulse valued noise) [10]. Random noise is
characterized by intensity and color fluctuations above and below actual image intensity.
In this work, instead of simply perturbing the pixel values with Gaussian noise, we
disrupt the signal magnitude in frequency domain to deform the frequency response, i.e.
magnitude spectrum of images. Concretely, we employ Fast Fourier Transform (FFT)
and inverse FFT to obtain the representations in different domains, and employ noise
sampled from a Gaussian distribution with zero mean and different standard deviations.
Salt and pepper noise randomly drops original values (or maximize the values) of
some pixels, instead of corrupting the whole image. In this work, we randomly select
5%− 20% of the pixels in the image according to a uniform distribution, and then set
their values to 0 or 255.
Information loss: We consider this type of distortion as information loss occurred
during processing of 2D images. We choose two specific cases for generating distorted
images; i) motion blur, and ii) Jpeg compression [148]. Blurring an image attenuates
the image’s high-frequency components, hence the information in the corresponding
frequency is lost. In order to generate the blurred images, we convolve the image
with 2D blurring kernels of size 10 × 10, 15 × 15, 20 × 20, and 25 × 25. The Jpeg
compression is a popularly used image compression method that offers a selectable
trade-off between storage size and image quality. Encoding steps of Jpeg compression
such as down-sampling and quantization will result in certain loss of information.
Especially, when a large compression ratio is employed, severe high frequency loss can
be observed. In this section, we employ a set of compression quality 5, 7, 10, and 15
for testing.
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(a) Blur (b) Jpeg (c) Salt and pepper
(d) Random noise (e) In-painting (f) Black occlusion
Figure 2.4: Samples of distorted images obtained using different types of distortion.
Occlusion: We also distort images using occlusion methods, which may cause essential
disruption for object recognition using CNNs. We consider two different artificial occlu-
sion methods; i) inpainting [8], and ii) attention targeted occlusion [140]. For inpainting,
we employ randomly generated strings with different transparencies. Attention targeted
occlusion is designed to obliterate the information important for recognition of a target
class [140]. We employ gradient methods to obtain a saliency map that records pixel-
wise classification scores. Then, we occlude some clusters of pixels that contribute most
to the final classification score with black masks. We employ a pre-trained Plain-18 [44]
network to compute the saliency map. We increase the number of clusters occluded to
disrupt the recognition more.
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2.5.2 Experimental analyses of classification performance using
the ILSVRC-12 dataset
We performed a standard object classification task using the ILSVRC-12 [124] dataset
to investigate the robustness of our proposed method. We employ two different models
learned using ResNet-18 and ResNet-50 as base models, and modify them with our
proposed methods. We employ the training scheme and data augmentation methods
described in [44] for training, and a single crop of size 256× 256 for validation.
The proposed models are employed as follows: i) ResNet quantized by floor with
scale β=100.0 (+SF-100), ii) ResNet equipped with power non-linearity using one
set of learnable exponents (+POW-1), iii) ResNet equipped with a HyperNetwork for
estimating the exponents of power function (+HPOW), iv) ResNet equipped with both
power and floor functions (scale β=100 and split Λ=1, +SF-POW). For ResNet-50, the
proposed methods are only employed before the convolution layers with 3× 3 kernels.
Moreover, we introduce two different models for reference: i) DoReFa Networks [162]
(+DoReFa) that employ 1, 4, and 32 bit widths for weights, activations and gradients,
respectively, as suggested in their paper. It is worth noting that, the models equipped
with scalable floor non-linearity is closely related to DoReFa models with full precision
weights, gradients and activations with low bit widths, where the range of values is
restricted within the present ability of the low bit widths (e.g. [0, 1]). However, the pro-
posed floor method does not have this limitation by employing full precision of floating
numbers. ii) Models optimized through a stability training method proposed in [160].
Briefly, we fine-tune the last fully-connected layer of the learned models by regularizing
the divergence between classification score p(y|I) and p(y′|I ′) inferred from the image
I and I ′ = I + ε, where ε ∼ N (0,σ). We use the hyper-parameters that are employed
for classification tasks in [160], where σ = 0.04, and the regularization coefficient is
0.01.
Robustness is evaluated by Top-5 classification accuracy for distorted images, except
for the target occlusion, where Top-1 is employed since this type of distortion is only
targeted for the ground truth label. We report the performance of models towards the
worst distortion condition in Table 2.2, and the detailed results obtained for different
models and different distortions are depicted in Figure 2.5 and Figure 2.6. In Table 2.2,
we observe that, unlike the stability training employed in [160], our proposed methods
do not decrease the performance on clean or slightly distorted images. For instance,
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Table 2.2: Classification accuracy (Top-5 accuracy(%)) obtained using distorted images.









ResNet18 90.29 31.01 38.04 27.64 24.89 31.40 48.42
+SF-100 90.38 32.32 43.84 26.68 24.69 31.74 45.88
+POW-1 90.26 33.96 37.38 34.88 33.20 36.07 48.14
+HPOW 89.80 34.69 37.18 34.77 30.87 35.31 44.85
+SF-POW 90.35 34.34 44.81 36.96 32.83 31.41 48.46
+DoReFa [162]b 84.14 23.67 39.34 14.42 15.22 12.65 37.62
+Stability [160] 89.61 27.97 40.59 25.63 22.77 31.10 46.06
ResNet50 93.40 39.16 51.16 52.92 50.69 35.63 51.90
+SF-100 93.48 41.22 53.18 52.70 51.27 28.30 53.89
+POW-1 93.59 41.27 52.20 54.89 53.13 32.21 54.30
+HPOW 93.70 45.50 45.00 57.75 53.58 41.22 54.25
+SF-POW 93.38 39.29 51.35 54.76 55.18 35.68 52.68
+DoReFa [162]b 86.37 26.53 37.96 21.60 22.09 31.07 39.17
+Stability [160] 92.85 34.38 54.49 38.32 36.57 35.34 49.58
a Top-1 accuracy is reported.
b We employ (W,A,G) = (1,4,32) for configuration as suggested in [162].
the +HPOW model boosted the standard classification performance of the ResNet-50
by 0.30%. The only notable performance decrease (0.49%) is observed in ResNet-
18+HPOW model, which can be attributed to increasing complexity of the baseline
ResNet-18 by employment of HyperNetworks at all its convolution layers. However, if
stability training is used, then the performance is decreased by 0.68% and 0.55% for
ResNet-18 and and ResNet-50, respectively.
In addition, models that employ quantization with either a floor or power function
perform better than the original model under most of the conditions. Notably, the +SF-
100 models improved the robustness against Jpeg compression by 5.80% and 2.02% for
ResNet-18 and and ResNet-50, respectively. The +HPOW models provided 3.68% and
6.34% performance boost for blur, 7.13% and 4.83% boost for Salt & Pepper, 3.91%
and 5.59% boost for inpainting for ResNet-18 and ResNet-50, respectively. On the
other hand, there also exist risks of performance decrease in some special cases. For
instance, the ResNet-50+SF-100 model is disrupted by inpainting, while +POW1 and
+HPOW models are weak or neutral against Jpeg compression. Moreover, the integrated
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(a) Blur (b) Jpeg (c) Salt and pepper
(d) Random noise (e) Inpainting (f) Target occlusion
Figure 2.5: Classification accuracy (Top-5 accuracy(%)) obtained using images with
different strength of distortions using ResNet-18 as the base model.
model +SF-POW is able to dodge this risk and boost the performance for all types
of distortion. These improvements can be further observed in Figure 2.5, where the
proposed method boosts the robustness of the base model under both minor and heavy
distortion in most cases.
We provide additional results on classification performance for employment of
distortion methods with different strength, using ResNet-50 as the base model. Fig-
ure 2.6 depicts that the improved robustness against both minor and heavy distortions
can be verified in ResNet-50 based models as well. Moreover, we observe that for
targeted occlusion, the proposed methods implemented in ResNet-50 out-performed
the base ResNet-50 model regardless of the strength of distortion. On the other hand,
the boost for Jpeg compression is relatively trivial compared to that observed with the
ResNet-18 models. We argue that, since most of the training samples are encoded
using Jpeg compression, a model with increased capacity would be helpful in dealing
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(a) Blur (b) Jpeg (c) Salt and pepper
(d) Random noise (e) Inpainting (f) Target occlusion
Figure 2.6: Classification accuracy (Top-5 accuracy(%)) obtained using images with
different strength of distortions using ResNet-50 as the base model.
with the compression artifacts inherently (e.g. the ResNet-50 performs ∼13% better
compared with the ResNet-18 for Jpeg5). As a consequence, the additional expressive
power obtained from models equipped with power function may increase complexity of
the space of hypothesis functions learned by the networks and cause over-fitting. We
should also be aware that, the ResNet-50 is still fragile towards occlusions (targeted
and inpainting), even its better generalization performance (accuracy) regarding clean
images seems to be helpful for defending against statistical distortions. Therefore, we
conjecture that the best approach which can be used to deal heavily distorted images is
still to train with them, if we have the prior knowledge of the types of distortions in test
images.
Furthermore, we observed that the DoReFa models behave similar to +SF-100 mod-
els, which perform well against Jpeg compression. However, their overall performance
is underwhelming, and decreases heavily with respect to statistical noise and occlusion.
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ZF ZF+POW-1 ZF ZF+POW-1
Figure 2.7: Examples of object detection results obtained using distorted images. Text
given in green color indicates the class of objects with confidence. Rows from top to
bottom: Original images, images with minor distortion (Inpainting, Random noise),
images with heavy distortion (Inpainting, Random noise, Salt & Pepper noise, blurring,
Jpeg compression). Left and right images are selected from training and validation set,
respectively.
The models optimized with stability training also gain decent robustness against Jpeg
compression as reported in [160]. However, their performance is severely degraded
for other types of distortion. We argue that, although better robustness is observed
for Jpeg compression empirically, the Gaussian prior is still not a viable choice for
numerous types of distortion. Hence, employment of the prior knowledge on distortion
is necessary in order to carry out stability training, which could be difficult in practice.
Table 2.3: Detection performance (% mAP) for the distorted Pascal Voc 2007 validation
set using different patterns.
Models Original Mix. Minor Mix. Heavy
ZF [156, 121] 58.7 50.0 14.3
ZF+POW-1 58.7 52.2 17.6
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2.5.3 Analyses of detection results using the Pascal Voc 2007 dataset
In this section, we examine the performance of our proposed method for an object
detection task using the Pascal Voc 2007 dataset. We employ Faster-RCNN [121] as
the detection algorithm, and Zeiler and Fergus (ZF) model [156] as the baseline CNN
model. Then, we append our proposed power function to the last three convolution
layers of the ZF model (ZF-POW-1), and evaluate the change in performance. In
order to ensure the fairness for evaluation of detection, we implement the both models
for training using the ILSVRC-2012 with random initialization. Then, we manually
select snapshots of both models that provide the same classification accuracy (Top-
1/5 58.6%/81.7%). Then, we train both models using the Pascal Voc 2007 training
dataset, and we manually select a snapshot of the ZF-POW-1 model which provides
the detection performance (58.7% mAP) that is same to that of the fully trained ZF
model. We employ the distortion patterns given in Section 2.5.1, and two datasets
(Mix.Light and Mix.Heavy) that employ mixed patterns of distortion (see Figure 2.7).
The results given in Table 2.3 show that, although both models have the same detection
performance in the original validation set, the model equipped with power convolution
gains 2.2%− 3.3% mAP under different distortions.
2.5.4 Analysis of effect of regularization to classification error
In this section, we examine the effect of L1/L2 regularization towards exponent α
used in the proposed power function. We employ a small network (details are given in
Table 2.4) to perform standard classification tasks on the Cifar-10/100 datasets. The
average classification errors with their std. deviations are given in Table 2.5. It is
observed that, L2 regularization provides better results for the Cifar-10, while models
that employ L1 regularization perform slightly better for the Cifar-100. Consequently,
we infer that L1 regularization enforces a sparse distribution on α, where majority
of the channels act as an identical mapping. Therefore, we observe a reduction of
over-fitting in the Cifar-100 (larger number of classes with less training samples per
class) compared to the Cifar-10.
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Table 2.4: CNN configurations for the Cifar-10/100 used in Section 2.5.4. The convolu-
tion layer parameters are denoted by conv –<RF size>–<number of output channels>.
All the conv. layers are set to be stride 1 equipped with pad 1. The conv. layers in the
middle block are equipped with the proposed power function.
Module
conv – 3× 3 – 32
BN & ReLU
max-pooling – 2× 2 – stride 2
conv – 3× 3 – 64
BN & ReLU
conv – 3× 3 – 64
BN & ReLU
max-pooling – 2× 2 – stride 2
conv – 3× 3 – 10/100
global ave-pooling
soft-max classifier
2.6 Analysis of distribution of exponents
In this section, we examine distributions of learned exponents α for +POW model used
in Section 3.2 of the main text. We visualize the distributions within convolution layers
of different blocks of the ResNet-18+POW-1 model, and the histograms are shown in
Figure 2.8. It can be observed that, the majority of learned α are distributed around 0.
Strong quantization effects are obtained for layers such as res0_block0_conv0. On the
other hand, for layers such as res3_block1_conv0, extracted features are usually sparser
than those extracted in the lower layers. In addition, for these layers, employment of
α provides an amplification effect on features, that is, activations larger than 1 are
amplified, while those smaller than 1 are quantized to 0.
2.7 Analysis of quantization resolution and number of
splits
In this section, we provide experimental results for employment of different quantization
resolutions in +SF models and different number of splits for +POW models. For this
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Table 2.5: Classification error (%) obtained using different types of regularization on
the exponent α for the Cifar-10/100.
Models Cifar-10 Cifar-100
Base 18.31± 0.15 46.63± 0.28
L1 regularization
+POW-1 18.03± 0.19 46.21± 0.09
+POW-2 18.39± 0.18 46.44± 0.31
+POW-4 18.58± 0.34 46.45± 0.35
+POW-8 18.41± 0.24 45.99± 0.39
+POW-16 18.10± 0.07 46.43± 0.49
L2 regularization
+POW-1 17.99± 0.17 46.52± 0.22
+POW-2 17.92± 0.14 46.53± 0.34
+POW-4 17.99± 0.17 46.52± 0.24
+POW-8 17.99± 0.17 46.46± 0.34
+POW-16 18.06± 0.32 46.39± 0.42
Table 2.6: The configuration of the Plain-10 models used in Section 2.7. The convolution
layer parameters are denoted by conv –<RF size>–<number of output channels>. All
the conv. layers are set to be stride 1 equipped with pad 1. All the conv. layers are
followed by a combination of BN-ReLU.
Module
conv – 7× 7 – 64
max-pooling – 3× 3 – stride 2
conv – 3× 3 – 64 – stride 2
conv – 3× 3 – 64
conv – 3× 3 – 128 – stride 2
conv – 3× 3 – 128
conv – 3× 3 – 256 – stride 2
conv – 3× 3 – 256
conv – 3× 3 – 512 – stride 2

































Figure 2.8: Distributions of learned α for the ResNet-18+POW-1 model utilized in
Section 3.2 of the main text. The res_block_conv denotes the index of the layers.
40
CHAPTER 2. FEATURE QUANTIZATION
Table 2.7: Classification accuracy (Top-5 accuracy(%)) obtained using distorted images.









ResNet18 90.3 31.0 38.0 27.6 24.9 31.4 48.4
+SF-10 90.3 31.8 36.0 34.6 31.7 31.8 47.4
+SF-100 90.4 32.3 43.8 26.7 24.7 31.7 45.9
ResNet50 93.4 39.2 51.2 52.9 50.7 35.6 51.9
+SF-10 92.9 33.8 53.1 55.8 51.8 30.9 49.6
+SF-100 93.5 41.2 53.2 52.7 51.3 28.3 53.9
Plain-10 83.5 41.7 32.1 22.1 22.3 32.5 42.3
+POW-1 83.8 39.4 31.5 27.9 27.7 33.0 41.8
+POW-2 83.9 38.3 29.2 25.4 25.4 33.9 40.2
+POW-4 83.6 37.4 31.1 24.2 26.8 33.2 41.9
+POW-8 83.9 38.9 31.3 23.8 25.1 33.7 43.0
a Top-1 accuracy is reported.
propose, we quantize the ResNet-18/50 using floor function with a resolution of 10. In
addition, we employ a small 10-layer plain network (given in Table 2.6) for examining
the robustness of +POW model under different split configurations. We use the same
approach for evaluating the robustness as utilized in Section 3.2 of the main text, and
the results are provided in Table 2.7. The results show that quantization of the models
with lower resolution is helpful in dealing with statistical noises. However, the lack
of expressive power also limits their performance towards clean or Jpeg compressed
images. On the other hand, the increased number of splits for +POW models seems to
cause over-fitting problems and performance decrease in general.
2.8 Conclusions
In this work, we propose a feature quantization approach to enhance the robustness of
CNNs to image distortion for popular object recognition and detection problems. We
consider this challenge as a dataset shift problem, where the higher moment statistics
of feature distributions shift due to distortion. In order to attenuate this effect, we apply
non-linearity by integrating a floor or power function into the convolution operation
in CNNs. We give insights into the efficiency of our proposed method in dealing
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with the dataset shift problem, compared to other different types of non-linearity. The
experimental results obtained using benchmark datasets indicate a substantial boost
of robustness of feature representations to various types of distortions. We believe
that this approach can be beneficial for training of CNNs in various computer vision
tasks, where distortions may impair the performance, such as object identification and




In this chapter, we address the problem of improving of robustness of convolutional
neural networks to occlusions. Motivated by the signal sampling theorem, we examine
the effect of shape of convolution kernels on learned representations. Following these
results and observations reported in the literature for modeling of visual systems, we
propose a novel design of quasi-hexagonal shape of kernels for learning of represen-
tations in CNNs. We argue that the learned feature representations are more spatially
distributed in the receptive fields of higher layer neurons. Hence a small region of
occlusion will affect the activation less compared to the situation when using square
shaped kernels. In the experimental analysis, we present a feature visualization method
for visualization of pixel-wise classification score maps of learned features. We ex-
amine the region of interest of different models in the classification task and analyzed
the robustness of the proposed method to occluded images. Our results indicate the
effectiveness of the proposed approach.
3.1 Introduction
Following the success of convolutional neural networks (CNNs) for large scale image
classification [124, 62], remarkable efforts have been made to deliver state-of-the-art
performance on this task. Along with more complex and elaborate architectures, lots of
techniques concerning parameter initialization, optimization and regularization have
also been developed to achieve better performance. Despite the fact that various aspects
of CNNs have been investigated, design of the convolution kernels, which can be
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considered as one of the fundamental problems, has been barely studied. Some studies
examined how size of kernels affects performance [132], leading to a recent trend of
stacking small kernels (e.g. 3× 3) in deep layers of CNNs. However, analysis of the
shapes of kernels is mostly left untouched. Although there seems to be no latitude in
designing the shape of convolution kernels intuitively (especially 3× 3 kernels), in this
work, we suggest that designing the shapes of kernels is feasible and practical, and we
analyze its effect on the performance.
In the early studies of biological vision [49, 95, 129], it was observed that the
receptive fields (RFs) of neurons are arranged in an approximately hexagonal lattice.
A recent work reported an interesting result that an irregular lattice with appropriately
adjusted asymmetric RFs can be accurate in representation of visual patterns [83].
Intriguingly, hexagonal-shaped filters and lattice structures have been analyzed and
employed for solving various problems in computer vision and image processing
[58, 89]. In this work, motivated by these studies, we propose a method for designing
the kernel shapes in CNNs. Specifically, we propose a method to use an asymmetric
shape, which simulates hexagonal lattices, for convolution kernels (see Figure 3.3 and
3.4), and then deploy kernels with this shape in different orientations for different layers
of CNNs (Section 3.2).
This design of kernel shapes brings multiple advantages. Firstly, as will be shown
in the experimental results (Section 3.5.4), CNNs which employ the proposed design
method are able to achieve comparable or even better classification performance, com-
pared to CNNs which are constructed using the same architectures (same depth and
output channels for each layer) but employing square (3× 3) kernels. Thus, a notable
improvement in computational efficiency (a reduction of 22% parameters and training
time) can be achieved as the proposed kernels include fewer weights than 3× 3 kernels.
Meanwhile, increasing the number of output channels of our proposed models (to keep
the number of parameters same as corresponding models with square shape), leads to a
further improvement in performance.
Secondly, CNNs which employ our proposed kernels provide improvement in
learning for extraction of discriminative features in a more flexible and robust manner.
This results in better robustness to various types of noise in natural images that could
make classification erroneous, such as occlusions. Figure 3.1 shows examples of
visualization of features extracted using fully-trained CNNs equipped with and without
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Figure 3.1: Examples of visualization of ROI (Section 3.3) in two images (a) for
CNNs equipped with kernels with (b) square, and (c) our proposed “quasi-hexagonal”
shapes (Section 3.2). The pixels marked with red color indicate their maximum
contribution for classification scores of the correct classes. For (b), these pixels tend to
be concentrated on local, specific parts of the object, whereas for (c), they distribute
more across multiple local parts of the object. See texts for more details.
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our proposed kernels, which are obtained by the method introduced in Sec. 3.3. These
depict the image pixels that have the maximum contribution to the classification score of
the correct class (shown in red). It is observed that for CNNs equipped with our proposed
kernels, they tend to be less concentrated on local regions and rather distributed across
a number of sub-regions, as compared to CNNs with standard square kernels. This
property prevents erroneous classification due to occlusions, as will be shown in the
experimental results. This also helps to explain the fact that the CNNs equipped with our
proposed kernels perform on par with the CNNs equipped with square kernels despite
having less number of parameters. The contributions of the paper are summarized as
follows:
1. We propose a method to design convolution kernels in deep layers of CNNs,
which is inspired by hexagonal lattice structures employed for solving various
problems of computer vision and image processing.
2. We examine classification performance of CNNs equipped with our kernels, and
compare the results with state-of-the-art CNNs equipped with square kernels us-
ing benchmark datasets, namely ImageNet and CIFAR 10/100. The experimental
results show that the proposed method is superior to the state-of-the-art CNN
models in terms of computational time and/or classification performance.
3. We introduce a method for visualization of features to qualitatively analyze the
effect of kernel design on classification. Additionally, we analyze the robustness
of CNNs equipped with and without our kernel design to occlusion by measuring
their classification accuracy when some regions on input images are occluded.
3.2 Our approach
We propose a method for designing shape of convolution kernels which will be em-
ployed for image classification. The proposed method enables us to reduce the computa-
tional time of training CNNs providing more compact representations, while preserving
the classification performance.
In CNNs [62, 67, 132], an input image (or feature map) I ∈ RW×H×C is convolved
with a series of square shaped kernels KS ∈ RK×K×C through its hierarchy. The
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(a) {KSa,l=1 ∈ RK×K}48a=1. (b) 1A
∑
c |KSa,1(i, j, c)|,∀i, j, a
Figure 3.2: (a) Visualization of a subset of kernels KSa,l ∈ RK×K , where K is the size of
kernel, at the first convolution layer l = 1 of an AlexNet [62] trained on the ImageNet.
(b) An average kernel K̂S = 1A
∑A
a=1 |KSa,l| is depicted at the top-left part. Each bar in
the histogram shows a cumulative distribution of values over each channel, c.
convolution operation KS ∗ I can be considered as sampling of the image I, and
extraction of discriminative information with learned representations. Figure 3.2 shows
a subset of learned kernels KS , and the kernel K̂S averaged over all the kernels
employed at the first layer of AlexNet [62]. Distribution of values of K̂S shows
that most of the weights at the corner take values close to zero, thus making less
contribution for representing features at the higher layers. If a computationally efficient
and compressed model is desired, additional methods need to be employed, such as
pruning these diluted parameters during fine-tuning [39].
3.2.1 Designing shape of convolution kernels
In this work, we address the aforementioned problems by designing shapes of kernels
on a two-dimensional coordinate system. For each channel of a given image I, we
associate each pixel Ii,j ∈ I at each coordinate (i, j) with a lattice point (i.e., a point
with integer coordinates) in a square grid (Figure 3.3a) [30, 120]. If two lattice points
in the grid are distinct and each (i, j) differs from the corresponding coordinate of the
other by at most 1, then they are called 8-adjacent [30, 120]. An 8-neighbor of a lattice
point Ii,j ∈ I is a point that is 8-adjacent to Ii,j . We define N9[Ii,j] as a set consisting of
a pixel Ii,j ∈ I, and its 8 nearest neighbors (Figure 3.3a). A shape of a quasi-hexagonal
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(a) A kernel KH(Dp,q) ⊂ N9[Ii,j ]
(square grid).
(b) The kernel KH(Dp,q) (hexagonal
grid).
(c) KH(Dp,q) with Dp,q ∈ {(−1, 0), (1, 0), (0,−1), (0, 1)}
Figure 3.3: (a) Our proposed kernel. (b) It can approximate a hexagonal kernel by
shifting through direction D. (c) A set of kernel candidates which are denoted as design
patterns “U",“R", “D", “L" from left to right.
kernel KH(Dp,q) ⊂ N9[Ii,j] is defined as
KH(Dp,q) = {N9[Ii,j] ∩N9[Ii+p,j+q] ∪ Ii−p,j−q} (3.1)
where Dp,q ∈ D is a random variable used as an indicator function employed for design-
ing of shape of KH(Dp,q), and takes values from D = {(−1, 0), (1, 0), (0,−1), (0, 1)}
(see Figure 3.3c). Then, convolution of the proposed quasi-hexagonal kernel KH(Dp,q)
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(a) (b)
Figure 3.4: (a) Employment of the proposed method in CNNs by stacking small size
“quasi-hexagonal" kernels. (b) The kernels employed at different layers of a two-layer
CNN will induce the same pattern of RFs on images observed in (a), if only the kernels
designed with the same patterns are used, independent of order of their employment.
3.2.2 Properties of receptive fields and quasi-hexagonal kernels
Aiming at more flexible representation of shapes of natural objects which may diverge
from a fixed square shape, we stack “quasi-hexagonal” kernels designed with different
shapes, as shown in Figure 3.4. For each convolution layers, we randomly select
Dp,q ∈ D according to a uniform distribution to design kernels. Random selection
of design patterns of kernels is feasible because the shapes of RFs will not change,
independent of the order of employment of kernels if only the kernels designed with
the same patterns are used by the corresponding units (see Figure 3.4b). Therefore, if a
CNN model is deep enough, then RFs with a more stable shape will be induced at the
last layer, compared to the RFs of middle layer units.
We carry out a Monte Carlo simulation to examine this property using different
kernel arrangements. Given an image I ∈ RW×H , we first define a stochastic matrix
M∈ RW×H . The elements of the matrix are random variablesMi,j ∈ [0, 1] whose
values represent the probability that a pixel Ii,j ∈ I is covered by an RF. Next, we define
M̂ ,
∑
kMkS as an average of RFs for a set of kernel arrangements {MkS}Kk=1. Then,
the difference betweenMkS and the average M̂ is computed using
d(M̂,MkS) = ‖M̂ −MkS‖2F/(WH), (3.3)
where ‖ · ‖2F is the squared Frobenius norm [40]. Note that, we obtain a better ap-
proximation to the average RF as the distance decreases. The average µd and standard
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(a) Depth = 3,
µd = 0.075, σd = 0.037.
(b) Depth = 5,
µd = 0.061, σd = 0.030.
(c) Depth = 7,
µd = 0.053, σd = 0.026.
(d) Depth = 9,
µd = 0.046, σd = 0.023.
Figure 3.5: In (a), (b), (c) and (d), the figures given in left and right show an average
shape of kernels emerged from 5000 different shape configurations, and a shape of a
kernel designed using a single shape configuration, respectively. It can be seen that the
average and variance of d decreases as the kernels are computed at deeper layers. In
other words, at deeper layers of CNNs, randomly generated configurations of shapes of
kernels can provide better approximations to average shapes of kernels.
deviation σd given in Figure 3.5. show that a better approximation to the average RF is
obtained, if kernels used at different layers are integrated at higher depth.
3.3 Visualization of regions of interest
We propose a method to visualize the features detected in RFs and the ROI of the image.
Following the feature visualization approach suggested in [130], our proposed method
provides a saliency map by back-propagating the classification score for a given image
and a class. Given a CNN consisting of L layers, the score vector for an input image
I ∈ RH×W×C is defined as
S = F1(W
1, F2(W
2, . . . , FL(I,W
L))), (3.4)
where WL is the weights of the kernel KL at Lth layer, and SC is the Cth element of S
representing the classification score for the Cth class. At the lth layer, we compute a
feature map Ml for each unit uli,j,k ∈Ml, which takes values from its receptive field
R(uli,j,k), and generate a new feature map M̂l in which all the units except uli,j,k are set
to be 0. Then, we feed M̂l to the tail of the CNN to calculate its score vector as
S(uli,j,k) = Fl+1(W
l+1, Fl+2(W
l+2, . . . , FL(M̂
l,WL))). (3.5)
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Thereby, we obtain a score map Sl for all the units of Ml, from which we choose top
N most contributed units, i.e. the units with the N -highest scores. Then, we back-
propagate their score SC(uli,j,k) for the correct (target) class label towards the forepart
of the CNN to rank the contribution of each pixel p ∈ I to the score as
Sl(C, uli,j,k) = F−11 (W1, F−12 (W2, . . . , F−1l (S
C(uli,j,k),W
l))), (3.6)
where Sl(C, uli,j,k) is a score map that has the same dimension with the image I, and
that records the contribution of each pixel p ∈ I to the Cth class. Here we choose the
top Ω unit {ulω}Ωω=1 with the highest score SC , where ulω is the ωth unit employed at the
lth layer. Then, we compute the incorporated saliency map LC,l ∈ RH×W extracted at





where | · | is the absolute value function. Finally, the ROI of defined by a set of merged
RFs, {R(ulω)}Ωω=1 is depicted as a non-zero region in LC,l.
3.4 Experiments
In Section 3.5.4, we examine classification performance of CNNs implementing
proposed methods using two benchmark datasets, CIFAR-10/100[61] and ILSVRC-
2012 (a subset of ImageNet [124]). We first analyze the relationship between shape of
kernels, ROI and localization of feature detection on images. Then, we examine the
robustness of CNNs for classification of occluded images. Implementation details of
the algorithms, and additional results are provided in the supplemental material. We
implemented CNN models using the Caffe framework [54], the implementation detail
is given in supplemental material1.
1https://github.com/minogame/caffe-qhconv
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3.5 Implementation details
3.5.1 Implementation details for QH-conv. layer
We implemented CNN models using the Caffe framework [54]. The implementation
is based on the GEMM approach. Concretely, an input tensor with width W , height
H , channel C will be vectorized to a 7C ×WH matrix by utilizing the im2col method
(where 7 is the size of QH-kernel), and then multiply with the O × 7C weight matrix,
where O denotes the numbers of output channels. During back-propagation, the gradi-
ents are calculated in the same approach, and the col2im method is utilized to recover
gradients to original dimension of input tensor. Both im2col and col2im are specified
for QH-kernels to ensure that the multiplication will be operated to correct elements.
3.5.2 CNN models implemented for the CIFAR
In this subsection, implementation details of the algorithms and models employed for
CIFAR are given.
In a training phase, we optimize a soft-max loss function at the top layer of a CNN
model using stochastic gradient descent with mini-batch 128, and a momentum [112] of
0.9 is used. All the models are regularized by weight decay (L2 penalty) with multiplier
0.001 initially. For the QH-models, we decrease the multiplier to 0.0002 during the
final 50 training epochs. We also regularize all the models using dropout; dropout with
ratio 0.2 is employed for input data, and dropout with ratio 0.5 is employed for each
maxpool layer. The learning rate is initially set to 5 × 10−2, and then decreased by
a factor of 10 after 200, 225, and 240 training epochs. The learning algorithm was
stopped after 250 epochs with a final learning rate 5× 10−5.
We apply the global contrast normalization and ZCA whitening which were im-
plemented by Goodfellow et al. in the maxout network [31], and no further data
augmentation is employed for both training and testing images.
3.5.3 CNN models implemented for the Imagenet
In this subsection, implementation details of the algorithms and models employed for
Imagenet are given.
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In a training phase, we optimize a soft-max loss function at the top layer of a
CNN model using stochastic gradient descent with mini-batch size 192, and a momen-
tum [112] of 0.9 is used. In order to regularize these models, we implement weight
decay (L2 penalty) and dropout. For all the models, a weight decay multiplier is set to
0.0001, dropout with ratio 0.5 and 0.2 are employed for the conv3-1000 layer and input
data, respectively.
The learning rate is initially set to 10−2, and then decreased by a factor of 10 when
the improvement of a validation set accuracy is stopped. The training was stopped after
65 epochs with a final learning rate 10−5.
Additionally, in a training phase of a CNN, a training image is first resized to a
fixed 256×256, then a 224×224 piece is randomly cropped and mirrored as the CNN
receives an input image at each iteration. Further augmentation of training data such as
random RGB color shift [62] is not employed for a fast convergence. During testing, all
the testing images are resized to 256×256, and fed to the CNNs without cropping. We
augment the test images by mirroring, and the final score for a test image is averaged
from the original and mirrored images.
3.5.4 Classification performance
Experiments on CIFAR datasets
A list of CNN models used in experiments is given in Table 3.1a. We used the ConvPool-
CNN-C model proposed in [135] as our base model (BASE-A). We employed our
method in three different models: i) QH-A retains the structure of the BASE-A by just
implementing kernels using the proposed methods, ii) QH-B models a larger number of
feature maps compared to QH-A such that QH-B and BASE-A have the same number
of parameters, iii) QH-C is a larger model which is used for examination of generaliza-
tion properties (over/under-fitting) of the proposed QH-models. Following [135] we
implement dropout on the input image and at each max pooling layer. We also utilized
most of the hyper-parameters suggested in [135] for training the models.
Since our proposed kernels have fewer parameters compared to 3×3 square shaped
kernels, by retaining the same structure as BASE-A, QH-A may benefit from the
regularization effects brought by less numbers of total parameters that prevent over-
fitting. In order to analyze this regularization property of the proposed method, we
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Table 3.1: CNN configurations. The convolution layer parameters are denoted by
<duplication>×conv<kernel>-<number of channels>. A rectified linear unit (ReLU)
is followed after each convolution layer. ReLU and dropout layer are not shown for
brevity. All the conv-3x3/QH/FK layers are set to be stride 1 equipped with pad 1.









global avepool + soft-max classifier














global avepool + soft-max classifier
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Table 3.2: Comparison of classification errors using the CIFAR-10 dataset (Single
models trained without data augmentation).
Model BASE-A BASE-A-AD BASE-REF QH-A QH-A-AD QH-EXT
Testing Error(%) 9.02 8.71 9.89 9.10 8.79 9.40
implemented a reference model, called BASE-REF with conv-FK (fragmented kernel)
layer, which has 3× 3 convolution kernels, and the values of two randomly selected
parameters are set to 0 (to keep the number of effective parameters same with quasi-
hexagonal kernels). In another reference model (QH-EXT), shape patterns of kernels
(Section 3.2) are chosen to be the same (< R, . . . , R > in this implementation).
Moreover, we introduced two additional variants of models using i) different kernel
sizes for max pooling (-pool4), and ii) an additional dropout layer before global average
pooling (-AD).
Results given in Table 3.2 show that the proposed QH-A has comparable perfor-
mance to the base CNN models that employ square shape kernels, despite a smaller
number of parameters. Meanwhile, a significant decrement in accuracy appears in
the BASE-REF model that employs the same number of parameters as QH-A, which
suggests that our proposed model works not only by the employment of a regularization
effect but by the utilization of a smaller number of parameters. The inferior performance
for QH-EXT model indicates the effectiveness of randomly selecting kernels described
in Section 3.2. Moreover, it can also be observed that the implementation of additional
dropout and larger size pooling method improves the classification performance of
both BASE-A and proposed QH-A in a similar magnitude. Then, the experimental
observation implies a general compatibility between the square kernels and the proposed
kernels.
Additionally, we compare the proposed methods with state-of-the-art methods
for CIFAR-10 and CIFAR-100 datasets. For CIFAR-100, we used the same models
implemented for CIFAR-10 with the same hyper-parameters. The results given in
Table 3.4 show that our base model with an additional dropout (BASE-A-AD) provides
comparable classification performance for CIFAR-10, and outperforms the state-of-the-
art models for CIFAR-100. Moreover, our proposed models (QH-B-AD and QH-C-AD)
improve the classification accuracy by adopting more feature maps.
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Table 3.3: Comparison of classification error of models using the CIFAR-10/100
datasets (Single models trained without data augmentation).
Model
Testing Error (%) Numbers of
CIFAR-10 CIFAR-100 Params.
NIN [77] 10.41 35.68 ≈ 1M
DSN [70] 9.69 34.57 ≈ 1M
ALL-CNN [135] 9.08 33.71 ≈ 1.4M
RCNN [76] 8.69 31.75 ≈ 1.9M
Spectral pool [123] 8.6 31.6 −
FMP [35] − 31.2 ≈ 12M
BASE-A-AD 8.71 31.2 ≈ 1.4M
QH-B-AD 8.54 30.54 ≈ 1.4M
QH-C-AD 8.42 29.77 ≈ 2.4M
Experiments on ImageNet
We use an up-scale model of BASE-A model for CIFAR-10/100 as our base model,
which stacks 11 convolution layers with kernels that have regular 3×3 square shape,
that are followed by a 1×1 convolution layer and a global average pooling layer. Then,
we modified the base model with three different types of kernels: i) our proposed quasi-
hexagonal kernels (denoted as conv-QH layer), ii) reference kernels where we remove
an element located at a corner and one of its adjacent elements located at edge of a
standard 3×3 square shape kernel (conv-UB), iii) reference kernels where we remove an
element from a corner and an element from a diagonal corner of a standard 3×3 square
shape kernel (conv-DIA). Notice that unlike the fragmented kernels we employed in the
last experiment, these two reference kernels can also be used to generate aforementioned
shapes of RFs. However, unlike the proposed quasi-hexagonal kernels, we cannot assure
that these kernels can be used to simulate hexagonal processing. Configurations of the
CNN models are given in Table 3.1b. Dropout [136] is used on an input image at the
first layer (with dropout ratio 0.2), and after the last conv-3×3 layer. We employ a
simple method for fixing the size of train and test samples to 256× 256 [132], and a
patch of 224 × 224 is cropped and fed into network during training. Additional data
augmentation methods, such as random color shift [62], are not employed for fast
convergence.
Classification results are given in Table 3.4. The results show that the performance
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Table 3.4: Comparison of classification accuracy using validation set of the ILSVRC-
2012.
Model BASE QH-BASE REF-A-BASE REF-B-BASE
top-1/5 val.error (%) 31.2/12.3 29.2/11.1 31.4/12.4 31.2/12.2







BASE ≈ 57.3M 51610.5 ms −
QH-BASE ≈ 44.6M 38815.9 ms +1.2%
BASE-A ≈ 1.4M 1492 ms −
QH-A ≈ 1.1M 1227.4 ms −0.08%
QH-B ≈ 1.4M 1449.9 ms +0.17%
of reference models is slightly better than that of the base model. Notice that since the
base model is relatively over-fitted (top5 accuracy for training sets is ≥97%), these two
reference models are more likely to be benefited from the regularization effect brought
by less number of parameters. Meanwhile, our proposed QH-BASE outperformed all
the reference models, implying the validity of the proposed quasi-hexagonal kernels
in approximating hexagonal processing. Detailed analyses concerning compactness of
models are provided in the next section.
Analysis of relationship between compactness of models and classification perfor-
mance
In this section, we analyze the compactness of learned models for ImageNet and CIFAR-
10 datasets. We provide a comparison of the number of parameters and computational
time of the models in Table 3.5. The results show that, in the experimental analyses
for the CIFAR-10 dataset, QH-A model has a comparable performance to the base
model with fewer parameters and computational time. If we keep the same number of
parameters (QH-B), then classification accuracy improves for similar computational
time. Meanwhile, in the experimental analyses for the ImageNet dataset, our proposed
model shows significant improvement in both model size and computational time.
We conducted another set of experiments to analyze the relationship between
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Table 3.6: Comparison of classification error between models BASE-A-AD, QH-A-AD
and QH-B-AD with different number of training samples on the CIFAR-10 dataset.
Model
Classification Error (%)
Number of Training Samples
20K 10K 5K 2K 1K
BASE-AD 12.6 16.8 21.8 31.0 44.9
QH-A-AD 12.7 16.6 21.1 31.3 44.2
QH-B-AD 12.4 16.3 20.7 30.9 41.8
the classification performance and the number of training samples using CIFAR-10
dataset. The results given in Table 3.6 show that the QH-A-AD model provides a
comparable performance with the base model, and the QH-B-AD model provides a
better classification accuracy compared to the base model, as the number of training
samples decreases. In an extreme case where only 1000 training samples is selected,
QH-A-AD and QH-B-AD outperform the base model by 0.7% and 3.1%, respectively,
which indicates the effectiveness of the proposed method.
3.5.5 Visualization of regions of interest
Figure 3.6 shows some examples of visualizations depicted using our method proposed
in Section 3.3. Saliency maps are normalized and image contrast is slightly raised to
improve visualization of images. We observed that for most of these correctly classified
testing images, both the BASE model equipped with square kernels and the proposed
QH-BASE model equipped with quasi-hexagonal kernels are able to present an ROI
that roughly specify the location and some basic shape of the target objects, and vise
versa. Since the ROI is directly determined by RFs of neurons with strong reactions
toward special features, this observation suggests that the relevance between learned
representations and target objects is crucial for recognition and classification using
large-scale datasets of natural images such as ImageNet.
However, some obvious difference between the ROI of the base model and the
proposed model can be observed: i) ROI of the base model usually involves more
background than that of the proposed model. That is, compared to these pixels with
strong contributions, the percentage of these pixels that are not essentially contributing
to the classification score, is generally higher in the base model. ii) Features learned
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using the square kernels are more like to be detected within clusters on special parts
of the objects. The accumulation of the features located in these clusters results in a
superior contribution, compared to the features that are scattered on the images. For
instance, in the base model, more neurons have their RFs located in the heads of hare
and parrots, thus the heads obtain higher classification scores than other parts of body.
iii) As a result of ii), some duplicated important features (e.g, the supporting parts of
cart and seats of coach) are overlooked in these top reacted high-level neurons in the
base model. Meanwhile, our proposed model with quasi-hexagonal kernels is more
likely to obtain discriminative features that are spatially distributed on the whole object.
In order to further analyze the results obtained by employing the square kernel and the
proposed kernels for object recognition, we provide a set of experiments using occluded
images in the next section.
3.5.6 Occlusion and spatially distributed representations
The analyses given in the last section imply that the base CNN models equipped with
the square kernel could be vulnerable to recognition of objects in occluded scenes,
which is a very common scenario in computer vision tasks. In order to analyze the
robustness of the methods to partial occlusion of images, we prepare a set of locally
occluded images using the following methods. i) We randomly select 1249 images that
are correctly classified by both the base and proposed models using the validation set of
ILSVRC-2012 [124]. ii) We select Top1 or Top5 elements with highest classification
score at the last maxpool layers of a selected model2 and calculate the ROI defined by
their RFs, as we described in Section 3.3. iii) Within the ROI, we choose 1-10% of
pixels that provide the most contribution, and then occlude each of the selected pixels
with a small circular occlusion mask (with radius r = 5 pixels), which is filled by black
(Bla.) or randomly generated colors (Mot.) drawn from a uniform distribution. In
total, we generate 120 different occlusion datasets (149880 different occluded images
in total), Table 3.7 shows the classification accuracy on the occluded images. The
results show that our proposed quasi-hexagonal kernel model reveal better robustness in
this object recognition under targeted occlusion task compared to square kernel model.
Some sample images are shown in Figure 3.9.
2In addition to the BASE and the QH-BASE models, we also employ a “third-party" model, namely
VGG [132], to generate the occluded images.
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Origin BASE QH-BASE
Figure 3.6: Examples of visualization of ROI. A ROI demonstrates a union of RFs
of the top 40 activated neurons at the last max pooling layer. The pixels marked with
red color indicate their contribution to classification score, representing the activated
features located at them. Borderlines of ROI are represented using yellow frames. Top
5 class predictions provided by the models are also given, and the correct (target) class
is given using orange color.
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Figure 3.7: Additional results for occlusions, horizontal axis shows the % of pixels
sampled from QH-BASE model. Top1/top5 stands for the elements with highest
classification score at the last maxpool layers, see Section 4.3 for detail.
Table 3.7: Performances on the occlusion datasets. Each column shows the classification
accuracy (%) of test models in different occlusion conditions. In the first row, BASE/QH-
BASE/VGG indicate the models used for generating occlusion, Top1/Top5 indicate the
numbers of selected neurons that control the size of occluded region, Bla./Mot. indicate




accuracyTop1 Top5 Top1 Top5 Top1 Top5Bla. Mot. Bla. Mot. Bla. Mot. Bla. Mot. Bla. Mot. Bla. Mot.
BASE 58.8 61.2 34.6 40.9 61.3 63.5 36.3 42.7 61.7 63.8 44.1 48.3 51.5
QH-BASE 67.1 67.8 43.8 47.6 67.0 66.9 42.2 45.4 68.6 69.1 52.3 54.6 57.7
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(a) An averaged kernel of first
conv. layer in BASE model.
(b) An averaged kernel of first
conv. layer in QH-BASE
model, the kernel is arranged
into hexagonal shape.
Figure 3.8: Additional results for averaged kernels. See Section 2 and Figure 2(b) in
the main text for details.
3.5.7 Comparison of averaged kernels
In this subsection, we employ BASE and QH-BASE models described in Section 4
to provide additional results of visualization of averaged kernels. The results given in
Figure 1 shows that in BASE model equipped with square kernels, the weight in the
center has larger averaged value than those in edges and corners, while in QH-model
equipped with proposed kernels, the distribution of weight values are more uniform.
3.5.8 Visualization of receptive fields
In this section, we provide additional results for occlusions described in Section 4.3 and
Table 7 of the main text. For this sets of experiments, we employ a different approach
of choosing occluded pixels. Instead of choosing 1-10% of pixels that provide the most
contribution from an individual models, we fix the percentage of pixels chosen to 10%,
and choose T% of pixels from BASE model and the rest from QH-BASE model. The
results are given in Figure 2.
3.6 Conclusions
In this work, we analyze the effects of shapes of convolution kernels on feature represen-
tations learned in CNNs and classification performance. We first propose a method to
design the shape of kernels in CNNs. We then propose a feature visualization method for
visualization of pixel-wise classification score maps of learned features. It is observed
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Occluded Image BASE QH-BASE
Figure 3.9: Analysis of robustness of different models to occlusion. We use the same
proposed method to select neurons and visualize their RFs for each model (see Section
3.3). The comparison between the ROI shown in Figure 3.6 suggests that the proposed
model overcomes the occlusion by detecting features that are spatially distributed on
target objects. It can also be seen that, the classification accuracy of the base model is
decreased although the ROI of the base model seems to be more adaptive to the shape
of objects. This also suggests that the involvement of background may make the CNNs
hard to discriminate background from useful features.
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that the compact representations obtained using the proposed kernels are beneficial
for the classification accuracy. In the experimental analyses, we obtained outstanding
performance using ImageNet and CIFAR datasets. Moreover, our proposed methods
enable us to implement CNNs with less number of parameters and computational time
compared to the base-line CNN models. Additionally, the proposed method improves
the robustness of the base-line models to occlusion for classification of partially oc-
cluded images. These results confirm the effectiveness of the proposed method for
designing of the shape of convolution kernels in CNNs for image classification. In






In this chapter, we employ a generative adversarial network (GAN) to model the
joint distribution between images and their labels. A GAN is a generative model
that optimizes a generator to generate samples from latent inputs, and a discriminator
to distinguish if the samples are real or generated, in an adversarial style. During
optimization of a GAN, the discriminator is trained to model the joint distribution of
unseen samples. Motivated by this property, we employ the learned discriminator as
a robust classifier against occlusion. However, there exist difficulties in optimizing
GANs for class conditional generation, and the training progress of the discriminator
as a classifier is slow and unreliable. To overcome this problem, we develop a novel
structure, that employs a linear discriminator to accelerate the training of a GAN,
called LD-GAN. The discriminator of an LD-GAN is trained to maximize the linear
separability between distributions of hidden representations of generated and targeted
samples, while the generator is updated based on the decision hyper-planes computed
by performing LDA over the hidden representations. In the experimental analysis, the
proposed method shows improved training stability together with better generalization
performance compared to vanilla GANs. Moreover, the learned discriminator shows
better performance in classifying occluded images.
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4.1 Introduction
Generative Adversarial Networks (GANs, [32]) have shown great success in generating
authentic images. In a GAN, a generator is trained together with a discriminator
simultaneously, by performing an adversarial game in which the discriminator is trained
to distinguish real samples from those generated by the generator. Although GANs have
demonstrated very impressive progress on various synthesizing tasks ([69, 119, 88, 164,
154]), training of such networks is known to be demanding due to the instability caused
by vanishing and exploding gradient problems ([3]). In earlier works, several variations
of the vanilla GAN have been developed to provide better stability and convergence
([125, 48, 100, 90, 110]). Recently, a new family of GANs that either explicitly ([94])
or implicitly ([4, 111]) employ moment matching objectives have achieved impressive
progress in stabilizing the training of GANs. Notably, [4] proposed the Wasserstein
GAN (WGAN) that employs Wasserstein distance instead of Jensen–Shannon (JS)
divergence to address the vanishing gradient problems of the vanilla GAN. [111]
suggested a similar approach by using Lipschitz constraints on the data probability
densities, and proposed a generalized version of WGAN, namely generalized loss-
sensitive GAN.
Yet another open problem is conditional training of GANs, where additional infor-
mation such as class labels is considered for generating samples correspondingly. A lot
of efforts have been made to develop conditional generation methods for the vanilla
GAN ([92, 134, 125, 15, 101]), and regarding the moment matching GAN family, the
most common approach is to adopt an auxiliary classifier ([94, 111]). However, [111]
pointed out that this approach will indeed impair the generalization properties of GANs,
and a trade-off need to be made to balance between cost functions of classification and
generation objectives.
One of the challenges of training GANs, whose generators are updated by matching
the first order moment, is to obtain a discriminator with decent separation capac-
ity between the generated and targeted sample distributions. If we assume that the
samples can be represented by Gaussian distributed hidden representations, then the
aforementioned problem can be addressed using Linear Discriminant Analysis (LDA),
straightforwardly. Motivated by this, in this paper we implement the discriminator
with an LDA to provide decision hyper-planes for training of generators. Our main
contributions can be summarized as follows:
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1. We develop a novel method for training of GANs, called Linear Discriminant
GAN (LD-GAN), whose discriminator is trained to maximize the linear separabil-
ity between the distributions of hidden representations of generated and targeted
samples, while the generator is updated based on the decision hyper-planes
provided by performing LDA over the hidden representations.
2. We utilize the objective of discriminator as a measure of separation capacity of
the discriminator. We propose a decayed incremental learning of the discrimi-
nator, together with a training scheme that calibrates the update frequencies of
generators and discriminators dynamically to further stabilize and accelerate the
training of LD-GAN. The experimental results obtained in unsupervised image
generation tasks demonstrate that our LD-GAN can be smoothly trained to gen-
erate authentic images, without employment of neither normalization methods
([52, 126]) nor additional constraints (decay or clip) on weights.
3. We further expand the LD-GAN to generate images with label conditions, by
performing LDA to discriminate real and generated samples as well as class-wise
samples simultaneously. The experimental results indicate improved training
stability and better generalization performance of the LD-GAN, compared to
WGAN that employs an auxiliary classifier.
4.2 Background
4.2.1 Generative adversarial networks
Vanilla GAN: A GAN is formulated as a two-player game, where the generator Gθ
(parameterized by θ) takes a random seed vector z as an input, and produces a sample
Gθ(z) in the data space, while the discriminator Dφ (parameterized by φ) identifies
whether a certain sample comes from the true data distribution Pr(x) or the generator.
Subsequently, the discriminator will be updated according to the classification perfor-
mance between generated and real samples, while the generator will obtain gradients
from these samples that cannot deceive the discriminator. An objective of a vanilla
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Figure 4.1: Comparison of variance of hidden representations of generated and real
samples between WGAN and LD-GAN (a) with, and (b) without using weight clip
constraints. Convergence metrics are depicted with blue line (approximated Wasserstein
distance and mean of eigenvalues for WGAN and LD-GAN, respectively). left: WGAN,
right: LD-GAN
GAN can be formalized by









where P (z) is an arbitrary noise distribution such as the uniform distribution or the
normal distribution. In this paper, we use z ∼ N (0,1) for all experiments. The
training of GANs is known to be difficult; one reason is that it is demanding to make
balance between updates of the generator and discriminator. Literally, an optimal
discriminator D∗φ is required to correctly estimate the ratio between generated and real
data distribution Pg(x̃)/Pr(x). Thus, one can start minimizing the Jensen-Shannon
divergence (f -divergence in general) by minimizing the objective function of the
generator ([32, 100]), however Jensen-Shannon divergence causes vanishing gradients
as the discriminator saturates ([3]).
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4.2.2 GANs with moment matching objectives
In the recent works, a lot effort has been spent to develop generative models that match
the first or second order moments of hidden representations as their objectives. In the
early works, generative models with Maximum Mean Discrepancy objective (MMD)
training was first proposed by [75] and [22]. [125] demonstrated that it is possible to
train generator of a GAN by matching the mean feature extracted from the discriminator.
[94] further proposed a GAN that is trained by matching statistics of distributions
embedded in a finite dimensional feature space. Besides the GANs that employ moment
matching objective explicitly, there exist several types of GANs implementing moment
matching in practice, despite that they were proposed through other motivations initially,
such as Energy-Based GAN ([159]), Loss-Sensitive GAN ([111]) and Wasserstein
GAN ([4]). In this paper, we employ a WGAN as a reference model due to its success
in training stability.
Wasserstein GAN: The WGAN is proposed to solve the vanishing gradients prob-
lem using the Wasserstein distance (also known as earth mover’s distance) between
distribution of generated samples Pg(x̃) and real samples Pr(x). The discriminator
approximates the duality of Wasserstein distance, and the objective can be formalized
by









where L1 is the set of 1–Lipschitz functions. This objective is shown to be able to pro-
vide meaningful gradients for training the generator in proportion to the approximated
Wasserstein distance.
In practice, weights of a discriminator are clipped within a compact space [−c, c]
in order to provide a Lipschitz continuous function, which limits the capacity of the
discriminator. However, since the Wasserstein distance varies whenever the generator is
updated, the discriminator needs to be updated constantly in order to provide an approx-
imation of the Wasserstein distance. Furthermore, since the updates of discriminator
are mini-batch based and only a few of generated and real samples are considered, it is
unstable to employ a momentum based optimizer such as Adam ([59]) as the original
paper pointed out, and optimization of discriminator is computationally costly. In the
implementations, the discriminator is updated four times more than the generator within
one iteration.
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4.2.3 Class conditional generation with GANs
Generative adversarial networks can be extended to conditional models if both the
generator and discriminator are conditioned on an additional variable y. The variable
can be a representation of any type of auxiliary information, such as class labels that
represent categories. Various approaches have been proposed for conditional generation
with vanilla GANs by either using y as the side information to train the discriminator
or tasking the discriminator with reconstructing side information ([134, 125, 101, 15]).
GANs, which perform matching of statistical moments, usually follow the approach
that employs an auxiliary classifier to provide calibrated gradients for conditional
generation ([111, 94]). However, this approach does not only rely on the discriminative
capacity of the classifier, which is usually implemented as a cross-entropy loss on
the top of its discriminator. But also, a trade-off must be made to balance between
classification and generation objectives as pointed out by [111].
4.2.4 Linear discriminant analysis
Fisher’s Linear Discriminant Analysis (LDA) methods are used to compute a linear
combination of features which characterize or separate two or more classes of objects.
The resulting combination may be used as a linear classifier, or used for dimensionality
reduction before employing classification. The transformation is based on maximization
of a ratio of “between-class variance” to “within-class variance” to reduce data variation
in the same class, and to increase the separation between classes.
Formally, let X = {xn ∈ RM}Nn=1 be a set of N samples belonging to C classes.
LDA computes a linear projection W ∈ RL×M into a lower dimensional subspace.
The resulting linear combinations of featuresXW T , whereX = [x1,x2, . . . ,xN ] ∈
RN×M , are maximally separated in this space ([9]). The LDA objective used to find an
optimal projection matrixW ∗ is formulated by






where Sw and Sb are the within and between class scatter matrix, which are computed
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(x− µc)(x− µc)T , Sb =
∑
c∈C
Nc(µc − µ)(µc − µ)T , (4.4)
where C is the number of classes, Xc ⊂ X is the set of samples belonging to the cth
class, Nc = |Xc| is the number of samples in the cth class, µ and µc are the mean
vectors of all samples and samples in the cth class, ∀c ∈ C, C = {1, 2, . . . , C}.
4.3 Linear discriminant generative adversarial networks
Inspired by [138] and [21], the discriminator of LD-GAN is implemented as an end-to-
end combination of an LDA with a feature extractor Rφ(x). The discriminator employs
an eigenvalue-based objective function that maximizes the linear discrimination between
different sources of inputs (e.g. distributions of real and generated samples). Let λ de-









b , andW =
[
w1,w2, . . . ,wL
]
be the matrix of the corresponding eigenvectors. Then the objective function can be
reformulated by





where E[·] is the expectation operator computed over Pr(x) and P (z). Intuitively,
the objective of feature extractor (discriminator) is to provide discriminative hidden
representations for a maximized linear separation between the generated and real
samples. Then the generator moves the generated samples towards the provided hyper-
plane of the desired data distribution by





whereug = Rφ(Gθ(z))) are the hidden representations of samples in anM -dimensional
space. H(u) is the distance of a sample to a linear decision hyper-plane in the L-
dimensional projected space, which can be computed by
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Algorithm 1 Unsupervised learning algorithm of our proposed LD-GAN with dynamic
balancing.
1: input: Update scheme F , decay coefficient η.
2: for Some training iterations do
3: Sample a minibatch of noise z ∼ P (z);
4: Generate faked data xg = Gθ(z);
5: Sample a minibatch of real sample xr ∼ Pr(x);
6: Extract hidden representations ug = Rφ(xg) and ur = Rφ(xr);
7: Sample a minibatch of noise z ∼ P (z);
8: Obtain update scheme with Id, Ig = F(λ̂);
9: for Id iterations do
10: Compute{M, N} of the mini-batch
11: Update the incremented {M̂, N̂ , Ŝb, Ŝw}
12: Compute{λ̂, Ŵ } of the mini-batch
13: Update the feature extractor Rφ by descending the gradient of (6)
14: Decay the N̂ , Ŝw by multiplying η
15: for Ig iterations do





is a matrix of mean vectors of hidden representations of real
and generated samples, A = MWW T are normal vectors of the linear decision
hyper-planes.
Although the dimension of hidden representations u can be arbitrary, the rank of Sb
is 1 for the unsupervised case where samples are distinguished by “real” or “generated”.
Therefore, the projection maps vectors to a 1-dimensional space, andWW T becomes
a scalar. The objective of generator can be simplified to minimize the l2 distance
(µr − µg)2 between the mean vectors. Alternatively, minimizing the eigenvalue λ can
be also employed as the objective. However, sinceW is invariant to scaling, this type
of objective will result in an unbounded variance for ug if there are no constraints on
weights of discriminator, and quality of generated samples is decreased in practice.
Relationship to the Least-Square GAN: [86] proposed a GAN that employs least
square error between samples and coding as its objective function. It is well-known that





for real and generated samples ([9]), respectively.
While the LS-GAN is a non-parametric model that focuses on penalizing individual
samples that are away from the given coding in both discriminator and generator, the
proposed LD-GAN can be seen as a first order moment matching method with Gaussian
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assumption of the hidden representations.
Incremental learning of discriminators: As aforementioned, updating a discriminator
in a mini-batch style results in an inaccurate approximation of the targeted distribution,
and costs more iterations for updating the discriminator in practical implementations.
Therefore, an incremental (online) learning of the discriminator is useful to obtain better
stability, which could be easily implemented while updating the LDA. We follow the
approach proposed by [104], and further introduce a decay coefficient for re-weighting
the importance of former batches along with the update of the discriminator. That is,
in each iteration, we first compute {M, N} for a mini-batch and calculate the total
{M̂, N̂ , Ŝb, Ŝw}. Then, we preform an LDA method to obtain λ̂ as the objective. After
updating the discriminator, we multiply the N̂ , Ŝw with a η ≤ 1 to decrease the the
importance of former batches. The incremental learning of the discriminator allows the
generator to be updated more frequently since the obtained decision hyper-planes are
more stable, compared to that obtained using only a mini-batch.
Dynamic balancing: With the parametric assumption, the divergence between hidden
representations of generated and real samples can be represented by the eigenvalues λ
straightforwardly. Thus, it is able to balance the update frequency between discriminator
and generator during training with a given scheme F , e.g. the discriminator is updated
more frequently than the generator when the eigenvalues get smaller, and vice versa.
Keep in mind that in (4.5), the objective of our proposed discriminator is unbounded,
similar to that of the Wasserstein GAN, however we do not employ constraints such
as weight decay or weight clipping to bound the mean discrepancy explicitly. In
the experimental analyses, we observed that the implicit constraints implemented by
dynamic balancing act as a good regularization method and provide a faster convergence
compared to employment of explicit constraints.
4.3.1 Conditional generation with LD-GAN
In order to implement conditional generation in LD-GAN, the objective of the feature
extractor is determined to provide discriminative hidden representations for a maximized
linear separation between Cr classes of real and Cg classes of generated samples by
maximizing λ1. And the generator enforces the distance to the decision hyper-plane
1Here it is unnecessary that Cg = Cr, e.g. training data contain positive and negative samples, for
the task that only needs to generate positive samples, the negative samples can be employed to calibrate
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(a) Results obtained using weight clip.
(b) Results obtained without using weight clip.
(c) Results obtained without using BN in both G and D.
(d) Results obtained by optimizing models with Adam.
Figure 4.2: Unsupervised generation using different configurations. left: WGAN, right:
LD-GAN
of the desired class c̃ to be closer compared to all other decision hyper-planes by
minimizing










Obviously, if Pr(x|yc) = Pg(x|yc) for all C classes, then the eigenvalues obtained
by discriminating Cr will be the same as that obtained by discriminating {Cr, Cg}.
Thus we conjecture that, given a generator with infinite capacity, by gradually matching
the mean of hidden representations µc towards the desired class mean µc̃2, a Nash
equilibrium of the generator and discriminator (θ∗, φ∗) can be reached, where φ∗ is the
the gradients.
2More precisely, the similarity (inner product) between the projected hidden representation and class
mean is increased.
74
CHAPTER 4. LINEAR DISCRIMINANT GENERATIVE ADVERSARIAL NETWORKS
(a) Results obtained using weight clip.
(b) Results obtained without using weight clip.
Figure 4.3: Comparison of variance of hidden representations of generated and real
samples between WGAN and LD-GAN (a) with/(b) without using weight clip con-
straints. Convergence metrics are depicted with blue line (approximated Wasserstein
distance and mean of eigenvalues for WGAN and LD-GAN, respectively). left: WGAN,
right: LD-GAN
parameter of an optimal classifier trained on Pr(x|yc) (an empirical result is provided
in Figure 4.6). In practice, since we do not have such information about the classifier
during training of LD-GAN, the λ cannot be considered as a direct metric of divergence
between Pr(x) and Pg(x̃). To avoid confusion, we employ a fixed update scheme rather
than dynamic balancing in this paper for conditional generation experiments.
4.4 Experiments
In this section, we experimentally analyze our proposed method in unsupervised and
conditional generation tasks. For unsupervised generation, we use the bedroom subset
of the LSUN dataset ([155]), and for conditional generation, we use the MNIST
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Table 4.1: Neural network configurations for the LSUN datasets. The DeConvolution
and Convolution layer parameters are denoted by (De)Conv –<kernel size-stride>–
number of output channels–activation and normalization. The fully connected layer
parameters are denoted by Fc-number of output features, no activation nor batch
normalization is employed after Fc layers. For conditional generation of the LSUN full
datasets, the outputs of AC-WGAN are Wasserstein distance and scores of 10 classes.
For LD-GAN, the discriminator outputs 64 features to LDA. top: generators, bottom:
discriminators.
















Fc–1 Fc–1+10(AC-WGAN) / 64(LD-GAN)
dataset ([66]), and the whole LSUN dataset with all the 10 classes. The architectures of
discriminators and generators employed in the experiment are provided in Table 4.1.
4.4.1 Stability analysis for unsupervised generation
In this section, we analyze the stability of proposed methods using various configura-
tions. First, we investigate the behaviour of WGAN and LD-GAN, using (Figure 4.2a)
and without using (Figure 4.2b) weight clip. Then we setup two difficult configurations
with which the WGAN is considered to be unstable, that is, no employment of BN in
neither generator (G) nor discriminator (D) and optimization with Adam. Addition-
ally, we remain the weight clip for training of WGAN, while the LD-GAN is trained
without constrain on weights due to the unnecessity. The updated frequency for G and
76
CHAPTER 4. LINEAR DISCRIMINANT GENERATIVE ADVERSARIAL NETWORKS
(a) AC-WGAN (b) LD-GAN
Figure 4.4: Conditional generation using the MNIST digits.
D are set to be ln(λ) and ln(1/λ) with a minimum 1 per iteration, respectively. The
results are provided in Figure 4.2, the proposed LD-GAN is able to generate authentic
images in both standard and difficult configurations, with an unbounded objective for
discriminator as aforementioned.
The variation of statistical moments observed during training is provided in Fig-
ure 4.3. It can be seen that, for standard WGAN trained with weight clip, after the
discriminator reaches its upper bound of capacity (approximately 20K∼30K iterations,
when the variance of real samples stops growing), the mean and variance of real and
fake samples start to get closer slowly. Once the constraints are removed, the divergence
between mean of real and generated samples grows exponentially. Interestingly, the
system is still able to generate authentic (but with low quality) images thanks to the
exponential growth of variance. It is notable that, the variance of generated samples is
remarkably larger than that of real samples, which suggests the difficulty of reducing
divergence between distributions using the Wasserstein distance objective, and the qual-
ity of generated samples could be biased since some samples maybe distant from the
true distribution even the mean discrepancy is small. On the other hand, the proposed
LD-GAN shows better stability and consistency in variance between two distributions
in both cases.
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(a)
Figure 4.5: Comparison of convergence using AC-WGAN and LD-GAN. The Wasser-
stein distance approximated by WGAN is given by red line, and the mean of eigenvalues
obtained from training LDA is depicted by blue line.
4.4.2 Class conditional generation
In this section, we give the results for conditional generation using the proposed LD-
GAN. For comparison, we employ a WGAN with an auxiliary classifier ([101]) using 1 :
1 generation and classification loss as a reference model (denoted by AC-WGAN). We
train an AC-WGAN model and a LD-GAN model on MNIST using a similar structure as
utilized for generation of the bedroom dataset with minor modifications. The LD-GAN
is implemented without imposing constraints on weights, and we employ RMSProp
for optimization of both models. At each iteration, we update the discriminator 5 times
and generator 1 time for training of AC-WGAN, and we update both discriminator and
generator 2 times for training of LD-GAN.
The images generated on the MNIST are presented in Figure 4.4 in comparison with
the results obtained using AC-WGAN. The results show that the digits generated using
LD-GAN have better quality and diversity. In order to investigate the results, we further
provide convergence results for both methods in Figure 4.5. It is observed that the mean
of eigenvalues (blue line) decreases as training proceeds, and finally reaches to a stable
range. However, we observe that the Wasserstein distance approximated by WGAN
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(a)
Figure 4.6: Training process of a classifier on the dataset that only contains true samples
(blue), and the dataset contains a mixture of true and generated samples (red and green).
Table 4.2: Classification accuracy using the occluded MNIST.
# Patches
Models 1 2 3 4 5
CNN Classifier 94.91 89.29 82.71 76.16 71.26
LD-GAN Discriminator 96.67 92.14 86.48 80.75 75.41
(red line) is almost left unchanged from the beginning of training. Therefore, we argue
that, in AC-WGAN, it can be difficult to give consideration to both Wasserstein distance
and classification loss, and the categorical cross-entropy loss obtained from classifiers
contributed more in generating authentic digits, rather than the Wasserstein distance.
We further design an experiment to demonstrate the generalization of our proposed
LD-GAN. We train two deep LDA classifiers (using the same architecture of the
discriminator employed above) to classify 10 classes of real samples, and 10 classes
of real in addition to 10 classes of generated samples (20 classes in total), respectively.
According to the argument made in Section 4.3.1, both classifiers should provide similar
eigenvalues since they cannot separate the real and generated samples belonging to the
same class efficiently. Otherwise, the eigenvalues should be different due to a change in
Sb when real and generated samples can be separated. In the results given in Figure 4.6,
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(a) AC-WGAN (b) LD-GAN
Figure 4.7: Conditional generation using 10 classes of the LSUN.
(a) (b) (c) (d) (e)
Figure 4.8: Examples of images belonging to the MNIST dataset with occlusions. The
number of patches grows from 1 to 5.
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the Mixed stands for training a classifier with mixed real and generated samples. It
can be seen that, the increase of mean of eigenvalues shows high consistency between
classifiers trained with real and generated samples from LD-GAN. We also provide
the results obtained using samples generated with AC-WGAN for reference, the larger
mean of eigenvalues in this case indicates a better separation capacity of the classifier
for real and generated samples, as observed in Figure 4.4a.
In order to demonstrate the stability of the proposed method, we further employ
the whole LSUN (using all 10 classes) datasets, and train a pair of generator and
discriminator which are 3 and 2 layers deeper than formerly used for the bedroom
dataset using both models, thus the classifiers trained using cross-entropy loss in AC-
WGAN can barely contribute to the generation of authentic images. The results given
in Figure 4.7 show that, AC-WGAN model fails to generate meaningful images and
collapses to identical patterns for each class, while the proposed LD-GAN was still able
to generate scene images with reasonable quality.
4.4.3 Classification performance under occlusions
In this section, we employ the learned discriminator in Section 4.4.2 as a classifier and
examine its robustness against small image occlusions. We employ the MNIST dataset
and randomly add 4× 4 white patches to original digits to generate occluded images for
testing (Figure 4.8). We further train a classifier with the same structure using standard
cross entropy loss for reference, the results are given in Section 4.4.2. It can be seen
that the discriminator out-performed the CNN classifier trained with ordinary cross
entropy loss in all the cases. Furthermore, the discriminator performs much better in
the hard cases.
4.5 Conclusions
We introduce a novel approach to improve the stability and generalization performance
of vanilla GAN for both unsupervised and class conditional generation. The proposed
method employ Linear Discriminant Analysis on the top of the discriminator to maxi-
mize the linear separability between the distributions of generated and targeted samples.
We experimentally show that the proposed LD-GAN is able to overcome the instabil-
ity caused by the moment matching objective, and generate authentic images in both
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In this chapter, we consider the special types of distortion called adversarial pertur-
bations of images. These perturbations are usually carefully directed such that the
targeted images could be incorrectly recognized into another category with high con-
fidence, while humans will not be disturbed by the perturbations and make correct
decisions. We propose a simple yet effective method to improve robustness of CNNs to
adversarial attacks by using data dependent adaptive convolution kernels. To this end,
we propose a new type of HyperNetwork in order to employ statistical properties of
input data and features for computation of statistical adaptive maps. Then, we filter
convolution weights of CNNs with the learned statistical maps to compute dynamic
kernels. Thereby, weights and kernels are collectively optimized for learning of image
classification models robust to adversarial attacks without employment of additional
target detection and rejection algorithms. We empirically demonstrate that the proposed
method enables CNNs to spontaneously defend against different types of attacks, e.g.
attacks generated by Gaussian noise, fast gradient sign methods and a greedy search
black-box attack.
5.1 Introduction
Deep convolutional neural networks are powerful and popular algorithms that achieve
state-of-the-art performance in various computer vision tasks, such as object recognition.
Despite the advances made by the recent architectures [63, 131, 142, 44], they are dis-
covered to be fragile to small but carefully directed perturbations of images [143], such
83
CHAPTER 5. STATISTICS BASED HYPER-CONVOLUTION
that the targeted images can be classified to incorrect categories with high confidence,
while humans are still able to correctly classify the attacked images, being undisturbed
or even unaware of the perturbations. The vulnerability of these networks to these,
so called adversarial examples, may lead to undesirable consequences in safety- and
security-critical applications. In [105], they provided an example of misclassification
of traffic signs which could be a significant threat for autonomous driving systems
that employ deep learning algorithms. Various adversarial attack methods for neural
networks have been studied in numerous works. The majority of attack methods can be
catalogued in three groups.
1. Methods which use unspecific statistical noise: In this group, input images are
perturbed using unspecific statistical noise, e.g. Gaussian noise, salt and pepper
noise and blurring. Since shape and parameters of distribution functions that are
used to generate noise are not determined, it is usually not easy to obtain a highly
confident misclassification results with imperceptible perturbations [143].
2. Gradient based attack methods: They are used to generate high confidence
imperceptible adversarial examples within few steps or one-shot gradient based
noise. Some examples of the methods considered in this group are (Iterative) Fast
Gradient Sign Method [34, 64], L-BFGS [144], Jacobian-based Saliency Map [106]
and DeepFool [93]. These methods require a white-box environment in order to
make attacks. In other words, the full network architecture and weights are required
to be accessible in order to obtain gradients towards input images.
3. Black-box attack methods. These methods assume that only the output of the
networks can be accessed. Substitute networks [105] and greedy search of noisy
pixels [97] are considered in this group. It is worth mentioning that, methods such
as transferring adversarial examples from another network, which is optimized with
a sufficient part or the whole training datasets, are not considered as a genuine
black-box method.
In this work, inspired by the recent works [19, 38] that construct neural networks
with data dependent weights, we propose a simple yet effective method to train CNNs by
improving their robustness to adversarial perturbations. Our main idea is to adaptively
filter convolution weights of CNNs by using statistical properties of input data and
features. Concretely, we propose a HyperNetwork to compute statistical adaptive maps
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using these statistical properties (mean and variance) of input data and features for
each input channel. Then, we obtain data dependent kernels for convolution operations
by computing Hadamard (element-wise) product of computed maps and convolution
weights. Our main contributions can be summarized as follows:
1. We propose a new type of CNN architecture that employ HyperNetworks to
dynamically generate data dependent convolution kernels with statistical properties
of input data and features.
2. We empirically verify the robustness of our proposed models using large scale
vision dataset, and demonstrate that their robustness is improved without using
additional aforementioned computationally complex defense methods or spending
effort to generate adversarial examples for training.
Related works on defense and HyperNetwork
Several defense methods have been proposed in the last decade, e.g. evolving uncertainty
during training [107], training with adversarial examples [55, 160, 147], and training a
smarter conjugate network for detecting adversarial perturbations [91].
The most intuitive approach is to employ adversarial examples during training phase.
[34] et al. proposed to augment the training set with adversarial examples. That is,
they simultaneously minimize the loss for original examples and the adversarial ones
that are generated according to the aforementioned fast gradient sign method based
on current weights. [147] et al. further ensembled the training data with adversarial
examples produced from pre-trained models. They suggest that training with adversarial
examples produced from the model being trained will lead to a degenerate minima,
where the model is still undefended, except that its gradient points into a non-adversarial
direction. [160] et al. proposed to append a stability term to the objective function,
which regularize the model to produce similar outputs for original examples and their
perturbed versions, without considering the classification loss of perturbed examples.
This approach is experimentally shown to be able to maintain or improve the state-of-
the-art performance on the original task.
[107] et al. proposed an approach based on defensively distilling knowledge from
a conjugate network that shares the same structure. Precisely, the conjugate network
is trained first with hard (binary) labels to prepare soft (0− 1 probability) labels, and
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a temperature T is further employed to control the uncertainty during the distillation.
Although facing the risk of degraded performance, this type of defense is able to
prohibit gradient based attacks by shrinking the magnitude of gradients with respect to
the input image. [91] et al. proposed a method to augment deep neural networks with a
conjugate network which is trained on the binary classification task of distinguishing
genuine data from data containing adversarial perturbations. They show empirically
that adversarial perturbations can be detected surprisingly well even though they are
quasi-imperceptible to humans.
However these methods are usually cumbersome to carry out: they either require
more resources such as memories for the conjugate network, or longer training period
due to the harder convergence properties caused by adversarial examples [147]. In
addition, their performance for clean examples may decrease. Moreover, these defense
methods are not proposed to be cross-domain in general, and most of them are designed
using prior information on incoming attacks, and have less or none robustness toward
other types of attacks.
Recently [19] et al. proposed a type of neural network using weights generated
dynamically conditioned on an input (Dynamic Filter) with a small network. This type
of architecture is able to increase flexibility of neural networks without an excessive
increase in the number of model parameters. They have empirically verified that a
wide variety of filtering operations, such as local spatial transformations, as well as
selective (de)blurring or adaptive feature extraction can be learned in this way. [38] et
al. further generalized the architecture with HyperNetworks, and proposed the static
HyperNetworks as a weight factorization approach for deep convolutional networks.
Although proved to be powerful, this architecture has not been used in large scale vision
tasks due to the high dimension of weights in the recent state-of-the-art convolutional
neural network architectures.
5.2 Our Approach
5.2.1 Adversarial examples in deep learning
We define adversarial examples as follows. Suppose that we are given a deep convolu-
tional neural network optimized for standard object classification tasks pI = FW(I),
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Figure 5.1: An overview of the proposed Hyper-Convolution layer at which statistical
properties of data are used.
where p ∈ RC is a vector of probability values, and W is the set of weights used
at all layers of the network. Then the prediction of the network can be expressed as
yp = arg maxc(pI), where pI is the predicted probability for each class c ∈ C. The
ground truth label of I is denoted by y . An adversarial example is denoted by Iadv ,
whose prediction label is yp 6= y , while it is kept relatively close to the original example
I , D(I, Iadv) < ε, where D is a chosen measure such as the l2 distance. The desired
output either can be trivial that only makes the network mis-classify Iadv , or can be
targeted to a special class yt such that yp = yt with a high confidence.
5.2.2 Statistical hyper-convolution
An L layer convolutional neural network FW can be expressed as a series transforma-
tions each of which applies a spatial convolution operationGl by Y l = σl(G l(Wl,X l))
at the lth layer, where σ is a functional module such as activation, normalization or
soft-max, andX0 = I,X l+1 = Y l. We use Wl to denote the corresponding weights
that are employed at each layer, andW = {W l}Ll=1 is the set of weights used in the
network. In the later discussions, we omit the superscripts of the layer index l for
simplicity.
Vanilla CNNs carry out convolution between feature maps (or an input image) and
stationary kernels by G(W,X) = W ⊗X , where W ∈ RC×D×S×S ,X ∈ RD×H×W ,
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C is the number of output channels, D is the number of input channels, and S is the
size of kernels. Our main idea is to adaptively filter convolution weights of CNNs
using a HyperNetwork [38] Tθ that is parameterized by θ. For this purpose, the
network Tθ receives the channel-wise mean and standard deviation of inputX as its
input, and outputs a mapM ∈ RS×S , which can be computed byM = Tθ(µX ,σX),
where µX ,σX ∈ RD. Then, we compute Hadamard (element-wise) product ()
over each S × S sub-kernel of the convolution weight W , and compute the map
HC,D = WC,D M . Finally, we employ the obtained adaptive convolution kernels
to perform the convolution operation, by G(H,X) = H ⊗X . Figure 5.1 provides
an overview of this procedure. We choose the network Tθ to be an ordinary two-layer
neural network which employs l2 regularization, and which has D/2 neurons in the
hidden layer. ReLU is used as the activation function at the hidden layer, while the
output layer employs sigmoid such that the elements of M take values in (0, 1). We
use TΘ = {T lθl}
L
l=1 to denote the set of Tθ employed at each layer, and FW,T to denote
the convolutional neural network equipped with SHC.
The parameters θ computed at each layer are updated simultaneously withW using










. It is worthy
mentioning that, HyperNetworks also back-propagate errors (or gradients) from upper to




. We call this back-propagation route the HyperNetwork route,
and the ordinary back-propagation route passing through the convolution operation the
Convolution route. The total back-propagated error can be computed as the summation
of errors propagating from both routes at each layer.
5.2.3 Attacks used in this work
Gaussian Noise Gaussian noise is the most commonly used attack type. In this paper,
we employ a truncated version of Gaussian noise that restricts change of pixels within
[−ε, ε] by
Iadv = Clip[ I +N (0,σ), ε ], (5.1)
where N (µ,σ) is a Gaussian distribution with µ mean and σ deviation.
Fast Gradient Sign [34] et al. proposed a white-box method to find perturbations by
Iadv = I + ε · Sign(∇IJ(I, y)), (5.2)
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where J(I, y) is a loss function such as yp for the trivial case (yp = y), or standard
categorical cross-entropy (CCE) loss with the targeted class CCE(yt,pI). ∇I denotes
the gradients with respect to I . In this paper, we employ yt = arg minc(pI) as the
targeted class.
This method can be extended to an iterative style [64], where a smaller bound α < ε
is used for each step, and the output of the previous iteration will be clipped to apply
changes in [−ε, ε].
Iadv0 = I, I
adv
n+1 = Clip[ I + α · Sign(∇IJ(I, y)), ε ]. (5.3)
[147] et al. proposed a simple yet powerful novel attack that first applies a small
random perturbation to an input, before finding the optimal perturbation under a first-
order approximation, which can be formulated by
I ′ = I + α · Sign(N (0, I)), Iadv = I ′ + ε · Sign(∇I′J(I ′, y)). (5.4)
LocSerachAdv [97] et al. proposed an iterative approach that can efficiently locate
a small set of pixels, without using any gradient information, which leads to mis-
classification by a deep neural network when it is perturbed. The algorithm targets to
push the true label y below the k th variable of the probability vector pI . Briefly, it
takes the output from the previous step (which is a clean image for the first step), and
generates different perturbed versions, using a semi-random method according to the
location of perturbed pixels in the previous step. Then, it performs a greedy search to
select the pixels that fool the network most, and construct a new (perturbed) image.
Although it has a chance of failure, this type of attack is still indefensible by far, since
the applied perturbations do not depend on the architecture of the target network nor
how the network is optimized.





n+1 ∈ În+1 (5.6)
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5.3 Experimental Analysis
5.3.1 Measurement of model robustness
In the experimental evaluation of the method, we introduce a new method, called
Relative Confidence Diminution (RCD) score, to measure its robustness to attacks in
addition to classification accuracy. More precisely, RCD score is used to compute the
difference between the Relative Confidence (RC), which can be formulated as the log
ratio of confidence for the correct label and the variance of the noisy labels by
RCDF(I
adv, I) = RCF(I)− RCF(Iadv) = log
pIadv ,y






where SD stands for Standard Deviation. Intuitively, RCD score can be considered as a
difference in “signal noise ratio” between predictions, and provide an intuition on how
much the model is affected, when the adversarial perturbation is not strong enough to
lead a misclassification. An adversarial perturbation that increases the confidence of
an incorrect label will result a higher SD[pI,k ]k 6=y , thus we will obtain a larger RCD
score. Figure 5.2 shows an example of RCD score obtained by employment of Gaussian
noises with different σ.
5.3.2 Experimental configurations and results
In this section, we employ three sets of different models for evaluation: ResNet-
18, ResNest-18-SHC; ResNet-50, ResNet-50-SHC (the SHC is only employed in
convolution layers with 3 × 3 kernel size) [44]; a smaller prototype 10-layer plain
network (denoted by Plain-10 and Plain-10-SHC). The Plain-10 network has the same
number of channels for output feature maps as ResNet, but only has one convolution
block (two 3× 3 convolution layers) at each resolution. These models are optimized by
classifying 1000 classes of the ILSVRC-2012 dataset [124], using the same learning
scheme provided in [44]. The training and validation images are re-scaled within
range [0, 1], all the hyper-parameters of the attacks follow this range. During testing,
the validation images are first re-sized to 299 × 299, then the single center crop of
256× 256 is fed into the networks. We employ 3 types of aforementioned attacks to
generate adversarial examples. In this work, we put stress on the robustness of the
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Clean RCD=1.13 RCD=3.08
σ=0.00, py=0.94 σ=0.05, py=0.77 σ=0.10, py=0.33
RCD=4.76 RCD=5.85 RCD=6.54
σ=0.15, py=0.11 σ=0.20, py=0.05 σ=0.25, py=0.01
Figure 5.2: An example of the RCD score obtained using different levels of Gaussian
noise attacks.
networks other than the perceivability of perturbations. Therefore, beside generating
imperceptible perturbations, we also introduce sets of parameters that are able to create
heavier perturbations on the images, which may be able to be perceived by human in
some cases.
Gaussian noise In this test, we evaluate the robustness of network towards random
Gaussian noise on the whole validation set of the ILSVRC-2012, and the noisy examples
are generated using (5.1). We perform the tests using three different standard deviation
(σ) of noise and the results are reported in Table 5.1. It can be seen that the performance
of networks equipped with SHC is boosted in all the cases, and their robustness toward
Gaussian noise is kept the same with the Plain-10 network, and it is improved by ∼ 2%
for ResNet-18 and ResNet-50.
Gradient based attack In this test, we evaluate the robustness of network to Fast
91
CHAPTER 5. STATISTICS BASED HYPER-CONVOLUTION
Table 5.1: Analysis of robustness of the models to random Gaussian noise. The accuracy
and the RCD scores are averaged over all 50,000 validation examples.
Network
clean σ=0.1 σ=0.2 σ=0.4
Acc.(%) Acc.(%) RCD Acc.(%) RCD Acc.(%) RCD
Plain-10 60.74 49.49 0.89 43.88 1.24 31.23 2.11
Plain-10-SHC 64.32 53.25 0.92 47.63 1.36 34.02 2.44
ResNet-18 71.16 62.49 0.92 58.43 1.29 48.41 2.19
ResNet-18-SHC 73.48 64.61 0.95 61.08 1.32 52.58 2.18
ResNet-50 76.67 69.36 1.00 65.79 1.41 57.55 2.44
ResNet-50-SHC 77.79 71.12 0.92 67.89 1.31 61.02 1.96
Gradient Sign Method and it’s variants. For each comparison pair, we select 5,000
validation images that are correctly classified by both reference networks and SHC
networks with high confidence (> 0.9), and create adversarial examples according to
the equations (5.2), (5.3) and (5.4). For the original FGSM, we employ the parameter
ε = 0.02, and then we further employ another ε = 0.1 (denoted by FSGM-Heavy) to
examine the performance of proposed method under strong adversarial perturbations.
For the Iterative FGSM attack, we employ ε = 0.02 and α = 0.001 with 5 epochs. For
the Rand FGSM attack, we employ ε = 0.03125 and α = 0.03125 which perturb at
most 8/256 of the pixel values. The results of averaged accuracy and RCD are given in
Table 5.2. Obviously, even without utilizing any type of defensive techniques during
training, the proposed SHC networks obtain robustness to the gradient based attacks
regardless of the methods and their strength. Meanwhile, it can be seen from the RCD
scores that the gradient based attacks are better at confusing the networks than pure
noise, and the effectiveness of different methods is different for different models. For
instance, the RAND+FGSM is more effective in attacking ResNet-50 than I-FGSM
for similar RCD scores but at a lower accuracy, while its effectiveness is on par with
I-FGSM for ResNet-50-SHC. Moreover, for vanilla CNNs, the robustness is highly
related with the depth (or training difficulty) of architectures, which suggests that the
robustness is related to the back-propagation of attack gradients. On the other hand, the
SHC based ResNet-50 performs worse than ResNet-18 in 3 of 4 situations, and we will
further discuss on this observation in Section 5.4.2.
LocSearchAdv The LocSearchAdv algorithm is employed for examining the robustness
92
CHAPTER 5. STATISTICS BASED HYPER-CONVOLUTION
Table 5.2: Analysis of robustness of the models against fast gradient sign method and
its variants. We attack 5,000 images that are initially correctly classified with high
confidence (> 0.9), the accuracy and RCD score are averaged over the corresponding
5,000 adversarial examples.
Network
FGSM FGSM-Heavy I-FGSM RAND+FGSM
Acc.(%) RCD Acc.(%) RCD Acc.(%) RCD Acc.(%) RCD
Plain-10 3.06 10.54 0.94 11.51 1.90 14.11 0.40 12.57
Plain-10-SHC 16.66 9.44 8.38 10.58 14.14 10.91 6.98 11.77
ResNet-18 10.54 9.78 3.54 11.67 6.18 12.48 1.94 11.46
ResNet-18-SHC 44.34 7.53 23.64 9.68 37.56 8.74 28.16 9.21
ResNet-50 28.46 8.84 20.02 9.84 16.78 10.68 9.94 10.72
ResNet-50-SHC 42.40 7.88 31.16 8.99 28.40 9.57 27.38 9.52
of proposed method to black-box attacks. We use most of the configurations proposed in
the original paper, with an increased number of pixels perturbed at each step. That is, 10
pixels are selected to be perturbed for a non-stop 150 steps, thus a total of 1,500 pixels
are selected and perturbed. The target of perturbations is set to decrease the confidence
of the correct class regardless of the fact that the current image has been mis-classified
already. We select 500 images that are correctly classified with high confidence for
both networks, and record the change of average accuracy and RCD at different steps.
These results are provided in Table 5.3. Obviously, the proposed method performs
better within the first dozens of steps of the LSA attack. It usually takes about 60 more
steps for SHC models to obtain similar RCD scores as the reference model obtains. An
example of how the image changes together with its confidence and RCD is shown
in Figure 5.3. The change of confidence of correct class and RCD scores along with
attack steps are depicted by brown and blue curves, respectively. The images with “best”
perturbations are shown at the top of the figure. We mark the images that are correctly
classified with green frames, and the images that are mis-classified with red frames.
We also provide the obtained M at the last convolution layer of ResNet-50-SHC. In
this case, the confidence for vanilla ResNet-50 drops fast at the beginning of the attack,
and results in a failure in defence of the attack. The proposed method maintains a high
confidence until step 90, and correctly classified the adversarial examples at step 150.
It is worth noticing that, given enough attempts, the method is able to successfully
generate adversarial examples for most images though, it usually takes more attempts
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Table 5.3: Model robustness against the LSA attack. We select 500 images that are
initially correctly classified with high confidence (> 0.9), and we apply the LSA
algorithm to search the corresponding adversarial examples for 150 steps. We report
the averaged RCD over attack steps.
Network
Step 30 Step 60 Step 90 Step 120 Step 150
Acc. RCD Acc. RCD Acc. RCD Acc. RCD Acc. RCD
Plain-10 87.2 1.40 77.8 2.03 69.0 2.46 63.0 2.82 57.8 3.14
Plain-10-SHC 97.8 0.75 93.2 1.19 87.0 1.55 82.2 1.84 78.4 2.14
ResNet-18 81.6 1.49 71.2 2.15 62.4 2.58 54.8 2.99 51.8 3.24
ResNet-18-SHC 93.4 0.75 88.9 1.11 84.0 1.43 80.2 1.66 75.2 1.85
ResNet-50 77.6 1.61 66.4 2.28 59.4 2.72 55.2 3.23 47.6 3.52
ResNet-50-SHC 90.4 0.80 84.0 1.22 77.0 1.55 72.4 1.87 67.6 2.15
Table 5.4: An experimental analysis of robustness of the model to adversarial examples
generated using gradients from different routes. We attack 5,000 images that are initially
correctly classified with high confidence (> 0.9). The accuracy and RCD score are





Acc.(%) RCD Acc.(%) RCD
ResNet-18 1.94 11.46 ResNet-18-SHC-T 98.5 1.18
ResNet-18-SHC 28.16 9.21 ResNet-18-SHC-W 2.6 13.29
to fool the proposed method.
5.4 Discussion
5.4.1 Effect of black-box attacks to class decision boundary
Considering a binary image classification problem, a class decision boundary of a deep
neural network (DNN) can be defined as a hypersurface that partitions the input space
into two target classes. Once the optimization of the DNN is finished, the decision
boundary is computed, and the robustness of the DNN is determined by the properties
of the decision boundary [25, 26]. In this section, we employ the concept of the quasi
decision boundary to examine the observed robustness of an SHC network, when a
network is attacked by a black-box greedy search algorithm such as LocSearchAdv.
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(a)
(b)
Figure 5.3: An example of an LSA attack towards (a) Vanilla ResNet-50, and (b)
ResNet-50-SHC.
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(a) (b) (c) (d)
Figure 5.4: The gradients∇IJ obtained from different routes. (a) Red channel of the
input image, (b) full gradients obtained from both routes, (c) gradients obtained from
the convolution route, (d) gradients obtained from the HyperNetwork route.
Given an SHC network FW,T and an input image I , we define a neighbourhood of
an input as the set of images that differ from the input by small perturbations by
BI = {J |D(I,J) < ε1,D(Tθ(I),Tθ(J)) < ε2},
while the change of the output of the HyperNetwork with respect to the perturbations
can be ignored. We assume that, the perturbed images from LSA at each step are in
the neighbourhood of the current input, since the perturbation of several pixels can
barely result in changes of statistics. Figure 5.3(b) provides an example of the change
of M due to perturbations at every 30 steps. Now we state that a quasi decision
boundary, is the decision boundary of a sub-network FH, where H = {H}Ll=1 is the
set of convolution kernels that are computed by the HyperNetwork with respect to an
input image I and its neighbourhood.
When the problem is restricted to classification of the given image and the images
belonging to its neighbourhood, this type of quasi decision boundary can be considered
as a good approximation of the true decision boundary. However, it will be broken once
the target is out from the neighbourhood. We can consider the greedy search algorithm
of LSA as follows: at each step, a set of random perturbed inputs {Î} ⊂ BI is used to
estimate the strength of perturbations. Then, the best perturbations are accumulated
to generate the adversarial image I ′. However as the progress goes on, the strength of
perturbations estimated in former steps will become untrustworthy, since the image I ′
is more likely to have left the neighbourhood of former inputs as a consequence of the
accumulated perturbations. Thus the attack progress will be halted or even reversed due
to the unreliability until it finds the perturbations that breaks the true decision boundary
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of FW,T .
5.4.2 Effect of HyperNetworks to white-box attacks
The results given in Table 5.2 shows that the ResNet-50-SHC performs worse towards
most gradient base methods, compared to ResNet-18-SHC , regardless of the better
accuracy it obtained using clean images and the images perturbed by Gaussian noise.
Meanwhile we notice that, for vanilla CNN models, the robustness is related to the
training difficulty and the gradient propagation of architectures. Thus in order to analyze
the robustness of SHC model, we further carry out a set of experiments to separately
attack the sub-network FH and HyperNetworks Tθ, respectively. More precisely, we
block the gradients that pass through Tθ (the HyperNetworks route) when attacking FH,
and vice versa. Note that these procedures are only employed in generating adversarial
examples with respect to the partially back-propagated attack gradients, while the
generated examples are still fed into the whole SHC-network for evaluation. Figure 5.4
shows an example of the gradients∇IJ obtained from different routes.
We employ the RAND-FGSM attack and report the results in Table 5.4. It can
be observed that the proposed method is as easy to be fooled as a vanilla CNN, if
we only consider the gradients passing through its sub-network FH (SHC-W, which
can be treated as a vanilla CNN regarding a single input). On the other hand, most
of the examples, which only receive the adversarial attack gradients that are obtained
from the HyperNetworks (SHC-T), can be still correctly classified with small decrease
in confidence. This observation suggests that employment of the HyperNetworks
together with the statistical properties of input data and features is helpful for weakening
(dispersing) the adversarial attack gradients.
5.5 Conclusions
In this work, we propose a simple yet effective method to improve robustness of
convolutional neural networks (CNNs) to adversarial attacks by training CNNs using
data dependent adaptive convolution kernels. To this end, we employ HyperNetworks to
dynamically generate data dependent convolution kernels utilizing statistical properties
of input data and features. The robustness of our proposed method is verified using 3
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different types of attack with the state-of-the-art CNN models trained on the ILSVRC-
2012 dataset. Moreover, the robustness is obtained spontaneously during a normal
training progress without losing any performance in the original tasks. This sheds light
on building practical deep learning systems without a concern of attacker. On the other
hand, there still exists uncertainty on the mechanism of the robustness that remains to
be solved in the future works. Furthermore, designing of network architectures that




Conclusions and Future Work
In this study, we aim to boost the robustness of convolutional neural networks against
image distortions. While there have been several approaches proposed by previous
studies for improving robustness of CNNs, in this work we emphasize the situations
when we do not have prior knowledge about incoming distortions. In order to achieve
this, we first introduce the categories of distortions and their influence towards the
decision made by CNNs.
In the second chapter, we address the image distortion problem as a dataset shift
problem between clean and distorted images, and propose an approach that carries
out quantization of feature representation extracted from images. Three types of non-
linearity for quantization are examined in the experiments: i) a floor function with
scalable resolution, ii) a power function with learnable exponents, and iii) a power
function with data-dependent exponents. We observed boost in robustness for noise and
information loss.
In the third chapter, we examine the effect of shape of convolution kernels on
learned representations. We proposed quasi-hexagonal shape of kernels for learning of
representations that have better sampling efficiency according to the signal processing
theorem. In the experimental analysis, we examined the region of interest of different
models in the classification task and analyzed the robustness of the proposed method to
occluded images. Our results indicate the effectiveness of the proposed approach.
In the fourth chapter, we employ a generative adversarial network (GAN), which is
able to model the joint distribution between data and their labels, as a robust classifier
against occlusions. However, there exist difficulties in optimizing GANs for class
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conditional generation, and the training progress of the discriminator as a classifier is
slow and unreliable. Hence we employ linear discriminator to accelerate the training of a
GAN. In the experimental analysis, the learned discriminator shows better performance
in classifying occluded images.
In the fifth chapter, we consider a special type of occlusion that called adversarial
perturbation of images. We propose a new type of HyperNetwork in order to employ
statistical properties of input data and features for computation of statistical adaptive
maps. Then, we filter convolution weights of CNNs with the learned statistical maps
to compute dynamic kernels. We empirically demonstrate that the proposed method
enables CNNs to spontaneously defend against different types of adversarial attacks.
There are still a lot of mysteries left unsolved on the robustness of CNNs. In
the future work, we will continue working on boosting the robustness of CNNs with
applications in real-world environments. We consider the following approaches: i)
Development of better feature quantization algorithms that are able to deal with com-
plicated mixtures of distortions; ii) Development of convolution layers with better
sampling efficiency, either in static or data-dependent approaches; iii) Development of
new generative models that can be trained more smoothly and be transferred as a robust
classifier without additional efforts.
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