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1
Introduction
In some cases, a certain process can not be measured directly. Fortunately, we
can estimate it by examining a diﬀerent observable process which is related to it.
Such an estimate of the present process obtained by using the information from an
observable process up to the present time is called a ﬁlter. Consequently, these are
the related stochastic processes in each ﬁltering problem: The state process(or the
signal process) X = {Xt, t ≥ 0} which we want to estimate and the observation
process Y = {Yt, t ≥ 0} which provides the information we can use.
1 Stochastic Non-Linear Filtering
1.1 Problem Position
Consider the ﬁltered probability space (Ω,F, P ), together with a ﬁltration {Ft}
with respect to which all our processes will be adapted. We shall consider our two
processes of interest:
dXt = b(t, Y,Xt)dt+ f(t, Y,Xt)dVt + g(t, Y,Xt)dWt, (1)
dYt = h(t, Y,Xt)dt+ dWt, (2)
where X = {Xt, t ≥ 0} is the unobservable process, called the state process. It is
deﬁned to be the solution of the stochastic diﬀerential equation (1). The equation
(2) deﬁnes the observation process Y = {Yt, t ≥ 0}. V and W are assumed to be
independent P -Brownian motions, and the coeﬃcients b, f, g and h are real-valued
continuous mappings which satisfy the Lipschitz property
|b(t, y., x1)− b(t, y., x2)|+ |f(t, y., x1)− f(t, y., x2)|+ |g(t, y., x1)− g(t, y., x2)|
≤M1|x1 − x2|, (A)
|h(t, y., x1)− h(t, y., x2)| ≤M2|x1 − x2| , (B)
where M1 > 0, M2 > 0, t > 0, (x1, x2) ∈ R2 and y. ∈ C(R+,R), besides the linear
growth condition
|b(t, y., x)|2 + |f(t, y., x)|2 + |g(t, y., x)|2 ≤M21 (1 + |x|2) (C)
|h(t, y., x)|2 ≤M22 (1 + |x|2), (D)
for any x in R. The conditions (A), (B), (C) and (D) are assumed to ensure the
existence and the uniqueness of the stochastic diﬀerential equations (1) and (2). In
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addition to the conditions (B) and (D) on the process ht = h(t, Y,Xt), we assume
that
EP
(∫ t
0
h(s, Y,Xs)
2ds
)
<∞ .
We denote by FYt the σ algebra generated by all random variables
(Yu, 0 ≤ u ≤ t) .
Clearly, the process Y , which is a function of X, is corrupted by the noise W .
The ﬁltering theory consists of ﬁltering out the noise from the observation Y and
get an estimate of the process X. For simplicity of exposition and notation, we
shall take both X and Y to be one-dimensional.
The best estimate of Xt based on the available information FYt is the condi-
tional distribution of Xt given the observation up to time t, i.e.
pit(dx) , P (Xt ∈ dx|FYt ) ,
or in general
pit(φ) , EP (φ(Xt)|FYt ) =
∫
R
φ(x)pit(dx) , φ ∈ C2b .
To derive the ﬁltering equation for pit, it is convenient to apply Girsanov's formula
to transform the probability measure P to a new one such that Yt becomes, under
the new probability mesure, a Brownian motion that is independent of the process
Vt. In this case, the ﬁlter pit is usually known to satisfy a certain measure valued
stochastic diﬀerential equation called Fujisaki-Kallianpur-Kunita (FKK) equation,
which is equally well known as Kushner-Stratonovich:
pit(φ) =pi0(φ) +
∫ t
0
pis(Ls,Y φ)ds
+
∫ t
0
{pis(L1s,Y φ)− pis(h(s, Y, ·))pis(φ)}(dYs − pis(h(s, Y, ·))ds)
for certain diﬀerential operators Ls,Y and L
1
s,Y .
1.2 Change of Measure
Now, we write the equation (2) as
dWt = dYt − h(t, Y,Xt)dt ,
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and replacing into (1) gives
dXt = {b(t, Y,Xt)− h(t, Y,Xt)} dt+ f(t, Y,Xt)dVt + g(t, Y,Xt)dYt
We want the observation process Yt to be a Brownian motion under a new prob-
ability measure Q. To achieve this, Cameron-Martin-Girsanov's Theorem will be
used.
In general, if (Mt) is a {Ft}- continuous martingale under the measure P , and
if (Ht) is an {Ft}-adapted process such that for all 0 ≤ t <∞∫ t
0
H2sd〈M〉s <∞ P − almost surely, (3)
then the change of drift formula
M˜t = Mt +
∫ t
0
Hsd〈M〉s, (4)
holds such that the process M˜t is a martingale with respect to the new probability
measure Q, and Qt  Pt for all 0 ≤ t <∞.
Remark 1.1. We denote by Pt and Qt the restrictions of P and Q, respectively,
to the σ-algebra Ft. Therefore, the notation Q  P means that Qt  Pt for all
0 ≤ t <∞.
Before introducing Cameron-Martin-Girsanov's Theorem, we need ﬁrstly to
investigate the two following results.
Lemma 1.2. Assume that Q P . The likelihood ratio process
Lt(w) ,
dQt
dPt
(w)
is a true martingale with respect to the reference measure P .
Proof. For s < t, if A ∈ Fs ⊆ Fs, then
Q(A) = EP (Lt1A) = EP (Ls1A),
which gives the martingale property under P . Moreover, Lt is a true martingale
if and only if EP (Lt) = 1, since in such case
Ls − EP (Lt|Fs) ≥ 0 and EP (Ls) = EP (Lt) = 1
implies Ls = EP (Lt|Fs) P almost surely.
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Lemma 1.3. Let P be a probability measure on (Ω,F) equipped with the ﬁltration
{Ft}. Then Xt is a Q-martingale if and only if the product process (XtLt) is a P
martingale.
Proof. For s < t and A ∈ Fs ⊆ Fs, we have
EQ(Xt1A) = EP (XtLt1A)
EQ(Xs1A) = EP (XsLs1A).
Hence the right hand sides coincide if and only if the left hand sides do.
Theorem 1.4. (Cameron-Martin-Girsanov). Let Q a probability measure such
that Q P and the change of drift formula (4) holds. Necessarily
Lt = Kt exp
(
−
∫ t
0
HsdMs − 1
2
∫ t
0
H2sd〈M〉s
)
, (5)
where Kt ≥ 0 is a continuous P -martingale with EP (K0) = 1 and [M,K]t = 0 for
all t, and the change of drift formula (4) read as
M˜t = Mt −
∫ t
0
1
Ls
d〈M,L〉s. (6)
In the case where Kt ≡ 1 for all t, the change of measure is minimal, in the
sense that every P -martingale Xt such that [X,M ] = 0 is also a Q-martingale.
Proof. By the assumption and Lemma (1.3), the product (LtM˜t) is a local martin-
gale under P . Using integration by parts, we obtain the martingale decomposition
under Q
d(LtM˜t) = LtdMt + LtHtd〈M〉t +MtdLt + d〈M˜, L〉t
= (LtdMt +MtdLt) + (LtHtd〈M〉t + d〈M,L〉t),
which implies
〈M,L〉t = −
∫ t
0
LsHsd〈M〉s.
This is satisﬁed if and only if
1
Lt
dLt = −HtdMt + dXt,
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where Xt is a P -martingale with 〈M,L〉 = 0.
Let's assume ﬁrst that Xt = 0. Then by Ito formula, the solution of the linear
stochastic diﬀerential equation dLt = −LtHtdMt is the exponential martingale
Lt = L0E(−H ·M)t = L0E
(
−
∫ t
0
HsdMs
)
t
(7)
where
E
(
−
∫ t
0
HsdMs
)
t
= exp
(
−
∫ t
0
HsdMs − 1
2
∫ t
o
H2sd〈M〉s
)
.
So
Lt = L0 exp
(
−
∫ t
0
HsdMs − 1
2
∫ t
0
H2sd〈M〉s
)
.
here L0(w) =
dQ0
dP0
(w) is F0- measurable.
More in general
Lt = L0E(−H ·M +X)t = L0E(−H ·M)tE(X)t.
Remark 1.5. Note that
dQt
dPt
=
dQ
dP
∣∣∣∣
Ft
=
dQ
∣∣
Ft
dP
∣∣
Ft
is Ft-measurable.
In our case, since h is bounded, it follows that the change of the measure has
the form of
Lt = exp
(
−
∫ t
0
h(s, Y,Xs)dWs − 1
2
∫ t
0
h(s, Y,Xs)
2ds
)
.
which satisﬁes the stochastic diﬀerential equation dLt = −Lth(t, Y,Xt)dWt.
Consequently, we notice the likelihood ratios
Lt =
dQt
dPt
, L−1t =
dPt
dQt
as well as we deﬁne
Zt = L
−1
t = exp
(∫ t
0
h(s, Y,Xs)dYs − 1
2
∫ t
0
h(s, Y,Xs)
2ds
)
6
where Q considered as a reference measure such that P  Q. Moreover, the pro-
cess Zt is the solution of the equation dZt = Zth(t, Y,Xt)dYt.
The following Theorem gives a formula for the conditional expectation of a
random variable under a change of measure.
Theorem 1.6. (Bayes'formula) Suppose that X is an integrable random variable
on (Ω,F, {Ft} , P ) and G is a sub-σ-ﬁeld of F. let Q be another probability measure
such that Z = dP
dQ
and P  Q. Then
EP (X|G) = EQ(XZ|G)
EQ(Z|G) , (8)
where EP and EQ refer to the expectation with respect to the probability measure
P and Q respectively.
Proof. Clearly the right side of (8) is G-measurable. Let A ∈ G. Then∫
A
EQ(XZ|G)
EQ(Z|G) dP =
∫
A
EQ(XZ|G)
EQ(Z|G) ZdQ
=
∫
A
EQ(XZ|G)
EQ(Z|G) EQ(Z|G)dQ
=
∫
A
EQ(XZ|G)dQ =
∫
A
XZdQ =
∫
A
XdP ,
which verify the identity.
1.3 The Unnormalized Conditional Distribution
We deﬁne the unnormalized conditional distribution σt(dx) of X via
σt(dx) , EQ(Zt1(Xt ∈ dx)|FYt ),
and for a bounded measurable function φ with bounded derivatives
σt(φ) , EQ(φ(Xt)Zt|FYt ) =
∫
R
φ(x)σt(dx).
Theorem 1.7. (Kallianpur-Striebel formula) The ﬁlter pit can be represented as
pit(φ) =
σt(φ)
σt(1)
=
EQ(φ(Xt)Zt|FYt )
EQ(Zt|FYt )
, (9)
where pit(φ) = EP (φ(Xt)|FYt ).
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Proof. Replacing X, Z and G in (8), by φ(Xt), Zt and FYt , proves the claim.
Corollary 1.8. σt(1) is the Radon-Nikodym derivative for the restriction
σt(1) = EQ(Zt|FYt ) =
dPt|FYt
dQt|FYt
.
Proof. For any A in FYt and t ≥ 0, we have Pt(A) = EQ(1AZt). Then
EQ(1Aσt(1)) = EQ(1AEQ(Zt|FYt )) = EQ(1AZt) = Pt(A).
So, σt(1) and Zt deﬁne the same change of measure. But, taking into consideration
that Zt is Ft-measurable and σt(1) is FYt -measurable proves the claim.
1.4 The Zakai Equation
We wish to derive a stochastic diﬀerential equation which is satisﬁed by the un-
normalized conditional distribution σt. At ﬁrst, the next Lemma will be needed.
Lemma 1.9. Let (Bt) be a Brownian motion with the martingale property in the
ﬁltration (Ft), and obviously also with respect to the smaller ﬁltration (FBt ) ⊆ (Ft),
generated by itself.
Let H(t, w) a (Ft)-adapted process which is not necessarily (FBt )-adapted, such
that ∫ t
0
EP (H
2
s )ds <∞.
Then
EP
(∫ t
0
HsdBs
∣∣∣∣FBt ) = ∫ t
0
EP (Hs
∣∣FB
s
)dBs.
Moreover, if Mt is a (Ft)-martingale with 〈M,B〉s = 0 for every s in [0, t],
then
EP (Mt −M0|FBt ) = 0.
Proof. Let A ∈ FB
t
. By Ito-Clarck Representation Theorem, we have
1A = P (A) +
∫ t
0
KsdBs
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for some K ∈ L2([0, t]× Ω) adapted to (FB
t
).
EP
(
1A
∫ t
0
HsdBs
)
=P (A)EP
(∫ t
0
HsdBs
)
+ EP
(∫ t
0
KsdBs
∫ t
0
HsdBs
)
=0 + EP (〈K ·B,H ·B〉t)
=EP
(∫ t
0
KsHsds
)
=
∫ t
0
EP (KsHs)ds
=
∫ t
0
EP (KsEP (Hs|FBs ))ds
=EP
(〈∫ .
0
KsdBs,
∫ t
0
EP (Hs|FBs )dBs
〉
t
)
=0 + EP
(∫ t
0
KsdBs
∫ t
0
EP (Hs|FBs )dBs
)
=EP
(
1A
∫ t
0
EP (Hs|FBs )dBs
)
,
where we used the Ito isometry and the deﬁnition of conditional expectation.
For the second part of the Lemma, if M0 = 0, 〈M,B〉s = 0 for s ≤ t, and
A ∈ FB
t
as before, then
EP ((Mt −M0)1A) =P (A)EP (Mt −M0) + EP
(
(Mt −M0)
∫ t
0
KsdBs
)
=0 + EP
(∫ t
0
Ksd 〈M,B〉s
)
=0,
which means EP (Mt −M0|FBt ) = 0.
Theorem 1.10. For φ ∈ C2b , the unnormalized conditional distribution σt(φ) sat-
isﬁes the following stochastic diﬀerential equation
σt(φ) = σ0(φ) +
∫ t
0
σs(Ls,Y φ)ds+
∫ t
0
σs(L
1
s,Y φ)dYs , (10)
where Ls,Y and L
1
s,Y are diﬀerential operator on C
2, depending on time and on the
past observations of Y :
Ls,Y φ =
1
2
(f(s, Y, ·)2 + g(s, Y, ·)2) ∂
2
∂x2
φ+ b(s, Y, ·) ∂
∂x
φ (11)
L1s,Y φ =h(s, Y, ·)φ+ g(s, Y, ·)
∂
∂x
φ (12)
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The equation (10) is called the unnormalized-Zakai ﬁltering equation.
Proof. As
dXt = b(t, Y,Xt)dt+ f(t, Y,Xt)dVt + g(t, Y,Xt)dWt,
and
Zt = exp
(∫ t
0
h(s, Y,Xs)dYs − 1
2
∫ t
0
h(s, Y,Xs)
2ds
)
,
we will use the integration by parts formula
d(φ(Xt)Zt) = Ztdφ(Xt) + φ(Xt)dZt + d 〈φ(Xt), Z〉t
to get
d(φ(Xt)Zt) =Ztφ
′(Xt)dXt +
1
2
Ztφ
′′(Xt)d 〈X〉t + Ztφ(Xt)h(t, Y,Xt)dYt
+ Ztφ
′(Xt)g(t, Y,Xt)h(t, Y,Xt)dt
=Zt {φ′(Xt)g(t, Y,Xt) + φ(Xt)h(t, Y,Xt)} dYt + Ztφ′(Xt)f(t, Y,Xt)dVt
+ Ztφ
′(Xt) {b(t, Y,Xt)− h(t, Y,Xt)g(t, Y,Xt) + h(t, Y,Xt)g(t, Y,Xt)} dt
+
1
2
Ztφ
′′(Xt)
{
f(t, Y,Xt)
2 + g(t, Y,Xt)
2
}
dt
=Zt {φ′(Xt)g(t, Y,Xt) + φ(Xt)h(t, Y,Xt)} dYt + Ztφ′(Xt)f(t, Y,Xt)dVt
+ Zt{φ′(Xt)b(t, Y,Xt) + 1
2
φ′′(Xt)(f(t, Y,Xt)2 + g(t, Y,Xt)2)}dt.
We write this expression in integral form to ﬁnd
φ(Xt)Zt =φ(X0) +
∫ t
0
Zs {φ′(Xs)g(s, Y,Xs) + φ(Xs)h(s, Y,Xs)} dYs
+
∫ t
0
Zsφ
′(Xs)f(s, Y,Xs)dVs
+
∫ t
0
Zs{φ′(Xs)b(s, Y,Xs) + 1
2
φ′′(Xs)(f(s, Y,Xs)2 + g(s, Y,Xs)2)}ds.
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We take now the conditional expectation under Q given σ-algebra FYt , so
σt(φ) =EQ(φ(Xt)Zt|FYt )
=EQ(φ(X0)|FYt )
+ EQ
(∫ t
0
Zs {φ′(Xs)g(s, Y,Xs) + φ(Xs)h(s, Y,Xs)} dYs
∣∣∣∣FYt )
+ EQ
(∫ t
0
Zsφ
′(Xs)f(s, Y,Xs)dVs
∣∣∣∣FYt )
+ EQ
(∫ t
0
Zs{φ′(Xs)b(s, Y,Xs) + 1
2
φ′′(Xs)(f(s, Y,Xs)2 + g(s, Y,Xs)2)}ds
∣∣∣∣FYt )
=EQ(φ(X0)|FYt )
+
∫ t
0
EQ
(
Zs {φ′(Xs)g(s, Y,Xs) + φ(Xs)h(s, Y,Xs)}
∣∣∣∣FYs ) dYs
+
∫ t
0
EQ
(
Zsφ
′(Xs)f(s, Y,Xs)
∣∣∣∣FYs ) dVs
+
∫ t
0
EQ
(
Zs{φ′(Xs)b(s, Y,Xs) + 1
2
φ′′(Xs)(f(s, Y,Xs)2 + g(s, Y,Xs)2)}
∣∣∣∣FYs ) ds,
which follows from Lemma 1.9.
Remark 1.11. When φ(x) ≡ 1, the equation (10) will be written as
σt(1) = 1 +
∫ t
0
σs(h(s, Y, ·))dYs = 1 +
∫ t
0
σt(1)
σt(h)
σt(1)
dYs,
which is equivalent to
σt(1) = 1 +
∫ t
0
σs(1)pis(h(s, Y, ·))dYs. (13)
The SDE (13) admits the solution
dPt|FYt
dQt|FYt
= σt(1) = exp
(∫ t
0
pis(h(s, Y, ·))dYs − 1
2
∫ t
0
pis(h(s, Y, ·))2ds
)
. (14)
1.5 Kushner-Stratonovich Equation
The Zakai equation which has been derived in the previous section is the SDE
that is satisﬁed by the unnormalized conditional distribution of Xt , i. e. σt(φ).
It seems natural therefore to derive a similar equation satisﬁed by the normalized
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conditional distribution (pit(φ), φ ∈ C2b ). Recall that the normalized conditional
law is given by
pit(φ) =
σt(φ)
σt(1)
, (15)
Now using this result together with the Zakai ﬁlter equation, we can derive the
Kushner-Stratonovich equation for the ﬁlter.
Theorem 1.12. (Kushner-Stratonovich) The normalized conditional law of the
process Xt subject to the usual conditions on the processes Xt and Yt satisﬁes the
Kushner-Stratonovich equation
pit(φ) =pi0(φ) +
∫ t
0
pis(Ls,Y φ)ds
+
∫ t
0
{pis(L1s,Y φ)− pis(h(s, Y, ·))pis(φ)}(dYs − pis(h(s, Y, ·))ds). (16)
The process I = (It) deﬁned by It = Yt−
∫ t
0
pis(h(s, Y, ·))ds, t ≥ 0, is a Brownian
motion under P adapted to the ﬁltration FYt , and it is called the innovation process.
Proof. We compute pit(φ) = σt(φ)/σt(1) by using integration by parts. At ﬁrst,
we will use the Ito formula for the equations (10) and (13). We get
dσt(φ) = σt(Lt,Y,.φ)dt+ σt(L
1
t,Y,.φ)dYt,
and
d
(
1
σt(1)
)
= − 1
σt(1)2
σt(1)pit(h(t, Y, ·))dYt + 1
σt(1)3
σt(1)
2pit(h(t, Y, ·))2dt
= −pit(h(t, Y, ·))
σt(1)
dYt +
pit(h(t, Y, ·))2
σt(1)
dt.
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So
dpit(φ) = d
(
σt(φ)
σt(1)
)
=
dσt(φ)
σt(1)
+ σt(φ)d
(
1
σt(1)
)
+ d
〈
σt(φ),
1
σt(1)
〉
t
=
σt(Lt,Y,.φ)dt+ σt(L
1
t,Y,.φ)dYt
σt(1)
+ σt(φ)
(
−pit(h(t, Y, ·))
σt(1)
dYt +
pit(h(t, Y, ·))2
σt(1)
dt
)
− pit(L1t,Y,.φ)pit(h(t, Y, ·)dt
= pit(Lt,Y,.φ)dt+ pit(L
1
t,Y,.φ)dYt − pit(φ)pit(h(t, Y, ·))dYt
+ pit(φ)pit(h(t, Y, ·))2dt− pit(L1t,Y,.φ)pit(h(t, Y, ·))dt
= pit(Lt,Y,.φ)dt
+
{
pit(L
1
t,Y,.φ)− pit(φ)pit(h(t, Y, ·))
}
(dYt − pit(h(t, Y, ·))dt).
Finally, by Girsanov Theorem and the ratio (14), Yt is Q-Brownian motion and
It = Yt −
∫ t
0
pis(hs)ds is P -Brownian motion, where both are adapted to (FYt ).
1.6 Example
Consider the linear gaussian case with
dXt = Xtb(t)dt+ f(t)dVt + g(t)dWt,
dYt = Xth(t)dt+ dWt,
where b(s), h(s), f(s), and g(s) are deterministic functions. However, (Xt, Yt) is
jointly gaussian and the conditional distribution of Xt given FYt is gaussian. This
assumption has been shown by Lipster & Shirayev in [11].
We wish to write the ﬁlter equation for the prediction process
X̂t , E(Xt|FYt ) = pit(x), (17)
and estimate the prediction error variance
σ̂t
2 , E((Xt − X̂t)2|FYt ) = pit(x2)− pit(x)2. (18)
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For any k in N, and for φ(x) = xk as a test-function, we write
pit(x
k) , pit(φ).
When k = 1, the ﬁlter equation (16) shall be
pit(x) = pi0(x) +
∫ t
0
pis(b(s)x)ds
+
∫ t
0
{pis(h(s)x2 + g(s))− pis(h(s)x)pis(x)}(dYs − pis(h(s)x)ds)
=pi0(x) +
∫ t
0
b(s)pis(x)ds+
∫ t
0
{
h(s)(pis(x
2)− pis(x)2) + g(s)
}
(dYs − h(s)pis(x)ds),
which is equivalent to
X̂t = X̂0 +
∫ t
0
b(s)X̂sds+
∫ t
0
{
h(s)σ̂t
2 + g(s)
}
(dYs − h(s)X̂sds). (19)
Now, we will assume that the functions b(s), h(s) and f(s) are constant, besides
taking g = 0. This means that our main processes will have a form of
dXt = bXtdt+ fdVt,
dYt = hXtdt+ dWt.
Since the conditional distribution of Xt given FYt is normal, with mean X̂t and
variance σ̂t
2, the ﬁlter equation using the test-function φ(x) = x is
pit(x) = pi0(x) + b
∫ t
0
pis(x)ds
+ h
∫ t
0
{
pis(x
2)− pis(x)2
}
(dYs − hpis(x)ds). (20)
For k = 2, we obtain the ﬁlter pit(x
2) under the last assumptions
pit(x
2) = pi0(x
2) +
∫ t
0
{
f 2 + 2bpis(x
2)
}
ds
+
∫ t
0
{
hpis(x
3)− hpis(x)pis(x2)
}
(dYs − hpis(x)ds). (21)
For any gaussian random variable X with ﬁrst moment µ and variance σ2, i.e.
(X ∼ N (µ, σ2)), the third moment can be expressed as E(X3) = µ3 + 3µσ2. By
analogy, we can deﬁne
pit(x
3) = pit(x)
3 + 3pit(x)σ̂t
2
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where
pit(x
3) = E(X3t |FYt ), and σ̂t2 = pit(x2)− pit(x)2.
So
pit(x
3) = pit(x)
3 + 3pit(x)pit(x
2)− 3pit(x)3.
We shall derive the equations (20) and (21) to get
dpit(x) = bpit(x)dt+ h
{
pit(x
2)− pit(x)2
}
(dYt − hpit(x)dt),
dpit(x
2) =
{
f 2 + 2bpit(x
2)
}
dt+
{
hpit(x
3)− hpit(x)pit(x2)
}
(dYt − hpit(x)dt).
Now, we are ready to calculate σ̂t
2
dσ̂t
2 =d(pit(x
2)− pit(x)2)
=d(pit(x
2))− 2pit(x)dpit(x)− d 〈pi(x)〉t
=
{
f 2 + 2bpit(x
2)
}
dt+
{
hpit(x
3)− hpit(x)pit(x2)
}
(dYt − hpit(x)dt)
− 2pit(x)
{
bpit(x)dt+ h
{
pit(x
2)− pit(x)2
}
(dYt − hpit(x)dt)
}
− h2(pit(x2)− pit(x)2)2dt.
Since pit(x
3) = pit(x)
3 + 3pit(x)pit(x
2)− 3pit(x)3, it follows that
dσ̂t
2 =
{
f 2 + 2bpit(x
2)
}
dt
+
{
h(pit(x)
3 + 3pit(x)pit(x
2)− 3pit(x)3)− hpit(x)pit(x2)
}
(dYt − hpit(x)dt)
− 2pit(x)
{
bpit(x)dt+ h
{
pit(x
2)− pit(x)2
}
(dYt − hpit(x)dt)
}
− h2(pit(x2)− pit(x)2)2dt
=
{
f 2 + 2bpit(x
2)
}
dt− 2bpit(x)2dt− h2(pit(x2)− pit(x)2)2dt
=
{
f 2 + 2b
(
pit(x
2)− pit(x)2
)− h2(pit(x2)− pit(x)2)2} dt (22)
As σ̂t
2 = pit(x
2)−pit(x)2, the equation (22) will be transformed into the Riccati
equation
dσ̂t
2
dt
= f 2 + 2bσ̂t
2 − h2(σ̂t2)2 (23)
In other words, the conditional variance σ̂t
2, solution of (23), is a deterministic
function of t.
Again, we recall the linear equation of the conditional mean
dpit(x) = bpit(x)dt+ h
{
pit(x
2)− pit(x)2
}
(dYt − hpit(x)dt),
or
dX̂t = bX̂tdt+ hσ̂t
2(dYt − hX̂tdt). (24)
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This last equation leads to the famous Kalman-Bucy ﬁlter
dX̂t = (b− h) X̂tdt+ hσ̂t2dYt, (25)
which admits the explicit solution
X̂t = e
(b−h)tX̂0 +
∫ t
0
e(b−h)(t−s)hσ̂s
2dYs. (26)
1.7 Kushner Theorem
Let's consider the system
dXt = b(t, Y,Xt)dt+ f(t, Y,Xt)dVt + g(t, Y,Xt)dWt, (27)
dYt = h(t, Y,Xt)dt+ dWt, (28)
with initial conditions X0 = ψ and Y0 = 0, where ψ is a random variable with
probability density p0(x) for all x in R, independent of Brownian motions W and
V . We shall assume that p0 ∈ L2(R).
Theorem 1.13. (Kushner theorem) Assume that the conditional distribution of
Xt, given FYt , has a density pt(·), i.e. pit(φ) =
∫
R φ(x)pt(x)dx. Then the ﬁlter
equation
pit(φ) = pi0(φ)+
∫ t
0
pis(Ls,Y φ)ds+
∫ t
0
{pis(L1s,Y φ)−pis(h(s, Y, ·))pis(φ)}(dYs−pis(h(s, Y, ·))ds)
leads to the stochastic partial diﬀerential equation
dpt(x) = L
∗
s,Y pt(x)dt+
{
(L1s,Y )
∗pt(x)− pt(x)pit(h(t, Y, ·))
}
dIt (29)
with initial condition p0 ∈ L2(R), and where L∗s,Y and (L1s,Y )∗ are the adjoint
operators for Ls,Y and (L
1
s,Y ) respectively, and given by
L∗s,Y ψ =
1
2
∂2
∂x2
[{
f 2(s, Y, ·) + g2(s, Y, ·)}ψ]− ∂
∂x
[b(s, Y, ·)ψ] ,
(L1s,Y )
∗ψ = h(s, Y, ·)ψ − ∂
∂x
[g(s, Y, ·)ψ] ,
for any ψ in C2b .
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Proof. We write the terms of the ﬁlter equation as functions of density. We obtain
pit(φ) =
∫
R
φ(x)pt(x)dx , pi0(φ) =
∫
R
φ(x)p0(x)dx,∫ t
0
pis(Ls,Y φ)ds =
∫ t
0
(∫
R
Ls,Y φ(x)ps(x)dx
)
ds =
∫ t
0
(∫
R
φ(x)L∗s,Y ps(x)dx
)
ds,∫ t
0
pis(L
1
s,Y φ)dIs =
∫ t
0
(∫
R
φ(x)(L1s,Y )
∗ps(x)dx
)
dIs,∫ t
0
pis(h(s, Y, ·))pis(φ)dIs =
∫ t
0
(∫
R
φ(x)ps(x)pis(h(s, Y, ·))dx
)
dIs.
Now, we use Fubini's Theorem to get∫ t
0
pis(Ls,Y φ)ds =
∫ t
0
(∫
R
Ls,Y φ(x)ps(x)dx
)
ds =
∫
R
φ(x)
(∫ t
0
L∗s,Y ps(x)ds
)
dx,∫ t
0
pis(L
1
s,Y φ)dIs =
∫
R
φ(x)
(∫ t
0
(L1s,Y )
∗ps(x)dIs
)
dx,∫ t
0
pis(h(s, Y, ·))pis(φ)dIs =
∫
R
φ(x)
(∫ t
0
ps(x)pis(h(s, Y, ·))dIs
)
dx.
This will helps us to introduce the ﬁlter equation in term of density after organizing
the above equations∫
R
φ(x)pt(x)dx =
∫
R
φ(x)p0(x)dx
+
∫
R
φ(x)
{∫ t
0
L∗s,Y ps(x)ds+
∫ t
0
(
(L1s,Y )
∗ps(x)− ps(x)pis(h(s, Y, ·))
)
dIs
}
dx.
We can conclude that
pt(x) = p0(x) +
∫ t
0
L∗s,Y ps(x)ds+
∫ t
0
(
(L1s,Y )
∗ps(x)− ps(x)pis(h(s, Y, ·))
)
dIs,
(30)
which leads to the stochastic partial diﬀerential equation
dpt(x) = L
∗
t,Y pt(x)dt+
(
(L1t,Y )
∗pt(x)− pt(x)pit(h(t, Y, ·))
)
dIt. (31)
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Remark 1.14. If h ≡ 0, i.e. the observation consists of pure independent white
noise, the equation (31) reduces to the Fokker-Planck equation
dpt(x) = L
∗
t,Y pt(x)dt or equivanlently
(
∂
∂t
− L∗t,Y
)
pt(x) = 0.
Theorem 1.15. If the unnormalized conditional distribution σt deﬁned in (10),
has a density qt(·), i.e.
σt(φ) =
∫
R
φ(x)qt(x)dx.
Then, qt(·) satisﬁes the stochastic partial diﬀerential equation
dqt(x) = L
∗
t,Y qt(x)dt+ (L
1
t,Y )
∗qt(x)dYt, q0 ∈ L2(R). (32)
Moreover,
pt(x) =
qt(x)∫
R qt(y)dy
,
where pt(·) is the density of the conditional distribution pit.
Proof. Writing the equation (10) with the density qt(·) yields
σt(φ) =
∫
R
φ(x)qt(x)dx
=
∫
R
φ(x)q0(x)dx+
∫ t
0
(∫
R
Ls,Y φ(x)qs(x)dx
)
ds+
∫ t
0
(∫
R
L1s,Y φ(x)qs(x)dx
)
dYs
=
∫
R
φ(x)q0(x)dx+
∫ t
0
(∫
R
φ(x)L∗s,Y qs(x)dx
)
ds+
∫ t
0
(∫
R
φ(x)(L1s,Y )
∗qs(x)dx
)
dYs
=
∫
R
φ(x)q0(x)dx+
∫
R
φ(x)
(∫ t
0
L∗s,Y qs(x)ds
)
dx+
∫
R
φ(x)
(∫ t
0
(L1s,Y )
∗qs(x)dYs
)
dx
=
∫
R
φ(x)
(
q0(x) +
∫ t
0
L∗s,Y qs(x)ds+
∫ t
0
(L1s,Y )
∗qs(x)dYs
)
dx,
where we used Fubini's Theorem and the diﬀerential operator Ls,Y and L
1
s,Y were
switched to their adjoints. A result is deduced from the last equation
qt(x) = q0(x) +
∫ t
0
L∗s,Y qs(x)ds+
∫ t
0
(L1s,Y )
∗qs(x)dYs, (33)
or in the diﬀerential form
dqt(x) = L
∗
t,Y qt(x)dt+ (L
1
t,Y )
∗qt(x)dYt (34)
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Thus, using the fact that
pit(φ) =
σt(φ)
σt(1)
,
with
σt(φ) =
∫
R
φ(x)qt(x)dx and pit(φ) =
∫
R
φ(x)pt(x)dx
gives the following conclusion∫
R
φ(x)pt(x)dx =
∫
R φ(x)qt(x)dx∫
R qt(y)dy
,
which leads to
pt(x) =
qt(x)dx∫
R qt(y)dy
, (35)
or
qt(·) = pt(·)
∫
R
qt(y)dy, q0 ∈ L2(R).
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2 Existence and Uniqueness of the Conditional Den-
sity
Until now, the existence of the nomalized conditional density pt(·) has been as-
sumed to introduce the Kushner Theorem. The question which we consider in this
section is whether this density exists. Thus, we want to set certain conditions, un-
der which the unnormalized conditional distribution σt has a density qt(·), which
automatically implies that pit has the same property since for every x in R the
following holds
pt(x) =
qt(x)dx∫
R qt(y)dy
.
In order to analyse the existence of qt(·), solution of (33), we shall identify suitable
spaces of possible solutions to this equation. These spaces must be choosen to
contain the solution of the corresponding stochastic partial diﬀerential equations.
2.1 Density within Multidimensional System
To start oﬀ with, we work on (Ω,F, {Ft} , P ), and we consider the Rd+k-valued
process {(Xt, Yt); t ≥ 0}, solution of the system
dXt = b(t, Y,Xt)dt+ f(t, Y,Xt)dVt + g(t, Y,Xt)dWt, (36)
dYt = h(t, Y,Xt)dt+ dWt, (37)
where W is an k-dimensional Brownian motion, V is an p-dimensional Brownian
motion independent of W , and the coeﬃcients
b : [0,∞[×Rk × Rd → Rd,
f : [0,∞[×Rk × Rd → Rd×p,
g : [0,∞[×Rk × Rd → Rd×k,
h : [0,∞[×Rk × Rd → Rk
are bounded and globally Lipschitz. This means that there exist positive constants
K1, K2 and K3 such that
max (‖b(t, y., x)‖, ‖f(t, y., x)‖, ‖g(t, y., x)‖, ‖h(t, y., x)‖) ≤ K1,
and
‖b(t, y., x1)− b(t, y., x2)‖ ≤ K2‖x1 − x2‖,
‖f(t, y., x1)− f(t, y., x2)‖ ≤ K2‖x1 − x2‖,
‖g(t, y., x1)− g(t, y., x2)‖ ≤ K2‖x1 − x2‖,
‖h(t, y., x1)− h(t, y., x2)‖ ≤ K3‖x1 − x2‖,
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for any vectors x, x1 and x2 in Rd, and y. ∈ C(R+,Rk). The norm ‖ · ‖ is the usual
Euclidean norm deﬁned by
‖x‖ =
(
d∑
i=1
x2i
) 1
2
for x = (x1, x2, ..., xd) ∈ Rd, and
‖f(t, y., x)‖ =
(
d∑
i=1
p∑
j=1
fij(t, y., x)
2
) 1
2
, ‖g(t, y., x)‖ =
(
d∑
i=1
k∑
j=1
gij(t, y., x)
2
) 1
2
for matrices f ∈ Rd×p and g ∈ Rd×k.
We assume that the process {h(t, Y,Xt), t ≥ 0} satisﬁes the condition
EP
(∫ t
0
‖h(s, Y,Xs)‖2ds
)
<∞
so that the process {Lt, t ≥ 0} deﬁned by
Lt = exp
(
−
∫ t
0
〈h(s, Y,Xs), dWs〉 − 1
2
∫ t
0
‖h(s, Y,Xs)‖2ds
)
= exp
(
−
∫ t
0
h(s, Y,Xs)
∗dWs − 1
2
∫ t
0
‖h(s, Y,Xs)‖2ds
)
,
where h(s, Y,Xs)
∗ is the transpose of h(s, Y,Xs) in Rk, is a martingale and the
Radon-Nikodym derivative
Lt =
dQt
dPt
is well deﬁned. This implies that the change of measure with respect to the refer-
ence measure Q is
Zt =
dPt
dQt
= L−1t = exp
(∫ t
0
h(s, Y,Xs)
∗dYs − 1
2
∫ t
0
‖h(s, Y,Xs)‖2ds
)
,
which is the solution of
dZt = Zth(s, Y,Xs)
∗dYs.
If we consider the d × d matrix a = ff ∗ + gg∗, the generator Ls,Y associated
with the process X is the second-order diﬀerential operator
Lt,Y φ(x) =
1
2
d∑
i,j=1
aij(t, Y, x)
∂2
∂xi∂xj
φ(x) +
d∑
i=1
bi(t, Y, x)
∂φ(x)
∂xi
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for a test function φ ∈ C2b (Rd). This will form the unnormalized-Zakai equation
σt(φ) = σ0(φ) +
∫ t
0
σs(Ls,Y φ)ds+
∫ t
0
σs(L
1
s,Y φ)dYs
= σ0(φ) +
∫ t
0
σs(Ls,Y φ)ds+
k∑
l=1
∫ t
0
σs(L
1,l
s,Y φ)dY
l
s ,
where
(L1,ls,Y φ)(x) = hl(s, Y, x)φ(x) +
d∑
i=1
gil(s, Y, x)
∂φ(x)
∂xi
.
Therefore, whenever the unnormalized density qt(·) exists, with initial condition
q0 ∈ L2(Rd), it satisﬁes the stochastic partial diﬀerential equation
dqt(x) = L
∗
t,Y qt(x)dt+ (L
1
t,Y )
∗qt(x)dYt
=
(
1
2
d∑
i,j=1
∂2(aij(t, Y, x)qt(x))
∂xi∂xj
−
d∑
i=1
∂(bi(t, Y, x)qt(x))
∂xi
)
dt
+
k∑
l=1
(
hl(t, Y, x)qt(x)−
d∑
i=1
∂(gil(t, Y, x)qt(x))
∂xi
)
dY lt
By using the product derivation rule, we can deﬁne the diﬀerential operators A
and B = (B1, . . . , Bk) such that
A : L2(Rd)→ L2(Rd),
Bl : L
2(Rd)→ L2(Rd), 1 ≤ l ≤ k,
and for any u ∈ L2(Rd) and t ≥ 0
Au =
1
2
d∑
i,j=1
∂
∂xi
(
aij(t, Y, x)
∂u
∂xj
)
+
d∑
i=1
∂
∂xi
((
1
2
d∑
j=1
∂aij(t, Y, x)
∂xj
− bi(t, Y, x)
)
u
)
Blu = −
d∑
i=1
gil(t, Y, x)
∂u
∂xi
+
(
hl(t, Y, x)−
d∑
i=1
∂gil(t, Y, x)
∂xi
)
u, 1 ≤ l ≤ k.
That is
dqt(·) = Aqt(·)dt+
k∑
l=1
Blqt(·)dY lt ,
or
qt = q0 +
∫ t
0
A(qs)ds+
k∑
l=1
∫ t
0
Bl(qs)dY
l
s , q0 ∈ L2(Rd). (38)
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The equation (38) is carried out to be the approach model to solve the stochastic
partial diﬀerential equation of interest, where the linear operators A and Bl, where
l ∈ {1, . . . , k} are unbounded. Still we lack assumptions on these operators to
ensure the existence of a solution of (38) . We note here that Yt is Q-Brownian
motion. This means that for the sake of forming new assumptions, we will work
on the probability space
(Ωk2 = C(R+;Rk),FY ,FYt , Q, Yt)
instead of (Ω,F,Ft, P,Wt) if we let a priori Ω = Ωd1×Ωk2 = C(R+;Rd)×C(R+,Rk),
and for every ω = (ω1;ω2) ∈ Ω we write ω1(t) = Xt(ω) and ω2(t) = Yt(ω).
However, we shall study the general case of the linear SPDE by considering
an inﬁnite dimensional space H instead of L2(Rd), and a extended sequence of
mutually independent Q Brownian-motions {Yt = (Y lt , l ≥ 1), t ≥ 0} on the
probability space (Ω∞2 ,FY ,FYt , Q). We proceed then to solve the SPDE
u(t) = u0 +
∫ t
0
A(u(s))ds+
∞∑
l=1
∫ t
0
Bl(u(s))dY
l
s , t ∈ [0, T ], u0 ∈ H (39)
for all T ≥ 0 and {ut, t ≥ 0} belongs to the domain D = D(A) ∩D(Bl) , l ≥ 1,
such that the diﬀerential operators A and Bl with
A : D ⊂ H → H,
Bl : D ⊂ H → H, l ≥ 1,
are unbounded over the a separable Hilbert space H.
2.2 Variational Approach to the Linear SPDE
Now, we want to construct assumptions such that the solution of the SPDE (39)
exists. The fact that the diﬀerential operators are unbounded , urges us to consider
some other Hilbert spaces V and its dual V ′ such that the operators A and B =
(Bl, l ≥ 1) turn out to be considered as extented mappings
A : V → V ′
and for each l ≥ 1,
Bl : V → H
so that
B : V → H = `(H),
where V ⊂ H a reﬂexive Banach space, dense in the separable Hilbert space H,
with continuous injection, and H ′ the dual of H considered to be a subspace of
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V ′ such that it is identiﬁed with H, i.e. H ′ ' H and H ′ ⊂ V ′. We then have the
situation
D ⊂ V ⊂ H ' H ′ ⊂ V ′.
We denote by | · |, ‖ · ‖ and ‖ · ‖∗ the norms in H, V and V ′ respectively, and
by (·, ·) the scalar product in H. We shall assume that the duality pairing 〈·, ·〉
between V and V ′ is deﬁned such that for every u ∈ V and v ∈ H ∈ V ′ :
〈u, v〉 = (u, v),
and therefore the norm ‖ · ‖∗ in V ′ shall be deﬁned as
‖v‖∗ = sup
u∈V,‖u‖≤1
〈u, v〉.
Finally, we consider the norm in H = `(H) as |B(u)|2H =
∑∞
l=1 |Bl(u)|2 where
u ∈ V .
Remark 2.1. Without loss of generality, we assumed that whenever u ∈ V , we
have
‖u‖∗ ≤ |u| ≤ ‖u‖.
Under these settings, we shall look for a solution u of the SPDE
u(t) = u0 +
∫ t
0
A(u(s))ds+
∞∑
l=1
∫ t
0
Bl(u(s))dY
l
s , t ∈ [0, T ], u0 ∈ H, (40)
where {Yt = (Y lt , l ≥ 1), t ≥ 0} is a sequence of mutually independent FYt -scalar
Brownian motions, and whose trajectories should satisfy u ∈ L2(0, T ;V ) for all
T ≥ 0. Hence A(u) ∈ L2(0, T ;V ′). In fact, the equation (40) can be considered as
an equation in the space V ′, and can be written in the weak-form:
(u(t), v) = (u0, v) +
∫ t
0
〈A(u(s)), v〉ds+
∞∑
l=1
∫ t
0
(Bl(u(s)), v)dY
l
s , ∀v ∈ V. (41)
Now, we suppose that the operators A and B satisfy the following four basic
assumptions :
 (A1).Coercivity. There exist α ≥ 0, λ and ν such that for every u ∈ V ,
2〈A(u), u〉+ |B(u)|2H + α‖u‖2 ≤ λ|u|2 + ν.
 (A2).Monotonicity. There exists λ ≥ 0 such that for all u, v in V ,
2〈A(u)− A(v), u− v〉+ |B(u)−B(v)|2H ≤ λ|u− v|2.
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 (A3).Linear Growth. There exists c ≥ 0 such that
‖A(u)‖∗ ≤ c(1 + ‖u‖),
for all u ∈ V .
 (A4).Weak Continuity. The mapping λ → 〈A(u + λv), w〉 is continuous
from R into R, where u, v and w are in V .
For simplicity, we assume that λ is the same in (A1) and in (A2).
Remark 2.2. Since |u| ≤ ‖u‖, it follows from (A1) and (A3) that there exists a
constant c′ such that
|B(u)|H ≤ c′(1 + ‖u‖).
We can now state the main result of this section.
Theorem 2.3. Under the assumptions (A1), (A2), (A3) and (A4), if u0 ∈ H,
there exists a unique FYt -adapted process {ut, t ≥ 0} whose trajectories belong a.s.
for any T > 0 to the space L2(0, T ;V ) ∩ C([0, T ];H), which is a solution to the
equation (40).
The next Lemma is needed for the proof of this Theorem.
Lemma 2.4. Let u0 ∈ H, {u(t), 0 ≤ t ≤ T} and {vt, 0 ≤ t ≤ T} be adapted
processes with trajectories in L2(0, T ;V ) and L2(0, T ;V ′) respectively, and {Mt,≥
t ≥ T} be a continuous H-valued local martingale, such that
u(t) = u0 +
∫ t
0
v(s)ds+Mt.
Then
(i) u ∈ C([0, T ];H) a. s.
(ii) The following formula holds a.s. for all t ∈ [0, T ]
|u(t)|2 = |u0|2 + 2
∫ t
0
〈v(s), u(s)〉ds+ 2
∫ t
0
(u(s), dMs) + 〈M〉t.
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Proof of(ii) . Since V is dense inH, there exists an orthonormal basis {ep, p ≥ 0}
of H with each ep ∈ V . We shall assume here that this base is also orthogonal
in V which will be considered as a Hilbert space. We introduce the notation
Mpt = (Mt, ep) to write:
|u(t)|2 =
∑
p
(u(t), ep)
2
=
∑
p
[
(u0, ep)
2 + 2
∫ t
0
〈v(s), ep〉(ep, u(s))ds+ 2
∫ t
0
(u(s), ek)dM
p
s + 〈Mk〉t
]
= |u0|2 + 2
∫ t
0
〈v(s), u(s)〉ds+ 2
∫ t
0
(u(s), dMs) + 〈M〉t.
Proof of(i) . Obviously, it results from the assumptions that u ∈ C([0, T ];V ′)
and from (ii), we deduce that t→ |u(t)| is a. s. continuous and u ∈ L∞(0, T ;H).
So, it is enough to show that t→ u(t) is continuous into H equipped with its weak
topology, since if un → u in H weakly and |un| → |u|, un → u in H strongly.
Now we show that (u(tn), h) → (u(t), h) a. s. if we let h ∈ H and a sequence
tn → t as n → ∞ be arbitrary. And let's consider a sequence {hm, m ≥ 1} ⊂ V
such that hm → h in H as m→∞. For an arbitrary  ≥ 0 and m0 larger enough,
such that
sup
0≤t≤T
|u(t)||h− hm| ≤ 
2
, m ≥ m0.
We get
|(u(t), h)− (u(tn), h)| ≤ |(u(t), h− hm0)|+ |(u(t)− u(tn), hm0)|+ |(u(tn), h− hm0)|
≤ ‖u(t)− u(tn)‖∗‖hm0‖+ ,
which gives
lim sup
n→∞
|(u(t), h)− (u(tn), h)| ≤ .
This proves the claim since  is arbitrary.
This result can be updated to a general Itô formula with respect to Hilbert
spaces in the next Lemma.
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Lemma 2.5. Under the assumptions of lemma (2.4), and given a function Φ from
H into R such that
(i) Φ ∈ C1(H;R).
(ii) Φ′(u) ∈ V and Φ′′(h) exists in Gateaux sense, whenever u ∈ V and h ∈ H.
(iii) For any linear mapping D ∈ L1(H), h→ tr(Φ′′(h)D) is continuous.
(iv) u→ Φ′(u) is continuous from V into V equipped with the weak topology.
(v) There exists c such that ‖Φ′(u)‖ ≤ c(1 + ‖u‖), u ∈ V .
Then we have the Itô formula
Φ(ut) = Φ(u0) +
∫ t
0
〈vs,Φ(us)〉ds+
∫ t
0
(Φ′(us), dMs) +
1
2
∫ t
0
tr(Φ
′′
(us)Ds)d〈M〉s,
where M is a H-valued local-martingale in the decomposition of u, i.e, for t ≥ 0
the following holds
ut = u0 + Ft +Mt,
where (Ft) is a H-valued bounded variation process with F0 = 0.
Proof of theorem 2.3 Uniqueness . Let u, v ∈ L2(0, T ;V ) ∩ C([0, T ];H) a. s
b two adapted solutions. Then we deﬁne for each n ≥ 1 the stoppimg time
τn = inf{t ≤ T ; |u(t)|2 ∨ |v(t)|2 ∨
∫ t
0
(‖u(s)‖2 + ‖v(s)‖2)ds ≥ n}.
since τn → ∞ when n → ∞. We could apply the Lemma 2.4 to the diﬀerence
u(t)− v(t) :
u(t)− v(t) =
∫ t
0
[A(u(s))− A(v(s))] ds+
∫ t
0
[B(u(s))−B(v(s))] dYs.
Clearly the termMt =
∫ t
0
[B(u(s))−B(v(s))] dYs is a local-martingale, and 〈M〉t =∫ t
0
[B(u(s))−B(v(s))]2H ds. We obtain
|u(t)− v(t)|2 =2
∫ t
0
〈A(u(s))− A(v(s)), u(s)− v(s)〉ds
+
∫ t
0
(u(s)− v(s), B(u(s))−B(v(s)))dYs
+
∫ t
0
|B(u(s))−B(v(s))|2Hds.
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If we write the identity with t∧ τn = inf(t, τn) instead of t and by Remark 2.2, the
stochastic integral
∫ t∧τn
0
(u(s) − v(s), B(u(s)) − B(v(s)))dYs is a martingale with
zero mean. Hence using the expectation and the monotonicity assumption (A2)
gives
EQ
∣∣(u(t ∧ τn)− v(t ∧ τn)|2) =2EQ ∫ t∧τn
0
〈A(u(s))− A(v(s)), u(s)− v(s)〉ds
+ EQ
∫ t∧τn
0
|B(u(s))−B(v(s))|2Hds
≤λEQ
∫ t∧τn
0
|u(s)− v(s)|2ds
≤λEQ
∫ t
0
|u(s ∧ τn)− v(s ∧ τn)|2ds,
and by applying Gronwall's Lemma (see [4] ), we get
u(t ∧ τn)− v(t ∧ τn) = 0 a.s,
for all t ∈ [0, T ] and n ≥ 1. Thus the uniqueness is proved.
Existence. We will use the Galerkin approximation. By taking again the or-
thonormal basis {ep, p ≥ 1} of H, we could deﬁne for each n ≥ 1
Vn , span{e1, e2, · · · , en}.
To proceed, let us admit for a moment the two following lemmas.
Lemma 2.6. For every n ≥ 1, there exists an adapted process un ∈ C([0, T ];Vn)
a. s. such that for all 1 ≤ k ≤ n,
(un(t), ek) = (u0, ek) +
∫ t
0
〈A(un(s)), ek〉ds+
n∑
l=1
∫ t
0
(Bl(un(s)), ek)dY
l
s (42)
Lemma 2.7.
sup
n
EQ
[
sup
0≤t≤T
|un(t)|2 +
∫ T
0
‖un(t)‖2dt
]
<∞. (43)
The last Lemma 2.7 shows that the sequence {un, n ≥ 1} is bounded in
L2(Ω∞2 ;C([0, T ]);H) ∩ L2(Ω∞2 × [0, T ];V ). It follows from the assumptions that
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 {A(un), n ≥ 1} is bounded in L2(Ω∞2 × [0, T ];V ′).
 {B(un), n ≥ 1} is bounded in L2(Ω∞2 × [0, T ];H).
This means that there exists a subsequence {uθ(n), n ≥ 1} such that
uθ(n) → u in L2(Ω∞2 ;L2(0, T ;V ) ∩ L∞(0, T ;H)),
A(uθ(n))→ ξ in L2(Ω∞2 × (0, T );V ′),
B(uθ(n))→ η in L2(Ω∞2 × (0, T );H).
weakly. Introducing the limit in the equation (42) gives
(un(t), ek) = (u0, ek) +
∫ t
0
〈ξ(s), ek〉ds+
n∑
l=1
∫ t
0
(ηl(s), ek)dY
l
s . (44)
Now, we prove the identities ξ = A(u) and η = B(u). To do this, we recall the
assumption (A2) with λ = 0 . This implies that under the expectation, for all
v ∈ L2(Ωk2 × (0, T );V ) and n ≥ 1
2EQ
∫ T
0
〈A(uθ(n)(t))−A(v(t)), u(t)−v(t)〉dt+EQ
∫ T
0
|B(uθ(n)(t))−B(v(t))|2Hdt ≤ 0.
(45)
The weak convergence gives∫ T
0
〈A(uθ(n)(t)), v(t)〉dt→
∫ T
0
〈ξ(t), v(t)〉dt,∫ T
0
〈A(v(t)), uθ(n)(t)〉dt→
∫ T
0
〈A(v(t)), u(t)〉dt, (46)∫ T
0
(B(uθ(n)(t)), B(v(t)))Hdt→
∫ T
0
(η(t), B(v(t)))Hdt
in L2(Ω) weakly. If we assume that
2EQ
∫ T
0
〈ξ(t), u(t)〉dt+ EQ
∫ T
0
|η(t)|2Hdt
≤ lim inf
n→∞
EQ
[
2
∫ T
0
〈A(uθ(n)(t), u− θ(n)(t)〉dt+
∫ T
0
|B(uθ(n)(t))|2H
]
. (47)
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Then it follows from (42), (45) and (46) that for all v ∈ L2(Ωk2 × (0, T );V )
2EQ
∫ t
0
〈ξ(t)− A(v(t)), u(t)− v(t)〉dt+ EQ
∫ t
0
|η(t)−B(v(t))|2Hdt ≤ 0. (48)
The equation (48) impies that in case of v = u, η ≡ B(u), and then
EQ
∫ T
0
〈ξ(t)− A(v(t)), u(t)− v(t)〉dt ≤ 0.
Next we let v(t) = u(t) − βw(t), where β ≥ 0 and w ∈ L2(Ω × (0, T );V ), then
after division by β, we obtain
EQ
∫ T
0
〈ξ(t)− A(u(t)− βw(t)), w(t)〉dt ≤ 0.
When β tends to 0, and using the weak continuity assumption (A4) , yields
EQ
∫ T
0
〈ξ(t)− A(u(t)), w(t)〉dt ≤ 0, for all w ∈ L2(Ω× (0, T );V )
It follows that ξ ≡ A(u). This proves the Theorem until we show the inequality
(47), which will be discussed after proving the Lemmas.
Proof of Lemma 2.6. If we write the equation for the coeﬃcients of un(t) in the
basis of Vn, we obtain a usual ﬁnite dimensional Itô equation, to which the classical
theory does not quite apply, since the coeﬃcients of that equation need not be
Lipschitz. However, this technical point will be omitted to just assume that the
coeﬃcients of the approximate ﬁnite dimensional equation are locally Lipschitz.
Proof of Lemma 2.7. To prove the claim (43), we ﬁrst show that
sup
n
[
sup
0≤t≤T
EQ(|un(t)|2) + EQ
(∫ T
0
‖un(s)‖2ds
)]
<∞. (49)
From (42) and Itô forumla, we deduce for all 1 ≤ k ≤ n,
(un(t), ek)
2 = (u0, ek)
2 + 2
∫ t
0
(un(s), ek)〈A(un(s)), ek〉ds
+ 2
n∑
l=1
∫ t
0
(un(s), ek)(Bl(un(t)), ek)dY
l
s +
n∑
l=1
∫ t
0
(Bl(un(s)), ek)
2ds.
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Summing from k = 1 to k = n, we obtain
|un(t)|2 =
n∑
l=1
(u0, ek)
2 + 2
∫ t
0
〈A(un(s)), un(s)〉ds
+ 2
n∑
l=1
∫ t
0
(Bl(un(t)), un(s))dY
l
s +
n∑
l=1
n∑
k=1
∫ t
0
(Bl(un(s)), ek)
2ds, (50)
from which we deduce that
|un(t)|2 ≤ |u0|2 + 2
∫ t
0
〈A(un(s)), un(s)〉ds
+ 2
n∑
l=1
∫ t
0
(Bl(un(t)), un(s))dY
l
s +
∫ t
0
|Bl(un(s))|2Hds. (51)
Now we take the expectation in the above inequality :
EQ(|un(t)|2) ≤ |u0|2 + 2EQ
(∫ t
0
〈A(un(s)), un(s)〉ds
)
+ EQ
(∫ t
0
|Bl(un(s))|2Hds
)
,
and combine the resulting inequality with assumption (A1), giving
EQ(|un(t)|2 + α
∫ t
0
‖un‖2ds) ≤ |u0|2 + λEQ
(∫ t
0
|un|2ds
)
+ νt. (52)
Combining with Gronwall's Lemma, we conclude that
sup
n
sup
0≤t≤T
EQ(|un(t)|2) <∞, (53)
and combining the last two inequalities, we deduce that
sup
n
EQ
(∫ T
0
|un(t)|2dt
)
<∞. (54)
The estimate of (49) follows from the results (53) and (54). We now take the sup
over t in (55), we get
sup
0≤t≤T
|un(t)|2 ≤ |u0|2 + 2
∫ T
0
〈A(un(s)), un(s)〉ds
+ 2 sup
0≤t≤T
∣∣∣∣∣
n∑
l=1
∫ t
0
(Bl(un(t)), un(s))dY
l
s
∣∣∣∣∣+
∫ T
0
|Bl(un(s))|2Hds. (55)
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Now the Davis-Burkholder-Gundy inequality tells us that
EQ
(
2 sup
0≤t≤T
∣∣∣∣∣
n∑
l=1
∫ t
0
(Bl(un(t)), un(s))dY
l
s
∣∣∣∣∣
)
≤ cEQ
√√√√ n∑
l=1
∫ T
0
(Bl(un(t)), un(s))2dt
≤ cEQ
 sup
0≤t≤T
|un(t)|
√∫ T
0
|B(un(t))|2H

≤ 1
2
EQ
(
sup
0≤t≤T
|un(t)|2
)
+
c2
2
EQ
(∫ T
0
|B(un(t))|2H
)
.
Combining this result with (55) and the assumption (A1) yields
EQ
(
sup
0≤t≤T
|un(t)|2
)
≤ 2|u0|2 + c′EQ
(∫ T
0
(1 + |un(t)|2)dt
)
,
and using this inequalty together with (53) proves the claim
proof of the inequality (47). It follows from (50) that
2EQ
(∫ T
0
〈A(un(t)), un(t)〉dt
)
+EQ
(∫ T
0
|B(un(t))|2Hdt
)
≥ EQ
(|un(T )|2 − |un(0)|2) ,
and from Lemma (2.4) applied to u(t) satisfying (44) that
2EQ
(∫ T
0
〈ξ(t), u(t)〉dt
)
+ EQ
(∫ T
0
|η(t))|2Hdt
)
= EQ
(|u(T )|2 − |u(0)|2) .
Hence (47) is a consequence of the inequality
EQ
(|u(T )|2 − |u(0)|2) ≤ lim inf
n→∞
EQ
(|un(T )|2 − |un(0)|2) .
But clearly un(0) =
∑n
k=1(u0, ek)ek → u0 in H. Hence the result will follow
from the convexity of the mapping ζ → EQ(|ζ|2) from L2(Ω∞2 ,FYT , Q;H) into R,
provided we show that un(T ) → u(T ) in L2(Ω∞2 ,FYT , Q;H) weakly. Since the
sequence {un(T ), n ≥ 1} is bounded in L2(Ω∞2 ,FYT , Q;H), we can assume without
Without loss of generality that the subsequence has been choosen in such a way
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that un(T ) converges weakly in L
2(Ω∞2 ,FYT , Q;H) as n→∞. On the other hand,
for any n0 and v ∈ Vn0 , whenever n ≥ n0,
(un(T ), v) = (u0, v) +
∫ T
0
〈A(un(t)), v〉dt+
n∑
l=1
∫ T
0
(Bl(un(t)), v)dY
l
t .
The right-hand side converges weakly in L2(Ω∞2 ,FYT , Q;H) towards
(u0, v) +
∫ T
0
〈ξ(t), v〉dt+
∞∑
l=1
∫ T
0
(η(t), v)dY lt = (u(T ), v).
The result follows.
2.3 Application to The Unnormalized Conditional Density
Now after proving that the assumptions (A1), (A2), (A3) and (A4) ensure the
existence and the uniqueness of the solution of the SPDE (39), we shall check
their applications to the case of the unnormalized conditional density equation
dqt(x) = Aqt(x)dt+
k∑
l=1
Blqt(x)dY
l
t , x ∈ Rd, q0 ∈ L2(Rd),
if we let the linear operators be
Au = L∗t,Y u
=
1
2
d∑
i,j=1
∂
∂xi
(
aij
∂u
∂xj
)
+
d∑
i=1
∂
∂xi
((
1
2
d∑
j=1
∂aij
∂xj
− bi
)
u
)
=
(
1
2
d∑
i,j=1
∂2(aiju)
∂xi∂xj
−
d∑
i=1
∂(biu)
∂xi
)
,
Blu = (L
1
t,Y )
∗u
= −
d∑
i=1
gil
∂u
∂xi
+
(
hl −
d∑
i=1
∂gil
∂xi
)
u
=
(
hlu−
d∑
i=1
∂(gilu)
∂xi
)
, 1 ≤ l ≤ k.
Remark 2.8. Since the operators A and Bl, l ∈ {1, . . . , k}, are linear, it is enough
to check the coercivity property (A1) for these operators. Thus the assumptions
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(A2), (A3) and (A4) are to consolide the arguments in the case of non-linearity.
However, a continuous linear operator is continuous for the weak topologies, a
nonlinear opeartor which is continuous for the strong topologies, typically fails to
be continuous with respect to the weak topologies (see [7])
Now, we assume that the mappings x 7→ aij(t, Y, x), x 7→ gil(t, Y, x), are ele-
ments of C2b (Rd) for all 1 ≤ i, j ≤ d, 1 ≤ l ≤ k. We shall consider the Sobolev
spaces H = H0(Rd) = L2(Rd) and
V = H1(Rd) = {u ∈ L2(Rd); ∂
∂xi
u ∈ L2(Rd), 1 ≤ i ≤ d} ⊂ L2(Rd).
V ′ which is the dual of V is identiﬁed with H−1(Rd) with A : H1(Rd)→ H−1(Rd),
and Bl : H
1(Rd)→ L2(Rd), 1 ≤ l ≤ k. Then
2〈Au, u〉 =2
(
1
2
d∑
i,j=1
∂2(aiju)
∂xi∂xj
−
d∑
i=1
∂(biu)
∂xi
, u
)
=
(
d∑
i,j=1
∂2(aiju)
∂xi∂xj
, u
)
− 2
(
d∑
i=1
∂(biu)
∂xi
, u
)
=
d∑
i,j=1
(
∂
∂xi
(
u
∂aij
∂xj
+ aij
∂
∂xj
u
)
, u
)
+ 2
d∑
i=1
(
u, bi
∂u
∂xi
)
=
d∑
i,j=1
{(
∂
∂xi
(
aij
∂u
∂xj
)
, u
)
+
(
∂
∂xi
(
u
∂aij
∂xj
)
, u
)}
+ 2
d∑
i=1
(
u, bi
∂u
∂xi
)
=−
d∑
i,j=1
{(
∂u
∂xj
, aij
∂u
∂xi
)
+
(
∂u
∂xi
∂aij
∂xj
+ u
∂2aij
∂xixj
, u
)}
+ 2
d∑
i=1
(
u, bi
∂u
∂xi
)
=−
d∑
i,j=1
{(
∂u
∂xj
, aij
∂u
∂xi
)
+
(
∂u
∂xi
∂aij
∂xj
, u
)
+
(
u
∂2aij
∂xixj
, u
)}
+ 2
d∑
i=1
(
u, bi
∂u
∂xi
)
=−
d∑
i,j=1
∫
Rd
aij(x)
∂u(x)
∂xj
∂u(x)
∂xi
dx+
d∑
i=1
∫
Rd
u(x)
∂u(x)
∂xi
(
d∑
j=1
∂aij(x)
∂xj
+ 2bi(x)
)
dx
+
∫
Rd
u2(x)
(
d∑
i,j=1
∂2aij(x)
∂xixj
)
dx.
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k∑
l=1
|Blu|2 =
k∑
l=1
∣∣∣∣hlu− d∑
i=1
∂(gilu)
∂xi
∣∣∣∣2
=
k∑
l=1
(
hlu−
d∑
i=1
∂(gilu)
∂xi
, hlu−
d∑
i=1
∂(gilu)
∂xi
)
=
k∑
l=1
{
(hlu, hlu)− 2
d∑
i=1
(
hlu,
∂(gilu)
∂xi
)
+
d∑
i,j=1
(
∂(gilu)
∂xi
,
∂(gjlu)
∂xj
)}
=
∫
Rd
u2(x)‖h(x)‖2dx− 2
k∑
l=1
d∑
i=1
∫
Rd
hl(x)
∂gil(x)
∂xi
u2(x) + hl(x)gil(x)u(x)
∂u(x)
∂xi
dx
+
d∑
i,j=1
∫
Rd
(gg∗)ij(x)
∂u(x)
∂xi
∂u(x)
∂xj
dxdx+
d∑
i=1
∫
Rd
u2(x)
(
k∑
l=1
∂2gil(x)
∂x2i
)
dx
+ 2
d∑
i=1
∫
Rd
u(x)
∂u(x)
∂xi
(
k∑
l=1
gil(x)
)
dx
=
d∑
i,j=1
∫
Rd
(gg∗)ij(x)
∂u(x)
∂xi
∂u(x)
∂xj
dx+
d∑
i=1
∫
Rd
u(x)
∂u(x)
∂xi
(
2
k∑
l=1
gil(x) (1− hl(x))
)
dx
+
∫
Rd
u2(x)
(
‖h(x)‖2 +
d∑
i=1
k∑
l=1
(
∂2gil(x)
∂x2i
− 2hl(x)∂gil(x)
∂xi
))
dx.
Combining these two results, we obtain
2〈Au, u〉+
k∑
l=1
|Blu|2 =
d∑
i,j=1
∫
Rd
(gg∗ − a)ij(x)∂u(x)
∂xi
∂u(x)
∂xj
dx
+
d∑
i=1
∫
Rd
ci(x)u(x)
∂u(x)
∂xi
dx+
∫
Rd
u2(x)d(x)dx
where
ci(x) = 2bi(x) +
d∑
j=1
∂aij(x)
∂xj
+ 2
k∑
l=1
gil(x) (1− hl(x)) ,
di(x) = ‖h(x)‖2 +
d∑
i,j=1
∂2aij(x)
∂xixj
+
d∑
i=1
k∑
l=1
(
∂2gil(x)
∂x2i
− 2hl(x)∂gil(x)
∂xi
)
,
−ff ∗ = gg∗ − a.
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Whenever ff ∗(x) > βI > 0 for all x ∈ Rd, i.e.
2〈Au, u〉+
k∑
l=1
|Blu|2 <− β
∫
Rd
∇∗u(x)∇u(x)dx
+
∫
Rd
u(x)(c1(x), · · · , cd(x))∗∇u(x)dx
+
∫
Rd
u2(x)d(x)dx,
the coercivity assumption is satisﬁed with any α < β, some λ > 0 and ν = 0.
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3 Filtering Using counting Process Observations
In this section, we will establish the ﬁltering equation with respect to counting
process observation. In here, the two processes in interest are deﬁned, the state
process {Xt, t ≥ 0}, and the counting process observation {Yt, t ≥ 0}. We consider
that FYt = σ(Ys, s ≤ t) is the σ-algebra generated by the observations. Both
processes Yt and Xt are deﬁned on some probability space (Ω,F, P ) equipped
with the ﬁltration {Ft} with respect to which all our processes will be adapted.
Abviously, FYt ⊂ Ft for all t ≥ 0.
For the observation counting process Yt, we shall assume that:
 Yt ≥ 0 for all t ≥ 0, with Y0 = 0,
 trajectories Yt are Ft-adapted and piecewise continuous,
 is right continuous with limits on the left,
 Yt with jumps ∆Y ∈ {0, 1}, and with bounded non-negative Ft-adapted
intensity λ(t, Y,Xt) which is right continuous with limits on the left, such
that
Mt = Yt −
∫ t
0
λ(s, Y,Xs)ds = Yt − Λt (56)
is (P,Ft)-martingale, where Λt is the compensator of Yt. This result can be
also attained using Doob-Meyer decomposition of Y , i .e. Yt = Λt +Mt.
Now, to proceed to the ﬁltering equation of Xt using the counting process
observation Yt, assumptions for existence of strong solution done by Protter, (see
[5]), help to set our stochastic system under the probability P as
dXt = b(t, Y,Xt)dt+ a(t, Y,Xt)dWt, (57)
dYt = λt(t, Y,Xt)dt+ dMt, (58)
where Wt is a standart Brownian motion, Mt is a martingale, and the real-valued
functions b and a assumed to be bounded and Lipschitz.. The observation process
Yt is a counting process with bounded intensity λt which depends on the state
process Xt .
Indeed, we will follow the same steps taken in the previous section for the
continuous process. So, we shall use Girsanov's change of measure Theorem for
counting process that transforms our observation counting process into a Poisson
process with unit intensity with respect to new measure, that is the reference
measure under which the new process will be independant of the state process.
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So, under the new measure Q, the stochastic system of interest is
dXt = b(t, Y,Xt)dt+ a(t, Y,Xt)dWt, (59)
dYt = 1dt+ dM˜t, (60)
where M˜t is Q-martingale.
Theorem 3.1. Let Y be an unit Poisson process on (Ω,F, Q) that is Ft-adapted.
If λ is non-negative, Ft-adapted , right continuous with limits on the left, and
satisﬁes ∫ t
0
λ(s)ds <∞, for t ≥ 0,
then
Z(t) = exp
{∫ t
0
lnλ(s)dYs −
∫ t
0
(λ(s)− 1)ds
}
(61)
satisﬁes
Z(t) = 1 +
∫ t
0
Z(s−)(λ(s)− 1)(dYs − ds), (62)
and is Q-martingale. If for all t EQ(Z(t)) = 1 and we deﬁne dPt = Z(t)dQt on
Ft such that P  Q, then Yt −
∫ t
0
λ(s)ds is P -martingale.
Proof. We have
Z(t) = exp
{∫ t
0
lnλ(s)dYs −
∫ t
0
(λ(s)− 1)ds
}
=E
(∫ t
0
(λ(s)− 1)(dYs − ds)
)
,
and
dZt = Zt−(λ(t)− 1)(dYt − dt),
where dYt − dt is a Q-martingale. So,
Mt = Yt −
∫ t
0
λsds
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is a P -martingale if and only if (MtZt) is a a Q-martingale. To check this, we
compute the following
d(MtZt) =Zt−dMt +Mt−dZt + d[M,Z]t
=Zt−(dYt − λ(t)dt) +Mt−dZt + Zt−(λ(t)− 1)d[Y, Y ]t
=Zt−(dYt − dt)− Zt−(λ(t)− 1)dt+Mt−dZt + Zt−(λ(t)− 1)dYt
=Zt−(dYt − dt) +Mt−dZt + Zt−(λ(t)− 1)(dYt − dt).
This means that (MtZt) is a Q-martingale, since all its terms are so.
We deduce from the Theorem our change of measure
Zt =
dPt
dQt
= exp
{∫ t
0
lnλ(s)dYs −
∫ t
0
(λ(s)− 1)ds
}
, (63)
which is the solution of the equation
Z(t) = 1 +
∫ t
0
Z(s−)(λ(s)− 1)(dYs − ds). (64)
We shall now construct the unnormalized-Zakai equation. But, before doing this,
an immediat Theorem has to be introduced.
Theorem 3.2. Let Ht = H(t, Y,Xt) be a Ft-adapted process which is not neces-
sarily (FYt )-adapted. Then
EQ
(∫ t
0
Hsds
∣∣∣∣FYt ) = ∫ t
0
EQ(Hs|FYs )ds,
and if ∫ t
0
EQ(H
2
s )ds <∞,
we have
EQ
(∫ t
0
HsdYs
∣∣∣∣FYt ) =∫ t
0
EQ(Hs|FYs )dYs, (65)
EQ
(∫ t
0
HsdWs
∣∣∣∣FYt ) =0. (66)
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Proof. Let A ∈ FYt . By Fubini Theorem and the deﬁnition of the conditional
expectation
EQ
(
1A
∫ t
0
Hsds
)
= EQ
(
1A
∫ t
0
EQ(Hs|FYt )ds
)
.
We have Hs ∈ Fs and FYt = FYs ∨ σ (Yu − Ys : u ∈ (s, t)). Since (Yu − Ys) is
independent of Fs under Q, for all u ≥ s, then EQ(Hs|FYt ) = EQ(Hs|FYs ), which
means that
EQ
(∫ t
0
Hsds
∣∣∣∣FYt ) = ∫ t
0
EQ(Hs|FYs )ds.
The same argument can be used to show that
EQ
(∫ t
0
HsdYs
∣∣∣∣FYt ) = ∫ t
0
EQ(Hs|FYs )dYs.
For the last equation, we use the martingale representation property of Poisson
process in Poisson ﬁltration
1A = Q(A) +
∫ t
0
Ks(dYs − ds)
for some K ∈ L2([0, t] × Ω) adapted to FYt and where (Yt − t) is a Q-martingale
independent of Wt to obtain
EQ
(
1A
∫ t
0
HsdWs
)
=Q(A)EQ
(∫ t
0
HsdWs
)
+ EQ
(∫ t
0
Ks(dYs − ds)
∫ t
0
HsdWs
)
=Q(A)EQ
(∫ t
0
HsdWs
)
+ 0
=0.
The ﬁrst term vanishes because of the condition∫ t
0
EQ(H
2
s )ds <∞
that makes the stochastic integral a genuine martingale. And the second term is
equal to zero due to the independence.
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Now, deﬁning for any function φ ∈ C2b the "modiﬁed" unnormalized ﬁlter
assosiated to the system
dXt = b(t, Y,Xt)dt+ a(t, Y,Xt)dWt,
dYt = 1dt+ dM˜t,
by
σt(φ) , EQ(φ(Xt)Zt|FYt ),
Therefore, the following conditional likelihood ratio holds
pit(φ) =
σt(φ)
σt(1)
= EP (φ(Xt)|FYt ).
Theorem 3.3. The unnormalized ﬁlter σt(φ) solves the following stochastic partial
diﬀerential equation
σt(φ) = σ0(φ) +
∫ t
0
σs(Lφ)ds+
∫ t
0
σs−(φ(λs − 1))(dYs − ds), (67)
where L denote the inﬁnitesimal generator of the stochastic process (Xt).
Proof. By using Ito calculus for φ(x) , the inﬁnitesimal generator of the the prcess
Xt has the form
(Lφ)(x) =
1
2
a2(t, Y, x)
∂2φ
∂x2
(x) + b(t, Y, x)
∂φ
∂x
(x),
and
dφ(Xt) = L(φ(Xt))dt+ φ
′(Xt)dWt.
Since
Zt = 1 +
∫ t
0
Zs−(λs − 1)(dYs − ds),
the diﬀerential d(φ(Xt)Zt) is given by
d(φ(Xt)Zt) = Ztd(φ(Xt)) + φ(Xt)dΛt
= ZtL(φ(Xt))dt+ Ztφ
′(Xt)dWt + φ(Xt)(λ(t)− 1)Zt−(dYt − dt),
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which is equivalent to
φ(Xt)Zt =φ(X0) +
∫ t
0
ZsL(φ(Xs))ds
+
∫ t
0
Zsφ
′(Xs)dWs +
∫ t
0
φ(Xs)(λ(s)− 1)Zs−(dYs − ds). (68)
Introducing the conditional expectation gives
EQ(φ(Xt)Zt|FYt ) =EQ(φ(X0)|FYt ) + EQ
(∫ t
0
ZsL(φ(Xs))ds
∣∣∣∣FYt )
+ EQ
(∫ t
0
Zsφ
′(Xs)dWs
∣∣∣∣FYt )
+ EQ
(∫ t
0
φ(Xs)(λ(s)− 1)Zs−(dYs − ds)
∣∣∣∣FYt ) .
We evaluate these expectations by using the Theorem (3.2) which gives
EQ(φ(X0)|FYt ) = σ0(φ), (69)
EQ
(∫ t
0
ZsL(φ(Xs))ds
∣∣∣∣FYt ) = ∫
0
σs(L(φ(Xs)))ds, (70)
EQ
(∫ t
0
Zsφ
′(Xs)dWs
∣∣∣∣FYt ) = 0, (71)
EQ
(∫ t
0
φ(Xs)(λ(s)− 1)Zs−(dYs − ds)
∣∣∣∣FYt ) = ∫
0
σs−(φ(λs − 1))(dYs − ds).
(72)
Given the Bayes formula
pit(φ) =
σt(φ)
σt(1)
= σt(φ)σt(1)
−1,
we wish to formulate a "modiﬁed" Kushner-Stratonovich equation for the ﬁlter pit
while Yt being a Poisson process. Therefore
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σt(1) =EQ(Zt|FYt )
=EQ
(
1 +
∫ t
0
Zs−(λs − 1)(dYs − ds)|FYt
)
=1 +
∫ t
0
EQ
(
Zs−(λs − 1)|FYs
)
(dYs − ds)
=1 +
∫ t
0
σt(1)
EQ
(
Zs−(λs − 1)|FYs
)
σt(1)
(dYs − ds)
=1 +
∫ t
0
σt(1)pis−(λ− 1)(dYs − ds)
=1 +
∫ t
0
σt(1)(pis−(λ)− 1)(dYs − ds).
On the other hand, if we denoted, for all t ≥ 0, by Z˜t the conditional exepectation
of Zt under Q, i.e, Z˜t , EQ(Zt|FYt ) = σt(1), we can write then
Z˜t =EQ(Zt|FYt ) = EQ(1 +
∫ t
0
Zs−(λs − 1)(dYs − ds)|FYt )
=1 +
∫ t
0
EQ
(
Zs−(λs − 1)|FYs
)
(dYs − ds)
=1 +
∫ t
0
Z˜s−(λ˜s − 1)(dYs − ds),
where λ˜s , EQ(λs|FYs ) and Z˜t− is Q-martingale adapted to FYt . Comparing the
expression of Z˜t to the one of σt(1), we deduce that λ˜t = pit−(λ), which means that
EQ(λs|FYs )) = EP (λs−|FYs ). Now, to ﬁnd pit, an expression for σt(1)−1 is needed.
For simplicity, we shall keep for a while the new notations Z˜t and λ˜t instead of
σt(1) and pit−(λ) .
In fact, Ito formula shows for every real valued C2 function, and for every semi-
martingale X, that
f(Xt) =f(X0) +
∫ t
0
f ′(Xs−)dXs +
1
2
∫ t
0
f ′′(Xs−)d[Xc, Xc]s∑
0≤s≤t
(f(Xs)− f(Xs−)− f ′(Xs−)4Xs)
whereXc is the continuous local martingale in the decomposition ofX, and4Xs =
Xs − Xs−. Here we have Xt = Z˜t, and f(x) = x−1. At ﬁrst, we set f(X0) = 1,
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and we notice that the second term vanishes
1
2
∫ t
0
f ′′(Xs−)d[Xc, Xc]s = 0.
If a jump happened at time s, the value of f(X) change by f(Xs) − f(Xs−),
the jump in Xs will produce a discontinuity in f
′(Xs−)dXs with jump of size
f ′(Xs−)4Xs = f ′(Xs−)(Xs −Xs−),
which means that the correct jump of f(Xs)− f(Xs−) is the term∑
0≤s≤t
(f(Xs)− f(Xs−)− f ′(Xs−)4Xs).
Hence using the relation
Z˜t
Z˜t−
= λ˜t , i.e. Z˜t = λ˜tZ˜t−
helps us to represent f(Xt). So for a jump event at time s, we obtain
f(Xs)−f(Xs−) = 1
Z˜s
− 1
Z˜s−
=
Z˜s− − Z˜s
Z˜sZ˜s−
=
Z˜s− − (λ˜sZ˜s−)
Z˜sZ˜s−
= − λ˜s − 1
Z˜s
= − λ˜s − 1
λ˜sZ˜s−
,
and for no jump at time s, f(Xs)− f(Xs−) = 0 . So for both cases we have
f(Xs)− f(Xs−) = − λ˜s − 1
λ˜sZ˜s−
4Ys. (73)
The other term in the sum is computed as following
f ′(Xs−)4Xs =− 1
Z˜2s−
4Z˜s = − 1
Z˜s−
(
4Z˜s
Z˜s−
)
= − 1
Z˜s−
(
Z˜s − Z˜s−
Z˜s−
)
=− 1
Z˜s−
(
(λ˜sZ˜s−)− Z˜s−
Z˜s−
)
=− λ˜s − 1
Z˜s−
,
which means that for both jumping and non-jumping cases it is
f ′(Xs−)4Xs = − λ˜s − 1
Z˜s−
4Ys. (74)
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From the equation (74), we deduce the second term in Ito formula∫ t
0
f ′(Xs−)dXs = −
∫ t
0
λ˜s − 1
Z˜s−
(dYs − ds). (75)
The terms (73) and (74) will form the sum given by Ito formula
∑
0≤s≤t
(f(Xs)− f(Xs−)− f ′(Xs−)4Xs) =
∑
0≤s≤t
(
− λ˜s − 1
λ˜sZ˜s−
4Ys + λ˜s − 1
Z˜s−
4Ys
)
,
and this sum can be extended equivalently to the integral form as
∑
0≤s≤t
(
− λ˜s − 1
λ˜sZ˜s−
4Ys + λ˜s − 1
Z˜s−
4Ys
)
=
∫ t
0
(
− λ˜s − 1
λ˜sZ˜s−
dYs +
λ˜s − 1
Z˜s−
dYs
)
= −
∫ t
0
λ˜s − 1
λ˜sZ˜s−
dYs +
∫ t
0
λ˜s − 1
Z˜s−
dYs. (76)
Finally, we replace (75) and (76) together with f(X0) = 1 inside the Ito formula,
we obtain
σt(1)
−1 = Z˜−1t =1−
∫ t
0
λ˜s − 1
Z˜s−
(dYs − ds)−
∫ t
0
λ˜s − 1
λ˜sZ˜s−
dYs +
∫ t
0
λ˜s − 1
Z˜s−
dYs
=1−
∫ t
0
(
λ˜s − 1
λ˜sZ˜s−
)
(dYs − λ˜sds). (77)
As the expression (77) for Z˜−1t was found, it is considered to be a useful tool
to determine the equation for the ﬁlter pit .
Theorem 3.4. For any function φ ∈ C2b , the ﬁlter pit(φ) solves the following
stochastic partial diﬀerential equation
pit(φ) = pi0(φ) +
∫ t
0
pis(Lφ)ds+
∫ t
0
{
pis−(λφ)− pis−(φ)pis−(λ)
pis−(λ)
}
(dYs − pis(λ)ds)
(78)
Proof. We have
pit(φ) = σt(φ)Z˜t
−1
,
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where
Z˜−1t = 1−
∫ t
0
(
λ˜s − 1
λ˜sZ˜s−
)
(dYs − λ˜sds),
and
σt(φ) = σ0(φ) +
∫ t
0
σs(Lφ)ds+
∫ t
0
σs−(φ(λs − 1))(dYs − ds).
By Ito formula
dpit(φ) = d(σt(φ)Z˜
−1
t )
= σt(φ)d(Z˜
−1
t ) + Z˜
−1
t dσt(φ) +
∑
0≤s≤t
4Z˜−1s 4σs(φ)
= σt(φ)
(
− λ˜t − 1
λ˜tZ˜t−
)
(dYt − λ˜tdt) + Z˜−1t
(
σt(Lφ)dt+ σt−(φ(λt − 1))(dYt − dt)
)
− σt−(φ(λt − 1)) λ˜t − 1
λ˜tZ˜t−
dYt
= −σt(φ)
(
pit−(λ)− 1
pit−(λ)Z˜t−
)
(dYt − pit(λ)dt) + Z˜−1t
(
σt(Lφ)dt+ σt−(φ(λt − 1))(dYt − dt)
)
− σt−(φ(λt − 1))pit−(λ)− 1
pit−(λ)Z˜t−
dYt
= −pit−(φ)
(
pit−(λ)− 1
pit−(λ)
)
(dYt − pit(λ)dt) + pit(Lφ)dt
+
(
pit−(φλt)− pit−(φ)
)
(dYt − dt)−
(
pit−(φλt)− pit−(φ)
)(
pit−(λ)− 1
pit−(λ)
)
dYt
= pit(Lφ)dt+
(
pit−(φλt)− pit−(φ)pit−(λt)
pit−(λ)
)
(dYt − pit(λ)dt),
which leads to
pit(φ) = pi0(φ) +
∫ t
0
pis(Lφ)ds+
∫ t
0
{
pis−(λφ)− pis−(φ)pis−(λ)
pis−(λ)
}
(dYs − pis(λ)ds)
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