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Abstract
Vertex operator approach is a powerful method to study exactly solvable models. We review
recent progress of vertex operator approach to semi-infinite spin chain. (1) The first progress is a
generalization of boundary condition. We study Uq(ŝl(2)) spin chain with a triangular boundary,
which gives a generalization of diagonal boundary [3, 4]. We give a bosonization of the boundary
vacuum state. As an application, we derive a summation formulae of boundary magnetization. (2)
The second progress is a generalization of hidden symmetry. We study supersymmetry Uq(ŝl(M |N))
spin chain with a diagonal boundary [9]. By now we have studied spin chain with a boundary,
associated with symmetry Uq(ŝl(N)), Uq(A
(2)
2 ) and Uq,p(ŝl(N)) [5, 6, 7], where bosonizations of vertex
operators are realized by ”monomial” . However the vertex operator for Uq(ŝl(M |N)) is realized by
”sum”, a bosonization of boundary vacuum state is realized by ”monomial”.
1
1 Introduction
There have been many developments in exactly solvable lattice models. Various models were found to
be solvable and various methods were invented to solve these models. Vertex operator approach is a
powerful method to study exactly solvable lattice models. Solvability of lattice models is understood by
means of commuting transfer matrix. The half transfer matrices are called ”vertex operators” and are
identified with the intertwiners of the irreducible highest weight representations of the quantum affine
algebras Uq(g). This identification is basis of vertex operator approach. Vertex operator approach to
boundary problem has been extended as generalizations of the theory on half-infinite XXZ spin chain
with a diagonal boundary [2]. In this paper we review recent progress of vertex operator approach to
semi-infinite spin chain with a boundary. We start from solutions of the boundary Yang-Baxter equation,
and introduce the transfer matrices in terms of a product of vertex operators. We diagonalize the transfer
matrices by using bosonizations of the vertex operators, and study correlation functions.
The plan of the paper is as follows. In section 2 we study Uq(ŝl(2)) spin chain with a triangular
boundary, which is a generalization of diagonal boundary. We give a bosonization of the boundary vacuum
state, and calculate boundary magnetization. In section 3 we study supersymmetry Uq(ŝl(M +1|N +1))
spin chain with a diagonal boundary. We give bosonizations of boundary vacuum states. In section 4 we
summarize a conclusion. Throughout this paper we use the following abbreviations.
[n]q =
qn − q−n
q − q−1 , (z; p)∞ =
∞∏
m=0
(1− pmz), θm =
 1 (m : even),0 (m : odd). (1.1)
2 XXZ spin chain with a triangular boundary
2.1 Transfer matrix
The first progress is a generalization of boundary condition. We study XXZ spin chain with a triangular
boundary [3, 4]. The Hamiltonian H
(±)
B is given by
H
(±)
B = −
1
2
∞∑
k=1
(σxk+1σ
x
k + σ
y
k+1σ
y
k +∆σ
z
k+1σ
z
k)−
1− q2
4q
1 + r
1− rσ
z
1 −
s
1− rσ
±
1 , (2.1)
where σx, σy, σz, σ± are the standard Pauli matrices. In what follows we set V = Cv+ ⊕Cv−. Consider
the infinite dimensional vector space · · · ⊗ V3 ⊗ V2 ⊗ V1, where the matrices Vj are copies of V . Let us
introduce the subspace H(i) (i = 0, 1) of the half-infinite spin chain by
H(i) = Span{· · · ⊗ vp(N) ⊗ · · · ⊗ vp(2) ⊗ vp(1)| p(N) = (−1)N+i (N ≫ 1)}, (2.2)
where p : N → {±}. Here we consider the model in the limit of half-infinite spin chain, in the massive
regime where ∆ = q+q
−1
2 , −1 < q < 0, −1 ≤ r ≤ 1, s ∈ R. The Hamiltonian H
(±)
B acts on the subspace
H(i). In Sklyanin’s framework [1], the transfer matrix T̂ (±,i)B (ζ; r, s) that is a generating function of the
Hamiltonian H
(±)
B was introduced. It is built from two objects: the R-matrix and the K−matrix. We
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introduces the R-matrix R(ζ) by
R(ζ) =
1
κ(ζ)

1
(1− ζ2)q
1− q2ζ2
(1− q2)ζ
1− q2ζ2
(1− q2)ζ
1− q2ζ2
(1− ζ2)q
1− q2ζ2
1

. (2.3)
Here we have set κ(ζ) = ζ (q
4ζ2;q4)∞(q
2/ζ2;q4)∞
(q4/ζ2;q4)∞(q2ζ2;q4)∞
. The matrix elements of R(ζ) ∈ End(V ⊗ V ) are given by
R(ζ)vǫ1 ⊗ vǫ2 =
∑
ǫ′1,ǫ
′
2=± vǫ
′
1
⊗ vǫ′
2
R(ζ)ǫ1ǫ2ǫ′1ǫ′2
, where the ordering of the index is given by v+ ⊗ v+, v+ ⊗
v−, v− ⊗ v+, v− ⊗ v−. Rij(ζ) acts as R(ζ) on the i-th and j-th components and as identity elsewhere.
The R-matrix R(ζ) satisfies the Yang-Baxter equation.
R12(ζ1/ζ2)R13(ζ1/ζ3)R23(ζ2/ζ3) = R23(ζ2/ζ3)R13(ζ1/ζ3)R12(ζ1/ζ2). (2.4)
The normalization factor κ(ζ) is determined by the following unitarity and crossing symmetry condi-
tions: R12(ζ)R21(ζ
−1) = 1, R(ζ)ǫ
′
2ǫ1
ǫ2ǫ′1
= R(−q−1ζ−1)−ǫ
′
1ǫ
′
2−ǫ1ǫ2 . Also, we introduce the triangular K-matrix
K(±)(ζ) = K(±)(ζ; r, s) by
K(+)(ζ; r, s) =
ϕ(ζ2; r)
ϕ(ζ−2; r)
 1− rζ2ζ2 − r sζ(ζ2 − ζ−2)ζ2 − r
0 1
 , (2.5)
K(−)(ζ; r, s) =
ϕ(ζ2; r)
ϕ(ζ−2; r)
 1− rζ
2
ζ2 − r 0
sζ(ζ2 − ζ−2)
ζ2 − r 1
 , (2.6)
where we have set ϕ(z; r) = (q
4rz;q4)∞(q
6z2;q8)∞
(q2rz;q4)∞(q8z2;q8)∞
. The matrix elements of K(±)(ζ) ∈ End(V ) are given
by K(±)(ζ)vǫ =
∑
ǫ′=± vǫ′K
(±)(ζ)ǫǫ′ , where the ordering of the index is given by v+, v−. The K-matrix
K(±)(ζ) satisfies the boundary Yang-Baxter equation :
K
(±)
2 (ζ2)R21(ζ1ζ2)K
(±)
1 (ζ1)R12(ζ1/ζ2) = R21(ζ1/ζ2)K
(±)
1 (ζ1)R12(ζ1ζ2)K
(±)
2 (ζ2). (2.7)
The normalization factor ϕ(z; r) is determined by the following boundary unitarity and boundary crossing
symmetry : K(±)(ζ)K(±)(ζ−1) = 1,K(±)(−q−1ζ−1)ǫ2ǫ1 =
∑
ǫ′1,ǫ
′
2=±R(−qζ
2)−ǫ1ǫ2ǫ′1−ǫ′2K
(±)(ζ)ǫ
′
1
ǫ′2
. We introduce
the vertex operators Φ̂
(1−i,i)
ǫ (ζ) (ǫ = ±) which act on the space H(i) (i = 0, 1). Matrix elements are given
by products of the R-matrix as follows:
(Φ̂(1−i,i)ǫ (ζ))
···p(N)′···p(2)′p(1)′
···p(N)···p(2) p(1) = limN→∞
∑
µ(1),µ(2),···,µ(N)=±
N∏
j=1
R(ζ)
µ(j) p(j)′
µ(j−1) p(j), (2.8)
where µ(0) = ǫ and µ(N) = (−1)N+1−i. We expect that the vertex operators Φ̂(1−i,i)ǫ (ζ) give rise to
well-defined operators. We set Φ̂
∗(1−i,i)
ǫ (ζ) = Φ̂
(1−i,i)
−ǫ (−q−1ζ). Following the strategy [2] we introduce
the transfer matrix T̂
(±,i)
B (ζ; r, s) using the vertex operators.
T̂
(±,i)
B (ζ; r, s) =
∑
ǫ1,ǫ2=±
Φ̂∗(i,1−i)ǫ1 (ζ
−1)K(±)(ζ; r, s)ǫ2ǫ1Φ̂
(1−i,i)
ǫ2 (ζ). (2.9)
3
Heuristic arguments suggest that the transfer matrix commutes :
[T̂
(±,i)
B (ζ1; r, s), T̂
(±,i)
B (ζ2; r, s)] = 0 for any ζ1, ζ2. (2.10)
The Hamiltonian H
(±)
B (2.1) is obtained as
d
dζ
T̂
(±,i)
B (ζ; r, s)
∣∣∣∣
ζ=1
=
4q
1− q2H
(±)
B + const. (2.11)
We are interested in diagonalization of the transfer matrix T̂
(±,i)
B (ζ; r, s).
2.2 Vertex operator approach
We formulate the vertex operator approach to the half-infinite XXZ spin chain with a triangular bound-
ary. Let Vζ the evaluation representation of Uq(ŝl(2)). Let V (Λi) the irreducible highest weight Uq(ŝl(2))
representation with the fundamental weights Λi (i = 0, 1). We introduce the vertex operators Φ
(1−i,i)
ǫ (ζ)
as the intertwiner of Uq(ŝl(2)):
Φ(1−i,i)(ζ) : V (Λi) −→ V (Λ1−i)⊗ Vζ , Φ(1−i,i)(ζ) · x = ∆(x) · Φ(1−i,i)(ζ), (2.12)
for x ∈ Uq(ŝl(2)). We set the elements of the vertex operators : Φ(1−i,i)(ζ) =
∑
ǫ Φ
(1−i,i)
ǫ (ζ) ⊗ vǫ.
We set Φ
∗(1−i,i)
ǫ (ζ) = Φ
(1−i,i)
−ǫ (−q−1ζ). Following the strategy of [2], as the generating function of the
Hamiltonian H
(±)
B we introduce the “renormalized” transfer matrix T
(±,i)
B (ζ; r, s) :
T
(±,i)
B (ζ; r, s) = g
∑
ǫ1,ǫ2=±
Φ∗(i,1−i)ǫ1 (ζ
−1)K(±)(ζ; r, s)ǫ2ǫ1Φ
(1−i,i)
ǫ2 (ζ), g =
(q2; q4)∞
(q4; q4)∞
. (2.13)
Following strategy [2], we study our problem upon the following identification:
T
(±,i)
B (ζ; r, s) = T̂
(±,i)
B (ζ; r, s),Φ
(1−i,i)
ǫ (ζ) = Φ̂
(1−i,i)
ǫ (ζ),Φ
∗(1−i,i)
ǫ (ζ) = Φ̂
∗(1−i,i)
ǫ (ζ). (2.14)
The point of using the vertex operators Φ
(1−i,i)
ǫ (ζ) associated with Uq(ŝl(2)) is that they are well-defined
objects, free from the difficulty of divergence. It is convenient to diagonalize the “renormalized” transfer
matrix T
(±,i)
B (ζ; r, s) instead of the Hamiltonian H
(±)
B .
2.3 Boundary vacuum state
We are interested in bosonizations of the boundary vacuum states B〈i;±| given by
B〈i;±|T (±,i)B (ζ; r, 0) = Λ(i)(ζ; r)B〈i;±|, (2.15)
for i = 0, 1. Here we have set Λ(0)(ζ; r) = 1 and Λ(1)(ζ; r) = 1ζ2
Θ
q4 (rζ
2)Θ
q4 (q
2rζ−2)
Θ
q4 (rζ
−2)Θ
q4 (q
2rζ2) , where Θp(z) =
(p; p)∞(z; p)∞(p/z; p)∞. We introduce bosons am (m 6= 0) and the zero-mode operator ∂, α by
[am, an] = δm+n,0
[2m]q[m]q
m
(m,n 6= 0), [∂, α] = 2. (2.16)
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The relation between the zero-mode and the fundamental weights are given by [∂,Λ0] = 0 and Λ1 =
Λ0+
α
2 . Using the bosonization of the vertex operators Φ
(1−i,i)
ǫ (ζ) we have a bosonization of the boundary
vacuum state. The boundary vacuum states B〈i;±| are realized by
B〈0;+| = B〈0| expq (−sf0) , B〈1;+| = B〈1| expq−1
(
− s
rq
e1q
−h1
)
, (2.17)
B〈0;−| = B〈0| expq−1
(
s
q
e0q
−h0
)
, B〈1;−| = B〈1| expq
( s
r
f1
)
, (2.18)
where we have used q-exponential expq(x) =
∑∞
n=0
q
n(n−1)
2
[n]q!
xn. Here B〈i| are given by
B〈i| = 〈i| exp (Gi) , Gi = −1
2
∞∑
n=1
nq−2n
[2n]q[n]q
a2n +
∞∑
n=1
δ(i)n an, 〈i| = 1⊗ e−Λi . (2.19)
where we have set
δ(i)n = θn
q−3n/2(1− qn)
[2n]q
+

−q
−5n/2rn
[2n]q
(i = 0),
+
q−n/2r−n
[2n]q
(i = 1).
(2.20)
The boundary vacuum states |±; i〉B are realized similarly.
2.4 Boundary magnetization
In this section we study the boundary magnetization. Let Eǫ,ǫ′ be the matrix Eǫ,ǫ′ at the first site of the
space H(i). We have a realization of this local operator
Eǫ,ǫ′ = g Φ∗(i,1−i)ǫ (−q−1ζ)Φ(1−i,i)ǫ′ (ζ)
∣∣∣
ζ=1
, g =
(q2; q4)∞
(q4; q4)∞
. (2.21)
Hence, using the bosonizations of the vertex operators, the Chevalley generators ej, fj , hj (j = 0, 1), and
the boundary vacuum states, we calculate the following vacuum expectation values.
B〈i;±|Eǫ,ǫ′|±; i〉B
B〈i;±|±; i〉B . (2.22)
For instance, the boundary magnetizations are derived:
B〈0;−|σz1 |−; 0〉B
B〈0;−|−; 0〉B = −1− 2(1− r)
2
∞∑
n=1
(−q2)n
(1− rq2n)2 , (2.23)
B〈0;−|σ+1 |−; 0〉B
B〈0;−|−; 0〉B = s
(
2 + (1− r)
∞∑
n=1
(−q2)n 2q
2n − r(1 + q4n)
(1− rq2n)2
)
, (2.24)
B〈0;−|σ−1 |−; 0〉B
B〈0;−|−; 0〉B = 0. (2.25)
This is main result of the paper [4].
3 Uq(ŝl(M + 1|N + 1)) spin chain with a diagonal boundary
3.1 Transfer matrix
The second progress is a generalization of hidden symmetry. We study Uq(ŝl(M+1|N+1)) spin chain with
a diagonal boundary [9]. Let us set −1 < q < 0 and r ∈ R. Let us set M,N = 0, 1, 2, · · · (M 6= N) and
5
L,K = 1, 2, · · · ,M +N +2. For simplicity we assume the condition L+K ≤M +1. (More general cases
are studied in [9].) Let us introduce the signatures νi (i = 1, 2, · · · ,M +N +2) by ν1 = · · · = νM+1 = +,
νM+2 = · · · = νM+N+2 = −. Let us set the vector spaces V1 = ⊕M+1j=1 Cvj and V0 = ⊕N+1j=1 CvM+1+j .
In this section we set V = V1 ⊕ V0. The Z2-grading of the basis {vj}1≤j≤M+N+2 of V is chosen to be
[vj ] =
νj+1
2 (j = 1, 2, · · · ,M + N + 2). A linear operator S ∈ End(V ) is represented in the form of a
(M+N+2)×(M+N+2) matrix : Svj =
∑M+N+2
i=1 viSi,j . The Z2-grading of (M+N+2)×(M+N+2)
matrix (Si,j)1≤i,j≤M+N+2 is defined by [S] = [vi] + [vj ] (mod.2) if RHS of the equation does not depend
on i and j such that Si,j 6= 0. We define the action of the operator S1 ⊗ · · · ⊗ Sn where Sj ∈ End(V )
have Z2-grading.
S1 ⊗ S2 ⊗ · · · ⊗ Sn · vj1 ⊗ vj2 ⊗ · · · ⊗ vjn
= exp
(
π
√−1
n∑
k=1
[Sk]
k−1∑
l=1
[vjl ]
)
S1vj1 ⊗ S2vj2 ⊗ · · · ⊗ Snvjn . (3.1)
We set the R-matrix R(z) ∈ End(V ⊗ V ) for Uq(ŝl(M + 1|N + 1)) as follows.
R(z) = r(z)R¯(z), R¯(z)vj1 ⊗ vj2 =
M+N+2∑
k1,k2=1
vk1 ⊗ vk2R¯(z)j1,j2k1,k2 . (3.2)
Here we have set
R¯(z)j,jj,j =

−1 (1 ≤ j ≤M + 1),
− (q
2 − z)
(1− q2z) (M + 2 ≤ j ≤M +N + 2),
(3.3)
R¯(z)i,ji,j =
(1 − z)q
(1− q2z) (1 ≤ i 6= j ≤M +N + 2), (3.4)
R¯(z)j,ii,j =

(−1)[vi][vj ] (1− q
2)
(1− q2z) (1 ≤ i < j ≤M +N + 2),
(−1)[vi][vj ] (1− q
2)z
(1− q2z) (1 ≤ j < i ≤M +N + 2),
(3.5)
R¯(z)i,ji,j = 0 otherwise. (3.6)
Here we have set
r(z) = z
1−M+N
M−N exp
(
−
∞∑
m=1
[(M −N − 1)m]q
m[(M −N)m]q q
m(zm − z−m)
)
. (3.7)
The R-matrix R(z) satisfies the graded Yang-Baxter equation.
R12(z1/z2)R13(z1/z3)R23(z2/z3) = R23(z2/z3)R13(z1/z3)R12(z1/z2). (3.8)
We set the diagonal K-matrix K(z) ∈ End(V ) for Uq(ŝl(M + 1|N + 1)) as follows.
K(z) = z−
2M
M−N
ϕ(z)
ϕ(z−1)
K¯(z), K¯(z)vj =
M+N+2∑
k=1
vkδj,kK¯(z)
j
j , (3.9)
where we have set
K¯(z)jj =

1 (1 ≤ j ≤ L),
1− r/z
1− rz (L+ 1 ≤ j ≤ L+K),
z−2 (L +K + 1 ≤ j ≤M +N + 2).
(3.10)
6
Here we have set
ϕ(z) = exp
 ∞∑
m=1
[2(N + 1)m]q
m[2(M −N)m]q z
2m +
M∑
j=1
∞∑
m=1
[2(M −N − j)m]q
2m[2(M −N)m]q (1 − q
2m)z2m (3.11)
+
M+N+1∑
j=M+2
∞∑
m=1
[2(−M −N − 2− j)m]q
2m[2(M −N)m]q (1 + q
2m)z2m −
∞∑
m=1
[(M −N − 1)m]q
2m[(M −N)m]q q
mz2m
+
∞∑
m=1
{
[(−M +N + L)m]q
m[(N −M)m]q (rq
−Lz)m +
[(−M +N + L+K)m]q
m[(M −N)m]q (q
L−Kz/r)m
})
.
The K-matrix K(z) ∈ End(V ) satisfies the graded boundary Yang-Baxter equation
K2(z2)R21(z1z2)K1(z1)R12(z1/z2) = R21(z1/z2)K1(z1)R12(z1z2)K2(z2). (3.12)
We introduce the vertex operators Φ̂j(z) and the dual vertex operators Φ̂
∗
j (z) for j = 1, 2, · · · ,M +N+2.
Matrix elements are given by products of the R-matrix
(Φ̂j(z))
···p(N)′···p(2)′p(1)′
···p(N)···p(2) p(1) = limn→∞
M+N+2∑
µ(1),µ(2),···,µ(n)=1
n∏
j=1
R(z)
µ(j) p(j)′
µ(j−1) p(j), (3.13)
(Φ̂∗j (z))
···p(N)′···p(2)′p(1)′
···p(N)···p(2) p(1) = limn→∞
M+N+2∑
µ(1),µ(2),···,µ(n)=1
n∏
j=1
R(z)
p(j)′µ(j−1)
p(j) µ(j) , (3.14)
where µ(0) = j. We expect that the vertex operators Φ̂j(z) and Φ̂
∗
j (z) give rise to well-defined operators.
Let us set the transfer matrix T̂B(z) by
T̂B(z) =
M+N+2∑
j=1
Φ̂∗j (z
−1)K(z)jjΦ̂j(z)(−1)[vj ]. (3.15)
Heuristic arguments suggest that the transfer matrix commutes :
[T̂B(z1), T̂B(z2)] = 0 for any z1, z2. (3.16)
The Hamiltonian of this model HB is given by
HB =
d
dz
TB(z)|z=1 =
∞∑
j=1
hj,j+1 +
1
2
d
dz
K1(z)|z=1, (3.17)
where hj,j+1 = Pj,j+1
d
dzRj,j+1(z)|z=1.
3.2 Vertex operator approach
We formulate the vertex operator approach to Uq(ŝl(M +1|N +1)) spin chain with a diagonal boundary
[9]. Let Vz the evaluation representation of Uq(ŝl(M+1|N+1)) and V ∗Sz its dual. Let L(λ) the irreducible
highest representation with level-1 highest weight λ. We introduce the vertex operators Φ(z) and Φ∗(z)
as the intertwiners of Uq(ŝl(M + 1|N + 1)) :
Φ(z) : L(λ)→ L(µ)⊗ Vz, Φ(z) · x = ∆(x) · Φ(z), (3.18)
Φ∗(z) : L(µ)→ L(λ)⊗ V ∗Sz , Φ∗(z) · x = ∆(x) · Φ∗(z), (3.19)
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for x ∈ Uq(ŝl(M + 1|N + 1)). We expand the vertex operators Φ(z) =
∑M+N+2
j=1 Φj(z) ⊗ vj , Φ∗(z) =∑M+N+2
j=1 Φ
∗
j (z)⊗ v∗j . We set the ”normalized” transfer matrix TB(z) by
TB(z) = g
M+N+2∑
j=1
Φ∗j (z
−1)K(i)(z)jjΦj(z)(−1)[vj ], (3.20)
where we have used g = e
pi
√
−1M
2(M−N) exp
(
−∑∞m=1 [(M−N−1)m]qm[(M−N)m]q qm). Following the strategy proposed in [2],
we consider our problem upon the following identification.
TB(z) = T̂B(z), Φj(z) = Φ̂j(z), Φ
∗
j (z) = Φ̂
∗
j (z). (3.21)
The point of using the vertex operators Φj(z),Φ
∗
j(z) is that they are well-defined objects, free from the
difficulty of divergence. It is convenient to diagonalize the “renormalized” transfer matrix TB(z) instead
of the Hamiltonian HB.
3.3 Boundary vacuum state
In this section we give a bosonization of the boundary vacuum state 〈B| given by
〈B|TB(z) = 〈B|. (3.22)
Let us introduce the bosons and the zero-mode operator [8] by
akn, b
l
n, c
l
n, Qak , Qbl , Qcl , (n ∈ Z, k = 1, 2, · · · ,M + 1, l = 1, 2, · · · , N + 1), (3.23)
satisfying the following commutation relations.
[aim, a
j
n] = δi,jδm+n,0
[m]2q
m
, [ai0, Qaj ] = δi,j , [a
i
0, a
j
0] = 0, (3.24)
[bim, b
j
n] = −δi,jδm+n,0
[m]2q
m
, [bi0, Qbj ] = −δi,j , [bi0, bj0] = 0, (3.25)
[cim, c
j
n] = δi,jδm+n,0
[m]2q
m
, [ci0, Qcj ] = δi,j , [c
i
0, c
j
0] = 0. (3.26)
Let us introduce the generating function ci(z) = −∑n6=0 cin[n]q z−n + Qci + ci0logz. We introduce the
projection operator ξ0 =
∏N+1
j=1 ξ
j
0 and η0 =
∏N+1
j=1 η
j
0, where we have set ξ
j(z) =
∑
m∈Z ξ
j
mz
−m =:
e−c
j(z) :, ηj(z) =
∑
m∈Z η
j
mz
−m−1 =: ec
j(z) :. Using the bosonizations of the vertex operators we
have a bosonization of the boundary vacuum state 〈B|. However the vertex operator for Uq(ŝl(M +
1|N + 1)) is realized by ”sum”, a bosonization of boundary vacuum state is realized by ”monomial”.
Let us set the highest weight vector v∗ΛM+1 = 〈0|e
−β
∑
M+1
i=1
Q
ai
+(1−β)
∑
N+1
j=1
Q
bj
+
∑
N+1
j=1
Q
cj , where 〈0|
satisfying 〈0|ain = 〈0|bjn = 〈0|cjn = 0 for n ≥ 0 and 1 ≤ i ≤ M + 1, 1 ≤ j ≤ N + 1. Let us set
h∗i,m =
∑M+N+1
j=1
[αi,jm]q [βi,jm]q
[(M−N)m]q [m]q hj,m, where we have used hi,m = a
i
mq
−|m|/2 − ai+1m q|m|/2, hM+1,m =
aM+1m q
−|m|/2 + b1mq
−|m|/2, and hM+1+j,m = −bjmq|m|/2 + bj+1m q−|m|/2. Here we have set
αi,j =
 Min(i, j) (Min(i, j) ≤M + 1),2(M + 1)−Min(i, j) (Min(i, j) > M + 1), (3.27)
βi,j =
 M −N −Max(i, j) (Max(i, j) ≤M + 1),−M −N − 2 +Max(i, j) (Max(i, j) > M + 1). (3.28)
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A bosonization of the boundary vacuum state 〈B| is given by
〈B| = v∗ΛM+1 exp (G) · η0ξ0. (3.29)
Here we have set the bosonic operator G by
G = −1
2
M+N+1∑
j=1
∞∑
m=1
mq−2m
[m]2q
hj,mh
∗
j,m −
1
2
N+1∑
j=1
∞∑
m=1
mq−2m
[m]2q
cjmc
j
m
+
M+N+1∑
j=1
∞∑
m=1
β
(3)
j,mh
∗
j,m +
N+1∑
j=1
∞∑
m=1
γj,mc
j
m, (3.30)
where we have used
β
(3)
j,m = β
(1)
j,m −
rmq(−L−3/2)m
[m]q
δj,L − q
(L−K−3/2)m/rm
[m]q
δj,L+K , γj,m = −q
−m
[m]q
θm, (3.31)
β
(1)
j,m =

q−3m/2 − q−m/2
[m]q
θm (1 ≤ j ≤M),
−2q−3m/2
[m]q
θm (j =M + 1),
q−3m/2 + q−m/2
[m]q
θm (M + 2 ≤ j ≤M +N + 1).
(3.32)
This is main result of the paper [9].
4 Conclusion
From the above progress, we suppose that the boundary vacuum state 〈B| of semi-infinite Uq(g) spin
chain with a triangular boundary is realized as follows.
〈B| = 〈vac| exp (B) expq (C) , (4.1)
where B is a quadratic expression in the bosons and C is a simple expression in the Chevalley generators.
We would like to check this conjecture in the future.
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