Introduction
Let [n] = {1, . . . , n}. Let F be a class of functions f : [n] → {0, 1}. For a set A = {x 1 , . . . , x k } ⊆ [n] denote by f |A = [f (x 1 ), . . . , f (x k )]. F is said to shatter A if {f |A : f ∈ F } = 2
k . The Vapnik-Chervonenkis dimension of F , denoted as V C(F ), is defined as the cardinality of the largest set shattered by F . An important result (Lemma 1 below) obtained by [1, 2, 3] , states that if d < n, then |F | grows only polynomially in n as O(n V C(F ) ). This fact has been instrumental in the theory of empirical processes [4] , statistical learning theory [5] and the Probably Approximately Correct (PAC) model [6] . There has been numerous extensions of the VC-dimension to various other domains, for instance the pseudo-dimension for real-valued function classes [7] , the scale-sensitive (or fat-shattering) dimension which characterizes the so-called Glivenko-Cantelli classes [8] , and other more general dimensions [9] extended directly from the Sauer-Shelah result (Lemma 1). For more on such applications see [10] and references within.
For any x ∈ [n], y ∈ {0, 1}, we denote by (x, y) a labeled example. For h : [n] → {0, 1} such that h(x) = y let the margin, µ h (x, y), of h for (x, y) be defined as the largest 0 ≤ a ≤ n such that h(z) = y for all x − a ≤ z ≤ x + a.
The PAC model [6, 7] defines learning an unknown target function t ∈ F based on a labeled sample ζ = {(x i , y i )} l i=1 , y i = t(x i ), 1 ≤ i ≤ l, as searching for a hypothesisĥ ∈ F which is consistent with ζ, i.e.,ĥ(x i ) = y i , 1 ≤ i ≤ l. Such hypothesis can be shown to approximate t well over the domain X with high probability provided l is large enough. The standard bounds on the accuracy ofĥ are in terms of the sample size l and the complexity of F , which, for a finite domain (as is assumed here), is the cardinality |F |. In the worst case over all possible targets and samples, the bound on the error is proportional to |F |. If a learning algorithm finds anĥ which is not only consistent with ζ but also achieves a large sample margin µ ζ (ĥ) then, with high probability, the error ofĥ will be smaller. This follows from having an effectively smaller hypothesis class H N (ζ) ⊆ F of all such consistent high-margin hypotheses (see [10] ).
Our aim here is to estimate the complexity of constrained binary-function classes H N (ζ) = {h ∈ F : µ h (x, y) > N, (x, y) ∈ ζ}, where ζ is a sample of cardinality 1 ≤ l ≤ n based on an unknown target t ∈ F, V C(F ) = d. Our approach is to study the complexity of an associated class which is defined as follows: for a class H of binary functions h let G H = {g h : h ∈ H}, where for
and 0 otherwise (we take h(0) = 0 for all h). The class G H is in one-to-one correspondence with H. For N ≥ 0 and any sample ζ, if µ h (x, y) = N for (x, y) ∈ ζ then there exists a (2N + 1)-long sequence in h centered at x consisting of consecutive bits of the same value y (denoted as run). For the corresponding g h , there exists a run of 1's of length equal to max{2N − 1, 0} centered at x. Hence, in order to obtain estimates on the cardinality of classes H N (ζ) it suffices to estimate the cardinality of classes G N (ζ + ) where ζ + consists of examples (x i , y i ) with positive labels y i = 1. We henceforth use H N (ζ) ⊆ F to denote such classes with ζ being a positive sample and V C(F ) = d. We start with the following well known result: 
is the number of standard (one-dimensional) ordered partitions of n into m parts each no larger than N . Proof sketch: We first prove that the bound holds for the class F of all binaryvalued functions f on [n] which take the value 1 on no more than d elements x ∈ [n] and whose margin on any such element satisfies
where 0 ≤ a j , b j ≤ n but not both are zero and where
are three partitions of [2, 1] into two parts (for more examples see [11] ). Suppose we add the constraint that only a 1 or b m may be zero while all remaining − 2N ) ) from which we have |F | ≤ β (N ) d (n). Next, we prove that |H| is also bounded by this expression. Let A be the set system corresponding to the function class H which is defined as follows A = {A h : h ∈ H}, A h = {x ∈ [n] : h(x) = 1}. Clearly, |A| = |H|. Note that the notion of a bounded margin µ h (x) ≤ N at x translates to A h having the property P N defined as having every subset E ⊆ A h of consecutive elements E = {i, i + 1, . . . , j − 1, j} be of cardinality |E| ≤ 2N + 1. Hence for every element A ∈ A, A satisfies P N which is denoted by A |= P N . Define ω A (k) = max{|{A ∩ E : A ∈ A}| : E ⊆ [n], |E| = k}. The corresponding notion of VC-dimension for a class A of sets is the the so-called trace number [12, p.131] which is defined as tr(A) = max{m : ω A (m) = 2 m }. Clearly,
The proof proceeds as in the proof of Sauer's lemma [10, Theorem 3.6] which is based on the shifting method [see 12, Ch. 17, Theorem 1 & 4] [see also 13, 14, 15] . The idea is to transform A into A 0 which is an ideal family of sets E, i.e., if E ∈ A 0 then S ∈ A 0 for every S ⊂ E, and such that
Start by defining the operator T x on A which removes an element x ∈ [n] from every set A ∈ A provided that this does not duplicate any existing set. It is defined as follows: T x (A) = {A \ {x} : A ∈ A} ∪ {A ∈ A : A \ {x} ∈ A}. Consider now A 0 = T 1 (T 2 (· · · T n (A) · · · )) and denote the corresponding function class by H 0 . Clearly, |H 0 | = |A 0 |. Now, |A 0 | = |A| since the operator T x changes an element A into a different set A * = T x (A) only when A * does not already exist in the class so no additional element in the new class can be created. It is also clear that for all x ∈ [n], T x (A 0 ) = A 0 since for each E ∈ A 0 there exists a G that differs from it on exactly one element hence it is not possible to remove an element x ∈ [n] from any set without creating a duplicate. Applying this repeatedly implies that A 0 is an ideal. Furthermore, since for all A ∈ A, A |= P N then removing an element x from A still leaves A \ {x} |= P N . Hence for all E ∈ A 0 we have 
The condition µ h (x, 1) > N for (x, 1) implies that a function h must have a constant value of 1 over all elements in the interval set {x − N, . . . , x + N }. Since we seek an upper bound on |H N (ζ)| then we consider among all subsets of [n] of cardinality l a set S with the least restrictive constraint, namely, causing the fewest elements x ∈ [n] (except those in S) to have µ h (x, 1) > N . This is achieved by a maximally-packed set S ⊂ [n] of l elements, for instance S = {N + 2, . . . , N + l + 1}. It yields a minimal-size region R = {1, . . . , 2(N + 1) + l} on which every candidate h must take a constant-1 value, i.e., have a margin larger than N for every x ∈ S.
This leaves a maximal-size region [n] \ R on which the functions in H N (ζ) are unrestricted. Each h ∈ H N (ζ) takes a constant value of 1 on
. Applying a standard identity and additional algebra gives the result.
Next we consider an extremal case where it is known that ζ is the maximalsize sample ζ * for which the unknown target t ∈ F achieves µ ζ * (t) > N . How much is this additional information worth ? To answer this we consider estimating the complexity of the corresponding class H N (ζ * ) which consists of all h ∈ F consistent with ζ * and satisfying µ h (x, 1) > N iff (x, 1) ∈ ζ (as in the case of H N (ζ), h may still have a margin greater than N on points x not in the sample ζ where h(x) = 0). Proposition 3. Let 1 ≤ d ≤ n and N be positive integers. Let F be a class of binary-valued functions on [n] with V C(F ) = d. Let ζ * be a positive sample
is Sauer's bound and (c) it has a maximum at a point N which is estimated as N ≈ (ln(n) − 1)/2. Proof sketch: The proof of part (a) is as in the proof of Proposition 2 except now with a restriction that outside the set R, a function h ∈ H N (ζ * ) must have a margin no larger than N . Using Proposition 1, it easily follows that for any ζ * of cardinality l, |H N (ζ * )| ≤ β Further algebra yields the estimate of (c). Based on the previous result, roughly, only when N ≤ N , the class H(ζ * ) is significantly less complex than the class H(ζ) (considered in Proposition 2). This therefore is the range of N where the additional information conveyed by ζ * is useful.
