Abstract
Introduction
Comparative studies of tertiary structures have occupied an important position in the field of protein science. Structural alignment is a useful tool for comparative studies, and Furuedai, Suita, produces a residue-to-residue alignment. Several methods for structural alignment have been elaborated to date. One method is the double dynamic programming (DDP) algorithm, which was developed by Taylor and Orengo (Taylor and Orengo, 1989a,b; Orengo and Taylor, 1990; Orengo et al., 1992) . The DDP algorithm is regarded as an extension of the dynamic programming (DP) algorithm for sequence alignment (Needleman and Wunsch, 1970) . In their method, the structural environment of a residue is defined as a set of vectors from the C^ of the residue to those of all the other residues in the protein. The similarity in the structural environment between a residue pair is evaluated by the DP algorithm, which is then brought back to the comparison matrix for the DP calculation to construct a residue-to-residue alignment. Thus, the method utilizes the DP algorithm in two different stages of the calculation. Therefore, the method is called the double dynamic programming algorithm. The DP calculation for the comparison of the structural environment is called the lower level DP, whereas the DP calculation to construct the residue-to-residue alignment is called the upper level DP. It takes an enormous amount of time to construct a structural alignment by the DDP algorithm, which is one of the limitations of the method. To reduce the computational time, Taylor and Orengo have improved their method. At first, they introduced a window into the comparison matrix (Taylor and Orengo, 1989a) . Then, the DDP calculation is applied to the residue pairs within the window. In the next version of their program (Orengo and Taylor, 1990) , they selected residue pairs with similar buried areas and torsional angles, to which the DDP calculation is applied. In their latest approach (Orengo et al., 1992) , they first aligned the secondary structures. Then, they selected residue pairs within the aligned secondary structures and with similar buried areas and torsional angles. Thus, their main strategy for the reduction of the calculation time is the selection of residue pairs for the application of the DDP calculation. In addition, it was reported that the selection of residue pairs is also efficient to avoid misalignment (Orengo and Taylor, 1990) . They have further extended the DDP algorithm to database searching (Orengo et al., 1992) , local alignment (Orengo and Taylor, 1993) , and multiple alignment (Taylor et al., 1994) .
My approach for the reduction of the computational time of the DDP algorithm differs from their strategy. I introduced two approximations into the DDP algorithm. One of them is the so-called distance cut-off approximation. As described below, the method reduces the size of the structural environment, and the simplified structural environment is called the local environment. Thus, it would be expected that the approximation reduces the computational time for the lower level DP. Another approximation was introduced in association with the distance cut-off, which is referred to here as the AN cut-off. In the approximation, the similarity between two local environments is preliminarily evaluated by the difference between the numbers of constituent residues of the environments. If the difference is greater than a given threshold value, AN, then the lower level DP is skipped, and 0.0 is assigned to the similarity between the local environments. Otherwise, the similarity is calculated by the lower level DP. These approximations dramatically reduced the computational time of the structural alignment by the DDP algorithm. However, the accuracy of the alignment decreased at the same time. Taylor and Orengo have adopted an iterative improvement algorithm to maintain the accuracy of the alignment (Orengo and Taylor, 1990; Orengo et al., 1992) . In a similar manner, 1 created a program with a two-step alignment algorithm to improve the accuracy. At first, an alignment was roughly constructed with the two approximations. Then, the e-suboptimal region of the alignment was obtained. Finally, the DDP calculation with full structural environments was applied to the residue pairs within the esuboptimal region to produce an improved alignment. The effects of the approximations and the two-step alignment algorithm on the computational speed and the accuracy of the alignment will be discussed.
System and methods
The programs were written in ANSI C for UNIX workstations. The research described herein was performed on a Sun SPARC workstation, S-7/300U.
Algorithm

Upper level DP
Consider two proteins, A and B, which have similar folds. To construct the residue-to-residue alignment, the DP algorithm is used, which here is called the upper level DP. For the calculation, the following recurrence equation is solved:
where D,y is an element of the two-dimensional comparison matrix indicated by the subscripts i and j. g is a constant gap penalty, to which a value of 5.0 was assigned. 5, y is the similarity in the local environments between residue / of protein A and residue j of protein B. The local environment will be defined in the next section. By solving the equation, The thick curve indicates the main chain of protein A. from which the side chains protrude. As described in the text, the local environment of a residue is composed of the residues with side chain centers that are within the sphere of the distance cut-off. In the example, residues a-e constitute the local environment of residue i, which is expressed as a set of center-to-center distances from the side chain of residue i to those of the constituent residues.
the highest score among the elements at the lower right edge of matrix D is found. From the location of the highest score, a path is traced back in the matrix, which indicates the optimal structural alignment.
Distance cut-off and local environment
The local environment of residue i in a protein is defined as follows. Consider a sphere with a given radius, whose center is placed at the center of the side chain of residue i. The other residues with side chains whose centers are present within the sphere constitute the local environment of residue i. The local environment of residue / is expressed as the set of center-tocenter distances from the side chain of residue / to those of the other residues within the sphere (see Figure 1 ). The residues outside the sphere are neglected from the local environment. The method is the distance cut-off approximation, and the local environment is regarded as the approximation for the structural environment. The radius of the sphere is the cut-off distance.
Lower level DP and AN cut-off
Consider the local environment of residue i of protein A and that of residue j of protein B. As in the original DDP algorithm, the similarity in the local environments between the residue pair, s^, is evaluated by the DP algorithm. The DP calculation is here called the lower level DP, which is defined by the following recurrence equation: ,.) and that of Nc(.,.) are calculated. If one or both of them is greater than a given threshold value, AN, the comparison of the local environments between residues i and j by the lower level DP is skipped and 0.0 is assigned to sy. Otherwise, s,j is calculated by the lower level DP.
where dfL, x is the center-to-center distance between the side chain of residue i and that of residue x in protein A. df^y is defined similarly, a and b are constants, for which 50.0 and 2.0 were used, respectively. The recurrence equation is solved under the condition that residue / is aligned with residue j. Then, the highest score among the elements at the lower right edge of the matrix E is brought back to the upper level DP calculation, and used as Sjj. If two local environments are similar to each other, the numbers of residues constituting the environments are also expected to be similar. Based on this idea, another approximation was introduced, which is called here the AN cut-off (see Figure 2 ). Consider the local environment of residue i of protein A. In the approximation, the local environment of a residue is divided into two parts. One of them is constituted by the residues in the N-terminal region to residue i, whereas the other includes the residues in the C-terminal region to residue i. In association with the local environment of residue i of protein A, Nn(i, A) and Nc(i, A) are defined as the number of constituent residues in the N-terminal region and that in the C-terminal region, respectively. Nn(j, B) and Nc(j, B) are defined in a similar manner. If the difference between A/n(j, A) and Nn(j, B) is greater than a given threshold value, A/V, or if that between Nc(i, A) and Nc(j, B) is greater than A/V, the lower level DP is skipped and 0.0 is assigned to Sjj. Otherwise, s t j is calculated by the lower level DP, as described above.
Two-step alignment
To improve the accuracy of the alignment by the two approximations, a program with a two-step iterative algorithm was constructed. At first, a rough alignment was constructed with the two approximations, which is called the first-step alignment. Then, the e-suboptimal region of the alignment was obtained. Finally, the DDP calculation with the full structural environment (FSE) was applied to the residue pairs within the e-suboptimal region. The improved alignment is called the second-step alignment. Figure 3 shows the flow chart of the two-step alignment. Here, FSE means that neither the distance cut-off nor the AN cut-off is introduced into the calculation, and that the structural environment of a residue is expressed as a set of center-to-center distances from the side chain of the residue to those of all the other residues.
The algorithm by Vingron and Argos (1990) was used to determine the e-suboptimal region. It was difficult to assign a constant value to e because the value of Sjj varied, depending on the values of the cut-off distance and AN. Therefore, the standard deviation of sy (a) was calculated in the first-step alignment, and was used as the unit of e. In the following application, 2.0 a was assigned to e.
Results and discussion
Choice of cut-off distance and AN
To investigate the efficiency of the introduced approximations, two pairs of proteins were selected from each of four different structure classes: a-proteins, /3-proteins, (a/j3) proteins and (a + /3) proteins. Thus, eight pairs of proteins with similar folds were examined, which are listed in Table I . In all cases, the sequence identities between the proteins under comparison were <25.0%. Two representative cases [(a) and (e) in Table I Figure 4 shows the plots of the distance rootmean-square deviation (RMSD) (Nishikawa and Ooi, 1972) as a function of the cut-off distance. The plots of the computational time as a function of the cut-off distance are shown in Figure 5 . In each figure, the solid line connects the plots without the AN cut-off, whereas the other two broken lines correspond to the plots with different A/Vs. The line of long and short dashes indicates the plots for AN= 10. The plots for AN =20 are connected by the line of dashes of a uniform length. The plots were obtained every 1.0 A from 5.0 to 20.0 A of the cut-off distance, and every 5.0 A when the cut-off distance was >20.0 A. In each case, the cut-off distance corresponding to the right-most plots in the figures was large enough so that the local environment of any residue in a protein would be constituted by all of the other residues. Therefore, the solid lines in the right-most plots indicate the RMSD or the computational time for the alignment constructed with FSE. There is no proof that the alignment constructed with FSE is a unique and correct answer for the structural alignment. However, the RMSD of the alignment with FSE was smaller than those under the approximations, in general. In addition, the secondary structures were correctly aligned when FSE was applied, whereas they were sometimes misaligned with the approximations. Therefore, it was assumed that the alignment with FSE is a correct answer, which can be used to examine the accuracy of the alignment constructed with the approximations, and the accuracy is described here in terms of the similarity to the alignment with FSE, together with the distance RMSD.
As shown in Figure 4 , the RMSD of the alignments fell rapidly with an increase in the cut-off distance, in each case. The RMSD decrease was less when the cut-off distance was >10.0 A. However, the values of the RMSD around the cutoff distance of 10.0-15.0 A were quite close to those of the solid lines in the right-most plots, i.e. the RMSDs of the alignments with FSE. The RMSDs of several plots were smaller than those of the solid lines in the right-most plots, which were caused by the exclusion of gap sites for the calculation of the RMSD. The shapes of the functions of the cut-off distances from 5.0 to 15.0 A were similar to each other, even when different values of AN (AN-10, 20, or no A7V cut-off) were applied. When a AN cut-off was not introduced (see the solid lines in Figure 4 ), the shapes of the functions were similar to each other in the remaining region (cut-off distance > 15.0 A), where the RMSD decreased gradually to reach the values of the right-most plots. In contrast, the shapes of the functions with a cut-off distance > 15.0 A were different from protein to protein, when the AN cut-off was introduced. In some cases, the plots approximately followed those of the solid lines (Figure 4a) . In other cases, the RMSD increased rapidly with an increase in the the first step alignment: rough alignment is constructed with two approximations.
I
|e-suboptimal region of the alignment is determined.
I the second step alignment:
DDP with full structural environment is applied to the residue pairs within the suboptimal region. Figure 6 ). When the cut-off distance is short, only a small number of INDELs are involved in the local environments of the two residues. If the difference in the numbers of residues caused by the INDELs is small, then the similarity in the local environments between residues i andj would be evaluated by the lower level DP. Next, consider the case in which the cutoff distance is long. Then, a large number of INDELs would be involved in the local environments of residues i and j, as shown in Figure 6 . If the difference in the numbers of residues caused by the INDELs is greater than A/V, the lower level DP would be skipped. Then, the similarity in the local environments between residues / and j would be 0.0, even if the residues occupy structurally equivalent positions in the proteins. Therefore, the AN cut-off approximation requires the cut-off distance to be short. Figure 5 shows the plots of computational time as a function of the cut-off distance. Consider the case without a AN cut-off at first (see solid lines). The shapes of the functions are similar to each other, and the computational time increased with an increase in the cut-off distance. In contrast, the effect of the AN cut-off approximation on the computational time was not so simple. In many cases, the introduction of a AN cut-off did not change the shapes of the functions, but just reduced them. However, the computational time was sometimes greatly decreased by the AN cutoff approximation, when the cut-off distance was long (see broken lines in Figure 5b ). The decrease corresponded with the increase of the RMSD of the alignment. Therefore, it is considered that the reduction of the computational time also occurred by the mechanism explained in Figure 6 or by skipping the lower level DP, due to the INDELs. The observations suggested that the computational time could be decreased as the cut-off distance becomes shorter, although the distance should be determined while taking into account the value of AN. As described above, a cut-off distance < 10.0 A yielded an alignment with a high RMSD. In addition, the accuracy of the alignment was not predictable when the AN cut-off was applied under the condition that the cut-off distance was >15.0 A. Thus, the proper combination of cutoff distance and AN should be determined by considering the balance between the accuracy of the alignment and the computational time. The eight cases of the application suggested that a reasonable alignment is produced when the cut-off distance is within a length of 10.0-15.0 A and the AN equals 10. Table II shows the computational times and the RMSDs of the alignments of the eight cases under consideration, when the cut-off distance was 12.0 A and the AN was 10. For reference, the data for the alignments with FSE are also shown. Thus, the approximations quickly produced alignments similar to those constructed with FSE.
As shown in Figure 2 , the local environment of residue / is divided into two parts. One is composed of the residues in the N-terminal region to residue i, whereas the other includes the residues in the C-terminal region. The former is called the Nterminal local environment and the latter is the C-terminal local environment. In the AN cut-off approximation, only the numbers of constituent residues of the local environments were used to distinguish the different local environments. However, different local environments may have similar numbers of constituent residues. If two residues occupy structurally equivalent positions in similar folds, the Nterminal local environments of the residues are expected to be similar to each other. Likewise, the C-terminal local environments are expected to be similar. Based on this idea, the division was introduced into the current approach to distinguish the different local environments more efficiently. The division did not show a significant effect on the accuracy of the alignment. However, the computational time was somewhat reduced by the division of the local environment. The reduction was not very large in each case (<1 s). However, Table I . while graph (b) corresponds with case (e) in Table I. the effect would be important when the method is extended to database searching and multiple alignments.
Cut-off distance, side chain contacts and N t4
In the current approach, the local environment of a residue is expressed as a set of center-to-center distances between a pair of side chains. The center-to-center distance between a pair of side chains has been used for the estimation of the contact energy of side chains (Miyazawa and Jernigan, 1985) . In their study, contacting residues were defined to be close pairs whose side chain centers fall within a distance of 6.5 A. As shown in Figure 4 , the RMSDs of the alignments constructed with the cut-off distance of 6.0 or 7.0 A were greater than those with FSE. The observation suggested that the information about the side chain contacts is not sufficient to describe the residue-to-residue correspondence in the context of the DDP.
It was reported that the number of C a atoms surrounding the C a of a residue located within a sphere of radius 14.0 A has a good correlation with the solvent exposure of the residue (Nishikawa and Ooi, 1986 ). This value is called N )4 .
As described above, a length within 10.0-15.0 A was proper as the cut-off distance, although we used the center-to-center distance between the side chains. This suggests that, as a basic requirement, information about the exposure of the residue is necessary for the local environment to describe the structural similarity. Therefore, the A/V cut-off with the cutoff distance of 10.0-15.0 A may correspond with the selection of residue pairs with similar buried areas.
Improvement by a two-step alignment
As described above, the approximations reduced the computational time for the structural alignment by the DDP algorithm. However, the methods decreased the accuracy of the alignment at the same time (see Table II ). Taylor and Orengo improved the accuracy of the DDP alignment by an iterative algorithm (Orengo and Taylor, 1990; Orengo et al., 1992) . In their method, the paths with the top 20 scores were selected in the comparison matrix after the application of the DDP to selected residue pairs. Then, the DDP calculation was again applied to the residue pairs within the selected paths. In Table I . while graph (b) corresponds with case (e) in Table I . accordance with their strategy, 1 created a program with a two-step alignment algorithm. In the current approach, the esuboptimal region was calculated for the first-step alignment, instead of the paths with the top 20 scores. As described above, the first-step alignment, or the alignment constructed with the two approximations, was similar to that with FSE, which suggested that the optimal path for the alignment with FSE may be included in the e-suboptimal region for the firststep alignment. Therefore, the DDP calculation with FSE was applied to the residue pairs within the suboptimal region. Roughly speaking, the e-suboptimal region surrounding an optimal path for the alignment consists of narrow regions and broad regions. The segments of the path within the former are regarded as reliably aligned regions, whereas the segments of the path with low reliability are present within the latter, i.e. the width of the search space for the optimal path is proportional to the unreliability of each region in the current approach. Table II shows the results of eight applications of the two-step alignment. Figure 7 shows eight alignments produced by the two-step algorithm. As expected, the H.Toh Table II . Efficiency of the two approximations and the two-step alignment. The distance RMSD, the computational time and the identity to the alignment constructed with FSE are shown for each case. The first column indicates the results of the alignments constructed with the two approximations, whereas the second column indicates the results of the alignments by the two-step algorithm. For reference, the results of the alignments with FSE are shown in the third column. Note that the % identity is not the sequence identity between the aligned sequences. The identity was calculated as (number of alignment sites identical to those of the alignment with FSE)/(length of the alignment) alignments were improved as compared to those constructed with the two approximations. In five cases out of the eight, the alignments obtained were identical to those with FSE. The alignments of the remaining three cases were quite similar to those with FSE. The computational times for the two-step alignments were increased as compared with those for the alignments constructed with two approximations. However, the times were still less than those with FSE.
It seemed difficult to construct a correct alignment of uniformly regular-shaped structures by the current approach. To check this point, leucine zippers were compared with the two-step algorithm. Thtfos gene product includes a leucine zipper of 29 amino acid residues with five leucine residues as the knobs. Yeast GCN4 also includes a leucine zipper of 22 amino acid residues with four leucine residues as the knobs. The coordinates of the leucine zipper region of the fos gene product were taken from those of 1 fos in the PDB, while those of GCN4 were taken from ldgc. Figure 8 shows the results. When the complete structures of the leucine zippers were compared, the knob leucine residues were properly aligned. However, the method failed to align the leucine residues when two residues were deleted from the both ends of the leucine zipper of the fos gene product. The observation suggests a limitation on the applicability of the current approach. Table 1 . The alignments were constructed by the two-step alignment algorithm. The cut-off distance was 12.0 A and AJV was 10. 2.0 a was used for e. The open and closed circles indicate the sites occupied by physicochemically similar residues and those by identical residues, respectively. The residues constituting either an a helix or a j3 strand are underlined. 
Concluding remarks
Here, I have introduced two small tricks for rapid structural alignment by the DDP algorithm. They dramatically reduced the computational time for structural alignment with a slight loss of accuracy. If studies require computational speed rather than accuracy, the approximations would function very well. For example, the method may be sufficient for database searching or guide-tree construction for a tree-based multiple alignment. However, if strict residue-to-residue correspondence is required, a more accurate approach would be desirable. For such studies, a two-step alignment would provide a more accurate alignment. We could change the two methods to suit the objective. The latest DDP algorithm by Taylor and Orengo (Orengo et al., 1992) requires the assignment and alignment of secondary structures, in addition to the calculation of buried areas and torsional angles of residues. Those calculations were not included in the current approach, which is considered to contribute to the simplification of the source code as well as to the reduction of computational time. However, the alignment of secondary structures, together with the utilization of FSE, introduces global structural information into the first alignment in the iterative approach by Taylor and Orengo, which improves the accuracy of the alignment. On the other hand, the current approach only took into account the local structural information to construct the first-step alignment in the two-step algorithm. Therefore, misaligned regions were often found in the first-step alignments. FSE, or global structural information, was used to construct the second-step alignment in the iteration, which improved the accuracy of the alignment as described above. However, the results of the two-step alignment were occasionally different from those of the alignment with FSE. Thus, a more efficient method to introduce global structural information is required for further improvement of the current approach. In addition to that, there are many other possible ways to improve and extend my approach. I will conclude with another example of a possible improvement. My approach included several deviations from the original DDP by Taylor and Orengo. Center-to-center distances, instead of the vectors between the C^s, were used to express the local environments. Furthermore, a length-dependent gap penalty was applied to both the upper and lower level DPs, whereas Taylor and Orengo used a length-independent penalty. Both changes were introduced to reduce the computational time. The third deviation has already been described in the section on the two-step alignment. Taylor and Orengo (1989a) reported that a vector expression of the structural environment can produce a more accurate alignment than a distance expression of the environment. Therefore, the introduction of a vector expression and a lengthindependent gap penalty into the second step of the two-step algorithm could improve the accuracy of the alignment.
