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Accreting magnetized stars are ubiquitous throughout astrophysics and can be found
in a variety of astrophysical contexts at both the dawning and closing stages of stellar
evolution. These include the young stars at the center of T Tauri-type systems, accreting
white dwarfs in cataclysmic variables as well as neutron stars found in low-mass X-ray
binaries. The interaction between these stars and their accretion discs is a process which
is fundamental to astrophysics: of particular importance is the disc-magnetosphere inter-
action which determines many of the spectral and time-variable photometric signatures
observed in these systems. However, direct imaging of the disc-magnetosphere bound-
ary is observationally challenging due to current resolution limitations while purely ana-
lytical studies are difficult due to the highly non-linear nature of magnetohydrodynamic
interactions. Simulations bridge the gap between theory and observation and permit us
to model the complex interactions in the inner disc with unprecedented detail.
In this work, we present the results of pioneering magnetohydrodynamic (MHD)
simulations of accretion, planet migration and outflow phenomena at the disc-
magnetosphere boundary and in the inner disc. In order to investigate these processes,
we have developed scalable, high-resolution Godunov-type MHD codes in 2.5D ax-
isymmetric cylindrical, 2D plane polar, and fully 3D cylindrical coordinates aimed
at studying accretion driven by the magnetorotational instability as well as the disc-
magnetosphere interaction. The codes support the inclusion of a planetary perturber and
include modules for α-type viscosity and diffusivity in the disc.
Our MHD simulations have established the occurrence of long-lasting outflows in
both slowly and rapidly rotating stars. In the slowly rotating regime where rm ≤ rc, a
well-collimated outflow is launched from the disc-magnetosphere boundary in regimes
where the accretion rate is high and the stellar dipole is strongly compressed. The
models show that the matter outflows from the disc-magnetosphere boundary with half-
opening angles θ = 20−30◦ and is collimated by the toroidal magnetic field such that the
opening angle narrows to θ = 4 − 20◦ at the edge of the simulation region. The outflow
velocities range from 30 km s−1 at the outer edge of the jet to more than 260 km s−1 in
the interior regions. This outflow mechanism may help to explain the spectral features
observed in the major accretion events associated with FU Orionis and EX Lupi-type
outbursts as well as the powerful bipolar jets observed in T Tauri systems.
In the rapidly rotating propeller regime of accretion where the magnetosphere rotates
faster than the inner disk, the MHD models show the emergence a matter-dominated
magnetocentrifugal outflow driven from the disc-magnetosphere boundary. However,
unlike the outflow in slower rotating regime, the propeller outflow is primarily rotation-
powered and can launch a large majority of the accreting matter into a wide angle pro-
peller wind (θ ∼ 45◦). If the accretion rate exceeds the ejection rate, the accretion onto
the star proceeds episodically through a cyclic accumulation-accretion mechanism in
which episodes of matter accumulation are followed by a brief episode of simultaneous
ejection and accretion onto the star. This cyclic accumulation-accretion mechanism may
explain the decahertz flaring observed in some accreting millisecond pulsars expected
to be in the propeller regime of accretion. These propeller-driven outflows efficiently
transport angular momentum away from the star and may be largely responsible for the
rapid spin-down of stars in the propeller regime.
While the star-disc interaction is critical for understanding the inner disc dynam-
ics, planet-disc interactions play a dominant role in determining the final period-mass
distribution of planets discovered by modern exoplanet surveys. Protoplanetary discs
can have large central cavities at the dust sublimation radius or the disc-magnetosphere
boundary. Using 2D simulations, Masset et al. 2006 showed that migrating planets
which encounter the positive surface density gradient at the disc-cavity boundary may
become stably trapped due to the action of the corotation torque. We build on their work
and study the disc-planet interaction for planets with initial orbits inside, outside, and
coincident with the disc-cavity boundary in both 2D and 3D hydrodynamic simulations.
We find that the trapping mechanism persists in the 3D simulations, with migration rates
that depend on the surface density profile at the surface density transition. The trapping
mechanism is robust and may cause the planet to migrate inward or outward in tan-
dem with the disc-cavity boundary which may move as the young star evolves along the
Hayashi track toward the main sequence.
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CHAPTER 1
INTRODUCTION
Accreting magnetized stars are ubiquitous in astrophysics and can be found at both the
dawning and closing stages of stellar evolution. These systems include nascent Class
0 and I protostars accreting from dense protoplanetary discs, classical T Tauri stars
(cTTs), intermediate polars (IPs) in cataclysmic variables (CVs), as well as accreting
millisecond pulsars (AMPs) accreting material from their binary companions. These
seemingly disparate systems all share the common feature of disc accretion onto a mag-
netized central body. In young stellar systems, the central bodies are highly convective
pre-main-sequence stars with kilogauss magnetic fields and widely varying disc accre-
tion rates of 10−4 − 10−8 M/yr. In the post-main-sequence systems (IPs and AMPs),
the central bodies are dense compact objects with remnant 107 − 109 G magnetic fields
accreting material from their binary companions.
Figure 1.1: Schematic diagram of an accreting magnetized system.
A schematic diagram of the interior regions of an accreting magnetized system is
shown in Figure 1.1. In these systems, the magnetic pressure of the stellar magnetic field
clears a low density region surrounding the star known as the stellar magnetosphere. The
interface between the low density magnetosphere and the higher density disk is known
2
as the disk-magnetosphere boundary. The location of this boundary is determined by
the balance between the magnetic pressure from the stellar magnetic field and the gas
and ram pressure of the disc plasma. This corresponds to the location where the kinetic
plasma parameter β1 ≡ (p + ρv2)/(B2/8pi) is unity [Romanova et al., 2002]. For a disc in
orbit around a star with an aligned dipole, the magnetospheric radius rm approximately
coincides with the Alfvén radius rA
rm = krA = k
(
µ4
2GM∗M˙2
)1/7
, (1.1)
where G is the gravitational constant, M∗ is the mass of the star, M˙ is the accretion
rate in the disc, µ is the dipole moment of the star, and k is a dimensionless quantity of
order 0.5 − 1 [Ghosh and Lamb, 1978]. Figure 1.2 shows a representative example of
what such a system might look like in our 3D simulations. The stellar magnetic field
can be highly complex, consisting of a superposition of dipole, quadrupole, octupole
and higher order components that may be misaligned with the stellar spin axis [Donati
et al., 2007, 2008, 2010, Gregory et al., 2008, Donati and Landstreet, 2009]. The matter
from the disk can accrete onto the star through funnel streams which flow around the
magnetosphere onto the magnetic poles of the star.
In addition to the stellar magnetic field, the surrounding accretion disk may be
threaded by a large scale ordered magnetic field which has been advected in by
the accreting matter [Bisnovatyi-Kogan and Ruzmaikin, 1974, 1976, Lovelace, 1976,
Bisnovatyi-Kogan and Lovelace, 2007, Rothstein and Lovelace, 2008] or is generated
by a magnetic dynamo process in the disk [Moffatt, 1978, Stepinski and Levy, 1988,
Stepinski, 1992]. The magnetic fields play a critical role in the evolution of accret-
ing stars: they are essential for launching and collimating outflows, angular momentum
transport in the disk, the spin-down of fast-rotating stars, and explaining the observed
variability in the inner regions of the disk.
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Figure 1.2: The inner accretion disk in simulations. The central star has a tilted
dipole magnetic field and is orbited by an accretion disk. Adapted
from Romanova et al. [2004].
1.1 Accretion in young stellar systems
Direct observations of the dynamics at the stellar magnetosphere are challenging due
to the insufficient resolution of contemporary telescopes as well as obscuration of the
inner regions by the accretion disc itself. The most observationally accessible accret-
ing systems are classical T Tauri stars in nearby star forming regions where the disc-
magnetosphere interaction is accessible through photometric and spectral observations
[see reviews by Frank et al., 2014, Ray et al., 2007, Bouvier et al., 2007]. These ac-
creting systems often exhibit well-collimated outflows which may originate from the
disc-magnetosphere boundary or stellar surface, or as an extended disc wind [Blandford
and Payne, 1982, Lovelace et al., 1991, Ferreira et al., 2006].
The outflows launched from these systems display an onion-like velocity structure
with a high-velocity core surrounded by lower-velocity layers [Beck et al., 2007, Coffey
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et al., 2008, Pyo et al., 2009, Agra-Amboage et al., 2011]. Direct imaging of cTTs mi-
crojets show that the cores of the outflows have velocities on the order of the Keplerian
velocity of the inner disc suggesting that they are launched close to the star; additionally,
integral field spectroscopy constrains the launching regions of these jets to the inner few
AU of the disc [Dougados et al., 2000, Lavalley-Fouquet et al., 2000, Hartigan et al.,
2004, Coffey et al., 2008, Maurri et al., 2014]. The outflows are launched with open-
ing angles of 10 − 30◦ and become rapidly collimated (either by the ambient medium
or large-scale magnetic fields) as they flow outward [Lovelace et al., 1987, Ray et al.,
2007]. These observations are consistent with a magnetocentrifugally launched disk
wind in which matter flows up along magnetic field lines threading the disk [Blandford
and Payne, 1982]. However, outflows may also be launched directly from the surface of
the star as a stellar wind or from the disk-magnetosphere boundary as a magnetospheric
wind [see review by Ferreira et al., 2006].
Photometric observations of these accreting systems often show periodic or ape-
riodic variability on timescales of the inner disc orbit, indicative of waves or warps
in the disc or non-stationary accretion processes (such as instabilities) at the disc-
magnetosphere boundary [Bouvier et al., 1999, Oliveira et al., 2000, Bouvier et al.,
2003, Alencar et al., 2001, 2005, Schisano et al., 2009]. Longer term eruptive FUor and
EXor-type events have also been observed in these young stars and are believed to be
associated with sudden bursts of accretion onto the central body [Herbig, 1977, 2007,
2008, Evans et al., 2009, Caratti o Garatti et al., 2011, Sicilia-Aguilar et al., 2012].
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1.1.1 The magnetorotational instability
The outflows in cTTs’s facilitate star formation by removing angular momentum from
the inner disk, thereby allowing for continued accretion onto the young star. However,
the angular momentum transported away by the outflow alone is insufficient to account
for the observed accretion rates in cTTs disks. Rather, the dominant angular momentum
transport mechanism in astrophysical accretion disks is the magnetorotational instability
(MRI) first described by Velikhov [1959] and Chandrasekhar [1960], and then applied to
astrophysical disks by Balbus and Hawley [1991]. The MRI converts the disk’s kinetic
energy into magnetic energy as follows: consider a radial magnetic field line threading
an accretion disk with one end anchored on a test mass min at rin and the other end
anchored on a test mass mout at rout, with rin < rout. Both masses are in a Keplerian
orbit around the central star. Since the mass at rin is slightly closer to the star, its orbital
velocity is higher than the test mass at rout and there is a velocity shear between the two
test particles. The magnetic field line connecting the two particles behaves like a spring
under tension and resists the shear between the two test masses, dragging min backwards
(thereby removing angular momentum from the interior particle) while dragging mout
forwards (thereby adding angular momentum to the exterior particle). In doing so, a
negative torque is applied on the interior mass while a positive torque is applied to the
exterior mass, resulting in a net transfer of angular momentum outward in the disk. As
the interior and exterior test particles move apart from each other, the magnetic field
line is stretched further, resulting in an even stronger torque and more efficient angular
momentum transport. This mechanism is unstable and the MRI turbulence creates an
effective viscosity as well as magnetic diffusivity in the disk which can account for the
observed accretion rates in cTTs disks.
The MRI can only operate in regions of the disk that are sufficiently ionized as the
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magnetic fields must be well-coupled to the matter. This means that the MRI is typically
most efficient in the inner regions of the disk which are exposed to ionizing radiation
from the star. In regions of the disk that are too cold, a high density dead zone will form
where the MRI becomes inefficient and the accretion rate is low. This typically occurs
in regions of the disk where the optical depth is too high for ionizing radiation from the
star to penetrate.
The dead zone creates a bump in the density profile of the disk. Accretion disks may
also have density transitions at the dust sublimation radius where the disk temperature
is high enough to vaporize the dust, at ice lines where molecules condense out of their
gas phase, and at the disk-magnetosphere boundary where the stellar magnetic pressure
supports a low-density magnetospheric cavity. The density transitions in disks around
young stars may play an important role in planet formation and migration. Rossby
vortices which form in disk dead zones can trap dust, facilitating the formation of proto-
planetary embryos [Lyra et al., 2009, Lyra and Mac Low, 2012]. In addition, the sharp
gradient in the gas density at the disk-magnetosphere boundary and dust-sublimation
radius may halt the inward migration of planets and protoplanetary embryos [Masset
et al., 2006, Morbidelli et al., 2008].
1.1.2 Planet migration in protoplanetary disks
Planets in accretion disks can migrate due to tidal interaction with the matter in the disk.
The tidal torque on the planet consists of two components: the differential Lindblad
torque and the corotation torque [Goldreich and Tremaine, 1979, 1980]. The Lindblad
torque arises from the planet’s interaction with the spiral density waves raised by the
planet at the Lindblad resonances, located where mΩp = (m ± 1)Ω. For a Keplerian
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disk, this corresponds to
rLR =
(
1 ± 1
m
)2/3
rp . (1.2)
The positive sign represents the outer Lindblad resonances (OLR) and the negative sign
represents the inner Lindblad resonances (ILR). The material interior to the planet’s or-
bit tends to add angular momentum to the planet (i.e. creates a positive torque) while
the material exterior to the planet’s orbit tends to remove angular momentum (creates
negative torque). The difference between the outer and inner Lindblad torques is known
as the differential Lindblad torque. In a typical accretion disk, the outer Lindblad torque
is larger in magnitude compared to the inner Lindblad torque and planet migration typ-
ically proceeds inward. The corotation torque arises from the planet’s tidal interaction
the material which has the same orbital frequency as the planet’s orbit Ω = Ωp.
There are two regimes of planet migration in protoplanetary disks. In Type I migra-
tion, the planet has insufficient mass to significantly alter the local disk density and both
the differential Lindblad and corotation torques contribute to the overall torque on the
planet. In Type II migration, the planet is sufficiently massive to open a low-density gap.
Due to the paucity of matter in the planet’s corotation region, the corotation torque is
weak compared to the differential Lindblad torque and the planet’s migration rate is set
by the viscous timescale of the disk.
In both mass regimes, the migration may be strongly modified if the planet encoun-
ters a gap or cavity in the disk (for example, at the dust-sublimation radius or the edge
of a dead zone). In the Type II regime, the planet migrates inward until the m = 1 OLR
falls inside the cavity and the Lindblad torque goes to zero [Lin et al., 1996]. However,
the planet-cavity interaction in the Type I regime is more complex due to the action of
the corotation resonance. Masset et al. [2006] showed that the corotation torque be-
comes important when migrating embedded planets encounter density transitions in the
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disk. This torque can halt the migration of the planet and create a stable planet trap at
the cavity edge.
1.2 Accreting millisecond pulsars
Low mass X-ray binaries (LMXBs) are binary systems with a neutron star (or black
hole) primary and a less massive (M∗ < M) main sequence or subgiant donor compan-
ion. The orbit of the binary tends to be relatively compact with orbital periods ranging
from a few hours to a few days. In these systems, the donor companion has overfilled its
Roche lobe and transfers material via an accretion disk onto the primary star. During the
mass transfer, the disk heats up and the emission from the system is typically dominated
by the accretion luminosity which peaks in the X-ray.
LMXBs are thought to be the progenitors of recycled millisecond pulsars. In
LMXBs, angular momentum is added to the slowly rotating neutron star by the ac-
creting matter, gradually spinning the compact star up until it becomes a rapidly rotat-
ing pulsar. This spin-up mechanism is known as the recycling scenario [see review by
Srinivasan, 2010]. Hence, if the accreting primary in the LMXB is a neutron star, then
it is known as an accreting millisecond pulsar (AMP). The accretion in these systems
proceeds through funnel flows onto the magnetic poles of the star, giving rise to X-ray
pulsations corresponding to the spin frequency of the neutron star [see review by Pa-
truno and Watts, 2012]. As the mass transfer from the donor star declines, the rapidly
rotating star is expected to transition from the X-ray bright, accretion-powered state to
a radio-bright, rotation-powered state (i.e., a pulsar).
As is the case for young stellar systems, the inner regions of AMPs are inacces-
sible through direct observation. Rather, information on the interior regions is gleaned
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from X-ray photometry and spectroscopy. One complicating factor is that the dynamical
timescale of the inner disk can be just a few milliseconds in compact AMPs, necessitat-
ing high time cadence observations. Additionally since the emission peaks in the X-ray,
which does not effectively penetrate the atmosphere, space-based X-ray observatories
are required in order to study these accreting post-main-sequence systems. Nonetheless,
much progress has been made in the last two decades in understanding these systems.
In particular, the recycling scenario for millisecond pulsars has been directly confirmed
for the first time by the identification of a number of systems which swing in between
the rotation-powered radio and accretion-powered X-ray states [Papitto et al., 2013, Fer-
rigno et al., 2014, Patruno et al., 2014, Bassa et al., 2014, Bogdanov and Halpern, 2015].
Prior to this discovery, the link between the accretion and rotation-powered states had
only been observed indirectly [Burderi et al., 2003, Hartman et al., 2008, di Salvo et al.,
2008, Patruno, 2010, Papitto et al., 2011].
During the transitional phase between the accreting and rotation-powered states, the
accretion rate declines and the magnetosphere of the accreting pulsar expands, pushing
the system into the propeller regime of accretion in which the angular velocity of the
star (and its magnetosphere) exceed the angular velocity of the inner disk. This occurs
when the magnetospheric radius rm is larger than the corotation radius rc, defined as
rc =
(
GM∗
Ω2∗
)1/3
. (1.3)
The corotation radius represents the location where the angular velocity of the star, Ω∗, is
equal to the Keplerian angular velocity of the disc, ΩK =
√
GM∗/r3. When rm > rc, the
star is in the funnel flow regime in which matter from the disc may readily accrete onto
the star. In the opposite regime where rm > rc (i.e., the propeller regime), the rapidly
rotating magnetosphere acts as a centrifugal barrier which can inhibit accretion onto
the star or cause the star to spin down [Illarionov and Sunyaev, 1975, Lovelace et al.,
1999]. If the star is in the “strong” propeller regime of accretion, the star can launch
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centrifugally-driven outflows from the disk-magnetosphere boundary; this occurs when
the azimuthal velocity at the disk-magnetosphere boundary exceeds the local escape
velocity
vφ(rm) > vesc(rm),
Ω∗rm >
√
2GM∗
rm
,√
GM∗
r3c
rm >
√
2GM∗
rm
,
rm > 21/3rc , (1.4)
where we have used Equation 1.3 for Ω∗. Thus, the propeller can drive outflows if the
magnetospheric radius is roughly 1.26 times the corotation radius. This may occur if, for
example, the mass transfer from the binary companion declines, depleting the material
in the disk and causing the magnetosphere to expand outward.
The transitional AMPs often exhibit episodic X-ray flaring with frequencies of one
to a few Hz [Patruno et al., 2009, Bult and van der Klis, 2014] and in some systems, X-
ray variability on timescales of minutes to hours has also been observed [Ferrigno et al.,
2014]. Additionally, the spectra hint at the existence of outflows, but direct observations
of outflowing matter in these transitional systems has yet to be achieved [Ferrigno et al.,
2014, Bogdanov and Halpern, 2015]. Observations of these systems hint at the propeller
regime playing a role in the inner disk dynamics, but the exact mechanism driving the
flaring and X-ray variability in these systems is not yet fully understood.
1.3 Overview
In this work, we investigate several outstanding scientific questions associated with ac-
creting magnetized systems. Namely we seek to address the following questions related
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to accreting protostellar and post-main-sequence stars:
• What is the mechanism behind the launching and collimation of outflows in young
stellar systems?
• What role does the stellar magnetic field play in launching outflows?
• In what astrophysical systems is the propeller regime of accretion important?
What effect does it have on the star and disk?
• How does the structure of protoplanetary accretion disks affect the migration of
planets?
We investigate these problems using hydrodynamic (HD) and magnetohydrodynamic
(MHD) simulations of accretion onto a central body. In Chapter 2, we describe the
numerical model and the codes which were developed to investigate these accretion
phenomena; in Chapter 3, we study the emergence of magnetically launched and colli-
mated jets driven from the disc-magnetosphere boundary; in Chapter 4, we discuss the
episodic accumulation-accretion cycle and outflows launched in the propeller regime of
accretion; and in Chapter 5, we investigate the migration of planets near a low-density
disc cavity.
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CHAPTER 2
THE NUMERICAL MODEL
2.1 Chapter Overview
The inner regions of accretion discs tend to be highly ionized and are well-described by
the equations of magnetohydrodynamics (MHD). The accretion disc dynamics can be
numerically modeled by specifying:
1. The governing partial differential equations (PDEs) which describe how the ac-
creting gas behaves (i.e., the equations of hydrodynamics or MHD): ∂tU + ∂xF =
0.
2. An algorithm to (approximately) solve the partial differential equations.
3. The initial conditions of the system: U(x, 0) = U0(x).
4. The boundary conditions of the system: U(0, t) = UL(t) and U(L, t) = UR(t).
This class of model is known as the initial boundary value problem: in order to in-
vestigate the dynamics of the system, we evolve the initial conditions U(x, 0) in time,
subject to certain boundary conditions [see Toro, 2009, for a review]. Here, the domain
on which the problem is solved extends from 0 ≤ x ≤ L. The initial conditions of the
problem specify the initial state of the fluid and the boundary conditions permit us to
simulate a finite region of space by truncating the modeled region at x = 0 and x = L.
And the governing MHD equations tell us how the initial conditions will evolve in space
and time. This system of coupled partial differential equations is difficult to solve ana-
lytically for almost all non-trivial initial conditions. Instead, we employ an algorithm to
solve the equations numerically.
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The algorithm utilized in this work to solve the equations of MHD is a finite-volume
scheme known as Godunov’s method and may be applied to solve any initial boundary
value problem based on conservative PDEs [Godunov, 1959]. Godunov’s method works
by discretizing the spatial domain into grid cells; each variable (for example, the density)
is correspondingly discretized such that it is piecewise constant across each cell. Since
the variables are piecewise constant, there is a discontinuity at the edges of each grid
cell, resembling a local shock problem (i.e., a Riemann problem).
Thus, the fluxes between the cells can be calculated by solving the Riemann problem
at each cell boundary. Once the fluxes across the boundaries are known, the net flux
into the cell is known and state variables in each cell can be updated by advancing the
numerical model forward in time. We present the 1D MHD equations here for the sake
of illustration, but the algorithm can be applied to 2D or 3D problems by computing the
fluxes along each coordinate separately. A more detailed description of the Godunov
method is presented in §2.3.
In order to compute the fluxes between each cell, we devise an approximate Riemann
solver based on the HLLD solver proposed by Miyoshi and Kusano [2005]. Instead
of the energy equations, the solver solves the entropy-conserving form of the MHD
equations. This Riemann solver is discussed in-depth in §2.4.2. The details of our
codes and the entropy-conserving Riemann solver are described in full in Koldoba et al.
[August 2015].
In this chapter, we present a summary of the main aspects of the code: in §2.2 we
discuss the underlying equations of MHD; in §2.3, we discuss the algorithm (Godunov’s
method) which is used to solve the equations of MHD; in §2.4.2, we cover the entropy-
conserving Riemann solver which is used in our numerical algorithm to calculate the
intercell fluxes; in §2.5, we briefly describe the initial and boundary conditions used in
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our models; in §2.6, we present the various grid geometries utilized by our models; and
in §2.7, we wrap up by discussing the parallelized implementation of the code.
2.2 The equations of MHD
The inner regions of accretion discs are typically highly ionized and the plasma is suffi-
ciently collisional to be treated as a fluid. The state of the plasma is completely specified
by the density ρ, pressure p, entropy per unit mass s, velocity v, and magnetic field B
of the fluid. The fluid is in Keplerian orbit around the star and in vertical hydrostatic
equilibrium such that there is initial force equilibrium in all directions. The initial con-
ditions are described in detail in §2.5. The set of equations which describe the evolution
of such a system are known as the equations of ideal MHD. These equations consist of:
1. The continuity equation
∂tρ + ∇ · (ρv) = 0 , (2.1)
which describes the matter flux in the fluid.
2. The momentum conservation equation (also known as the equation of motion)
ρ
Dv
Dt
= −∇p + j × B + ρg + Fvisc (2.2)
which describes how the fluid behaves in the presence of the pressure gradient,
magnetic, gravitational and viscous forces. Here D/Dt ≡ ∂t + v · ∇ is the material
derivative, j is the current, g = −∇Φ is the external gravitational acceleration, and
Fvisc is the viscous force. We can drop the displacement current from Ampere’s
law to rewrite the magnetic term as
j × B = B · ∇B
4pi
− ∇B
2
8pi
. (2.3)
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The first term represents the magnetic tension while the second term represents
the magnetic pressure force where the magnetic pressure is pmag = B2/8pi. Note
that the although the magnetic pressure is isotropic, the net magnetic force is
directional.
3. The entropy conservation equation
∂ρs
∂t
+ ∇ · (ρvs) = Q (2.4)
where Q is an entropy source term, s = p/ργ is the entropy per unit mass and γ is
the adiabatic index.
4. The induction equation
∂B
∂t
= ∇ × (v × B) + ηdiff∇2B (2.5)
which describes the coupling between the magnetic field and the fluid. Here ηdiff
is the diffusivity coefficient.
Equations 2.1-2.5 can be represented in a more compact form which is useful when
discussing the implementation of the numerical MHD solver. In this form, the con-
served variables and fluxes are condensed into two vectors [Skinner and Ostriker, 2010,
Koldoba et al., August 2015]
U = [ρ, ρs, ρv, B]T and F(U) = [ρv, ρvs,M, J]T , (2.6)
where J is the induction tensor with components
Ji j = viB j − v jBi , (2.7)
and M is the momentum tensor with components
Mi j = ρviv j − BiB j4pi + δi j ptot − Vi j,visc . (2.8)
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Here δi j is the Kronecker delta function, ptot = p + B2/8pi is the total pressure and
Vvisc is the viscous tensor (see §2.2.1). Equation 2.6 allows us to succinctly rewrite the
equations of MHD as
∂tU + ∇ · F(U) = Q (2.9)
where Q is the vector of non-ideal source terms
Q = [0,Q,−ρ∇Φ,−ηdiff∇2B]T . (2.10)
Appendix A shows the fully expanded equations for cylindrical coordinates as imple-
mented in our numerical codes. These equations have seven real eigenvalues consisting
of: two fast magnetosonic waves λ1,7 = vx ∓ v f m; two Alfvén waves λ2,6 = vx ∓ vA; two
slow magnetosonic waves λ3,5 = vx ∓ vsm; and the entropy wave (contact discontinuity)
λ4 = vx. The fast and slow magnetosonic waves are longitudinal waves whereas the
Alfén wave is a transverse wave.
2.2.1 Viscosity, diffusivity, and the α prescription
If the plasma is non-ideal, then the viscosity and diffusion terms become important. The
viscosity tensor has the form
Vi j,visc = ηvisc
(
∂x jvi + ∂xiv j
)
(2.11)
where ηvisc is the dynamic viscosity. The tensor is evidently symmetric. In cylindrical
coordinates, the viscous tensor is
V cylvisc = −ηvisc

2∂rvr r∂rΩ + ∂φvr/r ∂zvr + ∂rvz
2(∂φΩ + vr/r) r∂zΩ + ∂φvz/r
2∂zvz
 . (2.12)
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For a typical Keplerian accretion disc, the rφ and zφ terms dominate. We assume that
the disc varies slowly in the φ direction and we drop the ∂φ terms as well.
In our simulations, we do not consider the effects of viscous heating or radiative
cooling based on the expectation that the two processes are in thermal equilibrium and
we take Q = 0. Rather, the main role of viscosity is to facilitate the transport of an-
gular momentum outward through the disc, thereby permitting matter to accrete inward
toward the star. However, the physical mechanisms which drive angular momentum
transport in accretion discs are still poorly understood, especially in cold regions of the
disc where the ionization fraction is low. In order to model the viscosity in our numerical
models, we often take the Shakura and Sunyaev [1973] α-viscosity prescription
νvisc = αvcsH = αv
c2s
ΩK
, (2.13)
where νvisc ≡ ηvisc/ρ is the kinematic viscosity, αv = 10−4 − 0.1 is the α-viscosity
coefficient, c2s ≡ γp/ρ is the sound speed, H ≡ cs/ΩK is the local disc height and ΩK is
the local Keplerian velocity. The turbulent magnetic diffusivity is estimated in a similar
manner
ηdiff ≡ c
2
4piσ
= αdcsH = αd
c2s
ΩK
, (2.14)
where σ is the conductivity and αd = 0.01 − 0.1 is the α-diffusivity coefficient
[Bisnovatyi-Kogan and Ruzmaikin, 1976].
2.2.2 The gravitational potential of the star and planet
In our models, the mass of the disc is assumed to be much less than the stellar mass and
the contribution of the disc mass to the local gravitational potential is neglected. Thus
for an accreting star, the local gravitational potential is simply
Φ∗ = −GM∗|x| , (2.15)
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where x is the position vector. If there is an external perturber (such as a planet) in orbit
around the star, the potential becomes
Φ = −GM∗|x| −
GMp
(|x − xp|2 + 2)1/2 +
GMp
|xp|3 x · xp , (2.16)
where xp is the position of the planet and  is a smoothing radius which smooths over
the singularity in the potential at the planet’s position. Here, the first term represents the
potential of the star, the second term represents the potential of the planet and the third
term accounts for the fact that the coordinate system (which is centered on the star) is
non-inertial due to the presence of the planet [Nelson et al., 2000, Fromang et al., 2005].
The corresponding gravitational acceleration is
g = −∇Φ = −GM∗|x|3 x −
GMp
(|x − xp|2 + 2)3/2 (x − xp) −
GMp
|xp|3 xp . (2.17)
This is utilized in §5 to investigate the migration of planets near a disc cavity.
2.2.3 Dimensionless units
Within the numerical code, the equations of MHD are reparametrized with normalized
variables such that they can be solved in dimensionless form. To further simplify the
equations, we also take GM∗ = 1 and R = 1. Solving the equations of MHD in di-
mensionless form is advantageous because it allows the solution to be scale-invariant
and permits us to apply the results to a wide variety of accreting stars. For each di-
mensionless variable Q˜, the physical value Q can be recovered by multiplying by the
corresponding reference unit, Q0: Q = Q˜Q0. The dimensionless re-parametrizations de-
pend on the specific problem being solved and are described in depth in each respective
chapter.
In the following chapters, all of the values are given in terms of the dimensionless
units, except where explicitly assigned physical units.
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2.3 The Godunov method
For any non-trivial initial condition, the equations of MHD are far too complex to solve
analytically. Instead, the equations are solved numerically by spatially and temporally
discretizing the conserved quantities in order to closely approximate the exact solutions
at each moment in time. For the 1D MHD equations, the general procedure is as follows:
Specify the initial conditions. For each problem we study, we first specify the initial
conditions for the state variables at t = 0
S(x, t = 0) = [ρ(x, 0), p(x, 0), s(x, 0), v(x, 0), B(x, 0)]T (2.18)
and compute the corresponding vector of initial conserved variables U(x, t = 0) from
these initial state variables. These initial conditions differ depending on the problem
being solved. For accretion discs, the disc is initialized in hydrostatic equilibrium and
the stellar and disc fields are separately specified. These are described in §2.5.
Figure 2.1: Discretization of the initial conditions. The left panel shows a
schematic drawing of the initial conditions for the density. The right
panel shows the piecewise discretized version of the initial conditions.
Discretize the simulation region. Next we discretize the spatial domain into N cells
centered at x0, x1, ..., xN−1 such that we have a grid with step size ∆x. We spatially
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discretize the conserved variables across the simulation region such that the values of
the variables in each grid cell are piecewise constant (i.e. we average the functions over
each cell to get the value for that cell)
U¯0i =
1
xi+1/2 − xi−1/2
∫ xi+1/2
xi−1/2
U(x, t = 0)dx . (2.19)
Here the subscript i indicates the value corresponding to the ith cell and the superscript 0
indicates that this is the 0th timestep. This process is shown schematically in Figure 2.1.
Figure 2.2: Updating the conserved variables. The fluxes between the cells are
computed and used to update the states to the next timestep.
Compute the fluxes across the cell boundary. Now consider the ith cell on the grid
(centered at xi) with two adjacent cells on either side centered at xi−1 and xi+1. Since
the discretized variables are piecewise constant in each cell, the values of the conserved
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variables in these adjacent cells obey the step function
U(x) =

U¯i−1 for x < xi−1/2
U¯i for xi−1/2 < x < xi+1/2
U¯i+1 for xi+1/2 < x
, (2.20)
where xi−1/2 and xi+1/2 are the locations of the boundaries between the cells (shown
schematically in Figure 2.2). The discontinuities at each cell boundary resembles a
local one-dimensional shock problem: therefore, the flux across the cell boundary at
xi+1/2 (i.e., Fi+1/2) can be determined by solving the Riemann problem using Ui and Ui+1
as initial values. The fluxes across the boundary xi−1/2 can be determined analogously.
Formulating the one-dimensional Riemann solver to compute the fluxes is a separate
problem described later on in §2.4.2. In two and three-dimensional MHD problems, the
fluxes are computed independently along each coordinate axis and combined to update
the state.
Step forward in time. Given the fluxes Fi−1/2 and Fi+1/2 at the cell boundaries, we
can step the conserved variables forward in time by ∆t using the discretized form of
Equation 2.9
Un+1i − Uni
∆t
=
Fi−1/2 − Fi+1/2
∆x
+ Q , (2.21)
which can be more explicitly rewritten as
Un+1i = U
n
i +
∆t
∆x
[Fi−1/2 − Fi+1/2] + ∆tQ . (2.22)
This is illustrated in the right panel of Figure 2.2. By performing this procedure at all
cell boundaries on the grid, the fluxes between the cells can be computed and used to
update the state variables in each cell given a timestep [for an in-depth discussion, see
Chapter 6 of Toro, 2009]. However, the algorithm which solves for the fluxes (i.e.,
solves the Riemann problem) at the cell boundaries must still be specified.
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2.4 Solving the Riemann problem
2.4.1 An overview of the Riemann problem
The Riemann problem is the name for a general class of initial value problems consisting
of a conservation equation (e.g. Equation 2.9) with piecewise constant initial conditions
that have a single discontinuity at the origin
U(x, 0) =

UL ifx < 0
UR ifx > 0
(2.23)
One canonical example of a Riemann problem for the hydrodynamic Euler equations is
the shock tube problem in which two gases with different pressures and densities sit in
a tube separated by a wall or diaphragm. If the wall is suddenly removed, then there is
an discontinuity at the origin which forms a wave system. The solution to the Riemann
problem tells us how this wave system will evolve in time.
In the Godunov method, there is a discontinuity at the interface between every cell
on the grid due to the discretization of the simulation region. Solving the Riemann
problem at each interface permits us to compute the net flux into (or out of) the cell,
thereby allowing us to update the variables in each cell in time.
The Riemann problem can be solved exactly for the Euler equations using a Newton-
Raphson iteration scheme. However, for MHD problems, the computational expense
of an analogous iterative method makes it intractable compared to faster approximate
methods. In our codes, we utilize an approximate Riemann solver based on the HLLD
Riemann solver first developed by Miyoshi and Kusano 2005 in order to solve the MHD
equations [described in detail in Koldoba et al., August 2015]. Unlike Miyoshi and
Kusano 2005, however, our Riemann solver solves the entropy conservation equation
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instead of the energy conservation equation.
2.4.2 The Approximate Riemann Solver
Written out explicitly, the conservative variables and flux vectors in the one-dimensional
ideal MHD equations take on the form
U =

ρ
ρs
ρvx
ρvy
ρvz
By
Bz

, F(U) =

ρvx
ρsvx
ρv2x + p + (B
2
y + B
2
z )/4pi
ρvyvx − BxBy/4pi
ρvzvx − BxBz/4pi
vxBy − vyBx
vxBz − vzBx

. (2.24)
For each coordinate axis on the grid, we independently solve the one-dimensional Rie-
mann and combine the resulting fluxes at the end to update the cell values.
The Riemann Fan. The HLLD solver assumes five waves (and hence four intermedi-
ate states) in the Riemann fan separating the two initial states UL and UR. The Riemann
fan for our solver is diagrammed in Figure 2.3 which shows six states separated by the
five waves which each correspond to one of the eigenvalues of the MHD equations §2.2.
The HLLD solver exactly resolves: the contact discontinuity (entropy wave) which di-
vides the left and right halves of the Riemann fan and propagates at velocity c; the two
Alfvén waves propagating with speed aL and aR; and the two fast magnetosonic waves
propagating at speeds bL and bR.
The solver assumes that these waves separate two initial states UL and UR and four
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Figure 2.3: The Riemann Fan. The wave propagation diagram in the (x, t) plane
for the HLLD solver [from Koldoba et al., August 2015].
intermediate states U∗L,U
∗∗
L ,U
∗∗
R ,U
∗
R such that
U(ξ) =

UL if ξ ≤ bL
U∗L if bL ≤ ξ ≤ aL
U∗∗L if aL ≤ ξ ≤ c
U∗∗R if c ≤ ξ ≤ aR
U∗R if aR ≤ ξ ≤ bR
UR if bR < ξ
, (2.25)
where ξ = x/t is a self-similar wave-speed variable. These intermediate states are il-
lustrated in the spacetime diagram shown in Figure 2.3. The Godunov intercell flux is
defined as Fi+1/2 ≡ F(Ui+1/2(0)). Thus if the intermediate states are known, they can be
used to compute the corresponding HLLD flux
FHLLDi+1/2 =

FL if 0 < bL
F∗L if bL ≤ 0 ≤ aL
F∗∗L if aL ≤ 0 ≤ c
F∗∗R if c ≤ 0 ≤ aR
F∗R if aR ≤ 0 ≤ bR
FR if bR < 0
. (2.26)
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The HLLD flux depends on the wave speeds between the adjacent cells as well as the
values of the state variables in the intermediate states. In §2.4.3, we describe how the
intermediate states are computed from UL and UR.
The speeds of the left and rightmost waves are estimated in a manner similar to that
prescribed by Davis [1988]
bL = min(0, vxL − v f m,L, vxR − v f m,R), bR = max(0, vxL + v f m,L, vxR + v f m,R), (2.27)
where
v f m =
 (v
2
A + c
2
s) +
√
(v2A + c2s)2 − 4 B
2
x
4piρc
2
s
2

1/2
(2.28)
is the fast magnetosonic speed, vA = |B|/
√
4piρ is the Alfvén speed and cs =
√
γp/ρ is
the sound speed. The velocity of the contact discontinuity c is estimated by applying the
integral conservation laws over the Riemann fan
c =
[
ρLvxL(vxL − bL) + (ptot,L − B
2
xL
4pi )
]
−
[
ρRvxR(vxR − bR) + (ptot,R − B
2
xR
4pi )
]
ρL(vxL − bL) − ρR(vxR − bR) (2.29)
The jump conditions across the Alfvén waves can be solved if
aL/R = c ∓ |Bx|√
4piρ∗L/R
(2.30)
where the second term represents the Alfvén speed in the left or right state. It is assumed
that bL ≤ aL ≤ c ≤ aR ≤ bR; if this condition is violated, a velocity correction is applied
to bR and bL so that it satisfies the constraint. The correction procedure is described in
depth in Koldoba et al. [August 2015].
2.4.3 Determining the intermediate states
We compute the values of the intermediate states (U∗L/R and U
∗∗
L/R) and fluxes (F
∗
L/R and
F∗∗L/R) using the Rankine-Hugoniot jump conditions. For two discontinuous neighboring
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states Uα and Uβ separated by a shock with speed S , the jump condition is simply
S =
F(Uβ) − F(Uα)
Uβ − Uα . (2.31)
Inserting the states and fluxes from Equation 2.25 and Equation 2.26 into Equation 2.31
gives
F∗L = FL + bL(U
∗
L − UL)
F∗∗L = F
∗
L + aL(U
∗∗
L − U∗L)
F∗∗L = F
∗∗
R + c(U
∗∗
L − U∗∗R ) (2.32)
F∗∗R = F
∗
R + aR(U
∗∗
R − U∗R)
F∗R = FR + bR(U
∗
R − UR) ,
which relates the fluxes to the conserved variables in each state. Thus, the conservation
law over the Riemann fan can be written as
FL−FR = c(U∗∗L −U∗∗R )−aL(U∗∗L −U∗L)−bL(U∗L−UL)+aR(U∗∗R −U∗R)+bR(U∗R−UR) . (2.33)
In total, we have four unknown vectors, U∗L/R,U
∗∗
L/R, which must be solved for.
In the exact solution of the Riemann problem, the normal velocity is constant across
the contact discontinuity. Similarly, in the HLLD solver, the normal velocities are as-
sumed to be continuous across the Riemann fan such that
c = v∗xL = v
∗∗
xL = v
∗∗
xR = v
∗
xR . (2.34)
Thus, the mass conservation term of the Rankine-Hugoniot relations can be rewritten as
ρα = ρβ
S − vxβ
S − vxα , (2.35)
where the α and β subscripts represent the values in the adjacent states. Combined with
Equation 2.25 and Equation 2.34, this implies
ρ∗L = ρ
∗∗
L = ρL
bL − vxL
bL − c and ρ
∗
R = ρ
∗∗
R = ρR
bR − vxR
bR − c . (2.36)
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Similarly, the entropy conservation term in the Rankine-Hugoniot relations is
sα = sβ
ρβ(S − vxβ)
ρα(S − vxα) (2.37)
which combined with Equation 2.36 and Equation 2.34 gives
sL = s∗L = s
∗∗
L and sR = s
∗
R = s
∗∗
R . (2.38)
Solving the y-momentum and y-induction jump conditions simultaneously gives
v∗yL = vyL +
BxByL
4pi
vxL − c
ρ∗L(bL − c)2 − B2x/4pi
and B∗yL = ByL
ρL(bL − vxL)2 − B2x/4pi
ρ∗L(bL − c)2 − B2x/4pi
. (2.39)
Similarly, solving the z components gives
v∗zL = vzL +
BxBzL
4pi
vxL − c
ρ∗L(bL − c)2 − B2x/4pi
and B∗zL = BzL
ρL(bL − vxL)2 − B2x/4pi
ρ∗L(bL − c)2 − B2x/4pi
. (2.40)
The values for v∗yR, v
∗
zR, B
∗
yR and B
∗
zR are analogous and can be found by substituting the
subscript R in place of L in the above equations. The above equations fully specify U∗L
and U∗R.
To determine the transverse velocity and magnetic fields in the intermediate states
U∗∗L and U
∗∗
R , we consider the jump conditions across the contact discontinuity
c =
F(U∗∗L ) − F(U∗∗R )
U∗∗L − U∗∗R
. (2.41)
For the magnetic field, we find
B∗∗yL = B
∗∗
yR and B
∗∗
zL = B
∗∗
zR , (2.42)
which in turn implies that the transverse velocities are related by
v∗∗yL = v
∗∗
yR and v
∗∗
zL = v
∗∗
zR , (2.43)
when Bx , 0. Since the left and right states are equal, we drop the L and R subscripts
for these variables. Equation 2.42 and Equation 2.43 can be plugged into Equation 2.33
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and solved to get
v∗∗y =
v∗yL
√
ρ∗L + v
∗
yR
√
ρ∗R + σ(B
∗
yR − B∗yL)/
√
4pi√
ρ∗L +
√
ρ∗R
, (2.44)
v∗∗z =
v∗zL
√
ρ∗L + v
∗
zR
√
ρ∗R + σ(B
∗
zR − B∗zL)/
√
4pi√
ρ∗L +
√
ρ∗R
, (2.45)
B∗∗y =
B∗yL
√
ρ∗R + B
∗
yR
√
ρ∗L + σ
√
4piρ∗Lρ
∗
R(v
∗
yR − v∗yL)√
ρ∗L +
√
ρ∗R
, (2.46)
B∗∗z =
B∗zL
√
ρ∗R + B
∗
zR
√
ρ∗L + σ
√
4piρ∗Lρ
∗
R(v
∗
zR − v∗zL)√
ρ∗L +
√
ρ∗R
, (2.47)
where σ = sign(Bx) [Miyoshi and Kusano, 2005, Koldoba et al., August 2015]. We
have now also fully specified U∗∗L and U
∗∗
R . This set of equations allow us to compute the
intermediate states U∗L,U
∗∗
L ,U
∗∗
R and U
∗
R in the Riemann fan from the initial states UL and
UR so long as Bx , 0. With all of the intermediate states specified, we utilize Equation
2.26 and Equation 2.32 to compute the HLLD flux for each cell on the grid.
2.4.4 Time integration
A two-step Runge-Kutta time integration scheme is utilized in our numerical code to
step forward in time. The timestep ∆t in the simulation is set by the Courant-Friedrichs-
Levy (CFL) condition which limits the timestep by considering the wave-crossing time
in all cells on the grid. The time integration proceeds in two stages: we first apply our
HLLD solver to calculate the fluxes and update the state for a half timestep
Un+1/2i = U
n
i −
∆t
2∆x
(
Fni+1/2 − Fni−1/2
)
. (2.48)
The intermediate half-timestep state, Un+1/2i , is then used to compute the integral for the
full timestep
Un+1i = U
n
i −
∆t
∆x
(
Fn+1/2i+1/2 − Fn+1/2i−1/2
)
, (2.49)
where Fn+1/2i−1/2 and F
n+1/2
i+1/2 are the HLLD fluxes computed from U
n+1/2
i .
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2.5 Initial and boundary conditions
The initial and boundary conditions of our models vary depending on the specific prob-
lem being studied and the grid geometry of the model. However, in general the accretion
discs in our model share common high-level features. Here we discuss the high-level
features which are common in most of the models; the specific details of each problem
are discussed in the respective chapters.
2.5.1 Structure of accretion discs
In all of the models presented in this work, the disc is initially axisymmetric and in
hydrostatic equilibrium. In order to specify the initial state of the disc, we must specify
the density ρ, pressure p, and the velocity v. We define the midplane values of density
and pressure as power laws in the radial direction
ρmid(r) = ρdisc
(
r
r0
)−n
, pmid(r) = pdisc
(
r
r0
)−l
, (2.50)
where ρdisc and pdisc are the gas density and pressure at some reference radius r0. Since
the disc plasma is an ideal gas, we can relate the above quantities to the disc temperature
using the ideal gas law
Tmid(r) =
µmp
kB
pmid
ρmid
= Tdisc
(
r
r0
)n−l
where Tdisc ≡ µmpkB
pdisc
ρdisc
. (2.51)
The slopes of these profiles are given by
∂pmid
∂r
= − l
r
pmid(r) ,
∂ρmid
∂r
= −n
r
ρmid(r) ,
∂Tmid
∂r
=
n − l
r
Tmid(r) . (2.52)
Initially, the poloidal components of the velocity are small (i.e., vr = vz = 0) and the
equation of motion (Equation 2.2) for the plasma in the accretion disc reduces to
ρv · ∇v = −ρ∇Φ − ∇p , (2.53)
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Figure 2.4: Poloidal slice of the initial volume density for n = 1.5.
where Φ(r, z) = −GM∗/R is the gravitational potential of the star. The radial component
of Equation 2.53 gives
ρ
v2φ
r
= ρ
GM∗
R2
r
R
+
∂p
∂r
. (2.54)
Thus, the azimuthal velocity along the disc midplane is
vφ(r, z = 0) =
√
GM∗
r
+
r
ρ
∂p
∂r
=
√
GM∗
r
− l pmid(r)
ρmid(r)
, (2.55)
where we have plugged in the expression for the radial pressure gradient from Equation
2.52. In general, l > 0 and the disc is slightly sub-Keplerian due to the radial pressure
support from the orbiting gas. The z-component of the equation of motion provides an
expression for vertical hydrostatic equilibrium
∂p
∂z
= −ρGM∗
R2
z
R
.
A general solution to this equation takes the form
ρ(r, z) = ρmid(r) exp
(
Φ(r, 0) − Φ(r, z)
Tmid(r)
)
,
p(r, z) = pmid(r) exp
(
Φ(r, 0) − Φ(r, z)
Tmid(r)
)
. (2.56)
A poloidal slice of this density profile is plotted in Figure 2.4 for n = 1.5. The entropy
per unit mass can then be calculated from the initial density and pressure distributions
s = p/ργ.
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2.5.2 Stellar magnetic fields
Young stars are expected to have highly convective interiors and can have strong mag-
netic fields up to a few kilogauss in magnitude. The magnetic topologies of these stars
are often complex, consisting of combinations of non-aligned dipole, quadrupole and
octupole components [Donati et al., 2007, 2008, Donati and Landstreet, 2009]. The
dipole component of the field takes the form
Bdip =
3(µ · R)R − µR2
R5
, (2.57)
where µ is the magnetic dipole moment of the star. This component is expected to
play the most dominant role in the disc-magnetosphere interaction as the magnitude of
the dipole component field falls off slower with distance compared to the higher order
components. The disk may also be threaded by a large-scale ordered magnetic field
separate from the stellar dipole. In our numerical code, the magnetic fields are split into
a fixed dipole component and a current-induced component B = Bdip + Bcalc [Tanaka,
1994].
2.5.3 Boundary conditions
The boundary conditions of each model vary depending on the grid geometry on which
the model is implemented as well as the specific problem being studied. In general, the
problems which we investigate have an internal boundary on the star and an external
boundary at the outer edges of the simulation region. The inner boundary on the stellar
surface has free boundary conditions for the hydrodynamic variables (density, pressure
and entropy) such that d . . . /dn = 0 where n is the direction normal to the stellar surface.
As we do not consider outflows due to stellar winds, matter is not permitted to leave the
star by requiring that the poloidal velocity vp ≤ 0 at the stellar boundary. Additionally
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we assume that the poloidal component of the magnetic field Bp is frozen to the surface
of the star while the toroidal components obey free boundary conditions.
The fluid variables at the external boundaries obey free boundary conditions for all
variables, except in the region adjacent to the accretion disc. At the external boundaries,
we impose the condition that vp ≥ 0 so that no matter can flow back into the simulation
region once it leaves. The boundaries in the disc region depend on the specific problem
being investigated and are discussed in-depth in each respective chapter.
2.6 Grid geometries
The numerical codes have been implemented on several different grid geometries which
are conducive to solving astrophysical problems. In general, the problems we study
involve a dense accretion disc in orbit around a central star: these sorts of problems are
well suited for coordinate systems with axial symmetry such as cylindrical or spherical
coordinates. In this section, we describe several of the coordinate systems on which the
solver is implemented.
2.6.1 Two-dimensional geometries
Figure 2.5 shows several two-dimensional geometries on which the solver is imple-
mented. The leftmost panel shows an implementation of the axisymmetric spherical
coordinate system R ≡ (R, θ) where R is the spherical radius and θ is the polar angle.
The axisymmetry condition implies that ∂φ . . . = 0 for any variable computed on the
grid. The grid is uniform in the polar direction and the size steps in the radial direction
are chosen such that the poloidal-plane cells are curvilinear rectangles with approxi-
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Figure 2.5: Various 2D grid geometries. Left panel: (R, θ) axisymmetric spheri-
cal coordinates; Middle panel: (r, z) axisymmetric cylindrical coordi-
nates; Right panel: (r, φ) polar coordinates
mately equal lengths on each side. This choice results in high spatial resolution near the
star where the disc-magnetosphere interaction takes place while also permitting a large
simulation region. Unlike the other coordinate systems which utilize an HLLD-type
solver, an entropy conserving Roe-type solver [analogous to that in Brio and Wu, 1988]
is used to solve the equations of MHD. This coordinate system is useful for investi-
gating the disc-magnetosphere interaction and has been used extensively to study winds
and outflows launched from the disc-magnetosphere boundary [see §3, Romanova et al.,
2004, 2005, Ustyugova et al., 2006, Romanova et al., 2009, Königl et al., 2011, Lii et al.,
2012].
The middle panel of Figure 2.5 shows a grid based on axisymmetric cylindrical
coordinates r ≡ (r, z) where r is the cylindrical radius and z is the distance from the
midplane. Mesh compression is implemented on the grid such that the grid resolution at
the midplane and near the star is higher than that far outside the disc midplane or far out
in the disc. This enables us to more finely resolve the accretion dynamics in the regions
of interest. As the grid resolution is quite high in the midplane, the fastest-growing MRI
modes can be resolved, permitting us to study realistic accretion driven by the MRI
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Figure 2.6: The 3D cylindrical grid. Left panel: the (r, φ) plane; Middle panel:
Right panel:
turbulence [discussed in §4, Romanova et al., 2011, Lii et al., 2014] as well as outflow
phenomena driven by the disc-magnetosphere interaction [Dyda et al., 2013, 2015a,b].
The rightmost panel of Figure 2.5 shows the grid in polar r = (r, φ) coordinates. This
grid is primarily aimed toward solving problems involving planet migration and solves
the hydrodynamic equations for the surface density Σ instead of the volume density ρ.
This grid has been used to study the migration of planets in a magnetized disc and near
disc cavities [see §5, Comins et al., forthcoming, Lii et al., forthcoming].
2.6.2 The three-dimensional cylindrical code
In addition to the 2D geometries, we utilize a 3D grid in cylindrical r = (r, φ, z) coor-
dinates, shown in Figure 2.6. Unlike the 2D plane-polar grid, the 3D cylindrical grid
has mesh compression in the region adjacent to the star to allow for finer resolution of
the disc-magnetosphere interaction as well as planet migration in the inner regions of
the disc. The leftmost panel of Figure 2.6 illustrates the mesh compression in the (r, φ)
plane while the middle panel shows the structure of the grid in 3D. The rightmost panel
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of Figure 2.6 shows a time snapshot from a simulation of a planet migrating in a disc
with a central disc cavity [Lii et al., forthcoming]. Like the 2D polar grid, this coor-
dinate system is well suited for solving problems involving planet migration as well as
problems involving waves and warps in the disc.
2.7 Parallelization and computing facilities
The MHD codes are massively parallelized and optimized to run on many-processor
systems. The code is parallelized by sub-dividing the grid into blocks in the radial and
azimuthal directions (and vertical direction in the 3D cylindrical geometry). The com-
putation for each block is assigned to a processor and the boundaries between adjacent
blocks are synchronized at each timestep. A typical simulation run may use anywhere
between 24 and 1024 processors, depending on the dimensions of the grid.
The data products from the simulations are output as unformatted binary files. The
advantage of using a language agnostic binary format is that given the array sizes, the
data products can be read into any language without the use of external libraries. Each
data product may have a size ranging from a few MB to tens of GB in size depending
on the scale of the problem being studied; the full datasets have corresponding sizes
of a few hundred MB to a few TB. To minimize the storage costs, we perform on-the-
fly analysis as the simulation is in progress and output the resulting data. This permits
high time cadence measurements of quantities such as accretion and outflow rates or the
torque on an orbiting planet without incurring the cost of storing many data files.
Most of the results shown in this work have been obtained using the NASA Center
for Climate Simulation’s Discover supercomputer and the NASA Advanced Supercom-
puting Division’s Pleiades supercomputer. The data products are automatically down-
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loaded from the supercomputing facilities to our local server every few hours where it
is analyzed and archived. The local server is also used for the debugging and testing of
the code.
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CHAPTER 3
THE MAGNETIC LAUNCHING AND COLLIMATION OF JETS FROM THE
DISC-MAGNETOSPHERE BOUNDARY
3.1 Background and overview
In this chapter, we discuss a mechanism for the launching and collimation of outflows
during epochs of high accretion onto a magnetized star. In particular, we focus on young
stars where accretion is known to occur in episodic bursts. The results shown in this
chapter are presented in Lii et al. [2012].
Stars like the Sun are born out of dense clouds of gas and dust undergoing collapse
due to their own self-gravity. In the early stages of collapse, the central protostar is
orbited by a dense accretion disc and is enshrouded by a dense envelope which ob-
scures the accretion dynamics near the young star. In these early stages, the accreting
envelope has roughly the same mass as the nascent star. However, after a few mil-
lion years, the mass of the envelope becomes depleted, the infalling material is cleared
and the young disc-accreting star emerges from the obscuring cloud. Young stars with
masses M∗ < 2M in this phase of evolution are known as classical T Tauri stars (cTTs),
appellated after their prototype star T Tauri. This stage of protostellar evolution is obser-
vationally characterized by high variability as well as strong emission lines and infrared
excesses which trace the disc accretion onto the star. These stars are often also accompa-
nied by high velocity collimated outflows which emerge from the inner regions of their
accretion discs. At the same time, planet formation and migration processes proceed in
the accretion disc. The star remains in this stage for a few million years, before the disc
is eventually photoevaporated away as the young star moves along the Hayashi track
towards the main sequence.
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Young stars produce strongly collimated high-speed outflows (jets) which are a key
mechanism in transporting mass, energy and angular momentum out of the disc and fa-
cilitating accretion onto the young protostellar core. The formation of a collimated jet
requires tandem launching and collimation mechanisms which are robust enough to ex-
plain the strongly collimated outflows observed in many young stellar systems. A num-
ber of theoretical models have been proposed to explain the mechanism which launches
the matter from the disc [see review by Ferreira et al., 2006]. One class of launching
mechanisms is the magnetocentrifugal driving mechanism in which the disc matter is ac-
celerated up along inclined field lines from the inner few AU of the disc, resulting in an
extended disc wind [Blandford and Payne, 1982, Königl and Pudritz, 2000]. A second
class of models involves outflows driven from the the disc-magnetosphere boundary, ei-
ther as an X-wind type outflow [Najita and Shu, 1994, Shu et al., 1994, Cai et al., 2008]
or as a magnetically launched conical wind [Romanova et al., 2009]. The matter may
also be magnetically launched from the inner disc [Lovelace et al., 1991] or launched
from the star as a strong stellar wind [Matt and Pudritz, 2008]. Observations of stars
with strong outflows show that the typical outflow velocities are of the order of the Kep-
lerian velocity of the inner disc region, favoring the models where the outflow originates
from the disc-magnetosphere boundary or the inner regions of the disc.
Recent observational evidence suggests that the helical magnetic field lines frozen
into the rotating outflow can self-collimate the matter into a jet [Carrasco-González
et al., 2010, Lovelace et al., 1987]. The outflow may also become collimated by in-
teraction with a large-scale external poloidal field threading the disc [Matt et al., 2003,
Fendt, 2009] or by interaction with a dense ambient medium surrounding the young star
[Lovelace et al., 1991, Frank and Mellema, 1996, Carrasco-González et al., 2015].
Spectral measurements show that a significant number of cTTs’s exhibit signs of out-
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flows from their discs [Edwards et al., 2003, 2006, Gómez de Castro and von Rekowski,
2011] with early observations indicating a correlation between the outflow and mass
accretion rates of cTTs’s [Cabrit et al., 1990, Hartigan et al., 1995]. Surveys of nearby
molecular clouds show that the observed accretion rates in many young stars are too
low to account for the observed initial mass function, suggesting that accretion pro-
ceeds in episodic bursts [Evans et al., 2009, Enoch et al., 2009]. These sorts of episodic
bursts are observed in FUor and EXor-type stars which exhibit outbursts in between
epochs of quiescence [Herbig, 1977, 2007, 2008, Caratti o Garatti et al., 2011]. These
sudden outbursts are believed to be associated with sudden rises in the accretion rate
due to the infall of circumstellar material and are often accompanied by collimated out-
flows [Reipurth, 1985, Sandell and Weintraub, 2001]. Even with recent technological
improvements to telescopes, direct imaging of the inner disc region is still hampered
by the insufficient resolution of ground- and space-based observatories [see reviews by
Ray et al., 2007, Frank et al., 2014] and observations have only recently shown that
the jets become collimated at distances less than about 10 AU from the star [Hartigan
et al., 2004, Coffey et al., 2008]. In lieu of direct imaging of the inner disc, astronomers
have relied on numerical simulations to study the structure and dynamics of the disc-
magnetosphere boundary.
Simulations Early simulations performed by Hayashi et al. [1996] and Miller and
Stone [1997] achieved single-episode outflows from the disc-magnetosphere boundary
lasting a few dynamical timescales. As simulations grew more sophisticated, longer
runs performed by Goodson et al. [1997, 1999], Hirose et al. [1997], Matt et al. [2002];
and Küker et al. [2003] showed several episodes of field line inflation and outflows.
However, none of these early simulations produced robust outflows which lasted long
enough to establish the outflow behavior and dynamics. Long lasting outflows have
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been achieved by treating the disc as a boundary condition and launching matter into
the corona [e.g. Romanova et al., 1997, Ouyed and Pudritz, 1997, Ustyugova et al.,
1999, Krasnopolsky et al., 1999, Fendt and Elstner, 2000, Matsakos et al., 2008, Fendt,
2009, Staff et al., 2010]. However, in order to understand the launching and collimation
mechanisms of the outflows, the simulations must include a realistic, low-temperature
accretion disc and solve the full magnetohydrodynamic (MHD) equations in both the
disc and coronal space. Recently, there has been much work in this direction with the
modeling of outflows launched from realistic discs threaded by large scale magnetic
fields [Casse and Keppens, 2002, 2004, Zanni et al., 2007, Murphy et al., 2010].
Our group first obtained long lasting outflows from realistic accretion discs for the
case of rapidly rotating stars in the propeller regime of accretion [Romanova et al.,
2005, Ustyugova et al., 2006]. These simulations showed a two-component outflow in
which most of the matter is carried away through a conical-shaped wind while most
of the energy and angular momentum flows into a low-density, high-velocity axial jet.
This axial jet is magnetically-dominated and well collimated by the toroidal magnetic
field. More recently, we observed single-component, long lasting conical outflows in the
more general case of slowly rotating stars Romanova et al. [2009]. The conical outflows
are driven from the disc-magnetosphere boundary by magnetic pressure and unlike X-
winds, these outflows do not require equality of the magnetospheric and corotation radii
and can originate even from slowly rotating stars. However, the conical winds showed
only weak collimation within the simulation region.
In this chapter, we present axisymmetric MHD simulations of long-lasting, colli-
mated jets launched from the disc-magnetosphere boundary of a magnetized star with
an aligned dipole. Building upon the previous work on conical winds by Romanova et al.
[2009], we simulate an accretion disc with a higher accretion rate in a larger simulation
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region and observe the emergence of a magnetically driven, magnetically collimated jet.
In §3.2 we describe the numerical methods and initial and boundary conditions used in
the simulations. Then, in §3.4, we give an overview of the simulations and describe the
reference run which we use for analysis of the launching and collimation mechanisms.
In §3.5 we describe the fluxes, velocities and forces in the jet and investigate the jet
launching and collimation mechanisms. Lastly, in §3.6 we discuss the relation of this
work to previous results as well as the application of our simulations to several types of
rapidly accreting young stars.
3.2 The numerical model
Here, we briefly describe the main aspects of our numerical model. We utilize the
axisymmetric Godunov-type code in the spherical coordinate system as described in
detail in §2.6.1. The code includes the equations for viscosity and diffusivity in the
plasma as described in §2.2.1 and is identical to the setup utilized in Romanova et al.
[2009].
Grid The code uses a spherical coordinate system (r, θ, φ) where θ is the colatitude
and φ is the azimuth angle. Axisymmetry imposes the additional condition ∂/∂φ = 0
on the equations of MHD1. Since we use a Godunov scheme, all numerically calculated
variables are cell centered on the grid, except for the magnetic vector potential which is
calculated on the nodes. The simulations are performed in the region R∗ < r < Rout, 0 ≤
θ ≤ pi/2 and reflected across the axisymmetry axis for plotting (the “z-axis” in cylindrical
coordinates). The grid is uniform in the θ direction and the size steps in the radial
1The equations of axisymmetric MHD in spherical coordinates can be found in Ustyugova et al.
[2006].
42
direction are chosen such that the poloidal-plane cells are curvilinear rectangles with
approximately equal lengths on each side. This choice results in high spatial resolution
near the star where the disk-magnetosphere interaction takes place while also permitting
a large simulation region. In the simulations presented in this paper, we choose the
number of grids in the θ and r directions to be Nθ = 50 and Nr = 120, respectively. This
corresponds to dθ = pi/Nθ = 1.8◦ and a total region radius of about 42 R∗. The smallest
grid size at the surface of the star is (pi/100)R∗ on a side.
3.2.1 Dimensionless variables
Within the numerical code, the equations of MHD are reparametrized with normalized
variables (e.g. ρ˜ = ρ/ρ0, B˜ = B/B0, v˜ = v/v0, etc.) and solved in a dimensionless form.
To further simplify the equations, we also take GM∗ = 1 and R = 1. The dimensionless
equations permit us to apply the general results to a wide variety of accreting stars.
Sample reference values for EX Lupi (EXor), FU Orionis (FUOR) and CTTS class stars
are shown in Table 3.1. In order to convert the dimensionless units into real values,
multiply the dimensionless value by the corresponding reference value in Table 3.1. For
example, to calculate t˜ = 1000 for a typical CTTS, multiply by the reference time (t0,CTTS
= 0.366 days) to get t = 366 days.
For the remainder of the chapter, all values and variables are given in terms of the
normalized units (with tildes implicit) except where explicitly assigned physical units.
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3.2.2 Numerical method
To numerically integrate the MHD equations, we split the physical processes into four
blocks: (1) an “ideal MHD" block in which we calculate the dynamics of the plasma and
magnetic field without dissipative processes; two “diffusion" blocks (2) and (3) in which
we calculate the diffusion of the poloidal and azimuthal components of the magnetic
field for frozen values of the plasma velocity and thermodynamic parameters (density
and pressure); and a “viscosity" block (4) in which we calculate the viscous dissipation
due to the rφ and θφ components of the viscous stress tensor. Integration of the equations
in time is performed with a two-step Runge-Kutta method. To determine the fluxes
between the cells, we use an approximate solution of the Riemann problem analogous
to the Roe solver described in Brio and Wu [1988], except that we take the energy
conservation equation in the entropy form. The dynamical variables are determined in
the cells while the vector-potential of the magnetic field, Aφ, is determined on the corner
nodes. We guarantee the absence of magnetic charge by calculating Aφ at each time
step and then using it to obtain the poloidal components of the magnetic field (Br, Bθ)
in a divergence-free form [Tóth, 2000]. This ensures that the divergence-free condition
∇ · B = 0 is always satisfied to within machine accuracy everywhere in the simulation
region. We set a floor density of ρflr = 2.5 × 10−7 throughout the simulation region to
prevent the density from vanishing near the axis. While the jet is being launched, this
adds a small amount of matter to the grids nearest the axis.
3.2.3 Boundary conditions
The external boundary at R = Rout is divided into a coronal region (0 ≤ θ ≤ θd) which
has outflow boundary conditions and a disc region (θd ≤ θ ≤ pi/2) which has inflow
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boundary conditions. The disc height at the boundary is initially in hydrostatic equi-
librium. Starting at t = 0, we permit low-temperature, high-density matter to flow in
through the disc boundary region with a fixed density profile set by ρd. The matter ve-
locity along the disc boundary is set to be slightly sub-Keplerian such that vr < 0 and
the matter will flow into the simulation region. All other hydrodynamic variables have
Neumann-type free boundary conditions in the disc region, ∂r . . . = 0.
In the coronal region, the boundary conditions are also free for all hydrodynamic
variables. However, we prohibit matter from flowing into the simulation region from
this portion of the boundary. We solve the transport equation for the magnetic flux
function Ψ so that the magnetic flux flows out of the region together with matter.
The boundary conditions on the equatorial plane and on the rotation axis are sym-
metric and axisymmetric, respectively. Across the equator, the scalar variables are sym-
metric in z (e.g., ρ(z) = ρ(−z)) except for the vertical component of the velocity which
is reflected vz(z) = −vz(−z). On the axisymmetry axis, we enforce the axisymmetry
boundary conditions by requiring that the toroidal variables obey Bφ(−r) = −Bφ(r),
vφ(−r) = −vφ(r), et cetera. This imposes the explicit requirement that the toroidal vari-
ables must cross 0 on the axis. Nonetheless, we note that there is a region near the
axisymmetry axis (θ = 0 to θc) where the azimuthal angular velocity vφ/r may take
on spurious values. This can in turn result in spurious values of Bφ near the axis even
though Bφ(θ = 0) = 0. However, these anomalous values do not affect the collimation
of the jet. In our simulations θc spans about two polar grid cells or about 3.6◦.
The inner boundary Rin = R∗ lies on the stellar surface. We assume that the ra-
dial component of the magnetic field is frozen to the surface of the star: Br is held
fixed while Bθ and Bφ obey the free boundary conditions ∂rBθ = 0 and ∂rBφ = 0. The
plasma pressure and entropy also obey free boundary conditions on the stellar surface;
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at each timestep, the density on the surface is recalculated from these two free variables.
The matter velocity components are calculated using free boundary conditions and then
adjusted to be parallel to the magnetic field vectors on the stellar surface. We do not con-
sider outflows due to stellar winds and therefore we only permit matter to flow inward
onto the star.
3.3 Reference Units
We take the reference mass M0 to be the mass M∗ of the star and the reference radius to
be the radius of the star, R0 = R∗. Time in units of t0 = 2piR0/v0 (the Keplerian rotation
period at r = R0). The magnetic field is a dipole field and its value at the equator, B∗,
is chosen such that the accretion disc (with typical accretion rates for young stars) can
compress the magnetosphere almost to the stellar surface. The reference magnetic field
is B0 = B∗/µ, where µ is the dimensionless magnetic moment. The reference velocity is
v0 = (GM/R0)1/2, the Keplerian velocity at the surface of the star. The reference force
per unit mass is v20/R0. The reference density is taken to be ρ0 = B
2
0/v
2
0. The reference
temperature is T0 = P0/(Rρ0) = v20/R, where R is the gas constant. The reference mass
accretion rate is M˙0 = ρ0v0R20. The reference energy flux is E˙0 = M˙0v
2
0. The reference
angular momentum flux is L˙0 = M˙0v0R0. The reference current is I0 = cR0B0. Table 3.1
shows examples of reference values for several different types of young accreting stars.
3.3.1 Turbulent viscosity and diffusivity
To estimate the turbulent viscosity νt, we adopt the Shakura and Sunyaev [1973] αmodel
which approximates the viscosity coefficient as νt = αvc2sξ/ΩK , where cs = (P/ρ)
1/2 is
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Table 3.1: Reference units for three types of types of young, accreting stars.
cTTs EXors FU Ori
initial
M∗[M] 0.8 0.8 0.5
R∗ [R] 2 2 2.5
t∗ [days] 1.90 1.90 3.37
B∗ [G] 100 800 2500
derived
R0 [cm] 1.39 × 1011 1.39 × 1011 1.74 × 1011
t0 [days] 0.366 0.366 0.648
v0 [cm s−1] 2.76 × 107 2.76 × 107 1.95 × 107
B0 [G] 10 100 250
f0 [dynes/gm] 5.48 × 103 5.48 × 103 2.19 × 103
I0 [G cm2/s] 2.09 × 1022 1.67 × 1023 6.52 × 1023
I0 [A] 6.96 × 1012 5.57 × 1013 2.18 × 1014
ρ0 [g cm−3] 1.31 × 10−13 8.39 × 10−11 1.64 × 10−10
n0 [cm−3] 7.83 × 1010 5.01 × 1012 9.79 × 1013
M˙0 [M yr−1] 1.11 × 10−9 7.12 × 10−8 1.54 × 10−6
E˙0 [erg s−1] 5.35 × 1031 3.43 × 1033 3.70 × 1034
L˙0 [erg s−1] 2.70 × 1035 1.73 × 1037 3.29 × 1038
Td [K] 9178 9178 4589
Tc [K] 9.18 × 106 9.18 × 106 4.59 × 106
the isothermal sound speed and ΩK is the Keplerian angular velocity. Unlike the viscos-
ity presented in §2.2.1, the density threshold coefficient ξ is included in order to turn off
the viscosity in the non-accreting low-density regions outside the disc where the MRI
(which provides the viscosity in the disk) is not efficient. We similarly estimate the
turbulent diffusivity coefficient in Equation 2.5 and Equation 2.14 as ηdiff = αdc2sξ/ΩK
[Bisnovatyi-Kogan and Ruzmaikin, 1976]. Both αv and αd are dimensionless coeffi-
cients which are treated as parameters in our model. The coefficient ξ sets a density
threshold for the viscosity and diffusivity
ξ =

0 if ρ ≤ ρd/4
ρ−ρd/4
ρd−ρd/4 if ρd/4 < ρ < ρd
1 if ρ ≥ ρd
(3.1)
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where ρd is the disc density parameter at the external boundary (see Table 3.2). The
density threshold coefficient ξ varies between 0 to 1 and acts to smoothly “turn on”
viscosity and diffusivity for regions with ρ > ρd/4. Figure 3.1 shows the viscosity
Figure 3.1: Zoomed-in plot of the diffusivity and viscosity profiles near the
star at t = 860. In the ξ = 0 region, the turbulent viscosity νt and
diffusivity ηt are turned-off. Above the ρd/4 density threshold, both
are smoothly turned on as ξ → 1 and we solve the non-ideal MHD
equations in the disc.
and diffusivity profiles of the inner disc of the reference simulation at t = 860. The
reference case uses coefficents of αd = 0.1 and αv = 0.3 for the turbulent diffusivity and
viscosity. At each timestep, the turbulent diffusivity and viscosity profiles are evolved
and reapplied to every point on the grid to ensure self-consistency of the simulation.
Above the ρd/4 (ξ > 0) threshold, viscosity becomes important and we include ηt and νt
by numerically integrating the non-ideal MHD equations using an explicit conservative
Godunov-type numerical scheme. Outside the disc where the density is low, ξ = 0 and
we solve the equations of ideal MHD.
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Table 3.2: Summary of model parameters. All cases shown produce well col-
limated jets. The bolded line is the reference case which we use for
analysis in this paper.
Nθ, Nr αv αd ρd ρc Rout µ
30, 55 0.3 0.1 5 10−3 16.5 3
30, 66 0.3 0.1 0.1 10−4 27 10
30, 66 0.3 0.1 1 10−3 27 10
30, 66 0.3 0.1 10 10−3 27 10
30, 66 0.3 0.1 1 10−3 27 10
30, 66 0.6 0.3 10 10−3 27 10
30, 80 0.3 0.1 10 10−3 58 10
30, 80 0.6 0.3 10 10−3 58 10
50, 100 0.3 0.1 5 10−3 22 10
50, 100 0.3 0.1 10 10−3 22 10
50, 120 0.3 0.03 5 10−3 42 10
50, 120 0.3 0.1 3 10−3 42 10
50, 120 0.3 0.1 5 10−3 42 3
50, 120 0.3 0.1 5 10−3 42 10
50, 120 0.3 0.1 5 10−3 42 15
50, 120 0.3 0.1 5 10−3 42 25
50, 120 0.3 0.1 10 10−3 42 10
3.4 Results
In order to investigate formation of jets from the disc-magnetosphere boundary, we per-
form dozens of simulations with varying initial parameters and grid sizes. The sim-
ulations have a total of 5 free parameters: αν and αd, the dimensionless viscosity and
diffusivity coefficients; ρd and ρc, the densities of the disc and corona at the outer bound-
ary; and µ, the stellar magnetic dipole moment. A sample of the runs which successfully
produced strongly collimated jet-like outflows is shown in Table 3.2.
We observe three general classes of outflows: one-time episodic outflows, stable
weakly collimated conical-type outflows, and stable collimated jets. The one-time
episodic outflows occur when the accreting matter strongly compresses the stellar field
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lines, driving transient outflows from the disc-magnetosphere boundary. In this case,
the matter and magnetic pressures quickly re-equilibrate, halting the driving mechanism
and suppressing the outflow. The conical winds are similar to those previously studied
in Romanova et al. [2009] and are driven by the compressed magnetic field at the disc-
magnetosphere boundary. In this chapter, we are interested in particular in the last class
of observed outflow: the stable collimated jet.
3.4.1 Strongly collimated outflows
Figure 3.2: The jet at time t = 860. The background shows the poloidal matter
flux density ρ
∣∣∣vp∣∣∣ and the lines show contours of the magnetic flux
function Ψ which is a proxy for the poloidal magnetic field. The red
vectors show the poloidal matter velocity vp.
Figure 3.2 shows one of the simulations which produces a strongly collimated jet:
throughout the remainder of the chapter, we will use this run as a reference case to
perform additional analysis. The background contours represent the poloidal matter
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flux ρ
∣∣∣vp∣∣∣ and the lines represent contours of the magnetic flux function Ψ, which obeys
the relation B · ∇Ψ = 0. In the poloidal plane, therefore, the Ψ contours represent the
poloidal magnetic field lines. The reference simulation uses a spherical grid with Nθ =
50 cells in the θ direction and Nr = 120 cells in the radial direction with the parameters:
αv = 0.3, αd = 0.1, disc density ρd = 5, and coronal density ρc = 0.001 (a summary of
the parameters is shown as the bolded line in Table 3.2). For analysis of the launching
and collimation mechanisms, we study the simulation at t = 860 when the jet is well
established.
Figure 3.3: Formation and collimation of the jet at different times t. The ρ
∣∣∣vp∣∣∣
background contour and field lines are plotted on the same scale as the
contours in Figure 3.2.
Figure 3.3 shows snapshots of the reference simulation at six moments in time At
t = 100, the matter flowing in from the boundary begins compressing and inflating the
dipole field around the star. By t = 300, the disc is only a few stellar radii away from
the star; the close proximity of the disc permits matter to accrete directly onto the star
by flowing along the closed dipole field lines. At the same time, the inflated field lines
in the corona undergo forced reconnection, ejecting plasmoids into the stellar corona.
The strong magnetic gradient at the disc-magnetosphere boundary launches matter
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Figure 3.4: A zoomed-in plot of the inner disc region at the time t = 860. The
plotted contours show the same scales as in Figure 3.2.
along the inflated dipole field lines. The outflow first emerges from the open field lines
at the disc-magnetosphere boundary starting around t = 350 and becomes stable and
well established by t = 500. As the jet stabilizes, the magnetic reconnection within
the jet halts and the matter flows smoothly. Figure 3.4 shows a zoomed-in view of the
outflow at t = 860, illustrating the proximity of the launching region to the star. As the
outflow becomes stronger, we observe a gradual magnetic collimation of the outflowing
matter into a jet (see frames t = 700 to t = 1100 of Figure 3.3).
Figure 3.5 shows a three-dimensional rendering of the jet at t = 860. Three poloidal
matter flux surfaces are shown along with tightly wound helical magnetic field lines—
represented by the red ribbons—which play a key role in collimating the outflow (this
is discussed later in §3.5.3). The jet has the shape of an inverted tapered cone with a
cylindrical radius of 1 − 4 R∗ at the base of the jet and 3 − 8 R∗ at the top. For this
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Figure 3.5: 3D view of the poloidal matter flux density ρ
∣∣∣vp∣∣∣ contours of the
jet at t = 860. Three matter flux density surfaces are plotted: ρ
∣∣∣vp∣∣∣
= 0.001, 0.003, and 0.01. The red streamtraces show the strongly
wound magnetic field lines in the corona of the star which collimate
the outflowing matter.
reference case, we measure a half-opening angle of Θ ≈ 4◦ at the top of the simulation
region.
3.4.2 Properties of the outflow
In order to describe the relative magnitudes of the matter and magnetic pressures around
the star, we use the standard plasma parameter β and the kinetic plasma parameter β1:
β =
p
B2/8pi
, β1 =
p + ρv2
B2/8pi
. (3.2)
The kinetic plasma parameter β1 takes into account the ram pressure of the gas, ρv2
in addition to the thermal gas pressure, p. Regions with β, β1  1 are matter pressure
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Figure 3.6: ρ
∣∣∣vp∣∣∣ contours overplotted with the β = 1 and β1 = 1 lines. The
region interior to the β1 line is matter dominated. The dashed white
line shows the radius where the θ cross-sections shown in Figure 3.7
are taken. Also plotted are a few of the velocity streamlines in the jet.
dominated while regions with β, β1  1 are dominated by the magnetic pressure. Figure
3.6 shows the β, β1 = 1 lines for the t = 860 reference case. The conventional plasma
parameter β is much less than unity everywhere except within the disc; hence if we use
the plasma β criterion, we find that the jet is completely magnetically dominated. How-
ever, if the ram pressure is taken into account and β1 is used instead, then we find that
β1 ? 1 inside the jet: in other words, the magnetic pressure is only a few times smaller
than (or comparable to) the effective matter pressure, indicating that the magnetic field
is important in driving and collimating the jet even at large distances from the star.
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Figure 3.7: Cross-sections of the jet in the θ direction at r = 20 and t = 860
(shown as dashed line in Figure 3.6). The dashed vertical lines indi-
cate the β1=1 surfaces which approximately represent the boundaries
of the jet. We indicate the region where numerical artifacts may play a
role by greying out the two grids closest to the axis. Panel (a) shows
the velocity cross-section in the jet. vφ and vp are the velocities in the
toroidal and poloidal directions, respectively; vesc is the escape veloc-
ity at r = 20; cs is the sound speed; and vAp is the poloidal Alfvén
speed. Panel (b) shows the poloidal current Ip in the jet. Panel (c)
shows the density ρ and matter flux ρ
∣∣∣vp∣∣∣ profiles in the jet. Panel (d)
shows L˙m and L˙ f , the angular momentum fluxes from matter and mag-
netic fields, respectively. Panel (e) plots the magnetic field compo-
nents in the poloidal Bp and toroidal Bφ directions. And lastly, Panel
(f) shows the plasma β parameters in the jet (described in Equation
3.2).
Figure 3.7 shows cross-sections of the jet in the θ direction for angles θ = 0◦–45◦
at the surface r = 20 (shown in Figure 3.6). The dashed vertical lines represent the
β1 = 1 surfaces which approximately delimit the boundaries of the jet. We indicate the
region where numerical artifacts may play a role by greying out the two grids closest
to the axis. Figure 3.7f shows the β and β1 profiles of the jet, with β ≈ 10−4 − 10−3
and β1 ≈ 1 − 6 inside, indicating that the jet is “weakly” matter dominated. Figure 3.7a
shows the velocity cross-section of the jet: within the jet, the matter is supersonic and
the poloidal matter velocity vp is larger than the poloidal Alfvén speed vAp = |Bp|/
√
4piρ,
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except at the left edge of the jet where they are comparable. The poloidal velocities in
the jet range from vp ≈ 1 on the inner edge of the jet to vp ≈ 0.1 on the outer edge.
Panel 3.7a also shows that the toroidal matter velocity vφ is very large even outside
the jet, contributing to the winding of the magnetic field lines in the corona. Figure 3.7b
shows the profile of the normalized poloidal current Ip = r sin θBφ flowing out of the
simulation region through the jet (see §3.6.1 for analysis of the current flow). Figs. 3.7c
and 3.7d show the matter and angular momentum flux profiles in the jet: the angular
momentum transport is dominated by the outflowing matter2 (this is further discussed in
§3.5.1). Panel 3.7e shows the magnetic field distribution; note that the toroidal field is
much larger than the poloidal field everywhere except on the inside edge of the jet, where
we observe spurious values of Bφ. Note, however, that the collimating magnetic force
is proportional to the transverse gradient of I2p = (r sin θBφ)
2 which is well behaved near
the symmetry axis, as shown in Figure 3.7b [Lovelace et al., 1989]. Therefore, the axis
values of Bφ do not affect the collimation of the jet. Rather, the dominant collimating
force arises far from the axis between θ ∼ 5−15◦ where both Bφ and Ip are well behaved.
The gradients of (r sin θBφ)2 and B2p both contribute to the magnetic force and in §3.5.3,
we discuss in detail how these magnetic fields launch and collimate the outflow.
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Figure 3.8: Matter and angular momentum fluxes onto the star and into the
outflow. Panel (a): Matter flux from the disc onto the star M˙s and
into the jet M˙w as a function of time. The bottom plot shows the abso-
lute value of the ejection-to-accretion ratio |M˙w/M˙s| as a function of
time. Panel (b): Angular momentum flux rates added onto the star by
matter L˙sm and by the magnetic fields L˙s f . Also plotted is the angular
momentum loss rate due to matter carried away by the jet L˙wm and by
the magnetic fields L˙w f . The bottom plot shows the ratios of angular
momentum fluxes leaving in the jet to the angular momentum fluxes
onto the star.
3.5 Fluxes, forces, and velocities in the jet
3.5.1 Matter and angular momentum flux
Matter flux
To measure the total accretion rates, we integrate the the matter and angular momentum
fluxes over the star’s surface (r = 1) and over a surface at r = 20. The mass accretion
2In contrast, the opposite is true at small radii (r . 5) and angular momentum is primarily transported
away by the magnetic field.
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rate through a given surface is given by
M˙ =
∫
dS · ρvp =
∫
dS ρvr , (3.3)
where dS is an outward facing surface area element and vr is the radial component of the
velocity. On the stellar surface, we measure the accretion rate M˙s by only considering
the inward (vr < 0) matter flux; conversely, for the outer surface at r = 20, we measure
the outflow rate in the jet M˙w by only considering the outward vr > 0 matter flux. Figure
3.8a shows the inward M˙s across the stellar surface and outward M˙w across the r = 20
surface as a function of time. The total matter flux onto the star M˙s slowly increases
from the time the disc first reaches the star (t = 300) until it stabilizes around t = 1300.
Similarly, the total matter flux through the jet stabilizes slightly earlier at t = 1200.
Angular momentum flux
The angular momentum flux density consists of three components: angular momentum
carried by the matter FLm, by the magnetic field FLf, and by viscous transport FLv. The
total angular momentum flux density is therefore
FL = FLm + FLf + FLv,
where
FLm ≡ r sin θρvφvp , FLf ≡ −r sin θBφBp4pi , FLv ≡ −νtρ(r sin θ)
2∇Ω , (3.4)
with the last term non-zero only inside the disc. As with the matter flux, we integrate
the angular momentum fluxes at the star (r = 1) and at the r = 20 surface,
L˙ =
∫
dS · FL =
∫
dS · (FLm + FLf + FLv). (3.5)
Figure 3.8b shows the integrated angular momentum flux as a function of time. L˙sm
and L˙s f measure the angular momentum being added to the star by matter and magnetic
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fields, respectively. The accreting matter adds angular momentum directly (L˙sm) and
spins up the star. The magnetic fields also allow the matter to spin up the star indirectly:
the magnetospheric radius rm ≈ 1.1 (calculated by equating the magnetic and gas pres-
sure in the disc) is smaller than the corotation radius rcor = 3 and hence the inner disc
drags the stellar dipole field, causing the star to spin up at a nearly constant rate (L˙s f ).
At the surface at r = 20, only the outward angular momentum carried by the jet is
calculated. The outward angular momentum transport due to magnetic fields, L˙wf, is
negligible compared to the the angular momentum being carried away by the matter,
L˙wm. Like the matter flux, the angular momentum flux in matter becomes steady around
t = 1200. Roughly a third of the disc’s angular momentum exits the system through the
jet, while only a small fraction of the incoming angular momentum is added to the star.
The majority of the disc’s angular momentum is transported by viscosity back and out
through the disc itself.
3.5.2 Velocities in the jet
Figure 3.6 shows a few of the velocity streamlines flowing from the base of the jet to the
edge of the simulation region. The figure shows that the launching region of the jet is
localized to the very inner disc. To probe the structure of the jet in detail, we analyze the
velocities within the jet at t = 860. Figure 3.9 shows velocities along a representative
field line running through the jet. The field line originates from the disc at r = 1.24
and extends upward through the jet to the outer boundary of the simulation region (for a
visual representation, see the denoted field line in Figure 3.10).
We define the new coordinate s which traces the linear distance along the poloidal
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Figure 3.9: Velocities as a function of distance along a representative field line.
The field line is anchored in the disc at r = 1.24 and extends through
the jet to the outer boundary of the simulation region. A total of eight
velocities are plotted. Starting from the left: vsm is the slow magne-
tosonic velocity, vAp is the poloidal Alfvén velocity, v‖ is the velocity
of matter tangential to the field line, v⊥ is the velocity of matter per-
pendicular to the field line, vfm is the fast magnetosonic velocity, vφ is
the toroidal matter velocity along the field line, and lastly, vesc is the
local escape velocity.
field line with s = 0 at the base3. Figure 3.9 shows that very close to the star, v‖—the
matter velocity tangential to the field line—is small; however, v‖ quickly rises above
the slow magnetosonic vsm, Alfvén vAp, and fast magnetosonic vfm speeds as the matter
moves away from the star, indicating that the flow is matter dominated past s ≈ 13;
most of the acceleration occurs before the matter crosses the fast magnetosonic surface.
Fitting a power law to the region of strong acceleration gives v‖ ∝ s0.71; past s ∼ 5,
the acceleration mechanism weakens and the slope flattens such that v‖ ∝ s0.16. Near
the disc, the toroidal component of the velocity, vφ, is close to the Keplerian velocity
meaning that the matter in the jet initially corotates with the disc. However, outside the
3Since the representative field line is nearly vertical, s ≈ r cos θ
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disc, vφ falls off as s−0.33 and v‖ exceeds vφ at s ≈ 12 due to the continued acceleration
of the matter.
Far away from the star, the tangential velocity is nearly double the escape velocity
vesc and the matter in the jet easily escapes from the system. In contrast, the perpendicu-
lar velocity v⊥ in the jet is quite small, indicating that matter diffuses across the magnetic
field very slowly.
3.5.3 Launching and collimation mechanisms
Forces in the jet
The force per unit mass tangent to the poloidal magnetic field line Bp can be calculated
according to
ftot,‖ = bˆ · ( f P + fG + fC + fM)
= − 1
ρ
∂P
∂s
− ∂Φ
∂s
+
v2φ
r sin θ
sin Θ +
1
4piρ
bˆ · [(∇ × B) × B]. (3.6)
Here, bˆ is the unit vector tangent to the field line, f P, fG, fC, and fM are the pressure,
gravitational, centrifugal and magnetic forces, respectively; Θ is the angle between the
poloidal magnetic field line and the axisymmetry axis; Φ is the gravitational potential;
s is the previously defined coordinate which traces the distance along the poloidal field
line [see derivation in Ustyugova et al., 1999].
The pressure gradient force, fP,‖ = −(1/ρ)(∂P/∂s), dominates within the disc. The
matter in the disc is approximately in Keplerian rotation such that the sum of the gravi-
tational and centrifugal forces roughly cancel ( fG+C ≈ 0). Near the slowly rotating star,
however, the matter is strongly coupled to the stellar magnetic field and the disc orbits
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Figure 3.10: Forces along a field line in the jet. Panel (a) shows the poloidal
matter flux density ρ
∣∣∣vp∣∣∣ as a background overplotted with poloidal
magnetic field lines. The vectors show the magnitude of the total
force ftot along a representative field line originating from the disc at
r = 1.24. Panel (b) plots the angular velocity Ω as the background.
The vectors show the magnitude of the gravitational + centrifugal
forces fG+C along the representative field line. Panel (c) shows the
poloidal current Ip as the background. The vectors show the mag-
nitude of the magnetic force fM along the representative field line.
at sub-Keplerian speeds, giving fG+C . 0. The tangential magnetic force (the last term
of Equation 3.6) can be expanded as
fM,‖ =
1
4piρ
bˆ · [(∇ × B) × B] = − 1
8piρ(r sin θ)2
∂(r sin θBφ)2
∂s
(3.7)
[Lovelace et al., 1991]. Note that r sin θBφ is the normalized poloidal current flowing
through a surface of radius r from polar angle zero to θ.
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The force per unit mass perpendicular to the poloidal field line is given by
ftot,⊥ = −(v2p − v2Ap)
∂Θ
∂s
− 1
ρ
∂
∂n
P + B2p8pi
 − 18piρ(r sin θ)2 ∂(r sin θBφ)2∂n
+
v2φ
r sin θ
cos Θ − ∂Φ
∂n
, (3.8)
where n is a coordinate normal to the poloidal field line [Ustyugova et al., 1999]. In
§3.5.2 we showed that far from the disc, the poloidal velocity in the jet vp dominates
over the poloidal Alfvén speed vAp (see Figure 3.9), permitting us to ignore the Alfvén
term. Additionally, far outside the disc, the pressure gradient term is negligible and the
gravitational force is small compared to the other forces. With these simplifications,
Equation 3.8 reduces to
ftot,⊥ = −v2p
∂Θ
∂s
− 1
8piρ
∂B2p
∂n
− 1
8piρ(r sin θ)2
∂(r sin θBφ)2
∂n
+
v2φ
r
cos Θ
sin θ
. (3.9)
Once the jet begins to collimate, the curvature term −v2p∂Θ/∂s also becomes negligible.
The magnetic force may act to either collimate or decollimate the jet, depending on the
relative magnitudes of the toroidal (r sin θBφ)2 gradient (which collimates the outflow)
and poloidal B2p gradient (which decollimates the outflow); in our simulations, the col-
limation of the matter implies that the magnetic hoop stress is larger than the poloidal
field gradient. Thus the main perpendicular forces acting in the jet are the collimating
effect of the toroidal magnetic field and the decollimating effect of the centrifugal force.
Figure 3.11 shows the dependence of Θ—the angle between the reference poloidal
magnetic field line and the axisymmetry axis—on the distance along the field line s. For
the poloidal field line in the reference case, we measure a half-opening angle Θ ≈ 4◦ for
s > 25.
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Figure 3.11: Dependence of Θ on the distance along the field line.
Analysis of the forces
Here, we analyze the role that the magnetic, gravitational, centrifugal, and pressure
forces play in launching and collimating the outflow. Figure 3.10 shows vectors denoting
the magnitude and direction of the various forces along a field line running through the
jet: this field line is the same as the one used previously for analysis of the velocities
in §3.5.2 and is anchored in the disc at r = 1.24. Figure 3.12 shows the tangential and
perpendicular projections of the individual forces onto this field line.
Launching mechanism The top row of Figure 3.12 shows several different views of
the tangential projections of the forces onto the representative field line. In order to
accelerate the matter and launch an outflow, the sum of the tangential forces in the
jet ftot,‖ must be positive overall. The tangential projections of the gravitational and
centrifugal forces are nearly equal and opposite everywhere in the jet (i.e. fG+C,‖ ≈ 0)
except near the star where gravity dominates and acts to hold the matter in the disc (e.g.
Panel 3.12Ia). In contrast, the magnetic pressure force fM,‖ acts in opposition to gravity
and serves to accelerate the matter out of the disc along the magnetic field lines. Panel
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Figure 3.12: Force components along a field line in the jet. Panels (Ia), (Ib) &
(Ic) show the tangential projection of the forces along the represen-
tative field line in: (Ia) the region just above the disc; (Ib) the whole
simulation region; (Ic) the region far above the disc. A positive tan-
gential force indicates acceleration away from the equatorial axis (i.e.
the disc plane). Panels (IIa), (IIb), & (IIc) show similar plots of the
perpendicular projection of the forces along the representative field
line. A positive normal force indicates acceleration away from the
axisymmetry axis.
Ib shows that the gas pressure force fP,‖ is small outside the disc and plays no role in
launching the outflow. Since fG+C,‖ and fP,‖ are both negligible far from the star, the
magnetic force dominates within the jet giving ftot,‖ ≈ fM,‖.
The effect of the various forces can be seen in the three panels of Figure 3.10: fG+C
pulls the matter downward toward the disc (Figure 3.10b) while the the magnetic force
fM acts to drive matter out from the disc (Figure 3.10c). When these forces are summed
together, the resulting force ftot shown in Figs. 3.10a and 3.12Ib is positive overall; note
that even far from the disc, ftot,‖ > 0 and the matter is continually accelerated. Since the
centrifugal force is completely canceled by gravity, the jet is driven by a purely magnetic
force and hence the launching mechanism is purely magnetic as well. This mechanism
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is similar to the inner disc wind model discussed in Lovelace et al. [1991] and observed
in simulations of conical winds in Romanova et al. [2009].
Collimation mechanism As discussed previously in §3.5.3, the collimation of the
jet is related to the balance between the decollimating effect of the centrifugal force
and the collimating effect of the magnetic hoop-stress; in order to collimate the jet, the
sum of these perpendicular forces must be negative overall. The bottom row of Figure
3.12 shows the normal projection of the various forces onto the representative field line.
Very close to the star, the perpendicular component of the centrifugal force is large and
the net force is positive, pushing some of the matter into a “spur” (see Figure 3.10a).
However past s = 2.5, the centrifugal force weakens as the matter moves away from the
rotation axis, allowing the magnetic hoop-stress to collimate the matter into a jet. Figure
3.10 shows this very clearly: the centrifugal force in Figure 3.10b acts opposite to the
magnetic force in Figure 3.10c. When the two forces are summed (Figure 3.10a), the
forces largely cancel and the residual points inward toward the axis, serving to collimate
the outflow into a jet. Note that the scale of the vectors in Figure 3.10a is much smaller
than the scale in in Figs. 3.10b and 3.10c: the collimation is a delicate balance between
the magnetic and centrifugal forces in the jet.
3.6 Discussion
3.6.1 Current flow in the simulation region
It is important understand the nature of the current flows in the simulation region. For
general axisymmetric MHD flows the poloidal magnetic field ([Br, Bθ] in spherical co-
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ordinates) can be written as
Bp = ∇ × (Aφφˆ) = rˆr2 sin θ
∂Ψ
∂θ
− θˆ
r sin θ
∂Ψ
∂r
, (3.10)
where Ψ(r, θ) = r sin θAφ(r, θ) is the “flux function” for the poloidal magnetic field and
Aφ is the vector potential [e.g., Lovelace et al., 1986]. The Ψ = const lines label the
poloidal field in that Bp · ∇Ψ ≡ 0.
For axisymmetric and non-relativistic MHD flows, Ampère’s law gives the poloidal
current density (in cgs units) as
Jp =
c
4pi
∇ × (Bφφˆ) = rˆr2 sin θ
∂H
∂θ
− θˆ
r sin θ
∂H
∂r
, (3.11)
where H(r, θ) = cr sin θBφ(r, θ)/4pi acts as the “flux function” for the poloidal current
density in that Jp · ∇H ≡ 0 [e.g., Lovelace et al., 1986].
In cgs units, the total poloidal current through a spherical cap, r = const and colati-
tude from 0 to θ, is simply
Ip,cgs = 2pi
∫ θ
0
r2 sin θdθJpr = 2piH(r, θ) =
c
2
r sin θBφ(r, θ), (3.12)
where Jpr = rˆ · Jp. In all the plots we show the normalized current, Ip = r sin θBφ(r, θ),
which is proportional to Ip,cgs. For the dipole-type field symmetry about the equatorial
plane assumed in our simulations, Ψ(r, θ) = Ψ(r, pi − θ); that is, Ψ is an even function
about the equatorial plane. This requires that the toroidal magnetic field be an odd
function, Bφ(r, θ) = −Bφ(r, pi− θ) so that Bφ(r, pi/2) = 0 [Lovelace et al., 1987]. Thus we
necessarily have
Ip(r, pi/2) = 0. (3.13)
Thus, our MHD simulations guarantee that the net current flow through the upper (or
lower) hemisphere is exactly zero. A current outflow in a jet with, for example, θ < 1
is exactly balanced by a current inflow in the region pi/2 − θ < 1. However, in the
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Figure 3.13: Currents in the simulation region. Panel (a): The color back-
ground shows the values of Ip(r, θ) and the lines are current density
lines. The numbers on the contours denote the local value of the
current in normalized units. Panel (b): The θ cross-section of the
current and β1 at r = 20, (see dashed line in the top panel). The
dotted vertical lines represent the β1 = 1 surfaces.
general case of no symmetry about the equatorial plane, we may have Ip(r, pi/2) , 0
[see Lovelace et al., 2010].
The top panel of Figure 3.13 shows the poloidal current, Ip(r, θ), surfaces inside the
simulation region. The values of Ip in normalized units are shown on the lines. Figure
3.13b shows that the largest current flow is between the jet and the disc with a value
Ip = 3, corresponding to 2.1 × 1013 Ampères for a disc around a cTTs (see Table 3.1).
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The current flow inside the jet is almost parallel to the jet, and is smaller than the current
within the disc. The current carried by the jet flows out through the outer spherical
boundary. At the same time, an equal amount of “return” current flows inward through
the outer boundary and along the surface of the disc. The jet current and its return current
have opposite signs and they repel as a result of their magnetic interaction mediated by
the toroidal magnetic field Bφ. This repulsion between the jet and its return current
has been clearly observed and discussed in previous MHD simulations by Ustyugova
et al. [2000] and Nakamura et al. [2008]. The toroidal magnetic field is responsible for
collimating the jet as discussed in §3.5.3. At the same time the toroidal field gives an
outward radial force on the annular return current pushing it away from the jet axis.
3.6.2 Applications to young accreting stars
The dimensionless form of the simulations permit us to apply the results to a variety of
stars of different sizes, from neutron stars to classical T Tauri stars. In Romanova et al.
[2009], applications of the conical winds to different types of stars were discussed in
detail and more recently, a model similar to the one presented in this paper has been ap-
plied to rapidly accreting FU Orionis-type stars [Königl et al., 2011]. In our simulations,
the disc compresses the magnetosphere almost to the surface of the star, and the model
is well suited for understanding young stars undergoing periods of enhanced accretion
such as FUORs, EXors and magnetized cTTs’s.
EXors The young star EX Lupi is the prototype of EXor-class stars in which the ac-
cretion rate may be enhanced up to M˙ ∼ 10−6 − 10−5M/yr resulting in the ejection of
powerful outflows [e.g. Herbig, 1989, Coffey et al., 2004, Brittain et al., 2007]. EXor
outbursts are characterized by emission line spectra and last a few months to years, re-
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curring on roughly equivalent timescales. The accretion rate obtained in our simulations
is M˙ = ˜˙MM˙0 (where ˜˙M ≈ 160 is the dimensionless accretion rate obtained in simula-
tions, see Figure 3.8). The reference accretion rate M˙0 (and the dimensional accretion
rate) strongly depend on the magnetic field of the star. For EXors, we assume B∗ = 800
G and obtain M˙ ∼ 1.1 × 10−5M/yr. Table 3.1 shows the other reference values for this
case.
FUors The model is also well suited for describing FU Orionis-type (FUor-type) stars
for which the accretion rate is very high, M˙ ∼ 10−5 − 2 × 10−4M/yr, and the disc can
strongly compress the magnetosphere. Unlike EXor events, FUor events are character-
ized by absorption in their spectra and can last many (≥ 10) years. The absorption in
their spectra suggests a massive infall of matter onto the star, but the cause of this sud-
den infall is not understood. In Königl et al. [2011] the properties of the wind (density,
velocities) were compared with those derived from the blue-shifted spectral features
observed in the wind of FU Ori [Calvet et al., 1993, Hartmann and Calvet, 1995] and
reasonable agreement was found. Table 3.1 shows an example of the reference values
for FUors. Here, we increased the magnetic field of the star up to B∗ = 2.5 × 103 G
in order for the magnetosphere to be able to stop the disc near the star. For this B∗, we
obtain an accretion rate of M˙ = ˜˙MM˙0 = 2.5 × 10−4M/yr 4.
cTTs The model can be also applied to young stars—such as protostars and cTTs’s—
with much lower accretion rates. Compared to FUor-class stars, cTTs’s show relatively
small accretion rates of M˙ ≈ 10−7−10−8M/yr. Typical magnetic field strengths around
T Tauri stars are on the order of one to a few kilogauss [see Yang and Johns-Krull,
2011]. However, the stellar field may be dominated by higher-order components of the
4Note that Königl et al. [2011] adopted a larger stellar radius and a smaller M˙, finding B∗ = 2.1 kG.
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magnetic field while the dipole field (which dominates in the disc) may be compara-
tively weak [Donati et al., 2007, Gregory et al., 2008, Donati et al., 2011]. Taking this
into consideration, we choose a weak equatorial dipole field of B∗ = 100 G as a cTTs
reference value and obtain a disc accretion rate of M˙ = ˜˙MM˙0 = 1.8 × 10−7M/yr.
The ejection-to-accretion ratio obtained in our model, M˙wind ≈ 0.2M˙accr (see Fig-
ure 3.8), is somewhat larger than the typical values observed in cTTs’s (.0.1) or FUors
(∼0.1) [Hartmann and Kenyon, 1996, Coffey et al., 2008]. In our simulations, the jets are
successfully launched when the initial outflow is able to penetrate through the matter-
dominated corona. The coronal density in our simulations is low (typically ∼ 10−4 of
ρd). Despite this, the corona is initially matter-dominated because the dipole magnetic
field strength falls off rapidly with distance. The many simulations which produced col-
limated jets (see Table 3.2) show that the magnetic launching mechanism is robust and
can drive jets from discs with a wide range of densities and accretion rates. However,
only the most powerful outflows can penetrate through the matter-dominated corona.
It is possible that we observe a selection effect in which only most powerful jets suc-
cessfully penetrate through the dense corona, and in reality (when the coronal density is
even lower), weaker jets can be launched. In that case, we expect the matter ejection-to-
accretion ratio M˙wind/M˙accr to be lower.
3.6.3 Collimation in different simulations
In Table 3.2, we show a sample of the simulations which produce collimated jets. The
simulations exhibit a wide range of degrees of collimation with half-opening angles
ranging between Θ = 4◦ and Θ = 20◦. The collimation observed in the jets is stronger
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than in the conical winds studied in Romanova et al. [2009]5.
The key difference between the simulations presented in Romanova et al. [2009] and
the new simulations presented here is the size of the simulation region: the new simu-
lation region is nearly triple the size of the regions in the previous work. The larger
simulation region in our model setup results in a higher accretion rate6. In addition, in
the larger region, incoming disc matter collects and compresses a larger portion of the
star’s magnetic flux toward the star. Both factors lead to a higher magnetic pressure
at the disc-magnetosphere boundary and to a correspondingly higher magnetic force.
This results in the emergence of a more powerful, more magnetized outflow, leading to
stronger collimation of the jet. We measure magnetization level with the kinetic plasma
parameter β1 which takes the ratio of the thermal plus ram pressure to the magnetic pres-
sure (Equation 3.2). In all of the cases shown in Table 3.2, the jets are matter-dominated
(i.e. β1,jet > 1). However, in strongly matter-dominated jets (β1,jet ? 10), weaker col-
limation is observed—for example, in the conical winds observed in Romanova et al.
[2009], Θ ∼30◦ and β1,jet = 10 − 30. In contrast, when the outflow is only slightly
matter-dominated (like in the reference case of this paper where β1,jet ≈ 1 − 6, Θ ≈ 4◦)
then collimation is strong.
3.6.4 Comparison with observation
Recent observations of several cTTs’s with outflows have shown that ∼10 AU away
from the star, the outflows have already become collimated. However, in almost all of
the cases the degree of collimation is low, with opening angles of ∼20–30◦ at distances
5We should note that even in the case of the conical winds, the half-opening angle at the boundary
reaches 20◦ − 25◦ at the end of the simulation run (see Figure 3.3, t = 700 panel) which is marginally
close to the least collimated jets observed in current simulations.
6At the external boundary we fix the density of the incoming matter and hence M˙ increases with the
size of the simulation region.
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10–50 AU [e.g. Hartigan et al., 2004]. These outflows eventually become very well
collimated at larger distances, with opening angles of 2 − 5◦ further away from the star
[Dougados et al., 2000]. The jets in our simulations exhibit much faster collimation—
4 − 20◦ at 0.4 AU and are likely most relevant to the highly accreting phase of young
magnetized stars such as FUors or EXors where the outflow is expected to be launched
locally from a highly compressed disc-magnetosphere boundary. However, observa-
tional coverage of jets around FUors and EXors is still sparse and there exist few con-
straints on the sub-AU structure of outflows from these highly accreting stars. However,
comparisons of the our model with spectrally-derived properties of the wind in FU Ori
star show that the simulations do agree with observed outflow velocities [Königl et al.,
2011].
Alencar et al. [2005] performed a spectral analysis of the Hα, Hβ, and NaD emission
in the magnetosphere and at the base of the outflow in the highly accreting cTTs RW
Aur A [M˙ ∼ 10−7.5 to 10−6 M/yr, Hartigan et al., 1995, White and Ghez, 2001]. Their
results suggest that the high-velocity microjet in RW Aur A is likely launched as a
“narrow wind” from a disc region between 2.2–5 R∗around the star, consistent with the
launching region observed in our simulations. Their spectral fits also show that the field
lines at the base of the outflow are inclined at Θ = 30 − 40◦, consistent with the jet
launching angle in our models (see Fig 3.11).
High velocity outflows launched from the inner disc (such as the collimated jets in
our simulations) may explain the central component of jets with a layered “onion-skin”
structure where the highest velocity, well collimated portion of the outflow flows close
to the axis [Bacciotti et al., 2000]. If the disc is also threaded by an ordered magnetic
field, then an extended disc wind may be responsible for the outer, less-collimated, low-
velocity layers [Ouyed and Pudritz, 1997, Ferreira et al., 2006, Fendt and Elstner, 2000].
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However, the simulations show a broad range of collimation and it is possible that the
more weakly collimated jets are related to these outer layers as well.
3.7 Chapter summary
Through 2.5D MHD simulations, we have achieved robust, fully collimated jets emerg-
ing from the disc-magnetosphere boundary of an accreting magnetized star. We observe
purely magnetic launching and collimation mechanisms: the cold matter at the disc-
magnetosphere boundary is driven upward by the magnetic pressure and collimated by
the helically wound magnetic field lines extending up from the disc. Approximately
one-fifth of the incoming disc matter exits the system through the jet; the jet also ad-
vects some angular momentum out of the disc but the majority is transported outward
through the disc by viscous stress. The degree of collimation in the jet is likely con-
nected to the level of magnetization within the jet: our simulations show that strongly
matter dominated jets with β1 ? 10 are less collimated than the weakly matter dom-
inated outflows where β1 ? 1. In the reference simulation presented in this chapter,
the matter in the jet is only slightly matter-dominated (β1 & 1) resulting in a magnetic
field that strongly collimates the jet to a half-opening angle of Θ ≈ 4◦ at the top of the
simulation region. Previous simulations by our group performed in a smaller simulation
region showed the emergence of weakly collimated conical winds with a larger β1 in
the outflow (R09). The high levels of magnetization necessary to produce a strongly
collimated jets may arise around stars such as EXors or FUORs where a high accretion
rate strongly compresses the magnetosphere.
Observations suggest that the jets from protostellar systems become collimated at
distances less than 10 AU away from the star (the present resolution limit) [Hartigan
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et al., 2004, Coffey et al., 2008]. Our simulations show that the jet is launched and
collimated on scales which are on the order of tens of stellar radii. However, the jets
presented here may represent just the well collimated, high-velocity core of the “onion-
skin” type outflows observed around young stars.
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CHAPTER 4
PROPELLER-DRIVEN OUTFLOWS AND THE
ACCUMULATION-ACCRETION CYCLE
4.1 Background and overview
In this chapter, we build upon the magnetically-driven MHD outflows investigated in
Chapter 3 and study the emergence of centrifugally-driven outflows launched from the
disc-magnetosphere boundary stars accreting in the propeller regime of accretion. The
results shown in this chapter are presented in Lii et al. [2014].
The propeller regime is a regime of star-disc interaction in which the star and its
magnetosphere rotate faster than the inner edge of the accretion disc Ω∗ > ΩK(rcor)
[Illarionov and Sunyaev, 1975, Lovelace et al., 1999]. The propeller regime may arise in
a number of accreting magnetized systems ranging from young newly-formed protostars
to accreting millisecond pulsars to white dwarfs in cataclysmic variables [Stella et al.,
1986, Cui, 1997, Alpar, 2001, Patruno et al., 2009, Wynn et al., 1997, Papitto et al.,
2013]. In these systems, the accretion processes in the inner disc are dependent on
the relative locations of the disc-magnetosphere boundary1 rm and the corotation radius
rc ≡ (GM∗/Ω∗2)1/3. If the stellar magnetosphere rotates slower than the inner disc, then
rm < rc and the disc matter accretes onto the star as a funnel flow [Lamb et al., 1973,
Elsner and Lamb, 1977, Romanova et al., 2002]. In the opposite regime where rm > rc,
the angular velocity of the magnetosphere is larger than the Keplerian angular velocity
of the inner disc and the system is in the propeller regime of accretion. In this regime,
the matter in the inner disc is inhibited from accreting onto the star and acquires angular
1Defined as the location where the magnetic stress in the magnetosphere is equal to the matter stress
in the disc (see §4.4.1)
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momentum from the stellar magnetosphere, leading to super-Keplerian rotation of the
matter. This may in turn launch a propeller-driven outflow [Lovelace et al., 1999]. All
types of accreting magnetized stars may enter this regime if the accretion rate in the disc
decreases on a timescale shorter than the spin re-equilibration timescale.
The propeller regime has been studied analytically using magnetohydrodynamics
[MHD, e.g. Davies et al., 1979, Li and Wickramasinghe, 1997, Lovelace et al., 1999,
Ikhsanov, 2002, Rappaport et al., 2004, Eks¸i et al., 2005] as well as numerically in
MHD simulations [Wang and Robertson, 1985, Romanova et al., 2004, 2005, Ustyu-
gova et al., 2006, Romanova et al., 2009, Zanni and Ferreira, 2013]. Numerical studies
by Romanova et al. [2005, henceforth referred to as R05] and Ustyugova et al. [2006,
U06] confirmed that propelling stars can launch strong magnetocentrifugal outflows as
understood in Lovelace et al. [1999]. The simulated outflows are found to have two main
components: (1) a conical-shaped, predominately centrifugally-driven magnetospheric
wind (the “propeller wind”) into which much of the disc matter flows and (2) a high-
velocity, magnetically-driven and collimated axial jet (the “Poynting jet”) into which a
significant amount of energy and angular momentum flows. These previous simulations
incorporated an α-prescription [Shakura and Sunyaev, 1973] to model the viscosity and
magnetic diffusivity of the disc matter. Additionally, the simulations were performed
on a spherical grid assuming top-bottom symmetry across the equatorial plane as well
as axisymmetry about the rotation axis. In a similar set of simulations, Romanova et al.
[2009] found that a conical-shaped outflow can be launched by magnetic pressure even
in slowly rotating stellar systems [see also Königl et al., 2011, Lii et al., 2012]. Lovelace
et al. [2010] performed full-region 2.5D simulations without top-bottom symmetry and
found that a rapidly rotating star with an asymmetric stellar magnetic field can drive
one-sided conical outflows. Further, they found that the outflows may be one-sided even
when the stellar field is initially symmetric about the equatorial plane. More recently, a
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study of the conical winds by Zanni and Ferreira [2013] showed that these conical-type
outflows (which the authors term “magnetospheric ejections”) are a ubiquitous feature of
accreting magnetized stars. Together, these works demonstrate that the propeller regime
may play a crucial role in the spin evolution and outflow launching in these systems.
The dynamics of the accretion disc play a critical role in star formation: the disc
serves to remove angular momentum from the inner regions, thereby allowing for con-
tinual accretion onto the star. However, the exact mechanism for angular momentum
transport is not clear: conventional molecular viscosity is too small to produce observed
young star accretion rates. Rather, the magnetic fields likely play a critical role in the
angular momentum transport. In regions of the disc where the ionization fraction is
large enough, magnetic turbulence driven by the magneto-rotational instability (MRI)
can serve as a viscosity generating mechanism [Balbus and Hawley, 1991]. The MRI
mechanism operates as follows. A radial magnetic field line connects two adjacent an-
nuli in a Keplerian disc; however, since the disc is Keplerian, the annuli orbit at different
velocities and the field line is sheared by the differential rotation. The magnetic tension
force opposes the shearing, resulting in a negative torque on the inner annulus and a pos-
itive torque on the outer annulus. This means that the matter in the inner annulus loses
angular momentum (and hence accretes inward) while the outer annulus gains angular
momentum and moves outward. As the annuli move apart from each other, the magnetic
field line becomes further stretched and the effect is enhanced, resulting in an instability.
For matter dominated discs with a weak seed field, the MRI can act as a dynamo process
and amplify the weak seed field into a strong toroidal magnetic field. However, if the
magnetic field becomes too large (i.e. β . 10), the MRI wavelength starts to exceed the
disc height and the instability is suppressed.
In this chapter, we investigate the propeller regime and the dynamics of propeller
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outflows, extending past work by utilizing our high spatial resolution code in axisym-
metric cylindrical coordinates. The high resolution mesh provides a detailed view of
the star-disc interaction and resolves the MHD turbulence generated by MRI. The MRI-
driven turbulence facilitates disc accretion and for this reason neither the α-viscosity
nor α-diffusivity coefficients are included in the numerical algorithm. Earlier, this code
was used to study MRI-driven accretion onto slowly rotating stars [Romanova et al.,
2011]. Here we study propeller-driven outflows in the strong propeller regime in which
rmag & 21/3rcor. Below this threshold, the linear velocity of the magnetosphere is lower
than the local escape velocity and the centrifugal force is insufficient to accelerate the
gas out of the system. Instead, the system enters the trapped disc regime in which the
disc matter is blocked from accreting and continuously recycled instead of being ejected
from the disc [e.g. D’Angelo and Spruit, 2012].
The simulations presented in this chapter show that stars accreting in the strong
propeller regime will undergo non-steady, episodic accretion. This accretion cy-
cle can be accompanied by centrifugally-driven outflows launched from the disc-
magnetosphere boundary. In §4.2, we discuss the numerical model. In §4.4, we in-
vestigate the propeller-driven outflows found in our models: in §4.4.2 we investigate
the centrifugally-dominated launching mechanism and the propeller wind, in §4.4.3 we
study the magnetically-dominated Poynting outflow, and in §4.4.4 we analyze the angu-
lar momentum transport and measure the spin-down rates for each of the stars. Lastly,
in §4.6, we discuss the effect of the MRI, the structure of the outflows and compare our
results to previous studies.
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4.2 The numerical model
In order to study the propeller regime, we utilize the mesh based Godunov MHD code
in 2.5D axisymmetric cylindrical coordinates described previously in §2.6.1. For this
study, no viscosity or diffusivity terms are included in the MHD equations and hence we
investigate only accretion driven by the resolved MRI-turbulence. This code has been
previously utilized to study MRI-turbulent accretion onto a magnetized star [see tests
and other details in Romanova et al., 2011, Koldoba et al., August 2015].
Figure 4.1: The 2.5 axisymmetric cylindrical grid. From left to right: (1) grid
used in simulations, (2) same grid but with 1/10th of the grid lines
shown for clarity; (3) initial distribution of density (background) and
magnetic flux (lines); (4) same but for time t = 500.
Grid description: The axisymmetric grid is in cylindrical (r, z) coordinates with mesh
compression towards the disc and towards the z-axis such that there are a larger number
of cells in the disc plane and near the star (see Figure 4.1, left panel). In the models
presented here, we use a non-uniform grid with dimension 250×432 cells corresponding
to a grid that is 66 by 140 stellar radii in size (0.61 AU by 1.3 AU if R∗ = 2R). At
r = 20, the number of grid cells which cover the disc in the vertical direction is about
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Table 4.1: Reference units for three different types of accreting stars. Typical
values of the stellar mass M∗, radius R∗, magnetic field B∗, and dimen-
sionless magnetic moment (µ˜ = 10) for each star are chosen and the
other reference values are derived from these parameters.
cTTs White Dwarf Neutron Star
initial
M∗ [M] 0.8 1 1.4
R∗ 2R 5000 km 10 km
B∗ [G] 3000 5 × 105 5 × 108
derived
R0 [cm] 2.78 × 1011 109 2 × 106
B0 [G] 35 6.25 × 103 6.25 × 106
v0 [cm s−1] 1.95 × 107 3.64 × 108 9.64 × 109
t0 1.04 d 17.28 s 1.30 ms
Ω0 [s−1] 7.02 × 10−5 0.364 4.82 × 103
f0 [dy g−1] 1.37 × 103 1.33 × 108 4.64 × 1013
p0 [dy cm−2] 1.22 × 103 3.91 × 107 3.91 × 1013
ρ0 [g cm−3] 3.21 × 10−12 2.94 × 10−10 4.20 × 10−7
T0 [K] 4.63 × 106 1.61 × 108 1.13 × 1012
µ0 [G cm3] 7.54 × 1035 6.25 × 1030 5 × 1025
M˙0 [M yr−1] 7.70 × 10−8 1.70 × 10−9 2.57 × 10−10
L˙0 [g cm2 s−2] 2.64 × 1037 3.91 × 1034 3.12 × 1032
200.
Reference units: The simulations are performed in dimensionless units and are appli-
cable to stars over a wide range of scales. There are four free parameters: we choose the
values of the stellar mass M∗, radius R∗, magnetic field B∗ and dimensionless magnetic
moment µ˜ and derive reference values from these parameters. The magnetic moment
µ = µ˜µ0zˆ is used to initialize the stellar dipole field (see Equation 2.57). In this chapter,
we take µ˜ = 10 in all of the models. The reference units are as follows: length R0 = 2R∗,
magnetic moment µ0 = B0R30, magnetic field B0 = B∗/µ˜ × (R∗/R0)3 (the equatorial field
dipole strength at r = R0) , velocity v0 =
√
GM∗/R0 (the Keplerian orbital velocity at
r = R0), time t0 = 2piR0/v0 (the Keplerian orbital period at r = R0), angular velocity
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Table 4.2: Model parameters. In dimensionless units, rc is the corotation radius,
Ω∗ is the angular velocity of the star, and P∗ is the period of stellar
rotation.
rc Ω∗ P∗
1.3 0.674 1.48
1.5 0.544 1.84
2.0 0.353 2.83
Ω0 = v0/R0, pressure p0 = B20, density ρ0 = p0/v
2
0, temperature T0 = p0/ρ0 × mH/kB
where mH is the mass of hydrogen and kB is the Boltzmann constant, force per unit mass
f0 = v20/R0, accretion rate M˙0 = ρ0v0R
2
0 and angular momentum flux L˙0 = M˙0v0R0. Table
4.1 shows sample reference values for three different types of accreting stars: to apply
the simulation results to a particular class of star, multiply the dimensionless value by
the reference value.
For the remainder of this chapter, all values and variables are given in terms of the
dimensionless units, except where they have explicitly assigned physical units. In all
following plots, time and distance are always given in units of t0 and R0.
The models are set up as a rapidly rotating star with a dipole magnetic field (shown
in the third panel of Figure 4.1). This field threads an accretion disc with matter density
and pressure distributions in hydrostatic equilibrium. In addition to the dipole magnetic
field, there is a “tapered” magnetic component which threads the disc and assists the
development of the MRI. A detailed description of the initial and boundary conditions
can be found in §4.3.
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4.3 Initial and boundary conditions
Initial conditions: In this work, the initial conditions for the hydrodynamic variables
are similar to those taken in our previous works [e.g. Romanova et al., 2002, 2011]
where the initial density and entropy distributions have been calculated from the force-
balance of different forces which include gravity, centrifugal and pressure forces. The
disc is initially cold and dense with temperature Td and density ρd. The corona is hot
and rarified with temperature Tc = 103Td and density ρc = 10−3ρd. At the start of the
simulations, the inner edge of the disc is placed at rd = 10 and the star rotates with Ωi
= 0.032 (corresponding to rc= 10) such that the magnetosphere and inner disc initially
corotate. This condition helps to ensure that the magnetosphere and disc are initially
in near-equilibrium at the disc-magnetosphere boundary. From 0 to 100t0, the star is
gradually spun up from Ωi to the final state with angular velocity Ω∗ (given in Table
4.2). The initial pressure distribution in the simulation is determined from the Bernoulli
equation
F(p) + Φ + Φc = b0 = constant, (4.1)
In this equation, Φ = −GM∗/(r2 + z2)1/2 is the gravitational potential, Φc = −kGM/r is
the centrifugal potential where k is a Keplerian parameter2, b0 is the Bernoulli constant
and
F(p) =

RTd ln(p/pb), if p > pb and r > rd,
RTc ln(p/pb), if p ≤ pb or r ≤ rd,
(4.2)
where pb is the pressure at the boundary which separates the disc from the corona. We
assume the system is intially barotropic and determine the density from the pressure
ρ(p) =

p/RTd, if p > pb and r > rd,
p/RTc, if p ≤ pb or r ≤ rd.
(4.3)
2We take k slightly greater than unity to balance the disc pressure gradient (k=1+0.02).
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To initialize the MRI, 5% velocity perturbations are added to vφ inside the disc.
Initial magnetic field configuration: Initially, the disc is threaded with the dipole
magnetic field of the star. We also add a small “tapered” poloidal field inside the disc
(see third panel in Figure 4.1) which is given by
Ψ =
B0r2
2
cos
(
pi
z
2h
)
, h =
√( GM∗
Φc(r) − E
)2
− r2,
where h is half-thickness of the disc and E is a constant of integration in the initial
equilibrium equation [see Romanova et al., 2002, 2011]. This tapered field helps to
initialize the MRI in the in the disc and has the same polarity as the stellar field at the
disc-magnetosphere boundary.
Boundary Conditions: Stellar surface: all variables on the surface of the star have
“free” boundary conditions such that ∂(...)/∂n = 0 along the entire surface, where n
is the normal vector to the stellar surface. We prohibit the outflow of matter from the
star (i.e. we do not allow for stellar winds) and adjust the matter velocity vectors to be
parallel to the magnetic field vectors. This models the frozen-in condition on the star.
Top and bottom boundaries: all variables have free boundary conditions along the top
and bottom boundaries. In addition, we implement outflow boundary conditions on the
velocity to prohibit matter from flowing back into the simulation region once it leaves.
Outer side boundary: the side boundary is divided into a “disc region” (|z| < zdisc) and a
“coronal region" (|z| > zdisc), with
zdisc = h(Rout) =
√(
GM∗
Φc(Rout) − E
)2
− R2out,
where Rout is the external simulation radius. The matter along the disc boundary (|z| <
zdisc) is allowed to flow in with a small radial velocity
vr = −δ32
p
ρvK(Rout)
, δ = 0.02,
84
and with a poloidal magnetic field corresponding to the calculated magnetic field at
r = Rout. The remainder of the variables are allowed to have free boundary conditions.
The coronal boundary (|z| > zdisc) has the same boundary conditions as the top and
bottom boundaries.
4.4 Results: accretion and outflows in the propeller regime
The primary aim of this chapter is to analyze propeller-driven outflows. For this reason,
we focus on three main cases of stars in the strong propeller regime of accretion where rm
is a few times rc: we take rc = 1.3, 1.5, and 2 (see Table 4.2 for the other parameters). For
typical cTTs, these corotation radii would correspond to rapid rotators with rotational
periods of 1.5, 1.9, and 2.9 days, respectively. In this regime, the rapid rotation of the star
and its associated magnetosphere creates a centrifugal barrier at the disc-magnetosphere
boundary which inhibits accretion and drives strong outflows. In contrast, in the regime
where rm . 21/3rc, the centrifugal barrier inhibits the accretion but is insufficient to
accelerate matter past the local escape velocity, resulting in a trapped disc which is
neither accreted nor ejected [D’Angelo and Spruit, 2012]. Here, we focus on the regime
of faster rotation which produces more continuous outflows.
4.4.1 Episodic accretion and magnetospheric oscillations
The inner disc dynamics are largely determined by the interaction between the disc and
the stellar field lines at the disc-magnetosphere boundary. In the propeller regime in
particular, the centrifugal barrier inhibits continuous accretion onto the rapidly rotating
star; instead, accretion proceeds through an episodic accumulation-accretion cycle in
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Figure 4.2: Episodic accretion. Leftmost panel: Accretion rate onto the star M˙∗
during one cycle of the accretion-accumulation process in the rc=2
model. Right panels: Four corresponding time slices illustrating one
cycle in the same model.
which episodes of matter accumulation are followed by a brief burst of simultaneous
matter ejection and accretion. As shown in Figure 4.2, this mechanism proceeds in
three main phases:
1. Accumulation (t = 380): The matter accreting through the disc is blocked from ac-
creting onto the star by the centrifugal barrier. Instead, it accumulates at the disc-
magnetosphere boundary. As the matter piles up, the ram pressure increases and
gradually compresses the stellar magnetosphere inward towards the star. At the
same time, the accumulated matter gradually diffuses into the magnetosphere.
2. Compression and accretion (t = 405–409): The matter continues to compress the
magnetosphere toward the star until the gravitational acceleration exceeds the op-
posing centrifugal acceleration. At this point, the matter accretes onto the star as
a funnel flow.
3. Re-expansion (t = 420): With the accumulated reservoir of matter depleted, the
magnetosphere is no longer compressed and quickly expands outward, shutting
off the accretion and restarting the cycle anew.
This episodic accretion results in a “spiky” accretion rate, evident in the left panel of
Figure 4.2 and in Figure 4.4, in which any accretion onto the star occurs in quasi-periodic
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bursts with frequencies of up to a hundred dynamical timescales. The matter in the disc
accumulates at the disc-magnetosphere boundary due to the strong centrifugal barrier as
well as the very low diffusivity in this region. If the diffusivity were higher, the accretion
may become smoother and a higher fraction of the accreting matter may be ejected (see
analysis in §4.5).
The Magnetospheric Radius The process of accumulation and accretion results in
oscillations of the magnetospheric and inner disc radii. The star’s magnetospheric radius
rm may be estimated using a few different methods as illustrated in the top panel of
Figure 4.3. One intuitive method is to estimate rmβ1 as the location where the magnetic
and matter pressures are equal, corresponding to the region where the kinetic plasma
parameter β1 = 8pi(P + ρv2)/B2 = 1 [Romanova et al., 2002]. Alternatively, rmβ may
be defined as the region where the plasma parameter β = 8piP/B2 = 1 [Bessolaz et al.,
2008]. The latter definition tracks the region where matter flows from the disc to the
funnel flow and is most applicable to the case where the magnetosphere and inner disc
rotate with nearly the same angular velocity [see also Kulkarni and Romanova, 2013].
These empirically measured radii can also be compared to theoretically-derived es-
timates of the magnetospheric radius rmA = krA where rA = (µ4/2GM∗M˙2)1/7 is the
Alfvén radius for spherical accretion [Ghosh and Lamb, 1978], M˙ is the disc accre-
tion rate, and k is a coefficient of order unity. This coefficient has been estimated from
comparisons of numerical simulations and theoretical formulae [e.g., Long et al., 2005,
Zanni and Ferreira, 2013]. The bottom panel of Figure 4.3 shows the empirical and the-
oretical measures of rm as a function of time alongside the stellar accretion rate, M˙∗, for
the case of the model with rc= 2. To estimate the theoretical rm we take k = 0.7 to best
match the empirically derived radii. Additionally, the disc accretion rate is estimated
by height averaging and smoothing M˙ through the disc at r = 7. The theoretical esti-
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mate approximately coincides with the measured values; however, it does not exhibit the
strong oscillations exhibited by the empirical measurements as M˙ is measured further
out in the disc.
The cyclic accumulation-accretion process causes the magnetosphere to oscillate
strongly with the sharpest transitions corresponding to each burst of accretion onto the
star. As shown in the top panel of Figure 4.3, the magnetospheric radius obtained from
the β1 = 1 criterion, rmβ1 , best describes the true position of rm in the propeller regime
(although it does not substantially differ from rmβ). This is likely because the matter
ram pressure ρv2 provides an additional, non-negligible contribution to the total matter
pressure in this regime. Nonetheless, in all of the models, both measured radii are larger
than the corotation radii, indicating that the simulations are all well within the propeller
regime of accretion.
The accumulation-accretion observed here is fundamentally similar to the episodic
accretion cycle identified by Sunyaev and Shakura [1977], developed by Spruit and
Taam [1993] and studied in-depth by D’Angelo and Spruit [2010]. These previous
works solely consider accretion in the equatorial plane, whereas in our axisymmetric
simulations, the disc matter may accrete around the magnetosphere. Additionally, these
works do not consider the strong propeller regime. Nonetheless, the physical mecha-
nism underlying the accumulation-accretion cycle is quite similar.
4.4.2 The matter dominated wind
Each burst of accretion onto the star is associated with a corresponding burst of matter
ejection: this is most evident in the rc = 2 model (rightmost panel of Figure 4.4) which
shows a strong correlation between M˙∗ and M˙wind and exhibits very little outflow at
88
Figure 4.3: The magnetospheric radius. Top panel: A snapshot from the rc= 2
model showing the location of the magnetospheric radius as measured
using the Alfén radius rA (rmA), the kinetic plasma parameter β1 (rmβ1),
and the plasma parameter β (rmβ). Bottom panel: The same three mea-
sures of the magnetospheric radius and the accretion rate onto the star,
M˙∗, as a function of time in the rc=2 model (see text for description).
other times. In the faster rotating models (rc = 1.3, 1.5), we also observe a second, more
continuous outflow which is launched during the accumulation phase when there is no
accretion onto the star. Together, these comprise the two primary modes of outflow
driven by the rapidly rotating star: the first is a quasi-steady outflow launched in the
accumulation phase and the second is a transient burst of matter associated with the
accretion phase. In §4.4.2 and 4.4.2 we investigate these outflows in the non-accreting
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Figure 4.4: Matter fluxes in the three models. The red lines show the accretion
rate onto the star, M˙∗, and the dark blue lines show the outflow rates
M˙wind. For reference, the time averaged outflow rates 〈M˙wind〉 are also
plotted as black dashes.
and accreting phases separately.
The matter flux into the wind, M˙wind, is measured by integrating the flux through a
cylindrical surface with radius r = 20 and height z = 40 centered on the star. For the
outflow we only consider the fast component of the flow where vp ≥ 0.2. To investigate
the long-term accretion and outflow rates, we calculate the time averaged accretion rate
〈M˙(t)〉 =
∫ t
ti
dt′M˙(t′)∫ t
ti
dt′
. (4.4)
The time averaged 〈M˙wind〉 is shown as a dashed line in Figure 4.4: evidently, the
rotation rate is inversely correlated to the outflow rate. We find ejection efficiencies
〈M˙wind〉/(〈M˙wind〉 + 〈M˙∗〉) of 0.87, 0.74, and 0.51 for the rc = 1.3, 1.5, 2 models, respec-
tively. The faster rotators are highly efficient and eject most of the accreting matter into
an outflow before it can reach the star. In contrast, the weaker rc = 2 propeller only
launches an outflow during the brief accretion phase and 〈M˙∗〉 ≈ 〈M˙wind〉 for this case.
In the following sections, we study the outflow launching mechanism and investigate
the dependence of M˙wind on Ω∗.
90
Outflow in the accumulation phase
The first outflow mode is a continuous, quasi-steady wind launched in the accumulation
phase of the episodic accretion cycle. Figure 4.5 shows three time snapshots of this wind
in the rc=1.3 model, which is the fastest rotator we consider in this chapter. The outflow
undergoes a cyclic accretion-ejection mechanism similar to the mechanism described by
Goodson and Winglee [1999]. During the accumulation phase of the episodic accretion
cycle, a fraction of the accumulated matter diffuses into the outer magnetosphere. There,
the matter picks up angular momentum from the faster-rotating stellar field lines as it is
brought into corotation with the star. As the matter approaches corotation, it becomes
super-Keplerian and begins to flow out along the inclined field lines of the compressed
dipole (t = 310). It flows away, inflates the magnetosphere (e.g. t = 312) and is
accelerated out along the magnetic field lines by the centrifugal force. Once the matter
is ejected, the field lines reconnect and truncate the outflow (t = 314) until more matter
can penetrate and again inflate the magnetosphere. This cyclic inflation-reconnection
results in the ejection of discrete plasmoids, similar to the clumpy winds observed in
previous studies of propeller outflows [e.g R05, U06, and Zanni and Ferreira, 2013].
The M˙wind in Figure 4.4 shows that the strength of the accumulation-phase outflow is
largely dependent on the spin period of the star, with faster rotators ejecting much more
matter out of the disc. The accretion-ejection mechanism observed in our models differs
from that described by Goodson and Winglee [1999] in that the field lines in the outflow
are inflated by the ejection of the matter instead of the differential rotation between the
star and disc. In our models, the stellar field lines are largely decoupled from the disc
due to the weak diffusivity.
As in previous studies of propeller outflows, a half-opening angle of roughly 45◦ is
observed at the base of the propeller wind with evidence of gradual collimation at larger
91
distances in the strongest outbursts. The bottom panels of Figure 4.5 show snapshots of
the angular velocity Ω alongside the poloidal velocity vectors vp and stellar magnetic
field lines. The large contrast in the angular velocities of the magnetosphere and inner
disc is evident in the figure. Additionally, the reservoir of matter which builds up at the
disc-magnetosphere boundary can be seen in the geometry of the magnetic field lines.
Figure 4.5: The non-accreting outflow mode. Top panels: three snapshots of the
rc=1.3 simulation region showing the plasmoids launched during the
non-accreting phase of the episodic accretion cycle. The matter flux
density ρvp is plotted with field lines and velocity vectors superim-
posed. Middle panels: the angular velocity Ω of the matter at those
same three moments in time. Bottom panels: matter and angular mo-
mentum fluxes onto the star and into the wind. The vertical dotted
lines denote times corresponding to the three snapshots shown.
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Outflow in the accreting phase
In addition to the quasi-steady outflows in the non-accreting stage, the simulations also
show a transient burst associated with the brief episode of accretion at the end of the
episodic accretion cycle. Figure 4.6 shows this outflow as a series of four snapshots from
the same rc= 1.3 model as above. In contrast to the continuous, quasi-steady outflow
present in the accumulation phase, this stronger outflow occurs as a one-off burst which
is launched in tandem with the accretion of the accumulated matter onto the star.
The leftmost panels of Figure 4.6 show the state of the simulation as it approaches
the end of the episodic accretion cycle (t = 351). The matter reservoir at the disc-
magnetosphere interface has compressed the magnetosphere far enough inward that
the gravitational acceleration exceeds the centrifugal acceleration, allowing accretion
to proceed onto the star. As the matter falls onto the star, it deflects the magnetosphere
to one side and forms a transient funnel flow (t = 356). At the same time, some of the
accreting matter diffuses into the magnetosphere and quickly picks up angular momen-
tum from the field lines. As it is accelerated away, the matter inflates the magnetosphere
allowing much of the remaining matter to flow away as well. Once the reservoir of
matter compressing the magnetosphere is depleted by the ejection and accretion, the
magnetosphere re-expands, halting the funnel flow of matter and reverting the outflow
back to the initial non-accreting state. This episodic accretion event creates a transient
rise in the outflow rate occurring on a few dynamical timescales of the very inner disc
(shown in bottom panels of Figure 4.6). Since this outflow tends to be stronger, it also
tends to be more collimated than the weaker outflow in the accumulation phase: at the
base of the outflow, we measure half-opening angles ranging from 20–40◦ (compared to
∼ 45◦ in the non-accreting phase).
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Figure 4.6: The accreting outflow mode. Top panels: four time snapshots of the
propeller outflow during an accretion event. A large amount of mat-
ter is ejected into the outflow when accumulated matter funnel flows
around the magnetosphere from the disc onto the star. Middle panels:
the angular velocity Ω, velocity vectors and magnetic field lines at the
same four moments in time. Bottom panels: the mass and angular
momentum fluxes onto the star and into the wind. The vertical dashed
lines correspond to the four time snapshots.
4.4.3 The magnetically-dominated outflow
We observe a second outflow component in addition to the matter-dominated propeller
wind. This second component is magnetically dominated and better collimated than
the propeller wind, originating along the field lines which extend out from star’s polar
regions. Like the propeller wind, the magnetic component is powered by the rotation of
the star; the stellar rotation induces helicity in the polar field lines which in turn create
a magnetic pressure gradient which accelerates the low-density matter upward away
from the star. At the same time, the magnetic hoop stress collimates the outflow into a
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Figure 4.7: Energy and angular momentum flux densities. Panels a and b:
energy flux density carried by the magnetic fields, FE f , and by mat-
ter, FEm. The lines show the magnetic field lines. Panel c: the con-
tours show the poloidal matter flux, ρvp, and the red arrows show the
poloidal velocity vectors. Panels d and e: angular momentum flux
density carried by the magnetic fields, FL f ,z, and matter, FLm,z. All of
the plots show the rc=1.3 model at t=400 during the accretion-ejection
phase of the cycle.
magnetic tower [Ustyugova et al., 2000, Lovelace et al., 2002].
At the edge of the simulation region, the magnetic outflow is well collimated with
half-opening angles of 5-15◦. The inner, magnetically-dominated core of the outflow
exhibits stronger collimation than the outer regions of the outflow where there is more
matter. To study the energy fluxes in the two outflow components, we measure the
energy flux densities associated with the field
FEf =
c
4pi
E × B = |B|
2vp − (B · v)Bp
4pi
, (4.5)
and the matter
FEm =
(
ρv2
2
+
γP
γ − 1
)
vp , (4.6)
where E = −v×B/c and γ = 5/3 for the ideal plasma in our models. Figure 4.7 shows a
snapshot of the rc=1.3 model at t = 400 during the accretion phase of the accumulation-
accretion cycle. At this moment, the burst of accretion has resulted in a corresponding
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episode of enhanced outflow. Figure 4.7a shows the energy flux in the magnetic fields
at this moment in time, highlighting the magnetic outflow from the star. As matter
accretes onto the star, the enhanced magnetic outflow accelerates some of the accreting
matter into a high velocity (|vp| > 2), collimated jet. During the accretion phase when
the outflow is strongest, the outflow of magnetic energy is enhanced by a factor of a
few over the non-accreting phases. Figure 4.7b shows that the matter-dominated wind
also carries away a substantial amount of energy from the inner disc during the brief
accretion-ejection episode. Like the jet, the matter-dominated component also transports
a substantial amount of magnetic energy which helps to collimate the wind as it flows
out. The fast outflow associated with the magnetic jet is evident in in Figure 4.7c. The
low-density matter in these polar regions is accelerated out by the magnetic pressure
gradient associated with the Bφ component of the helical field. The outflowing field also
helps to transport angular momentum directly out of the star. In §4.4.4, we discuss the
role which the magnetic fields play in the spindown of the star.
4.4.4 Propeller spin down and angular momentum outflow
In the propeller regime, the star loses much of its angular momentum through the pro-
peller and magnetic outflows. The angular momentum transfer from the star is measured
by integrating the angular momentum flux densities over the stellar surface
L˙z = L˙m,z + L˙ f ,z =
∫
dS · (FLm,z + FLf,z) . (4.7)
Here the normal vector for the surface dS points inward towards the star and FLm,z and
FLf,z are the angular momentum flux densities carried by the matter and magnetic field,
given by
FLm,z = rρvφvp , FLf,z = −r BφBp4pi . (4.8)
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Figure 4.8: Angular momentum flux density. The top panels show contours of
FLf,z at two different times corresponding to the accumulation phase
(t=315) and accretion phase (t=400) of the episodic accretion cycle.
The lines trace the magnetic field lines and the purple streamtraces
show the direction of the magnetic angular momentum flux. The sub-
plots below and to the right of the main panels correspond to cross-
sectional cuts taken at z= +4, -4 and r=4, 6 (indicated by the dashed
horizontal and vertical lines in the main plots). The red dots along the
r=4 vertical line delimit the disc region while the orange dots indicate
the location of the neutral lines. The bottom panels show the same
times but with contours of FLm,z.
Figs. 4.7d and 4.7e show the angular momentum fluxes carried by magnetic fields and
matter at t = 400 in the rc=1.3 model. The angular momentum flux due to the MRI
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is evident in Figure 4.7d which shows FLf,z (see §4.6.1 for an in-depth discussion of
the MRI). At the star, the angular momentum flux is entirely mediated by the magnetic
fields; the star induces helicity in magnetic field lines which in turn brake the rotation
of the star, leading to stellar spindown. The FLm,z plotted in Figure 4.7e shows that,
aside from the disc itself, there is a substantial amount of angular momentum flux in
the matter outflowing in the propeller wind (originating from the disc-magnetosphere
boundary) and in the slow disc wind (originating from the extended disc).
Figure 4.8 shows a zoomed in view of the angular momentum flux distributions
near the star at both t = 400 (during the accretion-ejection phase of the cycle) and
t = 315 (during the accumulation phase) of the rc=1.3 model. The top panels show the
angular momentum transported by the magnetic fields, FLf,z, alongside cross-sections
taken at z=+4, -4 and r=4, 6 at the two different times. During the accumulation phase,
matter from the inner disc penetrates into the outer magnetosphere and the star loses
angular momentum through the matter-loaded field lines (streamlines in Figure 4.8).
As this matter is brought into corotation with the magnetosphere, its rotational velocity
exceeds the local escape velocity and it is ejected from the system. In this manner,
the star efficiently transfers its angular momentum into the propeller outflow and spins
down [see also analysis of Zanni and Ferreira, 2013, for the case of rc ≈ rm]. During
the accumulation phase (t=315, left panel), approximately two-thirds of the magnetic
angular momentum flux out of the star goes into the propeller wind while the remaining
one-third flows along the polar field lines. The vertical cross-sectional cuts through r=4
and r=6 show that FLf,z is largest at the tip of the inner disc and in the propeller outflow.
Outside of these regions, the angular momentum flux in the field falls off sharply.
The overall outflow of angular momentum increases during the short burst of accre-
tion and ejection at the end of each cycle. This can be seen clearly in the top two panels
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of Figure 4.8. During the accretion phase at t = 400, the magnetic outflow is strongly
enhanced compared to the non-accreting phase (t = 315). At this point, only ∼25%
of the magnetic angular momentum flux is ejected along with the propeller wind (com-
pared to ∼ 66% before) while the remaining 75% outflows along the field lines above
the star. In contrast, the angular momentum flux in the matter, FLm,z, is comparable in
both the accumulation and accretion phases—it is FLf,z that differs strongly in the two
cases. Inside the disc, the matter carries a substantial amount of angular momentum, but
the primary angular momentum transport is due to the turbulent cells associated with
the MRI (discussed further in §4.6.1). The tip of the inner disc loses additional angular
momentum into a weak magnetocentrifugal wind which arises from the inclined field
lines that are dragged in with the matter.
Figure 4.9: Angular momentum fluxes in the three models. The dark red and
blue lines show the total, time averaged angular momentum flux out
of the star and into the wind, respectively. The pink and light blue
lines show the corresponding unaveraged total fluxes out of the star
and into the wind.
To understand the effect of this angular momentum outflow on the spin-down of
the star, the total angular momentum fluxes out of the star (as measured at the stellar
surface) and into the wind (as measured at r = 20) are time averaged
〈L˙(t)〉 =
∫ t
ti
dt′L˙(t′)∫ t
ti
dt′
, (4.9)
and plotted in Figure 4.9 on top of the unaveraged fluxes. In agreement with the above
analysis, the time averages indicate that the majority of the stellar angular momentum is
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extracted in the outflow or flows into the magnetically-dominated jet. As shown by the
unaveraged L˙∗, the episodic accretion results in a non-steady torque which is episodic in
nature as well.
Using the time averaged angular momentum fluxes, we estimate spin-down
timescales for the stars in each of the three models. In dimensional units, the char-
acteristic spin-down time is
tsp =
L∗
L˙
=
IΩ∗
L˙
, (4.10)
where I is the star’s moment of inertia. Substituting in L˙ = ˜˙LL˙0 and Ω∗ = Ω˜∗Ω0 (with
tildes denoting the dimensionless values) and expanding to reference units, we have
tsp =
IΩ˜∗Ω0
˜˙LL˙0
= 1.22 × 106yr
(
I
1.2 × 1055g cm2
) (
M∗
0.8M
) 1
2
(
R∗
2R
)− 92
( B∗
3kG
)−2 ( µ˜
10
)2 ( Ω˜∗
0.674
)  ˜˙L2.0
−1 , (4.11)
where we have plugged in values for a 0.8 M, 2 R cTTs with I ≈ 1.23 × 1055 g cm2
and a 3 kG surface field (see Table 4.1 for the other reference units). The spin-down
timescales for each of the models is
rc = 1.3 : tsp ≈ 1.22 × 106 yr (〈 ˜˙L f s〉 ≈ 2.0).
rc = 1.5 : tsp ≈ 1.16 × 106 yr (〈 ˜˙L f s〉 ≈ 1.7).
rc = 2.0 : tsp ≈ 1.16 × 106 yr (〈 ˜˙L f s〉 ≈ 1.1).
The characteristic spin-down timescales are roughly the same in all three models, hov-
ering around 1.2 megayears—comparable to the characteristic spin-down timescales
found in our earlier propeller models (e.g. R05 and U06). The characteristic timescales
for the three models are roughly independent of spin because the faster rotators have
larger spin-down rates but also a larger amount of initial angular momentum. Table 4.3
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Table 4.3: Summary of values for a cTTs in the propeller regime. These values
are for a 0.8 M, 2RcTTs with a 3 kG surface dipole field (see Table
4.1 for other parameters). rcis the corotation radius, P∗ is the rotation
period of the star, 〈M˙wind〉/(〈M˙wind〉 + 〈M˙∗〉) is the outflow ejection ef-
ficiency, tsp is the spin-down timescale of the star and Ω˙∗ is the stellar
spin-down rate.
rc[R∗] P∗ [days] 〈M˙wind〉/(〈M˙wind〉 + 〈M˙∗〉) M˙wind [M yr−1] tsp [Myr] Ω˙∗ [s−2]
1.3 1.5 0.87 2.6 × 10−8 1.22 1.23 ×10−18
1.5 1.9 0.74 1.8 × 10−8 1.16 1.04 ×10−18
2.0 2.9 0.51 1.2 × 10−8 1.16 6.77 ×10−19
summarizes some of the dynamical properties of each of the three models. The derived
spin-down timescales are consistent with measurements of cTTs rotation periods which
show that T Tauri stars older than ∼1 Myr are already slow rotators. Equation 4.11
depends on a large number of parameters—in particular, the stellar radius R∗, stellar
magnetic field B∗, and the dimensionless magnetic moment µ˜ which determines the size
of the magnetosphere relative to the star. If the young star has a stronger magnetic field
or larger radius than the given reference star, it will spin down even more rapidly than
the reference star.
For parameters relevant to accreting millisecond pulsars, we estimate spin-down
timescales of
tsp =
IΩ˜∗Ω0
˜˙LL˙0
= 1.27 × 109yr
(
I
2.78 × 1045g cm2
) (
M∗
1.4M
) 1
2 ( R∗
10km
)− 92
( B∗
3 × 108G
)−2 ( µ˜
10
)2 ( Ω˜∗
0.674
)  ˜˙L2.0
−1 , (4.12)
where we have plugged in the corresponding values from Table 4.1.
101
Figure 4.10: Diffusive penetration through the magnetosphere. The snapshots
of the rc = 1.5 model with diffusivity show the gradual diffusive
penetration of the disc matter through several field lines of the outer
magnetosphere. The color background shows the density distribution
with red indicating the maximum density and light-cyan indicating
the smallest density in the disc. There is also an even lower density
corona which is shown in white.
Figure 4.11: Fluxes in the models with diffusion. Matter fluxes to the star (top
curves) and to the wind (bottom curves) in the rc = 1.5 model with
diffusivity. The fluxes are calculated through the surface r = 20,
z = 20 and restricted by velocity v > 0.2, for different values of αd.
4.5 Diffusivity and outflows
The MRI turbulence provides a mechanism for angular momentum transport in the disc
and permits inward accretion from larger distances. However, it does not act as a source
of diffusivity at the disc-magnetosphere boundary [Romanova et al., 2011]. In spite
of the MRI-driven turbulence, the accretion disc is matter-dominated and its dynamics
are similar to a non-magnetized disc. The inner disc rotates at the Keplerian velocity
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Table 4.4: Summary of results for the diffusive runs. All runs were performed
for rc= 1.5. αd is the diffusivity parameter, ρd is the threshold density
for diffusivity, 〈M˙wind〉 and 〈M˙∗〉 are time-averaged values of matter flux
to the wind and to the star, respectively. The ratio 〈M˙wind〉/(〈M˙wind〉 +
〈M˙∗〉) is the outflow ejection efficiency of the propeller. 〈L˙∗〉 is the
angular momentum flux from the surface of the star.
base case ρd = 0.01
αd 0.0 0.01 0.1 1
〈M˙wind〉 0.27 0.26 0.4 0.34
〈M˙∗〉 0.09 0.11 0.08 0.05
〈M˙wind〉
〈M˙wind〉+〈M˙∗〉 0.74 0.70 0.83 0.86
〈L˙∗〉 1.7 2.0 2.7 2.25
whereas the magnetosphere is super-Keplerian and they do not interact unless there is
a mechanism for diffusivity which provides penetration of the disc matter through the
magnetosphere.
In the ideal MHD simulations presented in this chapter, the matter in the inner disc
gradually penetrates through the external magnetosphere due to the numerical diffusiv-
ity. Figure 4.10 shows several snapshots of the accumulation of matter in the inner disc,
the slow diffusive penetration through the external field lines of the magnetosphere, and
the resulting outflow launched along the inflated stellar field lines. The numerical dif-
fusivity is low because the grid resolution is very high in the disc. However, even with
the low diffusivity, the diffusive penetration of matter is possible when the velocity of
diffusive penetration, vdiff ≈ η/∆r (where ∆r is the diffusion length scale), is compara-
ble to the advection velocity vr of the inner edge of the disc. Initially when vr ≥ vdiff ,
the matter in the disc compresses the magnetospheric field lines inward until the matter
and magnetic pressures come to an equilibrium (i.e. β1 approaches 1). At this point the
magnetosphere halts the accretion and vr falls below vdiff bringing the matter into the
diffusive regime. Even when the diffusivity is low, the matter at the disc-magnetosphere
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boundary can penetrate into the outer magnetosphere.
The Rayleigh-Taylor and Kelvin-Helmholtz instabilities may be in large part respon-
sible for the mixing of the matter and field at the disc-magnetosphere boundary [Arons
and Lea, 1976]. In 3D, these mechanisms may serve as the primary source of diffusiv-
ity in the magnetosphere. The Kelvin-Helmholtz instability may be important because
the inner disc matter rotates slower that the external magnetosphere. In the propeller
regime, the Rayleigh-Taylor instability cannot act in its usual form because the presence
of an inward pointing effective gravity is required [Spruit et al., 1995, Kulkarni and
Romanova, 2008]. However, it may operate in the opposite direction, driven by the out-
ward pointing centrifugal force. The enhancement of diffusivity can strongly influence
the rate of accretion and outflows in the propeller regime.
To investigate the role of diffusivity in our axisymmetric simulations, we developed
a non-ideal version of our MHD code by adding diffusivity terms to our MHD equa-
tions. The diffusivity coefficient is proportional to the Shakura and Sunyaev [1973] α
parameter. We take α = αd inside the radius r < 5 where the inner disc interacts with
the magnetosphere, and α = 0 at larger radii so that the MRI-driven accretion proceeds
normally in the rest of the disc (otherwise, the high diffusivity can damp the MRI). We
also introduce a threshold density ρd below which the diffusivity is not applied so that
only the matter in the disc is diffusive.
As a base, we take the case of a propelling star with the corotation radius rc = 1.5
and vary the diffusivity between αd = 0.01, 0.1 and 1 (see Table 4.4). We also take a
threshold density of ρd = 0.01 to ensure that only the disc matter is diffusive. In each
simulation, we calculate fluxes of matter onto the star M˙∗ and into the wind M˙wind. The
fluxes into the wind are calculated through the surface z = 20, r = 20 for velocities
vp > 0.2. The top curves in Figure 4.11 show that the flux onto the star systematically
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decreases with increasing αd and becomes less spiky, whereas the matter flux to the
wind becomes somewhat larger. This dependence of fluxes on diffusivity can be easily
understood: at larger values of αd, matter diffuses more efficiently through the field lines
and is ejected faster than it can accumulate at the disc-magnetosphere boundary. In cases
of low diffusivity, the situation is the opposite: the accreting matter does not efficiently
diffuse through the field lines, instead accumulating at the disc-magnetosphere boundary
where it eventually overflows onto the star or is ejected into the outflow. This episodic
accumulation-overflow results in the spikes in accretion which are observed.
We calculate averaged fluxes onto the star and into the wind using Equation 4.4. We
expect that higher diffusivities will result in a higher outflow efficiency and indeed, we
find that the accretion rate onto the star 〈M˙∗〉 systematically decreases with diffusivity in
our simulations. Matter flux to the wind 〈M˙wind〉 increases for αd = 0.1 then decreases
again when the diffusivity becomes too high at αd = 1. The angular momentum flux
from the star, 〈L˙?〉 (which determines the spin-down of the star), correspondingly in-
creases, then decreases. It has a maximum value of 2.7, which is only 1.7 times larger
than that in case of αd = 0. Therefore, if additional diffusivity were to be included in
our base models, the spindown rate of the star may increase, but only by a factor of
∼2. As expected, the efficiency of the propeller 〈M˙wind〉/(〈M˙wind〉+ 〈M˙∗〉) systematically
increases with αd.
The analysis presented here shows that the larger diffusivities expected in more real-
istic three-dimensional simulations may lead to somewhat stronger outflows and shorter
spindown timescales for the propelling stars. These larger diffusivities model the mix-
ing instabilities at the disc-magnetosphere boundary which we do not see in our 2.5D
simulations. Our investigation shows that the difference between the cases with low and
high diffusivity is not substantial, differing only by a factor of 2. For the same accretion
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rate in the disc, approximately the same amount of matter is ejected to winds due to
propeller mechanism, roughly independent of αd. In the less diffusive runs, the ejection
occurs episodically in bursts whereas in the more diffusive runs the process is smoother
as the episodic accretion cycle is suppressed. On average, however, the matter fluxes are
comparable.
4.6 Discussion
4.6.1 The effect of the MRI
In this work, the MRI turbulence serves as the main source of viscosity in the disc and
helps to regulate the accretion rate. The effective viscosities can be estimated using the
standard definitions of the α-disc model where the stresses are proportional to the mat-
ter pressure in the disc [Shakura and Sunyaev, 1973]. In an MRI-driven disc, angular
momentum is transported due to the matter stress Tm and magnetic stress T f . The corre-
sponding α-viscosity parameters can be estimated by calculating the ratio between the
vertically averaged stresses and the matter pressure
αm =
2
3
〈Tm〉
〈Pm〉 , α f =
2
3
〈T f 〉
〈Pm〉 , (4.13)
where αm and α f are the effective viscosity coefficients due to the matter and the field,
respectively. The stresses due to the matter and field are
〈Tm〉 = 12H
∫
dzρvrvφ − 〈ρvr〉〈vφ〉 , and 〈T f 〉 = − 12H
∫
dz
BrBφ
4pi
, (4.14)
where
〈vφ〉 = 1
Σ
∫
dzρvφ, 〈ρvr〉 = 12H
∫
dzρvr, (4.15)
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Σ =
∫
dzρ is the disc surface density and 2H is the total thickness of the disc. The
vertically averaged pressures are
〈Pm〉 = 12H
∫
dz P, 〈P f 〉 = 12H
∫
dz
B2tot
8pi
. (4.16)
Figure 4.12 shows the radial distribution of the α−parameters and the vertically averaged
stresses and pressures at t=397 in the rc= 1.3 model. At this moment in time, the inner
disc is in the non-accreting phase of the episodic accretion cycle and the magnetosphere
extends out to rm ≈ 5−7 (see bottom panel). Since the disc is highly turbulent, the stress
and α profiles vary in time, especially near the disc-magnetosphere boundary where the
matter is strongly influenced by the magnetosphere. In the bulk of the disc, we measure
effective viscosities of αm = 0.001− 0.03 and α f = 0.02− 0.1 with α f a few times αm in
general.
In the bulk of the disc, α f ≈ 0.02 and vr . 0.01vKep. The number of turbulent cells
per disc thickness decreases from 10-20 at large radii to 1-2 in the inner disc (r = 5–7),
where the disc height is small and the magnetic field is large with β ∼1–10. The stellar
magnetic field does not penetrate far into this region of the disc and as such, has little
influence on the MRI. However, the magnetic field in the inner regions is large due to the
azimuthal wrapping of the field lines by the Keplerian disc. This stronger field results in
a magnetic stress which is more than an order of magnitude larger in the inner regions
than in the bulk of the disc (e.g. middle panel of Figure 4.12). Inside the magnetosphere
(r > 5), the matter pressure is very low and hence the nominal values of αm and α f both
are high (see Equation 4.13). However, since these radii correspond to the region inside
the magnetosphere, they are not relevant to the analysis of the disc.
The interaction between the rapidly-rotating magnetosphere and slower-rotating in-
ner disc depends on the diffusivity in this region. In our simulations, the only source of
diffusivity is the numerical diffusivity, which is small due to the high grid resolution at
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Figure 4.12: Radial distribution of stresses in the disc. The top panel shows the
effective viscosities due to the matter, αm, and the field, α f . Inside
the magnetosphere, the matter pressure is small and both effective
αs are large. In the remainder of the disc, α f is a few times αm,
indicating that the MRI is the dominant source of viscosity in the
disc. The middle panel shows the z-averaged stresses and pressures
inside the disc. The bottom panel shows a snapshot of the rc=1.3
model at t=397, from which the effective αs are calculated.
the disc-magnetosphere boundary. Nonetheless, there is sufficient interaction between
the magnetosphere and disc to drive the propeller outflow. However, in physical sys-
tems, the effective diffusivity may be larger due to instabilities in this interaction region.
In §4.5, we study the effects of a larger diffusivity on the propeller outflow by enabling
the code’s diffusivity module and applying it to the matter near the disc-magnetosphere
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boundary. The larger diffusivity generally increases the outflow rate, but only by a factor
of two even in the most diffusive cases.
4.6.2 The one-sided propeller wind
The geometry of the stellar magnetosphere plays a key role in the launching of the pro-
peller outflow. In the axisymmetric models, the aligned dipole is initially equatorially
symmetric. However, as soon as the matter from the disc reaches the magnetosphere,
the stellar dipole is deflected to one side and this initial top-bottom symmetry is bro-
ken. This asymmetry helps to drive the one-sided outflows observed in this work as it
provides a preferential direction for the matter accretion and ejection. For the simple
dipole magnetosphere, occasional “flip-flops” are observed where the direction of the
outflow switches sides. Lovelace et al. [2010] modeled a star with a superposition of
dipole and quadrupole fields, finding that this configuration can drive one-sided outflows
despite the field being initially axially and equatorially symmetric. Like the simulations
presented here, Lovelace et al. [2010] also found that a purely dipolar field drives one-
sided outflows which can occasionally flip sides. Dyda et al. [2015a]showed that the
degree of asymmetry depends on the degree of magnetization of the accreting disc.
The presence of a complex magnetic topology on a star may also help to drive one-
sided outflows. Most cTTs’s have fields which are inclined relative to the rotation axis—
a configuration which is intrinsically non-axisymmetric. Additionally, several cTTs’s
are known where the higher order components are comparable to or stronger than the
dipole components [e.g. BP Tauri, V2129 Oph, Donati et al., 2008, 2011]. While the
dipole may dominate the dynamics at larger distances in the disc, these higher order
components play a major role in the dynamics near the star. Axisymmetric simulations
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do not capture cases such as the one where the dipole field on the western hemisphere
of the star is deflected in the opposite direction than the field on the eastern hemisphere.
However, these effects tend to enhance the one-sided nature of the outflow as they con-
tribute to the asymmetry of the magnetosphere. Further MHD simulations in full 3D are
necessary to study these magnetospheric dynamics.
4.6.3 Comparison with previous works
In prior numerical studies of the propeller regime [e.g. R05, U06, and Romanova et al.,
2009], propeller-driven outflows were observed from α-discs where both the viscos-
ity and diffusivity were modeled using the Shakura and Sunyaev α-disc approximation
[Shakura and Sunyaev, 1973]. These previous works examined the outflows using an
equatorially and axially symmetric (i.e. quarter-region) grid in spherical coordinates,
finding that propeller outflows are ubiquitous for a large range of stellar and disc param-
eters. The present work utilizes a much higher resolution cylindrical grid without the
requirement of equatorial symmetry where the source of the viscosity is the MRI-driven
turbulence and the source of diffusivity is the small numerical diffusivity in the code.
Despite these differences, the observed outflows are similar to the outflows observed in
prior works. The main differences are associated with the different parameters used in
the models as well as the removal of the requirement of symmetry about the equatorial
plane.
In both the new and old studies, we observe the cyclic magnetospheric oscillations
which arise due to the episodic accumulation and accretion-ejection of matter from the
disc. The variable matter flux shown in Figure 3 of R05 is very similar to the M˙wind of
the rc = 1.3 model shown in the left panel of Figure 4.4. The outflow rate is somewhat
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higher in R05 due to the faster rotation of the star (rc=1). The effective viscosity pro-
vided by the MRI in the inner disc (∼ 0.1 − 1) is comparable to the viscosities used in
the base cases of R05 and U06 where αv = 0.1 − 0.2. However, one major difference
is that the numerical diffusivity, αd, in this work is roughly 0.01 which is much smaller
than that used in R05 and U06.
U06 undertook a parameter space study and performed simulations for a wide range
of viscosity and diffusivity parameters, αv and αd (see Figure 14-16 of U06). They de-
rived the dependence of matter and angular momentum fluxes on these parameters and
found that the torque on the star has a weak dependence on αd. This is in agreement
with the test simulations presented in §4.5. One key difference is that U06 found that
the outflow tends to weaken with lower diffusivity. However, in the present models,
strong outflows are still observed even though the diffusivity is small. This difference is
associated with the breaking of the equatorial symmetry: in the prior works, the require-
ment of equatorial symmetry prevented simultaneous accretion and ejection. However
in this work, the outflow is launched from one side of the magnetosphere even as mat-
ter accumulates and diffuses on the opposing hemisphere. Another difference between
the older and present works is that in U06, M˙∗ steadily increases with αd (see Figure
14 of U06), whereas in our test simulations, the accretion rate decreases with αd. This
difference is also connected with the fact that the accreting matter is not trapped by the
requirement of symmetry about the equatorial plane.
In both the older and present studies of the propeller regime, most of the matter
flows into the conical-shaped winds while a significant part of the energy and angular
momentum is carried away by the collimated, magnetically-dominated outflow. In the
older models, the stellar angular momentum is primarily lost to the Poynting flux jet or
through the field lines which are inflated by the propeller wind (Ns in Figure 16 of U06).
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A smaller fraction of the angular momentum is transported from the star into the inner
disc. This angular momentum subsequently flows from the disc into the propeller wind.
In the new models, a substantial amount of the angular momentum is lost into
the propeller wind itself. The stellar magnetic field mediates the angular momen-
tum exchange between the star and the matter which has accumulated at the disc-
magnetosphere boundary. This angular momentum outflows from the star and provides
the centrifugal acceleration which drives the propeller outflow. However, as in the older
models, some of the angular momentum outflows along the collimated field lines ex-
tending out from the polar regions of the star.
The spin-down torque in the present model is about 2 times smaller than that of
R05 and U05 (largely due to the slower rotation of the star). This results in a longer
spin-down timescale compared to the older models. Nonetheless, the models presented
here exhibit good agreement with the older models of propeller-driven outflows. In the
new work, the self-consistent, MRI-driven turbulence and the breaking of equatorial
symmetry together lead to several of the important differences we discuss above.
4.6.4 The propeller regime in transitional pulsars
Millisecond pulsars arise from slowly rotating neutron stars which accrete mass and
angular momentum from a binary donor star undergoing Roche lobe overflow. During
this accreting phase, these systems are typically X-ray bright and referred to as low-mass
X-ray binaries (LMXBs). If the mass transfer from the donor declines, the accretion
rate declines correspondingly and the neutron star transitions from accretion to rotation
power, resulting in the emergence a radio-bright millisecond pulsar. However, prior to
2013, the link between the accretion and rotation-powered states had only been observed
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indirectly [Burderi et al., 2003, Hartman et al., 2008, di Salvo et al., 2008, Patruno, 2010,
Papitto et al., 2011].
Papitto et al. [2013] reported the first definitive observations of a pulsar swinging
between the accretion and rotation powered stages in the X-ray transient IGR J18245-
2452. During the transitional phase, the accretion rate onto the pulsar declines and the
magnetosphere expands outward, likely pushing the system into the propeller regime of
accretion. Models of IGR J18245-2452’s spectrum by Ferrigno et al. [2014] are sug-
gestive of the presence of outflows driven from the system. The outflows may indicate
the onset of the strong propeller regime where the outflow efficiency is high and di-
rect accretion onto the star is inhibited, similar to the centrifugally-launched outflows
investigated in this chapter.
A number of additional accreting millisecond pulsars have been identified which
also exhibit signatures of propeller regime accretion and outflows [Papitto et al., 2014,
Papitto and Torres, 2015]. One such system, SAX J1808.4-3658, has experienced out-
bursts thought to be associated with a sudden increase of the mass accretion rate on to
the pulsar. During the declining post-outburst phase, large luminosity variations are ob-
served which are attributed to the onset of the propeller regime [Campana et al., 2008].
1-5 Hz x-ray flaring has been observed during this onset: this flaring has been interpreted
as the emergence of the episodic accumulation-accretion cycle described by Spruit and
Taam [1993] and D’Angelo and Spruit [2010] and modeled in this chapter. Currently, no
outflow signatures have been observed in SAX J1808.4-3658 suggesting that the flaring
may be arising in the weak propeller regime of accretion.
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4.7 Chapter summary
In this chapter, we have presented high-resolution simulations which have been used
to study propeller-driven outflows from a realistic disc accreting due to MRI-driven
turbulence. In the propeller regime of accretion, the star (and its magnetosphere) ro-
tates faster than the Keplerian angular velocity of the inner accretion disc, resulting in
a large centrifugal barrier at the disc-magnetosphere boundary. As we are interested
in propeller-driven outflows, we study the “strong propeller” regime where rm is a few
times larger than rc and outflows will be launched efficiently. The main conclusions of
this chapter are as follows:
1. Stars accreting in the strong propeller regime can drive outflows. The rapidly-
rotating magnetosphere behaves as a centrifugal barrier which inhibits matter from
accreting onto the star. Instead, the accreting matter accumulates at the disc-
magnetosphere boundary over time and diffuses through the outer magnetosphere
into the more rapidly rotating inner regions. Inside the magnetosphere, it picks
up angular momentum from the field lines, becomes super-Keplerian and inflates
the stellar field, creating a path for the matter to flow out of the system. As the
matter flows away the field lines reconnect, releasing magnetic flux and matter
from the magnetosphere and truncating the outflow into discrete plasmoids. This
matter-dominated propeller wind is ejected with a half-opening angle of 45◦ and
gradually collimates at larger distances.
The remainder of the matter which does not flow out instead undergoes an episodic
accretion-ejection cycle. As the matter accumulates at the disc-magnetosphere
boundary, the magnetosphere is slowly compressed towards the star. Eventually,
the gravitational force becomes dominant and the matter deflects the magneto-
sphere to one side, accreting onto the star as a magnetospheric funnel flow. A
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significant fraction of this accreting matter is driven into an outflow, resulting in a
temporarily enhanced outflow rate. Once the accumulated matter is depleted, the
stellar magnetosphere quickly re-expands to halt the accretion onto the star. The
enhanced outflow results in the ejection of a larger amount of magnetic flux which
helps to collimate the matter, giving a narrower half-opening angle (compared to
the non-accreting phase) of 20–40◦ at the outer edge of the simulation region.
2. The propeller outflow has two main components: a high density, medium velocity,
matter-dominated wind and a low density, high velocity, magnetically-dominated
Poynting jet. The matter in the Poynting jet is magnetically accelerated and col-
limated by the helically wound magnetic field lines extending out from the polar
regions of the star. It carries substantial amounts of magnetic energy away from
the star and has a half-opening angle of 5–15◦ at the edge of the simulation re-
gion. The slower moving, matter-dominated propeller wind is launched from the
disc-magnetosphere boundary by the centrifugal force and helps to remove matter
and angular momentum from the disc and the star. Despite being matter domi-
nated, the propeller wind also carries magnetic flux which acts to weakly colli-
mate the outflow. We observe weak collimation in our simulation region, but the
magnetic hoop-stress is expected to continue collimating the flow resulting in a
well-collimated jet at large distances from the star.
3. Stars in the propeller regime experience a spin-down torque through the Poynting
jet as well as the matter loaded magnetic field lines which launch the propeller
wind from the disc-magnetosphere boundary. The more rapidly rotating stars have
higher spin-down rates and in all three of our models, we measure characteristic
spin-down timescales of around 1.2 Myr for a typical cTTs with a strong 3 kG
surface field (other parameters can be found in Table 4.1).
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CHAPTER 5
PLANET MIGRATION AT THE DISC-CAVITY BOUNDARY
5.1 Background and overview
Nascent planets in protoplanetary discs can migrate inward or outward by exchanging
angular momentum through tidal interactions with the disc. The importance of these
interactions in the evolution of planet orbits was recognized and developed early on
by Goldreich and Tremaine [1979, 1980]. For planets undergoing Type I migration (in
which the planet does have enough mass to substantially perturb the disc density profile),
the tidal torque consists of two components: the differential Lindblad torque and the
corotation torque [Goldreich and Tremaine, 1979]. The Lindblad torque arises from the
generation of spiral density waves excited by the planet at the Lindblad resonances. In
a Keplerian disc, the Lindblad resonances lie at the locations where the planet’s orbital
angular velocity is a whole number ratio of the matter orbital angular velocity mΩp =
(m ± 1)Ω. Thus the location of the resonances are
rLR =
(
1 ∓ 1
m
)2/3
rp , (5.1)
where m is the order of the resonance. The minus sign refers to the inner Lindblad res-
onances (ILR) while the plus sign refers to the outer Lindblad resonances (OLR). The
torque from the ILR tends to be positive while the torque from the OLR tends to be neg-
ative. The difference between the opposing torques from the ILR and OLR (known as
the differential Lindblad torque) determines the migration direction—typically inward
for a planet embedded in a protoplanetary disc [Ward, 1986, 1997].
This migration may be modified by the action of the corotation torque which arises
from the material in the planet’s co-orbital region where Ω = Ωp. The role of the coro-
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tation torque in planet migration has been studied recently by a number of authors [e.g.,
Paardekooper and Mellema, 2006, Baruteau and Masset, 2008, Paardekooper and Pa-
paloizou, 2009, Kley et al., 2009, Masset and Casoli, 2009, 2010, Paardekooper et al.,
2010, 2011, Paardekooper, 2014]. The co-orbiting material undergoes a horseshoe-
shaped orbit in the vicinity of the planet and asymmetries in the corotation region can
result in the exchange of angular momentum between the planet and disc matter. This
torque is especially important when the density profile of the disc has some structure
(such as at a gap or cavity in the disc). In these regions, the magnitude of the corotation
torque may dominate over the differential Lindblad torque if the surface density gradi-
ent in the disc is larger than some fiducial value [see Tanaka et al., 2002]. This effect
is especially non-negligible there is a sharp density gradient such as at the edge of the
disc-magnetosphere boundary [e.g., Lin et al., 1996, Romanova and Lovelace, 2006].
Migrating protoplanets may encounter gaps or cavities in the disc present due to
the influence of other planets, the star, or associated with transition regions in the disc,
such as a dead zone, magnetospheric boundary or the dust sublimation radius. Lin
et al. [1996] considered the case of a planet which migrates into the magnetospheric
cavity and halts when its lowest-order OLR falls inside the cavity. Rice et al. [2008]
studied this scenario in 2D hydrodynamic simulations and found that high-mass planets
can undergo eccentricity growth while migrating inside the cavity whereas low-mass
planets which migrate into the cavity simply stall in their migration. Kuchner and Lecar
[2002] considered a similar scenario where planets migrate and halt inside an inner gap
evacuated by the onset of efficient accretion due to the magnetorotational instability.
Matsumura et al. [2007] considered the case of planet migration into a cold dead zone
where the accretion is inefficient, finding that even low mass planets can open gaps due
to the low viscosity in the dead zone, thereby slowing their migration significantly.
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Masset et al. [2006] studied the effect of the corotation torque on the migration of
planets in the vicinity of a cavity edge using 2D hydrodynamic simulations. In the
study, super-Earth type planets with masses 5-15 M⊕ were allowed to migrate in an
accretion disc with a lower-density central cavity (with Σdisc ≈ 4Σcavity). Far from the
cavity boundary, the planets migrate inward as usual due to the differential Lindblad
torque. However, as the planets approach the density transition, the authors find that the
corotation torque contributes a positive torque, creating a stable planet trap where the
net torque is zero and inward migration is halted. Instead of migrating into the cavity
[as is expected if the Lindblad resonance is dominant, Lin et al., 1996, Kuchner and
Lecar, 2002], the planets halt while they are still in the disc due to the action of the
corotation resonance. Morbidelli et al. [2008] investigated the planet trap mechanism as
a method for avoiding the inspiral problem, focusing on the case where planet embryos
are trapped at a cavity boundary, allowing for gradual buildup of giant-planet cores. A
single disc may have several such planet traps at the dust sublimation radius, at the inner
edges of dead zones or ice lines, as well as at the magnetospheric gap where the star
truncates the inner disc [Ida and Lin, 2008, Lyra et al., 2010, Hasegawa and Pudritz,
2011].
More massive planets (Mp ? 1MJ) clear out the material in the co-orbital region
and migrate in the Type II regime, meaning that the corotation torque never becomes
important. Instead, when these planets encounter a low-density region in the disc, they
continue migrating inward until the m = 1 OLR lies interior to the inner edge of the disc
and the planet can no longer efficiently transfer angular momentum into the disc matter
[Rice et al., 2008].
In this chapter, we study the lower-mass regime of super-Earth class (Mp = 15M⊕)
planets migrating near a central low-density cavity using hydrodynamic simulations.
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The problem is considered in both global 3D models in cylindrical coordinates as well
as in 2D polar coordinates to facilitate comparison. In particular, we study three primary
cases of migration of: 1) a planet with an initial orbit inside a low-density cavity; 2) a
planet with an initial orbit inside the higher-density disc; and 3) a planet with an initial
orbit coinciding with the disc-cavity boundary. In §5.2 we discuss the problem setup
in the 3D and 2D models. In §5.3, we detail the results of the 3D simulations for the
three aforementioned cases. And lastly, in §5.4, we compare the 3D models with the 2D
models and discuss various applications of the work in detail.
5.2 Numerical setup
Here, we describe the numerical setup of our hydrodynamic simulations of planet migra-
tion. Our code has a hydrodynamics module which models the gas dynamics in the disc
as well as a planet module which computes the orbital trajectory of the planet which
migrates under the influence of the gravity from the disc and star. In our model, the
planet and disc only interact gravitationally and the disc is assumed to have negligible
self-gravity. We investigate this problem in global 3D cylindrical r = (r, φ, z) coordi-
nates implemented in a Godunov-type code recently developed by our group (Koldoba
et al. 2015, in prep). For comparison, we also perform analogous 2D simulations in
polar coordinates with parameters that are similar to those in the 3D simulations.
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5.2.1 The equations of hydrodynamics
Our 3D models are based on the equations of hydrodynamics which can be compactly
written as
∂tU + ∇ · F(U) = Q , (5.2)
where U is the vector of conserved variables and F(U) is the vector of fluxes
U =
[
ρ, ρs, ρv
]T , F(U) = [ρv, ρvs,M]T , (5.3)
and Q = [0, 0,−ρ∇Φ] is the vector of source terms. In the above equations, ρ is the fluid
density, s ≡ p/ργ is the entropy per unit mass with γ = 5/3, v is the velocity vector, Φ
is the gravitational potential of the star-planet system (given later on in this section) and
M is the momentum tensor, with components
Mi j = ρviv j + δi j p (5.4)
where δi j is the Kronecker delta function and p is the fluid pressure. Our model does
not include viscosity and solves the entropy conservation equations in place of the full
energy equation. This approximation is valid as strong shocks are not expected to be
important in the problem studied here.
We also investigate the migration of planets in 2D coordinates. In 2D, the equa-
tions of hydrodynamics are analogous to the 3D equations and are solved for the height
averaged analogs of the state variables in Equation 5.3
U2D = [Σ,ΣS ,Σv]T , F2D(U) = [Σv,ΣS v,M2D]T . (5.5)
Here Σ ≡ ∫ ∞−∞ ρdz is the surface density, S ≡ Π/Σγ is the height-averaged entropy
analog, Π ≡ ∫ ∞−∞ pdz is the surface pressure, and
M2D =
Σv
2
r + Π Σvrvφ
Σvφvr Σv2φ + Π
 (5.6)
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is the two dimensional momentum tensor.
The gravitational potential of the star-planet system is given by
Φ = −GM∗|x| −
GMp
(|x − xp|2 + 2)1/2 +
GMp
|xp|3 x · xp (5.7)
where  is a smoothing radius which is added to prevent divergence at the planet’s loca-
tion [Fromang et al., 2005, Nelson et al., 2000]. In our models, we take
 = 2rHill ≈ 0.025,
where rHill = rp(Mp/3M∗)1/3 is the planet’s Hill radius. The corresponding force per unit
mass a = −∇Φ is
a = −GM∗|x|3 x −
GMp
(|x − xp|2 + 2)3/2 (x − xp) −
GMp
|xp|3 xp . (5.8)
The first and second terms represent the gravitational forces from the star and planet,
respectively. The final term accounts for the fact that the coordinate system is centered
on the star which is a non-inertial frame due to the presence of the companion planet.
The total mass of the disc is small compared to the masses of the star and planet, and
hence we neglect the contribution to the potential from the disc matter.
5.2.2 The numerical method
The numerical solver is based on Godunov’s method. Each fluid variable is discretized
across the numerical grid and the equations of hydrodynamics are stepped forward in
time by computing the fluxes between the grid cells at every time step. In order to com-
pute the fluxes in between the cells, we utilize an HLLC-type Riemann solver similar
to that first proposed by Toro et al. [1994] except that the entropy equation is solved in
place of the energy equation [see details in Koldoba et al., August 2015].
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Reference units. The reference mass unit of the simulations is set to the mass of the
star M0 = M∗; the value of M∗ can be chosen arbitrarily to scale the simulations to
different mass regimes. The reference length unit is taken to be r0 = rcav/1.5 where rcav
is the radius of the disc-cavity boundary. The velocity unit is given by v0 =
√
GM∗/r0,
corresponding to the Keplerian orbital velocity at r = r0. The unit of time is P0 =
2pir0/v0 corresponding to the Keplerian orbital period at r = r0. The mass of the planet
is given by Mp = κpM∗; in this chapter, we study the migration of super-Earths and
hence we take κp = 4.5 × 10−5 which gives Mp = 15.0M⊕ when M∗ = M. The mass of
the disc is Md0 = κd M∗ with κd = 1 in our simulations. From Md0 and r0, we calculate
the unit of density to be ρ0 = Md0/r30 and the unit of surface density to be Σ0 = Md0/r
2
0.
The reference pressure p0 = ρ0v20 and the reference temperature is T0 = p0/(Rρ0) where
R is the specific gas constant.
For a disc in orbit around a 1 M star with a low-density gap extending out to 1 au,
the reference mass is M0 = 1M, the reference length is r0 = 0.66 au, the reference
velocity is 36.5 km s−1, the reference period is P0 = 199 d, and the reference surface
density is Σ0 = 2 × 107 g cm−2. To determine the physical units, these reference units
must then be scaled by the dimensionless values in the simulations. For each dimension-
less quantity Q˜, we recover the physical value Q by multiplying by the corresponding
reference unit, Q0: Q = Q˜Q0. For example, in the simulations, a typical value of the
dimensionless surface density is Σ˜ = 4 × 10−4, thus the physical disc surface density is
Σ = Σ˜Σ0 = 8 × 103 g cm−2. Similarly, the characteristic mass of the disc in the sim-
ulations is Md = 1.26 × 10−3Md0 = 1.31MJ. Note that this surface density is roughly
10 − 103 times larger than that of a realistic disc, and thus the calculated migration
timescales must be scaled accordingly. In this chapter, all of the values are given in
terms of the dimensionless units, except where explicitly assigned physical units.
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Figure 5.1: Equatorial rφ slices of the grid in the 2D and 3D models. The
dimensions of the grid have been reduced by a factor of 8 to show the
structure of the mesh.
The grid. We investigate planet migration at the disc-cavity boundary in both 3D r =
(r, φ, z) cylindrical coordinates and 2D r = (r, φ) polar coordinates. The results of the
3D simulations are presented in §5.3 and we compare the results of the 3D simulations
with 2D the models in §5.4.1.
The 2D polar grid is centered on the star and the cells are constructed such that the
sides of each cell are approximately equal in length in the r and φ directions. The grid
has total dimension (Nr,Nφ) = (256, 576) and spans r = 0.3− 4.8 in the radial direction.
Like the 2D grid, the 3D grid is centered on the star; however, the 3D models include
radial mesh compression in the region close to the star in order to more finely resolve
the dynamics in the inner disc. The inner compressed region spans r = 0.4 − 2.6 and
has dimensions Nr = 176, with constant spacing in the radial direction. Outside of this
region, the grid is spaced geometrically as in 2D. The grid is also evenly spaced in the
z direction. The total dimension of the grid used in the 3D simulations is (Nr,Nφ,Nz) =
(232, 480, 80) and spans r = 0.4 to 5.2 in the radial direction and z= -0.5 to +0.5 in the
vertical direction. Figure 5.1 shows equatorial slices of the grids in 2D and 3D, rarefied
by a factor of 8 for clarity.
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The disc in 3D. The disc in the 3D models is locally isothermal, non self-gravitating,
and initially axisymmetric. In the midplane of the disc, the initial radial density and
pressure distributions are given by
ρ(r, z = 0) =

ρcav
(
r
rcav
)−n3D
if r < rcav
ρdisc
(
r
rcav
)−n3D
if r ≥ rcav
, (5.9)
and
P(r, z = 0) = Pdisc
(
r
rcav
)−l
,
where n3D and l are parameters which specify the radial profile of the disc density and
pressure. The parameters ρcav, ρdisc, and Pdisc set the cavity density, disc density and
pressure at r = rcav. The values in the simulations are taken to be ρcav = 4 × 10−5,
ρdisc = 4×10−3, and Pdisc = 2.6×10−6, corresponding to a disc aspect ratio of H/r = 0.03,
where H is the disc half-height. The dimensionless temperature is related to the density
and pressure by the ideal gas law T (r, 0) = P(r, 0)/ρ(r, 0).
The disc is initialized in hydrostatic equilibrium and the full expression for the disc
volume density is
ρ(r, z) = ρ(r, 0) exp
(
Φ∗(r, 0) − Φ(r, z)
T (r, 0)
)
where Φ∗(r, z) = −GM∗/(r2 + z2)1/2 is the gravitational potential of the star. The expres-
sion for the pressure is analogous. The azimuthal velocity vφ is set by the balance of
gravity and the pressure gradient in the radial direction
vφ(r, z) =
√
r
(
∂Φ
∂r
+
1
ρ
∂P
∂r
)
(5.10)
The planet is initialized on a fixed circular orbit; the disc is allowed to relax from t =
0 to 10 before the planet is released and permitted to migrate. As shown in Figure 5.2,
the disc’s surface density profile does not evolve significantly after this initial relaxation
timescale, except under the gravitational influence of the planet.
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Figure 5.2: An rz cut through the disc showing the time evolution of the disc
density profile in the 3D models. The contours show the volume den-
sity while the dashed line superimposed on top shows the azimuthally
averaged surface density profile Σavg,φ. The planet is fixed in place un-
til t = 10 to allow for the disc to relax. The middle and bottom panels
show that between t = 20 and 100, the surface density profile does not
evolve substantially in the absence of a perturber.
The disc in 2D. In the 2D simulations, the surface density, Σ, is calculated instead of
the volumetric density ρ. The expression for the initial surface density distribution is
Σ2D(r) =
(
Σcav +
Σdisc
1 + e(rcav−r)/∆r
) (
r
rcav
)−n2D
. (5.11)
The initial parentheses includes the cavity surface density plus the disc surface density
times a logistic function centered at rcav with width ∆r and offset Σcav; the term in the
second parentheses is the radial surface density profile in the disc. This functional form
is similar (but not identical) to the expression for Σ adopted by Hasegawa and Pudritz
[2011]. Σ2D is plotted in the top panel of Figure 5.3 for a range of values of n2D and
fixed ∆r = 0.01. This functional form for the surface density is advantageous because
the density transition between the cavity and disc is smooth initially. In addition, the
inclusion of the parameter ∆r permits tuning of the initial width and the slope of the
125
Figure 5.3: Comparison of the surface density profiles in 2D and 3D for dif-
ferent values of n. In 2D, n2D directly sets the surface density slope.
However, in 3D n3D sets the midplane volume density and Σ3D is com-
puted by integrating the volume density over the height of the disc.
density transition at the cavity boundary. Since the density profile in 2D is initially
smooth, the planet in the 2D models is permitted to migrate starting at t = 0.
The surface and volumetric densities in 2D and 3D (Σ2D and ρ) can be compared by
integrating the 3D volume density over the disc height 2H to get Σ3D(r)
Σ3D(r) =
∫ H
−H
ρ(r, z)dz .
In general, the 2D and 3D surface densities have different profiles even when n2D = n3D
because the latter is calculated from the volume density. In 2D, n2D = 0 results in a
flat surface density distribution. However, in 3D, a slope of n3D = 1.5 in the equatorial
volume density results in a flat surface density profile when integrated over the disc
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height. As such, we adopt n3D = 1.5 and n2D = 0 for all of the simulations to allow for
direct comparison of the results in 2D and 3D.
5.3 Results
We consider Type I migration in three separate regions of a three dimensional disc:
inside the low-density cavity, at the sharp density transition at the disc-cavity boundary,
and inside the dense disc. These three regions are illustrated in the top row of Figure
5.4 which shows surface density waves excited by planets at rp = 1.0, 1.5 and 2.0. The
surface density is computed by integrating the volume density over the height of the disc∫ H
−H ρdz. The second row of panels shows the surface density perturbation
Σperturb = Σ − Σavg,φ = Σ − 12pi
∫ 2pi
0
Σ(r, φ) dφ ,
which traces over- and underdensities due to the passage of non-axisymmetric waves in
the disc. Here Σavg,φ is the azimuthally averaged surface density.
The torque per unit volume (torque density) from the disc on the planet is
γz = ρ(x)
∂Φp
∂φ
=
GMpρ(x)
(|x − xp|2 + 2)3/2 rrp sin(φ − φp) ,
where Φp is the gravitational potential of the planet (the second term in Equation 5.7).
The bottom row of Figure 5.4 shows the absolute value of the vertically integrated torque
density | ∫ γzdz|. The degree of asymmetry between the torques sets the direction of the
planet’s overall migration. This net torque can be measured by integrating the torque
density over the simulation region
Γz =
∫
V
γzdV = GMp
∫
V
ρ(x)
rrp sin(φ − φp)
(|x − xp|2 + 2)3/2 dV . (5.12)
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Figure 5.4: The three main cases of migration in the 3D disc: (1) in the cavity,
rp = 1.0; (2) at the disc-cavity boundary, rp = 1.5; and (3) in the disc,
rp = 2.0. Top row: the height integrated surface density Σ in the 3D
simulations. The white dashed line shows the planet’s orbital radius.
The red and blue dashed lines show the lowest order inner and outer
Lindblad resonances, respectively. Middle row: the surface density
minus the azimuthally averaged surface density Σpertb = Σ − Σavg,φ
highlighting over- and underdensities in the disc. Bottom row: the
absolute value of the torque per unit area acting on the planet. This
traces the magnitude of the z-torque from each region of the disc.
Another useful quantity is the torque per unit disc mass which is defined similarly
dΓz
dM
=
1
2piΣavg,φ
∫ ∞
−∞
∫ 2pi
0
γzdφdz , (5.13)
[D’Angelo and Lubow, 2008]. Since the aim of this chapter is to study migration, we
consider only the z component of the torque which tracks the forces in the disc plane.
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Figure 5.5: A schematic diagram of the various resonance locations. The plot
shows the corotation region (plotted here as rp±3rHill) and the location
of the m = 1 − 3 Lindblad resonances.
Figure 5.5 shows a schematic illustration of the various resonance locations in the
disc. The corotation region is plotted schematically as an annulus that extends in be-
tween rp − 3rHill and rp + 3rHill. The lowest-order inner and outer Lindblad resonances
are located at 0.63rp and 1.59rp respectively (see Equation 5.1), meaning that the lowest
order Lindblad resonances lie well outside of the corotation annulus. In the following
sections, we analyze the results of our global 3D simulations of planet migration. First,
in §5.3.1 we consider the migration of the planets in the cavity and disc (rp = 1.0 and
2.0) and measure the torques acting on the planets as well as their individual migra-
tion timescales. Then in §5.3.2 we study the case of a planet which has an initial orbit
coinciding with the disc-cavity boundary (rp = 1.5).
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Figure 5.6: Torque profiles. Top panel: torque per unit disc mass for several
different planets at different distances from the star, rp, at t = 20.
Bottom panel: cumulative torque as a function of normalized radius.
5.3.1 Migration in the disc and cavity
The top panel of Figure 5.6 shows the torque per unit mass (Equation 5.13) as a func-
tion of normalized radius while the bottom panel shows the cumulative torque (i.e. the
integrated torque density out to the given radius). For the planet embedded in the disc
(at rp = 2.0, thick purple dashed line), both the inner and outer Lindblad resonances
contribute to the torque on the planet. The lowest order (m = 2 and 3) ILRs of the planet
lie inside the low-density cavity, but the higher order resonances sit in the disc and con-
tribute a positive torque on the planet. However, the torque from the OLR is larger in
magnitude causing the cumulative torque to be negative overall (e.g., bottom panel of
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Figure 5.6). This drives inward migration of the planet as shown in the top panel of
Figure 5.7. The migration rate for a 15 M⊕ planet in this region is a˙ = 3.9 × 10−4v0,
corresponding to a migration timescale of tmig = a˙/a = 5200P0 or roughly 2.8 × 103 yr.
The density waves generated by the planet are clearly visible in the rightmost panels of
Figure 5.4.
For the planet orbiting inside the low-density cavity (at rp = 1.0, thin red dashed
line), both the ILR and corotation torques are weak as there is only low-density matter
in this region. However, the planet’s m = 1 OLR sits just outside the inner edge of the
disc. For this reason, the planet generates weak density waves at the inner edge of the
disc (apparent in the left column of Figure 5.4). The planet loses angular momentum
and slowly migrates inward (the migration timescale is discussed in §5.3.1). However,
as evidenced in Figure 5.6, the magnitude of this torque is much smaller than the torques
on the planets in the disc and at the disc-cavity boundary.
Migration Timescale in the Cavity
Figure 5.7 shows the migration tracks and measured migration rates for planets starting
at different distances throughout the cavity and disc. The migration rates are determined
by measuring the slope between the start and midpoints of the migration tracks. In this
section, we consider just the migration rates of the planets inside the cavity (rp < 1.5).
As planets in the cavity migrate inward, the migration rates decline because the planets’
higher order OLRs move from the dense disc into the low-density cavity. Once a planet
migrates past rp ≤ 0.945, the lowest-order OLR of the planet falls entirely inside the gap
and the migration rates flatten out at rp = 0.8 with a migration rate of a˙ = 8.6 × 10−7v0
corresponding to a migration timescale of 9.3 × 105P0, or about 0.51 Myr.
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Figure 5.7: Migration in the 3D model. Top panel: Planet migration tracks in
the disc (solid lines) for planets with initial orbital radii ranging from
rp = 0.8–2.0. The disc’s surface density profile at t = 20 is shown as a
dashed line for reference. Bottom panel: absolute value of the migra-
tion rates of the planets in 3D code calculated by measuring the overall
migration between t = 10 (when the planet is first allowed to migrate)
and t = 60. The downward triangles indicate inward migration while
the upward pointing triangles indicate outward migration.
This timescale can be compared to the time it takes for the planet to migrate from
the inner edge of the disc to the point at which the planet’s OLR falls inside the gap
(i.e. from r ≈ 1.5 to 0.945). In this situation, the migration rate varies in time because it
depends on the strength of the Lindblad torque which is in turn dependent on the distance
of the planet from the disc-cavity boundary. The migration timescale is estimated by
fitting an exponential function to the migration rates (shown as a dashed line in Figure
132
5.7) and integrating over the resulting function
tmig =
∫ rin
rgap
dr
r˙
.
This gives a timescale of 8.1 × 104P0, corresponding to 4.4 × 104 years–an order of
magnitude smaller than the 5.1×105 yr timescale for the planet to migrate from rp = 0.8
to the star.
5.3.2 Migration at the disc-cavity boundary
At the boundary between the cavity and disc, the density gradient can modify the horse-
shoe orbits in the corotation regions of planets, resulting in a strong corotation torque
on planets in this region. The middle column of Figure 5.4 shows a planet at rp = 1.5
with an initial orbit coinciding with the disc-cavity boundary. The top and middle pan-
els illustrate the clear asymmetry between the leading and trailing surface densities; this
asymmetry in the surface density translates into a correspondingly asymmetric torque
which is apparent in the bottom panel of the figure. This asymmetry is also apparent in
Figure 5.6 which shows the torque per unit mass as a function of radius. The top panel
shows that for the planet at rp = 1.5, there is a strong positive torque from the region
interior to the planet, resulting a large positive cumulative torque (bottom panel). This
large, positive torque causes the planet to migrate outward rapidly in contrast to the plan-
ets at rp = 1.0 and 2.0 which consistently migrate inward due to their tidal interactions
with the disc.
The migration tracks of planets which start near the disc-cavity boundary are shown
in Figure 5.7. The range of radii in which the corotation torque is significant is quite
narrow—only planets in the range r ≈ 1.45−1.6 migrate outward due to their interaction
with positive density gradient at the disc-cavity boundary. The planets starting just in-
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Figure 5.8: The time averaged total torque. The plot shows
〈
Γtotz
〉
versus planet
radius rp for the planets with initial orbits near the disc-cavity bound-
ary. The torques are computed by time averaging between t = 10
(when the planet is first allowed to migrate) and t = 60. For reference,
the surface density profile at t = 20 is plotted as a dashed line.
side and outside of the disc-cavity boundary at rp = 1.4 and 1.7 migrate inward as usual
due to the differential Lindblad torque. However, this indicates that there must exist a
stable halting region where the positive corotation torque exactly balances the negative
differential Lindblad torque: this region is referred to as the planet trap by Masset et al.
[2006]. To identify this trapping region in our models, the total torque from t = 10 − 60
is time averaged and plotted versus rp in Figure 5.8. The azimuthally-averaged surface
density, Σavg,φ, is also plotted for reference. Evidently, the planet trap lies at rtrap ≈ 1.65
in our 3D model. A planet in this region is stably trapped because the torque interior to
rtrap is positive and drives outward migration toward the trap; similarly, the torque exte-
rior to rtrap is negative and also drives inward migration towards the trap. As suggested
by Masset et al. [2006] and Morbidelli et al. [2008], this implies that planets undergoing
Type I migration will tend to be trapped when encountering a positive density gradient
in the disc (such as the edge of a cavity or gap).
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5.4 Discussion
5.4.1 Comparison with 2D Models
Here we compare the results of planet migration in the 3D cylindrical models to the
results of the 2D models in polar coordinates. In 2D, the hydrodynamic equations for
the height-integrated analogs of each fluid quantity (for example, the surface density Σ
instead of the volume density ρ) are solved. Like the disc in the 3D model, the 2D disc
has a central low density cavity with radius r = 1.5. To facilitate comparisons, the initial
surface density in the 2D simulations is tuned to approximately match the slope and
magnitude of the surface density profile in the 3D simulations: n2D = 0, Σdisc = 4×10−4,
and ∆r = 0.05. A complete description of the 2D model can be found in §5.2.
As in the 3D models, planet migration rates are measured for planets orbiting at
distances ranging from rp = 0.7 − 2. The top panel of Figure 5.9 shows the migration
tracks of these planets through the disc; the dashed line shows the initial surface density
profile of the disc for reference. The migration of the planets in 2D is qualitatively the
same as in 3D: planets starting out in the disc or inside the cavity experience inward
migration due to the differential Lindblad torque on the planet; near the disc-cavity
boundary at r = 1.5, the corotation torque dominates and results in a net positive torque
which drives the planets to migrate outward. The planets near the boundary tend to
migrate outward until they reach the point where the corotation torque balances the
Lindblad torque (around rp ≈ 1.57) and they become trapped.
The bottom panel of Figure 5.9 shows the measured migration rates determined from
the slope of the migration tracks between t = 0 and 50. The downward facing arrows in-
dicate inward migration toward the star while the upward facing arrows indicate outward
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Figure 5.9: Migration in the 2D model. Top panel: Planet migration tracks in
the disc (solid lines) for planets with initial orbital radii ranging from
rp = 0.7–2.0. The disc’s surface density profile at t=0 is shown as a
dashed line for reference. Bottom panel: absolute value of the mi-
gration rates of the planets in 2D code calculated between t = 0–50.
The downward triangles indicate inward migration while the upward
pointing triangles indicate outward migration.
migration. As is evident from the top panel, the migration of the planets which start near
rp = 1.5 (i.e., the disc-cavity boundary) proceeds rapidly, with timescales ranging from
t = 10 − 20. This means that the initial migration rates of the planets near the boundary
are underestimated by a factor of ∼2–5.
One key difference between the 2D and 3D models is in the magnitude of the density
gradient at the disc-cavity boundary. In 2D, the gradient is more positive, and as such,
the initial migration in the 2D models proceeds more quickly. Additionally, since the
density gradient is larger, the disc-cavity boundary is narrower, resulting in a narrower
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Figure 5.10: Time averaged torques for the 2D case. The same plot as Figure
5.8 for two different mass planets in the 2D models.
range of radii where the corotation torque is important and outward migration is possi-
ble. This is evident in Figure 5.10 which shows the time averaged torques as a function
of radius in the 2D models (see Figure 5.8 for
〈
Γtotz
〉
in the 3D models). The narrower
edge also shifts location of the planet trap to r = 1.55, slightly closer to the disc-cavity
boundary compared to the 3D models. However, in all other respects, the torques in the
2D and 3D models are qualitatively the same.
5.4.2 Dependence on the disc aspect ratio
A key difference between the 2D and 3D models is that the disc height can vary in the
3D models. In order to investigate the effect of the disc height on the planet migration,
we fix the disc’s surface density profile while varying the disc aspect ratio, H/r. The
resulting density profiles are shown in Figure 5.11 for H/r = 0.03, 0.05, and 0.1. The
midplane densities are tuned such that all three discs have identical surface densities
which are constant with radius: Σ(r) = 4 × 10−4 for r > rcav.
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Figure 5.11: Different aspect ratio discs. From top to bottom: three discs with
differing aspect ratios of H/r = 0.03, 0.05, and 0.10 but identical
surface density profiles.
We measure the torques on two planets at rp = 1.5 (the disc-cavity boundary) and
rp = 2.0 (in the disc). Figure 5.12 shows the torque per unit mass (top row) and cumu-
lative torque (bottom row) on the two planets as a function of normalized radius, time
averaged from t = 10 − 80. Evidently, the net torque on the planet is diminished by
increasing the disc’s aspect ratio for both the planet at rp = 1.5 where the corotation
torque is important and at rp = 2.0 where the differential Lindblad torque dominates.
The bottom panels of Figure 5.12 show that the tidal torque’s dependence on the aspect
ratio is nonlinear, with much stronger torques in thinner discs. This is due to the fact that
as the disc thickness increases, less mass is concentrated near the disc midplane. For the
corotation resonance, this means that less matter participates in the horseshoe orbit and
the magnitude of the corotation torque is smaller. Similarly, for the Lindblad torques,
the amplitude of the surface density perturbations raised by the planet is smaller and the
torque again weakens.
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Figure 5.12: Torque profiles for differing disc aspect ratios. Top row: the
torque per unit mass as a function of normalized radius for planets
starting at rp = 1.5 and 2.0 in three discs with differing aspect ratios,
but identical surface density profiles. Bottom row: same as the top
row, but showing the cumulative torque as a function of normalized
radius. The profiles are time averaged over t = 70.
The implication of these results is that for reasonable values of H/r, varying the disc
height does not change the direction of the migration; however, it may strongly modify
the migration timescale of the planet. This effect is especially significant for the plan-
ets interacting with the disc-cavity boundary where the corotation torque is important.
However, since the migration direction is unaffected, the planet trapping mechanism is
robust across the varying disc aspect ratios.
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5.4.3 Applications
A planet trap at the dust sublimation radius
Observations of protoplanetary discs show an infrared excess at 3 µm which can be
attributed to an inner disc edge at a distance coinciding with the dust-sublimation radius
of the system [Dullemond et al., 2001]. Exterior to this radius, the disc is cold and dusty
and the MRI-powered accretion (which is sensitive to the ionization fraction in the disc)
proceeds slowly.
However, interior to the dust sublimation radius, the gas disc is optically thin and
the ionization fraction is high. As a result, the viscosity provided by the MRI turbulence
is large and accretion interior to the dust sublimation radius proceeds efficiently. The
result is an evacuated low-density inner cavity surrounded by a cold, higher density disc.
Migrating planets which encounter this inner cavity may become trapped at the density
transition and migrate in or out if the dust sublimation radius changes as the young star
moves along the Hayashi track towards the main sequence.
Infrared observations of protoplanetary discs show that these inner cavities can range
from ∼0.1 to 4 au in size depending on the luminosity of the central star [Muzerolle
et al., 2003, Akeson et al., 2005, Monnier et al., 2005]. The outer edge of this cavity
may act as a trap for inwardly migrating planetesimals, allowing for the gradual buildup
of planetary embryos in this region [Morbidelli et al., 2008]. Kuchner and Lecar [2002]
investigated a similar scenario of a migrating planet which halts when its 2:1 Lindblad
resonance falls interior of the dust sublimation radius. This scenario is still possible for
higher mass planets migrating in the Type II regime: as shown in §5.3.1, the migration
rate of a planet in the cavity decreases substantially as the distance from the cavity
boundary increases. However, as demonstrated in §5.3.2, lower mass planets are likely
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to become trapped at the dust sublimation radius before they can migrate into the cavity.
As discussed by Masset et al. [2006], low-mass migrating planets may also become
trapped at the inner edge of a dead zone where the ionizing radiation does not penetrate
far enough into the disc to sustain MRI-driven accretion [Gammie, 1996]. The surface
density in the dead zone is expected to be substantially higher than the density in inner
regions where the MRI-driven turbulence is ongoing. As such, the inner edge of the
dead zone may serve as trap for migrating planets. Like the dust sublimation radius, the
inner dead zone radius may change in time causing planets trapped at the inner edge to
move in or out correspondingly [Kretke and Lin, 2012].
A planet trap at the disc-magnetosphere boundary
The young stars at the center of protoplanetary systems tend to be highly magnetized due
to the onset of convection in their protostellar cores. The stellar field truncates the inner
disc, creating a low-density magnetospheric gap in the region immediately adjacent to
the star [Königl, 1991]. This density transition between between the low-density mag-
netosphere and the higher-density accretion disc has a sharp positive density gradient
due to the truncation by the magnetic field [e.g., Romanova et al., 2003, Romanova and
Lovelace, 2006]. This sharp interface is known as the disc-magnetosphere boundary and
is often defined as the location where the thermal and matter ram pressure in the disc bal-
ance the magnetic pressure of the stellar field. A migrating planet which encounters this
boundary becomes trapped due to this sharp density gradient at the disc-magnetosphere
interface. If the disc accretion rate declines and the magnetospheric radius increases, the
trapped planet may move outward with the inner edge of the disc due to the action of
the corotation torque. For a typical T Tauri star, the magnetospheric boundary is located
at ∼ 0.05− 0.1 au and may serve as a final barrier, preventing planets from migrating all
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the way into their host stars.
The accretion rates in the disc around young stars may span several orders of magni-
tude from M˙ ∼ 10−7 − 10−11M/yr, meaning that the size of the magnetospheric cavity
can also differ substantially between young stellar systems [Hartmann, 2000]. This
impies that planets will become trapped at a variety of distances from the star and may
explain why Kepler observations do not show planets bunched up at a particular radius.
5.5 Chapter summary
The main points of this chapter are as follows:
• We have presented global 3D simulations of planets migrating near the edge of a
disc cavity.
• For planets migrating far from the cavity boundary, the migration proceeds due
to the excitation of density waves at the Lindblad resonances. However, migrat-
ing planets which encounter the boundary experience a large positive corotation
torque due the the positive surface density gradient at the disc-cavity interface.
• There exists a region in the disc where the magnitude of the corotation torque is
equal and opposite to the differential Lindblad torque, resulting in a region where
a planet experiences zero net torque from the disc. Interior to this region, the net
torque is positive due to the corotation torque and the planet migrates outward;
similarly, exterior to this location, differential Lindblad torque is larger in mag-
nitude and the net torque is negative, resulting in inward migration. Hence the
zero-torque region is a stable “planet trap” as any perturbations in either direction
result in a torque which pushes the planet back toward the trapping region.
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• An accretion disc around a young star may have several such planet traps wher-
ever there is a positive surface density gradient in the disc. A positive surface
density gradient may appear at the dust-sublimation radius, at the inner edge of
dead zones, or at the edge of the magnetospheric cavity. As the disc’s accretion
rate or the stellar luminosity change in time, the locations of these boundaries may
shift. Any planets which are trapped at the density gradients are likely to migrate
along with the boundary.
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CHAPTER 6
CONCLUSIONS
Outflows are ubiquitous among both young and old stellar systems and are understood
to be magnetocentrifugally driven. Outflows require three processes: accretion, which
acts as a source of matter, and magnetic fields and rotation which load and accelerate
the matter out of the disk. In Chapter 3, we discussed a mechanism for the launching
and collimation of outflows from the disk-magnetosphere boundary of accreting mag-
netized stars. In regimes of high accretion, the magnetosphere of the star can become
strongly compressed, resulting in large magnetic pressure which loads the matter onto
the rotating field lines. As the matter accelerates outward, it is quickly collimated by the
magnetic hoop stress of the field lines extending up from the disc. In the jet, we observe
half-opening angles of less than 4◦ at distances of a few tens of stellar radii away from
the star.
The results of these models are most relevant to EXors or FUor class stars which
are undergoing eruptive outbursts. These outbursts are attributed to intense bursts of
accretion or the sudden infall of circumstellar material and the models presented here
may explain some of the strongly collimated outflows associated with these outbursting
sources.
In Chapter 4, we discussed another form of outflows, this time launched from the
disk-magnetosphere of stars accreting in the propeller regime. We showed that these
rapidly rotating stars can centrifugally launch matter from the disk-magnetosphere
boundary with efficiencies ranging from 50% to nearly 90% for the parameter space
studied. Unlike the well-collimated outflows discussed in Chapter 3, the propeller-
driven outflows have wide opening angles of 45◦ at the base and exhibit weak colli-
mation. Our models show that the accretion onto these rapidly rotating stars proceeds in
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an episodic fashion through an accumulation-accretion cycle: the disc matter is blocked
by accreting by the centrifugal barrier of the star and gradually accumulates at the disc-
magnetosphere boundary. The accumulated matter compresses the magnetosphere in-
ward until the inward gravitational acceleration exceeds the outward centrifugal barrier
and the matter accretes as a funnel flow on the star in a burst of accretion. With the
reservoir of matter depleted, the magnetosphere rapidly re-expands and truncates the
accretion onto the star. This mechanism is similar to the episodic accretion instability
first described by Spruit and Taam [1993]. Each burst of accretion is accompanied by
a corresponding one-sided burst in the outflow and may serve to explain some of the
clumpy outflows observed in accreting stellar systems.
This model is highly relevant to transitional pulsars which are transitioning between
accretion and rotation powered regimes. As the accretion rate onto these stars declines,
the star is expected to enter the propeller regime of accretion. Suggestions of outflows
and episodes of quasi-periodic X-ray flares have been observed in these systems, which
hint at the underlying propeller-regime dynamics as shown in the simulations presented
here. Future work on these systems must be approached from both observational and
theoretical perspectives. Observationally, we require high time-cadence X-ray obser-
vations to further understand the dynamics of the inner disk where the accretion pro-
cesses occur on millisecond timescales. This will allow us to probe the properties of
the disk-magnetosphere boundary by matching the observations with our models. Spec-
tral observations will help us determine the emission mechanism in these systems and
help constrain physical properties such as the temperature, density and magnetic field
strength in these inner regions. Additionally, observations of the outflows in these sys-
tems would allow us to estimate the magnetic diffusivity in these inner regions. Long
term monitoring of the transitional millisecond pulsars are also needed in order to de-
termine the mechanism behind the sudden shifts between the high and low X-ray states
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observed in IGR J18245-2452.
From the theoretical side, further simulations are needed to understand the observa-
tional signatures of the accretion-ejection cycle. Namely, we wish to understand why
a single system can exhibit both regular, periodic X-ray flaring as well as irregular,
quasi-periodic X-ray flares depending on the accretion rate. Three-dimensional simula-
tions of the propeller regime are needed to investigate the role of magnetic instabilities
at the disk-magnetosphere boundary as well as the effect of magnetospheric spin-axis
misalignment. We also seek to understand the dependence of the accretion-ejection
mechanism on various parameters such as accretion rate, stellar rotation, disk or stellar
magnetic fields, and the magnetic diffusivity. We also need to investigate the emission
mechanisms in these systems which can then be applied in radiative transfer models to
model the emission from the disk, accretion column, accretion shock and the star.
In Chapter 5, we shifted our focus to planet-disc dynamics and investigated the in-
teraction of super-Earth class planets with a disk that has a sharp density gradient (such
as the edge of the dust sublimation region or the disk-magnetosphere boundary). In a
typical power-law protoplanetary disk, the differential Lindblad torque dominates the
overall torque on the planet, resulting in preferentially inward migration. However, if
there is a sharp positive density gradient in the disk, the magnitude of the corotation
torque can be large and positive. Using 3D simulations, we demonstrated that this can
create a stable “planet trap” at the location where the positive corotation torque exactly
balances the negative differential Lindblad torque, resulting in a region where the net
torque is zero. This trapping region is stable: planets interior to this region experience
a stronger positive corotation torque which causes outward migration toward the trap;
similarly, planets exterior to this region experience a negative torque from the differen-
tial Lindblad resonance, and also migrate inward towards the trap. Any perturbations
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in either direction result in a torque which pushes the planet back toward the trapping
region. A protoplanetary disk around a young star may have several such planet traps at
the dust-sublimation radius, the inner edges of dead zones, or the edge of the magneto-
spheric cavity. Additionally, trapped planets are likely to migrate along with the trapping
regions as the disc evolves in time. Future work on the planet trap should investigate
the parameter space in which this effect is important. Namely, in what planetary mass
regime is this effect significant and how does the surface density of the disk affect the
trapping? Additionally, further research should investigate how a multi-planet system
can change this picture and what the observational signatures of such a system might
be.
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APPENDIX A
THE EQUATIONS OF MHD IN CYLINDRICAL COORDINATES
In cylindrical coordinates, the divergence operator takes the form
∇ · A = 1
r
∂r(rAr) +
1
r
∂rAφ + ∂zAz . (A.1)
Using this equation, we can explicitly write out the full MHD equations in cylindrical
coordinates by plugging in the state, flux and source terms (Equation 2.6 and Equation
2.10) into the conservation equation (Equation 2.9).
• The continuity equation.
∂tρ +
1
r
∂r(rρvr) +
1
r
∂φ(ρvφ) + ∂z(ρvz) = 0 (A.2)
• The entropy conservation equation.
∂t(ρs) +
1
r
∂r(rρsvr) +
1
r
∂φ(ρsvφ) + ∂z(ρsvz) = 0 (A.3)
• The momentum conservation equation.
∂t(ρvr) + ∂r
(
ρv2r + ptot −
B2r
4pi
)
+
1
r
∂φ
(
ρvrvφ − BrBφ4pi
)
+
∂z
(
ρvrvz − BrBz4pi
)
=
1
r
ρ(v2φ − v2r ) − B2φ − B2r4pi
 + ρgr (A.4)
∂t(ρvφ) +
1
r2
∂rr2
(
ρvrvφ − BrBφ4pi
)
+
1
r
∂φ
ρv2φ + ptot − B2φ4pi
 +
∂z
(
ρvφvz − BφBz4pi
)
= 0 (A.5)
∂t(ρvz) +
1
r
∂rr
(
ρvrvz − BrBz4pi
)
+
1
r
∂φ
(
ρvφvz − BφBz4pi
)
+
∂z
(
ρv2z + ptot −
B2z
4pi
)
= ρgz (A.6)
where ptot = p + B
2
8pi is the total pressure and g = −∇Φ is net external force from
the central star and planet.
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• The induction equation.
∂tBr +
1
r
∂φ
(
vφBr − vrBφ
)
+ ∂z (vzBr − vrBz) = 0 (A.7)
∂tBφ + ∂r
(
vrBφ − vφBr
)
+ ∂z
(
vzBφ − vφBz
)
= 0 (A.8)
∂tBz +
1
r
∂rr (vrBz − vzBr) + 1r ∂φ
(
vφBz − vzBφ
)
= 0 (A.9)
These equations are described in full in Skinner and Ostriker [2010] and Koldoba et al.
[August 2015].
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