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Introduction/Objective
Tactical networks are complex networks, which are comprised of communication, information and social/cognitive networks. Interactions occur within and between these composite network layers. Presently, there is a lack of understanding of the interaction and dynamics between these networks. The research area of network science seeks to find interactions within complex networks to enable optimal design, prediction, and modeling of tactical networks (1). Figure 1 shows the network layers. For example, most current communication network research involves quantifying or modeling performance with regard to technical measures (i.e., bandwidth, capacity, and error rates) (2-6). Studies tend not to focus on the end user of the network. Thus, these studies are only useful in providing objective measures of network performance. Conversely, social/cognitive network research includes studies that concern the end user, but communication models are oversimplified or difficult to observe (7) (8) (9) (10) (11) (12) . In tactical environments, we are interested in a cross-layer understanding so that we can model and identify tradeoffs between performance and resource consumption within each of the network layers. Specifically, we are interested in determining how communication network parameters affect human performance. We address the impact of loss and delay in communications on decision making and situational awareness in a specific experimental scenario. The goal of this research effort is to investigate the impact of distributed information quality on the performance of decision-making groups in networks. Specifically, we are interested in examining the performance of individuals and teams in a networked environment in a distributed server scenario. As shown in figure 2, this scenario consists of information sources, a set of distributed information servers, and a group of decision-makers. Information sources will generate reports of events to populate the distributed information servers. Decision-makers will periodically access these information servers to gain information and establish situational awareness to execute their mission. Depending on the information quality and flow of information, the decision-makers will perform accordingly. The arrangement of the servers and the performance of the underlying communication network causes the information to be disseminated at various rates and results in periods where the servers are not consistent with each other. This variation in the quality of information that users receive when requesting information from the servers affects decision making, mission performance, and ultimately, trust in the network. We consider the accessibility, accuracy, and freshness of the information retrieved from queries on the servers. Accessibility pertains to the delay or availability of the servers, and accuracy implies the synchronization with the other servers in the network. Freshness includes the quality (timeliness) of the information in the servers with respect to the current situation.
Approach
The Experimental Laboratory for Investigating Collaboration, Information-sharing, and Trust (ELICIT), a command and control (C2) experiment platform, has been used to conduct these experiments (13) . ELICIT is a configurable software platform designed to measure the behavior of social networks in a command and control information-sharing scenario. Participants in ELICIT experiments are periodically provided with "factoids" or snippets of information. These factoids are sent and received among the participants, or the participants can retrieve information from a set of simulated Web sites or databases. This information is used to deduce specific information of a fictional terrorist threat (determining the WHO/WHAT/WHERE/WHEN of the threat). ELICIT is designed to study the organization of social networks and the interactions within these networks. The structure of ELICIT is shown in figure 3 . The connectivity of the participants and the Web sites has been specified to fit the scenarios of interest. ELICIT aims to demonstrate though experimentation the effectiveness of variations in organizations, as suggested by Alberts (14) , where it is hypothesized that edge (or flat topologies) organizations will outperform hierarchical organizations in command and control scenarios with uncertainty, complexity, and requirements for agility. ELICIT allows for humanin-the-loop or agent-based experimentation with various organizations (including edge and hierarchical organizations). The underlying communication infrastructure is assumed but not emphasized.
To measure the performance of ELICIT, we evaluate the ability of the group to correctly determine the details of the terrorist threat. The correctness measure represents a measure of situational awareness within this scenario. Correctness is measured by the accuracy of the WHO, WHAT, WHERE, and WHEN. The details WHO, WHAT, WHERE are scored with 0 or 1, and WHEN has a score of {0, 0.25, 0.5, 0.75, and 1.0}, allowing for partial correctness. The overall correctness score, C, a value between 0 and 1 is
Recently, sensemaking agents were developed to run ELICIT (15, 16) , which enable trials of ELICIT to be run without human participants. These sensemaking agents are governed by a set of parameters, which can be used to characterize the way the agent processes and shares information with other participants in the experiment. Agents and humans are able to participate in the experiments together; however, we only consider experiments comprised solely of agents. It is assumed that the sensemaking agents are valid models of humans in these experiments. Figure 4 shows the sensemaking agent factoid processing steps in terms of mental processing and sharing decisions. A validation of the ability of agents to model actual human behaviors was performed by Wynn (16) . When considering communication networks within ELICIT, it is hypothesized that the sensemaking agent parameters can represent communication network parameters. In terms of the flow of information, factoids represent intelligence reports, which contain partial information regarding the possible insurgent threat. Initially, the factoids are randomly distributed to the information nodes at the start of the trial (factoids can be distributed in waves over time). As time progresses, the factoids are shared to neighboring nodes and posted to the Web sites, making this information available to the decision-making nodes. The factoid set (there are 68 unique factoids) contains all the information needed to uniquely determine the details of the potential insurgent threat. The factoid set does not contain any conflicting information that would lead to incorrect conclusions. Any errors that occur are the result of errors in the processing of the information.
Results
We have run several different sets of experiments with ELICIT to examine the impact of communication networks on the decision-making ability of the organization. Figure 5 shows an adaptation of the original ELICIT structure to represent the distributed server scenario. In this figure, a set of nodes in the communication network represent the information nodes. These nodes are randomly distributed into a unit square and have communication radius r. In this square of side lengths equal to 1, any two nodes within distance r can communicate with each other. Additionally, the distributed servers or databases are placed at each of the corners of the unit square (i.e., at (0, 0), (1, 0), (1, 1), (0, 1)). Any node that is within distance r of the databases can communicate (thus, post information) to the database. Each of the decision-making nodes is connected to each of the servers, and the nodes experience random loss and delay when communicating with the databases. In terms of the distribution of the factoids, the factoids are randomly distributed to each of the nodes without duplication. First, we show previously acquired results which study the information flow within the communication network (the set of information sources in figure 5 ). Loss and delay between the intermediate hops within this network are studied. We measure the awareness of the information nodes in terms of which factoids each of the information source nodes have received. This provides an initial indication of the rate at which information arrives at the servers. Second, we conducted a set of the distributed server scenario experiments, where we measured the performance of a set of decision-making nodes accessing the distributed servers.
Distributed Networking Scenario
In previous work, the sensemaking agent parameters were used to simulate parameters in the communication network (i.e., loss and delay) (17) . A distributed networking scenario is used, where a random organization of agents performed the ELICIT task and the decision-making performance of the entire organization was examined ( figure 6 ). In these experiments, only the information nodes are used, not the distributed information servers, which makes the experiment completely distributed. Each node is required to perform the decision-making task, where in the distributed server scenario, only the performance of decision-making nodes is measured. Overall average correctness is studied as a function of loss and delay in the links during these experiments. These ELICIT trials use a network of 68 nodes, with the communication radius chosen to guarantee connectivity within the organization (r = 0.3). The nodes are deployed randomly into a unit area. These trials are 2 h in duration, and the correctness after 1 h, C(1), and 2 h, C(2), is measured. We show that the baseline (8-s packet latency, 0% packet loss) achieves full average correctness after approximately 2 h. By incorporating packet delay and loss in the communications, the average correctness is degraded. The results of 25 Monte Carlo simulations are shown, and the average correctness is measured by averaging across every node in the organization and also averaging across network realizations. A unique network topology is used for each Monte Carlo simulation.
In terms of correctness, we consider the average correctness of all nodes over a set of Monte Carlo simulations. This provides insight into the overall decision-making performance of the group. However, it may be of interest to look at the distribution of the correctness of the individual nodes within the experiments. For example, figure 7 shows the distribution of the nodes who have correctly identified the WHO, WHAT, WHERE, or WHEN for one experiment. This histogram shows the distribution of the number of details correctly identified by the nodes, where 4 indicates that the node has correctly identified all of the details of the potential threat (full correctness). The distribution of the partial correctness of the nodes is shown for after 1 and 2 h for a baseline experiment (0% loss, 8-s delay) for 68 nodes. After 1 h, there appears to be an even distribution across each of the five possible correctness states, and after an additional hour, most of the nodes have achieved full correctness. Figure 8 is the average correctness of an organization for a set of Monte Carlo simulations. Each trial uses a unique random topology of nodes. The packet latency is varied from 8 s to 5 min. In each trial, the same packet delay is used for every factoid shared from node to node. Figure 8a shows the average correctness versus time for the set of packet latencies. In these trials, there is no packet loss. This figure shows the impact of packet delay on the average correctness. Figure  8b shows the average C(1) and C(2) versus packet delay. This set of experiments demonstrates that the average correctness exhibits a threshold effect for this particular scenario at packet latency of approximately 30 s, as seen in figure 8b . The error bars indicate one standard deviation of the results obtained through experiments; this does indicate a significant variance in the correctness. We also consider the effect of packet loss within the information source network. Packet loss rates 0%, 20%, 40%, 60%, 80%, and 90% are used. In each trial, every factoid is successfully transmitted with probability according to the packet loss rate. Figure 9a is a plot of average correctness versus time for a single trial of each set of packet losses. This shows the degradation in performance as packet loss increases. Figure 9b shows the average C(1 h) and C(2 h) versus time for a set of trials, where each plot line represents a run for a particular packet loss. In these trials, the packet delay is 8 s. The error bars reflect one standard deviation on the gathered results. This figure shows the impact of packet delay on the average correctness. There is a threshold effect for this particular scenario at around a packet loss rate of 50% as seen in figure  9b , but average correctness degrades more gracefully than the performance with regard to delay. In another set of experiments, both packet loss and packet delay are jointly considered. To illustrate the effect of these two network parameters on correctness within ELICIT trials, we consider each pair of packet loss rates (0%, 20%, 40%, 60%, 80%, and 90%) and packet delays (8 s, 15 s, 30 s, 1 min, 2 min, and 5 min). The same approach to the organization and use of factoids as the previous set of trials is implemented. packet loss and packet delay. The average correctness of the network demonstrates a tolerance of packet loss in low packet latency situations. Once the packet latency is greater than around 30 s (as shown in figure 8 ), the performance of ELICIT drastically decreases, regardless of the packet loss rate. This suggests that the performance is more sensitive to packet delays than loss. The organization is able to handle packet losses with redundancy in the network, whereas with packet delays, the nodes simply have to wait. We also investigate the effect of the performance of the organization when connectivity was varied. To vary the connectivity within the organization, the communication radius r is varied when creating G(n,r). In terms of the communication network, the cost of increased connectivity is increased energy consumption. Figure 11 shows the performance of the organization versus the communication radius of the organization. The result of this set of ELICIT experiments contradicts the expected outcome. We found that with increased connectivity, the average performance of the organization decreases. One would expect that with greater connectivity in the network the performance of the network would improve. By allowing for the nodes to share factoids with nodes farther away, this requires less multi-hop communications so factoids will be disseminated more rapidly.
The immediate explanation is that the agents are suffering from "information overload." Due to the increasing number of neighboring agents in the organization, the nodes are receiving more factoids than the agent is able to process. This is shown in figure 12 . The total shares received in each 5-min interval over one realization of a 2-h trial length are plotted for each of the communication radii used to create the topology of the organization. In the regions where r > 1.0, the average total number of shares received is saturated, where the nodes in the network are receiving an average of 4000 shares in the course of the 2-h trial. When examining the performance of the network in figure 11 and considering the share behavior in figure 12 , this indicates that the nodes are receiving an average of 58 factoids in a 5-min interval, but their performance does not correspond to the number of received factoids. This indicates that the nodes are flooded with factoids and cannot process all of the factoids. The phenomenon of overwhelmed agents explains the observed behavior. So, if the information nodes are exchanging information with a great number of other nodes, then information overload is a possible outcome, which will reduce information flow, and thus, overall correctness. 
Distributed Server Scenario
We consider the distributed server scenario experiments with ELICIT, as shown in figure 13 , by making use of the distributed databases in addition to the set of information nodes. In this case, we studied the impact of communication network performance on the decision-making ability of decision-making nodes in the distributed server scenario. Each of the decision-making nodes are connected to the distributed information servers, but experience various quality of service from each of the servers. Experiments use agents in both the information nodes as well as the decision-making nodes. This results reflect a Monte Carlo simulation of a set of 50 ELICIT trials, each 2 h in duration with a different network topology of 68 information nodes for each trial. The communication radius for the information network is r = 0.3, which is sufficient to guarantee connectivity of the information node network and the distributed servers. In the communications between the information nodes, each transmission experiences 0% loss and 8-s delay. There are four distributed servers, which provide a different combination of information loss and information delay in server access attempts of each decision-making agent. These servers are placed in the corners of the unit area of the information network. In figure 14 , the correctness versus information loss for three values of information delay is shown. This demonstrates the relative tolerance of decision-making performance with regard to information loss. That is, the sensemaking agents are able to obtain sufficient amount of information in scenarios when there is low to moderate amounts of information loss. As the latency of the communications increases, so does the ability to tolerate losses in the communications. Figure 15 shows the same plot, only as a function of information delay. The relatively graceful degradation of performance as a function of information delay is shown. The results of these experiments indicate that these organizations are more sensitive to delay than loss. A potential explanation for this behavior is the presence of redundancy in communications. If the agents perform an adequate amount of factoid shares in the trials, then there will be a significant amount of duplicate factoids in different nodes within the network. Even with a moderate amount of information loss in the network, the organization can still overcome this with information redundancy. This provides some initial insight into the future design of information sharing protocols within tactical networks. When information loss and information latency are at reasonable levels, the payoff of minimizing information latency is greater than reducing information loss in terms of decision-making performance.
Continuing Research
This Director's Strategic Initiative (DSI) research effort has led to continuing research in several different tracks:
1. We are currently exploring opportunities to perform these experiments with human subjects. This will enable validation of these results and provide insight into the differences between human and agent behavior in this scenario.
2. The communications in these experiments were represented by the sensemaking agent parameters. By adding more realistic communication models to the experiments, we may be able to obtain results with greater significance. We are currently integrating the ELICIT framework within the wireless emulation laboratory (WEL). This will add real radio models, congestion effects to the communication during the ELICIT experiments.
3. The agents in ELICIT are limited in their ability to consider the dynamics of trust of other participants (human or agent). We are currently considering enhancements to the ELICIT agent to modify their processing or sharing strategies based on trust in other entities or websites. That is, their decisions to accept shared factoids or to share factoids with someone will largely depend on their given history with the other node. 
