The algorithm for mold-filling simulation with consideration of surface tension has been developed based on the CIP method. As a test problem, a squeeze casting simulation was taken up. As an application to a practical casting problem, we also applied this scheme to a die-casting simulation and compared the numerical results with the experimental data on the size and the position of blow holes. Numerical results both with and without surface tension indicated the existence of blow holes. However, the simulation without surface tension tended to underestimate the size of blow holes. Through these numerical results, it is confirmed that the consideration of surface tension is very important for predicting the size and the position of gas trapped in mold cavities. Furthermore, we propose a criterion for estimating whether the gas remaining in the cavity is compressed or expanded during mold filling, and adopt it to a practical die-casting problem.
Introduction
Recently, mold-filling simulation has been used in foundry to predict casting defects. In particular, detecting gas entrapment, which causes porosity defects, is very important in mold-filling simulation. Although the main purpose of the mold-filling simulation is to predict casting defects related to mold filling, the defects are mainly estimated from the filling behavior. In earlier works, most numerical simulations did not take into consideration the influence of surface tension. However, it is very important to consider the influence of surface tension in mold-filling simulation for small-scale cavities. We have developed a mold-filling simulation method with consideration of surface tension that is based on a high-accuracy scheme for simulating the flow pattern for small-scale cavities. In order to detect gas entrapment, the leakage of gas from vents and the slit between molds, separation and union of gas groups are considered. We assumed that the pressure and the density are constant within each gas group.
Surface tension is evaluated using the continuum surface force (CSF) model (1) developed by Brackbill et al. The most difficult task with the front-capturing approach is to accurately identify the interface and to impose the interface condition. This difficulty can be alleviated by using the CSF model. When the CSF model is used, the interface condition between liquid and gas is imposed in the momentum equations. The computer implementation of the CSF model is therefore relatively simple compared with other approaches. The front-capturing approach is achieved by using the cubic interpolated propagation (CIP) method (2) , (3) , which has been developed to accurately solve the advection equation in Cartesian coordinates. In this work, the combination of the CIP method and the CSF model is used to simulate the complex change of the liquid surface with consideration of the surface tension. The CSF model was developed for Cartesian coordinates. Here, we have modified the CIP method and the CSF model in order to use the unstructured mesh. A detailed description of the CIP method and the CSF model will be given in the next section.
Numerical Procedure

1 Governing equations of liquid flow
We consider the continuity equation and the governing equation for unsteady, viscous, incompressible flow as follows:
u t + (u · ∇)u = −∇p + ν∆u + F s.
∇· u = 0.
(2) Here, u = (u 1 , u 2 , u 3 ) is the velocity, p the pressure, ν the kinematic viscosity and F s the surface tension. As the boundary condition for the velocity, we assume the nonslip condition on the solid wall. Since the inlet velocity is assumed to be high in the case of die casting, we can assume that the effect of gravitational acceleration is negligible. On the other hand, the motion of the free surface is governed by the transport equation for the pseudodensity function φ as
In the numerical computation of a hyperbolic equation such as Eq. (3), it is well known that the numerical solution is numerically smeared. This numerical smearing causes numerical instability and a smeared free surface. Since it is important to detect the location of the free surface, we may modify the value of pseudodensity to preserve the numerical stability of the scheme. This modification suggests the re-initialization of the numerical solution for the transport equation at each time step. In this study, we add the double-well potential (4) G(φ) as an inhomogeneous term to Eq. (3) to prevent the numerical solution from smearing, as follows:
where G (·) denotes the derivative of G(·), and G(φ) is defined as
where C is a positive constant. In this case, G (φ) has roots at φ = −1,0 and 1. The reason why we adopt such a potential is that the attractive part at φ = −1 and 1 confines the value of φ within the range from −1 to 1, and the repulsive part centered at φ = 0 makes φ steep. Thus, the free surface corresponding to φ = 0 can be calculated sharply without numerical smearing, and the double-well potential stabilizes the numerical scheme for Eq. (4). As the numerical procedure, we first solve the advection phase of Eq. (4). After that, we solve the nonadvection phase. The fluid domain can be identified as the region in which the solution φ of Eq. (4) is greater than −1.
2 Numerical scheme of transport equation
In this study, we use the transformed equations instead of Eq. (4) expressed in Cartesian coordinates. As the numerical method for the advection phase, we employ the CIP method to avoid numerical viscosity. Application of the CIP method to the equation transformed into the generalized coordinates ξ = (ξ 1 ,ξ 2 ,ξ 3 ) can be performed in the same manner as that used in the case of Cartesian coordinates. Considering the characteristic feature of the hyperbolic equation as φ(ξ,t) ≈ φ(ξ − U∆t,t − ∆t), we obtain φ(ξ,t + ∆t) ≈ φ(ξ − U∆t,t). Using the characteristic feature of the hyperbolic equation, when the values of φ(ξ i, j,k ,t),φ ξ 1 (ξ i, j,k ,t),φ ξ 2 (ξ i, j,k ,t) and φ ξ 3 (ξ i, j,k ,t) are given at all nodal points in a hexahedral element, we formally interpolate φ(ξ,t) within the element as
where
Here, U = (U 1 ,U 2 ,U 3 ) is the contravariant velocity vector. The coefficients from A 1 to A 16 are determined from the continuity of φ,φ ξ 1 ,φ ξ 2 and φ ξ 3 at nodal points (i + 1, j,k),(i, j+1,k) and (i, j,k+1), and that of φ at nodal points (i+1, j+1,k),(i, j+1,k+1),(i+1, j,k+1) and (i+1, j+1,k+1) in hexahedral elements. This process is similar to that used for Cartesian coordinates. It is noted that the way of extension to the unstructured grid can be also applied to conservative CIP methods (5) - (7) . Next, we solve the equation for momentum and mass conservation, shown as Eqs. (1) and (2) in the fluid domain determined by solving the transport equation using the approximation such as Eqs. (5) and (6.a), (6.b), (6.c), so as to satisfy the stress condition on the free surface. The calculation is carried out by iterating these two procedures at each time step.
3 Approximation of Navier-Stokes equations
It is noted that the time-split method used in the transport equation can be also applied to Navier-Stokes equations. We can also employ the CIP method for the advection phase of Navier-Stokes equations. In the case of the transport equation with the double well potential, we treated the nonadvection term after solving the advection term. In the same manner, we approximate the nonadvection phase after solving the advection phase of the NavierStokes equations. That is, the Navier-Stokes equation of Eq. (1) is split into two phases, the advection phase and the nonadvection phase, as
We first solve the advection part of Eq. (7). In a similar manner to that of the transport equation, we can obtain the following equations:
Here, U is the contravariant velocity vector. The CIP method is applied to the advection phase of Eq. (8) . On the other hand, we employ the finite element discretization for the nonadvection phase. In the present method, the pressure point is located at the centroid of the element, while the fluid velocity vector at the vertices. The finite element discretization for the nonadvection phase of Navier-Stokes equations and the mass conservation are performed using the Galerkin method with the mixed type of interpolation formation as
where φ n is a piecewise trilinear basis function with respect to n, and Ψ e is a piecewise constant basis function which is unity on element e and vanishes on other elements. Here, Nn and Ne represent the total number of nodes and elements, respectively. The nonadvection phase of the Navier-Stokes equations and the mass conservation are transformed into the matrix forms as
where M is a lumped mass matrix, D a diffusion matrix, and H is a pressure-gradient matrix. In the case of applying the CIP method to the Navier-Stokes equation, it is required to solve the nonadvection phase for the spatial derivatives of u as the following equation:
4 Time-stepping procedure
The finite element system given by Eq. (9) is usually solved by the implicit method. We denote the solution of Eq. (8) at the temporary time step by u * . Then, employing the MAC (Marker and Cell) method, Eq. (9) is discretized in time as
where superscripts n and n+ 1 refer to the time instants t n = n∆t and t n+1 = (n + 1)∆t, respectively. After solving the Poisson equation for pressure using the CG (Conjugate Gradient) method, the velocity for the next time step is calculated. Here, it is noted that Eq. (10) can be solved without calculating the spatial derivatives of the pressuregradient term in Eq. (10) by using the following procedure:
The relation between u ξ ,t ,( = 1,2,3) and u xk,t (k = 1,2,3) can be expressed as
In this calculation, the coefficient matrices of Eq. (9) are reconstructed since the fluid domain expands with the passage of time.
5 Calculation of mold-filling rate
To analyze the mold-filling process, the flow domain is divided into two regions: the interior region and the free surface. The interior region consists of FULL elements, which are completely filled with fluid. The free surface consists of SURF elements, which are partially filled with fluid. The SURF elements are adjacent to FULL and EMPTY elements, where EMPTY represents elements in the gas region. We solve the incompressible Navier-Stokes equation in the interior region, imposing the stress condition on the free surface. That is, the equations for mass and momentum conservation are applied only in the interior region.
Recently, there have been several studies on moldfilling simulations. Most have been based on the VOF-like method for calculating the flux through the element faces. The basic advection method in the VOF technique can be understood by considering the amount of fluid volume in an element to be fluxed through the element face during a time step ∆t. If the predicted total flux of fluid and the void volume through the element faces exceeds the volume of the element, the volume overflow is shared among adjacent elements.
When this method is employed, the CFL number must be restricted to preserve the accuracy of the calculation. To avoid such restriction of the CFL number, we adopt the following method of predicting the fluid volume. We locate definition points for the pseudodensity function φ at the midpoints of sides and surfaces and at the centroid of each element. Thus, the total number of definition points for φ located in an element is 27 in the threedimensional calculation. The coordinate ξ = (ξ 1 ,ξ 2 ,ξ 3 ) in the computational domain is related to the physical coor-
where N α (ξ) is the quadratic shape function and α represents the definition point and ranges from 1 to 27, as shown in Fig. 1 .
If we obtain the solution φ of Eq. (4) at all nodal points located in FULL and SURF elements, we can calculate the volume of fluid F e in hexahedral element e as Here, N α is written as
, and |Ω e | is the volume of element e, φ α represents the value of φ at definition point α, and N α (α = 1,...,27) is the shape function. Thus, the filling rate of each element can be obtained from Eq. (13) without calculating the flux of fluid or voids crossing element faces at each time step. When we use the hexahedral mesh, we can estimate the volume of fluid in element e using Eq. (13).
On the other hand, when we use the tetrahedral mesh, the pseudodensity function φ can be interpolated using the CIVA method (8) with the area coordinate as
where ς j ( j = 1,....,4) represents the area coordinate and parameters α i ,d,c, and β jk are expressed as follows:
We actually divide each tetrahedral element into 24 subelements, as shown in Fig. 2 . The velocities are located at the midpoints of the sides and the surfaces and at the centroid of the tetrahedral element by division. The CIVA method can be applied to each subelement. Then using the above formulations, the volume of fluid is estimated as
4 where Ω e i represents the volume of each subelement. For the definition point of velocity, we adopt the 10-node tetrahedral element shown in Fig. 2 .
6 Control of mass balance
In the mold-filling simulation, it is very important to control the mass balance between the volume of fluid poured from the inlet and the volume of fluid in mold cavities. We can actively control the mass balance in the following way. The velocity in SURF elements is generally approximated under the stress condition. When the filling rate of the SURF element is nearly equal to 1, we regard those cells as FULL elements and then correct the velocity in the SURF elements to satisfy the conservation of mass. That is, we define I(t)
* as a subdomain of the free surface for a positive number ε nearly equal to 1, as follows: I(t) * = {Ω e |ε < Fe < 1}. We correct the velocity in region I(t) * so that it satisfies the conservation of mass. Furthermore, we actively control this positive number ε with time as
where T v and T f are the volume of fluid poured into the cavity and the volume of fluid in the mold. The terms ε n and ε n+1 represent the parameter ε at the times t = n·∆t and t = (n + 1) · ∆t, respectively.
7 Calculation of surface tension
According to the CSF model, surface tension F s is evaluated as
where σ,κ, and n are the coefficient of surface tension, the curvature and the outer unit normal vector, respectively. The curvature κ in the above formulation is calculated as
Using the pseudodensity function, which means the local filling rate at each node point, the unit normal vector n is obtained as
. Surface tension is estimated as the volume force at SURF cells in the momentum equation. As we can see from the definition of the unit normal vector on the free surface, the second derivative of φ is needed to estimate the unit normal vector. In each element, pseudodensity φ is already defined at the midpoints of sides and surfaces, and at the centroid of the element. Then we can successfully estimate the unit normal vector by using the secondorder-accuracy interpolation within the element.
8 Calculation of back pressure
In this section, we describe the calculation of gas pressure in cavities. For example, the nonadvection phase of the momentum equation for the x-direction is described as
Integrating Eq. (15), we obtain the following.
Here, g 1 is the gravity acceleration for the x-direction. Using the surface stress conditions,
we have the following equation,
where n= (l,m,n) is the normal unit vector on the free surface and u * is the weight function. Using Eq. (17), the first term on the right-hand side of Eq. (16) can be expressed as follows:
Then, the leakage of gas can be estimated using
where A is a constant which represents the rate of leakage of gas, V the volume of gas, U l the exhaust velocity of gas, C the thickness of the gap, L the length of the air vent, and P G and P a are the gas pressure and the external pressure, respectively.
9 Approximation of energy equation
The time dependence of temperature T on the molten metal during solidification process is governed by the energy equation as
Here, ρ is the density, h the enthalpy, λ the heat conductivity. The relation between h and T can be expressed as
Here, C p is the specific heat, f s the solid fraction and L the latent heat. The region why we employ the enthalpy method such as Eq. (18) for the energy equation is to consider the latent heat of the molten metal. The energy equation (18) can be also split into two phases as
We first solve the advection phase of Eq. (19), and we next solve the nonadvection phase by the same manner as that of transport equation (4) with an inhomogeneous term.
10 Treatment of contact angle
We can implicitly determine the contact angle between the liquid and the mold by indicating the velocitygradient of liquid near the boundary, as shown in Fig. 3 . Using the velocity u at the node point near the mold, we assume the velocity u at the midpoint as follows:
where k is a constant. In the practical casting simulation shown in section 4, the value of k is set to 0.15, and the relation between u and u is expressed as
When the molten metal is zinc alloy, this value of k gives good agreement between the result of mold-filling simulation and the experimental data, as reported in literature (9) .
Criterion for Estimation of Gas Entrapment
In the mold-filling simulation, it is very important to predict the position of gas entrapment in mold cavities. In order to decrease this kind of casting defect, we must improve the casting conditions or the gating system. To optimize the casting conditions or the gating system, we propose a criterion for estimating the disturbance of the free surface and the gas entrapment during mold filling. This criterion can be utilized to determine whether the Fig. 3 Illustration of velocity-gradient near boundary flow pattern compresses or expands the gas remaining in mold cavities. As shown in Fig. 4 , velocities of white circles in free surface cells can be determined to satisfy the stress condition at the interface. The following equation holds in the free surface cells:
where Ω s , Ω l and Ω g represent the region of the free surface cell, the region occupied by liquid and the region occupied by gas in the free surface cell Ω s , respectively. If both fluids have the same material properties of density and kinetic viscosity, Eq. (20) 
where u l i and u g i represent the velocities of liquid and gas, respectively, and then n i and n i represent the normal unit vectors for each region of Ωl and Ωg, respectively. u i represents the velocity of liquid or gas in the region of SURF element Ωs. From Eq. (21), we have Eq. (22) as follows.
It is noted that Eq. (22) is the integral form of Eq. (20). Furthermore, we note that the first term on the right-hand side of Eq. (22) vanishes because of the incompressibility of liquid. Therefore, we derive the following Eq. (23) under the above condition.
We can estimate quantitatively whether the flow pattern compresses or expands the gas remaining in mold cavities without directly calculating the position of the interface or the divergence of velocity in gas region. In order to determine whether the gas is compressed or expanded during mold filling, we derive Eq. (24) by integrating Eq. (23) over time during mold filling.
Here, T 1 and T 2 are the times at which the molten metal starts to be poured into the cavity and at which the cavity is completely full, respectively. Our purpose is to estimate the right-hand side of Eq. (24). However, we can determine it without directly calculating it by estimating the left-hand side of Eq. (24). We can obtain the criterion to estimate whether the gas is compressed or not, as follows:
where the time steps T 1 and t N represent T 1 and T 2 , respectively. A negative value of criterion C means that the gas tends to be compressed during mold filling. On the other hand, when criterion C shows a positive value, it is considered that the gas tends to be expanded.
Test Results
As numerical examples, we present two results of mold-filling simulation to confirm the effect of surface tension and its influence on the prediction of gas entrapment. In this study, we consider the change of back pressure due to the compression of gas in mold cavities. Figure 5 shows the instantaneous flow patterns of squeeze casting simulation at the times of 0.08 s and 0.2 s with consideration of the surface tension of water. The inlet velocity is set to 2.0 m/s and the leakage of gas from the slit between molds is considered. Figure 6 shows the instantaneous flow patterns with consideration of the surface tension of zinc alloy at the same times as above. When we assume the poured liquid to be water, it is confirmed that the configuration of the free surface predicted by simulation is similar to that without considering the surface tension, as reported in literature (10) . In this case, it is considered that the influence of surface tension is negligible compared with that of other molten metals. On the contrary, when the coefficient of surface tension is set to 783 m·N/m, which is assumed to be that for zinc alloy, the motion of the free surface is different from that of the numerical result with consideration of the surface tension of water. As a numerical example of practical die-casting simulation, we demonstrate the result of a 3D die-casting simulation for small-scale casting. The model used for analysis is shown in Fig. 7 . The full length of the cast is around 10 mm and the minimum thickness of the gate is less than 0.1 mm. The total number of elements is 15,550. In this simulation, the inlet velocity is set such that the cast is completely full within 0.03 s. The vent for gas escape is attached to the overflow, and its thickness is assumed to be 0.02 mm. The CFL number can be set to 0.99 by employing the present method. The solidus temperature of zinc alloy used in this mold-filling simulation is 655 K. Figure 8 (a) shows the calculated flow sequences without surface tension and Fig. 8(b) shows the numerical result with consideration of the surface tension of zinc alloy. We can see that the molten melt flows backward after it attacks the mold cavity. Both results show qualitatively the same flow pattern at the initial stage of filling. However, the difference between these flow patterns increases with time, because of the influence of high surface tension. Figure 9 (a) shows the gas entrapment predicted by simulation without surface tension, and Fig. 9 (b) shows that predicted by simulation with consideration of surface tension. The positions of gas entrapment predicted by the two simulations are almost the same. However the volumes of gas entrapment predicted by the two simulations are different. When surface tension is taken into consideration, it (a) Without surface tension (b) With surface tension Fig. 9 Comparison of gas holes predicted by simulation using conventional gating system Fig. 10 Experimental data obtained using conventional gating system can be confirmed that much gas entrapment occurs in the upper left part in the cast. On the other hand, when we neglect surface tension, we can find only a small amount of gas entrapment at the same position of the cast. The blow hole observed experimentally after the heat treatment is shown in Fig. 10 . From the numerical results shown in Fig. 9 (a) and (b), the position of the high-pressure point of gas entrapment predicted by the simulation with consideration of surface tension shows better agreement compared with the observed blow hole. When surface tension is relatively high such as that of zinc alloy, it is considered that the influence of surface tension cannot be neglected. In particular, if the inlet is very thin, as above, and the configuration of the free surface of molten metal is disturbed, then it can be considered that the volume of gas entrapment predicted by simulation without surface tension tends to be underestimated. In order to eliminate the blow hole such as that observed experimentally and shown in Fig. 10 , the position of the inlet was changed and the molten metal was poured from the side of the cast. Figure 11 quences calculated by the simulation without surface tension and Fig. 11 (b) shows that calculated by the simulation with consideration of the surface tension of zinc alloy. Compared with Fig. 9 (a) and (b), we can see that the disturbance of the free surface can be restricted by changing the position of the inlet. Figure 12 (a) shows the position of gas entrapment predicted by the simulation without surface tension and Fig. 12 (b) shows that predicted by the simulation with consideration of surface tension. These figures confirm that gas entrapment occurs inside the cast and that the predicted gas entrapment is markedly small. In this case, the possibility of gas entrapment growing to a blow hole, such as observed in Fig. 10 , after the heat treatment is considered to be small. The experimentally observed data obtained with the improved gating system is shown in Fig. 13 . When we change the position of the inlet, the large blow hole such as that seen in Fig. 10 is not observed. It is considered that gas entrapment can be extinguished by restricting the disturbance of the free surface, by improving the gating system. Furthermore, we applied the criterion proposed in Eq. (25) to both conventional and improved gating systems. Figure 14 shows the values estimated for the two gating systems, where surface tension is taken into consideration. Figure 14 shows that the value of the criterion applied to the conventional gating system is considerably smaller than that applied to the improved gating system. When the conventional gating system is adopted, this result suggests that the free surface of the molten metal is disturbed violently, involving the gas in it. From this result, it is considered that the criterion proposed in Eq. (25) can be utilized for the optimization of the gating system to reduce the blow hole in mold cavities.
Concluding Remarks
A high-accuracy computational code for mold-filling simulation with consideration of surface tension has been developed. In this study, the third-order-accuracy scheme for calculating the advection phase and the second-orderaccuracy method for estimating surface tension were used. When the coefficient of surface tension of a liquid is small, such as that of water, it is confirmed that the influence of surface tension to the flow pattern is also small, through numerical examples of squeeze-casting simulation. However, when the coefficient of surface tension is relatively large, such as that of zinc alloy, it is considered that the influence of surface tension cannot be neglected, on the basis of the numerical results of a practical die-casting simulation. If surface tension is neglected, it is considered that the size of the blow hole predicted by simulation will be underestimated. In order to optimize the casting condition or the gating system to reduce the amount of gas entrapment in the mold cavity, we proposed a criterion for estimating whether the gas remaining in the mold cavity is compressed or expanded during mold filling. We applied the criterion to the die-casting simulation problem and confirmed consistency between the values estimated using the criterion and the experimental results.
