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Abstract
We study the policy evaluation problem in multi-agent reinforcement learning where a group of agents with jointly
observed states and private local actions and rewards collaborate to learn the value function of a given policy via
local computation and communication. This problem arises in various large-scale multi-agent systems, including power
grids, intelligent transportation systems, wireless sensor networks, and multi-agent robotics. When the dimension of
state-action is large, the temporal-difference learning with linear function approximation is widely used. In this paper,
we develop and analyze a new distributed temporal-difference learning algorithm that minimizes the mean-square
projected Bellman error. Our approach is based on the stochastic primal-dual method and the homotopy approach
of adaptively choosing the learning rate. Our algorithm improves the best-known convergence rate from O(1/
√
T )
to O(1/T ) where T is the total number of iterations. Our analysis explicitly takes into account the Markovian nature
of the sampling and addresses a broader class of problems than the commonly-used independent and identically
distributed sampling scenario.
Index Terms
Multi-agent reinforcement learning, distributed temporal-difference learning, stochastic saddle point problem,
primal-dual method, homotopy method.
I. INTRODUCTION
The temporal-difference (TD) learning is a central idea for policy evaluation in modern reinforcement learning
(RL) [1]. It was introduced in [2]–[4] and significant advances have been made for solving many single-agent
decision-making applications, e.g., Atari or Go games [5], [6]. Recently, it has been used to address multi-agent
decision making problems for large-scale systems, including power grids [7], intelligent transportation systems [8],
wireless sensor networks [9], and multi-agent robotics [10]. Motivated by these applications, we introduce an
extension of the TD learning to a distributed setting of policy evaluation. This setup involves a group of agents that
communicate over a connected undirected network. All agents share a joint state and dynamics of state transition
are governed by the local actions of agents which follow a local policy and own a private local reward. To maximize
the total reward, i.e., the sum of all local rewards, it is essential to estimate – using only local data and information
exchange with neighbors – performance that each agent achieves if it follows a particular policy to interact with
the environment. This task is usually referred to as a distributed policy evaluation and it has received significant
recent attention [11]–[19].
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2A. Related work
TD learning with linear function approximators is a popular approach for estimating the value function for an
agent that follows a particular policy. The asymptotic convergence of the original TD method, e.g., TD(0) and
its extension TD(λ) was established in [20]. However, these algorithms can become unstable and convergence
cannot be guaranteed in off-policy learning scenarios [4], [21]. To ensure stability, batch methods, e.g., Least-
Squares Temporal-Difference (LSTD) learning [22], have been proposed at the expense of increased computational
complexity. To achieve both stability and low computational cost, a class of gradient-based temporal-difference
(GTD) algorithms [23], [24], e.g., GTD, GTD2, and TDC, were proposed and their asymptotic convergence in
off-policy settings was established by analyzing certain ordinary differential equations [25]. However, these are not
true stochastic gradient methods with respect to the original objective functions [21], because the underlying TD
objectives, e.g., mean square Bellman error (MSBE) in GTD or mean square projected Bellman error (MSPBE) in
GTD2, involve products and inverses of expectations. As such, these cannot be sampled directly and it is difficult
to perform efficiency analysis with respect to the TD objectives.
The finite sample analysis of TD algorithms is critically important in applications because only a finite amount of
data is available. Early results are based on the stochastic approximation approach under i.i.d. sampling assumption.
For original TD(0) and GTD, the error bound of O(1/Tα) with α ∈ (0, 0.5) was established in [26], [27] and an
improved bound of O(1/T ), where T is the total number of iterations, was proved in [28]. In the Markov setting, the
authors of [29]–[31] show the bound of O(1/T ) in different settings, i.e., TD(0) with projection step [29], mean-path
analysis for TD(0) and TD(λ) [30], and SARSA, an on-policy TD [31]. Recent work [32] provides complementary
results by analyzing TD algorithms using the Markov jump linear system theory. To enable both on and off policy
implementations, an optimization-oriented approach [33] was used to cast MSBPE into a convex-concave objective
that allows one to invoke stochastic gradient algorithms [34] with O(1/
√
T ) rate for i.i.d. samples and extension
to the Markov setting was provided in [35]. In [36], the convergence rate of GTD was improved to O(1/T ) for
i.i.d. sampled data but it remains unclear how to extend these results to the multi-agent scenarios where the data
are not only Markovian but also distributed over a network.
In the context of distributed policy evaluation, several attempts have been made to extend TD algorithms to a
multi-agent setup using linear function approximators. When the reward is global and actions are local, mean square
convergence of a distributed primal-dual type GTD algorithm for minimizing MSPBE, with diffusion updates, was
established in [11] and an extension to time-varying networks was made in [37]. In [12], the authors combine the
gossip averaging scheme [38] with TD(0) and show asymptotic convergence. In the off-line setting, references [14]
and [15] propose different consensus-based primal-dual type algorithms for minimizing a batch-sampled version of
MSPBE with linear convergence; fully asynchronous extension based on the gossip scheme was studied in [19]. To
understand/gain data efficiency, the recent focus of multi-agent TD learning research has shifted to the finite sample
analysis. When the reward is local, the authors of [16] and [17] show the convergence rate O(1/T ) for distributed
TD(0) and TD(λ), respectively. For distributed TD(0), [18] shows linear convergence to a neighborhood of the
stationary point and [13] establishes convergence rate O(1/
√
T ) for a distributed GTD. In [39], a two-time-scale
analysis was provided with rate O(1/T 2/3). Apart from [17], [18], other finite sample results rely on the i.i.d.
state sampling in policy evaluation. In most RL applications, this assumption is overly restrictive because of the
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3Markovian nature of state trajectory samples. In [40], an example was provided to demonstrate that i.i.d. sampling-
based convergence can fail when samples become correlated. It is thus relevant to examine how to design an
online-type distributed learning algorithm for the policy evaluation (e.g., MSPBE minimization) in the Markovian
setting. Such distributed learning algorithms are essential in multi-agent RL; e.g., see the distributed variant of
policy gradient theorem [41] along with recent surveys [42]–[44].
B. Our contributions
Our paper contains two main contributions. The first is to provide a new distributed temporal-difference learning
algorithm for the distributed policy evaluation. Since our algorithm is based on maintaining stochastic primal-
dual updates over the network while employing homotopy-type adaptation of the learning rate in each restarting
round, we refer to it as a homotopy stochastic primal-dual method. Our approach extends and combines distributed
dual averaging [45] and homotopy-based [46] approaches. We show that the optimal convergence rate O(1/T )
for stochastic convex optimization [47] is achieved and explicitly characterize the influence of network size and
topology, which differentiates our work from prior results [13], [48]. The second contribution is a careful ergodic
analysis that explicitly takes into account the Markovian nature of samples (instead of i.i.d.). Our analysis extends
the idea of ergodic mirror descent [49] to the stochastic primal-dual type algorithms and addresses a broader class
of problems than the existing literature.
We formulate the multi-agent temporal-difference learning as the minimization of mean square projected Bellman
error (MSPBE). Instead of utilizing the Lagrangian approach [13], we employ the Fenchel duality to cast the MSPBE
minimization as a stochastic saddle point problem where the primal-dual objective is convex and strongly-concave.
Since the primal-dual objective has a linear dependence on expectations, we can obtain unbiased estimates of
gradients from state samples which is a challenging task for a sampling of naive TD objectives [33]. This allows
us to design a true stochastic primal-dual type learning algorithm and perform the finite sample analysis using
stochastic gradient descent methods in Markov setting [34], [49]. Second, primal-dual formulation allows us to
utilize distributed dual averaging [45] for the design of distributed learning algorithms and establish a sharp bound
on the error rate in terms of network size and topology. This differentiates our work from the approaches and results
in [13], [16], [17]. Third, we take advantage of the fact that the primal objective is exactly the original MSPBE
and that it is strongly-convex. Thus, convergence of the objective function implies convergence of the iterates, and
we establish fast convergence rate through the homotopy-based approach [46]. To the best of our knowledge, we
are the first to utilize the homotopy method for solving distributed convex-concave saddle point programs with a
fast convergence rate O(1/T ).
C. Paper outline
In Section II, we introduce the problem of multi-agent temporal-difference learning as a mean square projected
Bellman error minimization and cast it as a decentralized stochastic saddle point program. In Section III, we
introduce a new distributed primal-dual algorithm to solve this problem and establish the convergence of the proposed
algorithm. In Section IV, we provide a comprehensive convergence analysis; in Section V, we offer computational
experiments to demonstrate the merits and the effectiveness of our theoretical findings; and, in Section VI, we close
the paper with concluding remarks.
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4II. PROBLEM SETUP
We provide a formal description of the multi-agent decision model in Section II-A and the decentralized policy
evaluation problem in Section II-B. We formulate the multi-agent temporal-difference learning as a decentralized
saddle point program and review a standard primal-dual algorithm in Section II-C.
A. Multi-agent Markov decision process (MDP)
We consider an MDP with N agents over an undirected network G = (E ,V), where V := {1, . . . , N} denotes
the set of nodes and E is the set of edges. Let S be the state space and let A := A1 × · · · × AN be the joint
action space. Without loss of generality we assume that, for each agent i, the local action space Ai is the same for
all states. Let Pa = [Pas,s′ ]s,s′∈S be the probability transition matrix under a joint action a = (a1, . . . , aN ) ∈ A,
where Pas,s′ is the transition probability from s to s′ and let Rj(s, a) be the local reward received by agent j that
corresponds to the pair (s, a). The multi-agent MDP can be represented by the tuple,( {Sj}Nj=1, {Aj}Nj=1, Pa, {Rj}Nj=1, γ ) (1)
where γ ∈ (0, 1) is a fixed discount factor.
When the state, actions, and rewards are all globally observable, the multi-agent MDP simplifies to a single-agent
MDP. In many network applications (see, e.g., references [7], [10], [13]), both the actions aj ∈ Aj and the rewards
Rj(s, a) are private and every agent can communicate with its neighbors over the graph G. It is thus critically
important to extend single-agent TD learning algorithms to a setup in which only local information exchange is
available.
We consider a cooperative learning task for agents to maximize the total reward (1/N)
∑
j Rj(s, a) and, in
Fig. 1, we illustrate the interaction between the environment and the agents. Let pi: S ×A → [0, 1] be a joint policy
which specifies the probability to take an action a ∈ A at state s ∈ S. We define the global reward Rpic (s) at state
s ∈ S under pi to be the expected value of the average of all local rewards,
Rpic (s) =
1
N
N∑
j= 1
Rpij (s) (2)
where Rpij (s) := Ea∼pi(·|s) [Rj(s, a) ].
For any fixed joint policy pi, the multi-agent MDP becomes a Markov chain over S with the probability transition
matrix Ppi , where the (s, s′)-element of Ppi is given by Ppis,s′ =
∑
a∈A pi(a | s)Pas,s′ , and pi(a | s) is the conditional
probability of taking action a given state s.
Assumption 1. The Markov chain (1) associated with the policy pi is aperiodic and irreducible.
For any initial state, Assumption 1 implies that the Markov chain converges to the unique stationary distribution
Π with a geometric rate [50].
B. Policy evaluation and TD learning
Let the value function of a policy pi, V pi: S → R, be defined as the expected value of discounted cumulative
rewards,
V pi(s) = E
[ ∞∑
p= 0
γpRpic (sp)
∣∣∣ s0 = s, pi ]
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Fig. 1: Interaction between environment and agents. There are six agents communicated over a connected graph
and each interacts with the environment by receiving a private reward and taking a local action.
where s0 = s is the initial state. If we arrange V pi(s) and Rpic (s) over all states s ∈ S into the vectors Vpi and Rpic ,
the Bellman equation for Vpi reads
Vpi = γPpiVpi + Rpic . (3)
Since it is impossible to evaluate Vpi directly for a large state space, we approximate Vpi using a family of linear
functions {Vx(s) = φT (s)x, x ∈ Rd}, where x ∈ Rd is the vector of unknown parameters and φ: S → Rd is a
known dictionary consisting of d features. If we arrange {Vx(s)}s∈S into the vector Vx ∈ R|S|, we have Vx = Φx
where the ith row of the matrix Φ ∈ R|S|×d is given by φT (si). Since the dictionary is a function to be given by,
e.g., polynomial basis, it is not restrictive to choose Φ to be the full column rank [3].
The goal of policy evaluation now becomes to determine the feature weight x ∈ Rd so that Vx approximates the
true value function Vpi . The objective of a typical TD learning method is to minimize the mean square Bellman
error (MSBE) [23],
1
2 ‖Vx − γPpiVx −Rpic ‖2D
where D := diag{Π(s), s ∈ S} ∈ R|S|×|S| is a diagonal matrix determined by the stationary distribution Π.
As discussed in [24], the solution to the fixed point problem Vx = γPpiVx + Rpic may not exist because the
right-hand-side may not stay in the column space of the matrix Φ. To address this issue, the GTD algorithm [24]
was proposed to minimize the mean square projected Bellman error (MSPBE), 12‖PΦ(Vx − γPpiVx − Rpic )‖2D,
via stochastic-gradient-type updates, where PΦ := Φ(ΦTDΦ)−1ΦTD is a projection operator onto the column
subspace of Φ. We express MSPBE as
f(x) := 12
∥∥ΦTD (Vx − γPpiVx −Rpic )∥∥2(ΦTDΦ)−1 = 12 ‖Ax− b‖2C−1 (4)
where
A := Es∼Π[φ(s)(φ(s)− γφ(s′))T ]
b := Es∼Π[Rpic (s)φ(s) ]
C := Es∼Π[φ(s)φ(s)T ].
Assumption 2. The matrix A is full rank and the symmetric matrix C is positive definite.
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6In [3, page 300], it was shown that the full column rank matrix Φ yields full rank A, that C is a positive definite
matrix, and that the objective function f in (4) has a unique minimizer.
C. Decentralized stochastic saddle point program
Since b = (1/N)
∑
j bj with bj = Es∼Π
[Rpij (s)φ(s) ], the problem of minimizing the objective function f
in (4) can be written as
minimize
x∈X
f(x) :=
1
N
N∑
j= 1
fj(x) (5)
where fj(x) := 12 ‖Ax− bj‖2C−1 is the local MSPBE for the agent j and X is a compact convex subset of Rd.
A distributed stochastic optimization problem (5) with N private stochastic objectives fj involves products and
inverses of the expectations. This unique feature of MSPBE is not encountered in typical distributed optimization
settings [45], [51] and it makes the problem of obtaining an unbiased estimator of the objective function from a
few state samples challenging.
Let ψj(x, yj) := yTj (Ax−bj)− 12 yTj Cyj . Using the Fenchel duality, each objective fj(x) in (5) can be expressed
as
fj(x) = max
yj ∈Y
ψj(x, yj) (6)
where yj is a dual variable and Y ⊂ Rd is a convex compact set such that C−1(Ax − bj) ∈ Y for all x ∈ X .
Since C is a positive definite matrix and X is a compact set, such Y exists. In fact, one could take a ball centered
at the origin with a radius greater than (1/λmin(C)) sup ‖Ax− bj‖, where the supremum is taken over x ∈ X and
j ∈ {1, . . . , N}. Thus, problem (5) can be reformulated as a distributed stochastic saddle point problem,
minimize
x∈X
maximize
yj ∈Y
1
N
N∑
j= 1
(
yTj (Ax− bj)− 12 yTj Cyj
)
(7)
where only samples of the problem data A, C, and b are available.
More abstractly, we are interested in the following stochastic saddle point problem,
minimize
x∈X
maximize
yj ∈Y
ψ(x, y) :=
1
N
N∑
j= 1
ψj(x, yj). (8)
Here, x ∈ X is the primal variable, y = (y1, . . . , yN ) is the dual variable, X and Y are convex compact sets,
ψ(x, y) := Eξ∼Π[ Ψ(x, y; ξ) ], ψj(x, yj) := Eξ∼Π[ Ψj(x, yj ; ξ) ], and Ψj(x, yj ; ξ) is a stochastic function of a
random variable ξ which is distributed according to the stationary distribution Π of a Markov chain. We define the
optimal solution (x?, y?) to the saddle point problem (8) as
x? := argmin
x∈X
1
N
N∑
j= 1
ψj(x, y
?
j )
y?j := argmax
yj ∈Y
ψj(x
?, yj).
From (6), it follows that x? is the solution to problem (5).
Remark 1. While each term fj in objective function (5) is strongly convex and smooth (because C is invertible
and A is full rank), ψj in (6) is strongly concave in yj (because of the invertibility of C) but not strongly convex
in x.
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7When i.i.d. samples from the stationary distribution Π are available and a centralized controller exists, the
stochastic approximation method can be used to compute the solution to (8) with a convergence rate O(1/
√
T ) in
terms of the primal-dual gap [34]. The stochastic primal-dual algorithm generates two pairs of vectors (x′(t), y′(t))
and (x(t), y(t)) that are contained in X ×YN , where t is a positive integer. At iteration t, the primal-dual updates
are given by
x′(t+ 1) = x′(t) − η(t)Gx(x(t), y(t); ξt)
x(t+ 1) = PX (x′(t+ 1) )
y′(t+ 1) = y′(t) + η(t)Gy(x(t), y(t); ξt)
y(t+ 1) = PYN ( y′(t+ 1) )
(9)
where η(t) is a non-increasing sequence of stepsizes, PX ( · ) and PYN ( · ) are Euclidean projections onto X and YN ,
and Gx(x(t), y(t); ξt) = ∇xΨ(x(t), y(t); ξt), Gy(x(t), y(t); ξt) = ∇yΨ(x(t), y(t); ξt) are the sampled gradients. In
our multi-agent MDP setup, however, each agent receives samples ξt from a Markov process whose state distribution
at time t is Pt, where Pt converges to the unknown distribution Π geometrically. Thus, i.i.d. samples from the
stationary distribution Π are not available. This is a typical ergodic setting in the classical stochastic optimization [49]
and a recent application for the centralized GTD can be found in [35]. We are particularly interested in designing
and analyzing distributed algorithms for stochastic saddle point problem (8) in the ergodic setting.
III. MAIN RESULTS
We now present the main results of the paper: a fast algorithm for the multi-agent temporal-difference learning.
We propose a distributed stochastic primal-dual algorithm in Section III-A, introduce underlying assumptions in
Section III-B, and provide convergence guarantees in Section III-C.
A. Proposed algorithm
In this section, we extend stochastic primal-dual algorithm (9) to the multi-agent learning setting. To solve the
stochastic saddle point program (8) in a distributed manner, the algorithm maintains 2N primal-dual pairs of vectors
(xj,k(t), yj,k(t)) and (x′j,k(t), y
′
j,k(t)), which belong to X × Y . Here, j ∈ V denotes the jth agent, k and t are
iteration counter indices, and zj,k(t) := (xj,k(t), yj,k(t)). In the kth round, at time t, the jth agent computes local
gradient using the private objective Ψj(zj,k(t); ξk,t),
Gj(zj,k(t); ξk,t) :=
 Gj,x(zj,k(t); ξk,t)
Gj,y(zj,k(t); ξk,t)

and receives the vectors {x′i,k(t), i ∈ N (j)} from its neighborsN (j), where Gj,x(zj,k(t); ξk,t) and Gj,y(zj,k(t); ξk,t)
denote gradients of Ψj(zj,k(t); ξk,t) with respect to xj,k(t) and yj,k(t) respectively. The random variable of the
underlying Markov process is ξk,t. The primal iterate xj,k(t) is updated using a convex combination of the vectors
{x′i,k(t), i ∈ N (j)} and the dual iterate yj,k(t) is modified using the mirror descent update. We model the convex
combination as a mixing process over the graph G. We assume that the mixing matrix W is a doubly stochastic,
N∑
i= 1
Wij =
∑
i∈N (j)
Wij = 1, for all j ∈ V
N∑
j= 1
Wij =
∑
j ∈N (i)
Wij = 1, for all i ∈ V
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8where Wij > 0 for (i, j) ∈ E . For a given learning rate ηk, each agent updates primal and dual variables according
to Algorithm 1, where PX ( · ) and PY( · ) are Euclidean projections onto domains X and Y .
The iteration counters k and t are used in our Distributed Homotopy Primal-Dual (DHPD) Algorithm, i.e.,
Algorithm 1. At the initial round k = 1, problem (8) is solved with a large learning rate η1 and, in subsequent
iterations, the learning rate is gradually decreased until a desired error tolerance is reached. For a fixed learning
rate ηk, we employ the distributed stochastic primal-dual method to solve (8) and obtain an approximate solution
that is given by a time-running average of primal-dual pairs,
xˆj,k :=
1
Tk
Tk∑
t= 1
xj,k(t), yˆj,k :=
1
Tk
Tk∑
t= 1
yj,k(t) (10)
which are initial points for the next learning rate ηk+1. The homotopy approach not only provides superior practical
performance but also enables an effective iteration complexity analysis [46]. In particular, the rate faster than
O(1/
√
T ) was established in [52], [53] for stochastic strongly convex programs, and other fast rate results can be
found in [54], [55]. To the best of our knowledge, we are the first to show that the homotopy approach can be used
to solve distributed stochastic saddle-point programs with convergence rate better than O(1/
√
T ).
In Algorithm 1, the initial learning rate is η1, the number of total rounds is K, and the number of inner iterations
in the first round is T1. In subsequent rounds, the number of iterations (or horizon) doubles each time. At round
k, each agent j performs primal-dual updates with Tk iterations, indexed by time t. At round k + 1, we initialize
primal and dual iterations using the previous approximate solutions xˆj,k and yˆj,k, reduce the learning rate by half,
ηk+1 = ηk/2, and double the number of the inner-loop iterations to Tk+1 = 2Tk.
In each iteration, Algorithm 1 requires O(dN2) operations where d is the problem dimension (or the feature
dimension in linear approximation) and N is the total number of agents. For a single-agent problem, O(d) operations
are required which is consistent with GTD [24].
In Section III-C, we establish the convergence of the running local average xˆi,k := (1/Tk)
∑Tk
t= 1 xi,k(t) for agent
i to the global optimal solution x?. The local solution xˆi,k yields the optimality gap ε(xˆi,k) := f(xˆi,k) − f(x?),
which can be equivalently written as,
ε(xˆi,k) =
1
N
N∑
j= 1
(fj(xˆi,k)− fj(x?)) . (11)
B. Assumptions
We formally state the assumptions required to establish the convergence rate for Algorithm 1.
Assumption 3 (Convex compact domain). The feasible sets X and Y contain the origin in Rd and they are convex
and compact with radius R > 0, i.e., supx∈X , y ∈Y ‖(x, y)‖2 ≤ R2.
Assumption 4 (Convexity and concavity). The function ψj(x, yj) in (8) is convex in x for any fixed yj ∈ Y , and
is strongly concave in yj for any fixed x ∈ X , i.e., for any x, x′ ∈ X and yj , y′j ∈ Y , there exists ρy > 0 such that
ψj(x, yj) ≥ ψj(x′, yj) + 〈∇xψj(x′, yj), x− x′〉
ψj(x, yj) ≤ ψj(x, y′j) −
〈∇yψj(x, y′j), yj − y′j〉 − ρy2 ‖yj − y′j‖2.
Moreover, fj(x) := maxyj ∈Y ψj(x, yj) is strongly convex, i.e., for any x, x
′ ∈ X , there exists ρx > 0 such that
fj(x) ≥ fj(x′) + 〈∇fj(x′), x− x′〉 + ρx
2
‖x− x′‖2.
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9Algorithm 1 Distributed Homotopy Primal-Dual Algorithm
Initialization: xj,1(1) = x′j,1(1) = 0, yj,1(1) = y′j,1(1) = 0 for all j ∈ V; T1, η1, K
For k = 1 to K do
1) For t = 1 to Tk − 1 do . All j ∈ V
• Primal update, . Distributed Averaging
x′j,k(t+ 1) =
N∑
i= 1
Wij x
′
i,k(t) − ηkGj,x(xj,k(t), yj,k(t); ξk,t)
xj,k(t+ 1) = PX (x′j,k(t+ 1) )
• Dual update, . Local Update
y′j,k(t+ 1) = y
′
j,k(t) + ηkGj,y(xj,k(t), yj,k(t); ξk,t)
yj,k(t+ 1) = PY( y′j,k(t+ 1) )
end for
2) Restart initialization, . All j ∈ V(
xj,k+1(1), yj,k+1(1)
)
= ( xˆj,k, yˆj,k ) (see (10))(
x′j,k+1(1), y
′
j,k+1(1)
)
= (xj,k+1(1), yj,k+1(1) )
3) Update stepsize, horizon: ηk+1 = 12 ηk, Tk+1 = 2Tk
end for
Output: (xˆj,K , yˆj,K) for all j ∈ V
Assumption 5 (Bounded gradient). For any t and k, there is a positive constant G such that the sample gradient
Gj(x, yj ; ξk,t) satisfies,
‖Gj(x, yj ; ξk,t)‖ ≤ G, for all x ∈ X , yj ∈ Y
with probability one.
Remark 2. Jensen’s inequality can be combined with Assumption 5 to show that the population gradient is also
bounded, i.e., ‖gj(x, yj)‖ ≤ G, for all x ∈ X and yj ∈ Y , where
gj(x, yj) :=
 gj,x(x, yj)
gj,y(x, yj)
 =
 ∇xψj(x, yj)
∇yψj(x, yj)
 .
Assumption 6 (Lipschitz gradient). For any t and k, there exists a positive constant L such that for any x, x′ ∈ X
and yj , y′j ∈ Y , we have
‖Gj(x, yj ; ξk,t)−Gj(x′, yj ; ξk,t)‖ ≤ L ‖x− x′‖
‖Gj(x, yj ; ξk,t)−Gj(x, y′j ; ξk,t)‖ ≤ L ‖yj − y′j‖
with probability one.
September 3, 2020 DRAFT
10
We recall some important concepts from probability theory. The total variation distance between distributions P
and Q on a set Ξ ⊂ R|S| is given by
dtv(P,Q) :=
∫
Ξ
|p(ξ)− q(ξ)|dµ(ξ) = 2 sup
E⊂Ξ
|P (E)−Q(E)|
where distributions P and Q (with densities p and q) are continuous with respect to the Lebesgue measure µ, and
the supremum is taken over all measurable subsets of Ξ.
We use the notion of mixing time to evaluate the convergence speed of a sequence of probability measures
generated by a Markovian process to its (unique) stationary distribution Π, whose density pi is assumed to exist.
Let Fk,t be the σ-field generated by the first t samples at round k, {ξk,1, . . . , ξk,t}, drawn from {Pk,1, . . . , Pk,t},
where Pk,t is the probability measure of the Markovian process at time t and round k. Let P
[s]
k,t be the distribution
of ξk,t conditioned on Fk,s (i.e., given samples up to time slot s, {ξk,1, . . . , ξk,s}) at round k, whose density p[s]k,t
also exists. The mixing time for a Markovian process is defined as follows [49].
Definition 1. The total variation mixing time τtv(P
[s]
k , ε) of the Markovian process conditioned on the σ-field of
the initial s samples Fk,s = σ(ξk,1, . . . , ξk,s) is the smallest positive integer t such that dtv(P [s]k,s+t,Π) ≤ ε,
τtv(P
[s]
k , ε) = inf
{
t− s | t ∈ N,
∫
Ξ
|p[s]k,t(ξ)− pi(ξ)|dµ(ξ) ≤ ε
}
.
The mixing time τtv(P
[s]
k , ε) measures the number of additional steps required until the distribution of ξk,t is
within ε neighborhood of the stationary distribution Π given the initial s samples, {ξk,1, . . . , ξk,s}.
In our multi-agent MDP setting, since the underlying Markov chain is irreducible and aperiodic, there exists
Γ ≥ 1 and ρ ∈ (0, 1) such that E[ dtv(P [t]k,t+τ ,Π) ] ≤ Γρτ for all τ ∈ N and all k; see [50, Theorem 4.9].
Furthermore, we have
τtv(P
[s]
k , ε) ≤
⌈
log (Γ/ε)
|log ρ|
⌉
+ 1, for all k, s ∈ N (12)
where d · e is the ceiling function and ε specifies the distance to the stationarity.
C. Convergence result
For stochastic saddle point problem (8), we establish the convergence rate in terms of the average optimality gap
in Theorem 1. The total number of iterations in Algorithm 1 is given by T :=
∑K
k= 1 Tk = (2
K − 1)T1.
Theorem 1. Let Assumptions 1–6 hold. Then, for any η1 ≥ 1/(4/ρy + 2/ρx) and any T1 and K that satisfy
T1 ≥ τ :=
⌈
log (ΓT )
| log ρ|
⌉
+ 1 (13)
the output xˆj,K of Algorithm 1 provides the solution to problem (8) with the following upper bound on ε¯K :=
(1/N)
∑N
j= 1 E[ ε(xˆj,K) ],
C1
G(RL+G) log2(T
√
N)
T (1− σ2(W )) + C2
G(G+RL)(1 + T1)
T
where the optimality gap ε(xˆj,K) is defined in (11), C1 and C2 are constants independent of T , σ2(W ) is the
second largest eigenvalue of W , and N is the total number of agents.
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Remark 3 (MSPBE minimization). We note that ψj(x, yj) = yTj (Ax − bj) − 12yTj Cyj , where A is full rank, and
C is positive definite. Since all features and rewards are bounded, Assumptions 3-6 hold with
ρx = 2λ+ σ
2
max(A)/σmin(C), ρy = σmin(C)
G ≥
√
(2β21 + β
2
2 + 4λ
2)R2 + β20
L ≥ max(
√
β21 + β
2
2 ,
√
4λ2 + β21)
where β0, β1 and β2 provide upper bounds to ‖Rpij (s)φ(s)‖ ≤ β0, ‖φ(s)(φ(s)−γφ(s′))T ‖ ≤ β1, and ‖φ(s)φ(s)T ‖ ≤
β2.
Remark 4 (Optimal rate). As long as the horizon T > τ , we can always find T1 and K such that condition (13)
holds. In particular, choosing T1 = τ and K = log(1 + T/τ) gives the desired O(log2(T
√
N)/T ) convergence
rate.
Remark 5 (Mixing time). According to (12), the constant τ provides an upper bound on the mixing time for
ε = 1/T . Thus, our bound in Theorem 1 is governed by how fast the process P [s]k reaches 1/T mixing.
Remark 6 (Network size and topology). In the error bound, the dependence on the network size N and the spectral
gap 1−σ2(W ) of the mixing matrix W is quantified by log2(T
√
N)/(1− σ2(W )). We note that W can be expressed
using the Laplacian L of the underlying graph, W = I −D1/2LD1/2/(δmax + 1), where D := diag(δ1, . . . , δN ),
δi is the degree of node i, and δmax := maxi δi. The algebraic connectivity λN−1(L), i.e., the second smallest
eigenvalue of L, can be used to bound σ2(W ). In particular, for a ring with N nodes, we have σ2(W ) = Θ(1/N2);
for other topologies, see [45, Section 6].
IV. CONVERGENCE ANALYSIS: PROOFS
In this section, we prove the convergence of the distributed homotopy primal-dual algorithm described in
Algorithm 1. We define auxiliary quantities in Section IV-A, present useful lemmas in Section IV-B, and provide
the proof of Theorem 1 in Section III-C.
A. Setting up the analysis
We first setup the notations for describing sequences generated by the primal update of Algorithm 1. We
denote the averaged xj,k(t) over all agents as x¯k(t) := 1N
∑N
j= 1 xj,k(t). The time-running average of xj,k(t)
is given by xˆj,k := 1Tk
∑Tk
t= 1 xj,k(t). We represent the averaged time-running average of xj,k(t) by x˜k :=
1
N
∑N
j= 1 xˆj,k =
1
Tk
∑Tk
t= 1 x¯k(t). Two auxiliary averaged sequences are given by x¯
′
k(t) :=
1
N
∑N
j= 1 x
′
j,k(t) and
x¯k(t) := PX ( x¯′k(t) ). Since the mixing matrix W is doubly stochastic, the primal update x¯
′
k(t) has a simple
‘centralized’ form,
x′k(t+ 1) = x¯
′
k(t)−
ηk
N
N∑
j= 1
Gj,x(zj,k(t); ξk,t). (14)
The error term ‖xj,k(t) − x¯k(t)‖ appears in the network averaging analysis [45] and it describes how well the
individual agent j estimates the average at round k.
Lemma 2. [45] Let Assumption 5 hold, let W be a doubly stochastic mixing matrix over graph G, let σ2(W ) be
its second largest singular value, and let a sequence xj,k(t) be generated by Algorithm 1 for agent j at round k.
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Then,
1
Tk
Tk∑
t= 1
E[ ‖xj,k(t)− x¯k(t)‖ ] ≤ ∆k
where ∆k is given by
2ηkG log(
√
NTk)
1− σ2(W ) +
4G
Tk
(
log(
√
NTk)
1− σ2(W ) + 1
)
k∑
l= 1
ηlTl + 2ηkG
Proof: See Appendix A.
The dual update y′j,k(t+ 1) behaves in a similar way as (14). We utilize the following classical online gradient
descent to analyze the behavior of x¯′k(t) and y
′
j,k(t) under projections PX ( · ) and PY( · ).
Lemma 3. [56] Let U be a convex closed subset of Rd, let {g(t)}Tt=1 be an arbitrary sequence in Rd, and let
sequences w(t) and u(t) be generated by the lazy projections w(t+1) = w(t)−ηg(t) and u(t+1) = PU (w(t+1) ),
where u(1) ∈ U is the initial point and η > 0 is the learning rate. Then, for any fixed u? ∈ U ,
T∑
t= 1
〈g(t), u(t)− u?〉 ≤ ‖u(1)− u
?‖2
2η
+
η
2
T∑
t= 1
‖g(t)‖2.
Proof: See Appendix B.3 in [56].
We now state a useful result about martingale sequence.
Lemma 4. Let {X(t)}Tt=1 be a martingale difference sequence in Rd, and let ‖X(t)‖ ≤M . Then,
E
∥∥∥∥∥ 1T
T∑
t= 1
X(t)
∥∥∥∥∥
2
 ≤ 4M2
T
. (15)
Proof: See Appendix B.
If yˆ?j,k := argmaxyj ∈Y ψj(xˆi,k, yj), using Fenchel dual (6), we have fj(xˆi,k) = ψj(xˆi,k, yˆ
?
j,k) and fj(x
?) =
ψj(x
?, y?j ). Thus, we express (11) into a primal-dual objective,
ε(xˆi,k) =
1
N
N∑
j= 1
(
ψj(xˆi,k, y
?
j,k)− ψj(x?, y?j )
)
. (16)
Let xˆ?k := argminx∈X
1
N
∑N
j= 1 ψj(x, yˆj,k). To analyze the optimality gap (16), we introduce a surrogate gap,
ε′(xˆi,k, yˆk) :=
1
N
N∑
j= 1
(
ψj(xˆi,k, yˆ
?
j,k)− ψj(x?, yˆj,k)
)
. (17)
The averaged quantities of the optimality gap (11) and the surrogate gap (17) are denoted by
ε¯k :=
1
N
N∑
j= 1
E[ ε(xˆj,k) ] and ε¯′k :=
1
N
N∑
j= 1
E[ ε′(xˆj,k, yˆk) ].
In Lemma 5, we establish relation between the surrogate gap ε′(xˆi,k, yˆk) and the optimality gap ε(xˆi,k).
Lemma 5. Let xˆi,k and yˆk be generated by Algorithm 1 for agent i at round k. Then, 0 ≤ ε(xˆi,k) ≤ ε′(xˆi,k, yˆk)
and 0 ≤ ε¯k ≤ ε¯′k.
Proof: It is clear that ε(xˆi,k) ≥ 0 from the optimality of x? in (11). The optimality of y?j yields,
1
N
N∑
j= 1
ψj(x
?, y?j ) ≥
1
N
N∑
j= 1
ψj(x
?, yˆj,k).
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Thus, using (16) and (17), we have ε(xˆi,k) ≤ ε′(xˆi,k, yˆk).
Lemma 6. Let Assumption 4 hold and let xˆi,k and yˆk be generated by Algorithm 1 for agent i at round k. Then,
ε(xˆi,k) ≥ ρx
2
‖x? − xˆi,k‖2 (18a)
ε′(xˆi,k, yˆk) ≥ ρy
2N
N∑
j= 1
‖y?j − yˆj,k‖2 (18b)
ε′(xˆi,k, yˆk) ≥ ρy
2N
N∑
j= 1
‖y?j − yˆ?j,k‖2. (18c)
Proof: Inequality (18a) follows from the strong convexity of fj(x). To show (18b), we subtract and add
1
N
∑N
j=1 ψj(x
?, y?j ) into (17) and apply the strong concavity of ψj(x, yj) in yj ,
ε′(xˆi,k, yˆk) = ε(xˆi,k) +
1
N
N∑
j= 1
(ψj(x
?, y?j )− ψj(x?, yˆj,k))
≥ 1
N
N∑
j= 1
(ψj(x
?, y?j )− ψj(x?, yˆj,k))
≥ ρy
2N
N∑
j= 1
‖y?j − yˆj,k‖2.
where ε(xˆi,k) ≥ 0 is omitted in the first inequality.
Because of the optimality of x? and y?j , we have ψj(xˆi,k, y
?
j )−ψj(x?, y?j ) ≥ 0, and ψj(x?, y?j )−ψj(x?, yˆj,k) ≥ 0.
This further shows that ψj(xˆi,k, yˆ?j,k)−ψj(x?, yˆj,k) = (ψj(xˆi,k, yˆ?j,k)−ψj(xˆi,k, y?j ))+(ψj(xˆi,k, y?j )−ψj(x?, y?j ))+
(ψj(x
?, y?j )− ψj(x?, yˆj,k)) ≥ ψj(xˆi,k, yˆ?j,k)− ψj(xˆi,k, y?j ). For inequality (18c), we have
ε′(xˆi,k, yˆk) ≥ 1
N
N∑
j= 1
(ψj(xˆi,k, yˆ
?
j,k)− ψj(xˆi,k, y?j ) )
≥ ρy
2N
N∑
j= 1
‖y?j − yˆ?j,k‖2
where the first inequality follows from the optimality of x? and y?j ; the second inequality follows from the strong
concavity assumption of ψj(x, yj) in yj .
B. Some useful lemmas
We utilize the convexity and concavity of ψj to decompose the surrogate gap (17) into two parts: network errors
(NET) and local primal-dual gaps (PDG).
Lemma 7. Let Assumptions 4 and 5 hold and let xˆi,k and yˆk be generated by Algorithm 1 for agent i at round k.
Then,
ε′(xˆi,k, yˆk) ≤ NET + PDG
where
NET =
G
Tk
Tk∑
t= 1
(
‖xi,k(t)−x¯k(t)‖+ 1
N
N∑
j= 1
‖xj,k(t)−x¯k(t)‖
)
PDG =
1
NTk
Tk∑
t= 1
N∑
j= 1
(
ψj(xj,k(t), yˆ
?
j,k)− ψj(x?, yj,k(t))
)
.
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Proof: Applying the mean value theorem and the gradient boundedness on ψj(x, yˆ?j,k) in x, we have
ψj(xˆi,k, yˆ
?
j,k) − ψj(x˜k, yˆ?j,k) ≤ G ‖xˆi,k − x˜k‖ ≤
G
Tk
Tk∑
t= 1
‖xi,k(t)− x¯k(t)‖
where the second inequality follows from the Jensen’s inequality. Then, breaking ε′(xˆi,k, yˆk) in (17) by subtracting
and adding 1N
∑N
j= 1 ψj(x˜k, yˆ
?
j,k), we bound ε
′(xˆi,k, yˆk) by
G
Tk
Tk∑
t= 1
‖xi,k(t)− x¯k(t)‖+ 1
N
N∑
j= 1
(ψj(x˜k, yˆ
?
j,k)− ψj(x?, yˆj,k)).
Next, we find a simple bound for the second sum. We recall the definitions of x˜k := 1Tk
∑Tk
t= 1 x¯k(t) and yˆj,k :=
1
Tk
∑Tk
t= 1 yj,k(t), and apply the Jensen’s inequality twice to obtain,
1
NTk
Tk∑
t= 1
N∑
j= 1
(
ψj(x¯k(t), yˆ
?
j,k)− ψj(x?, yj,k(t))
)
. (19)
Similarly, we have ψj(x¯k(t), yˆ?j,k) − ψj(xj,k(t), yˆ?j,k) ≤ G ‖x¯k(t)− xj,k(t)‖. Breaking (19) by subtracting and
adding 1NTk
∑Tk
t= 1
∑N
j= 1 ψj(xj,k(t), yˆ
?
j,k), we further bound (19) by
G
NTk
Tk∑
t= 1
N∑
j= 1
‖xj,k(t)− x¯k(t)‖ + PDG.
The proof is completed by combining all above bounds.
Lemma 7 establishes that, at round k, the surrogate gap ε′(xˆi,k, yˆk) for agent i enjoys a nice bound. The first two
terms in the NET part describe the accumulated network error that measures the deviation of each agent’s estimate
from the average. The third term PDG determines the average of primal-dual gaps incurred by local agents that are
commonly used in the analysis of primal-dual algorithms [34], [57].
Next, we control the average of local primal-dual gaps PDG using the Markov mixing property. First, we break
the difference ψj(xj,k(t), yˆ?j,k)−ψj(x?, yj,k(t)) into a sum of two differences, ψj(xj,k(t), yˆ?j,k)−ψj(xj,k(t), yj,k(t))
and ψj(xj,k(t), yj,k(t))−ψj(x?, yj,k(t)). We now can utilize the concavity and convexity of ψj(x, yj) to deal with
them separately. Dividing the sum indexed by t into two intervals: 1 ≤ t ≤ Tk − τ and Tk − τ + 1 ≤ t ≤ Tk, the
term PDG can be bounded by PDG ≤ PDG+ + PDG−, where
PDG+ =
1
NTk
Tk−τ∑
t= 1
N∑
j= 1
( 〈
gj,y(zj,k(t)), yˆ
?
j,k − yj,k(t)
〉
+ 〈gj,x(zj,k(t)), xj,k(t)− x?〉
)
PDG− =
1
NTk
Tk∑
t=Tk−τ+1
N∑
j= 1
( 〈
gj,y(zj,k(t)), yˆ
?
j,k − yj,k(t)
〉
+ 〈gj,x(zj,k(t)), xj,k(t)− x?〉
)
.
where τ is the mixing time of the ergodic sequence ξk,1, . . . , ξk,t at round k. The intuition behind this is that
given the initial t− τ samples ξk,1, . . . , ξk,t−τ , the sample ξk,t is almost a sample from the stationary distribution
Π. With this in mind, we next show that an appropriate breakdown of the term PDG+ enables applications of
the martingale concentration from Lemma 4 and the mixing time property (12), thereby producing a gradient-free
bound on primal-dual gaps.
Lemma 8. Let Assumptions 3–6 hold. For Tk satisfying Tk ≥ 1 + d log(ΓTk)/| log ρ| e = τ , we have
E[PDG] ≤ G
N
(
4√
Tk − τ
+
1
Tk
) N∑
j= 1
E
[ ∥∥yˆ?j,k − y?j∥∥ ] + E[ MIX ]
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where
MIX =
2RL +
√
2G
NTk
Tk∑
t= τ+1
N∑
j= 1
‖zj,k(t− τ)− zj,k(t)‖ +
1
2ηkTk
(
‖x?−x¯k(τ+1)‖2 + 1
N
N∑
j= 1
∥∥yˆ?j,k−yj,k(τ+1)∥∥2) +
G
NTk
Tk∑
t= τ+1
N∑
j= 1
‖xj,k(t)− x¯k(t)‖+ 2RG(τ + 1)
Tk
+ ηkG
2.
Proof: We control two terms PDG+ and PDG− separately. Using the gradient boundedness, we bound PDG−
by
G
NTk
Tk∑
t=Tk−τ+1
N∑
j= 1
( ∥∥yˆ?j,k − yj,k(t)∥∥+ ‖xj,k(t)− xˆ?k‖ ).
This term is upper bounded by 2RGτ/Tk because of the domain boundedness.
Next, we deal with PDG+. We divide each summand 〈gj,y(zj,k(t)), yˆ?j,k − yj,k(t)〉+ 〈gj,x(zj,k(t)), xj,k(t)− x?〉
into a sum of five terms (20a)–(20e) by adding and subtracting Gj,x(zj,k(t); ξk,t+τ ) and Gj,y(zj,k(t); ξk,t+τ ) into
the first arguments of two inner products, respectively, and then inserting y?j into the second argument for the first
resulting inner product, 〈
gj,y(zj,k(t))−Gj,y(zj,k(t); ξk,t+τ ), yˆ?j,k − y?j
〉
(20a)〈
gj,y(zj,k(t))−Gj,y(zj,k(t); ξk,t+τ ), y?j − yj,k(t)
〉
(20b)〈
Gj,y(zj,k(t); ξk,t+τ ), yˆ
?
j,k − yj,k(t)
〉
(20c)
〈gj,x(zj,k(t))−Gj,x(zj,k(t); ξk,t+τ ), xj,k(t)− x?〉 (20d)
〈Gj,x(zj,k(t); ξk,t+τ ), xj,k(t)− x?〉 . (20e)
We sum each of (20a)–(20e) over t = 1, . . . , Tk − τ and j = 1, . . . , N , divide it by NTk, and represent each
of them using notations S1 to S5. Thus, E[ PDG+ ] = E[S1 + S2 + S3 + S4 + S5 ]. Next, we bound each term
separately.
Bounding the term E[S1 ]: For agent j, we introduce a martingale difference sequence {Xj(t)}Tkt= 1,
Xj(t) = gj,y(zj,k(t)) − Gj,y(zj,k(t); ξk,t+τ ) − Ek(t)
where Ek(t) := E[ gj,y(zj,k(t))−Gj,y(zj,k(t); ξk,t+τ ) | Fk,t ] and M = 2G in Lemma 4. This allows us to rewrite
S1 as
S1 =
1
N
N∑
j= 1
〈
1
Tk
Tk−τ∑
t= 1
Xj(t), yˆ
?
j,k − y?j
〉
+
1
NTk
N∑
j= 1
Tk−τ∑
t= 1
〈
Ek(t), yˆ
?
j,k − y?j
〉
.
Notice that (Tk − τ)/Tk ≤ 1. By Lemma 4, we have
E
∥∥∥∥∥ 1Tk
Tk−τ∑
t= 1
Xj(t)
∥∥∥∥∥
2
 ≤ 16G2
Tk − τ .
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By the gradient boundedness and the mixing time property (12), we bound ‖Ek(t)‖ by
‖Ek(t)‖ =
∥∥∥∥∫ Gi,y(zi,k(t); ξ)(pi(ξ)− p[t]k,t+τ (ξ)) dµ(ξ)∥∥∥∥
≤ G
∫ ∣∣∣pi(ξ)− p[t]k,t+τ (ξ)∣∣∣ dµ(ξ) = Gdtv(P [t]k,t+τ ,Π). (21)
Applying the triangle and Cauchy-Schwartz inequalities to expectation E[S1 ] and using the above (21) lead to,
E[S1 ] ≤ 1
N
4G√
Tk − τ
N∑
j= 1
∥∥yˆ?j,k − y?j∥∥ + GNTk
N∑
j= 1
Tk−τ∑
t= 1
E
[
dtv(P
[t]
k,t+τ ,Π)
] ∥∥yˆ?j,k − y?j∥∥
≤ G
N
(
4√
Tk − τ
+
1
Tk
) N∑
j= 1
∥∥yˆ?j,k − y?j∥∥ .
where the last inequality follows from the mixing time property: if we choose Tk such that τ = 1+d log(ΓTk)/ log |ρ| e ≥
τtv(P
[t]
k , 1/Tk), then we have E[ dtv(P
[t]
k,t+τ ,Π) ] ≤ 1/Tk.
Bounding the terms E[S2 ] and E[S4 ]: By the Cauchy-Schwartz inequality and (21), we bound E[S2 ] by
E[S2 ] ≤ G
NTk
Tk−τ∑
t= 1
N∑
j= 1
E[ dtv(Π, P [t]k,t+τ ) ] ‖y?j − yj,k(t)‖
≤ G
NT 2k
Tk−τ∑
t= 1
N∑
j= 1
E[ ‖y?j − yj,k(t)‖ ]
≤ RG
Tk
.
Similarly, we have
E[S4] ≤ G
NT 2k
Tk−τ∑
t= 1
N∑
j= 1
E[ ‖xj,k(t)− x?‖ ] ≤ RG
Tk
.
Bounding the terms E[S3 ] and E[S5 ]: We re-index the sum in S3 over t and write it as
1
NTk
Tk∑
t= τ+1
N∑
j= 1
〈
Gj,y(zj,k(t− τ); ξk,t), yˆ?j,k − yj,k(t− τ)
〉
where each 〈Gj,y(zj,k(t− τ); ξk,t), yˆ?j,k− yj,k(t− τ)〉 can be split into a sum of the following three inner products,
〈Gj,y(zj,k(t−τ); ξk,t)−Gj,y(zj,k(t); ξk,t), yˆ?j,k − yj,k(t−τ)〉
〈Gj,y(zj,k(t); ξk,t), yˆ?j,k − yj,k(t)〉
〈Gj,y(zj,k(t); ξk,t), yj,k(t)− yj,k(t− τ)〉.
By the gradient Lipschitzness, we have ‖Gj,y(zj,k(t − τ); ξk,t) − Gj,y(zj,k(t); ξk,t)‖ ≤ L‖zj,k(t − τ) − zj,k(t)‖.
Combining this with the domain/gradient boundedness yields,
S3 ≤ RL
NTk
Tk∑
t= τ+1
N∑
j= 1
‖zj,k(t− τ)− zj,k(t)‖
+
1
NTk
Tk∑
t= τ+1
N∑
j= 1
〈
Gj,y(zj,k(t); ξk,t), yˆ
?
j,k − yj,k(t)
〉
+
G
NTk
Tk∑
t= τ+1
N∑
j= 1
‖yj,k(t)− yj,k(t− τ)‖ .
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Similarly, we have
S5 ≤ RL
NTk
Tk∑
t= τ+1
N∑
j= 1
‖zj,k(t− τ)− zj,k(t)‖
+
G
NTk
Tk∑
t= τ+1
N∑
j= 1
‖xj,k(t− τ)− xj,k(t)‖
+
1
NTk
Tk∑
t= τ+1
N∑
j= 1
〈Gj,x(zj,k(t); ξk,t), xj,k(t)− x?〉 .
Inserting x¯k(t) into the second argument of the inner product in the above bound on S5 and using inequality
(‖a‖+ ‖b‖)2 ≤ 2‖a‖2 + 2‖b‖2, we bound S3 + S5 by
S3 + S5 ≤ 2RL+
√
2G
NTk
Tk∑
t= τ+1
N∑
j= 1
‖zj,k(t− τ)− zj,k(t)‖
+
1
NTk
Tk∑
t= τ+1
N∑
j= 1
〈
Gj,y(zj,k(t); ξk,t), yˆ
?
j,k − yj,k(t)
〉
+
1
NTk
Tk∑
t= τ+1
N∑
j= 1
〈Gj,x(zj,k(t); ξk,t), xj,k(t)− x¯k(t)〉
+
1
Tk
Tk∑
t= τ+1
〈
1
N
N∑
j= 1
Gj,x(zj,k(t); ξk,t), x¯k(t)− x?
〉
.
On the right-hand side of the above inequality, the third term can be bounded by applying the Cauchy-Schwartz
inequality and the gradient boundedness; for the second term and the fourth term, application of Lemma 3 yields,
Tk∑
t= τ+1
〈
Gj,y(zj,k(t); ξk,t), yˆ
?
j,k − yj,k(t)
〉
≤
∥∥∥yˆ?j,k − yj,k(τ+1)∥∥∥2
2ηk
+
ηk
2
Tk∑
t= τ+1
‖Gj,y(zj,j(t); ξk,t)‖2
Tk∑
t= τ+1
〈
1
N
N∑
j= 1
Gj,x(zj,k(t); ξk,t), x¯k(t)− x?
〉
≤ ‖x¯k(τ+1)−x
?‖2
2ηk
+
ηk
2
Tk∑
t= τ+1
∥∥∥∥ 1N
N∑
j= 1
Gj,x(zj,k(t); ξk,t)
∥∥∥∥2
which allows us to bound S3 + S5 by
S3 + S5 ≤ 2RL+
√
2G
NTk
Tk∑
t= τ+1
N∑
j= 1
‖zj,k(t− τ)− zj,k(t)‖
+
1
2ηkTk
(
‖x¯k(τ + 1)−x?‖2+ 1
N
N∑
j= 1
∥∥yˆ?j,k−yj,k(τ + 1)∥∥2)
+
G
NTk
Tk∑
t= τ+1
N∑
j= 1
‖xj,k(t)− x¯k(t)‖ + ηkG2.
Taking expectation of S3 + S5 and adding previous bounds on E[S1 ], E[S2 ], and E[S4 ] to it lead to the final
bound on E[ PDG+ ]. The proof is completed by adding upper bounds on E[ PDG+ ] and E[ PDG− ].
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Lemma 8 is based on the ergodic analysis of the mixing process. We may set τ = 0 to take the traditional
stochastic gradient method with i.i.d. samples. In fact, if we simply combine results in Lemma 7 and Lemma 8, it
leads to a loose bound for the surrogate gap ε′(xˆi,k, yˆk) because of the suboptimal order O(1/
√
Tk). Instead, we
will combine the strong concavity of ψj(x, yj) in yj with Lemma 8 and establish an order O(1/Tk) bound on the
surrogate gap.
Lemma 9. Let Assumptions 3–6 hold. For ηk and Tk satisfying ρxηkTk ≥ 16 and Tk ≥ 1+d log(ΓTk)/| log ρ| e = τ ,
we have
E[ ε′(xˆi,k, yˆk) ] ≤ 4E[ NET′ ] + 4G
2
ρy
(
4√
Tk − τ
+
1
Tk
)2
+ 16ηkG(RL+G)τ + 4ηkG
2 +
8ηkG
2τ2
Tk
+
8RG(τ + 1)
Tk
+
16E[ ε′(xˆi,k−1, yˆk−1) ]
ρyηkTk
+
N∑
j= 1
8E[ ε′(xˆj,k−1, yˆk−1) ]
ρxηkNTk
where
NET′ := NET +
4 (RL+G)
NTk
Tk∑
t= 1
N∑
j= 1
‖xj,k(t)− x¯k(t)‖.
Proof: Taking expectation of (18c) yields,
E[ ε′(xˆi,k, yˆk) ] ≥ ρy
2N
N∑
j= 1
E[ ‖y?j − yˆ?j,k‖2 ]
≥ ρy
2
(
1
N
N∑
j= 1
E[ ‖y?j − yˆ?j,k‖ ]
)2
where we apply the property E[X2 ] ≥ E[X ]2 and the sum of squares inequality (1/N)∑Ni= 1 a2i ≥ ((1/N)∑Ni= 1 ai)2
for the second inequality. Substituting the above inequality into the result in Lemma 8 and combining it with
Lemma 7 yield,
E[ ε′(xˆi,k, yˆk) ] ≤ E[ NET ] + E[ MIX ] +
√
2G√
ρy
(
4√
Tk − τ
+
1
Tk
)
E[ ε′(xˆi,k, yˆk) ]1/2
which describes a quadratic inequality x2 ≤ ax + b in terms of unknown x = E[ ε′(xˆi,k, yˆk) ]1/2. Solving this
inequality and using the inequality (‖a‖+ ‖b‖)2 ≤ 2‖a‖2 + 2‖b‖2 yield,
E[ ε′(xˆi,k, yˆk) ] ≤ 2E[ NET ] + 2E[ MIX ] + 2G
2
ρy
(
4√
Tk − τ
+
1
Tk
)2
. (22)
What remains is to reduce expectations in the right-hand side of (22) into previously studied terms. Clearly,
we know how to bound E[ NET ] from Lemma 2. Next, we check every expectation in E[ MIX ]. By the triangle
inequality and the non-expansiveness of projection, we bound E[ ‖zj,k(t− τ)− zj,k(t)‖ ] by
E[ ‖y′j,k(t− τ)− y′j,k(t)‖ ] + E[ ‖xj,k(t− τ)− xj,k(t)‖ ]
where E[ ‖xj,k(t− τ)− xj,k(t)‖ ] can be further bounded by a sum of three terms: E[ ‖xj,k(t− τ)− x¯k(t− τ)‖ ],
E[ ‖x¯k(t− τ)− x¯k(t)‖ ], and E[ ‖x¯k(t)− xj,k(t)‖ ]. Similarly, ‖x¯k(t− τ)− x¯k(t)‖ ≤ ‖x¯′k(t− τ)− x¯′k(t)‖. By
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the gradient boundedness, it is clear from the primal-dual updates that E[ ‖y′j,k(t− τ)− y′j,k(t)‖ ],E[ ‖x¯k(t− τ)−
x¯k(t)‖ ] ≤ ηkGτ . Thus, we have
1
NTk
Tk∑
t= τ+1
N∑
j= 1
E[ ‖zj,k(t− τ)− zj,k(t)‖ ]
≤ 2ηkGτ + 1
NTk
Tk∑
t= τ+1
N∑
j= 1
E[ ‖xj,k(t−τ)−x¯k(t−τ)‖ ]
+
1
NTk
Tk∑
t= τ+1
N∑
j= 1
E[ ‖x¯k(t)− xj,k(t)‖ ]
≤ 2ηkGτ + 2
NTk
Tk∑
t= 1
N∑
j= 1
E[ ‖xj,k(t)− x¯k(t)‖ ]
where we relax the index t in the last inequality. Now, we turn to next two expectations as follows,
E[ ‖x? − x¯k(τ + 1)‖2 ]
= E[ ‖x¯k(τ + 1)− x¯k(1) + x¯k(1)− x?‖2 ]
≤ 2E[ ‖x¯k(τ + 1)− x¯k(1)‖2 ] + 2E[ ‖x¯k(1)− x?‖2 ]
≤ 2E[ ‖x¯′k(τ + 1)− x¯′k(1)‖2 ] + 2E[ ‖x¯k(1)− x?‖2 ]
≤ 2 η2kG2 τ2 + 2E[ ‖x¯k(1)− x?‖2 ]
≤ 2 η2kG2 τ2 +
2
N
N∑
j= 1
E[ ‖xj,k(1)− x?‖2 ]
where we apply the inequality ‖a+ b‖2 ≤ 2‖a‖2 + 2‖b‖2 and the non-expansiveness of projection for the first and
the second inequalities; the third inequality is due to (14) and the gradient boundedness; we apply the Jensen’s
inequality to the last inequality by noting x¯k(1) := 1N
∑N
j=1 xj,k(1). Similarly, we derive
E[ ‖yˆ?j,k − yj,k(τ + 1)‖2 ]
= E[ ‖yˆ?j,k − yj,k(1) + yj,k(1)− yj,k(τ + 1)‖2 ]
≤ 2E[ ‖yˆ?j,k − yj,k(1)‖2 ] + 2E[ ‖yj,k(1)− yj,k(τ)‖2 ]
≤ 2E[ ‖yˆ?j,k − yj,k(1)‖2 ] + 2E[ ‖y′j,k(1)− y′j,k(τ)‖2 ]
≤ 2E[ ‖yˆ?j,k − yj,k(1)‖2 ] + 2 η2kG2τ2
= 2E[ ‖yˆ?j,k − y?j + y?j − yj,k(1)‖2 ] + 2 η2kG2τ2
≤ 4E[ ‖yˆ?j,k − y?j ‖2 ] + 4E[ ‖y?j − yj,k(1)‖2 ] + 2 η2kG2τ2.
From (18c) we know that
1
N
N∑
j= 1
E[ ‖yˆ?j,k − y?j ‖2 ] ≤
2
ρy
E[ ε′(xˆi,k, yˆk) ].
Now, we collect above inequalities for (22). For succinctness, we change lower index t from τ+1 to 1 and simplify
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some constants. Thus, we bound E[ MIX ] by
4ηkG(RL+G)τ +
4(RL+G)
NTk
Tk∑
t= 1
N∑
j= 1
E[ ‖xj,k(t)−x¯k(t)‖ ]
+
1
ηkNTk
N∑
j= 1
(
2E[ ‖y?j − yj,k(1)‖2 ] + E[ ‖xj,k(1)− x?‖2 ]
)
+
4E[ ε′(xˆi,k, yˆk) ]
ρyηkTk
+
2ηkG
2τ2
Tk
+
2RG (τ + 1)
Tk
+ ηkG
2.
We note the restarting scheme of Algorithm 1, i.e., xj,k(1) = xˆj,k−1 and yj,k(1) = yˆj,k−1. By (18a), (18b), and
Lemma 5, we have
E[ ‖xj,k(1)− x?‖2 ] = E[ ‖xˆj,k−1 − x?‖2 ]
≤ 2
ρx
E[ ε(xˆj,k−1) ]
≤ 2
ρx
E[ ε′(xˆj,k−1, yˆk−1) ]
1
N
N∑
j= 1
E[ ‖y?j − yj,k(1)‖2 ] =
1
N
N∑
j= 1
E[ ‖y?j − yˆj,k−1‖2 ]
≤ 2
ρy
E[ ε′(xˆi,k−1, yˆk−1) ].
Combining above inequalities with the bound on E[ MIX ] yields a bound on E[ ε′(xˆi,k, yˆk) ]. Finally, we utilize the
assumption ρxηkTk ≥ 16 to finish the proof.
C. Proof of Theorem 1
The proof is based on the result in Lemma 9. We leave the mixing time τ to be determined so that it works for
every round k. We focus on the averaged surrogate gap ε¯′k :=
1
N
∑N
j= 1 E[ ε′(xˆj,k, yˆk) ].
Let
Hk :=
4G2
ρy
(
4√
Tk − τ
+
1
Tk
)2
Ek := 4 (4RL+ 6G) ∆k + 16 ηkG (RL+G) τ +
8RG (τ + 1)
Tk
+ 4 ηkG
2.
First of all, we apply Lemma 2 to obtain E[ NET′ ] ≤ (4RL+ 6G)∆k for each round k. With previous simplified
notations, we apply this inequality for the bound in Lemma 9, and then take average over i = 1, . . . , N on both
sides to obtain,
ε¯′k ≤ Hk + Ek +
8 ηkG
2 τ2
Tk
+
ε¯′k−1
ρ′ ηk Tk
(23)
where 1/ρ′ := 16/ρy+8/ρx. In Algorithm 1, we have updates ηk = ηk−1/2 and Tk = 2Tk−1. Since η1 ≥ 4/ρ′ and
T1 ≥ 1, we have ρ′ηkTk ≥ 4 for all k ≥ 1. Clearly, the assumption ρxηkTk ≥ 16 holds in Lemma 9. Therefore, (23)
can be simplified into
ε¯′k ≤ Hk + Ek +
8 ηkG
2 τ2
Tk
+
ε¯′k−1
4
. (24)
Simple comparisons show that Hk ≤ Hk−1/2 and Ek ≥ Ek−1/2. Thus, both ηk/Tk = (1/4)k−1η1/T1 and
Hk ≤ H1/2k−1 are true for all k ≥ 1. If we set τ = 1 + d log(ΓT )/| log ρ| e ≤ T1 with suitable T1 and K,
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Lemma 9 applies at any round k. Starting from the final round k = K, we repeat (24) to obtain,
ε¯′K ≤ HK + EK +
2
4K−2
η1G
2 τ2
T1
+
ε¯′K−1
4
≤ 1
2K−2
K∑
k= 1
(
1
2
)k
H1 +
K∑
k= 1
(
1
2
)k
EK
+
2K
4K−2
η1G
2 τ2
T1
+
(
1
4
)K
ε¯′0
≤ 8H1T1
T
+ 2EK +
32K η1G
2 τ2 T1
T 2
+
R2T 21
T 2
where T =
∑K
k= 1 Tk = (2
K − 1)T1 ≤ 2KT1 and ε¯′0 ≤ ε¯0 = supx∈X ,y ∈Y ‖(x, y)‖2 ≤ R2. We now substitute H1
and EK into this bound and bound ε¯′K by
32G2T1
ρy T
(
4√
T1 − τ
+
1
T1
)2
+ 8 (4RL+ 6G) ∆K
+
32Kη1G
2 τ2 T1
T 2
+
R2T 21
T 2
+
16RG (τ + 1)
TK
+ 32 ηKG (2RL+
√
2G)τ + 8 ηKG
2.
Since T ≤ 2KT1, we have ηK = η1/2K ≤ η1T1/T and TK = 2K−1T1 ≥ T/2. Since T = (2K−1)T1 ≥ 2K−1T1,
we have K ≤ 1 + log(T/T1). Thus,
∑K
k= 1 ηkTk = Kη1T1 ≤ η1T1(1 + log(T/T1)). Therefore, the above bound
has the following order,
C1
G (RL+G) log2(
√
N T )
T (1− σ2(W )) + C2
G (G+RL)(1 + T1)
T
where C1 are C2 are absolute constants. Since ε¯K ≤ ε′K , it also bounds ε¯K . The proof is completed by combining
conditions on parameters η1, T1, and K.
V. COMPUTATIONAL EXPERIMENTS
We use Mountain Car Task [1] to conduct computational experiments. We generate the dataset using the approach
presented in [14], obtain a policy by running SARSA with d = 300 features, and sample the trajectories of states
and actions according to the policy. We simulate the communication network with N agents using the Erdo˝s-Re´nyi
graph with connectivity 0.1. At every time, each agent observes a local reward that is generated as a random
proportion of the total reward. Since the stationary distribution Π is unknown, we use sampled averages from the
whole dataset to compute sampled versions of A, b, C as Aˆ, bˆ, Cˆ. Then we can formulate an empirical MSPBE as
‖Aˆx − bˆ‖2
Cˆ−1
/2 and compute the optimal empirical MSPBE. We use this empirical MSPBE as an approximation
of the population MSPBE to calculate the optimality gap. The dataset has 85453 samples. We use one trajectory of
300, 000 samples for running algorithms with multiple passes. We set initial restart time T1 = 100, 000 and choose
different learning rates η for SPD.
We compare Algorithm 1 (DHPD) with stochastic primal-dual (SPD) algorithm under different settings. For
N = 1, SPD corresponds to GTD in [33], [35], [36], and for N > 1, SPD becomes the multi-agent GTD [13]. We
show computational results for N = 1 and N = 100 in Fig. 2 and Fig. 3, respectively. The optimality gap is the
difference between empirical MSPBE and the optimal one. We set the initial learning rate for DHPD to η1 = 0.1,
and observe that our algorithm converges faster than SPD in all cases, thereby demonstrating its sample efficiency.
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Fig. 2: Convergence speed comparison for the centralized case with N = 1. Our algorithm (DHPD) achieves faster
convergence to a better optimality gap than stochastic primal-dual algorithm (SPD).
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Fig. 3: Convergence speed comparison for the distributed case with N = 100. Our algorithm (DHPD) achieves
faster convergence to a better optimality gap than stochastic primal-dual algorithm (SPD).
VI. CONCLUDING REMARKS
In this paper, we formulate the multi-agent temporal-difference learning as a distributed primal-dual stochastic
saddle point problem. We propose a new distributed gradient temporal-difference algorithm with linear function
approximation, namely distributed homotopy primal-dual algorithm, and prove an O(1/T ) convergence rate for
minimizing the mean square projected Bellman error under the Markovian setting. Our result improves upon the
best known O(1/
√
T ) convergence rate for general stochastic primal-dual algorithms, and it demonstrates that
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distributed convex-concave saddle point programs can be solved with a fast convergence rate.
Our results add to the growing literature that centers on the multi-agent reinforcement learning. The developed
framework motivates further study including: (i) Our distributed policy evaluation is based on the linear function
approximation. It is of interest to study nonlinear function approximators, e.g., neural nets. The presence of
nonlinearity will destroy the convex-concave property of the primal-dual formulation and will require different
analysis. (ii) Our algorithm requires synchronous communication over a network with doubly stochastic matrices.
This can be restrictive in some applications because of constraints that arise from directed networks, communication
delays, and time-varying channels. It is thus of interest to examine the effect of alternative communication schemes.
(iii) Our multi-agent MDP assumes that agents function without any failures. In applications, it is of interest to
examine a setup in which agents may experience communication/computation failures with some of them acting
maliciously.
APPENDIX A
PROOF OF LEMMA 2
The non-expansiveness of projection PX implies that ‖xj,k(t) − x¯k(t)‖ ≤ ‖x′j,k(t) − x¯′k(t)‖ where xj,k(t) =
PX (x′j,k(t)) and x¯k(t) = PX (x¯
′
k(t)). Next, we focus on x
′
j,k(t) and x¯
′
k(t).
Let [W s]j be the jth row of W s and [W s]ji be the (j, i)th element of W s. For any t ≥ 2, the primal update
x′j,k(t) of Algorithm 1 can be expressed as
x′j,k(t) =
N∑
i= 1
[W t−1]ij x′i,k(1)
− ηk
t−1∑
s= 2
N∑
i= 1
[W t−s+1]ij Gi,x(zi,k(s− 1); ξk,s−1)
− ηkGj,x(zj,k(t− 1); ξk,t−1)
(25)
and x′j,k(2) =
∑N
i=1[W ]ijx
′
i,k(1)− ηkGj,x(zj,k(1); ξk,1). Similar to the argument of [45, Eqs. (26) and (27)], we
utilize the gradient boundedness to bound the difference of (14) and (25) by∥∥∥x′j,k(t)−x¯′k(t)∥∥∥ ≤ N∑
i= 1
∣∣∣∣ 1N − [W t−1]ij
∣∣∣∣ ‖x′i,k(1)‖
+ ηkG
t−1∑
s= 2
∥∥∥∥ 1N 1− [W t−s+1]j
∥∥∥∥
1
+ 2 ηkG.
(26)
Application of the Markov chain property of mixing matrix [45] on the second sum in (26) yields,
t−1∑
s= 2
∥∥∥∥ 1N 1− [W t−s+1]j
∥∥∥∥
1
≤ 2 log(
√
N Tk)
1− σ2(W ) . (27)
For x′i,k(1) =
1
Tk−1
∑Tk−1
t=1 xi,k−1(t) where xi,k−1(t) = PX (x
′
i,k−1(t)) and 0 ∈ X , we utilize the non-expansiveness
of projection to bound it as
‖x′i,k(1)‖ ≤
1
Tk−1
Tk−1∑
t= 1
∥∥x′i,k−1(t)∥∥ .
Using (25) at round k − 1, we utilize the property of doubly stochastic W to have
‖x′i,k−1(t)‖ ≤
N∑
j= 1
[W t−1]ji ‖x′j,k−1(1)‖ + 2ηk−1Tk−1G.
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Repeating this inequality for k − 2, k − 3, . . . , 1 yields,
‖x′i,k(1)‖ ≤ 2
k−1∑
l= 1
ηl TlG. (28)
where we use x′j,1(1) = 0 for all j ∈ V .
Now, we are ready to show the desired result. Clearly, non-expansiveness of projection PX implies,
1
Tk
Tk∑
t= 1
‖xj,k(t)− x¯k(t)‖ ≤ 1
Tk
Tk∑
t= 1
‖x′j,k(t)− x¯′k(t)‖.
Notice that ‖x′j,k(1)− x¯′k(1)‖ ≤ 2‖x′j,k(1)‖. We collect (27) and (28) for (26), and average it over t = 1, . . . , Tk
to obtain,
1
Tk
Tk∑
t= 1
‖x′j,k(t)− x¯′k(t)‖
=
1
Tk
Tk∑
t= 2
‖x′j,k(t)− x¯′k(t)‖ +
1
Tk
‖x′j,k(1)− x¯′k(1)‖
≤ 2ηkG log(
√
NTk)
1− σ2(W ) +
4
Tk
k−1∑
l= 1
ηlTlG + 2ηkG
+
2G
Tk
Tk∑
t= 2
N∑
i= 1
∣∣∣∣ 1N − [W t−1]ji
∣∣∣∣ k−1∑
l= 1
ηlTl.
Bounding the sum
∑Tk
t= 2
∑N
i= 1
∣∣ 1
N − [W t−1]ji
∣∣ by (27) completes the proof.
APPENDIX B
PROOF OF LEMMA 4
We recall the classic concentration result in [58]: for any δ ≥ 0, we have
P
∥∥∥∥∥ 1T
T∑
t= 1
X(t)
∥∥∥∥∥
2
≥ 4M
2δ
T
 ≤ e−δ.
The left-hand side of (15) can be expanded into∫ ∞
0
P
∥∥∥∥∥ 1T
T∑
t= 1
X(t)
∥∥∥∥∥
2
≥ s
 ds
=
4M2
T
∫ ∞
0
P
∥∥∥∥∥ 1T
T∑
t=1
X(t)
∥∥∥∥∥
2
≥ 4M
2δ
T
 dδ
≤ 4M
2
T
∫ ∞
0
e−δdδ ≤ 4M
2
T
.
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