Abstract Discontinuous Galerkin (DG) spatial discretizations are often used in a method-of-lines approach with explicit strong-stability-preserving (SSP) RungeKutta (RK) time steppers for the numerical solution of hyperbolic conservation laws. The time steps that are employed in this type of approach must satisfy Courant-Friedrichs-Lewy (CFL) stability constraints that are dependent on both the region of absolute stability and the SSP coefficient of the RK method. While existing SSPRK methods have been optimized with respect to the latter, it is in fact the former that gives rise to stricter constraints on the time step in the case of RKDG stability. Therefore, in this work, we present the development of new "DG-optimized" SSPRK methods with stability regions that have been specifically designed to maximize the stable time step size for RKDG methods of a given order in one space dimension. These new methods represent the best available RKDG methods in terms of computational efficiency, with significant improvements over methods using existing SSPRK time steppers that have been optimized with respect to SSP coefficients. Second-, third-, and fourth-order methods with up to eight stages are presented, and their stability properties are verified through application to numerical test cases.
Introduction
Many physical problems take the form of time-dependent hyperbolic conservation laws -examples include inviscid shallow water flow, the propagation of waves in elastic solids, gas dynamics, traffic flow, etc. These problems are often solved using a method-of-lines approach, where discretization of the spatial operators of the hyperbolic partial differential equations (PDEs) yields a set of time-dependent ordinary differential equations (ODEs) that must then be integrated in time. Among the various spatial discretization methods used for hyperbolic problems, discontinuous Galerkin (DG) finite element methods have become a particularly popular choice and have been widely used in a broad range of applications; see, for example, [2, 21, 23, 30, 32, 35, 36] . The system of time-dependent ODEs resulting from the DG spatial discretization is often integrated in time using explicit Runge-Kutta (RK) methods. This approach gives rise to the RKDG methods originally developed by Cockburn and Shu; see the review article [5] .
As is well known, when using explicit time discretization methods, the time steps that are employed must satisfy Courant-Friedrichs-Lewy (CFL) stability constraints. For hyperbolic problems, these include conditions to maintain both (i) linear stability, in order to guarantee convergence of the methods in the case of smooth solutions, and (ii) some form of nonlinear stability, such as total variation (TV) stability, in order to control non-physical oscillations of the numerical approximations in the presence of discontinuities or shocks. With respect to the latter property, it can be shown that a method-of-lines approach using DG spatial discretizations in conjunction with the first-order forward Euler method is TVD/TVB (that is, total variation diminishing/bounded) in the means under a suitable CFL restriction, provided a generalized slope limiter is used when higher order (≥ 2) DG spatial discretizations are employed [5] . This nonlinear stability property can be extended to higher order RKDG methods if a special class of RK methods is used -what have come to be called strong-stability-preserving (SSP) RK methods; see, for example, [8] , which discusses and demonstrates by example the practical importance of the SSP property.
The defining feature of SSP methods is that they can be written as convex combinations of forward Euler steps. This implies that stability in any norm, seminorm, or convex functional that has been demonstrated with the forward Euler method will carry over to the higher order RK method (as is the case with RKDG methods) under a CFL restriction that depends on the CFL or SSP coefficient of the method (we adopt the latter nomenclature here). There has been a significant amount of research in the area of SSP methods aimed at finding RK methods with optimal SSP coefficients; see, for example, [9, 10, 11, 18, 27, 28, 29] . When paired with higher order DG spatial discretizations these SSPRK methods are "optimal" in the sense that they allow the largest nonlinearly stable time step size.
However, higher order DG spatial discretizations coupled with forward Euler time stepping are linearly unstable under any constant time step to mesh size ratio, even though the complete RKDG method may be stable; see, for example, [3] . This means that conditions for the linear stability of RKDG methods are not characterized by SSP coefficients (i.e., the main theorem of SSP methods does not apply, see Theorem 2.1 of [8] ) but rather by the stability region of the RK methods and the (scaled) spectral radius of the DG spatial operator. For all existing SSPRK methods, the conditions for linear stability of RKDG methods are stricter than those for nonlinear stability (see Table 1 of Section 3), and as demonstrated numerically in [22] , and later in this work (see Table 5 of Section 5), it is the linear stability conditions that must be respected in practice or the high-order convergence of the RKDG methods will degenerate to first-order. The main consequence of this is that previously derived SSPRK methods with optimal SSP coefficients are not optimal for DG spatial discretizations, that is, they do not maximize the allowable time step size that will maintain both higher order convergence and stability.
Therefore, in this work we outline the construction of new, optimal SSPRK methods with stability regions designed specifically for DG spatial discretization of hyperbolic PDEs in one space dimension. Many authors have investigated the problem of finding stability regions that are optimal in some sense, e.g., stability regions that have maximal extent along the imaginary or real axis [16, 20] , those that contain the maximal disk [17, 33] , etc; see also [19, 24, 25] and the references therein. The closest work to the current paper is that presented in [31] , which sought to derive third-and fourth-order RK methods that are optimal for DG, over a range of spatial orders, considering both accuracy and linear stability (SSP properties were not considered). This work is discussed at greater length in Section 4.2. Here, we construct optimal second-, third-, and fourth-order RKDG methods by deriving new SSPRK methods with both nonlinear and linear stability properties that minimize the amount of computational effort required to reach a given time T .
The rest of this paper is organized as follows. In the next section, we provide a brief overview of the DG spatial discretization of the one-dimensional scalar hyperbolic conservation law. Following this, in Section 3, we provide some pertinent information on RK methods, where we specifically discuss linear stability requirements for RK methods applied to DG spatial discretizations. This is followed by a description of the solution procedure used to construct the new "DGoptimized" SSPRK methods and a presentation of the results. Numerical test cases that demonstrate the efficiency and order of the new methods are presented in Section 5, and finally in Section 6 we draw some conclusions and discuss future directions for this work.
The discontinuous Galerkin spatial discretization
We consider a time-dependent hyperbolic conservation law in one space dimension, i.e., ∂u ∂t
with an initial condition u(x, 0) = u 0 (x) and periodic boundary conditions u(a, t) = u(b, t). The function f (u) is typically referred to as the flux function, and in the analysis that follows, we consider the linear case, i.e., f = cu, where c is a specified constant, which represents the advection, or wave propagation, speed of the problem.
To apply a DG spatial discretization to (1), we begin by introducing a partition of Ω, a = x 0 < x 1 < · · · x N = b, and set Given this finite element partition, we can obtain a weak form of the problem by multiplying (1) by a sufficiently smooth test function v(x) and integrating over each element Ω j , giving
We note that the term involving the spatial derivative of f has been integrated by parts, which yields the boundary flux terms denoted by f j (t) ≡ f (u(x j , t)). Next, we replace the exact solution u and the test function v of (2) by the functions u h and v h , respectively, which belong to the finite-dimensional space of functions chosen as
where P p (Ω j ) denotes the space of polynomials over Ω j of degree ≤ p. Note that with this choice, functional continuity is not enforced across element boundaries x j−1 and x j , and we indicate the left and right limits of a function v h ∈ V p h at, e.g., x j by v h (x − j ) and v h (x + j ), respectively; see Figure 1 . As both u h and v h may be discontinuous at element boundaries, we replace the boundary fluxes f j by appropriately defined numerical fluxes f j , which, in general, depend on both f (u h (x − j , t)) and f (u h (x + j , t)), and we take the values of the test functions at the boundaries from inside element j. Making these substitutions, we arrive at the following discrete weak form of the problem: find u h ∈ V p h such that for all test functions v h ∈ V p h and over each element
Given a set of basis functions Φ = [ φ 0 , φ 1 , . . . , φ p ] ⊺ for the space V p h , the discrete solution u h over Ω j can be expressed as
where u j is a vector of the (time-dependent) degrees of freedom of the finite element solution over Ω j . Equation (3) for each Ω j can then be written as a system of ODEs in the form
where the components of the (p + 1) × (p + 1) element mass matrix are given by M kl = Ω j φ k φ l dx and
We note that M j is a local (element) matrix and that the elements are coupled through the numerical flux terms appearing in F j . Finally, inverting the element mass matrices, the full set of semidiscrete equations over all elements can be written as
where
and
We will refer to L as the DG spatial operator. In the case of a linear flux function, f = cu with a constant c, L = L h u, where L h is a constant matrix dependent on the mesh sizes h j .
The Runge-Kutta time discretization
Prior to considering RK time discretization of the system of ODEs resulting from the DG spatial discretization, consider the application of the forward Euler method to (4), i.e,
where u n ≡ u (n∆t), n ∈ N. With the application of a generalized slope limiter (see, e.g., [4] ), this scheme is TVDM (TVD in the means) under the condition
where L 1 and L 2 are the Lipschitz constants of f with respect to the first and second arguments, respectively; see, for example, [5] for a proof of (6) , which makes use of Harten's lemma [14] . In the case of a linear flux function, f = cu with c > 0, the use of a simple upwind flux, i.e., f j (t) = cu h (x − j , t), and a uniform mesh spacing h j = ∆x, (6) yields the following condition for TV-stability:
A von Neumann stability analysis of (5) for the linear case, however, reveals that the scheme is linearly unstable under any constant ∆t/∆x when polynomials of degree p > 0 are employed; see, for example, [3] . (Note: the p = 0 case corresponds to the classic first-order upwind finite difference scheme, which, as is well known, is linearly stable for |c| ∆t/∆x ≤ 1.) To overcome this problem, Cockburn and Shu devised the RKDG methods, which make use of higher order RK methods for the time discretization of (4) when polynomials of degree p > 0 are used; see, for example, the review article [5] . In contrast to the case of using the forward Euler method, these schemes can be shown to be linearly stable under a condition of the form
where µ is a constant that is a function of both the polynomial degree p of the DG spatial discretization and the region of absolute stability S of the RK method but is independent of the mesh size ∆x. For example, an RKDG method using a p = 1 DG spatial discretization paired with a two-stage, second-order RK time discretization is stable for µ = 1/3; see [3] . The TV-stability of the RKDG methodology follows readily from the result obtained for the forward Euler case provided SSPRK methods are used. To see this, consider the application of an s-stage RK method to the set of semidiscrete DG equations written in Shu-Osher representation, i.e.,
If, in addition to the constraints placed on α il and β il related to order (see, e.g., [1] ) and consistency (
, the following additional constraints are enforced:
then the stages of the RK method can be written as a convex combination of forward Euler steps of sizes
Written in this way and given (6) , it is then easy to see that the resulting RKDG scheme is TVDM under the condition
which, again considering the linear case, can be written as
where the coefficient C is generally referred to as the SSP coefficient of the RK method (where
. Much of the research in the area of SSP methods has focused on maximizing this coefficient for a given RK method of prescribed stage number and order; see, for example, [9, 10, 11, 18, 27, 28, 29] . These are typically referred to as optimal Table 1 CFL restrictions for linear, µ, and TV, ν, stability of SSPRK(s,k)+DG(k) methods, using existing SSPRK time discretizations that have been optimized with respect to SSP coefficients. Note that µ is significantly less than ν in all cases.
SSP methods. Note, however, that for the case of RKDG methods the following condition must be satisfied in order to ensure both linear and TV-stability: Table 1 lists CFL restrictions for linear, µ, and TV, ν, stability of RKDG methods using existing s-stage, kth-order SSPRK methods, denoted SSPRK(s,k), paired with DG spatial discretizations of degree
such a method has an order of accuracy of k in the sense of local truncation errors; see [4] .) It can be observed in Table 1 that µ is significantly less than ν in all cases, i.e., the condition on linear stability is the stricter condition. This motivates our interest in constructing SSPRK methods that are optimal with respect to linear stability as outlined in the next section.
Remark 1
We note that the definition of SSP methods can be extended to include negative β il , in which case the RK method can still be written as a convex combination of forward Euler steps, provided a downwind operator, denoted −L, is used in place of L for negative β il . The downwind operator is simply the operator produced from a spatial discretization of (1) with f (u) replaced by −f (u). Here, we limit our investigation to SSP methods with nonnegative β il . This particular subclass of explicit SSPRK methods is limited to orders k ≤ 4. Furthermore, for k = 4, the minimum number of stages required for the method to be SSP with nonnegative β il is s = 5; see, for example, Chapter 3 of [8] .
Linear stability of Runge-Kutta methods
When applied to the prototypical scalar ODE du/dt = λu, λ ∈ C, a given s-stage, kth-order explicit RK method can always be expressed in the form
where P s,k (z) is the characteristic, or stability, polynomial of the RK method. For example, applying the classic three-stage, third-order SSPRK method to this equation written in Shu-Osher form yields
Substituting u (1) into the expression for u (2) and, in turn, u (2) into u n+1 , we obtain
where it can be observed that the stability polynomial in this case, P 3,3 (z), is the third-degree Taylor approximation of the exponential function. In order for the method to be linearly stable, we must have |P s,k | ≤ 1, where |·| is the complex modulus. The set in the complex plane for which this condition holds is the region of absolute stability S of the RK method, that is,
and in terms of S, the condition for linear stability can be expressed as
in words, the coefficient λ, when scaled by the time step ∆t, must be contained within the region of absolute stability.
In the case when the RK method is used to solve a system of ODEs, that is, when the scalar λ is replaced by a (normal) matrix L h , e.g., the semidiscrete DG equations, condition (9) must hold for each eigenvalue λ of L h in order for the method to be linearly stable. (Note: if the matrix is non-normal, then it may be important to consider the pseudospectrum of L h ; see, for example, [26] .) Figure 2 shows, as an example, the stability domains for the SSPRK(2,2) and SSPRK (3, 3) methods (left and right plots, respectively), along with the eigenvalues λ of the second-and third-degree DG spatial operators of the linear advection equation scaled by the maximum stable time steps (again, left and right plots, respectively). For nonlinear problems, it is common to study stability by imposing the spectral condition on the eigenvalues of linearizations of f (u). Tests in the present work and in [25] suggest that the maximum stable CFL number for schemes that are optimized based on linear advection is also typically stable for nonlinear hyperbolic conservation laws.
One way to improve condition (9) is to design RK methods with larger regions of absolutely stability S. This can be accomplished by using additional stages in the RK methods, which give rise to free parameters in the stability polynomials. These free parameters can then be adjusted to construct an S that accommodates the maximum scaled eigenvalue of the DG spatial operator. For example, a general five-stage, third-order RK method has a stability polynomial of the form where γ 4 and γ 5 are free parameters that can be adjusted to maximize the CFL restrictions for RKDG linear stability.
It is important to note, of course, that an increase in the number of stages, while allowing for a larger time step ∆t to be taken, also introduces additional computational effort per time step. Therefore, to make a fair comparison between methods, we define the effective time step of an s-stage RK method as ∆t eff = ∆t s and compare one method relative to another method of the same order by computing the relative change in the maximum stable effective time step. This is discussed in greater detail in Subsection 4.2.
4 Optimal SSPRK methods for DG
Method of construction
The construction of SSPRK methods (in canonical Shu-Osher form) that optimize the CFL restrictions for RKDG stability was carried out in the three main steps outlined below.
Step 1: First, optimal stability polynomials were found using an efficient procedure proposed by Ketcheson and Ahmadia [19] , which is summarized in Algorithm 1.
Algorithm 1 Optimization of µ by bisection
The first output of this algorithm satisfies
under the condition that
Although this condition does not necessarily hold for k > 1, in [19] Ketcheson and Ahmadia could find no situations with s > k for which this condition is violated, and the algorithm is found to work well in practice. We note that we evaluate the eigenvalues of the DG spatial operator at a discrete number of points n, i.e., λ ≈ λ n in Algorithm 1. The minimization problem of Algorithm 1 is solved using the CVX disciplined convex optimization toolbox for Matlab [12, 13] . The problem can be stated in just a few lines of code in the CVX environment and is generally solved in a matter of seconds.
Step 2: Next, we looked for a set of RK coefficients corresponding to the stability polynomial found in step 1 that maximizes the SSP coefficient C. These RK coefficients must, of course, satisfy the usual conditions for order and consistency (see, e.g., [1] ) plus the additional constraints placed on them from the values of the stability polynomial parameters {γ i } returned from Algorithm 1. At this stage of the process, it is useful to work with the Butcher form of the RK method, specifically,
where we write the coefficients of the method, which are typically presented in a Butcher tableau, in the matrix form 
which is lower triangular in the case of an explicit RK method. The Butcher form is useful because it has simpler order condition formulations, a single well-defined SSP coefficient C, and fewer decision variables for SSP optimization than the Shu-Osher form. We optimize the SSP coefficient using the following formulation of the problem:
which is developed and presented in [8] , where we have added the constraints on the set of coefficients {γ i } determined in step 1, denoted byῡ s . The optimization problem of this step was solved using fmincon in the Matlab optimization toolbox. Note that if ν(C) ≥ µ opt found in step 1, then condition (8) has been successfully optimized. We note that this was indeed the case for every method considered here.
Step 3: After obtaining a set of Butcher coefficients with the maximum possible SSP coefficient, we can easily transform it to the canonical Shu-Osher form (the Shu-Osher form that is a convex combination of forward Euler steps all of equal size) by first computing the following matrices and vector:
where e = [1, 1, . . . , 1] ⊺ , and then computing the α il and β il of (7) for l = 0, 1, . . . , s − 1 via
see, for example, [8] and [15] for details and a derivation of the above formulas.
Results
Using the three-step procedure outlined above, new SSPRK methods with up to eight stages were derived for orders k = 2, 3, and 4. Tables 7-21 . Figures 3-5 show the stability domains and maximum ∆tλ values of the RKDG methods using existing SSP-optimized RK methods and the new DG-optimized RK methods. The figures show that the new methods have stability domains that are better suited to the shape of ∆tλ in the complex plane, allowing for a larger ∆t.
As noted above in Section 3, when considering the overall efficiency of the methods, it is important to compare their effective time steps. For a given order k, the method that requires the least amount of computational effort per time step is, of course, the one with the fewest number of stages, denotedŝ k , that is required for the method to be SSP considering nonnegative β. (Note:ŝ k = k for k = 2 and k = 3, whileŝ k = k +1 for k = 4 as mentioned above.) Theseŝ k -stage methods are used as the basis of comparison for all other methods of order k. Specifically, we compute the percent change in effective time step of a given SSPRK(s,k) method relative to the existing SSPRK(ŝ k ,k) method. We refer to these values as relative efficiencies (denoted by ∆(s, k)% in Table 3 ), which are reported, along with the corresponding CFL restrictions for the methods, in Table 3 for both the existing SSP-optimized methods and the new, DG-optimized methods constructed here.
With regard to Table 3 , it is interesting to observe that, while the existing SSPRK methods peak in relative efficiency after the addition of only a few additional stages, the relative efficiencies of the new methods continue to increase with the addition of each new stage. For example, the existing second-order SSPRK methods peak in relative efficiency at s = 5 at a value of 17.65%, while the new second-order methods continue to increase with a relative efficiency of 28.37% for s = 8. (Note: beyond s = 8 we found only marginal gains in relative efficiency; for example, a DG-optimzed s = 9, second-order method resulted in an efficiency increase of less than 0.20% over the s = 8 method.) The most significant gain in relative efficiency was realized in the third-order case, where the new eight-stage, third-order method offers a relative efficiency gain of 40% over the classic threestage, third-order method. Finally, we note that we have not considered the effect of storage with respect to relative efficiency here, which may be an important factor for "large" problem sizes. Finally, to highlight the differences between the work presented here and another effort in this area, we conclude this section by summarizing the recent work of Toulorge and Desmet [31] , where three specific RK methods were derived for DG spatial discretizations under two different optimization scenarios -what the authors refer to as the "free element size" (RKF) and "constrained element size" (RKC) scenarios. Under the first scenario, RK stability polynomials of order k = 3 and 4 with s = k + 1 to s = k + 4 stages were first sought that minimized the (mean) computational cost required to achieve a prescribed error tolerance over a range of DG spatial discretizations (polynomial degrees of p = 1 to 10 were considered). From these results, the stability polynomial that was the most efficient over the full range of DG spatial discretizations that were considered was then selected to be used in the development of a corresponding RK method, what is referred to as the RKF84 method by the authors, i.e., an eight-stage, fourthorder RK method optimized under the RKF scenario. For the RKC scenario, the authors considered the same set of RK stability polynomials and range of DG spatial discretizations, this time optimizing with respect to (mean) linear stability conditions. Of these stability polynomials, two were selected to be used in the development of corresponding RK methods, which resulted in their RKC73 and RKC84 methods (µ = 0.4132 and µ = 0.6406, respectively, when used with DG spatial discretizations of matching order, cf. Table 2 ). SSP conditions were not considered in the derivation of the three RK methods, with the coefficients given in Williamson low-storage form [34] . We note that the CFL restrictions obtained for these methods were stricter than the CFL restrictions of the SSPRK(7,3) and SSPRK(8,4) methods derived here when used in conjunction with a DG spatial discretization of the same order.
Numerical test cases
In this section, we present the results of two numerical test cases that demonstrate the performance of the new methods. First, we verify the stability of the new SSPRK DG methods for a simple linear problem, where we check the CFL restrictions obtained in the previous section and evaluate the computational savings achieved in practice using the new methods. Within the context of this linear problem, we also demonstrate the lack of higher order convergence that occurs if the linear CFL restriction is violated, even though the solution remains TV-stable by respecting the TV CFL restriction. Second, we apply the new methods to a nonlinear problem, where we demonstrate convergence in the nonlinear case and evaluate the performance of the methods in the presence of discontinuities.
Test Case 1: Linear advection of a sine wave
The RKDG methods were first applied to solve the one-dimensional, linear advection equation, i.e.,
with periodic boundary conditions and an initial condition u 0 (x) = sin(2πx/D), where D is the length of the domain, i.e., D = 2π. In our numerical experiments, we take c = 1 and run to a final time of T = 315, which allows the sine wave to cross the domain approximately 50 times. Table 4 presents theoretical and numerical CFL restrictions and relative efficiencies of the new RKDG methods using a mesh of N = 50 elements of equal width. Numerical CFLs for a given method were obtained by starting with the theoretical CFL restriction, µ opt , determined from step 1 of the optimization procedure. If the run was stable at µ opt (which was always the case), then the CFL was increased by 0.0001 until instability was observed in the solution. The CFL restriction of the last stable run was then recorded as the numerical CFL restriction. From Table 4 , very good agreement can be observed between the theoretical and SSPRK(s,2)+DG (2) Table 4 Comparison of the theoretical and numerical CFL restrictions and relative efficiencies for the second-, third-, and fourth-order RKDG methods (top, middle, and bottom, respectively) using the new DG-optimized SSPRK methods.
the numerically obtained CFLs, with the largest discrepancy being only 0.22%. The relative efficiencies of the methods were tested by comparing computational run times using the maximum allowable time step as dictated by the theoretical CFL restriction, i.e., ∆t = µ opt ∆x. Once again, good agreement can be observed between predicted and obtained values.
Although not shown here, all methods displayed optimal convergence rates in L 2 with respect to mesh refinement when the linear stability constraints were respected. To demonstrate the degradation of high-order convergence when the linear stability requirements are not met, we present results from running the test case twice using the new SSPRK(3,2) method -once with a time step determined by the requirement for linear stability µ, and once using a time step determined by the less strict requirement for TV-stability ν. In order to ensure TV-stability, the generalized slope limiter of [4] was applied in both cases, using a value of the slope limiter parameter M as suggested in that work. Table 5 shows the convergence in the L 2 error using both conditions. Optimal second-order convergence is observed when the linear stability condition is met; however, convergence degrades to firstorder when the condition for linear stability is not enforced, even though the solution remains TV-stable. This example emphasizes the point that it is the linear ∆x ∆t/∆x = 0.5904 < µ µ < ∆t/∆x = Table 5 Convergence of the second-order RKDG method using the new SSPRK(3,2) method, which displays optimal second-order convergence when ∆t/∆x < µ but which degenerates to first-order when µ < ∆t/∆x < ν.
stability requirement that must be respected in practice in order to maintain both stability and high-order convergence.
Test Case 2: Burgers' equation
For our second test case, we apply the new RK methods to Burgers' equation
with periodic boundary conditions, and the sine wave initial condition used in the previous problem with D = 200. The exact solution to the problem forms a shock at time t = 100/π, making it a good test for the nonlinear stability properties of the methods. First, in order to demonstrate proper error convergence in L 2 with respect to mesh refinement, the problem was run to time T = 22, well before the formation of the shock, using the maximum allowable time step dictated by the CFL requirement for linear stability, and applying the slope limiter as mentioned above. Beginning with a 100 element mesh (∆x = 2.00), and doubling the resolution to 200, 400, and 800 elements (∆x = 1.00, 0.50, 0.25), the L 2 error in the final solution was calculated. All methods showed the expected order of convergence under mesh refinement. A selection of methods with their computed rates of convergence is presented in Table 6 . Note that similar errors are observed between schemes of the same order.
Next, to test the TV-stability of the new DG-optimized RKDG methods, the numerical solution was computed at time T = 32, just after the formation of the shock. The goal is to avoid the formation of spurious oscillations that can appear around steep fronts in numerical solutions. The problem was run on a 40 element spatial mesh (∆x = 5) with a time step dictated by (8) . The TVDM slope limiter of Cockburn and Shu was once again applied, with an appropriate choice for the parameter M . Figure 6 shows plots of the solutions obtained using the new SSPRK(3,2), SSPRK(4,3), and SSPRK(5,4) methods. In each case, the TV of the numerical solution was verified numerically to be nonincreasing in the means. Similar behavior around the front was observed for all of the DG-optimized RKDG methods. Table 6 Convergence of the SSPRK(k + 1,k)+DG(k) and SSPRK(8,k)+DG(k) methods in the L 2 norm using the new SSPRK methods of order k = 2, 3, and 4. 
Conclusions
New SSPRK methods have been derived that optimize allowable time step size while maintaining stability and high-order convergence when applied to DG spatial discretizations. These new methods represent the best available RKDG methods in terms of computational efficiency, with significant improvements over schemes using SSPRK methods optimized with respect to SSP coefficients. In direct comparisons of allowable time step sizes between DG-optimized and SSP-optimized methods of similar order and number of stages, improvements of up to 43.86% were acheived. In terms of overall computational savings of the new methods relative to minimal-stage methods of a given order, improvements in effective time step size of up to 40% were realized with the new DG-optimized methods. In contrast, the maximum savings of the existing SSP-optimized methods over the minimal stage method is only around 18%. The linear and nonlinear stability properties were verified by applying the RKDG methods to both linear and nonlinear test cases. The new stability requirements and efficiency improvements were verified numerically, and the methods were shown to have high-order error convergence under mesh refinement. We note that the methods in this paper have been optimized specifically for one spatial dimension; however, a similar optimization approach can be applied in multi-dimensions; see [19] . We note that preliminary results from the optimization of 2D RKDG methods on equilateral triangular meshes show only modest improvements (at best ∼ 5%) in the timestep restriction over the new optimal 1D RKDG methods presented here. Future work in this area includes investigating multirate RK schemes that use the new DG-optimized RK time steppers as "base methods"; see, for example, [6, 7] , and the development of optimal multistep and multistep-multistage time steppers for DG spatial discretizations, which may offer additional computational savings and allow for the extension of the method to orders greater than four. Finally, the work in this paper can also be extended to develop low-storage, minimal error SSPRK methods with optimal stability constraints.
A Shu-Osher form coefficients of the new Runge-Kutta methods 
