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I. INTRODUCTION
NLIKE the usual wavelength division multiplexed (WDM) format where input parallel pulses are first converted into a series of single pulses which are then launched on different wavelength beams into a single-mode fiber, the bit-parallel (BP) WDM format was proposed [I], [2] . Under this BP-WDM format, no parallel to serial conversion of the input signal is necessary, parallel pulses are launched simultaneously on different wavelength beams. Time alignment of the pulses for a given signal byte is very important.
There exists a competing non-WDM approach to transmit parallel bits-the fiber optic ribbon approach-where parallel bits are sent through corresponding parallel fibers in a ribbon format. However, it is very difficult to maintain time alignment of the parallel pulses due to practical difficulty in manufacturing identical uniform fibers. Furthermore, it is known that computer vendors would like to apply the same technology to increase the bandwidth of campus network in support cluster computing, and to provide salable external UO networks for clusters of massively parallel processor (MPP) supercomputers (i.e., multiple network channels connected to one machine). Cluster computing is expected to gain greater importance in the near future as users tap the latent unused computer cycles of company workstations (sometimes in off hours) to work on large problems, rather than buying a specific supercomputer. In DoD applications, it would enable highperformance computers to be deployed in embedded systems.
For high-performance computing environments, clusters of MPP supercomputers can also be envisioned. This concept elevates the cluster computing model to a new level. In this case, not only is high bandwidth and low latency required, but now interchannel message synchronization also becomes important among the parallel network channels entering the machine"especially if all machines are tightly coupled together to work on one large problem. In the limit, the aggregate bandwidth required to interconnect two large MPP supercomputers approaches the bisection bandwidth of the internal communication network of the machine. For example, in a 2"-node hypercube interconnected MPP architecture, there would be up to 2"-l links between each half of the machine (e.g., 1024 processor nodes would have 5 12 links at 200 Mbyteds per link, or 102 Gbyteds total). The need for a single media parallel interconnect is apparent. Thus, the single-fiber WDM format of transmitting parallel bits rather than a fiber ribbon format may be the media of choice.
The purpose of this paper is, first, to present the detailed design of a long distance (32 km) all-optical bit-parallel WDM single-fiber link with 12 bit-parallel channels having 1 Gbytds capacity using available components and fiber. The speeddistance product for this link is 32 Gbytes/s-km while the maximum speed-distance product for fiber ribbon is less than 1 0 0 Mbytes/s-km.
Then, to demonstrate the viability of this link, two WDM channels at wavelengths 1530 and 1545 nm carrying 1 ns pulses on each channel were sent through a single 25.2-km long Corning DS fiber. The walkoff was 200 ps, well within the allowable setup and hold time for the standard ECL logic which is 350 ps for a bit period of 1 ns.
A REVIEW OF THE THEORETICAL FOUNDATION
This section provides the theoretical foundation for the wave propagation of parallel pulses on different wavelength beams in a lineadnonlinear fiber.
The fundamental equations governing M numbers of COpropagating waves in a lineadnonlinear fiber including the 
(6)
Here, TO is the pulse width, Poj is the incident optical power of the jth beam, and dlj, the walk-off parameter between beam 1 and beam j , describes how fast a given pulse in beam j passes through the pulse in beam 1. In other words, the walk-off length is So, L w (~~) is the distance for which the faster moving pulse (say, in beam j ) completely walked through the slower moving
optical pulses ceases to occur after a distance LII-,I,!. For cross-phase modulation (CPM) to take effect significantly. the group-velocity mismatch must be held to near zero.
It is also noted from ( 6 ) that the summation term in the bracket representing the cross-phase modulation (CPM) effect is twice as effective as the self phase modulation (SPM) effect for the same intensity. This means that the nonlinear effect of the fiber medium on a beam may be enhanced by the copropagation of another beam with the same group velocity.
Equation (6) is a set of simultaneous coupled nonlinear Schrodinger equations which may be solved numerically by the split-step Fourier method, which was used successfully earlier to solve the problem of beam propagation in complex fiber structures, such as, the fiber couplers [5] , and to solve the thermal blooming problem for high-energy laser beams [6]. According to this method, the solutions may be advanced first using only the nonlinear part of the equations. And then the solutions are allowed to advance using only the linear part of (6). This forward stepping process is repeated over and over again until the desired destination is reached. The Fourier transform is accomplished numerically via the well-known fast Fourier transform Technique.
This nonlinear interaction of copropagating beams, for short, high-intensity pulses. is the subject of intense research. Some of the preliminary results have been published [4].
In. ELEMENTS OF A 12-BIT PARALLEL WDM SYSTEM
Let us now return to the design of our BP-WDM system. Due to the relatively broad pulsewidths (-1 ns) and low power levels of the data pulses, nonlinear interaction of copropagating pulses can be consider to be negligible [8] . It is expected that 12 separate beams will be used. Anticipating the use of erbium amplifier, beam separation among these 12 beams must be limited by the useful bandwidth of the erbium amplifier which is from 1535 to 1560 nm. Hence, separation between neighboring beams must be less than 25/12 = 2.08 or 2 nm.
A block diagram of the link is shown in Fig. 1 .
A. The Transmitter
The transmitter of the system consists of 12 discreet distributed-feedback laser diodes [9] and a 16-to-1 fiber coupler. Each laser element is selected to fall within the erbium gain bandwidth at a preselected AA from its neighbors. To minimize system cost, the lasers are directly modulated with NRZ data at a rate up to 1 Gb/s each, for an aggregate of 1 Gbytds. The timing of the bits in any word are aligned at the input to the fiber link by adjusting the phase of the laser drive signal for each bit using conventional electrical delay components. The optical power coupled into the fiber arms at the input to the 16-to-I coupler is about 0 dl3m (i.e., 1 mW).
B. The Single-Mode Fiber
Coming DS fiber is chosen to be the single-mode fiber for this system because of its desirable dispersion characteristics [7] . The dispersion characteristics of this fiber is shown in Fig. 2 . It is seen that for the wavelength range of interest will be needed to increase the power at the receiver. As indicated in Fig. 1 , a gain of 20 dB via the EDFA will provide p s 2 h . The difference of group velocities as a function of a gain margin of more than 12 dB at the receiver.
the wavelen,@h of the beams have been measured and are displayed in- Fig. 3 . It is seen that the maximum difference in group velocity over the wavelength of interest is 5 ps/km. An erbium-doped fiber amplifier (EDFA) is used to boost the
V. EXPERIMENTAL DEMONSTRATION OF A "wo WAVELENGTHS BP-WDM SYSTEM
power at the receiver.
C. The Receiver
The experimental setup is shown in Fig. 4 . Two beams from two laser diodes whose wavelengths are 1530 and 1545 nm, are modulated by nano-second size pulses. These beams The receiver of the system consists of a 1 -to-16 fiber splitter, whose spectral shapes are displayed in- Fig. 5 , are coupled simultaneously into a Coming DS fiber. A picture of the pulses on these two beams before they were launched into the fiber is 12 optical bandpass filters, and 12 fiber-optic receivers.
IV. DESIGN CONSIDERATIONS

A. Wavelength Spacing Consideration
A 1 Gbytds, each bit path must have a minimum bandwidth of 2 GHz to reproduce the data. In estimating the spread of the optical spectrum of each laser element, a 4 GHz bandwidth will be assumed. The spread of each element's spectrum Ax is then 0.032 nm for a 4 GHz bandwidth which is well within the 2 nm beam separation between neighboring beams. It should be noted that any spectral broadening of the pulse due to chirp or other factors will be much less than the 2 nm beam separation that has been used for our system. Furthermore, the 2 nm beam shown in Fig. 6 . It is seen that these nano second size pulses were well aligned at the entrance of the fiber link.
The spool of Coming DS fiber used for our experimental link was 25.2 km long. The output was displayed in Fig. 7 . One can readily measure the shift or the walkoff between these pulses-it was 200 ps or 6 p s h . This result is consistent with our previous measurement displayed in Fig. 3 . There, the walkoff was measured between a tunable ring laser and a 1545-nm laser diode.
It is noted that the experimentally measured walkoff of 200 ps for this two wavelength BP-WDM demonstration is well within the allowable setup and hold time for the standard ECL logic which is 350 ps for a bit period of 1 ns. 
VI. CONCLUSION
This paper shows that, using available components and fiber, one can design a 32-km BP-WDM single-fiber data link with 1 Gbyte/s capacity. This is an all-optical link with bytewide optical path which can bypass any electrical bottleneck. A demonstration link can be readily built between JPL and Caltech for HIPPI 6400 using this design.
It was also shown through an actual experiment that nanosecond size pulses on two BP-WDM beams at 1530 and 1545 nm can be successfully transmitted through a 25.2-km long Coming DS fiber with acceptable walkoff which is well within the allowable setup and hold time of standard ECL logic circuits. As can be seen from Fig. 3 that the maximum walkoff between any beams located within the wavelength range of 1530 and 1560 nm is 200 ps. This result implies that 30 bit-parallel beams spaced 1 nm apart from 1530 to 1560 nm, each carrying 1 Gb/s signal, can be sent through a 25.2-km Coming DS fiber at an information rate of 30 Gb/s. This means that the speed-distance product for this link is about 94 Gbytes/s-km, a number way beyond the best that fiber ribbon can offer.
An all-optical adaptive bit alignment scheme for future ultrahigh-capacity BP-WDM link with 10-ps bit pulses is being studied using our newly deveIoped shepherding pulse technique [4]. 
