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a b s t r a c t
The strong Stieltjesmoment problem for a bisequence {cn}∞n=−∞ consists of finding positive
measures µwith support in [0,∞) such that∫ ∞
0
tndµ(t) = cn for n = 0,±1,±2, . . . .
Orthogonal Laurent polynomials associated with the problem play a central role in the
study of solutions. When the problem is indeterminate, the odd and even sequences
of orthogonal Laurent polynomials suitably normalized converge in C \ {0} to distinct
holomorphic functions. The zeros of each of these functions constitute (together with
the origin) the support of two solutions µ(∞) and µ(0). We discuss how odd and even
subsequences of zeros of the orthogonal Laurent polynomials converge to the support
points of µ(∞) and µ(0).
© 2010 Elsevier B.V. All rights reserved.
1. Moment problems
The Stieltjes moment problem for a sequence {cn}∞n=0 of real numbers consists of finding positive measuresµwith support
in [0,∞) such that∫ ∞
0
tndµ(t) = cn for n = 0, 1, 2, . . . . (1.1)
Amoment problem is called determinate if it has a unique solution and is called indeterminate if it hasmore than one solution.
An important tool for treating a solvable moment problem is the orthogonal polynomial sequence {Qn(z)}∞n=0 associated
with the moments. It is known that the zeros xn,k of Qn(z) are simple and positive. When the zeros are ordered such that
xn,1 < xn,2 < · · · < xn,n, the zeros of Qn(z) and Qn+1(z) interlace in the sense that
xn+1,1 < xn,1 < xn+1,2 < · · · < xn,n < xn+1,n+1. (1.2)
See [1], [2, Ch. 1.5], [3, Ch. I]. It follows that each sequence {xn,k}n is decreasing and hence converges to a value ξk ∈ [0,∞),
while each sequence {xn,n−k}n is increasing and hence converges to a value ηk ∈ (0,∞]. When the moment problem is
indeterminate, the polynomials Qn(z) with suitable normalization converge locally uniformly in C to an entire function
Q (z), which has as its zeros exactly the values ξk. The sequence {ξk}k tends to infinity, and hence all ηk are equal to
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infinity. Furthermore the set ∪∞k=1{ξk} constitutes the support of a solution µ0 of the moment problem. See [1], [2, Ch.2.4],
[3, Ch. IV, VII].
The orthogonal polynomials Qn(z) are canonical denominators of a continued fraction, namely a real Jacobi fraction or
Grommer fraction. See [4, Ch. I.4], [2, Ch. 3.4], [5, Ch. 7.22], [6, Section 67]. The approximants of this continued fraction are
the even approximants of another continued fraction, a Stieltjes fraction of the form
1 1 1 1
b1z + b2 + b3z + b4 + · · · , bn > 0. (1.3)
Thus the real Jacobi fraction is equivalent to the even contraction of a Stieltjes fraction. For these concepts and results, see
e.g. [5, Ch. 2.4,4.5], [6, Sections 42–44], [3, Ch.I]. The canonical denominator Pm(z) of the odd approximant of this Stieltjes
continued fraction is a polynomial of degree m. The zeros ym,k, k = 0, 1, . . . ,m − 1, are simple and nonnegative, with
ym,0 = 0. They interlace in the sense that
ym+1,1 < ym,1 < ym+1,2 < · · · < ym,m−1 < ym+1,m. (1.4)
See [3, Ch. I]. It follows that for each k = 0, 1, 2, . . . , the sequence {ym,k}m is decreasing and hence converges to a value
ζk ∈ [0,∞)while the sequence {ym,m−k}m is increasing and hence converges to a value θk ∈ (0,∞].
When the moment problem is indeterminate, the polynomials Pm(z) converge locally uniformly to an entire function
P(z), the points ζk being exactly the zeros of P(z). The set ∪∞k=0{ζk} constitutes the support of another solution µ∞ of the
moment problem. The sequence {ζk}k tends to infinity, and hence all the θk are equal to infinity. See [1], [3, Ch. IV, VII].
Furthermore the zeros of Qm(z) separate the zeros of Pm+1(z), i.e.;
0 = ym+1,0 < xm,1 < ym+1,1 < · · · < xm,m < ym+1,m, (1.5)
and the zeros of 1z Pm(z) separate the zeros of Qm(z), i.e.;
xm,1 < ym,1 < xm,2 < · · · < ym,m−1 < xm,m. (1.6)
See [3, Ch.I]. It follows that the zeros of P(z) separate the zeros of Q (z) and vice versa, i.e.;
0 = ζ0 < ξ1 < ζ1 < ξ2 < ζ2 < · · · < ζp−1 < ξp < ζp < · · · . (1.7)
The solutions µ0 and µ∞ are sometimes called natural solutions of the moment problem.
The strong (or two-point) Stieltjes moment problem for a bisequence {cn}∞n=−∞ of real numbers consists of finding positive
measures with support in [0,∞) such that∫ ∞
0
tndµ(t) = cn for n = 0,±1,±2, . . . . (1.8)
This concept was introduced in [7], where basic results on existence and uniqueness were proved. It should be noted that
in some of the papers we refer to, the moment problem is stated in the form
∞
0 (−t)ndµ(t) = cn. See [8–10,1,11–13,5,7].
Orthogonal Laurent polynomials Φn(z) play a central role in the study of strong moment problems in a way similar to
orthogonal polynomials in the classical situation. See Section 2 of this paper for details. Also these Laurent polynomials
are canonical denominators of a continued fraction, essentially a positive T -fraction. When the strong moment problem
is indeterminate, the sequences {Φ2m(z)} and {Φ2m+1(z)}, suitably normalized, converge locally uniformly in C \ {0} to
different functions Φ(0)(z) and Φ(∞)(z), with their zeros together with the origin as supports of solutions µ(0) and µ(∞).
See e.g. Section 3 of this paper and [10, Section 3.5]. Thesemeasures have disjoint support, except for the origin. It follows that
subsequences of zero sequences for theΦn(z) constructed as in the classical case, can not converge to support points ofµ(0)
orµ(∞), except the origin; hence these zero sequences converge to the origin and infinity, respectively. See [7]. However, as
we shall explain in detail in Section 4, subsequences keeping a fixed position relative to the middle zeros ofΦ2m+1(z) under
certain conditions converge to the support points ofµ(0) andµ(∞). That is, to the zeros ofΦ(0)(z) andΦ(∞)(z), respectively.
2. Continued fractions and orthogonal Laurent polynomials
Let {cn}∞n=−∞ be a bisequence of real numbers such that the strong Stieltjes moment problem is solvable. A linear
functionalM is defined on the spaceΛ = Span{zn : n = 0,±1,±2, . . .} of Laurent polynomials by the values
M[zn] = cn (2.1)
on the basis elements zn. The functional gives rise to an inner product ⟨, ⟩ onΛ through the formula
⟨P,Q ⟩ = M[P(z)Q (z)]. (2.2)
By orthogonalization of the basis sequence {1, z−1, z, z−2, z2, . . .}, orthogonal Laurent polynomialsΦn(z), n = 0, 1, 2, . . . ,
are obtained. Each of these functions is determined up to a multiplicative constant.
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The associated Laurent polynomials Ψn(z) are defined by
Ψn(z) = M
[
Φn(t)− Φn(z)
t − z
]
(2.3)
(the functional operating on the argument as a function of t).
By a suitable normalization of Φn(z), hence of Ψn(z), the pair {Ψn(z),Φn(z)} satisfies a three-term recurrence relation
of the forms[
Ψ2m(z)
Φ2m(z)
]
= (1− G2mz)e2m
[
Ψ2m−1(z)
Φ2m−1(z)
]
+
[
Ψ2m−2(z)
Φ2m−2(z)
]
form = 1, 2, . . . , (2.4a)[
Ψ2m+1(z)
Φ2m+1(z)
]
=

G2m+1 − 1z

e2m+1
[
Ψ2m(z)
Φ2m(z)
]
+
[
Ψ2m−1(z)
Φ2m−1(z)
]
form = 0, 1, 2, . . . , (2.4b)
[
Ψ0(z)
Φ0(z)
]
=
[
0
1
]
,
[
Ψ−1(z)
Φ−1(z)
]
=
1
z
0

. (2.4c)
HereGn and en are positive constants determined by themoments {cn}. See [10, Section 2], [14, Section 3.5]. The functions
Φn(z) are thus canonical denominators and the functions Ψn(z) canonical numerators of a continued fraction. Since the
coefficients Gn and en are positive, the functions Vn(z) = Φn(−z) and Un(z) = −zΨn(−z) are canonical denominators and
numerators of a positive T -fraction. See [10, Section 2], [5, Ch. 7.3]. In other words, the continued fraction corresponding to
a strong Stieltjes moment problem is a positive T -fraction, with canonical denominators and numerators Vn(z) and Un(z),
while the Laurent polynomials orthogonal with respect to solutionsµ of the moment problem and their associated Laurent
polynomials are Vn(−z) and Un(−z)/z. (The factor −z in the formula Un(z) = −zΨn(−z) has to do with a minor change
in the initial conditions.) For more details, see e.g. [11, Section 3], [12, Section 2], [13, Section 2]. The functions Φn(z) and
Ψn(z) can be shown to have the form
Φ2m(z) =

2m∏
k=1
ek

(−1)m
zm
+ · · · +

2m∏
k=1
Gkek

(−1)mzm, (2.5a)
Φ2m+1(z) =

2m+1∏
k=1
ek

(−1)m+1
zm+1
+ · · · +

2m+1∏
k=1
Gkek

(−1)mzm, (2.5b)
Ψ2m(z) =

2m∏
k=2
ek

(−1)m+1
zm
+ · · · +

2m∏
k=2
Gkek

(−1)mzm−1, (2.5c)
Ψ2m+1(z) =

2m+1∏
k=2
ek

(−1)m
zm+1
+ · · · +

2m+1∏
k=2
Gkek

(−1)mzm−1, (2.5d)
with Ψ1(z) = 1/z. See [10, Section 3]. We state as a proposition the following results on the zeros ofΦn(z).
Proposition 2.1. Φn(z) has n simple zeros, all lying in (0,∞). Between two consecutive zeros of Φn(z) there is exactly one zero
of Φn−1(z).
Proof. See e.g. [10, Section 3], [1], [15, Section 2]. 
We shall in the following denote the zeros of Φ2m(z) by x
(2m)
k , k = ±1,±2, . . . ,±m, and the zeros of Φ2m+1(z) by
x(2m+1)k , k = 0,±1,±2, . . . ,±m, ordered by size as follows:
x(2m)−m < x
(2m)
−m+1 < · · · < x(2m)−1 < x(2m)1 < · · · < x(2m)m−1 < x(2m)m , (2.6a)
x(2m+1)−m < x
(2m+1)
−m+1 < · · · < x(2m+1)−1 < x(2m+1)0 < x(2m+1)1 < · · · < x(2m+1)m−1 < x(2m+1)m . (2.6b)
The zeros ofΦ2m+1(z),Φ2m(z) andΦ2m−1(z) interlace as
x(2m+1)−m < x
(2m)
−m < x
(2m+1)
−m+1 < · · · < x(2m)−1 < x(2m+1)0 < x(2m)1 < · · · < x(2m)m < x(2m+1)m (2.7a)
x(2m)−m < x
(2m−1)
−m+1 < x
(2m)
−m+1 < · · · < x(2m)−1 < x(2m−1)0 < x(2m)1 < · · · < x(2m−1)m−1 < x(2m)m . (2.7b)
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By elimination in (2.4) (recall that en ≠ 0,Gn ≠ 0) we obtain the following three-term recurrence relations for the
sequences {Φ2m(z)} and {Φ2m+1(z)}:
Φ2m(z) =
[
e2me2m−1(1− G2mz)

G2m−1 − 1z

+ (1− G2mz)e2m
(1− G2m−2z)e2m−2 + 1
]
Φ2m−2(z)
− (1− G2mz)e2m
(1− G2m−2z)e2m−2Φ2m−4(z), (2.8)
Φ2m+1(z) =
[
e2me2m+1(1− G2mz)

G2m+1 − 1z

+ (1− G2m+1z)e2m+1
(1− G2m−1z)e2m−1 + 1
]
Φ2m−1(z)
− (1− G2m+1z)e2m+1
(1− G2m−1z)e2m−1Φ2m−3(z). (2.9)
See [10, Section 4].
According to [15, Section 2], the orthonormal Laurent polynomials ϕn(z) determined by the given inner product satisfy
recurrence relations of the form
ϕ2m(z) = (g2m + h2mz)ϕ2m−1(z)+ f2mϕ2m−2(z), m = 1, 2, . . . , (2.10a)
ϕ2m+1(z) =

g2m+1 + h2m+1 1z

ϕ2m(z)+ f2m+1ϕ2m−1(z), m = 0, 1, 2, . . . , (2.10b)
where
ϕ0 = 1√c0 , ϕ−1 = 0. (2.10c)
Comparing these formulas with (2.4) we find that
ϕ2m(z) = f2f4 . . . f2mΦ2m(z), (2.11a)
ϕ2m+1(z) = f1f3 . . . f2m+1Φ2m+1(z). (2.11b)
Also according to [15, Section 2], the orthonormal Laurent polynomials ϕn(z) satisfy the following confluent
Christoffel–Darboux formulas
ϕ2m(z)
d
dz
[zϕ2m−1(z)] − zϕ2m−1(z) ddz ϕ2m(z) = f1f2 . . . f2m
2m−1−
k=0
ϕk(z)2, (2.12a)
ϕ2m(z)
d
dz
[zϕ2m+1(z)] − zϕ2m+1(z) ddz ϕ2m(z) = f1f2 . . . f2m+1
2m−
k=0
ϕk(z)2. (2.12b)
Formulas (2.11) together with (2.12) lead to confluent Christoffel–Darboux formulas for the functionsΦn(z):
Φ2m(z)
d
dz
[zΦ2m−1(z)] − zΦ2m−1(z) ddzΦ2m(z) =
2m−1−
k=0
ϕk(z)2, (2.13a)
Φ2m(z)
d
dz
[zΦ2m+1(z)] − zΦ2m+1(z) ddzΦ2m(z) =
2m−
k=0
ϕk(z)2. (2.13b)
3. Indeterminate strong Stieltjes moment problems
In general, a measure µ on [0,∞) is known when its Stieltjes transform ∞0 dµ(t)z−t is known, and µ can be obtained from
the transform via the Perron–Stieltjes inversion formula, see e.g. [4, p. 124–126], [2, p. 90], [6, Ch. VI]. In particular, when∞
0
dµ(t)
z−t = F(z), where F(z) is a meromorphic function in C \ {0} with simple poles on the real axis, then µ is a discrete
measure with mass points at the poles (possibly accumulating at the origin), the size of the mass point being the residue of
F(z) at the point. See e.g. [16, Section 5]. We shall discuss so-called natural solutions of strong Stieltjes moment problems
which have Stieltjes transforms F(z) of the kind just described.
In the following we assume that the strong Stieltjes moment problem under investigation is indeterminate. This is the
case if and only if
∞−
n=1
en <∞ and
∞−
n=1
Gnen <∞. (3.1)
See e.g. [4, Section 3], [5, Section 9.5], [7, Section 6]. We formulate as propositions some basic results on convergence of the
even and odd subsequences of the sequences {Φn(z)}, {Ψn(z)}, as well as properties of their limits and their relationship to
solutions of the moment problem.
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Proposition 3.1. The sequences {Φ2m(z)}, {Φ2m+1(z)}, {Ψ2m(z)} and {Ψ2m+1(z)} converge locally uniformly in C \ {0} to
holomorphic functionsΦ(0)(z),Φ(∞)(z),Ψ (0)(z) andΨ (∞)(z)with essential singularities at the origin and infinity and satisfying
z(Ψ (∞)(z)Φ(0)(z)− Ψ (0)(z)Φ(∞)(z)) = 1. (3.2)
Proof. See [10, Section 3], [1], [6, Ch.IV]. 
Proposition 3.2. There exist two distinct solutions µ(0) and µ(∞) of the strong Stieltjes moment problem such that∫ ∞
0
dµ(0)(t)
z − t =
Ψ (0)(z)
Φ(0)(z)
(3.3a)
and ∫ ∞
0
dµ(∞)(t)
z − t =
Ψ (∞)(z)
Φ(∞)(z)
(3.3b)
for all z outside the support of the measures.
Proof. See [10, Section 6], [1]. 
The two solutions µ(0) and µ(∞) are called natural solutions of the moment problem. Note that by Proposition 3.1, none of
the functionsΦ(0)(z), Ψ (0)(z),Φ(∞)(z) nor Ψ (∞)(z) can be identically equal to zero.
Proposition 3.3. All the zeros of Φ(0)(z) andΦ(∞)(z) are simple and lie in (0,∞). Furthermore,Φ(0)(z) andΦ(∞)(z) have no
common zeros. Finally, between two consecutive zeros of Φ(0)(z) there is exactly one zero of Φ(∞)(z) (and vice versa).
Proof. It follows from Proposition 3.1 and the integral representation (3.3) that the quotients Ψ (0)(z)/Φ(0)(z) and
Ψ (∞)(z)/Φ(∞)(z) are holomorphic inC\[0,∞) andmeromorphic inC\{0}. Consequently, the zeros ofΦ(0)(z) andΦ(∞)(z)
lie in (0,∞). Since Ψ (0)(z)/Φ(0)(z) (resp. Ψ (∞)(z)/Φ(∞)(z)) maps the upper half plane into the lower half plane and vice
versa according to Proposition 3.2, all the poles ofΨ (0)(z)/Φ(0)(z) (resp.Ψ (∞)(z)/Φ(∞)(z)) are simple. From (3.2) it follows
that Φ(0)(z) and Ψ (0)(z) (resp. Φ(∞)(z) and Ψ (∞)(z)) have no common zero. Thus the zeros of Φ(0)(z) and Φ(∞)(z) are
simple. From (3.2) it also follows that Φ(0)(z) and Φ(∞)(z) have no common zero. Letting m tend to infinity in (2.13b) we
find that
Φ(0)(z)
d
dz
[zΦ(∞)(z)] − zΦ(∞)(z) d
dz
Φ(0)(z) =
∞−
k=0
ϕk(z)2. (3.4)
Using the intermediate value theorem for continuous functions, the fact that the zeros of Φ(0)(z) and zΦ(∞)(z) are simple
and positive, and the fact that the expression
∑∞
k=0 ϕk(x)2 is always positive for real x, we conclude by a standard argument
that between two consecutive zeros ofΦ(0)(z) there is a zero ofΦ(∞)(z), and vice versa. 
Proposition 3.4. The functions Φ(0)(z) and Φ(∞)(z) have infinitely many zeros with the origin and infinity as the only
accumulation points. The support of µ(0) consists of the zeros of Φ(0)(z) plus the origin, and the support of µ(∞) consists of
the zeros of Φ(∞)(z) plus the origin.
Proof. It follows from the representation (3.3) and the discussion at the beginning of this section that the support of
µ(0) (resp. µ(∞)) consists of the zeros of Φ(0)(z) (resp. Φ(∞)(z)) and possibly the origin. Carleman-type conditions for
determinacy of the strong Stieltjes moment problem imply that the support of µ(0) is unbounded and contains the origin
since the problem is indeterminate. See [17, Section 5]. Thus the zeros must accumulate at the origin and infinity. In
particular, the number of zeros must be infinite. 
For our proof of the following proposition and also later results we make use of a version of Hurwitz’s theorem found
in [18]. It is stated here for completeness.
Hurwitz’s Theorem 1. For each n = 1, 2, 3, . . . , let fn(z) be holomorphic and single-valued in an open region D and let {fn(z)}
converge uniformly to a nonconstant function f (z) in every compact subset of D. Let a ∈ D. Then f (a) = 0 if and only if there
exists a sequence {zn} with limzn = a and there exists n0 such that fn(zn) = 0 for each n > n0.
Proposition 3.5. The support of µ(0) consists of all accumulation points of the set
∪∞m=1{x(2m)k : k = −m, . . . ,−1, 1, . . . ,m}.
The support of µ(∞) consists of all accumulation points of the set
∪∞m=1{x(2m+1)k : k = −m, . . . ,−1, 0, 1, . . . ,m}.
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Proof. By Hurwitz’s theorem every zero of Φ(0)(z) (resp. Φ(∞)(z)) is an accumulation point of zeros of Φ2m(z) (resp.
Φ2m+1(z)), and every such accumulation point in (0,∞) is a zero ofΦ(0)(z) (resp.Φ(∞)(z)).
Proposition 3.6. For each fixed nonnegative integer k, the sequence {x(n)−[ n2 ]+k}
∞
n=2k+1 is decreasing towards a value ξ (k) ∈ [0,∞)
and every sequence {x(n)[ n2 ]−k}
∞
n=2k+1 is increasing towards a value η(k) ∈ (0,∞]. Here, [α] denotes the integer part of α.
Proof. The assertion follows from the separation properties of the zeros described in (2.6)–(2.7), see [17, Thm.5.4]. 
Proposition 3.5 implies that every ξ (k) and every η(k) must belong to the support of both µ(0) and µ(∞). It follows from
Propositions 3.3 and 3.4 that ξ (k) = 0 for all k and η(k) = ∞ for all k. (Cf. also [17, Section 5].) Consequently, subsequences of
the sequences {x(n)−[ n2 ]+k}n and {x
(n)
[ n2 ]−k
}n can not converge to any of the zeros ofΦ(0)(z) orΦ(∞)(z), in contrast to the classical
situation. However, according to Propositions 3.4 and 3.5, every zero ofΦ(0)(z) is an accumulation point for zeros ofΦ2m(z)
and every zero ofΦ(∞)(z) is an accumulation point for zeros ofΦ2m+1(z). The question then is: Can anything be said about
how zeros of the Laurent polynomials approach zeros of the limit functions? In the next section we identify sequences of
zeros converging to the zeros of the limiting functions under a certain extra condition.
4. Sequences of zeros converging to support points
We continue to consider an indeterminate strong Stieltjes moment problem, and in addition assume a certain restriction
on some of the coefficients in the recurrence relations (2.4), namely
G2m+1 = G > 0 form = 0, 1, 2, . . . . (4.1)
Proposition 4.1. The middle zero of every oddΦn(z) equals 1/G. That is,
x(2m+1)0 =
1
G
, m = 0, 1, 2, . . . . (4.2)
Proof. It follows from (2.4b)–(2.4c) withm = 0 and G1 = G that
Φ1(z) =

G− 1
z

e1 (4.3)
and thusΦ1(1/G) = 0. That is, x(1)0 = 1/G. Formula (2.4b) with G2m+1 = G gives
Φ2m+1(z) =

G− 1
z

e2m+1Φ2m(z)+ Φ2m−1(z), (4.4)
and hence wemay conclude by induction thatΦ2m+1(1/G) = 0. By the separation properties of zeros (2.7b) we have x(2)−1 <
1/G < x(2)1 , hence x
(3)
−1 < x
(2)
−1 < 1/G < x
(2)
1 < x
(3)
1 and so on, which shows that x
(2m+1)
0 = 1/G for allm = 0, 1, 2, . . . . 
It follows from Proposition 4.1 and Hurwitz’s theorem that 1/G is a zero of Φ(∞)(z). We denote the zeros of Φ(0)(z) by
x(0)p , p = ±1,±2, . . . and the zeros ofΦ(∞)(z) by x(∞)p , p = 0,±1,±2, . . .with x(∞)0 = 1/G, ordered such that
· · · < x(0)−2 < x(∞)−1 < x(0)−1 < x(∞)0 < x(0)1 < x(∞)1 < x(0)2 < · · · , (4.5)
i.e.,
x(0)−p−1 < x
(∞)
−p < x
(0)
−p and x(0)p < x
(∞)
p < x
(0)
p+1 for p = 1, 2, . . . , (4.6)
and
x(0)−1 < x
(∞)
0 < x
(0)
1 . (4.7)
(cf. Proposition 3.3).
Proposition 4.2. For every m = 2, 3, . . . and p = −m + 1, . . . ,−1, 1, . . .m − 1, Φ2m+1(x(2m−1)p ) and Φ2m−3(x(2m−1)p ) have
opposite sign.
Proof. From the recurrence relation (2.9) with G2m+1 = G2m−1 = Gwe find that
Φ2m+1(x(2m−1)p ) = −
e2m+1
e2m−1
Φ2m−3(x(2m−1)p ), (4.8)
which proves the result since all en are positive. 
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Proposition 4.3. The following relations hold:
lim
x→∞Φ1(x) = G1e1, limx→0+Φ1(x) = −∞, (4.9a)
lim
x→∞Φ4k+1(x) = ∞, limx→0+Φ4k+1(x) = −∞, (4.9b)
lim
x→∞Φ4k+3(x) = −∞, limx→0+Φ4k+3(x) = ∞. (4.9c)
Proof. These results follow easily from (2.5b). 
The argument in the following proposition is closely modeled on a similar argument in [10, Section 4], which in its turn
builds on results obtained in [8, Ch.IV].
Proposition 4.4. For every p = 1, 2, . . . , the sequence {x(2m+1)p }∞m=p is decreasing and for every p = −1,−2, . . ., the sequence
{x(2m+1)p }∞m=−p is increasing, i.e.,
x(2m+1)p < x
(2m−1)
p , p = 1, 2, . . . , m = p+ 1, p+ 2, . . . (4.10a)
x(2m+1)p > x
(2m−1)
p , p = −1,−2, . . . , m = −p+ 1,−p+ 2, . . . . (4.10b)
Proof. Firstwe consider p > 0. It follows fromPropositions 4.2 and 4.3 thatΦ5(x
(3)
1 ) < 0 sinceΦ1(x) > 0 for x > x
(1)
0 = 1/G
and x(3)1 > x
(3)
0 = 1/G. From (2.7), 1/G < x(3)1 < x(5)2 . Since limx→∞Φ5(x) = ∞ by Proposition 4.3, we have Φ5(x) < 0 for
x ∈ (x(5)1 , x(5)2 ) andΦ5(x) > 0 for x ∈ (1/G, x(5)1 ). Thus x(3)1 ∈ (x(5)1 , x(5)2 ) sinceΦ5(x(3)1 ) < 0, i.e.,
x(5)1 < x
(3)
1 . (4.11)
Since x(5)2 > x
(4)
2 > x
(3)
1 by (2.6)–(2.7), we have Φ3(x
(5)
2 ) < 0 by Proposition 4.3, and consequently Φ7(x
(5)
2 ) > 0 by
Proposition 4.2. From (2.7), x(7)1 < x
(5)
2 < x
(7)
3 . Proposition 4.3 implies that Φ7(x) > 0 for x ∈ (x(7)2 , x(7)3 ) and Φ7(x) < 0 for
x ∈ (x(7)1 , x(7)2 ). Thus, x(5)2 ∈ (x(7)2 , x(7)3 ), i.e.,
x(7)2 < x
(5)
2 . (4.12)
Since 1/G = x(3)0 < x(5)1 < x(3)1 we have Φ3(x(5)1 ) > 0 by Proposition 4.3, hence Φ7(x(5)1 ) < 0 by Proposition 4.2. As above
we haveΦ7(x) > 0 for x ∈ (x(7)2 , x(7)3 ) and for x ∈ (1/G, x(7)1 ). Thus x(5)1 ∈ (x(7)1 , x(7)2 ), i.e.,
x(7)1 < x
(5)
1 . (4.13)
Arguing in the sameway,we findby induction, using repeatedly the results of Propositions 4.2 and4.3, that (4.10a) is satisfied
for allm and p = 1, 2, . . . ,m− 1. Similarly we prove that (4.10b) is satisfied for allm and p = −1,−2, . . . ,−m+ 1. 
Theorem 4.5. Consider an indeterminate strong Stieltjes moment problem where the coefficients in the recurrence
formula (2.4b) satisfy (4.1). Then for each k = ±1,±2, . . ., the sequence of zeros {x(2m)k }m converges to the zero x(0)k of Φ(0)(z)
and the sequence of zeros {x(2m+1)k }m converges to the zero x(∞)k of Φ(∞)(z).
Proof. First we consider k > 0. The sequence {x(2m+1)k }m is decreasing by Proposition 4.4 and bounded below by 1/G,
hence converges to a limit yk. It follows, e.g. from Proposition 3.4, 3.5 and Hurwitz’s theorem, that every x
(∞)
p must coincide
with at least one of the values yk, and every yk must coincide with a value x
(∞)
p . The zeros x
(2m+1)
k are simple zeros of
Φ2m+1(z) and the zeros x(∞)p are simple zeros of Φ(∞)(z). Consequently, each x(∞)p is the limit of exactly one sequence
{x(2m+1)k }m, i.e., every x(∞)p coincides with exactly one value yk, and vice versa. By the ordering of the zeros x(2m+1)k (cf. (2.7))
and the zeros x(∞)p (cf. (4.5)–(4.7)) it follows that x(∞)k = yk for k = 1, 2, . . . . In the same way we find that {x(2m+1)k }m
converges to x(∞)k for k = −1,−2, . . . . Finally, Propositions 3.4 and 3.5 imply that the accumulation points of the set
∪∞m=1{x(2m)k : k = −m, . . . ,−1, 1, . . . ,m} are exactly the origin and the zeros x(0)k ofΦ(0)(z). Since x(2m+1)k−1 < x(2m)k < x(2m+1)k
for k = 1, 2, . . . , (cf. (2.7a)), all accumulation points of {x(2m)k }m lie in [x(∞)k−1, x(∞)k ]. The only zero ofΦ(0)(z) in [x(∞)k−1, x(∞)k ] is
x(0)k , (cf. (4.5)), hence {x(2m)k }m converges to x(0)k . In the same way we get limm→∞ x(2m)k = x(0)k for k = −1,−2, . . . . 
5. Log-normal moments
A special case of the situation treated in Section 4 is when Gn = G > 0 for all n (which is the situation dealt with in
[10]). A prototype for this case is the strong Stieltjes moment problem for log-normal moments. For detailed treatments of
this example, see [9–12]. We shall briefly sketch the main results relevant for our discussion in this paper.
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The log-normal moments are obtained from the absolutely continuous distribution function ϕ(t) given by
ϕ′(t) =
√
q exp

−  ln t
κ
2
2κ
√
π
, 0 < t <∞, q = e−κ2 , κ > 0. (5.1)
The corresponding moments are
cn = q−n
2
2 −n, n = 0,±1,±2, . . . . (5.2)
The strong Stieltjes moment problem associated with the bisequence {cn}∞n=−∞ is indeterminate.
The coefficients in the recurrence relation (2.4) are given as follows:
Gn = G = √q for n = 1, 2, . . . , (5.3)
e1 = 1√q , e2 =
1
1− q , (5.4a)
e2m−1 = qm− 32
m−1∏
k=1
(1− q2k−1)
m−1∏
k=1
(1− q2k)
form = 2, 3, . . . , (5.4b)
e2m = qm
m−1∏
k=1
(1− q2k)
m∏
k=1
(1− q2k−1)
form = 2, 3, . . . . (5.4c)
The functionsΦ(0)(z) andΦ(∞)(z) have following form:
Φ(0)(z) =
∞∑
j=−∞
qj
2
q
j
2 (−z)j
∞∏
k=1
(1− q2k−1)
∞∏
k=1
(1− qk)
, (5.5)
Φ(∞)(z) =
∞∑
j=−∞
qj
2
q
3j
2 (−z)j
∞∏
k=1
(1− q2k)
∞∏
k=1
(1− qk)
. (5.6)
The zeros ofΦ(0)(z) are with our numbering:
x(0)p = q−2p+
1
2 for p = 1, 2, . . . , (5.7a)
x(0)p = q−2p−
3
2 for p = −1,−2, . . . . (5.7b)
Similarly the zeros ofΦ(∞)(z) are
x(∞)p = q2p−
1
2 for p = 0,±1,±2, . . . . (5.8)
The orthogonal Laurent polynomialsΦn(z) are given by
Φ2m(z) =
2m∏
k=1
(1− qk)
m∏
k=1
(1− q2k−1)
m−
j=−m
qj
2
q
1
2 j(−z)j
m−j∏
k=1
(1− qk)
m+j∏
k=1
(1− qk)
(5.9a)
Φ2m+1(z) =
2m+1∏
k=1
(1− qk)
m∏
k=1
(1− q2k)
m−
j=−(m+1)
qj
2
q
3
2 j(−z)j
m−j∏
k=1
(1− qk)
m+j+1∏
k=1
(1− qk)
. (5.9b)
Explicit expressions for the zeros x(n)p ofΦn(z) are not available, but e.g. according to Theorem 4.5 we have limm→∞ x(2m)p =
x(0)p and limm→∞ x(2m+1)p = x(∞)p for all p.
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