Fitting probabilistic models to data is often difficult, due to the general intractability of the partition function. We propose a new parameter fitting method, minimum probability flow (MPF), which is applicable to any parametric model. We demonstrate parameter estimation using MPF in two cases: a continuous state space model, and an Ising spin glass. In the latter case, MPF outperforms current techniques by at least an order of magnitude in convergence time with lower error in the recovered coupling parameters. Scientists and engineers increasingly confront large and complex data sets that defy traditional modeling and analysis techniques. For example, fitting well-established probabilistic models from physics to population neural activity recorded in retina [1, 2] or cortex [3-5] is currently impractical for populations of more than about 100 neurons [6] . Similar difficulties occur in many other fields, including computer science [7] , genomics [8] , and physics [9] .
Scientists and engineers increasingly confront large and complex data sets that defy traditional modeling and analysis techniques. For example, fitting well-established probabilistic models from physics to population neural activity recorded in retina [1, 2] or cortex [3] [4] [5] is currently impractical for populations of more than about 100 neurons [6] . Similar difficulties occur in many other fields, including computer science [7] , genomics [8] , and physics [9] .
The canonical problem is to find parameter values that result in the best match between a model and a list of observations D. Parameter estimation can be viewed as the inverse of the usual problem physicists face: rather than assuming fixed model parameters, such as coupling strengths in an Ising spin glass, and then predicting observable properties of the system, such as spin-spin correlations, our goal is to start with a series of observations and then estimate the underlying model parameters. This is a challenging problem in many interesting cases [7, 9, 10] .
Consider a data distribution over N discrete states, represented as a vector p ð0Þ 2 R N , with p ð0Þ i the fraction of the observations D in state i. A model distribution parametrized by is similarly represented as p ð1Þ ðÞ 2 R N . The superscripts (0) and (1) indicate initial conditions and equilibrium under system dynamics, as described below. For any model distribution p ð1Þ ðÞ, the probability assigned to each state can be written 
where EðÞ 2 R N can be viewed as the energy in the familiar Boltzmann distribution (with k B T set to 1). ZðÞ is the partition function, which involves a sum over all N possible states of the system,
For clarity we develop our method using discrete state spaces, but it extends to probabilistic models over continuous state spaces, as we demonstrate for an independent component analysis (ICA) model [11] . The standard objective for parameter estimation is to maximize the likelihood of the model p ð1Þ ðÞ given the observations D, or equivalently to minimize D KL ðp ð0Þ k p ð1Þ ðÞÞ, the Kullback-Leibler (KL) divergence between the data distribution and model distribution [7, 12] 
Unfortunately, the partition function ZðÞ in p ð1Þ i ðÞ usually involves an intractable sum over all system states. This is commonly the major impediment to parameter estimation.
Many approaches exist for approximate parameter estimation, including mean field theory [13, 14] and its expansions [14, 15] , variational Bayes techniques [16, 17] , pseudolikelihood [18] , contrastive divergence [19, 20] , score matching [21, 22] , minimum velocity learning [23] , and a multitude of Monte Carlo and numerical integrationbased methods [10, 24] .
Most Monte Carlo methods rely on two core concepts from statistical physics, which we will use to develop our parameter estimation technique, minimum probability flow (MPF). The first of these is conservation of probability, as enforced by the master equation for the evolution of a distribution p ðtÞ with time 
which when satisfied ensures that the probability flow from state i into state j equals the probability flow from j into i, and thus that the distribution p ð1Þ is a fixed point of the dynamics. Sampling in most Monte Carlo methods is performed by choosing À consistent with Eq. (6) (and the added requirement of ergodicity [7] ), then stochastically running the dynamics in Eq. (5). Unfortunately, sampling algorithms can be exceedingly slow to converge, and are thus ill suited for use in each parameter update step during parameter estimation. Using these two core concepts, we propose an approach, illustrated in Fig. 1 , that avoids both sampling and explicit calculation of the partition function. Specifically, we establish deterministic dynamics obeying Eqs. (5) and (6) that converge to the model distribution p ð1Þ ðÞ, and initialize them at the data distribution p ð0Þ . Rather than allowing the dynamics to fully converge and making parameter updates that minimize D KL ðp ð0Þ k p ð1Þ ðÞÞ as in maximum likelihood learning [Eqs. (3) and (4)], our parameter updates instead minimize D KL ðp ð0Þ k p ðÞ ðÞÞ, the KL divergence after running the dynamics for an infinitesimal time . This requires computing only the instantaneous flow of probability away from the data distribution at time t ¼ 0.
The transition rates À ij are underconstrained by Eq. (6) . Introducing the additional constraint that À be invariant to the addition of a constant to the energy function [as is true for the model distribution p ð1Þ ðÞ], we choose the following form for À ij :
where g ij ¼ g ji 2 f0; 1g. The vast majority of the factors g ij can generally be set to 0. However, for the dynamics to converge to p ð1Þ ðÞ, there must be sufficient nonzero À elements to ensure mixing. In binary systems, good results are obtained by setting g ij ¼ g ji ¼ 1 only for states i and j differing by a single bit flip. The elements of g ij may also be sampled, rather than set by a deterministic scheme (see Supplemental Material [25] 
The dependence of total convergence time on the number of samples M is problem dependent, but it is roughly OðMÞ for the Ising spin glass model discussed below (see Supplemental Material [25] ).
In addition, when estimating parameters for a model in the exponential family-that is, models such as spin glasses for which the energy function is linear in the parameters -the MPF objective function KðÞ is convex [26] , guaranteeing that the global minimum can always be found via gradient descent. For exponential family models FIG. 1 (color) . An illustration of parameter estimation using MPF. The three successive panels illustrate the sequence of parameter updates that occur during learning. Each set of axes represents the space of probability distributions. 
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week ending 25 NOVEMBER 2011 over continuous rather than discrete state spaces, MPF further provides a closed form solution for parameter estimation [27] . MPF is also consistent-meaning that if the data distribution p ð0Þ belongs to the family of distributions p ð1Þ ðÞ parametrized by (Fig. 1, red dashed 
where J only had nonzero elements corresponding to nearest-neighbor units in a two-dimensional square lattice, and bias terms along the diagonal. The training data D consisted of M d-element independent and identically distributed (iid) binary samples x 2 f0; 1g d generated via Swendsen-Wang sampling [28] from a spin glass with known coupling parameters. In this example, we used a square 10 Â 10 lattice, d ¼ 10 2 . The nondiagonal nearestneighbor elements of J were set using draws from a normal distribution with variance 2 ¼ 10. The diagonal (bias) elements of J were set so that each column of J summed to 0, and the expected unit activations were 0. We compared parameter estimation using MPF against parameter estimation using four competing techniques: mean field theory (MFT) with Thouless-Anderson-Palmer (TAP) corrections [30] , one-step and ten-step contrastive divergence [19] (CD-1 and CD-10), and pseudolikelihood [18] . The results of our simulations are shown in Fig. 2 , which plots the mean square error in the recovered J and in the corresponding pairwise correlations as a function of learning time for MPF and the competing approaches outlined above. Using MPF, learning took approximately 60 seconds, compared to roughly 800 seconds for pseudolikelihood and approximately 20 000 seconds for both 1-step and 10-step contrastive divergence. Reasonable steps were taken to optimize the performance of all the parameter estimation methods tested (see Supplemental Material [25] ). Note that, given sufficient samples, MPF is guaranteed to converge exactly to the right answer, as it is consistent and the objective function KðÞ is convex for a spin glass. MPF fit the model to the data more accurately than any of the other techniques. MPF was dramatically faster to converge than any of the other techniques tested, with the exception of MFT þ TAP, which failed to find reasonable parameters. Note that MFT þ TAP does converge to the correct answer in certain parameter regimes, such as the high temperature limit [15] , while remaining much faster than the other four techniques.
As a demonstration of parameter estimation using MPF for a continuous state space probabilistic model, we trained the filters J 2 R dÂd of a d dimensional ICA [11] model with a Laplace prior,
where x 2 R d is a continuous state space. Since the log likelihood and its gradient can be calculated analytically for ICA, we solved for J via maximum likelihood learning [Eq. (3)] as well as MPF, and compared the resulting log likelihoods. Training data consisted of natural image patches. The log likelihood of the model trained with MPF was À174:0 bits, while that for the maximum likelihood trained model was a nearly identical À173:6 bits. Average log likelihood at parameter initialization was À273:0 bits (see Supplemental Material [25] ). The edgelike filters resulting from training, similar to receptive fields in the primary visual cortex [31] , are shown in Fig. 3 for both maximum likelihood and MPF solutions.
In summary, we have presented a novel, general purpose framework, called minimum probability flow, for fitting probabilistic models to data that outperforms current techniques in both learning time and accuracy. Our method works for any parametric model without hidden state variables, over either continuous or discrete state spaces, and we avoid explicit calculation of the partition function by employing deterministic dynamics in place of the slow sampling required by many existing approaches. Because MPF provides a simple and well-defined objective function, it can be minimized quickly using existing higher order gradient descent techniques. Furthermore, the objective function is convex for many models, including those in the exponential family, ensuring that the global minimum can be found with gradient descent. Finally, MPF is consistent-it will find the true parameter values when the data distribution belongs to the same family of parametric models as the model distribution. 
