The interactions of opinions on the complex networks are significantly impacted by the structure of the networks. Previous studies of this kind mainly investigated the opinion dynamics on the fixed networks as a kind of synchronization. In this study, we focus on how the opinions evolving on the growing networks. We provide isolated nodes with different initial opinions at the beginning. The Achlioptas Process is introduced to link the nodes eventually. The opinions of two nodes influence each other linearly if there is a link between the two nodes. We establish both random graph and scale-free network in this paper. The finite-size scaling is discussed. We discover explosive transition of the speed for the opinions to achieve a consensus on some networks. Meanwhile, the stability of the networks to suppress the random damage is highly enhanced by the Achlioptas Process which is used to link all the nodes as a network. The encouraging results are obtained on different structures of networks.
I. INTRODUCTION OF OPINION DYNAMICS ON EVOLVING NETWORKS
Opinion dynamics, as one of the social dynamics studied extensively in recent years [1] - [4] , is the dynamics of systems incorporating the evolution of two or more competing states [5] through various mathematical and statistical physics theories. Researches are principally aimed at how to achieve a consensus or agreement on particular topics within a group. From the perspective of the dynamical systems, it is how to achieve a synchronization on an intended status and how to predict and control the chaotic response if the system is chaotic and consequently sensitive to even a small perturbation [6] , [7] .
A lot of previous studies use the words 'opinion dynamics' to describe the different systems where the people want to exchange their opinions [1] - [4] . In 2000, Sznajd-Weron [1] , [8] considered a so-called binary Ising spin model to simulate a mechanism of decision making in The associate editor coordinating the review of this manuscript and approving it for publication was Yilun Shang . a closed community. In 2009, Lambiotte et al. [3] established a latent voter model based on the existing voter models. There are some other important binary models based on the Ising and the Potts models [2] , [9] , [10] . Lorenz [4] established some continuous opinion models which may be considered as the early introduction of ordinary differential equations and dynamical system theory into the opinion dynamics.
Recently, some research have attempted to introduce the complex network to the area of social studies like opinion dynamics. They consider the consensus to achieve in the opinion dynamic as a kind of synchronization on the complex networks, which is ubiquitous in nature and plays a very important role in many different contexts. Some research have studied on how to achieve a synchronization in systems and how to predict and control the chaotic response if the network system is chaotic and consequently sensitive to even a small perturbation [6] , [7] , [11] . It is difficult to obtain any analytical results in this kind of studies. Since the physical statistics characteristics used to describe the network structure are strongly correlated to each other and none of them can be adjusted and observed as the exclusive factor when fixing the others.
Meanwhile, the current research mainly focus on how the opinions evolve on the fixed networks where no node or link will be adjusted since the beginning of opinion evolution. Rare studies pay attention to the opinion dynamics when the network itself is growing. However, the real-world networks which supports the opinion exchanges is usually evolving at the same time [12] , for instance, the online community with growing customers(nodes) and relationships(links).
In this research, we establish evolving complex networks by Achlioptas Process to illustrate the opinion dynamics on evolving networks in real life. For a group of active nodes, every single issue of information diffusion is a process of reconnection and communication. For instance, during an election, we may have two strategies to advertise a candidate: to advertise in small groups for multiple times or advertise in large groups for one time. The AP method simulates the former. The investigation and experiments in this paper illustrate that the consensus achieves faster in this way, and it is easier to control the negative influence if there is any. The nodes exchange opinions while the nodes of a network get linked eventually. We observe how the Achlioptas Process enhances the speed for the opinions to achieve a consensus, as well as how it suppresses the damage from any possible nodes, which we call 'social outcast' in this paper. The innovation of the paper include: 1) We propose a new method to establish complex networks by Achlioptas Process, which leads to the explosive transition in opinion convergence and enhances the ability against the damage to the network; 2) The 'social outcast' on a network makes the adjacency matrix and Laplacian matrix of the network asymmetric. At present, the analysis tools for asymmetric matrix are not as well developed as for symmetric matrix.
In this study, we build a method to measure the ability to support synchronization and the robustness of a network.
The paper is organized as follows: In Section 2, we propose the differential-equation based opinion models on complex networks. In Section 3, we establish random graph(RG) and scale-free(SF) network by the Achlioptas Process. The finite-size scaling is discussed for the experiments. In Section 4, the experiments are taken on networks with and without a social outcast. The encouraging results stand for the idea of the paper. In Section 5, the conclusions are provided.
II. THE DIFFERENTIAL-EQUATION BASED OPINION DYNAMICS ON COMPLEX NETWORK A. THE ESTABLISHMENT OF THE DIFFERENTIAL-EQUATION BASED OPINION MODEL
Consider a simple dynamical network consisting of N identical nodes with diffusive influence ability to each other, in which each node is an N-dimensional dynamical system. Let G = (V , E, A) be a weighted-directed network with a set of nodes V = (1, 2, · · · , N ), set of edges E ⊆ V × V , e ij = (i, j) and the weighted adjacency matrix A = (a ij ). The out-degree and in-degree of node i is:
Set a diagonal matrix D, D ij = 0, i = j and D ii = deg out (i), we get the broadly used Laplacian matrix:
which is a combination of adjacency condition and coupling ability of the graph. Define the Laplacian potential of G as:
which illustrate the general expressions of dynamics on networks. Previous models considered all the nodes with same influence ability to each other. However, in real-world networks, nodes performs differently while driving the evolution of the networks. So in this paper, we build opinion model with heterogeneous influence to other nodes. The original model was proposed by Curtis and Smith [13] . Two people holds the initial opinions X 1 and X 2 respectively and persuade each other by the power µ 12 and µ 21 . The opinionsẊ 1 andẊ 2 evolve according to:Ẋ 1 = µ 21 (X 2 − X 1 ) (4)
where theẊ 1 andẊ 2 indicate the differentiation with respect to time. If we define the difference of the opinions as
then, subtracting Equation (4) from Equation (5) and using Equation (6) yieldu
which leads to the solution
We redefine the initial opinions X 1 (0) and X 2 (0) as follows
and X 2 (0) = X 20 (10) In this case,
The solution of Equation (4) becomeṡ
The integration of X 1 over time t up to the current time yields
where C 1 is a constant. By some technical manipulation, the solution for X 1 becomes
Similarly, we find the solution of X 2 as (15) In this model, the opinions of two persons converge to the limit of µ 12 X 20 +µ 21 X 10 µ 12 +µ 21
. A three persons model was also examined in some detail in [13] , which inspired the N-persons models of this study. To describe and model a large-scale social phenomena mathematically, we consider an additional factor which indicates whether the pairwise persuasion between persons i and j happens or not. We will introduce a connection to each pair of persons i and j in the study, and consider the system as a complex network. The corresponding adjacency matrix of the network is defined as A. The entry of A = a ij is 1 if i talks to j, and 0 otherwise. We use x i to represent the opinion of person i and use b i instead of µ ij to represent person i's ability to persuade j for 1 ≤ j N and j = i. Then, the N-persons model is described as the following equations
. .
In this model, we maintain the dynamics that people do not impact themselves from [13] . Obviously, if all b i > 0, i = 1, 2, · · · N , we can always obtain a solution like X 1 = X 2 = · · · = X N = s(t) when t → ∞.
Then we get the system equation set as:
where x i is the opinion of the ith node.. As the connection condition, l ij equals 1 when there is connection between i and j, and 0 otherwise. The constant b i means the influence ability of node i to other nodes. Give this equation in linear space:
where the M = −L is called the influence matrix containing the information about the adjacency matrix and the influence ability between nodes.Ẋ
Now we define a diagonal matrix B = Diag(b) and an all one vector 1, to define the matrix M , the Laplacian matrix:
which contains the information about the adjacency matrix and the influence ability between nodes. In this paper, several approach to establish networks are compared to find a faster synchronization with same network cost (the total connections used in communications), in the sense that:
The other target is to compare the stability of the networks to small perturbation. With the same group of initial opinions X 0 = (x 0 1 , x 0 2 , · · · , x 0 N ), the various topologies lead to same consensus x s = x t 1 = x t 2 = · · · = x t N at time t c , which is the average of the initial opinions. Given the dynamical Equation (12), when t → ∞, consensus is achieved
where = diag(λ 1 , λ 2 , · · · , λ N ), the diagonal matrix of eigenvalues of M , and P has the corresponding eigenvectors as columns. As M is symmetric, all eigenvectors are orthogonal and the one corresponding to zero eigenvalue can be written as
for all t.
Since we have P −1 = P T , then
It is not difficult to find that the consensus is x E = x t 1 = x t 2 = · · · = x t N = X 0 /N when the system evolution is stable. In the next section, we will illustrate how the opinions converge in an order based on the community structure of the complex networks.
In Figure 1 , we illustrate the convergence of opinions if every value of b i is positive.
B. THE OPINION DYNAMICS WITH A SOCIAL OUTCAST ON COMPLEX NETWORK
We introduce the concept of 'social outcast' in this paper, who influences the nodes linked to it with negative power b i while receives positive influence. The outcast changes the Laplacian matrix of the network to be asymmetric. Therefore, our research is transferred to the weighted-directed networks, instead of unweighted-undirected networks. It is not difficult to predict the dynamics on unweighted-undirected networks where b i = 1 for every node i. Since M is balanced and all off-diagonal are negative, the eigenvalues of M take the form 0 = λ 1 > λ 2 ≥ . . . ≥ λ N . Therefore, the opinions will always converge on an consensus x s . However, most of the real-world complex networks like WWW are directed networks. A weighted-directed graph is a graph where the edges are directed, i.e. each edge is an ordered pair of vertices with i, j ∈ V denoting an edge E ij ∈ E which starts at vertex i and ends at vertex j, with a weight associated to it. In this study, we have some hypothesis as follows:
• A self-loop means two vertices of an edge is the same.
There is no self-loop in the graph to make sure the diagonal elements of the adjacency matrix is zero. Then it is guaranteed that the row sum of Laplacian matrix zero. In the term of opinion dynamics, it means that a node can not impact itself.
• There are no multiple edges in the graph. In real-life network, people may have multiple circumstance to communicate with each other. But in this study, we only consider the influence ability. So we build single edge with weight.
• The graph is connected. There is always a path between any two vertices. Every isolated part in a network will add one more zero eigenvalue of the Laplacian matrix. We do not put this case in consideration. It is worth investigating the directed networks. So in this paper, we will set every node to have b i random value in (0, 1) except one of them as the outcast with b j < 0. The owner j is an outcast among people, who always provides negative influence to others. Now we turn to the weighted-directed networks, which was studied in both the areas of graph theory [14] , [15] and complex networks [16] - [19] . The classic measurement of opinion convergence speed and stability is based on a symmetric Laplacian matrix [20] , [21] . Previously, the Laplacian matrix is defined with all diagonal entries non-negative and all off-diagonal entries non-positive. In recent years, the weighted networks came into the sight of the researchers and the definition of the Laplacian matrix has been broaden.
From Equation (12) we can get opinion x i of node i at time t
So, the difference of opinions between any two nodes i and m is
Apparently, if any λ i > 0, the difference between at least two nodes can become larger when t → ∞. Therefore, the largest eigenvalue except for zero in this system remains a suitable measure of the ability to determine the convergence, even if it is positive. As long as λ 2 > 0, the opinions will not converge.
The convergence is guaranteed for the growing networks if there is no negative b i in the system. In Figure 2 we take a network with clear clusterings as an instance. The three groups of nodes will achieve the local consensus respectively and communicate by groups. The analysis is illustrated in Equation (32-34) later. However, any small perturb caused by an outcast with a negative b i will disturb the convergence. The degree and position of the outcast, as well as its influence ability determine how the system evolves.
In the experiments in Section 4, we will simulate the opinion evolution with an outcast on some networks. It is possible that a divergence occurs during the process. How we link the networks may impact the ability for them to suppress the damage from the 'social outcast'.
III. THE OPINION NETWORK MODELS BY ACHLIOPTAS PROCESS A. THE DEFINITION OF RG AND SF
In this Section, we will introduce 2 presentative social networks, which have been frequently discovered as the structures of the real-life organisations. They are the random graph (RG), and the scale free (SF) networks. The random graph (RG) consists of N nodes and some links between them at random. A random graph can be generated by a probability distribution, or by a random process. A typical random graph is the ER network, developed by Erdos and Renyi [22] . It is defined as N nodes and a constant probability p er that any two nodes are connected. When the network is large enough, N → ∞ and N − 1 ≈ N , the average degree of nodes is k = p er (N ), and P(k), the degree distribution, is a Poisson distribution.
In an RG network, with connection probability p er , the degree k i of a node i follows a Poisson Binomial distribution with parameters N − 1 and p er :
The degree of nodes and the degree distribution will be important measurements of the coupling ability, the density and some other features of a complex network. Usually, we generate a RG network by the following algorithm:
• We choose two isolated nodes randomly; VOLUME 7, 2019 FIGURE 2. The network with clustering in its structure and the local convergence before global convergence.
• We connect them with m links until there is no isolated node;
• We choose two nodes randomly and connect them; • Repeat step 3 for 1000 i=1 k i /2 − m times. A power-law is a mathematical relationship between two quantities. A complex network may have large number of nodes with small degree and some small number of nodes with large degree. A scale-free network, is a network whose degree distribution P(k) ∼ k −γ follows a power law, with γ ∈ (2, 3) approximately. Sometimes, the scale of γ may be extended to γ ∈ (2, 4) for some special networks. A lot of real networks, such as the Internet, are characterized by a power-law distribution. This observation leads to research on the dynamics, such as opinion dynamics of the disordered organization of real-world systems. The power-law, which defines the SF networks, has the discrete form p(k) = k −λ . The distribution of degrees can be obtained by normalization
In this study, to avert the possibility of the existence of an isolated cluster with two nodes, we define k min = 4 and the degree sequence D = {d 1 , d 2 , · · · , d 1000 } by the normalization we mentioned. The node i holds d i numbers of prospective links initially. Every two prospective links connect to make an actual link randomly. The SF is established after all the half links are connected. The heterogeneity of SF shows that the hubs in this kind of SF is not as important as in the normal SF networks, which will be proved by the experiments later.
B. THE ACHLIOPTAS PROCESS TO GENERATE THE RG AND SF
Achlioptas Process is the network evolving process from Dimitris Achlioptas [23] , which brings a trend of FIGURE 3. The ASSF network: first choosing two random connections and then rewiring them to guarantee one of them connects the two nodes with larger degrees while the other connects the two nodes with smaller degree as in the lower one. In contrary, the DSSF network is processed oppositely.
research on the growth networks and the peculations on them [24] - [28] . This rule to establish a network is to restrain the larger-size cluster to appear until a giant cluster is formed [23] , [29] - [31] . The procedures for a scale-free network (will use SF instead) and a random graph (RG) both of N nodes are different [32] , [33] .
For SF: 1) Since the SF network obeys a power-law P(k) = k −λ with a 2 ≤ λ ≤ 3 approximately, a degree sequence {k 1 , k 2 , · · · , k N } by power law with λ = 2.5 is set. Give the i node of the N nodes k i stubs(half link). Sometimes, the scale of λ may be extended to λ ∈ (2, 4) for some special networks, which will be illustrated in the further experiments. 2) Choose four stubs randomly by the probability p i = k i / N s k s , connect them into two links randomly. 3) Choose the link merging a smaller cluster. There might be three possible conditions as follows in Figure 2 : Different from most authors trying to establish a AP network, this research consider the cost of the network which means the total link number in order to enhance the transition power at the percolation point and speed up the process. In first condition, both links are intercluster, so we pick link e 2 , which links the two nodes with degree 2 and 3. In the second condition, one link is inter-cluster and the other is intra-cluster, to avoid the waste of links we pick link e 1 which links the nodes with highest and second highest degree. In the last condition, two intra-cluster links appear in two separate clusters or in one single cluster. Randomly picking one of them makes no difference at this step. 4) After picking a link from the two candidates, for instance, e 1 with nodes i and j on each edge, get rid of the stubs used in the degree sequence. 5) Repeat step 3 nd 4 until there is a giant cluster appearing. For RG, the procedure is not so complicated. We only need to add two potential links each time and pick one of them using the Steps 3 and 4 in the SF procedure and give up the other link. The degree distribution will merge obeying poisson distribution as any normal RG.
In Figure 4 , we illustrate two networks linked by the Achlioptas Process. Both of the two networks are established by 128 nodes and 500 links. The RG shows homogeneous in the structure. Since every node has similar chance to be linked and so as every small clusters, the difference between the degrees of the nodes are not that large as in SF. Only a few nodes in dark blue have higher chance to be linked with more neighbours randomly. In the SF, the heterogeneous in degree obeys the power-law. However, not like the scale-free networks which are built randomly, the low-degree nodes and small clusters have priority to be linked together. Afterwards, they link to the hubs. So the high-degree nodes are linked to each other through low-degree nodes and small clusters.
C. THE FINITE-SIZE SCALING
We investigate the finite-size scaling before we take any research on the networks especially the SF further. The concept of finite-size scaling is introduced in the observation of transition, including the first-order and the second-order transition. It determines the values for critical exponents to guarantee the system allows the transition to happen. In the study of complex networks, the finite-size scaling includes the size of the network, the parameter λ in the SF, etc.
The total number of connections L = p n N are added in the system with a threshold p c where a single giant component emerges in the network. If we set the size of the largest cluster in the system G s , a sudden change can be observed and many other unexpected behaviors emerge as well. Here we need to discuss the finite-size scaling of the scale-free networks numerically. The SF is featured by the power law P(k) ∼ k −λ . There exists a threshold point λ c around 2.5, before which the p c is non-vanishing and the process is second-order. When λ > λ c , the p c is finite and the transition is first-order, as can be seen in Figure 5 .
For both RG and SF models, there is a lower bound for the smallest number of total connection L to guarantee that there is no isolated node or small cluster. However, the explosive transition of the opinions may only rely on a small number d of connections. The value of d depends on λ of SF. Here we need to discuss the finite-size scaling [33] - [35] of the networks numerically to observe if the exponent λ will impact the emergence of dynamical behaviors. See Figure 5 . We have discovered that there exists a critical point λ c . When 2 > λ c > λ,the transition is second-order as in conventional SF networks. When λ > λ c , the p c is finite and the transition is first-order, which means there is a jump in the size of the giant component as shown in Figure 5 . We have discovered that 2 > λ c > 2.4. We define the discontinuity of G s as δG, which is the distance between two tangent lines, one from the rapidly increasing transition region and the other from the smoothly increasing curve after the jump. In the finite-size network when λ > 2.4, the G s shows first-order transition. However, when λ → 2, the transition point p c and the δG decrease. This can be observed in networks of different sizes.
The mechanism by which a giant component forms in conventional SF networks is different from in RG. In RG, due to the lack of hubs, the multiple isolated small components are created and merged together. The threshold p c occurs when a sudden connection of those small components, which is around 0.5 as observed numerically. In SF, the the giant component grows from the hubs with high degree and aggregates small-size components eventually. During the process, if two nodes get selected from the same component, the component size will not be changed by adding a link between them. Thus, the existence of a giant component implies that even under AP, the probability of growing the giant component is very high.
The size of G s can also be written as:
where n s is the number of inner links of the s-size small cluster at time t. All clusters in the network will be calculated except the largest one. From Figure 4 we can see the transitions of G s for different SFs intersect at approximately one point. We consider the t-intercept of the tangent of G s at t x , denoted as t d (N ). Then the time is:
When N is large enough, the derivative of G s diverges as:
As simulated in previous studies, θ ≈ 0.5. The transition is discontinuous when N → ∞.
In real-world networks, we will set the value of λ as described in this section to obtain first-order transition with sharp changes or the second-order transition. In this paper, we only discuss the conditions of second-order transition.
D. THE OPINION DYNAMICS ON THE EVOLVING RG AND SF
In Section 2, Part B we illustrate the local convergence before global convergence on evolving networks when the influence ability b i of all nodes are positive. The convergence is not guaranteed if the social outcast is involved. In this part, we use the asymptotic method to explain how the network system evolves with an outcast. We have observe smooth curves in Figure 1 where the opinion dynamics is linear and the network is fixed. In this part, small clusters form far before the whole network is linked. In Figure 6 , we illustrate a condition when node 1 is linked to node 2 and communicates with other nodes through the existing links between node 2-5.
For node 1, the evolving equation is
For node 2, it is
For nodes 3 − 5, it is
Since the outcast is impacted by a lot of neighbours, we cannot predict how it changes its opinion. When m 21 < 0 is high enough in value, the difference between 1 and 2 is enlarged rapidly and constantly. Meanwhile, it will be difficult for the nodes 3-5 to converge with 2. The damage from the outcast spread through the high degree nodes like 2. Not only the outcast can not converge with it's neighbours, the other parts of the network can hardly achieve a local consensus as well. But in some scale-free networks, the outcast with high degree can only impact the small degree branches, while some clusters far away from the outcast may converge and impact the other nodes as a strong group. Therefore, the damage from the outcast is reduced.
Even in the Achlioptas Process, without any outcast, the consensus will be achieved. However, when there exists an outcast, the degree and the power of the outcast may cause any possible evolution except convergence.
IV. EXPERIMENTS A. THE EMERGENCE OF OPINION CONVERGENCE BY ACHLIOPTAS PROCESS
In this section, we observe the convergence on both RG and SF made by both Achlioptas Process (AP) and normal way.
The sudden change of the largest cluster size is only one of the phenomenon coming after the explosive transition by AP. Phase transition will merge in relevant statistical physical features such as the shortest path length and the coupled capacity. The synchronization ability and robustness will be significantly enhanced. However, whether these are phase transition remains unproved. The opinion model from Chapter 2 is a typical application of the network synchronization.
Give opinions to N isolated nodes, {x 1 , x 2 , · · · , x N }, x i ∈ [0, 1]. Add a link into network and nodes on each edge can start talking to each other continuously ever since. Compare the standard deviation of opinions in ER by AP and the normal ER, we may know the efficiency of the two networks to achieve a consensus. In this paper, the RG and SF are both made of 128 nodes and 1000 links. In Figure 7 during the opinion evolution. In both group, the values drops faster for the networks made by AP than by the normal way. Therefore, we determine that the AP accelerates the opinion convergence.
B. THE SUPPRESSION EFFECT BY ACHLIOPTAS PROCESS
The simplest linear opinion model is a communication between two people x 0 1 and x 0 2 , with their initial opinions a and b respectively. After talking, both opinions become x 1 1 = x 2 1 = (a + b)/2. The network structure and nonlinear dynamic give more possibility of results from the same initial conditions. Network evolving like AP process can create emergence of the ability of a single node or cluster, as well as restrict it. We put an outcast into the system, who has the negative influence ability to others. In this section, we take the experiments respectively on RG and SF. The influence power of outcast is set as b outcast = −1. It is significantly that the degree of the outcast significantly impacts the order for it to be linked to the other nodes and determines its damage to the convergence. We record the dynamics on both RG and SF linked by AP and normal process.
In Figure 9 , we observe the dynamics on two kinds of random graphs. Due to the homogeneity of the network degrees, the degree of the outcast does not have significant difference with the other nodes'. In the RG by AP, the outcast has a random chance to be linked for the first time, while its first neighbour has a medium degree in the network, as illustrated in Equation (23) and (24), the damage diffused from the outcast's neighbour is not large enough to perturb the convergence as long as the neighbour has more than two neighbours. When the degree of outcast has been set as the highest degree in the network, it may influence the neighbour like the node 2 in Figure 5 , and eventually the nodes 3-5. However, the positive influence obtained by nodes 3-5 are definitely larger than the damage caused by node 1 and node 2. The consensus will be achieved after the node 2 drag the node 1 into the group.
In Figure 10 , we discover that the degree of outcast has stronger influence to the opinion dynamics on SF than on RG due to the heterogeneity of the degrees. The broad distributions of SF indicate that there is a whole hierarchy of node roles based on their degrees, going from a large majority of nodes with low degree to a small subset of nodes with high degree, or hubs. The hubs have a fundamental role for the structure and dynamics of networks. Normal SF networks have so many hubs that a very small fraction of links is enough to keep a macroscopic fraction of nodes of the graph in the same connected component, which can be equivalently stated by saying that the percolation threshold is zero. Therefore, the damage from the outcast is large enough to cause divergence on the network. We record λ 2 > 0 of the Laplacian matrix after the network is fixed. In SF by AP, the low-degree nodes have priority to be linked to small clusters together, so the high-degree ones come into the network later. The outcast with high degree does not have enough time to impact the existing clusters with a local consensus. Instead, its opinion is strongly influenced by the local consensus like a individual being persuaded by a large group. In this way, the convergence is achieved.
V. CONCLUSION
In this paper, we establish differential-equation based opinion models on evolving networks, which introduces analytical methods in the investigation of dynamics on evolving networks. We observe how the Achlioptas Process impact the opinion dynamics. We discover that the Achlioptas Process causes percolation transition of the size of the largest cluster in some growing network. The first-order transition occurs on SF with the power-law exponent λ > λ c . The second-order transition is restrained in the region λ c > λ > 2. The critical point dividing these two regions is 2.4 > λ c > 2. The experiments of the opinion dynamics on both random graph(RG) and scale-free(SF) networks linked by Achlioptas Process and normal ways are taken. When there is no social outcast on the networks, AP rule accelerates the opinion convergence, which is more obvious on RG than in SF. When there is a social outcast, AP networks emerges with a stronger suppression ability against outcast on SF than on RG. The ability differences in two networks are widen while the degree of the outcast gets higher. The theoretical solutions may provide suggestions to the real-world networks when there is need to accelerate the convergence of opinions or suppress negative opinions.
