Abstract-Using vector orthogonal polynomials as basis functions for the representation of the rational form of a linear time invariant system, in frequency domain identification problems, it is shown that the notorious numerical ill conditioning of these maximum likelihood problems can be overcome completely. For the identification of high-order (100 100) systems operating over a wide frequency band, or even in the situation of overor undermodeling, condition numbers less than ten are reported for real measurements.
I. INTRODUCTION
Frequency domain identification of linear time-invariant systems has regained some interest during the last years [1] , [2] . Periodic excitation signals can give cheap estimations of the frequency response function and a reliable measure of the uncertainty on these spectra. The knowledge of the variance of the measured spectral lines bounds the stochastic frequency response function variation and thus helps to design a fully automatic model order selection procedure [3] , [4] .
On the dark side, frequency domain methods are known to suffer from a poor numerical conditioning when the frequency span and/or the model order become large (more than two decades and an order more than 20). This numerical problem ruins both the modeling performance and the model order selection capability.
Several attempts have been made in the past to circumvent numerical degeneracy. For example, frequency scaling [5] or the use of polynomials orthogonal with respect to the inner product defined by the normal equations of the estimator [2] , [6] . Even if these approaches give some improvement, they do not remove numerical problems totally, neither do they extrapolate gracefully to multiple-input-multiple-output (MIMO) systems. The approach proposed here solves the numerical conditioning issue perfectly for all the frequency domain methods whose cost function can be reduced to a linear weighted least squares problem or a weighted (generalized) total least squares problem.
The main difference of the approach of [7] with the presented method is that the inner product used to construct the orthogonal basis in [7] is data independent. Consequently the orthogonal basis in [7] does not diagonalize the normal equations resulting in suboptimal condition numbers. It gives reasonable condition numbers (asymptotically 1) under the assumption that: i) the input is white noise, and ii) the data covers the whole unit circle. If either of these two assumptions is violated, then is a polynomial matrix 1 containing the polynomial matrices A and B.
Note that we use the left matrix fraction description which is suited for input-output measurements as well as for measurements of the transfer function. For a right matrix fraction description, the analysis is completely analogous. Our model is parameterized by the vector which is to be determined. The spectra are however measured in discrete points so that the data available are not S 0 (), but S( k );k = 1; . . . ; F where S is corrupted by additive noise: S() = S 0 () + N S ().
The covariance matrix of the noise 6() = cov(NS()) 2 n 2n
is supposed to be known. Note that the linearized residual is given by
Our estimator will be obtained as the solution of a least squares problem which minimizes a cost function of the form
with R k = R( k ; ) = P ( k ; )S( k );P 6 = 0; W k 2 n 2n positive definite weights, while R = [R 3 1 see [9] . In general, W k can explicitly depend on the solution . For example in the maximum likelihood (ML) estimator for the nonlinear problem, the weight W k is given by
case, it is a nonlinear problem that can be solved iteratively. However, the cost function is not convex and may have many local minima. Therefore, very good starting values for are essential.
The following procedure is proposed. We start by a simple least squares problem (using weights W k = I n ) or a generalized total least squares problem, using some estimate for the unknown parameters. This gives us a first estimate for . This estimate is used to compute a better weight and with this weight, a new estimate is obtained, etc., following a Sanathanan-Koerner iteration [10] . (See also [11] .) This iterative process will then eventually converge to a close approximation of the ML estimates [1] . Finally, a true nonlinear iteration can be done to minimize the ML cost function.
1 is the set of scalar polynomials. 2 Herm( ) = ( + ) 2 is the Hermitian part of Equation (1) 
III. PARAMETERIZATION OF THE PROBLEM
Until now, we have not been precise about what the parameters were. They should somehow be used in the representation of the polynomial matrix P 2 n 2n . To this end, we will stack all the nynt scalar polynomials in a long vector using the vec-operator. So, defining vec(M) as the vector which stacks the columns of the matrix M on top of each other. We then have
Here, we use the Kronecker product . Given the matrices F and G, then F G is the block matrix whose (i; j)th entry is F ij G. Setting S k = S T k In and P k = vec(P ( k )), we can write the cost
From now on, we have to parameterize the vector P 2 n n 21 .
Suppose that the maximal degree that appears in P, thus the maximal degree that appears in the entries of A and B is n and suppose that f d;j 2 n n 21 : d = 0; . . . ; n; j = 1; . . . ; n y n t g forms a basis for the space of all possible P where the first index refers to the degree and the second index to the nynt independent polynomials for each degree. Thus, we can write n n 2(n+1)n n .
To illustrate this idea, suppose we consider the SISO case, where n u = n y = 1 and thus n t = 2. Let n a = @(A); n b = @(B) hence n = max(n a ; n b ). The transfer function can then be written as A d;j () d;j which seems to have 2n+2 parameters. However, suppose for example that G is strictly proper, so that n b < n a . The 0 ; . . . n are all in 221 and form 2n b +2 parameters. Since the degree of B is restricted to n b , the second element in d d for d = n b + 1; . . . ; n a has to be zero, which gives n a 0 n b linear conditions on the remaining parameters. Together with a normalization condition, this leaves us with na 0n b 01 additional free parameters, giving a total of 2n b +2+(n a 0n b 01) = n a + n b +1 degrees of freedom, just as in the previous representation. In a first attempt, a separable basis of Forsythe polynomials was selected [12] , [13] . These are polynomials orthogonal with respect to a discrete inner product. One such basis was associated with the numerator B and one basis was used to represent the denominator A. Despite the optimality of this basis for the representation of numerator and denominator separately, the method failed in bringing the condition number of the overall problem down to 1. Indeed, the matrix Re(J 3 J) consists of four blocks. The two diagonal blocks are identity matrices because of the orthogonality of numerator and denominator bases, but the two off-diagonal blocks mixing the two bases will be dense matrices.
The best conditioned matrix for the overall problem will be obtained if Re(J 3 J)is the identity matrix, hence if we can choose a basis ' such that Re(8 3 M8) = I (n+1)n n , i.e., the following discrete block-orthogonality holds:
In the complex and real setting, the discrete least squares problem has been discussed in all its generality in [14] - [17] . The result is an algorithm that computes the optimal , using these vector orthogonal polynomials. We will denote it as = DLS(L; ;@P) where are the given frequency points,
k L k represent the measurements and the chosen weights (which may depend on a choice of ), and @P represents a degree structure of numerator and denominator that one wants to have. The details can be found in the papers cited above. A minimal summary is as follows. Up to a column permutation, which is dictated by the degree structure @P , the algorithm computes an orthogonal similarity transformation of the matrix [RjZ] 
M8.
Since then V () = 3 , finding the optimal constrained by the degree conditions is trivial.
We recall that this is a fast algorithm that is numerically stable. It works for continuous systems (where is a purely imaginary number) as well as for discrete systems (where is a number on the unit circle).
Moreover, in the latter case, we can process two complex conjugate data simultaneously so that all the computations will be real.
The overall algorithm goes as follows.
1. Given = 1 . . . 2. Choose an initial (e.g., = 0).
Compute untill convergence
4. Compute the nonlinear ML solution by Gauss-Newton iteration.
Note that with each call of DLS, the system that is solved has an optimal condition number so that there is almost no degradation because of rounding errors.
The difference between the iterations in step 3 and step 4 is that in step 4, the orthogonal basis is fixed as it was at the end of step 3. Since the weights depend on , which changes through the iteration, orthogonality will be lost. The correction 1 is obtained by solving a linear system whose condition number will not be 1 anymore. However practical experience has shown that when the initial guess is good enough, the condition number will not grow above ten because the result of step 3 will be a close approximation of the ML estimate.
We summarize the advantages of the method developed in this note.
1) It is recursive and fast and numerically stable.
2) In the SISO case, it gives not only a description of all the best least squares approximants of degree n but also all the solutions of lower degree. 3) One can impose an arbitrary degree structure for MIMO systems. 4) The algorithm can be efficiently implemented on a parallel computer.
V. SOME FURTHER COMPUTATIONAL ASPECTS
Obviously, the problem simplifies considerably if ny = 1, i.e., in the MISO (hence, a fortiori in the SISO) case because the Kronecker product is then avoided. There are several possibilities to choose the initial weights, different from the one we proposed. See, e.g., [13] , and the examples that follow.
The determination of the degree of the approximant is part of the general problem. For the moment, assume that it is given. Since we propose a recursive procedure, we will compute not only the best approximant of degree n but also all the approximants of lower degree, so that a right decision on the degree of the approximant can be made.
Also updating and downdating (adding or removing a data point) is possible for this procedure. See [18] and [19] . This can be used to remove "outliers" or simulate a sliding window. Because of space limitations we can not go into the details.
VI. EXPERIMENTAL RESULTS
To show that the proposed method for practical examples which are selected in such a way that most common types of practical nonideal behavior are present.
As a first example we mention briefly a very high order mechanical vibrating SISO system. A model of order 120=120 was obtained without a problem where in step 4 of the algorithm, the condition number of the Jacobian matrix degrades from 1 to 1.4 during the ML estimation. This clearly shows the effectiveness of the method proposed.
Our second example is a MIMO system. The measurement setup is as follows (see Fig. 1 ). An aluminum plate (185 mm 2 63 mm 2
1.5 mm) hung by three nylon threads is excited by two mini-shakers via plexi-glass stinger rods. The forces u1; u2 applied by the shakers and accelerations y 1 ; y 2 at the excitations points are measured. The periodic signals r 1 ; r 2 exciting the shakers are generated by two arbitrary function generators at a sampling frequency fs = 10 MHz=2 To cope with the nonlinear distortions, 25 MIMO experiments with different realizations of the random phase multisines are performed (see [2] ). Each MIMO experiment consists of nu = 2 MIMO measurements. Hence, four different random phase multisines r 11 (frequency grid 1), r 21 (frequency grid 2), r 12 (frequency grid 2), and r 22 (frequency grid 1) are calculated for each MIMO experiment. In the jth measurement (j = 1; 2) of each experiment signals r 1j and r 2j are applied to shakers 1 and 2, respectively. Referring the observed input/output DFT spectra to the exactly known reference signals r1; r2
(k) 0x(k);x = vec(Z) with X; Z = Y R and/or UR;Ĉxx =Ĉx;N = 25, and where, for exampleŶ (n) R22 (k) is the DFT spectrum of the second output in the second measurement of the nth MIMO experiment. Contrary toÛ Fig. 2 . shows the 
The identification results are as follows. A common denominator model of order n a = n b = 60 explains the data very well: It can be seen from Fig. 2 that the difference between the identified model G(j! k ;)) and the measured frequency response matrix (FRM) G(j! k ) lies almost everywhere within the 95% uncertainty bound of the FRM measurement. This is confirmed by the actual value of the maximum likelihood (ML) cost function (3867) which is close to the expected value in the absence of model errors (848 = n y F 0 n =2, with ny = 2 the number of outputs, F = 500 the number of frequencies, and n = 61 2 5 0 1 = 304 the number of free model parameters). The vector polynomial basis (61 2 5 = 305 vector polynomials of size 5 2 1) of the bootstrapped total least squares algorithm (see [2] ) is used for the ML estimates. This results in a condition number = 3867 for the Jacobian matrix of the ML estimates.
VII. CONCLUDING REMARKS
We proposed an algorithm for system identification (MIMO and SISO) that uses a representation with respect to an appropriate orthogonal basis. Consequently the systems to solve in the SanathananKoerner iteration have condition number 1, so that there is no loss of accuracy by rounding errors. The eventual result is then used as an initial guess for a true ML iteration. In these steps, the condition number grows only moderately. and the exact noise covariance matrices by the sample noise covariance matrices finally gives (2).
