Abstract For every real number β > 1, the β-shift is a dynamical system describing iterations of the map x → βx mod 1 and is studied intensively in number theory. Each β-shift has an associated language of finite strings of characters; properties of this language are studied for the additional insight they give into the dynamics of the underlying system.
β-shifts introduced by Rényi [26] , developed by Parry in the seminal paper [25] , and studied intensively thereafter, see for example [1, 5, 7, 8, 10, 15, 21, [28] [29] [30] 37] .
Given a non-integral real number β > 1, write real numbers to base β; any nonnegative real number x has a unique greedy expansion in powers of β in the same way as we ordinarily expand a number in powers of 10. In case x ∈ [0, 1), we may thus write:
where d β (x) n ∈ {0, . . . , β } is obtained by applying the "greedy algorithm": letting τ β (y) βy mod 1, and setting τ 0 β (x) = x, we define:
β (x) , for n ≥ 1
Observe that multiplication modulo 1 of x by β corresponds to left-shifting the integer sequence (d β (x)) n∈N by one place, that is, "chopping off" the first element of the sequence:
The symbolic dynamics associated to iterations of the map x → βx mod 1-appropriately called the β-shift-is of significant interest in number theory.
β-shifts have the additional interesting property of being one of the few "natural" classes of dynamical systems for which one of the most common topological invariants-the topological entropy-can assume any desired positive real value [16] ; indeed, the topological entropy of the β-shift is log(β).
Any symbolic dynamical system has an associated language of finite strings of characters. Properties of this language are usually studied for the additional insight they give into the dynamics of the system; for instance, the topological entropy can be characterized by the language of the system alone.
The language, L(X β ), of the β-shift is the subset of the set of finite strings over the alphabet {0, . . . , β } such that s ∈ L(X β ) iff s occurs as a substring in the greedy expansion of some real number x ∈ [0, 1).
The computational properties of β-shifts with particularly well-behaved languages have been studied extensively [3, [9] [10] [11] , but most of this effort has been confined to β-shifts with quite simple languages, indeed to β-shifts of finite type and the larger class of sofic shifts-the latter corresponding to β-shifts whose languages are regular, that is, recognized by a regular expression, equivalently, recognized by a finite automaton.
Example 1 Consider the Golden ratio = 1.681 · · · defined as the largest root of the monic polynomial x 2 − x − 1. The language, L(X ), of the -shift consists of the set of finite binary strings x such that no matter how many initial bits are removed, the resulting string is lexicographically smaller than or equal to the infinite sequence 10101010 · · ·. That is, L(X ) is the set of strings generated by the cover automaton 0 0 1 It is well known that if β is a Pisot-Vijayaraghavan number (as, for instance, the Golden mean), then the β-shift is sofic, hence has language generated by a finite automaton as above [5] .
However, there are more general languages available. In computability theory, a language L for which there is a Turing machine (or, by the Church-Turing thesis, any program in a sufficiently expressive programming language) that decides, given a finite input string, whether that string is in L, is called decidable (aka. recursive).
For symbolic dynamical systems more general than the β-shifts, progress has been made recently in finding good classifications of what computational properties of their languages are needed to ensure computability of topological invariants, especially the topological entropy [13, 14, 32, 35] . However, for β-shifts, not much is known when the shifts are no longer assumed to be sofic, bar some very interesting, but little known, results by Johnson [17] . There is no a priori connection between the-necessarily countable-set of reals β associated to β-shifts with recursive languages and the-uncountable-set of non-integral reals > 1.
Ideally, if a β-shift has recursive language, we would expect that β should have a corresponding, nice computational property. At the very least, it should be possible to compute successively more accurate rational approximations to β, for instance by computing the digits of the expansion of β in some integer base. Reals β for which computing such rational approximations are possible-introduced by Turing in the papers that first defined the Turing machine [38, 39] -are known as computable reals.
We shall prove in this paper that there is a remarkable connection between decidability of L(X β ) and computability of β: Indeed, L(X β ) is a recursive set iff β is a computable real number.
For the purpose of truly practical computation, the correspondence stated above between recursive sets and computable reals is not wholly satisfactory: indeed, there should be programs witnessing the correspondence (in the language of computability theory: The correspondence should be uniformly recursive). Intuitively, there should be a program that converts programs deciding the language of a β-shift into a program computing approximations to the computable real β, and vice versa. Perhaps surprisingly, this turns out to be impossible for the "vice versa" part. Indeed, we prove that there is no constructive proof (hence no program) that converts its input-a program yielding successively more accurate approximations to some computable real β-into a program deciding the language of the corresponding β-shift. However, if we restrict our attention to the class of reals β for which 1 has an infinite greedy β-expansion, it is possible to find a constructive proof.
Remark 1
After the publication of the conference version [31] of this paper, the author became aware that Kimberly Johnson at an earlier time has proved some of our results in her dissertation [17] . Unfortunately, Johnson never published her results elsewhere. 1 While her proof methods are different from ours, we note that Johnson can rightfully claim to be the first to prove that the language of the β-shift is recursive iff the greedy expansion d β (1) of 1 is generated by a Turing machine. Indeed, we prompt the reader to peruse Johnson's dissertation-it contains many other results of interest, for instance the delightfully surprising theorem that the language of a β-shift is context-free iff it is regular. Using the new methods in the present paper, we are able to answer some of Johnson's open questions, see p. 308. Note that the main contribution of this paper-the correspondence between computability of β and decidability of the language of the β-shift-is new.
As notions from the fairly disparate fields of dynamical systems and computability theory are employed, we provide a more thorough list of definitions than common in most papers. Readers with background in dynamical systems may safely skip Sect. 2, whereas readers with background in computability theory and computable analysis may safely skip Sect. 3.
Preliminaries on Languages and β-shifts
We now move on to preliminary definitions.
Definition 1
Let be a nonempty, finite set of symbols. The set of all finite strings of elements of is denoted by * , the set of all right-infinite strings by N . The set of all bi-infinite sequences of elements of is denoted by Z . The empty string is denoted by λ. The concatenation of a finite string a ∈ * and finite or infinite string b ∈ N ∪ * is denoted by a · b or simply ab. If a ∈ * , the right-infinite string constructed by an infinite concatenation of copies of a is denoted by a ω .
A
Assuming to be ordered, we define the lexicographic order ≤ lex on * and N as usual; we extend the lexicographic order to the set * ∪ N as follows: let c be the least element of , letx = x · c ω for all x ∈ * , letŷ = y for all y ∈ N , and set a ≤ lex b for a, b ∈ * ∪ N iffâ ≤ lexb . (1) n ≤ k − 1 for all n ∈ N, and thus d β (1) is an element of the full shift on k letters, that is, the set of all right-infinite sequences of words from a k-letter alphabet, which is necessarily unique up to one-to-one renaming of the letters.
We define both the "naïve" W-β-shift, which admits certain finite greedy expansions, and the β-shift proper. (1) , that is, all suffixes of b are lexicographically smaller than or equal to d * β (1) . The one-sided β-shift, denoted X β , is the subset X β of {0, . . . , β } N containing exactly those b such that for all n ∈ N 0 , we have σ n (b) ≤ lex d * β (1) . The two-sided W-β-shift is the subset of {0, 1} Z containing exactly those b such that, for all i ∈ Z, we have b i b i+1 b i+2 · · · ∈X β . The two-sided β-shift is defined analogously, using X β .
Definition 4 Let
The reader will notice that we could have extended the definition to integers β > 1 by definingX (1) and henceX β = X β . It is easy to see that both the one-and two-sided (W-)β-shifts are shift-invariant subsets of {0, . . . , β } N and {0, . . . , β } Z , that is, σ (X β ) =X β and σ (X β ) = X β .
The "W-β-shift" corresponds to a shift with "uncorrected" greedy expansions of 1 and does not correspond to the dynamics of the map x → βx mod 1. It is sometimes, confusingly, simply called the β-shift, for example in [40] .
, is the set of finite strings occurring as substrings of elements of X β . The language of the W-β-shift is defined analogously.
The language of the two-sided β-shift is defined exactly as for the one-sided β-shift. It is easy to see that the one-and two-sided β-shifts have identical languages, and as we are concerned mainly with the language and not the shift itself, we may thus restrict ourselves to the one-sided β-shift from now on, as it is easier to deal with in our particular technical exposition. It is easy to see that the languages of all the mentioned varieties of the β-shift are all factorial and extensible.
The topological entropy of a β-shift is defined as h top (X β ) = lim n→∞ |L(X β ) ∩ n |/n [16] . Both the W-β-shift and the β-shift satisfy the following property [8, 40] :
We shall need the following fundamental result by Parry:
Theorem 2 (Parry [25] ) For any β > 1, the greedy expansion (1) for some real number β > 1.
We consequently obtain straightforward characterisations of L(X β ) and L(X β ):
Computability Theory
We give only the briefest of introductions; ample introductory material on computability theory can be found in standard textbooks, for example [18, 24, 27] . Introductory material on computable reals can be found in [19, 41] .
Recall that a partial function f : A → C is a function g : B → C defined on a subset B ⊆ A. We have:
Definition 6 A partial function f : N → N is said to be (partial) recursive if there exists a Turing machine with index i that halts exactly on the elements of dom(f ) and for all n ∈ dom(f ) outputs f (n) in finite time, in which case we write f = φ i . A function f : N → N is said to be total recursive if it is partial recursive and dom(f ) = N. The nomenclature is also used with any occurrence of N replaced by * , Q or any finite set.
Note that there is a computable encoding of Turing machines M as indices i ∈ N with computable inverse [27] . For most purposes, we may thus switch at will between considering M and its index i.
As before, we shall use the same nomenclature with N replaced by * , Q, or any finite set.
A set A ⊆ N is recursively enumerable (abbreviated r.e.) if there is a total recursive function φ : N → N with φ(N) = A. The set A is co-recursively enumerable (abbreviated co-r.e.) if its complement N − A is r.e.
For readers unfamiliar with computability theory, the essence of the above definition is that a subset A of the natural numbers (or set of all finite strings * ) is recursive iff there is a program that on input n outputs "yes" or "no" in finite time depending on whether n is in A or not.
It is easy to see that a set is recursive iff it is both r.e. and co-r.e. We shall have occasion to refer to the standard notion of the jump ∅ = {i ∈ N : φ i (i) is defined}. It is straightforward to see that ∅ is r.e., but not co-r.e. (hence not recursive).
Computable Real Numbers
With modern notation, we may introduce the computable reals as follows:
Definition 8 A real number α is computable if there exists a total recursive function φ i : N → Q such that, for all n ∈ N, we have |α − φ(n)| < 2 −n . In this case, the index i is called a computable name of α.
Thus, a real number is computable if there is a program computing rapidly converging rational approximations to it. Any rational number, any algebraic number, π and e, as well as any number for which we can compute its digits to some base, 2 are computable reals.
A moment's thought reveals that α ∈ R is computable iff there are total recursive functions φ : N → Q and ξ : N → N such that, for each n ∈ N, m > ξ(n) implies that |α − φ(m)| < 2 −n (in which case ξ is called a computable modulus of convergence for φ).
It is not hard to prove that a real number α is computable iff it is both left-and right-computable. Also, a moment's thought reveals that, in the definition of left-(resp. right-) computability, we may wlog. assume φ i to be non-decreasing (resp. non-increasing).
The following two auxiliary propositions follow straightforwardly by reduction from the Halting Problem. 3
Proposition 1 There is no recursive set D such that, for all i where φ i is total
Equivalently, the question of whether there is a k such that the value of a total recursive function φ i on k is 1 (as opposed to 0) is undecidable. The rest of the paper concerns exposition of our new results. We begin with a simply stated lemma.
Proposition 2 For any computable real
Lemma 1 Let β > 1 and let, for each a ∈ {1, . . . , β }, the set {n :
Proof Let i (a) be the index of a Turing machine enumerating {n : 
Order N k by the first component of its pairs, and write the thus ordered set as
Consider the finite string a(k)
where we take 0 0 = λ, the empty string).
The string a(k) is thus an "approximation" to d
is intuitively obtained by taking the string 0 p l and "plugging in" the h a (corresponding to the d * β (1) n that we know so far) at the correct places. All steps in the above are computable, and there is thus a Turing machine that takes as input k and outputs the string a(k).
By construction, the rth element of Again, there is a Turing machine taking k as input and outputting a representation of the set A k .
As (1) |x| that are not zero have been enumerated in N k . 4 But then x ∈ A k , showing the desired inclusion.
Each of the sets A k is recursively enumerable; hence so is L(X β ) = k∈N A k , as desired.
We have a corresponding lemma for co-r.e. sets:
Lemma 2 Let β > 1 and let, for each a ∈ {0, . . . , β −1}, the set {n :
Proof Let i (a) be the index of a Turing machine enumerating {n : d * β (1) n = a}. As in the proof of Lemma 1, consider, for k ∈ N, the finite set M k defined by:
Order M k by the first component of its pairs (note that, unlike the proof of Lemma 1, distinct pairs might now share the same first component due to the fact that the machines i (a) all enumerate complements). Write the ordered set as
For each r ∈ N, define the (possibly empty) set Observe that for any r ∈ N, the rth symbol of
Thus, the set 
To obtain the converse inclusion, let
. But by construction, there also exists a k ∈ N 5 such that, the
showing that x ∈ B k , and we obtain the desideratum.
By combining Lemmas 1 and 2, we obtain the following corollary.
Corollary 3
Let β > 1 and let, for each a ∈ {0, . . . , β }, the set {n :
We do not know whether the assumption that L(X β ) is r.e. (resp. co-r.e.) implies that {j : d * β (1) j = i} is r.e. (resp. co-r.e.) for all i ∈ {1, . . . , β }. However, if we make the stronger assumption that L(X β ) is recursive, we obtain the following:
Lemma 3 Let β > 1 and let L(X β ) be recursive. Then, for all a ∈ {0, . . . , β }, the set {n :
As L(X β ) is recursive, there is a Turing machine with index i such that φ i : {0, . . . , β } * → {0, 1} is a total function and φ i (x) = 1 iff x ∈ L(X β ). Using the machine with index i, we may then computably obtain, for each l ∈ N, the unique element y ∈ L(X β ) ∩ {0, . . . , β } l satisfying σ k (x) ≤ lex y for all k ∈ {0, . . . , l} and all x ∈ L(X β ) ∩ {0, . . . , β } n .
The nth element of y is d * β (1) n , and using the machine with index i we may thus decide whether d * β (1) j = a, for all a ∈ {0, . . . , β }. Hence, {n : d * β (1) n = a} is recursive for all a ∈ {0, . . . , β }, concluding the proof.
By the above lemma, if L(X β ) is recursive, we may compute the elements of the sequence d * β (1) . We now have our first theorem:
Proof By Corollary 3 and Lemma 3.
In colloquial terms, Theorem 3 may be stated as: "It is as hard to produce the digits of d * β (1) in ascending order as it is to decide L(X β )." As corollaries of Theorem 3, we can now give alternative proofs of the following two results, originally due to Johnson [17] : 
Proof There is a Turing machine with index i such that, for each k ∈ N, We could have stated a slightly sharper version of Theorem 3: By inspecting the proofs of the present section, we see that there is a Turing machine that, for each a ∈ {0, . . . , β }, as input takes (the index of) a Turing machine deciding L(X β ) and produces (the index of) a Turing machine that decides {n : d * β (1) n = a}. Conversely, there is a Turing machine that as input takes (the index of) a Turing machine deciding {j : d * β (1) j = a} and produces (the index of) a Turing machine deciding L(X β ). In computing vernacular, this amounts to the statement that L(X β ) is uniformly recursive in the finite collection of sets {n : d * β (1) n = a} (for a ∈ {0, . . . , β }) and vice versa. Thus, the biimplication of the theorem is constructive: There is an algorithm witnessing that we can go back-and-forth between each side of the biimplication. As we shall see in Sect. 6, obtaining such an algorithm is not possible for passing back-and-forth from L(X β ) to algorithms for computing β.
In Proof Choose a (necessarily infinite) subset, A ⊆ N that is r.e., but not co-r.e. (for instance the jump ∅ ). Let γ ∈ {0, 1} N be such that the 2 j th element of γ is 1 iff j ∈ A and all other elements are 0. Then, σ k (γ ) ≤ lex γ for all k ∈ N 0 and Corollary 1 thus ensures existence of a real number 1 < β < 2 such that γ = d * β (1) . Now, {j : γ j = 1} = {2 n : n ∈ A} is clearly recursively enumerable. If it were also co-r.e., it would be recursive, implying that A would be recursive, hence also co-r.e., contradicting the assumptions.
Consider L(X β ). By Lemma 1, L(X β ) is recursively enumerable. Were L(X β ) also co-r.e., it would be recursive, and Lemma 3 would yield that {j : γ j = 1} were recursive, hence in particular co-r.e., a contradiction.
The proof of existence of a β-shift with a language that is co-r.e., but not r.e. is performed in the same way: Letting A ⊆ N be co-r.e. but not r.e., simply note that {j : γ j = 1} = {2 n : n ∈ A} is co-r.e. iff A is co-r.e.
Correspondence Results for d β (1), d * β (1) and β
We now investigate the correspondence between computability of β and computability of d β (1) and d * β (1) . We first make an observation concerning solutions to equations on the form 1 = ∞ n=1 a n x −n .
Remark 2 For any sequence (a n ) n∈N in {0, . . . , β } N that has at least one non-zero element, observe that the equation 1 = ∞ n=1 a n x −n has exactly one positive real solution.
If all elements of (a j ) j ∈N are zero after a certain step N ∈ N, we can find the solution of the above effectively by observing that the largest positive real root of the monic polynomial (2) is a computable real number, and (3) given the (finite set of) non-zero coefficients a n can be found by standard root-finding methods from computational algebra, see for example [43] .
Definition 10 Let (a n ) n∈N and (b n ) n∈N be sequences of elements of N 0 . Write (a n ) n∈N (b n ) n∈N if, for all n ∈ N, we have a n ≤ b n .
Proposition 4
Let (a n ) n∈N and (b n ) n∈N be sequences of elements of N 0 such that (1) for all n ∈ N, we have a n ≤ b n , and (2) both sequences contain at least one non-zero element. Let the unique positive solutions to 1 = n∈N a n x −n and 1 = n∈N b n x −n be x a and x b , respectively. Then, x a ≤ x b .
Proof Assume x a > x b . Then n∈N b n x −n a < 1. But as a n < b n for all n ∈ N, we have 1 = n∈N a n x −n a ≤ n∈N b n x −n a < 1, a contradiction.
We can now establish the following. (1) n x −n is a computable real by Remark 2, and by the same remark, we can thus, given S k , effectively find an element p k /q k ∈ Q such that
Lemma 4
for all k, and the sequence (p k /q k ) k∈N is thus non-decreasing with sup k (p k /q k ) = x S .
As the operations for constructing the p k /q k from i are all computable, there exists a Turing machine with index i halting on all inputs k such that φ i (k) = p k /q k for all k ∈ N, whence x S is left-computable.
We have a similar correspondence between co-r.e. sets and right-computability: Proof Let, for each a ∈ {1, . . . , β }, i (a) be the index of a Turing machine that enumerates the following set:
That is, d k is the largest index that has occurred when the machines with indices i (1) , . . . , i ( β ) have all been run on inputs 1, . . . , k.
Consider, now, for each r ∈ N the (possibly empty) sets B r {j : 6 Denote by x k the unique positive solution of 1 = n∈N b(k) n x −n and observe that for all k ∈ N, n > d k implies that b(k) n = β .
We shall establish an algorithm that, on input k ∈ N, produces a number p k /q k ∈ Q such that 0 ≤ p k /q k − x k ≤ 2 −k and such that for k > 1, we have p k /q k ≤ p k−1 /q k−1 , . . . , p 1 /q 1 . Thus, the algorithm produce a non-increasing sequence of non-negative rationals that converges to x k .
Let M k be the least natural number such that for all n > M k , we have b r = β . By the above comments, we have M k ≤ d k and can hence compute M k . Split the sum n∈N b(k) n x −n as:
The rightmost term above is a geometric series with limit β x −M k /(x − 1). Thus, x k is the largest positive solution of
hence also the largest positive solution of
But the left-hand side above is an integer polynomial of degree M k + 1, and as noted in Remark 2, x k is thus a computable real. We can hence by the definition of computable reals effectively obtain a rational number
We can thus computably obtain p k /q k from the machines with indices c j , and there is hence a Turing machine with index i such that
For increasing k, increasingly longer prefixes of d β (1) occur as the prefixes of (b n ) n∈N , and as the sequence (p k /q k ) k∈N is non-increasing and satisfies We would like to have a converse result, showing that if β is a computable real, then each of the sets {n : d β (1) n = a} is recursive. This is contained in Lemma 7, the proof of which will need a number of ancillary results that we give in the following. We do not know whether any of these ancillary results can be improved to treat r.e. or co-r.e. sets.
Proposition 5 If
β k − k−1 j =1 d β (1) j β k−j ∈ Z for some k ≥ 1, then d β (1) n = 0 for all n > k, that
is, the greedy expansion is finite.
Proof This is a straightforward consequence of the greedy algorithm for establishing d β (1) . (1) is somewhat harder and is contained in the following lemma.
Lemma 6 Let β > 1 be a non-integral computable real such that d β (1) is not finite. Then there is a Turing machine with index i such that
Proof By Proposition 5, we have β n − n−1
As β is a computable real, there are Turing machines with indices i and i halting on all inputs such that (1) β = lim n→∞ φ i (n) and (2) 
By standard results [41] , the set of computable reals is an algebraic field, and we thus obtain that β n − n−1 j =1 d β (1) j β n−j is a computable real for all n ∈ N. Again by standard results [41] , the arithmetical operations of multiplication and addition are recursive, and there is thus a Turing machine with index l such that φ l : N × N → Q and, for all n, m ∈ N, |(
Using l, we may construct an algorithm that does the following: For each k ∈ N, run the machine with index l on input (n, j ) for successively greater j until an N ∈ N is found such that for all a ∈ {0, . . . , β }, we have |a − φ l (n, N )| > 2 −(N −1) (the fact that β n − n−1 j =1 a j β n−j / ∈ Z implies existence of such an N ).
j =1 a j β n−j < a + 1, and the former condition can of course be bruteforced checked by going through all a ∈ {0, . . . , β }.
By the algorithm above, there exists a Turing machine with index i such that, for all k ∈ N, φ i (n) = a iff a < β n − n−1 j =1 d β (1) j β n−j < a + 1, concluding the proof.
We now proceed to the following crucial lemma: (1) , and the result follows from Lemma 6.
We now prove our main result:
Proof "If" follows from Theorem 3 and Corollary 6. "Only if" follows from Lemma 7 and Theorem 3. Note that it follows immediately from the definitions that
As every algebraic number is computable [41, 43] , we immediately obtain:
As many well-known transcendental numbers β are expressible in terms of series expansions with predictable rate of convergence, their β-shifts will have recursive language.
Example 2 The π -shift has recursive language, as has the e-shift and the γ -shift (where γ is the Euler-Mascheroni constant).
As negative examples, we have the following two well-known variations on a common theme:
Example 3 The β s -shift corresponding to Specker's constant
has non-recursive language, as β s is not a computable real [36] . 7 This use of the Principle of the Excluded Middle (PEM) is the essential non-constructive part of our main theorem on the correspondence between d β (1) and β. We are applying the PEM to the undecidable problem of whether a (computable) infinite sequence of bits only has a finite number of ones. Note that the lemma illustrates the difference between merely proving that certain sets are recursive and proving that they are "uniformly computable in some other set", that is, that we can effectively obtain decision procedures for them, given oracles to other sets.
Let U be any universal prefix-free Turing machine and let H U = {x ∈ {0, 1} * : U halts on input x}. Then Chaitin's (U-)constant is the real number
and U is not a computable real [20] ; hence the U -shift has non-recursive language.
Non-constructiveness of the Correspondence Result for β-shifts is Unavoidable
The correspondence theorem for β-shifts was proven by means of two intermediate results:
The first result stated that there is an algorithm for turning a decision procedure for L(X β ) or L(X β ) into a computable name of the computable real β (that is, the lemma has a constructive proof). The second result had a proof that stated that it is impossible for a computable real not to have a β-shift with recursive language; thus, the proof established existence by means of a double negation and was not constructive. The essential non-constructive technicality of the proof was a flagrant use of the Principle of the Excluded Middle. It is offhand not evident that this should be necessary: A more careful argument could supposedly have yielded a constructive proof that would have supplied an algorithm to convert a computable name of β into a decision procedure for L(X β ).
In this section, we show that no such constructive proof exists. For ease of exposition, we consider reals 1 < β < 2; for these, we have L(X β ) ⊆ {0, 1} * and thus d β (1) d * β (1) are thus sequences of bits.
For the W -β-shift and for the set of βs with non-finite d β (1) , we can give a surprisingly easy argument employing the Golden ratio showing that existence of a constructive proof would imply solvability of the Halting Problem. We have:
Theorem 5
There is no program that, on input a computable name of a computable real 1 < β < 2, produces the sequence of bits in d β (1) .
Formally: There is no partial recursive function ζ : 
Thus, if ζ existed, we could feed it any computable name of a computable real 1 < β < 2 and obtain an answer to the question "is ≤ β?", contradicting Proposition 2.
Corollary 8
There is no program that, on input a computable name of a computable real 1 < β < 2, produces a decision procedure for L(X β ).
Proof Assume otherwise. The assumption then implies that given n ∈ N we can effectively obtain the set L(X β ) ∩ {0, 1} n . The lexicographically greatest element of this finite set is the prefix of d β (1) of length k. But then we can obviously construct an algorithm that produces the sequence of bits of d β (1) , contradicting Theorem 5.
For the proper β-shift, we would expect a result corresponding to Theorem 5 to hold. Indeed, the two sets X β andX β differ only when d β (1) is finite. The problem of asserting whether a Turing machine computes a sequence ending in an infinite sequence of zeros is obviously non-recursive. So, intuitively, computing the sequence of digits of d * β (1) should not be easier than computing the sequence of digits of d β (1) . Unfortunately, this ad hoc argument does not lend itself to formalisation, and we are forced to take a more roundabout approach:
Theorem 6
There is no program that, on input a computable name of a computable real 1 < β < 2, produces the sequence of digits of d * β (1) . Formally: There is no partial recursive function ζ : N → N such that if φ i : N → Q is a computable name of a computable real 1 < β < 2, then i ∈ dom(ζ ) and φ ζ (i) :
Proof For n ∈ N, let c n be the element of {0, 1} N having a 1 in the nth place, and 0 in all other places. Consider the set E ⊆ {0, 1} N consisting of all infinite bit strings on the form 11c n . For each element 11c n , of E, we have σ l (11c n ) ≤ lex 11c n for all l ∈ N, whence by Theorem 2, there exists a real number 1 < β n < 2 with 11c n = d β n (1) . Note that by definition of d β (1), we have d β (1) = 11c for some c ∈ {0, 1} N . Set (1 + √ 5)/2. As β n is a solution of 1 = x −1 + x −2 + x −n−2 , we have 1 = β 2 n − β n − β −n n . We have (1) < β n for all n, (2) β j > β n for j < n, and (3) = inf n β n (as 1 = −1 + −2 ). Let φ i : N → {0, 1} be any total recursive function. We will construct a name p (with φ p : N → Q) of a computable real by setting φ p (n) φ p (2n + 2) for an index p of a Turing machine that does the following:
Observe that φ p is a total recursive function φ p : N → Q and that the algorithm above obtains p effectively from i.
Split on cases according to whether there exists a n ∈ N such that φ i (n) = 1:
• Assume that there is no such n. As 1 = 2 − , we obtain
and thus
We then have:
That is, p is a computable name of .
• Assume that there exists a n with φ i (n) = 1.
Straightforward calculations for j ≤ n yield:
That is,
whence, by 1 < β n < β j ,
Thus, we have |φ p (j ) − β n | = |φ p (2j + 2) − β n | ≤ |φ p (2j + 2) − β 2j +2 | + |β 2j +2 − β n | ≤ 2 −(2j +2) + β −2j −2 2j +2 ≤ 2 −(2j +2) + −(2j +2) < 2 −(2j +2) + 2 −(j +1) ≤ 2 −j . Hence, p is a computable name of β n .
Thus, p is a computable name of a computable real number. Now, for all i ∈ N denote by α i the computable real whose name is p (as obtained from i above), and assume, for the purpose of contradiction, that the function ζ of the theorem existed. Given i, we could then effectively construct p, then use ζ(p) to ascertain whether d * (1) 2 = 1 implies α i = β n which implies existence of some n ∈ N with φ i (n) = 1.
We could thus, for an arbitrary total function φ i decide whether there exists a n ∈ N such that φ i (n) = 1. This contradicts Proposition 1.
Corollary 9
Proof Assume otherwise. For each natural number n, the assumption implies that we can obtain, by a computable procedure, the finite set L(X β ) ∩ {0, 1} n . The lexicographically greatest element of this finite set is the prefix of d * β (1) of length n and can obviously be found in finite time. But then we have an algorithm that produces the sequence of bits of d * β (1) , contradicting Theorem 6.
Thus, while the fact that β is a computable real allows us to conclude that L(X β ) is a recursive set, we cannot on the basis of a Turing machine computing β, construct a Turing machine that lets us decide L(X β ), even though we know that such a machine exists.
Unresolved Questions
While we have established correspondences between computability of real numbers β and decidability of the languages of their associated β-shifts, some pertinent questions remain:
1. In analogy to the extension of the notion of recursive set to the full arithmetical hierarchy [27] , it is possible to extend the notion of computable real to an arithmetical hierarchy of reals [42] . The class of β-shifts with languages at level n of the arithmetical hierarchy comprise precisely those shifts for which β is at level n in the arithmetical hierarchy of reals. The proofs of our results are so generic that they can be extended without much effort to show that the β-shifts having languages at the nth level of the arithmetical hierarchy are precisely those where β is a real number at the nth level of the arithmetical hierarchy of reals. For purposes of exposition, this paper only concerns results at the very first level of both hierarchies: Recursive sets and computable reals. Full details concerning sets and reals higher in the hierarchies may be found in the companion technical report [33] . Apart from the arithmetical hierarchy of reals, there is also an analytical such hierarchy and a correspondingly-defined classical notion of analytical sets [27] . We conjecture that our correspondence theorems can be lifted to this settings. 2. For subrecursive classes of sets and their realizability as the languages of β-shifts, the attention has so far focused on the Chomsky hierarchy (hence on regular, context-free and context-sensitive languages), and a number of interesting results for these are known [5, 17] . For other subrecursive classes that have been studied in computer science, not much is known. The question of β-shifts having languages complete for complexity classes like P, NP, PSPACE and so forth has been briefly investigated [34] , but there is still a plethora of sets investigated within computational complexity theory that might conceivably be realizable as the languages of interesting classes of reals. The same observation goes for other classes of shifts. For instance, Hertling and Spandl have investigated computability theoretical properties of the languages of gap shifts [13] . Investigating subrecursive classes in that setting could yield interesting results as well.
