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Abstract
Thanks to Dress–Iwaniec–Tenenbaum (1983), we know that the sum
∑
d,e
µ(d)µ(e)
[d,e]
converges to a positive constant; that constant was rigorously estimated by Helfgott
(2015).
Define X > 0 7→ log+(X) = max{log(X), 0}. We study the logarithm re-
lated sum Σv(U) =
∑
d,e
(de,v)=1
µ(d)µ(e)
[d,e]
log+
(
U
d
)
log+
(
U
e
)
. Thanks to Barban–Vehov
(1968), Motohashi (1974) and Graham (1978), it has been long known, but never
explicitly, that Σ1(U) asymptotes log(U). In this article, we discover not only that
Σq(U) ∼
q
ϕ(q)
log(U) for all q ∈ Z>0, but also, and more importantly, we are able
to estimate explicitly Σv(U) for v ∈ {1, 2} by giving rigorously their asymptotic
expansion. We thus have Σv(U) =
v
ϕ(v)
log(U)− sv +O
∗
v
(
Kv
log(U)
)
, s1 = 0.60731 . . .
and s2 = 1.4728 . . ., for some explicit constant Kv > 0.
1 Notation and basic definitions
Throughout the present work the variable p denotes a prime number and the function
X > 0 7→ log+(X) corresponds to max{log(X), 0}. We also use the O∗ notation: we
write f(X) = O∗(h(X)), as X → a to indicate that |f(X)| ≤ h(X) in a neighborhood
of a, where, in absence of precision, a corresponds to ∞. Finally, we consider the Euler
ϕs and Kappa κs functions: let s be any complex number, we define ϕs : Z>0 → C as
q 7→ qs∏p|q (1− 1ps) and κs : Z>0 → C as q 7→ qs∏p|q (1 + 1ps ).
2 Introduction
Let U > 2. Consider the function Ld = log
+
(
U
d
)
, which is continuous on (0,∞) and
satisfies L1log(U) = 1 and
Ld
log(U) = 0 for all d ≥ U ; therefore
{
Ld
log(U)
}∞
d=1
is a sequence of
parameters as in Selberg sieve that are also continuous and monotonic. Thus, the sum
∑
n≤X
(n,v)=1

∑
d|n
µ(d)Ld


2
(2.0.1)
1
sifts the prime numbers in the interval [U,X ], where v ∈ {1, 2}.
Sums like the one in (2.0.1) have been studied, in a non-explicit manner, with the
weight Ld replaced by d 7→ 1{d≤U}(d), by Dress, Iwaniec and Tenenbaum in [6] and
recently by de la Brete`che, Dress and Tenenbaum in [5]. In this case, the analogous
main term expression
∑
d,e≤U
µ(d)µ(e)
[d,e] converges to a positive constant whose rigorous
estimation has been given by Helfgott in [9, Proposition 6.30], showing that
∑
d,e
µ(d)µ(e)
[d, e]
= 0.440729+O∗(0.0000213).
The objective of this article is to study the main term of the asymptotic expres-
sion of (2.0.1). In [8], it is shown by a non-explicit analysis, that
∑
d,e
µ(d)µ(e)
[d,e] LdLe ∼
log(U). In the present work, we will conclude, in an explicit manner, not only that∑
d,e
(de,q)
µ(d)µ(e)
[d,e] LdLe ∼ qϕ(q) log(U), for all q ∈ Z>0, but we will also be able to obtain
its second order term, being a constant for all q ∈ Z>0. When q = v ∈ {1, 2}, we esti-
mate sharply the value of those constant, confirming what previous numerical analysis
suggested. Our objective, achieved in §7, is thus to confirm the following estimations
∑
d,e
(de,v)=1
µ(d)µ(e)
[d, e]
LdLe
?
=


log(U)− 0.60731 . . .+Ov
(
Kv
log(U)
)
if v = 1,
2 log(U)− 1.4728 . . .+Ov
(
Kv
log(U)
)
if v = 2,
(2.0.2)
for some explicit constant Kv > 0. Here, the error term order is probably the best we
can obtain by working with explicit tools, as we rely on modern estimations given by
Balazard [1], Borde`lles [3], El-Marraki [7], Helfgott [9, §6] and Ramare´ [15], [16], among
others. Nonetheless, when using non-explicit tools, given by a typical complex-analytical
approach, one should expect an error term of magnitude e−w
√
log(U) for some constant
w > 0.
In order to derive (2.0.2), it is essential to provide a rigorous estimation, by working
carefully, and not by brute force, and by seeking for a path or manner, different from
a classical prime-number-theorem-like approach (as in [8], for example), which gives
ineffective or well explicit estimations that involve huge numbers, thus too incovenient to
be used. It is a challenging task since one faces the difficulty of proving a result by using
completely different techniques and tools, that otherwise lead to impractical outcomes.
Our work is general enough to consider any coprimality condition, and not the specific
ones given by q = v ∈ {1, 2}. In that aspect we do not cross any difficulty in deriving
Theorem 7.0.1 for any q ∈ Z>0, provided that the specific constant Kq is found.
In order to derive Theorem 7.0.1, we introduce in §3 some functions that correspond
to averages of some expressions involving the Mo¨bius function, from which we can derive
explicit estimations, and that are crucial for the results given in sections §5 and §6, the
latter being directly involved with the sum (2.0.1).
Every constant in this article has been estimated using interval arithmetic, imple-
mented by Platt in C++ and used for example in [13], as it provides results with double
precision, higher performance and faster speed, when compared to the ARB package in
Sage.
2
3 Bounds on positive functions involving the Mo¨bius
function
For the work in §4, we will need to reduce our estimations to some well-known and
simpler functions; define mq(X) =
∑
n≤X
(n,q)=1
µ(n)
n
and consider
mˇq(X) =
∑
n≤X
(n,q)=1
µ(n)
n
log
(
X
n
)
, ˇˇmq(X) =
∑
n≤X
(n,q)=1
µ(n)
n
log2
(
X
n
)
, (3.0.1)
m˜q(X) =
∑
n≤X
(n,q)=1
µ(n)
κ(n)
log
(
X
n
)
, ˜˜mq(X) =
∑
n≤X
(n,q)=1
µ(n)
κ(n)
log2
(
X
n
)
. (3.0.2)
It is straightforward to see by summation by parts that mˇq and ˇˇmq, as well as m˜q and
˜˜mq, are related by the following identity.
Lemma 3.0.1. Let X ≥ 1. We have∫ X
1
mˇq(s)
ds
s
=
1
2
ˇˇmq(X),
∫ X
1
m˜q(s)
ds
s
=
1
2
˜˜mq(X).
Moreover, we have the following explicit estimations
|mˇ(X)− 1| ≤ 1√
X
, if 1 ≤ X ≤ 1012 [9, Lemma 5.9],
≤ 1
389 log(X)
, if X ≥ 3155 [16, Theorem 1.5],
(3.0.3)
| ˇˇm(X)− 2 log(X) + 2γ| ≤ 2γ√
X
, if 1 ≤ X ≤ 1012 [9, Lemma 5.9],
≤ 1
103 log(X)
, if X ≥ 9 [16, Theorem 1.8],
(3.0.4)
where the first bound in each case has been obtained with the help of computer calcula-
tions using interval arithmetic.
Consider now q, d ∈ Z>0. We write d|q∞, meaning that d is in the set {d′, p|d′ =⇒
p|q}. Let n ∈ Z>0, then (q∞, n) is the greatest divisor d′ of n such that d′|q∞. Therefore
(q∞, n) = 1 if and only if (n, q) = 1; otherwise, (q∞, n) and (n, q) may differ. With this
definition, and by using the following identity, established for example throughout [8,
Lemma 2] and in [9, Eq. (5.72)], one can study a sum with coprimality conditions from
the same sum without such conditions.
Lemma 3.0.2. The following identity holds:
∑
d|q∞,d|n µ
(
n
d
)
= µ(n)1{(n,q)=1}(n). Hence,
for any function h : Z+ → C, we have the formal identity∑
n
(n,q)=1
µ(n)
n
h(n) =
∑
d|q∞
1
d
∑
n
µ(n)
n
h(dn). (3.0.5)
3
Lemma 3.0.2 is meaningful since, as Ramare´ points out in [15, §1], on using merely
a Mo¨bius inversion
∑
d|q,d|n µ (d) = 1{(n,q)=1}(n) in (3.0.5), one would have been taken
back to a sum having, again, coprimality conditions.
On the other hand, with the help of Lemma 3.0.2, among other tools, Helfgott [9,
Prop 5.15] was able to prove the following.
Lemma 3.0.3. Let X ≥ 1 and θ = 1− 1log(1012) . Then∣∣∣∣mˇq(X)− qϕ(q)
∣∣∣∣ ≤
√
q
ϕ 1
2
(q)
1√
X
+
qθ
ϕθ(q)
1{X≥1012}(X)
389 log(X)
. (3.0.6)
The proof of the Lemma 3.0.3 consists on finding a way to put together the bounds
(3.0.3) so that resulting estimation comes from a direct application of identity (3.0.5);
it is indeed very convenient to have general inequalities that prevent us from splitting
a summation into many ranges that are not in general simple to handle on their own.
Inspired by this remark, we derive our first result, that will help us to further understand
the estimations given in lemmas 5.0.4 and 6.1.3.
Lemma 3.0.4. Let X ≥ 1 and θ = 1− 1log(1012) . Then∣∣∣∣∣∣ ˇˇmq(X)−
2q
ϕ(q)

log(X)− γ −∑
p|q
log(p)
p− 1


∣∣∣∣∣∣ ≤
√
q
ϕ 1
2
(q)
2γ√
X
+
qθ
ϕθ(q)
1{X≥1012}(X)
103 log(X)
.
Proof. By taking h(n) = (max
{
log
(
X
n
)
, 0
}
)2 in Lemma 3.0.2, we derive
ˇˇmq(X) =
∑
d|q∞
1
d
∑
n≤X
d
µ(n)
n
log2
(
X
dn
)
=
∑
d|q∞
1
d
ˇˇm
(
X
d
)
. (3.0.7)
Consider the Dirichlet series
∑
d|q∞
1
ds
; it converges to q
s
ϕs(q)
for all s ∈ C such that
ℜ(s) > 0. Subsequently, we can differentiate that series to obtain
−
∑
d|q∞
log(d)
d
=

∑
d|q∞
1
ds


′
s=1
=
(
qs
ϕs(q)
)′
s=1
=

 qs
ϕs(q)
∑
p|q
− log(p)
ps − 1


s=1
. (3.0.8)
On the other hand, by combining the bounds given in (3.0.4), we have that∣∣∣∣∣∣
∑
d|q∞
1
d
(
ˇˇm
(
X
d
)
− 2 log
(
X
d
)
+ 2γ
)∣∣∣∣∣∣ ≤
1√
X
∑
d|q∞
2γ√
d
+
∑
d|q∞
1{X
d
≥1012}(d)
103 d log
(
X
d
)
≤
√
q
ϕ 1
2
(q)
2γ√
X
+
1{X≥1012}(X)
103 log(X)
∑
d|q∞
1
dθ
=
√
q
ϕ 1
2
(q)
2γ√
X
+
qθ
ϕθ(q)
1{X≥1012}(X)
103 log(X)
, (3.0.9)
where, recalling the definition of θ, we have used that the function d 7→ 1
d1−θ log(Xd )
is
decreasing for 1 ≤ d ≤ X1012 .
4
We conclude the result from (3.0.8), by stating the following identity
∑
d|q∞
1
d
(
log
(
X
d
)
− γ
)
=
q
ϕ(q)

log(X)− γ −∑
p|q
log(p)
p− 1

 , (3.0.10)
that can be replaced in the leftmost expression of inequality (3.0.9). 
We provide now the main term of the function X 7→ ˜˜mq(X). It may come as a
surprise that aq, defined below, is closely related to the function, introduced in Lemma
6.1.1, that optimizes Selberg sieve (refer to [10, §3.2]).
Lemma 3.0.5. Let X ≥ 1 and θ = 1− 1log(1012) . Then∣∣∣∣ ˜˜mq(X)− 2ζ(2)κ(q)q (log(X)− aq)
∣∣∣∣ ≤ p 12 (q) 2γP 12√X + pθ(q)
Pθ1{X≥1012}(X)
103 log(X)
,
where,
aq =
∑
p
log(p)
p(p− 1) + γ +
∑
p|q
log(p)
p
,
∑
p
log(p)
p(p− 1) + γ = 1.33258228 . . . ,
pα(q) =
∏
p|q
p+ 1
p+ 1− p1−α , P 12 = 3.575, Pθ = 1.693.
Proof. Observe that for square-free n, n
κ(n) =
∑
d|n
µ(d)
κ(d) . Therefore
˜˜mq(X) =
∑
n≤X
(n,q)=1
µ(n)
n
log2
(
X
n
)∑
d|n
µ(d)
κ(d)
=
∑
d
(d,q)=1
µ2(d)
dκ(d)
ˇˇmdq
(
X
d
)
. (3.0.11)
By (3.0.11), we are now able to derive the main term of ˜˜mq
(
X
d
)
in a similar manner to
the expression (3.0.9). Hence, by Lemma 3.0.4,
∑
d
(d,q)=1
µ2(d)
dκ(d)
∣∣∣∣∣∣ ˇˇmdq
(
X
d
)
− 2dq
ϕ(dq)

log(X
d
)
− γ −
∑
p|dq
log(p)
p− 1


∣∣∣∣∣∣
≤
√
q
ϕ 1
2
(q)
2γ√
X
∑
d
(d,q)=1
µ2(d)
ϕ 1
2
(d)κ(d)
+
qθ
ϕθ(q)
1{X≥1012}(X)
103
∑
d≤ X
1012
(d,q)=1
µ2(d)
d1−θϕθ(d)κ(d) log
(
X
d
)
≤ p 1
2
(q)
2γP 1
2√
X
+ pθ(q)
Pθ1{X≥1012}(X)
103 log(X)
,
where we have used that d 7→ 1
d1−θ log(Xd )
is decreasing for 1 ≤ d ≤ X1012 ; thereupon,
we have completed the above summations on the variable d to derive a convergent sum,
obtaining
pα(q) =
qα
ϕα(q)
∏
p|q
(
1 +
1
(pα − 1)(p+ 1)
)−1
=
∏
p|q
p+ 1
p+ 1− p1−α , α ∈
{
1
2
, θ
}
,
5
Pα =
∑
d
µ2(d)
ϕα(d)κ(d)
=
∏
p
(
1 +
1
(pα − 1)(p+ 1)
)
∈
{
[3.574, 3.575] if α = 12 ,
[1.692, 1.693] if α = θ.
On the other hand, let Fq(s) =
∑
d
(d,q)=1
µ2(d)
dsϕ(d)κ(d) ; it is a well-defined function for all
s ∈ C such that ℜ(s) > −1 and we have that
∑
d
(d,q)=1
µ2(d)
ϕ(d)κ(d)
∑
p|d
log(p)
p− 1 =
∑
p∤q
log(p)
(p− 1)(p2 − 1)
∑
e
(e,pq)=1
µ2(e)
ϕ(e)κ(e)
=
∑
p∤q
log(p)
(p− 1)(p2 − 1)
∏
p′∤pq
(
1 +
1
p′2 − 1
)
= Fq(0)
∑
p∤q
log(p)
p2(p− 1) , (3.0.12)
where Fq(0) = ζ(2)
ϕ(q)κ(q)
q2
. Therefore, from (3.0.12), we derive
2q
ϕ(q)
∑
d
(d,q)=1
µ2(d)
ϕ(d)κ(d)

log(X
d
)
− γ −
∑
p|dq
log(p)
p− 1


=
2q
ϕ(q)
Fq(0)

log(X) + F ′q(0)
Fq(0)
− γ −
∑
p|q
log(p)
p− 1 −
∑
p∤q
log(p)
p2(p− 1)


= 2ζ(2)
κ(q)
q

log(X)−∑
p
log(p)
p(p− 1) − γ −
∑
p|q
log(p)
p

 .
Finally, by observing that
∑
p
log(p)
p(p− 1) + γ ∈ [1.33258227221663, 1.3325822916778], (3.0.13)
we conclude the result. 
A similar treatment to (3.0.11) allows us to derive the main term of m˜q(X) and thus
Lemma 3.0.6. We do not bother to perform the involved calculations, since it is a result
that has already been proved, by different means, in [9, Prop. 6.8]; it reads as follows.
Lemma 3.0.6. Let X ≥ 1 and θ = 1− 1log(1012) . Then
∣∣∣∣m˜q(X)− ζ(2)κ(q)q
∣∣∣∣ ≤ p 12 (q)
P
(1)
1
2√
X
+ pθ(q)
P
(1)
θ 1{X≥1012}(X)
389 log(X)
,
where P 1
2
, Pθ, p 1
2
(q) and pθ(q) are defined in Lemma 3.0.5.
6
4 A logarithmic sum involving the Mo¨bius function
In order to start our analysis, let U ≥ 107. Consider a parameter 1 < Z < U such that
U
Z
≥ 2× 104 and Z ≥ 4× 105, and write
∑
d,e
(de,v)=1
µ(d)µ(e)
[d, e]
LdLe =
∑
ℓ≤U
(ℓ,v)=1
µ2(ℓ)
ℓ
∑
r1,r2
(r1,r2)=1
(r1r2,ℓv)=1
µ(r1)µ(r2)
r1r2
Lℓr1Lℓr2 = SI + SII, (4.0.1)
where
SI = SI(U,Z, v) =
∑
Z<ℓ≤U
(ℓ,v)=1
µ2(ℓ)
ℓ
∑
r1,r2
(r1,r2)=1
(r1r2,ℓv)=1
µ(r1)µ(r2)
r1r2
Lℓr1Lℓr2 , (4.0.2)
SII = SII(U,Z, v) =
∑
ℓ≤Z
(ℓ,v)=1
µ2(ℓ)
ℓ
∑
r1,r2
(r1,r2)=1
(r1r2,ℓv)=1
µ(r1)µ(r2)
r1r2
Lℓr1Lℓr2 . (4.0.3)
The reason why the above sums have been introduced is related to the obtainment of
actual error terms, which otherwise fail to arise. Indeed, in order to deal with lower order
terms, two different approaches are required; one for S
(v)
I
and another for S
(v)
II
, neither
of them being satisfactory when applied to both sums at once.
With respect to Z, it will be clear in §6.3 why we will end up selecting Z = 10U 23 .
5 The sum SI
We introduce some lemmas that will help us to estimate SI. The reader should keep in
mind that although our results consider only q = v ∈ {1, 2}, they could be stated for any
q ∈ Z>0. We start quoting [17, Lemma 4.2.3].
Lemma 5.0.1. Let X > 0. The following estimation holds.
∑
ℓ≤X
(ℓ,q)
µ2(ℓ)
ℓ
=
q
κ(q)
6
π2
(log(X) + bq) +O
∗
( √
q
ϕ 1
2
(q)
1.044
∏
2|q 0.223√
X
)
, (5.0.1)
where
bq =
∑
p
2 log(p)
p2 − 1 + γ +
∑
p|q
log(p)
p+ 1
,
∑
p
2 log(p)
p2 − 1 + γ = 1.71713766 . . .
Lemma 5.0.2. Let X ≥ 104 and v ∈ {1, 2}. Then
1
log2(X)
×
∑
ℓ≤X
(ℓ,v)=1
µ2(ℓ)√
ℓ ϕ 1
2
(ℓ)
log
(
X
ℓ
)
≤ ψv =
{
1.344, if v = 1,
0.471, if v = 2.
7
Proof. Let q ∈ Z>0. By applying [17, Thm. 3.2.1] with f(p) = 1√p ϕ 1
2
(p) =
1√
p(
√
p−1) ,
α = 1 and 0 ≤ δ = 13 < 12 , we obtain that
∑
ℓ≤X
(ℓ,q)=1
µ2(ℓ)√
ℓ ϕ 1
2
(ℓ)
= kqF (log(X) + fq) +O
∗
(
lq f
X
1
3
)
(5.0.2)
where
kq =
∏
p|q
(
1− p+ 1
p2 − p 32 +√p+ 1
)
, lq =
∏
p|q
(
1 +
p
2
3 − 2p 16 − 1
p
4
3 − p 56 + p 23 + 1
)
,
fq = −
∑
p
(
√
p− 2) log(p)
(p−√p+ 1)(p− 1) + γ +
∑
p|q
log(p)
p−√p+ 1 ,
and
F =
∏
p
(
1 +
1
p
3
2
)
=
ζ
(
3
2
)
ζ (3)
∈ [2.173, 2.174],
−
∑
p
(
√
p− 2) log(p)
(p−√p+ 1)(p− 1) + γ ∈ [0.367, 0.37],
f = ∆
1
3
1
∏
p
(
1 +
p
1
6 + 1
p
5
6 (
√
p− 1)
)
∈ [46.722, 53.877].
Therefore, when q = v ∈ {1, 2} and X ≥ C = 107, we derive from (5.0.2) that
1
log2(X)
×
∑
ℓ≤X
(ℓ,v)=1
µ2(ℓ)√
ℓ ϕ 1
2
(ℓ)
log
(
X
ℓ
)
=
∫ X
1
(
kvF (log(t) + fv) +O
∗
(
lv f
t
1
3
))
dt
t log2(X)
≤ 2.174 kv
(
1
2
+
fv
log(C)
)
+
161.63 lv
log2(C)
=
{
1.344 if v = 1,
0.218 if v = 2.
(5.0.3)
where we have used that fq > 0 for all q ∈ Z>0. On the other hand, by interval arithmetic,
we deduce that for all 104 ≤ X ≤ 107,
1
log2(X)
×
∑
ℓ≤X
(ℓ,v)=1
µ2(ℓ)√
ℓ ϕ 1
2
(ℓ)
log
(
X
ℓ
)
≤
{
1.166 if v = 1,
0.471 if v = 2.
(5.0.4)
The result is concluded by defining ψv as the maximum between the bounds given in
(5.0.3) and (5.0.4), respectively. 
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Concerning SI itself, conditions ℓri ≤ U and Z < ℓ imply that ri ≤ UZ for i = 1, 2.
Therefore, from definition (4.0.2), we derive
SI =
∑
r1,r2≤UZ
(r1,r2)=1
(r1r2,v)=1
µ(r1)µ(r2)
r1r2
∑
Z<ℓ≤U
(ℓ,r1r2v)=1
µ2(ℓ)
ℓ
Lℓr1Lℓr2 . (5.0.5)
With the help of Lemma 5.0.1, for any t > Z we have that
Aq(t) =
∑
Z<ℓ≤t
(ℓ,q)=1
µ2(ℓ)
ℓ
=
6
π2
q
κ(q)
log
(
t
Z
)
+O∗
( √
q
ϕ 1
2
(q)
2.088
∏
2|q 0.223√
Z
)
.
Therefore, by considering a monotone continuous function L∗ on [1, U ], such that L∗(U) =
0, as L∗ is of bounded variation, we can apply summation by parts and derive
∑
Z<ℓ≤U
(ℓ,q)=1
µ2(ℓ)
ℓ
L∗(ℓ) = −
∫ U
Z
Aq(t)dL
∗(t)
=
6
π2
q
κ(q)
∫ U
Z
L∗(t)
t
dt+O∗
(
2.088
∏
2|q 0.223
√
q
ϕ 1
2
(q)
|L∗(Z)|√
Z
)
, (5.0.6)
where we have used that
[
Aq(t)L
∗(t)
∣∣U
Z
=
[
log
(
t
Z
)
L∗(t)
∣∣U
Z
= 0 and that
∫ U
Z
dL∗(t) =
−L∗(Z).
In particular, by taking L∗(t) = Ltr1Ltr2 = log
+
(
U
tr1
)
log+
(
U
tr2
)
, with r1, r2 ≤ UZ ,
we have a monotone decreasing function on (0,∞), thus of bounded variation, such that
LUr1LUr2 = 0 and L
∗(Z) = LZr1LZr2 = log
(
U
Zr1
)
log
(
U
Zr2
)
. Furthermore, with this
choice of L, by taking q = r1r2v and replacing (5.0.6) into the innermost summation of
equation (5.0.5), we have that SI equals
∑
r1,r2≤UZ
(r1,r2)=1
(r1r2,v)=1
µ(r1)µ(r2)
r1r2
(
6
π2
r1r2v
κ(r1r2v)
∫ U
Z
Ltr1Ltr2
t
dt
+ O∗

2.088∏2|r1r2v 0.223 √r1r2v
ϕ 1
2
(r1r2v)
log
(
U
Zr1
)
log
(
U
Zr2
)
√
Z




=
6
π2
v
κ(v)
∫ U
Z
∑
r1,r2
(r1,r2)=1
(r1r2,v)=1
µ(r1)µ(r2)
κ(r1)κ(r2)
Ltr1Ltr2
t
dt+ rv(U), Ca (5.0.7)
where condition ri ≤ UZ above is encoded by the definition of Ltri , i ∈ {1, 2}, and by the
range of t. Moreover, by defining Qv : X 7→
∑
r≤X
(r,v)=1
µ2(r)√
rϕ 1
2
(r)
log
(
X
r
)
, we observe that
9
the remainder term rv can be estimated by Lemma 5.0.2 as
|r1(U)| ≤ 2.088√
Z
(
2× 0.222√
2(
√
2− 1)Q2
(
U
2Z
)
Q1
(
U
Z
)
+Q21
(
U
Z
))
≤ 2.088
(
0.759 ψ1ψ2 + ψ
2
1
)
log4
(
U
Z
)
√
Z
≤ 8.954 log
4
(
U
Z
)
√
Z
=
T
(1)
1 log
4
(
U
Z
)
√
Z
, (5.0.8)
|r2(U)| ≤ 0.464
√
2
ϕ 1
2
(2)
√
Z
Q22
(
U
Z
)
≤ 0.351 log
4
(
U
Z
)
√
Z
=
T
(1)
2 log
4
(
U
Z
)
√
Z
, (5.0.9)
where we have used that U2Z ≥ 104.
With respect to the main term of SI given in (5.0.7), recall the function m˜ defined in
(3.0.6) and observe that∫ U
Z
∑
r1,r2
(r1,r2)=1
(r1r2,v)=1
µ(r1)µ(r2)
κ(r1)κ(r2)
Ltr1Ltr2
t
dt =
∫ U
Z
∑
d
(d,v)=1
µ(d)
κ(d)2
m˜2dv
(
U
td
)
dt
t
=
∫ U
Z
1
∑
d
(d,v)=1
µ(d)
κ(d)2
m˜2dv
( s
d
) ds
s
=
∫ U
Z
1
gv(s)
s
ds,
where a change of variables has been performed, valid, since, as shown in Lemma 3.0.1,
the function m˜dv is integrable.
Moreover, by Lemma 3.0.6, the main term of m˜q(X) is ζ(2)
κ(q)
q
. Thus, just as in [9],
by taking main terms out in the definition of gv and defining
hv(s) =
∑
d
(d,v)=1
µ(d)
κ(d)2
(
m˜dv
(s
d
)
− π
2
6
κ(dv)
dv
)2
, (5.0.10)
we can write
gv(s) = hv(s) +
π2κ(v)
3v
mˇv(s)− π
2κ(v)
6ϕ(v)
.
Hence, by Lemma 3.0.1, we conclude that∫ U
Z
1
gv(s)
s
ds =
∫ U
Z
1
hv(s)
s
ds+
π2κ(v)
6v
ˇˇmv
(
U
Z
)
− π
2κ(v)
6ϕ(v)
log
(
U
Z
)
,
and thus, recalling (5.0.7), we derive that
SI =
6
π2
v
κ(v)
∫ U
Z
1
hv(s)
s
ds+ ˇˇmv
(
U
Z
)
− v
ϕ(v)
log
(
U
Z
)
+O∗
(
T
(1)
v log
4
(
U
Z
)
√
Z
)
.
(5.0.11)
Before continuing our analysis, let us state the following result, that will help us to
understand better the above integral.
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Lemma 5.0.3. Let q ∈ Z>0. The integral
∫∞
1
hq(s)
s
ds converges and defines a constant
depending on q. Moreover, for any X > 0, we have the following tail order estimation∫ ∞
X
hq(s)
s
ds = Oq
(
1
log(X)
)
.
Proof. Given [17, Thms. 3.2.1, 4.3.1], we can derive a more theoretical proof. By Lemma
3.0.6, we have
|hq(s)| ≤
∑
d≤s
(d,q)=1
µ2(d)
κ(d)2
(
Adq(s)
2 + 2Adq(s)B
d
q (s) +B
d
q (s)
2
)
, (5.0.12)
where
Adq(s) = P 12p
1
2
(dq)
√
d√
s
, Bdq (s) = Pθpθ(dq)
1{ s
d
≥1012}(d)
389 log
(
s
d
) .
Observe that
∑
d≤s
(d,q)=1
µ2(d)
κ(d)2
Adq(s)
2 =
P21
2
p 1
2
(q)2
s
∑
d≤s
(d,q)=1
µ2(d)p 1
2
(d)2d
κ(d)2
≤ a
(1)
q log(s) + a
(2)
q
s
, (5.0.13)
and, by using Lemma 6.3.5,
∑
d≤s
(d,q)=1
µ2(d)
κ(d)2
Bdq (s)
2 =
P2θpθ(q)
2
3892
∑
d≤ s
1012
(d,q)=1
µ2(d)pθ(d)
2
κ(d)2 log2
(
s
d
) ≤ bq
log2(s)
, (5.0.14)
for some positive values a
(1)
q , a
(2)
q and bq depending solely on q. From both estimations
above, the sum
∑
d
(d,q)=1
µ2(d)
κ(d)2A
d
q(s)B
d
q (s) can be bounded similarly by Cauchy–Schwarz
inequality, giving a term of order Oq
(
1√
s log(s)
)
.
Finally, as
∫
ds
s2
= −1
s
and
∫
ds
s log2(s)
= −1log(s) , we derive from (5.0.13) and (5.0.14)
that integral
∫∞
1
hq(s)
s
ds converges, and further that
∫∞
X
hq(s)
s
ds = Oq
(
1
log(X)
)
. 
By Lemma 5.0.3,
∫∞
1
hv(s)
s
ds converges. Thus from equation (5.0.11), we conclude
that
SI =
6v
π2κ(v)
∫ ∞
1
hv(s)
s
ds+ ˇˇmv
(
U
Z
)
− v
ϕ(v)
log
(
U
Z
)
+O∗
(
T
(1)
v log
4
(
U
Z
)
√
Z
+
6v
π2κ(v)
∫ ∞
U
Z
|hv(s)|
s
ds
)
. (5.0.15)
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As we are working with explicit values, we need in particular explicit estimations for
hv(s), v ∈ {1, 2}. Thanks to [9, Proposition 6.14] and [9, Proposition 6.17], we do not
need to perform more calculations as we have the following estimations at our disposal
i) |hv(s)| ≤ T
(2)
v log(s) + T
(3)
v
s
, if 1 ≤ s ≤ 1012, ii) |hv(s)| ≤ T
(4)
v
log2(s)
, if s ≥ 1012,
where
T
(2)
1 = 3.83717, T
(3)
1 = 4.89606, T
(4)
1 = 0.000033536,
T
(2)
2 = 4.99703, T
(3)
2 = 9.57182, T
(4)
2 = 0.0000615022.
Therefore, whenever 1012 ≤ U
Z
, we have∣∣∣∣∣
∫ ∞
U
Z
hv(s)
s
ds
∣∣∣∣∣ ≤
∫ ∞
U
Z
T
(4)
v
s log2(s)
ds =
T
(4)
v
log
(
U
Z
) , (5.0.16)
whereas, if 2× 104 ≤ U
Z
≤ 1012, we have∣∣∣∣∣
∫ ∞
U
Z
hv(s)
s
ds
∣∣∣∣∣ ≤
∫ 1012
U
Z
(
T
(2)
v +
T (3)v
log(2×104)
)
log(s)
s2
ds+
∫ ∞
1012
T
(4)
v
s log2(s)
ds
≤ Ψv
(
Z log
(
U
Z
)
U
+
Z
U
)
+
T
(4)
v
log
(
U
Z
) (5.0.17)
as
∫ log(s)
s2
ds = − log(s)+1
s
, where Ψv =
(
T
(2)
v +
T (3)v
log(2×104)
)
.
Finally, from (5.0.16), (5.0.17) and the definitions of T
(1)
v , T
(2)
v , T
(3)
v , T
(4)
v and Ψv, we
arrive at
Lemma 5.0.4. Let U ≥ 107 and v ∈ {1, 2}. If Z is a real number such that U
Z
≥ 2×104,
then
SI =
6v
π2κ(v)
∫ ∞
1
hv(s)
s
ds+ ˇˇmv
(
U
Z
)
− v
ϕ(v)
log
(
U
Z
)
+O∗
(
T
(1)
v log
4
(
U
Z
)
√
Z
+
6v
π2κ(v)
(
Ψv
(
Z log
(
U
Z
)
U
+
Z
U
)
+
2T
(4)
v
log
(
U
Z
)
))
.
On using Lemma 3.0.4, we can replace ˇˇmv
(
U
Z
)
by 2v
ϕ(v)
(
log
(
U
Z
)− γ −∑p|v log(p)p−1 ) +
O∗
( √
q
ϕ 1
2
(q)
2γ
√
Z√
U
+ q
θ
ϕθ(q)
1{U≥1012}(U)
103 log(UZ )
)
.
6 The sum SII
Recall the functions given in (3.0.1); by Mo¨bius inversion, we can write
SII =
∑
ℓ≤Z
(ℓ,v)=1
µ2(ℓ)
ℓ
∑
d≤U
ℓ
(d,ℓv)=1
µ(d)
d2
mˇℓdv
(
U
ℓd
)2
. (6.0.1)
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As the main term of X 7→ mˇℓdv(X) is ℓdvϕ(ℓvd) , we may try to use Lemma 3.0.4 to derive
three more summations. Namely, we can write SII = 2S
(1)
II
− S (2)
II
+ S
(3)
II
, where
S
(1)
II
= S
(1)
II
(U,Z, v) =
v
ϕ(v)
∑
ℓ≤Z
(ℓ,v)=1
µ2(ℓ)
ϕ(ℓ)
∑
d≤U
ℓ
(d,ℓv)=1
µ(d)
dϕ(d)
mˇℓdv
(
U
ℓd
)
. (6.0.2)
S
(2)
II
= S
(2)
II
(U,Z, v) =
∑
ℓ≤Z
(ℓ,v)=1
µ2(ℓ)
ℓ
∑
d≤U
ℓ
(d,ℓv)=1
µ(d)
d2
(ℓdv)2
ϕ(ℓdv)2
, (6.0.3)
S
(3)
II
= S
(3)
II
(U,Z, v) =
∑
ℓ≤Z
(ℓ,v)=1
µ2(ℓ)
ℓ
∑
d≤U
ℓ
(d,ℓv)=1
µ(d)
d2
(
mˇℓdv
(
U
ℓd
)
− ℓdv
ϕ(ℓvd)
)2
. (6.0.4)
Each one of the above three summations will be analyzed separately.
6.1 The sum S
(1)
II
By [17, Lemma 4.4.1], we have that
Lemma 6.1.1. Let X > 0. The following estimation holds
∑
ℓ≤X
(ℓ,q)=1
µ2(ℓ)
ϕ(ℓ)
=
ϕ(q)
q
(log (X) + aq) +O
∗
(
Aq 4.401
∏
2|q 0.493√
X
)
, (6.1.1)
where aq is defined as in Lemma 3.0.5, and
Aq =
∏
p|q
(
1 +
p− 2
p
3
2 − p−√p+ 2
)
.
Lemma 6.1.2. Let X ≥ 104 and v ∈ {1, 2}. Then
1
log2(X)
×
∑
ℓ≤X
(ℓ,v)=1
µ2(ℓ)Aℓ
ϕ(ℓ)
log
(
X
ℓ
)
≤ ηv =
{
1.256 if v = 1,
0.717 if v = 2.
Proof. As
∑
ℓ≤X
(ℓ,q)=1
µ2(ℓ)Aℓ
ϕ(ℓ) log
(
X
ℓ
)
=
∫X
1
(∑
ℓ≤t
(ℓ,q)=1
µ2(ℓ)Aℓ
ϕ(ℓ)
)
dt
t
, it suffices to analyze the
sum inside the integral. By [17, Thm. 3.2.1], with f(p) =
Ap
p−1 , α = 1 and δ =
1
3 , we
derive that
∑
ℓ≤X
(ℓ,q)=1
µ2(ℓ)Aℓ
ϕ(ℓ)
= jqG (log(X) + gq) +O
∗
(
kq g
X
1
3
)
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where
jq =
∏
p|q
(
1− Ap
p− 1 + Ap
)
, kq =
∏
p|q
(
1 +
2(p− 1)−Ap(p+ p 13 )
(p− 1)p 23 +Ap(p+ p 13 )− p+ 1
)
,
gq =
∑
p
log(p)(p− 1− (p− 2)Ap)
(Ap + p− 1)(p− 1) + γ +
∑
p|q
log(p)Ap
Ap + p− 1 ,
and
G =
∏
p
(
1 +
Ap − 1
p
)
∈ [1.603, 1.604],
g = ∆
1
3
1
∏
p
(
1 +
p(Ap − 1) + App 13 + 1
(p− 1)p 23
)
∈ [30.767, 35.984],
∑
p
log(p)(p− 1− (p− 2)Ap)
(Ap + p− 1)(p− 1) + γ ∈ [0.381, 0.383].
Therefore, as
∫X
1
log(t)
t
dt = log
2(X)
2 and gq > 0 for all q ∈ Z>0, we derive for all X ≥ C =
107 and q = v ∈ {1, 2} that
1
log2(X)
×
∑
ℓ≤X
(ℓ,v)=1
µ2(ℓ)Aℓ
ℓ
log
(
X
ℓ
)
=
∫ X
1
(
jvG (log(t) + gv) +O
∗
(
kv g
t
1
3
))
dt
t log2(X)
≤ 1.604 jv
(
1
2
+
gv
log(C)
)
+
107.952 kv
log2(C)
=
{
1.256 if v = 1,
0.717 if v = 2.
(6.1.2)
On the other hand, by interval arithmetic, we deduce that for all 104 ≤ X ≤ 107,
1
log2(X)
×
∑
ℓ≤X
(ℓ,v)=1
µ2(ℓ)Aℓ
ℓ
log
(
X
ℓ
)
≤
{
0.866 if v = 1,
0.465 if v = 2.
(6.1.3)
The result is concluded by defining ηv as the maximum between the bounds given in
(6.1.2) and (6.1.3), respectively. 
We derive an estimation for the expression S
(1)
II
as follows.
Proposition 6.1.3. Let U ≥ 107, 0 < Z < U such that U2Z ≥ 104 and v ∈ {1, 2}. We
have that
S
(1)
II
=
v
ϕ(v)
log(U)− 1
2
ˇˇmv
(
U
Z
)
+O∗
(
Υ
(1)
v log
2
(
U
Z
)
√
Z
)
,
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where
Υ(1)v =
{
9.416 if v = 1,
3.109 if v = 2.
On using Lemma 3.0.4, we can replace ˇˇmv
(
U
Z
)
by 2v
ϕ(v)
(
log
(
U
Z
)− γ −∑p|v log(p)p−1 ) +
O∗
( √
q
ϕ 1
2
(q)
2γ
√
Z√
U
+ q
θ
ϕθ(q)
1{U≥1012}(U)
103 log(UZ )
)
.
Proof. Observe from (6.0.2) and the definition of ˇˇmq given in (3.0.1) that
S
(1)
II
=
v
ϕ(v)
∑
ℓ≤Z
(ℓ,v)=1
µ2(ℓ)
ϕ(ℓ)
∑
n≤U
ℓ
(n,ℓv)=1
µ(n)
ϕ(n)
log
(
U
ℓn
)
, (6.1.4)
where we have used that for square-free n,
∑
d|n
1
ϕ(d) =
n
ϕ(n) . Moreover, from (6.1.4), we
obtain that ϕ(v)
v
S
(1)
II
equals
∑
ℓ≤U
(ℓ,v)=1
µ2(ℓ)
ϕ(ℓ)
∑
n≤U
ℓ
(n,ℓv)=1
µ(n)
ϕ(n)
log
(
U
ℓn
)
−
∑
Z<ℓ≤U
(ℓ,v)=1
µ2(ℓ)
ϕ(ℓ)
∑
n≤U
ℓ
(n,ℓv)=1
µ(n)
ϕ(n)
log
(
U
ℓn
)
= log(U)−
∑
n≤U
Z
(n,v)=1
µ(n)
ϕ(n)
∑
Z<ℓ≤U
n
(ℓ,nv)=1
µ2(ℓ)
ϕ(ℓ)
log
(
U
ℓn
)
, (6.1.5)
where in the above first summation, we have used Mo¨bius inversion.
Now, on using Lemma 6.1.1 and summation by parts, we deduce that
∑
Z<ℓ≤U
n
(ℓ,nv)=1
µ2(ℓ)
ϕ(ℓ)
log
(
U
ℓn
)
=
∫ U
n
Z
(
ϕ(nv)
nv
log
(
t
Z
)
+O∗
(
Anv 8.801
∏
2|nv 0.493√
Z
))
dt
t
=
ϕ(nv)
2nv
log2
(
U
Z
n
)
+O∗

Anv 8.801
∏
2|nv 0.493 log
(
U
Z
n
)
√
Z

 ,
(6.1.6)
Replacing the estimation (6.1.6) into the second term of (6.1.5) gives further
∑
n≤U
Z
(n,v)=1
µ(n)
ϕ(n)
∑
Z<ℓ≤U
n
(ℓ,nv)=1
µ2(ℓ)
ϕ(ℓ)
log
(
U
ℓn
)
=
ϕ(v)
2v
∑
n≤U
Z
(n,v)=1
µ(n)
n
log2
(
U
Z
n
)
+O∗

8.801 Av√Z
∑
n≤U
Z
(n,v)=1
∏
2|nv 0.493 µ
2(n)An
ϕ(n)
log
(
U
Z
n
) .
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The above main term corresponds to ϕ(v)2v
ˇˇmv
(
U
Z
)
. As for the error term, it can be
estimated by means of Lemma 6.1.2: if v = 2, the factor
∏
2|nv 0.493 is always present,
whereas, if v = 1, we have
∑
n≤U
Z
(n,v)=1
∏
2|nv 0.493 µ
2(n)An
ϕ(n)
log
(
U
Z
n
)
=
∑
n≤U
Z
∏
2|n 0.493 µ
2(n)An
ϕ(n)
log
(
U
Z
n
)
= 0.493 A2
∑
n≤ U2Z
(n,2)=1
µ2(n)An
ϕ(n)
log
(
U
2Z
n
)
+
∑
n≤U
Z
(n,2)=1
µ2(n)An
ϕ(n)
log
(
U
Z
n
)
≤ 0.493 η2 log2
(
U
2Z
)
+ η2 log
2
(
U
Z
)
≤ (0.493 η2 + η2) log2
(
U
Z
)
, (6.1.7)
where we have used that A2 = 1 and, since
U
2Z ≥ 104, Lemma 6.1.2. We conclude the
result by defining
Υ(1)v =
{
4.339 η2 + 8.801 η2 if v = 1,
4.339 η2 if v = 2.

Remark 6.1.4. Notice that the error term given in (6.1.6) has arisen due to the fact
that we are studying a sum whose range starts sufficiently away from 1; if the sum∑
Z<ℓ≤U
n
(ℓ,nv)=1
µ2(ℓ)
ϕ(ℓ) log
(
U
ℓn
)
would have started from 1 rather than Z, an error term of or-
der O(1) would have appeared in (6.1.6). This fact partly justifies why we have split
expression (4.0.1) into two summations.
6.2 The sum S
(2)
II
We will need a series of lemmas that rely on an interval arithmetic computation within
a range that uses specifically that either v = 1 or v = 2. As those calculations may be
performed for any q ∈ Z>0, Theorem 7.0.1 holds true.
Lemma 6.2.1. Let X ≥ 2× 104 and v ∈ {1, 2}. Then
X ×
∑
ℓ>X
(ℓ,v)=1
µ2(ℓ)
ϕ(ℓ)2
≤ ϕ(1)v =
{
2.028 if v = 1,
0.69 if v = 2.
Proof. By applying [17, Thm. 4.3.1] with f(p) = 1
ϕ(p)2 =
1
(p−1)2 , α = 2 and β = 3, we
have ∑
ℓ≤X
(ℓ,q)=1
µ2(ℓ)
ϕ(ℓ)2
=
∑
ℓ
(ℓ,q)=1
µ2(ℓ)
ϕ(ℓ)2
− uq I
X
+O∗
(
vq i
(q)
X
3
2
)
(6.2.1)
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where
uq =
∏
p|q
(
1− p
p2 − p+ 1
)
, vq =
∏
p|q
(
1 +
p2 − 4p+ 2
(
√
p− 1)(p− 1)2 + 2p− 1
)
,
I =
∏
p
(
1 +
1
p(p− 1)
)
∈ [1.943, 1.944]
i(q) =


0.32
∏
p
(
1 + 2p−1(√p−1)(p−1)2
)
∈ [19.326, 19.328], if 2 ∤ q
0.238
∏
p
(
1 + 2p−1(√p−1)(p−1)2
)
∈ [14.373, 14.374], if 2|q
(6.2.2)
Therefore, for all X ≥ C = 106 and q = v ∈ {1, 2}, we deduce from (6.2.1) that
X ×
∑
ℓ>X
(ℓ,v)=1
µ2(ℓ)
ϕ(ℓ)2
≤ uv I+ vv i
(v)
√
C
≤
{
1.963 if v = 1,
0.654 if v = 2.
(6.2.3)
On the other hand, by an implementation of interval arithmetic, we deduce that for
all 2× 104 ≤ X ≤ 106,
X ×
∑
ℓ>X
(ℓ,v)=1
µ2(ℓ)
ϕ(ℓ)2
≤
{
2.028 if v = 1,
0.69 if v = 2.
(6.2.4)
Finally, we define ϕ
(1)
v by taking the maximum between the bounds (6.2.3) and (6.2.4),
respectively. 
Lemma 6.2.2. Let X ≥ 4× 105 and v ∈ 1, 2. Then
1
X
×
∑
ℓ≤X
(ℓ,v)=1
µ2(ℓ)ℓ2
ϕ(ℓ)2
≤ ϕ(2)v =
{
1.954 if v = 1,
0.651 if v = 2.
Proof. By using summation by parts in equation (6.2.1), we obtain
∑
ℓ≤X
(ℓ,q)=1
µ2(ℓ)ℓ2
ϕ(ℓ)2
= uqI X +O
∗
(
5vqi
(q)
√
X
)
,
where uq, I, vq and i
(q) are defined in Lemma 6.2.1. Note that it was not necessary to
calculate the main term of (6.2.1). Hence, when X ≥ C = 108 and q = v ∈ {1, 2}, we
have
1
X
×
∑
ℓ≤X
(ℓ,v)=1
µ2(ℓ)ℓ2
ϕ(ℓ)2
≤ uvI+ 5vvi
(v)
√
C
≤
{
1.954 if v = 1,
0.651 if v = 2.
(6.2.5)
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On the other hand, by an implementation of interval arithmetic, we obtain that for all
X such that 4× 105 ≤ X ≤ 108,
1
X
×
∑
ℓ≤X
(ℓ,v)=1
µ2(ℓ)ℓ2
ϕ(ℓ)2
≤
{
1.944 if v = 1,
0.648 if v = 2.
(6.2.6)
The result is concluded by taking the maximum between the bounds (6.2.5) and (6.2.6),
which we define as ϕ
(2)
v , v ∈ {1, 2}. 
Consider now the arithmetic function ν defined on prime numbers as ν(2) = 1, ν(p) =
p
p−2 , if p > 3. The following result is an interesting lemma as it describes the function that
has constant term equal to γ+
∑
p|q
log(p)
p−1 , so that the infinite summation T
q
f considered
in [17, Thm. 3.2.1] vanishes.
Lemma 6.2.3. Let X > 0. Then∑
ℓ≤X
µ2(ℓ)ν(ℓ)
ℓ
= H
(
log(X) + γ +
log(2)
2
)
+O∗
(
5.193√
X
)
,
∑
ℓ≤X
(ℓ,2)=1
µ2(ℓ)ν(ℓ)
ℓ
=
H
2
(log(X) + γ + log(2)) +O∗
(
2.565√
X
)
,
where H = 1.514 . . ..
Proof. Let q ∈ Z>0. By [17, Thm. 4.3.1] with f(ℓ) = ν(ℓ)ℓ , α = 1 and β = 2 , we derive
that ∑
ℓ≤X
(ℓ,q)=1
µ2(ℓ)ν(ℓ)
ℓ
= mqH (log(X) + hq) +O
∗
(
nq h
(q)
√
X
)
,
where
mq =
∏
2|q
1
2
∏
p|q
p≥3
(
1− 1
p− 1
)
, nq =
∏
p|q
p≥3
(
1− p− 4
(
√
p− 1)(p− 2) + 2
)
H =
∏
p≥3
(
1 +
1
p(p− 2)
)
∈ [1.514, 1.515] (6.2.7)
h(q) =


0.47
∏
p≥3
(
1 + 2(√p−1)(p−2)
)
∈ [5.192, 5.193], if 2 ∤ q
0.233
∏
p≥3
(
1 + 2(√p−1)(p−2)
)
∈ [2.564, 2.565], if 2|q,
and, as 1− f(p)p+ 2f(p) = 1− p
p−2 +
2
p−2 = 0 for p ≥ 3,
hq =
∑
p∤q
log(p)(1− f(p)p+ 2f(p))
(f(p) + 1)(p− 1) + γ +
∑
p|q
log(p)
p− 1 =
∑
2∤q
log(2)
2
+ γ +
∑
p|q
log(p)
p− 1 .
The result is concluded by considering q = v ∈ {1, 2}. 
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Finally, with respect to S
(2)
II
, we derive
Proposition 6.2.4. Let 1 < Z < U such that U
Z
≥ 2× 104 and Z ≥ 4× 105. Then
S
(2)
II
=
v
ϕ(v)

log(Z) + γ +∑
p|v
log(p)
p− 1

+O∗
(
Υ
(2)
v√
Z
+
Υ
(3)
v Z
U
)
,
where
Υ(2)v =
{
2.394 if v = 1,
6.771 if v = 2,
Υ(3)v =
{
3.961 if v = 1,
1.797 if v = 2.
Proof. By recalling (6.0.3), we have that
S
(2)
II
(U) =
v2
ϕ(v)2
∑
ℓ≤Z
(ℓ,v)=1
µ2(ℓ)ℓ
ϕ(ℓ)2
∑
d
(d,ℓv)=1
µ(d)
ϕ(d)2
− v
2
ϕ(v)2
∑
ℓ≤Z
(ℓ,v)=1
µ2(ℓ)ℓ
ϕ(ℓ)2
∑
d>U
ℓ
(d,ℓv)=1
µ(d)
ϕ(d)2
=
v2
ϕ(v)2
∑
ℓ≤Z
(ℓ,v)=1
µ2(ℓ)ℓ
ϕ(ℓ)2
∏
p∤ℓv
(
1− 1
(p− 1)2
)
− v
2
ϕ(v)2
∑
ℓ≤Z
(ℓ,v)=1
µ2(ℓ)ℓ
ϕ(ℓ)2
∑
d>U
ℓ
(d,ℓv)=1
µ(d)
ϕ(d)2
. (6.2.8)
The inner sum of the second right hand term of (6.2.8) above can be estimated with the
help of Lemma 6.2.1; indeed, for any ℓ ≤ Z, we have U
ℓ
≥ U
Z
≥ 2 × 104, so that, by
recalling the definition of ϕ
(1)
v , we obtain∣∣∣∣∣∣∣∣∣
∑
d>U
ℓ
(d,ℓv)=1
µ(d)
ϕ(d)2
∣∣∣∣∣∣∣∣∣
≤
∑
d>U
ℓ
(d,ℓv)=1
µ2(d)
ϕ(d)2
≤
∑
d>U
ℓ
(d,v)=1
µ2(d)
ϕ(d)2
≤ ϕ
(1)
v ℓ
U
, (6.2.9)
thus,∣∣∣∣∣∣∣∣∣
v2
ϕ(v)2
∑
ℓ≤Z
(ℓ,v)=1
µ2(ℓ)ℓ
ϕ(ℓ)2
∑
d>U
ℓ
(d,ℓv)=1
µ(d)
ϕ(d)2
∣∣∣∣∣∣∣∣∣
≤ φ
(1)
v v
2
ϕ(v)2
1
U
∑
ℓ≤Z
(ℓ,v)=1
µ2(ℓ)ℓ2
ϕ(ℓ)2
≤ Υ
(3)
v Z
U
, (6.2.10)
where Υ
(3)
v =
φ(1)v φ
(2)
v v
2
ϕ(v)2 , by using that Z ≥ 4× 105 and the definition of ϕ
(2)
v .
On the other hand, as
∏
p∤ℓv
(
1− 1(p−1)2
)
= 0 if 2 ∤ ℓv and µ
2(ℓ)ℓ
ϕ(ℓ)2
∏
p|ℓ
(
1− 1(p−1)2
)−1
=
ν(ℓ)
ℓ
for all square-free numbers ℓ such that (ℓ, 2) = 1, we have
∑
ℓ≤Z
(ℓ,v)=1
µ2(ℓ)ℓ
ϕ(ℓ)2
∏
p∤ℓv
(
1− 1
(p− 1)2
)
=


2
∏
p≥3
(
1− 1(p−1)2
)∑
ℓ≤Z2
(ℓ,2)=1
µ2(ℓ)ν(ℓ)
ℓ
, if v = 1,
∏
p≥3
(
1− 1(p−1)2
)∑
ℓ≤Z
(ℓ,2)=1
µ2(ℓ)ν(ℓ)
ℓ
, if v = 2.
(6.2.11)
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Recall now Lemma 6.2.3; by using the definition of H given in (6.2.7), we have
∏
p≥3
(
1− 1
(p− 1)2
) ∑
ℓ≤Zv2
(ℓ,2)=1
µ2(ℓ)ν(ℓ)
ℓ
=
=
1
2

log(Z) + γ +∑
p|v
log(p)
p− 1

+O∗

∏
p≥3
(
1− 1
(p− 1)2
) √
2 2.565√
Zv

 (6.2.12)
Therefore, by putting everything together, we derive from (6.2.11) and (6.2.12) that
v2
ϕ(v)2
∑
ℓ≤Z
(ℓ,v)=1
µ2(ℓ)ℓ
ϕ(ℓ)2
∏
p∤ℓv
(
1− 1
(p− 1)2
)
=


v
ϕ(v)
(
log(Z) + γ +
∑
p|v
log(p)
p−1
)
+O∗
(
v2
ϕ(v)2
∏
p≥3
(
1− 1(p−1)2
) √
2 2.565√
Zv
)
, if v = 1,
v
ϕ(v)
(
log(Z) + γ +
∑
p|v
log(p)
p−1
)
+O∗
(
v2
ϕ(v)2
∏
p≥3
(
1− 1(p−1)2
) √
2 2.565√
Zv
)
, if v = 2.
(6.2.13)
The result is concluded by defining Υ
(2)
v as the resulting bound on the error term given
in (6.2.13), upon replacing either v = 1 or v = 2 and observing that∏
p≥3
(
1− 1
(p− 1)2
)
=
1
H
∈ [0.66, 0.661].

6.3 The sum S
(3)
II
and the choice of Z
As for section §6.2, we will need a series of result that rely on an interval arithmetic
computation using specifically that either v = 1 or v = 2. Nonetheless, those calculations
may be carried out for any q ∈ Z>0.
Lemma 6.3.1. Let X > 0. Then∑
ℓ≤X
(ℓ,q)=1
µ2(ℓ)
ϕ 1
2
(ℓ)2
= fqD (log(X) + dq) +O
∗
(
1616.218 hq
X
1
3
)
, (6.3.1)
∑
ℓ≤X
(ℓ,q)=1
µ2(ℓ)ℓ
ϕ 1
2
(ℓ)2
= fqDX +O
∗
(
4040.545 hqX
2
3
)
, (6.3.2)
where
fq =
∏
p|q
(
1− 1
p− 2√p+ 2
)
, dq = −
∑
p
(2
√
p− 3) log(p)
(p− 2√p+ 2)(p− 1) + γ +
∑
p|q
log(p)
p− 2√p+ 2 ,
hq =
∏
p|q
(
1 +
p− 4√p− p 13 + 2
(
√
p− 1)2p 23 + p 13 + 2√p− 1
)
, D = 15.033 . . . . (6.3.3)
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Proof. By applying [17, Thm. 3.2.1] with f(p) = 1
ϕ 1
2
(p)2 =
1
(
√
p−1)2 , α = 1 and 0 ≤ δ =
1
3 <
1
2 , we obtain
ϕ(q)Hqf (0)
q
= D
∏
p|q
(
1− 1
p− 2√p+ 2
)
,
κ1−δ(q)H
q
f (−δ)
q1−δ
= d
∏
p|q
(
1 +
p− 4√p− p 13 + 2
(
√
p− 1)2p 23 + 2√p+ p 13 − 1
)
.
where
D =
∏
p
(
1 +
2
p(
√
p− 1)
)
∈ [15.033, 15.034],
d = ∆
1
3
1
∏
p
(
1 +
2
√
p+ p
1
3 − 1
p
2
3 (
√
p− 1)2
)
∈ [1470.434, 1616.218].
On the other hand, but always according to [17, Thm. 3.2.1], we have that
T
q
f = −
∑
p∤q
(2
√
p− 3) log(p)
(p− 2√p+ 2)(p− 1) ,
so that, by defining gq =
∑
p|q
log(p)
p−2√p+2 and
dq = −
∑
p
(2
√
p− 3) log(p)
(p− 2√p+ 2)(p− 1) + γ + gq,
−
∑
p
(2
√
p− 3) log(p)
(p− 2√p+ 2)(p− 1) + γ ∈ [−1.16,−1.158],
whence equation (6.3.1). Finally, a summation by parts allows one to derive expression
(6.3.2) from (6.3.1). 
The shape of the above error term becomes impractical when one wants to provided
an overall estimation. It is there when one can take advantage of interval arithmetic.
Proposition 6.3.2. Let X ≥ 2× 104 and v ∈ {1, 2}. Then
1
log(X)
×
∑
ℓ≤X
(ℓ,v)=1
µ2(ℓ)
ϕ 1
2
(ℓ)2
≤ χ(1)v =
{
15.136 if v = 1,
2.216 if v = 2.
Proof. By interval arithmetic, we obtain that for all X such that 2× 104 ≤ X ≤ 5× 108,
1
log(X)
×
∑
ℓ≤X
µ2(ℓ)
ϕ 1
2
(ℓ)2
≤ 13.953, 1
log(X)
×
∑
ℓ≤X
(ℓ,2)=1
µ2(ℓ)
ϕ 1
2
(ℓ)2
≤ 2.125. (6.3.4)
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On the other hand, by Lemma 6.3.1, When q = v ∈ {1, 2} and X ≥ C = 5 × 108, we
conclude from (6.3.1) that
∑
ℓ≤X
µ2(ℓ)
ϕ 1
2
(ℓ)2
≤ 15.034 (log(X)− 1.158) + 1616.218
X
1
3
≤
(
15.034 +
1616.218
C
1
3 log(C)
)
log(X) ≤ 15.136 log(X),
∑
ℓ≤X
(ℓ,2)=1
µ2(ℓ)
ϕ 1
2
(ℓ)2
≤ 2.202 (log(X)− 0.566) + 213.493
X
1
3
(6.3.5)
≤
(
2.202 +
213.493
C
1
3 log(C)
)
log(X) ≤ 2.216 log(X).
The result is concluded by defining χ
(1)
v as the maximum between the bounds (6.3.4) and
(6.3.6), respectively. 
Proposition 6.3.3. Let X ≥ 1 and v ∈ {1, 2}. Then
1
X
×
∑
ℓ≤X
(ℓ,v)=1
µ2(ℓ)ℓ
ϕ 1
2
(ℓ)2
≤ χ(2)v =
{
20.125 if v = 1,
2.875 if v = 2.
Proof. By an implementation of interval arithmetic, we obtain that for all X such that
1 ≤ X ≤ 5× 108,
1
X
×
∑
ℓ≤X
µ2(ℓ)ℓ
ϕ 1
2
(ℓ)2
≤ 16.769, 1
X
×
∑
ℓ≤X
(ℓ,2)=1
µ2(ℓ)ℓ
ϕ 1
2
(ℓ)2
≤ 2.507. (6.3.6)
On the other hand, by Lemma 6.3.1, When q = v ∈ {1, 2} and X ≥ C = 5 × 108, we
conclude from (6.3.2) that
∑
ℓ≤X
µ2(ℓ)ℓ
ϕ 1
2
(ℓ)2
≤
(
15.034 +
4040.545
C
1
3
)
X ≤ 20.125×X,
∑
ℓ≤X
(ℓ,2)=1
µ2(ℓ)ℓ
ϕ 1
2
(ℓ)2
≤
(
15.034× f (1)2 +
4040.545× h(1)2
C
1
3
)
X ≤ 2.875×X. (6.3.7)
The result is obtained by defining χ
(2)
v as the maximum between the bounds (6.3.6) and
(6.3.7), respectively. 
Proposition 6.3.4. Let X, Z such that 1 ≤ Z < X and v ∈ {1, 2}. Then
∑
ℓ≤Z
(ℓ,v)=1
µ2(ℓ)ℓ
ϕ 1
2
(ℓ)2
log
(
X
ℓ
)
≤ χ(2)v Z
(
log
(
X
Z
)
+ 1
)
,
where χ
(2)
v is defined as in Proposition 6.3.3.
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Proof. By summation by parts and Proposition 6.3.3, we derive
∑
ℓ≤Z
(ℓ,v)=1
µ2(ℓ)ℓ
ϕ 1
2
(ℓ)2
log
(
X
ℓ
)
≤ χ(2)v Z log
(
X
Z
)
+ χ(2)v (Z − 1).

The following is a useful tool to derive the correct order of arithmetic averages
weighted by suitable negative powers of logarithms. It is mainly employed to analyze
Lemma 6.3.6 and derive Lemma 6.3.7.
Proposition 6.3.5. Let Z,X, r, s be real numbers such that r ≥ 1 and 1 ≤ Z < X.
Then, a) if r = 1,
∫ Z
1
du
ur logs
(
X
u
) =


log
(
log(X)
log(XZ )
)
if s = 1,
1
s−1
(
1
logs−1(XZ )
− 1
logs−1(X)
)
if s 6= 1,
b) if r > 1 and s > 0, then
∫ Z
1
du
ur logs
(
X
u
) ≤ 1
r − 1

 1
logs
(
X√
Z
) + 1
logs
(
X
Z
)√
Zr−1

 .
Proof. If r = s = 1, we have
∫ Z
1
du
ur logs(Xu )
=
[− log (log (X
u
))∣∣Z
1
; if r = 1, and s 6= 1, we
have
∫ Z
1
du
u logs(Xu )
=
[
1
s−1 log
−(s−1) (X
u
)∣∣∣Z
1
, whence a).
With respect to b), if s > 0, the function u 7→ log−s (X
u
)
is increasing for 1 ≤ u < X
and since r > 1, for any 0 < k < 1, in particular for k = 12 , we conclude that
∫ Z
1
du
ur logs
(
X
u
) = ∫ Zk
1
du
ur logs
(
X
u
) + ∫ Z
Zk
du
ur logs
(
X
u
)
≤ 1
logs
(
X
Zk
) ∫ Zk
1
du
ur
+
1
logs
(
X
Z
) ∫ Z
Zk
du
ur
≤ 1
r − 1
(
1
logs
(
X
Zk
) + 1
logs
(
X
Z
)
Zk(r−1)
)
.

By [17, Thm. 3.2.1] and summation by parts, we know how to the detect the order
of the summation given in Lemma 6.3.6: by applying Proposition 6.3.5, it is of order
log−2(X); by using [17, Thm. 4.4.1], summation by parts together and Lemma 6.3.5, we
could derive a sharp estimation for it. Nonetheless, given that this sum is involved in a
very sharp numerical value, presented in the second term of the bounds (7.0.4), we have
chosen to proceed fast by observing that the non-weighted sum in the statement below
is convergent.
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Lemma 6.3.6. Let X ≥ 1012, θ = 1− 1log(1012) and v ∈ {1, 2}. Then
log2(X)×
∑
d≤ X
1012
(d,v)=1
µ2(d)
d2−2θϕθ(d)2
1
log2
(
X
d
) ≤ τv =
{
3.232 if v = 1,
1.549 if v = 2.
Proof. Define f(p) = p
2θ
(pθ−1)2 on prime numbers and extend it to a multiplicative function.
Consider W such that 1 < W < X ; by using the bound log−1
(
X
d
) ≤ log−1(W ), for 1 ≤
d ≤ X
W
, and writing log(X) = log
(
X
d
)
+ log(d), we derive that
∑
d≤ X
W
(d,q)=1
µ2(d)f(d) log2(X)
d2 log2(Xd )
is bounded from above by
∑
d≤ X
W
(d,q)=1
µ2(d)f(d)
d2
+
2
log(W )
∑
d≤ X
W
(d,q)=1
µ2(d)f(d) log(d)
d2
+
1
log2(W )
∑
d≤ X
W
(d,q)=1
µ2(d)f(d) log2(d)
d2
.
(6.3.8)
Observe now that the functions t 7→ log(t)√
t
and t 7→ log2(t)√
t
have a global maximum at
t = e2, with value log(e
2)√
e2
= 2
e
, and at t = e4, with value 16
e2
, respectively. Hence, from
(6.3.8), we arrive to the following general inequality
∑
d≤ X
W
(d,q)=1
µ2(d)f(d) log2(X)
d2 log2
(
X
d
) ≤∏
p∤q
(
1 +
f(p)
p2
)
+
(
4
e log(W )
+
16
e2 log2(W )
)∏
p∤q
(
1 +
f(p)
p
3
2
)
.
(6.3.9)
Using the definition of f , we obtain∏
p∤q
(
1 +
f(p)
p2
)
=
∏
p|q
(
1− 1
p2−2θ(pθ − 1)2 + 1
)∏
p
(
1 +
1
p2−2θ(pθ − 1)2
)
∏
p∤q
(
1 +
f(p)
p
3
2
)
=
∏
p|q
(
1− 1
p
3
2−2θ(pθ − 1)2 + 1
)∏
p
(
1 +
1
p
3
2−2θ(pθ − 1)2
)
,
where ∏
p
(
1 +
1
p2−2θ(pθ − 1)2
)
≤ 2.934,
∏
p
(
1 +
1
p
3
2−2θ(pθ − 1)2
)
≤ 5.302.
The result is concluded by replacing q = v ∈ {1, 2} and W = 1012 into (6.3.9) and using
the above infinite product estimations to obtain the value of τv. 
Lemma 6.3.7. Let X ≥ 1012, θ = 1 − 1log(1012) and q ∈ Z>0. Let c and ε be two real
numbers such that 1 < Z = cXε < X and 0 < ε < 1− log(c)log(1012) . Then
log(X)×
∑
ℓ≤Z
(ℓ,q)=1
µ2(ℓ)
ℓ log2
(
X
ℓ
) ( ℓθ
ϕθ(ℓ)
)2
≤ ξ{c,ε,q},
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for some explicit constant ξ{c,ε,q} > 0. In particular, if q = v ∈ {1, 2}, c = 10 and ε = 23 ,
we may define
ξv = ξ{10, 23 ,v} =
{
2.907 if v = 1,
0.945 if v = 2.
(6.3.10)
Proof. Define f(p) = 1
p1−2θ(pθ−1)2 . As θ >
1
2 , we can use [17, Thm. 4.3.1] with α = 1
and β = 1 + θ to estimate the above sum without the weight ℓ 7→ log−1 (X
ℓ
)
. We derive
∑
ℓ≤Z
(ℓ,q)=1
µ2(ℓ)
ℓ
(
ℓθ
ϕθ(ℓ)
)2
= Mq(Z) +O
∗
(
yq j
(q)
√
Z
)
= xq J (log(Z) + jq) +O
∗
(
yq j
(q)
√
Z
)
(6.3.11)
where
xq =
∏
p|q
(
1− p− 1
p2−2θ(pθ − 1)2 + 2p1−θ − p1−2θ − 1
)
,
jq = −
∑
p
log(p)(2p1−θ − p1−2θ − 2)
(p1−2θ(pθ − 1)2 + 1)(p− 1) + γ +
∑
p|q
log(p)
p1−2θ(pθ − 1)2 + 1 ,
yq =
∏
p|q
(
1 +
p2θ − 4pθ + 2
(
√
p− 1)(pθ − 1)2 + 2pθ − 1
)
,
and
J =
∏
p
(
1 +
2p1−θ − p1−2θ − 1
p2−2θ(pθ − 1)2
)
∈ [2.088, 2.089],
−
∑
p
log(p)(2p1−θ − p1−2θ − 2)
(p1−2θ(pθ − 1)2 + 1)(p− 1) + γ ∈ [0.859, 0.86],
j(q) =


0.325
∏
p
(
1 + 2p
θ−1
(
√
p−1)(pθ−1)2
)
∈ [24.267, 24.269], if 2 ∤ q,
0.233
∏
p
(
1 + 2p
θ−1
(
√
p−1)(pθ−1)2
)
∈ [17.335, 17.337], if 2|q.
Now, by integration by parts, we derive from (6.3.11) that
∑
ℓ≤Z
(ℓ,q)=1
µ2(ℓ)
ℓ log2(Xℓ )
(
ℓθ
ϕθ(ℓ)
)2
equals∫ Z
1
Mq
′(t)
log2
(
X
t
)dt+ Mq(1)
log2(X)
+ yq j
(q)O∗
(
1√
Z log2
(
X
Z
) + ∫ Z
1
2dt
t
3
2 log3
(
X
t
)
)
, (6.3.12)
Notice that the integral in right hand side of (6.3.12) can be bounded with the help of
Proposition (6.3.5) ii), giving an upper bound for the above error term of the form
yq j
(q)

 1√
Z log2
(
X
Z
) + 4
log3
(
X√
Z
) + 4
Z
1
4 log3
(
X
Z
)


(6.3.13)
25
≤ yq j
(q) Wc,ε
log
(
1012(1−ε)
c
)
log
(
X
Z
) ≤ yq j(q) W{c,ε}
log
(
1012(1−ε)
c
)(
1− ε− log(c)log(1012)
)
log(X)
=
Y{c,ε,q}
log(X)
,
(6.3.14)
where we have used that 0 < ε < 1− log(c)log(1012) , so that 1 < 10
12(1−ε)
c ≤ XZ and
W{c,ε} =
1√
c106ε
+
2(
1
2 log
(
1012(1−ε)
c
)
+ 12 log(10
12)
)3 + 2
c
1
4 103ε log
(
1012(1−ε)
c
) .
On the other hand, the main term of equation (6.3.12) can be bounded with the help
of Proposition 6.3.5 i), giving
∫ Z
1
Mq
′(t)
log2
(
X
t
)dt+ Mq(1)
log2(X)
≤ xq J
(
1
log
(
X
Z
) − 1
log(X)
+
jq
log2(X)
)
≤ X{c,ε,q}
log(X)
(6.3.15)
where we have used that jq is positive for all q ∈ Z>0 and
X{c,ε,q} = xq J



 1
log(c)
log(1012) + ε
− 1


−1
+
jq
log(1012)

 .
The result is achieved by considering q = v ∈ {1, 2}, setting ξ{c,ε,v} = X{c,ε,v} +Y{c,ε,v}
and defining ξv as (an upper bound for) the value ξ{10, 23 ,v}. 
Remark 6.3.8. As long as 1 < Z < X , and regardless of the choice of Z, expressions
(6.3.13) and (6.3.15) tell us that
∑
ℓ≤Z
(ℓ,q)=1
µ2(ℓ)
ℓ log2(Xℓ )
(
ℓθ
ϕθ(ℓ)
)2
≪q 1log(XZ ) .
As S
(3)
II
involves a summation of small terms, given by the extraction from SII of the
main terms of the summands mˇℓdv
(
U
ℓd
)2
, we expect it to be small. As it turns out, this
is so provided that U is sufficiently large.
Recall Lemma 3.0.4. By using the inequality (A1 +B1)
2 ≤ (1 + ω)A22 +
(
1 + 1
ω
)
B22 ,
valid for any 0 < A1 ≤ A2, 0 < B1 ≤ B2 and ω > 0, we obtain
|S (3)
II
| ≤ 1 + ω
U
v
ϕ 1
2
(v)2
∑
ℓ≤Z
(ℓ,v)=1
µ2(ℓ)
ℓ
∑
d≤U
ℓ
(d,ℓv)=1
µ2(d)
d2
(
ℓd
ϕ 1
2
(ℓd)
)2
(6.3.16)
+
1
3892
(
1 +
1
ω
)
v2θ
ϕθ(v)2
∑
ℓ≤Z
(ℓ,v)=1
µ2(ℓ)
ℓ
∑
d≤U
ℓ
(d,ℓv)=1
µ2(d)
d2

 (ℓd)θ
ϕθ(ℓd)
1
(d,ℓ)
{ U
ℓd
>1012}
log
(
U
ℓd
)


2
.
(6.3.17)
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As the estimation for the part (6.3.16) will be numerically very big, we will end up
selecting a small value c. On the other hand, as 2× 104 ≤ U
Z
≤ U
ℓ
we can apply Lemma
6.3.2; then Lemma 6.3.4 tells us that the double sum given in (6.3.16) can be bounded
as
∑
ℓ≤Z
(ℓ,v)=1
µ2(ℓ)ℓ
ϕ 1
2
(ℓ)2
∑
d≤U
ℓ
(d,ℓv)=1
µ2(d)
ϕ 1
2
(d)2
≤
∑
ℓ≤Z
(ℓ,v)=1
µ2(ℓ)ℓ
ϕ 1
2
(ℓ)2
∑
d≤U
ℓ
(d,v)=1
µ2(d)
ϕ 1
2
(d)2
≤ χ(3)v Z
(
log
(
U
Z
)
+ 1
)
,
(6.3.18)
where χ
(3)
v = χ
(1)
v χ
(2)
v . On the other hand, Lemma 6.3.6 with X =
U
ℓ
≥ 1012 gives the
following estimation
∑
d≤ U
ℓ1012
(d,ℓv)=1
µ2(d)
d2−2θϕθ(d)2
1
log2
(
U
ℓd
) ≤ ∑
d≤ U
ℓ1012
(d,v)=1
µ2(d)
d2−2θϕθ(d)2
1
log2
(
U
ℓd
) ≤ τv1{U≥1012}(U)
log2
(
U
ℓ
) ,
so that, when U ≥ 1012,
∑
ℓ≤Z
(ℓ,v)=1
µ2(ℓ)
ℓ
∑
d≤U
ℓ
(d,ℓv)=1
µ2(d)
d2

 (ℓd)θ
ϕθ(ℓd)
1
(d,ℓ)
{ U
ℓd
>1012}
log
(
U
ℓd
)


2
≤ τv
∑
ℓ≤Z
(ℓ,v)=1
µ2(ℓ)
ℓ log2
(
U
ℓ
) ( ℓθ
ϕθ(ℓ)
)2
(6.3.19)
Choice of parameter. We conclude from estimations (6.3.18), (6.3.19) and Remark
6.3.8 that, as long as U
Z
≥ 2× 104 (or rather U
Z
≫ 1), we have
S
(3)
II
≪v Z
U
log
(
U
Z
)
+
Z
U
+
1
log
(
U
Z
) . (6.3.20)
Therefore, by recalling (4.0.1), we derive from propositions 6.1.3, 6.2.4 and equation
(6.3.20) that the error term of
∑
d,e
(de,v)=1
µ(d)µ(e)
[d,e] LdLe = SI + SII has magnitude at most
log4
(
U
Z
)
√
Z
+
log2
(
U
Z
)
√
Z
+
1√
Z
+
Z
U
+
Z log
(
U
Z
)
U
+
1
log
(
U
Z
) . (6.3.21)
From the bound
log4(UZ )√
Z
≤ log4(U)√
Z
, as we are aiming for an error term as small as possible,
we may suppose that loga(U)≪ Z for all a > 0. On the other hand, in order to minimize
the contribution of log−1
(
U
Z
)
to the order of (6.3.21), given that log−1(U)≪ log−1 (U
Z
)
and that log−1
(
U
loga(U)Uε
)
is of strictly higher order than log−1(U), for any a > 0 and
0 < ε < 1, it is plausible to suppose that Z = O(Uε) for some 0 < ε < 1. Hence the overall
magnitude of the expression given in (6.3.21), and regardless of coprimality conditions,
is log−1(U), as predicted in (2.0.2); furthermore, the magnitude of the secondary terms
therein is at most log4
(
U
Z
) (
1√
Z
+ Z
U
)
= O(log4(U)
(
U−
ε
2 + U−(1−ε)
)
), and it achieves
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a minimal order when ε = 23 . Hence Z = cU
2
3 for some constant c > 0 and given
the numerical values we have obtained throughout our work, in order to diminish the
numerical contribution of the term of magnitude log
4(U)
U
2
3
to the error (7.0.4), we set c = 10.
Our choice of parameter allows us to derive the following.
Proposition 6.3.9. Let U ≥ 107 and v ∈ {1, 2} and Z = 10U 23 . We have that
|S (3)
II
| ≤ Υ
(4)
v log(U)
3U
1
3
+
Υ
(4)
v
U
1
3
+
Υ
(5)
v
log(U)
,
where
Υ(4)v =
{
307.64 if v = 1,
74.954 if v = 2,
Υ(5)v =
{
0.0063 if v = 1,
0.0042 if v = 2.
Proof. As 0 < ε = 23 < 1− log(10)log(1012) = 1112 , we can apply the particular case of Lemma 6.3.7
to estimate (6.3.19), considered only when U ≥ 1012. Moreover, by equations (6.3.16),
(6.3.17) and estimation (6.3.18), we have that |S (3)
II
| is bounded from above by
(1 + ω)
χ
(1)
v χ
(2)
v v
ϕ 1
2
(v)2
(
log(U)
3U
1
3
+
1
U
1
3
)
+
1{U≥1012}(U)
3892
(
1 +
1
ω
)
τvξvv
2θ
ϕθ(v)2
1
log(U)
.
The result is concluded by selecting ω = 1100 , defining
Υ(4)v =
(1 + ω)χ
(1)
v χ
(2)
v v
ϕ 1
2
(v)2
, Υ(5)v =
1
3892
(
1 +
1
ω
)
τvξvv
2θ
ϕθ(v)2
,
and calculating them for v ∈ {1, 2}, according to the definitions of χ(1)v , χ(2)v , τv and
ξv. 
7 Main term and conclusion
In §6.3 we have set Z = 10U 23 . With this choice of Z, we have for all U ≥ 107 that
U
2Z ≥ 104 and Z ≥ 4× 105. Thus, conditions on Lemma 5.0.2 are satisfied with X = X2Z
and estimations (5.0.8) and (5.0.9) are correct. Conditions on lemmas 6.1.2, 6.2.1 are
also valid with X = U2Z , so that estimations (6.1.7), (6.2.9) are still valid, respectively.
Furthermore, as Z ≥ 4 × 105, Lemma 6.2.2 can be applied to derive inequality 6.2.10.
Finally, Lemma 6.3.2 holds with X = U
Z
≥ 2× 104 so that we can derive (6.3.18).
By recalling identity (4.0.1), we can then combine Lemma 5.0.4 and lemmas 6.1.3,
6.2.4 and 6.3.9 to derive the following estimation,
∑
d,e
(de,v)=1
µ(d)µ(e)
[d, e]
log+
(
U
d
)
log+
(
U
e
)
=
v
ϕ(v)
log(U)− sv + Ξv(U), (7.0.1)
where sv =
v
ϕ(v)
(
γ +
∑
p|v
log(p)
p−1 − 6π2 ϕ(v)κ(v)
∫∞
1
hv(s)
s
ds
)
, v ∈ {1, 2} and
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|Ξv(U)| ≤ Φ
(1)
v log
4 (U)
U
1
3
+
Φ
(2)
v
log(U)
. (7.0.2)
where we have merged the arising lower order terms to the one of second order, log
4(U)
U
1
3
,
so that
Φ(1)v =
T
(1)
v
34
√
10
+
2Υ
(1)
v
32
√
10 log2(107)
+
20Ψv v
π2κ(v) log3(107)
+
Υ
(4)
v
3 log3(107)
+
1
log4(107)
(
60Ψv v
π2κ(v)
+
Υ
(2)
v√
10
+ 10Υ(3)v +Υ
(4)
v
)
,
Φ(2)v =
12T
(4)
v v(
1
3 − log(10)log(107)
)
π2κ(v)
+ Υ(5)v ,
and where we have used that log
(
U
Z
) ≤ 13 log(U) and, given the conditions on Z and U ,
that log−1
(
U
Z
) ≤ (1− 23 − log(10)log(107))−1 log−1(U).
By observing that the results given in §5 and §6 can be worked out for any fixed
q ∈ Z>0, we can derive a general equation, similar to (7.0.1), in which v is replaced by
q, and whose remainder term Ξq(U) is of order
1
log(U) , as discussed in §6.3. We deduce
the following.
Theorem 7.0.1. Let U > 1. Then for all q ∈ Z>0, one can determine a explicit constant
Kq > 0 such that
∑
d,e
(de,q)=1
µ(d)µ(e)
[d, e]
log+
(
U
d
)
log+
(
U
e
)
=
q
ϕ(q)
log(U)− sq + Ξq(U), (7.0.3)
where Ξq(U) = O
∗
q
(
Kq
log(U)
)
, and, by recalling the definition of hq given in (5.0.10), we
have
sq =
q
ϕ(q)

γ +∑
p|q
log(p)
p− 1 −
6
π2
ϕ(q)
κ(q)
∫ ∞
1
hq(s)
s
ds

 .
In particular, if U ≥ 107, we have
|Ξ1(U)| ≤ 0.0697 log
4 (U)
U
1
3
+
0.0065
log(U)
, |Ξ2(U)| ≤ 0.0119 log
4 (U)
U
1
3
+
0.0044
log(U)
. (7.0.4)
The specific constant in the case v ∈ {1, 2}. An estimation of ∫ 1061 hv(s)s ds is provided
in [9, Proposition 6.26]. Inspired by this calculation, we can also obtain that
∫ 108
1
hv(s)
s
ds ∈ [−0.0495100113498− 0.049510010626] if v = 1,
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∈ [2.63481269161, 2.63481271383] if v = 2.
Moreover, similar to the estimation given in (5.0.17), we have that∫ ∞
1
hv(s)
s
ds =
∫ 108
1
hv(s)
s
ds+O∗
(∫ ∞
108
|hv(s)|
s
ds
)
=
∫ 108
1
hv(s)
s
ds+O∗
(
Ψ′v
(
log(108)
108
− log(10
12)
1012
+
1
108
− 1
1012
)
+
2T
(4)
v
log(1012)
)
.
where Ψ′v = T
(2)
v +
T (3)v
log(108) . Subsequently, the constant sv coming from Theorem 7.0.1
can be estimated as follows
s1 ∈ γ + 6
π2
× [0.049510010626, 0.0495100113498]+O∗(3.22413× 10−06)
∈ [0.60731091805, 0.60731736674],
s2 ∈ 2(γ + log(2)) + 4
π2
× [−2.63481271383,−2.63481269161]+O∗(5.5229× 10−06)
∈ [1.47287079666, 1.47288185146] (7.0.5)
and thus (2.0.2) is confirmed.
Since we have carefully estimated the value of sv for v ∈ {1, 2}, obtained whenever
U ≥ 107, and since 107 is a moderate value, by means of a rigorous computer implemen-
tation of interval arithmetic (refer to [13]) combined with a recurrence algorithm, we can
study the behavior of (7.0.1) for all 1 ≤ U ≤ 107.
Proposition 7.0.2. Let 1 ≤ U ≤ 107 and v ∈ {1, 2}. Then∣∣∣∣∣∣∣∣
∑
d,e
(de,v)=1
µ(d)µ(e)
[d, e]
log+
(
U
d
)
log+
(
U
e
)
− v
ϕ(v)
log(U) + sv
∣∣∣∣∣∣∣∣
≤


0.6074
U
1
3
if v = 1,
1.4732
U
1
3
if v = 2.
Note the similarity between the error constants above and the corresponding values
of s1, s2; indeed those are the values that arise when U is very close to 1
+, the error
constants becoming much smaller for larger U .
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