INTRODUCTION
The electricity grid that we have been using for more than a century is being challenged. Occasional peaks in demand (for example, from air conditioning on hot afternoons) require costly year-round ancillary services. Declines in supply due to maintenance at traditional plants and (increasingly) due to the variability of renewable sources such as wind exacerbate the challenge (Joskow, 1. To numerically compare the performance of the thermostats, we tweak the inputs so the thermostats generate almost identical comfort and compare the costs.
2. In Appendix A, we study how the length of each period, the number of look-ahead periods, the length of the planning horizon, and the aggregation level of temperatures affect computational requirements (measured by CPU time) and the performance of the control algorithms.
To enable automatic management of electricity usage, a new generation of somewhat intelligent-or "rigidly smart"-thermostats have been proposed, which we name rigid thermostats. A rigid thermostat runs an optimization routine in the background that, given dynamic prices, finds the lowest-cost path to keep room temperatures within a rigid range set by the user (such as the thermostat studied by Oldewurtel et al. (2010) ). The range, for instance, may be what the users find tolerable. Unlike the traditional thermostat, the rigid thermostat shifts electricity demand from high-price peak hours to lower-price hours. However, the rigid thermostat's price-responsiveness disappears precisely when the social value of lowering peak demand is highest. In addition, how users set their minimum and maximum room temperatures is subtle. For instance, to save cost, users may set a temperature range broad enough to lead to extreme discomfort, such as overcooling in summer.
To overcome the drawbacks of the rigid thermostat, we propose a novel optimizing thermostat. The optimizing thermostat trades off comfort for cost saving based on users' preferences. Instead of indicating the acceptable range of room temperature, users set parameters to reflect their preferences on room temperatures and cost savings. The optimizing thermostat runs an optimization routine in the background to maximize users' total utility.
Both the rigid and the optimizing thermostats pre-cool, but the latter is more flexible in how it treats high and low temperatures. For example, on a hot afternoon, the rigid thermostat will typically let the afternoon temperature rise to its rigid maximum. The optimizing thermostat might keep inside temperatures lower than that level if electricity prices are low, but permit the afternoon temperatures to rise higher if electricity prices are extremely high. Although the optimizing thermostat sometimes costs its users more than the rigid one does, it always gives users the highest total utility in cost and comfort.
All three types of thermostat first ask users to input the necessary parameters: a target temperature or range for the traditional thermostat, a temperature range for the rigid thermostat, and preference parameters for the optimizing thermostat. Presumably, the users of the traditional and rigid thermostats would like to set the inputs to maximize their total utility, but the control strategies of those thermostats do not help them achieve that goal. 1 We discretize time into periods and assume that, at the beginning of each period, each thermostat runs its control algorithm to decide whether or not to run HVAC and, if so, what the target room temperature should be. 2 The detailed model formulations for the control problems are described in the following subsection.
• User's decision variables:
▪ I tra,n : the traditional thermostat users' target room temperature in period n. ▪ I min,n : the rigid thermostat users' minimum acceptable room temperature in period n. ▪ I max,n : the rigid thermostat users' maximum acceptable room temperature in period n.
• Thermostat's decision variables: ▪ X tar,n : the target room temperature for HVAC at the beginning of period n. (X tar,n = I tra,n for the users of the traditional thermostat.)
There have been various models for how room temperature evolves. These models are typically functions of initial room temperatures, ambient temperatures and other factors such as construction materials, sources of internal gain (e.g., appliances and lighting), and the behavior of residents. Different factors and parameters can lead to quite different models; for instance, models for houses in California can be quite different from those for apartments in New York.
However, because the focus of this paper is to investigate the performance of the optimizing thermostat in general, we use a simple but general model (as in Reddy et al. (1991) ) instead of those ad-hoc models. Our model can describe the temperature-evolving process, which is necessary in order to measure users' comfort.
We model a building's thermodynamics in the following way. The whole building is treated as one object with room temperature T in,s at time s. Let k 1 denote the building's projected heat capacity-the amount of electricity required by HVAC to change the building's temperature by ; is smaller if HVAC is 1ЊF k 1 pg 66 # 6
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Copyright ᭧ 2012 by the IAEE. All rights reserved. more efficient. At the beginning of period (that is, time ) n s = t T = T = n in,s in,t n . The amount of electricity required to change the temperature of the T Q ini,n n building in period is: n
Let be the building material's conductance and be the cross-sectional k A area of the conducting surface. By Newton's law of cooling, the rate of heat flux from the ambience to the internal space of the building at time ( ), s s∈ [t ,t ] n n + 1 is described by the following Fourier differential equation:
We call the projected conductance rate, the rate at which the k = kA 2 building loses heat to or gains heat from the outside. A smaller indicates that k 2 the building is better insulated. Note that the heat transfer rate is proportional to the temperature difference. Therefore, even if we allow air exchange between the inside of the building and its surroundings, the same model still works after a small modification of . k 2 When the HVAC is off, we assume that the only driving force for temperature change is conduction through the walls, windows, and ceilings. According to Equations (1) and (2), the rate of change of room temperature at time T in,s ( ) without HVAC is: 
Remark: In practice, the amount of energy required to cool the building is determined by outside temperatures, solar gain (and associated solar load), timevariant internal gain, the characteristics of the building (such as size, structure, building material, and furnishings), etc. In our model, we assume that captures k 1 all the factors that affect the difference in a building's internal energy at different equilibrium room temperatures. In addition, by treating the entire building as one object, we actually assume that the heat transfer processes among the objects inside the building happen instantly. Thus, the electricity required by HVAC is pg 67 # 7
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proportional to the change in room temperature. We further assume that is k 2 constant over time, while in reality, increases when windows or doors are open. k 2 Fortunately, relaxing these assumptions does not affect the main results of this paper (see section 4.1).
Let be users' total utility in period . We assume that it is separable U n n into (1) the cost of heating and cooling, , and (2) the comfort of having an C n inside temperature different from the users-preferred one, , both of which re-D n duce total utility (thus both take negative values):
Without loss of generality, we convert comfort to dollar values. In D n particular, we assume that users have a total utility function that depends on comfort and on heating and cooling cost. The unit of the utility function is arbitrary up to a positive affine transformation. To save one more parameter, we rescale comfort to be in dollar values. This normalization permits us to describe the comfort for which a user is willing to pay as " worth of comfort". $100
$100 In particular, function calculates , the cost of changing the room
For simplicity, we assume that changing room temperature by HVAC is instantaneous:
. For two reasons, the error generated by this assumption t = t stop,n n is believed to be small. First, because the conduction process that gradually gains or loses heat to ambience after HVAC stops is much slower than the convection process through which HVAC changes room temperature, users' experience in the former process dominates. Second, the cost is not related to how quickly the energy is consumed, but to the total amount of energy used. Results are similar without these simplifying assumptions. Because users usually become increasingly uncomfortable when the room temperature deviates further from , we model their utility associated T pfr,n with comfort by a negative-valued concave function. In particular, we choose to be concave quadratic to calculate , the comfort gain per unit
time due to the temperature deviation at time in period :
where the parameters and are the coefficients of the second-order and firsta b order deviation terms. Specifically, measures how much the users' comfort b decreases with small deviations from the preferred room temperature, while a accounts for the increasing decrement in comfort with each increment in the deviation. For example, imagine that two users prefer the same room temperature of . Let , for the first user and , for the second
user. According to Equation (6), the first user finds 4 hours of neither better 74ЊF nor worse than 3 hours of plus 1 hour of . On the other hand, the second 73ЊF 7 5 ЊF user has the same level of comfort with 4 hours of , and finds that neither 74ЊF better nor worse than 3 hours of plus 1 hour of . Hence, the second 73ЊF 7 7 ЊF user will be less uncomfortable by having 3 hours of plus 1 hour of , 73ЊF 7 5 ЊF which results from the fact that the first user is more sensitive to greater deviation in room temperature.
Because room temperatures keep changing between two consecutive HVAC runs, let function calculate users' utility associated with
comfort, , by integrating Equation (6):
Total utility is the sum of Equation (5) and Equation (7):
Unless otherwise noted, we assume in the remainder of this paper that the users of the traditional thermostat set for all . In addition, rather I = T n tra,n pfr,n than using the trigger policy of the traditional thermostat, the other two thermostats work in the following way. As shown in Figure 1 , at the beginning of period , a thermostat reads the current room temperature and obtains forecasts on elecn tricity prices and weather condition for the next periods. Then, by solving an N optimization problem outlined in the next subsection, the thermostat generates a sequence of target room temperatures and executes the first step. The room temperature is adjusted by the HVAC and the total utility is incurred. The ther-U n mostat repeats this procedure in every period. 
Rigid Thermostat
The rigid thermostat minimizes cost while keeping the temperature within a given range. We model the rigid thermostat's decisions as a dynamic programming problem. Denote the total cost and total utility from period to the n end of the planning horizon as and , respectively; then the Bellman equa-J V ⋅ ,n ⋅ ,n tion for the rigid thermostat is:
tar,n ini,n + 1 min,n max,n where and . In Equation (9), the first term n ∈ {0,1,2, . . . ,N}
is the one-period cost for electricity. The second term denotes the future value, given that the initial room temperature is and the decision in period is T n ini,n . is the discount factor, which is set to be 1 for all the simulations in this X α tar,n paper. In order to solve the problem efficiently, we confine the number of states by aggregating the temperatures into integer values. Constraint (10) rounds the end temperature of period . This rounding will bring error into the optimization, n but we can reduce the error by having finer discretization over temperature. Constraints (11) are the rigid bounds on the feasible variable. 
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+ where is the vector of electricity prices.
As will be shown later, the rigid thermostat often reduces electricity usage if the price rises during one particular hour (relative to other hours that day). This theorem suggests that the rigid thermostat does not reduce energy use when prices rise proportionately for an entire day (relative to other days). Conversely, even if the price profile is smooth, the demand in each period may vary a lot, as long as the prices in different periods are not equal.
Let the initial room temperature be . Denote the optimal policy, T ini,0 corresponding cost, and total utility as , , and
, respectively. Similarly, denote by ,
, and the optimal control policy, corresponding
cost and total utility of the traditional thermostat. Our next theorem compares the costs of the rigid and traditional thermostats: 
That is, when the traditional thermostat is set within the bounds of the rigid thermostat, the cost of running HVAC is at least as high as it would be with the rigid thermostat. The intuition here is that the rigid thermostat reduces cost by allowing the room temperatures to be different from , whereas the tradi-I tra,n tional thermostat triggers HVAC whenever deviates from the predetermined T ini,n . It is worthwhile to point out that, with a flat-rate electricity price, the rigid I tra,n thermostat reduces to the controllers that minimize energy usage by pre-cooling, the same as the one studied in Braun (2003) .
Optimizing Thermostat
Like the rigid thermostat, the optimizing thermostat solves a control problem that evolves dynamically. However, the objective function of the optimizing thermostat's problem includes both , the utility associated with comfort, D n and , the cost. Moreover, there are no rigid bounds on for the optimizing C X n tar,n thermostat. This feature, along with our use of a concave function to represent comfort, differentiates our model from similar work (such as Livengood and Larson (2009) ). Although having no bounds on the feasible region greatly increases the dimension of the action space and leads us to the widely known difficulties of dynamic programming-the "curses of dimensionality"-it allows us to find the solution that maximizes users' total utility. In particular, the optimizing thermostat solves the following Bellman equation: pg 71 # 11
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where, in (12), the second term accounts for the utility associated with comfort.
To make the problem computationally tractable, we add lower and upper bounds on the feasible room temperatures, which admit a different range than that of a rigid thermostat. The modified problem ( ) is stated below:
The major differences between (in (11)) and (in l u
min,n max,n n n (14)) are: For the rigid thermostat, users set to prevent room tem- [I ,I ] min,n max,n peratures from falling outside the rigid range, while for the optimizing thermostat, has to make the optimization problem solvable. As before, let the ϳ l u
P2 [B ,B ]
n n optimal policy, corresponding cost, and total utility of be ,
, and , respectively, while letting those
of the modified problem be , , and ϳ
Intuitively, if the optimizing thermostat's bounds are chosen such that taking an action that violates the bounds costs more than maintaining the preferred temperature throughout the planning horizon, then the bounds will never be violated. The following proposition generates tighter bounds, as it gives a sufficient condition for to have the same solution as . The tighter bounds allow us to ϳ P2 P2 significantly save computational time.
Proposition 1 Define ranges
as following: N out,N pfr,N N N out,N pfr,N N out,N pfr,N N N out,N pfr,N 
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• for the other periods :
If the feasible region of satisfies , then the optimal ϳ The following theorem relates the total utilities of using the three types of thermostat:
, then the total utilities of using the three types of thermostat satisfy:
The second inequalities are binding if the condition in Proposition 1 is met.
Note that the conditions in Theorem 3 are sufficient conditions. The intuition behind Theorem 3 is that the optimizing thermostat penalizes deviation from the preferred temperature; in contrast, the rigid thermostat treats the preferred and the other temperatures in as equally comfortable and the [I ,I ] The above results do not rely on the specific model for room temperatures that we assumed. More accurate models (for room temperatures and the pg 73 # 13
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3. Source: http://www.ipm.ucdavis.edu/WEATHER/wxretrieve.html 4. All figures use only data collected at the beginning and the end of each hourly period. In later figures, data from distinct simulations are plotted with different markers and we connect the data points to make the results that come from different settings more distinguishable. associated comfort calculations) are able to better describe room temperatures but do not change the relationship among the regions of the feasible solutions in the Bellman equations of the thermostats; thus, Theorem 2 and Theorem 3 still hold. Theorem 1 also holds because scaling the price does not affect the relationship among different solutions. In fact, as long as the model of interest possesses the Markovian property, we can model the control problems of the rigid and the optimizing thermostats by similar Bellman equations and the above theorems still hold.
Our models also work when there are forecasting uncertainties. In particular, the certainty equivalence control approach (Bertsekas, 1995) is applied. Although applying this approach is penalized when "bad" scenarios with low probability occur (Papavasiliou, 2011) , the worst-case one-period total utility of setting at ( equals to or ) is bounded below by the summation
Sim-
out,n pfr,n ini,n pfr,n out,n out,n pfr,n ulations that study the performance of this CEC approach are presented in section 4.2. An alternative approach that also preserves the weak duality is to relax the full-information assumption by setting prices and ambient temperatures as Markov processes. This approach slightly increases the computational requirements, as the deterministic value-to-go functions need to be replaced by their expectations.
SIMULATION AND MANAGERIAL INSGIHTS
Theorem 3 implies that a user's total utility when using the optimizing thermostat, , is always better than or equal to those of using the traditional * V opt,n and the rigid thermostats. In this section, we conduct numerical studies to learn the magnitude of the increase in comfort and/or reduction in cost of the optimizing thermostat relative to the other two. Then, we perform several controlled numerical experiments to examine how the different thermostats affect peak demand and how the different parameters influence the performance of these thermostats.
Summer Savings of the Rigid and Optimizing Thermostats
We first investigate how the optimizing and rigid thermostats benefit Smart Grid users in the summer. In order to get a realistic simulation, we choose the ambient temperature data collected at San Joaquin in Sacramento County, California in 2010.
3 The hour-by-hour monthly average ambient temperature profiles are plotted in Figure 2 . 4 We simulate one entire summer (24 hourly data points per day on the 93 days from June 21 to September 21). pg 74 # 14
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Copyright ᭧ 2012 by the IAEE. All rights reserved. Because there is currently no real-time-price data for retail markets available to us, we generate simulated dynamic prices by the following sine function: and half of the difference between the highest and lowest prices of PG&E's tier 1 TOU price structure (for residential users). 5 Although this assumption on prices does not necessarily represent future pricing strategies for the SmartGrid, it allows us to simulate the savings for users under a real-time pricing scheme that is similar to PG&E's TOU structure.
We further assume that there is no uncertainty in the price and weather forecast. 6 The advantage of using deterministic prices and ambient temperatures in simulations is that it will not bring error into the evaluation due to lack of sample paths. Motivated by the possibly more volatile prices in the SmartGrid, such as PG&E's pilot SmartRate (George et.al, 2009) in Equation (6) are and ,
-3 2 -3 a = -7.5 ‫ן‬ 10 $/(ЊF ⋅ hr) b = -5 ‫ן‬ 10 $/(ЊF ⋅ hr) both of which are fixed throughout the year. These parameters indicate that users would be willing to pay an extra per hour to lower the room temperature $0.0125 from to or an extra per hour for a decrease from to 74ЊF 73ЊF $0.0425 76ЊF .
75ЊF
We further assume that , meaning that it takes of k = 1(kWh/ЊF) 1 kWh 1 electricity to change the room temperature by . We assume 1ЊF k= 2 , which implies that the room temperature will rise from 0.2(kWh/(ЊF ⋅ hr)) 73ЊF to in 1 hour when the outside temperature is . This adjustment speed 75ЊF 8 3 ЊF is close to that assumed by others, such as Braun (2003) , although in our model the room is slightly less insulated. Note that less insulation reduces the benefit of pre-cooling and, thus, favors the traditional thermostat.
The settings on the traditional and the rigid thermostats are adjusted to give almost the same average daily comfort over the summer as the optimizing thermostat does. Specifically, the input of the traditional thermostat is a fixed range , a bit above our assumed user-preferred temperature of . [76ЊF,77ЊF] 73ЊF The rigid thermostat is set to keep the indoor temperature between and 68ЊF . This is by no means the only way to let all three thermostats yield almost 77ЊF the same average daily comfort, but it is the best we have found.
The main results are summarized in , respectively. In this simulation, the rigid thermostat costs per T = 73ЊF $458.5 pfr summer, ( ) less than the traditional thermostat to achieve the same average 49% comfort. Consistent with Theorem 3, the optimizing thermostat does even better, saving per summer ( ) relative to the traditional thermostat and $526.4 58% ( ) relative to the rigid thermostat. To put these savings in perspective, $84.63 18% an Internet-enabled thermostat costs less than at Home Depot. With the $100 simulation results, we believe that, even if we ignore the costs of the other two thermostats, the setup cost of the optimizing thermostat can be more than compensated for by the cost saving in the first summer of use.
The advantage of the optimizing thermostat over the rigid thermostat comes in part from keeping the indoor temperature on average closer to the userspreferred temperature; the mean absolute deviation is for the optimizing G 2.54ЊF valuable. Thus, if the indoor temperature is anywhere within that range, the rigid thermostat makes no effort to keep the temperature any nearer to the users-preferred temperature. Therefore, on any fairly hot day, the thermostat pre-cools all the way down to the lowest rigid constraint , and also spends the warm part I min of the afternoon at the highest rigid constraint . In our simulations, the rigid I max thermostat pushes the temperature down to on 91 of the 93 days over the I min summer, while the optimizing thermostat only pushes temperatures that low on 21 days. Similarly, the rigid thermostat keeps the inside temperature within a degree of for hours per day over the summer, while the optimizing I 2.72 min thermostat only does so for 0.33 hours per day. At the same time, the rigid thermostat never permits temperatures above , while the optimizing thermostat balances cost and comfort with few extreme I max room temperatures. For instance, in the above simulation, the optimizing thermostat rises over for 3.1 hours per day during the simulated summer.
I max

Four Basic Scenarios
To understand the behavior of each thermostat, we run simulations on four scenarios: a "super mild" day, a "mild" day, a "hot" day, and a "wicked hot" day. To be consistent with the curves in Figure 2 , we use the following sine function to generate ambient temperature profiles: Thermostats for the Smart Grid / 77
Figure 3: Four Basic Scenarios
Figures 3(c) and 3(d) show the room temperature curves when the rigid and the optimizing thermostat are used, respectively. Because the traditional thermostat runs HVAC whenever the room temperature deviates from , it produces T pfr similar room temperatures in all four scenarios and consumes much more electricity on hotter days, as shown in Figure 4 (a). In contrast, as shown in Figure  4 (b), the rigid thermostat only runs HVAC in "hot" and "wicked hot" conditions. In addition, it runs the HVAC in periods with low ambient temperature to precool the room; that is, to reduce the room temperature below . Because the T pfr electricity prices in those periods are lower, the rigid thermostat reduces cost by shifting the peak load to low-price periods to save cost (as long as there is need for HVAC during the planning horizon). Figure 4(c) shows that the optimizing thermostat also pre-cools, but not as extensively as the rigid thermostat.
Remark As shown in Figure 3(c) , the room temperatures in the "super mild" case remain constant while the ambient temperatures change slightly over time; this is because the continuous temperatures are rounded to integer values. pg 78 # 18
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Benchmark Simulations
To study the effect of parameters such as prices, ambient temperatures, building insulation, and users' sensitivities to room temperatures, we conduct nine controlled numerical experiments, listed in Table 2 . For all nine cases, the ambient temperature profiles are generated from (16) Different price profiles are tested to study the price sensitivity of the thermostats. We restrict the price range to be no greater than that of PG&E's SmartRate (George et.al, 2009 ), which ranges from to 0.085$/kWh 0.85$/kWh in summer. Specifically, we group the cases into a low-price group (cases 1 through 5) and a high-price group in which the prices are both higher and more volatile (cases 6 through 9). pg 79 # 19
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Copyright ᭧ 2012 by the IAEE. All rights reserved. For the parameters reflecting building properties, is fixed k = 1(kWh/ЊF) 1 and is varied to investigate the effect of better insulation (case 5). Similarly, k 2 for the parameters associated with comfort, is fixed -3 b = -5 ‫ן‬ 10 $/(ЊF ⋅ hr) and is adjusted to represent different users' sensitivities to the squared deviation a from their preferred room temperature. Three values of are tested. They are a , and for -3 2 -2 2 -2 2 -7.5 ‫ן‬ 10 $/(ЊF ⋅ hr) -1.5 ‫ן‬ 10 $/(ЊF ⋅ hr) -3 ‫ן‬ 10 $/(ЊF ⋅ hr) low sensitivity, medium sensitivity, and high sensitivity, respectively. In addition, of the rigid thermostat is fixed at and is lowered to study the impact I 78ЊF I max min of allowing extensive pre-cooling (case 8).
The daily cost ( ), daily comfort in dollars ( ), and daily total C D day day utility in dollars ( ) are summarized in Table 3 . Table 4 shows the mean U day absolute temperature gap and the root mean squared deviation from the userspreferred temperature by the three thermostats in all nine cases.
Price Elasticity and Social Surplus
In many regions, electricity demand peaks on hot summer afternoons, largely due to air conditioning. Borenstein (2005) shows that when supply is near capacity at these times, prices can spike to extremely high levels if demand is very inelastic. His simulation shows that the price spikes are much lower if a modest share of users have a modest price elasticity. Avoiding the price spikes, in turn, reduces generators' investments in high-cost and socially inefficient "peaker" plants used only a few hours a year. Finally, Borenstein (2005) shows that many of the gains from higher price elasticity are reaped by users (and there is higher average user's surplus gain for the price-elastic users), as they no longer pg 80 # 20
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Table 3: Sensitivity Tests Results
Traditional
Rigid Optimizing 
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Figure 5: Temperature and Electricity Consumed in Peak Hours
has zero price elasticity, making the price spikes emphasized in Borenstein (2005) larger and more likely. In contrast, the optimizing thermostat saves cost in peak hours by reducing comfort when energy prices are high and by shifting demand to lower-cost times of the day. The rigid thermostat usually has higher price elasticity than the optimizing thermostat, as it only aims to reduce cost and gives no attention to comfort as long as the inside temperature is within the rigid bounds. Unfortunately, on hot days which are typically the days with the highest social value of reducing peak demand, the price elasticity of the rigid thermostat falls to almost zero. Thus, the optimizing thermostat provides more social benefits than the rigid thermostat on precisely the hot days when price spikes are more likely to occur.
The price elasticity of the rigid thermostat breaks down for two reasons. First, consistent with Theorem 1, the optimal policy of the rigid thermostat is homogeneous of degree zero in prices. For instance, case 6 is identical to case 2 except that the prices in the former case are 3 times higher. The rigid thermostat consumes exactly the same electricity in each case, but has 3 times the cost ( ) in case 6 as in case 2. In contrast, the optimizing thermostat reduces elec-C day tricity consumption in case 6 relative to case 2.
Second, on hot days the rigid thermostat hits its upper bound even I max after pre-cooling to its lower bound . Thus, no matter how high electricity I min prices rise the rigid thermostat will not lower its peak demand. Moreover, its price elasticity can drop to near zero even if the weather is not severe. For example, in section 3.3, the simulated ambient temperatures are moderate, ranging from to . However, as shown in Figure 5 (a), in cases 6,7,and 9 (of the high-78ЊF 88ЊF price group), the rigid thermostat generates room temperature profiles similar to those in cases 2, 3, and 4 (of the low-price group). In contrast, the optimizing thermostat generates higher room temperatures in peak hours with higher peak pg 82 # 22
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Copyright ᭧ 2012 by the IAEE. All rights reserved. prices. In addition, Figure 5 (b) shows that in the peak hours (periods 15 through 20), the rigid thermostat consumes the same amount of electricity across the simulated cases, whereas the optimizing thermostat consumes less in case 7 than in case 2.
More Concerns with the Rigid Thermostat
We further analyze the controlled experiments listed in Table 2 and obtain the following important observations. First, the rigid thermostat makes room temperatures reach in the peak hours of summer. Moreover, it may make its I max users uncomfortably cold if is too low or if the system does not have a I min minimum for hot days.
As shown in Figure 6 (a), the control signals and the resulting room temperatures of the traditional thermostat, which applies a trigger policy, are only functions of weather; thus, the room temperatures remain the same in all the nine cases. If users of a traditional thermostat want to trade off comfort for cost saving, they have to monitor prices, perform complex calculations, and manually adjust the target room temperature. It is implausible that many users will undertake this real-time optimization. The other two types of thermostat admit price elasticity. In particular, the rigid thermostat always saves cost by making room temperatures reach during summer afternoons when prices are high. Thus, the price elas-I max ticity of the rigid thermostat depends on the selection of the interval ; [I ,I ] min max larger intervals lead to higher price elasticity. For example, in cases 2, 3, and 4 of the low-price group (which differ only in the users' sensitivity to room temperatures), the rigid thermostat makes the room temperatures more volatile than the optimizing thermostat does, as shown in Figure 6 .
The dependence of the rigid thermostat's price elasticity on [I ,I ] min max sometimes leads to extreme room temperatures. 
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Figure 7: Impacts of Other Parameters on Room Temperatures
7 (with high price and low sensitivity), the rigid thermostat reaches in peak I max hours, during which HVAC needs to be run continuously. When is dropped, I min as in case 8, the rigid thermostat pre-cools more aggressively to achieve more savings. However, this extensive pre-cooling will make users extremely uncomfortable in off-peak hours.
In contrast, the optimizing thermostat tries to avoid excessive pre-cooling or pre-heating, adjusting its usage according to users' preferences ( and ) . a b For example, the optimizing thermostat keeps the room temperature closer to when the user puts more value on comfort relative to cost (compare the low-T pfr price case 2 with the similar case 3, which has more sensitivity to temperatures, or compare the high-price case 7 with case 9), as shown in Figure 7 (b). In cases in which the optimizing thermostat leads to very low or very high room temperatures, the discomfort will always be more than repaid by the lower cost.
As discussed in Appendix B, under some parameter values and settings the rigid thermostat sometimes gives users lower total utility than the traditional one. In addition, although better insulation is in general beneficial, without careful adjustment of the temperature range, better insulation can reduce comfort for the users of the rigid thermostat.
Another Impact on the Grid Side
Critical-peak-pricing (CPP) is a variant of dynamic pricing with a specific time period that has a discretely higher price. An undesirable consequence of CPP is that when the penetration of demand-responsive systems is deep, there may be another peak demand right after the CPP ends (Black and Tyagi, 2010) . Intuitively, users delay their demand until the peak pricing ends, leading to the rebound effect as all the accumulated demand hits the grid.
One way to avoid this rebound effect would be to have the SmartGrid provide dynamic prices instead of discrete jumps in price. However, even with dynamic pricing, the rigid thermostat tends to run HVAC appliances at the max-pg 84 # 24
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Copyright ᭧ 2012 by the IAEE. All rights reserved. average electricity consumed in per period in periods 15 through 20, the peak periods, with the kWh traditional thermostat) imum level during periods when the prices reach minimum; this maximizes cost saving, but may lead to an undesirable secondary peak load. To illustrate this point, we summarize in Table 5 the maximum electricity consumed per period ( ) and the average electricity consumed per period in the peak hours with the E max traditional thermostat ( ). E peak As shown in Table 5 , although the of the rigid thermostat is lower E peak than that of the traditional thermostat, the of the rigid thermostat is usually E max much greater than that of the traditional thermostat. This implies that, with high penetration of the rigid thermostat, if a substantial share of users uses the settings , a much more significant peak load may be created. A price schedule [I ,I ] min max that ignores this peak demand prior to (or after) peak prices will not balance supply and demand (for example, the morning demand spike from the rigid thermostat's pre-cooling may overwhelm the grid). To avoid the morning spike, price schedules have to be smoothed within the day. Unfortunately, this smoothing reduces the energy saving and reductions in peak load that the SmartGrid hopes to achieve.
In contrast, simulation results suggest that the optimizing thermostat keeps the maximum electricity consumed per period much lower than the rigid thermostat does, although the reduction in peak load is not as significant as that of the rigid thermostat in some cases. Thus, the rebound effect is mitigated. Moreover, with the help of the optimizing thermostat, we can take advantage of the heterogeneity among users. For instance, as shown in Figure 8 , although in cases 2, 3, and 4 all settings except and (parameters associated with comfort) remain a b the same, users with different temperature sensitivity have their peak demand pg 85 # 25
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EXTENSION OF THE MODELS
Incorporating a More Accurate Thermal Model
As noted above, replacing the simple model for room temperatures with more accurate ones does not change the results of Theorems 1, 2, and 3. In this subsection, we test a more realistic thermal model in which the coefficient of performance (COP) of HVAC decreases in the temperature difference between inside and outside. This property of HVAC appliances actually favors the rigid and the optimizing thermostats because pre-cooling becomes more efficient. Therefore, as pointed out at the end of section 2.3, the rigid and optimizing thermostats are expected to pre-cool even if electricity prices are constant.
The new thermal model with a variable COP is as follows. We observe from the study of Payne and Domanski (2002) that a linear regression fits well with their calibration data for an air-conditioner. Thus, we replace Equation (5) with the following one:
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Copyright ᭧ 2012 by the IAEE. All rights reserved. the its span of working temperatures, respectively. We also assume, for consistency, that is the COP that has been used in previous simulations.
COP o
Simulation parameters are chosen to test performance under flat-rate electricity prices. We let the price be and simulate ambient temperatures 0.3$/kWh according to Equation 16 with and . We increase the incentive
for using pre-cooling to save energy usage by decreasing to . The remaink 0.05 2 ing parameters are the same as in case 7 in section 3.3.
The simulation results are summarized in Figure 9 . With variable COP, both the rigid and the optimizing thermostats pre-cool to save energy, although the prices are constant. Furthermore, with variable COP, the daily cost with the rigid thermostat is the lowest ( , , and for the traditional, rigid, $3.76 $2.09 3.03 and optimizing thermostat, respectively). Consistent with Theorems 2 and 3, the optimizing thermostat gives the highest total utility ( , , and -$3.84 -$4.52 for the traditional, rigid, and optimizing thermostat, respectively). Finally, -$3.42 it can be shown that Proposition 1 still holds with some modifications, as explained in the proof of Proposition 1.
Incorporating Forecasting Uncertainties
The rigid and the optimizing thermostats schedule energy usage based on the forecasts of future weather conditions and electricity prices, both of which are difficult to predict. In this subsection, we test the performance of all three types of thermostat in the presence of forecasting uncertainties.
Forecasting uncertainties complicate the optimization for both rigid and optimizing thermostats by (1) creating the need to estimate the distribution of the uncertainties, and (2) increasing the computational cost of the problem. Furthermore, more accurate forecasts usually lead to the well-known "curses of dimensionality" of dynamic programming, because they rely heavily on both the current conditions and past history.
We consider the uncertainties in forecasting both ambient temperatures and electricity prices. In particular, we assume that the forecasts are able to deliver pg 87 # 27
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Copyright ᭧ 2012 by the IAEE. All rights reserved. We run simulations with the following parameters. To study the effects of the uncertainties, we assume and are normal random variables with e e T p out,n n mean zero and that their variances are varied. The rest of the parameters are the same as in case 7 in section 3.3.
In the presence of forecasting uncertainties, our algorithm works following the certainty equivalence control approach. In particular, the future prices and ambient temperatures are replaced with their expectations when running the optimization routine and the system evolves stochastically after executing the optimal decisions. The simulation results are presented in Table 6 , which shows that, even with relatively poor forecasts (when the standard deviations of the noise are comparable to half of the span of the forecasts' values), the optimizing thermostat still dominates the other two thermostats in terms of total utility.
CONCLUSION, LIMITATIONS AND EXTENSIONS
This paper analyzes strategies for managing U.S. households' major source of electricity demand: HVAC. Because this demand is flexible compared with other demand and often has synchronized peaks, the potential of shaving peak demand through load shifting is substantial. However, users will require tools to facilitate load shifting as the SmartGrid and its dynamic pricing become more common.
We model three types of thermostat-traditional, rigid, and optimizing-and the corresponding control strategies. We compare the performance of these thermostats both theoretically and via numerical studies. Both the traditional and the rigid thermostats have serious drawbacks and both deliver lower total utility than the optimizing thermostat. The optimizing thermostat creates more value for its users because it balances cost saving and comfort. In addition, the optimizing thermostat creates more value to society because it lowers peak electricity usage on the hottest days.
Our model captures the main elements of the problem, but makes a number of simplifying assumptions. It is straightforward to extend the current model to incorporate more complex circumstances, such as users' adaption to sustained high or low outdoor temperature (Angilletta (2009) , see Appendix C for a preliminary analysis), forecasts (with uncertainty) of the number of people who will soon be home (perhaps using input from GPS-enabled phones, online calendars, motion sensors in burglar alarms, etc.), and multiple residents with different preferences. Parameters such as the users-preferred temperature and willingness to pay for comfort ( , and ) can be learned by statistical learning T a b
pfr modules yet to be developed. It is also straightforward (1) to replace the model for room temperatures with one that accounts better for lags, humidity, solar gain, wind, and so forth, (2) to utilize an algorithm that uses each day's data to update the parameters describing the building, and (3) to optimize multiple zones in a home, each with different uses and occupancy. Other extensions include modeling the time that HVAC appliances take to change inside temperatures, adding in other appliances that permit load shifting (such as dishwashers and clothes washers), and dealing with forecasting uncertainties by more efficient techniques. None of these extensions should change the main results of the paper. In addition, our simulations can be replicated with data on weather, price variation, and building parameters that are appropriate for different structures, regions, and (real and potential) electricity markets. Simulations in this paper can help users determine the potential savings from an optimizing thermostat.
When coupled with data on the elasticity of supply and demand for electricity, these simulations can also inform policy makers about the potential social value of optimizing thermostats. If these social gains are large, policymakers may want to encourage adoption of optimizing thermostats and related products that increase the responsiveness of electricity demand to prices.
APPENDIX
A. On CPU Time and Aggregation
In our simulations, we aggregate temperatures into discretized values and make only one decision per period. In this appendix, we study how the length of each period, the number of look-ahead periods, the length of the planning horizon, and the aggregation level of temperatures affect computational requirements (measured by CPU time) and performance of the control algorithms. Let denote the greatest common divider of the differences between any two dis-DT cretized temperatures and let denote the length of each period (in hours). Dt N and denote the number of hours of the planning horizon and the look-ahead T periods at each step, respectively. summarizes the CPU time required to t total obtain control signals at each step.
In general, the CPU time consumed by the traditional thermostat is negligible, for only one operation is required at each step. The other two control algorithms are coded in MATLAB R2008a and tested on a computer with Intel Core 2 Duo CPU at 2.26GHz and 3 GB of RAM running Windows XP. The CPU time required for obtaining the control signals at the beginning of each period is summarized in Table 7 . As expected, finer aggregation of temperatures and time, more look-ahead periods, and longer planning horizon increase CPU time. In our algorithms, we calculate look-up tables consisting of state transitions and the corresponding comfort levels before applying backward recursion. Computing comfort involves computing an integral, which takes much more effort than the backward recursion does.
records the time required to build the look-up t table  table. 7 Hence, if the look-up tables are calculated in advance, the real-time computational requirement can be substantially reduced.
The aggregation of temperatures and the assumption of one decision per period reduce computational time, but at the cost of suboptimality, for two reasons. First, the feasible region may exclude the optimal solution. Second, rounding state transitions may increase the error in approximating the value-to-go function. Table 8 summarizes the total utilities of the three types of thermostat with finer aggregation:
and (compared to Table 3 , in which DT = 0.5ЊF Dt = 0.5 hr and ). Surprisingly, the daily total utilities for the users of DT = 1.0ЊF Dt = 1.0 hr the traditional and rigid thermostats drop under finer aggregation. The daily total Name /ej334/ej334_04_Liang/Mp_91 03/08/2012 06:03PM Plate # 0 pg 91 # 31
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Copyright ᭧ 2012 by the IAEE. All rights reserved. utility decreases for the users of the traditional thermostat because it consumes more electricity in order to confine the room temperature to a tighter range around , whereas the gain in comfort is small. Meanwhile, the rigid thermostat con-T pfr sumes less energy ( ) by pushing room temperatures closer to the rigid 6.5% bounds, but the comfort ( ) drops more than the cost saved. In contrast, finer D day aggregation and shorter period length improve the total utility for the users of the optimizing thermostat. The maximum and average relative improvements are and . However, according to Table 7 , the CPU time for the optimizing 11.1% 4.3% thermostat is increased by over . Therefore, it is important in practice to 300% find a balance between the increased computational cost and the improved total utility from finer aggregation and shorter period length.
B. More Sensitivity Analysis and Insights
1. The rigid thermostat sometimes generates the lowest total utility. If price varies a lot within a day or if the room is very well insulated-both of which encourage extensive morning cooling-then the rigid thermostat holds the room temperature on the rigid lower bound for longer. As a result, users will experience chilly summer mornings. Thus, sometimes, as in cases 3 and 4, the rigid thermostat generates the lowest total utility. In all the other cases of our simulation, the traditional thermostat has the lowest total utility.
2. Better insulation is in general beneficial, but it can create discomfort for the users of the rigid thermostat. All three thermostats generate higher total utility with better insulation, as in case 5, than they do in the otherwise similar pg 92 # 32
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Copyright ᭧ 2012 by the IAEE. All rights reserved. (Table 3) . Intuitively, better insulation preserves indoor temperature by slowing down heat loss; thus, electricity consumption is reduced. However, the resulting room temperatures are not necessarily more comfortable. For instance, Figure 10 suggests that the rigid thermostat leads to colder and more volatile room temperature because better insulation makes pre-cooling more effective. As a result, the rigid thermostat pre-cools more. On the contrary, because canceling heat loss takes less electricity with better insulation, the optimizing thermostat keeps the room temperature closer to the users' preference, . Therefore, users T pfr with the optimizing thermostat are better off in terms of both cost and comfort.
C. Incorporating the Acclimation Effect by Using the Optimizing Thermostat
Humans acclimate (adapt) to recent temperatures (Angilletta, 2009) , and effect that can be exploited by the optimizing thermostat. Due to acclimation, users who come into a room at when the ambient temperature is over 77ЊF will most likely feel just as comfortable as they would if the room tem-110ЊF perature were , the most preferred one ( ), and the ambient temperature 73ЊF T pfr were . By setting as a function of a user-specified "normal" preferred *
80ЊF
T pfr temperature and of the recent history of ambient temperatures, the optimizing thermostat can easily incorporate acclimation. For example:
pfr,n pfr,n out,n Then we could utilize instead of in the control algorithm of * T T pfr,n pfr,n the optimizing thermostat to capture the acclimation effect. In addition, comfort depends on factors such as humidity as well as temperature. Learning the function is critical and general statistical learning models could be applied, but that g( ⋅ ) pg 93 # 33
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Copyright ᭧ 2012 by the IAEE. All rights reserved. discussion is beyond the scope of this paper. Nonetheless, so long as we have a model for , acclimation effect can be adapted by using the optimizing ther-* T pfr,n mostat. On the contrary, it is more difficult to let a rigid thermostat adjust its control according to ambience, as users' comfort is not in the objective function.
D. Proofs
Proof of Theorem 1:
Note that is equivalent to the following problem: P1 dividing the objective function by will affect neither the feasible region nor the k ordering of candidate solutions. Hence, under price sequences that share the same normalized , the optimal solutions are the same.
Proof of Theorem 2.
• The proof of Theorem 2 utilizes the same approach as that of Theorem 3. Please refer to the proof of Theorem 3.
Proof of Proposition 1.
First, setting a different target temperature will result in a different total utility for the same user. This difference in utility can be obtained by combining Equations (4) ) is sufficient to guarantee that the optimal solutions of are interior 1,2, . . . ,N P2 points of the region defined by the modified conditions.
Proof of Theorem 3.
• The following inequality:
tra,n ini,n opt,n ini,n that is, the first inequality in Theorem 3 holds, becaues the modified optimizing thermostat optimizes total utility from both cost and comfort over a broader feasible region, while the policy of the traditional thermostat is a feasible solution to the former one.
• The other inequality:
rigid,n ini,n opt,n ini,n holds for the same reason as explained above.
• The second inequalities in both equations comes from the fact that the feasible region of the modified problem is a subset of that of the original ϳ P2 problem .
P2
Proof of Corollary 1.
The optimizing thermostat costs less than the rigid and traditional thermostats when it generates lower or equal comfort because the former creates the highest total utility for its users, as stated in Theorem 3.
Compared with the rigid thermostat, the optimizing thermostat creates more comfort for users when the obtained room temperatures are within . Although not readily seen, this is also consistent with Theorem 3. If [I ,I ] min max the obtained room temperatures of the optimizing thermostat are bounded by , the cost of using the optimizing thermostat is greater or equal to that [I ,I ] min max of using the rigid thermostat, as the optimal solution generated by the optimizing thermostat is also a feasible solution to the rigid thermostat's problem. Therefore under this condition, Theorem 3 implies that the optimizing thermostat is able to provide greater comfort, as the optimizing thermostat creates the highest total utility for its users.
