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FUZZY INTERSECTION GRAPHS 
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Mathematics Department, Moravian College, Bethlehem, PA 18018, U.S.A. 
Abstract--This paper extends the use of graphs to the modelling of systems under uncertainty when 
random assumptions donot adequately hold. The paper includes the theoretical nd computational 
aspects which are derived from the matrix representation of fuzzy intersection graphs. Their ability for 
applications is also discussed. 
1. INTRODUCTION 
Since graph theory has proven to be particularly useful in modelling the essential features of 
systems with a finite number of components, one of the primary goals of this paper is to present 
the generalization which is afforded by introducing the concept of fuzzy sets into the theory of 
graphs. Thus, a major focus of this paper is the generalization of intersection graphs to fuzzy 
intersection graphs. 
For clarity sake basic terminology of graph theory is reviewed in the next section. Even though 
much can be easily generalized to directed graphs, the detailed iscussion which includes the case 
of digraphs is not appropriate at this time and most of the discussion in this paper is concerned 
with undirected graphs. Initially the term fuzzy graph was used to refer to a graph with a fuzzy 
edge set. Only recently it is applied when the graph has a fuzzy vertex set. Rarely we find the 
treatment of graphs which have both the vertex and the edge set fuzzy [1]. A goal even though 
secondary is the clarification of the terminology for fuzzy graphs which is presented in Section 3. 
Finally, Sections 4 and following are reserved to the discussion of fuzzy intersection graphs, 
including an introduction to their spectral analysis and a brief comparison with random and 
threshold tolerance graphs. 
2. GRAPHS 
A graph G consists of a finite nonempty set of vertices V and of a set of edges E, where the set 
E is any subset of the cartesian product of V with itself. G is not oriented because symmetry holds, 
i.e.. if (a, b) is an edge of E then (b, a) is an edge of E too, so that both are depicted by the same 
edge. The graph G will be denoted 
G = (V, E). 
A directed graph D, also called digraph for brevity, has a nonempty finite set of vertices too. The 
subset T of [V x V] is called the arc set, where the term arc replaces the term edge which is 
conventionally reserved for undirected graphs [2]. Then D is denoted 
D=(V,T) .  
D is oriented because symmetry does not hold. Namely, (i) the arc (b, a) is different from (a, b) 
and (ii) (b, a) does not have to be an element of T even when (a, b) belongs to T. A pair with a 
repeating element, (a, a) is called a selfloop, multiple arcs are not allowed. For clarity the following 
terms are also defined. They apply to graphs or digraphs unless otherwise stated. A walk is a finite 
sequence of edges such that if (a, b), (c, d) are consecutive in E then either c = b or d = a. A path 
is a walk such that (i) it consists of at least two consecutive edges and (ii) all the vertices, except 
for selfloops and except possibly for the first and the last are distinct. A loop, or cycle, is a path 
that begins and ends at the same vertex. A digraph is acyclic if it has no loops. 
Matrices provide a convenient representation f graphs and of digraphs. Of all the types of 
matrix representations, the best known is the adjacency matrix type. This is the representation 
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which will be used here. The adjacency matrix denoted B has entries which either equal 1 or 0. 
Namely, given n vertices and a graph (V, E), 
where 
B =(bij), i , j  = 1 . . . . .  n, 
I 1, if (i, j )  is an edge bij = 0, otherwise. 
Two graphs with the same vertex set are equal if their edge sets are equal otherwise they are said 
to be different. Since their edge sets are representable bymatrices then two graphs are equal if their 
adjacency matrices are equal. 
Next section, the basic terminology for fuzzy sets is presented as it applies to graphs. Thus, it 
will be possible to relate these two sections, and to provide the necessary background for the 
development of fuzzy intersection graphs. 
3. FUZZY GRAPHS 
In this work, fuzzy set theory is used in connection with graphs. Thus, this brief review of the 
fundamental concepts of fuzzy sets is given with reference to the set of vertices and to the sets of 
edges. 
To develop this connection, recall that an adjacency matrix B of a graph is built from the values 
of the characteristic function of the set E. This matrix B is always symmetric when used for 
undirected graphs. If (a, b) belongs to the universe U = (V x V) then the characteristic function 
of E, denoted mr(a, b) equals 1 or 0 according to whether or not (a, b) belongs to the set E. Let 
the graph be denoted 
V={1 . . . . .  n}, G = (V, E), (1) 
where E is contained or is equal to the cartesian product of V with itself. In his seminal paper in 
1965, L. A. Zadeh proposed that the characteristic function of a set be allowed to take any value 
in the interval [0, 1], or in any finite closed interval. Although this extension was done in other 
cases, the extension which was provided by fuzzy set theory had far reaching consequences [3]. The 
field of fuzzy set theory has grown, especially in Europe, China and Japan. In spite of the 
controversy it has generated in some circles of the American mathematical community, since 1965 
more than thirty books have been written on the subject and over four thousand papers have been 
published. 
More specifically, in fuzzy set theory a function is associated to each element (a, b) of the edge 
set E. This function denoted m~ is called the membership function of (a, b) in E. How are 
membership functions identified? It will suffice here to say that their values may equal 
measurements derived from direct observations, or even from symbols to denote positive or 
negative signs [4]. Other times, the membership functions correspond to linguistic quantifiers [5], 
or they are derived from probability or possibility distributions [6]. Note that because of 
applications of fuzzy set theory to machine intelligence, much research is ongoing on the 
identification of the membership function. This paper proposes the identification of the 
membership function via the generation of the corresponding fuzzy intersection digraphs. The 
discussion of this matter will be delayed to the next section. 
Definition 3.1 
If E is the set in a universe U, then 
E l= {(u, m)lu ~ E}, (2) 
is called a fuzzy set, E is called the support set of E f in U, and m is called the membership function 
of u in E i. • 
Definition 3.2 
The projection of a fuzzy set E ¢ is the subset of the support set E which contains only those 
elements of E which have a nonzero membership in E f. • 
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The term projection is quite rightly popular. Notice that the projection is contained or it is equal 
to the support set. Both the projection and the support set are sets in the ordinary sense. 
Definition 3.3 
If the membership function m = me, i.e. it maps E onto the two-valued set {0, 1}, then the set 
E/ i s  called crisp (or sharp). • 
A crisp set denoted E c is a fuzzy set. Even though incorrectly, a crisp set is often identified with 
its projection denoted E e. 
Example 3. I 
Consider the graph of Fig. 1. Then the edge set and its matrix representation are respectively 
given by 
E = {el2, el3, e14 , e23, e35, e45}; 
B = 
0 1 1 1 0 
1 0 1 0 0 
1 1 0 0 1 
1 0 0 0 1 
0 0 1 1 0 
The crisp fuzzy set E c with projection E is 
E c = {(et2, 1) . . . . .  (e45, 1)}. 
The matrix corresponding to the crisp set keeps track of the membership values of the edges, 
therefore it is still given by B. The fuzzy edge set E(o f  the graph in Fig. 2 and its adjacency matrix 
are respectively given below. E l= {(e14, 0.7), (e23 , 1), (e31 , 0.0l), (e35 , 0.1)}; 
m{= 
0 0 0.01 0.7 0 
0 0 1 0 0 
0.01 1 0 0 0.1 
0.7 0 0 0 0 
0 0 0.1 0 0 
The support of E~ f is still E but its projection is E~ e= {el4 , e23, e31, e35} which is strictly contained 
in E. Using ordinary graph terminology, E~' is simply a subgraph of E. Finally, the fuzzy edge set 
E2 f = {(e~4, 0.7), (e34, 0.5)}, 
does not have E as support set because its projection E~ = {e,4, e34} is not contained in E, i.e. E2 p 
is not a subgraph of E. • 
The example points out that the projection of the fuzzy edge set is important (see Fig. 2). Fuzzy 
edge sets having the same projection are in some sense equivalent. This fact is investigated elsewhere 
with some interesting results [7]. 
l~z  II 41 
4 5 
Fig. 1 
f 
2 
Fig. 2. A fuzzy edge set: no edge if the 
membership equals 0; ( ) if the mem- 
bership equals 1, ( . . . .  ) otherwise. 
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Continuing the brief summary of basic concepts, a fuzzy set is said to be empty if the membership 
of all its elements is equal to zero. The notation o will be used to denote an empty set regardless 
of whether the set is fuzzy or ordinary. The operations of equality, of containment, of 
complementation, of intersection, and of union of two fuzzy sets are defined in terms of the 
membership function. To define the first three, let C l and D i be any two fuzzy sets defined on the 
same universe U = (V × V) with membership functions, respectively denoted mc and mo, then 
Cf  : DYe*" (mab)c = (mab)o; 
C f C Df'c~(mab)c <~ (mab)O; 
(o f )  ' ~ (mab)~ = 1 -- (mab)c (3) 
where the symbol ' is used to denote the complement of a set. Note that there exist other definitions 
for complementation [8], and that there are various definitions for the operations of intersection 
and of union [9]. The best known definitions are the rain operation for the intersection and the 
max operation for the union [3, 10]. These are the operations which will be used in the paper. In 
conclusion, note that attaching membership functions to the edges of a graph G generates a graph 
with an edge set which is fuzzy. For clarity, the following notation will be used: 
Gf= (V, E f ) ,  a = (V, E); (4) 
depending on whether the edge set is or is not fuzzy. Note that the adjacency matrix denoted M f 
of G f is square, symmetric, and with entries equal to the membership functions. In particular, M 
has the same zero entries of B, the adjacency matrix of G. As in the case of graphs with the same 
vertex set, two fuzzy edge sets are equal if their adjacency matrices are equal. 
Proposition 3.1 
G is the projection of G f if and only if E is the projection of E f. 
Proof  The "necessity" part is an immediate consequence of the definition of projection. The 
proof of the "sufficiency" part must show that there exists a mapping which makes E the projection 
of EL Consider the mapping g~ which maps all nonzero membership functions into the constant 
function 1, then g~ maps E f onto a crisp set E c. Let the mapping g2 map a crisp set E c onto its 
projection E e. It remains to show that the composition mapping 
g = g2 °gl 
is the desired mapping in the sense that the resulting projection set denoted E e equals E. (See 
Fig. 3). Suppose it does not. Since E e is the projection of a fuzzy set with support E then E e is 
contained in the set E unless the two sets are equal. But for any (a, b) in E with m~b 4: 0, we have 
that (a, b) must belong to the projection of E f too, thus the proof is completed. • 
Minor modifications yield a similar result for digraphs. In which case, an ordinary digraph and 
a digraph with a fuzzy arc set are respectively denoted 
O = (V, T) ,  BY= (V, TY). 
The only difference is that the adjacency matrices of D and of D I need not be symmetric. 
So far, definitions have been given for graphs with fuzzy edge sets. Initially, in the literature of 
fuzzy set theory, the term fuzzy graph was used to refer to a graph with a fuzzy edge set [1 1]. In 
the recent years, perhaps due to its application to augmented transition networks in natural 
language processing, the term fuzzy graph has been applied when the set of vertices and/or the set 
of edges are fuzzy. The same holds for digraphs [1]. Thus, if V f denotes a fuzzy set then a fuzzy  
graph and a fuzzy  digraph are respectively denoted 
Z(G)  = (V  l, E I ) ,  Z (D)  = (V f, T I )  (5) 
Example 3.2 
Let Z(G)  be given by V y and E i, where 
V f= {(1, 0.5), (2, 0.9), (3, 0.1), (4, 1)}; E f= {(ej2 , 1), (e24 , 0.7), (e34 , 0.3)} 
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gl gz 
E '  ~ E"  "- E p 
g= g2.gt 
Fig. 3. gl maps a fuzzy set onto a crisp set, g2 maps the 
crisp set onto its projection set; g maps  a fuzzy set onto 
its projection set. 
Z(G)  : 
V t .... g : V= V p 
:G  
E t .... g :- E = E p 
Fig. 4 
then G = (V, E)  is given by 
V = {1,2, 3,4}; E = {e,2, e24, e34}. • 
Proposition 3.2 
G is the projection of Z(G) if and only if E is the projection of EL 
Proof The details are similar to those given in Proposition 3.1 • 
Note that the composition mapping g in the proof of Propostion 3.1 can be called restriction 
mapping. The same restriction mapping is applied to V i, see Fig. 4. 
What kinds of operations can be defined for fuzzy graphs? We expect that the operation of 
composition is again a generalization. To review, two graphs 
G~=(V~,EI) and G2=(V2, E2) 
have a union denoted G = (V, E)  = G I U G2, where V and E are, respectively, the union of the vertex 
sets and of the edge sets, i.e. V = V~ U V2, E = E~ U E2. The same holds for the fuzzy extension. Let 
Z(G,) = (V(, E{), Z(G2) = (V(, E(). (6) 
Proposition 3.3 
The union (and the intersection) of two fuzzy graphs is a fuzzy graph. 
Proof To show that the union of the fuzzy graphs of (6) is fuzzy, let 
V f=V{UV~ and E I=E{OE(  
according to the chosen operation of fuzzy union. Assume first that the projection sets of the vertex 
sets are different. Then the cardinality of the projection of the union is the sum of the cardinality 
of the two projections, etc. Z(G) = (VY, E I) is clearly fuzzy. Assume now that the intersection 
V~ eIq V2 e is a nonempty fuzzy set then V f and E f are still the fuzzy union of the vertex and edge 
sets so that at worst they are crisp. The case for the intersection of two fuzzy graphs is just as 
straightforward. II 
Example 3.3 
Let two fuzzy graphs be given below. 
V{ = {(1, 1), (2, 0.4), (3, 1)}, 
V(= {(1, 0.5), (2, 0.8), (4, 1)}, 
Then 
and 
V~v = {1, 2, 3}, V2v = {1, 2, 4} 
E(= {(e,2, 0.5), (e23, 1)}; 
E(= {(e,2, 0.3), (e23,0.7), (e24, 1)}. 
V f = {(1, 1), (2, 0.8), (3, 1), (4, 1)}, E f= {(e,2, 0.5), (e23, 0.7), (e~4, 1)}. 
Notice that the union of two fuzzy graphs may very well turn out to be crisp even though the 
two fuzzy graphs are not crisp. The ease of the intersection is different. 
Proposition 3.4 
The intersection of two fuzzy graphs is crisp if and only if the two graphs are crisp. 
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Proof. The proof is omitted because it easily follows using contradiction. 
Incidentally, there is an interesting consequence to the above. Consider the class of all fuzzy 
graphs whose vertex sets have the same projection. Then two graphs in the same class are different 
if and only if their fuzzy edge sets are not equal. If we associate a point to each class then we can 
derive some interesting results. However this is not the topic under investigation and it is pursued 
elsewhere. In the next section, a special type of fuzzy graphs wilt be discussed in details. These 
graphs will be constructed from a finite collection of fuzzy sets. 
4. FUZZY INTERSECTION GRAPHS 
For clarity sake, from now on the terms ordinary or classical will be used for the operations 
on sets which are defined in the usual sense. Recall that an intersection graph is generated by 
associating a vertex to each set in a family with a finite number of sets 
s = {s,  . . . . .  s .} .  
An edge exists whenever the ordinary intersection of any two of the sets is nonempty. Unless the 
sets in the family S are disjoint in which case E is empty, the operation of intersection generates 
a nonempty set E. The resulting graph denoted here 
Z(S) = (V, E)  
is never oriented because the operation of intersection is commutative. 
In past works the sets in the family S were all closed interval, thus intervals intersection graphs 
have been investigated [12-15]. It is interesting to note that intervals are used as a solution to 
perform computations on data which are imprecise, and for which no stochastic onsiderations 
apply [16, 17]. It will be shown here that an even greater generalization can be given by using fuzzy 
sets. This way, anything that will be known for fuzzy intersection graphs will apply suitably to any 
of its restrictions. On the other hand, anything not valid for the projections will also be not valid 
for the generalizations. 
Let a family of a finite number of fuzzy sets be denoted 
Sf={S( l i  = 1 . . . . .  n}. 
Since in this context fuzzy set theory is applied to graphs, the above fuzzy sets are limited to the 
case in which their elements belong to a universe U of pairs (a,b). Thus, let X be the support set 
and x any element of X. Then we have 
S(= {(x,f  ,(x))lx eX}, i= ! . . . . .  n, 
where f~ (x) is the membership function corresponding to the ith set in S/. There is no loss of 
generalization if it is assumed that the range of all membership functions is restricted to the interval 
[0, 1]. 
As a brief outline before giving any details, a fuzzy set is associated to each vertex in the set 
V. Recall that a fuzzy set is empty when the membership of all the elements in the support set equals 
zero. If the fuzzy intersection of any two fuzzy sets is not empty then an edge of the fuzzy 
intersection graph exists. 
More specifically, two vertices i and j are adjacent if and only if their corresponding sets denoted 
S{, Sf  have a nonempty intersection. The definition below holds no matter what operation of 
intersection is used. 
Definition 4.1 
Define for all i,j = 1 . . . . .  n with i < j the elements which result from the mapping below 
denoted h, 
F 
O) ,  
F. j = h(S{, Sf) = S{, 
k us  
if the intersection is empty or i = j ;  
if S[= Sf; 
otherwise, 
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where (i) the support of H i equals the ordinary intersection of the projections respectively of S[ 
and of Sf, and (ii) membeship function m is found from f and f j  according to the selected 
operation of fuzzy intersection. • 
Note that if i = j the set E. f. is empty. Reasons for this definition follow. A first reason stems t, I 
from a convention which is upheld for example in group decision making with fuzzy preference 
relations [18]. It will be kept here too because an edge set with elements (i,j) satisfying i # j  
generates a graph without selfloops. 
Proposition 4.1 
The cardinality of the set with elements E I  is at most equal to n(n - 1)/2. I,J 
Proof. The proof simply follows from the fact that there are n sets and that we take the 
intersection of any two distinct sets. Furthermore, commutativity holds and only nonempty 
intersections are taken into account. • 
Definition 4.2 
The set 
Ef (S)  = {E[jli, j = 1 . . . .  , m}, (7) 
where m <~ n(n - 1)/2 is called a fuzzy intersection edge set and its elements E. f. are called fuzzy t , J  
edges. • 
It is important at this point to give an example. The example shows the use of the definitions. 
It also points how the concepts lend themselves to applications and why fuzzy intersection graphs 
are a generalization of most other types of graphs. 
Example 4.1 
Let the set of colors listed below be the support set. 
X = {y,w,t, r, p, b}. 
Suppose that four objects are color-evaluated by an individual (or group). Let the family of fuzzy 
sets S y consists of the following four fuzzy sets. 
S{ = {(y, 0.2), (p, 0.4), (b, 0.6), (t, 0.8)}; 
S~ r = {(w, 0.9), (t, 0.5), (b, 0.7)}; 
S f = {(p, 0.8), (b, 0.1), (r, 0.06)}; 
= {(w, 0.3), (r, 0.5)}. 
The colors y for yellow, w for white, t for teal, r for red, p for purple and b for blue are listed each 
with a value that expresses the individual's opinion of how appropriate is the use of the name of 
that color. For example, in the first set the meaning of the pair (y, 0.2) is that the color can be 
identified as yellow even though it is a rather unusual shade. In S~, the color w is appropriate 
because it is associated to 0.9, not quite so in S f, etc. These color-evaluation sets may originate 
from four different perspectives of the same system, i.e. four individuals (or groups) pick colors 
and evaluate their appropriateness. Having established an interpretation of the given sets, to 
continue with the example let us find the projections into X of each set 
S= e = {y, b, t} = St, $2 e = {w,  t, b} = $2, $3 e = {p, b, r} = $3, $4 e = {w,  r} = $4. 
The family S consists of the four crisp sets above. To find the intersection of any two of the fuzzy 
sets we use the min operation, i.e., for each element x we have 
m(x)= min [f(x), f j (x)] .  
I <<.i,j<~m 
i<j 
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The elements of E/are: 
E(2 = 
E{. 3 = 
Ef4 = 
E~. 3 = 
El4 = 
E~. 4 = 
h(S{, SO = {(t, 0.5), (b, 0.6)}; 
h(S(, S~ r) --- {(p, 0.4), (b, 0.1)}; 
h(S(, s:, ) = o~; 
h(S(, Sf) = {(b, 0.1)}; 
h(S~, S~) = {(w, 0.3)}; 
h(Sf, S f)  = {(r, 0.06)}. 
Notice that the ordinary intersection of any two of the projections yields the elements x of the 
support set of each fuzzy intersection. Furthermore, the projection of E~2 is E~'2 = S~ Iq $2, etc. 
Mapping each edge set E L onto the pair (i,j) etc. forms the edge set E of an ordinary graph. Thus 
far we have the vertices and the edges of the fuzzy intersection graph. Is it possible to generate 
a graphical representation? We have four vertices, i.e. as many edges as there are color-evaluation 
sets. We have five edges, i.e. as many edges as there are elements in E L The graphical representation 
is realized in the Figure 4.1. • 
In what sense is this intersection fuzzy? First of all, it consists of fuzzy sets. But the reason why 
the graph is fuzzy is due to the fact that a membership value can be easily associated to each set, 
for example, by computing a measure of fuzziness of each set. What is the interpretation of this 
result? If the fuzzy intersection results into an empty set then it means as usual that the two given 
fuzzy sets are not related. However, if their intersection is not empty, the result identifies what 
elements of the support set are related. Furthermore, the result specifies to what degree each 
element is involved in the relation. 
Note that although cumbersome, the subscript for the elements of E y must be kept in order to 
know which vertices are to be joined by an edge. 
Definition 4.3 
A fuzzy intersection graph is the pair 
z:= (s:, E:), (8) 
where S/is the family of a finite number of fuzzy sets and E / is the fuzzy intersection edge 
set. • 
Proposition 4.2 
Z(S) is the projection of Z / if and only if each Sj in the family of sets S is the projection of 
each S{ in the family of sets S:. 
Proof. Recall that Z(S) is defined as an ordinary intersection graph. Namely V corresponds to 
a family S of crisp sets, and E results from the intersection of these sets, if any. The "necessity" 
part of this theorem is an immediate consequence of the definition of projection. The proof of the 
"sufficiency" part is realized in two parts. First we will show that there exists a mapping which 
makes the family S the projection of S:. Then we will show that this mapping also makes E the 
s: ' s" 
Fig. 5. The sketch of the fuzzy intersection graph of Example 4. I. 
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g, g2 
g= g2 oS~ 
Fig. 6. g~ maps a fuzzy set onto a crisp set; gz maps the crisp set onto its projection set; g maps a fuzzy 
set onto its projection set. 
projection of EL Consider the mapping l which maps all nonzero membership functions into the 
constant function 1, then gt maps any Sf onto a crisp set S~. Let the mapping 2 map a crisp set 
S~ onto its projection S~ e. The composition mapping = g2 ° gl is the desired mapping. The family 
of projection sets S e equals the family S, where Si = S~ e. 
It remains to show that if S is the projection of S/then E must be the projection of E/, E = E e. 
Suppose that it is not true, e.g., assume that E is strictly contained in E e, namely there is a fuzzy 
edge set E~ ~ co in E/which is not mapped into an element of E. Since E~ is not empty then E~ 
has at least one element [u,m(u)] with nonzero membership, m(u)~ O. Then there exists Sf, S f  
with projections equal respectively to Si, Sj such that the memberships in S[, Sf satisfy m~(u) ~ O, 
mj(u) ~ O. In other words, u belongs to both Si and Sj. Therefore, their intersection is not empty 
so that (i,j) must belong to E. Thus, E cannot be assumed to be strictly contained in E e. The same 
argument will show that E cannot strictly contain E e, thus the proof is completed. • 
In the next section, we consider the matrix representation f a fuzzy intersection graph. Of 
particular interest is the case in which the membership function for each of the fuzzy sets S[, 
i = 1 . . . . .  n is continuous. Then the membership functions of the elements of the fuzzy intersection 
graph are also continuous. 
5. THE POLYNOMIAL  CASE 
Just as a graph is representable conveniently by a matrix, we expect hat is is possible to do so 
for fuzzy intersection graphs. Assume that n fuzzy sets are given. The elements of the set E z are 
sets E~ which are defined for i ~ j. However, the operation of intersection of (ordinary or fuzzy) 
sets is commutative. Thus, the set E~ withj > i is also defined. Let M(E) denote the n x n matrix 
corresponding to the set E y. 
M(E) = 
co .................. E{n 
E(~ ................. co
where the element co is the empty set (if fuzzy the empty set is defined by zero membership). 
Recall that many properties hold for symmetric matrices defined over a field 0, e.g. the set of 
the real numbers. In our case the symmetric matrix M(E) consists of fuzzy sets. Associating a real 
number to each fuzzy set maps the matrix M(E) onto a symmetric matrix of real numbers. This 
mapping is realized for example by choosing a measure of fuzziness and then associating each set 
to its measure. However the approach which will be presented here preserves the membership 
functions. 
Suppose that the membership function defining each set E f is a polynomial in x with real 
coefficients. For simplicity at this point assume that each membership is defined by a single function 
of x over the entire domain of definition. Then it is possible to map the matrix M(E) onto a matrix 
M:whose elements are the membership functions corresponding to each set. Thus, another method 
consists in establishing properties directly for matrices of functions. Finally a most desirable 
technique is to develop matrix operations with fuzzy sets and establish properties for symmetric 
matrices of fuzzy sets. This will be presented elsewhere. 
The rest of the discussion will show that the properties for real matrices hold for matrices of 
the type M z above under the assumption that its elements are polynomial functions. 
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Example 5.1 
Let n = 2. Then S/consists of two fuzzy sets denoted S( and S~ with membership functions 
respectively denoted f~ (x) and f2(x). Let their fuzzy intersection be denoted by a fuzzy set with 
membership function f~2(x). Then the fuzzy intersection graph and its representation matrix M: 
are, respectively given below: 
s{,---f,2(x)~S{; I o f,,(x) 
f,2(x) o . • 
Example 5.2 
Let n = 3. Then S: consists of three fuzzy sets. Assuming that no intersection is empty then its 
graph is a triangle and the representation matrix M/ is  given below. 
M:= fl2 0 3 .  • 
For the time being, assume that the functions in the matrix M/are polynomials in x with 
coefficients in a field 0 [19, Chap. 1]. 
Theorem 5.1 
All the properties known to hold for matrices defined over a field 0 hold for matrices defined 
over O[x]. 
Proof. Since the functions f j (x)  are polynomials in x with coefficients in a field 0, then M:  has 
its elements in the polynomial domain O[x] which is not a field. Let O(x) denote the set of 
expressions which are obtained from O[x] by adding, subtracting, multiplying any two elements 
of O[x]. Dividing is also admissible as long as the denominator is not the zero polynomial. In other 
words, O(x) is a field and it consists of rational expressions in x with coefficients in 0. Thus, O(x) 
contains O[x] and any matrix defined over O[x] is also defined over O(x). This completes the 
proof. • 
Without giving further details, the concepts of elementary operations, equivalence, tc. hold. The 
division algorithm for polynomials is actually the key to reducing matrices of polynomials. The 
following two theorems are stated without a proof. Their proof can be found in Ref. [19]. 
Theorem 5.2 
A nonzero matrix M/over O[x] is equivalent over O[x] to a matrix of the form 
° r 
where the polynomial p(x) has minimal degree among all nonzero elements of all matrices 
equivalent to N. • 
Theorem 5.3 
Each matrix M: of rank r with elements in O[x] is equivalent over O[x] to a matrix N such that 
(1) N is diagonal, (2) its first r diagonal elements are nonzero polynomials pl(x) . . . . .  p,(x) and the 
remaining diagonal elements if any are equal to zero and (3) each polynomial p~(x) divides the next 
polynomials Pi+ 1 (X) ,  i = 1 . . . . .  (r -- 1). • 
Because of these theorems it is possible to develop computational techniques which rely directly 
on their use. However a different approach is preferred. This approach will be discussed in the next 
sections. 
6. THE SPECTRUM OF A GRAPH 
For simplicity of notation, this topic will be discussed for ordinary graphs. However most 
definitions and results hold for fuzzy graphs too. Let G be given by (V, E) with the cardinality 
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of V and E given respectively by n and m ~< n 2. If M is the adjacency matrix of G then M is real, 
symmetric. If G has no selfloops, then the trace of M, i.e., the sum of the diagonal elements of 
M, equals zero. The spectrum of G is the set of eigenvalues of M, where each eigenvalue appears 
with its own multiplicity. Let the characteristic polynomial of M be denoted below by 
2"+al ) ,  n-I + a2,~ n-2" " " + an_12 +an, (9) 
where each coefficient of 2 equals the sum of the principal minors of M. 
Theorem 6.1 
The coefficients al and a2 in expression (9) are respectively equal to 0 and to ( -m) .  
Proof. Since all the diagonal elements of M are equal to zero then al is equal to zero. A nonzero 
principal minor with two rows and two columns must be of the type as given below 
0 1 (10) 
1 0 ' 
if it has a nonzero entry. Consider two adjacent vertices. Then a minor such as expression (10) 
corresponds to them. The value of this minor is ( - 1) therefore, 
( -  1)2a2 = -m.  • 
An interesting connection between graphs and algebraic systems follows if we note that the 
polynomials in M, i.e., 
p(x) = ~ Mix!, 
i=1 
form an algebra which is called the adjacency algebra of M. This algebra will be denoted A (G). 
The dimension of A (G) is given by the total number of distinct eigenvalues of M because if M 
has k distinct eigenvalues then the minimal polynomial has degree k. 
Given any two vertices i and j, associate to the edge (i, j) the minimum number of edges which 
must be traversed to join i to j .  Then this minimum number denoted dij is called the distance 
between i and j .  The diameter d of a graph G is the maximum value among all the distance values 
which are associated to all the elements of E. 
Theorem 6.2 
The number k of distinct eigenvalues ofa connected graph with n vertices and diameter d satisfies 
the inequality 
d + l <~k <<.n. • 
Theorem 6.3 
If 2j/> 22 >/ • • • /> 2, then the sum of all eigenvalues equals zero, the sum of the squares of all 
eigenvalues equals (2 m) and 
21 ~ [2 m (n - 1)/n] 1/2. • 
The proofs of the above theorems are omitted because they are found in most graph theory texts. 
It is easy to show that most of the above applies to fuzzy graphs. However, at this point an 
important question to resolve is to define and interpret the eigenvalue problem for fuzzy 
intersection graphs. This is the scope of the next section under the assumption that the entries of 
the matrix are polynomials. 
7. THE EIGENVALUE PROBLEM 
Recall that the matrix M/corresponding to the membership functions of the fuzzy intersection 
graph is symmetric. If u is a vector defined on the n-dimensional euclidean space then the eigenvalue 
problem is given by 
M/u =2u. (11) 
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There is a nontrivial solution provided that the determinant of 
MI-2L  
equals zero. 
(12) 
Examp& 7.1 
Let 
n = 3 and 
m f= xaO2x 2+ X4 +0 2x2 X X + 1 . 
X +1 X 0 
Then a nontrivial solution of (M f -  2I )u  = 0 exists if we request hat 
X4 ~ ,~2X2 X4+2X 2 x+l  
det (M y -  21) = det - 2 x 
x+l  x -2  
=0.  
This equation defines 2 as an implicit function of x. Notice also that expression (12) can also be 
written as follows: 
i 1 0 
0 
or more simply, 
0 0 
00 X4+2 10 
1 0 
0 0 
0 0 
X2-q- °°i i° 0 0 x+ 0 1 1 0 
1 
0 -- 2I =0,  
0 
A4 X4 + A2x 2 + Atx+Ao - 21 = 0, 
where the coefficients A4 . . . . .  A0 are the Boolean matrices. In conclusion we have 
2I = A4 x4 + A2 x2 + A1x 'I'- A O. 
The example can be generalized. 
Theorem 7.1 
If M I has its elements from 0 [x] and if the maximum degree of its polynomials ~rij, i, j = 1 . . . . .  n 
equals d then M;  can be expressed by a functional which is a polynomial of matrices of the type 
A(x) = AdXd + Ad_jX a-j + " " " + A ix  + Ao. (13) 
Proof. The proof is a simple generalization of the steps in the last example above and therefore 
it is omitted. • 
A digression at this point is useful. The usefulness of the theorem relies on the ability of creating 
the polynomial expansion (13). In order to develop this algorithm, let nij denote any entry of M y, 
n~j=CkXk +Ck_ lxk- l  + ' ' '+CtX  +Co, k <~d, (14) 
where the coefficients belong to the field 0. Then the algorithm to construct he upper diagonal 
matrix of the matrices Ap, p = d, d - 1 . . . . .  0 is sketched below: 
for p--d until d=O; 
for i=1 until i - -n - l ;  
fo r j= i+l  unti l j=n 
(ail)p={ Ck if k=p 
0 otherwise 
d=d-1 .  
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Of course it remains to define as equal to zero all the entries along the main diagonal of each matrix 
Ap, and finally to use symmetry to define its lower diagonal part. 
The expansion proves to be particularly interesting. In Section 5, it was assumed that the 
membership function of each set E/j was expressed by a single polynomial. However it is possible 
that the membership function which results from the fuzzy intersection of any two fuzzy sets is 
not a simple polynomial. 
Example 7.2 
Let x e [0, 1] and 
S{= {(x, fm(x)l f ,(x) = 1 - x}, 
S (= {(x, f3(x)l f3(x) = -x2+ 1}. 
Then we have on [0, 1] 
s(= {(x, A(x) ) lA (x )  = x}, 
x,x e[0, a] . 
Ef'2-- 1 - -x ,x  E[a, 1]' 
x,x~[0,#] 
Ef2'3= -x2+l ,  xeL  8, 1]' E{.3= 1 -x ,  
where • and fl, respectively equal 1/2 and (5 t/2- 1)/2. Thus, it is not possible to write their 
representation as a single matrix expression (13). The computation of A(x)  changes with the 
intervals [0, u], [~, fl], ~, 1]. The coefficients of A(x)  over each interval are: 
if x e [0, a], 
if x e[a,/~l, 
if x eLB, 1], 
A(x)  = 
0 1 
1 0 
-1  1 
-1  
lx+ 
0 °° i 0 0 ; 1 0
A(x)  = 
0 --1 
-1  0 
-1  1 
-1  
Ix+ 
0 
°1 i 1 0 ; 
1 0 
A(x)  = 
0 0 
0 0 
0 -1  
0 I -1  x2+ 
0 
0 -1  -1  [0 1 1 
--1 0 0 x+ 111 0 1 
--1 0 0 1 0 
Notice that the computation of the values of A(x)  can be performed simultaneously allowing 
parallel operations. Finally another important consequence of the expansion follows. Suppose that 
the variable x stands for time. Then a polynomial no(x ) is associated to each arc ( i , j)  of the fuzzy 
intersection graph. For each value of the time x in its interval of definition we have a number 
assigned to that particular edge and to the nodes which are linked by this edge. But this holds for 
the entire graph. Thus, the values describe the state of the system at that particular time. The 
functional A then provides information such as the one illustrated below. 
Theorem Z2 
i 
The derivative of A with respect o x equals A.. 
Proof. Consider the system at two distinct imes. Let x = t,+, in the expression (13) and denote 
the corresponding term by Ak+,. Similarly let x = tk in the expression (13) and take the difference. 
The matrices Ap, p = d, . . . .  0 have elements from the field 0 thus, they are constant. In conclusion 
we have 
Ak + I - -  Ak = md(ta~ +1 - -  t~)  +md_  1 (tak+l - -  tak - 1) +. . .  + Am (t,+l -- tk). (15) 
Dividing both sides by (tk+,--tk) and taking the limit as ( tk+, - t , )~O completes the 
proof. • 
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Example 7.3 
Let x in the functional of Example 7.2 depend on time and assume that this dependence is 
described by a continuous function. This means that as (tk+l--tk)--*0 we have that also 
(xk+j -xk)--*0. Then we can use the last theorem. For example assume that for some value of t 
we have x = 0.75. Then x belongs to the third interval [fl, 1] and the rate of change of the functional 
equals A~, the coefficient of x. The rate of change will remain the same as long as x remains within 
the same interval. • 
Thus, we find that the eigenvalue problem is feasible for fuzzy intersection graphs in a 
computational nd applicable sense. For each value of x we have a matrix which is symmetric. 
It is a well-known fact that the eigenvalues of a symmetric matrix are all real, and that eigenspaces 
corresponding to distinct eigenvalues are orthogonal [19, p. 294]. The eigenvalue problem has 
significant applications in the mathematical nalysis of sociological phenomena. In engineering the 
eigenvalue problem is of highest importance in the determination of principal stresses and principal 
directions. Whenever, mutual relationships are best described as relations between sets, intersection 
graphs are useful. If these sets are fuzzy then the modelling of uncertain relations is possible, 
including variations which are not necessarily random. 
8. OTHER GRAPHS 
There are other graphs which are the subject of current successful investigation. Thus, this section 
will review random graphs and threshold tolerance graphs. The similarity exists primarily because 
all have labelled vertices and/or edges. 
Results pertaining random graphs began to appear as early as 1955 [20-22]. The available 
literature is so vast that it is not possible to do justice and mention all the worthy work. A good 
introduction is chapt. VII of Ref. [23], while good surveys are presented by Grimmett [24], and 
by Karonski [25]. However, the definitions above clearly point out that there is not much in 
common between these graphs and either the fuzzy or fuzzy intersection graphs. Their application 
is very important o problems in communication etworks, e.g., to determine optimality and 
reliability of these type of networks. Let n and m denote respectively the cardinality of the sets V 
and E of an ordinary graph G = (V,E). Two major types of random graphs can be defined. The 
first type is defined by a set V of labelled vertices and by a set E of edges (i, j )  so that a probability 
value Pij, 0 ~<Pij < 1, is associated to each edge where p~j = 0 if and only if (i,j) is not an element 
of E. Denote this type 
F(V,E). (16) 
Since the set V is labelled then each label may be considered as a set containing a single element, 
i.e. the label. Likewise for the set E, since a label is associated to each edge. Then F is a fuzzy graph 
as defined in Section 3. In other words, there is no significant difference from the definition of fuzzy 
graphs except hat in the case of random graphs the membership function associated to each edge 
is a probability. The second type of definition of random graphs is different. Consider the set of 
all graphs G with the same number of vertices n = [VI and the same number of edges m = IEI where 
n ! (n - l)n 
0<m~<(n_2) !2! -  ~ =  #" (17) 
Notice that when m equals the upper value # then the corresponding graph is complete. Let the 
set of all graphs with n vertices and m edges be denoted 
r(n, m). (18) 
The set F(n, m) has a number of elements which is given by 
#! (m + 1)(m + 2) . . .  (/a - 1)p 
(# - -  m) !  m!  - (/~ - -  m) !  (19)  
Each element is a graph. Consider the space which consists of points where each point corresponds 
to a graph of F(n, m). Then this space can be interpreted as a probability space where all points 
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have the same probability which equals 1 / I F (n, m)l, i.e., the reciprocal of the cardinality of F (n, m). 
The importance of these graphs basically follows from the fact that the random elimination of 
vertices generates connectivity questions as well as the problem of counting the number of vertices, 
of components etc. 
Another interesting class of graphs which is the subject of recent investigation is the class which 
is known under the name of threshold tolerance graphs. They are a generalization of threshold 
graphs [26]. A graph is called a threshold tolerance graph if weights and tolerances are associated 
to each vertex so that two vertices i and j are said to be adjacent only when the sum of their weights 
exceeds either of their tolerances. Namely, if wi, tj and wj, tj are respectively the weights and 
tolerances of the two vertices i and j ,  then if 
wi + wj t> min {ti, tj}, 
then (i, j )  is an edge, i.e., an element of E. These interesting raphs do not present a great departure 
from fuzzy graphs. However, it is important to mention that some recent and very powerful results 
have been obtained such as the characterization f these graphs [27]. 
9. CONCLUSIONS 
The limitation to the polynomial case can be removed by considering for example the case of 
exponential functions. An important feature is the ability for execution of the computations in
parallel. While Example 4.1 illustrates the interpretation of a fuzzy intersection graph, the last 
Example 7.3 points out how the interpretation can be carried through time. Finally, it should be 
noted that most of the discussion on the matrices M(E)  applies when these are matrices of fuzzy 
numbers. Fuzzy intersection graphs are particularly valuable when modelling the interaction 
among groups and answer questions of propagation along paths [28, 1]. Other applications in 
decision making depend for example on the determination of the independent subset of the vertex 
set, i.e., of a subset in which no two vertices are adjacent. Finally, the spectral analysis of graphs 
answers several problems, e.g., stability. 
To conclude, we note that the greatest advantage of treating fuzzy relations among fuzzy sets 
via fuzzy intersection graphs is twofold. First of all, it is possible to depict such relations. Secondly 
and most importantly, any fuzzy intersection graph can be mapped into, and thus represented by, 
an ordinary graph because of Theorem 4.2. Therefore, it is possible to make use of the wealth of 
ordinary graph theory which includes significant applications to data structures and algorithms 
analysis [29]. 
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