This paper presents a case study of cross-lingual transfer learning applied for affective computing in the domain of spoken dialogue systems. Prosodic features of correction dialog acts are modeled on a group of languages and compared with languages excluded from the analysis.
Introduction
Affective computing (AC) employs a computational approach to study affect by acquisition and processing bio-signals from different sensor types. The goal is to build an affect model and assign machines the human-like capabilities of observation, interpretation and generation of affect features [1] .
Humans express the affects by various facial expressions, body movements, gestures, voice behavior, and other physiological signals, digitally processed [2] and commonly modeled by machine learning [3] . One aspect of the person's affect state is the voice behavior where speech differs regarding the acoustic features as: pitch parameters (F0 level, range, contour and jitter), speaking rate and voice quality. Those acoustic features are used in emotion research along with the pattern recognition methods.
In order to get a representative affect model, it is of great importance to have sufficient amount of annotated and relevant observations. The data could be provided by human experts which could annotate the empirically observable behaviors and actions, relying on inference [4] , and the situational context [5] . Also, spontaneous affect response can be elicited by experimental methods, however with no guarantee that the same stimulus will provoke similar response across all participants.
In many real-world applications the data used for training and the data which will be used to infer the model will often differ. The reason, among others, can be insufficient number of participants in respect of specific experimental requirements, like age, gender, language, social background etc. If performed correctly, the knowledge transfer can be employed to overcome necessary acquisition of subjects in experiments or expensive data-labeling efforts. Transfer learning [6] in speech and lin-guistics generalizes models trained for one setting or task to other settings or tasks [7] .
While there are many studies successfully dealing with cross-lingual voice behavior recognition [7, 8] , few investigate the possibility of transfer learning applied on cross-lingual classification of correction dialogue acts.
In our previous work [9] , cross-lingual differences related to hyperarticulated speech in correction dialogue acts were investigated. It was confirmed that there are distinctive prosodic features across 9 different languages associated with hyperarticulated speech. Although the results showed that differentiation by prosodic features is possible, the influence of the number of observations per language remained for a further research. Since the correction acts distribution is not balanced across the languages, it would be worth investigating if there is distinctive cross-lingual and cultural independent behavior that can be generalized over a group of languages (with most abundant data) equally modeling the under-represented languages in a corpus.
In this study, cross-lingual transfer learning applied in speech feature processing and classification is presented. Prosodic features of correction dialog acts are modeled on a group of languages and deployed on those not included in the training process. The speech recordings in 13 different languages were collected in carefully staged Wizard-of-Oz experiments. However, it was not possible to ensure balanced distribution of speakers per language. Therefore, to assess the possibility of cross-lingual transfer learning and to ensure reliable classification of corrections independently of language, we employed different machine learning methods and relevant features sets. This paper is structured as follows: Section 2 presents the speech database and its organization, as well as the acoustic feature sets employed and statistical analysis of the dataset. Section 3 describes the setup and the methodology of conducting the experiments, while Section 4 and 5 compare the performances of the feature sets on mono-lingual and crosslingual corpora and concludes the paper.
Material and methodology 2.1. Speech database
The multilingual speech database was collected by staging a series of Wizard-of-Oz (WOz) experiments. In a preparatory phase, an online questionnaire with a total of 870 participants was carried out in 13 languages [10] . The smart-home control scenarios were thoughtfully designed to elicit spontaneous reactions and to trigger corrections responses from the participants in case of miscommunication. Different correction responses were elicited by presenting specific speech prompts, noted as: Substitutions -reaction on wrongly recognized parameters; Insertions -reaction to confirmation of a non-uttered sentence; Deletions -reaction on request to repeat the last utterance.
Data organization
Common datasets were compiled for all 13 languages, based on the collected corpus and the time-stamped logs of the dialogue acts. The collected speech for the correction turns were only transcribed by orthography and not evaluated by any other speech characteristic, meaning there are no annotations describing presence of particular speech features. The datasets were transformed by subtracting the features of the non-correction acts from the adjacent corrections acts, providing quantitative measure how acoustic-prosody features are changed over the both acts. Such delta features are considered better suited for analysis and classification, compensating different speakers and environment conditions.
Acoustic features
We employed 3 different feature sets for the paired acts.
IS09 emotion features
At first, we used the standard feature set designed for emotion recognition: the Interspeech 2009 (IS09) emotion challenge feature set [11] . It contains 384 features extracted from open source feature extraction toolkit openSMILE [12] .
GeMAPS and eGeMAPS features
In contrast to fore-mentioned large scale feature set, we also used minimalistic acoustic standard parameter set -the Geneva Minimalistic Acoustic Parameter Set (GeMAPS) and the extended version (eGeMAPS) [13] . The same feature extractor was used as for the IS09 emotion features, providing 3 comparable datasets on the same corpus. The minimalistic GeMAPS has 18 low-level-descriptors (LLD) organized in groups:
• Frequency: pitch, jitter, frequency of (F1-F3), F1 bandwidth;
• Energy/Amplitude parameters: shimmer, loudness, harmonics-to-noise ratio;
• Spectral parameters: alpha ratio, Hammarberg Index, spectral slope, F1-F3 relative energy, harmonic difference H1-H2, harmonic difference H1-A3.
Additional features are derived from the LLDs totalling the number of the features to 62. The extended GeMAPS (eGeMAPS) has additional LLDs: Mel-frequency cepstral coefficients 1-4, spectral flux, F2-F3 bandwidth, arithmetic mean and coefficient of variation applied to LLDs, as well additional features are derived from the LLDs, in total 88 parameters.
Dataset statistical analysis
Shapiro Wilk normality test of the delta features of all 3 datasets, independent of language, showed that they are not represented with a normal distribution (p<0.05), as is usually expected for real data. Non-parametric one-sample Wilcoxon test applied to all the delta features, independent of language, showed that there are features with non-zero median values (p<0.05): IS09 202, GeMAPS 38 and eGeMAPS 57 features. Better insight about the effects of the factors could be given by employing Linear Mixed Models [14] in R package for statistical computing [15] . The respective features were taken as dependent variables, the speaker as a random factor, the native language and the elicited corrections type as fixed factors, and all their possible interactions were included in the model. The p-values for the fixed effects were calculated by the deviance table analysis (Type II Wald chi-square tests). For the IS09 features the findings could be summarized as: for the language as a factor 98, for correction types, 88 and for the language and correction type interactions, 63 features were not significant. For language, 48 (GeMAPS) and 66 (eGeMAPS) features were significant predictors. For correction type, 43 (GeMAPS) and 57 (eGeMAPS) features were significant. Subsequently, for the interaction correction type and the language, 49 (GeMAPS) and 68 (eGeMAPS) were statistically significant (at least p<0.05). The Linear Mixed Model analysis showed that there is a significant influence of the fixed factors language and correction types, as well as their interaction on the delta features.
Experiments

Experiments setup
Our study consists of conducting an experiment where features from user correction utterances in selected languages are used to create a cross-lingual model that could be used when evaluating unknown languages. For this purpose, the three feature sets, GeMAPS, eGeMAPS and IS09, were used to train independent models. Since the language datasets contained relatively small number of observations and their respective classes were unbalanced, the insertion class was omitted as the most inconsistent one, making the problem a binary classification.
To make sure that a fair comparison is made, a separate model was created for every available language, whose performances were then compared with our newly created crosslingual model from languages proven as most consistent.
All of the experiments were performed using the Python programming language, with scikit-learn [16] as the machine learning library.
Classification methodology
Three main machine learning approaches -random forest (RF) [17] , support-vector classifier (SVC) [18] and multilayer perceptron (MLP) -were used to create an independent base model for every feature set using utterances in all available languages, with a purpose of setting a performance baseline to later determine which languages would contribute most to the performance of the new cross-lingual model.
The optimal values for the hyperparameters were achieved by a grid search. For the RF classifier, we explored different values for the number of trees (ranged from 50 to 400) and number of features to consider when looking for the best split (square root or a binary logarithm of the total number of features). It was noted that increasing the number of trees further did not result in performance increase. To train our MLP classifier, we used rectified linear unit (ReLU) and logistic sigmoid as an activation function for the hidden layers, stochastic gradient descent (SGD), Adam and limited-memory BFGS (LBFGS) were used as solvers for weight optimization with a penalty parameter alpha ranging from 10 −1 to 10 −4 . As for the SVC, a kernel was selected between radial basis function (RBF) and linear with a coefficient gamma (ranged from 10 0 to 10 −3 ), as well as a penalty parameter C (ranged from 10 1 to 10 −3 ).
The hyperparameter performances were measured with means of accuracy, precision, recall and F1 score over a 5-fold cross-validation, while maintaining the class distribution in every fold. The approach with a most accurate performance for the baseline model was used throughout the remaining parts of the experiment which included individual language models and the creation of a new, cross-lingual model with languages that surpass the baseline. In other words, languages with individual model where at least two out of the three feature sets result to F1 scores below the lowest F1 score were omitted.
Results and discussion
Similar performances for the baseline models were achieved by all three methods (Table 1) with standard deviations between 0.01 and 0.03. However, the random forest classifier was proven to give most accurate results across all three feature sets and therefore chosen as the main classifier for the rest of the experiment with the best hyperparameter values of the feature sets.
A highest accuracy of 0.71 was achieved using the IS09 feature set and random forest classifier, which performed best over the eGeMAPS (0.69) and GeMAPS (0.68) as well. All three classifying methods were representative as a highest F1 score classifier. Using SVC, eGeMAPS achieved a F1 score of 0.66, GeMAPS with MLP yielded a 0.69 F1 score and IS09 performed a 0.67 F1 score using RF. From the F1 scores obtained with the random forest classifier a baseline was set for later feature set performance comparison. To investigate the possibility of transfer learning, an omission of some languages from the base model was needed for evaluating purposes i.e. if a model trained on selected languages can achieve similar (or better) performance on an unknown language. Figure 1 presents the accuracy and F1 scores of the three feature sets across all 13 individual language models. While the GeMAPS and eGeMAPS feature sets performed fairly similar, the features used from the IS09 set had a slight edge over the accuracy and the F1 scores.
It is evident that the standard deviation differs drastically across the languages, but not across the feature sets. Due to the noticeable deficit in the number of utterances in comparison to the remaining languages, the Danish (DK), Swedish (SE) and Norwegian (NO) have the highest standard deviation and relatively modest performances, however, the model trained on Finnish utterances, although with a similar size and standard deviation, had a greater performance. The difficulty for a separate model to perform well due to its insufficient number of utterances is one of the main reasons why creation of such model should be avoided and require a language-independent model. However, by omitting certain languages we most likely lower the performance of the model. Therefore, a careful approach was implemented where separate model for every language was trained using a similar method as the base model and a language was removed only if for that language model the F1 scores of at least two out of the three feature sets were below the lowest F1 score (0.64 with GeMAPS and eGeMAPS, presented with a dashed line on Figure 1 ). Following this rule, we are assured that same languages are being tested across every feature set. Such languages were Chinese (CN), Danish (DK), Dutch (NL), Norwegian (NO), Swedish (SE) and Turkish (TR). Languages that surpassed the baseline and whose utterances were included in new cross-lingual model were German (DE), English (EN), Spanish (ES), French (FR), Italian (IT) and Russian (RU). The utterances from the Finnish (FI) language have been excluded as well because of their model's high standard deviation, even though similar results were achieved with their inclusion. Note that languages from a same language family do not have to be present in both the training and the test set and therefore, a classification of an unknown language family is made with features extracted from different ones.
On Figures 2 and 3 is shown the difference in performance between the new model, trained on different languages with individual performance over the baseline (F1>0.64), and a separate model, trained on utterances from a single language.
Presented on Figure 2 , the accuracy of the individually trained models has been generally predominant with an emphasis of the Danish, Swedish and Turkish language. Here, both the GeMAPS and eGeMAPS have worked best when tested on some languages (up to 13% and 8% respectively on Norwegian), but poorly on other (down to 11% on Turkish and 13% on Swedish respectively). However, since the difference between accuracy and F1 score on some separate models such as Danish and Swedish is apparent (Fig. 1) , a considerably better performance representation of the new model would be through the F1 score comparison.
On Figure 3 the F1 scores of the model trained on languages over the baseline have been evidently dominant over almost every test language.
A highest improvement of 27% has been registered for the Norwegian language using the GeMAPS feature set and, similar as eGeMAPS, in only two (CN, TR) out of the seven subbaseline language models has occurred some performance decrease, in contrast to the three languages (CN, DK, FI) when using the IS09 feature set.
An remarkable difference range from -6% (TR) to 27% (NO) has been achieved using the GeMAPS feature set, -5% (TR) to 22% (NO) when the eGeMAPS feature set was used and IS09 feature set yielded to a difference range from -5% (DK, FI) to 16% (NL). It is worth noting that the model created from the most consistent correction utterances across several languages, tested on utterances of different languages, achieved insignificantly inferior results in few, but far superior in most comparisons to individual test language models and therefore, confirmed the possibility of cross-lingual transfer learning for correction act classification.
Conclusions
In this paper we implemented a case of cross-lingual transfer learning applied for affective computing. Prosodic features were extracted from correction utterances in selected languages which were then used to create a cross-lingual model for evaluating unknown languages.
Using a carefully staged Wizard-of-Oz experiments, speech recordings were collected in 13 different languages, with an emphasis on a natural user correction reaction. To evaluate the possibility of cross-lingual transfer learning and to ensure reliable classification of corrections independently of language, different machine learning methods along with relevant acousticprosodic features sets were tested.
With a purpose of setting a performance baseline, random forest, support vector and multilayer perceptron classifiers were used to create an independent base model for the GeMAPS, eGeMAPS and IS09 feature sets using utterances in all available languages.
To maintain a fair comparison, a separate model was created for every language, whose performances were then compared with our newly created cross-lingual model from languages proven to have the most consistent correction utterances.
The models created with the proposed approach, trained across the most consistent languages, when tested on utterances of different languages, achieved insignificantly inferior results in few, but far superior in most comparisons to individual test language models, tackling the difficulty for a separate language model to perform well when an insufficient number of utterances are present and confirming the possibility of cross-lingual transfer learning for correction act classification.
For our future work, our objective is to re-evaluate the presented approach after improving the target class annotations which is expected to further increase the classification performance.
