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. , $D_{1},$ $D_{2},$ $D_{3}$ , $D_{1}$ or
$D_{2}\rfloor,$ $D_{2}$ or $D_{3^{\rfloor}},$ $D_{3}$ or $D_{1}\text{ }$ ,
. , Dl or $D_{2}$ ,
$D_{3}\mathrm{o}\mathrm{r}D_{1}$ , Dl .
, , , $D_{1},$ $D_{2},$ $D_{3}$












. , 4 $\langle$U, AT, $V$, \rho $\rangle$ .
, $U$ , $AT$ , $V$ , $\rho:U\cross ATarrow V$
. , $A\subseteq AT$ ,
$R_{A}\subseteq U\mathrm{x}U$ .
$R_{A}=\{(x, y)|\rho(x, a)=\rho(y, a), \forall a\in A\}$ (1)
RA , , , . RA
.
$[x]_{R_{A}}=\{y\in U|(y, x)\in R_{A}\}$ (2)
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, $R_{A}$ , $X\subseteq U$ , $X$
$R_{A*}(X)$ , $X$
$R_{A}^{*}(X)$ .
$R_{A*}(X)$ $=\{x\in U|[x]_{R_{A}}\subseteq X\}=\cup\{[x]_{R_{A}}|[x]_{R_{A}}\subseteq X\}$ (3)
$R_{A}^{*}(X)$ $=\{x\in U|[x]_{R_{A}}\cap X\neq\emptyset\}=\cup\{[x]_{R_{A}}|[x]_{R_{A}}\cap X\neq\emptyset\}$ (4)
(5)
(RA*(X), RA*(X)) . ,
[7] , ,
.
AT C {d} ,
. 4 $\mathcal{T}=\langle U, C\cup\{d\}, V, \rho\rangle$ .
, D, .
$\{[x]_{\{d\}}|x\in U\}=\{D_{i}, i=1,2, \ldots,p\}$ (6)
2.2. MLEM2
MLEM2[3] . MLEM2
LEM2 . LEM2 LERS[1]
, ,
. ,
, ( ) ,
,
. , B , B
. $t=(a, v)$ $a$ $v$
, $[t]=\{u|u\in U, \rho(u, a)=v\}$ . $[t]$ $a$ $v$
$U$ . $T$ $t$ , $[T]= \bigcap_{t\in T}[t]$
T t U . [T]\neq \emptyset
$[T]\subseteq B$ , $B$ $T$ . $B$ $T’\supseteq T$
, T B . LEM2 , T
T , T T .
LEM2 .
Procedure LEM2





while $G\neq\emptyset$ do begin
$T:=\emptyset$ ;
$T(G):=\{t|[t]\cap G\neq\emptyset\}$ ;
while $T=\emptyset$ or $[T]\not\subset B$ do begin
\dagger select a pair $t\in T(G)$ with the highest priority, if a tie occurs, select
a pair $t\in T(G)$ such that $|[t]\cap G|$ is maximum; if another tie occurs,
select a pair $t\in T(G)$ with smallest cardinality of $[t]$ ; if a further tie






for each $t$ in $T$ do begin






for each $T$ in $\mathrm{T}$ do begin







, LEM2 MLEM2 . MLEM2
, ,











, . - ,
.
$\mathrm{L}\mathrm{E}\mathrm{R}\mathrm{S}[2, 3]$ , .
– ,
strength, specific support
. strength(r) r , specificity $(r)\text{ })\mathrm{s}^{\text{ }}$
( .\acute ) ( ) . , support $(D)$
, , D
) ) strength specifidty , .
$\sum$ strength$(r)*specificity(r)$ (7)
matching rules $r$ inferring $D$
support .
, $-$
( ) . r
, r ( , )














, . , a\in C
. , $a$
50
, . , $x,$ $y\in U$
,
$S(x, y;a)=\{$
1 $\rho(x, a)=\rho(y, a)$
$0$ otherwise
(9)
. - , ,
$S(x, y;a)=1- \frac{|\rho(x,a)-\rho(y,a)|}{D_{a}}$ (10)
. , $D$ $= \max_{x,y\in U}|\rho(x, a)-\rho(y, a)|$ .
. ,
$S(x, y)= \frac{1}{|C|}\sum_{a\in C}S(x, y;a)$ (11)
. S(x, y) x y . ,
$x,$ $y\in U$ , $S(x, x)=1,$ $S(x, y)=S(y, x)$ .
, , $x$ $D_{i}$
.
$S(x, D_{i})=\varphi(\langle S(x, y)|y\in B_{i}\rangle)$ (12)
, B, Rc*(D Rc*(Di) , , $R_{c}^{*}(D\text{ }$ ,
, $R_{c*}(D_{i})$ . $\langle s(x, y)|y\in B_{i}\rangle$
, $\mathcal{M}$ , $\varphi$ , $\varphi$ : $\mathcal{M}arrow[0,1]$
, , , .
, s(x, D , .
$s(D_{i}, D_{j})= \max(\psi(\langle s(x, D_{j})|x\in B_{i}\rangle), \psi(\langle s(y, D_{i})|y\in B_{j}\rangle))$ (13)
$\psi$ : $\mathcal{M}arrow[0,1]$ , $\varphi$ , , .
s(D,, D,) D, D, . ,
,
.
, , (12), (13) $B_{i},$ $B_{j}$ ,
$C_{*}(D_{i}),$ $C_{*}(D_{j})$ .
$S(G_{i}, G_{j})$ .
$S(G_{i}, G_{j})=S( \bigcup_{D_{k}\in c_{:}}D_{k},\bigcup_{D_{l}\in G_{j}}D_{l})$ (14)
, \mbox{\boldmath $\varphi$} \psi ,



























, . , Accuracy Mode ,
.
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. , \mbox{\boldmath $\varphi$},\psi
, . ,
. $\varphi=\psi$ , Accuracy Mode . $\varphi,$ $\psi$






UCI Machine Learning $\mathrm{R}\mathrm{e}\mathrm{p}\mathrm{o}\mathrm{s}\mathrm{i}\mathrm{t}\mathrm{o}\mathrm{r}\mathrm{y}[4]$ 5-fold cross valida-
tion ,
52
dermatology 360 34 6
ecoli 336 7 8
glass 214 10 7
hayes-roth 160 4 3
segmentation 210 19 7
iris 150 4 3
wine 178 13 3




(INC), (TIME) 10 5-fold cross validation
, 50 , 2
. , ,
1 .
MLEM2 C45 , $\varphi,$ $\psi$ ,
(NUM) MLEM2 , (LEN)
. (SIZE) , ,
MLEM2 , dermatology hayes-roth
, . - , C4.5 C45 SIZE
, . (INC) , ,
, MLEM2 , C4.5 , dermatology,
hayes-roth, iris, wine, zoo .
, (Random) , NUM, LEN,
SIZE glass hayes-roth , ,
. ,
. , (INC) .
$\varphi$ , \psi , ($\min$,min)
, . $( \max,\max)$ (min,min)
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