Abstract-The Shuttle Radar Topography Mission (SRTM) provided data for detailed topographical maps of about 80% of the Earth's land surface. SRTM consisted of single-pass C-and X-band interferometric synthetic aperture radars (INSARs). In order to utilize SRTM data in remote sensing applications the data must be calibrated and validated. This paper presents The University of Michigan's SRTM calibration and validation campaign and our results using recently acquired C-band SRTM data of our calibration sites. An array of calibration targets was deployed with the intention of determining the accuracy of INSAR-derived digital elevation maps. The array spanned one of the X-band swaths and stretched from Toledo, OH to Lansing, MI. Passive and active targets were used. The passive targets included trihedrals and tophats. The locations in latitude, longitude, and elevation of the point targets were determined using differential GPS. We also acquired U.S. Geological Survey (USGS) digital elevation models (DEMs) to use in the calibration and validation work. The SRTM data used in this study are both Principal Investigator Processor (PI) data, which are not the refined final data product, and the ground data processing system (GDPS) data, which are a more refined data product. We report that both datasets for southeastern Michigan exceed the SRTM mission specifications for absolute and relative height errors for our point targets. A more extensive analysis of the SRTM GDPS data indicates that it meets the absolute and relative accuracy requirements even for bare surface areas. In addition, we validate the PI height error files, which are used to provide a statistical characterization of the difference between the SRTM GDPS and USGS DEM heights. The statistical characterization of the GDPS-USGS difference is of interest in forest parameter retrieval algorithms.
I. INTRODUCTION
T HE Shuttle Radar Topography Mission (SRTM) was launched aboard the Space Shuttle Endeavour on February 11, 2000 . SRTM consisted of single-pass C-and X-band interferometric synthetic aperture radars. However, in this work we focus on the C-band instrument, since processed data for the U.S. is not yet available from the X-band instrument. During its 11-day mission, SRTM recorded terabytes of data from which the first nearly global, high-accuracy topographical map of the Earth from 60 N to 56 S latitude is being derived. More than 95% of that targeted area was mapped at least twice to reduce interferometric height errors. When it is completed, the SRTM topographical map will provide coverage of about 80% of the Earth's surface in a globally consistent manner, with 90% (1.6 standard deviations) absolute and relative height errors less than 16 and 10 m, respectively [1] , [2] .
The current processed C-band SRTM dataset consists of two types of data: Principal Investigator Processor (PI) data and ground data processing system (GDPS) data. According to [3] and [4] , there are several main differences between the datasets.
• The PI dataset includes more information than the GDPS. The GDPS dataset includes only DEMs, while the PI dataset includes power images, incidence angle files, polarizations files, and height error files.
• The PI data may contain residual offsets and tilts, since the PI data takes generally do not include coastlines, which are used in the GDPS data for absolute height calibration, and since the PI data do not use the continental-scale block adjustment.
• The PI data heights are relative to the WGS84 ellipsoid, while the GDPS data are referenced to the WGS84 geoid. Data from SRTM will find application in a wide variety of military, industrial, and scientific endeavors. All of these applications, including remote sensing of forested areas, require accurately calibrated and validated data. Geodesists from the National Imagery and Mapping Agency (NIMA) and scientists from the Jet Propulsion Laboratory (JPL) have the primary responsibility for the global calibration and validation of SRTM data. Together, they have established over 70 000 km of survey lines, in addition to placing accurately located corner reflectors [1] . JPL scientists have made detailed in-orbit measurements of radar system parameters that are critical to the height map generation [5] . Additionally, ocean data takes, for which the topography is known to the required level of accuracy, are used in calibration and validation [6] .
Supplementing the primary calibration and validation efforts of NIMA and JPL are the local campaigns of various research groups. One such group in India deployed corner reflectors and measured their locations in support of a national campaign to use SRTM data in studies of earthquakes, landslides, land subsidence, hydrology, and electromagnetic modeling of vegetation [7] . They also intend to use their corner reflector information to assess the quality of the SRTM data [7] .
The University of Michigan also executed a calibration and validation campaign for SRTM during the SRTM overflights [8] . Our efforts were aimed at calibrating and validating the SRTM The state boundary map in this figure was created from National Atlas state boundaries [24] . data for the southeastern Michigan area so that we could use it in studies of forest parameter retrieval. Accordingly, we placed a total of 30 point targets in nine sites stretching from north of Toledo to west of Lansing and oriented them to the radar boresight for the four SRTM passes over our sites. During this campaign, the coordinates of the targets were measured using real-time kinematic differential GPS. We also acquired U.S. Geological Survey (USGS) digital elevation models (DEMs) to use in the calibration and validation work.
Careful analysis of the data shows that both SRTM datasets for southeastern Michigan exceed the mission specifications for absolute and relative height errors. First, we briefly describe our calibration and validation array and GPS measurements. Next, we compare the GPS data to the USGS DEMs to check for major blunders in the GPS data. The GPS data and the USGS DEM heights for the point targets are then compared with the PI and GDPS data. Finally, the PI and GDPS data are compared with USGS heights for bare surface areas. We validate the PI data height error files, with respect to the GDPS heights, using the bare surface areas. An earlier version of this work is in [9] .
II. CALIBRATION AND VALIDATION CAMPAIGN
We recorded point target orientations and positions during SRTM at nine sites stretching from north of Toledo to west of Lansing (see Fig. 1 ). The sites were selected to cover one of the X-band swaths. The X-band swaths cover Michigan in a lattice-work pattern.
Eight of the sites consisted of large, open fields of winter wheat and soy stubble. The winter wheat and soy stubble fields were chosen as point target sites since the fields are relatively smooth at C-and X-bands. Thus, their radar return is low compared to the return of the point targets, which is a necessary criterion for a point target site. A total of 30 point targets were distributed in the large, open fields: two polarimetric active radar calibrators (PARCs), seven tophat reflectors, and nine large (8 ft) and 12 small (46 and 48 in) trihedral corner reflectors. One of the active calibrators was a conventional dual-antenna model, and the other was a single-antenna design (SAPARC) [10] . The seven tophats consisted of cylinders 50.8 cm high and 50.8 cm in diameter on circular ground plates 1.52 m in diameter. One additional site, site 4, contained the highest hill in Washtenaw County, upon which a large trihedral was placed. Another large trihedral was placed in a grassy area near its base for assessing the relative height measurement accuracy of SRTM.
Before each of the four SRTM overpasses, the trihedrals and the PARCs were aligned with the radar boresight to within in azimuth and elevation. Table I lists the SRTM data takes over the calibration sites and the approximate point target orientation angles. Before all of the overpasses, the tophats were leveled. The approximate radar cross section (RCS) values of the calibration targets are listed in Table II , using wavelengths of 5.6 and 3.122 cm for C-and X-bands, respectively [11] , [12] . The tophats are not visible above the clutter in the C-band images and are not used in the validation process.
The location of each of the point targets was measured using real-time kinematic differential GPS. We placed our base station on National Geodetic Survey (NGS) benchmarks and used the rover to survey stakes upon which the point targets were placed. Since the horizontal and vertical datums of the NGS benchmarks are North American Datum 1983 (NAD83) and North American Vertical Datum 1988 (NAVD88), respectively, postprocessing consists of transforming the NAVD88 orthometric heights for the benchmarks to NAD83 ellipsoidal heights and then using the differential GPS vector with the benchmark as the origin to establish the position of the targets. We do not transform the horizontal datum. Also, no distinction is made at this point between the NAD83 datum and the World Geodetic System 1984 (WGS84) datum, as the two are practically identical for absolute positioning on the order of a meter [13] , [14] , and the relative height differences are completely negligible for our study area. Later, we will discuss the effects introduced by the differences between WGS84 and NAD83. For the GEOID HEIGHTS IS PERFORMED USING THE GEOGRAPHIC TRANSLATOR [19] same reasons, we do not make a distinction among the various NAD83 datums. See [15] and [16] for a discussion of NAD83 and WGS84 datums. We assume that the particular variety of WGS84 datum employed by SRTM is WGS84(G873). We use the NGS Tool Kit program GEOID99 [17] to perform the vertical datum shift from NAVD88 orthometric heights to NAD83 ellipsoidal heights, assuming Helmert's projection [18] . Finally, we use the program Geographic Translator [19] from NIMA to convert the NAD83 ellipsoidal heights ( WGS84 ellipsoidal heights) of the individual points to heights above the WGS84 geoid [13] . A complete tabulation of the data, with ellipsoidal and geoid heights, for all of the visible point targets is given in Table III . Absolute position errors in the GPS data are expected to be on the order of a meter, mainly due to NGS benchmark location error; mismatch between the survey stake location and the actual location of the point target phase center; operator error; and datum transformation error. Relative error for points within the same site is expected to be in the decimeter range.
In order to check for major blunders in and roughly to characterize the accuracy of our GPS measurements, we compare the GPS measurements with the corresponding USGS DEM heights. The USGS DEMs used are 1 : 24 k DEMs in Universal Transverse Mercator (UTM) projection with 30-m horizontal resolution. The horizontal datum is North American Datum 1927 (NAD27). The vertical datum is National Geodetic Vertical Datum 1929 (NGVD29). First, we use the NGS Tool Kit program NADCON [17] to transform the GPS horizontal coordinates from NAD83 to NAD27. We then find the NGVD29 heights of those points from the USGS DEMs. We convert the NGVD29 heights to NAD83 ellipsoidal heights by using the NGS Tool Kit programs VERTCON and GEOID99 [17] . The difference between the GPS heights and the resulting USGS heights is plotted in Fig. 2(a) . The mean of the difference is 0.3 m with a standard deviation of 0.8 m. The minimum and maximum values are 2.2 and 1.6 m, respectively. Note the trend in the data as a function of GPS measurement number. The measurements are in the same order as in Table III , with the coordinates generally progressing from the southeast to the northwest. We perform a least squares fit of a plane to the GPS-USGS differences. The resulting fit has an value of about 0.3, which suggests that the observed trend is relatively weak. Indeed, the slopes of the planar fit in latitude and longitude are only 9.3 and 1.6 parts per million (ppm), respectively. Such trends could be due to the USGS DEMs or even the NGS benchmarks used to tie our GPS measurements to the NAD83 datum. Since the majority of our benchmarks are vertical first order or worse, it is reasonable to expect errors greater than 10 ppm [20] . The standard deviation of the GPS-USGS difference after the trend is removed is 0.7 m. These data indicate that there are no major blunders in the GPS measurements, at least on the order of a meter, increasing our confidence in the GPS measurements. Based on the comparisons with the USGS DEMs and on the absolute accuracy estimates in [20] , we assume that our GPS measurements have a standard deviation of 1 m when used for absolute positioning.
A relative positioning accuracy check is performed by comparing the differences between the GPS measurements within a site (GPS differentials) with their corresponding USGS DEM differences (USGS differentials). This accuracy check should be insensitive to absolute height errors caused by offsets between the NGS benchmarks and the USGS DEMs. The standard deviation of the difference between the GPS differentials and the USGS differentials is 1.0 m with a mean of 0.2 m [see Fig. 2(b) ], suggesting that the standard deviation of our GPS measurements is about 1 m when used for relative positioning within a site. The measurement number refers to the line number of the GPS measurement in Table III . As the measurement number increases, the locations of the point targets generally move from southeast to northwest. (b) GPS height differentials minus USGS DEM height differentials for the point targets.
Of course, both the absolute and relative accuracies of our GPS measurements are probably better than what is indicated by the comparison with the USGS DEMs, since the USGS DEMs are themselves only approximations of the topography. However, the comparison with the USGS DEMs provides an approximate upper bound on the GPS errors that will be useful in the validation of the SRTM DEMs.
III. VALIDATION OF THE SRTM DATA: POINT TARGET ARRAY
In this section, we examine the absolute and relative accuracies of the SRTM data using our GPS measurements and USGS DEMs for our point target array. First, we begin with the absolute height accuracy of the SRTM data using our GPS measurements. Fig. 3 displays the difference between the SRTM PI heights and the GPS measurements and the difference between the SRTM GDPS heights and the GPS measurements. The comparison with SRTM PI data is based on GPS ellipsoidal heights, while the comparison with SRTM GDPS data is based on WGS84 geoid heights. Of particular interest in Fig. 3 are the comparatively large offset (minimum 5.0 m, maximum 13.0 m, and mean 8.7 m) and the pronounced trend in the offset of the PI data. A planar least squares fit to the offset yields an value of 0.5, indicating a moderately strong trend. The slopes of the planar fit in latitude and longitude are 42.8 ppm and 5.4 ppm. The standard deviation of the offsets, after the trend is removed, is 1.7 m. The errors in the GPS measurements are probably not significant enough to produce such a pronounced trend in the SRTM PI data. They are certainly not significant enough to yield offsets in the 5-13-m range. Even with such large offsets, the SRTM PI data meet the absolute height accuracy requirement of 16 m for the point targets. Refer to Table IV for a summary of the validation results from Sections III and IV.
The SRTM GDPS data are a marked improvement over the SRTM PI data, as is indicated by the small offset and reduced trend in Fig. 3 . We ignore the two-standard-deviation outliers, point targets P1 and S1 in site 1, in the analysis of the GDPS data. After removing the outliers, the offset ranges from a minimum of 3.4 to a maximum of 1.1 m, with a mean of Fig. 3 . SRTM PI heights minus GPS measured heights and SRTM GDPS heights minus GPS measured heights of the point targets. See Fig. 2 for the definition of measurement number. Points 2 and 3, P1 and S1 from site 1, are outliers. are 1.1 and 1.9 m, respectively. The mean offset of 1.7 m can be explained partially by our assumption that NAD83 WGS84, as explained below. Our original GPS measurements are in a hybrid reference frame consisting of a mix of NAD83 and WGS84, since we are using differential GPS with the NGS benchmarks as control [21] . In our case, where the distance from the NGS benchmarks to our survey points is always less than about 10 km, we can assume that the datum of our GPS measurements is NAD83 and incur less than a centimeter of error because of this assumption [21] . The horizontal positions of the NGS benchmarks we used are specified in NAD83. The heights of the benchmarks, however, are specified as Helmert orthometric heights [18] in the NAVD88 datum. Recall that we used the NGS Tool Kit program GEOID99 [17] to convert the benchmarks from NAVD88 to NAD83 ellipsoidal heights. For simplicity we assumed NAD83 WGS84, and when the Geographic Translator [19] called for WGS84(G873) horizontal coordinates and ellipsoidal heights, we gave it the NAD83 horizontal coordinates and ellipsoidal heights. The impact of this simplification can be quantified using the NGS Tool Kit program HTDP [17] , which performs the datum shift between NAD83 and WGS84(G873). The transformation is approximately a constant offset for our sites: WGS G ellipsoidal heights NAD ellipsoidal heights m. So the GPS heights used in Fig. 3 are 1 .1 m too large. Correction for the difference between NAD83 and WGS84(G873) yields a mean offset of 9.8 m for the PI data and 0.6 m for the GDPS data. Even without the offset correction, we can see that the SRTM GDPS data easily meet the absolute height accuracy requirement of 16 m for the point targets. Also, even with the offset correction, the SRTM PI data still meet the absolute accuracy requirement for our point targets.
The comparison of the GPS measurements with the SRTM PI and GDPS data also provides insight into the relative accuracy of the data. Recall that for the PI and GPS difference, the standard deviation is 1.7 m, and for the GDPS and GPS difference it is 1.1 m. These standard deviations are measures of the relative accuracy of the SRTM data, which is probably on the order of a meter for our point targets. Perhaps a better way to quantify the relative accuracy is by comparing the differences between the SRTM measurements within a site (SRTM differentials) with their corresponding GPS differences (GPS differentials), as we did with the GPS and USGS data. One benefit of this method is that for our relatively small sites absolute errors due to NGS benchmark location, datum transformations, and long-wave SRTM offsets are subtracted out. Fig. 4 displays the differences between the SRTM PI and GDPS differentials and the GPS differentials. The standard deviation of Fig. 4(a) is 1.6 m, while the standard deviation of Fig. 4(b) is 2.0 m. The first three points in Fig. 4(b) are corrupted by the outliers in Fig. 3 . When they are removed, the standard deviation of the remaining points in Fig. 4(b) is 1.3 m. Hence, from both the differential method and the previous method using absolute heights, we can conclude that the relative height errors for our point targets is about 1.6-1.7 m for the PI data and about 1.1-1.3 m for the GDPS data.
Comparison of the SRTM PI and GDPS data with the USGS DEM heights for the point targets yields similar results. plots the differences between the SRTM and USGS heights.
As with the GPS data, the difference between the SRTM PI and USGS heights is performed on the ellipsoidal heights. Geographic Translator [19] is used to convert ellipsoidal heights to heights above the WGS84 geoid [13] for the GDPS minus USGS difference. In Fig. 5 we see a large offset in the PI data similar to that in Fig. 3 . The minimum, maximum, and mean are 3.7, 14.6, and 8.4 m. Again, there is a pronounced trend in the offset. A planar least squares fit to the offset yields an value of 0.5, indicating a moderately strong trend. The slopes of the planar fit in latitude and longitude are 52.1 and 3.8 ppm, respectively. The standard deviation of the offsets, after the trend is removed, is 2.0 m.
In Fig. 5 , as in Fig. 3 , we see the improvement of the SRTM GDPS data over the SRTM PI data. The offset is smaller and the trend is reduced. Ignoring point targets P1 and S1 in site 1 as before, even though P1 is no longer a two-standard-deviation outlier, yields an offset range from a minimum of 4.3 m to a maximum of 1.1 m, with a mean of 1.9 m. There is almost no trend in the offsets, since a planar least squares fit yields an value of only 0.1. The standard deviations of the offsets with and without the outliers excluded are 1.6 and 2.3 m, respectively. Most of the mean offset of 1.9 m can be accounted for as with the mean offset in the SRTM GDPS minus GPS difference.
As with the GDPS data, we can use the USGS data to extract information about the relative accuracies of the SRTM PI and GDPS data. Recall that for the PI and USGS difference, the standard deviation was 2.0 m, and for the GDPS and USGS difference it was 1.6 m. The relative accuracies obtained by the differential method are 2.1 and 2.4 m (1.9 m ignoring site 1), for PI and GDPS, respectively. Fig. 6 displays the differences between the SRTM PI and GDPS differentials and the USGS differentials. The relative accuracies obtained using the USGS data are somewhat worse than those obtained using the GPS data, perhaps because the USGS DEMs are less accurate than the GPS measurements.
Although the specific goal of the data collected for this paper is to validate the SRTM height data, it is also possible to use our GPS measurements for a horizontal accuracy assessment. We perform a preliminary assessment using the SRTM PI power data and the GPS measurements from site 8. Site 8 is chosen because it is very flat and contains a relatively large number of visible point targets. Since the GDPS dataset we have access to does not have power data, we are confined to the SRTM PI data for horizontal accuracy assessment. We measure the distance from the center of the brightest pixel in the power image to the GPS location for each visible point target for each overpass. The minimum distance is 6 m, and the maximum distance is 25 m. From these measurements, we can conclude that the horizontal accuracy of the SRTM PI data is better than 30 m for site 8, although a more exhaustive study involving other sites would be needed to generalize that statement.
IV. VALIDATION OF THE SRTM DATA: BARE SURFACE AREAS
The results reported so far in this paper pertain to validation using the SRTM height data for our point target array. It is well known that the accuracy of interferometric SAR (INSAR) height increases as the signal-to-noise ratio (SNR) increases [22] , and point targets in interferometric INSAR images have very high SNR. Thus, the previous validation perhaps is more of a characterization of the height inaccuracies due to INSAR geometry errors (e.g., see [5] ). In order to validate the SRTM data in the presence of all the noise sources, except vegetation decorrelation [23] , we now proceed to validate using bare surface areas. We will also demonstrate a method for predicting absolute and relative height error using the SRTM PI height error files and the USGS DEM error information.
First, we construct a mosaic of the SRTM PI and GDPS data for southeastern Michigan. Fig. 7 depicts the mosaic for the PI data overlayed on a map of Michigan. The GDPS mosaic is similar, except that it excludes the upper right 1 by 1 tile since it contains a portion of Canada. We also compose a mosaic of the Michigan USGS DEMs covering the Michigan portion of the SRTM mosaic. Fig. 8 displays that mosaic. The grid pattern results from the method we used to reproject the DEMs. The DEMs are originally in the UTM projection and in the NAD27 datum with NGVD29 heights. We use PCI software (http://www.pcigeomatics.com/) to reproject from UTM to latitude/longitude. The reprojection loses some information near the borders of the DEM quadrangles so that the resulting mosaic has a grid pattern of zero-height areas. We avoid these in the analysis. We also use PCI software to transform from NAD27 to NAD83 horizontal coordinates, since the method that it uses is based on the NGS Tool Kit program NADCON [17] . So, in summary, we have an SRTM PI mosaic in WGS84 with WGS84 ellipsoidal heights, SRTM GDPS mosaic in WGS84 with WGS84 geoid heights, and a USGS DEM mosaic in NAD83 with NGVD29 heights. As stated earlier, NAD83 and WGS84 are quite similar, and at the 30-m horizontal resolution of SRTM the differences should be negligible. We compare only the SRTM GDPS with the USGS DEMs, since the GDPS is closer to the final SRTM product.
Our goal is to collect a set of collocated data points from the SRTM GDPS mosaic and the USGS DEM mosaic for bare surface areas. Using these areas, we demonstrate a method of predicting absolute and relative error from USGS DEM and SRTM PI height error information. In order to select bare surface areas, we employ the National Land Cover Dataset (NLCD) (http://landcover.usgs.gov/natllandcover.html) for the area of our mosaics. We step through a grid of points in the NLCD and determine if the pixel is bare surface. If it is bare surface according to the NLCD and if it is not in any of the zero-height areas in the USGS DEM mosaic, then we collect SRTM GDPS and USGS DEM heights as well as SRTM PI Fig. 9 . Map of the 4163 bare surface points identified using NLCD that are not in any of the zero-height areas in the USGS DEM mosaic. Observe the blank upper right area, due to the missing upper right 1 by 1 GDPS tile that contains a portion of Canada. The state boundary map in this figure was created from National Atlas state boundaries [24] .
and USGS error values for that point. We collected 4163 bare surface points. See Fig. 9 .
For the analysis of absolute height errors and the first analysis of relative height errors, we employ the absolute method used before in this paper with the GDPS data and USGS DEMs. We compute the GDPS-USGS height difference for each of the 4163 points in the set. Since NGVD29 and the WGS84 geoid are within about a meter of each other over our area, and since the HTDP [17] height correction is constant within about 0.5 m across our area, we can compare the SRTM GDPS and USGS DEM heights without further transformation beyond what we already listed.
In order to predict the absolute error, which here is the standard deviation of the GDPS-USGS difference, we formulate the theoretical value. If we denote the SRTM GDPS height of any point as and the corresponding USGS DEM height as , then the height difference is . Let us view the noise on the heights of the GDPS and USGS DEM points as normally distributed random variables, which is an appropriate assumption because of the relatively large amount of averaging that occurs to generate a single SRTM GDPS pixel. Further assume that they are independent. Under these assumptions, the standard deviation is (1) where and are the standard deviations of the noise on the GDPS and USGS heights. The standard deviation of the noise on the GDPS heights is obtained from the PI height error files for each point. The standard deviation of the noise on the USGS heights is obtained from the metadata for each USGS quadrangle and is the same for all points within that quadrangle.
We compute for each of the 4163 bare surface points. Also, for each value of we compute the predicted standard deviation using (1). We bin the values of in 14 bins according to their predicted standard deviation. For each bin we take the values in the bin and compute the standard deviation of the sample, which we denote the "actual" standard deviation. We plot these values versus the predicted standard deviation (the center value of the bin). The result is Fig. 10 . Observe that the points fall very close to the one-to-one line, indicating that we can estimate the actual value of to within about a meter using the formula above and the SRTM PI and USGS error information. This suggests that the SRTM and USGS error information is strongly correlated with the actual height errors, which is a validation of sorts of the SRTM PI and USGS error information. The approximately 1-m error in estimating may be due to NLCD misclassifications, which may include areas with lower interferometric coherence in our bare surface point set, thus raising the value of the "actual" standard deviation. The overall standard deviation for is 2.6 m. The mean of all the points is 0.9 m, but recall that the USGS DEMs are on average over our area 1.1 m higher than the GDPS, due to the mismatch in datums, so a more accurate assessment of the mean is closer to 2.0 m. The nonzero mean of is probably a result of NLCD misclassifications introducing vegetated areas in our bare surface point set. Obviously, even for bare surface areas, the SRTM GDPS data exceed the absolute and relative height error specifications.
Next, we examine the relative height error characteristics of the GDPS data for bare surface areas with the differential method, as in the case of the SRTM GDPS and the USGS DEMs for the point targets. We take the 4163 bare surface points and calculate 2780 GDPS and USGS height differentials. The pairs of points used to compute each differential are 1.5 km apart. We denote an arbitrary GDPS differential and an arbitrary USGS differential . Following the same reasoning as before, the standard deviation of is
We bin the values in four bins and compute the standard deviation of the sample. We plot these values versus the predicted standard deviation (the center value of the bin). The result is Fig. 10 . Observe that as before in Fig. 10 the points fall very close to the one-to-one line, indicating that we can estimate the actual value of using (2) to within about a meter using the formula above and the SRTM PI and USGS error information, further validating the SRTM PI and USGS error information. The mean of all is practically zero, and the overall standard deviation is 3.3 m. As before with the absolute method, the SRTM GDPS data exceed the relative height error specifications even for bare surface areas.
V. SUMMARY AND CONCLUSION
We deployed a calibration array with the intention of determining the accuracy of the SRTM DEMs for southeastern Michigan. The locations in latitude, longitude, and elevation of the point targets were determined using differential GPS. We also acquired USGS DEMs to use in the calibration and validation work. We report that the SRTM PI and GDPS data for Southeastern Michigan exceed the SRTM mission specifications for absolute and relative height errors for our point target sites. In addition, the SRTM GDPS data exceed the absolute and relative height error requirements even for bare surface areas. We validated the height error files in the PI data, which are used to provide a statistical characterization of the difference between the SRTM GDPS and USGS DEM heights. The statistical characterization of the GDPS-USGS difference is of interest in forest parameter retrieval algorithms.
