In this paper, we propose a new framework to synthesize human motions based on only one single posture given in the input image. To generate visually pleasing motion sequences, the proposed framework consists of two key techniques. One is motion retrieval, which retrieves reference motions from a human motion database on a low-dimensional motion manifold. Another one is human motion extrapolation, which first generates new postures by deforming the shape of the input posture according to the retrieved motions and then synthesizes the corresponding motion sequence. To demonstrate the efficacy of the proposed method, we generate several human motion sequences using input images with different postures and show that the results are indeed visually pleasing.
INTRODUCTION
In recent years, human motion synthesis [3, 4] has become a popular research topic. Many methods have been proposed to edit or recover missing human motions with minimum user intervention. For example, Kover et al. [4] proposed an examplebased approach to synthesize new motions according to existing motion data. In [3] , Kobayashi et al. proposed an interactive framework to help user manipulate a human motion from a video sequence by dragging its multiple feature points. However, when only a small number of example images are available, the synthesized motions usually have poor quality because of the lack of postures and their corresponding texture information.
In this paper, we propose a new framework to automatically and efficiently synthesize motion sequences from a human motion database based on only one single input image. To have a visually pleasing result, we need to tackle a number of challenging issues. Firstly, when given one input image O, we need to retrieve its reference motions from the motion database. Since motion representation usually involves high-dimensional data, we propose to learn a low-dimensional manifold to characterize the high-dimensional motions. Each motion sequence in the database is then represented as a trajectory in the manifold. After projecting the input posture O into the low-dimensional space, we first determine a reference posture as its most similar one and then retrieve the reference motions along the trajectory of the reference posture in the manifold space. Once having a reference motion, the next issue is to generate the human motion via extrapolation. We propose to apply a shape transformation process to estimate the displacement of each contour point on the shape of O and then use a mesh deformation process to generate the new postures of O. Finally, we conduct a simple texture transferring process to generate the deformation result.
The remainder of this paper is organized as follows. Section II describes the procedure of motion retrieval. In Section III, we present the proposed human motion extrapolation algorithm. Section IV details the experiment results. Concluding remarks are drawn in section V.
MOTION RETRIEVAL
Human motion is difficult to synthesize and manipulate because of its high dimensional representation. Nevertheless, since its intrinsic dimension is usually much lower, we propose to learn a low dimensional motion manifold by preserving the temporal continuity in the high dimensional human motion. The motion manifold provides a means to manipulate human motion in the low dimensional space with better computational efficiency and motion consistency.
Description of Human Motion
We adopt the shape context descriptor [1] to represent each human posture in a high-dimensional space. First, as shown in Fig. 1(a) , a set of contour points p is uniformly sampled around the contour of a human posture. For each contour point i p , a spatial diagram h i is computed in a log-polar space (as shown in Fig. 1(b) In [1] , the matching cost between two contour points 
where π is a permutation. In Eq. (2), because the matching is constrained to the one-to-one matching, the posture matching is considered as an assignment problem and is solved by the bipartite graph matching. Finally, after determining the matching between the two postures α and β, we define their distance as follows:
Manifold Learning with Isomap Algorithm
The goal of isometric feature mapping (Isomap) algorithm is to seek a Euclidean space that preserves the geodesic distance between any two data points in the original high-dimensional space. Given a human motion database, we first use the distance measurement defined in Eq. (3) to calculate the distance between any two postures and obtain the pairwise distance matrix D S .
The Isomap algorithm includes three major steps: construction of neighboring graph, computation of geodesic distance and construction of low-dimensional embedding. Given the distance matrix D S , the first step is to construct an adjacency graph G according to the neighboring relations defined in D S (α, β) between any two postures α and β. In the second step, Isomap estimates the geodesic distances between all pairs of postures on the manifold M by computing the shortest path distances D G (α, β) in the graph G. Finally, the Isomap algorithm applies multidimensional scaling (MDS) on D G to construct an embedding of the data in a ddimensional Euclidean space Y. The lower-dimensional embedding points in Y are chosen to minimize the cost function:
where D Y denotes the matrix of Euclidean distances, L 2 represents the L 2 matrix norm, and the τ operator converts the distances to inner products. Let
T be the coordinate of the i th point in the space Y. The distance between the α th and β h points is computed as follows:
To overcome the indeterminacy of the solution due to arbitrary translation, the following zero-mean constraint is assumed.
From Eq. (5) and (6), the inner product of y α and y  is derived as follows: 1=[1,1,1,….,1] T .
The global minimum of Eq. (4) is achieved by setting the coordinates y i to the top d eigenvectors of the matrix τ(D G ).
In MDS, the dimensionality of Y can be estimated from the decrease in error with increased dimensionality. The residual variance R d , which is usually used to evaluate the error of dimensionality reduction, is defined as 
Motion Retrieval
Using the method described in Sec. 2.2, we construct a lowdimensional Isomap space Y to represent all the postures in the human motion database. Therefore, each posture is transformed into a low-dimensional point in Y and each human motion sequence is represented as a trajectory in Y, as shown in Fig. 3 . 
HUMAN MOTION EXTRAPOLATION

Shape Transformation Based on Contour Point Matching
Automatic estimation of correspondences between two different human postures is a challenging task, because human motion usually contains free-form deformation. To overcome this difficulty, we propose a new matching algorithm to estimate the correspondence of contour points between different postures in terms of shape context descriptor.
First, we obtain an initial guess of the correspondence between 
However, as shown in Fig. 5(a) , the estimate of correspondences contains several error-matches, because the cost function merely considers the matching cost between isolated points while ignores the global consistency. Hence, we adopt an error-match correction mechanism to solve this problem. First, we assume that correct correspondences should preserve the ordering of contour points induced from shape to maintain the global consistency. Hence, we propose to detect error-matches as those pairs which disobey the following rule::
After we determine all the error-matches in π, we then re-estimate the correspondence between those contour points by minimizing the coordinate transformation error:
, (12) where T(.) denotes the estimated TPS transform by using [6] . Fig.  6(a) ). In the second step, we obtain the displacement between 
Triangular Mesh Deformation
. (13) where v i is the vertex coordinate of the original shape of O, v i ' is the vertex coordinate of deformed shape, E is the set of edges of all triangular meshes, ω is a weight factor, and T ij is the rotation matrix used to map the vertices around the edge to new positions as closely as possible. (λ 1 , λ 1 , λ 1 ) : 
EXPERIMENT RESULTS
To test the effectiveness of the proposed human motion extrapolation method, we conducted two sets of experiment. In each experiment, we only use an object image as input to generate a new motion sequence according to the retrieved motions. In Fig.   8 , the first column is the input image. The results of motion retrieval are shown in the odd rows and the corresponding motion extrapolation results are shown in the even rows.
CONCLUSIONS
We proposed a new framework to automatically and efficiently generate new motion sequence based on an input image. Two major steps are involved in this work: motion retrieval and human motion extrapolation. The first step, motion retrieval, efficiently retrieves reference motions from a human motion database and also guarantees the motion consistency. The second step, human motion extrapolation, synthesizes new postures according to the retrieved motions by deforming the triangular mesh and transferring the texture of input image consecutively. The limitation of our proposed algorithm is that the result of motion extrapolation heavily relies on the retrieved motions. If there exists no similar posture in the human motion database, users are suggested to collect more reference postures to improve the performance.
