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Abstract
A measurement of the cross-section for W → eν production in pp collisions is
presented using data corresponding to an integrated luminosity of 2 fb−1 collected
by the LHCb experiment at a centre-of-mass energy of
√
s = 8 TeV. The electrons
are required to have more than 20 GeV of transverse momentum and to lie between
2.00 and 4.25 in pseudorapidity. The inclusive W production cross-sections, where
the W decays to eν, are measured to be
σW+→e+νe = 1124.4± 2.1± 21.5± 11.2± 13.0 pb,
σW−→e−νe = 809.0± 1.9± 18.1± 7.0± 9.4 pb,
where the first uncertainties are statistical, the second are systematic, the third
are due to the knowledge of the LHC beam energy and the fourth are due to the
luminosity determination. Differential cross-sections as a function of the electron
pseudorapidity are measured. The W+/W− cross-section ratio and production
charge asymmetry are also reported. Results are compared with theoretical predic-
tions at next-to-next-to-leading order in perturbative quantum chromodynamics.
Finally, in a precise test of lepton universality, the ratio of W boson branching
fractions is determined to be
B(W → eν)/B(W → µν) = 1.020± 0.002± 0.019,
where the first uncertainty is statistical and the second is systematic.
Published in JHEP 10 (2016) 030
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1 Introduction
Precise measurements of the production cross-sections for W and Z bosons are important
tests of the quantum chromodynamic (QCD) and electroweak (EW) sectors of the Standard
Model (SM). In addition, the parton distribution functions (PDFs) of the proton can be
better constrained [1]. The production of EW bosons has therefore been an important
benchmark process to measure at current and past colliders. Measurements performed by
the ATLAS [2–4], CMS [5–7], and LHCb [8–14] collaborations are in good agreement with
theoretical predictions that are determined from parton-parton cross-sections convolved
with PDFs. The precision of these predictions is limited by the accuracy of the PDFs and
by unknown QCD corrections which are beyond next-to-next-to-leading order (NNLO) in
perturbative QCD [15,16].
The PDFs, as functions of the Bjorken-x values of the partons, have significant
uncertainties at very low and large momentum fractions. Since the Bjorken-x values of the
interacting partons, xa and xb, are related to the boson through its rapidity, y =
1
2
ln xa
xb
,
forward measurements of production cross-sections are particularly valuable in constraining
PDFs. The LHCb detector, which is instrumented in the forward region, is in a unique
situation to provide input on determining accurate PDFs at small and large Bjorken-x
values. At large rapidities the measurements are mainly sensitive to scattering between
valence and sea quarks, while at low rapidities scattering between pairs of sea quarks
also contributes significantly. The W+/W− cross-section ratio and the production charge
asymmetry of the W boson are primarily sensitive to the ratio of u- and d-quark densities.
In addition, the cross-section ratio and charge asymmetry enable the SM to be tested to
greater precision since experimental and theoretical uncertainties partially cancel.
Here, the W production cross-section is measured in the electron1 final state. Compared
to muons, the measurement of electrons has an additional experimental difficulty arising
from the bremsstrahlung emitted when traversing the detector material. While the emitted
photon energy can often be recovered for low-energy particles, electrons from W boson
decays tend to have high momentum, with bremsstrahlung photons that are not generally
well-separated from the lepton. Coupled with the fact that individual LHCb calorimeter
cells saturate by design at a transverse energy of approximately 10 GeV, this leads to
a poor energy measurement and a reconstructed distribution of transverse momentum,
peT, which differs significantly from the true transverse momentum of the electrons. In
contrast, the electron direction is measured well, so that the differential cross-section in
lepton pseudorapidity has negligible bin-to-bin migrations.
This paper presents measurements of the W → eν cross-sections2, cross-section ratios,
and the charge asymmetry at
√
s = 8 TeV using data corresponding to an integrated
luminosity of 2 fb−1 collected by the LHCb detector. Measurements are made in eight
bins of lepton pseudorapidity. The electrons are required to have more than 20 GeV of
transverse momentum3 and to lie between 2.00 and 4.25 in pseudorapidity. The results are
corrected for quantum electrodynamic (QED) final-state radiation (hereinafter denoted as
“Born level”). These requirements define the fiducial region of the measurements.
1When referred to generically, “electron” denotes both e+ and e−.
2The decay W → eν denotes both W+ → e+νe and W− → e−νe and similarly for the other leptonic
decays. The W → eν cross-section denotes the product of the cross-section for W boson production and
the branching fraction for W → eν decay.
3Natural units with ~ = c = 1 are used throughout.
1
2 Detector and simulation
The LHCb detector [17,18] is a single-arm forward spectrometer designed for the study
of particles containing b or c quarks. The detector includes a high-precision tracking
system consisting of a silicon-strip vertex detector surrounding the pp interaction region, a
large-area silicon-strip detector located upstream of a dipole magnet with a bending power
of about 4 Tm, and three stations of silicon-strip detectors and straw drift tubes placed
downstream of the magnet. The tracking system provides a measurement of momentum,
p, of charged particles with a relative uncertainty that varies from 0.5% at low momentum
to 1.0% at 200 GeV. The minimum distance of a track to a primary vertex (PV), the
impact parameter (IP), is measured with a resolution of (15 + 29/pT)µm, where pT is
the component of the momentum transverse to the beam, in GeV. Photons, electrons
and hadrons are identified by a calorimeter system consisting of scintillating-pad (SPD)
and preshower detectors (PRS), an electromagnetic calorimeter (ECAL) and a hadronic
calorimeter (HCAL). The online event selection is performed by a trigger, which consists of
a hardware stage, based on information from the calorimeter and muon systems, followed
by a software stage, which applies a full event reconstruction. A set of global event cuts
(GEC) is applied, which prevents events with high occupancy dominating the processing
time of the software trigger.
Simulated data are used to optimise the event selection, estimate the background
contamination and determine some efficiencies. In the simulation, pp collisions are
generated using Pythia 8 [19] with a specific LHCb configuration [20]. The interaction
of the generated particles with the detector, and its response, are implemented using
the Geant4 toolkit [21] as described in Ref. [22]. The momentum distribution of the
partons inside the proton is parameterised by the leading-order CTEQ6L1 [23] PDF
set. Final-state radiation (FSR) of the outgoing leptons is simulated using the model
implemented internally within Pythia 8 [24].
3 Event selection
The production of W → eν is characterised by a single, isolated high-pT charged particle
originating from a PV with a large energy deposit in the electromagnetic calorimeter.
However, several other physics processes can mimic this experimental signature. Significant
EW backgrounds include Z → ee with one electron in the LHCb acceptance,4 and Z → ττ
and W → τν, where the τ decays to a final state containing an electron. Prompt photon
production in association with jets contributes in cases where the photon converts to
an ee pair and only one electron is reconstructed and selected. Hadronic backgrounds
stem from four sources: hadron misidentification (hereinafter denoted as “fake electrons”),
semileptonic heavy flavour decay, decay in flight, and tt production.
The event selection requires the electron candidate to satisfy the trigger at both
hardware and software levels. The reconstructed electron candidates should have pseu-
dorapidity, ηe, between 2.00 and 4.25, have peT in excess of 20 GeV and should satisfy
stringent track quality criteria. In particular, the relative uncertainty on the momentum
is required to be less than 10% to ensure that the charge is measured well. The upper
limit of ηe < 4.25 is imposed due to the limited acceptance of the calorimetry. To be
4Z denotes the combined Z and virtual photon (γ∗) contribution.
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identified as electrons, the candidates are required to deposit energy EECAL > 0.15p
e in
the ECAL while depositing relatively little energy EHCAL < 0.0075p
e in the HCAL, where
pe is the momentum of the electron. The candidates are also required to have deposited
energy of more than 50 MeV in the PRS. The background formed by Z → ee events with
both electrons in the LHCb acceptance is largely removed using a dedicated dielectron
software trigger.
The remainder of the selection exploits other physical features of the process. Electrons
from the W boson decay are prompt, in contrast to leptons that come from decays of
heavy flavour mesons or τ leptons. Hence the IP is required to be less than 0.04 mm.
Another discriminant against hadronic processes is the fact that electrons from the W
boson tend to be isolated. On the other hand, leptons originating from hadronic decays, or
fake electrons, tend to have hadrons travelling alongside them. The isolation requirement
is set to be IeT > 0.9, where I
e
T is defined as
IeT ≡
peT
peT + E
γ
T + p
ch
T
. (1)
Here EγT is the sum of the transverse component of neutral energy in the annular cone
with 0.1 < R < 0.5, where R ≡ √∆η2 + ∆φ2 and ∆η and ∆φ are the differences in
the pseudorapidity and azimuthal angle between the candidate and the particle being
considered, and pchT is the scalar sum of the transverse momenta of charged tracks in
the same annular cone. Bremsstrahlung photons are mostly contained in the range
0.0 < R < 0.1 and so are excluded from the isolation requirement.
4 Signal yield
In total, 1 368 539 W → eν candidates fulfil the selection requirements. The signal
yields are determined in eight bins of lepton pseudorapidity and for each charge. Binned
maximum likelihood template fits to the pT distribution of the electron candidate are
performed in the range 20 < peT < 65 GeV, following Ref. [25]. The p
e
T spectra in the 16
bins of pseudorapidity and charge with the results of the fits superimposed are reported
in Appendix C.
Templates for W → eν, W → τν, Z → ee and Z → ττ → eX are taken from
simulation, where X represents any additional particles. The known ratio of branching
fractions [26] is used to constrain the ratio of W → τν to W → eν. The measured LHCb
cross-section for Z → µµ production [9] is used to constrain Z → ee and Z → ττ → eX
in the fit, and knowledge of the ratio of branching fractions to different leptonic final
states of the Z boson [26] is also taken into account.
Contributions from Wγ, Zγ, WW , WZ, and tt events are included in the fits. These
processes account for (0.46± 0.01)% of the selected candidates and are denoted as “rare
processes” in the following. The templates for these processes are obtained from simulation
and normalised to the MCFM [27] NLO cross-section predictions.
The production of prompt photons in association with jets has a cross-section of about
50 nb for a pT > 20 GeV photon within the LHCb acceptance, as computed using MCFM
at NLO. This process mimics the signal in cases where the photon converts into an ee
pair in the detector material and one electron satisfies the W → eν selection. A sample
of photon+jets candidates is obtained from data by searching for an ee pair with mass
3
 [GeV]eTp
20 25 30 35 40 45 50 55 60 65
Ca
nd
ida
tes
 / (
bin
 w
idt
h [
Ge
V]
)
0
20
40
60
80
100
120
310×
LHCb data
ν e→W 
ντ →W 
)ττ ee(→Z 
Rare processes
 + jets ee)→(γ
Fake electrons
Heavy flavour
±W
<4.25eη2.00<
20 25 30 35 40 45 50 55 60 654−
04
Figure 1: The inclusive fit to the peT distribution of the full dataset. The χ
2/ndf of the fit is 1.1
with 33 degrees of freedom.
below 50 MeV and applying stringent selection criteria to the candidates. Simulation is
used to account for the differences in the W → eν and γ → ee selections.
Hadron misidentification occurs when hadrons begin to shower early in the ECAL,
giving a shower profile similar to that of electrons. These hadrons, however, will tend to
deposit fractionally more energy in the HCAL than genuine electrons and will also be less
isolated on average. A template for the pT distribution of fake electrons is determined
using data, by modifying the isolation and HCAL energy requirements of the selection to
produce a sample dominated by hadrons.
The semileptonic decay of heavy flavour (HF) hadrons gives rise to genuine electrons.
This background is suppressed using the IP requirement to exploit the long lifetimes
of hadrons containing b and c quarks. The remaining HF component is described by a
data-driven template obtained by applying the standard selection but requiring the impact
parameter to be significantly different from zero. The normalisation of the remaining
contribution in the fit to peT is determined from a separate template fit to the χ
2
IP
distribution, where χ2IP is the difference between the χ
2 of the PV fit when reconstructed
with and without the candidate electron. The fractional HF component in the signal
region is determined to be smaller than 0.8% at 68% confidence level.
The W → (e, τ)ν(e,τ) and fake electron fractions are free to vary in the fits, while
the remaining components are constrained as described previously. The validity of the
SM is implicitly assumed in the constraints based on theoretical cross-sections obtained
from MCFM and in extracting template shapes from simulation. The W+ → e+νe and
W− → e−νe sample purities are determined to be (63.95± 0.19)% and (56.06± 0.21)%.
The peT distribution of the full dataset with the result of the fit overlaid is shown for
illustration in Fig. 1 and is used in the estimation of systematic uncertainties.
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5 Cross-section measurement
The production cross-section for W → eν is measured in each bin of lepton pseudorapidity
and for each charge with electron transverse momentum in excess of 20 GeV. The cross-
section is determined from
σW→eνi =
NWi
Ai L toti fFSR
, (2)
where NWi is the signal yield in the range 20 < p
e
T < 65 GeV obtained from the fit in bin
i of ηe, toti is the total efficiency in that bin, and L is the integrated luminosity. The
signal yields are corrected for excluded candidates with peT > 65 GeV by computing a
charge-dependent acceptance factor, Ai, using a ResBos [28–30] simulation.
The results of the measurement are quoted at Born level to enable comparisons to
theoretical predictions that do not incorporate the effect of QED final-state radiation.
Correcting to Born level also enables a comparison to be made with the measurement of
W → µν. Corrections due to FSR, fFSR, are computed separately using Pythia 8 and
Herwig++ [31] and then averaged. The corrections are listed in Appendix A so that
the measurement can be compared to a prediction that incorporates the effect of FSR.
The total efficiency used to correct the candidate yield can be written as the product
tot ≡ track · kin · PID · GEC · trigger · tight. (3)
The description and estimation of the various terms are explained below. Each subsequent
efficiency is determined in a subset of events defined by the preceding requirements in
order to ensure that correlations between the requirements are correctly accounted for.
The track reconstruction efficiency, track, is the probability that an electron is recon-
structed as a track satisfying standard track quality criteria and the requirement that
the relative momentum uncertainty is less than 10%. The efficiency is determined using
simulation of W → eν and cross-checked with a data-driven study using Z → ee candidate
events [12].
An electron with true pT of more than 20 GeV can be reconstructed as having
peT < 20 GeV. This is predominantly due to bremsstrahlung. For high-pT candidates,
the photons tend to lie close to the electron and are often not correctly identified by
bremsstrahlung recovery. The correction for this effect, kin, is determined using simulation
and is cross-checked in data using the method outlined in Ref. [12].
Simulation of W → eν is used to extract an efficiency, PID, for the loose particle
identification (PID) requirements that are applied in the initial selection of electron
candidates. The efficiency is corrected using the data-driven technique employed for
Z → ee candidate events [12].
The hardware trigger incorporates a global event cut (GEC) on the number of SPD
hits, NSPD < 600, to prevent high-multiplicity events from dominating the processing
time at trigger-level. Dimuon events have a less stringent requirement of NSPD < 900 and
are used to determine the fraction of events, GEC, below NSPD = 600. However, dimuon
candidate events are not entirely comparable to W → eν as electrons will shower in the
detector and lead to more hits in the SPD. Nevertheless, after a suitable shift of the
dimuon distribution, good agreement is observed with W → eν candidate events.
A tag-and-probe method [12] is used on Z → ee data to determine the efficiency, trigger,
for the single-electron triggers. The tag is an electron from a Z candidate that satisfies
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Table 1: Summary of the relative uncertainties on the W+ and W− boson cross-sections and on
the cross-section ratio. Uncertainties marked with † are assumed to be uncorrelated between
bins; all others are taken to be correlated.
Source Uncertainty [%]
σW+→e+νe σW−→e−νe RW±
Statistical† 0.19 0.24 0.30
Yield (statistical)† 0.28 0.40 0.48
Yield (systematic) 1.42 1.79 0.51
Efficiency (statistical)† 0.55 0.55 0.21
Efficiency (systematic) 1.11 1.14 0.54
FSR corrections† 0.05 0.07 0.09
Acceptance corrections (statistical)† 0.00 0.01 0.01
Acceptance corrections (systematic) 0.15 0.15 0.00
Charge mis-identification† — — 0.02
Systematic 1.91 2.23 0.91
Beam energy 1.00 0.86 0.14
Luminosity 1.16 1.16 —
Total 2.46 2.67 0.97
the above requirements and meets all trigger requirements. The probe is then used to
determine the fraction of candidates that satisfy the trigger requirements. The hadronic
background in the Z → ee dataset is estimated using same-sign, e±e±, events. The
efficiency for a veto on the dielectron trigger is determined using simulation of W → eν
and is close to 100%.
Tight selection requirements consist of more stringent track quality requirements and
PID requirements, as well as ensuring the track is prompt and isolated. The efficiency for
these requirements, tight, is determined using Z data analogously to the procedure for
determining the trigger efficiency.
Efficiencies determined from Z → ee cannot be directly used for W production due
to the different couplings at the production and decay vertices, a different mixture of
interacting quarks, and, most importantly, the difference in mass. This results in a peT
distribution that is harder for electrons from the Z boson. Consequently, efficiencies that
show a dependence on peT are liable to be biased. This is corrected for in each bin of η
e
using W and Z simulation.
6 Systematic uncertainties
Several sources of systematic uncertainty affect the measurement. These are summarised
in Table 1 for the total cross-sections in the fiducial region and the ratio measurements
where RW± ≡ σW+→e+νe/σW−→e−νe .
The yields determined from fits to the peT distribution are affected by two types of
uncertainty. The effect of the statistical uncertainty in the templates is evaluated using
pseudoexperiments and is denoted as “Yield (statistical)” in Table 1. All other sources of
uncertainty in the fits are considered systematic in nature (denoted as “Yield (systematic)”
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in Table 1) and are described in the next paragraph.
Templates for contributions from photon+jets, fake electrons and heavy flavours,
determined using data, contain a mixture of physical processes. A simulation-based
estimate for EW contamination is subtracted and a 50% systematic uncertainty is assigned
for the procedure. Components that are constrained in the fits are varied according to
their respective uncertainties. Templates for Z → ee and Z → ττ → eX are subject to
an uncertainty on the cross-section, and the normalisation of the rare processes has an
uncertainty from the cross-sections and the luminosity determination. Two alternative
control regions are considered for determining the fake electron component resulting
in an uncertainty of 0.6% on the total cross-section. The fits are repeated with these
alternative regions to ascertain the uncertainty associated with the fake electron template.
The systematic uncertainty on the normalisation of the heavy flavour component is
0.8% and the data-driven pT template is varied accordingly. The transverse momentum
of the candidate in simulation is sensitive to both the potential mismodelling of track
reconstruction and the description of the material traversed by the candidate. The latter
affects the number of bremsstrahlung photons emitted and thus has an impact on the
peT of the candidate and, by extension, on the fits. Any potential mismodelling can
be described by a scaling of the momentum, as explained in Ref. [12]. The effect of
varying the momentum scale on all simulation-based templates is tested on the inclusive
fit shown in Fig. 1 and the best fit value for the momentum scale is seen to be consistent
with unity, suggesting that material in the detector is modelled well. An uncertainty of
0.5% assigned on the momentum scale in Ref. [12] is found to be appropriate for the
measurement. Varying the momentum scale by its uncertainty in the fits binned in ηe
leads to an uncertainty of 1.3% on the total cross-section which is the largest contribution
to “Yield (systematic)”.
The statistical uncertainty on the total efficiency is taken as a contribution to the
uncertainty on the measurement and is denoted as “Efficiency (statistical)” in Table 1. In
the case of cross-sections, the uncertainties from the finite statistics of the Z data and
Z/W simulated samples all contribute. For the determination of the cross-section ratio
and the charge asymmetry, only the uncertainty due to the simulation of the W must be
accounted for. All other sources of uncertainty in the efficiencies are collectively denoted
as “Efficiency (systematic)” in Table 1 and are described in the next paragraph.
Data-driven cross-checks performed on the efficiencies determined using simulation
lead to an uncertainty of 0.5% on the track reconstruction efficiency, an uncertainty of
0.6% on the kinematic efficiency due to the modelling of bremsstrahlung in simulation, and
an uncertainty of 0.6% on PID requirements. The statistical component of the uncertainty
on the GEC efficiency is found to be 0.09%. Since GEC is dependent on the number
of primary vertices, NPV, the efficiency is measured separately for NPV = {1, 2, 3,≥ 4}
and combined. This is compared with the estimate of the efficiency obtained inclusively
for all numbers of primary vertices and an uncertainty of 0.33% is assigned based on
the difference between the two methods. Overall, a systematic uncertainty of 0.34% is
assigned for the procedure to determine the efficiency from dimuon candidate events.
An additional systematic uncertainty is assigned on the cross-sections, the cross-section
ratio, and the charge asymmetry to account for the differences observed between electrons
and positrons in simulation. Same-sign subtraction is performed when the Z → ee data
sample is used. A study that formed electron and charged pion combinations and counted
opposite- and same-sign pairs [12] leads to a systematic uncertainty of 0.25% on the
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W → eν cross-section due to the normalisation of hadronic contamination in the sample
of Z → ee candidates.
Half the difference between Pythia 8 and Herwig++ predictions is taken as the
systematic component of the uncertainty on FSR corrections.
The statistical uncertainty on the acceptance corrections arises from the ResBos
W simulated sample. Half the difference between Pythia 8 and ResBos is taken as a
systematic uncertainty on a bin-by-bin basis and is assumed to be correlated between
bins.
A small fraction of candidate electrons have the wrong charge assigned to them, which
leads to a bias in the cross-section ratio and the charge asymmetry. A correction of
(0.58± 0.05)% is determined using simulation and applied to the measurements.
The uncertainty on the LHC beam energy at 8 TeV [32] leads to a relative uncertainty
on the W+ (W−) cross-section of 1.00 (0.86)% determined using DYNNLO [33]. The
uncertainty on the luminosity is 1.16% for the 8 TeV dataset [34].
7 Results
7.1 Propagation of uncertainties
When computing derived quantities such as the total cross-section, cross-section ratios, and
the charge asymmetry, correlations between the 16 measurements of W → eν in bins of
ηe must be accounted for. Uncertainties marked with † in Table 1 are statistical in nature
and are assumed to be uncorrelated between charges and bins of ηe. All other sources of
systematic uncertainty are varied by one standard deviation around their nominal value
for each measurement and the correlation between each pair of measurements is computed.
Correlation matrices between bins of ηe for W+, W−, and W+ against W− are reported
in Appendix B. A consequence of the sizeable positive correlations is that many of the
systematic uncertainties add coherently when integrating over bins, but partially cancel
in determining W+/W− ratios.
Sect. 7.5 presents the ratio of the W → eν and W → µν branching fractions. Here,
the systematic uncertainties of the respective measurements are taken to be uncorrelated
between the two final states apart from the uncertainties on the GEC efficiency and the
acceptance correction, which are taken to be fully correlated.
7.2 Inclusive results
Total inclusive cross-sections for W → eν production are obtained by summing the
cross-sections in bins of ηe. The Born level cross-sections in the fiducial region defined as
2.0 < ηe < 4.25 and more than 20 GeV of transverse momentum are measured to be
σW+→e+νe = 1124.4± 2.1± 21.5± 11.2± 13.0 pb,
σW−→e−νe = 809.0± 1.9± 18.1± 7.0± 9.4 pb,
σW→eν = 1933.3± 2.9± 38.2± 18.2± 22.4 pb,
where the first uncertainties are statistical, the second are systematic, the third are due
to the knowledge of the LHC beam energy and the fourth are due to the luminosity
determination.
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Figure 2: The differential W+ and W− cross-sections in bins of ηe. Measurements, represented
as bands, are compared to NNLO predictions with different parameterisations of the PDFs
(markers are displaced horizontally for presentation). The bottom panel displays the theory
predictions divided by the measured cross-sections.
The W+ to W− cross-section ratio is determined to be
RW± = 1.390± 0.004± 0.013± 0.002,
where uncertainties are statistical, systematic and due to the LHC beam energy measure-
ment, respectively.
7.3 Cross-sections as a function of electron pseudorapidity
Born level cross-sections as a function of electron pseudorapidity are tabulated in Ap-
pendix A. The differential cross-sections as a function of ηe are also determined and
shown in Fig. 2. Measurements are compared to theoretical predictions calculated with
the Fewz [15, 16] generator at NNLO for the six PDF sets: ABM12 [35], CT14 [36],
HERA1.5 [37], MMHT14 [38], MSTW08 [39], and NNPDF3.0 [40]. Satisfactory agreement
is observed apart from in the far forward region of the W+ differential measurement,
where the PDF uncertainties are also greatest.
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Figure 3: The W+ to W− cross-section ratio in bins of ηe. Measurements, represented as bands,
are compared to NNLO predictions with different parameterisations of the PDFs (markers
are displaced horizontally for presentation). The bottom panel displays the theory predictions
divided by the measured cross-section ratios.
7.4 Cross-section ratio and charge asymmetry
Cross-section ratios as a function of ηe are compared to theory predictions in Fig. 3 and the
measurements are tabulated in Appendix A. Overall the measurements are in agreement
with theory predictions, with the exception of the far forward region. In this region the
measured ratio is higher than the expectation as a consequence of the discrepancy seen in
the W+ cross-section in that region.
The W boson production charge asymmetry is defined as
Ae ≡ σW+→e+νe − σW−→e−νe
σW+→e+νe + σW−→e−νe
. (4)
The asymmetry is compared to theory predictions in bins of ηe in Fig. 4. The measurements
are tabulated in Appendix A.
7.5 Lepton universality
Production of W bosons in the forward region has also been studied in the muon final
state [9]. The muon measurement had a different upper kinematic limit in pseudorapidity,
and consequently the bin boundaries only coincide with the present measurement for
ηl < 3.50. The results are therefore compared in the range 2.00 < ηl < 3.50 as is shown
in Figs. 5, 6, and 7. The results of these measurements are seen to be consistent with the
W → µν measurements and no significant deviation from lepton universality is observed
once uncertainties and correlations between measurements are taken into account. Fig. 5
shows good agreement, apart from the bin 3.00 < ηl < 3.25 for W+, where the difference
is approximately 3 standard deviations.
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(markers are displaced horizontally for presentation). The bottom panel displays the difference
between theory predictions and the measured charge asymmetry.
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12
0.7 0.8 0.9 1 1.1 1.2 1.3
0.025±1.018
0.126±1.123
0.019±1.007
0.024±1.006
0.019±1.020
0.019±1.024
0.022±1.014
CDF
OD
LEP (Combined)
ATLAS
WLHCb 
+WLHCb 
-WLHCb 
J. Phys. G34, 2457 (2007)
Chin. Phys. C, 38, 090001 (2014)
Phys. Rept. 532, 119-244 (2013)
Phys. Rev. D85, 072004 (2012)
B(W ! e⌫)/B(W ! µ⌫)
Figure 8: The ratio of branching fractions for the electron and muon final states determined for
W , W+, and W  is compared to hadron collider and LEP results. The theory expectation is
represented by the red line.
B(W+ ! e+⌫e)/B(W+ ! µ+⌫µ) = 1.024± 0.003± 0.019,
B(W  ! e ⌫e)/B(W  ! µ ⌫µ) = 1.014± 0.004± 0.022,
B(W ! e⌫)/B(W ! µ⌫) = 1.020± 0.002± 0.019,
where the first uncertainties are statistical and the second are systematic. The result is
compared to past measurements [2, 26, 41, 42] in Fig. 8 and its precision is seen to exceed
previous individual determinations of the ratio and to be comparable to the combined
LEP result.
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Figure 8: The ratio of branching fractions for the electron and muon final states determined for
W , W+, and W− is compared to hadron collider and LEP results. The theory expectation is
represented by the red line.
The consistency with lepton universality is quantified by computing a ratio of W
branching fractions using cross-sections determined in the range 2.0 < ηl < 3.50. In this
limited acceptance, the ratios of W branching fractions are determined to be
B(W+ → e+νe)/B(W+ → µ+νµ) = 1.024± 0.003± 0.019,
B(W− → e−νe)/B(W− → µ−νµ) = 1.014± 0.004± 0.022,
B(W → eν)/B(W → µν) = 1.020± 0.002± 0.019,
where the first uncertainties are statistical and the second are systematic. The result is
compared to past measurements [2, 26, 41,42] in Fig. 8 and its precision is seen to exceed
previous individual determinations of the ratio and to be comparable to the combined
LEP result.
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8 Conclusions
Measurements of the cross-sections for W boson production in pp collisions are presented
at a centre-of-mass energy of
√
s = 8 TeV in the electron final state. The cross-section
ratio and the charge asymmetry are also determined. The measurements are found to be
in agreement with NNLO calculations in perturbative QCD.
These results represent the first measurements of W → eν production in the forward
region at the LHC and are complementary to the previously published measurements of
W → µν production. The measurements have been performed using statistically inde-
pendent datasets with largely independent systematic uncertainties. The measurements
reported here are found to be consistent with the W → µν results.
Comparable precision to the W → µν results is achieved in the measurements of the
cross-sections and the cross-section ratio has been determined with sub-percent precision.
Due to the unique kinematic acceptance of the LHCb detector these results will be valuable
in constraining the parton distribution functions of the proton at low and high values of
the Bjorken-x variable.
Finally, the measurements of W production in the electron and muon final states are
consistent with lepton universality and the ratio of branching fractions has precision that
exceeds all past determinations at hadron colliders as well as measurements made at the
LEP collider.
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Appendices
A Tabulated results
Born level cross-sections in bins of electron pseudorapidity for W+ (W−) along with
corresponding FSR corrections are given in Table 2 (3). The ratio is given in Table 4 and
the charge asymmetry in Table 5.
Table 2: The Born level cross-section for W+ boson production in bins of electron pseudorapidity.
The first uncertainties are statistical, the second are systematic, the third are due to the
knowledge of the LHC beam energy and the fourth are due to the luminosity measurement. The
rightmost column gives values of the additional factor, fFSR, by which the results should be
multiplied in order to give the cross-sections after FSR.
ηe σW+→e+νe [ pb] f
FSR
2.00 - 2.25 229.9± 1.0± 6.5± 2.3± 2.7 0.9671± 0.0013
2.25 - 2.50 210.1± 0.8± 4.7± 2.1± 2.4 0.9714± 0.0013
2.50 - 2.75 191.7± 0.8± 4.9± 1.9± 2.2 0.9718± 0.0013
2.75 - 3.00 156.3± 0.7± 3.4± 1.6± 1.8 0.9741± 0.0015
3.00 - 3.25 132.0± 0.7± 3.1± 1.3± 1.5 0.9739± 0.0016
3.25 - 3.50 87.6± 0.6± 2.2± 0.9± 1.0 0.9697± 0.0019
3.50 - 3.75 59.1± 0.5± 2.1± 0.6± 0.7 0.9727± 0.0023
3.75 - 4.25 57.8± 0.7± 2.7± 0.6± 0.7 0.9672± 0.0024
Table 3: The Born level cross-section for W− boson production in bins of electron pseudorapidity.
The first uncertainties are statistical, the second are systematic, the third are due to the
knowledge of the LHC beam energy and the fourth are due to the luminosity measurement. The
rightmost column gives values of the additional factor, fFSR, by which the results should be
multiplied in order to give the cross-sections after FSR.
ηe σW−→e−νe [ pb] f
FSR
2.00 - 2.25 132.8± 0.8± 4.1± 1.1± 1.5 0.9729± 0.0021
2.25 - 2.50 120.8± 0.7± 3.1± 1.0± 1.4 0.9726± 0.0020
2.50 - 2.75 113.0± 0.7± 2.9± 1.0± 1.3 0.9762± 0.0020
2.75 - 3.00 103.3± 0.6± 2.7± 0.9± 1.2 0.9786± 0.0019
3.00 - 3.25 99.3± 0.6± 2.7± 0.9± 1.2 0.9746± 0.0019
3.25 - 3.50 78.8± 0.6± 2.2± 0.7± 0.9 0.9756± 0.0019
3.50 - 3.75 67.0± 0.6± 2.8± 0.6± 0.8 0.9713± 0.0020
3.75 - 4.25 94.0± 0.9± 4.2± 0.8± 1.1 0.9653± 0.0016
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Table 4: The W+ to W− cross-section ratio in bins of electron pseudorapidity. The first
uncertainties are statistical, the second are systematic and the third are due to the knowledge of
the LHC beam energy.
ηe RW±
2.00 - 2.25 1.731± 0.013± 0.026± 0.003
2.25 - 2.50 1.739± 0.012± 0.025± 0.003
2.50 - 2.75 1.697± 0.012± 0.022± 0.003
2.75 - 3.00 1.512± 0.011± 0.023± 0.002
3.00 - 3.25 1.330± 0.011± 0.019± 0.002
3.25 - 3.50 1.111± 0.010± 0.025± 0.002
3.50 - 3.75 0.882± 0.011± 0.023± 0.001
3.75 - 4.25 0.615± 0.010± 0.022± 0.001
Table 5: The W boson production charge asymmetry in bins of electron pseudorapidity. The first
uncertainties are statistical, the second are systematic and the third are due to the knowledge of
the LHC beam energy.
ηe Ae(%)
2.00 - 2.25 26.78± 0.36± 0.70± 0.07
2.25 - 2.50 26.98± 0.32± 0.66± 0.07
2.50 - 2.75 25.84± 0.33± 0.60± 0.07
2.75 - 3.00 20.39± 0.36± 0.74± 0.07
3.00 - 3.25 14.15± 0.39± 0.70± 0.07
3.25 - 3.50 5.25± 0.47± 1.11± 0.07
3.50 - 3.75 −6.25± 0.60± 1.28± 0.07
3.75 - 4.25 −23.85± 0.75± 1.72± 0.07
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B Correlation coefficients
The correlation coefficients of the systematic uncertainties between bins of ηe for the W+
(W−) cross-sections are given in Table 6 (7) while those between bins for W+ and W−
are given in Table 8. The LHC beam energy and luminosity uncertainties, which are fully
correlated between cross-section measurements, are excluded.
Table 6: Correlation coefficients of the systematic uncertainties for the differential W+ cross-
section measurement between bins of ηe.
Bin index 1 2 3 4 5 6 7 8
1 1.00
2 0.93 1.00
3 0.84 0.80 1.00
4 0.95 0.94 0.84 1.00
5 0.95 0.93 0.87 0.99 1.00
6 0.74 0.79 0.70 0.86 0.85 1.00
7 0.87 0.86 0.84 0.93 0.94 0.81 1.00
8 0.82 0.82 0.75 0.88 0.92 0.78 0.86 1.00
Table 7: Correlation coefficients of the systematic uncertainties for the differential W− cross-
section measurement between bins of ηe.
Bin index 1 2 3 4 5 6 7 8
1 1.00
2 0.99 1.00
3 0.99 0.99 1.00
4 0.98 0.99 0.99 1.00
5 0.98 0.97 0.98 0.99 1.00
6 0.72 0.75 0.72 0.77 0.76 1.00
7 0.88 0.89 0.87 0.93 0.93 0.81 1.00
8 0.84 0.82 0.82 0.87 0.90 0.83 0.95 1.00
Table 8: Correlation coefficients of the systematic uncertainties for the differential W+ and W−
cross-section measurements between bins of ηe. The horizontal bin indices label bins of ηe for
electrons while vertical indices label bins for positrons.
Bin index 1 2 3 4 5 6 7 8
1 0.94 0.95 0.91 0.90 0.86 0.47 0.77 0.67
2 0.87 0.85 0.85 0.81 0.79 0.36 0.65 0.59
3 0.91 0.90 0.93 0.89 0.90 0.56 0.74 0.74
4 0.93 0.92 0.90 0.88 0.87 0.45 0.81 0.71
5 0.95 0.93 0.92 0.90 0.91 0.53 0.85 0.81
6 0.61 0.64 0.65 0.62 0.60 0.67 0.69 0.60
7 0.84 0.82 0.81 0.81 0.83 0.53 0.86 0.82
8 0.84 0.79 0.81 0.79 0.84 0.53 0.81 0.84
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C Fits to lepton pT
The fits to peT binned in η
e are shown in Figs. 9 and 10. The pulls shown underneath each
fit are statistical only. The fractional signal contribution in the W+ (W−) sample varies
from ∼70%(∼60%) near ηe = 2 to ∼40%(∼50%) at the largest pseudorapidity. The values
of χ2/ndf for the fits range between 0.9 and 2.3, based on statistical uncertainties only.
The systematic uncertainties in the event yields presented in Section 6 are found to cover
the uncertainty that arises from imperfect fit quality.
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Figure 9: Fits to peT for e
− in bins of ηe. Pulls are shown underneath.
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Figure 10: Fits to peT for e
+ in bins of ηe. Pulls are shown underneath.
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