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The newly discovered noncentrosymmetric superconductor ThCoC2 exhibits numerous unconven-
tional behavior in the field dependent heat capacity data. Here we present the first measurement of
the gap symmetry of ThCoC2 by muon spin rotation/relaxation (µSR) measurements. Temperature
dependence of the magnetic penetration depth measured using the transverse field µSR measure-
ment reveal the evidence of nodal pairing symmetry. To understand these findings, we carry out
the calculations of superconducting pairing eigenvalue and eigenfunction symmetry due to the spin-
fluctuation mechanism, by directly implemented the ab-initio band structures. We find that the
system possesses a single Fermi surface with considerable three-dimensionality, and hence a strong
nesting along the kz-direction. Such a nesting promotes a superconducting pairing with a cos kz-like
symmetry with a prominent nodal line on the kz = ±pi/2 plane. The result agrees well with the
experimental data.
PACS numbers: 74.20.Rp, 74.70.Dd, 76.75.+i
In recent years, noncentrosymmetric (NCS) supercon-
ductors have attracted considerable attention in con-
densed matter physics, both theoretically and experi-
mentally [1, 2]. These NCS compounds lack inversion
symmetry, which generates an asymmetric electrical field
gradient in the crystal lattice and, thereby, produces a
Rashba-type antisymmetric spin-orbit coupling (ASOC,
energy scale ∼ 10-100 meV) [3–6]. In presence of ASOC,
the spin of a Cooper pair is not a good quantum num-
ber, the spin degeneracy of the conduction band is lifted
and hence allows for the admixture of spin-singlet and
spin-triplet states in Cooper pairs formation [4, 5]. If
the triplet part is large [7], the superconducting gap re-
veal line or point nodes in the order parameter. The
discovery of unconventional superconductivity (USc) in
CePt3Si with Tc = 0.75 K, has spurred theoretical and
experimental works to find out the effect of the lack of
inversion symmetry on NSC [8–10]. USc in pressure was
observed in NSC heavy fermion (HF) compounds [11–13],
such as CeTSi3(T = Rh, Ir) [14–16] and CeTGe3 (T =
Co, Rh and Ir) [17]. To date, USc properties, e.g., a nodal
gap structure and/or a large upper critical field, have
been presented in a few weakly correlated NCS supercon-
ductors, including Li2(Pd1−xPtx)3B [18, 19], Y2C3 [20],
Mo3Al2C [21], Mg10Ir19B16 [22] and with special atten-
tion for, LaNiC2 [23].
ThCoC2 with Tc = 2.3 K, crystallizes in the NCS
CeNiC2−type orthorhombic structure with space group
Amm2 (No. 38), in which a mirror plane is missing along
the c−axis [24–26], as displayed in Fig. 1(a). The up-
per critical field (Hc2) vs temperature phase diagram
confirms a positive curvature [25], and the electronic
specific heat coefficient at low temperature exhibits a
square root field dependence γ(H) ∝ √H, which indi-
cates presence of nodes in the superconducting order pa-
rameter [27–30] and a potential USc state in ThCoC2.
γ(H) ∝ √H property, was admitted a general sign on
d−band and HF superconductors [28–30]. Moreover, ex-
amples of positive curvature in Hc2(T ) phase diagram in-
cludes LnNi2B2C (Ln=Lu and Y) [31, 32], MgB2 [33], the
NCS Li2(Pd,Pt)3B [34], and the NCS HF CeRhSi3 [35].
The isostructural compound LaNiC2 displays USc below
Tc = 2.7 K with broken time-reversal symmetry (TRS)
in µSR measurements, a nodal energy gap from very-low-
temperature magnetic penetration depth measurements,
and a suggested multigap superconductivity due to the
modest value of the ASOC in LaNiC2 [23, 36]. Moti-
vated by these results, in this Letter, we have investigated
the compound ThCoC2 using transverse (TF) and zero
field (ZF) −µSR measurements and probed its supercon-
ducting state, which is found to be an unconventional in
origin. The presence of nodal line d−wave superconduc-
tivity is manifested from the TF−µSR and further sup-
ported through our theoretical calculation in ThCoC2.
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2FIG. 1. (Color online) (a) shows the orthorhombic crystal structure of ThCoC2 where the Th atoms (big) are green, the Co
atoms (medium) are red and the C atoms (small) are black. (b) Temperature dependence of magnetic susceptibility χ(T ) of
ThCoC2 in ZFC and FC mode. Transverse field µSR asymmetry spectra at (c) T = 0.1 K, (d) T = 3.5 K for H = 10 mT and
(e) T = 0.4 K, (f) T = 3.5 K for H = 30 mT. The solid lines are fits using an oscillatory function with a Gaussian relaxation
plus a nondecaying oscillation that originates from muons stopping in the silver sample holder. The effect of the flux line lattice
can be seen in the top panel as the strong Gaussian decay envelope of the oscillatory function. Above Tc, the depolarization is
reduced and is due to the randomly oriented array of nuclear magnetic moments.
A polycrystalline sample of ThCoC2 was prepared by
arc melting of the stoichiometric amount of Th (3N),
Co (4N), and C (5N) on a water-cooled Cu hearth in a
high-purity Ar atmosphere [25]. The ingots were sealed
in an evacuated quartz tube and annealed at 1100 ◦C
for 336 hr to get better sample quality. X-ray pow-
der diffraction data revealed that ThCoC2 is a single
phase with space group Amm2 [25]. The magnetization
data were obtained using a Quantum Design Supercon-
ducting Quantum Interference Device. The µSR exper-
iments were carried out on the MUSR spectrometer at
the ISIS Pulsed Neutron and Muon Source of Ruther-
ford Appleton Laboratory, U.K. The µSR experiments
were conducted in ZF-, and TF modes. Spin-polarized
muons (100%) were implanted into the sample, and the
positrons from the resulting muon decay were collected in
the detector positions either backward or forward of the
initial muon-spin direction for the ZF/LF geometry. For
TF-measurements the spectrometer was rotated by 90◦.
The powdered sample of ThCoC2 was mounted on a sil-
ver holder (99.995%) and the sample holder was placed in
a dilution refrigerator which operated in the temperature
range 0.1 K ≤ T ≤ 3.5 K. Using three sets of orthogonal
coils and an active compensation system the stray mag-
netic fields at the sample position due to the Earth and
neighboring instruments are canceled to within 1 µT. TF-
µSR experiments were performed in the superconducting
mixed state in several applied magnetic fields between 10
and 50 mT, due to the low value of µ0Hc2. Data were ob-
tained in the field-cooled mode where the magnetic field
was applied above Tc and the sample was then cooled
down to the lowest temperature. The µSR data were
analyzed using WiMDA software [37].
The superconducting transition temperature Tc = 2.3
K was confirmed by the magnetic susceptibility χ(T ), as
shown in Fig. 1(b). The observed superconducting vol-
ume was 100% of perfect diamagnetism [38]. The flux
line lattice (FLL) in the vortex state of a type-II su-
perconductor leads to a distinctive field distribution in
the sample, which can be detected in the µSR relax-
ation rate. Fig. 1(c-f) shows the TF-µSR asymmetry
spectra above and below Tc in applied field of 10 mT
and 30 mT. Below Tc, the TF-µSR precession signal
decays with time due to the distribution of fields as-
sociated with the FLL. The analysis of TF-µSR asym-
metry spectra was carried out in the time domain us-
ing a sinusoidal function damped with Gaussian relax-
ation plus a nondecaying oscillation that originates from
muons stopping in the silver sample holder, Gz(t) =
A1 cos(2piν1t+ φ) exp(−σ2t22 ) +A2 cos(2piν2t+ φ), where
A1 and A2 are the sample and background asymmetries,
ν1 and ν2 are the frequencies of the muon precession sig-
nal from the sample and background signal, respectively
with phase angle φ and γµ/2pi = 135.5 MHz T
−1 is the
muon gyromagnetic ratio. σ is the overall muon depo-
larization rate; there are contributions from both the
vortex lattice (σsc) and nuclear dipole moments (σnm,
which is assumed to be temperature independent) [where
σ =
√
(σ2sc + σ
2
nm]. σsc was determined by quadratically
deducting the background nuclear dipolar depolarization
rate obtained from spectra measured above Tc, which is
shown in Fig. 2(a).
As can be seen in Fig. 2(a) that σsc depends on
the applied field. Isothermal cuts perpendicular to
the temperature axis of the σsc data sets were used
to determine the H dependence of the depolarization
rate σsc(H) displayed in Fig. 2(b). Brandt [39] sug-
gested a useful relation that describe the field depen-
dence for a hexagonal lattice, which is valid over the field
range examined in this experiment, σs[µs
−1] = 4.83 ×
3FIG. 2. (Color online). (a) Temperature dependence of the TF−µSR spin-depolarization rate collected in a range of fields 10
mT ≤ H ≤ 50 mT. The dashed line shows an example of the isothermal cuts used to find the field dependence of σsc at a
particular temperature. (b) Field dependence of the muon spin-depolarization rate for a range of different temperatures. The
solid lines are the results of fitting the data using Brandt Eq. as discussed in the text. (c) Temperature dependence of the
inverse magnetic penetration depth squared. The lines show the fits using s−wave (dashed), s+ s−wave (dotted) and d−wave
(solid) gap functions.
104(1−Hext/Hc2)× [1 + 1.2(1−
√
Hext/Hc2)3]λ−2[nm],
to estimate the temperature dependence of the inverse-
squared penetration depth, λ−2 and µ0Hc2. The result-
ing fits to the σsc(H) data are displayed as solid lines in
Fig. 2(b). The temperature dependence of λ−2 is pre-
sented in Fig. 2(c). We can model the temperature de-
pendence of the λ−2 by the following equation [40, 41],
λ−2(T,∆0,i)
λ−2(0,∆0,i)
= 1+ 1pi
∫ 2pi
0
∫∞
∆(T )
( δfδE )× EdEdφ√E2−∆(T,∆i)2 , where
f = [1 + exp(−E/kBT )]−1 is the Fermi function. The
gap is given by ∆i(T, 0) = ∆0,iδ(T/Tc)g(φ), whereas
g(φ) refer to the angular dependence of the supercon-
ducting gap function and φ is the azimuthal angle along
the Fermi surface. The T dependence of the supercon-
ducting gap is approximated by the relation δ(T/Tc) =
tanh{1.82(Tc/T−1)]0.51}. g(φ) is substituted by (a) 1 for
an s− or s+ s−wave gap and (b) | cos(2φ)| for a d−wave
gap with line nodes.
We have analyzed the temperature dependence of λ−2
based on three different models, a single-gap isotropic
s−wave, a line node d−wave and two gap (s + s)−wave
models. The result of the fits using various gap mod-
els are shown by lines (dashed, dotted, and solid) in
Fig. 2(c). It is clear from Fig. 2(c) that the s− or s+ s−
wave models do not fit the data and gave a larger value of
χ2 = 7.98(3) for s−wave and χ2 = 5.01(1) for s+s−wave.
As square root field dependence of the electronic heat
capacity suggests a presence of nodes in the supercon-
ducting gap symmetry, we therefore fitted our data us-
ing a d−wave model with line nodes in the gap struc-
ture. The d−wave model gives the best description of
the temperature dependence of λ−2 of ThCoC2 as the
χ2 value reduced significantly (χ2 = 3.45(1) for d-wave).
The d−wave fit gives ∆(0) = 0.77(1) meV and Tc = 2.3(1)
K. This gives a gap to Tc ratio 2∆(0)/kBTc = 7.8, which
is significantly larger than the weak coupling BCS value
of 3.53, indicating strong coupling superconductivity in
ThCoC2. Enhanced value of the ratio is also observed
in other NCS superconductors such as Re6Zr [42] with
2∆(0)/kBTc = 4.2, BiPd [43] with 2∆(0)/kBTc = 3.8,
La7Ir3 [44] with 2∆(0)/kBTc = 3.81, K2Cr3As3 [45] with
2∆(0)/kBTc = 6.4 and Cs2Cr3As3 [46] with 2∆(0)/kBTc
= 6.0. Our ZF−µSR study on ThCoC2 shows similar
relaxation rate above and below Tc, indicting that time
reversal symmetry is preserved, see details in Ref. [47].
Now we discuss our theoretical calculations. For the
first-principles electronic structure calculation, we used
the Vienna Ab-initio Simulation Package (VASP) [1]
and use the Perdew-Burke-Ernzerhof (PBE) form for the
exchange-correlation functional [2]. To deal with the
strong correlation effect of the d-electrons of the Th and
Co atoms, we employed LDA+U method with U = 5eV
on both atoms. We have recalculated the band structure
with spin-orbit coupling, and no considerable change is
obtained in the low-energy bands of present interests.
The computed band structure is shown in Fig. 3(a). We
notice that only a single band osculates around the Fermi
level. This band is dominated by Co-d-orbital with hy-
bridization with the C-p orbitals (with about 10% contri-
butions from the C-p states to the low-energy band struc-
ture). The corresponding Fermi surface (FS) is shown in
Fig. 3(b). The three-dimensional FS topology is quite
interesting in this system, exhibiting a hole-like pocket
around the zone corner (‘A’ point), but an electron-like
4FIG. 3. (a) Computed result of DFT band structure is plotted along the standard high-symmetric directions for this crystal
structure. (b) Corresponding Fermi surface topology. The color in this plot does not have any specific meaning. (c) Computed
pairing eigenfunction plotted in a color map of red (negative) to yellow (nodes) to blue (positive) color. The result is overlaid
on the corresponding FS. We immediately observe the presence of nodal lines on the kz = ±pi/2 planes (visualized by yellow
contour).
topology around the ‘T’-point. In addition, as we scan
across the kz-direction, we notice that the Fermi pocket
near the kz = ±pi-plane first closes at discrete Fermi-
points, and then reopens into another pocket around
some non-high-symmetric point. Such an interesting FS
topological change in the 3D Brillouin zone (BZ) within
a single band model implies the presence of saddle-points
in the electronic structure around the Fermi level. Hence
one obtains a large density of states near the Fermi level,
which is desirable for superconductivity. In addition, due
to multiply-pockets features in the FS, one expects large
FS nestings, and hence unconventional superconductiv-
ity.
We perform a pairing symmetry calculation using
single-band Hubbard model. By carrying out a perturba-
tive expansion of the Hubbard interaction, we obtain an
effective pairing potential in the single and triplet pairing
channels [6, 9]
V↑↓(q) =
U
2
[1 + 3Uχs(q)] +
U
2
[1− Uχc(q)] ,
V↑↑(q) =
U
2
[1− Uχs(q)] + U
2
[1− Uχc(q)] . (1)
(2)
Here χs/c(q) are the spin and charge susceptibilities, de-
coupled within the random-phase approximation (RPA),
as χs/c(q) = χ0(q)/(1∓ Uχ0(q)) with χ0(q) being bare
static Lindhard susceptibility. For such a potential, the
BCS gap equation (for details see Supplementary mate-
rials) becomes
∆k = −λ
∑
k′
V (k− k′)∆k′ . (3)
This is an eigenvalue equation with the pairing strength
λ denoting the eigenvalue. For V > 0, a positive eigen-
value λ can commence with the corresponding eigenfunc-
tion ∆k which changes sign as sgn[∆k] = −sgn[∆k′ ] pro-
moted by strong peak(s) in V at Q = k − k′ . Looking
into the origin of V in Eq. (1), we notice that V inherits
strong peaks from that in χs/c, which is directly linked
to the FS nesting feature embedded in χ0. In this way,
the pairing symmetry of a system is intricately linked to
the FS nesting instability. This theory of spin-fluctuation
driven superconductivity consistently links between the
observed pairing symmetry and FS topology in many dif-
ferent unconventional superconductors [6–8].
For the present FS topology presented in Fig. 3(c),
we find that the nesting is dominant between the two FS
pockets centered at the kz = 0, and kz = ±pi planes. This
nesting is ingrained within the above pairing potential V ,
and naturally dictates a dominant pairing channel that
changes sign between these two kz-planes. In fact, our
exact evaluation of the pairing eigenvalue gives the dom-
inant pairing channel to be a spin-singlet pairing with
dz-wave pairing channel ∆k = cos(kz) with an eigenvalue
of λ ∼ 0.2. The computed pairing eigenfunction is shown
in Fig. 3 on the FS in a color plot. The computed pair-
ing channel does not acquire any in-plane anisotropy, and
hence a nodal line on the kz = ±pi/2. The experimen-
tal data fitted with the same nodal-like pairing channel
indeed gives a better fit compared to other pairing func-
tion.
In summary, we have investigated the gap symmetry
of ThCoC2 using transverse field µSR. Our µSR analy-
sis confirmed that a nodal line d−wave model fits bet-
ter than a single or two gaps isotropic s−wave model to
the observed temperature dependence of the penetration
depth. This finding is in agreement with the field de-
pendent heat capacity, γ(H) ∼ √H. The finding of the
nodal line gap is further supported through our theoret-
ical calculations. This work paves the way for further
5studies of the large numbers of unexplored NCS com-
pounds with the CeNiC2 type structure for the hunt of
the unconventional superconductor.
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SUPPLEMENTARY MATERIAL
Evidence of Nodal Line in the Superconducting Gap
Symmetry of Noncentrosymmetric ThCoC2
I. TIME REVERSAL SYMMETRY
The time evolution of the ZF−µSR of ThCoC2 is
shown in Fig.S1 for T = 0.4 K and 3.5 K. In these re-
laxation experiments, any muons stopped on the silver
sample holder gave a time independent background. No
signature of precession is visible (either at 0.4 K or 3.5
K), ruling out the presence of a sufficiently large inter-
nal magnetic field as seen in magnetically ordered com-
pounds. The only possibility is that the muon−spin re-
laxation is due to static, randomly oriented local fields
associated with the electronic and nuclear moments at
the muon site. The ZF−µSR data are well described in
terms of the damped Gaussian Kubo-Toyabe (KT) func-
tion, Gz2(t) = A1GKT (t)e
−λt + Abg where GKT (t) =[
1
3 +
2
3 (1− σ2KT t2)e
−σ2KT t
2
2
]
is Gaussian Kubo-Toyabe
function, λ is the electronic relaxation rate, A1 is the ini-
tial asymmetry, Abg is the background. The parameters
σKT , A1, and Abg are found to be temperature indepen-
dent. It is evident from the ZF−µSR spectra that there
is no noticeable change in the relaxation rates at 3.5 K
(≥ Tc) and 0.4 K (≤ Tc). This indicates that the time-
reversal symmetry is preserved upon entering the super-
conducting state. σKT accounts for the Gaussian dis-
tribution of static fields from nuclear moments (the local
field distribution width Hµ = σ/γµ, with muon gyromag-
netic ratio γµ = 135.53 MHz/T). The fits of µSR spectra
in Fig.S1 by the decay function gave σKT = 0.31(7) µs
−1
and λ = 0.12(6) µs−1 at 3.5 K and σKT = 0.30(7) µs−1
and λ= 0.11(9) µs−1 at 0.4 K. The fits are shown by the
solid lines in Fig.S1. Since within the error bars both
σKT and λ at T < Tc and T > Tc are similar, there is no
evidence of time-reversal symmetry breaking in ThCoC2.
This result also confirm the absence of any kind of mag-
netic impurity in our sample.
II. DFT CALCULATION
For the first-principles electronic structure calcula-
tion, we used the Vienna Ab-initio Simulation Package
(VASP) [1] and use the Perdew-Burke-Ernzerhof (PBE)
form for the exchange-correlation functional [2]. The
projector augmented wave (PAW) pseudo-potentials are
used to describe the core electrons [3]. Electronic wave-
functions are expanded using plane waves up to a cut-off
energy of 500 eV. The Monkhorst-Pack k-mesh is set to
14 × 14 × 14 in the Brillouin zone for the self-consistent
calculation. All atoms are relaxed in each optimization
cycle until atomic forces on each atom are smaller than
7FIG. 4. (Color online) (a) Time dependence asymmetry spectra at 0.4 K and 3.5 K measured in zero magnetic field of ThCoC2
with Tc = 2.3 K. The lines are the results of the fits. The absence of extra relaxation below Tc indicates no internal magnetic
fields and, consequently, suggests that the superconducting state preserves time reversal symmetry.
0.01 eV A˚. The lattice constants are obtained by relaxing
the structure and with total energy minimization. Our
obtained relaxed lattice parameters are a = 3.8493A˚, b =
3.8493A˚, c = 3.9462A˚, which are close to the experimen-
tal values [4]. To deal with the strong correlation effect
of the d-electrons of the Th and Co atoms, we employed
LDA+U method with U = 5eV on both atoms. We have
recalculated the band structure with spin-orbit coupling,
and no considerable change is obtained in the low-energy
bands of present interests.
II. DETAILS OF PAIRING EIGENVALUE
CALCULATIONS
Our calculation of pairing interaction and pairing
eigenvalue originating from spin-fluctuation is done by
directly including the DFT band structure in a three-
dimensional Brillouin zone (BZ). We start with a single-
band Hubbard model, as dictated by the DFT calcula-
tion, which is given by
H =
∑
k,σ=↑,↓
ξkc
†
kσckσ + U
∑
k,k′ ,q
c†k↑ck+q↑c
†
k′↓ck′−q↓,
(4)
where c†kσ(ckσ) is the creation (annihilation) operator
for non-interacting electron with momentum k, and spin
σ =↑ / ↓, and ξk is the corresponding band structure,
taken directly from the DFT calculation. The second
term is the Hubbard interaction, written in the band ba-
sis with the onsite potential U . Perturbative expansion
of the Hubbard term in the spin-singlet and spin-triplet
pairing channels yields,
H =
∑
k,σ=↑,↓
ξkc
†
kσckσ
+
∑
kk′ ,σσ′
Vσσ′(k− k′)c†kσc†−kσ′ c−k′σ′ ck′σ. (5)
Here Vσσ′ refers to the spin singlet and triplet case when
σ = ∓σ, respectively. The corresponding (static) pairing
potentials are given in Eqs.(2-3) in the main text. The
bare susceptibility is
χ0(q, ω) = −
∑
k
f(ξk)− f(ξk+q)
ω − ξk + ξk+q + ιδ , (6)
where f is the corresponding Fermi-function, and δ is
an infinitesimal number. Since we are interested in the
static limit of the pairing potential, the imaginary part
of the above particle-hole correlator does not contribute
and we obtain a real pairing potential V . In the RPA
channel, the spin and charge channels are decoupled, and
due to different denominators 1∓ Uχ0, the spin channel
is strongly enhanced while simultaneously charge chan-
nel is suppressed. The method is a weak to intermediate
coupling approach and thus the value of U is restricted
by the non-interacting bandwidth. We use U = 400 meV
in our numerical calculation and the result is reproduced
with different values of U . We note that this value of U
is defined in the band basis, while the LDA U is for the
orbitals. The k-dependent of the pairing eigenfunction
is dictated by the anisotropy in V (q) which is directly
related to the bare FS nesting character, this result re-
mains unaffected by a particular choice of U in the weak
8to intermediate coupling range. With increasing U , the
overall strength of V mainly increases and thus the pair-
ing eigenvalue λ also increases. Since in this work, we are
primarily interested in uncovering the pairing eigenfunc-
tion, the value of U remains irrelevant in this coupling
strength.
From interacting Hamiltonian, we define the SC gap
equation as
∆k = −
∑
k′
Vσσ′(k− k′)〈c−k′σck′σ′〉, (7)
= −
∑
k′
Vσσ′(k− k′) ∆k
′
2ξk′
tanh
( ξk′
kBTc
)
(8)
In the limit T → 0 we have 〈c−kσckσ′〉 → λ∆k , leading
to an eigenvalue equation as
∆k = −λ
∑
k′
Vσσ′(k− k′)∆k′ .
We solve this equation separately for spin singlet (σ =
−σ′), and spin triplet (σ = σ′) cases. Since we restrict
ourselves to the static limit, the above equation is solved
for only Fermi momenta kF , k
′
F in which Vσσ′(kF −k′F )
becomes a n × n matrix with n being the number of
discrete Fermi momenta considered in a 3D BZ.
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