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Abstract
We extend the core-halo approach of Levin et al. [Phys. Rep. 535, 1 (2014)] for the violent
relaxation of long-range interacting system with a waterbag initial conditions, in the case of a
widely studied Hamiltonian Mean Field model. The Gibbs entropy maximization principle is
considered with the constraints of energy conservation and of coarse-grained Casimir invariants of
the Vlasov equation. The core-halo distribution function depends only on the one-particle mean-
field energy, as is expected from Jeans Theorem, and depends on a set of parameters which in our
approach are completely determined without having to solve an envelope equation for the contour
of the initial state, as required in the original approach. We also show that a different ansatz can
be used for the core-halo distribution with similar results. This work also evidences a link between
a parametric resonance causing the non-equilibrium phase transition in the model, a dynamical
property, and a discontinuity of the (non-equilibrium) entropy of the system.
PACS numbers: 05.20.-y, 05.70.-a, 05.70.Fh, 45.50.Pk
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I. INTRODUCTION
If the pair-interaction potential of a many-body system V (r−r′) decays at long distances
r = |r − r′| as 1/rα with α smaller than the spatial dimension, then the system is said to
be long-range interacting. This includes the relevant cases of gravitational and non-shielded
Coulomb interactions. These systems present some unusual behavior when compared to
short-range interacting systems, such as negative specific heat in the microcanonical ensem-
ble, non-ergodicity and non-Gaussian Quasi-Stationary States (QSS) [1]. Starting from an
initial configuration, an isolated many-particle system with long-range interactions evolves
rapidly though a violent relaxation into a QSS which relaxes to equilibrium with a character-
istic time diverging with the number of particles N [2, 3], or in some cases oscillates around
a QSS [4]. Predicting the outcome of the violent relaxation has been a major problem in
astrophysics for at least half a century, and has drawn much attention in plasma physics
and related fields. The first attempt for a statistical theory of violent relaxation is due to
Lynden-Bell [8] and is based on the Vlasov equation description, valid for short times for
the one-particle distribution function [3, 9]. For a system of identical particles with mass m
it is given by:
f˙ =
∂f
∂t
+
p
m
· ∂f
∂r
+ F(r, t) · ∂f
∂p
= 0, (1)
where r and p are the position and momentum vectors respectively, f ≡ f(r,p, t) the
one-particle distribution function, and the mean-field force at position r and time t is:
F(r, t) = −∇V (r, t), V (r, t) ≡
∫
V (r− r′) f(r′,p′, t) dr′dp′, (2)
where V (r, t) is the mean-field potential. The Vlasov equation admits infinitely many
Casimir invariants of motion of the form
Cs[f ] =
∫
s(f(r,p, t)) drdp, (3)
for any function s. Setting s = −kBf ln f in Eq. (3) results in the Boltzmann entropy (with
kB the Boltzmann constant) which is constant as the Vlasov equation is reversible. Assum-
ing a complete mixing of micro-cells of same f -levels into coarse grained macro-cells, and
maximizing the entropy given by the logarithm of the number of possibilities of distribut-
ing non-overlapping microcells (f is constant along phase trajectories) into all macro-cells,
Lynden-Bell determined the distribution function resulting from a violent relaxation. Al-
though elegant, this approach is only valid as a first approximation, as pointed out by
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Lynden-Bell himself (see [11] for a review in astrophysics applications). Different tentative
improvements were proposed in the literature by Shu [12], Kull, Treumann and Bo¨hringer [13]
and Nakamura [14], although none proved to be completely satisfactory [15, 16].
Parametric resonance is known to play a major role in plasmas as an important phe-
nomenon in the long-time evolution of the system, and has been studied in the context of
a single wave-particle interaction [17, 18]. Taking into account this mechanism, and using
Jeans theorem which states that in a steady state the distribution function f depends on po-
sition and momentum only through constants of motion [10], Levin and collaborators [19–26]
proposed that for a waterbag initial distribution of the form
f(r,p, 0) = ηΘ(r0 − |r|)Θ(p0 − |p|), (4)
with η a normalization constant and Θ the Heaviside step function, the final distribution
function after violent relaxation assumes a core-halo structure given by:
f(r,p, tv) = ηΘ(eF − e(r,p)) + χΘ(e(r,p)− eF )Θ(eH − e(r,p)), (5)
with e(r,p) the one-particle energy:
e(r,p) =
p2
2m
+ V (r), (6)
where eF and eH are called the Fermi and halo energies, respectively, χ is a constant param-
eter fixed by the normalization condition and η has the same value as the initial condition
f -value in Eq. (4). A similar type of distribution function was used in Ref. [27] in the
study of the free electron laser, by applying the approach of Ref. [28] which derives from the
original Lynden-Bell theory for violent relaxation.
The characteristic time for violent relaxation tv is defined as the mean-field relaxation
time into a stationary state of the Vlasov dynamics, which is much shorter than the collisional
relaxation to thermodynamic equilibrium (see [8] for an estimation of tv for a self-gravitating
system). The first term in the right-hand side of Eq. (5) corresponds to the core of the
distribution and the second term to the halo. The halo is populated by particles expelled
by a parametric resonance in wave-particle interactions which injects particles at higher
energies. The halo energy eH in Eq. (5) corresponds to the highest energy attained by
resonant particles, which in the original approach is determined by solving an envelope
equation for the evolution of the contour of the initial waterbag distribution [26]. This
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approach was applied with reasonable success for one- and two-dimensional self-gravitating
systems, non-neutral plasmas and the Hamiltonian Mean Field (HMF) model (see [19] and
references therein).
Despite its success, the core-halo approach still requires to determine eH by solving a
dynamical equation (the envelope equation), which is not always a simple task, or by de-
termining the halo energy from a Molecular Dynamics (MD) simulation, in contrast to
Lynden-Bell’s approach that only presupposes a good mixing of phase elements (values of
the distribution function f). One of the goals of this paper is to show that by using an en-
tropy maximization principle, no dynamical equation(s) have to be explicitly solved for. We
illustrate our approach by applying it to the HMF model that has played an important role
as a paradigmatic model, solvable at equilibrium and retaining some important features of
the dynamics of long-range interacting systems, yet being simple enough to allow large-scale
MD simulations with numeric effort scaling with the number of particles N instead of N2
as for most systems of interest [2, 30–35].
The structure of the paper is as follows: In the next section we present the HMF model
and study its non-equilibrium phase-diagram for an initial waterbag state by applying to it
the Core-Halo approach as described by Pakter and Levin [22]. In Section III we introduce
the variational approach as an alternative method to determine the remaining parameter
eH in the core-halo distribution as given in Eq. (5), and also discuss the possibility of using
a different ansatz for the core-halo configuration. We close the paper with some concluding
remarks in Section IV.
II. THE HAMILTONIAN MEAN FIELD MODEL
The Hamiltonian for the HMF model is given by [35]:
H =
N∑
i=1
p2i
2
+
1
N
N∑
i<j=1
[1− cos(θi − θj)] , (7)
with θi the position angle of particle i and pi its conjugate momentum. At equilibrium,
it exhibits a phase transition from a paramagnetic (homogeneous) phase at higher ener-
gies to a ferromagnetic (non-homogeneous) phase at lower energies. For non-equilibrium
states, a similar phase transition is also observed but with a more intricate structure with
a first or second order transition and phase reentrances depending on the initial energy
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and magnetization, which do not coincide with predictions from Lynden-Bell theory [36–
39]. Using large-scale molecular dynamics simulations and numerical solutions of the Vlasov
equation [42, 44], the author and collaborators have shown that this phase structure is in
fact much more complex than previously described, with cascades of phase reentrances near
the discontinuous phase-transition [43]. Non-equilibrium phase transitions in this model can
be studied by solving the Hamiltonian equations of motion by using a numerical integrator
or solving the corresponding Vlasov equation. For the latter case, a semi-Lagrangian second
order method in time with a fixed time step is used (see Ref. [42] for details), and integrated
for a sufficiently long time such that after the initial waterbag state the system has settled
down in a QSS up to some long-lasting oscillations [43]. Figure 1 shows in greater detail than
previous results the non-equilibrium phase diagram of the HMF model from the numeric
solution of the Vlasov equation and from Lynden-Bell theory [29]. Although predicting
within some accuracy the transition line in the (M, e) plane, it misses the finer details, such
as phase reentrances and even the nature of the phase transition (discontinuous instead of
continuous in some energy range) [43].
The total energy of the system can also be written as
H = N
[
K + 1−M2x −M2y
]
, (8)
where K is the kinetic energy per particle K = (1/N)
∑
i p
2
i /2 and Mx and My the magne-
tization components in the x and y directions, respectively:
Mx =
1
N
N∑
i=1
cos(θi), (9)
My =
1
N
N∑
i=1
sin(θi). (10)
The Fermi energy eF and the level of the halo χ are determined from the normalization
condition: ∫
dp dθf(p, θ) = 1, (11)
and energy conservation ∫
dp dθ
[
p2
2
+
1
2
V (θ)
]
f(p, θ) = etot, (12)
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where etot is the total energy divided by the particle number N . The final magnetization is
determined self-consistently as:
M =
∫
dp dθ cos(θ)f(p, θ), (13)
after setting the origin of the angles such that My = 0 and Mx = M ≥ 0. The corresponding
expression for the mean field potential is:
V (θ) =
∫
dp′dθ′ [1− cos(θ − θ′)] f(p′, θ′) = 1−M cos(θ). (14)
Figure 2 shows, for a few different values of the initial magnetizations M0, a comparison
of MD simulations, Lynden-Bell (LB) theory and the Core-Halo (CH) approach with the
distribution in Eq. (5) and eH determined from the highest one-particle energy from the
same MD simulations. Molecular dynamics simulations were performed using a graphics
processing unit parallel implementation of a fourth-order symplectic algorithm [41, 42]. We
note that due to the periodic boundary conditions the envelope equation is harder to solve
in the present case [22]. The CH approach predicts accurately the critical energy for the
ferromagnetic-paramagnetic transition in all cases but with quantitative discrepancies for the
magnetization. In the paramagnetic phase, the average magnetization from MD simulations
does not vanish as a consequence of very-long lasting oscillations of the spatial distribution
around a QSS, the latter having a vanishing magnetization. Is is important to note that such
oscillations can last for a very long time or even forever [4] and thus cannot be described
by a static distribution function. Nevertheless the vanishing average of each component of
the magnetization are correctly predicted [22, 43]. In Fig. 2a a phase reentrance is clearly
visible and its position is accurately predicted by the CH approach. A closer look at the
phase reentrance region is given in Fig. 3. Some deviations from the numerical values of M
are due to the fact that the ansatz in Eq. (5) is too simple and cannot grasp all the details
of a more complex distribution function (see Fig. 7 below).
III. VARIATIONAL METHOD: ENTROPY MAXIMIZATION
The very long relaxation time to thermodynamic equilibrium of a system with long-
range interactions, which diverges with N [2, 3, 46], is a consequence of the existence of the
infinitely many Casimir constants of motion of the Vlasov equation (1). Those are usually
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FIG. 1. (Color online) Left panel: Final magnetizations for the HMF model as a function of initial
magnetization M0 and total energy per particle etot from numeric solutions of the Vlasov equation.
The grid in (M0, etot) space is formed by 100× 100 simulations with tf = 1000.0 and a numerical
grid of 1024 × 1024 points. The final magnetization was obtained by averaging from t = 800.0 to
t = 1000.0. Right panel: predictions from Lynden-Bell theory.
incompatible with the values of the Boltzmann equilibrium distribution C exp[−βe(r,p)],
with C a normalization constant and e(r,p) given in Eq. (6). Consequently the system can
never attain equilibrium in the limit N → ∞, and eventually settles in a stationary state
of the Vlasov equation (or oscillates around it). For finite N , collisional effects (graininess)
become important and the system is in a QSS which relaxes very slowly to equilibrium [3].
In Ref. [47] it was shown that the stability conditions for a homogeneous QSS of the HMF
model as obtained in Ref. [30] is equivalent to maximizing the Gibbs entropy subject to the
constraints of energy conservation, normalization and all the analytic Casimirs (i.e. with
an analytic function s in Eq. (3)). On the other hand, it is a well known property of the
Vlasov equation that the dynamical evolution leads to the formation of filaments in a scale
that gets smaller with time, and which leads to difficulties in its numerical integration due
to the finite precision of a numerical grid [44]. For a description using individual particle
dynamics, the finite computer precision also introduces a loss of information of the details
of the filamentation. In both cases this amounts to a coarse-graining no matter the grid
resolution, and results in an increase of the Gibbs entropy corresponding to s = −f ln f in
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FIG. 2. (Color online) Final magnetizations for the HMF model as a function of total energy per
particle etot from molecular dynamics (MD) simulations from N = 2 000 000 particles and total
simulation time tf = 10 000, from Lynden-Bell (LB), core-halo theory (CH) with halo energy eh
obtained from the largest one-particle energy in the MD simulation, and core-halo theory with eh
with entropy maximization procedure (CH - Entropy). Initial magnetizations are: a) M0 = 0.15,
b) M0 = 0.3, c) M0 = 0.5 and d) M0 = 0.8.
Eq. (3) but computed using a coarse-grained distribution fcg:
SG = −
∫
dp dr fcg(p, r; t) ln fcg(p, r; t), (15)
where for simplicity and from now on we set the Boltzmann constant to unity. From now on,
we will only deal with the coarse grained one-particle distribution function and all Casimirs
will be considered relative to this same distribution.
Figure 4 shows SG for a few different grid resolutions and a waterbag initial condition.
In our approach we consider indirectly the effective values of the Casimirs as given by the
coarse-grained description. The size of the coarse-graining does not affect the resulting
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FIG. 3. (Color online) Zoom over Fig. 2a with a close look at the phase reentrance details for
initial magnetization M0 = 0.15 and comparing MD simulations, core-halo (CH) and core-halo
with entropy maximization (CH - Entropy) as in Fig. 2.
distribution function, provided it is sufficiently small, as it becomes evident from Fig. 5
showing the Casimirs C(k) for a few values of k and the same initial condition. A similar
behavior is observed for other choices of s. We observe that no matter the grid resolution,
the final values of SG and C
(k) are the same, up to small numerical errors. It is beyond
the scope of the present paper to discuss the effects of a coarse-graining of the dynamics
of the system which is discussed in greater detail in Refs. [17, 48]. The discussion above
was intended to show that for the present purpose the details of the coarse-graining are not
relevant in the determination of the statistical state of the system after a violent relaxation.
The values reached by the coarse-grained Casimirs, after the system has settled in a QSS,
uniquely define the one-particle distribution function if we suppose that the latter depends
only on the energy, as it is true for one-dimensional systems from Jeans theorem, provided
some assumptions are met [10]. To show that the Casimirs determine the distribution it is
sufficient to consider Casimirs of the form:
C(k) =
∫
dp dr [f(p, r)]k , (16)
with k a positive integer. Let us consider as a first approximation a distribution function
with L discrete values fi, i = 1, . . . , L such that f(r,p) = f(e(r,p)) = fi in the one-particle
phase space region ωi defined by ei−1 < e(r,p) ≤ ei. By taking the limit of an infinite number
of levels for f we recover a continuous function. In this way the Casimirs in Eq. (16) are
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rewritten as
C(k) =
L∑
i=1
fki Si, (17)
where Si is the volume of the region ωi. It is important to note that the value of C
(k) is
obtained using the coarse-grained distribution function. The values of fi and Si are then
specified by fixing the values of a sufficient number of Casimirs.
The level curves of constant one-particle mean field energy e(r,p) are obtained from the
values of Si. This is equivalent to:
e(r,p) =
p2
2
+ V (r) = ei, i = 1, . . . , k, (18)
with
V (r) =
k∑
i=1
fi
∫
ωi
dp′ dr′ V (r− r′) =
k∑
i=1
fiVi(r), (19)
and
Vi(r) ≡
∫
ωi
dp′ dr′ V (r− r′), Si =
∫
ωi
dp′ dr′. (20)
Each value of i in Eq. (18) then defines the contour curves (or surfaces) of each region ωi.
This last equation defines self-consistently the boundary of each region ωi from the set of
points (r,p) satisfying it.
Let us illustrate how this procedure with the HMF model with a two-level distribution
function (L = 2) as in the core-halo ansatz in Eq. (14), such that e1 = eF and e2 = eH . The
mean-field potential is given by Eq. (14), and from Eq. (18) we have
p2
2
= 1−M cos(θ) = ei, (21)
with solution
p = ±
√
2
√
ei − 1 +M cos(θ), (22)
which defines the frontier curves of ω1 and ω2. Note that depending on the one-particle
energy these curves can be composed by two disjoint curves (in the case of the HMF model),
but the discussion in the previous paragraph still holds in this case. Indeed, it is straight-
forward to show that no two different such curves can have the same set of Casimirs of the
form discussed above. The magnetization M is obtained self-consistently from Eq. (13).
The dynamics drives the system through a violent relaxation which then settles into
a QSS. If the values of the Casimirs are known, then the distribution function can be
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determined. The values of the (coarse-grained) Casimirs can be directly determined from
the core-halo ansatz in Eq. (5) as a function of the parameters η, χ, eF and eH , which can
be determined from the value of f = η in the initial condition, energy conservation and
normalization of f . There still remains to determine the halo energy parameter eH . It is
much natural to expect that the system, if no dynamical constraints forbid so, evolves into
the most probable state In statistical inference, the most probable state is determined by
maximizing the Gibbs entropy in Eq. (15) modulo any constraints. Here we only have to
consider the constraints of total energy and normalization of f . The values of the Casimirs
as a function of the free parameters are already given by the core-halo ansatz. Note that
the Gibbs entropy is the only additive form with no statistical bias, up to a multiplicative
and an additive constants, meaning that in the absence of any constraint, all states are
equally probable. Any other form of the entropy than SG leads to a bias (see for instance
the discussion in Ref. [45]). At this point it is important to note that the most probable
state is unique, up to some degeneracies related to conserved quantities, in the same way
as the thermodynamic equilibrium is the unique state obtained as the most probable state
given the total energy of the system.
In order to corroborate this statement, the Gibbs entropy as a function of the halo energy
eH for M0 = 0.15 and e = 0.61 is shown in Fig. 6. The values of eH obtained as the highest
particle energy and the maximum of SG differ only in the second decimal digit. The non-
equilibrium phase diagram for different initial magnetizations obtained from the variational
approach with the ansatz in Eq. (5) are shown in Fig. 2. We observe that they are very
close and even slightly better than those obtained from the original core-halo method.
A variational method opens the way to use a different ansatz as a trial function to
determine the extremum of the considered functional. Here the choice of ansatz is dictated
from simulation results which consistently show a core-halo structure [26]. The dependence
of the distribution function f(θ, p) on the mean-field one-particle energy e(θ, p) can be
obtained numerically, as shown in Fig. 7 for some values of the total energy per particle etot
and with initial magnetization M0 = 0.15. The core-halo distribution function as obtained
from both the original and the variational method (i.e. with eH determined from entropy
maximization) are also shown. Although the separation in a core and a halo becomes less
evident as the energy augments, both yield very similar results. From Fig. 7 it is quite
11
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FIG. 4. Entropy from the solution of the Vlasov equation as a function of time for M0 = 0.15
and etot = 0.61 with different numerical grid resolutions np × nθ = n, where np and nθ are the
number of points in the momentum and position directions respectively. The momentum varies in
the interval [−2.56, 2.56] and position from 0 to 2pi.
0 500 1000 1500 2000 2500 3000
t
0.09
0.095
0.1
0.105
0.11
n=512
n=1024
n=2048
n=4096
0 500 1000 1500 2000 2500 3000
t
9.5×10-3
1.05×10-2
1.15×10-2
n=512
n=1024
n=2048
n=4096
0 500 1000 1500 2000 2500 3000
t
8.0×10-4
1.2×10-3
1.6×10-3
2.0×10-3
n=512
n=1024
n=2048
n=4096
0 500 1000 1500 2000 2500 3000
t
8.0×10-5
1.2×10-4
1.6×10-4
2.0×10-4
n=512
n=1024
n=2048
n=4096
C
(2
)
C
(3
)
C
(4
)
C
(5
)
FIG. 5. Casimirs C(k) for k = 2, 3, 4, 5 as defined in Eq. (16) as a function of time from the solution
of the Vlasov equation for the same initial condition and grid resolutions as in Fig. 4.
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FIG. 6. Gibbs entropy as a function of eH for M0 = 0.15 and e = 0.61. The maximum of SB is at
eh = 1.573, which is very close to the value eH = 1.535 obtained from the particle with maximum
energy in an MD simulation.
natural to try a different ansatz given by:
f(r,p, tv) = ηΘ(eF − e(r,p)) + χΘ(e(r,p)− eF )Θ(eH − e(r,p))
[
1− e(r,p)− eF
eH − eF
]
, (23)
which is essentially a core with constant f -value η, also given by the value of the initial
waterbag distribution, but with a linearly decreasing halo starting at the f -value χ. The
resulting values of magnetization as a function of e after the violent relaxation are shown in
Fig. 8 with a little improvement for some energy intervals. The ansatz in Eq. (23) is closer
to the dependence of the distribution functions in the one-particle energy e as obtained from
MD simulations, at least for the cases considered here, as can be seen in Fig. 7. The velocity
and position distribution functions for the different approaches considered here are given in
Fig. 9, with little differences from one another. The Fermi and halo energies for the case
M0 = 0.15 are shown in Fig. 10, with substantial differences. We note that in our results
the value of eF and consequently also that of eH are bigger than the average total energy
per particle, indicating that the majority of particle are concentrated on the core of the
distribution. Our results also show that relevant physical observables have little sensitivity
in the details of the halo part of the distribution.
The (non-equilibrium) entropy for the usual core-halo distribution in Eq. (5) is shown in
Fig. 11 as a function of energy e and eh for M0 = 0.15. The discontinuous phase transition
is related to a discontinuity in the entropy at the critical energy and, quite interestingly, the
entropy decreases in the phase transition, as energy increases, which would be impossible for
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an equilibrium phase transition. This means that at the onset of the parametric resonance
that triggers the halo formation and the phase transition, the region in the (θ, p) single
particle phase space of states accessible to the system and compatible with all constraints
(energy and Casimir invariants) in fact shrinks at the phase transition, while the energy
increases. By comparing Fig. 11 and Fig. 3 we note the complicate phase reentrance structure
observed in the latter is also associated to discontinuities in the non-equilibrium Gibbs
entropy resulting from the core-halo ansatz.
Although all expressions used here are typically analytic in the free parameters χ, eF ,
eH and M , the resulting non-equilibrium entropy has discontinuities at some values of the
single particle energy e. This is due to the fact that χ, eH and the magnetization M are
obtained from the solution of highly nonlinear equations. The solutions of the latter can
present discontinuities when a given parameter changes, as the total energy e or the initial
magnetiztion M0.
The interplay between Gibbs statistics and dynamical regimes has already been studied
previously by many authors in both short- and long-range interacting systems [49–52]. Here
we have shown evidence of a similar interplay between a dynamic property (parametric
resonance) and a quasi-stationary non-equilibrium statistical distribution.
IV. CONCLUDING REMARKS
We have shown that the core-halo approach of Levin and collaborators can be recast as a
variational principle when the Gibbs entropy maximization principle is considered alongside
the energy and mass conservation (normalization of f), with the final magnetization obtained
self-consistently. The information on the Casimir values is in fact embedded in the ansatz
for the core-halo distribution and maximizing the entropy is then equivalent to stating that
the system evolves towards the most probable state given the energy, initial magnetization
and the information on the final values of the coarse-grained Casimirs in the core-halo
ansatz. The results obtained using the present variational approach are compatible with
those obtained previously for the HMF model, and slightly better for some values of energy
and initial magnetization. We also obtained, for the first time using a theoretical approach,
the phase-reentrances of the HMF model, and showed that it also results from discontinuities
of the entropy that result straightforwardly from the information contained in the core-halo
14
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FIG. 7. Distribution functions f(e(p, θ)) for the HMF model as a function of single particle energy
for initial magnetization M0 = 0.15 and total energies per particle a) etot = 0.55, b) etot = 0.6, c)
etot = 0.62. Total simulation time is tf = 100000 in order to allow a more complete thermalization
and N = 2 000 000 (initial condition as in Fig. 2), except for (c) with N = 20 000 000 and tf =
10 000. The result obtained from the original core-halo approach (CH), from the present variational
method (CH-Entropy) and from the modified ansatz in Eq. (23) (CH-Linear) are also shown.
distribution. It is quite interesting that in the non-equilibrium case the phase transition is
not always due to a discontinuity on a derivative of the entropy, but of the entropy itself.
We also shown that other forms for the distribution function as a function of the one-
particle energy can be used with similar results, provided the number of parameters is the
same. This is in fact a common advantage of variational methods, allowing the use of
different trial functions in the functional to maximize. Our approach greatly simplifies the
application of the core-halo approach as no envelope equation is required to determine the
halo energy. Although the present approach works well with HMF systems and is robust
if one admits that the system must evolve towards the most probable states given a set of
constraints, it must still be applied to other long-range interacting systems in order to assess
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FIG. 8. (Color online) Final magnetization after the violent relaxation as a function of energy
for the original core-halo (CH-Entropy) and the modified ansatz in Eq. (23) (CH - Linear), where
in both cases eH was determined from the entropy maximum. Initial magnetizations are: a)
M0 = 0.15 b) M0 = 0.3. The values obtained from the distribution function in Eq. (5) are also
plotted for comparison. Both cases were obtained maximizing the entropy.
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FIG. 9. (Color online) Left panel: Mono-Log plot of the velocity distribution function from molec-
ular dynamics (MD), the original core-Halo distribution (CH), the core-halo distribution from
entropy maximization (CH-Entropy), and the alternative core-halo distribution with the linearly
decreasing halo in Eq. (23) and maximizing the entropy (CH-Linear) for M0 = 0.15 and e = 0.6.
Right panel: The spatial distribution function for the same cases.
its general validity, which is the subject of ongoing work.
Another important result of the present paper concerns the link between an out-of-
equilibrium dynamical phenomenon, the parametric resonance causing the non-equilibrium
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FIG. 10. (Color online) Fermi energy eF and halo energy eH for M0 = 0.15 as a function of total
energy per particle for the Core-Halo approach (CH) with eH obtained from MD simulations, with
eH obtained form entropy maximization (CH - Entropy), and from the modified Core-Halo function
in Eq. (23) and entropy maximization (CH-Linear).
phase transition, and the entropy as a statistical property of a (non-equilibrium) stationary
state. The dynamics leads the system into its final state (in the Vlasov limit N →∞) and, in
some still undetermined way, must have a signature in the entropy maximum corresponding
to this state. Although the core-halo approach is not a complete theory for the determina-
tion of the outcome of the violent relaxation evolution, the present work shows the relevance
of statistical concepts such as entropy maximization subject to dynamical constraints in the
form of Casimir and energy conservation.
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