Self-dual Cayley Maps  by Anderson, Mark S. & Bruce Richter, R.
Article No. 10.1006/eujc.1999.0357
Available online at http://www.idealibrary.com on
Europ. J. Combinatorics (2000) 21, 419–430
Self-dual Cayley Maps
MARK S. ANDERSON AND R. BRUCE RICHTER
The purpose of this paper is to study self-dual embeddings of balanced Cayley maps. Given a
Cayley map, necessary and sufficient conditions are given in terms of its underlying group for the map
to be isomorphic to its dual embedding. Applications include self-dual embeddings of 2n-dimensional
cubes.
c© 2000 Academic Press
1. INTRODUCTION
Due to the regularity and structure inherent in Cayley maps both as graphs and as embed-
dings, it is natural when trying to find self-dual embeddings of graphs to focus on Cayley
maps. In this article, we give a general procedure for trying to decide whether or not a partic-
ular Cayley map is self-dual; the method we present is particularly useful when considering
balanced Cayley maps. Applications produce oriented self-dual embeddings of the complete
graphs K4n and K4n+1 and self-dual embeddings of the cubes Q2n . The existence of self-dual
embeddings for these graphs were known previously, with the exception of the cubes Q4n+2.
It was these latter that were the main motivation for the present work, although it is hoped that
our methods will provide other examples. Many of the known classes of self-dual embeddings
are described in [3] and [6].
The original development for this article was due to the first author. In a joint effort, we
have attempted to emphasize a more general theory for self-dual Cayley maps, from which
the examples follow as (not necessarily trivial) applications.
2. DEFINITIONS
In this section, we define what we mean by a self-dual Cayley map. We begin with the
definition of a Cayley map.
DEFINITION 1. A Cayley map M = C M(G, X) consists of a group G and a finite cyclic
sequence X = (x1, x2, . . . , xd) whose entries generate G and for which there is an involution
τ on Zd such that xτ (i) = x−1i .
Throughout this paper, we denote by Zn the set {1, 2, . . . , n} with the usual addition modulo
n. Note that, in the definition of a Cayley map, a generator xi could be the identity or a
generator could be repeated.
There is a standard interpretation of the Cayley map M = C M(G, X) as an embedding
of a graph into an oriented surface. The vertices of the graph are the elements of G and the
directed edges are elements of the set D(M) = G × Zd . A directed edge [g, i] has initial
and terminal vertices g and gxi , respectively. We use the notation −[g, i] to denote the same
edge but with opposite orientation, so that−[g, i] = [gxi , τ (i)]; thus the directed edges [g, i]
and [gxi , τ (i)] give rise to the same undirected edge. The graph is embedded in an oriented
surface so that in the clockwise rotation of edges emanating from any vertex g, the edge [g, i]
is followed by the edge [g, i + 1]; this defines a unique embedding in a unique surface (up to
a homeomorphism) (cf. [2–4]).
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We are interested in knowing when the dual of a Cayley map is isomorphic to the original
map. To this end we define the terms dual and isomorphic. For the dual, it is natural to think of
the rotation of edges in face boundary walks as having opposite orientation from the rotation of
edges about vertices. In a counter-clockwise direction, a directed edge [g, i] in a face boundary
walk is followed by the directed edge [gxi , 1+ τ(i)]. If we define a function R : Zd → Zd
by R(i) = 1+ τ(i), then we can describe the unique face boundary walk containing an
edge [g, j] by C[g, j] =
{[
g
∏k
i=0 xRi ( j), Rk+1( j)
] : k is a non-negative integer}. For two
sets C[g, j] and C[g′, j ′] either the two sets are disjoint or one is contained in the other. In the
latter case, the face boundaries are the same. We let C be the set of face boundary walks in the
map M . We can now easily define the dual embedding M∗; the vertices in the dual graph are
elements in the set C and to each edge [g, i] in M , there is associated a dual edge [g, i]∗ with
initial vertex C[g,i] and terminal vertex C[gxi ,τ (i)]. The dual graph is embedded in the same
surface so that in the counter-clockwise rotation of edges emanating from a vertex C , an edge
[g, i]∗ is followed by the edge [gxi , R(i)]∗ as one would expect.
We are interested in the dual being a Cayley map and being isomorphic to the original map.
DEFINITION 2. Two Cayley maps C M(G, X) and C M(H, Y ) are said to be graph isomor-
phic if there is a group isomorphism φ : G → H such that the restriction φ : X → Y is a
bijection. For i, j ∈ Zd , we use the notation φ(i) = j to mean φ(xi ) = y j . They are map
isomorphic if, in addition, φ can be chosen so that if φ(i) = j , then either φ(i + 1) = j + 1
or φ(i + 1) = j − 1.
We will also use φ to denote the induced graph isomorphism between the underlying graphs
of the Cayley maps.
The reader should note that we require the same group structure on both maps in order for
them to be isomorphic. Since a graph can be a Cayley graph for many different groups, when
checking a map for self-duality it will be necessary to choose the group carefully to ensure
that the group structure is preserved.
3. A GENERAL THEORY
If the dual is to be isomorphic to the given Cayley map M , then the face boundaries of M
must have length equal to the degrees of the vertices, i.e., must have length d = |X |. This
gives us a first necessary condition.
CONDITION 1. For every i ∈ Zd , the smallest positive integer n such that both Rn(i) = i
and
∏n−1
j=0 xR j (i) = 1G is n = d = |X |.
Henceforth, we will assume that Condition 1 is satisfied by the Cayley map M .
If the dual of the Cayley map M = C M(G, (x1, x2, . . . , xd)) is a Cayley map C M(H ,
(y1, y2, . . . , yd)) which is graph isomorphic by φ to M , then there is a cyclic permutation pi
on Zd so that, whenever [g, i] is dual to [g, i]∗ = [C, φ(i)], we have that the edge dual to
[gxi , R(i)] is [gxi , R(i)]∗ = [C, φ(pi(i))].
LEMMA 1. Let the dual M∗ of a Cayley map M be a Cayley map which is graph isomorphic
by φ to M. Suppose the cyclic permutation pi of Zd is given and suppose [g, i] is any edge.
Then φ is completely determined by the image φ([g, i]).
PROOF. Let [h, j] be the edge in M so that its dual edge is [h, j]∗ = φ([g, i]). This
edge, [h, j], is an edge in the face boundary walk φ(g) (so φ(g) = C[h, j]) and, with oppo-
site orientation, in the face boundary walk φ(gxi ) (so φ(gxi ) = C[hx j ,τ ( j)]). We can write
Self-dual Cayley maps 421
the image of [g, i] as φ([g, i]) = [C[h, j], φ(i)]. The next edge in φ(g) following [h, j] is
[hx j , R( j)] and its dual edge is [C[h, j], (φ(pi(i)))] = [φ(g), φ(pi(i))], which has as terminal
vertex φ(gxpi(i)) = C−[hx j ,R( j)].
Thus, φ(gxpi(i)) is determined by φ([g, i]) and, therefore, φ([g, pi(i)]) and φ([gxpi(i),
τ((pi(i)))]) are determined by φ([g, i]). Now the fact that pi is a cyclic permutation of Zd
and X is a generating set yield the desired result. 2
In Lemma 1, we assumed that the dual map was a Cayley map isomorphic to the original
map. What we want to know is when a particular choice of a cyclic permutation pi of Zd and
the image under φ of some edge [g, i] determines an isomorphism between a map and its
dual.
To this end, let F be the free group generated by X , let N = C M(F, X) be the universal
covering map of M with natural projection p : N → M and kernel K = p−1({1G}). Let
i be a fixed element of Zd . Then for each cyclic permutation pi and each j in Zd , we can
define a function 8 = 8 jpi between the underlying graphs of N and M∗, with 8([1F , i]) =
[1G , j]∗ and defined inductively as in the proof of Lemma 1. Thus, if 8([g, k]) = [h, `]∗,
then 8([gxk, τ (k)]) = [hx`, τ (`)]∗ and 8([g, pi(k)]) = [8(g), R(`)].
Ultimately, we would like to define a function φ between the underlying graphs of M and
M∗ so that 8 = φ ◦ p. If φ exists and is a bijection between vertex sets, then it is a graph
isomorphism. Moreover, if pi is either the cyclic permutation (1, 2, . . . , d) or its inverse, then
φ is a map isomorphism.
In order to check if such a function exists, we introduce a second function µ = µi, jpi from F
to the set D(M) of directed edges in M . For each word w ∈ F , µ(w) is the edge dual to the
edge [8(w),8(i)] in M∗, that is, µ(w) = [h, j] if8([w, i]) = [h, j]∗ (recall that i is fixed).
The function µ can be given by an inductive formula. For suppose µ(w) = [µ1(w), µ2(w)]
and we wish to compute µ(wxk) = [µ1(wxk), µ2(wxk)]. The edge dual to the edge from
8(w) to 8(wxk) is, using µ(w) as a reference and letting ` be such that k = pi`(i),[
µ1(w)
`−1∏
t=0
xRt (µ2(w)), R
`(µ2(w))
]
.
Using µ(wxk) as a reference and letting m be such that τ(k) = pim(i), the same edge with
opposite orientation is [
µ1(wxk)
m−1∏
s=0
xRs (µ2(wxk )), R
m(µ2(wxk))
]
.
This gives us the following lemma.
LEMMA 2. If k = pi`(i) and τ(k) = pim(i), then
Rm(µ2(wxk)) = τ(R`(µ2(w))) (1)
and
µ1(wxk)
m−1∏
s=0
xRs (µ2(wxk )) = µ1(w)
∏`
s=0
xRs (µ2(w)). (2)
It is clear that we have replaced the issue of the existence of φ with the issue of the existence
of a function ν : G → D(M)with µ = ν◦ p. Like φ, the function µ is completely determined
by the permutation pi and the image under µ of 1F . We remark that µ1 need not be a group
homomorphism, which complicates the proof that ν exists. The technical heart of the matter
is the following.
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LEMMA 3. Let v,w ∈ F and let k ∈ Zd . Write µ for µi, jpi .
(1) If µ(v) = µ(w), then µ(vxk) = µ(wxk).
(2) µ(vxk xτ(k)w) = µ(vw).
PROOF. For (1), suppose µ(v) = [g, t] = µ(w), k = pi`(i), and τ(k) = pim(x). Lemma 2
Eqn. (1) and the fact that µ2(v) = µ2(w) show that µ2(vxk) and µ2(wxk) are both equal
to R−mτ (R`(µ2(v))). Lemma 2 Eqn. (2) and the preceding sentence show that µ1(vxk) and
µ1(wxk) are also both equal.
For (2), repeated use of (1) shows it suffices to check that µ(vxk xτ(k)) = µ(v). Let ` and
m be as in the preceding paragraph. We can compute µ2(vxk xτ(k)) and µ1(vxk xτ(k)) easily as
follows.
µ2(vxk xτ(k)) = R−`(τ (Rm(µ2(vxk))))
= R−`(τ (Rm(R−m(τ (R`(µ2(v)))))))
= µ2(v)
and
µ1(vxk xτ (k)) = µ1(vxk)
(
m∏
s=0
xRs (µ2(vxk ))
)(
`−1∏
s=0
xRs (µ2(vxk xτ(k)))
)−1
= µ1(v)
(∏`
s=0
xRs (µ2(v))
)(
m−1∏
s=0
xRs (µ2(vxk ))
)−1
×
(
m∏
s=0
xRs (µ2(vxk ))
)(
`−1∏
s=0
xRs (µ2(v))
)−1
= µ1(v)
(∏`
s=0
xRs (µ2(v))
)
xRm (µ2(vxk ))
(
`−1∏
s=0
xRs (µ2(v))
)−1
= µ1(v)
(∏`
s=0
xRs (µ2(v))
)
(xR`(µ2(v)))
−1
(
`−1∏
s=0
xRs (µ2(v))
)−1
= µ1(v),
since Rm(µ2(vxk)) = τ (R`(µ2(v))). 2
Recall that K is the kernel of the projection p : F → G.
LEMMA 4. There exists a function ν : G → D(M) such that µi, jpi = ν ◦ p if and only
if µi, jpi (wr) = µi, jpi (w), for every w ∈ F and every r ∈ K . Moreover, if K is the normal
subgroup generated by the set A, then ν exists if and only if µi, jpi (wr) = µi, jpi (w) for all
w ∈ F and all r ∈ A.
PROOF. Write µ for µi, jpi . The necessity of the condition is straightforward. For sufficiency,
let v,w ∈ F be such that p(v) = p(w). Then p(v−1w) = 1G and, by hypothesis, µ(v) =
µ(v(v−1w)). By Lemma 3(2), µ(w) = µ((vv−1)w) and so we conclude that µ(v) = µ(w).
Thus the function ν defined by ν(g) = µ(v), where g = p(v), is well defined.
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For the moreover part, it suffices to show that if v,w ∈ F , then for each r ∈ A, µ(vw−1rw)
= µ(v). Since the hypothesis implies µ(vw−1r) = µ(vw−1), applying each part of Lemma 3
shows that µ(vw−1rw) = µ(vw−1w) = µ(v). 2
So we have our characterization.
THEOREM 1. Let M = C M(G, X) be a Cayley map satisfying Condition 1. If there exists
i, j ∈ Zd , and a cyclic permutation pi of Zd such that, for every relation r and every w ∈ F ,
µ
i, j
pi (wr) = µi, jpi (w), then M and its dual are graph isomorphic. If pi is either (1, 2, . . . , d)
or its inverse, then M and its dual are map isomorphic. Conversely, if M is (graph or map)
self-dual, then i, j , and pi exist.
4. FOUR APPLICATIONS
In this section, we give four applications, all of which involve balanced rotations (used in
[5]) or at least rotations which are combinations of balanced rotations.
DEFINITION 3. A Cayley map M = C M(G, X) is balanced if and only if for any i , τ(i +
1) = 1+ τ(i).
In other words, the Cayley map C M(G, X) is balanced if and only if X = (z1, z2, . . .,
zd/2, z
−1
1 , z
−1
2 , . . . , z
−1
d/2) (τ(i) = i + d/2) or X = (z1, z2, . . . , zd) (τ(i) = i); in the lat-
ter case each zi has order at most 2. Thus, balanced Cayley maps come in two varieties.
Suppose (G, X) is a balanced Cayley map with τ(i) = i . Then R(i) = i + 1 for all i and
hence the face boundary walk C[g,i] has edges of the formg( d∏
s=i
xs
)( d∏
s=1
xs
)k  j∏
s=1
xs
 , i + j

and the length of the face boundary walk is mp, where p is the order of the element
∏d
s=1 xs .
In the other balanced case, we shall find it convenient to express X in the form X =
(z1, z
−1
2 , z3, z
−1
4 , . . . , z
(−1)n+1
n , z
−1
1 , z2, z
−1
3 , . . . , z
(−1)n
n ), so that R(i) = i + 1 and R(τ (i)) =
τ(i + 1) for all i ∈ Zd . If n = d/2 is even, then R(n) = τ(1) and each face boundary walk
contains edges with each of the d labels from Zd . If n is odd, then R(n) = 1 and each face
boundary walk has edges with labels exclusively from the set {1, 2, . . . , n} or from the set
{n + 1, n + 2, . . . , d}. The next two lemmas, which pertain to Condition 1, have straightfor-
ward proofs which are omitted.
LEMMA 5. Let M = C M(G, X) be a Cayley map such that y1, y2, . . . , ym, z1, z2, . . . , z2n
generate G, where for each 1 ≤ i ≤ m, yi is of order at most 2, and
X = (y1, y2, . . . , ym, z1, z−12 , . . . , z−12n , z−11 , z2, . . . , z2n).
Then Condition 1 is satisfied if and only if the product ∏mi=1 yi ∏2nj=1 z j ∏2nj=1 z−1j is the
identity 1G of G.
LEMMA 6. Let M = C M(G, X) be a Cayley map such that z1, z2, . . . , z2n+1 generate G,
and
X = (z1, z−12 , . . . , z2n+1, z−11 , z2, . . . , z−12n+1).
Then Condition 1 is satisfied if and only if the products ∏2n+1i=1 zi and ∏2n+1i=1 zi−1 have order
2 in G.
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The first three applications in this section deal with balanced Cayley maps where the number
of non-involutions in the generating set is even. The fourth application is inspired by the third.
We use Z to denote the integers.
APPLICATION 1. Let G = Zm2 and let X = (y1, y2, . . . , ym+1), where y1, y2, . . . , ym
generate G and ym+1 = ∑mj=1 y j . Then the Cayley map (of the m-dimensional cube with
diagonals added between all pairs of antipodal points) M = C M(G, X) is map self-dual.
In Application 1, d = m + 1 and τ(i) = i .
PROOF. That Condition 1 is satisfied is obvious from Lemma 5. Let pi = (1, 2, . . . ,m+1),
i = 1, and j = 1. In this case, µ(1F ) = [1G , 1]; this defines µ. For each k ∈ Zm+1, k =
pik−1(1) and so, by Lemma 2 Eqn. (1), Rk−1(µ2(wyk)) = τ(Rk−1(µ2(w))) = Rk−1(µ2(w));
thus, µ2(wyk) = µ2(w). We conclude that µ2(w) = µ2(1F ) = 1 for all w ∈ F .
By Lemma 2 Eqn. (2), µ1(wyk)
∑k−2
j=0 yR j (1) = µ1(w)
∑k−1
j=0 yR j (1), so µ1(wyk)= µ1(w)yk . Therefore, µ1 = p. Thus, µ(wr) = µ(w) for every w ∈ F and every rela-
tion r . 2
The second application shows that the product (Ck)2n of 2n k-cycles is map self-dual. When
k = 4, this provides a map isomorphism between the 4n-dimensional cube and its dual.
Archdeacon [1] has shown that the 4n-dimensional cube has an embedding in which the dual
is graph isomorphic to the original. (There is a slight ambiguity of terminology here, as in his
embeddings the graphs are not Cayley maps and so ‘graph isomorphic’ has a slightly different
meaning, but the difference is not of any consequence.)
APPLICATION 2. Let m > 2 and n > 0 be integers, let G = Z2nm , let zi denote the 2n-
vector with a 1 in the i th position and zeros elsewhere, and let X = (z1, z−12 , z3, z−14 , . . . , z−12n ,
z−11 , z2, z
−1
3 , . . . , z2n). The Cayley map M = C M(G, X) is map self-dual.
So here, d = 4n and τ(i) = i + 2n.
PROOF. That Condition 1 is satisfied is clear from Lemma 5. Let pi = (1, 2, . . . , 4n), i = 1,
and j = 1. Thus, µ(1F ) = [1G, 1]. We show by induction on the length of the word w that
µ2(w) = 1. This is clear ifw is the empty word. By Lemma 2 Eqn. (2), R2n+k−1(µ2(wxk)) =
τ(Rk−1(µ2(w))) and, since µ2(w) = 1,
R2n+k−1(µ2(wxk)) = τ(Rk−1(1)).
On the other hand, R2n+k−1(1) = τ(Rk−1(1)). Since R2n+k−1 is one-to-one, µ2(wxk) = 1,
as required.
By Lemma 2 Eqn. (2), µ1(wxk)
∏2n+k−2
i=0 xRi (1) = µ1(w)
∏k−1
j=0 xR j (1) for all 1 ≤ k ≤ 2n.
Thus,µ1 is a group homomorphism. Since the only relations arewm = 1G and commutativity,
it follows easily that µ1(wr) = µ1(w), for every w ∈ F and every relation r . 2
That all factors Cm in the product (Cm)2n have the same length is essential in this last
application in order to insure that µ1(wm) = 1G for all w ∈ F . In the next application,
we give the well-known toroidal embeddings of products of two arbitrary cycles as well as
(toroidal) embeddings of Cayley graphs of cyclic groups with generating sets consisting of
two non-involutions.
APPLICATION 3. Let G be an abelian group generated by two elements z1 and z2. Let
X = (z1, z−12 , z−11 , z2). Then the Cayley map M = C M(G, X) is map self-dual.
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In this application, d = 4 and τ(i) = i + 2.
PROOF. Condition 1 is clearly satisfied. Choose pi = (4, 3, 2, 1), i = 1, and j = 1. Thus,
µ(1F ) = [1G, 4]. In this case, µ1 = p. 2
Two instances of Application 3 in which X contains either the identity or repeated genera-
tors are (G, X) = (Zn, (1, 0, n − 1, 0)) and (G, X) = (Zn, (1, 1, n − 1, n − 1)).
Our final application of this section yields the known result (cf. [3]) that the complete graph
Kn has a graph self-dual embedding in an orientable surface if n ≡ 0 or 1 (mod 4). (It is an
easy exercise using Euler’s formula to show that for n ≡ 2 or 3, there is no such orientable
embedding.)
APPLICATION 4. Let G be an abelian group generated by y1, y2, . . . , ym, z1, z2, . . . , z2n ,
where for each i ∈ {1, . . . ,m}, yi has order at most 2. Let
X = (y1, y2, . . . , ym, z1, z−12 , z−11 , z2, . . . , z2k−1, z−12k , z−12k−1, z2k,
. . . , z2n−1, z−12n , z
−1
2n−1, z2n).
If
∏m
j=1 y j = 1G , then the Cayley map M = C M(G, X) is graph self-dual.
In this instance, d = 4n + m and τ(i) = i for 1 ≤ i ≤ m, while τ(i) = i + 2n for
m < i ≤ m + 2n and τ(i) = i − 2n for m + 2n < i ≤ m + 4n.
PROOF. If n = 0, then Application 1 applies and so we assume that n > 0. Choose pi =
R = 1+ τ , i = m + 1, and j = m + 4. Thus, µ(1F ) = [1G ,m + 4]. 2
Choosing specific groups and generators in the last application yields graph self-dual em-
beddings of all complete graphs which have such embeddings in orientable surfaces.
The graph K4n+1 has the graph self-dual Cayley map C M(Z4n+1, (1,
−2,−1, 2, . . . , 2n − 1,−2n,−(2n − 1), 2n)).
For the graph K4n , write 4n = 2t q , where q is odd and t ≥ 2 is an integer. Then K4n has the
graph self-dual Cayley map with group G = Z t2 × Zq , generating set (Z t2 × {0, 1, . . . , (q −
1)/2}) \ {(0, . . . , 0)}, and X as in Application 4.
Also, if m > 1 and (m−1)n ≡ 0, modulo 4, then the complete multipartite graph Km(n) (m
sets of vertices, each of size n) has a self-dual embedding. Let G = Zmn , with the generating
set G \ {0,m, . . . ,m(n − 1)} and X as in Application 4.
Archdeacon [1] uses these three results (of Application 4) to prove that every group with at
least four elements has a Cayley map that is graph self-dual. The point is that if the order of
the group is p ≡ 0 or 1 (mod 4), then it has a Cayley graph isomorphic to K p. If its order is
p ≡ 2, modulo 4, then p = 2m, and m is odd. Then the group has a Cayley graph isomorphic
to Km(2) and since (m − 1)(2) ≡ 0 (mod 4), it has a self-dual embedding. If the order of the
group is prime and at least 5, then the group is cyclic and we can use Application 3 directly. If
the order p of the group is not prime and p ≡ 3 (mod 4), then p = mn, where m 6= 1, m ≡ 1
(mod 4), n is prime, and n ≡ 3, modulo 4. Once again, (m − 1)n ≡ 0 (mod 4) and the group
has a Cayley graph isomorphic to Km(n) (use X = G − S, where S is a subgroup of order n).
5. APPLICATION 5
In this section, we give the main application of the paper. It has, as a corollary, that the (4n+
2)-dimensional cubes have map self-dual embeddings. In the previous applications, we dealt
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with Cayley maps with groups generated by sets including an even number of non-involutions.
In this section, we deal with groups generated by an odd number of non-involutions and
(unfortunately) no involutions. In the previous applications, µ1 was a group homomorphism;
in this one it is not, due to the fact that balanced rotations based on an odd number of non-
involutions yield two different types of face boundary walks.
APPLICATION 5. Let n ≥ 1 and t > 1 be integers, let G be the group generated by
z1, z2, . . . , z2n+1 with the following relations:
(1) if i and j are not consecutive in the cyclic sequence (1, 2, . . . , 2n + 1), then zi z j =
z−1j z
−1
i ;
(2) if i and j are not consecutive in the cyclic sequence (1, 2, . . . , 2n + 1), then zi z−1j =
z j z−1i ;
(3) if i ∈ {1, 2, . . . , 2n + 1}, then zi zi+1 = z−1i+1zi (indices read modulo 2n + 1); and
(4) if i ∈ {1, 2, . . . , 2n + 1}, then (zi )2t = 1G .
Let X = (x1, x2, . . . , x4n+2) be the cyclic sequence (z1, z−12 , . . . , z2n+1, z−11 , z2, . . . , z−12n+1).
Then the Cayley map (of the cartesian product C2n+12t ) M = C M(G, X) is map self-dual.
When t = 2 the graph is the (4n + 2)-dimensional cube.
Thus, d = 4n + 2 and τ( j) = j + 2n + 1 (modulo 4n + 2).
PROOF. It is clear from the nature of the relations (1)–(4) that {z1, z2, . . . , z2n+1} is a min-
imal generating set for G and so the products
∏2n+1
i=1 zi and
∏2n+1
i=1 z
−1
i are not relations.
However, by repeated use of the first three relations, one sees that, for any ε ∈ {−1, 1} and
any 0 < k ≤ 2n,
2n∏
i=k
zεi =
 2n∏
i=k+1
z−εi
 zε(−1)k−1k = zε(−1)k2n 2n−1∐
i=k
z(−1)
k−1
i . (3)
(
Here
∐k
i= j ai is just akak−1 . . . a j+1a j , i.e.,
∐k
i= j ai =
∏k− j+1
i=1 ak+1−i .
)
Thus (with z0 = z2n+1)
2n∏
0
zi = z0z−2n
(2n−1∐
i=1
zi
)
= z−2n z−0
(2n−1∐
i=1
zi
)
= z−2n
(2n−1∐
i=1
z−i
)
z−0 =
2n∐
i=0
z−i =
( 2n∏
0
zi
)−1
.
Therefore, the products
∏2n
i=0 zi and
∏2n
i=0 z
−1
i do have order 2 and so, by Lemma 6, the
vertices in the dual map have the appropriate degree.
Define µi, jpi : F → D(M) using pi = (4n+2, 4n+1, . . . , 1), i = 1, and j = 2n+1. Thus,
µ(1F ) = [1G, 2n + 1]. We note that Rk(s) = R2n+1+k(s) and Rk(τ (s)) = τ(Rk(s)) for any
integer k and any s ∈ Z4n+2.
Let k ∈ Z4n+2 and let ` be that integer such that k = pi`(1). Then τ (k) = pi2n+1+`(1), so,
by Lemma 2(1), we obtain, for any word w ∈ F ,
R2n+1+`(µ2(wxk)) = τ(R`(µ2(w))).
Combined with the notes in the preceding paragraph, we have that R`(µ2(wxk))
= R`(τ (µ2(w))). Thus, µ2(wxk) = τ(µ2(w)).
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Let | · | : F → {0, 1} be the group homomorphism defined by |w| = 0 if and only if w
has even length. An easy induction on the length of w shows that µ2(w) = τ |w|(2n+ 1). The
point is that there are two types of face boundary walks: those which are the image of even
words and have as reference an edge labeled 2n + 1 and those which are the image of odd
words and have as reference an edge labeled 4n + 2.
We can also describe µ1 in a reasonable way. If k = pi`(1) and 1 ≤ ` ≤ 2n + 1, then, by
Lemma 2 Eqn. (2),
µ1(wxk) = µ1(w)
(∏`
s=0
xRs (µ2(w))
)(
`+2n∏
s=0
xRs (µ2(wxk ))
)−1
.
Since µ2(w) = τ |w|(2n + 1) and R(k) = k + 2n + 2, we have Rs(µ2(w)) = τ |w|(2n +
1)+ s(2n + 2) and Rs(µ2(wxk)) = τ |wxk |(2n + 1)+ s(2n + 2). Thus,
xRs (µ2(w)) = xτ |w|(2n+1)+s(2n+2) = xτ |w|(2n+1)+s+s(2n+1) = xs+τ (|w|+s)(2n+1).
Therefore,
∏`
s=0 xRs (µ2(w)) =
∏`
s=0 zεs , for ε = (−1)|w|. Similarly,
`+2n∏
s=0
xRs (µ2(wxk )) =
`+2n∏
s=0
z−εs ,
where the subscripts on the zs are read modulo 2n + 1. Consequently,
µ1(wxk) = µ1(w)
∏`
s=0
zεs
(
`+2n∏
s=0
z−εs
)−1
.
Since
∏4n+1
s=0 z−εs = 1G , we have
µ1(wxk) = µ1(w)
∏`
s=0
zεs
( 2n∏
s=`
z−εs
)
. (4)
Similar to (3) above, we have the following. If ε ∈ {1,−1}, then, for 0 < k < 2n,
k∏
s=0
zεs = (z2ε(−1)
k−1
k−1 z
ε(−1)k
k )
(k−1∏
s=0
z−εs
)
. (5)
LEMMA 7. If µ is defined as in Application 5, then for each w ∈ F and each ` ∈
{0, 1, . . . , 2n}, k = 4n + 3− `,
µ2(w) = 2n + 1, if |w| = 0; 4n + 2, otherwise (6)
µ1(1F ) = 1G, (7)
µ1(wxk) = µ1(w)
[∏`
s=0
z(−1)|w|s
][ 2n∏
s=`
z(−1)1+|w|s
]
(8)
= µ1(w)
[ 2n∏
s=0
z(−1)|w|s
]
z(−1)
`+|w|
` (9)
= µ1(w)z2(−1)`−1+|w|`−1 z(−1)
`+|w|
`
[ 2n∏
s=0
z(−1)1+|w|s
]
, (10)
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µ1(wxτ(k)) = µ1(w)
[ 2n∏
s=`
z(−1)|w|s
]−1 [∏`
s=0
z(−1)|w|+1s
]−1
(11)
= µ1(w)z(−1)`+|w|`
[ 2n∐
s=0
z(−1)|w|s
]
(12)
= µ1(w)
[ 2n∐
s=0
z(−1)1+|w|s
]
z(−1)
`+|w|
` z
2(−1)`−1+|w|
`−1 . (13)
PROOF. (8) follows from (4), (9) from (3) and (4), and (10) from (4) and (5). The remain-
ing three follow, respectively, from (8), (9) and (10) applied to µ(wxτ (k)xk) using the fact
(Lemma 3 (2)) that µ(w) = µ(wxτ(k)xk). 2
What remains to be shown is that µ1(wr) = µ1(w) for all relations r .
Relations 1 and 2. Let k′ and p′ be non-consecutive integers in the cyclic sequence
(0, 1, . . . , 2n). Let k ∈ {2n + 2, . . . , 4n + 2} be such that xk ∈ {zk′ , z−1k′ }. Then xk = pi`(1)
and ` ∈ {0, 1, . . . , 2n}. Similarly, let p ∈ {2n + 2, . . . , 4n + 2} be such that x p ∈ {z p′ , z−1p′ }
and let q ∈ {0, 1, . . . , 2n} be such that p = piq(1).
We must show that µ(w(zk′ z p′)2) = µ(w) and µ(w(zk′ z−1p′ )2) = µ(w), for any w ∈ F .
Since µ2(w) = z(−1)|w|2n+1 by Lemma 7 Eqn. (6), we see that the second coordinates are the same
in both cases. Thus, it suffices to deal with µ1.
In terms of k and p, each of these two equations is one of µ(w(xk x p)2) = µ(w),
µ(w(xk xτ(p))2) = µ(w), and µ(w(xτ (k)xτ (p))2) = µ(w). We treat the three possibilities
separately.
Case 1. µ(w(xk x p)2) = µ(w). By (9) applied to the words wxk x pxk x p and wxk x p and
(10) applied to the words wxk x pxk and wxk
µ1(w(xk x p)
2) = µ1(w)
[
(z2(−1)
|w|+`−1
`−1 z
(−1)|w|+`
` )
( 2n∏
s=0
z(−1)|w|+1s
)
×
( 2n∏
s=0
z(−1)|w|+1s
)
z(−1)|w|+1+qq
]2
= µ1(w)[(z2(−1)|w|+`−1`−1 z(−1)
|w|+`
` )z
(−1)|w|+1+q
q ]2
= µ1(w)[(z2(−1)|w|+`−1`−1 z(−1)
|w|+`
` )]
×[(z2(−1)|w|+``−1 z(−1)
|w|+`+1
` )] (moving z(−1)
1+|w|+q
q right)
= µ1(w) (moving z(−1)|w|+`` right)
as required.
Case 2. µ(w(xk xτ(p))2) = µ(w). By (8) and (11),
µ1(w(xk xτ (p))
2) = µ1(w)
{[∏`
s=0
z(−1)|w|s
][ 2n∏
s=`
z(−1)|w|+1s
]
×
[ 2n∏
s=`
z(−1)|w|+1s
]−1 [∏`
s=0
z(−1)|w|s
]−1
2
,
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which is obviously µ1(w), as required.
Case 3. µ(w(xτ(k)xτ(p))2) = µ(w). This is analogous to Case 1, using (12) and (13) in-
stead of (9) and (10).
Relation 3. Let k′ ∈ Z2n+1. We must show that µ(wzk′ zk′+1z−1k′ zk′+1) = µ(w). As with
Relations 1 and 2, the crucial point is to show that
µ1(wzk′ zk′+1z−1k′ zk′+1) = µ1(w).
Choose k ∈ {2n+ 3, 2n+ 3, . . . , 4n+ 3} so that {xk, xτ(k)} = {zk′ , z−1k′ }. Then k = pi`(1) for
some ` ∈ {0, 1, . . . , 2n}. In this case, either
wzk′ zk′+1z−1k′ zk′+1 = wxk xτ(k+1)xτ (k)xτ(k+1)
or
wzk′ zk′+1z−1k′ zk′+1 = wxτ(k)xk+1xk xk+1.
The proofs for these cases are completely analogous, so we deal only with the latter.
By Lemma 7, we see that
µ1(wxτ(k)xk+1xk xk+1)
= µ1(w)
{
z(−1)
`+|w|
`
[ 2n∐
s=0
z(−1)|w|s
]}{[ 2n∏
s=0
z(−1)|w|+1s
]
z(−1)
`−1+|w|+1
`−1
}
×
{
z2(−1)
`−1+|w|
`−1 z
(−1)`+|w|
`
[ 2n∏
s=0
z(−1)|w|+1s
]}{[ 2n∏
s=0
z(−1)|w|+1s
]
z(−1)
`−1+|w|+1
`−1
}
= µ1(w){z(−1)`+|w|` z(−1)
`+|w|
`−1 }{z2(−1)
`−1+|w|
`−1 z
(−1)`+|w|
` z
(−1)`+|w|
`−1 }
= µ1(w).
Relation 4. Let k′ ∈ Z2n+1. We must show that µ(wz2tk′ ) = µ(w). As in the other cases,
the crucial point is to show that
µ1(wz
2t
k′ ) = µ1(w).
Choose k ∈ {2n+ 3, 2n+ 3, . . . , 4n+ 3} so that {xk, xτ(k)} = {zk′ , z−1k′ }. Then k = pi`(1) for
some ` ∈ {0, 1, . . . , 2n}. In this case, either
wz2tk′ = wx2tk
or
wz2tk′ = wx2tτ(k).
The proofs for these cases are completely analogous, so we deal only with the former.
Using (9) and (10) from Lemma 7, we have
µ1(wx
2t
k ) = µ1(w(xk xk)t ) = µ1(w)
{(
z2(−1)
`−1+|w|
`−1 z
(−1)`+|w|
`
[ 2n∏
s=0
z(−1)|w|+1s
])
×
([ 2n∏
s=0
z(−1)|w|+1s
]
z(−1)
`+|w|+1
`
)}t
= µ1(w)(z2(−1)`−1+|w|`−1 )t
= µ1(w),
as required. This completes the proof of Application 5. 2
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6. SUMMARY
Work on this paper started as a search for a self-dual embedding of the six-dimensional
cube. What we have presented is a way of looking for self-dual embeddings of graphs which
are Cayley graphs. Often a graph can be viewed as many different Cayley graphs and so the
problem of finding a self-dual embedding requires that you pick an appropriate group and
generating set. We have found (and shown, we hope) that it makes sense to embed the graph
so that the rotations are constant and balanced. We have then illustrated how one might use
the method with five applications, ranging from easy known results to one which required a
somewhat perverse group and which was previously unknown.
It is also important to note that the method of introducing the function µ extends further.
For example, none of the proofs given here required finiteness of the underlying group. Thus,
the infinite Cayley graph (Zk, {e1, . . . , ek}) has a map self-dual embedding in an orientable
(non-compact) surface. The first author has exhibited a map self-dual embedding of C1×C2×
· · · × Ck whenever each Ci is an even cycle. (The Ci do not have to have the same lengths.)
In that embedding, the rotations at the vertices are not constant, although each vertex rotation
is balanced.
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