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ABSTRACT 
 
Investigating the genetic basis of complex traits is critical for crop improvement. 
The focus of my project is to study genotype by environment interaction (G × E) of 
flowering time and heterosis of plant height in sorghum. These two traits, flowering time 
and plant height, were measured on a recombinant inbred line (RIL) population in 7 
environments (Guayanilla Puerto Rico and Manhattan Kansas in 2011 and 2012, Ames 
IA in 2013 and 2014, and Santa Isabel Puerto Rico in summer 2014). As a follow up of 
the flowering time QTL mapping study, we used RNA-sequencing (RNA-seq) to study 
gene expression patterns underlying flowering time. Leaf tissue RNA was extracted from 
the two parents (Tx430 and P898012) and four RILs with different flowering time. 
During the 2013 growing season, four time points at Iowa and three time points at Puerto 
Rico were selected to do RNA extraction. To further elucidate the allele effects of plant 
height QTL, representative RILs with different allele combinations were selected for 
crossings during summer 2014 at Iowa. The F1 hybrids were planted together with the 
parental lines in Puerto Rico nursery during winter 2014. Plant height components were 
measured as the same for the RIL population. 
Significant G × E was observed for flowering time but not for plant height. I 
found that effect direction change and conditional neutrality are the main causes of the 
observed G × E. Two major QTL identified for flowering time showed epistatic 
interaction. The combined effect of day length and temperature is the major factor 
underlying the observed phenotypic plasticity and QTL effect changes. Genomic 
prediction using the joint regression analysis approach provided a framework to link 
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environmental factors with genomic information to predict crop performance in diverse 
environments. The RNA-Seq experiment identified genes that show G × E expression 
patterns, providing evidence for the involvement of the genes in flowering time 
regulation. 
Two QTL identified for plant height are located 29 cM apart on chromosome 7 
and are in repulsion linkage. By analyzing different plant height components, the QTL 
next to Dw3 on chromosome 7, qHT7.1, shows effect on both the upper and lower part of 
the stem, while Dw3 only affects the lower part of the stem. Genome-wide association 
study (GWAS) in a diverse sorghum population confirmed this QTL. When two inbred 
parents have repulsion linkage with opposite effects at the two QTL, the hybrid can show 
heterosis in plant height. Computer simulation showed that repulsion linkage could 
influence the separating of two closely linked QTL and lead to overestimated dominant 
effect and underestimated additive effect. This study provides an example of heterosis 
caused by pseudo-overdominance and a tool box for sorghum improvement for biomass 
or grain production. 
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CHAPTER 1: GENERAL INTRODUCTION 
 
Introduction 
A better understanding of plant and environment interaction is critical for yield 
increase. The continuously changing environmental conditions entails studies on the 
adaptation of plants to their local environments. One way plants respond to climate 
change is through environmentally induced shifts in phenotype (phenotypic plasticity). 
Understanding plastic responses is crucial for predicting and managing the effects of 
climate change on native species as well as crop plants (Nicotra et al., 2010). Meanwhile, 
increasing the ability to predict plant traits from plant genomes in diverse environments 
has been identified as one of the priorities for plant scientists in the next ten years (Plant 
Science Research Summit, 2013). Plant genome includes the information about how 
plants response to environmental conditions, however the process to decipher the 
information is still in its early stages. Linking genome with crop performance in diverse 
environments and establishing the connection among genes are areas that need more 
research efforts. 
Flowering time is a classic trait to study the response of plants to changing 
environmental conditions (Andres and Coupland, 2012). Initiation of flowering is 
determined by both endogenous and environmental signals. By observing flowering time 
in different environments and finding the genetic and environmental factors involved, it 
is possible to build a model that can predict flowering time of a genotype under a specific 
environmental condition. 
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The objectives of the first part of this dissertation are 1) to study the genotype by 
environment interaction of sorghum flowering time; 2) to find the genetic and 
environmental factors involved in the regulation of sorghum flowering time in different 
environments; 3) to develop a model to predict flowering time across environments; 4) to 
investigate differential gene expression of flowering time genes across environments and 
growth stages. 
Heterosis is the better performance of hybrid over either of its inbred parents 
(Darwin, 1876; East and Jones, 1919; Shull, 1908), a phenomenon is of great economical 
and scientific significance and has been studied for more than a century. The three major 
hypotheses for heterosis are dominance, overdominance, and epistasis. The dominance 
hypothesis argues that the better performance of hybrids is caused by masking of 
deleterious recessive alleles. The overdominance hypothesis argues that the heterozygous 
genotype has inherent superiority over either of the two homozygous genotypes. The 
epistasis hypothesis attributes the observed heterosis to the interaction between loci. In 
most cases, two or more mechanisms are involved in heterosis rather than a single unified 
theory (Kaeppler, 2012; Schnable and Springer, 2013). 
Notably, the dominance and overdominance hypotheses are not mutually 
exclusive because overdominance could be explained by repulsion linkage of two or 
more dominant loci, i.e., pseudo-overdominance (Jones, 1917). One classic example of 
pseudo-overdominance is one yield QTL on maize chromosome 5 showing 
overdominance effect (Stuber et al., 1992) was later dissected into two linked QTL with 
dominance effect (Graham et al., 1997). Besides this example, there is no other example 
of heterosis caused by repulsion linkage. 
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The objectives of the second part of this dissertation are 1) to study the genetic 
basis of plant height variation in a sorghum recombinant inbred line population, and 2) to 
provide an example of heterosis in plant height caused by pseudo-overdominance. 
Dissertation organization 
This dissertation is organized into four chapters. Chapter 1 is the general 
introduction and literature review. Chapter 2 is devoted to the genotype by environment 
interaction of sorghum flowering time. Chapter 3 is the study on the heterosis of sorghum 
plant height. These two chapters are written in the format of journal articles with their 
own abstract, introduction, materials and methods, results, discussion, and references. 
Chapter 4 is general conclusions. 
Literature review 
Flowering time 
A better understanding of how yield component traits interact with environmental 
conditions is critical for our understanding of higher level trait and environment 
interaction (Allard and Bradshaw, 1964). Flowering time is a critical trait marking the 
transition from vegetative to reproductive growth and is directly related to the success of 
reproduction. A large number of pathways in plants are dedicated to the regulation of 
flowering time by responding to both endogenous and environmental conditions (Andres 
and Coupland, 2012).  
The environmental factors need to be highly repeatable and predictable so plants 
can use them as signals for the seasonal changes. The two most important and predictable 
environmental factors are day length and temperature (Bernier and Perilleux, 2005). Long 
day (LD) plants, e.g. Arabidopsis, only flower when the day length is longer than a 
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threshold. On the other hand short day (SD) plants, e.g. rice, only flower when the day 
length is shorter than a threshold. Other environmental factors that can promote flowering 
includes overcrowding (perceived as changed light quality input), nutrient deficiency, 
heat, and drought (Simpson and Dean, 2002). 
A large proportion of our knowledge about flowering time regulation is from the 
Arabidopsis model system (Figure 1 A). Endogenous signals includes the autonomous 
pathway, aging pathway, gibberellic acid (GA) pathway (Khan et al., 2014; Mouradov et 
al., 2002; Srikanth and Schmid, 2011). The autonomous pathway regulates flowering 
time independent of photoperiod (Simpson, 2004). Mutations in this pathway lead to 
delayed flowering regardless of photoperiod. Plants with mutations in this pathway show 
increased expression of FLOWEING LOCUS C (FLC), which represses FLOWERING 
LOCUS T (FT) and SUPPRESSOR OF OVEREXPRESSION OF CONSTANS 1 (SOC1), 
two proteins that promote flowering. Several genes in the autonomous pathway were 
cloned, including FLOWERING LOCUS D (LD), FCA, FPA, and LUMINIDEPENDENS 
(LD). FLD prevents the hyperacetylation of FLC, thus leading to low expression of this 
locus. FCA has two RNA binding domains and is involved in the posttranscriptional 
modification of FLC RNA. The function of FCA depends on another gene, FY, an RNA 
3’ end-processing factor. Similar to FCA, FPA has three RNA binding domains and 
controls RNA-mediated chromatin silencing of FLC. LD encodes a protein with 
similarities to transcriptional regulators and contains two bipartite nuclear localization 
domains and a glutamate-rich region. LD disrupts the function of SUPPRESSOR OF 
FRIGIDA 4 (SUF4), a transcriptional activator of FLC, resulting in early flowering. 
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Figure 1. Gene regulatory networks of flowering time. (A) Arabidopsis (Wellmer and 
Riechmann, 2010). (B) Sorghum (Murphy et al., 2011). 
The aging pathway is another endogenous pathway regulating flowering 
independent of photoperiod, GA, and vernalization. Key players in this pathway are two 
micro RNAs, miR156 and miR172, and SQUAMOSA PROMOTER BINDING PROTEIN-
LIKE (SPL) factors (Mathieu et al., 2009; Wang et al., 2009a). In young seedlings, the 
level of miR156 is high and the SPL level is low. When the plants grow older, the 
existence of miR156 becomes lower and the SPL level becomes higher. SPL3, SPL4, and 
SPL5 activate FT, which control the initiation of floral transition. SPL3 also directly 
regulates floral identity genes LEAFY (LFY), FRUITFUL (FUL), and APETALA1 (AP1). 
The expression pattern of miR172 is opposite of miR156 – low level during juvenile 
stages and high level during adult stages. The increased expression of miR172 is caused 
by higher expression of SPL genes. The targets of miR172 are AP2-like family of 
transcription factors, including AP2, SCHLAFMUTZE (SMZ), SCHNARCHZAPFEN 
(SNZ), TARGET OF EAT1 (TOE1), TOE2, and TOE3. Those transcription factors delay 
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flowering but are suppressed by miR172 during the transition from vegetative to 
reproduction stages. 
The role carbohydrates play in floral initiation were observed in multiple species 
(Bernier et al., 1993; Bodson and Outlaw, 1985). High level of sucrose was shown to 
delay flowering in Arabidopsis (Ohto et al., 2001). The number of rosette and cauline 
leaves increased when plants were grown on 5% sucrose. However, low concentration 
(1%) of sucrose can promote flowering (Roldan et al., 1999). Mutations that affect sugar 
and starch accumulation in leaves and at the shoot apex often also cause changes in the 
timing of the floral transition. An increase of carbohydrate export from leaves was 
observed after inductive LD treatment (Corbesier et al., 1998). Trehalose is another sugar 
involved in the regulation of floral transition (Paul et al., 2008). Arabidopsis homozygous 
mutant at AtTPS1, a trehalose biosynthesis gene catalyzing the formation of trehalose-6-
phosphate (T6P) from glucose-6-phosphate and uridine diphosphate (UDP)–glucose, 
show retarded growth and remain generative during their lifetime (van Dijken et al., 
2004; Wahl et al., 2013). In leaves, the T6P pathway is required for FT and TSF 
expression under inductive photoperiod. This mechanism ensures that the plant has 
sufficient carbohydrate resources to support the energy-demanding processes of 
flowering and seed production. At shoot apical meristem (SAM), T6P level increased 
significantly during the transition to flowering in meristems of LD-grown plants. The 
targets of T6P at SAM are SPL3, SPL4, and SPL5, which are component of the age 
pathway of floral induction in Arabidopsis. T6P pathway controls expression of SPL3, 
SPL4, and SPL5 via miR156, which in wild type plants show gradually decreased 
expression with aging. 
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Gibberellic acid (GA) is a hormone found in plants and fungi. GAs are required 
for stem elongation, stages of plant development, and signal transduction between 
environmental factors (e.g. light quality and photoperiod) and downstream physiological 
responses (e.g. stem extension and flowering). Numerous GAs have been isolated from 
plants, but not all of them are biologically active. The active GAs include GA1, GA3, 
GA4, and GA7, named after the order of their discovery (Hedden and Phillips, 2000). 
Phenotypes caused by mutations in the GA biosynthesis pathway can be rescued by 
exogenous application of GA. However, mutations in the GA signaling pathway cannot 
be restored by exogenous application of GA. For Arabidopsis, application of the GA-
biosynthesis inhibitor paclobutrazol to wild type plants resulted in delayed flowering in 
LD. An inductive day length and GA are necessary for the expression of FT and 
flowering (Hisamatsu and King, 2008). A cytoplasmic/nuclear localized receptor, 
GIBBERELLIC INSENSITIVE DWARF 1 (GID1) is responsible for the perception of GA 
in plants. In Arabidopsis, mutations in this gene lead to late flowering regardless of day 
length (Griffiths et al., 2006; Willige et al., 2007). GID1 regulates GA signal transduction 
through interaction with members of the DELLA protein family. The DELLA proteins 
are named after a conserved protein motif starting with the amino acids D, E, L, L, and A. 
They belong to the GRAS family of transcriptional regulators that function as repressors 
of plant growth and development (Harberd et al., 2009; Sun, 2010). DELLA proteins 
have been shown to immobilize the PHYTOCHROME INTERACTING FACTOR (PIF) 
proteins by directly interacting with them and function as a pathway parallel to light, 
which also regulate the expression of PIF. Two other flowering integrators, LFY and 
SOC1, also interact with DELLA proteins. LFY constitutes an important point of 
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integration of signals from the photoperiod and GA pathways (Blazquez et al., 1998; 
Eriksson et al., 2006). The exogenous application of GA resulted in an increase in SOC1 
expression indicating that GA plays an important role in the regulation of SOC1 (Moon et 
al., 2003).  
Ambient temperature and vernalization are two environmental factors that can 
influence the onset of flowering. High temperature promote flowering. Arabidopsis, 
wheat, and many other plant species need a long duration exposure to low temperature to 
flower, a process called vernalization. FRIGIDA (FRI) and FLC are two key players in 
the vernalization pathway. Winter annual Arabidopsis, which needs vernalization to 
flower, has functional FRI and FLC. Summer annuals, which flower quickly in long day 
environment, have mutation in one or both of these two genes. FRI and FLC have been 
isolated from winter annual accessions. FRI encodes a coiled-coil protein that promotes 
FLC transcription, probably by affecting its chromatin structure (Johanson et al., 2000). 
FLC is a MADS box transcription factor that directly binds to floral promoting genes and 
blocks their transcription, thereby acting as a repressor of flowering. FLC acts both in the 
SAM and vascular tissue to bind directly to the flowering genes SOC1 and FT and to 
repress their transcription (Searle et al., 2006). This is the convergence between the 
vernalization pathway and the photoperiod pathway. FLC physically interacts with 
SHORT VEGETATIVE PHASE (SVP) to delay flowering, possibly via chromatin 
modifications of target genes (Liu et al., 2009). 
The expression of FLC mRNA is reduced by long exposure to low temperature. 
After vernalization, the expression of FLC is still low because of expression of non-
coding RNAs at the FLC locus as well as the accumulation of chromatin marks on the 
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gene. COLDAIR is a non-coding RNA recruiting chromatin modification protein CURLY 
LEAF (CLF) to FLC (De Lucia et al., 2008). CLF is a component of the POLYCOMB 
REPRESSIVE COMPLEX 2 (PRC2) that is required to introduce histone H3 lysine 27 
trimethylation. The transcription of the VERNALIZATION INSENSITIVE 3 (VIN3) gene 
is induced after long time exposure to low temperature. VIN3 encodes a protein required 
for silencing of FLC that may interact with PRC2, creating a Polycomb complex that 
specifically silences gene expression during vernalization (Heo and Sung, 2011; Sung 
and Amasino, 2004). VERNALIZATION1 (VRN1) and VRN2 are required for maintaining 
FLC silence (Gendall et al., 2001; Levy et al., 2002).   
Photoperiod is one of the most important environmental factors affecting floral 
transition. Key genes in this pathway includes GIGANTEA (GI), FLAVIN KELCH F BOX 
1 (FKF1), CONSTANS (CO), and FT. These genes are expressed in the vascular tissue of 
leaves, and this is consistent with physiological experiments that showed that the 
perception of photoperiod takes place in the leaves (Knott, 1934), although some genes, 
such as GI and FKF1, are expressed more widely (Nelson et al., 2000). CO integrate 
output from the circadian clock to activate the expression of FT and TWIN SISTER OF 
FT (TSF) (Suarez-Lopez et al., 2001). CO transcription is regulated by light and the 
circadian clock. The circadian clock causes a basic oscillation of CO expression with a 
phase of 24 h, with a maximum occurring approximately 20 h after dawn under short-day 
conditions. The circadian clock comprises three interlocked feed-back loops. The central 
loop comprises the partially redundant transcription factors CIRCADIAN CLOCK 
ASSOCIATED 1 (CCA1) and LATE ELONGATED HYPOCOTYL (LHY), which repress 
transcription of TIMING OF CAB 1 (TOC1) (Alabadi et al., 2001; Schaffer et al., 1998; 
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Wang and Tobin, 1998). TOC1 encodes a pseudo-response regulator (PPR) and activates 
transcription of LHY and CCA1. Similar loops occur in the morning and evening, which 
include PRR7/PRR9 and GI, respectively (Matsushika et al., 2000). Light activation of 
CO transcription is induced by the interaction between the plant-specific protein GI and 
the ubiquitin ligase FKF1, which is able to sense light through its attached chromophore, 
and under long days this light-dependent interaction between FKF1 and GI releases the 
repression of CO mRNA transcription by inducing degradation of the transcriptional 
repressors CYCLING DOF FACTORs (CDFs) (Sawa et al., 2007). CO is degraded in the 
dark by the ubiquitin ligase CONSTITUTIVE PHOTOMORPHOGENIC 1 (COP1) (Jang 
et al., 2008) and in the morning by a pathway activated by the photoreceptor 
PHYTOCHROME B (PHYB) (Valverde et al., 2004).  
At the SAM, SOC1 integrates signals from photoperiod, GA, vernalization, 
autonomous, and aging pathways to promote flowering. SOC1 activation leads to further 
changes in gene expression in the meristem as it changes shape and becomes an 
inflorescence meristem. These include the expression of transcription factors, such as 
LFY, SPLs, and AGAMOUS-LIKE 24 (AGL24). In the inflorescence meristem, 
TERMINAL FLOWER 1 (TFL1), a PEPB-like protein (Phosphatidylethanolamine binding 
protein) that shares high sequence similarity with FT, prevents the upregulation of AP1 
and LFY mRNA. This restricts AP1 and LFY expression to cells committed to becoming 
floral primordia and ensures the maintenance of a pool of undifferentiated cells that 
sustain indeterminate growth of the inflorescence meristem (Fornara et al., 2010). 
The genes involved in the flowering pathways show genotype by environment 
interaction. Early work on rapid-flowering genotypes in Arabidopsis—those that 
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transition to flowering in the absence of a prolonged cold signal—identified several loss-
of-function (LOF) alleles at the FRI and FLC loci. There are multiple, apparently 
independent, LOF FRI and FLC alleles segregating in nature. Some of these alleles result 
from missing cis-regulatory sites, whereas in others there are nonsense amino acid 
mutations or the gene sequence itself has been deleted (Gazzani et al., 2003). 
Nonfunctional or weak FLC alleles are caused by point and large insertion mutations in 
intron 1, which contains the binding site for FRI and other transcriptional activators 
(Caicedo et al., 2004; Gazzani et al., 2003; Sheldon et al., 2002). This is a case where the 
genotype (presence or absence of functional FRI or FLC) and environment (temperature) 
interact to generate differential sensitivity for flowering time. 
Functional variation at FT also has a large effect on flowering in natural 
populations. Differential sensitivity to long day (LD) conditions in Arabidopsis is driven, 
in part, by promoter polymorphism in FT, which leads to expression differences in LD 
but not short day (SD) conditions (Schwartz et al., 2009). Presumably, this expression 
variant affects binding by FLC to the FT promoter. Expression differences caused by 
promoter polymorphism are also found in wheat FT (VRN3) (Yan et al., 2006), leading to 
differential sensitivity to LD cues. Promoter variation in the rice ortholog of FT, Hd3a, 
also leads to expression differences but causes opposite responses in SD and LD 
conditions, suggesting a case of antagonistic pleiotropy for this trait (Kojima et al., 2002; 
Lin et al., 2000). 
Wild populations of sunflower (Helianthus annus) flower more quickly under SD, 
whereas domesticated varieties flower more quickly under LD. The genetic basis of this 
difference is the photoperiod-dependent response of paralogs of FT (Blackman et al., 
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2010).The domesticated allele of HaFT1 contains a frame-shifting mutation that results in 
a polypeptide that is 17 amino acids longer than the wild allele. Although both HaFT1 
alleles are expressed under LD and SD, a second unlinked FT paralog (HaFT4, which 
stimulates flowering, like the Arabidopsis FT) is expressed only under LD. The 
domesticated long-form HaFT1 acts as a dominant negative suppressor of HaFT4 and 
thereby delays flowering in plants with the domesticated HaFT1 allele. Here, G × E is 
affected via an environmentally insensitive allelic variant that modifies function at a 
second, environmentally sensitive locus, a case of environment-dependent molecular 
epistasis. 
Sorghum is a short day plant originated from northeastern Africa. At the center of 
origin, shorter day length indicates the end of rainy season, so sorghum flowers when the 
day length is shorter than 12 hours (Curtis, 1968; Smith and Frederiksen, 2000). Those 
sorghums would not flower if they were grown at temperate region because the day 
length is longer than 12 hour until mid-October. This photoperiod sensitivity is exploited 
in forage sorghum for biomass production (Rooney et al., 2007). However, for grain 
production, the sorghum has to be able to flower under long day conditions. From the 
early 20th century, farmers and plant breeders in the U.S. selected photoperiod insensitive 
sorghums that can flower in temperate long day environment. Flower time of cultivated 
grain sorghum ranges from 45 days to more than 120 days (Mace et al., 2013). This large 
variation in flowering time is conditioned by multiple genes involved in flowering time 
regulation in sorghum. 
Previous studies identified six major gene controlling flowering time in sorghum 
Ma1-Ma4 (Quinby, 1967), Ma5 and Ma6 (Rooney and Aydin, 1999). The dominant allele 
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of each gene delays flowering in long day environments. Ma1 is identified as PSEUDO-
RESPONSE REGULATOR PROTEIN 37 (SbPRR37) on chromosome 6 (Sb06g014570), a 
repressor of flowering in long day environment (Murphy et al., 2011). In long day 
environments, expression of this gene peaks during morning and evening. In short day 
environments, however, the evening expression is reduced by darkness, leading to 
flowering. Similar to Ma1, the Ma6 gene is identified as CCT (CONSTANS, CO-like, 
and TOC1) domain protein SbGhd7 (Sb06g000570) (Murphy et al., 2014). In long day 
environments, SbGhd7 suppresses flowering activator SbEhd1 and SbCN15, the ortholog 
of FT gene in Arabidopsis. Ma1 and Ma6 act additively to suppress flowering in long day 
environments. Ma3 is the first cloned flowering time gene in sorghum. It encodes a 
PHYTOCHROME B (PHYB) protein (Sb01g037340). The 123-kD phytochrome is not 
functional in ma3 mutants and causes early flowering in long day environments (Childs 
et al., 1997). The candidate gene for Ma5 is PHYC on chromosome 1 (Yang et al., 
2014a). Ma5 and Ma6 act epistatically to suppress flowering in long day environments, 
meaning only when both of the two gene are in dominant forms can they lead to late 
flowering in long environments (Mullet et al., 2012). Recently, one QTL on sorghum 
chromosome 10 was identified to be the CO gene, which activates FT expression and 
flowering in long days (Liu et al., 2015; Yang et al., 2014b). In long day environments, 
the functional Ma3 gene activates the expression of two repressors of flowering, 
SbPRR37 (Ma1) and SbGhd7 (Ma6), and represses the expression of flowering activators 
SbEHD1, SbCN8 and SbCN12. The expression of SbCN15, the ortholog of rice Hd3a 
(FT), is suppressed by functional Ma3 regardless of day length (Yang et al., 2014a). Ma3 
and Ma1/Ma6 also show epistasis effect similar to the interaction between Ma5 and Ma6. 
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The chromosome location for Ma4 is at the left side of chromosome 10 (Hart et al., 2001; 
Mace and Jordan, 2010). The chromosome location for Ma2 is unknown. But Ma2 shows 
interaction with Ma1 such that Ma2 delays flowering time in Ma1 background and it 
promote flowering in ma1 background (Quinby, 1967). 
Besides the six major sorghum flowering time QTL, other studies identified 
multiple small effect QTL on all ten sorghum chromosomes. From a backcross nested 
association mapping (BC-NAM) population, 40 flowering time QTL were mapped across 
all 10 chromosomes (Mace et al., 2013). Most of the QTL detected have small effects on 
flowering time and show additive gene action. Twenty four of the 40 QTL co-located 
with known QTL from previous studies and 16 QTL are new QTL identified for the first 
time. The authors speculate that majority of those QTL are temperature related because 
the materials are temperate sorghum lines with photoperiod sensitivity genes removed. In 
Arabidopsis, there are 42 genes involved in the temperature, autonomous, and plant 
hormonal pathways. This may indicate that most of the QTL involved with the genetic 
control of flowering time associated with temperature have been identified.  
Genotype by environment interaction 
Genotype by environment interaction (G × E) is the changing of crop performance 
across multiple environments. If a trait is under the influence of G × E, then the effects of 
genotypes (nature) will depends on the environmental conditions (nurture). The additive 
model for phenotype 𝑃𝑖𝑗 = 𝐺𝑖 + 𝐸𝑗 might be adequate for a relatively homogeneous set of 
genotypes over a relatively short environmental range, but another term 𝐺𝐸𝑖𝑗 is needed to 
provide satisfactory description of the phenotype (van Eeuwijk, 2006). A reaction norm is 
the function relating mean phenotypic response of a genotype to a change in the 
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environment (Lynch and Walsh, 1997). Figure 2 shows the reaction norms for three 
genotypes in response to two environments. Environmental sensitivity is the variation in 
mean performance of a single genotype across a range of environments (Falconer and 
Mackay, 1996). The differences in environmental sensitivity of multiple genotypes lead 
to G × E. A classic example of G × E is from a behavioral study in mice. Several mice 
inbred strains showed large differences in behaviors among three labs, despite the fact 
that apparatus, test protocols, and many environmental variables were rigorously equated 
(Crabbe et al., 1999). 
 
Figure 2. Reaction norms for three genotypes in response to two environments. (A) No 
genotype × environment interaction. (B) Genotype × environment interaction is due 
entirely to a change in scale. (C) Genotype × environment interaction is due to a change 
in ranking. (D) There is a change of scale as well as a change in ranking (Lynch and 
Walsh, 1997). 
16 
 
G × E is a serious issue in plant breeding. It is difficult to make selections when 
the ranking of varieties changes across different testing environments. Mean 
performances across environments cannot represent the superiority of a variety under a 
specific environmental condition. Subsequently, selection response will also be reduced. 
G × E is pervasive in plant breeding. It presents in pure lines, single-cross or double-cross 
hybrids, top crosses, S1 lines, or any other plant materials (Eberhart and Russell, 1966), 
and in short-term (3-4 year at one location) and long-term (several years at multiple 
locations) crop performance trials (Kang and Magari, 1996). But heterogeneous 
populations and hybrids generally show less G × E compared with pure line varieties as 
observed in wheat (Allard and Bradshaw, 1964) and oat (Jensen, 1952). Hybrids and pure 
lines may have similar performance under favorable conditions, but hybrids are better 
than pure lines if the condition is not optimal (Allard and Bradshaw, 1964). 
Both genotypic and environmental factors contribute to G × E. Environmental 
factors can be repeatable or unrepeatable. Repeatable environmental factors are 
systematic or under human control, such as soil types, day length, planting dates, planting 
densities, fertilizer rates, tillage practices, methods of harvest, and crop rotation patterns. 
Unrepeatable environmental factors are related to the change of environmental conditions 
from year to year and cannot be artificially controlled, such as rainfall, temperature, and 
relative humidity (Xu, 2010). 
There are three ways plant breeders usually employ to deal with G × E: ignore it, 
reduce it, and exploit it (Bernardo, 2010). Ignoring G × E does not mean plant breeders 
pretend G × E does not exist. Instead, new varieties are tested at multiple locations in 
multiple years to average out the effect of G × E and the best variety is selected based on 
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its overall performance. This approach cannot guarantee the selected variety is the best in 
a specific environment but it tries to find the variety having the highest mean 
performance when planted in a large number of environments. Reducing G × E is 
dividing a large target region into smaller more homogeneous subgroups and crop 
performances are compared within each subgroup. The partitioning is based on 
temperature, precipitation, soil type, day length, and disease and insect pressures. 
Exploiting G × E is identifying the best variety for a specific environmental condition. 
Multiple models have been proposed to quantify G × E and stability of genotypes 
across environments (Kang, 2002; van Eeuwijk, 2006; Xu, 2010). Most models are built 
on the foundation of model 
𝑃𝑖𝑗 = 𝑢 + 𝑔𝑖 + 𝑡𝑗 + 𝑔𝑡𝑖𝑗 
where 𝑃𝑖𝑗 is the variety mean of the 𝑖
𝑡ℎ variety at the 𝑗𝑡ℎ environment (i = 1, 2, …, g; j = 
1, 2, …, t), 𝑢 is the population mean, 𝑔𝑖 is the effect of genotype i; 𝑡𝑗 is the effect of 
environment j; 𝑔𝑡𝑖𝑗 is the genotype × environment interaction effect associated with 
genotype i and environment j (Bernardo, 2010).  
The joint regression analysis is another way to analyze G × E (Eberhart and 
Russell, 1966; Finlay and Wilkinson, 1963; Perkins and Jinks, 1968; Yates and Cochran, 
1938). The regression model is 
𝑃𝑖𝑗 = 𝑢𝑖 + 𝛽𝑖𝐼𝑗 + 𝛿𝑖𝑗 
where 𝑃𝑖𝑗 is the variety mean of the 𝑖
𝑡ℎ variety at the 𝑗𝑡ℎ environment (i = 1, 2, …, g; j = 
1, 2, …, t), 𝑢𝑖 is the mean of the 𝑖
𝑡ℎ variety over all environments, 𝛽𝑖 is the regression 
coefficient that measures the response of the 𝑖𝑡ℎ variety to varying environments, 𝛿𝑖𝑗 is 
the deviation from regression of the 𝑖𝑡ℎ variety at the environment, and 𝐼𝑗 is the 
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environmental index obtained as the mean of all varieties at the 𝑗𝑡ℎ environment minus 
the grand mean. 
The 𝛽𝑖𝐼𝑗 + 𝛿𝑖𝑗 part in the model corresponds to the 𝑡𝑗 + 𝑔𝑡𝑖𝑗 part in two-factor 
model. 𝛽𝑖𝐼𝑗 is the predictable G × E measuring a variety’s response to changing 
environments (explained by the regression line) and 𝛿𝑖𝑗 is the unpredictable part 
(deviation from the regression line). Thus this model provides two stability parameters: 
𝛽𝑖 and ∑ 𝛿𝑖𝑗
2 . 
If β > 1, a variety performs above average in favorable environments and below 
average in unfavorable environments; 
If β = 1, a variety’s performance is the same as the mean performance of all 
varieties in that environment; 
If β < 1, a variety performs above average in unfavorable environments and below 
average in favorable environments; 
If β = 0, a variety’s performance does not respond to environmental change and 
keeps constant across environments. 
A stable high yield variety would have high mean performance 𝑢𝑖, regression 
coefficient 𝛽𝑖 = 1, and ∑ 𝛿𝑖𝑗
2  as small as possible (Eberhart and Russell, 1966). 
Another class of models, linear-bilinear models, partition the G × E effect into a 
sum of products of genotypic sensitivities and hypothetical environmental variables using 
singular value decomposition (SVD) (van Eeuwijk, 2006). A common linear-bilinear 
model, additive main effects and multiplicative interaction (AMMI) effects model 
(Gauch, 1988; Gollob, 1968; Williams, 1952) is 
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𝑃𝑖𝑗 = 𝑢 + 𝑔𝑖 + 𝑡𝑗 + ∑ 𝜆𝑚𝛾𝑚𝑖𝛿𝑚𝑗
𝑀
𝑚=1
 
where 𝑃𝑖𝑗 is the variety mean of the 𝑖
𝑡ℎ variety at the 𝑗𝑡ℎ environment; 𝑢 is the grand 
mean; 𝑔𝑖 is the effect of genotype i; 𝑡𝑗 is the effect of environment j; M is the number of 
principal components (PCs) used in the model, with M ≤ min (t, g − 1), 𝜆𝑚 is the singular 
value of the mth PC;  𝛾𝑚𝑖 is the eigenvector score for genotype i and component m; 𝛿𝑚𝑗 
is the eigenvector score for environment j and component m. 𝜆𝑚 is subject to the 
constraint 𝜆1 ≥ 𝜆2 ≥ ∙ ∙ ∙ 𝜆𝑚 ≥ 0. 𝛾𝑚 and 𝛿𝑚 are subject the orthonormality constraint 
∑ 𝛾𝑚𝑖𝛾𝑚′𝑖
𝑔
𝑖=1 = 1 and ∑ 𝛿𝑚𝑗𝛿𝑚′𝑗
𝑡
𝑗=1 = 1 if m = m’, ∑ 𝛾𝑚𝑖𝛾𝑚′𝑖
𝑔
𝑖=1 = 0 and 
∑ 𝛿𝑚𝑗𝛿𝑚′𝑗
𝑡
𝑗=1 = 0 if m ≠ m’. 𝜆𝑚, 𝛾𝑚𝑖, and 𝛿𝑚𝑗 are all obtained from applying SVD on 
the data matrix Z = [𝑧𝑖𝑗], where 𝑧𝑖𝑗 = 𝑃𝑖𝑗 − 𝑢 − 𝑔𝑖 − 𝑡𝑗. 
The AMMI model partitions the 𝑔𝑡𝑖𝑗 term into the sensitivity of a genotype (𝛾𝑚𝑖) 
to a hypothetical environmental factor (𝛿𝑚𝑗). Generally the number of PCs used in the 
model ranges from 1 to 5 to achieve dimensionality reduction. And because biplot 
(Gabriel, 1971) is used to visualize the relationship of genotypes and environments, the 
first two PCs (PC1 and PC2) are usually used (Gauch, 2006; Yan and Hunt, 2001). 
AMMI model is also called double centered PCA because it uses the data after removing 
both genotype and environment effects. Several variants of AMMI model (Cornelius and 
Seyedsadr, 1997) include  
Genotypes Regression Model (GREG) 𝑃𝑖𝑗 = 𝑔𝑖 + ∑ 𝜆𝑚𝛾𝑚𝑖𝛿𝑚𝑗
𝑀
𝑚=1 ,  
Sites (environments) Regression Model (SREG) 𝑃𝑖𝑗 = 𝑡𝑗 + ∑ 𝜆𝑚𝛾𝑚𝑖𝛿𝑚𝑗
𝑀
𝑚=1 ,  
Completely Multiplicative Model (COMM) 𝑃𝑖𝑗 = ∑ 𝜆𝑚𝛾𝑚𝑖𝛿𝑚𝑗
𝑀
𝑚=1 , and 
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Shifted Multiplicative Model (SHMM) 𝑃𝑖𝑗 = 𝛽 + ∑ 𝜆𝑚𝛾𝑚𝑖𝛿𝑚𝑗
𝑀
𝑚=1  
  It is important to identify the environmental factors driving G × E and to test the 
interaction between QTL and environmental factors. Factorial regression allows an 
explicit assessment of the relationship between environmental variables and G × E effect 
(Annicchiarico, 2002; Denis, 1988; Van Eeuwijk et al., 1996). The joint regression model 
is one case of factorial regression by considering only one environmental variable, the 
site mean. In factorial regression models the 𝑔𝑡𝑖𝑗 term is replaced by the multiplication of 
genotypic sensitivity and environmental covariables (Vargas et al., 1999) 
𝑃𝑖𝑗 = 𝑢 + 𝑔𝑖 + 𝑡𝑗 + ∑ 𝛽𝑘𝑖𝑧𝑘𝑗
𝐾
𝑘=1
 
where 𝛽𝑘𝑖 is the sensitivity of variety i to the kth environmental covariable (K ≤ j - 1) and 
𝑧𝑘𝑗 is the environmental covariable for environment j. Factorial regression is similar to 
AMMI model, which also partitions the interaction term into a multiplicative term of 
variety score and environment score. The main difference is factorial regression modeled 
the interaction term directly as a function of the variety and environmental variables, 
rather than through transformation as in AMMI models. 
A natural extension of the factorial regression model is to incorporate QTL 
information (Van Eeuwijk et al., 2001; van Eeuwijk et al., 2005; Vargas et al., 2006). By 
substituting the variety sensitivity with genetic marker genotype and environmental 
covariable with estimated QTL effect, the factorial regression model becomes 
𝑃𝑖𝑗 = 𝑢 + 𝑡𝑗 + 𝑥𝑖𝜌 + 𝑥𝑖𝜌𝑗 
where 𝑥𝑖 is the marker genotype (e.g. -1, 0, 1 in an F2 population); 𝜌 is the QTL main 
effect across environments; and 𝜌𝑗 adjusts the QTL main effect 𝜌 to environment j. 
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 The 𝑥𝑖𝜌𝑗 term, which is the QTL × environment interaction effect, can be 
replaced by the sensitivity of a variety to environmental factors. Thus the model becomes 
𝑃𝑖𝑗 = 𝑢 + 𝑡𝑗 + 𝑥𝑖𝜌 + 𝑥𝑖(𝜆𝑧𝑗) 
where 𝜆 is proportionality constant and 𝑧𝑗 is the environmental factor. 
It is meaningful to investigate the relationship between QTL effect and 
environmental geographical information. QTL effects across environments may depend 
on particular environmental covariables. In maize, results from a multi-environment trial 
consisting of 161 lines from an F3:4 maize segregating population showed that maximum 
temperature was the most important environmental covariable for observed QTL × E 
interaction in biomass. Higher maximum temperature in low- and intermediate-altitude 
sites affected the expression of some QTL, while minimum temperature affected the 
expression of other QTL (Crossa et al., 1999). In a study of grain yield and grain 
moisture for an experimental data set composed of 976 F5 maize testcross progenies 
evaluated across 12 environments in the U.S. Corn Belt during 1994 and 1995, majority 
of the detected QTL showed significant QTL × E interactions. The observed QTL × E 
could be explained by differential QTL expression conditional on longitude or year, both 
consequences of temperature differences during critical stages of the growth (Boer et al., 
2007). In barley, the effect of a yield QTL on chromosome 2H is related to the magnitude 
of the temperature range during heading (Malosetti et al., 2004). Similarly, the minimum 
and maximum temperature during flowering time explained large proportion of grain 
yield QTL × E interaction in maize (Vargas et al., 2006). 
Studies in rice and tomato showed that the QTL that can be detected in multiple 
environment tend to have large effects. On the other hand, QTL only detectable in 
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specific environments generally have smaller effects (Paterson et al., 1991; Zhuang et al., 
1997). Some QTL showing significant G × E effect may not show significant main effect 
(Cao et al., 2001; Zhao and Xu, 2012).  
The mixed model frameworks have been used to model the QTL × E interaction 
effect (Malosetti et al., 2013; Mathews et al., 2008; van Eeuwijk et al., 2010; Wang et al., 
1999). The performance of individual i in environment j can be modeled as 
𝑢𝑖𝑗 = 𝑢 + 𝐸𝑗 + 𝑋𝑖
𝑎𝑑𝑑𝛼𝑄 + 𝑋𝑖
𝑎𝑑𝑑𝛼𝑗
𝑄𝐸𝐼 + 𝑋𝑖
𝑑𝑜𝑚𝛿𝑄 + 𝑋𝑖
𝑑𝑜𝑚𝛿𝑗
𝑄𝐸𝐼 + 𝐺𝑖 + 𝜀𝑖𝑗 
where 𝑢 is the grand mean, 𝐸𝑗 is the fixed effect of environment j, 𝑋𝑖
𝑎𝑑𝑑 and 𝑋𝑖
𝑑𝑜𝑚 are the 
values of the additive and dominant genetic predictors of individual i at the position at 
which a QTL is postulated and tested. 𝛼𝑄 and 𝛿𝑄 represent the additive and dominance 
main effects of this QTL, 𝛼𝑗
𝑄𝐸𝐼
 and 𝛿𝑗
𝑄𝐸𝐼
 are the additive by environment and dominant 
by environment interactions, 𝐺𝑖 is the random individual effect, and 𝜀𝑖𝑗 is the residual. 
Structure of the covariance matrix for 𝐺𝑖 depends on the genetic relationships 
between the individuals in a population while the structure of the covariance matrix for 
𝜀𝑖𝑗 depends on the phenotypic data in different environment. For instance, 𝐺𝑖 ~ N(0, 𝜎𝐺
2) 
is appropriate if assuming all individuals have the same genetic variance and no 
covariance between different individuals. Assuming 𝜀𝑖𝑗 ∼ N(0, 𝜎𝜀𝑗
2 ) is appropriate for 
different residual variance in different environment. 
Advances in molecular genetics and genomics provide insights into the genetic 
architecture under G × E. Multiple environment QTL mapping studies showed that the 
magnitude and direction of loci changes across environments. Four main types of QTL × 
E interaction are antagonistic effect, conditional neutrality, differential sensitivity, and no 
G × E (Figure 3). 
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Figure 3. Patterns of QTL additive effects for traits that show G × E. (A) antagonistic 
effect, the result of sign changing additive effects; (B) conditional neutrality, additive 
effects only detectable in specific environmental conditions; (C) differential sensitivity, 
the result of changes in magnitude of additive effects; and (D) no G×E, no detectable 
change in additive effects across environments. The two lines in each panel represent two 
alleles of a QTL (Marais et al., 2013). 
In a study involving 10 spring Arabidopsis accessions responding to drought and 
wet conditions, 41.8% of the genes were differentially expressed among accession, 
32.4% of genes showed differentially gene expression between dry and wet soils, and 
21% of genes exhibited significant G × E effect (Des Marais et al., 2012). Plants under 
drought conditions showed increased photosynthesis, carbohydrate turnover, and root 
growth. The genes in the abscisic acid (ABA) signaling pathway were overrepresented 
among both up and down regulated genes, suggesting this pathway plays an important 
role in drought stress response. 
Several examples of G × E for cellular responses to soil and water availability 
have also been identified. Brevis Radix (BRX) is an Arabidopsis transcription factor 
involved in the hormonal control of root elongation (Mouchel et al., 2004). Natural 
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mutations in the coding sequence of BRX lead to hypofunctional protein, allowing plants 
to grow on acidic soils via a complex mechanism involving hyperactive proton pumps 
(Gujas et al., 2012). Because BRX is also essential for normal root elongation, these acid-
tolerant genotypes have generally shorter root systems. Interestingly, this results in a 
possible trade-off for fitness because the shorter root systems of hypomorphic BRX 
plants perform poorly in high-competition environments, perhaps owing to competition 
for limited soil resources (Shindo et al., 2008). 
Rice with the functional and nonfunctional allele of Sub1A has similar yield in 
normal conditions, but rice with the functional Sub1A allele has better yield than rice with 
the nonfunctional Sub1A allele during prolonged submergence, an outstanding example 
of conditional neutral G × E (Xu et al., 2006). Similarly, the effect of the adenosine 5’-
phosphosulfate reductase (APR2) gene in Arabidopsis can only be observed in low-
nitrogen environments because APR2 is expressed at sufficient levels in high-nitrogen 
environments to compensate for the poor enzymatic function of the mutant allele (Loudet 
et al., 2007). 
RNA-Seq  
The transcriptome is the complete set of transcripts in a cell, and their quantity, 
for a specific developmental stage or physiological condition. Understanding the 
transcriptome is essential for interpreting the functional elements of the genome and 
revealing the molecular constituents of cells and tissues, and also for understanding 
development and disease. High-throughput sequencing has vastly increased the 
throughput of RNA sequencing (RNA-Seq) and allowed global measurement of transcript 
abundance. RNA-Seq can provide information about 1) the species of transcript, 
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including mRNAs, non-coding RNAs and small RNAs; 2) the transcriptional structure of 
genes, in terms of their start sites, 5′ and 3′ ends, splicing patterns and other post-
transcriptional modifications; 3) the changing expression levels of each transcript during 
development and under different conditions (Wang et al., 2009b). 
RNA-Seq has various advantages compared with microarray technology. 
Microarray needs prior knowledge about genome sequence; high background levels 
owing to cross-hybridization; and a limited dynamic range of detection owing to both 
background and saturation of signals. Moreover, comparing expression levels across 
different experiments is often difficult and can require complicated normalization 
methods (Casneuf et al., 2007; Okoniewski and Miller, 2006). These issues have made it 
difficult for standard array designs to provide full sequence comprehensiveness (coverage 
of all possible genes, including unknown ones, in large genomes) or transcriptome 
comprehensiveness (reliable detection of all RNAs of all prevalence classes, including 
the least abundant ones that are physiologically relevant) (Mortazavi et al., 2008). Tag-
based sequencing method including serial analysis of gene expression (SAGE), cap 
analysis of gene expression (CAGE), and massively parallel signature sequencing 
(MPSS) can eliminate some of the issues with microarray, however, significant portion of 
the short tags cannot be uniquely mapped to the reference genome. Moreover, only a 
portion of the transcript is analyzed and isoforms are generally indistinguishable from 
each other (Wang et al., 2009b). 
The advent of next-generation sequencing (NGS) has revolutionized genomic and 
transcriptomic approaches to biology. Compared with previous gene expression 
technologies, RNA-Seq has several advantages. First, RNA-Seq does not need prior 
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genome sequence information because no gene specific primers are needed. This enables 
the whole transcriptome to be surveyed and allows gene expression analysis in species 
without reference genomes. Splice variations and polymorphisms (SNPs and Indels) can 
be detected. Second, RNA-Seq does not have a limit on the range of expression levels 
because the number of reads are used as expression level rather than florescence singles 
as in microarray. Meanwhile, the background signal will be low for RNA-Seq if the reads 
can be aligned to unique positions in the genome (Wang et al., 2009b). RNA-Seq also has 
other advantages including lower cost and high reproducibility for both technical and 
biological replicates (Marioni et al., 2008; Nagalakshmi et al., 2008). 
A typical RNA-Seq experiment workflow involves three steps. First, long RNAs 
are first converted into a library of cDNA fragments through either RNA fragmentation 
or DNA fragmentation. Sequencing adaptors are subsequently added to each cDNA 
fragment. Adaptors with sample specific sequence can be used to sequencing multiple 
RNA samples in the same lane of sequencing platform. The short cDNA fragments are 
subsequently sequenced on a next generation sequencing machine and short reads usually 
ranges from 50 to 250 bp are obtained; second, the resulting sequence reads are aligned 
with the reference genome or transcriptome and the expression level of each gene is 
counted as the number of reads mapped to that gene; and third, differential gene 
expression analysis is carried out between treatment or conditions. 
One of the critical steps in an RNA-Seq experiment is mapping the reads to the 
reference transcriptome. However, because the transcriptomes are incomplete even for 
well-studied species such as human and mouse, RNA-Seq analyses are typically to map 
to the reference genome as a proxy for the transcriptome (Trapnell et al., 2009). One 
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unique characteristic of RNA-Seq reads is that the short sequence may span a splice 
junction, which may cause failure in mapping. There are two ways to overcome this 
difficulty. One is concatenating known adjacent exons and then creating synthetic 
sequence fragments from these spliced transcripts. Reads that do not align to the genome 
but that map to these synthetic fragments represent evidence for splice junctions between 
known exons. The second method as implemented in the TopHat software is to find 
splice junctions in the mapping process without prior knowledge about exon boundaries. 
This strategy allows detection of novel splice junctions. The TopHat pipeline has two 
major steps. First, TopHat maps non-junction reads (those contained within exons) using 
Bowtie and identifies potential exons. The reads not mapped in the first step are set aside. 
Second, an initial consensus of mapped regions is computed and sequences flanking 
potential donor/acceptor splice sites within neighboring regions are joined to form 
potential splice junctions. All reads not mapped in the first step are indexed and aligned 
to these splice junction sequences (Trapnell et al., 2009). 
There are two general strategies to reconstruct transcripts from short RNA-Seq 
reads. The ‘align-then-assemble’ approach employed in Cufflinks (Trapnell et al., 2010) 
and Scripture (Guttman et al., 2010) aligns short RNA-Seq reads to the genome, 
accounting for possible splicing events, and then reconstructs transcripts from the spliced 
alignments. The ‘assemble-then-align’ approach employed in ABySS (Birol et al., 2009), 
SOAP2 (Li et al., 2009), and Trinity (Grabherr et al., 2011) first assembles transcript 
sequences de novo—that is, directly from the RNA-Seq reads. These transcripts are then 
splice-aligned to the genome to delineate intron and exon structures and variations 
between alternatively spliced transcripts. As de novo assembly is likely to work only for 
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the most abundant transcripts, the align-then-assemble method should be more sensitive 
(Haas and Zody, 2010).  
Normalization is necessary to take account of the differences in sequencing depth 
among samples. Multiple methods, including total count, upper quartile (Bullard et al., 
2010), median, trimmed mean of M-values (TMM) (Robinson and Oshlack, 2010) and a 
similar method relative log expression (RLE) in the DESeq package (Anders and Huber, 
2010). Since the TMM and RLE methods can take the library size and library 
composition into account, they are more desirable for RNA-Seq experiments (Dillies et 
al., 2013). 
RNA-Seq data follow negative binomial distribution, which has two parameters: 
the mean 𝑢 and the overdispersion parameter 𝑘. The variance of read count of a gene g in 
sample i is 𝑉𝑎𝑟(𝑌𝑔𝑖) = 𝑢𝑔 + 𝑘𝑔𝑢𝑔
2, with 𝑢𝑔 being the technical variance and 𝑘𝑔𝑢𝑔
2 being 
the biological variance (Robinson and Smyth, 2008). Estimation of dispersion for RNA-
Seq data is critical for assessing the significance of changes in the mean expression level. 
Because RNA-Seq experiments generally have few replications, it is difficult to estimate 
the overdispersion parameter from a single gene. A better way to estimate the 
overdispersion parameter is share information over all genes. In the edgeR package, a 
common dispersion is estimated for all the genes and then an empirical Bayes strategy is 
applied to squeeze the gene specific dispersions towards the common dispersion. The 
amount of shrinkage is determined by the prior weight given to the common dispersion 
(or the dispersion trend) and the precision of the gene specific estimates, and can be 
considered as the prior degrees of freedom (Robinson and Smyth, 2007). 
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RNA-Seq has been applied to sorghum research. Differential gene expression 
analyses in sorghum response to osmotic stress and ABA revealed a strong interplay 
among various metabolic pathways including abscisic acid and 13-lipoxygenase, salicylic 
acid, jasmonic acid, and plant defense pathways (Dugas et al., 2011). Defense response 
genes including a class III peroxidase is involved in the interaction between sorghum and 
pathogen Bipolaris sorghicola by sequencing mRNAs from infected leaves (Yazawa et 
al., 2013).  
Plant height 
Plant height is one of the traits manipulated by plant breeders during the Green 
Revolution (Hedden, 2003). Rice and wheat with reduced height utilize nitrogen from 
fertilizer efficiently for grain production. Meanwhile, the stalks of shorter plants are more 
resistant to lodging, which is one of the majors for low yield of tall cultivars. Elongation 
of plant parts is a complex phenomenon mediated by many plant hormones, including 
auxins, brassinosteroids (BRs), and gibberellins (GAs). The genes controlling plant 
height in rice and wheat are semi-dwarf 1 (sd1) and Reduced height (Rht) genes, 
respectively (Monna et al., 2002; Peng et al., 1999; Sasaki et al., 2003; Spielmeyer et al., 
2002). Rice sd1 gene is from a high-yielding semi-dwarf variety of rice known as IR8 
(Hargrove and Cabanilla, 1979). The gene sd1 in rice encodes GA 20-oxidase (GA20ox) 
and is involved in gibberellin biosynthesis pathway. Rice has at least two GA20ox genes: 
GA20ox-1 and GA20ox-2. GA20ox-1 is expressed in unopened flower, enabling the 
flowers in sd1 plants to develop and be fertilized normally, so sd1 reduces plant height 
without yield loss. GA20ox-2 is expressed in leaf blade, stem, and unopened flower, 
resulting in a semi-dwarf phenotype (Sasaki et al., 2002). Wheat Rht genes, including 
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Rht-B1 and Rht-D1, are involved in the gibberellin signaling pathway. These genes 
encode proteins that resemble nuclear transcription factors and contain an SH2-like 
domain, indicating that phosphotyrosine may participate in gibberellin signaling. A range 
of different N-terminal deletions and truncations convert the functional genes into mutant 
repressors that are less affected by gibberellin than the normal protein. A few maize plant 
height genes have been cloned, such as dwarf-3 (d3), which encodes a cytochrome P450 
involved in the early stages of GA biosynthesis (Winkler and Helentjaris, 1995), dwarf-8 
(d8), an ortholog of wheat Rht genes (Peng et al., 1999), and Anther ear1 (An1), encoding 
an enzyme involved in the synthesis of ent-kaurene, the first tetracyclic intermediate in 
GA biosynthesis (Bensen et al., 1995). The br2 gene in maize encodes a P-glycoprotein, 
which modulates polar auxin transport in the stalk. Mutation in this gene leads to short 
lower stalk internodes (Multani et al., 2003). The candidate gene for dwarf-1 (d1), has 
been identified as ZmGA3ox2, an ortholog of OsGA3ox2, encoding a GA3 β-hydroxylase 
(Teng et al., 2013). Genes regulating plant height in other species, such as Arabidopsis, 
barley, and garden pea, regulate either the synthesis of gibberellin or the downstream 
signal transductions (Chandler et al., 2002; Lester et al., 1997; Peng et al., 1997; Xu et 
al., 1995). 
GAs represent a large group of cyclic diterpene compounds that are essential for 
many developmental processes in plants, including seed germination, stem elongation, 
leaf expansion, trichome development, pollen maturation and the induction of flowering 
(Achard and Genschik, 2009; Fernandez et al., 2009). More than 130 GAs have been 
identified in plants, fungi and bacteria, although only a few GAs have biological activity 
(Yamaguchi, 2008); many non-bioactive GAs exist in plants, and these act as precursors 
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for the bioactive forms or are de-activated metabolites. The major bioactive GAs, which 
include GA1, GA3, GA4 and GA7, are derived from a basic diterpenoid carboxylic acid 
skeleton, and commonly have a C3-hydroxyl group. Key components of the GA signaling 
pathway include the GA receptor GIBBERELLIN INSENSITIVE DWARF1 (GID1), the 
DELLA growth inhibitors and the F-box proteins SLEEPY1 (SLY1) and SNEEZY (SNZ) 
in Arabidopsis and GID2 in rice (Achard and Genschik, 2009). DELLAs repress seed 
germination, growth and almost all known GA-dependent processes, whereas GA 
relieves their repressive activity. GA signaling induces gene expression by targeting the 
DELLA proteins for degradation. In absence of GA, DELLAs accumulate and repress 
GA responses. When GA is present, the formation of the GA-GID1-DELLA complex 
stimulates the degradation of the DELLAs by F-box proteins and 26S proteasome 
(McGinnis et al., 2003; Sasaki et al., 2003). Mutations in the GA synthesis pathway can 
be rescued by external application of GA, mutations in the GA signaling pathway, 
however, cannot be restored.  
BRs are another family of plant hormones that promote plant growth (Clouse, 
1996; Fernandez et al., 2009). The biologically active plant steroid brassinolide (BL) was 
first discovered in the pollen of western rape in 1979 (Grove et al., 1979). Since its 
discovery, more than 70 BRs have been identified (Bajguz, 2007). BRs are essential for 
germination, root and stem elongation, vascular differentiation, male fertility, timing of 
senescence, leaf development, and resistance to biotic and abiotic stresses (Clouse and 
Sasse, 1998). Many of the genes that encode BR biosynthetic enzymes have been isolated 
using BR‐biosynthesis mutants of Arabidopsis, pea, tomato, morning glory, and rice. 
These mutants are BR‐deficient and revert to a wild‐type phenotype following treatment 
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with exogenous BRs. The common physical features of BR mutants are a short robust 
stature; short, round, dark‐green leaves; and reduced fertility or sterility (Asami et al., 
2005). BR is perceive by BRASSINOSTEROIDIN-SENSITIVE 1 (BRI1) on cell surface 
(Li and Chory, 1997). The phenotypes of the bri1 mutants are identical to those of the 
BR-deficient mutants, but they cannot be rescued by the addition of BRs. BRI1 activation 
ultimately leads to dephosphorylation and accumulation of a family of plant-specific 
transcription factors such as BRI1 ETHLYMETHANESULFONATE SUPPRESSOR1BES1 
(BES1) and BRASSINAZOLE RESISTANT1 (BZR1) (Belkhadir et al., 2006). Studies 
suggest the cross talk between GA and BR. BR regulates cell elongation by modulating 
GA metabolism in rice (Tong et al., 2014). Under physiological conditions, BR promotes 
GA accumulation by regulating the expression of GA metabolic genes to stimulate cell 
elongation. BR greatly induces the expression of D18/GA3ox-2, one of the GA 
biosynthetic genes, leading to increased GA1 levels, the bioactive GA in rice seedlings. 
When excessive active BR is applied, the hormone mostly induces GA inactivation 
through upregulation of the GA inactivation gene GA2ox-3 and also represses BR 
biosynthesis, resulting in decreased hormone levels and growth inhibition.  
Previous research identified four major genes controlling plant height in sorghum, 
Dw1-Dw4 (Quinby and Karper, 1954). These four dwarfing genes are not linked and they 
show additive effects on plant height. At each locus, tall type is complete dominant. Most 
commercial grain sorghum lines are “3-dwarf,” meaning that they carry three of the four 
dwarfing mutations. Out of the four dwarfing genes, only Dw3 has been molecularly 
characterized (Sb07g023730). It encodes for a P-glycoprotein, which is an auxin 
transporter (Multani et al., 2003). Sorghum dw3, a br2 ortholog, has an 882 bp insertion 
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in the fifth exon, which facilitates unequal crossing-over at the locus. This mutation is not 
stable and may spontaneously revert back to the tall type at a frequency of 0.1 to 0.5%, 
depending on the genetic background. Dw1 and Dw2, have been mapped to chromosome 
9 at approximately 57Mb (Brown et al., 2008) and chromosome 6 at approximately 42 
Mb (Klein et al., 2008), respectively. In a recent study, a possible location for the 
unknown Dw4 gene was found on chromosome 6 at approximately 6.6 Mb (Morris et al., 
2013). 
Heterosis 
The phenomenon that hybrid offspring is better than their inbred parents is 
referred to as hybrid vigor or heterosis (Shull, 1952). Hybrids have increased vigor, size, 
fruitfulness, speed of development, resistance to disease, insect pest, and environmental 
changes (Shull, 1952). Maize hybrids generally yield two to three times more than their 
inbred parents (Duvick, 1999). A large portion of the dramatic increase in agricultural 
output during the last half of the twentieth century has been attributed to the development 
and use of hybrid varieties in crops including maize, rice, wheat, sorghum, sunflower, 
cotton, and rapeseed (Basra, 2000). 
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Figure 4. Genetic models for heterosis. (A) The dominance model. Inbred parents 1 and 
2 carry deleterious homozygous alleles (b in parent 1; a in parent 2). In the F1 hybrid, at 
each locus, the superior allele A and B will complement the inferior alleles a and b. This 
complementation could cause the F1 hybrid to exhibit a superior phenotype than the 
better of its parents. (B) The overdominance model. The homozygous alleles at the a 
locus are different between the inbred parent 1 (AA) and 2 (aa). When brought together 
in the F1 hybrid, allele A and a can interact to cause a superior phenotype compared with 
both the parental AA and aa homozygous states. (C) The pseudo-overdominance model. 
The superior phenotype in the F1 hybrid can be attributed to a small chromosomal region, 
which contains two or more different loci (e.g., a and b) that are linked in repulsion 
phase. The presence of superior alleles A and B in the hybrid leads to a better phenotype 
due to complementation, giving the impression of overdominance (Birchler et al., 2006). 
The main hypotheses for heterosis includes dominance, overdominance, epistasis, 
epigenetic changes, protein metabolism changes (Birchler et al., 2010; Charlesworth and 
Willis, 2009; Schnable and Springer, 2013). The dominance hypothesis argues that the 
better performance of hybrids is caused by masking of recessive alleles (Figure 4). The 
overdominance hypothesis argues that the heterozygous genotype has inherent superiority 
over either of the two homozygous genotypes. However, the observed overdominance 
may be caused by two or more loci with opposite effects linked together, i.e., pseudo-
overdominance (Jones, 1917). The epistasis hypothesis attributes the observed heterosis 
to the interaction between loci.  
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Research in rice showed that different mechanisms are responsible for heterosis 
observed in different traits (Zhou et al., 2012). Overdominance or pseudo-overdominance 
is the most important contributor to heterosis of yield, number of grains per panicle, and 
grain weight. Dominance × dominance interaction is important for heterosis of tillers per 
plant and grain weight and has roles in yield and grain number. Single-locus dominance 
has relatively small contributions. For maize yield, prevalent overdominance was 
observed. However, since most of the detect QTL were near centromere, the 
overdominance may be cause by repulsion linkage of QTL with opposite effects (Lariepe 
et al., 2012). Results from tomato introgression lines support single locus with 
overdominance effect (Krieger et al., 2010; Semel et al., 2006). Heterozygosity for 
tomato loss-of-function alleles of SINGLE FLOWER TRUSS (SFT), which is the genetic 
originator of the flowering hormone florigen, increases yield by up to 60%. sft/+ 
heterosis might be based on having only one fully functional copy of SFT, causing a 
dosage-dependent suppression of growth termination imposed by SELF PRUNING (SP), 
an antagonist of SFT. In maize a yield QTL showing overdominance was later dissected 
to two linked QTL showing dominance behavior (Graham et al., 1997; Stuber et al., 
1992). 
Observation of heterosis from polyploidy that inbreeding depression, the converse 
of hybrid vigor, in matched diploid and tetraploid genotypes proceeds at very similar 
rates despite the fact that the progression to homozygous recessive mutations will occur 
much less rapidly in tetraploids, as four alleles rather than two must be identical 
(Birchler, 2015; Busbice and Wilsie, 1966; Levings et al., 1967). In maize, triploid 
hybrids with different numbers of parental genomes (AAB as opposed to ABB) 
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manifested different magnitude of heterosis. The differences observed between the 
triploid hybrids correlated strongly with differences observed between the inbreds. The 
findings support heterosis caused by dosage-sensitive factors that involves allelic 
diversity across the genome (Yao et al., 2013). 
Hybrids may exhibit unique epigenomic states that lead to heterosis. One model is 
that epigenetic regulation induces non-additive expression of one or more key regulator 
genes in the hybrids, which in turn mediates the expression of many other genes in the 
same regulatory networks associated with changes in developmental and physiological 
pathways, leading to heterosis in specific stages of growth and development. As a result, 
non-additive expression of many genes collectively in various biological pathways gives 
rise to an overall vigor of vegetative growth and yield (Chen, 2010). 
The protein metabolism theory suggests that inbred crops are less efficient at 
growth because of higher metabolism of specific unstable proteins and to a lesser extent 
the mRNAs encoding these proteins. The higher levels of protein metabolism in inbreds 
is result from the lack of allelic choice in the homozygous state. As protein metabolism is 
an energetically demanding process, less energy is available for growth in inbreds than in 
hybrids with two alleles. Similarly, progressive polyploids will have more alleles and 
display faster growth rates. The higher levels of unstable proteins in inbreds also reduces 
cell cycle progression, limiting growth (Goff, 2011).  
Hybrid sorghum was introduced in the 1960s (Doggett, 1988). Hybrid sorghums 
show less heterosis compared with maize probably because sorghum inbreds have less 
deleterious alleles (Duvick, 1999). Sweet sorghum hybrids produced greater stalk yield 
due to taller plants with greater stem diameter (Pfeiffer et al., 2010). High-parent 
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heterosis in biomass hybrids derived from different biomass pollinators and grain 
sorghum seed parents averaged 24.8%, and the hybrids yielded 32.4 Mg/ha compared to 
the 27.0 Mg/ha of the pollinators (Packer and Rooney, 2014).  
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CHAPTER 2: PLASTICITY OF SORGHUM FLOWERING TIME 
PROVIDES INSIGHTS INTO THE GENETIC CONTROL OF GENOTYPE BY 
ENVIRONMENT INTERACTION 
Abstract 
Genotype by environment interaction (G × E), the differential response of 
genotypes across environments, is a common phenomenon in plant breeding. It reduces 
heritability and genetic gain. A further understanding of the molecular control of G × E 
could help us make better selections for target environments. In this study, we 
investigated the genetic and environmental factors shaping flowering time plasticity in 
sorghum. The combined effect of day length and temperature is highly correlated with the 
mean flowering time of the population across different environments. The change of 
environmental conditions also determine the effects of flowering time QTL. The change 
in flowering time order is caused by changes in effects of flowering time QTL, including 
direction change and conditional neutrality. Joint regression analysis with genomic 
selection provide a framework to link environmental factors with genomic information to 
predict flowering time across environments. Epistasis between flowering time QTL 
provides evidence for the gene regulatory network of flowering time. RNA-Seq revealed 
the expression pattern of candidate genes involved in flowering time regulation, matching 
G × E observed in phenotype thus providing supports for their molecular function. These 
findings provide insights into the genetic control of G × E and a framework for selecting 
the ideal genotypes for different growth conditions. 
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Introduction 
Genotype by environment interaction (G × E), the differential response of 
genotypes across environments, is common for quantitative traits (Lynch and Walsh, 
1997). It is both a challenge and an opportunity for plant breeding. The selection 
accuracy would be lower when strong G × E exists in testing genotypes, thus leading to 
lower selection response and genetic gain. On the other hand, G × E allows us to target 
the breeding process to specific environments and develop cultivars that perform the best 
in an environmental condition (Bernardo, 2010; Romagosa and Fox, 1993). The changing 
climate entails a better understanding of G × E to increase our ability to predict plant 
traits from plant genomes in diverse environments. 
Environmental factors, including soil properties, water availability, sunlight, 
temperature, biotic and abiotic stresses, and agronomic management, can trigger different 
responses from plant genome to generate different phenotypes (Kang, 2002). Permanent 
characteristics of an environment, such as day length and soil type and other man-made 
conditions such as planting date and sowing density are predictable. Other factors such as 
rainfall and temperature are generally difficult to predict accurately thus need more 
attention in studying G × E (Allard and Bradshaw, 1964). Some cultivars response less to 
the environmental changes and show relatively stable performance while other cultivars 
are more sensitive to environmental changes and show markedly different performances 
in different environments.   
Statistical models have been proposed to quantify G × E and to classify cultivars 
based on their stability across environments. Joint regression analysis assess a cultivar’s 
stability by regressing the crop performance on the value of environmental index 
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(Eberhart and Russell, 1966; Finlay and Wilkinson, 1963; Yates and Cochran, 1938). The 
additive main effect and multiplicative interaction (AMMI) model applies singular value 
decomposition (SVD) on the G × E term and finds the sensitivity of a genotype to a 
hypothetical environmental factor, the result can be visualized with biplot (Gabriel, 1971; 
Gauch, 1988). The genotype and genotype by environment interaction (GGE) biplot 
approach employs SVD on the genotype plus genotype by environment interaction term 
and the biplot can show the best genotype in different environments (Gauch and Zobel, 
1997; Yan et al., 2000). Other methods to analysis G × E were also proposed (Delacy et 
al., 1996; Flores et al., 1998). 
The advancements in genomics provided insights into the molecular mechanisms 
underlying G × E. Studies show that G × E is often caused by changes in the magnitude 
of genetic effects in response to the environment, and associated with diverse genetic 
factors and molecular variants (Marais et al., 2013). Multi-environment QTL mapping 
studies showed that QTL effect changes in different environments (El-Soda et al., 2014; 
Jansen et al., 1995; Paterson et al., 2003; Xing et al., 2002). Photoperiod, temperature, 
radiation, water are shown to be the primary environmental factors inducing G × E (Boer 
et al., 2007; Mathews et al., 2008; Reynolds et al., 2002; van Eeuwijk et al., 2005). 
Recently, genomic selection have been applied in the context of G × E. The G × E 
is modeled as genetic correlation between environments. Environmental covariates can 
be incorporated to model the marker by environmental covariates interaction. Results in 
wheat showed that including G × E can increase prediction accuracy by 11 to 34% 
(Burgueno et al., 2012; Heslot et al., 2014; Jarquin et al., 2014).  
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Flowering time is closely related to the evolution and adaptation of plants to 
different environments (Andres and Coupland, 2012). It is controlled by both endogenous 
and environmental signals, making it an ideal to study G × E (Juenger et al., 2005; 
Stratton, 1998; Ungerer et al., 2003). In sorghum, six major flowering time genes, Ma1-
Ma6 have been found (Mullet et al., 2012; Quinby, 1974). Ma1 is SbPRR37, a repressor 
of flowering in long day environment (Murphy et al., 2011). In long day environments, 
expression of this gene peaks during morning and evening. In short day environments, 
however, the evening expression is reduced by darkness, leading to flowering. The first 
cloned flowering time gene in sorghum is Ma3, which encodes a Phytochrome B protein. 
The 123-kD phytochrome is not functional in ma3 mutants and causes early flowering in 
long day environments (Childs et al., 1997). Recently, the Ma6 gene is characterized as 
Ghd7, which is a gene similar to Ma1 (Murphy et al., 2014). Studying the effects of these 
flowering time QTL in diverse environments could provide a better picture of the QTL by 
environment interaction. 
The objectives of this study are to integrate genomic and environmental 
information to predict phenotypes in different environments and to investigate the genetic 
factors involved in G × E. We show the plasticity of sorghum flowering time across 
multiple years and locations, the genetic factors and mechanisms underlying G × E, 
predicting flowering time by incorporating environmental factors into the genomic 
prediction framework, and a RNA-Seq experiment to show environmental dependent 
gene expression. The results provides insights into the adaptation of plants to their local 
environment and could help us select ideal genotypes for target environments. 
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Material and methods 
Population 
The RIL population used in this study is one of the nested association mapping 
(NAM) populations (Yu et al., 2013). One of the parents, Tx430, is a grain sorghum 
inbred line commonly used as pollinator in hybrid sorghum production. The other parent, 
P898012, is a grain sorghum inbred line with good drought tolerance traits and is 
amenable to transformation. The initial cross was made in summer 2006 and 250 F2 
individuals were selected in summer 2007. The population was advanced to F9 generation 
by single seed descent (SSD). 
Experimental design 
The field experiments were carried out in 2011 to 2014 at four locations for a total 
of 7 environments (year and location combinations): Guayanilla Puerto Rico (2011 and 
2012), Santa Isabel Puerto Rico (Summer 2014), Manhattan Kansas (2011 and 2012), and 
Ames Iowa (2013 and 2014). The population was planted in a randomized complete 
block (RCB) design with two replications. 
Planting date in each of the 7 environments 
PR11 PR12 KS11 KS12 IA13 PR14S IA14 
12/4/2010 12/12/2011 6/8/2011 6/7/2012 6/3/2013 6/5/2014 6/10/2014 
Phenotypic measurement 
Flowering time was measured as the number of days between planting and when 
half of the plants in a plot were shedding pollen. Then the flowering time was converted 
to growing degree days (GDD) to account for the differences in temperature among the 
environments. For each genotype, the accumulative GDD is defined as 
𝐺𝐷𝐷 = ∑(
𝑇𝑚𝑎𝑥 + 𝑇𝑚𝑖𝑛
2
− 50) 
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where 𝑇𝑚𝑎𝑥 and 𝑇𝑚𝑖𝑛 are the daily maximum and minimum temperature. The daily 
maximum temperature is set back to 100 °F if the recorded temperature is higher than 
100 °F. And the daily minimum temperature is set to 50 °F if the recorded temperature is 
lower than 50 °F. The temperature and day length data at the grown locations were 
retrieved from NOAA National Centers for Environmental Information 
(http://www.ncdc.noaa.gov/) and The Astronomical Applications Department of the U.S. 
Naval Observatory (http://aa.usno.navy.mil/index.php). 
The flowering time of genotype i in replication k in environment j can be modeled 
as 
𝑃𝑖𝑗𝑘 = 𝑢 + 𝐺𝑖 + 𝐸𝑗 + 𝑅𝑒𝑝𝑘(𝑗) + (𝐺𝐸)𝑖𝑗 + 𝑒𝑖𝑗𝑘 
where u is the population mean; 𝐺𝑖 is the effect of genotype i; 𝐸𝑗 is the effect of 
environment j; 𝑅𝑒𝑝𝑘(𝑗) is the effect of replication k within environment j; (𝐺𝐸)𝑖𝑗 is the 
genotype × environment interaction effect of genotype i and environment j; and 𝑒𝑖𝑗𝑘 is 
the within environment error of the observation with genotype i, environment j, and 
replication k. 
The flowering time of genotype i in replication j in a single environment can be 
modeled as 
𝑃𝑖𝑗 = 𝑢 + 𝐺𝑖 + 𝑅𝑒𝑝𝑗 + 𝑒𝑖𝑗 
where u is the population mean; 𝐺𝑖 is the effect of genotype i; 𝑅𝑒𝑝𝑗 is the effect of 
replication j; and 𝑒𝑖𝑗 is the experimental error of the observation with genotype i in 
replication j. 
For single environment analysis, genotype was treated as random effect and 
replication was treated as fixed effect, and best linear unbiased prediction (BLUP) values 
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and variance components were obtained with PROC MIXED in SAS 9.3 software (SAS 
Institute, 2011). The entry mean based heritability in each environment was calculated by 
ℎ2 =
𝜎𝐺
2
𝜎𝐺
2 +
𝜎𝑒2
𝑟
 
where 𝑟 is the number of replicates in each environment, 𝜎𝐺
2 is the genotypic variance, 
and 𝜎𝑒
2 is the residual variance. 
Clustering analysis 
Clustering of the environments was carried out using two approaches in R (R 
Development Core Team, 2014). First, the seven environments were clustered based on 
the daily temperature (in GDD unit) from day 1 after planting to day 120 after planting. 
Second, the seven environments were clustered based on the flowering time (in GDD 
unit) of the 250 RILs in each environments. Hierarchical clustering with Euclidean 
distance and Ward method was used for the clustering analysis. The 250 RILs were 
clustered using both hierarchical clustering as for the clustering of environments and 
Principal Component Analysis (PCA) with the flowering time data collected in the seven 
environments. 
DNA extraction, genotyping, and marker screening 
Genomic DNA was extracted from each of the 250 RILs using standard CTAB 
method (Doyle, 1987). The concentrations of the DNA samples were quantified using 
Quant-iT™ PicoGreen® dsDNA Assay Kit (Invitrogen, Carlsbad, CA). The GBS was 
conducted using standard protocol (Elshire et al., 2011). The genotyping process 
generated 10,380 SNPs that are segregating within the RIL population. After removing 
60 
 
1,420 SNPs with genotyping errors or misalignments, a set of 8,960 SNPs were used for 
genetic mapping. Sorghum genome v1.4 was used for SNP calling and analysis. 
Linkage map construction 
By setting missing data threshold of 10%, a subset of 1,756 SNPs were used to 
build genetic map using the program MSTMap (Wu et al., 2008). The markers were first 
assigned to each chromosome based on their physical location. And the genetic map was 
built for each chromosome separately. 
Single marker scan and linkage mapping 
In order to fully take advantage of the high density markers, single marker scan 
was first conducted using 8,960 SNPs. The analysis was done by t-test in R (R 
Development Core Team, 2014). Composite interval mapping (CIM) using 1,756 SNPs 
was done by Windows QTL Cartographer 2.5 (Wang et al., 2012). The following model 
was used to test maker by marker interaction: 
𝑃𝑖𝑗𝑘 = 𝜇 + 𝑆𝑁𝑃1𝑖 + 𝑆𝑁𝑃2𝑗 + (𝑆𝑁𝑃1𝑆𝑁𝑃2)𝑖𝑗 + 𝜀𝑖𝑗𝑘 
where 𝑃𝑖𝑗𝑘 is the flowering of individual 𝑘 with genotype 𝑖 at SNP1 and genotype 𝑗 at 
SNP2. 𝑖 and 𝑗 are indicators of the two allele with 1 being the allele from Tx430 and 0 
being the allele from P898012. 𝜇 is the grand mean. SNP1 and SNP2 are the effects at the 
two SNP markers. 𝑆𝑁𝑃1𝑆𝑁𝑃2 is the interaction between the two SNP markers. 𝜀𝑖𝑗𝑘 is the 
residual. 
Genomic prediction 
Two prediction models were used. The first is predicting flowering time within 
each of the seven environments. In this part, G × E is removed and the prediction 
accuracies provide a baseline for other models. In order to assess the influence of train 
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population size and marker density on prediction accuracy, two-fold to ten-fold cross 
validation with 1,462 SNPs were compared. And the prediction accuracies with 10% to 
90% of the 1,462 SNPs and ten-fold cross validation were compared. Missing markers 
were imputed using Beagle 4.0 (Browning and Browning, 2007). The prediction 
accuracies of using one environment to build the prediction model and then using the 
model to predict flowering time in another environment were also compared (using PR to 
predict KS and IA; using KS to predict PR and IA; using IA to predict PR and KS). The 
second prediction model is predicting flowering by predicting the regression slope by 
regressing flowering time of each genotype in the environments on the mean flowering 
time of the environments. In this framework, the flowering time in each environment is 
predicted as follows: flowering time of 90% of genotypes in six environments (excluding 
the environment being predicted) were used to predict the regression slope and intercept 
of the remaining 10% genotypes. Then the predicted regression slope and intercept 
together with the day length and temperature information from day 25 to 45 after planting 
were used to predict the flowering time in that environment. Prediction accuracy using 
ridge regression BLUP (Meuwissen et al., 2001; Whittaker et al., 2000), BLUP with 
Gaussian kernel and exponential kernel (de los Campos et al., 2010; Gianola and van 
Kaam, 2008; Piepho, 2009), BayesA, BayesB (Meuwissen et al., 2001), BayesC, 
BayesCπ (Habier et al., 2011), Bayes ridge regression (Perez et al., 2010), and Bayes 
LASSO (de los Campos et al., 2009; Park and Casella, 2008) were compared. 
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RNA extraction, library preparation, and RNA sequencing 
Leaf tissue from the selected RILs and the parents were collected at four time 
points during the summer 2013 season and three time points during the winter 2013 
season. 
Two biological replications of leaf tissue were collected at each time point. Total 
RNA was extracted using the RNeasy Plant Mini Kit (QIAGEN, Valencia, CA). The 
RNA quality was checked using Agilent 2100 Bioanalyzer (Agilent Technologies, Palo 
Alto, CA). The concentration was diluted to 10 ~ 400 ng/ul before library preparation. 
The sequencing library was prepared using the TruSeq RNA Sample Preparation Kit 
(Illumina, San Diego, CA). All 84 samples were sequenced as 100 bp paired end (PE) on 
a single flow cell on an Illumina HiSeq 2500 system. Each lane had 12 indexed samples. 
RNA-Seq analysis 
Mapping RNA-Seq reads and expression quantification were conducted with 
standard protocol. The sequencing quality was checked with the software FastQC. 
Illumina sequencing adaptors and low quality reads were removed using the software 
Trimmomatic (Bolger et al., 2014). The remaining reads (both paired and single end) 
were mapped to the sorghum transcriptome v2.1, sorghum genome v2.1 (Paterson et al., 
2009), and splice junctions using the splice junction mapper TopHat (Trapnell et al., 
2012). Counting the reads of each gene was done by HTSeq-count (Anders et al., 2014). 
Normalization was carried out using the TMM method in edgeR (Robinson and Oshlack, 
2010). Two different approaches were used for differential gene expression analysis. The 
first is bottom up approach: treating seven time points separately to test the effect of 
genotypes on gene expression; treating two consecutive time points to test the effect of 
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both genotype and time effects; treating the corresponding time point from Iowa and 
Puerto Rico as a pair to test the effect of genotype and genotype × environment 
interaction effects. The second is top down approach: building a whole model including 
the effects of location, time point, genotype, genotype × location, and genotype × time 
point (location). 
log(𝑅𝑒𝑎𝑑𝐶𝑜𝑢𝑛𝑡𝑖𝑗𝑘) =  
𝐿𝑜𝑐𝑖 + 𝑇𝑖𝑚𝑒𝑗(𝐿𝑜𝑐𝑖) + 𝐺𝑒𝑛𝑜𝑡𝑦𝑝𝑒𝑘 + 𝐺𝑒𝑛𝑜𝑡𝑦𝑝𝑒𝑘 ∗ 𝑇𝑖𝑚𝑒𝑗(𝐿𝑜𝑐𝑖) + 𝐺𝑒𝑛𝑜𝑡𝑦𝑝𝑒𝑘 ∗ 𝐿𝑜𝑐𝑖  
where 
𝑅𝑒𝑎𝑑𝐶𝑜𝑢𝑛𝑡𝑖𝑗𝑘 ~ 𝑁𝐵(𝑢𝑖𝑗𝑘 , 𝛼)  
i = IA, PR; j = 1, 2, 3, 4; k = Tx430, P898012, RIL1, RIL2, RIL3, RIL4; 𝛼 is the overdispersion 
parameter. 
 
The GLIMMIX Procedure in SAS was used to test the significance of the factors 
on the expression of each gene with the overdispersion parameters estimated by the 
edgeR package in R. The p-values were converted to False Discovery Rate (FDR) to 
correct for multiple testing. Different thresholds were used for different tests to select the 
number of significant genes. Gene co-expression analysis was conducted with the 
WGCNA package in R (Langfelder and Horvath, 2008). The VisANT software was used 
for gene network visualization (Hu et al., 2008). To cluster the 84 samples, the 
normalized read count was increased by one and log transformation was applied to the 
data. Hierarchical clustering with Ward’s minimum variance method was used to classify 
the samples in R. Sorghum v2.1 gene annotation data were downloaded from Phytozome 
v10 (Paterson et al., 2009). 
Results 
Flowering time pattern across environments 
Flowering time showed high plasticity across the seven environments (Figure 1). 
The two winter seasons at Puerto Rico (PR11 and PR12) and the two summer seasons at 
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Iowa (IA13 and IA14) have narrow flowering time windows (the difference between the 
flowering time of the earlies genotype and that of the latest genotype) of less than 500 
GDD with an average of 470 GDD. The other three seasons, two summer seasons at 
Kansas (KS11 and KS12) and one summer season at Puerto Rico (PR14S), have large 
flowering time windows on average of 1,741 GDD (Figure S1). The 250 RILs showed 
different order of flowering time. For example, Tx430 was later than P898012 in PR11, 
PR12, and IA14 but earlier than P898012 in the remaining four environments. Similar 
pattern was observed based on the flowering time measured in days after planting (Figure 
S2). Heritability estimates for flowering time ranged from 0.77 (PR12) to 0.97 (PR14S 
and KS12) (Table S1). The relatively low heritability in PR11 and PR12 is mainly caused 
by the smaller genotypic variation in these two environments. 
For sorghum, the critical day length for flowering is around 12h. If the grown 
season is in summer, the day length should be classified as long day, which applies to all 
seasons except PR11 and PR12—the two winter seasons (Figure S3 A). The temperature 
profile of the seven environments showed that the two summer seasons at Kansas and one 
summer season at Puerto Rico were the hottest seasons, followed by the two winter 
seasons at Puerto Rico. The two seasons at Iowa had the lowest temperature, especially 
for IA14, which has below average temperature in July over the past 50 years (Figure S3 
B and Figure S4). 
The seven environments can be grouped based on their temperature profile or the 
flowering time data collected in each environment (Figure S5). However, the two 
clustering methods produced different results. Based on temperature profile, IA13 and 
IA14 are in one group and the other five environments (KS11, KS12, PR14S, PR11, and 
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PR12) are in another large group (Figure S5 A). This is because the two seasons at Iowa 
had the lowest temperature among the seven environments. Clustering based on the 
flowering time data of the 250 RILs grouped KS11 and KS12 together and the other five 
environments in another group, which can be further separated into two smaller groups: 
PR11, PR12, and IA14 as one group and IA13 and PR14S as one group (Figure S5 B). 
The difference of the two clustering methods suggests that temperature cannot by itself 
determine the observed flowering time pattern and it is more meaningful to cluster the 
environments based on flowering time data which reflect the responses of plant to 
environmental signals. 
Similarly, the 250 RILs can be grouped based on their flowering time responses 
(Figure S6). Both hierarchical clustering and principal component analysis identified two 
major groups. The first group includes 75 genotypes (30%) and the second group 
includes 175 genotypes (70%). The first group showed large changes in their flowering 
time across environments and flowered late in temperature environments (Kansas and 
Iowa) while the second group generally show stable flowering time across environments. 
Genetic mapping of flowering time QTL 
Genetic mapping in the seven environments revealed different genetic control of 
flowering time in each environment (Figure 2, Figure S7, and Table S2). The number of 
QTL detected ranges from two in PR14S to six in IA13. Single marker scan and 
composite interval mapping produced similar results. The effect size and direction is 
environment dependent. The Tx430 allele of detected QTL increases flowering time in 
winter grown environments at Puerto Rico (PR11 and PR12) but decreases flowering 
time in Kansas, Iowa, and the summer grown environment at Puerto Rico (KS11, KS12, 
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IA13, and PR14S). The exceptions are the IA14 environment, in which all the Tx430 
alleles increase flowering time. Other exceptions are in the IA13 environment, the QTL 
located at ~4 cM (~0.7 Mb) on chromosome 6 and the QTL located at ~111 cM (~53 Mb) 
on chromosome 8 increase flowering time while other QTL detected in this environment 
decrease flowering time. The QTL located at ~41 cM (~42 Mb) on chromosome 6 was 
detected in six of the seven environments (except IA14). It has large effect on flowering 
time explaining 12% to 53% of the phenotypic variation. This QTL was mapped to the 
cloned Ma1 gene (Sobic.006G057900, Figure S8), a pseudo-response regulator protein 
repressing flowering time in long day environments (Murphy et al., 2011). The Tx430 
allele has a single Adenine insertion in the third exon leading to a premature stop codon 
and nonfunctional protein. The QTL located at ~23 cM (~3 Mb) on chromosome 10 was 
detected in five of the seven environments. The candidate gene for this QTL is Flowering 
Locus T (Sobic.010G045100, Figure S9). The Tx430 allele has multiple Adenine 
insertion in the third intron. The QTL located at ~4 cM (~0.7 Mb) on chromosome 6 was 
mapped to the same location as the cloned Ma6 gene (Sobic.006G004400), a floral 
repressor regulated by the circadian clock and light signaling (Murphy et al., 2014). The 
QTL located at ~175 cM (~58 Mb) on chromosome 1 is near the cloned Ma3 gene 
(Sobic.001G394400), which encodes for Phytochrome B and suppresses flowering in 
long day environments (Childs et al., 1997). The P898012 allele of this QTL is the 
second largest effect QTL in KS11 and delays flowering time in this long day 
environment (Table S2). 
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Epistasis of flowering time QTL 
The gene network involved in the regulation of flowering time leads us to test the 
interaction between QTL. The most significant interaction is between the QTL located at 
~41 cM on chromosome 6 and the QTL located at ~23 cM on chromosome 10 (Figure 3, 
Figure S10). This QTL × QTL interaction was consistently detected in all seven 
environments, even though the power to detect this interaction is low at Puerto Rico 
because of relatively low heritability. In long day environments, when the chromosome 6 
QTL is Tx430 allele (nonfunctional Ma1), the Tx430 allele of the chromosome 10 QTL 
leads to early flowering. However, when the chromosome 6 QTL is P898012 allele 
(functional Ma1), the Tx430 allele of the chromosome 10 QTL leads to late flowering. In 
short day environments (PR11 and PR12), the interaction pattern reversed: when the 
chromosome 6 QTL is Tx430 allele, the Tx430 allele of the chromosome 10 QTL leads 
to late flowering. When the chromosome 6 QTL is P898012 allele, the Tx430 allele of 
the chromosome 10 QTL leads to early flowering (Figure S11). From previous research 
(Quinby, 1967), the Ma1 gene and the Ma2 gene show interaction as observed in the 
current study, so the chromosome 10 QTL is likely to be the Ma2 gene. Including the 
interaction between the two QTL only increases the modeling fitting by 1 to 10% with 
the largest increase in PR14S. Interestingly, even though none of the two QTL were 
detected in IA14, the interaction between these two QTL is still significant (Figure S10). 
Prediction of flowering time across environments 
It is critical to find patterns in the flowering time plasticity observed in the study 
to predict flowering time of other genotypes in untested environments. The prediction 
accuracy within an environment is high, but the prediction accuracy can be very low or 
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negative if the prediction model built in one environment is used to predict flowering 
time in another environment, depending on the similarity between environments (Figure 
S12 and S13). As expected, increasing training population size leads to better prediction 
accuracy, so 10 fold cross validation was used for other prediction schemes discussed 
below. Results showed that 30% of the 1,462 markers is enough to obtain prediction 
accuracies as high as using all markers (Figure S14). This is related to the genetic 
material used in this study. Three to four hundred markers are enough to capture the 
recombination events in this RIL population. The change of predicted flowering time is 
caused by the changes in the estimated marker effects in different environments, 
especially changes in effect direction of large effect QTL, such as Ma1 on chromosome 6 
and the QTL on chromosome 10. Some QTL, for example the chromosome 8 QTL, have 
effect in one environment but no effect in other environments. This conditional neutrality 
could also result in changes in predicted flowering time in different environments (Figure 
S15).  
Day length and temperature are the two most important environmental factors 
influencing flowering time. By exhaustive searching and regressing the mean flowering 
time of the seven environments on day length and temperature from different stages of 
each growing season, the mean flowering time in each environment is highly correlated 
with the product of mean day length and mean temperature from 25 to 45 days after 
planting (Figure 4), agreeing with previous findings (Craufurd et al., 1999; Hammer et 
al., 1989). Genotypes in this RIL population have differential responses to changes in 
environmental mean flowering time (Figure S16). Out of the 250 RILs, 92 (36.8%) have 
a regression slope larger than one, suggesting those genotypes are more sensitive to 
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environmental changes in their flowering time. The other 158 RILs have a regression 
slope less than one, suggesting those genotypes have relatively stable flowering time 
across environments. So the regression slope is an indicator of a genotype’s stability. In 
this framework, the flowering time of a genotype can be predicted with the knowledge of 
a genotype’s regression intercept and slope, together with environmental means, which 
can be determined from day length and temperature information of a specific 
environment. Genetic mapping showed three major QTL on chromosome 6, 9, and 10 for 
the intercept and slope, two genotype specific parameters (Figure S17). These three QTL 
are the same QTL involved in flowering time regulation (Figure S7). The chromosome 6 
QTL (Ma1) has the largest effects on both intercept and slope and the other two QTL 
have smaller effects. Interestingly, the chromosome 6 QTL and chromosome 10 QTL 
show epistasis for both intercept and slope (Figure S18), as for flowering time. 
The genome-wide QTL and marker effects change with the changes in 
environmental conditions (Figure 5, Figure S19). The effects of both Ma1 and the 
chromosome 10 QTL decreases with the increase of the product of mean day length and 
mean temperature from 25 to 45 days after planting. For these two QTL, the Tx430 allele 
delay flowering in PR11 and PR12 but promote flowering in the other four environments, 
IA13, PR14S, KS11, and KS12, with large effects in KS11 and KS12. Interestingly, these 
two QTL were not detected in IA14 because these two QTL have effect around zero 
according to this trend. By regressing the genome-wide marker effects on the 
environmental means, 115 of the 8,960 SNPs have regression slopes significantly higher 
than the Bonferroni threshold. Except two markers on chromosome 3 have positive 
regression slopes, all other 113 SNPs have negative regression slopes, meaning their 
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effects changes from positive to negative with the increase of environmental mean 
(Figure S19 A). The marker effects obtained from genomic prediction in each of the 
seven environments showed similar trend (Figure S19 B). Out of the 1,462 SNPs, 10 
have regression slopes significantly higher than the Bonferroni threshold. Except three 
SNPs on chromosome 3, 4, and 10 have positive regression slopes, the other seven have 
positive regression slopes. These SNPs with significant regression slopes, either from 
single marker scan or genomic prediction, are located near flowering time QTL on 
chromosome 1, 6, and 10, with the SNPs with highest regression slopes near the Ma1 
region (Figure S20). 
Genomic prediction using genome-wide markers, environmental information (day 
length and temperature from day 25 to 45 after planting), and ridge regression BLUP 
showed that the prediction accuracies range from 0.52 (PR11) to 0.75 (KS12) (Figure 6, 
Figure S21). The environments with high heritability tends to have higher prediction 
accuracy. Comparison of different prediction methods showed that the prediction 
accuracies are between 0.50 and 0.81 (Figure S22, Table S3). BayesB, BayesC, and 
BayesCπ have lower prediction accuracy in PR11, PR12, and IA14 possibly because 
these three methods set the prior on the probability of SNP effect being zero and 
improper prior may influence the results.   
Gene expression under G × E 
The RNA-Seq experiment gives a genome-wide view of how genes response to 
environmental changes. The experimental design allows us to investigate the effect of 
location, genotype, time points during the growing seasons, genotype by location 
interaction, and genotype by time point interaction (Figure S23). Phenotypically, the six 
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genotypes selected show large differences in their flowering time and reversed flowering 
time order between Iowa and Puerto Rico (Figure S24). Tx430, Entry 8, and Entry 200 
flowered early at Iowa than the other three genotypes P898012, Entry 28, and Entry 218. 
At Puerto Rico, the flowering time order reversed. This rank change in flowering time 
enabled us to test genes whose expression patterns match the phenotype changes.  
The original reads per sample ranges from 6.8 to 20.7 million with 94% samples 
having 9 to 16 million reads. After mapping the reads to the sorghum transcriptome 
following the standard analysis protocol (Figure S25), the number of mapped reads 
ranges from 4.3 to 15.6 million with 82% samples having 7 to 14 million mapped reads. 
The mapping rate (number of mapped reads divided by the number of original reads) 
ranges from 27.6% to 89.3% with an average of 75%. And 88% samples have a mapping 
rate higher than 60% (Figure S26 A). Correlation coefficient between the two replicates 
is 0.96, suggesting the observed global expression pattern is repeatable (Figure S26 B). 
Cluster analysis of the 84 samples revealed two major groups, the first three time points 
at Iowa as one group and the three time points at Puerto Rico together with the last time 
point at Iowa as the second group (Figure S27). Within each group, the two replicates of 
the same genotype are usually grouped together with a few exceptions. Clustering 
analysis of the 6 genotypes showed that the four late genotypes at Iowa (P898012, 
Entry8, Entry 28, and Entry 218) are grouped together followed by the two earlier 
genotypes (Tx430 and Entry 200) (Figure S28 A). Multi-dimensional scaling positioned 
P898012, Tx430, and Entry 200 at three points with the other three genotypes scattered 
between them (Figure S28 B). These results agree with the classification based on their 
flowering time. 
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Gene co-expression analysis could reveal genes that are in the same pathway 
regulating a physiological process. The top ten genes that are highly correlated with the 
expression of Ma1 gene on chromosome 6 and FT gene on chromosome 10 have 
functions of protein and DNA binding, protein transportation, protein and sugar 
synthesis, and other metabolism functions (Figure 7). These genes may be involved in the 
regulation of flowering time by controlling the synthesis and metabolism of Ma1 and FT.  
Interestingly, one peptide transporter gene (Sobic.001G111100) showed co-expression 
with the FT gene, which encodes for florigen, a protein that needs to be transported from 
leaves to shoot apical meristem. This finding implies that this peptide transporter may be 
involved in florigen transportation. Because FT is a downstream target of Ma1, a 
repressor of flowering time, the expression of FT increased as the expression level of 
Ma1 decreased (Figure S29). 
Because genes with low expression levels tend to have large coefficient of 
variation, a measurement of overdispersion for the data following negative binomial 
distribution is needed before assessing the expression changes (Figure S30). The number 
of significant genes identified with the four testing schemes ranges from 0 to 605 (Figure 
S31, Table S4). The genes identified by considering the corresponding time points 
between Iowa and Puerto Rico is most meaningful in this study because significant 
genotype by environment interaction in gene expression match well with the reversed 
order of flowering time, providing evidence those genes are involved in flowering time 
regulation. Using the data from the second time point at Iowa and the first time point at 
Puerto Rico identified 13 genes showing significant genotype and genotype by 
environment interaction effects at an FDR threshold of 0.05 (Table S5). Gene annotation 
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showed that three of the 13 genes are FT-like genes and one is cytochrome gene. The FT 
gene on chromosome 10 is located under the QTL for flowering time, making this gene a 
strong candidate for the chromosome 10 QTL. The expression of this gene is correlated 
with the initiation of flowering. The early flowering genotypes showed early expression 
of this gene at Iowa. Those early genotypes became late at Puerto Rico and had low 
expression of this gene (Figure 8). The cytochrome gene and a sigma factor regulation 
gene are located under the chromosome 1 and chromosome 9 QTL for flowering time, 
respectively, suggesting these two genes may be the candidate genes for these two QTL. 
Even though other genes are not within the QTL region for flowering time, they may be 
also involved in flowering time regulation by acting downstream of other genes. The 
genes identified in one test may also be significant in other tests (Table S6). 
Discussion  
Genotype by environment interaction poses a great challenges for plant breeding 
(Cooper and Delacy, 1994). There have been great advances in the statistically methods 
used to model G × E but our understanding of the biological basis of G × E has not been 
improved commeasurably. Identifying the causal factors, both genetic and environmental, 
is critical for increasing our ability to predict crop performance in target environment and 
helping us allocate resources in plant breeding. The fact that crop performance is strongly 
influenced by weather conditions (and is therefore difficult to predict) is an important 
food security issue, especially in light of predicted climate change. Furthermore, 
vulnerability of cultivars to environmental variation can also be viewed as a barrier to 
improving yield potential. This is apparent when considering the fact that any breeding 
program, no matter how localized, must create lines which are adapted to a range of 
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environments, from yearly weather fluctuations to varying farmers practices (Reynolds et 
al., 2002). 
Flowering time is a classic trait controlled by both endogenous and environmental 
signals. The phenotypic plasticity is shaped by the adaptation of plants to their local 
environments. In sorghum, G × E in development can be caused by differing responses to 
temperature and photoperiod (Hammer et al., 1989). Puerto Rico is a tropical island with 
day length ranges from below 12 to higher than 14 hours and an average temperature of 
82.4 °F (28 °C) throughout the year. The conditions during winter seasons at Puerto Rico 
are similar to the climate at sorghum origin in northeastern Africa. The day length is less 
than 12 hours, an inductive condition for sorghum to flower. The summer seasons at 
Kansas are long day with high temperature around 90 °F (32.2 °C). The day length is 
longer than 14 hours which can suppress flowering. The day length at Iowa is the longest 
among the three geographical locations. However, the temperature from June to August is 
around 70 °F (21.1 °C). The combination of long day length and low temperature created 
a unique environment for sorghum. Even though the day length is not inductive for 
flowering, the low temperature may stimulate other pathways that can override the 
signals from the photoperiod pathway and induce flowering. Interestingly, all the 250 
RILs flowered before frost. So the sorghums show early flowering to adapt to the 
environment at Iowa to survive.  
The Ma1 gene is a major regulator of flowering time in this study. The effect 
direction changes in this gene and other QTL across environments generated the rank 
changes in flowering time (Figure S19 and Figure S20). None of the QTL were detected 
in all seven environments, suggesting conditional neutrality is also important for the 
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observed dynamics in flowering time. Similar to the mean flowering time of this RIL 
population, the QTL and marker effects also follow a linear relationship with the product 
of day length and temperature of the environments (Figure 5, Figure S19). The product of 
day length and temperature is called photothermal time and used in other studies to 
predict the timing of developmental stages (Angus et al., 1981; Brachi et al., 2010; 
Hammer et al., 1982; Kirby, 1995; Masle et al., 1989; Robertson, 1968). The difference 
between mean flowering time and QTL effect is that the mean flowering times are all 
positive but QTL effect can changes from positive to negative. This relationship between 
QTL effect and environmental factors can predict QTL effect across environment and 
whether one QTL can be detected in a specific environment. Indeed, Ma1 and the QTL 
on chromosome 10 were not detected in IA14 because the predicted QTL effects are 
around zero. Interestingly, the function of Ma1 gene on flowering time may be influenced 
by temperature since Ma1 was detected in IA13 and the main difference between IA13 
and IA14 is the temperature. So further studies are needed to investigate the relationship 
between Ma1 and temperature.  
Epistasis between flowering time QTL have been observed in previous studies 
(Brachi et al., 2010; Buckler et al., 2009; Caicedo et al., 2004; Durand et al., 2012; 
Juenger et al., 2005). In sorghum, The Ma1 gene activates expression of the floral 
inhibitor CONSTANS (CO) and represses expression of the floral activators EARLY 
HEADING DATE 1 (EHD1), FLOWERING LOCUS T (FT), Zea mays 
CENTRORADIALIS 8 (ZCN8), and floral induction (Murphy et al., 2011). The Ma6 gene 
has a function similar to Ma1 (Murphy et al., 2014). The functional Ma3 gene activates 
flowering repressor Ma1 and Ma6, but represses SbEHD1, SbCN8, and SbCN12, which 
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are flowering activators (Yang et al., 2014). These results provide evidence of a gene 
regulatory network for flowering time regulation in sorghum. In this study, the Ma1 gene 
and the chromosome 10 QTL, which is likely to be the FT gene, show QTL by QTL 
interaction. Tx430, which has a nonfunctional Ma1 allele, may have a functional FT 
gene. So FT gene expression cannot be suppressed by Ma1, thus leading to early 
flowering. P898012, which has a functional Ma1 allele, may have a nonfunctional FT 
gene. In this case, the Ma1 gene may still be able to suppress the expression of FT, but 
the most complete suppression of FT expression happens when a genotype has both a 
functional Ma1 gene and a functional FT gene. This scenario can explain the observed 
interaction pattern (Figure S11). However, further biochemical experiments are needed to 
validate this hypothesis. In rice, Hd1 (ortholog of CO in Arabidopsis), Hd2 
(Ghd7.1/OsPRR37, ortholog of TOC1 in Arabidopsis), and Hd3 (ortholog of FT in 
Arabidopsis) show pairwise interaction (Lin et al., 2000). The effect of the functional 
allele at the Hd3 locus, with increasing days to flowering in long day environments was 
observed in genotype classes homozygous for the functional allele and heterozygous at 
the Hd2 locus but not in the class homozygous for the nonfunctional allele at the Hd2 
locus. This pattern is similar to the interaction between Ma1 and the QTL on 
chromosome 10 in this study, even though the functional allele of FT promotes flowering 
time if Ma1 is nonfunctional. 
Genomic selection provides better estimated breeding values based on the 
simultaneous use of whole-genome markers (Meuwissen et al., 2001). A number of 
empirical and theoretical studies suggest that it could increase genetic gain per unit of 
time compared with phenotypic selection (Bernardo and Yu, 2007; Heffner et al., 2009; 
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Lorenz et al., 2011). Genomic predictions have so far focused on the computation of 
breeding values that are single point estimates of genotype performance presumed to be 
useful across all environments. 
Modeling genetic correlations between environments could increase prediction 
accuracy (Burgueno et al., 2012). The joint regression method (Eberhart and Russell, 
1966; Finlay and Wilkinson, 1963; Yates and Cochran, 1938) reduced G × E from a 
multidimensional problem to a one dimensional one by converting the performance of a 
genotype across environments into two parameter: regression intercept and slope. The 
mean used in regression is environmentally controlled by day length and temperature. 
This is a simplification of more detailed crop models for sorghum development (Hammer 
et al., 1989), but it can predict mean flowering time at high accuracy (Figure 4), as 
observed in other studies (Durand et al., 2012). In this framework, the flowering time of 
untested genotypes in untested environments can be predicted by knowing the day length 
and temperature during early stages of development, and genome-wide marker 
information. The application of this method needs the mean of the trait to be different 
across environments. If the environmental means are the same, other models based on the 
singular value decomposition of the G × E term such as the AMMI model (Gabriel, 1971; 
Gauch, 1988) can be used to derive a genetic score and an environmental score. 
Subsequently, the genetic score can be predicted with genome-wide markers and the 
environmental score can be predicted with environmental factors. In this study, day 
length and temperature, the two most important environmental signals controlling 
flowering time, are used to predict mean flowering time in different environments. 
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Including more environmental factors, such as precipitation, radiation, nitrogen 
application may be useful for other agronomical traits such as yield. 
Crop models explicitly includes environmental information to predict crop 
performance in different environments. The core components of a crop model is the 
parameters to describe multiple development processes. Those parameters are intrinsic 
characteristics of a cultivar and are genetically controlled (Hammer et al., 2005; Yin et 
al., 2004). If those parameters can be predicted accurately from genomic information, 
then crop models can link genomic information with environmental factor to predict crop 
performance in diverse environments. This can expand the use of crop models to cultivars 
without specific models. 
RNA-Seq has been proven to be a powerful tool to find genes associated with 
phenotype (Dugas et al., 2011; Li et al., 2010). The six genotypes were selected based on 
their flowering time from early to the latest. To our knowledge, this design is the first 
RNA-Seq conducted across locations and across time points. The experiment is designed 
to balance budget, sequencing depth, sampling of genotypes and time points, and 
biological replications. One change that can be made to the design is to increase 
biological replications to three by reducing the sequencing depth, as suggested by some 
studies (Liu et al., 2014). However, reducing sequencing depth may causes some low 
expressed gene undetected, so the trade-off needs further investigation. The experimental 
design allowed us to find genes that show differential gene expression among genotypes, 
among time points during the growing season, and genotype by environment interaction. 
The most relevant testing scheme is the paired time point testing because it can reveal the 
genotype by environment interaction effect on gene expression, a sign of correlation with 
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flowering time. Three out of the 13 genes showing significant G × E in expressions levels 
are FT-like genes, suggesting this experimental design and testing scheme can discover 
genes involved in flowering time regulation. The molecular function of other significant 
genes still need further investigation. The gene networks showed genes that are co-
expressed with Ma1 and the candidate gene for the chromosome 10 QTL, FT. Those 
genes may participate in the expression of the two important genes in this study.  It 
should be noted that the significant genes may not fall into a QTL region because there 
may not be polymorphisms in those genes. Those gene may be in the downstream of the 
genes under QTL region, which can influence their expression.  
Figures 
 
Figure 1. Flowering time distribution of 250 RILs across 7 environments. The red line is 
the flowering time of Tx430 and the blue line is the flowering time of P898012. 
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Figure 2. Interval mapping results of flowering time across 7 environments. Each colored 
square indicate the QTL positons and effect of that QTL. The two blue arrows indicate 
the positions of the two QTL detected in most environments. The color bar represent the 
QTL effect with Tx430 allele as reference. Red color means increasing flowering time 
and blue color means reducing flowering time. 
 
Figure 3. Two dimensional scan for QTL and QTL interaction. The lower triangle 
represent the significant of including two QTL main effect and interaction effect. The two 
yellow green lines are the two QTL on chromosome 6 (Ma1) and chromosome 10. The 
upper triangle is the significant of the interaction effect only. The left and right side of the 
color bar represent the significant level of the interaction term and the whole model, 
respectively. 
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Figure 4. The relationship between environmental factors (day length and temperature) 
and mean flowering time in each environment.
 
Figure 5. Relationship between QTL effect and environmental factors (day length and 
temperature). Effects of the QTL change from positive to negative with the increasing of 
day length and temperature. (A) Chromosome 6 QTL (Ma1). (B) Chromosome 10 QTL. 
The QTL effects are from interval mapping of flowering time in each environment. The 
two QTL were not detected in IA14 so the two QTL were not shown.  
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Figure 6. Prediction accuracy for PR12, KS12, and IA13. 
 
 
Figure 7. Gene co-expression networks. (A) The top ten genes highly correlated with 
Ma1 gene on chromosome 6. (B) The top ten genes highly correlated with FT gene on 
chromosome 10. 
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Figure 8. Expression pattern of FT gene on chromosome 10. 
Supplementary information 
 
Figure S1. Histograms of flowering time in the seven environments in growing degree 
days (GDD) unit. 
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Figure S2. Histograms of flowering time in the seven environments in days after planting 
unit. 
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Figure S3. Day length and temperature profiles of the seven environments. (A) Day 
length. The bold segments of the lines represent the time between planting and when 
most plants flowered. (B) Temperature profile spanning the time between planting and 90 
days after planting. 
 
 
Figure S4. Average maximum and minimum temperature of July from 1965 to 2014 at 
Iowa State University Agronomy Farm.  
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Figure S5. Clustering of the seven environments. (A) Clustering based on temperature 
profile during grown seasons. (B) Clustering based on flowering time of the RIL 
population. 
 
Figure S6. Grouping of the 250 RILs based on their flowering time in the seven 
environments. (A) Hierarchical clustering. The group indicated by the green bar is 
relatively more stable than the group indicated by the blue bar. (B) Principal component 
analysis. The color coding is based on their flowering time in Kansas, with the largest 
variations. 
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Figure S7 continued 
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Figure S7 continued 
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Figure S7 continued 
 
Figure S7. Genetic mapping results for flowering time in the seven environments. For 
each environment, the upper two panels are the LOD scores and additive effect estimates 
from composite interval mapping, and the lower two panels are the results from single 
marker scan. 
 
Figure S8. Gene structure and sequencing of PRR37 (Ma1) on chromosome 6. The 
Tx430 allele has a single adenine (A) insertion in the third exon. 
91 
 
 
Figure S9. Gene structure and sequencing results of Flowering Locus T (FT) on 
chromosome 10. The Tx430 allele has multiple adenine (A) insertion in the third intron. 
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Figure S10 continued 
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Figure S10 continued 
 
Figure S10. Two dimensional scan for QTL and QTL interaction. The lower triangle 
represent the significant of including two QTL main effect and interaction effect. The 
upper triangle is the significant of the interaction effect only. The left and right side of the 
color bar represent the significant level of the interaction term and the whole model, 
respectively. 
 
 
Figure S11. Interaction between the chromosome 6 QTL and chromosome 10 QTL at 
three locations. For each QTL, T represents the allele from Tx430 and P represents the 
allele from P898012. The red arrows indicate the effect direction of the T allele of the 
chromosome 10 QTL. 
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Figure S12. Genomic prediction of flowering time for three environment: PR (PR11 and 
PR12); KS (KS11 and KS12); IA (IA13). 
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Figure S13 continued 
 
 
Figure S13. Prediction accuracy between environments. 
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Figure S14. Effect of the number of markers used in genomic prediction. 
 
 
Figure S15. Genome-wide marker effect from genomic prediction for three 
environments. 
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Figure S16. Regression of flowering time on environmental means. Blue color represents 
low slope and read color represents high slope. 
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Figure S17 continued 
 
Figure S17. Genetic mapping results for the intercept and slope from regressing the 
flowering time of each genotype on environmental means. In each subpanel, the upper 
part is the result from composite interval mapping and the lower part is the result from 
single marker scan. 
 
Figure S18. Two dimensional scan for QTL and QTL interaction. The lower triangle 
represent the significant of including two QTL main effect and interaction effect. The 
upper triangle is the significant of the interaction effect only. The left and right side of the 
color bar represent the significant level of the interaction term and the whole model, 
respectively. 
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Figure S19. The relationship of maker additive effect and environmental mean flowering 
time across the seven environments. (A) Additive effects of the 8,960 SNPs from single 
maker scan. (B) Additive effects of the 1,462 SNPs from genomic prediction. Each line is 
fitted by regressing the maker effects from the seven environments on the environmental 
mean flowering time. 
 
 
Figure S20. Genome-wide regression slope by regression maker additive effect on 
environmental mean flowering time. (A) Regression slope of the 8,960 SNPs from single 
marker scan. (B) Regression slope of the 1,462 SNPs from genomic prediction. 
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Figure S21. Prediction accuracy for four environments. 
 
 
Figure S22. Comparison of prediction methods. For each method, the prediction 
accuracy is the correlation between predicted flowering time and observed flowering 
time. 
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Figure S23. RNA-Seq experimental design. Each column represents one time point and 
each row represents one genotype. The grown stages when the samples were collected are 
indicated by the diagrams of the sorghum plants 
(http://weedsoft.unl.edu/documents/growthstagesmodule/sorghum/sorg.htm#). 
 
 
Figure S24. Flowering time of the six genotypes selected for RNA-Seq. 
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Figure S25. RNA-Seq workflow.  
 
Figure S26. Initial data processing of the RNA-Seq data. (A) Histograms of the original 
and mapped reads over the 84 samples. (B) The correlation between replicate 1 and 
replicate 2 for the number of reads mapped to each gene.   
 
 
Figure S27. Clustering of the 84 samples based on expression across 26,089 genes. The 
name of each sample is named as time point followed by the genotype number. 
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Figure S28. Grouping of the six genotypes selected for RNA-Seq based on expression 
across 26,089 genes. (A) Clustering analysis. (B) Multi-dimensional scaling analysis. 
 
 
Figure S29. The expression level of Ma1 on chromosome 6 and FT on chromosome 10. 
CPM, count per million. 
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Figure S30. Estimates of dispersion. Each point is the dispersion parameter of each gene. 
The red line is the average dispersion. The blue line is the fitted trend dispersion. 
 
 
Figure S31. The position of significant genes identified in different testing schemes. The 
red rectangles indicate the positions of flowering time QTL. 
  
  
Table S1. Heritability of flowering time in each of the seven environments. 
 
Environment PR11 PR12 PR14S KS11 KS12 IA13 IA14 
Heritability 0.88 0.77 0.97 0.95 0.97 0.90 0.96 
 
Table S2. QTL detected for flowering time in the seven environments using composite interval mapping. For each QTL the number is 
additive effect in GDD unit and the phenotypic variance explained is in the parentheses.  
 
Environment Chr1:  
175.39 cM 
(~58 Mb) 
Chr4:  
153.73 cM 
(~ 58 Mb) 
Chr6:  
4.27 cM 
(~0.7 Mb) 
Chr6:  
40.92 cM 
(~42 Mb) 
Chr7:  
77.69 cM 
(~15 Mb) 
Chr8:  
111.38 cM 
(~53Mb) 
Chr9:  
163.91 cM 
(~59 Mb) 
Chr10:  
22.69 cM  
(~3 Mb) 
PR11  23.29 
(5.37%) 
 37.70 
(11.75%) 
 30.96 
(9.75%) 
19.05 
(3.71%) 
18.85 
(3.26%) 
PR12  11.93 
(4.67%) 
 20.56 
(11.16%) 
 22.28 
(16.18%) 
 14.06 
(5.99%) 
KS11 -78.92 
(3.46%) 
  -355.44 
(52.87%) 
  -64.80 
(2.32%) 
-74.04 
(2.69%) 
KS12    -354.64 
(50.35%) 
  -106.63 
(6.50%) 
-118.98 
(7.33%) 
IA13   42.26 
(8.45%) 
-87.54 
(31.00%) 
-27.65 
(4.03%) 
34.16 
(6.29%) 
-42.05 
(9.25%) 
-26.94 
(3.47%) 
IA14  20.65 
(4.84%) 
44.76 
(24.14%) 
  23.50 
(6.49%) 
  
PR14S    -248.64 
(51.14%) 
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Table S3. Comparison of prediction methods. For each method, the prediction accuracy 
is the correlation between predicted flowering time and observed flowering time. 
 
Method PR14S IA14 IA13 PR11 PR12 KS11 KS12 
RR-BLUP 0.59 0.53 0.61 0.52 0.64 0.71 0.75 
GAUSS 0.57 0.56 0.57 0.54 0.64 0.68 0.72 
EXP 0.50 0.50 0.50 0.55 0.64 0.61 0.67 
BayesA 0.65 0.52 0.66 0.50 0.62 0.77 0.80 
BayesB 0.63 0.27 0.60 0.41 0.48 0.78 0.81 
BayesC 0.63 0.28 0.60 0.41 0.49 0.79 0.81 
BayesCpi 0.63 0.20 0.58 0.37 0.44 0.78 0.81 
BayesRR 0.59 0.53 0.61 0.52 0.64 0.71 0.75 
BayesLASSO 0.63 0.53 0.64 0.52 0.64 0.76 0.78 
 
Table S4. Number of significant genes identified for different testing schemes. The 
number in the parentheses are the FDR significance threshold. TP: time point; Paired: 
time point 2, 3, 4 at Iowa paired with time point 1, 2, 3 at Puerto Rico; Consec: adjacent 
two time point within each location; Whole: complete model including the effect of 
location, time point, genotype, genotype by time point (location) interaction, and 
genotype by location interaction effects. 
 
Test Number of significant genes 
TP1 322 (0.05) 
TP2 168 
TP3 65 
TP4 23 
TP5 261 
TP6 289 
TP7 605 
Paired1 13 (0.05) 
Paired2 0 
Paired3 1 
Consec1 19 (0.001) 
Consec2 1 
Consec3 19 
Consec5 47 
Consec6 40 
Whole 40 (0.01) 
 
 
 
 
 
 
 
  
Table S5. The 13 genes showing significant genotype by environment interaction using data from time point 2 at Iowa and time point 
1 at Puerto Rico.  
 
Gene Chromosome Position Function 
Sobic.001G320100 1 53656310 NA 
Sobic.001G369500 1 58686226 Cytochrome P450 CYP2 subfamily 
Sobic.001G461800 1 66543697 Zinc finger family protein 
Sobic.003G007300 3 622356 Transcription coactivator complex, P50 component 
Sobic.003G150600 3 15907368 Pectin acetylesterase 
Sobic.003G247100 3 58601270 Aspartyl protease 
Sobic.003G295300 3 62753940 FT-like protein 3 
Sobic.006G145700 6 51674991 Beta-glucosidase 
Sobic.009G186300 9 54110446 Protein kinase activity 
Sobic.009G199900 9 55150897 Phosphatidylethanolamine-binding protein 
Sobic.009G254600 9 59035178 Sigma factor sigb regulation protein rsbq 
Sobic.010G028600 10 2290623 Protein kinase 
Sobic.010G045100 10 3463693 Flowering locus T 
 
 
 
 
 
 
 
 
 
 
1
0
7
 
  
Table S6. The number of overlap genes between tests. 
 
  TP2 TP3 TP4 TP5 TP6 TP7 Paried1 Paired3 Consec1 Consec2 Consec3 Consec5 Consec6 Whole 
TP1 133 54 19 167 168 208 1 0 15 0 8 14 13 6 
TP2  49 19 109 115 122 6 0 9 0 6 12 6 2 
TP3   18 42 49 48 2 0 5 0 7 2 5 2 
TP4    18 20 23 0 0 3 0 1 0 3 0 
TP5     163 191 7 0 9 1 5 16 12 8 
TP6      227 3 0 8 1 4 17 13 5 
TP7       4 1 11 1 6 18 20 8 
Paried1        0 0 0 1 1 0 3 
Paired3         0 0 0 0 0 0 
Consec1          0 0 2 2 1 
Consec2           0 0 0 0 
Consec3            2 3 0 
Consec5             4 1 
Consec6              0 
1
0
8
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CHAPTER 3: HETEROSIS OF SORGHUM PLANT HEIGHT CAUSED 
BY REPULSION LINKAGE IN THE DW3 GENE REGION 
Modified from a paper published in the Proceeding of the National Academy of 
Sciences 
Xin Lia, Xianran Lia, Eyal Fridmanb, Tesfaye T. Tessoc, and Jianming Yua, 1 
Abstract 
Heterosis is a main contributor to yield increase in multiple crop species and has 
been studied extensively during the past century. Four major hypotheses for heterosis are 
dominance, overdominance, pseudo-overdominance, and epistasis. Here, we provide an 
example of heterosis in plant height generated by pseudo-overdominance because of 
repulsion linkage. Using a sorghum recombinant inbred lines population, a QTL (qHT7.1) 
for plant height was identified 29 cM away from the Dw3 gene on chromosome 7. 
Whenever the two QTL are in repulsion linkage and two parents have opposite alleles, the 
hybrid can show heterosis in plant height. This was confirmed by observing plant height 
of hybrids crossed from RILs with different allele combinations of the two QTL. Alleles 
conferring taller plant height at each QTL is complete dominant over alleles conferring 
shorter plant height, agreeing with previous studies. Results from analyzing different plant 
height components showed that qHT7.1 has effect on both higher and lower part of the 
stem, suggesting this QTL regulates plant height in a way different from Dw3. Computer 
simulation in a segregating population showed that repulsion linkage could influence QTL  
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detection and the estimates of additive and dominant effects. This QTL was also detected 
using the Sorghum Association Panel by including Dw1, Dw2, and Dw3 genes as 
covariates, suggesting information from linkage mapping could guide association mapping 
to identify loci previously not detected. Dissecting the Dw3 gene region into different QTL 
enable plant breeders to fine tune plant height for grain or biomass production. 
Introduction 
Heterosis, the better performance of the F1 hybrid than either of its parents, can be 
traced back to Charles Darwin and has been of great interest for biologists since then. 
Hybrids derived from diverse inbred lines generally show higher growth rate and yield, 
better resistance to biotic and abiotic stresses (Lippman and Zamir, 2007). It is estimated 
that 15% of the yield increase in corn starting from the early 1930s can be attributed to 
the introduction of hybrid corn (Duvick, 2001). Hybrid rice has 20% to 30% yield 
advantage over inbred rice cultivars and is a main contributor to food security in China 
(Lin and Yuan, 1980). 
Four hypotheses for heterosis were proposed before: dominance, overdominance, 
pseudo-overdominance, and epistasis. The dominance hypothesis assumes the better 
performance of F1 is from more dominant alleles in the F1 genome than either of its 
parents. The dominant alleles can mask the deleterious effects of recessive alleles. 
Inbreeding depression, the reduced fitness of progeny from crossing between related 
individuals, is predominately caused by exposing of deleterious recessive alleles 
(Charlesworth and Willis, 2009). The overdominance hypothesis argues heterozygous 
genotype is always better than either of the two homozygous genotypes. Two examples 
are the advantages of heterozygous genotype in sickle-cell anemia (Allison, 2009) and 
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the higher yield of tomato with heterozygous genotype at the SINGLE FLOWER TRUSS 
(SFT) locus (Krieger et al., 2010). The pseudo-overdominance hypothesis was first 
proposed by Jones in 1917 as a possible explanation for heterosis (Jones, 1917). It 
assumes that many factors are controlling a specific traits and it is very unlikely that one 
individual could have all the favorable alleles in its genome, especially if multiple gene 
with opposite effects are closely linked (repulsion linkage), a possible explanation for the 
observed overdominance at some loci. The epistasis hypothesis states that heterosis is 
caused by interaction between different loci. Advances in genomics, metabolomics, and 
proteomics shed new light on other theories for heterosis, including epigenetics and 
protein metabolite changes (Chen, 2013; Goff, 2011; Schnable and Springer, 2013). 
Research evidence from multiple crops support all four hypotheses. Studies in 
maize and rice suggests dominance complementation is a major cause of heterosis (Franco 
Garcia et al., 2008; Xiao et al., 1995). The tomato example mentioned earlier (Krieger et 
al., 2010) and examples in maize and rice (Lariepe et al., 2012; Zhou et al., 2012) support 
the overdominance hypothesis. The difference is that the SINGLE FLOWER TRUSS (SFT) 
gene itself is proven to be responsible for the observed heterosis of yield in tomato. The 
overdominance found in other studies in maize and rice cannot be separated from pseudo-
overdominance because multiple genes may be under each QTL. In maize, a QTL for yield 
and other related traits was dissected into two linked QTL with opposite effects (Graham 
et al., 1997b; Stuber et al., 1992), a classic example of pseudo-overdominance. Additive × 
additive, dominant × dominant, and additive × dominant interactions (epistasis) are usually 
coupled with loci of dominance or overdominance gene action to control heterosis (Hua et 
al., 2003; Kusterer et al., 2007; Li et al., 2001; Melchinger et al., 2007a; Shen et al., 2014; 
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Tang et al., 2010; Yu et al., 1997). Those results suggest the genetic basis for heterosis is 
trait and species dependent and may be explained by not a single unified theory but multiple 
theories together. 
Plant height generally shows significant heterosis, making it an ideal trait to study 
heterosis and for illustration purposes (Schnable and Springer, 2013). Sorghum plant 
height shows 9-37% mid-parent heterosis (Kambal and Webster, 1966; Kirby and Atkins, 
1968; Liang et al., 1972; Niehaus and Pickett, 1966; Pfeiffer et al., 2010). In maize, mid-
parent heterosis for plant height can reach 42-48% (Flint-Garcia et al., 2009; Lariepe et al., 
2012; Uzarowska et al., 2007). The mid-parent heterosis of plant height in elite rice hybrid 
can reach 15-36% (Shen et al., 2014; Xiao et al., 1996; Xiao et al., 1995). Similarly, mid-
parent heterosis of 26% for plant height of hybrid wheat was observed (Zhang et al., 2007). 
Plant height in other crops species including oil seed rape, sunflower, cotton also show 
large amounts of heterosis (Cheres et al., 2000; Grant and Beversdorf, 1985; Marani, 1964). 
In sorghum, previous research identified four major genes controlling plant height, 
Dw1-Dw4 (Quinby and Karper, 1954). These four dwarfing genes are not linked and they 
show additive effects on plant height. At each locus, tall type is complete dominant. Out 
of the four dwarfing genes, only Dw3 has been molecularly characterized (Sb07g023730). 
It encodes for a P-glycoprotein, which is an auxin transporter (Multani et al., 2003). Two 
other genes, Dw1 and Dw2, have been mapped to chromosome 9 at approximately 57Mb 
(Brown et al., 2008) and chromosome 6 at approximately 42 Mb (Klein et al., 2008; Morris 
et al., 2013). Whether those plant height genes are involved in heterosis of sorghum plant 
height is still unknown. 
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In this study, we provide an example of heterosis of sorghum plant height as a result 
of repulsion linkage in the Dw3 gene region. We start with the identification of a new plant 
height QTL located 30 cM away from the known Dw3 gene on chromosome 7 (qHT7.1). 
This QTL was subsequently confirmed by association mapping using the Sorghum 
Association Panel (SAP). Computer simulation was used to evaluate the influence of 
repulsion linkage on QTL detection in an F2 population. The gene action at each QTL was 
determined by observing F1 hybrid generated by selecting and crossing representative RILs 
with different combination of plant height QTL.  
Materials and methods 
Population 
The 250 F9 recombinant inbred lines (RILs) used in this study is derived by single 
seed descent (SSD) from a cross between two elite sorghum line Tx430 and P898012. 
Tx430 is a grain sorghum inbred line commonly used as pollinator in hybrid production. 
The other parent, P898012, is a grain sorghum inbred line with good drought tolerance 
traits (Yu et al., 2013). 
Experimental design 
The field experiments were carried out from 2011 to 2013 at three locations, 
Guayanilla Puerto Rico, Manhattan Kansas (2011 and 2012), and Ames IA (2013). The 
population was planted in a Randomized Complete Block (RCB) design with two 
replications at each of the five environments.  
Phenotypic measurement 
Plant height was measured as the distance between ground and the top of the 
panicle. In summer 2013 growing season, three other measurements, panicle length, flag 
121 
 
leaf height, and pre-flag leaf height, were collected on the RIL population as 
complementary information of total plant height (Figure 1). By treating genotype as 
random effect, best linear unbiased prediction (BLUP) values and variance components 
were obtained with PROC MIXED in SAS 9.3 software (SAS Institute, 2011). The entry 
mean based heritability was calculated by 
ℎ2 =
𝜎𝐺
2
𝜎𝐺
2 +
𝜎𝐺𝐸
2
𝑒 +
𝜎𝑒2
𝑟𝑒
 
where 𝑒 is the number of environment and 𝑟 is the number of replications at each 
environment. 𝜎𝐺
2 is the variance due to genotype, 𝜎𝐺𝐸
2  is the variance due to genotype by 
environment interaction, and 𝜎𝑒
2 is the residual variance. 
Genotyping and marker screening 
Genomic DNA was extracted from each RIL using standard CTAB method (Doyle, 
1987). The concentrations of the DNA samples were quantified using Quant-iT™ 
PicoGreen® dsDNA Assay Kit (Invitrogen, Carlsbad, CA). The GBS protocol was 
described in (Elshire et al., 2011). The genotyping process generated 10,380 SNPs that are 
segregating within the RIL population. A set of 8,960 SNPs were used for genetic mapping 
after removing SNPs with genotyping errors or misalignments. Sorghum genome v1.4 was 
used for SNP calling and analysis. 
Linkage map construction and genetic mapping 
To fully take advantages of the high density markers, we first conducted single 
marker analysis (SMA) using 8,960 SNPs with their physical positions in the genome. The 
analysis was conducted in R (R Development Core Team, 2014). By setting missing data 
threshold of 10%, we selected 1,756 SNPs to build the genetic map using program 
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MSTMap (Wu et al., 2008). Composite interval mapping (CIM) using 1,756 SNPs was 
carried out in Windows QTL Cartographer 2.5 (Wang et al., 2012). 
Association mapping 
Association mapping was conducted with 378 accessions from the sorghum 
association panel (Casa et al., 2008). The phenotypic data were plant height measurements 
(Brown et al., 2008). Based on the overlap of the 378 accessions with the GBS data (Morris 
et al., 2013), a set of 307 accessions with 265k SNP markers were used for association 
mapping. Missing data in the 265k SNPs were imputed with Beagle 4.0 (Browning and 
Browning, 2007). The analysis was carried out in Genomic Association and Prediction 
Integrated Tool (Lipka et al., 2012). The first three principle components (PCs) were used 
as covariates in the compressed mixed linear models (Zhang et al., 2010). After the initial 
analysis, the marker significance was recalculated by including the most significant SNPs 
under Dw1, Dw2 and the first three PCs as covariates. The analysis was also carried out 
using the multi-locus mixed model (Segura et al., 2012), which select covariates from step-
wise regression with forward inclusion and backward elimination. 
Computer simulation 
Since the genetic mapping was based on inbred lines population, only additive 
effect can be estimated. In order to assess the influence of repulsion linkage on genetic 
mapping in F2 population, computer simulation (Li et al., 2012) experiment was 
conducted. Four factors were considered: heritability, distance between markers, distance 
between two QTL, and population size. Heritability of the trait was set to 0.1 or 0.3, 
distance between markers was set to 1, 5, 10, 15, or 20 cM, the distance between two 
QTL was set as 5, 10, 20, 30, 40, or 50 cM, population size was set as 100, 200, 300, 400, 
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or 500 individuals. The two linked QTL were assumed to have equal effect sizes and 
gene action at each locus is complete dominance. There are 300 different combinations of 
the four factors and each combination was repeated 200 times. Genotypic and phenotypic 
data was generated by the UNIX version of the QTL cartographer software (v1.17). 
Composite Interval Mapping method was used to do linkage mapping. Two summary 
statistics were calculated from the 2000 runs: the proportion of simulation runs that can 
detect the two linked QTL separately and the dominance to additive ratio (d/a) for the 
detected QTL. 
Hybrid development 
To verify the hypothesis that heterosis of sorghum plant height can be explained 
by repulsion linkage, crosses were made during summer 2014 at Ames IA (Figure 2). 
Eight RILs were selected based on the genotypes at the three QTL detected in this study 
(qHT7.1, Dw3, and Dw1). The first two sets of crosses, which include 12 crosses, were 
focused on the two QTL on chromosome 7 with the QTL on chromosome 9 fixed to be 
either dominant or recessive allele. The remaining 4 crosses were made by fixing the two 
QTL on chromosome 7 to be one of the four possible combinations and letting the QTL 
on chromosome 9 to be different between two parental lines. Emasculation was achieved 
using the plastic bag method. The hybrids together with their parents were grown at Santa 
Isabel during winter 2014. Plant height components were measured as described in 
Figure 1. High-parent heterosis (HPH) is calculated as 
𝐻𝑃𝐻 (%) =  
𝐹1 − 𝐻𝑃
𝐻𝑃
 × 100 
where F1 is the plant height component of the hybrid and HP is the plant height 
component of the tall parent. 
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Results 
Linkage mapping of plant height 
Plant height was consistent across locations and years (Figure S1). The entry mean 
based heritability was 0.96 by combing data from all environments. So all the following 
analyses were based on the BLUP value combing five environments. One of the parental 
lines, P898012, is approximately 25 cm taller than the other parental line, Tx430. The 
tallest entry is 236 cm and the shortest entry is 74 cm. The overall distribution of plant 
height in this population follows a normal distribution (Figure S2). 
The GBS procedure generated 8,960 SNP markers that are segregating in this 
population. After removing markers having more than 10% missing data, a set of 1,756 
markers are used for linkage map construction. The total map length is 1,916 cM spanning 
1,462 unique bins, so the marker density is one marker every 1.3 cM. The length of 
chromosome ranges from 131 cM (chromosome 8) to 255 cM (chromosome 3, Table S1, 
Figure S3).  
For plant height, both composite interval mapping (CIM) and single marker 
analysis (SMA) with 8,960 SNP markers detected three QTL on chromosome 7 and 9. Two 
of the QTL on chromosome 7 are approximately 29 cM or 3 Mb apart with opposite effects 
(Figure 3A and B, Table 1). The second QTL located at ~120 cM was mapped to the 
position of the known Dw3 gene (Multani et al., 2003). 
Both of the two QTL on chromosome 7 have effect on the four measures of plant 
height: ground to the top of the panicle, to base of the panicle, to flag leaf, and to pre-flag 
leaf. And both of the two QTL have effect on the interval between pre-flag leaf and flag 
leaf. In the current study, the Dw3 gene does not have effect on the variation of the upper 
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parts of the stem, namely the interval between flag leaf and the base of the panicle 
(peduncle length) and the interval between flag leaf and the top of the panicle (Figure 3C, 
Figure S4), and it has small effect on the interval between pre-flag leaf and base of the 
panicle (Figure S4). qHT7.1 has the largest effect on five of the eight plant height 
components, and has the second largest effect on the remaining three traits (Table 1, Figure 
S4). There is one QTL located at 156 cM on chromosome 7 for the interval between flag 
leaf and the top of the panicle. This QTL is different from Dw3 because the location of this 
QTL is 36 cM away from Dw3. The function of this QTL still needs further investigations. 
GWAS of plant height 
Guided by the linkage mapping results, the Sorghum Association Panel (SAP) was 
used to verify the position and effect of qHT7.1. The linear mixed model detected the three 
known plant height QTL, Dw1 on chromosome 9, Dw2 on chromosome 6, and Dw3 on 
chromosome 7, and another candidate QTL for Dw4 on chromosome 4 (Figure 4A). At this 
step qHT7.1 is not significant. The association mapping study was then carried out by 
incorporating Dw1 and Dw2 as covariates in the linear mixed model. Besides Dw3, which 
is located 58.39 Mb on chromosome 7, the most significant SNP associated plant height 
variation on chromosome 7 is located at 55,229,509 with a p-value of 4.84 × 10-8 and a 
False Discovery Rate (FDR)-adjusted p-value of 0.002 (Figure 4B). The position is in 
agreement with the results from single marker analysis (Figure S4). Base on search of 
literature, this QTL was not detected in previous association mapping studies (Brown et 
al., 2008; Morris et al., 2013; Murray et al., 2009; Upadhyaya et al., 2013). The multi-
locus mixed model (MLMM) method, which sequentially adds significant QTL as 
covariates, identified the same SNP as the fourth most significant marker, following Dw1 
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on chromosome 9 near 57.24 Mb, Dw2 on chromosome 6 near 42.74 Mb, and Dw3 on 
chromosome 7 near 58.39 Mb (Figure 4C, Table 2). At qHT7.1, 80% accessions in SAP 
have the allele with positive effect on plant height (Table S2). 
Gene actions of each plant height QTL and heterosis 
Since the QTL mapping study was carried out in a RIL population, dominance 
effect of each QTL cannot be estimated. The crosses made between recombinant inbred 
lines (RILs) allow us to estimate dominance effect of each QTL. Meanwhile, this crossing 
scheme could also confirm the observed heterosis in plant height is caused by the two QTL 
in repulsion linkage on chromosome 7. In order to make sure the obtained F1 plants are 
true hybrids, only crosses with short inbred line as seed parent and tall inbred line as pollen 
parent were used to estimate gene actions. In one of the crosses, aaBBcc x AAbbcc, the F1 
hybrid is 44 cm taller than the tall parent, equivalent to 35% high-parent heterosis. In 
another cross, aaBBCC x AAbbCC, the F1 hybrid is 30 cm taller than the tall parent, 
equivalent to 19% high-parent heterosis (Figure 5, A and B, Table S3). These two crosses 
show heterosis because of the repulsion linkage of qHT7.1 and Dw3. Other plant height 
components, except flag leaf to apex interval, showed 18% to 48% high-parent heterosis. 
The flag leaf to apex interval of the two hybrids is similar to the tall parents. At qHT7.1, 
the tall allele is complete dominant over short allele (Figure 5, C and D, Table S4). The 
crossing design also allows the estimation of gene actions at Dw1 and Dw3. Agreeing with 
previous research (Quinby and Karper, 1954), Dw1 and Dw3 showed near complete 
dominance on plant height (Table S5 and S6). 
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Simulation study 
Information about the position and effect of the two QTL on chromosome 7 makes 
it possible to simulate an F2 population in which the influence of repulsion linkage on 
mapping can be assessed. Of the four factors considered (heritability, distance between 
markers, distance between two linked QTL, and population size), population size does not 
have significant effect on the estimation of dominance to additive ratio or the detecting of 
QTL, so the five levels of population size (100, 200, 300, 400, and 500) were merged 
together. The simulation study is intended to answer two questions: whether the two QTL 
can be clearly separated instead of detecting one QTL spanning the whole region, and what 
is the ratio of dominant to additive effect (d/a) of the detected QTL. Results showed that 
heritability and distance between two linked QTL are the two most important factors, 
followed by distance between markers (Figure 6). By changing the heritability from 0.1 to 
0.3, the probability of separating the two QTL increased from 57.25% to 67.69%. 
Meanwhile, the estimate of d/a decreased, even though the estimate of d/a is higher at 
heritability of 0.3 if the two QTL are close (5 or 10 cM). The expected value of d/a is one 
because complete dominance is simulated at each locus. The simulation results showed 
that the lowest estimate of d/a is 1.03 across all simulation scenarios. This means dominant 
effect is overestimated and additive effect is underestimated. Increasing the distance 
between the two QTL increases the probability of separating the two QTL and leads to 
more accurate estimate of d/a. increasing marker density i.e. reducing the distance between 
markers, also leads to better estimate of d/a, but it has no significant effect on the ability of 
separating the two QTL. 
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Candidate genes 
The second QTL on chromosome 7 in the current study was confirmed to be the 
Dw3 gene, a P-glycoprotein (PGP) responsible for polar transport of auxin in the stalk 
(Multani et al., 2003). The Tx430 allele has an 882 bp insertion in the fifth exon (Figure 
S5), resulting in a nonfunctional protein. There are 15 gene annotations from 54.9 Mb to 
55.3 Mb on chromosome 7. One of the candidate genes for qHT7.1 is BRC1 
(Sb07g021140), a TCP family transcription factor, named after TEOSINTE BRANCHED1 
in maize (Zea mays), CYCLOIDEA in Antirrhinum majus, and PROLIFERATING CELL 
FACTOR in rice (Oryza sativa, (Cubas et al., 1999). Genes of this transcription factor 
family only exist in higher plants. They are involved in the regulation of diverse traits in 
many species, including plant architecture, senescence, flower symmetry, leaf 
development, circadian rhythm, hormone signaling, and fruit development and ripening 
(Aggarwal et al., 2010; Aguilar-Martinez et al., 2007; Cubas et al., 1999; Doebley et al., 
1995; Doebley et al., 1997; Luo et al., 1999; Luo et al., 1996; Nath et al., 2003; Ori et al., 
2007; Palatnik et al., 2003; Parapunova et al., 2014; Schommer et al., 2008). Detailed 
functions of this gene family are reviewed in (Manassero et al., 2013; Martin-Trillo and 
Cubas, 2010). Overexpression of tb1 in wheat reduced plant height and tiller number 
(Lewis et al., 2008). Research in Arabidopsis found that TCP transcription factor interact 
with DELLA protein to control plant height, and this interaction is regulated by Gibberellic 
acid (GA) (Daviere et al., 2014). Guo et al. (2010) found TCP1 gene in Arabidopsis 
thaliana regulates the expression of DWARF4, a key enzyme in Brassinosteroid (BR) 
biosynthesis, by interaction with the promoter of DWARF4. Overexpression of dominant-
negative mutant TCP1-SRDX in wild-type plants results in dwarfed plants resembling BR-
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deficient or insensitive mutants. The same mechanism may also be applicable to the current 
study in sorghum, making the TCP transcription factor a strong candidate for the new QTL 
linked to Dw3. The BRC1 gene in current study is similar to TCP12 and TCP18 in 
Arabidopsis, which are involved in shoot branching (Aguilar-Martinez et al., 2007; 
Finlayson, 2007). 
Discussion 
Heterosis contributes to yield increase in multiple crops including maize, rice, 
sorghum, wheat, cotton, sunflower, and rapeseed. The genetic basis of this phenomenon, 
however, is still elusive. Research of heterosis by classical and modern genetics support 
different mechanisms for different trait in different species, not just a single unified theory. 
(Birchler et al., 2010; Chen, 2013; Kaeppler, 2012; Schnable and Springer, 2013). 
However, the dominance theory, which posits that heterosis is derived from more favorable 
genes in the hybrid than either of its parents, is more popular than other hypotheses and 
supported by studies in maize and rice (Franco Garcia et al., 2008; Li et al., 2008; Russell 
et al., 1973; Tang et al., 2010; Xiao et al., 1995). 
The dominance hypothesis is a possible explanation for the overdominance 
hypothesis, which argues that the observed overdominance at some loci are due to close 
linkage of genes with opposite effects. The hypothesis of overdominance is difficult to be 
separated from dominance because of the tight linkage of related loci. If two loci are tightly 
linked, i.e. recombination frequency is nearly zero, and have approximately equal effect 
sizes, then additive effects will not be detected and only dominant effects can be detected, 
resulting in pure overdominance. (Lariepe et al., 2012) found most QTL are located near 
centromere. The low recombination frequency around centromere may conserve repulsion 
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linkage, which is a possible reason for the observed overdominance. (Moll et al., 1964) 
and (Gardner and Lonnquist, 1959) found that the estimate of dominance effect decreased 
with advancement of intercrossing of maize populations, indirectly supporting the pseudo-
overdominance theory. However, in our study, the two QTL are located on the right arm 
of chromosome 7, away from the centromere region. Simulation results (Figure 6) showed 
that if two QTL in repulsion linkage are close enough (e.g. 5 cM or closer) and the 
heritability is low, the two QTL may not be separated and overdominance effect could be 
observed. The results from current study is very similar to the study of (Graham et al., 
1997a). In their study, two QTL affecting corn yield were detecting to be 19 cM apart with 
dominant effects. 
The infinitesimal model for quantitative traits proposed by R. A. Fisher (Fisher, 
1918) is proven to be true in most cases (Buckler et al., 2009; Visscher, 2008; Visscher et 
al., 2012). And it is reasonable to speculate that many loci with small effect are linked 
together on a chromosome. Meanwhile, in each individual, it is not necessary to have all 
the favorable or unfavorable alleles. Whether natural selection tends to select genotypes 
with the most favorable alleles still needs investigation. But since inbreeding generally 
results in reduction of fitness by exposing recessive alleles, it seems outcrossing has 
advantages over crossing between relatives. Then in a system favoring outcrossing, it is 
not very likely to have genotypes with all dominant alleles. The real scenario may be many 
genotypes with mixture of favorable and unfavorable alleles, but they all have similar 
fitness. 
The QTL at ~120 cM on chromosome 7, which corresponds to the cloned Dw3 
gene, was detected by both linkage and association mapping in previous studies (Brown et 
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al., 2006; Brown et al., 2008; Feltus et al., 2006; Hart et al., 2001; Higgins et al., 2014; 
Klein et al., 2001; Lin et al., 1995; Morris et al., 2013; Murray et al., 2009; Murray et al., 
2008; Pereira and Lee, 1995; Rami et al., 1998; Srinivas et al., 2009; Upadhyaya et al., 
2013; Zou et al., 2012). Besides plant height, this QTL is also responsible for the elongation 
of the rachis and primary branches, panicle length, peduncle length, tiller height, stem 
diameter, leaf width, leaf senescence, kernel weight, and biomass. Only one study dissected 
this region into two linked QTL (Srinivas et al., 2009). The QTL interval identified around 
this region are large, possibly due to coupling linkage of the two QTL in the genetic 
materials used in those experiments or low marker densities. The mapped QTL tend to 
overlap meaning that it is likely that the detected QTL around the Dw3 gene region is 
qHT7.1 rather than Dw3. 
In this study, the three QTL have almost equal effect sizes. In association mapping, 
however, the Dw1 gene has the largest effect size based on the amount of phenotypic 
variance explained. Because the variance explained by a locus is determined by its 
frequency as well as its effect size, the allele frequencies differences around Dw1, Dw2, 
and Dw3 may cause a locus to be more likely to be detected than others. The Dw1 gene has 
an average effect size but has the highest minor allele frequency, making it the most 
significant QTL (Figure 4A, Table 2). The additive effect at each QTL may be 
overestimated or underestimated because of linkage. The repulsion linkage between the 
two loci on chromosome 7 makes the additive effect to be underestimated, and less power 
to detect either of them. 
The power to detect the two linked QTL on chromosome 7 is lower than the power 
to detect Dw1 (chromosome 9) or Dw2 (chromosome 6). Interestingly, qHT7.1 can only be 
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detected by including the Dw1 and Dw2 in the linear mixed model (Figure 4). Previous 
studies suggest that including major gene in GWAS can improve power (Kang et al., 2010). 
In linkage mapping, the composite interval mapping method has the same spirit (Zeng, 
1994). Including background QTL reduces random errors in the testing of the SNP. The 
MLMM method proposed by (Segura et al., 2012), which use forward-backward stepwise 
regression to include large effect loci, is shown to have higher power and lower FDR 
compared to single marker mixed model approaches. The genetic background should be 
taken into consideration in both linkage mapping (due to linkage) and association mapping 
(due to linkage disequilibrium as well as linkage) to obtain unbiased estimates of allele 
effect.  
Since Dw3 is responsible for the auxin transport in the stem from top to bottom, the 
lower part of the plant will be influenced by the Dw3 gene, but not the upper part of the 
plant. That is because the upper part will have enough auxin for elongation regardless of 
the existence of the auxin transporter, as long as the auxin production system is functional. 
qHT7.1, on the other hand, has effect on all measurements in this study (both direct 
measurements and indirect calculations), meaning that this QTL is in a different pathway 
regulating plant height. The gibberellic acid (GA) and brassinosteroid (BR) pathways have 
been identified as key players regulating plant height in multiple species (Davies, 2004; 
Fernandez et al., 2009; Perez et al., 2014). Even though the candidate gene BRC1 is not 
directly involved in the biosynthesis or signaling of GA or BR, the interaction between this 
transcription factor and genes known to be controlling plant height still makes this gene a 
promising candidate.  
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Previous studies showed that the four major genes controlling plant height in 
sorghum, Dw1-Dw4, are not linked and tall phenotype is completely dominant (Quinby 
and Karper, 1954). The crossing design illustrated in Figure 2 allows us to evaluate the 
gene action at each of the three plant height QTL. For each cross, the two parental lines 
were selected based on their genotype at target QTL and their similarity at other positions 
in the genome to exclude background effect. We specifically fixed the known flowering 
time genes to be the same between any two parents. It should be noted that this approach 
cannot totally eliminate residual background effect on plant height. However, since the 
three loci are the most important factors controlling plant height in this population, the 
observed heterosis and dominance effects can be attributed to the target QTL. 
Computer simulation is a powerful tool to test hypotheses when the real conditions 
are not readily available (Li et al., 2012). It allow us to evaluate the influences of repulsion 
linkage on genetics mapping and effect estimation. In the current study, an F2 population 
was simulated with four factors, trait heritability, the distance between two QTL, the 
distance between adjacent markers, and population size. The results (Figure 6) showed that 
the dominance effect can be overestimated if the two QTL are close to each other, resulting 
in overdominance. Meanwhile, the two QTL may not be separated, instead only one QTL 
can be detected. Previous research of  heterosis in Design III showed that estimate of 
additive effect at QTL can be biased by linked QTL (Melchinger et al., 2007b). 
The Dw3 gene region is a well-known introgression region from the sorghum 
conversion program, together with the Ma1 and Dw2 gene region on chromosome 6 and 
Dw1 gene region on chromosome 9 (Thurber et al., 2013). In the sorghum association 
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panel, 80% accessions have the dominant allele at qHT7.1 (Table S2). This means there is 
a large space for further reducing plant height in sorghum (Figure 7).  
Repulsion linkage is also the reason for linkage drag in plant breeding. It poses a 
problem for introgression of desirable chromosome segments into another background 
(Graham et al., 1997a; Zamir, 2001). Dissecting the chromosome region into different QTL 
can help identify the best allelic combination from breeding populations.  
Plant height is a trait closely related to yield. By reducing plant height, wheat and 
rice breeders during the Green Revolution successfully overcame lodging and increased 
yield dramatically. Today, sorghum is recognized as a great source for bioethanol 
production. Fine tuning sorghum plant height can lead to new cultivars that are high 
biomass and high lodging resistance at the same time. The new QTL detected near the Dw3 
gene region has large effect size comparable with other dwarf genes identified in sorghum, 
making this QTL one of breeders’ tools to manipulate plant height in sorghum. 
Figures and tables 
 
Figure 1. Plant height components measured in this study and effects of qHT7.1 and 
Dw3. Total plant height, base of panicle height, flag leaf height, and pre-flag leaf height 
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were directed measured and indicated by the solid arrows. Flag leaf to apex interval, flag 
leaf to base of panicle interval, pre-flag leaf to flag leaf interval, and pre-flag leaf to base 
of panicle interval were calculated by subtraction and indicated by dotted arrows. qHT7.1 
has effect on all eight plant height components, while Dw3 has effect on six plant height 
components. 
 
 
Figure 2. Diagram of the crossing design for hybrid development. The eight plants are 
the eight RILs selected for crossing with their genotypes at qHT7.1 (AA or aa), Dw3 (BB 
or bb), and Dw1 (CC or cc) indicated. Each line represents a cross between the two RILs 
on the ends. The two red lines represent the two crosses from which the F1 should show 
heterosis in plant height. 
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Figure 3. Linkage mapping of plant height. (A) Results from composite interval mapping 
(CIM) for total plant height. (B) Results from CIM for flag leaf height. (C) Results from 
CIM for the interval between flag leaf and apex. In each subsection, the trait under study 
is shown in the left picture. The upper panel is the LOD score profile with permutation 
threshold indicated by the horizontal line. The lower panel is the estimates of additive 
effect for the Tx430 allele at each position. LOD: logarithm of the odds. a: additive 
effect. 
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Figure 4. Association mapping of plant height. (A) Results from association mapping 
without including known plant height QTL as covariates. (B) Results from association 
mapping by including Dw1, Dw2 as covariates. (C) Results from association mapping 
using the multi-locus mixed model (MLMM). The horizontal line in each subsection is 
the Bonferroni threshold. The positions of Dw1, Dw2, Dw3, qHT7.1, and the possible 
position for Dw4 are indicated. The red points in (C) are the covariates identified by 
MLMM. The SNPs for the two red points on chromosome 7 are S7_55229509 and 
S7_58390034. 
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Figure 5. Plant height of parental lines and corresponding F1 hybrids. (A-B) Heterosis 
caused by repulsion linkage of qHT7.1 and Dw3, under the background of recessive and 
dominant alleles of Dw1. (C-D) The tall allele of qHT7.1 is complete dominant over the 
short allele of qHT7.1, under two backgrounds of Dw3 and Dw1. In each picture, the 
plant on the left is the seed parent and the plant on the right is the pollen parent. 
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Figure 6. Effect of repulsion linkage on QTL detection in a simulated F2 population. (A-
B) Heritability of 0.1. (C-D) Heritability of 0.3. 
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Figure 7. Plant height of the 16 allele combinations in the sorghum association panel 
ordered by their genotypes at Dw1, Dw2, Dw3, and qHT7.1. Blue squares represent 
dominant alleles and red squares represent recessive alleles. The width of each boxplot is 
proportional to the square root of the number of accessions in each group. There are no 
accessions in the seventh group. 
 
  
Table 1. Information of the three QTL for the eight plant height traits measured in this study. Additive effect (a, in centimeter) of each 
QTL for each trait is shown. The numbers in parentheses are the percentage of phenotypic variance explained by each QTL. 
 
 qHT7.1 Dw3 Dw1 
Trait Chr7: ~ 91 cM Chr7: ~ 120 cM Chr9: ~ 146 cM 
Total plant height 25.08 (34.69%) 22.15 (27.09%) 20.42 (30.17%) 
Base of panicle height 30.04 (34.63%) 27.45 (28.38%) 22.08 (23.09%) 
Flag leaf height 24.10 (28.76%) 26.11 (31.54%) 20.00 (24.86%) 
Pre-flag leaf height 19.66 (22.39%) 24.15 (32.42%) 15.19 (11.92%) 
Flag leaf to apex interval 6.33 (45.37%) NS 3.75 (16.76%) 
Pre-flag leaf to flag leaf interval 1.96 (26.42%) 1.97 (25.88%) 0.68 (3.83%) 
Flag leaf to base of panicle interval 5.25 (39.55%) NS 3.63 (19.75%) 
Pre-flag leaf to base of panicle interval 8.17 (44.67%) 4.68 (7.30%) 4.19 (14.59%) 
 
1
4
1
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Table 2. Information of the covariates in MLMM. The effect estimates are for Tx430 
allele. The effect estimates are in standard deviation unit because the data used for 
association mapping was standardized (mean of 0 and standard deviation of 1). 
 
Covariate Chr Position Effect MAF P-value 
Intercept - -  1.63 - 1.86E-08 
S9_57236778 9 57236778 -0.44 0.36 <2.00E-16 
S6_42744899 6 42744899  0.36 0.36 <2.00E-16 
S7_58390034 7 58390034 -0.29 0.43 7.83E-15 
S7_55229509 7 55229509  0.43 0.20 2.86E-13 
S6_5702897 6 5702897 -0.86 0.01 3.65E-10 
S4_66720692 4 66720692 -0.31 0.15 5.67E-09 
S6_40343762 6 40343762 -0.46 0.04 7.51E-08 
S10_43486183 10 43486183  0.71 0.01 1.06E-07 
 
Supplementary information 
 
Figure S1. Distributions of plant height across 5 environments (PR11, PR12, KS11, 
KS12, and IA13) and the distribution of BLUP values based on the 5 environments 
(Combined). The red line is the plant height of Tx430, and the blue line is the plant 
height of P898012. 
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Figure S2. Histograms of plant height BLUP values in five environments and plant 
height BLUP values by combing all five environments. 
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Figure S3. Linkage mapping built with 1,756 SNP markers. Positons of the three plant 
height QTL are indicated by the blue bars. 
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Figure S4 continued 
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Figure S4 continued 
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Figure S4 continued 
 
 
Figure S4. Genetic mapping results for eight plant height components. For each trait, the 
upper two figures are results from composite interval mapping. The lower two figures are 
results from single marker analysis. 
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Figure S5. Gel image of the two Dw3 alleles. L: 1Kb Plus DNA Ladder (Life 
Technologies, Carlsbad, CA). Lane 1 to 4: PCR fragments from Tx430, P898012, entry 
88 (shortest entry), and entry 197 (tallest entry), respectively. The fragments from Tx430 
and entry 88, are 882 bp longer than the fragments from P898012 and entry 197. 
 
Table S1. Total number of markers, number of bins (by merging makers mapped to the 
same position), and total length of each chromosome. 
 
Chromosome Number of markers Number of bins Length (cM) 
1 225 210 254.6 
2 225 188 188.6 
3 238 193 255.1 
4 174 165 199.1 
5 124 105 185.3 
6 191 147 150.5 
7 99 93 170.6 
8 101 77 130.6 
9 155 133 164.9 
10 189 141 217.1 
Total 1721 1452 1916.4 
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Table S2. Haplotype frequencies of the two loci on chromosome 7 in this study. The + 
and – signs in the parentheses are the direction of allelic effect in the Sorghum Diversity 
Panel. 
 
S7_55229509 
(qHT7.1) 
S7_58390034 
(Dw3) 
Count Frequency 
C (-) G (-) 30 9.80% 
C (-) T (+) 31 10.13% 
G (+) G (-) 145 47.39% 
G (+) T (+) 100 32.68% 
  
Table S3. Phenotype of the crosses used to verify the effect of repulsion linkage on heterosis in plant height. 
 
  Cross 1    Cross 2   
  RIL56 F1 Tx430   P898012 F1 RIL237   
 aaBBcc AaBbcc AAbbcc HPH aaBBCC AaBbCC AAbbCC HPH 
Total plant height 121 169 125  0.35 150 191 161 0.19 
Base of panicle height 98 146 97  0.49 130 170 138 0.23 
Flag leaf height 95 131 87  0.38 116 144 116 0.24 
Pre-flag leaf height 70 97 63  0.39 89 106 88 0.19 
Flag leaf to apex interval 26 38 39 -0.03 34 47 45 0.04 
Pre-flag leaf to flag leaf interval 25 35 24  0.40 28 38 28 0.36 
Flag leaf to base of panicle interval 3 15 10  0.50 14 26 22 0.18 
Pre-flag leaf to base of panicle interval 28 49 34  0.44 41 64 50 0.28 
 
  Cross 3    Cross 4   
 RIL167 F1 RIL79  RIL232 F1 RIL103  
Trait AABBcc AaBbcc aabbcc HPH aabbCC AaBbCC AABBCC HPH 
Top 190 202 75  0.06 115 209 224 -0.07 
Base 169 183 49  0.08 93 185 201 -0.08 
Flag 156 175 59  0.12 90 165 188 -0.12 
Pre-flag 123 143 40  0.16 56 128 155 -0.17 
Flag to apex interval 34 27 16 -0.21 25 44 36  0.22 
Pre-flag leaf to flag leaf interval 33 32 20 -0.03 34 37 33  0.09 
Flag leaf to base of panicle interval 13 9 -11 -0.31 3 20 13  0.54 
Pre-flag leaf to base of panicle interval 46 40 9 -0.13 37 57 46  0.24 
1
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Table S4. Phenotype of the crosses used to estimate the gene action of qHT7.1. 
 
  Cross 1    Cross 2   
 RIL56 F1 RIL167  RIL232 F1 RIL237  
Trait aaBBcc AaBBcc AABBcc d/a aabbCC AabbCC AAbbCC d/a 
Total plant height 125 200 198 1.05 120 156 160 0.80 
Base of panicle height 102 177 176 1.03 98 128 137 0.54 
Flag leaf height 104 160 163 0.90 90 114 115 0.92 
Pre-flag leaf height 74 126 130 0.86 62 80 84 0.64 
Flag leaf to apex interval 21 40 35 1.71 31 42 46 0.47 
Pre-flag leaf to flag leaf interval 30 34 33 1.67 28 34 31 3.00 
Flag leaf to base of panicle interval -2 17 13 1.53 9 14 23 -0.29 
Pre-flag leaf to base of panicle interval 28 51 46 1.56 37 48 54 0.29 
 
  Cross 3    Cross 4   
 Tx430 F1 RIL79  RIL103 F1 P898012  
Trait AAbbcc Aabbcc aabbcc d/a AABBCC AaBBCC aaBBCC d/a 
Total plant height 128 130 71 1.07 215 215 140 1.00 
Base of panicle height 98 101 51 1.13 190 190 125 1.00 
Flag leaf height 89 89 57 1.00 176 174 108 0.94 
Pre-flag leaf height 66 64 41 0.84 135 135 78 1.00 
Flag leaf to apex interval 39 41 15 1.17 40 41 32 1.25 
Pre-flag leaf to flag leaf interval 23 25 16 1.57 41 39 30 0.64 
Flag leaf to base of panicle interval 9 12 -6 1.40 15 16 17 0.00 
Pre-flag leaf to base of panicle interval 32 37 10 1.45 55 55 47 1.00 
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Table S5. Phenotype of the crosses used to estimate the gene action of Dw1. 
  Cross 1    Cross 2   
 RIL56 F1 P898012  Tx430 F1 RIL237  
Trait aaBBcc aaBBCc aaBBCC d/a AAbbcc AAbbCc AAbbCC d/a 
Total plant height 122 151 142 1.90 121 156 161 0.75 
Base of panicle height 100 133 127 1.44 93 134 141 0.71 
Flag leaf height 100 113 106 3.33 82 110 113 0.81 
Pre-flag leaf height 77 84 77 NA 58 76 87 0.24 
Flag leaf to apex interval 23 38 36 1.31 39 47 48 0.78 
Pre-flag leaf to flag leaf interval 23 29 29 1.00 25 34 26 17.00 
Flag leaf to base of panicle interval 0 20 21 0.90 11 24 28 0.53 
Pre-flag leaf to base of panicle interval 23 49 50 0.93 36 58 54 1.44 
 
  Cross 3    Cross 4   
 RIL232 F1 RIL79  RIL103 F1 RIL167  
Trait aabbCC aabbCc aabbcc d/a AABBCC AABBCc AABBcc d/a 
Total plant height 123 114 65 0.69 205 218 192 3.00 
Base of panicle height 99 89 44 0.64 183 195 172 3.18 
Flag leaf height 90 78 53 0.35 168 177 159 3.00 
Pre-flag leaf height 61 53 38 0.30 131 138 128 5.67 
Flag leaf to apex interval 33 36 13 1.30 37 41 33 3.00 
Pre-flag leaf to flag leaf interval 29 26 15 0.57 38 39 31 1.29 
Flag leaf to base of panicle interval 9 11 -9 1.22 15 19 13 5.00 
Pre-flag leaf to base of panicle interval 38 37 7 0.94 53 57 44 1.89 
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Table S6. Phenotype of the crosses used to estimate the gene action of Dw3. 
  Cross 1    Cross 2   
 Tx430 F1 RIL167  RIL232 F1 P898012  
Trait AAbbcc AABbcc AABBcc d/a aabbCC aaBbCC aaBBCC d/a 
Total plant height 119 185 184 1.03 127 147 139 2.33 
Base of panicle height 91 164 163 1.03 102 127 123 1.38 
Flag leaf height 83 153 152 1.03 93 116 103 3.60 
Pre-flag leaf height 61 124 116 1.29 64 84 73 3.44 
Flag leaf to apex interval 37 32 33 1.50 34 32 36 -3.00 
Pre-flag leaf to flag leaf interval 22 29 36 0.00 29 32 31 2.00 
Flag leaf to base of panicle interval 9 11 12 0.33 9 11 20 -0.64 
Pre-flag leaf to base of panicle interval 31 40 47 0.13 38 43 50 -0.17 
 
  Cross 3    Cross 4   
 RIL56 F1 RIL79  RIL103 F1 RIL237  
Trait aaBBcc aaBbcc aabbcc d/a AABBCC AABbCC AAbbCC d/a 
Total plant height 128 126 74 0.93 204 216 156 1.50 
Base of panicle height 104 103 50 0.96 181 193 132 1.49 
Flag leaf height 104 98 57 0.74 168 177 114 1.33 
Pre-flag leaf height 76 70 39 0.68 130 145 82 1.63 
Flag leaf to apex interval 24 28 17 2.14 36 39 42 0.00 
Pre-flag leaf to flag leaf interval 28 29 19 1.22 38 32 32 -1.00 
Flag leaf to base of panicle interval -1 5 -7 3.00 13 16 19 0.00 
Pre-flag leaf to base of panicle interval 28 33 12 1.63 51 48 51 NA 
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CHAPTER 4: CONCLUSIONS 
The combined effect of day length and temperature is the force driving the 
phenotypic plasticity observed in sorghum flowering time. The G × E is caused by the 
change of QTL effect direction in different environment, and the QTL effect can also be 
predicted by the product of average day length and average temperature from day 25 to 
45 after planting. This quantity can also explain the change of mean flowering time in 
different environments. The joint regression analysis provided a way to link the 
environmental mean (environmental index) with genomic information to predict crop 
performance. These findings suggest that with knowledge about genotypes and the 
information about the environment in which the crops are grown, crop performance—for 
example, flowering time—could be predicted. Epistasis is important for the regulation of 
flowering time even though the phenotypic variation explained by epistasis is small. It is 
meaningful to study whether this framework could be extended to other agronomic traits 
showing significant G × E, such as yield, disease resistance, and drought tolerance. RNA-
Seq is powerful tool to investigate the genome-wide expression pattern of different 
genotypes in different environments. Genes involved in flowering time regulation show 
G × E expression pattern, providing evidence for the involvement of these candidate 
genes in the regulation of flowering time. 
Repulsion linkage is one explanation for heterosis. Dissection of the Dw3 gene 
region for sorghum plant height provides an example of heterosis caused by repulsion 
linkage. The QTL qHT7.1 located 29 cM or 3 Mb away from Dw3 gene is shown to have 
effects on both the upper and lower part of the stem, while Dw3 only affect the lower part 
of the stem. These findings suggests that qHT7.1 may be involved in a pathway different 
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from Dw3, which is a transporter involved in the polar transport of auxin in the stem. 
Including large effect QTL in genome-wide association mapping study could increase the 
power to detect small effect QTL, as in the finding that Dw3 and qHT7.1 can only be 
detected by including Dw1 and Dw2 in the model as covariates. In this study, computer 
simulation provides a way to assess the scenarios when two QTL with opposite effect are 
linked. Simulation results showed that if two QTL are closely linked less than 20 cM, the 
two QTL may not be separated and behave as a single unity showing overdominance 
(pseudo-overdominance). The observed dominance to additive ratio (d/a) could be 
overestimated when the distance between two QTL is less than 50 cM, meaning that if an 
F2 population rather than RIL population was used as in the current study, the two QTL, 
qHT7.1 and Dw3, may not be detected separately but as a single QTL showing 
overdominance. Dissecting the Dw3 gene region and the discovery the QTL qHT7.1 
provide additional tools for manipulation of plant height for grain or biomass production. 
Meanwhile, this study provide a guideline to design crosses to obtain the desirable plant 
height in hybrid for production. 
Future perspectives: 
Flowering time is a model trait for studying G × E. The mean flowering time may 
be further reduced if this population is planted in a region close to the equator. The 
findings in this study could be applied to yield and other agronomic traits that generally 
show G × E. Identifying the environmental factors generating G × E is critical in this 
process. Since G × E is caused by differential sensitivity to environmental conditions, it 
would be interesting to see the results from a diverse natural population, instead of the 
RIL population used in current study. Research in G × E can benefit from crop 
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modelling, which is a link between environmental and genomic information. The 
genotype specific parameters can be determined from genomic information and the 
outcomes of growing that genotype in an environment can be obtained from crop models. 
The information we have on genomic and environmental information provide an 
opportunity to exploit G × E by selecting the best genotype for a target environment and 
farmers’ fields. Advances in omics also provide tools to study G × E at the molecular 
level and to find the causal genetic factors driving phenotypic plasticity. 
Repulsion linkage has been proposed as a genetic factor that may be involved in 
mechanisms of heterosis for almost 100 years. However, the examples are rare partially 
because of the difficulties in separating one QTL into different QTL. Increasing 
recombination, either by designed crosses or from association panel, could help us re-
evaluate some QTL regions previous identified. Finding other examples of heterosis 
caused by repulsion linkage between dominant loci, especially closely linked QTL for 
yield and other agronomic traits, will provide evidence that the heterosis we observed in 
sorghum plant height can be extrapolated to other trait and species. Meanwhile, better 
analysis methods, such as the MLMM method, could also increase the power to detect 
previous unidentified QTL. With a better understanding of the genetic basis of heterosis, 
more systematic and efficient breeding schemes may be developed for hybrid breeding.  
