On conditioning random walks in an exponential family to stay nonnegative J. Bertoin(1) and R.A. Doney (2) (1) Laboratoire SUMMARY. We show that the probability measures resulting from conditioning different random walks in an exponential family to stay nonnegative coincide with the measures obtained by taking one member of the family and conditioning it both to stay nonnegative and to go to infinity at a prescribed rate. This extends results in [1] where this relation was established for certain special members of an exponential family.
In this note, we present a relation involving conditioning to stay nonnegative for the collection of random walks which arise from an exponential family of step distributions. Let us first introduce some notation concerning the exponential family.
Consider (p(k), k E ZZ) a probability law on ZZ which is not supported by any sublattice (the restriction to distributions on integers is only a matter of convenience, the extension to non-lattice distributions is easy). Denote 
For the limit case m = 0, S oscillates under P° and we cannot condition P°o n {r = ~} in the usual way. Nonetheless, Spitzer [7] showed that there exists a unique (up to a multiplicative constant) positive harmonic function for Skilled at time T under P°. More precisely, is the renewal function based on the strict ascending ladder heights process of -S under P° and can be identified as the limit of the ratio > n)/pO(r > n) as n ~ ~. Then we can consider P°,+, the law under which S is a Markov chain with transition function p~°,+) given in (3).
Moreover P°,+ is the limit (in the sense of weak convergence of finite dimensional distributions) of P° conditioned on {r > n}. See section 3 in [1] for details.
When m( 1 ) 0, Keener [4] proved that the conditional law P( ~ ( T > n) converges as n -oo to P°,+. When ~-0 m(1), it follows from a result of Veraverbeke and Teugels [8] that the conditional law P(. I n T oo) converges to P°,+ again. On the other hand, the authors [1] This result should be compared with the following relation between P and Pm which derives readily from a classical theorem of large deviation of Petrov [5] . If f(S) is a bounded functional which depends only on a finite number of steps then, 
where we agree here and thereafter that k varies in the set {k E 1R mn + k E ZZ}.
In (4), g(u) _ (2~rc)-1~2 exp( -u2 /2c) is the centered Gaussian density with variance c, where c is the variance of p~m>, and is given by (2) . Indeed, we have 
Finally, consider f (S'), a bounded functional which depends only on the i first steps. With no loss of generality, we may suppose that 0 f (S) 1. It is plain from (6), the Markov property and Fatou's lemma, that for m E (0 V m(1), ~c+)
The last equality comes from the fact that is conservative and would be false otherwise). The second assertion of the Theorem follows from the Markov property and (7) in the same way.
Remark. The estimate (5) Px(Sn_t = a(n), T > n -i) P(Sn = a(n), T > n) when the sequence a(n) is such that a(n) = for some m E (0 V ~-, ~c+), but not otherwise.
