This paper surveys some recent results on the score function (SF) method. This method is suitable for performance evaluation, sensitivity analysis and optimization of rather complex discrete event systems like non-Markovian queueing systems.
Introduction
Many complex real world systems can be modeled as discrete-event systems (DES). Examples are computer-communication networks, exible manufacturing systems, PERT-project networks and ow networks. These systems are typically driven by the occurrence of discrete events, so their states change with time. In view of the complex interaction of such discrete events, DES are typically studied via stochastic simulation.
In designing, analyzing and operating such complex DES we are interested, not only in performance evaluation but also in sensitivity analysis and optimization. Consider the following examples.
(1) Tra c light system. (i) The performance measure may be a vehicle's average delay as it proceeds from a given point of origin to a given destination, or the average number of vehicles waiting for a green light at a given intersection in the system; (ii) the sensitivity and decision parameters may be the average rate at which the vehicles arrive at the intersections in the system, and the rate at which the light changes from green to red.
(2) Manufacturing system. (i) The performance measure may be the average waiting time of an item to be processed at several workstations (robots) according to a given schedule and route; (ii) the sensitivity and decision parameters may be the average rate at which the workstations (robots) process the item. In such systems we might be interested in minimizing the average make-span (consisting of the processing time and delay time), accounting for some constraints (e.g. cost).
Until about a decade ago, sensitivity analysis and optimization of DES was associated with the classic statistical design of experiments. Compared with naive, common sense approaches, statistical designs require less computer time and give more general and accurate results; see Kleijnen (1987 Kleijnen ( , 1994 . However, these designs assume that the simulation model is run repeatedly, namely for di erent combinations of`factor levels'; these levels correspond with the values of the (say) n parameters of the simulation model of the DES. In Section 4, we shall return to these experimental designs.
In the last decade, two new methods for sensitivity analysis and optimization of DES have been developed. They are called in nitesimal perturbation analysis (IPA) (e.g., Glasserman (1991) and Fu (1994) ) and the score function (SF) (also called likelihood ratio) (e.g., Glynn (1990) , L'Ecuyer (1990), Reiman and Weiss (1989) and Rubinstein (1976) ).
This paper is about the SF method. We shall show that this method allows us to evaluate, simultaneously from a single sample path (simulation run) not only the performance and all its sensitivities (gradient, Hessian, etc.), but to solve an entire optimization problem as well. Today, the SF method allows us to perform sensitivity and optimization of hundreds of decision parameters. The SF algorithms and procedures are implemented in a simulation package called QNSO (queueing network stabilizer and optimizer) and they can be readily adapted to any existing discrete-event simulation language, such as SLAM , SIMAN and GPSS. The extra computational time required by SF is about 10{50% of the time of the underlying simulation run.
To the best of our knowledge the SF method in simulation context was introduced independently at late sixtiees by Aleksandrov, Sysoyev and Shemeneva (1968) ; Mikhailov (1967) ; Miller (1967) and Rubinstein (1969) . Related references at 70-th and earlier 80-th are Ermakov and Mikhailov (1982) , Kreimer's (1984) PhD thesis, Rubinstein (1976) and Rubinstein and Kreimer (1983) . In 1986 Glynn and independently Reiman and Weiss rediscovered the score function method, and called it the likelihood ratio method, (see Glynn (1990) and Reiman and Weiss (1989) and reference therein).
Sections 2 and 3 deal with sensitivity analysis of discrete event static systems (DESS) and discrete event dynamic systems (DEDS), respectively. The main di erence between these two types is that DESS do not evolve with time whereas DEDS do. Examples of DESS are stochastic-PERT networks and GI=G=1 queues; an example of DEDS is a queueing network. Section 4 shows how to combine the SF method with classic experimental design. Section 5 discusses optimization of DEDS from a single simulation run, (see also a recent survey on optimization in simulation by Fu (1994) . Finally, Section 6 gives conclusions.
Sensitivity Analysis of Discrete Event Static Systems
Assume that the expected performance`(v) can be represented in the form 
The extension to the multidimensional case where v 2 IR n is straightforward. In- Notice that in Example 2.1, the function`(v) is di erentiable and its derivatives can be taken inside the expected value, so that the corresponding expectations do exist.
It is important to note that the estimator r k`N (v) given in (2.7) allows us to evaluate the performance`(v) and its sensitivity r k`( v) only at a xed point v. We present now an extended version of the above estimators which allows us to evaluatè (v) and r k`( v), essentially everywhere in v, provided some regularity conditions are met (see Rubinstein and Shapiro (1993) It is important to note that the original expectation of L(Y ) in (2.1) is taken with respect to the underlying pdf f(y; v), whereas that given in the last expression of (2.11) is taken with respect to the pdf g(y). It follows that changing the probability density from f(y; v) to g(y), we can express the performance measure`(v) for all v 2 V as an expectation with respect to g(y) and then estimate it accordingly. We shall call the pdf g(y), satisfying condition (2.10), the dominating pdf.
Note that the sensitivities r k`( v) = IE v fLS (k) g in (2.5) represent a particular case of (2.11), namely for g(y) = f(y; v) and W(y; v) = 1.
An unbiased estimator of r k`( v) is analogous to (2.7): The accuracy (variance) of the estimators r k`N (v), k = 0; 1; : : : , depends on the particular choice of the dominating density g(z); see Rubinstein and Shapiro (1993) . Actually the optimal g(z), say g (z), is g (z) =j L f j =IE(L), but we do not know IE(L). We restrict ourselves to g(z) = f(z; v 0 ), which denotes the same family of distributions as the original one, but with a di erent parameter v 0 . 
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Similarly, we obtain (3:8) where
Thus, r k`( v) can be expressed as the covariance between the steady-state process fL t g and f e 
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N : (3:10) Here`N and s Note that (3.9) with k = 0 is a special case of (3.12), namely f(z; v) = g(z) so
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t . Similar estimators can be derived for r k`( v); k = 2; 3 : : : ; by di erentiating`N(v) k times.
The algorithm for estimating the gradient r`(v), based on the sensitivity estimator (3.13), can be written as follows.
Algorithm 3.1 :
1. Generate a random sample Z 1 ; : : : ; Z T ; T = P N 1 i , from g(z). 2. Generate the output processes L t S (1) t ; f W t , and r f
t :
3. Calculate`N(v) and r`N(v) according to (3.12) and (3.13), respectively.
Assume further that we restrict g(y) to the same parametric family as f(y; v), that is g(y) = f(y; v 0 ), where v 0 is called the reference parameter.
Remark 3.1 Rubinstein and Shapiro (1993) show how to obtain reasonably \good" estimators of r k`( v); k = 0; 1 simultaneously for di erent values of v, say v 1 ; : : :; v s :
Let be the tra c intensity in the GI=G=1 queue, and similarly for more complex queueing models. Then one has to choose the reference parameter v 0 such that the The One approach (not the focus of this paper) uses \push-out" and \push-in" , respectively; see Rubinstein (1992) . These terms derive from the fact that in the rst case we \push out" the parameter vector, v 2 , from the original sample performance L(Y ; v 2 ) into an auxiliary pdf via a suitable transformation, and then apply the standard SF method; in the second case, we operate the other way around, namely, we rst \push in" (via a suitable transformation) the parameter vector v 1 into the sample performance L(Y ; v 2 ) and then di erentiate the resulting (auxiliary) sample performance with respect to v = (v 1 ; v 2 ). Conditions under which such transformations are useful, in the sense that they either generate smooth sample performances or lead to variance reduction are discussed in Marti (1994) and Uryas'ev (1994) . It is also shown that the in nitesimal perturbation analysis (IPA) method introduced by Ho and his co-workers (see Ho and Cao, 1993) , corresponds with the \push in" technique; the latter can be viewed as a dual of the \push out" technique.
A second approach, discussed in the remainder of this section, is based on the idea that the e ects of changing one or more components of the distributional vector v 1 can be estimated with relatively little e ort (in the way we discussed in the preceding sections), whereas the e ects of changing one or more components of the structural vector v 2 are estimated with more e ort, using classic Experimental Design (ED).
We shall also show that the ideas of ED might be utilized in SF, in order to further reduce computer time. Details on the application of ED in simulation can be found in Kleijnen (1987 Kleijnen ( , 1994 .
Suppose v 2 has k 2 components; that is, the vector has dimensionality k 2 . In ED terminology we say that there are k 2 factors. The number of levels or 'values' per factor, denoted by s k , is usually limited to a small number, say 2 s k 5 (k = 1; : : : ; k 2 ). The values for s k are selected as follows.
If we assume that the e ects of the k 2 factors are additive, then we can estimate the k 2 main e ects from n simulation runs, where n is the smallest multiple of four that is larger than k 2 (for example, if 8 k 2 11 then n = 12). So, only a fraction of all possible 2 k 2 combinations or scenarios is simulated. Each factor is simulated for only two di erent values (s k = 2).
If, in addition, we assume that besides main e ects, there may also be interactions between factors, then a larger fraction is simulated (still simulating only two values per factor). If morever we assume quadratic e ects, then more than two values per factor must be simulated. So-called central composite designs require ve values per factor; they do not simulate all 5 k 2 combinations, but only a fraction (combining the designs for main e ects and interactions with designs that change only one factor at a time).
Let us now turn to the distributional parameter vector v 1 . Suppose v 1 has k 1 components. SF gives `N(v) as an explicit function of v 1 . In order to get a better understanding of this function, we evaluate this function for a set of values of v 1 . So far we supposed that component k of v 1 is studied for s k (k = 1; : : : ; k 1 ) values; see Algorithm 2.1 and Figure 3 .1. Now, however, we point out that if k 1 is high, then we may restrict the computer time required and the amount of output data; that is, we drastically restrict the number of values per component, say, 2 s k 5. To the s k estimates of E(L) we can then t a curve, such as a polynomial in v 1 of degree 1 or 2. We emphasize that these Q k s k responses are positively correlated, since they are based on the same random number stream (namely the one used for the reference parameter v 01 ; also see (4.5) below). Note that a`distributional scenario' is a combination of values for the k 1 components of v 1 .
We emphasize that ED without SF would experiment with k 1 + k 2 factors, whereas ED with SF considers only k 2 factors. In SF the estimation of the gradient r`(v 1 ) is analogous to the estimation of`(v 1 ), as we saw in the preceding sections. In ED the estimation of the gradient r`(v 2 ) follows from di erentiating the estimated response curve or metamodel; for example, in a rst order polynomial the marginal e ects equal the main e ects, whereas in a regression metamodel with interactions, by de nition, the marginal e ects also depend on these interactions; see Kleijnen (1987 Kleijnen ( , 1994 .
In where j corresponds to the service rate v ij ; 1 j r 1 .
Consider now the general case (4.4). In typical applications, the tra c intensity is monotonic in each component of v 2 , in which case, formula (4.6) is applicable again in the sense that once a \good" reference parameter 0 (v 2 ) is chosen, it remains a \good" one for all v 2 in (4.4). In other words, in order to nd a \good" reference parameter v 01 (v 2 ) (and the corresponding 0 (v 2 )) suitable for all combinations of fv 1 ; v 2 g; we have to rst x an arbitrary value v 2 from the set fv 2j ; j = 1; : : : ; r 2 g, and then apply formula (4.6). The \what-if" estimator of`(v) given the j-th structural scenario (j = 1; : : : ; r 2 , where r 2 = Q k 2 k=1 s k ) can be written (analogous to (3.12)) as
; (4:8) where we write i (v 2j ) rather than i , to indicate that its distribution depends on v 2j .
The SFED algorithm, for estimating the response surface,`(v), can be written as follows. Monte Carlo experiments, whereas the full factorial applied to k 2 = r factors requires only 2 r such experiments. Thus, the latter is approximately 2 r times faster than the former, since the overhead of computing f W t (v 1 ), in the corresponding likelihood ratio estimators, is relatively small. This speed up has been con rmed by various simulation studies. Further reduction of computer time can be realized by assuming a rst order polynomial response curve in v 2 , and executing not 2 k 2 runs but only k 2 + 1 runs.
Optimization
Consider the following mathematical programming problem: where`j
; j = 0; 1; : : : ; M; (5:2) are the steady-state expected performances corresponding to the output processes fL jt g.
To estimate the optimal solution of this problem (P 0 ) from simulation, we rst approximate it by its stochastic counterpart (see (5.4 ) below), and then solve this counterpart problem by standard techniques of mathematical programming.
In order to construct such a stochastic counterpart, we argue as follows. Consider rst the estimators of`j(v); de ned in (3.12):
f W ti j = 0; 1; : : : ; M:
Second, viewing `j N (v) as functions of v rather than as estimators for xed v,
we de ne the stochastic counterpart of (P 0 ) as follows: The corresponding gradients r `j N (v) can be calculated from a single simulation by the SF method according to (2.12) . Consequently the optimization problem ( P N ) can be solved in principle by standard methods of mathematical programming, (see e.g., Rubinstein 1986 ). The resulting optimal value`N( v) and the optimal solution v N of the program ( P N ) provide estimators of the optimal value`(v ) and the optimal solution v of the program (P 0 ), respectively. Note that this solution is feasible, since we assumed that the sample functions L j (y) do not depend on v.
The algorithm for estimating the optimal solution v of the program (P 0 ) while using the stochastic counterpart ( P N ) can be written as follows.
Algorithm 5.1 :
1. Generate a random sample Z 11 ; : : :; Z 1 1 ; : : : ; Z 1N ; : : :; Z N N from g(z):
2. Generate the output (sample performance) processes L jti ; and the likelihood ratio process f W ti (v); j = 0; : : : ; M; t = 1; : : :; i ; i = 1; : : : ; N: 3. Solve the program (P N ) by the techniques of mathematical programming. We can then solve the stochastic counterpart (P N ) by using the following nonlinear system of equations ( rst order conditions for extreme values):
r`N(v) = 0; v 2 V:
In particular, for a queueing model with a single node (r = 1) and FIFO discipline P N reduces to r`N(v) = c It is readily seen that the estimator v N performs reasonably well for 2 (0:3; 0:8).
The poor performance of the estimator v N for > 0:8 is the result of the violation of the requirement of remark 5.1 (according to that remark we must have 0 = 0:8, whereas in fact we have 0:88 0 = 0:8: Table 5 .3 represents data similar to that of table 5.1 for two M=M=1 queues in tandem, while using the stochastic counterpart (P N ). Itzhaki (1994) gives extensive supporting numerical results with both unconstrained and constrained mathematical programming methods (P 0 ) for di erent network topologies, di erent dimensionalities n (1 n 100) of the decision vector v (being the vector with the parameters of the interarrival and service time distributions and the routing probabilities), while using the research package QNSO (queueing network optimizer and stabilizer).
Conclusion
The Score Function (SF) method uses a single simulation run to simultaneously estimate the simulation response and its derivatives, for di erent values of the parameters of the distribution function of the simulation inputs. SF applies to both discrete event static systems (DESS) and discrete event dynamic systems (DEDS). Parameters that do not occur in the input distribution, but that are structural parameters, can be examined through classic experimental designs (ED). SF and ED can be combined to obtain further e ciency gains. The optimal values of the distributional parameters can be obtained by solving the stochastic counterpart of the original mathematical programming problem.
