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Abstract— This article aims to present a novel sensor-based continuous hand gesture recognition algorithm by long short-
term memory (LSTM). Only the basic accelerators and/or gyroscopes are required by the algorithm. Given a sequence
of input sensory data, a many-to-many LSTM scheme is adopted to produce an output path. A maximum a posteriori
estimation is then carried out based on the observed path to obtain the final classification results. A prototype system
based on smartphones has been implemented for the performance evaluation. Experimental results show that the proposed
algorithm is an effective alternative for robust and accurate hand-gesture recognition.
Index Terms—Sensor applications, continuous hand gesture recognition, human machine interface, long short-term memory (LSTM).
I. INTRODUCTION
A continuous hand gesture is a sequence of hand movements con-
ducted by a human. Continuous hand gesture recognition techniques
are important in human–machine interaction (HMI) and human activ-
ity recognition (HAR). They find applications in many areas, such as
smart home, health care, augmented reality, virtual reality, machine
control, and sign-language recognition [1]. A common approach for
continuous hand gesture recognition is to adopt vision-based ges-
tures recognition (VGR) techniques. A VGR method is usually based
on captured video sequences by one or several cameras for inter-
preting and analyzing the motion [1]–[4]. Although some VGR tech-
niques are effective, they may incur high computational load for online
recognition, in which real-time operations on the video sequences are
required.
An alternative to VGR techniques is a sensor-based gestures recog-
nition (SGR) technique, which carries out continuous gesture recogni-
tion from the data produced by sensors. Accelerometers, gyroscopes,
electromyography, and/or inertial sensors are the sensors used in many
SGR-based systems [5]–[10]. Some of the sensors are commonly de-
ployed in smart devices, such as smartphones and smart wear. With
the proliferation of smart devices, the SGR techniques are emerging
as the major approaches for HMI and HAR.
A challenging issue for SGR techniques is the gesture spotting in
a sequence of gestures. The goal of gesture spotting is to identify
start and end positions of gestures so that multiple continuous ges-
tures can be recognized independently. In [7] and [9], a user action
is required for gesture spotting. Dedicated sensors for spotting are
employed in [8]. These approaches may introduce additional over-
head for the gesture recognition. Continuous hand gesture recognition
schemes offering automatic detection of start and end points of ges-
tures are presented in [5], [6] and [10]. The detection is based on
thresholding operations over the variances of sensory data. The per-
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formance of the SGR method may be sensitive to the selection of
thresholds.
The long short-term memory (LSTM) [11] may be an alternative for
the continuous hand gesture recognition. The LSTM is a deep learn-
ing [12] technique capable of exploiting both long-term and short-term
behavior of input data for accurate classification. It is a variant of re-
current neural network and is based on a back propagation through
time technique for training. The LSTM has been successfully applied
to various applications, such as speech recognition, image caption
generation, and machine translation [13]. In addition, a number of
LSTM techniques have been proposed for continuous hand gesture
recognition. The LSTM algorithms in [14] and [15] carry out VGR-
based hand-gesture recognition in conjunction with a convolutional
neural network. The LSTM algorithms can also operate along for
solving SGR recognition problems [15]. Although the algorithms have
been found to be effective, many techniques have a common draw-
back that they are designed only for a single continuous gesture. The
gesture-spotting issue is still not addressed.
This aims to present a novel SGR technique based on LSTM.
Only the basic accelerometers and gyroscopes commonly used in
smartphones or devices are required for the hand-gesture recognition.
This may facilitate the deployment of the algorithm to large varieties
of the applications in smart devices. The technique is able to carry out
the recognition of multiple continuous gestures from the sensory data
by the LSTM. It is based on a many-to-many inference scheme, where
an output is produced by the LSTM at each time step. A collection
of output sequence is viewed as an output path. A simple gesture-
spotting scheme is then carried out to find the maximum a posteriori
(MAP) solution for the final classification, given the observed output
path.
A prototype system of the proposed algorithm based on the
smartphones has been developed for performance evaluation. Ex-
perimental results reveal that the proposed algorithm is well suited
for the continuous hand gesture recognition applications on the
smart devices requiring high robustness and high classification
accuracy.
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II. PROPOSED ALGORITHM
The proposed algorithm is based on LSTM [12], which takes an
input sequence X = {xt , t = 1, ..., T }, and computes the hidden states
ht , memory cells ct , and the output sequence yt from t = 1 to t = T
iteratively. At each time step t , it first computes ct and ht from xt , ct−1,
and ht−1, where the initial hidden state h0 and initial memory cell c0
are vectors of zeros. The output yt is then obtained from the hidden
state ht .
The LSTM can be directly used for the continuous hand gesture
recognition. In this case, xt are the input sensory data, and yt are
the recognition results at time step t . Given a gesture sequence X =
(x1, ..., xT ), the LSTM is served as a sequence-to-sequence predictor.
It produces an output sequence Y = (y1, ..., yT ) based on an input
sequence X = (x1, ..., xT ). All the elements in the sequence X are
vectors. They have an identical dimension N , which is dependent on
the sensors adopted for the hand-gesture recognition.
Each element of the output sequence Y is also a vector. Let Q
be the total number of gestures. Each yt ∈ Y has dimension Q. The
softmax operator for computing yt given ht [12] can be viewed as an
estimation of probability Pr(at = j/ht ) for the occurrence of gesture
j given the hidden state ht , where at is the label produced by the
proposed algorithm at time step t . Let yt, j be the j th element of yt ,
j = 1, ..., Q. Therefore, we set yt, j = Pr(at = j/ht ) in the proposed
algorithm. Suppose jt is the index of the gesture having the largest
probability at time step t . In other words
jt = arg max
1≤ j≤Q
yt, j = arg max
1≤ j≤Q
Pr(at = j/ht ). (1)
We then let at = jt . Define the set A = {a1, ..., aT } as the set of labels
for the time steps t = 1, ...., T . We call A the path given the input
sequence X . In the proposed algorithm, the path is further mapped
to a classification outcome R = {r1, ..., rk} for the recognition of k
distinctive gestures, where r j is the j th gesture recognized by the
algorithm. The mapping, denoted by B(A), is based on the conditional
probability model Pr(R/A) given by
Pr(R/A) =
k∏
j=1
Pr(r j/A). (2)
In the model, the probability Pr(r j/A) can be evaluated as
Pr(r j/A) =
|Ir j |
T
(3)
where Ii = {t : at = i}, and |Ii | indicates the cardinality of the set.
We can view Ii as the set of time steps where the gesture i is the
recognized gesture. The search for Ii can be viewed as a gesture-
spotting operation for the gesture i . Moreover, the mapping B is an
MAP estimator, which selects R maximizing Pr(R/A) as the final
classification outcome. That is
B(A) = arg max
R
Pr(R/A). (4)
Let K be the set of gestures whose cardinality is among the top k
of the Q gestures. From (2) and (3), we see that the B(A) in (4)
can be implemented by setting r j = i , where the gesture i is the
j th gesture occurred in the path A among the gestures in K. Fig. 1
shows an example of mapping from path A = {at , 1 ≤ t ≤ T } to final
classification outcome R = {r1, r2, r3} for the recognition of three
gestures (i.e., k = 3). In this example,K contains gestures 1, 2, and 3.
Fig. 1. Example of mapping from path A = {at , 1 ≤ t ≤ T } to final clas-
sification outcome R = {r1, r2, r3} for the recognition of three gestures
(i.e., k = 3). In this example, r1 = 2, r2 = 3, and r3 = 1.
Fig. 2. Gestures considered in the experiments.
TABLE 1. Gestures and Their Actions for Various Home Appliances.
Fig. 3. Setup of the experiments.
The order of occurrence in path A for the gestures in K is gestures 2,
3, and 1. Consequently, r1 = 2, r2 = 3, and r3 = 1.
III. EXPERIMENTAL RESULTS
There are six classes of gestures considered in the experiments, as
shown in Fig. 2. The dimension of each output yt is then 6 (i.e., Q = 6).
The gestures can be applied for the remote control of home appliances,
as suggested in [5]. Examples of the gestures and their corresponding
actions for some home appliances are included in Table 1.
Fig. 3 shows the setup of the experiments. As shown in the figure,
a dedicated server is adopted for LSTM training, which is carried
out offline by Keras [16] with backend Tensorflow. The server is a
personal computer with Intel I7 CPU and Nvidia GTX 1070 GPU. A
platform different from training server is adopted for LSTM testing. It
is a simple Raspberry Pi 3 embedded system for the control of home
appliances. The LSTM testing system is implemented by JAVA. It is
built from the LSTM parameters acquired from Keras after training
process are completed.
All the gesture sequences for training and testing are captured by
a smartphone equipped with accelerometer and gyroscope. They are
capable of measuring acceleration and angular velocity in three or-
thogonal axes, respectively. The dimension of each sample xt in
each training or testing sequence is then N = 6. The smartphone
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Fig. 4. Samples of waveforms produced by accelerator in three axes
(ax, ay, and az) for each gesture. (a) Gesture 1. (b) Gesture 2.
(c) Gesture 3. (d) Gesture 4. (e) Gesture 5. (f) Gesture 6.
considered in the experiments is the HTC One M9 operating in An-
droid system. A JAVA-based APP is built for gesture capturing and
delivery, where the number of gestures k can be prespecified. The
selection of k is application oriented. We set k = 1 for a single ac-
tion, and k > 1 when multiple actions are desired. Figs. 4 and 5 show
the samples of waveforms produced by accelerator and gyroscope for
each gesture, respectively. The results of measurement are delivered
to the training server or home appliance by WiFi for LSTM training
and testing operations, respectively.
The training dataset contains 2900 sequences produced by five
participants including experienced users and new users. The sequences
acquired from the experienced users are collected at different days for
capturing different variations in gesturing, such as variations in lengths
of gestures and/or amplitudes of samples. The collection of sequences
form each new user is completed in a single day. The variations due
to the unfamiliarity to the gesture movement can then be recorded for
training.
The evaluation of the proposed algorithm is based on the LSTM test-
ing system in Fig. 3 with the testing dataset different from the training
set. There are 3100 hand gestures in the testing set produced by seven
participants. Each test sequence may contain two or more hand ges-
tures. The initial orientation of smartphone for data acquisition of both
training and testing sequences is portrait orientation. Moreover, some
testing sequences contain additional vibration due to shaking or unsta-
ble hand. Fig. 6 shows an example of a testing sequence produced by
accelerator and gyroscope consisting of four hand gestures (Gesture 4,
Gesture 2, Gesture 5, and Gesture 6) back-to-back. The results of ges-
ture spotting are also revealed in the bottom of the figure. It can be
observed from Fig. 6 that direct gesture spotting is difficult, even by
visual inspection. Nevertheless, we can see from the bottom of Fig. 6
Fig. 5. Samples of waveforms produced by gyroscope in three axes
(gx, gy, and gz) for each gesture. (a) Gesture 1. (b) Gesture 2.
(c) Gesture 3. (d) Gesture 4. (e) Gesture 5. (f) Gesture 6.
Fig. 6. Example of a test sequence produced by accelerator and
gyroscope consisting of four hand gestures (Gesture 4, Gesture 2,
Gesture 5, and Gesture 6) back-to-back. The gesture-spotting results
are also shown in the bottom of the figure.
that the sets I4, I2, I5, and I6 are the sets having the largest cardi-
nality. Therefore, the recognition outcome is r1 = 4, r2 = 2, r3 = 5,
and r4 = 6. Accurate recognition for the continuous gestures can be
achieved.
For the LSTM, the dimension of memory cell ct and hidden state
ht are 32**. Both ct and ht are responsible for abstracting the input
sensory data for classification. The selection of different dimensions
may result in a different classification accuracy, which is defined as
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TABLE 2. Confusion Matrix on the Test Dataset for the Proposed
Algorithm.
Each cell in the confusion matrix represents the percentage in which
the gesture in the corresponding row is classified as the gesture in
the corresponding column.
TABLE 3. Hit Rate in Percentage of the Proposed Continuous
Gesture-Recognition Algorithms with Only Accelerator or Gyroscope,
or Both.
TABLE 4. Hit Rate in Percentage of Various SGR-Based Continuous
Gesture-Recognition Algorithms.
the number of gestures correctly classified divided by the total number
of gestures in the testing set. In our experiments, the accuracy is
95.85%, 98.04%, and 97.27% when the dimension is 16, 32, and 64,
respectively. Therefore, dimension 32 has a better accuracy. This is
because the dimension 16 may be too small for including sufficient
information for classification. On the contrary, the dimension 64 may
be too large; therefore, noises from input data may also be included in
the abstraction.
Table 2 shows the confusion matrix on the testing dataset for the
proposed algorithm. The confusion matrix contains information about
actual and predicted gesture classifications carried out by the system.
Each cell in the confusion matrix represents the percentage in which
the gesture in the corresponding row is classified as the gesture in
the corresponding column. Let Hi be the hit rate of gesture class i ,
which is defined as the number of gestures in class i that are correctly
classified divided by the total number of gestures in class i . Therefore,
Hi of the proposed algorithm is identical to the value of the cell in the
i th column and the i th row of the confusion matrix shown in Table 2.
It can be observed from the table that the proposed algorithm attains
high hit rate Hi for each gesture class i = 1, ..., 6.
The hit rates of the proposed algorithm will be degraded when only
accelerator or gyroscope is used. Table 3 reveals the degradation in
hit rate Hi of each gesture class i of the proposed algorithm with
the employment of only one type of sensor. It can be observed from
Table 3 that the hit rates of most gesture classes are reduced without
the employment of both sensors. In particular, H6 is degraded from
99.59% to 78.79% and 79% when only accelerator or gyroscope is
used, respectively. These results show that the employment of both
accelerator and gyroscope is beneficial for hand-gesture recognition.
Table 4 compares the hit rate Hi of various SGR techniques. Di-
rect comparisons may be difficult because these SGR techniques are
based on different data-acquisition systems and training sets. Never-
theless, because the target gestures to be recognized are identical for
the techniques, they could be applied to the same applications, such
as remote control of home appliances [5]. It can be observed from
Table 4 that the proposed algorithm could have superior performance
over the techniques in [5] and [17] for smart-home applications.
IV. CONCLUDING REMARKS
A smartphone-based prototype has been built for performance eval-
uation. Experimental results reveal that the hit rate for all the ges-
ture classes are above 95% for a test set consisting of 3100 ges-
tures. As compared with the existing SGR-based gesture-recognition
techniques, the proposed algorithm provides superior classification
results. This is because the proposed algorithm is able to perform ef-
fective gesture spotting, even for continuous gestures back-to-back. It
is therefore beneficial for HMI or HAR applications where reliable
continuous hand gesture recognition is desired. A possible extension
of the proposed work is to accommodate custom gestures for providing
flexibilities for a user to meet the needs of a particular application.
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