Abstract. We consider the natural contraction from the central Haagerup tensor product of a C*-algebra A with itself to the space of completely bounded maps CB(A) on A and investigate those A where there exists an inverse map with finite norm L(A). We show that a stabilised version L (A) = sup n L(M n (A)) depends only on the primitive ideal space Prim(A). The dependence is via simplicial complex structures (defined from primal intersections) on finite sets of primitive ideals that contain a Glimm ideal of A.
Introduction
In previous work [10] we characterised, via a condition on the ideal structure, those (unital) C * -algebras A where the canonical contraction θ Z from the central Haagerup tensor product A⊗ Z,h A to the space CB(A) of completely bounded maps on A is isometric. This completed earlier work of Somerset [22] which had shown sufficiency of the condition (all Glimm ideals of A should be primal ideals). Further details on previous related work is given in [10] .
Our aim here is to study those A for which θ Z is injective but not necessarily isometric. We recall that θ Z is injective if and only if every Glimm ideal of A is 2-primal (see [22, Corollary 6] and Theorem 3.8 (i) below). We then let L(A) denote the norm of the inverse of θ Z , a constant associated with A which can be ∞ (see Definition 4.1). It turns out that the value of L(A) (or even its finiteness) cannot be determined by the ideal structure of A, but a stabilised version L (A) = sup n L(M n (A)) can be determined via the combinatorics of the ideal structure of A (Theorem 6.1). This is perhaps unexpected in view of the equivalences: θ Z is isometric ⇐⇒ L(A) = 1 ⇐⇒ every Glimm ideal of A is primal ⇐⇒ L (A) = 1. In fact L (A) depends only on the primitive ideal space Prim(A) (Theorem 6.2).
It is tempting to conjecture that L (A) is L(A ⊗ K(H)) (for K(H)
the compact operators on a separable infinite dimensional Hilbert space), and we do indeed prove this in Corollary 6.3. However, it brings us into the realm of non-unital algebras, and we need to develop a suitable notion of a central Haagerup tensor product t is a column.
Fundamental techniques
In this section we collect a small number of results for use later on. We will frequently use a consequence of [23, Coroll. 2.3 ] and Haagerup's theorem [3, 5.4.7] . Before stating it, we need some more notation.
When X, Y are positive semidefinite × matrices (over C) we use tgm(X, Y ) for the trace of ( √ XY √ X) 1/2 , a quantity called the 'tracial geometric mean' in [23] . For u = a b ∈ A ⊗ A and φ ∈ S(A) we let Q(b, φ) be the positive semidefinite × matrix defined by Q(b, φ) = (φ(b where it is to be understood that φ 1 and φ 2 are extended (uniquely) to states of the multiplier algebra M (K(H)) = B(H). Thus φ 1 and φ 2 are convex combinations of vector states of B(H). Since such states are weak*-dense in S(B(H)) (by [16, 3.4 
.1]), we can replace F f (K(H)) by S(B(H)) in this formula. By the separate homogeneity, we can further replace S(B(H)) by E(B(H)). Restricting φ 1 , φ 2 ∈ E(B(H)) to A we get quasi-states of A. So u h is at least the supremum in (2.1). As all elements of E(A) are restrictions of elements of E(B(H))
, we have the opposite inequality also.
The following argument is similar to one in the proof of (1) ⇒ (2) in [5, Th. 3.3] . In the course of the proof we will be considering the open map β : P(A) →Â given by β(ψ) = π ψ (the equivalence class of the GNS representation associated to ψ). Recall that states φ ∈ F f (A) are convex combinations n i=1 t i ψ i where ψ i ∈ P(A) and β(ψ i ) is constant (1 ≤ i ≤ n). The assignmentβ(φ) = β(ψ 1 ) gives a well-defined mapβ : F f (A) →Â (see [11, p. 134] ).
Lemma 2.2. Let A be a C
* -algebra and Q a primal ideal of A. Given any two states φ 1 , φ 2 ∈ S(A/Q), there are commonly indexed nets (φ 1,α ) α and (φ 2,α ) α in the finite type I factorial states F f (A) of A with the properties (i) lim α φ i,α = φ i (i = 1, 2), (ii)β(φ 1,α ) =β(φ 2,α ) for all α. Moreover, if φ 1 , φ 2 ∈ P(A/Q), we can take all φ i,α ∈ P(A).
Proof. We choose the index set for the nets to be a weak * ∈ φ i + U to get the desired nets. If we start with pure states φ 1 , φ 2 ∈ P(A/Q), there is no need for convex combinations and the argument becomes simpler.
Note that by [11, Proposition 2 .1], condition (ii) above is equivalent to (φ 1,α + φ 2,α )/2 ∈ F f (A).
Lemma 2.3. Let X and Y be operator spaces and φ : X → Y be a complete contraction. Then φ
is contractive for each n ≥ 1. 
Proof. The norm of a tensor u ∈ M n (X)
Here is a generalisation of [10, Lemma 5] , with a more succinct proof. 
We can define a linear map φ : X → Y by φ(b j ) = d j , and it has the following properties: 
Proof. The fact that φ is contractive is proved in [10, Lemma 5] . As φ has range in the commutative C * -algebra generated by 
The non-unital central Haagerup tensor product
In this section we extend the theory of the central Haagerup tensor product to cover the case when the algebra need not be unital. This is desirable for two reasons: first because there are interesting non-unital examples such as C * -algebras from non-discrete groups, and second because we shall soon wish to consider the stabilization A ⊗ K(H) of a C * -algebra A. Let A be a (possibly non-unital) C * -algebra. We define A ⊗ Z,h A to be the quotient (A ⊗ h A)/J A , and we denote the quotient norm by · Z,h .
Note that this agrees with the usual definition of
is contractive in the Haagerup tensor norm ( θ(u) cb ≤ u h ). Hence it extends to a contraction on the completed tensor product θ : A ⊗ h A → CB(A), and it is evident that θ(J A ) = 0. Thus the map θ induces a contraction
For convenience we will frequently write θ Z (u) and u Z,h where it is to be understood that u should be replaced by the coset u + J A .
Lemma 3.3. For each
Proof. Let G ∈ Glimm(A). In the proof of [10, Lemma 10] , elaborating an argument from [3, p. 88] , it is shown that there is a maximal ideal J of Z(M (A)) such that JA ⊆ G. Let φ J : Z(M (A)) → C be the multiplicative linear functional with kernel J, and let z ∈ Z(M (A)). Then z − φ J (z)1 ∈ J, and so for a, b ∈ A we have Corollary 2.6] ), the result follows.
The following lemma is presumably well known, but we have been unable to locate a reference. 
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Proof. As T is a completely regular (Hausdorff) space there is a compact Hausdorff space T that contains it. There are open
The next result is a direct generalisation of [22, Theorem 1] to include the nonunital case. Recall that from [1, Corollary 2.6], for I an ideal in A, the quotient
I denote the image of u in the quotient.
Theorem 3.5. Let A be a C * -algebra and let u ∈ A ⊗ h A. Then
Proof. It is enough to prove equality when u has the form u
Then X is compact, being a union of two compact sets (by [16, 3.3.7] ). Let 
For x ∈ A, the norm function G → x+G is upper semicontinuous on Glimm(A) (see the first paragraph of the proof of [24, Theorem 3 .1] or [14, Corollary 1.9] for the general, non-unital, case). By this upper semicontinuity there is a neighbourhood 
where (a
As Glimm(A) is a completely regular (Hausdorff) space, we can apply Lemma 3.4 to find continuous
. . , z m+1 be the elements of Z(M (A)) corresponding to f 1 , . . . , f m+1 under the Dauns-Hofmann Theorem ( [15] , or see for instance [20, §A.3] ). Then for x ∈ A and P ∈ Prim(A) we have
and similarly for G ∈ Glimm(A),
Hence
Finally we show that u − (v + w) ∈ J A . For this it is convenient to work inside
A fact that we will often use is stated here for easy reference and can be found in [3, 5.3.12, 5.4.10] .
The next result is proved in [22, Proposition 3] , but we give a rather different proof by using Lemma 2.1.
Proof. Since θ Z is contractive, and so are the canonical maps
Since Prim(A) ⊆ Primal(A), we get an inequality from Proposition 3.6. By Lemma 2.1, if Q ∈ Primal(A) and ε > 0, then there exist φ 1 , φ 2 ∈ co(P(A/Q)) with tgm(Q(a
. For each α, let P α = kerβ(φ 1,α ) and then φ 1,α , φ 2,α ∈ co P(A/P α ). So, by Lemma 2.1 and Proposition 3.6,
Taking limits we get u [18] . Let G be a simply connected nilpotent Lie group, g the Lie algebra of G and z the centre of g. Then every Glimm ideal of C * (G) is primal if the maximal coadjoint orbit dimension in g * equals dim(g/z). Moreover, the converse holds in the case where G is 2-step nilpotent [6] . Thus, for example, every Glimm ideal is primal in the case where G is the continuous Heisenberg group and also in the case G = W n (n even) where W n is the "universal" simply connected, two-step nilpotent Lie group studied in [8, Section 2] . Up to topological isomorphism, there are 24 simply connected, nilpotent Lie groups of dimension 6 (excluding those which are direct products of lower dimensional groups). Of these, 21 have a group C * -algebra for which every Glimm ideal is primal [8, p. 292] .
We note briefly that the main result of [10, Section 4] also extends to the nonunital case.
and only if every Glimm ideal in A is
Proof. The proof of sufficiency of the condition that every Glimm ideal in A is ( 2 + 1)-primal is as in [10, Proposition 14] , using Theorem 3.5 in place of [22, Theorem 1] .
The proof of the converse is as in [10, Theorem 17] . In the course of proving Theorem 5.1 below, we will generalise the main ideas of the proof of [10, Theorem 17] . 
is not even injective (by Theorem 3.8 (i)).
The constants L(A) and L (A) and basic properties
In this section we define the constants L(A) and L (A) associated to a C * -algebra A and we construct combinatorially defined models called simplicial-spoke C * -algebras which will be useful for determining L (A) for general C*-algebras in later sections. We also give some basic results for later use.
Remark 4.2. By a density argument, we could equally define If all Glimm ideals of A are primal, then we know L(A) = L (A) = 1 by Theorem 3.8 (ii) (and remarks in the Introduction concerning Glimm(M n (A)) and Primal(M n (A))).
Proof. There is a * -algebra embedding j n : M n (A) → M n+1 (A) adding a row and column of zeros to 
Proof. Let q

It follows that the complete regularisation Glimm(A ⊕ B) is the disjoint union Glimm(A) ∪ Glimm(B). In terms of ideals, Glimm(A
is the usual map taking values in elementary operators on A, and θ B , θ = θ A⊕B are similarly defined). Suppose G ∈ Glimm(A). Then A/G is canonically isomorphic to (A ⊕ B)/ (G⊕B), and we deduce u
h . Then (4.1) follows from Theorem 3.5. On the other hand, replacing G and H in the above arguments by P ∈ Prim(A) and Q ∈ Prim(B) respectively, we obtain u
Using (4.2), and then (4.1), we have
and
is 1, then we get the reverse inequalities by definition. Let us agree that if I n is an ideal of A n , then I n is the ideal of A 0 defined via the restriction on x that x n ∈ I n . Now suppose k ≥ 1 and that 1
We know that irreducible representations of A 0 must be of the form
for some irreducible representation π n of A n . Thus the primitive ideals of A 0 are those of the form P n for P n ∈ Prim(A n ). Since each A n is a direct summand of A 0 , it is easily seen that the Glimm ideals of A 0 are those of the form G n for G n ∈ Glimm(A n ).
Observe that the canonical * -isomorphism
induces an isometric isomorphism between the Haagerup tensor products of these quotients with themselves under which
Notation 4.6. By an (abstract finite) simplicial complex we understand a collection C of subsets of {1, 2, . . . , N} closed under taking subsets (E ∈ C, F ⊆ E implies F ∈ C) and containing all singletons ({i} ∈ C for 1 ≤ i ≤ N ). We refer to N as the number of vertices in C. All complexes we deal with will be connected (given two vertices i, j,
For subsets E ⊆ {1, 2, . . . , N} we treat C E (the set of functions from E to C) as a subspace of C N , namely the subspace spanned by those standard basis vectors e i of C N with i ∈ E. (This will be more convenient for us than identifying C E with C |E| .) We treat C E as a commutative C * -algebra with pointwise operations and the supremum norm. We will also use M E for matrices of size |E| × |E| indexed by i, j ∈ E (with the operator norm from action on
We now define a 'simplicial spoke algebra' A(C) associated to a connected simplicial complex as follows. Enumerate the maximal elements of C as E 1 , E 2 , . . . , E m (maximal under set inclusion). Choose m disjoint half-closed rays R r (1 ≤ r ≤ m) in the plane (say R r = {tζ r : t ≥ 1}, where ζ 1 , ζ 2 , . . . , ζ m are distinct points of the unit circle). Let T = m r=1 R r . We construct the algebra A(C) as the subset of the functions
• the restriction of x to R r is a continuous function on R r with values in M E r , • there are scalars λ i (x) (1 ≤ i ≤ N ) so that the limit as τ ∈ R r tends to infinity of x(τ ) is the diagonal matrix diag E ((λ j (x)) j∈E ).
By a 'constant' element of A(C) we mean an element where x is constant along R r for each 1 ≤ r ≤ m. Such an element is determined by λ i (x) (1 ≤ i ≤ N ). More specifically, given y ∈ C N we define x = const(y) to be the element where
is a left inverse for const; that is, λ • const is the identity.
With pointwise operations and the supremum norm
It has a centre consisting of those x where x(τ ) is a multiple of the identity matrix (of the appropriate size) for each τ ∈ T . Thus, since C is connected, the centre can be identified with the continuous functions on the one-point compactification of T .
A(C) has one Glimm ideal G ∞ that is not primitive (if N > 1). The minimal primal ideals containing G ∞ are the intersections {ker This notation and construction generalises the construction in [10, §2] . The simplest example of interest occurs when N = 3 and the maximal elements of C are E 1 = {1, 2}, E 2 = {3, 2} and E 3 = {1, 2}. In this case, the algebra A(C) has the essential features of the sequence algebra of [4, Example 4.12] , with the three rays R 1 , R 2 and R 3 replacing the use of three subsequences.
Lemma 4.7. For
where N is the number of vertices in C, C N is the N -dimensional commutative C * -algebra, and for E ⊆ {1, 2, . . . , N} we use v E to denote the projection
Proof. Fix n ≥ 1. To fix the notation, we take M n (X) to mean X ⊗ M n , and the ampliation φ (n) of a map φ :
We note that the map const :
is an embedding of C * -algebras, hence a complete isometry to which we can apply Lemma 2.3.
From Theorem 3.5 (or [22, Theorem 1] since we are in a unital algebra), we have
h : G ∈ Glimm(A(C))}, and by Proposition 3.6
We know that Prim(A(C)) consists of the kernels of representations π τ :
Thus u
On the other hand, for P = ker λ i there is at least one r so that {i} ⊆ E r and then u M n (P ) h = v {i} h ≤ v E r h (for example, by applying Lemma 2.3 to the projection of C E r onto one coordinate). Hence
(Here we can use Lemma 2.3 to justify the last equality. If E ⊆ E r , then the orthogonal projection P E factors through P E r , and these projections are homomorphisms of commutative C * -algebras.)
and u M n (G) h = v h follows by Lemma 2.3. For other G ∈ Glimm(A(C)) we have G = ker π τ (some τ ∈ R r ⊆ T , 1 ≤ r ≤ m) primitive, and in this case we have shown earlier that u
We can now deduce from (4.4) and
where
Then we have u
Q ∈ Primal(A(C))}. Since the primal ideals of A(C) which contain G ∞ are those of the form Q = i∈E ker λ i for E ∈ C, and
We deduce u
As L n (C) ≥ 1 and all other Glimm ideals of A(C) are primitive (and primal), we have
, and so equality, as claimed. 
) by Lemma 4.7.
Lower bounds
Let A be a C * -algebra and suppose G ∈ Glimm(A) is 2-primal. A finite subset {P 1 , P 2 , . . . , P N } ⊆ Prim(A/G) is called 'admissible' if P i ⊆ P j for i = j. Associated with any such admissible set, we define a connected simplicial complex by C = {E ⊂ {1, 2, . . . , N} : i∈E P i ∈ Primal(A)}. We say that such a simplicial complex is linked to the ideal structure of A.
Theorem 5.1. Let A be a C * -algebra and C a simplicial complex linked to the ideal structure of
The proof is an adaptation of the argument for [10, Theorem 7] .
Proof. There is a 2-primal G ∈ Glimm(A) and an admissible subset
such that C is the associated simplicial complex. Note that as G is 2-primal, every 2-element set {i, j} ∈ C (1 ≤ i < j ≤ N ) and so C is certainly connected. Let J := N j=1 P j . For each subset E ⊂ {1, 2, . . . , N} that fails to belong to C there must exist open neighbourhoods U j,E of each P j with j ∈ E that satisfy j∈E U j,E = ∅. For, if no such neighbourhoods existed there would be a net (Q α ) α in Prim(A) converging to each of the P j with j ∈ E -showing i∈E P i primal and contradicting E / ∈ C [5,
is an open neighbourhood of P i and that for each E / ∈ C we have i∈E U i = ∅. Now there are closed two-sided ideals
Let I j = J j R j for each j. The ideal I j cannot be contained in J because then we would have J j R j ⊆ P j , and since the primitive ideal P j is necessarily prime, it would follow that J j ⊆ P j or R j ⊆ P j . Since P j ∈ U j , we have J j ⊆ P j . By primeness of P j , if R j ⊆ P j , then P i ⊆ P j for some i = j (again not so).
Let Ψ : A → A/J denote the quotient map. Let K j = Ψ(I j ), a non-zero closed ideal of A/J. Note that 
v). As the canonical quotient map from
M n (A)/M n (G) to M n (A)/M n (J) induces a contraction from M n (A)/M n (G) ⊗ h M n (A)/M n (G) to M n (A)/M n (J) ⊗ h M n (A)/M n (J), we have u Z,h ≥ u M n (G) h ≥ u M n (J) h = (q J ⊗ q J )(u) h , where q J : M n (A) → M n (A)/M n (J)
By Lemma 2.4 (iii),
v h = (ψ (n) ⊗ ψ (n) )(v) h (the Haagerup norm in M n (Y ) ⊗ M n (Y ),
but that is the same as the Haagerup norm in M n (A/J) ⊗ M n (A/J) by injectivity of the Haagerup norm). Thus,
One can check in a straightforward way that Φ J • ψ (n) = q J • φ (n) (for example, by applying both sides to a = e i ⊗ e j,k ∈ M n (C N ) and using linearity), and so
We deduce u Z,h > C.
On the other hand, if P ∈ Prim(A), we know E = {j : 1 ≤ j ≤ N, P ∈ U j } ∈ C, and so b j + P = 0∀j / ∈ E. We define φ E :
be the quotient map and let Φ P : M n (A/P ) → M n (A)/M n (P ) be the natural identification map. We have
h . Hence sup{ u P h : P ∈ Prim(A)} ≤ 1, and we must have L(M n (A)) > C. As C was arbitrary, we have L(M n (A)) ≥ L(M n (A(C))), as required.
Upper bounds
In this section we establish one of our main results, namely that L (A) is the supremum of the lower bounds given in Theorem 5.1. Theorem 6.1. Let A be a C * -algebra in which all Glimm ideals are 2-primal. Then
where the supremum is over all simplicial complexes C that are linked to the ideal structure of A.
Proof. From Theorem 5.1, we have L (A) ≥ sup C L (A(C)), and the issue is the reverse inequality L(M
Since the simplicial complexes linked to the ideal structure of M n (A) are the same as those linked to the ideal structure of A, it suffices to prove this for n = 1. with the supremum over φ, ψ ∈ co((A/G)) (Lemma 2.1). Choose φ, ψ, each convex combinations of the pure states g 1 , g 2 , . . . , g t ∈ P(A/G) with
Fix T < L(A) and u
Now take the kernels of the GNS representations π g r associated to g r (1 ≤ r ≤ t) and let P 1 , P 2 , . . . , P N be those that are minimal with respect to inclusion within this finite set of kernels. Choose one irreducible representation
If there is any r where π g r is not equivalent to any of π 1 , π 2 , . . . , π N , then we can choose some i (1 ≤ i ≤ N ) with g r (P i ) = 0. Then by [16, 3.4.2 (ii) ], g r can be weak*-approximated by pure states π i (·)ξ, ξ . It follows that we can maintain (6.1) and replace φ, ψ by states of the form Let
, and we also use F i for the orthogonal projection : H i → F i . Let n be the least common multiple of dim(F i ) (1 ≤ i ≤ N ), and for each i fix a unitary isomorphism
which we also consider to be inside 
where k i = n/ dim F i and the superscript denotes the ampliation (C i (x) is a block diagonal matrix with the same block repeated k i times). Observe that
Define a linear completely positive map α :
Using (6.2) we can verify
and, using (
and hence w h > T . Now consider the simplicial complex (linked to the ideal structure of A) C = {E ⊂ {1, 2, . . . , N} : i∈E P i ∈ Primal(A)}. Our aim is to verify that L(M n (A(C))) > T by use of Lemma 4.7.
For E ∈ C, we consider
, which we write as
We rely on the fact that (by Lemma 2.1)
where the supremum is over Φ , Ψ ∈ S(M n (C E )). Because of Lemma 4.7, we will be done if we show w E h ≤ 1.
Therefore we consider arbitrary fixed specific Φ , Ψ ∈ S(M n (C E ) = S(C E ⊗M n ). We can write Φ as a convex combination
for Φ i ∈ S(M n ). We can then express each Φ i as a convex combination of n vector
, and define a completely positive contraction
It clearly satisfies Φ ≤ 1 and we claim
(an inequality of positive semidefinite × matrices). As convex combinations of positive semidefinite matrices are positive semidefinite, this claim reduces to showing
(where I i is the identity operator in H i ). From this it is clear that the matrix with these entries is positive.
In a similar way we express Ψ as a convex combination, and define Ψ(x + K) = Ψ (α E (x)). We get an inequality of positive semidefinite matrices again,
, and Ψ ≤ 1. Now we can use monotonicity of tgm to get
Hence, in view of (6.4) ,
As a simple consequence of Theorem 6.1 we now obtain another of the main results of this paper. Proof. Let Φ : Prim(A) → Prim(B) be a homeomorphism. The set Glimm(A) is defined in terms of the topology of Prim(A), and we can see immediately that P 1 , P 2 ∈ Prim(A) contain the same Glimm ideal of A (that is, are not separated by functions in C b (Prim(A))) if and only if Φ(P 1 ) and Φ(P 2 ) contain the same Glimm ideal of B. Moreover P 1 ⊆ P 2 ⇐⇒ P 2 is in the closure of {P 1 } ⇐⇒ Φ(P 1 ) ⊆ Φ(P 2 ).
It follows that {P 1 , P 2 , . . . , P N } is an admissible subset of Prim(A) if and only if {Φ(P 1 ), Φ(P 2 ), . . . , Φ(P N )} is an admissible subset of Prim(B).
For a non-empty subset E ⊆ {1, 2, . . . , N}, we have i∈E P i ∈ Primal(A) if and only if there is a net in Prim(A) convergent to each P i (i ∈ E). Applying Φ we see that the simplicial complexes linked to the ideal structure of A are identical to those that are linked to B. The result follows from Theorem 6.1.
Proof. Since P → P ⊗K(H) is a homeomorphism of Prim(A) onto Prim(A⊗K(H)) (see remarks in the Introduction), it follows that the Glimm ideals of A ⊗ K(H) are those of the formG = {P ⊗ K(H) : P ∈ Prim(A/G)}, where G ∈ Glimm(A). Clearly G ⊗ K(H) ⊆G. On the other hand any primitive ideal of A ⊗ K(H) containing G ⊗ K(H) has the form P ⊗ K(H) for some P ∈ Prim(A). Let a ∈ G, T ∈ K(H) with T = 0, and let π be an irreducible representation of A with kernel
An argument similar to the proof of Proposition 4.
* -algebra, but we will exhibit examples in Examples 7.12 (iii), Proposition 7.13 and Corollary 7.14 where
Examples and combinatorial bounds
In this section, we develop some bounds for L(A) (and L (A)) in terms of explicit combinatorial properties of the primal ideals of A containing individual Glimm ideals. In the light of Theorem 6.1, one particular aim is to find estimates for L(A) and L (A) in the case where A is a simplicial spoke algebra A(C). While exact values in the range (1, ∞) seem challenging to establish, we give a family of examples for which L(A) is very close to √ n but L (A) = n − 1 (n ≥ 3). It then follows that infinitely many values of L(A) (and L (A)) do arise. We show in addition that these constants can be arbitrarily close to 1 (while not equal to 1). Even when all Glimm ideals of A are 2-primal (so that θ Z is injective) we can have L(A) = ∞. (A(C N,k ) ).
It is clear that the norm of a Schur multiplier operator T :
is at least max i,j |γ ij | (by taking x = e i,j to have 1 in the (i, j) entry and zeros elsewhere).
To get an inequality in the opposite direction, note that
The constant √ N is optimal because we can take γ ij = ζ ij , where ζ = exp(2πι/N ) is a primitive N th root of unity. For this choice, we can apply the multiplier to the
and get
of norm √ N (as it is √ N times a projection). If E is a projection onto k of the coordinates, then E(γ ij )
matrix with unimodular entries. Hence it has a Schur multiplier norm at most √ k. By Lemma 4.7, this leads to the lower bound L (A(C N,k ) ) ≥ N/k. If we modify the example to replace the diagonal entries γ ii by 0, we can check that T x ≥ (N − 1)/ √ N with the same x (because the constant vectors are eigenvectors of T x with this eigenvalue). 
. (iii) From (i) and (ii) we now have examples such as
We show below (Theorem 7.10) that L (A(C N,2 )) = N − 1, but our proof goes via identifying the best constant for a seemingly elementary inequality concerning operator norms of matrices. Definition 7.2. For C a simplicial complex on {1, 2, . . . , N}, we define another constant L C (C) to be the supremum
It may be helpful to observe that in Examples 7.1 above, we are using the relationship between L(A(C)) and Schur multiplier norms (rather than operator norms) of matrices.
Our immediate goal is to compute C N,2 ) )) = N − 1 we will need to construct a further example.
Lemma 7.3. Suppose H, K are Hilbert spaces and we have orthogonal decompositions H
Note that the hypotheses may be stated as saying that x E has a block matrix
with respect to the given decompositions of H and K that satisfies x E,i,j = 0 if either i / ∈ E or j / ∈ E. In the special case where N = 3, k = 2 and the subspaces H i and K i are 1 dimensional, we can state the conclusion as follows. If we have three 3 × 3 matrices of the form
Observe that if x = y = z , then this inequality improves on what the triangle inequality gives.
Proof of Lemma 7.3. Take a unit vector ξ ∈ H, which we write as ξ =
with |E| = k), and note that
where we write θ E = i∈E θ E,i with θ E,i ∈ K i . Thus using the triangle and Cauchy-Schwarz inequalities, and counting the number of E with i ∈ E for fixed i, we get
The result follows.
, where
Proof. When t = 0, [10, Example 2] says T 0 = 2(1 − 1/k). For t = 1, T 1 is the identity on M k and has norm 1. As T t = (1 − t)T 0 + tT 1 we have
By Lemma 7.3,
To show equality, consider a, where a i,i = 2 k − 1 and a i,j = 2/k for i = j. When |E| = k, a E is the k×k matrix 2p k −I k with rows and columns of zeros added, where p k ∈ M k is the rank one projection with entries 1/k. As 2p
When we apply a to the vector ξ with all coordinates 1 we get 
Proof. We assume for convenience that max E∈C x E = 1. For unit vectors ξ, η ∈ H, we aim to estimate
Define ξ i = ξ i / ξ i (unless ξ i = 0, in which case we take ξ i ∈ H i to be any unit vector). Similarly define η i to be the unit vector in the direction of η i . Then we have orthogonal vectors
(using x E ≤ 1). Hence a E ≤ 1 for E ∈ C, and so a ≤ L C (C). Hence
Proof. From Lemma 4.7 we have an expression for L(M n (A(C))), upon which we base our argument. We can consider C E ⊂ C N as the elements of C N supported on E, which is a *-isomorphic (non-unital) embedding of commutative C * -algebras. We also consider C N ⊂ M N via the diagonal, so that if e i,i ∈ M N denotes the diagonal matrix with 1 in the (i, i) entry, then
. Subject to these identifications we can write P E (f ) as the product p E f = fp E , where
As before, we make use of the fact that v h is the cb norm of the elementary operator T = θ(v) on M N ⊗ M n , via injectivity of · h and Haagerup's theorem. We can also see that v E h = T E cb , where
We also know (from [19, Proposition 8.11] 
We consider x ∈ M nN m of norm 1 and seek to estimate y for y = T (m) (x). We write
It is important to observe that the notation y E accords with the notation of Proposition 7.6 if we take H i to be the range of p {i} ⊗ I n ⊗ I m (1 ≤ i ≤ N ). Note also that x E ≤ x ≤ 1. We can compute, using the shorthandp
As x was arbitrary of unit norm, we have
, and so
Proof. From Proposition 7.7 and Proposition 7.
Proof. By Lemma 4.7 it is sufficient to exhibit a tensor
Let e i,j ∈ M N be the matrix with 1 in the (i, j) position and zeros elsewhere. We consider C N as being embedded in M N via the diagonal {e i,i : 1 ≤ i ≤ N }, and then When we look at
and we verify that v E h ≤ k − 1, as follows. It suffices to consider E of the maximal possible cardinality k:
(where I E = i∈E e i,i ).
Proof. The result follows from Corollary 7.8 and Proposition 7.9. [10] . A note in [10, Remark 3] implies that
Thus, among the values L (A(C N,N−1 ) ), there are infinitely many distinct values tending to 1 (from above). The same is true of the values L (A(C N,N−1 ) ).
The In fact it is also true that the unitisation A 1 of the algebra A in Corollary 7.14 satisfies L (A 1 ) = ∞. We can establish a variant of Corollary 4.5 for the unitisation of the direct sum, with a somewhat similar proof, and this allows us to show L (A 1 ) = ∞. (ii) Let G N (N ≥ 3) be the 'thread-like' nilpotent Lie groups (see, for example, [12, 6, 8] ). The group G 3 is the continuous Heisenberg group. The group G 4 also has the property that every Glimm ideal of its C * -algebra is primal [6] . However, this property fails for G N with N ≥ 5 (see [6] and [8, Theorem 3 .1]). For N ≥ 5, it follows from [12] (see also [8, 
