In this paper we prove that the linear transformation
Introduction
Log-concave and Log-convex sequences arise often in combinatorics, algebra, probability and statistics. There has been a considerable amount of research devoted to this topic in recent years. Let {x i } i≥0 be a sequence of non-negative real numbers. We say that {x i } is Log-concave ( Log-convex resp.) if and only if
i resp.) for all i ≥ 1 (relevant results can see [2] and [4] ). For our purpose, when a sequence is said to be Log-concave or Log-convex we always assume that it has no internal zeros, i.e., there are no three indices i < j < k such that x i , x k = 0 and x j = 0. This is a natural assumption for sequences since most of the Log-concave and Log-convex sequences of interest to us actually meet the condition. Thus a sequences is Log-concave (or Logconvex) if and only if
has nonnegative coefficients. We say that a linear transformation
preserves log-concavity if the log-concavity of {x i } implies the log-concavity of {y i } and preserves Log-convexity if the Log-convexity of {x i } implies the Log-convexity of {y i }.
So far there have been found some important linear transformations preserving log-concavity. For example, it is well known that the linear transformation
preserves log-concavity (see [1] ). Recently, Ehrenborg and Steingrimsson showed that the linear transformation
preserves log-concavity (see [3] ). Whereafter Yi Wang generalized the result as following:
preserves Log-concavity (see [6] ).
From [5] we can know that the q-binomial coefficient n i defined:
It is well known that it has the following recursion:
and
The main object of the present paper is twofold. first, we give a q-analogue of (1). Secondly, we investigate the sequence S n = n i=0 n i . 
The main result
.
Proof.
We argue by induction on n. If n = 1, the left of the inequality (6) is
and the right of the inequality (6) is
It is obvious that (7) ≥ (8).
Suppose that the inequality (6) holds for n − 1. Then
By the induction assumption every term of the above sum is a polynomial on x with nonnegative coefficients, we thus obtain that 
from which the statement follows. 2 Proof of Theorem 2.1. Without loss of generality, we assume m ≥ n. Let {x j } be a Log-convex sequence and {y i } the sequence defined by (1) . Obviously, the sequence {y i } is nonnegative and has no internal zeros. It remains to show that i = y i−1 y i+1 − y
Then we have i = 0≤k≤2i S k . So it suffices to show that S k is nonnegative for each k. The Log-convexity of {x i } implies x j x k−j ≥ x j+1 x k−j−1 . Then we only need to prove that C j,k−j 's satisfy (ii) of Lemma 2.3 If k = 2i, then
In what follows we consider the case k < 2i. Let
First, we show that C k is nonnegative for all 0 ≤ k < 2i. Observe that the generating function of
and so
By the Lemma 2.2 we obtain that C k ≥ 0 holds for each k. Next, we demonstrate that
Thus C j,k−j has the same sign as that of A j . Note that the derivative of A j with respect to j is
It is obvious that A j ≤ 0. Finally, we prove that C j,k−j 's satisfy Lemma 2.3.
For r + 2 ≤ j ≤ k/2, C j,k−j is decreasing, and 
is log convex.
Proof. In Theorem 2.1, suppose x i ≡ 1. 2 From the definition and recursion (5) we have:
By corollary 2.5, we know that S 
By (9) and (10) we obtain:
Thus we complement the proof. 
