An implementation of the generalized gradient approximation within the four-component formulation of relativistic density-functional theory using G-spinor basis sets is presented. This approach is based on the direct evaluation of the relativistic density and its gradient from the G-spinor amplitudes and gradients without explicit reference to the total density matrix. This proves to be a particularly efficient scheme, with an intrinsic computational cost that scales linearly with the number of G-spinor basis functions. In order to validate this new implementation, incorporated in the parallel version of the program BERTHA, a detailed study of the diatomic system CsAu is also reported. The spectroscopic constants D e , r e , e , and x e e and the dipole moment have been calculated and compared with the best available theoretical and experimental data. The sensitivity of our results to the details of the numerical schemes used to evaluate the matrix elements is analyzed in detail. Also presented is a comparative study of molecular properties in the alkali auride series which have been obtained using several standard nonrelativistic density functionals.
I. INTRODUCTION
Density-functional theory ͑DFT͒ is a widely used approach to the modeling of complex electronic systems. It first gained prominence in computational studies of condensed matter and solid state materials, but has more recently become a standard technique in molecular physics and quantum chemistry, where it is used to obtain structural and spectroscopic information about complex molecular systems. The available empirical evidence suggests that the use of established formulations for the dependence of the exchangecorrelation energy on the electron density within the KohnSham orbital expansion scheme yields results that are competitive in terms of accuracy with more computationally intensive ab initio post-Hartree-Fock schemes, such as second-order many-body perturbation theory. The Hohenberg-Kohn theorems prove that an exact solution to the electronic structure problem is available, given a knowledge of the universal functional relationship between the total energy of an interacting system and its electron density. 1 While this is a beguiling result that provides fundamental insights into the nature of the many-body problem, the detailed form of this universal functional is unknown. Practical implementations of the Kohn-Sham scheme depend on a wide variety of approximate, parametrized functionals, leading to a model dependence that is undoubtedly the least satisfactory aspect of the scheme. Nevertheless, DFT remains the method of choice in most applications involving large numbers of electrons and molecular systems containing large numbers of nuclei. These advantages are conveyed mainly by the simple independent-particle structure of the KohnSham equations, 2 which lend themselves to many computational economies that are unavailable to other many-body methods.
In order to model systems containing heavy nuclei, the methods of relativistic quantum mechanics must be adopted to capture scalar and spin-dependent interactions that are neglected in the conventional nonrelativistic formulation of quantum chemistry. The extension of DFT within the fourcomponent generalization of the Kohn-Sham method, which we will refer to as the Dirac-Kohn-Sham ͑DKS͒ scheme, was formulated by Rajagopal and co-workers 3, 4 and Macdonald and Vosko. [3] [4] [5] There have been many subsequent elaborations of this approach, including relativistic optimized potential schemes. These approaches avoid the use of parametrized density functionals by deriving an effective exchange potential directly, by construction of the explicit functional derivative of the exact nonlocal exchange energy with respect to the total electron density. 6 Relativistic densityfunctional theories have been implemented by several groups [7] [8] [9] [10] [11] and at many levels of approximation. In some cases, the four-component spinor structure has been reduced to a two-component or scalar theory in order to simplify the construction of the electron density and reduce the dimensionality of the representation. [12] [13] [14] [15] The technical advantages conferred by Gaussian basis sets, especially the Gaussian product theorem, to the evaluation of multicenter interaction matrix elements have led to their almost universal adoption in computational quantum chemistry. A notable exception is the Amsterdam Density Functional ͑ADF͒ code 10 which expands solutions of the Kohn-Sham equations in a Slater-type basis set, employing auxiliary expansion sets to evaluate multicenter Coulomb integrals. Relativistic corrections are included in the ADF using a two-component reduction of the Dirac operator.
Several four-component relativistic program packages, such as DIRAC, 16 
REL4D
17 ͑part of the UTCHEM package 18 ͒, and others, include a DKS module. In the DKS module of the DIRAC program, 8 each component of a four-spinor is expanded in a Cartesian Gaussian-type scalar atomic basis set. This allows the use of the same analytical and numerical integral evaluation routines that are used in the nonrelativistic DALTON code. 19 The DKS module that is implemented in REL4D expands the four-component molecular spinors in generally contracted, spherical harmonic, two-component, Gaussian-type spinors. 7, 20 The four-index repulsion integrals are computed explicitly, using an efficient scheme to handle contracted Gaussian functions. 21, 22 The algorithm has been recently further improved 23 combining the accompanying coordinate expansion ͑ACE͒ method and the transfer relations derived by Head-Gordon and Pople. The two-electron repulsion integrals are then multiplied by the density matrix in order to generate the Coulomb matrix. The numerical gridquadrature routine for the exchange-correlation potentials is based on the nonrelativistic DFT code developed by Tsuneda and Hirao. 24 In a previous article, 11 we have described the formulation of a DKS scheme using Gaussian-type basis spinors ͑which we call G-spinors͒ implemented in the program BERTHA. It was shown that a practical and a very efficient implementation of the DKS scheme may be constructed following closely the lines of the nonrelativistic theory. This includes the use of numerical cubature methods to evaluate the required matrix elements of the exchange-correlation potential, and a Hermite Gaussian intermediate basis set to construct a matrix representation of the Coulomb interaction. 11, 25, 26 An efficient relativistic generalization of the McMurchie-Davidson algorithm [27] [28] [29] has been implemented in which the total electron density is expanded directly into an auxiliary basis of real Hermite Gaussian-type functions ͑HGTF͒. Using this expansion, the costly transformation from the integrals over the HGTF basis to the fourindex two-electron set of G-spinor integrals is avoided in relativistic density-functional calculations. This approach allows dramatic simplifications 26 when atomic basis functions share their exponents and especially when the contributing spinors correspond to large values of the angular momentum quantum numbers. This density-based approach was originally proposed by Ahmadi and Almlöf, 26 and a relativistic generalization of it has been implemented within BERTHA. It exploits the fact that, despite the apparent complexity introduced by Dirac spinor structures, the total electron density remains a real, scalar quantity that differs only in small details from the density derived from nonrelativistic theories.
The DKS calculations possess an intrinsically greater computational cost than analogous nonrelativistic approaches, mainly because of the four-component structure in the representation of the DKS equations, the complex matrix representation that usually arises as a consequence, and the increased work involved in the evaluation of the electron density from the spinor amplitudes. We have recently shown that, using the BERTHA approach, near-linear scaling of the most computationally demanding parts of the DKS scheme may be obtained by employing a well-structured parallel processing algorithm. 30 In the present article we extend this parallelization scheme to construct a relativistic implementation of the generalized gradient approximation ͑GGA͒ by direct differentiation of the electron density expanded in a G-spinor basis. Direct differentiation of the electron-density basis set is similarly adopted in the REL4D program. 7 As outlined above, our computational strategy is to utilize, as far as it is feasible, the highly developed technology of computational quantum chemistry based on Gaussian basis sets and parametrized gradient-corrected density functionals, while preserving the four-component structure of the Dirac-Kohn-Sham equations that has been used successfully in earlier Dirac-Hartree-Fock studies of atoms and molecules. 31, 32 In order to realize these goals within a tractable implementation, careful attention must be paid to the design of efficient algorithms as well as the effective use of available computational resources and, in particular, the exploitation of parallel computational architectures. Our preliminary studies, as well as the independent investigations of others, indicate that the quality of calculations based on the DKS scheme is similar to that of nonrelativistic models, especially with respect to the representation of the valence electron density and the evaluation of chemical properties. The dominant single-particle relativistic effects are confined mainly in the core-level DKS spinors, and the use of the four-component formalism reproduces these effects accurately, especially if relativistic corrections to the density functional are also included. In order to construct an accurate relativistic electronic structure model, however, gradient corrections to the functionals are required to reproduce accurately the chemical properties of the system, just as is found in nonrelativistic studies. It is to the incorporation of these effects that we address much of the technical development of this article.
As a practical application of our method, we have performed a detailed study of the diatomic system CsAu, in which the large difference in electron affinity between Cs and Au and the large dipole polarizability of Cs cause Au − to play the effective role of a halide ion. In particular, we have both investigated the sensitivity of our results to the details of the numerical schemes used to evaluate the matrix elements as well as performed a comparative study along the alkali auride series of the calculation of properties using several standard nonrelativistic density functionals.
II. FOUR-COMPONENT FORMALISM OF DKS EQUATIONS USING GAUSSIAN BASIS SET AND ITS PARALLEL IMPLEMENTATION
In an approximation in which only the longitudinal interactions are considered, following the discussion reported in Ref. 11 , we have the simplest form of the Dirac-KohnSham ͑DKS͒ equation,
where the diagonal potential operator v L ͑r͒ is given by the sum of three terms,
v ext ͑r͒ represents the external potential due to the fixed nuclei, and
represents the electronic Coulomb interaction, which is a functional of the relativistic charge density ͑r͒. The term denoted v xc L ͓ ͑r͔͒ is the relativistic longitudinal exchangecorrelation potential, the exact form of which is, like that of the corresponding nonrelativistic quantity, unknown.
A four-spinor solution of Eq. ͑1͒ is of the form
and the charge density is readily evaluated as the scalar product of 4-component spinors according to
where the sum extends only over the occupied positiveenergy bound states ͑electronic states͒. The scalar product between a DKS spinor ⌿ a ͑r͒ and its adjoint ⌿ a † ͑r͒ is defined to be
In our approach, as in the nonrelativistic case, each component of a DKS spinor solution is expanded as a linear combination of atom-centered functions. If we refer to spinor basis functions in a general way as S ͑n͒ ͑r͒, where n =1, 2, 3, 4 identifies the component and the index identifies the basis functions, the amplitude of the spinor component ⌿ a ͑n͒ ͑r͒ may be written in terms of scalar basis functions as
The four-component formulation of relativistic density functional theory which is implemented in BERTHA 11 uses a Gaussian basis set expansion. In particular, G-spinor functions are used, which are two-component spin-orbit coupled objects derived from the spherical Gaussian-type function ͑SGTF͒ 33 basis. The G-spinor does not suffer from the variational problems of kinetic balance 34 and retains all the advantages regarding the evaluation of multicenter integrals which make Gaussian-type functions the most widely used expansion set in quantum chemistry. The G-spinor functions are eigenfunctions of the total ͑spin-orbit͒ angular momentum operators j 2 and j z , and of the Johnson-Lippmann finestructure operator 11 with eigenvalues = ±1, ±2, ±3,… . A G-spinor consists of two components of the form
where the labels L and S denote the so-called large and small components, respectively. The f ͑L,S͒ are radial functions and ,m j ͑ , ͒ are spin-angular functions 11 constructed from spherical harmonic functions in a two-component space of spin eigenfunctions. The explicit form of these functions will be discussed in the development of the computational algorithm. The index may be thought of as the collection of parameters necessary to completely characterize the functions, = ͑ , m j , , A͒. It comprises of the fine-structure quantum number , the quantum number denoting the z component of the angular momentum m j , the Gaussian exponent , and the position of the local coordinate origin A. However, it is convenient to label the G-spinors using the nominal orbital angular momentum label l because this makes the correspondence with nonrelativistic theory more transparent. The relationship that links l to the atomic relativistic quantum numbers is l = / ͑2j +1͒ + j. Conversely, if l is given, it is possible to specify the associated G-spinors that have j = l ±1/2, = ͑l − j͒͑2j +1͒ and −j ഛ m j Ͻ j. This is very useful from a practical point of view for the construction of relativistic basis sets starting from a conventional nonrelativistic definition of the basis functions. The quantum number j is related to by j = ͑2͉͉ −1͒ /2. Just as is found in the nonrelativistic context, a G-spinor representation of the total charge density and its Cartesian gradient can readily be expressed as
with analogous expressions for the y and z components of the density gradient. Here, H͓␣ , ␤ ; i , j , k ; r͔ are Hermite Gaussian functions, with ␣ identifying the Gaussian exponent and ␤ the local origin of coordinates. The array H 0 ͓␣ , ␤ ; i , j , k͔ is the relativistic analog of the scalar Hermite density matrix,
as originally defined by Almlöf. 26 The E 0 TT coefficients, which contain the entire spinor structure, are described in Refs. 27 This formulation of the density within a conventional scalar basis set facilitates the efficient analytical evaluation of all multicenter G-spinor Coulomb integrals using a relativistic generalization of the nonrelativistic J-matrix algorithms. In order to calculate the K-matrix elements of the effective exchange-correlation potential, however, numerical cubature methods are required. A typical self-consistent field ͑SCF͒ iteration of the relativistic DFT module implemented in BERTHA can be subdivided into four sections: ͑1͒ the J-matrix calculation, where the electrostatic Coulomb part of the DKS matrix is computed, ͑2͒ the K-matrix calculation in which the exchangecorrelation contribution to the DKS matrix is computed, ͑3͒ the DKS matrix calculation which constructs a global representation of the single-particle Dirac operator, and, finally, ͑4͒ the complex DKS matrix diagonalization followed by the computation of the electron density from relativistic fourcomponent amplitudes. The implementation of the four component DFT is significantly more complicated and computationally demanding than in the corresponding nonrelativistic scheme.
The most intensive computational tasks involve the evaluation of the J and K matrix elements. In their most general form they may be written as
Each J-and K-matrix is actually made up of two diagonal blocks, corresponding to the large-large ͑T = L͒ and smallsmall ͑T = S͒ interactions. The J matrix elements in terms of the G-spinor basis set and the Hermite functions are given in 11,25
The symbols ͗␣␤ ; ijk ͉ V C ͘ are defined as
This is evaluated as a linear combination of the two-electron integrals ͗␣␤ ; ijk ͉ ␣Ј␤Ј; iЈjЈkЈ͘ involving intermediate Hermite Gaussian functions. The two-electron integrals are the usual ones that are also computed analytically in standard nonrelativistic quantum mechanics. 29 The efficiency of this approach increases with increasing angular momentum because more density components in Eq. ͑11͒ contribute to a single term in Eq. ͑15͒. The evaluation of the exchangecorrelation term is carried out by numerical integration procedures as described in Ref. 11 . In particular, multicenter integrals over functionals involving ͑r͒ and ͉ ٌ ͑r͉͒ are evaluated using the methods described by Becke. 35 As we have reported recently, 30 typically 90% of the computation time is spent in the construction of these two components of the DKS matrix. In that work we showed that the K-matrix construction time is greater, but that the J-matrix computation time increases faster with the size of the molecular systems. We studied different strategies of parallelization, showing that excellent performance in terms of speed-up and scalability can be achieved for both J-matrix and K-matrix parallelization. The parallelization strategy has been based on the distribution to the various processors of the workload required to build the DKS matrix. A final communication step collects the entire DKS matrix, after which the matrix representation of the DKS equations is diagonalized and the relativistic charge density is constructed from the resulting four-component spinors. The high degree of parallelization obtained from this approach significantly expands the range of applicability of the method. The implementation of the parallel code uses the Message Passing Interface ͑MPI͒ in its public-domain version ͑MPICH͒.
36
The J-matrix construction has been parallelized, adopting an approach that is based on the direct distribution over the available processors of blocks of the two-electron integrals to be computed. We showed that a fine-grained ͑small integral blocks͒ data distribution gives the best results in terms of speed-up and scalability.
The K-matrix parallelization 30 is based on a data distribution scheme. A set of grid points is assigned to each individual processor, including the construction of the associated weight functions. This scheme is somewhat similar to that implemented in the ADF program. 37 It should be noted that each integration point involves the same volume of computation, and therefore batches involving equal numbers of integration points automatically ensure load balancing. As a result, the K-matrix integration has been parallelized with close to 100% scalability.
III. USE OF NONRELATIVISTIC GGA EXCHANGE-CORRELATION FUNCTIONALS IN A RELATIVISTIC CONTEXT
The exchange energy in Dirac-Hartree-Fock theory, which includes only longitudinal interactions, is purely electrostatic in origin, and so we expect that the existing nonrelativistic exchange energy functionals may serve as reasonable first approximations to the relativistic longitudinal exchange-energy functional, to which relativistic corrections may be added. Moreover, it seems reasonable to assume that the use of a nonrelativistic form of the correlation functional should recover most of the correlation energy, which comes mainly from the valence electrons.
The design of the nonrelativistic exchange-correlation functionals is based on nonrelativistic theory, possibly combined with parameters fitted to experimental data for light molecules. Among the most popular examples are the socalled generalized gradient-corrected approximations ͑GGA͒. A number of different GGA exchange-correlation functionals have been put forward in the literature [38] [39] [40] [41] [42] [43] reflecting different strategies of construction. Empirical GGAs compete with more rigorous forms which are motivated by analytical properties of the electron gas model. The relativistic corrections to the functional form of the exchangecorrelation energy are directly relevant only in the high-density regime, corresponding to the innermost ͑core͒ orbitals. Recent detailed studies 44, 45 demonstrate the utility of the usual nonrelativistic functionals in the description of molecular properties for systems containing heavy elements. Varga et al. 45 made a thorough examination of the relativistic corrections to two important GGA exchange-correlation energy functionals, which are commonly denoted B88 and PW91. They found that relativistic corrections to exchangecorrelation functionals give no significant contribution to the binding energies or spectroscopic constants of a number of diatomic homonuclear molecules.
In the following we present our implementation of nonrelativistic GGA-type functionals within the four-component formulation that uses G-spinor basis function. A similar approach is implemented in REL4D. 7 This formulation is based on the evaluation of the relativistic density and the Cartesian components of its gradient directly from the G-spinor amplitudes and gradients, without explicit reference to the total density matrix. While this introduces some algorithmic complexity, we shall see that it is a particularly efficient computational scheme.
Density functionals falling within the class described as generalized gradient approximations ͑GGA͒ 38,46 may be written in the form
and a,␣ and a,␤ are the one-electron solutions of the nonrelativistic Kohn-Sham equations, with spin ␣ and spin ␤, respectively. The sums over a extend to occupied electronic states. As usual, the effective potential corresponding to an energy functional of this class is obtained through the functional derivative
The corresponding potential for ␤-spin electrons is obtained by interchanging ␣ ↔ ␤ in the above formula. A matrix element of V ␣ xc may be obtained either by a straightforward cubature,
or by employing the equivalent expression,
The equivalence between the two expressions is readily established by an integration by parts and the observation that in
the term ͓͑ * ͒ ٌ ␣ ͔ vanishes at the integration limits. The total spinor density, a ͑r͒ ͓Eq. ͑5͔͒, can be formally decoupled into an ␣-spin contribution a ␣ ͑r͒ and a ␤-spin
In order to use the nonrelativistic GGA density functional in the relativistic context, we require the gradient of the spinor densities, decomposed into ␣-and ␤-spin components. Decoupling the ␣ and ␤ terms, the longitudinal exchangecorrelation potential of Eq. ͑1͒ becomes
where V ␣ xc and V ␤ xc are the usual nonrelativistic GGA density functionals. In the case of a closed-shell system we have,
The densities ␣ ͑r͒ and ␤ ͑r͒ and their gradients may be evaluated from corresponding Hermite Gaussian function expansions that have expressions analogous to Eqs. ͑9͒ and ͑10͒, respectively, with a redefinition of the E 0 TT coefficients. This approach involves the use of the density matrix and scales as the square of the number of basis functions. It is, however, more efficient to evaluate these quantities directly from the spinor amplitudes and gradients, as this approach scales linearly with the number of basis functions. The gradient of the density can be obtained from the chain rule for differentiation. For instance, the x components of the ␣-and ␤-density gradient are given in
In these formulas, using Eq. ͑7͒, the spinor component amplitude gradient is determined as
In order to introduce GGA corrections to our 4-component DKS implementation, the only new quantities that we require are the numerical values of the gradient components of the spinor basis functions. The expressions for these basis set derivatives are rather complicated because they involve the Cartesian derivatives of spherical harmonic Gaussian functions. The essential task involves the component-wise evaluation of Eq. ͑25͒, involving the derivatives of a multicenter spherical harmonic basis set.
A. G-spinor derivative implementation
In order to calculate the total density gradient and the gradient of the overlap matrix, which are required to evaluate the exchange-correlation matrix elements, the most significant and computationally intensive operations involve the computation of the gradient of the G-spinor basis functions.
The function f L ͑r A ͒ is the radial part of a spherical harmonic Gaussian-type function, 33 defined with respect to a coordinate system centered at A,
The restricted kinetically matched ͑see Refs. 11 and 34͒ radial small-component function is
The two-component angular functions are defined by
where the spherical harmonic functions Y l m ͑ , ͒ are introduced in the form employed by Condon and Shortley, 47 that is,
where ဧ l ͉m͉ ͑cos ͒ is the normalized associated Legendre function, l = j ± ͑1/2͒, and m = m j ± ͑1/2͒. With these definitions we can span all the possible combinations that arise from the G-spinor angular functions. The normalized associated Legendre function is defined by
P l ͑x͒ is the Legendre polynomial of degree l given in
1 ഛ x ഛ + 1, and x = cos . By definition, P l ͑1͒ = 1 and
We have adopted the phase convention of Condon and Shortley, so that
The normalization constants 11 are defined by
The gradient operator ٌ acts on each component separately. In order to simplify the presentation, we write a G-spinor function in the general form,
͑33͒
where In order to obtain the components of the gradient, we may use the following general results:
Each component of the gradient involves a linear combination of spherical harmonic functions, but for the fixed ͑ , ͒ that are determined by the abscissas of the cubature scheme these function values are readily generated using the same standard recurrence relations that are used to generate the density. The components of the gradient are analytic for all ͑ , ͒, though in order to formulate a practical algorithm it is necessary to consider carefully the behavior of the radial parts of these formulas in the limit r → 0.
A typical large-component radial function g͑r͒ has a leading-order behavior r l , and so the leading-order behavior of the radial parts of Eqs. ͑34͒-͑36͒ are
The terms of the form of Eq. ͑37͒ are analytic in the limit r → 0, independent of l. The terms of the form of Eq. ͑38͒ are apparently singular in the limit r → 0 for l = 0 and require more careful handling. In this case, one necessarily has l = 0 and m = 0, so that the coefficient that multiplies this term always vanishes because it includes a factor ͱ l ± m. Consequently, the components of the gradient of a largecomponent G-spinor are analytic everywhere.
For small-component functions we need to consider two cases. For Ͻ 0, the components of a G-spinor possess a leading order form r l+1 Y l+1 m ͑ , ͒. They may be handled in the same way as the large-component functions, and, consequently, the gradient is analytic everywhere. For Ͼ 0, the leading-order behavior of the G-spinor components in the neighborhood of r =0 is ͑2l +1͒r l−1 Y l−1 m ͑ , ͒; the critical case occurs for functions with the labels = +1, l =1. As before, the singularity that one might encounter in the terms of the form of Eq. ͑38͒ are eliminated because the effective small-component l value is l = 0, for which only m = 0 is possible. Consequently, one may evaluate all of the required G-spinor derivatives for both the large-component and smallcomponent functions by fixing ͑ , ͒, generating complete shells of spherical harmonic functions Y l m up to a predetermined maximum value of l and the appropriate radial derivatives of g͑r͒. The derivative is smooth and analytic everywhere, as are the integrands of the matrix elements of the exchange-correlation potential. This transfers all of the advantages of the Becke cellular cubature scheme to this relativistic implementation of the generalized gradient approximation.
IV. A TEST APPLICATION: CESIUM AURIDE
The nature of the intermetallic bond between Cs and Au has been the target of great interest in solid, liquid, and gas state chemistry and, in the last ten years, also in the cluster science. 49 This compound was first observed in 1943 by Sommer 50 in the solid state. Its phase diagram 51 indicates that it forms an intermetallic compound with a 1:1 composition that crystallizes with a CsCl-type structure. The singlecrystal data for this system were published in 1993. 52 CsAu is known experimentally 53 to be a semiconductor with a band gap of approximately 2.6 eV. There are theoretical band structure studies 54, 55 that indicate that without account of relativistic effects this system would be a metal instead of a semiconductor. In particular, Watson and Weinert 56 showed that the origin of the semiconducting gap in solid CsAu arises from a combination of the Au-Au separations and the ionic character of the compound, and that there is an appreciable charge transfer from cesium to gold due to the large difference in electron affinity to the two elements. The compound in the liquid state forms an ionic melt 51, 57 with a very low conductivity, reflecting the low mobility of Cs + and Au − ions. The CsAu diatom exists in the gas phase and there are experimental studies [58] [59] [60] that confirm its stability. The discovery of CsAu in the gas phase has motivated a number of theoretical calculations [61] [62] [63] [64] [65] in which relativistic corrections are included within both a scalar and a four-component formalism. In recent theoretical work, Fossgaard et al. 65 performed extensive studies of the effect of relativity, electron correlation, and lanthanide contraction on the spectroscopic constants, dissociation energy, and dipole moment of CsAu.
The calculations reported in Ref. 65 were performed using both wave-function-based methods and density functional methods, both in the four-component formulation and in the corresponding nonrelativistic limits, as implemented in DIRAC. 16 Furthermore, an estimate of the CsAu dissociation energy using experimental equilibrium constants, 59 statistical thermodynamics, and spectroscopic constants calculated at the CCSD͑T͒ level was also proposed in Ref. 65 . The value obtained ͑2.53 eV͒ is in excellent agreement with the corresponding value computed directly at the CCSD͑T͒ level and with the previous experimental estimate. 59 Although less im-portant than relativistic effects, the lanthanide contraction was also found to contribute significantly to the bonding character. The relativistic Hartree-Fock wave-function analysis confirmed that the CsAu bonding is highly ionic. The authors emphasized that when the electron correlation is introduced, a reinforcement of the bond is observed. When electron correlation and relativity are combined, excellent agreement with the experimentally derived value for the dissociation energy is achieved. In order to validate the consistency of the fourcomponent DFT scheme that we have implemented in BERTHA, we have computed the bond dissociation energy ͑D e ͒, the equilibrium bond length ͑r e ͒, the harmonic frequency ͑ e ͒, the anharmonicity constant ͑ e x e ͒, and the dipole moment of CsAu. In these investigations we have studied the effects of using different standard nonrelativistic exchange-correlation functionals on the evaluation of these spectroscopic constants. In the following we first present the computational details of the method, of the basis set and of the exchange-correlation functionals used, followed by a discussion of the results and comparisons with previous calculations.
A. Computational details
All the calculation reported are performed using the four-component DFT implemented in the parallel BERTHA program. The two nuclei are described by a parametric Gaussian-type charge distribution, the details of which may be found in Ref. 11 .
The calculations reported here have been carried out using G-spinor basis functions. The large-component basis sets are 23s17p10d1f for cesium and 23s18p17d8f for gold. The corresponding small-component basis set were generated using the restricted kinetic balance relation. 34 Diffuse s-type functions have been included on the gold atom. Separate atomic calculation indicate that this basis set gives a good description both of the neutral atoms and the corresponding ions, Cs + and Au − ͑Ref. 64͒. We have employed the same basis set as did Fossgaard et al. in their study of CsAu, so that details of the basis set optimization and a tabulation of the exponents may be found in Ref. 64 . The resulting total dimension of our DKS matrix is 1336, ignoring all pointgroup and time-reversal symmetries. In order to perform our calculations, we employed the following nonrelativistic density functionals:
• the simple Dirac-Slater ͑S͒ exchange approximation, 66 • All calculations were carried out with an energy convergence of 1 ϫ 10 −7 hartree, and the equilibrium bond length was determined iteratively using a quadratic fit to the energy. The spectroscopic constants ͑ e , e x e ͒ were obtained by the standard Dunham 68 treatment based on a sixth-order polynomial fit of seven points, 0.1 Å apart, distributed around the minimum. The equilibrium dipole moment e was calculated at the optimized geometry. The covalent dissociation energy was determined by the cycle,
using the calculated ionic dissociation energy D ion = E͑Cs + ͒ + E͑Au − ͒ − E͑CsAu, r e ͒ and accurate experimental values for the ionization potential of cesium, IP͑Cs + ͒ = 3.894 eV, 69, 70 and for the electron affinity of gold, EA͑Au − ͒ = 2.309 eV.
69,70
The same method was used in Refs. 65 and 71. The numerical cubature for the calculation of the exchange-correlation matrix elements uses Becke's atomcentered partitioning scheme. 35 The principles used to generate the integration grid in BERTHA were described in Sec. II and were detailed in Ref. 11 . In particular, we use atomcentered cells with a radial integration grid divided into three shells. For the inner and middle shells we have 20 and 11 radial integration points and 26 and 86 angular integration points, respectively; for the outer integration space we adopt 20 radial points and 434 angular points. Some calculations with a finer integration grid were performed in order to assess the accuracy of the grid employed.
B. Results and discussion
In Table I we present the computed bond length, harmonic frequency and anharmonicity, dissociation energy, and dipole moment. The experimentally derived dissociation energy and previous theoretical results are also shown in Table  I for easy reference. 
Bond length, harmonic frequency, and dissociation energy
The results indicate that the S functional predicts the strongest bond and this is reflected also in the other spectroscopic quantities. This LDA functional gives the shortest bond length, the largest e , and a dissociation energy that is 0.32 eV too large. This behavior is typical of the local density approximation and an analogous behavior is found in the nonrelativistic DFT context. 38, 39 The other methods predict a bond length in the range from 3.15 Å ͑BP86͒ to 3.26 Å ͓CCSD͑T͔͒. The best agreement with the CCSD͑T͒ calculation is obtained using the HCTH93 exchange-correlation functional, while good predictions are given both by the B3LYP and the pure BLYP functionals. By contrast, the BP86 functional gives a less satisfactory result, in error by −3.3% in the bond length.
The Turning to the results for the dissociation energy ͑D e ͒, we readily notice that, except for the LDA result, the largest prediction is given by the BP86 functional, with an error of 0.18 eV. The HCTH93 functional provides a very satisfactory estimate of the dissociation energy that falls within the experimental error ͑±0.03 eV͒. The B3LYP and the BLYP functionals yield almost identical results which are in error by 0.14 and 0.15 eV, respectively.
Dipole moment
Using their Dirac-Hartree-Fock wave-function analysis, Fossgaard et al. 65 showed that CsAu has an extremely polar bond, with Au negatively charged. A large value of dipole moment is confirmed in all our calculations, with results in line with the previous DFT͑B3LYP͒ result of 10.72 D. The computed dipole moment values spread from 10.2 D in the case of the BP86 functional to 10.8 D for HCTH93. The DFT calculations appear to underestimate the dipole moment in CsAu by more than 1 D relative to the wave-functionbased results of MP2 and CCSD͑T͒. The performance of the DFT approach for computing dipole moments has been studied for small molecules ͑see, e.g., Ref. 72͒, but reports about its performance for a system containing heavy elements are more scarce, with the results often being quite unsatisfactory. 65 A good theoretical reproduction of the dipole moment requires the accurate calculation of both the total electron density and the equilibrium geometry. This is particularly true when one considers molecules containing elements with high atomic numbers, where a small change in the nuclear positions may cause a significant variation in the dipole moment value. To estimate the magnitude of such an effect, we found that a shift of 0.005 Å in the Cs-Au bond length gives rise to a variation in the dipole moment of more than 1 D. We find, however, that no large change in the dipole moment is observed as a function of any of the exchange-correlation functionals considered in the present work. The exact cause of the small dipole moment is difficult to ascertain exactly, and further investigations should be carried out. In the case of CuCl it was shown, 73 for example, that the poor results for the dipole moment calculated at the DFT level correlate with the bad description of electric-field gradient. The authors suggested that the incorrect behavior of the electronic density could be due to defects in the exchange part of the functionals and that an improvement could be achieved only by explicitly considering transition metals and sensitive properties, such as the dipole moment in the functional fitting procedures.
Anharmonicity
With the exception of the anomalous B3LYP result of Ref. 65 , the anharmonicity constants computed by DFT agree well with the CCSD͑T͒ value, while the MP2 result is noticeably worse. The very large discrepancy in results obtained using the B3LYP functional is surprising, especially in the light of our consistent DFT results for other properties, indicating a need for an investigation as to whether it might be attributed to inaccuracies in the numerical cubature of the matrix elements of the exchange-correlation potential. Some difficulty in the accurate determination of the anharmonicity constant using DFT is not peculiar to the relativistic framework. The first systematic study of the reliability of nonrelativistic density-functional theory for anharmonicities was carried out by Sinnokrot and Sherrill. 74 This study showed that anharmonicity constants appear to be more difficult to compute accurately compared to other spectroscopic quantities. The anharmonic constant depends on up to the fourth derivative of the potential energy, implying that high relative accuracy in the energy is necessary. Usually, a polynomial fit is used to represent the energy surface for determining the anharmonicity, and the stability of this polynomial fit is strongly dependent on the energy accuracy. In particular, the problem using DFT arises from the fact that the exchangecorrelation integrals are evaluated numerically and the details of the procedure, such as the structures of the atomic cells and the error tolerance in the numerical integration scheme, fix the critical limits on the accuracy that can be achieved.
There are two convenient ways to obtain a meaningful polynomial fit using the DFT method. 75, 76 The first is to sample the potential-energy surface in a region very near to the minimum with a very small step size ͑typically around 0.005 Å͒, which clearly requires a tight convergence on each sampled energy. A second possibility is to choose a step size appropriate to the expected change in the electronic energy due to the displacement, making sure that this energy change is significantly larger than the accuracy afforded by the numerical integration. The first method has the advantage that the numerical integration errors are almost the same on the sampled interval of the potential-energy surface because this interval is small. The errors thus produce a constant shift of the energy which does not affect the computed anharmonicity constant. The second method has the advantage of efficiency because the energy may be computed using a looser convergence in the numerical integration. Both methods have been used successfully 75, 77 to calculate anharmonicity constants in small molecules. The choice of the method depends both on the the molecular system under study and on the efficiency of the integration scheme employed.
To validate our own results, we performed numerical tests on the procedure by fitting a sixth-order polynomial to the Morse analytic potential determined by the spectroscopic parameters D e and r e calculated at the CCSD͑T͒ level. The correct anharmonicity constant could be reproduced correctly, without appreciable numerical roundoff in the fitting procedure, using step sizes from 0.01 Å ͑also used in Ref.
65͒ to 0.1 Å. However, the smaller step size corresponds to energy differences of the order of 1 ϫ 10 −6 hartree, and a numerically stable fit requires an absolute accuracy on the energy of 1 ϫ 10 −12 . For the larger step size ͑corresponding to energy differences of the order of 1 mhartree͒ the energy needs be accurate to 1 ϫ 10 −6 hartree. We then attempted to establish the energy accuracy afforded by the integration scheme employed in our program. We repeated the calculations at some points of the energy curve using the finest integration grid implemented in BERTHA, finding differences in the energy results of about 1 ϫ 10 −6 hartree, which corresponds to a displacement of 0.1 Å. Using this step size, the anharmonicity constants we obtained for CsAu, using different exchange-correlation functionals, are consistently within 0.02 cm −1 of each other and in very good agreement with the anharmonicity constants calculated at the CCSD͑T͒ level ͑see Table I͒ . This analysis suggests strongly that the spurious B3LYP result is an artifact of the numerical procedures employed, rather than a feature that is an intrinsic characteristic of this functional.
The performance of nonrelativistic functionals
We finally comment briefly on the relative performance of the nonrelativistic functionals in our relativistic framework, as this question is of general relevance and of particular interest for a system such as CsAu, which exhibits a peculiar intermetallic bond.
As shown in Table I , the HCTH93 functional appears consistently to provide the best results, as determined by comparison with CCSD͑T͒, among the various approaches, with the exception of the BLYP result for the harmonic constant. In fact, the HCTH93, BLYP, and B3LYP results appear in better agreement with the CCSD͑T͒ calculation than the MP2 results. The good performance of the HCTH93 is surprising if we recall that this functional is determined by fitting data obtained for light atoms and molecules and that it does not utilize the exact exchange potential. A similarly good performance of the HCTH93 functional has already been reported elsewhere. 41, 43 In particular, in some test calculations on transition metals, the HCTH93 functional was found to give results comparable to those of B3LYP. The comparison of the BLYP and the B3LYP results show that the inclusion of the exact exchange in the functional, at least in the present case, gives no substantial improvement in the performance of the functional.
The results we obtained using the BP86 functional are less satisfactory. This is a noteworthy finding, considering that the pure BP86 functional is one of the most popular GGA-type density functionals. Recently, in some applications on transition-metal complexes, the BP86 was found to perform better than the hybrid method. 78, 79 However, there are also studies that indicate its limitations. For example, Varga et al. 80 applied this functional in a study of dimers of heavy atoms and included relativistic corrections to the exchange potential. They found that this functional yields poor bond-length estimates in these systems. In our case, the BP86 functional predicts a stronger bonding and shorter bond length compared to the hybrid B3LYP and the other GGA functionals. It is interesting to note that while the BP86 functional underestimates the Cs-Au bond length by 3.3%, the error is reduced to 1.7% using the BLYP functional. Since these two functionals share the same exchange part, we are led to conclude that the poor performance of the BP86 functional is largely to be attributed to its correlation component.
To further investigate this point, we analyzed the results of the previous work by Tong and Cheung, 81 in which the spectroscopic properties of diatomic molecules formed from alkali metals ͑Li, Na, and K͒ and noble transition metals ͑Cu, Ag, and Au͒ are calculated using both CCSD͑T͒ and DFT with a variety of density functionals. For the noble metals the Stuttgart small-core relativistic effective core potentials ͑RECP͒ 82 were employed. In Table II we report our bondlength predictions for CsAu, together with the corresponding results for three other alkali metal aurides LiAu, NaAu, and KAu taken from the work of Tong and Cheung. 81 We note that for the lighter systems, LiAu and NaAu, there is a very good agreement between DFT and CCSD͑T͒, with no significant dependence on the functional used. For the heavier potassium compound, KAu, the DFT results noticeably degrade, and show a more pronounced dependence on the specific functional used. In particular, by comparing functionals having the same exchange part, namely, BP86 with BLYP and B3P86 with B3LYP, it may be concluded that a large part of the error in the bond length is due to the poor performance of the P86 correlation functional. This effect is even more pronounced for the heaviest cesium compound, CsAu.
The results in this table indicate clearly that the perfor- mance of the P86 correlation functional deteriorates as the size of the alkali metal involved is increased, suggesting that this effect may be connected to the atomic polarizability. In Fig. 1 we plotted the absolute deviation of the BP86 and BLYP results from those obtained using CCSD͑T͒ against the bond length of the alkali aurides, together with their difference, versus the alkali-metal atomic radius, a property closely related to the polarizability. It is evident that both functionals deliver progressively worse results in going from the smaller lithium to the very large cesium atom, with an irregularity in the absolute bond-length deviation that may indicate a dependence on the details of the calculation. A quantity that should depend only on the correlation functional is the difference in the absolute bond-length error calculated by BP86 and BLYP. Interestingly, this appears to have near-linear dependence on the atomic radius of the alkali metals.
V. CONCLUSIONS
The use of density-functional theory in electronic structure studies of molecules is a well-established procedure the accuracy of which has been demonstrated in a diverse range of studies. The extension of these methods to include relativistic effects has been stimulated by an interest in the chemical properties of compounds containing heavy elements. The present study has confirmed that a model constructed using a detailed four-component treatment of the Dirac-Kohn-Sham amplitudes expanded in a G-spinor basis set correctly recovers one-body relativistic corrections. It has also been demonstrated that the use of many of the available nonrelativistic gradient-corrected density functionals in conjunction with a density derived from these relativistic amplitudes yields results with a quality comparable to that which one would expect in nonrelativistic quantum chemical studies. The observed behavior of the computations also includes difficulties that are common to nonrelativistic studies, such as the sensitivity of calculated anharmonicity constants to residual convergence errors in the evaluation of the meanfield DFT energies and the accuracy with which numerical cubatures of exchange-correlation matrix elements must be performed.
The transfer of Gaussian basis set methods to the formulation of a practical relativistic density-functional procedure brings with it a significant computational cost because the evaluation of the density and the components of its gradient from four-component Dirac-Kohn-Sham spinor amplitudes is intrinsically more complicated than for a nonrelativistic model using any conventional scalar basis set. The extra cost, however, is not prohibitive and does not introduce any new adverse scaling behavior with respect to the basis set dimension, so that in any assessment of the prospects for the continuing development of this approach one must be careful to make comparisons with nonrelativistic methods at the same level of approximation. The calculations performed in the present study have included all electrons explicitly, with no use made of frozen core or pseudopotential approximations of the chemically inert inner-shell electrons. Similarly, all interactions have been evaluated ab initio, without the use of any atom-centered density fitting procedures to economize the cost of evaluating the matrix representations of the Coulomb and exchange-correlation matrices.
In practice, nonrelativistic quantum chemical implementations of density-functional theories, which have benefited from intensive development over many years, transform the density to a block-diagonal representation within an auxiliary fitting basis set to make the cost of the calculation scale more favorable with the number of basis functions. We have shown elsewhere 25 that similar fitting basis sets may be constructed for relativistic electronic structure models with a dimensionality only slightly greater than that required in nonrelativistic studies to achieve a given level of accuracy. Work is underway in the implementation of a density fitting scheme to reduce further the cost of performing these calculations for extended molecular systems. Similarly, the use of multipole expansions to evaluate long-range Coulomb interactions could be included to reduce further the cost of J-matrix construction, and with sufficient development a relativistic generalization a linear scaling O͑N͒ method can be envisaged that would make possible the study of large, extended systems containing a mixture of light and heavy elements.
The efficient use of parallel computational architectures plays an important role in the development of algorithms to perform these calculations, and many of the advantages of DFT found in nonrelativistic DFT are transferred directly to the four-component relativistic case because of the block structure of the Dirac-Kohn-Sham equations. The construction of the blocks associated with the component structure of the spinors introduces no new dependencies in the data that might inhibit the suitability of the relativistic scheme as a candidate for parallel execution. We have demonstrated in the present article that the density and the components of its gradient may be evaluated using amplitudes that are simply linear combinations of elementary radial functions and spherical harmonic functions, and that the construction of the matrix elements of gradient-corrected functionals over G-spinor basis functions follows essentially conventional nonrelativistic practices, albeit somewhat more elaborate in detail.
A question that has not been addressed directly in this study is the extent to which the description of highly relativistic inner-shell electrons has been compromised by the use of a nonrelativistic functional relationships between the electron density and the effective exchange-correlation potential. Absent from these models are all spin-and currentdependent interactions that, in conventional relativistic mean-field theories, correspond to the magnetic and retardation corrections that are described collectively as the transverse Breit interaction, as well as smaller effects of relativistic quantum electrodynamics that manifest themselves as the Lamb shift. Extensive atomic studies have shown that these effects are negligible in the determination of valence electron properties of all but the heaviest elements, though they would have to be introduced explicitly if the method were to be used to model inner-shell processes, such as K-or L-shell photoionization or core-level electron-momentum spectroscopy. The dominant relativistic effect is one body in origin, and is included exactly by the use of Dirac spinor amplitudes. This defines a modified potential in which the valence electrons are assumed to move, apparently a little perturbed by the details of the effective exchange-correlation potential used to generate the inner-shell mean field or by the neglect of small electrodynamical corrections.
As a tool for the determination of the chemical properties of compounds containing heavy elements, we have found that the G-spinor implementation of relativistic density-functional theory has a performance that is comparable to that encountered in nonrelativistic density-functional methods and an accuracy that makes it an attractive alternative to more expensive many-body post-Hartree-Fock techniques. Provided that the basis sets used satisfy the kinetic balance prescription and possess sufficient flexibility to describe the electron density, four-component relativistic density-functional theory provides a detailed model for heavy element systems that is well suited to the study of advanced materials, metalloenzymes in biochemical systems, and environmental issues associated with heavy element pollutants. With further algorithm development and the efficient use of the computational resources that are now widely available, there appears to be no significant obstacle to the continued expansion of the range of the system that is accessible to BERTHA. It is certainly the case that the use of a fourcomponent formalism brings with it a physical clarity that is absent in the two-component reductions of the Dirac operator, especially with respect to the problems involved in the change of picture representations and gauge dependencies of electromagnetic interactions. Against this must be weighed the irreducible cost of diagonalizing the complex fourcomponent representation of the relativistic mean-field equations, compared with the greatly reduced dimension of the real representation, if two-component functions are employed in the absence of spin-orbit coupling. It has been our experience, however, that the cost of diagonalization is not likely to be the factor that determines the feasibility of any calculation, and, in any event, this may be controlled further by the use of contracted basis functions or approximations involving the core-electron density. The greatest advantage of the four-component approach is likely to be the detail it affords in the calculation of electric and magnetic properties of materials, and the development of BERTHA progresses in order to address these issues.
