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We give a lower bound for the minimum distance between two zeros of a polynomial
system f in terms of the distance of f to a variety of ill-posed problems.
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1. Introduction
This paper is devoted to the study of the separation number of a polynomial system
f : Cn ! Cn deflning a zero-dimensional nonsingular variety. The separation number of
f is deflned by
sep(f) = min kx¡ yk
where the minimum is taken for x 6= y 2 Cn with f(x) = f(y) = 0. In the case of a single
variable polynomial f(x) = ad
Qd
i=1(x ¡ ri) various lower bounds for sep(f) have been
proved and can be found in Mignotte’s (1989) book. These inequalities are based on the
discriminant of the polynomial f and Hadamard’s inequality. For example
sep(f) > d¡(d+2)=2jDiscr(f)j1=2M(f)1¡d
where M(f) = jadj
Qd
i=1 maxf1; jrijg is Mahler’s measure of f . The number jDiscr(f)j
can be interpreted as a measure for the distance of f to the discriminant variety (the set
of polynomials with a multiple root), sep(f) is thus related to this distance.
Our aim here is to generalize this result to the case of polynomial systems. The flrst
part of this paper is devoted to homogeneous systems f : Cn+1 ! Cn. In this case the set
of zeros of f comprises lines through the origin and the distance between two such lines
is deflned as the sine of their angle. The corresponding (projective) separation number
is denoted by sepproj(f) and satisfles
sepproj(f) ‚
‰(f)
D3=2
where D is the degree of the system and ‰(f) corresponds, in a projective sense, to its
distance to the discriminant variety. In fact we establish an estimation for sepproj(f)
y E-mail: dedieu@cict.fr
0747{7171/97/120683 + 11 $25.00/0 sy970161 c° 1997 Academic Press Limited
684 J.-P. Dedieu
in terms of the condition number of f and we relate it to ‰(f) via the Shub{Smales
Condition Number Theorem. We also give an upper bound for the separation number:
sepproj(f) •
2
D1=2n
where D is the B¶ezout number of f , i.e. the product of the degrees of the various equations
deflning this system.
The second section is devoted to the study of sep(f) in the a–ne case. We give a flrst
lower bound for this number by de-homogenizing the homogeneous case. We obtain a
similar inequality:
sep(f) ‚ ‰(f)
D3=2
:
A second lower bound is obtained by an exclusion technique, similarly as in Dedieu and
Yakoubsohn (forthcoming). Let Cn be equipped with the sup-norm. If we denote by
sep(f; x) = min kx¡ yk
where the minimum is taken for y 6= x, y 2 Cn with f(y) = 0 and where x is a given
zero of f , we have
sep(f; x) ‚ s(f; x)
where s(f; x) is the positive root of the polynomial of the single variable t:
S(x; t) = 1¡
DX
k=2
tk¡1
k!
X
j¾j=k
µ
k
¾
¶°°°°rf(x)¡1 @kf(x)@x¾
°°°°:
The last section is devoted to the case of single-variable polynomials where more precise
results are given:
(21=d¡1 ¡ 1) sep(f; x) • s(f; x) • sep(f; x):
This inequality is valid for any polynomial f and any root x of f . It proves that the bound
s(f; x) is an excellent bound; this has been corroborated by some numerical experiments,
a signiflcative numerical example is given at the end of this paper.
2. The Case of Homogeneous Polynomial Systems
We use Hd to denote the set of homogeneous polynomial systems f : Cn+1 ! Cn,
f = (f1; : : : ; fn); each fi is a homogeneous polynomial of degree exactly di and d =
(d1; : : : ; dn). We suppose 0 is such a polynomial so that Hd is a linear space. For homo-
geneous polynomials fi, gi : Cn+1 ! C of degree di let
(fi; gi)di =
X
jfij=di
afi„bfi
µ
di
fi
¶¡1
(2.1)
where fi(z) =
P
jfij=di afiz
fi, gi(z) =
P
jfij=di bfiz
fi and
¡
di
fi
¢
= di!fi0!:::fin! . This induces a
Hermitian inner product on Hd: for f; g 2 Hd
(f; g) =
nX
i=1
(fi; gi)di : (2.2)
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For f; g 2 Hd let
dP (f; g) = min
‚2C
kf ¡ ‚gk
kfk :
This function is independent of scaling f and g and deflnes a distance function on P(Hd),
the corresponding projective space. We also use the same notation for an element in a
vector space and its equivalence class in the corresponding projective space.
Proposition 2.1. For f; g 2 P(Hd)
dP (f; g) = min
‚2C
kf ¡ ‚gk
kfk =
kf ¡ (f;g)(g;g)gk
kfk =
µ
1¡ j(f; g)j
2
kfk2kgk2
¶1=2
(2.3)
is a distance function over P(Hd) and the diameter of P(Hd) is 1.
The proof of this proposition is given in Shub and Smale (1993a, Chapter 1.3, Proposi-
tion 4). We denote by Pn the projective space P(Cn+1). As before a distance function is
deflned on Pn by
dP (x; y) = min
‚2C
kx¡ ‚yk
kxk
where kxk is the euclidean norm of x 2 Cn+1. We have:
Proposition 2.2. For x; y 2 Pn
dP (x; y) = min
‚2C
kx¡ ‚yk
kxk =
kx¡ (x;y)(y;y)yk
kxk =
µ
1¡ j(x; y)j
2
kxk2kyk2
¶1=2
(2.4)
is a distance function over Pn and the diameter of Pn is 1.
Let f 2 P(Hd) and x 2 Pn be such that f(x) = 0. Deflne ‰(f; x) as the distance computed
in the dP metric of f to the set §x of ill-posed problems at x:
§x = fg 2 P(Hd) : g(x) = 0 and rankDg(x) < ng;
‰(f; x) = min
g2§x
dP (f; g): (2.5)
Next, we deflne ‰(f) which represents the distance of f 2 P(Hd) to the discriminant
variety §:
‰(f) = min
x2Pn
f(x)=0
‰(f; x): (2.6)
For f 2 P(Hd) and x 2 Pn with f(x) = 0 we deflne the projective separation number of f
at x by
sepproj(f; x) = min dP (x; y) (2.7)
where the minimum is taken for y 6= x with f(y) = 0. The version with x eliminated is
sepproj(f) = min sepproj(f; x) (2.8)
where the minimum is taken for x 2 Pn with f(x) = 0.
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The main tool used in this paper is the condition number introduced in Shub and
Smale (1993a): for f 2 Hd and x 2 Cn+1
„proj(f; x) = kfk kDf(x)j¡1Null(x)¢(d1=2i kxkdi¡1)k (2.9)
with Null(x) = fy 2 Cn+1 : (x; y) = 0g, ¢(ai) the diagonal matrix whose ith entry
is ai and where kAk is the usual operator norm induced by the hermitian structure of
Cn. This number is independent of the scaling of both f and x and is well deflned on
P(Hd) £ Pn. In their original deflnition Shub and Smale took the maximum between 1
and the quantity displayed in (2.9). In fact one always has „proj(f; x) ‚
p
n, see (Shub
and Smale, 1993b, Section 2, Remark 2), and this maximum is not necessary. The version
with the x eliminated is
„proj(f) = max
f(x)=0
„proj(f; x): (2.10)
The Condition Number Theorem of Shub and Smale connects „proj(f) and ‰(f; x), more
precisely:
Theorem 2.1. For any root x of f one has:
„proj(f; x) =
1
‰(f; x)
: (2.11)
For the proof see (Shub and Smale, 1993a, Chapter 1.4, Theorem 1). A flrst estimation
for the separation number follows:
Theorem 2.2. For any f 2 Hd and x 2 Cn+1 satisfying f(x) = 0 one has
sepproj(f; x) ‚
‰(f; x)
D3=2
(2.12)
where D = max di.
Corollary 2.1. For any f 2 Hd
sepproj(f) ‚
‰(f)
D3=2
: (2.13)
The projective separation number cannot be too big as is shown by the following:
Theorem 2.3. For any nonsingular system f 2 Hd we have
sepproj(f) •
2
D1=2n (2.14)
where D = d1 : : : dn is the B¶ezout number.
We now give the proofs of Theorems 2.2 and 2.3 and of Corollary 2.1.
Lemma 2.1. Let x 6= y with f(x) = f(y) = 0. If (x; y) = 0 then
dP (x; y) ‚ ‰(f; x)
D3=2
: (2.15)
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Proof. Under the hypothesis, by (2.4), dP (x; y) = 1. Moreover, ‰(f; x) • 1 since, by
(2.3), the diameter of P(Hd) is equal to 1. 2
Lemma 2.2. Let x 6= y 2 Pn with f(x) = f(y) = 0. If (x; y) 6= 0 and rankDf(x) = n
then
dP (x; y)p
1¡ dP (x; y)2
‚ 2
D1=2(D ¡ 1)(1 + „proj(f; x)) : (2.16)
Proof. Since (x; y) 6= 0, after rescaling y, we suppose that (x; y) = (x; x) or, in other
words,
(x; x¡ y) = 0: (2.17)
In this case, according to (2.4), one has
dP (x; y) =
kx¡ yk
kyk =
µ
1¡ kxk
2
kyk2
¶1=2
: (2.18)
By Taylor’s formula (in vectorial form)
f(y) = f(x) +
DX
k=1
1
k!
Dkf(x)(y ¡ x)k:
Since f(x) = f(y) = 0 we obtain
Df(x)(y ¡ x) = ¡
DX
k=2
1
k!
Dkf(x)(y ¡ x)k:
Now Df(x)x = 0 (f is homogeneous and f(x) = 0) and rankDf(x) = n; thus Df(x) is
an isomorphism from Null(x) onto Cn. This gives
Df(x)j¡1Null(x)Df(x)(y ¡ x) = ¡
DX
k=2
1
k!
Df(x)j¡1Null(x)Dkf(x)(y ¡ x)k:
Since by (2.17) (x; x¡ y) = 0 we obtain
(y ¡ x) = ¡
DX
k=2
1
k!
Df(x)j¡1Null(x)Dkf(x)(y ¡ x)k:
Next, this equality is written in a more complicated form in order to introduce the
condition number „proj(f; x) described in (2.9):
y ¡ x = ¡
DX
k=2
kfkDf(x)j¡1Null(x)¢(d1=2i kxkdi¡1)
kxk1¡k¢(kxkdi¡kd1=2i )¡1Dkf(x)(y ¡ x)k
1
k!kfk :
According to Shub and Smale (1993a, Section III.1, Theorem 1,) we have
k¢(kxkdi¡kd1=2i )¡1Dkf(x)k • k!kfk
µ
D1=2(D ¡ 1)
2
¶k¡1
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and this gives
ky ¡ xk •
DX
k=2
„proj(f; x)kxk1¡k
µ
D1=2(D ¡ 1)
2
¶k¡1
ky ¡ xkk
that is
1 • „proj(f; x)
D¡1X
k=1
sk with s =
D1=2(D ¡ 1)ky ¡ xk
2kxk :
For „ = „proj(f; x), either s ‚ 1 or s < 1 and in this last case 1 • „(s ¡ sD)=(1 ¡ s)
that is 1 ¡ (1 + „)s + „sD • 0. Since this polynomial is convex we easily obtain that
s ‚ 1=(1 + „) and this inequality is valid in both cases:
ky ¡ xk
kxk ‚
2
D1=2(D ¡ 1)(1 + „proj(f; x)) :
It su–ces to use (2.17) to obtain the Lemma. 2
Lemma 2.3. Under the hypothesis of Lemma 2.2,
dP (x; y) ‚ 1
D3=2„proj(f; x)
:
Proof. We start with inequality (2.16), which is written here in the more abreviated
form d=
p
1¡ d2 ‚ fi. This is equivalent to d ‚ fi=p1 + fi2 that is, d ‚ 1=p1 + k2(1 + „)2
with k = D1=2(D ¡ 1)=2. Let us introduce the function 1 + k2(1 + „)2=„2 with „ ‚ 1.
Since this function is decreasing one has 1 + k2(1 + „)2=„2 • 4k2 + 1 that
is 1=
p
1 + k2(1 + „)2 ‚ 1=„p1 + 4k2. Now 1 + 4k2 = D(D2 ¡ 1) + 1 • D3=2 so that
1=
p
1 + k2(1 + „)2 ‚ 1=„D3=2 and our lemma is proved. 2
Proof of Theorem 2.2 and Corollary 2.1. The equality ‰(f; x) = 1=„proj(f; x) is
the Condition Number Theorem 2.1. When x is a nonsingular zero of f we apply Lem-
mas 2.1 and 2.3. When x is singular we have ‰(f; x) = 0. Corollary 2.1 comes from
Theorem 2.2, (2.8) and (2.10). 2
Proof of Theorem 2.3. Let Ci = fy 2 Cn+1 j kyk • 1 and dP (xi; y) < sepproj(f)=2g
where xi is any zero of f . When xi and xj are two distinct such zeros, the corresponding
sets Ci and Cj have an empty intersection by deflnition of sepproj(f). When the system is
nonsingular, there is D distinct zeros, so that Volume([Di=1Ci) = DVolume(C) • …
n+1
(n+1)!
where C = fy 2 Cn+1 : kyk • 1 and dP (e0; y) < sepproj(f)=2g, e0 = (1; 0; : : : ; 0), …
n+1
(n+1)!
is the volume of the unit sphere in Cn+1. An easy computation gives Volume(C) =
(sepproj(f)=2)2n
…n+1
(n+1)! ; this yields D(sepproj(f)=2)2n • 1 and proves our theorem. 2
Remark 2.1. In the one-dimensional case, n = 1, a better bound can be given via a
similar method: the root number is here equal to d and the minimum angle between two
roots is, at most, 2…=d. Thus
sepproj(f) • sin
µ
2…
d
¶
:
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3. The Case of Non-homogeneous Polynomial Systems: Sep(f ) in the
Hermitian Norm
Let f = (f1; : : : ; fn) : Cn ! Cn be a polynomial system with degree(fi) • di
and degree(f) = (d1; : : : ; dn). By homogenization we obtain a system '(f) = ('(f1);
: : : ;'(fn)) 2 Hd deflned by '(fi)(z0; z1; : : : ; zn) = zdi0 fi(z1=z0; : : : ; zn=z0). Any zero
u 2 Cn of f induces a zero (1; u) 2 Cn+1 of '(f). Then, we deflne
‰(f; u) = ‰('(f); (1; u)) and ‰(f) = ‰('(f));
„(f; u) = „proj('(f); (1; u)) and „(f) = „proj('(f));
sep(f) = min ku¡ vk
where the minimum is taken for u 6= v 2 Cn and f(u) = f(v) = 0. We have the following
Theorem 3.1. For any zeros u 6= v 2 Cn of f we have
ku¡ vk ‚ 1
D3=2„(f; u)
=
‰(f; u)
D3=2
and
sep(f) ‚ 1
D3=2„(f)
=
‰(f)
D3=2
:
Proof. Let us start from Theorem 2.1 and 2.2:
dP (x; y) ‚ 1
D3=2„proj('(f); x)
=
‰('(f); x)
D3=2
:
We now take two a–ne zeros of our system x = (1; u) and y = (1; v). According to its
deflnition, dP (x; y) = sin arccos
j(x;y)j
kxkkyk which is denoted by sin(x; y). We have
sin(x; y) ‚ 1
D3=2„proj('(f); x)
or, equivalently,
j cos(x; y)j ‚
s
1¡ 1
D3„proj('(f); x)2
:
We have
ku¡ vk2 = k(1; u)¡ (1; v)k2
= 1 + kuk2 + 1 + kvk2 ¡ 2(1 + kuk2)1=2(1 + kvk2)1=2 cos(x; y)
‚ 1 + kuk2 + 1 + kvk2 ¡ 2(1 + kuk2)1=2(1 + kvk2)1=2
s
1¡ 1
D3„proj('(f); x)2
:
If we consider the function F (a; b) = a2 + b2 ¡ 2ab cosfi for a and b ‚ 1, we have clearly
F (a; b) = (a¡b)2+2ab(1¡cosfi) ‚ 2(1¡cosfi) thus ku¡vk2 ‚ 2(1¡
q
1¡ 1D3„2 ) ‚ 1D3„2
and our theorem is proved. 2
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4. The Case of Non-homogeneous Polynomial Systems: Sep(f ) in the
Supremum Norm
In this section, we continue our study of sep(f) but in a difierent way. The main
theorem introduced here comes from Dedieu and Yakoubsohn (forthcoming, Proposition
5.7) with some modiflcations. The norm considered in this subsection is the sup-norm
deflned by
kxk = max
1•i•n
jxij:
The numbers sep(f; x) and sep(f) are related to this norm. For any x 2 Cn, such that
f(x) = 0 and rankrf(x) = n, let us consider the following polynomial of the variable
t 2 R:
S(x; t) = 1¡
DX
k=2
tk¡1
k!
X
j¾j=k
µ
k
¾
¶°°°°rf(x)¡1 @kf(x)@x¾
°°°°;
where, as before, D = max di. We have the following
Proposition 4.1. Let x 2 Cn be such that f(x) = 0 and rankrf(x) = n. The polyno-
mial S(x; t) possesses a unique positive root s(f; x) and we have
sep(f; x) ‚ s(f; x):
Proof. This polynomial is clearly decreasing from 1 at t = 0 to ¡1 at 1. It possesses
a single positive root s(f; x), has positive values on [0; s(f; x)[ and has negative values
over the interval ]s(f; x);1[. Let y be another zero of f , x 6= y. Taylor’s formula gives
f(y) = f(x) +
DX
k=1
1
k!
X
j¾j=k
µ
k
¾
¶
@kf(x)
@x¾
(y ¡ x)¾:
Let us write y = x + td with kdk = 1 and t = ky ¡ xk > 0. Since f(y) = f(x) = 0 and
t 6= 0 we get
rf(x)d = ¡
DX
k=2
tk¡1
k!
X
j¾j=k
µ
k
¾
¶
@kf(x)
@x¾
d¾;
and since rf(x) is nonsingular
d = ¡
DX
k=2
tk¡1
k!
X
j¾j=k
µ
k
¾
¶
rf(x)¡1 @
kf(x)
@x¾
d¾:
By the triangle inequality and since kdk = 1 we get
1 •
DX
k=2
tk¡1
k!
X
j¾j=k
µ
k
¾
¶°°°°rf(x)¡1 @kf(x)@x¾
°°°°:
Since t = ky ¡ xk, this inequality means S(x; ky ¡ xk) • 0 that is ky ¡ xk ‚ s(f; x): 2
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5. The Separation Number in the One-dimensional Case
According to Shub and Smale (1993c, Section 1, Lemma 1), when f(z) =
Pd
k=0 akz
k
is a single-variable polynomial, we have
„(f; u) =
d1=2(
Pd
k=0 jakj2
¡
d
k
¢¡1
)1=2(1 + juj2) d¡22
jf 0(u)j
for any u 2 C, f(u) = 0. This gives the following result, which is easily deduced from
Theorem 3.1.
Theorem 5.1. Let f be a single variable complex polynomial. For any zeros u 6= v 2 C
of f we have
ju¡ vj ‚ jf
0(u)j
d2(
Pd
k=0 jakj2
¡
d
k
¢¡1
)1=2(1 + juj2) d¡22
:
This theorem gives a lower bound of sep(f; u) (the distance between u and the closest
root) in terms of the derivative at u. A converse inequality is also true:
Proposition 5.1. Let u 2 C be any zero of f and v the closest zero to u. Then
ju¡ vj •
flflflflf 0(u)ad
flflflfl 1d¡1 :
Proof. When the polynomial f is written f(z) = ad
Qd
k=1(z ¡ rk) we have f 0(ri) =
ad
Q
k 6=i(ri ¡ rk) : : :. 2
Remark 5.1. Note that this inequality is the best possible: for f(z) = z(zd ¡ a) and
u = 0 both sides are equal.
Another estimation of sep(f; x) is given by s(f; x) like it has been shown in Proposi-
tion 3.2. This estimation is, in fact, pretty good:
Theorem 5.2. For any simple root x of f we have
(21=d¡1 ¡ 1) sep(f; x) • s(f; x) • sep(f; x):
Proof. According to Proposition 4.1 we only have to prove the left-hand side inequality.
For this, we consider the polynomial G(t) = g(t+ x) where g(s) = f(s)s¡x : One has
G(t) =
dX
k=1
tk¡1
k!
f (k)(x)
and its roots are t = y¡x where y is a root of f distinct from x. The reciprocal polynomial
H(t) = td¡1G( 1t ) is equal to
H(t) =
dX
k=1
td¡k
k!
f (k)(x)
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and its roots are t = (y ¡ x)¡1 where f(y) = 0 and y 6= x: Now, the coe–cients of H(t)
are symmetric functions of its roots:
1
k!
f (k)(x)
f 0(x)
= (¡1)k¡1
X
(yi1 ¡ x)¡1 : : : (yik¡1 ¡ x)¡1
where the sum is taken over the indices 1 • i1 < ¢ ¢ ¢ < ik¡1 • d. Since there are
¡
d¡1
k¡1
¢
such terms we obtain
1
k!
flflflflf (k)(x)f 0(x)
flflflfl • µd¡ 1k ¡ 1
¶
sep(f; x)¡(k¡1):
The deflnition of s(f; x) in Proposition 4.1 gives
1 =
dX
k=2
s(f; x)k¡1
k!
flflflflf (k)(x)f 0(x)
flflflfl
•
dX
k=2
µ
d¡ 1
k ¡ 1
¶µ
s(f; x)
sep(f; x)
¶k¡1
= (
s(f; x)
sep(f; x)
+ 1)d¡1 ¡ 1
thus, (21=d¡1 ¡ 1) sep(f; x) • s(f; x): 2
Example 5.1. Let us now consider the following example:
f(x) = x10 ¡ 55x9 + 1320x8 ¡ 18 150x7 + 157 773x6 ¡ 902 055x5
+3416 930x4 ¡ 8409 500x3 + 12 753 576x2 ¡ 10 628 640x+ 3628 800:
The roots of this well-known polynomial are the integers 1; 2; : : : ; 10 and sep(f) = 1.
Using Theorem 5.1, an easy computation gives the following bound for sep(f; 1):
‰(f; 1)
103=2
= 0:000 042 314 763 45:
The polynomial S(1; t) deflned in Proposition 4.1 is here equal to
S(1; t) = 1¡ 7129t=2520¡ 6515t2=2016¡ 4523t3=2268¡ 95t4=128
¡3013t5=17280¡ 5t6=192¡ 29t7=12096¡ t8=8064¡ t9=362 880
and its positive root is
s(f; 1) = 0:261 523:
The other values are: s(f; 2) = s(f; 9) = 0:454790, s(f; 3) = s(f; 8) = 0:523 017,
s(f; 4) = s(f; 7) = 0:587 320, s(f; 5) = s(f; 6) = 0:678 517 and s(f; 1) = s(f; 10) =
261 523. This estimation for s(f; 1) is better than the flrst one and also better than the
theoretical lower bound given in Theorem 5.2, that is
(21=19 ¡ 1)s(f; 1) = 0:037 155 044:
The classical lower bound based on the discriminant is here equal to the very small
number
0:610 261 6234£ 10¡37:
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