Abstract. We give a policy improvement algorithm for additive reward, additive transition (ARAT) zero-sum two-player stochastic games for both discounted and average payoffs. The class of ARAT games includes perfect information games.
1. Preliminaries.
Introduction.
A stochastic game, introduced in a seminal paper of Shapley, [18] , is a system which evolves over discrete time steps, representing an ongoing interaction between two players in which each of the players' choices at each time step not only determine an immediate payoff for each player, but also influence the actions and payoffs which will be available at the next time step.
The notion of value in a stochastic game depends on how the players evaluate their infinite stream of payoffs. Shapley proved that stochastic games possess a discounted value (when players evaluate their payoff streams by taking a discounted sum). Mertens and Neyman [14] proved that these games also have an undiscounted or limiting average value (when players evaluate their payoff streams by taking a limiting average).
Stochastic games with rational rewards and transitions need not have rational values [7, example 3.2.1] . It is clear that for such a game, no finite-step algorithm using only arithmetic operations can give an exact answer, and we can only hope for such an algorithm when the game has the order-field property defined in [15] . Fortunately, many natural classes of games have been shown to possess this property [7] . However, even among zero-sum games with the order field property, the general existence of finite-step algorithms for computing the value and optimal strategies with respect to discounted or undiscounted criteria is an open question. The finitestep algorithms which have been found for some categories of stochastic games are generally of two types: via a linear program, or policy improvement.
In this paper we give a policy improvement algorithm for solving two player zerosum stochastic games with additive rewards and additive transitions (ARAT games) with respect to limiting average payoffs. The family of policy improvement algorithms begins with Howard's policy improvement algorithm for discounted Markov decision processes (MDPs) [10] . Policy improvement algorithms are widely recognized as fast in practice for solving MDPs and other related problems [3, 20, 5, 17] ; indeed, this speed is suggested by the fact that under certain regularity conditions, policy improvement for MDPs is equivalent to Newton's method [6] .
A policy improvement algorithm for zero sum stochastic games of perfect information with respect to the discounted criterion was given by Raghavan and Syed [17] . Syed [19] extended the algorithm to ARAT games with discounted payoff. Their proof techniques were based on an induction on the total number of actions available in all states for the two players. They also observed empirically that the discounted values of MDPs along the algorithmic path were monotonic. A formal proof of this empirical observation, called the Patience Theorem (Theorem 2.3), is key to our proof technique. It provides an alternative proof to the algorithm for discounted games. It also allows us to provide a proof for a new algorithm for average payoff ARAT games.
In contrast to our goal of solving for optimal strategies for games with average payoffs, a more ambitious approach is to search for uniform optimal strategies for stochastic games. This would also yield the optimal strategies for average payoffs at one blow.
Finding uniform optimal strategies is a more difficult problem even for Markov decision processes. Inspired by Jeroslow, [11] , Hordijk et al. [9] proposed an algorithm to find uniform optimal strategies for a Markov decision process. This is a simplex-type algorithm on the non-Archimedian ordered field of rational functions.
Using this parametric linear programming method, Avrachenkov et al. [2] propose two algorithms for solving for uniform optimal strategies for two player zero sum stochastic games of perfect information. The first is more involved, but the authors provide a proof of termination along the lines of the proof of the discounted-case algorithm by Raghavan and Syed [17] . The second, unlike Raghavan and Syed's or the one presented in this paper, is a best-response algorithm for both players, and appears to run faster in numerical simulations. However, the termination of this second algorithm in general is still an open question.
To the best of our knowledge, the first policy improvement algorithm for solving stochastic games of perfect information with average payoffs was given by CochetTerrasson and Gaubert [4] , with a more thorough treatment in [1] . The main proof technique in these papers hinges on Kohlberg's theorem on invariant halflines of nonexpansive piecewise linear transformations [13] . Though producing a related algorithm, our work is independent of these results, and the techniques are quite different, following a more purely game-theoretic approach beginning with Shapley [18] , through Blackwell [3] , Veinott [20] , and Raghavan and Syed [17] . Another distinguishing feature of this paper is that we have focused on ARAT games, introduced in [16] . This class of games includes perfect information games as a special case.
Definition of a stochastic game.
A stochastic game
• a finite set of states S = {1, 2, . . . , N };
• a set of finite nonempty action sets A i = {A i (s)} s∈S for player i ∈ {1, 2}; • a set of rewards
for player i, i ∈ {1, 2}; • and a set of Markovian transition probabilities
We will refer to the players in the game as player 1 and player 2. (When distinct pronouns enhance readability, we will use the convention that player 1 is male and player 2 is female.) We interpret the reward r i (s, a 1 , a 2 ) as the immediate payoff to player i when player 1 chooses action a 1 and player 2 chooses action a 2 in state s, and interpret p(s | s, a 1 , a 2 ) as the Markovian probability of transition to state s in the next time step when the state at the current time step is s, player 1 chooses action a 1 and player 2 chooses action a 2 . We will restrict our attention to zero-sum stochastic games with additive rewards and additive transitions, defined below. Definition 1.1. A stochastic game Γ is a zero-sum game if
For simplicity, since this paper deals exclusively with zero-sum games, we will use a single payoff function r(s, a 1 , s 2 ) ≡ r 1 (s, a 1 , a 2 ) with the understanding that, with respect to the discounted or average payoffs corresponding to r, player 1 is a maximizer and player 2 is a minimizer. For simplicity, when we speak of a "game," we will mean a zero-sum stochastic game with the ARAT property, unless otherwise specified. Note that the class of ARAT stochastic games includes the perfect information stochastic games.
1.3. Strategies. A "strategy" for a player is a (possibly randomized) rule for selecting an action at each time step, possibly depending on the current state and the entire history of the game. Strategies which choose an action deterministically in each state, independent of the history of the game, form an important subclass, called pure stationary strategies. Definition 1.4. A pure stationary strategy f for player i in a game Γ is an element of
, where f (s) represents the action which player i will choose in state s.
We will denote by F (respectively G) the set of pure stationary strategies for player 1 (respectively player 2), with these strategy sets' dependence on the game understood.
Given a pair of strategies (f, g) ∈ F × G for the players in a game, Let P (f, g) be the stationary transition matrix whose (s, s ) entry is p s | s, f (s), g(s) . We also define a column N -vector r(f, g) whose s-th entry is r s, f (s), g(s) .
Note that when one player in game fixes his or her strategy, the induced game for the opponent is a Markov decision process (MDP). We will denote by Γ| f the MDP resulting from the game Γ when one player's strategy is fixed at f . If f is a strategy for player 2, then Γ| f is an MDP for player 1 where payoffs are viewed as rewards and player 1 is a maximizer. If f is a strategy for player 1, then Γ| f is an MDP for player 2 where payoffs are viewed as costs and player 2 is a minimizer.
Games With discounted payoffs.
2.1. Discounted payoffs and discounted value. The discounted payoff with a discount factor β ∈ [0, 1) for a stochastic game models a situation in which players are more concerned with the relatively short term, with β inversely proportional to myopia. Definition 2.1. For a given discount factor β ∈ [0, 1), and a pure stationary strategy pair (f, g), the β-discounted payoff is
Definition 2.2. A pure stationary strategy pair (f * , g * ) for a game Γ is β-optimal (over pure stationary strategies) for a discount factor β ∈ [0, 1) if there exists a β-discounted value v β (Γ) such that for all states s,
with the max and min taken componentwise.
Raghavan et al. [16] show that ARAT games may be played optimally over pure stationary strategies , and so there is no loss in limiting ourselves to such strategies for these games. We will use the word "strategy" to refer to a pure stationary strategy unless otherwise specified.
2.2.
Policy improvement for discounted games. In this section, we present a proof of a result empirically observed by Raghavan and Syed [17] . One can view their policy improvement algorithm as solving a sequence of discounted MDPs for player 1. They observed that, in computational examples, the discounted value of these MDPs decreases monotonically when the payoff vectors are compared coordinatewise. Here we prove that this property holds in general for the sequence of strategy pairs produced by their algorithm. In fact we will see later that a similar monotonicity property will hold for the strategy pair sequence produced by the policy improvement algorithm in the average-payoff case. We call this result the Patience Theorem, because it provides an intuitive justification of the "patient" approach the algorithm takes to improving strategies for player 2. We begin with some notation.
For a strategy pair (f, g) and a fixed discount factor β, let G β (s, g | f ) be the (possibly empty) set of actions a ∈ A 2 (s) (actions for player 2) which satisfy
and let G β (g | f ) be the (possibly empty) set of all pure strategies g = g for player 2 such that, for each state s,
are subsets of, respectively, actions and strategies for player 2; we define the sets G β (s, f | g) and G β (f | g) for player 1 in an analogous fashion, with the inequality in (1) reversed.
is a strategy pair and g 1 a strategy for player 2 for a game Γ with a fixed discount factor β such that
In our proof of this theorem, and in the rest of the paper, we will write x > y for two comparable N -vectors x and y when x(s) ≥ y(s) for all s ∈ S, and the inequality is strict for some s.
Proof. Consider the MDP Γ| g for some g ∈ G. The solution of such an MDP by a linear program is well known [7] . It is the solution to the LP
where γ is any positive N -vector with s γ(s) = 1.
is empty, f 0 is β-optimal for the MDP Γ| g 0 , and so v β (f 0 , g 0 ) is the optimal solution to the LP corresponding to Γ| g 0 . In particular, it is feasible for this LP. We will show that v β (f 0 , g 0 ) − X is also feasible for the LP corresponding to Γ| g 1 , where X is an N -vector whose coordinates are strictly positive for states contained in some nonempty set X (to be defined later), and zero otherwise. This will show that, for any appropriate γ,
From here, the theorem is proved as follows: for any state s, we choose a sequence of positive vectors {γ n } with t γ n (t) = 1 for all n, and such that γ n (s) → 1 as n → ∞. Replacing γ with γ n in (2) and taking a limit as n → ∞ on both sides, yields for all states s, v β (s,
. Since X (s) is positive for some s and v β (Γ| g 0 ) = v β (f 0 , g 0 ), this gives the theorem. We now proceed to prove that v β (f 0 , g 0 ) − X is feasible for the LP corresponding to Γ| g 1 . Let
We will define X appropriately along the way. Let X be the set of states s for which
or, by the ARAT property,
We want to show that this inequality holds when we replace f 0 (s) by any action a ∈ A 1 (s) in (4a) or, equivalently, in (4b). Toward this end, for any action a ∈ A 1 (s), since v 0 is optimal (and so feasible) for the LP corresponding to Γ g 0 we have
Now the above is an equality when a = f 0 (s). Replacing v 0 (s) with this equivalent expression, making use of the ARAT property, and taking a difference yields
Now summing (4b) and (5b) we have
for s ∈ X, as desired. Now by the strict inequality in (6), for any s ∈ X we can choose (s) small enough that, for any action a for player 1 in state s, the strict inequality is preserved when we replace v β (s,
We now let X (s) = (s) for s ∈ X and X (s) = 0 otherwise. As before, this argument along with (3) and (6) yield the feasibility of v β (f 0 , g 0 ) − X for the LP corresponding to Γ| g 1 , and the proof is complete.
3. Games with average payoffs.
3.1.
A strategy pair (f * , g * ) for a game Γ is average optimal for the game if there exists an average value v(Γ) such that for all states s,
Another kind of optimality which will interest us is uniform optimality, which models situations in which players do not necessarily agree on a discount factor for the game, but want strategies which will do well for all discount factors sufficiently close to 1. Definition 3.3. A pure stationary strategy pair (f ,ĝ) is uniform optimal for a given game Γ if it is β-optimal for all β sufficiently close to 1.
A uniform optimal strategy for an MDP is average optimal, but as [3, example 1] shows, an average optimal strategy may not be β-optimal for any value of β.
Raghavan et al. [16] proved the existence of β-optimal pure stationary strategies for all discount factors β for ARAT games. Further, in the case of MDPs, Blackwell [3] showed that the β-discounted payoff for any fixed pure stationary strategy is a rational function of β, and proved that a pure stationary uniform optimal strategy exists for any MDP. A similar argument applies for any stochastic game with pure stationary β-optimal strategy pairs, and so we may conclude that ARAT games admit a pure stationary uniform optimal strategy pair. As Blackwell showed for MDPs, such a strategy pair also serves as an average optimal strategy pair. This justifies limiting ourselves to pure stationary strategy pairs when defining average and uniform optimal strategy pairs.
3.2.
Properties of average payoffs. In this subsection, we collect a few results which will be useful later. We will make extensive use of the following theorem relating β-discounted and average payoffs, which is a restatement of [3, Theorem 4, part (a)].
Theorem 3.4. For a game Γ and strategy pair
where y(f, g) is the unique solution to
) and P * (f, g)y = 0 and (f, g, β) is a R N -valued function which approaches 0 in every coordinate as β → 1.
We will follow the notation used in this theorem consistently, using to denote a function which depends on β and which goes to zero as β increases to 1. Also, we will refer to the vector y(f, g) as the deviation of the strategy pair (f, g).
Some results from Markov chain theory will be helpful in proofs or for computation in implementing algorithms. We collect them here; details may be found in [3] and [12] .
Lemma 3.5. In the case of a pure stationary strategy pair (f, g),
1. the average payoff v(f, g) may be computed as
and is the unique solution to
where P * (f, g) is the Cesaro limit of the matrix P (f, g).
The vector y(f, g) may be computed as
y(f, g) = D(f, g)r(f, g),where D(f, g) = I − P (f, g) + P * (f, g) −1 − P * (f, g).
3.3.
Policy improvement for games with average payoffs. In this section, we present a policy improvement algorithm and prove its correctness for solving zero sum ARAT stochatistic games. We begin by developing some notation. First we define sets which are the average-payoff analogues of G β (s, g | f ) and G β (g | f ) for a given strategy pair (f, g) for a game Γ. Let G(s, g | f ) be the (possibly empty) set of actions a ∈ A 2 (s) which satisfy
and in case (7) holds with equality
Let G(g | f ) be the (possibly empty) set of all pure strategies g = g for player 2 such that for each state s, g (s) ∈ G(s, g | f ) or g (s) = g(s). We define the sets G(s, f | g) and G(f | g) (for player 1) analogously, with the inequalities in (7) and (8) reversed. By a theorem in [3] , if G(f | g) is empty, then f is average optimal for the MDP Γ| g .
It will be noted that the sets G(s, f | g) and G(f | g) are straightforward extensions to the competitive case of the set G(s, f ) corresponding to a state s and a strategy f for a single player in an MDP introduced in [3] (our notation differs from Blackwell's in making the sets' dependence on β explicit in the discounted case). We further introduce a competitive version of the set H(f ) defined in [20] . The theorem afterward will make clear its significance in terms of 1-optimal strategies, and its utility in our proof will be seen further along.
Given a strategy pair (f, g) for a game Γ, let H(s, g | f ) be the (possibly empty) set of actions a ∈ A 2 (s) for which (7) and (8) are both equalities and furthermore
where z(f, g) is the unique solution to
Let H(g | f ) be the set of pure strategies g = g for player 2 with g (s) ∈ H(s, g | f ) or g (s) = g(s) for all s. As before, we define the sets H(s, f | g) and H(f | g) for player 1 analogously, with the inequality in (9) reversed.
The following is a restatement of a theorem of Veinott [20, Theorem 6 ] to the competitive setting. Theorem 3.6. For a strategy pair (f, g)
) for all f ∈ F which are average optimal for Γ| g . We say that f is 1-optimal for Γ| g .
This theorem holds with the inequalities reversed when g is a strategy for player 1 and f is a strategy for player 2. In particular, the "reversed" version of Theorem 3.6, part 3 states that if G(g | f ) is empty, then g is average optimal for Γ| f . This yields an immediate corollary characterizing average optimal strategy pairs for a game. Corollary 1. If G(f | g) and G(g | f ) are both empty, then (f, g) is an average optimal strategy pair for the game.
We are now ready to present our main result.
Algorithm 1 Policy improvement for ARAT Games With Average Payoffs

1:
Choose an arbitrary initial strategy pair (f 0 , g 0 ), and let k = 0.
Choose f for player 1 (the maximizer) so that
Update the strategy for player 2: choose g k+1 ∈ G(g k | f k+1 ).
6:
Let g k+1 = g Increment k. 10: end while 11:
Before we discuss the termination and correctness of this algorithm, a note on the implementation of line 3 is in order. In this step, for a fixed g k for player 2, we must find an f for player 1 such that
empty. This is achieved with the policy improvement algorithm for a 1-optimal strategy in MDPs in [20] . For details on policy iteration in MDPs, see [3, 20] .
For any game Γ and starting strategy pair (f 0 , g 0 ) for which the algorithm terminates, the resulting pair (f * , g * ) is such that the sets G(f * | g * ) and G(g * | f * ) are both empty. Hence, by Corollary 1, the pair is average optimal. Since there are only finitely many pure stationary strategy pairs, our goal will be to prove that the algorithm cannot cycle. In the discounted case this can be done via the Patience Theorem, showing that each improvement by player 2 presents player 1 with a new MDP whose optimal value is strictly smaller than the last. Here, instead of looking directly at the average value of the MDPs for player 1 corresponding to the strategies chosen by player 2 in line 5 of Algorithm 1, we will rely on the same discounted result; showing that for β sufficiently close to 1, the β-discounted value of these MDPs is strictly decreasing. Our method will be to show that the sequence of strategies
. . . can be "shadowed" by a sequence for the β-discounted algorithm, in which the strategies f k chosen by the algorithm may be taken to be a uniform optimalf k . Then the Patience Theorem may be applied to show that for all discount factors β < 1 sufficiently close to 1,
). The next three lemmas will help us make this precise.
First, we will show that although the strategy that player 1 finds in line 3 may not itself be uniform optimal for Γ| g k , it must have the same value and deviation as the uniform optimal strategy for this MDP.
). Now for all β sufficiently close to 1, f * is β-optimal for Γ| g , so v β (f * , g) − v β (f, g) ≥ 0 or, rewriting using Theorem 3.4:
Since the above inequality holds for all β sufficiently close to 1, v(f
), and we conclude that y(f * , g) = y(f, g).
Next we show that any improvement for player 2 in the average sense is also a "uniform improvement," that is, it is an improvement in the discounted sense for all discount factors sufficiently close to 1.
Lemma 3.8. Given a strategy pair (f, g), for β < 1 sufficiently close to 1,
Proof. Take any g ∈ G(g | f ), and fix any state s with g (s) ∈ G(s, g | f ). For such a state, the inequalities (7) and (8) must hold (by definition of the set G(s, g | f )). These inequalities may be rewritten as follows:
and if this holds with equality, then
We want to show that for β < 1 sufficiently close to 1, g (s) is also an element of G β (s, g | f ). Recall that this is so precisely when (1) holds, or, equivalently, when
But by Theorem 3.4 we have
where (β, f, g) goes to zero in all coordinates at β increases to 1. Using this, we may rewrite the condition (12) as
Now if (10) holds strictly, then we may choose β near enough to 1 that (13) holds.
If (10) holds with equality, then P (f, g )v(f, g) s = v(s, f, g) and (11) is strict, and so we again choose β near enough to 1 that the negative value of the second bracketed expression in (13) guarantees the negative value of the entire expression as the third bracketed expression approaches zero. This argument holds for any state s with g (s) = g(s), so for all β < 1 near enough to 1, we have g ∈ G β (g | f ).
We need one more lemma crucial to our main result. Here we show that the set of improvements in the average sense for a strategy g for player 2 is unchanged by changing the fixed strategy for player 1 to another which has the same average payoff and deviation against g. Lemma 3.9. Let f 1 and f 2 be pure stationary strategies for player 1 and g a pure stationary strategy for player 2 for a game Γ with v(f 1 , g) = v(f 2 , g) and
Proof. Since the roles of f 1 and f 2 are completely interchangeable, it suffices to show that
. Write v for the common value of v(f i , g), i = 1, 2 and y for the common value of y(f i , g), i = 1, 2. By the definition of the set G(g | f 1 ), for a strategy g contained in this set and any state s with g (s) = g(s), we must have
and, if this holds with equality,
Now observe that by Lemma 3.5, we have
for i = 1, 2, and so
Now fix an s with g (s) = g(s). The sth row of (16) is
Using the ARAT property of the game,
and so
and we can add
Similarly, from the sth row of (17) and the ARAT property, we obtain
By virtue of (18) and (19), we can replace all superscripts of 1 with 2 in (14) and (15) for any s with g (s) = g(s). This is precisely the requirement for g to be an element of
, and so the lemma.
We now come to our main result. The bulk of the work for this result has already been done in the preceding three lemmas. Theorem 3.10. Algorithm 1 will terminate, and the returned strategy pair (f * , g * ) is average optimal for the game Γ.
Proof. Suppose that the algorithm does not stop after the kth time through the while loop. Consider the strategy pairs (f k+1 , g k ) after the (k + 1)-st execution of line 3, so that
Next the algorithm will choose g k+1 ∈ G(g k | f k+1 ) for player 2. We will show the following monotonicity claim: for any discount factor β sufficiently close to 1,
Letf k+1 be a uniform optimal strategy for player 1 in the Markov decision process Γ| g k . This will not, in general, be the strategy actually chosen by the algorithm. However, by Lemma 3.7, the algorithm's choice of a 1-optimal f k+1 has the same average value and deviation asf k+1 against g k . Therefore, by Lemma 3.9,
) are in fact the same set, so g k+1 is an improvement for g k against any uniform optimal choice for player 1. Finally, by Lemma 3.8,
) for all β < 1 sufficiently close to 1. Putting this all together, we have that for all β < 1 sufficiently close to 1
Therefore, since g k+1 ∈ G β (g k | f k+1 ) for all β < 1 sufficiently close to 1, the Patience Theorem (Theorem 2.3) proves our monotonicity claim. Since there are only a finite number of pure stationary strategies available to player 2, this monotonicity demands that the algorithm must terminate, returning (f * , g * ). When the algorithm terminates, G(f * | g * ) and G(g * | f * ) are both empty. The average optimality of the pair then follows from Corollary 1.
4. Implementation of the algorithms and numerical results. A prototype implementation of Algorithm 1, along with its discounted-case analogue, written in Python, can be found in the repository at https://github.com/mattjbourque/ stochgame. The Python module includes various functions supporting these algorithms, including a class for representing stochastic matrices with a method for computing the Cesaro limit of a stochastic matrix, as well as functions for generating random stochastic games and for reading and writing stochastic game data to text files.
When choosing an element of G(f | g) or G(g | f ), one has to decide whether to choose only adjacent strategies (that is, those for which only one action is changed) or to allow choices which make changes in more than one state. Experiments on randomly generated games suggest that changing strategies in several states at once is usually faster, but it seems likely that there are examples for which restricting to adjacent improvements would be faster. Our current implementation is not restricted to adjacent improvements.
Each time a strategy is updated to a pair (f, g), we must compute the Cesaro limit matrix in order to find the average payoff v(f, g) = P * (f, g)r(f, g) as well as the deviation vector y(f, g) = D(f, g)r(f, g) and the vector z(f, g) = −D 2 (f, g)r(f, g). In order to compute P * (f, g) we use use the algorithm in [8] for computing the ergodic classes of P (f, g).
Furthermore, the Python implementation follows the suggestion in Veinott [20] in implementing the policy improvement algorithm for one-optimal policies for MDPs at line 3: we do not check condition (9) until we arrive at a strategy for player 1 for which neither (7) nor (8) holds strictly for any action a for player 1 in any state. In other words, the algorithm is limited at first to finding a strategy for player 1 which is average optimal, and only when this is achieved does it attempt to progress to a 1-optimal strategy. Empirical results suggest that this is a more efficient way to proceed, and that for randomly generated games, it is rarely necessary to use condition (9). 
