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Abstract
We consider an infinite system of reaction–diffusion equations that models aggregation of particles. Under
suitable assumptions on the diffusion coefficients and aggregation rates, we show that this system can be reduced
to a scalar equation, for which an explicit self-similar solution is obtained. In addition, pointwise bounds for the
solutions of associated initial and initial-boundary value problems are provided.
© 2005 Elsevier Ltd. All rights reserved.
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1. Introduction and model equations
This note concerns the following infinite system of reaction–diffusion equations:
∂c j
∂t
= D j c j + 12
j−1∑
k=1
a j−k,kc j−kck −
∞∑
k=1
a j,kc j ck ( j ≥ 1), (1)
where the second term on the right above is assumed to cancel when j = 1. Here c j (x, t) denotes the
concentration of clusters of j individual particles at a point x ∈ RN (N ≥ 1) and at time t > 0 for all
j ≥ 1. The diffusion coefficients D j ( j ≥ 1) and aggregation rates a j,k ( j, k ≥ 1) are such that D j ≥ 0
and a j,k = ak, j ≥ 0 for all j, k ≥ 1.
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The kinetic version of (1) given by
d̂c j
dt
= 1
2
j−1∑
k=1
a j−k,k ĉ j−k ĉk −
∞∑
k=1
a j,kĉ j ĉk ( j ≥ 1) (2)
was derived by Smoluchowski (for a particular choice of a j,k ( j, k ≥ 1)) as a model to describe the
coagulation of colloidal particles in a solution [1,2]. Different aggregation rates were later considered to
address a number of physical situations [3–6]. For example, in the Flory–Stockmayer theory of polymer
formation, the coefficients a j,k ( j, k ≥ 1) are supposed to depend on the number of functional groups
capable of reacting with each other and that are present in each monomeric unit. More specifically, the
aggregation rates are taken to be
a j,k = (A j + B)(Ak + B) (A ≥ 0, B ≥ 0) (3)
for all j, k ≥ 1. Other choices of such coefficients are discussed in [7].
A remarkable fact concerning (2) is that a number of explicit solutions are known. Two particularly
relevant ones are due to Leyvraz and Tschudi [8] (see also [9]) and Leyvraz [7]. The first of these,
corresponding to the choices A = 1 and B = 0 in (3), reads as follows:
ĉ j (t) = j
j−3t j−1e− j t
( j − 1)! for 0 ≤ t ≤ 1,
= j
j−3e− j
( j − 1)!t for 1 < t
for all j ≥ 1. The (normalized) mass density ρ(t) = ∑∞j=1 j ĉ j(t) associated with (4) is then such that
ρ(t) = 1 for 0 ≤ t ≤ 1 and ρ(t) = 1/t for t > 1. Thus, the mass ceases to be conserved after the
so-called gelation time tg = 1. This illustrates the onset of a sol–gel phase transition (see [3,8] and the
references therein). A second class of explicit solutions of interest here was obtained in [7] for product
aggregation rates a j,k = r jrk where r j > 0 for all j ≥ 1. It was derived from the ansatz
ĉ j (t) = α j
t
(α j > 0, j ≥ 1). (4)
Substituting (4) into (2) yields
−α j = 12
j−1∑
k=1
r j−krkα j−kαk − r jα j
∞∑
k=1
rkαk ( j ≥ 1). (5)
It was shown in [7] that under the assumptions
r j > r1 > 0 for all j ≥ 2 and limj→∞
1
r j
= 0, (6)
the infinite algebraic system (5) has a positive solution α j ( j ≥ 1) (see also [10–12]). Hence, (2)
possesses a solution of the form (4). When r j ≥ B jα (B > 0, α > 1/2), such a function does not
preserve the mass, so it was referred to as a post-gel solution in [7].
On the other hand, a careful reassessment of Smoluchowski’s original assumptions has led to the
consideration of the more general reaction–diffusion system (1). For instance, cluster diffusion (as
represented by the Laplacian operators in (1)) was introduced in [13] to account for the stochastic
exchange of particles between clusters. In [14] a system of the form (1) was obtained as the macroscopic
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equations corresponding to an infinite number of identical particles undergoing Brownian motion in the
so-called Boltzmann–Grad limit. We refer the reader to this article, as well as to [15], for details on the
derivation of (1). It is worth remarking here that existence results for initial and initial-boundary value
problems associated with (1) have been obtained in [16] and [17]. In particular, it was shown in [17]
that under the assumptions that a j,k = A jk (where A > 0) and D j = D > 0 for all j, k ≥ 1 (i.e., the
Flory–Stockmayer case with equal diffusivities), (1) admits solutions having a sol–gel phase transition
at a finite gelation time tg. Finally, we refer the reader to [18–23] for further results on existence of
solutions to the initial-boundary value problem for (1).
2. Results
Here, under suitable assumptions on the diffusivities and aggregation rates, we first reduce the infinite
system (1) to a scalar equation and then look for some explicit solutions of the latter.
Theorem 1. Suppose that
D j = D = 1 ( j ≥ 1) (7)
and
a j,k = r jrk where r j ( j ≥ 1) satisfy (6). (8)
Then (1) admits a solution of the form
c j (x, t) = α j u(x, t) ( j ≥ 1) (9)
for some α j ( j ≥ 1), where u(x, t) solves
∂u
∂t
= u − u2. (10)
Proof. Substituting (9) into (1), a quick computation reveals that (10) is obtained provided that α j ( j ≥
1) are such that (5) holds. The existence of α j ( j ≥ 1) satisfying (5) follows from our assumptions and
the results in [7]. 
Theorem 2. There exists a positive solution of (10) of the form
u(x, t) = 1
t
F
( |x|√
t
)
, F(y) = k1 + k2 y
2
k3 + k4 y2 + y4 (11)
for some positive constants k1, k2, k3, and k4.
Proof. The proof consists of an elementary (but cumbersome) computation that is most conveniently
checked by means of a MAPLE routine. Here we simply remark that on substituting (11) into (10), a
nonlinear algebraic system is obtained for k1, k2, k3, and k4 that can be solved to yield
k1 = 1152 ± 576
√
4 + 2N + 288N ± 24N√4 + 2N ,
k2 = 48 ± 12
√
4 + 2N ,
k3 = 1184 ± 560
√
4 + 2N + 312N ± 40N√4 + 2N + 4N 2,
k4 = 56 ± 20
√
4 + 2N + 4N
(12)
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and
k1 = −2563 +
80
3
N − 4
3
N 2, k2 = 8 − 2N , k3 = 0, k4 = −323 +
2
3
N . (13)
Here, we recall that N denotes the space dimension. The result follows by choosing the constants with
the corresponding positive signs in (12). 
Note that the solution with corresponding negative signs in the constants changes sign near the origin,
while the solution with constants given by (13) reduces to a time-independent solution u(x) = 2(4 −
N )/|x|2. The latter, together with (9), recovers the steady-state solution previously obtained in [3] for
N ≤ 3.
Next we study the spatio-temporal behavior of the solution obtained in Theorem 1. Let us consider
(1), under assumptions (7) and (8), in a bounded domain Ω ⊆ RN having a smooth boundary ∂Ω . As
initial conditions we take c j (x, 0) = α j u0(x) ( j ≥ 1) for all x ∈ Ω , where α j ( j ≥ 1) are as in (9) and
u0(x) ∈ C(Ω) and ν ≤ u0(x) ≤ 1 for some ν in (0, 1). (14)
For definiteness, let us examine the case of homogeneous Neumann boundary conditions
(∇c j · n)(x, t) = 0 (x ∈ ∂Ω, t > 0), (15)
where n is the outer normal to Ω at x ∈ Ω . We restrict our attention to domainsΩ such that the following
holds true:
(A) The eigenvalues of the linear problem
ϕ + λϕ = 0 (x ∈ Ω),
(∇ϕ · n)(x) = 0 (x ∈ ∂Ω)
satisfy 0 < λ1 < λ2 < · · ·; and for each n ≥ 1, there corresponds exactly one (normalized)
eigenfunction to each eigenvalue λn .
We can now take advantage of the approach developed by Rodrigo and Mimura [24] and Rodrigo [25]
for the KPP equation in order to obtain subsolutions and supersolutions for the above Neumann initial-
boundary value problem. These are given respectively by the solutions u±(x, t) of the following auxiliary
problems:
∂u±
∂t
= u± − (u±)2 − 2(u
± ∓ 1)
(u±)2
|∇u±|2 (x ∈ Ω, t > 0),
u±(x, 0) = u0(x) (x ∈ Ω),
(∇u± · n)(x, t) = 0 (x ∈ ∂Ω, t > 0).
(16)
On changing variables to the form u± = 2/(2 ∓ ln v±), (16) transforms into
∂v±
∂t
= v± ∓ 2v± (x ∈ Ω, t > 0),
v±(x, 0) = v±0 (x) ≡ exp
[∓2(1 − u0(x))
u0(x)
]
(x ∈ Ω),
(∇v± · n)(x, t) = 0 (x ∈ ∂Ω, t > 0),
(17)
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which are solvable linear problems. Using a standard separation of variables technique, we obtain
v±(x, t) = exp(∓2t) +
∞∑
n=1
d±n exp[(∓2 − λn)t]ϕn(x),
d±n =
[∫
Ω
(v±0 (x) − 1)ϕn(x) dx
] [∫
Ω
ϕn(x)
2 dx
]−1
(n ≥ 1).
(18)
Summing all these results up, we have:
Theorem 3. Suppose that (7) and (8) hold. Let c j (x, 0) = α j u0(x) ( j ≥ 1) for all x ∈ Ω , where
α j ( j ≥ 1) are as in (9), and u0(x) and Ω satisfy (14) and (A), respectively. Suppose also that (15)
holds. Then the associated Neumann initial-boundary problem has a solution c j (x, t) ( j ≥ 1) satisfying
2α j
2 + ln v−(x, t) ≤ c j (x, t) ≤
2α j
2 − ln v+(x, t) ( j ≥ 1) (19)
for all x ∈ Ω and t > 0.
We conclude this section by noting that the pointwise estimates (19) can be shown to hold in the
case when particular Dirichlet boundary conditions are considered on ∂Ω , i.e., (15) is replaced by
c j (x, t) = α j u0(x) (x ∈ ∂Ω, t > 0) for all j ≥ 1. However, an additional assumption has to be
imposed on Ω to ensure the solvability of the linear problem corresponding to (17); that is, we require
the following:
(B) There exist positive solutions Φ±(x) for the problems
Φ± ∓ 2Φ± = 0 (x ∈ Ω),
Φ±(x) = exp
[∓2(1 − u0(x))
u0(x)
]
(x ∈ ∂Ω).
Furthermore, the second equation in (A) is replaced by ϕ(x) = 0 (x ∈ ∂Ω). In this case v±(x, t) are the
solutions to (17), where the last condition is replaced by v±(x, t) = exp[∓2(1 − u0(x))/u0(x)] at the
boundary, so that
v±(x, t) = Φ±(x) +
∞∑
n=1
d±n exp[(∓2 − λn)t]ϕn(x), (20)
d±n =
[∫
Ω
(v±0 (x) − Φ±(x))ϕn(x) dx
] [∫
Ω
ϕn(x)
2 dx
]−1
(n ≥ 1).
The results obtained above can be used to study the asymptotic behavior of the solutions. Fix
x ∈ Ω . For the Dirichlet problem, we can see from (20) that limt→∞ v+(x, t) = Φ+(x), whereas
limt→∞ v−(x, t) = Φ−(x) if λ1 > 2, limt→∞ v−(x, t) = ∞ if λ1 < 2, and limt→∞ v−(x, t) =
Φ−(x) + d−1 ϕ1(x) if λ1 = 2. Thus, whenever λ1 ≥ 2, c j (x, t) ( j ≥ 1) cannot converge to zero as
t → ∞. On the other hand, for the Neumann problem, we see from (18) that limt→∞ v+(x, t) = 0 and
limt→∞ v−(x, t) = ∞, whence limt→∞ c j (x, t) = 0 for all j ≥ 1.
Finally, the initial value problem in RN can be handled with minor modifications of the previous
argument. For instance, when u0(x) satisfies (14) with Ω replaced by RN , then (19) also holds for all
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x ∈ RN and t > 0 but v±(x, t) are given by
v±(x, t) = (4π t)−N/2
∫
RN
exp
[
∓2t − |x − z|
2
4t
∓ 2(1 − u0(z))
u0(z)
]
dz.
Fixing x ∈ RN , we see that limt→∞ v+(x, t) = 0 and limt→∞ v−(x, t) = ∞, so that we also have
limt→∞ c j (x, t) = 0 for all j ≥ 1 in this case.
3. Discussion
We have shown that under suitable assumptions on the coefficients a j,k ( j, k ≥ 1) and D j ( j ≥ 1),
(1) can be reduced by means of (9) (which can be thought of as a generalization of (4)) to a scalar
equation (10). The latter in turn admits an explicit, time-dependent, self-similar solution given by (11).
Actually, when the choice r j = j ( j ≥ 1) is made, the coefficients α j ( j ≥ 1) in (9) can be computed
explicitly to give α j = j j−3e− j/( j − 1)! ( j ≥ 1). Bearing in mind the second half of (4), and the fact
that a sol–gel transition is known to occur in (1) under the above assumption on the aggregation rates
[17], it makes sense to think of (9), (11) as providing a post-gel solution to (1). We refer the reader to
[3,26,27] for results concerning self-similar solutions of the kinetic model (2).
When time-independent solutions of (1) are considered, the assumptions in Theorem 1 can be
somewhat relaxed. More specifically, if we replace (7) and (8) by
a j,k = r j rk where r j D−1j ( j ≥ 1) satisfy (6), (21)
then the change of variables c j (x) = β j u(x) transforms the stationary version of (1) into
0 = D jβ j u +
[
1
2
j−1∑
k=1
r j−krkβ j−kβk − r jβ j
∞∑
k=1
rkβk
]
u2 ( j ≥ 1).
This is turn can be recast in the form
u = u2.
Indeed, on taking α′j = D jβ j and r ′j = r j D−1j for all j ≥ 1, we can readily see that the argument
leading to Theorem 1 applies under our current assumptions. Since system (1) corresponds to irreversible
coagulation, nontrivial time-independent solutions would be obtained under appropriate boundary
conditions in the case of bounded domains, or by means of external injection (cf. for instance [27]).
This last situation deserves in our opinion to be further analysed elsewhere.
In view of our previous analysis, a number of questions naturally arise. For instance, it would be
interesting to find out whether this approach could be somehow extended to include the general case in
(1) when the diffusion coefficients are not always equal. In addition, the case where fragmentation is
included in (1) has some interest in itself. These problems are currently under investigation.
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