Introduction
Eyesight is the most important human sensory input because it is so helpful to make sense from the real world . Hence, a successful modelling of the human vision capability in computer systems promises tremendous rewards for practical applications. The quality of the carpets is determined by human experts, because until now, an automated procedure which is capable to classify the carpet based on human expertise does not exist. The carpet is mechanically worn in a number of loops that are simulating the different physical processes applied to a carpet in the real wearing. Wear is one of the most important parameters in the appreciation of the quality of the carpet. Several 978-1-4244-5007-7/09 /$26.00 ©2009 IEEE 161 laboratory instruments, such as the 'Tetrapod Walker Tester" , the "Hexapod Drum Tester" and "Vettermann Drum Tester" are used to simulate accelerated wear processes on carpets [I] and the conservation of their aspects after treatment is one of the most important parameters to assess the quality of carpets. A group of human experts visually compares the new carpet to the mechanically treated carpet in standardized circumstances, ( Figure I ). The standard carpet classes are of five quality levels that are ranging from class I: maximum wear to 5: no wear. Usually, at least 3 human experts are involved in the classification of the carpet level. Each of them gives his own level depending on how they visualise and compare the examined carpets to the standard one. Each human expert could give different levels, then the class of the carpet can be in the between of standard levels . Therefore, the level scales are extended from integer levels to half levels as: I, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5.
In the last decades, researches to replace the human expert by automated evaluation methods have been an Therefore , reducing dimension is to simplify the problem in classification. The way to do this is by applying PCA [9] . Another strategy can be by using one or two features, but it is not a good strategy because working with few features, the important information from each feature of the carpet will be lost.
The output of PCA represents the original data mapped into the new coordinate system defined by the principal components. The new reducing features computed using the PCA method from the original features contained the same information as the original features but having a different repartition of the information through the features.
active topic in academic institutions and industry [2] , [3] , [4] . The textile department at Ghent University has been working on a project named COMPAS (Computer-based Assessment of Aspect Change in Carpets due to Wear), in order to develop an automated system that allows an objective, flexible, accurate, low cost and fast assessment of carpet wear. The goal is to deliver a prototype system that can be developedfurtherfor commercial use.
This paper presents a classification system based on a new method to classify the carpets. This new classification employs carpet features analysis by using Haralick descriptors and co-occurrence matrix to extract the features, Principal Component Analysis (PCA) approach to reduce the dimensionality of a data set and machine learning techniques based on SVM is applied for automated label of carpet. This new proposed technique gives an average of over 90% correct classification.
This paper is organized as follows: in Section II the method of features extracting using co-occurrence matrix is presented, Section III is devoted to a system classifier with SVM, the experimental results are presented in Section IV and finally some conclusions are given in Section V. 
Features Extraction 3. Support Vector Machine
These two equations can be combined in an inequality:
To find such a hyperplane, wand b should be estimated in a way so that:
To find the optimal separable hyperplane, the norm of IIwll is minimized under inequality (3) [12] . In most cases, in real-life application, classes are not linearly separable, but support vector machines can be extended to handle nonlinear separation data using a feature function <1>(x) [13] . This extension of SVM is based Suppose the case when the classes are linearly separable, the training data are represented by {Xi,Yi}, i= 1, 2,.. ., N, and Yi E {-I, I}, where N is the number of training samples. If two classes are linear separable, means that at least one hyperplane, defined by a vector W with a bias b, can be found to separate the classes without error [10] , [11] . The algorithm of support vector machine is to find the optimal hyperplane, this can be formulated as follows:
The virtual image created by the 3D laser scanner is used to extract information about the carpet. The data produced by the 3D laser scanner represent a measurement on a random grid, so to construct2D images these 3D data need to be resampledinto a regulargrid [5] . The characteristics of the scanner approve that the sample points have a bigger concentration in the middle of scan band than in the borders. The carpets are wearing in the middle of the X-axis and the amount of wear can be written as a function of the Y-direction, So, as an input for machine classifier, we will use the scan line as a replica. In Section 3, it will be explained how these replicas are used for classification.
Each scan line is divided into 48 equal regions and co-occurrence matrices are computed for each combination (Resample, Filling and Measurement). Subsequently, a window of 5 co-occurrence matrices is defined and moved along the X-axis [5] . Then, 14 Haralick descriptors [6] , [7] , [8] for each combination are computed for each window location resulting in a set of 24xI4x44 descriptors per scan line (Figure 2) . Finally, the curvature obtained from plotting each of the 24xI4 descriptors is computed integrating over all 44 window location. It means that these 14 features would give 14 dimensional spaces in the input for classification.
on mapping the input space into a feature space of a higher dimension and then to solve the problem in this feature space.
To generate a mapping in a high dimensional feature space, a method based on kernel: separating hyperplanes. This is the idea of solving multi classes to binary classes problem.
Experimental Results

• class
These algorithms presented above are implemented and evaluated to observe the performance of the classification. The algorithm is applied for different types of carpets. In this experiment a set of 10 different carpets types was used: A8-501, A8-701, BIG4, 20 KL 803 Beige, LA7, PR 84, BIG8, 517, BIG8, LA9, 20 KL 803 Dark, to analyze the performance. The laser image data for this experiment are provided by Textile Department at Ghent University. The performance of system classifier depends on the image data (corresponding to the type of carpet) and on which type of kernel function is used (Table 1) . To see the qualities of carpet, some simulations with different number of loops are applied, the level of wear is 98% correlated with the number of loops. The three first principal components from the chosen combination are used for the training input.
A training SVM is plotted in Figure 4 for type of carpet LA9. This type of carpet has 4 classes based on human expert classification, so the SVM classifier has training data just for these classes. For different classes, the data are plotted in different colours. To test the classifier for each class of the carpet 1 left replica data are used. Classes 3.5 and 4 have more training data compared to classes 4.5 and 5. Class 3.5 has 8 training data and 2 for testing points; class 4 has 12 training data and leaves 3 data for testing. For classes 4.5 and 5, each has 4 training data and 1 for testing. was developed. In this study, two different kernels, polynomial and respectively, Gaussian kernel, are used:
2 ) .
(6) 20"
The SVM method was developed to be applied only for two classes. There are two types of SVM approaches to solve the multi-classification problems. One is the "all the classes at once", which solves this problem by considering all the instances from all the classes in a unique optimization formulation, the other one is the "decomposition-reconstruction" architecture approach using binary SVM [14] . More usual multiclassification SVM are "one against one" and "one against all", in both cases, a first decomposition phase generates several learning machines in parallel and a reconstruction scheme allows to obtain the overall output by merging outputs from the decomposition phase. In this study, one-against-all (OAA) method is used for multi-class classification.
OAA decomposition transforms the multiclass problem into a series of binary subtasks that can be trained by the binary SVM. OAA classification scheme splits the training set into two classes, one containing samples in the currently considered class, the other holding the samples of all other classes [14] . The classifiers are developed for both kernels. From the available laser scanned image, the performance of the classification can be improved significantly by the kernel function chosen in the mapping data from input space to higher dimensional space. The polynomial kernel and Gaussian kernel are used to improve the performance, polynomial kernel gives 72 % correct classification, and Gaussian kernel gives 100% correct classification (Table 1) . These two kernel functions do not improve the classifier performance for the same cases (A8 501, 20 KL 803, and Big 8) because the distribution data in classes is too complex to have an optimal hyperplane. Mapping the data from input space to feature space, using the polynomial kernel, the classifier gives 89.56% correctness and by using Gaussian kernel, SVM classifier improves to 95.48% correct classification.
Conclusion
This paper describes an alternative to the actual carpet classification system, considering a 3D laser scanner and machine-learning methods. The automatic label assessment is based on the next three phases. In the first phase, the data from the carpet were extracted using a 3D laser scanner, in the second phase, Haralick's descriptor is used to extract the features and finally, a machine learning algorithm based on SVM is applied to classify the data. The new technique represents an important improvement and further research will be conducted to make an automatic system classifier of carpet wear applicable in industry.
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