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Данная работа связана с проблемой быстрого умножения матриц. Рассматриваются неком-
мутативные (в смысле [1]) алгоритмы умножения матриц. Пусть K — поле, R — ассоциа-
тивная K-алгебра, X и Y — m  n и n  p матрицы над R. Вычисление произведения XY
обычным способом ("строка на столбец") требует mnp умножений в R. Однако, существуют
более быстрые алгоритмы. При m = n = p = 2 достаточно 7 умножений (алгоритм Штрас-
сена, [2]), при (m;n; p) = (2; 3; 3) — 15 умножений (алгоритм Хопкрофта, [3]), m = n = p = 3
— 23 умножения (алгоритм Ладермана, [4]), при m = n = p = 2l — (n3 4n)=3+6n2 умноже-
ний (алгоритм трилинейного агрегирования Пана, [5]). Обозначим минимальное необходимое
число умножений через r(m;n; p) (вообще говоря, r(m;n; p) зависит от K).
Если есть (нетривиальный) алгоритм умножения mn матрицы на np матрицу, требу-
ющий r умножений, его можно применить рекурсивно и показать, что умножение двух квад-
ратных N  N матриц над K требует O(N  ) арифметических операций, где  = 3 logmnp r
(см. [1]). Поэтому нахождение верхней оценки для r(m;n; p) при конкретных m;n; p — прак-
тически (и теоретически) важная задача.
Алгоритмы матричного умножения тесно связаны с разложениями тензоров. Пусть eU =
U1
 : : :
Ul — тензорное произведение нескольких пространств над K. Тензор u 2 eU называ-
ется разложимым, если u = u1
 : : :
 ul, ui 2 Ui. Далее, если t 2 eU — произвольный тензор,
и A = ft1; : : : ; tsg — множество разложимых тензоров такое, что t1 + : : : + ts = t, тогда A
называется алгоритмом (длины s) для вычисления тензора t. Минимальная длина s = jAj
называется рангом тензора t, и обозначается через rk(t).
Через Mab = Ma;b(K) обозначим пространство a  b матриц над K. Для данных m;n; p
положим L1 = Mmn, L2 = Mnp, L3 = Mpm, L = L1 
 L2 
 L3, и рассмотрим тензор
hm;n; pi =
X
1im; 1jn; 1kp
eij 
 ejk 
 eki 2 L:
Хорошо известно, что алгоритмы, вычисляющие произведение m n и n p матриц, нахо-
дятся в биекции с алгоритмами, вычисляющими тензор hm;n; pi, и что
r(m;n; p) = rk(hm;n; pi):
Таким образом, изучение алгоритмов матричного умножения — это в точности изучение
разложений тензоров hm;n; pi.
Автор считает, что одним из плодотворных путей для построения экономичных алгорит-
мов (т.е., коротких разложений тензоров) является исследование алгоритмов, обладающих
нетривиальной группой симметрии. Дадим необходимые определения.
Пусть eU = U1 
 : : : 
 Ul — тензорное произведение, как выше. Автоморфизм g 2 GL(eU)
разложим, если он согласован, в очевидном смысле, со структурой тензорного произведения
на eU (при этом g может перставлять факторы U1; : : : ; Ul нетривиальным образом). Группу
всех разложимых автоморфизмов обозначим S(eU) = S(U1; : : : ; Ul). Для данного тензора
t 2 eU определим его группу изотропии  (t) как
 (t) = fg 2 S(eU) j g(t) = tg:
Далее, для данного алгоритма A = ft1; : : : ; tsg, вычисляющего t, определим его группу ав-
томорфизмов
Aut(A) = fg 2 S(eU) j g(A) = Ag:
Ясно, что всегда Aut(A)   (t).
Очевидно, первый шаг при исследовании алгоритмов с точки зрения их симметрии —
определить группы автоморфизмов для известных хороших алгоритмов. Это является ос-
новным результатом настоящей работы.
Пусть S, H, L, P2l означают алгоритмы Штрассена, Хопкрофта, Ладермана и Пана, со-
ответственно (точнее, соответствующие алгоритмы, вычисляющие тензоры h2; 2; 2i, h2; 3; 3i,
h3; 3; 3i, h2l; 2l; 2li). Доказана следующая теорема.
Теорема 1. Имеют место изоморфизмы
Aut(S) = S3  S3 ; Aut(H) = S3  Z2 ;
Aut(L) = S4 ; Aut(P2l) = Sl  Z2  S3 :
(Конечно, указанные группы автоморфизмов найдены в явном виде, а не только с точ-
ностью до изоморфизма.)
В ходе исследования найдена группа изотропии  (t), где t = hm;n; pi, для любых m, n, p.
Теорема 2. Пусть  (t) — группа изотропии тензора t = hm;n; pi, и  0(t) — подгруппа
элементов g 2  (t), сохраняющих факторы произведения L1 
 L2 
 L3 (т.е. вида g = g1 

g2 
 g3, gi 2 GL(Li)). Тогда  0(t) совпадает с группой всех преобразований вида
T (a; b; c) : x1 
 x2 
 x3 7! ax1b 1 
 bx2c 1 
 cx3a 1 ;
где xi 2 Li, a 2 GLm(K), b 2 GLn(K), c 2 GLp(K). Факторгруппа  (t)= 0(t) изоморфна
одной из групп 1, Z2 или S3.
Конечно, гораздо более важной, чем теорема 1, является следующая
Обратная задача. Для данной подгруппы G   (t) и r  1 описать все G-инвариантные
алгоритмы длины r, вычисляющие t.
(Именно в ходе решения задач такого вида и возможно было бы найти новые алгоритмы).
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