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Les travaux pre´sente´s dans ce me´moire portent sur l’existence et l’e´tude qualitative
des solutions des e´quations aux de´rive´es partielles non line´aires, et tout particulie`rement
des solutions ayant une structure spatiale et temporelle bien de´finie, appele´es suivant les
cas ondes stationnaires, ondes progressives, ondes solitaires, ou de manie`re ge´ne´rale ondes
non line´aires. Ces structures sont bien observe´es expe´rimentalement et nume´riquement,
et tre`s souvent jouent un roˆle majeur dans la dynamique des syste`mes correspondants.
Les syste`mes conside´re´s sont des mode`les concrets issus de la me´canique des fluides,
de la superfluidite´, de la superconductivite´ ou de la physique des transitions de phase.
A titre d’exemples, on peut citer les tre`s nombreux mode`les repre´sentant diffe´rentes
approximations de la propagation des ondes a` la surface libre d’un fluide (e´quations de
Benjamin-Ono, de Kadomtsev-Petviashvili, ou de Benney-Luke). D’autre part, il convient
de mentionner les diffe´rentes variantes de l’e´quation de Schro¨dinger non-line´aire (comme
l’e´quation de Gross-Pitaevskii, l’e´quation de Hartree ou l’e´quation de Schro¨dinger avec
nonline´arite´ de type ”ψ3 − ψ5”) qui interviennent dans l’e´tude des condensats de Bose-
Einstein, la supraconductivite´ et la superfluidite´.
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1 Travaux de recherche pendant la the`se
1.1 Re´gularite´ et de´croissance
Dans un premier temps, je me suis inte´resse´ aux proprie´te´s qualitatives des ondes non
line´aires pour quelques e´quations issues de la me´canique des fluides, plus pre´cise´ment a`
leur re´gularite´ et a` leur taux de de´croissance a` l’infini. On a utilise´ la the´orie classique des
multiplicateurs de Fourier pour obtenir la re´gularite´ dans les espaces de Sobolev W k,p,
respectivement la the´orie de Paley-Wiener pour de´montrer l’analyticite´ des solutions.
Les proprie´te´s de de´croissance ont e´te´ prouve´es en utilisant une technique ge´ne´rale
qui consiste a` transformer une e´quation aux de´rive´es partielles en une e´quation de convo-
lution. Pour donner un exemple, conside´rons une e´quation de la forme P (D)(u) = F (u)
dans RN . En utilisant la transformation de Fourier cette e´quation est e´quivalente a`
P (iξ)û = F(F (u)). Si l’ope´rateur P (D) est elliptique, on peut e´crire û = 1
P (iξ)F(F (u))
ou encore u = k ∗ F (u), ou` k = F−1( 1
P (iξ)). Dans beaucoup d’exemples concrets, le
noyau k est une fonction qui de´croˆıt assez rapidement lorsque |x| tend vers l’infini. Si
|F (u)| ≤ C|u|r pour u proche de ze´ro, ou` r > 1, et si l’on dispose d’une estimation sur la
vitesse de convergence de u vers 0 a` l’infini, en utilisant l’e´quation de convolution on peut
ame´liorer successivement cette estimation. Dans la plupart des applications on obtient
que u tend vers ze´ro (au moins) aussi rapidement que le noyau k.
Cette technique avait e´te´ utilise´e dans [LiBo96] et [BoLi97] pour des proble`mes uni-
dimensionnels et dans [dBS97] pour les ondes solitaires de l’e´quation de Kadomtsev-
Petviashvili en dimension 2 et 3. Elle a e´te´ utilise´e par la suite par P. Gravejat pour les
ondes progressives de l’e´quation de Gross-Pitaevskii.
On a montre´ dans [1] que les ondes solitaires de l’e´quation de Benney-Luke (dont
l’existence avait e´te´ prouve´e en 1998 par R. L. Pego et J. L. Quintero) sont des fonctions
analytiques et on a trouve´ leur taux alge´brique optimal de de´croissance a` l’infini. Dans [2]
on a montre´ l’existence, l’analyticite´ et on a trouve´ le taux optimal de de´croissance des
ondes solitaires d’une ge´ne´ralisation bidimensionnelle de l’e´quation de Benjamin-Ono.
1.2 Existence des ondes non-line´aires
A. Une e´quation de Schro¨dinger non-line´aire avec potentiel en dimension 1.
Dans [4] on a e´tudie´ l’e´quation
(1.1) iAt − ivAx = −Axx −A+ |A|2A+ U(x)A, x ∈ R, t ∈ R+,
qui de´crit l’e´coulement derrie`re un obstacle fixe d’un fluide injecte´ avec une vitesse
constante v a` l’infini. Le potentiel U est une mesure positive qui mode´lise l’obstacle.
L’e´quation (1.1) a e´te´ e´tudie´e a` l’aide des de´veloppements asymptotiques formels et des
simulations nume´riques par V. Hakim pour quelques types particuliers de potentiel.
On a cherche´ des solutions stationnaires (i.e. inde´pendantes de t) dont le module tend
vers ±1 a` l’infini. On a re´ussi a` montrer que, si le potentiel U n’est pas trop grand, deux
telles solutions existent : l’une est obtenue comme un minimiseur de l’e´nergie associe´e
a` (1.1), l’autre est un point selle de l’e´nergie. L’existence d’un minimiseur est classique.
La preuve de l’existence d’une deuxie`me solution est beaucoup plus de´licate et repose
sur une variante du Lemme du Col due a` Ghoussoub et Preiss. La difficulte´ majeure est
d’obtenir des informations assez pre´cises sur les suites de Palais-Smale afin de de´duire
leur convergence et de montrer que leur limite est diffe´rente de la solution obtenue par
minimisation.
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B. Existence des bulles instationnaires. L’objectif de l’article [3] a e´te´ d’e´tudier
l’existence des ondes progressives (appele´es e´galement “bulles instationnaires”) de petite
vitesse pour l’e´quation de Schro¨dinger non-line´aire
(1.2) i
∂ψ
∂t
+ ∆ψ + F (|ψ|2)ψ = 0 dans RN ,
ou` ψ est une fonction complexe qui satisfait la “condition aux limites” |ψ| −→ r0 > 0
quand |x| −→ ∞ et la nonline´arite´ est de type ”ψ3 − ψ5”. Les bulles sont des solutions
de la forme ψ(x, t) = φ(x1 − ct, x2, . . . , xN ). L’existence de telles solutions en dimension
un d’espace a e´te´ prouve´e dans [BaMa88].
On a utilise´ une approche variationnelle : les bulles sont des points critiques d’une
fonctionnelle Ec(u) = E(u) + cQ(u), ou` E est ”l’e´nergie” associe´e a` (1.2) et Q est le
moment. Une technique classique pour montrer l’existence des points critiques consiste
a` mettre en e´vidence un changement de topologie entre deux ensembles de niveau de la
fonctionnelle, et ensuite a` prouver une proprie´te´ de compacite´ des suites de Palais-Smale.
Cependant, les ensembles de niveau de Ec ont une structure bien complique´e et il semble
tre`s difficile de montrer un changement au niveau global dans leur topologie. D’autre
part, il est e´galement difficile de montrer la compacite´ des suites de Palais-Smale. Pour
surmonter ces difficulte´s, nous avons prouve´ une variante locale du Lemme du Col. Ce
re´sultat abstrait permet de trouver des suites de Palais-Smale borne´es lorsqu’on dispose
d’une information concernant un changement dans la structure des ensembles de niveau
uniquement localement, au voisinage d’un point. D’autre part, nous disposons d’un e´tat
fondamental u0 de E qui posse`de des proprie´te´s tout a` fait remarquables : il est un
point critique de E et il est un minimum local strict de E sur un sous-espace fonctionnel
de codimension 1. D’une manie`re heuristique, il existe une ”cuvette” autour de u0 sur
un sous-espace de codimension 1. En dimension au moins e´gale a` 4, la hauteur de la
”cuvette” est strictement positive et cette structure subsiste lorsqu’on rajoute a` E une
”perturbation” cQ avec c suffisamment petit. Cette observation ainsi que le re´sultat
abstrait mentionne´ nous ont permis de montrer l’existence des bulles instationnaires de
petite vitesse.
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2 Syme´trie des solutions des e´quations aux de´rive´es par-
tielles
Le fait de savoir que les solutions d’une EDP pre´sentent des syme´tries est tre`s im-
portant a` la fois pour leur e´tude the´orique que pour leur approximation nume´rique. Les
syme´tries peuvent aussi s’ave´rer tre`s utiles pour l’e´tude de la stabilite´ des ondes soli-
taires ou des ondes stationnaires de certaines EDP d’e´volution. En ge´ne´ral, la syme´trie
constitue la premie`re e´tape dans la preuve de l’unicite´ des solutions de certaines EDP
elliptiques.
Jusqu’a` pre´sent il existe dans la litte´rature trois me´thodes ge´ne´rales pour montrer de
telles syme´tries. La premie`re a e´te´ de´veloppe´e par Gidas, Ni et Nirenberg a` la fin des
anne´es ’70 et est base´e sur les ”moving planes” et le principe de maximum. Elle est ap-
plicable aux solutions positives dans des proble`mes qui font intervenir le Laplacien. Une
autre me´thode repose sur l’utilisation de la syme´trisation de Schwarz d’une fonction. Elle
permet de montrer qu’il existe des solutions syme´triques pour un probleme de minimisa-
tion. (Notons, par ailleurs, que dans beaucoup de situations les ondes non-line´aires sont
obtenues en minimisant une certaine fonctionnelle, avec ou sans contrainte). En ge´ne´ral,
cette me´thode n’implique pas directement que toutes les solutions sont syme´triques.
L’utilisation de ces deux me´thodes dans le cas des syste`mes est parfois possible, mais elle
reste assez limite´e car, d’une part, le signe de chacune des composantes de la solution doit
eˆtre constant, d’autre part on a besoin de conditions assez fortes (et souvent irre´alistes)
sur les nonline´arite´s. Afin d’e´viter ces inconvenients, O. Lopes a propose´ en 1996 dans
[Lop1, Lop2] une me´thode e´tonnament simple et efficace pour montrer la syme´trie des
minimiseurs. Nous pre´sentons ci-dessous le re´sultat de [Lop1].
The´ore`me 2.1 ([Lop1]) Soit u ∈ H1(RN ,Rm) un minimiseur de la fonctionnelle
V (u) :=
∫
RN
|∇u|2dx+
∫
RN
F (u) dx
sous la contrainte I(u) :=
∫
RN
G(u) dx = λ 6= 0. On suppose que les fonctions F et G
sont C1, qu’il existe p ≤ 2∗ tel que |F (u)| ≤ C|u|2∗ et |G(u)| ≤ C|u|2∗ pour |u| ≥ 1 et
que G′(u) 6≡ 0 si u 6≡ 0.
Alors la fonction u est a` syme´trie radiale (apre`s une translation dans RN ).
Preuve. On va d’abord montrer que la fonction u pre´sente une syme´trie par rapport
a` la variable x1. Apre`s une translation dans la direction de x1 on peut supposer que∫
{x1<0}
G(u)dx =
∫
{x1>0}
G(u)dx = λ/2.
On de´finit
(2.1) v1(x) =
{
u(x1, x
′) si x1 ≤ 0
u(−x1, x′) si x1 > 0 et v2(x) =
{
u(−x1, x′) si x1 ≤ 0
u(x1, x
′) si x1 > 0.
Il est facile de voir que v1, v2 ∈ H1(RN ,Rm) et on a I(u) = I(v1) = I(v2) = λ. Come u
est un minimiseur, ceci implique V (v1) ≥ V (u) et V (v2) ≥ V (u).
D’autre part on a V (v1) + V (v2) = 2V (u).
On en de´duit que ne´cessairement V (v1) = V (v2) = V (u) et v1 et v2 sont aussi des
minimiseurs. Par conse´quent, il existe des multiplicateurs de Lagrange α et β tels que
(2.2)
−∆u+ 2F ′(u) + αG′(u) = 0 et
−∆v1 + 2F ′(v1) + βG′(v1) = 0 dans RN .
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En utilisant (2.2) et la the´orie de la re´gularite´ elliptique, on de´duit que les fonctions u et
v1 sont borne´es et re´gulie`res.
On ne peut pas avoir v1 = 0 car I(v1) = λ 6= 0. Par conse´quent, il existe x∗ tel que
x∗1 < 0 et G
′(v1(x∗)) 6= 0. Comme u = v1 dans {x1 < 0}, de (2.2) on de´duit que α = β.
Il est alors facile de voir que la fonction w := u− v1 satisfait une e´quation de la forme
(2.3) −∆w +A(x)w = 0 dans RN , ou` A ∈ L∞(RN ,Rm ×Rm).
On utilise ensuite le
The´ore`me 2.2 (The´ore`me de Prolongement Unique) Supposons que Φ ∈ H1loc(RN ,Rm)
satisfait
−∆Φ +A(x)Φ = 0 dans RN , ou` A ∈ L∞(RN ,Rm ×Rm).
Si Φ ≡ 0 dans un ouvert Ω ⊂ RN , alors Φ ≡ 0 dans RN .
Comme w ≡ 0 dans le demi-espace {x1 < 0}, on de´duit du the´ore`me de prolongement
unique et de (2.3) que w = 0 dans RN , c’est-a`-dire u = v1. Donc u est syme´trique par
rapport a` x1.
De la meˆme fac¸on, apre`s translation u est syme´trique par rapport a` chacune des
variables x2, . . . , xN . En particulier, u(x) = u(−x). Par conse´quent, tout hyperplan Π
qui contient l’origine O coupe la contrainte en deux quantite´s e´gales. Le meˆme argument
que ci-dessus implique alors que u est syme´trique par rapport a` tout hyperplan contenant
O, donc u est a` syme´trie radiale. ¤
2.1 Un re´sultat ge´ne´ral de syme´trie
Dans un travail re´cent [7], nous avons e´tudie´ la syme´trie des solutions d’un proble`me
(P) qui consiste a` minimiser une fonctionnelle
E(u) =
∫
Ω
F (|x|, u(x), |∇u(x)|) dx
avec un nombre fini de contraintes
Qj(u) =
∫
Ω
Gj(|x|, u(x), |∇u(x)|) dx = λj , j = 1, . . . , k,
ou` Ω ⊂ RN est un ensemble ouvert invariant par rotations. On suppose que :
A1. On travaille dans un espace X de fonctions ayant la proprie´te´ que pour tout
u ∈ X et pour tout hyperplan Π de RN contenant le centre de Ω, les deux fonctions
uΠ+ et uΠ− obtenues de u par syme´trie miroir par rapport a` Π (comme dans (2.1))
appartiennent encore a` X .
A2. Le proble`me (P) admet des solutions dans X et toute solution est de classe C1
sur Ω.
Notons que ces hypothe`ses sont tre`s ge´ne´rales, donc les re´sultats obtenus s’appliquent
a` un grand nombre de situations concre`tes. Par exemple, la condition (A1) est ve´rifie´e par
tous les espaces de Sobolev W 1,p(Ω). Sous des hypothe`ses de re´gularite´ et de croissance
raisonnables sur F,G1, . . . , Gk, les fonctionnelles E,Q1, . . . , Qk sont diffe´rentiables sur
X et les minimiseurs de (P) satisfont des e´quations d’Euler-Lagrange. Tre`s souvent,
ces e´quations sont des syste`mes elliptiques quasi-line´aires. La the´orie de la re´gularite´
6
des solutions de tels syste`mes a connu un de´veloppement spectaculaire les 50 dernie`res
anne´es. Dans des situations tre`s ge´ne´rales, elle permet de montrer que les solutions des
e´quations d’Euler-Lagrange sont (au moins) C1, donc (A2) est satisfaite.
Le re´sultat obtenu est le suivant :
The´ore`me 2.3 Supposons que (A1), (A2) sont satisfaites et 0 ≤ k ≤ N − 2. Soit u ∈ X
un minimiseur de (P). Alors il existe un sous-espace vectoriel V de RN de dimension k
tel que u est a` syme´trie radiale par rapport a` V (c’est-a`-dire u(x) de´pend uniquement de
la projection orthogonale de x sur V et de la distance de x a` V ).
Dans le cas ou` Ω = RN , les fonctionnelles E,Q1, . . . Qk sont invariantes par trans-
lations et (A1) a lieu pour tout hyperplan affine Π de RN (et non seulement pour les
hyperplans contenant l’origine), on a montre´ :
The´ore`me 2.4 Si u ∈ X est un minimiseur de (P) et 1 ≤ k ≤ N − 1, alors il existe
un sous-espace affine V de RN de dimension k − 1 tel que u est a` syme´trie radiale par
rapport a` V .
En particulier, dans le cas d’une seule contrainte, tous les minimiseurs sont a` syme´trie
radiale par rapport a` un point. Notons que tous ces re´sultats sont valables pour des
minimiseurs a` valeurs vectorielles et on ne demande aucune hypothe`se sur les signes des
composantes des minimiseurs. D’autre part, les exemples pre´sente´s dans [7] montrent que
les re´sultats ci-dessus sont optimaux meˆme pour des minimiseurs a` valeurs scalaires.
Afin de donner une ide´e des preuves des re´sultats e´nonce´s plus haut, nous allons
pre´senter la de´monstration du The´ore`me 2.4 dans le cas particulier ou` N = 2 et k = 1.
Le proble`me (P) devient
(P ′)
Minimiser E(u) =
∫
R2
F (u(x), |∇u(x)|) dx sous la contrainte
Q(u) =
∫
R2
G(u(x), |∇u(x)|) dx = λ 6= 0.
Lemme 2.5 Soit u un minimiseur de (P ′). On suppose que toute droite Π passant par
O a la proprie´te´ :
(2.4)
∫
Π+
G(u(x), |∇u(x)|) dx =
∫
Π−
G(u(x), |∇u(x)|) dx = λ
2
.
Alors u est a` syme´trie radiale par rapport a` O.
Preuve du Lemme 2.5. Soit Π une droite quelconque contenant O. On choisit un
syste`me de coordonne´es tel que Π = Oy. On de´finit
v1(x, y) =
{
u(x, y) si x ≤ 0
u(−x, y) si x > 0, v2(x, y) =
{
u(−x, y) si x < 0
u(x, y) si x ≥ 0.
Alors v1, v2 ∈ X et on a Q(v1) = Q(v2) = λ ce qui implique E(v1) ≥ E(u) et E(v2) ≥
E(u). D’autre part, on a E(v1) +E(v2) = 2E(u). Donc v1, v2 sont aussi des minimiseurs
et en utilisant (A2) on de´duit que v1, v2 ∈ C1(R2).
La syme´trie de v1 et de v2 par rapport a` x1 implique
∂v1
∂x
(0, y) =
∂v2
∂x
(0, y) = 0 pour
tout y. Comme u = v1 pour x < 0, on a
∂u
∂x
(0, y) = lim
s↑0
∂u
∂x
(s, y) = lim
s↑0
∂v1
∂x
(s, y) =
∂v1
∂x
(0, y) = 0.
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Ainsi on a montre´ que pour toute droite Π contenant O,
(2.5)
∂u
∂n
= 0 sur Π, ou` n est la normale a` Π.
En coordonne´es polaires x = r cos θ, y = r sin θ, ceci implique
∂u
∂θ
= 0 sur R2 \ {O} et on
en de´duit que u ne de´pend pas de θ, c’est-a`-dire u est une fonction radiale. ¤
De´monstration du The´ore`me 2.4 pour N = 2 et k = 1.
Soit u un minimiseur de (P ′). Apre`s translation, on peut supposer que∫
{x<0}
G(u, |∇u|) dx dy =
∫
{x>0}
G(u, |∇u|) dx dy = λ
2
.
Soient u1 et u2 les deux fonctions obtenues de u par syme´trie miroir par rapport a` Oy.
Alors u1 et u2 sont aussi des minimiseurs et, de plus, sont paires en x.
Apre`s translation en y, on peut supposer que∫
{y<0}
G(u1, |∇u1|) dx dy =
∫
{y>0}
G(u1, |∇u1|) dx dy = λ
2
.
Soient u1,1 et u1,2 les deux fonctions obtenues de u1 par syme´trie miroir par rapport a` Ox.
Il est e´vident que u1,1 et u1,2 sont aussi des minimiseurs et sont paires en x et en y. Par le
Lemme 2.5 on de´duit que u1,1 et u1,2 sont des fonctions radiales par rapport a` O. Comme
u1,1(x, 0) = u1(x, 0) = u1,2(x, 0) pour tout x, on a ne´cessairement u1,1 = u1,2 = u1 sur
R2, donc u1 est une fonction radiale.
De la meˆme fac¸on, il existe k ∈ R tel que∫
{y<k}
G(u2, |∇u2|) dx dy =
∫
{y>k}
G(u2, |∇u2|) dx dy = λ
2
.
Comme ci-dessus on de´duit que u2 est radiale par rapport a` (0, k).
Nous allons montrer que k = 0. Supposons, par l’absurde, que k 6= 0. Alors la fonction
d’une variable y 7−→ u(0, y) = u1(0, y) = u2(0, y) est une fonction syme´trique par rapport
a` 0 et par rapport a` k, donc c’est une fonction 2|k|−pe´riodique. Donc G(u1, |∇u1|) est
une fonction radiale dont le profil est 2|k|−pe´riodique. On en de´duit que si l’inte´grale∫
R2
G(u1, |∇u1|) dx dy converge, sa valeur est ne´cessairement 0, ce qui implique λ = 0,
absurde.
Par conse´quent, on a k = 0 et alors u1, u2 sont deux fonctions radiales par rapport
a` O. Comme u1(0, ·) = u(0, ·) = u2(0, ·) on en de´duit que u1 = u2 = u, c’est-a`-dire u est
radiale. ¤
Pour de´montrer les The´ore`mes 2.3 et 2.4 dans le cas ge´ne´ral, on utilise le The´ore`me
de Borsuk-Ulam pour trouver des hyperplans qui ”coupent les contraintes en deux”, un
re´sultat analogue au Lemme 2.5, et un peu de ge´ome´trie e´le´mentaire et de combinatoire
pour ”recoller les morceaux.”
2.2 Syme´trie et monotonie des solutions d’e´nergie minimale
Dans [9], nous e´tudions le comportement des solutions d’e´nergie minimale du syste`me
(2.6) −div(|∇ui|p−2∇ui) = gi(u), i = 1, . . . ,m,
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ou` u = (u1, . . . , um) : R
N −→ Rm, 1 < p < ∞, |(y1, . . . , yN )|p =
(∑N
j=1 y
2
j
) p
2
, gi(0) = 0
et il existe G ∈ C1(Rm \ {0},R) telle que gi(u) = ∂G∂ui (u).
Ce syste`me, notamment dans le cas p = 2, intervient dans un nombre important de
proble`mes issus de la physique. La fonctionnelle d’e´nergie associe´e est
S(u) =
1
p
∫
RN
m∑
i=1
|∇ui|p dx−
∫
RN
G(u) dx.
Il est facile de voir que les solutions de (2.6) sont pre´cise´ment les points critiques de S.
On appelle solution d’e´nergie minimale une solution qui minimise S dans l’ensemble de
toutes les solutions.
L’existence des solutions d’e´nergie minimale a e´te´ prouve´e dans une se´rie de travaux
classiques (le lecteur pourra consulter les articles [BeLi83], [BeGK83], [BrLieb84] et les
re´fe´rences qu’ils contiennent). Cependant, dans le cas des conditions ge´ne´rales sur la
nonline´arite´ g, la syme´trie de telles solutions et la monotonie de leur profil dans le cas
scalaire (m = 1) ont e´te´ des proble`mes longtemps non re´solus.
Nous avons trouve´ une caracte´risation variationnelle e´quivalente des solutions d’e´nergie
minimale de (2.6). On introduit les fonctionnelles J(u) =
1
p
∫
RN
m∑
i=1
|∇ui|p dx et V (u) =∫
RN
G(u) dx. On a :
Proposition 2.6 On suppose que 1 < p ≤ N . Soit u une solution d’e´nergie minimale de
(2.6). Alors u est une solution du proble`me de minimisation
(2.7) minimiser J(v) sous la contrainte v 6= 0 et V (v) = V (u).
En utilisant la Proposition 2.6 et le The´ore`me 2.4, on de´duit :
Corollaire 2.7 Si u est une solution d’e´nergie minimale de (2.6), alors u est a` syme´trie
radiale (modulo une translation dans RN ).
Dans le cas scalaire (m = 1) nous avons montre´ le re´sultat de monotonie suivant :
Proposition 2.8 Soit m = 1 et soit u une solution d’e´nergie minimale de (2.6). Alors :
i) La fonction u a un signe constant sur RN .
ii) Le profil radial de u est une fonction monotone sur [0,∞).
La preuve de (i) est assez simple (et pre´sente un lien e´vident avec le fait que le
principe de concentration-compacite´ peut eˆtre utilise´ pour montrer la compacite´ des suites
minimisantes du proble`me (2.7)) : si u change de signe, on peut conside´rer se´parement
les fonctions u+ et u−. Alors J(u+) + J(u−) = J(u) et V (u+) + V (u−) = V (u), ce qui
implique que la dichotomie se produit pour les suites minimisantes de (2.7).
La preuve de (ii) repose sur un re´sultat de [BroZi88] qui affirme que pour une fonction
positive v ∈ D1,p(RN ) on a toujours J(v) ≥ J(v∗) (ou` v∗ est le re´arrangement de Schwarz
de v) et on peut avoir J(v) = J(v∗) uniquement si les ensembles de niveau v−1(t) sont
des sphe`res pour presque tout t > 0. Or, si u est une solution d’e´nergie minimale, on
sait de´ja` que u est positive et radiale, u(x) = u˜(|x|), ou` u˜(r) −→ 0 quand r −→ ∞. Si u˜
n’est pas de´croissante, il existe 0 < a < b < c tels que u˜(a) < u˜(b) et u˜(b) > u˜(c). Soit
m1 = min(u˜(a), u˜(c)) etm2 = u˜(b). Alors pour tout t ∈ [m1,m2], u−1(t) contient au moins
deux sphe`res concentriques, donc ce n’est pas une sphe`re. Par le the´ore`me de [BroZi88]
on de´duit que J(u∗) < J(u). Comme V (u∗) = V (u), on obtient une contradiction avec le
fait que u est un minimiseur de (2.7).
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2.3 Syme´trie dans des proble`mes non-locaux
La syme´trie des minimiseurs dans des proble`mes qui font intervenir des ope´rateurs
non-locaux a e´te´ e´tudie´e dans [6]. Nous de´crivons ci-dessous quelques exemples.
A. Proble`mes qui font intervenir les puissances fractionnaires du Laplacien.
On conside`re l’e´quation de Benjamin-Ono ge´ne´ralise´e
At + αAAx − β(−∆)
1
2Ax = 0 dans R
2, α, β > 0.
Les ondes progressives de cette e´quation sont des solutions de la forme A(x, y, t) =
u(x− ct, y). Apre`s changement d’e´chelle, on trouve que le profil u satisfait
u+ (−∆) 12u = u2 dans R2.
L’existence des ondes progressives a e´te´ de´montre´e dans [2] en minimisant
V (u) :=
1
2
∫
R2
|(−∆) 14u|2dx+
∫
R2
u2dx
sous la contrainte I(u) =
∫
R2
u3dx = constant. Plus ge´ne´ralement, dans [Lop3] on a
montre´ l’existence des minimiseurs des fonctionnelles de type
(2.8) V (u) =
∫
RN
|ξ|2s|û(ξ)|2dξ +
∫
RN
F (u)dx
sous une contrainte I(u) =
∫
RN
G(u)dx = λ 6= 0. Il est e´vident que ce proble`me de
minimisation ressemble a` celui conside´re´ dans le The´ore`me 2.1. La question qui se pose
naturellement est de savoir si les minimiseurs de (2.8) pre´sentent aussi une syme´trie. Le
re´sultat suivant permet d’apporter une re´ponse affirmative a` cette question.
Lemme 2.9 Soit s ∈ (−12 , 32) et soit u ∈ H˙s(RN ). On de´finit v1, v2 comme dans (2.1).
Si V est donne´ par (2.8), on a
(2.9) V (v1) + V (v2)− 2V (u) = −16 sin(sπ)
π2
N2s (f), ∀ s ∈ (−
1
2
,
3
2
),
ou` f(x) = 12(u(x1, x
′)− u(−x1, x′)) et
(2.10) N2s (f) =
∫
RN−1
∫ ∞
|ξ′|
(
t2 − |ξ′|2)s ∣∣∣∣∣
∫ ∞
0
f̂(ξ1, ξ
′)
ξ1
t2 + ξ21
dξ1
∣∣∣∣∣
2
dt dξ′.
De plus, Ns est une norme sur H˙
s
1,odd(R
N ) = {u ∈ H˙s(RN ) | u est antisyme´trique en x1}
et cette norme est continue par rapport a` la norme usuelle de H˙s.
Supposons que s ∈ (0, 1) et que u est un minimiseur de (2.8) sous la contrainte
I(u) = λ 6= 0. Apre`s une translation dans la direction de x1, on peut supposer que∫
{x1<0}
G(u)dx =
∫
{x1>0}
G(u)dx = λ/2. On de´finit v1 et v2 comme dans (2.1). Il est
clair que I(v1) = I(v2) = λ et (2.9) implique que Ns(f) = 0 (car sinon on aurait V (v1) +
V (v2) − 2V (u) < 0, donc V (v1) < V (u) ou V (v2) < V (u), en contradiction avec le fait
que u est un minimiseur). Comme Ns(f) est une norme, on en de´duit que f = 0, donc u
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est syme´trique par rapport a` x1. De la meˆme fac¸on, u est syme´trique par rapport a` toute
direction (modulo translation) et finalement on obtient que u est une fonction radiale.
Notons que dans le cas s ∈ (1, 32), (2.9) implique V (v1) + V (v2) − 2V (u) ≥ 0 (avec
ine´galite´ stricte si u n’est pas syme´trique) et la me´thode n’est plus applicable. La syme´trie
des minimiseurs dans ce cas reste un proble`me ouvert.
Preuve du Lemme 2.9 dans le cas N=1.
On va de´montrer que (2.9) a lieu pour V (u) = ||u||2
H˙s
=
∫
RN
|ξ|2s|û|2 dξ quelque soit
s ∈ (−12 , 32). On note f(x) = 12(u(x)− u(−x)).
E´tape 1 : u ∈ C∞c (R). On note g(x) = 12(u(x) + u(−x)), f∗(x) =
{ −f(x), x ≤ 0,
f(x), x > 0,
de sorte que g, f∗ sont paires, f est impaire, u = g + f , u1 = g − f∗, u2 = g + f∗. On a
f̂(ξ) =
∫ ∞
0
(e−ixξ − eixξ)f(x) dx = 2i
∫ ∞
0
sin(xξ)f(x) dx,
f̂∗(ξ) =
∫ ∞
0
(e−ixξ + eixξ)f(x) dx = 2
∫ ∞
0
cos(xξ)f(x) dx.
On obtient ensuite
(2.11)
‖u1‖2H˙s + ‖u2‖2H˙s − 2‖u‖2H˙s =
∫
R
|ξ|2s
(
|ĝ − f̂∗|2 + |ĝ + f̂∗|2 − 2|ĝ + f̂ |2
)
dξ
= 2
∫
R
|ξ|2s
(
|f̂∗|2 − |f̂ |2
)
dξ
= 8
∫
R
|ξ|2s
(∣∣∣∣ ∫ ∞
0
cos(xξ)f(x) dx
∣∣∣∣2 − ∣∣∣∣ ∫ ∞
0
sin(xξ)f(x) dx
∣∣∣∣2
)
dξ
= 8
∫
R
|ξ|2s
(∫ ∞
0
∫ ∞
0
cos(xξ)f(x)cos(yξ)f(y) dxdy
−
∫ ∞
0
∫ ∞
0
sin(xξ)f(x)sin(yξ)f(y) dxdy
)
(Fubini)
= 8
∫
R
|ξ|2s
∫ ∞
0
∫ ∞
0
cos((x+ y)ξ)f(x)f(y) dxdy dξ.
On de´finit h(z) =
∫ ∞
0
∫ ∞
0
ei(x+y)zf(x)f(y) dxdy et on prouve que :
• La fonction h est holomorphe sur C et borne´e sur {z ∈ C | Im(z) ≥ 0}.
• Si z ∈ R, alors h(−z) = h(z) et Re(h(z)) = ∫∞0 ∫∞0 cos((x+ y)ξ)f(x)f(y) dxdy.
• On a |h(z)| ≤ C|z|4 si Im(z) ≥ 0 car
∫∞
0 e
ixzf(x) dx = − 1
z2
(
f ′(0) +
∫∞
0 e
ixzf ′′(x) dx
)
.
• Pour t ∈ R+ on a
(2.12)
h(it) =
∣∣ ∫ ∞
0
e−txf(x) dx
∣∣2 = ∣∣〈f, e−t·1[0,∞)(·)〉L2∣∣2
=
1
(2π)2
∣∣〈f̂ ,F (e−t·1[0,∞)(·))〉L2∣∣2 (Plancherel )
=
1
(2π)2
∣∣ ∫ ∞
−∞
f̂(ξ)
1
t− iξ dξ
∣∣2 = 1
π2
∣∣ ∫ ∞
0
f̂(ξ)
ξ
t2 + ξ2
dξ
∣∣2.
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On de´finit m(z) = (z2)s = es log(z
2) = e2s ln |z|+is arg(z2). La fonction m est holomorphe
sur C \ {it | t ∈ R}. En inte´grant la fonction holomorphe z 7−→ h(z)m(z) sur un chemin
bien choisi, on obtient que pour tout s ∈ (−12 , 32) on a∫ ∞
ε
m(z)h(z) dz = i
∫ ∞
0
m(ε+ it)h(ε+ it) dt.
On passe a` la limite lorsqeue ε −→ 0 et on trouve∫ ∞
0
m(z)h(z) dz = i
∫ ∞
0
t2seispih(it) dt.
On a aussi ∫ 0
−∞
|z|2sh(z) dz =
∫ ∞
0
|z|2sh(z) dz = −i
∫ ∞
0
t2se−ispih(it) dt.
Par conse´quent, ∫ ∞
−∞
|z|2sh(z) dz = −2 sin(sπ)
∫ ∞
0
t2sh(it) dt.
D’ou` finalement, en utilisant (2.11) et (2.12),
(2.13)
‖u1‖2H˙s + ‖u2‖2H˙s − 2‖u‖2H˙s = 8
∫
R
|ξ|2sRe(h(ξ)) dξ
= −16 sin(sπ)
∫ ∞
0
t2sh(it) dt
= −16 sin(sπ)
π2
∫ ∞
0
t2s
∣∣∣∣ ∫ ∞
0
f̂(ξ)
ξ
t2 + ξ2
dξ
∣∣∣∣2 dt.
= −16 sin(sπ)
π2
N2s (f).
E´tape 2 : argument de densite´. On a montre´ l’identite´ (2.13) pour tout s ∈ (−12 , 32)
et pour tout u ∈ C∞c (R). Pour e´tendre cette identite´ a` H˙s(RN ), il suffit de prouver que
Ns(f) ≤ C‖f‖H˙s avec C inde´pendant de f . On a :
N2s (f) =
∫ ∞
0
t2s
∣∣ ∫ ∞
0
f̂(ξ)
ξ
t2 + ξ2
dξ
∣∣2 dt
=
∫ ∞
0
∫ ∞
0
∫ ∞
0
t2s
ξ
t2 + ξ2
η
t2 + η2
f̂(ξ)f̂(η) dξ dη dt (Fubini)
=
∫ ∞
0
∫ ∞
0
Is(ξ, η)f̂(ξ)f̂(η) dξ dη ou` Is(ξ, η) =
∫ ∞
0
t2s
ξ
t2 + ξ2
η
t2 + η2
dt
=
∫ ∞
0
∫ ∞
0
|ξ|−s|η|−sIs(ξ, η)|ξ|sf̂(ξ)|η|sf̂(η) dξ dη
=
∫ ∞
0
∫ ∞
0
Ks(ξ, η)|ξ|sf̂(ξ)|η|sf̂(η) dξ dη,
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ou` Ks(ξ, η)) = |ξ|−s|η|−sIs(ξ, η). Il suffit de montrer que∣∣∣∣ ∫ ∞
0
∫ ∞
0
Ks(ξ, η)ϕ(ξ)ψ(η) dξ dη
∣∣∣∣ ≤ C‖ϕ‖L2‖ψ‖L2 , ∀ϕ,ψ ∈ L2(0,∞).
Par calcul, on trouve Is(ξ, η) =
pi
2 cos(spi)
ξ2s−1−η2s−1
η2−ξ2 si s 6= 12 , respectivement Is(ξ, η) =
ln η−ln ξ
η2−ξ2 si s =
1
2 .
Notons que ni les re´sultats ge´ne´raux sur les ope´rateurs de Hilbert-Schmidt, ni l’ine´galite´
de Hardy-Littlewood-Sobolev n’impliquent que le noyau K de´finit un ope´rateur borne´ sur
L2(RN ). Pour montrer ceci, on effectue les calculs en coordonne´es polaires ξ = r cos θ,
η = r sin θ et on trouve une fonction Ls(θ) telle que Ks(ξ, η) =
1
r
Ls(θ).
Pour ϕ,ψ ∈ L2(0,∞) on a :∫ ∞
0
∫ ∞
0
∣∣Ks(ξ, η)ϕ(ξ)ψ(η)∣∣ dξ dη = ∫ pi2
0
∫ ∞
0
∣∣ϕ(r cos θ)ψ(r sin θ)∣∣ dr|Ls(θ)| dθ
≤
∫ pi
2
0
‖ϕ(· cos θ)‖L2‖ψ(· sin θ)‖L2 |Ls(θ)| dθ (Cauchy-Schwarz)
= ‖ϕ‖L2‖ψ‖L2
∫ pi
2
0
|Ls(θ)|√
sin θ cos θ
dθ.
Pour s ∈ (−12 , 32) on montre par calcul direct que
∫ pi
2
0
|Ls(θ)|√
sin θ cos θ
dθ <∞. Par conse´quent,
on peut e´tendre (2.9) par densite´ a` H˙s(R). ¤
B. Le proble`me de Choquard ge´ne´ralise´.
Ce proble`me consiste a` minimiser
E(u) :=
1
2
∫
R3
|∇u|2dx−
∫
R3
∫
R3
u2(x)
1
|x− y|u
2(y) dx dy
sous la contrainte Q(u) :=
∫
R3
u2dx = λ.
Il a e´te´ prouve´ dans [Lieb77] qu’il existe un minimiseur u ∈ H1(R3). De plus, ce
minimiseur est radial et unique (modulo translations). La de´monstration repose sur des
ine´galite´s strictes pour les re´arrangements sphe´riques.
Nous avons conside´re´ le proble`me (CG) qui consiste a` minimiser
E(u) :=
1
2
∫
RN
|∇u|2dx−
∫
RN
∫
RN
F (u(x))F (u(y))
|x− y|N−2 dx dy +
∫
RN
H(u)dx
sous la contrainte Q(u) :=
∫
RN
G(u)dx = λ. L’inte´reˆt de ce proble`me vient du fait que
les minimiseurs sont des ondes stationnaires pour l’e´quation de Hartree
iut + ∆u+ 2
(∫
RN
F (u(y))
|x− y|N−2 dy
)
F ′(u(x))−H ′(u(x)) = 0.
The´ore`me 2.10 On suppose que N ≥ 3 et
• F, G, H sont C2, F (0) = G(0) = H(0) = 0, F ′(0) = G′(0) = H ′(0) = 0 et F , G,
H ont un comportement sous-critique a` l’infini,
• G′ 6≡ 0 sur un voisinage de 0.
Alors tout minimiseur u ∈ H1(RN ) du proble`me (CG) est a` syme´trie radiale.
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Preuve. On de´finit I(ϕ) = 1|·|N−2 ∗ ϕ. Il est bien connu que Î(ϕ) = cN|ξ|2 ϕ̂(ξ) et
−∆(I(ϕ)) = cN · ϕ. Le terme nonlocal peut alors eˆtre e´crit sous la forme∫
RN
∫
RN
F (u(x))
1
|x− y|N−2F (u(y)) dx dy
= 〈I(F (u)) , F (u)〉 = 1
(2pi)N
〈 ̂I(F (u)) , F̂ (u)〉 (Plancherel)
=
cN
(2π)N
∫
RN
1
|ξ|2
∣∣∣∣∣F̂ (u)(ξ)
∣∣∣∣∣
2
dξ.
Apre`s translation, on peut supposer que
∫
{x1<0}
G(u)dx =
∫
{x1>0}
G(u)dx = λ/2. On
de´finit v1, v2 comme dans (2.1) et on trouve
(2.14)
E(v1) + E(v2)− 2E(u)
= − 4cN
π(2π)N
∫
RN−1
1
|ξ′|
∣∣∣∣∣
∫ ∞
0
(
F̂ (u)(ξ1, ξ
′)− F̂ (u)(−ξ1, ξ′)
) ξ1
|ξ′|2 + ξ21
dξ1
∣∣∣∣∣
2
dξ′.
On obtient E(v1) + E(v2) ≤ 2E(u). Donc v1 et v2 sont aussi minimiseurs et l’inte´grale
du membre de droite de (2.14) est nulle. Le fait que cette inte´grale s’annulle e´quivaut
a` ∂
∂x1
(I(F (u)))(0, x′) = 0, ∀x′ ∈ RN−1. Contrairement a` l’exemple pre´ce´dent, cette
information n’implique pas directement la syme´trie de u.
L’e´quation d’Euler-Lagrange pour un minimiseur est
(2.15) −∆u− 2I(F (u)) · F ′(u) +H ′(u) + αG′(u) = 0.
Nous ne connaissons pas de the´ore`me de prolongement unique pour cette e´quation. On a
le re´sultat de re´gularite´ suivant :
Lemme 2.11 Soit u ∈ H1(RN ) une solution de (2.15). Alors u ∈ W 3,p(RN ), ∀p ∈
[2,∞). En particulier, u ∈ C2(RN ).
On a ainsi montre´ que
• Pour tout minimiseur u et tout hyperplan Π qui ”coupe la contrainte en deux”, uΠ+
et uΠ− sont aussi des minimiseurs.
• Tous les minimiseurs sont re´guliers.
On peut alors conclure en utilisant la meˆme technique que dans le The´ore`me 2.4. ¤
C. Le syste`me de Davey-Stewartson. On conside`re le syste`me
iut + ∆u = f(|u|2)u− uvx1
∆v = ∂
∂x1
(|u|2) dans R×R3.
Ce syste`me peut eˆtre e´crit sous la forme
(2.16) iut = −∆u+ f(|u|2)u+R21
(|u|2)u,
ou` R1 est la transformation de Riesz donne´e par R̂1ϕ =
iξ1
|ξ| ϕ̂. L’e´quation (2.16) est
Hamiltonienne, deux quantite´s conserve´es e´tant
E˜(u) :=
1
2
∫
R3
|∇u|2 + F1(|u|2)dx− 1
4
∫
R3
∣∣∣R1(|u|2)∣∣∣2dx et Q˜(u) = ∫
R3
|u|2dx.
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Les minimiseurs de E˜ sous la contrainte Q˜ = constant sont des ondes stationnaires de
(2.16). On a le re´sultat suivant concernant la syme´trie de ces minimiseurs :
The´ore`me 2.12 Soit u ∈ H1(R3) un minimiseur de
E(u) :=
1
2
∫
R3
|∇u|2 + F (u)dx− 1
4
∫
R3
∣∣∣R1(|u|2)∣∣∣2dx
sous une contrainte Q(u) =
∫
R3
G(u)dx = λ. On suppose que F,G ∈ C1(C), F (0) =
G(0) = 0, ∇F (0) = ∇G(0) = 0 et F , G ont un comportement sous-critique pour |u| > 1.
Alors modulo translation, u est a` syme´trie radiale dans les variables (x2, x3) (i.e.
u est a` syme´trie axiale).
Preuve. On peut supposer que
∫
{x2<0}
G(u)dx =
∫
{x2>0}
G(u)dx = λ/2. On de´finit
v1, v2 par syme´trie miroir par rapport a` x2. Alors on a l’identite´
(2.17)
E(v1) + E(v2)− 2E(u)
=
−1
π(2π)3
∫
R2
ξ21√
ξ21 + ξ
2
3
∣∣∣∣∣
∫ ∞
0
(
|̂u|2(ξ1, ξ2, ξ3)− |̂u|2(ξ1,−ξ2, ξ3)
) ξ2
|ξ|2dξ2
∣∣∣∣∣
2
dξ1 dξ3.
Comme u est un minimiseur, on obtient que v1 et v2 sont aussi des minimiseurs et
l’inte´grale du membre de droite de (2.17) s’annulle, ce qui implique ∂
∂x2
(I(|u|2))(x1, 0, x3) =
0 pour tout (x1, x3) ∈ R2. Comme pour les minimiseurs du proble`me de Choquard
ge´ne´ralise´, seule cette information ne suffit pas pour montrer la syme´trie.
L’e´quation d’Euler-Lagrange satisfaite par les minimiseurs s’e´crit
(2.18) −∆u+∇F (u) +R21(|u|2)u+ α∇G(u) = 0.
On a le re´sultat de re´gularite´ suivant :
Lemme 2.13 Soit u ∈ H1(R3) une solution de (2.18). Alors u ∈W 2,p(R3), ∀p ∈ [2,∞).
En particulier, u ∈ C1(R3).
On a ainsi montre´ que :
• Pour tout minimiseur u et tout hyperplan Π paralle`le a` Ox1 et qui coupe la
contrainte en deux, uΠ+ et uΠ− sont aussi des minimiseurs.
• Tous les minimiseurs sont re´guliers.
En utilisant le The´ore`me 2.4, on en de´duit que tout minimiseur est radial par rapport
aux variables (x2, x3). ¤
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3 Ondes progressives pour des e´quations de Schro¨dinger
non-line´aires avec des conditions non-nulles a` l’infini
Une partie importante de mon activite´ de recherche a e´te´ consacre´e a` l’e´tude des
e´quations de type
(3.1) i
∂Φ
∂t
+ ∆Φ + F (|Φ|2)Φ = 0 dans RN ,
ou` Φ est une fonction complexe qui satisfait |Φ| −→ r0 > 0 quand |x| −→ ∞ et F (r20) = 0,
F ′(r20) < 0. Deux cas particuliers importants de (3.1) ont e´te´ tre`s e´tudie´s par les physiciens
et par les mathe´maticiens : l’e´quation de Gross-Pitaevskii (ou` F (s) = 1− s) et l’e´quation
appele´e ”cubique-quintique” (ou` F (s) = −α1 + α3s − α5s2, α1, α3, α5 > 0 et F admet
deux racines re´elles positives).
L’e´quation (3.1) est hamiltonienne. L’e´nergie correspondante est
(3.2) E(Φ) =
∫
RN
|∇Φ|2 dx+
∫
RN
V (|Φ|2) dx, ou` V (s) =
∫ r2
0
s
F (τ) dτ.
Cette quantite´ est conserve´e par la dynamique associe´e a` l’e´quation (3.1).
Des e´quations de type (3.1), avec les conditions aux limites non-nulles conside´re´es ci-
dessus, apparaˆıssent dans la mode´lisation d’un grand nombre de phe´nome`nes en plusieurs
domaines de la physique, comme la supraconductivite´, la superfluidite´ dans He´lium II, les
transitions de phase et les condensats de Bose-Einstein. Dans une longue se´rie de travaux
(v. [GR74], [JR82], [JPR86] et les re´fe´rences de ces articles), J. Grant, C.A. Jones, S.J.
Putterman, P.H. Roberts et al. ont e´tudie´ formellement et nume´riquement des e´quations
de type (3.1). Une attention particulie`re a e´te´ accorde´e a` une classe spe´ciale de solutions
de (3.1), les ondes progressives. Une onde progressive de vitesse c est une solution de la
forme Φ(x, t) = ψ(x1 − ct, x2, . . . , xN ). La fonction ψ satisfait alors l’e´quation
(3.3) −ic ∂ψ
∂x1
+ ∆ψ + F (|ψ|2)ψ = 0 dans RN .
Des de´veloppements asymptotiques formels et des simulations nume´riques ont conduit
a` la formulation d’un ensemble de conjectures (parfois appele´ le programme de Roberts)
concernant l’existence, les proprie´te´s structurelles et la stabilite´ des ondes progressives.
La de´monstration rigoureuse de ces conjectures conduit a` des proble`mes mathe´matiques
inte´ressants et souvent tre`s difficiles. Malgre´ de nombreux efforts qui ont e´te´ faits pendant
les vingt dernie`res anne´es, beaucoup de ces conjectures restent encore non re´solues.
Notons que l’e´quation (1) admet une formulation hydrodynamique : en utilisant la
transformation de Madelung Φ =
√
ρeiθ, elle est e´quivalente a` un syste`me en (ρ, θ) qui
est semblable au syste`me d’Euler pour un fluide non-visqueux compressible de densite´
ρ et de vitesse 2∇θ. Dans ce contexte, on peut calculer la vitesse du son a` l’infini :
vs = r0
√
−2F ′(r20). Il a e´te´ conjecture´ que des ondes progressives de vitesse c existent
si et seulement si |c| < vs. Nous avons tente´ de donner une preuve rigoureuse a` cette
conjecture.
3.1 Non-existence des ondes progressives subsoniques
Dans le cas de l’e´quation de Gross-Pitaevskii, en utilisant une identite´ inte´grale as-
tucieuse, P. Gravejat a re´ussi a` montrer la non-existence des ondes progressives superso-
niques d’e´nergie finie ([Gr03]). Il a e´galement prouve´ la non-existence des ondes soniques
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en dimension 2. En simplifiant les arguments de P. Gravejat, dans [8] nous avons ge´ne´ralise´
son identite´ inte´grale et nous avons montre´ la non-existence des ondes progressives su-
personiques de (3.1) pour une large classe de nonline´arite´s (qui incluˆt les nonline´arite´s de
type Gross-Pitaevskii et de type “ψ3−ψ5”), ainsi que la non-existence, en toute dimension
d’espace, des ondes soniques ayant une e´nergie finie et une phase inte´grable.
Nous allons de´crire plus en de´tail les re´sultats de [8]. Dans cette section on suppose
partout que les conditions suivantes sont ve´rifie´es :
C1. La fonction F est continue sur [0,∞), C1 au voisinage de r20, F (r20) = 0 et
F ′(r20) < 0.
C2. Il existe C,α > 0 tels que pour s suffisamment grand on a F (s) ≤ −Csα.
Le premier re´sultat de [8] concerne la re´gularite´ des solutions d’e´nergie finie de (3.3).
Par solution d’e´nergie finie nous entendons une fonction ψ ∈ L1loc(RN ) qui ve´rifie (3.3)
dans D′(RN ) et qui a la proprie´te´ que ∇ψ ∈ L2(RN ) et V (|ψ|2) ∈ L1(RN ).
Proposition 3.1 On suppose que les conditions C1 et C2 sont satisfaites. Soit ψ une
solution d’e´nergie finie de (3.3). Alors :
i) On a ψ ∈ L∞ ∩W 2,ploc (RN ) pour tout p ∈ [1,∞).
ii) On a ∇ψ ∈ W 1,p(RN ) pour tout p ∈ [2,∞) et il existe R∗ > 0 tel que sur
RN \B(0, R∗), ψ admet un rele`vement ψ = ρeiθ avec ρ, θ ∈W 2,ploc (RN ), p ∈ [1,∞).
iii) Si, de plus, F ∈ Ck([0,∞)), alors ψ ∈W k+2,ploc (RN ) pour tout p ∈ [1,∞).
Notons que le sche´ma classique pour obtenir la re´gularite´ des solutions des e´quations
elliptiques (et qui consiste a` utiliser l’e´quation, les estimations elliptiques standard et
les injections de Sobolev pour ame´liorer successivement la re´gularite´ de la solution) ne
s’applique pas car dans la plupart des applications la nonline´arite´ a une croissance critique
ou surcritique a` l’infini. On a utilise´ une me´thode de´veloppe´e par A. Farina dans [Fa98,
Fa03] pour des syste`mes de type Ginzburg-Landau (et base´e sur l’ine´galite´ de Kato, voir
[Ka72]) pour montrer que les solutions de (3.3) sont borne´es. Ensuite la the´orie classique
de la re´gularite´ elliptique permet de montrer les autres assertions de la Proposition 3.1.
Au moins formellement, les solutions de (3.3) sont des points critiques de la fonction-
nelle E˜c(ψ) = E(ψ)+Q˜(ψ), ou` E est donne´e par (3.2) et Q˜ est le ”moment” par rapport a`
la direction Ox1 (une de´finition plus pre´cise sera donne´e plus tard ; pour l’instant, notons
que c’est une fonctionnelle dont la diffe´rentielle est Q˜′(ψ) = 2iψx1). Cette caracte´risation
variationnelle nous permet de montrer des identite´s de type Pohozaev :
Proposition 3.2 Soit ψ une solution d’e´nergie finie de (3.3). Alors on a
(3.4) −
∫
RN
∣∣∣∣ ∂ψ∂x1
∣∣∣∣2 dx+ ∫
RN
N∑
j=2
∣∣∣∣ ∂ψ∂xj
∣∣∣∣2 dx+ ∫
RN
V (|ψ|2) dx = 0 et
(3.5)
∫
RN
∣∣∣∣ ∂ψ∂x1
∣∣∣∣2 + N − 3N − 1
N∑
k=2
∣∣∣∣ ∂ψ∂xk
∣∣∣∣2 dx+ ∫
RN
V (|ψ|2) dx+ cQ˜(ψ) = 0.
Les identite´s de Pohozaev de´coulent du comportement de E˜c par rapport aux dilata-
tions de RN . Plus pre´cise´ment, pour x = (x1, x2, . . . , xN ) ∈ RN on note x′ = (x2, . . . , xN )
et pour λ, σ > 0 on note ψλ, σ(x) = ψ
(
x1
λ
, x
′
σ
)
. Alors (3.4) et (3.5) expriment le fait que
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si ψ est point critique de E˜c, on a
d
dλ
∣∣
λ=1
E˜c(ψλ,1) = 0, respectivement
d
dσ
∣∣
σ=1
E˜c(ψ1,σ) = 0.
Bien suˆr, cet argument est purement formel car, en ge´ne´ral, d
dλ
∣∣
λ=1
(ψλ,1) = −x1 ∂ψ∂x1 et
d
dσ
∣∣
σ=1
(ψ1,σ) = −
∑N
j=2 xj
∂ψ
∂xj
n’appartiennent pas a` l’espace fonctionnel sur lequel E˜′c(ψ)
est de´finie.
Pour de´montrer (3.4) et (3.5) rigoureusement, on multiplie (3.3) par χ
(
x
n
)
xj
∂ψ
∂xj
, ou`
χ ∈ C∞c (RN ) est une fonction qui est e´gale a` 1 dans un voisinage de ze´ro, on effectue des
inte´grations par parties, puis on passe a` la limite lorsque n −→∞. Pour pouvoir inte´grer
par parties on a besoin de connaˆıtre que ψ est une fonction suffisamment re´gulie`re. La
re´gularite´ donne´e par la Proposition 3.1 (ψ ∈ L∞ ∩W 2,ploc (RN ) et ∇ψ ∈ W 1,p(RN ) pour
p ∈ [2,∞)) suffit pour obtenir les identite´s de Pohozaev.
The´ore`me 3.3 Supposons que c2 > v2s et ψ est une solution d’e´nergie finie de (3.3).
Alors ψ satisfait l’identite´
(3.6)
∫
RN
|∇ψ|2 − F (|ψ|2)|ψ|2 − v
2
s
2
(|ψ|2 − r20) dx+ c(1−
v2s
c2
)Q˜(ψ) = 0.
Preuve. On note ψ1 = Re(ψ), ψ2 = Im(ψ). L’e´quation (3.3) e´quivaut au syste`me
(3.7) c
∂ψ2
∂x1
+ ∆ψ1 + F (|ψ|2)ψ1 = 0 et
(3.8) −c∂ψ1
∂x1
+ ∆ψ2 + F (|ψ|2)ψ2 = 0.
On multiplie (3.7) par ψ2 et (3.8) par ψ1, ensuite on soustrait les e´galite´s obtenues. On
trouve
(3.9)
c
2
∂
∂x1
(|ψ|2 − r20) = div(ψ1∇ψ2 − ψ2∇ψ1).
On multiplie (3.7) par ψ1 et (3.8) par ψ2, puis on rajoute les e´galite´s obtenues. On obtient :
(3.10) |∇ψ1|2 + |∇ψ2|2 − F (|ψ|2)|ψ|2 − c(ψ1∂ψ2
∂x1
− ψ2∂ψ1
∂x1
) =
1
2
∆(|ψ|2 − r20).
Soit R∗ comme dans la Proposition 3.1 (ii). Alors sur RN \B(0, R∗) on a un rele`vement
ψ = ρeiθ. Soit χ ∈ C∞(RN ) une fonction telle que χ = 0 sur B(0, 2R∗) et χ = 1 sur
RN \ B(0, 3R∗). On note Gj = ψ1 ∂ψ2∂xj − ψ2
∂ψ1
∂xj
− r20 ∂∂xj (χθ), j = 1, . . . , N . On peut
montrer que Gj ∈ L1 ∩L∞(RN ) et que le moment Q˜(ψ) par rapport a` la direction de x1
est donne´ par
Q˜(ψ) = −
∫
RN
ψ1
∂ψ2
∂x1
− ψ2∂ψ1
∂x1
− r20
∂
∂x1
(χθ) dx = −
∫
RN
G1 dx.
De (3.9) et (3.10) on de´duit
(3.11)
c
2
∂
∂x1
(|ψ|2 − r20) = div(ψ1∇ψ2 − ψ2∇ψ1 − r20∇(χθ)) + r20∆(χθ),
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respectivement
(3.12)
1
2
∆(|ψ|2 − r20)−
v2s
2
(|ψ|2 − r20)
= |∇ψ1|2 + |∇ψ2|2 − F (x, |ψ|2)|ψ|2 − v
2
s
2
(|ψ|2 − r20)
−c
(
ψ1
∂ψ2
∂x1
− ψ2∂ψ1
∂x1
− r20
∂
∂x1
(χθ)
)
− cr20
∂
∂x1
(χθ).
On note
H = |∇ψ1|2 + |∇ψ2|2−F (x, |ψ|2)|ψ|2− v
2
s
2
(|ψ|2− r20)− c(ψ1
∂ψ2
∂x1
−ψ2∂ψ1
∂x1
− r20
∂
∂x1
(χθ)).
On prend la de´rive´e de (3.11) par rappport a` x1 et on la multiplie par c, ensuite on prend
la Laplacien de (3.12). En rajoutant les e´galite´s obtenues on trouve
(3.13)
1
2
(
∆2 − v2s∆ + c2
∂2
∂x21
)
(|ψ|2 − r20) = ∆H + c
∂
∂x1
(div(G)).
En prenant la transformation de Fourier de (3.13) on obtient
(3.14)
1
2
(|ξ|4 + v2s |ξ|2 − c2ξ21)F(|ψ|2 − r20) = −|ξ|2Ĥ − c N∑
k=1
ξ1ξkĜk.
Soit Γ = {ξ ∈ RN | |ξ|4 + v2s |ξ|2 − c2ξ21 = 0}. Si c2 ≤ v2s on a Γ = {0}. Dans le cas ou`
c2 > v2s , Γ est une sous-varie´te´ de R
N et en utilisant (3.14) on obtient
(3.15) |ξ|2Ĥ(ξ) + c
N∑
k=1
ξ1ξkĜk(ξ) = 0 pour tout ξ ∈ Γ.
Il est clair que Γ = {(ξ1, ξ′) ∈ R×RN−1 | |ξ′|2 = 12(−v2s −2ξ21 +
√
v4s + 4c
2ξ21)}. Soit
f(t) =
√
1
2
(
−v2s − 2t2 +
√
v4s + 4c
2t2
)
. La function f est de´finie sur [−
√
c2 − v2s ,
√
c2 − v2s ],
on a f(0) = 0 et lim
t→0
f2(t)
t2
= −1 + c2
v2s
. Pour j ∈ {2, . . . , N} et t ∈ (0,
√
c2 − v2s ], on note
ξ(t) = (t, 0, . . . , 0, f(t), 0, . . . , 0) et ξ˜(t) = (t, 0, . . . , 0,−f(t), 0, . . . , 0), ou` f(t), respective-
ment −f(t), sont a` la jie`me place. Il est e´vident que ξ(t), ξ˜(t) ∈ Γ. De (3.15) on obtient
(3.16) (t2 + f2(t))Ĥ(ξ(t)) + ct2Ĝ1(ξ(t)) + ctf(t)Ĝj(ξ(t)) = 0, respectivement
(3.17) (t2 + f2(t))Ĥ(ξ˜(t)) + ct2Ĝ1(ξ˜(t))− ctf(t)Ĝj(ξ˜(t)) = 0.
On multiplie (3.16) et (3.17) par 1
t2
, on prend la limite lorsque t ↓ 0 et on trouve
(3.18)
c2
v2s
Ĥ(0) + cĜ1(0) + c
√
−1 + c
2
v2s
Ĝj(0) = 0, respectivement
(3.19)
c2
v2s
Ĥ(0) + cĜ1(0)− c
√
−1 + c
2
v2s
Ĝj(0) = 0.
De (3.18) et (3.19) on de´duit que c
2
v2s
Ĥ(0)+cĜ1(0) = 0, et cette e´galite´ est exactement
(3.6). ¤
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The´ore`me 3.4 On suppose que N ≥ 2, les conditions (C1) et (C2) sont satissfaites et
c2 > v2s . De plus, on suppose qu’il existe α ∈ [−1 + N−3N−1(1− v
2
s
c2
), v
2
s
c2
] tel que
sF (s) +
v2s
2
(s− r20) +
(
1− α− v
2
s
c2
)
V (s) ≤ 0 pour s ≥ 0.
Soit ψ une onde progressive d’e´nergie finie et de vitesse c de (3.1). Alors ψ est
constante.
Preuve. On multiplie (3.5) par 1− v2s
c2
et on soustrait l’e´galite´ qui en re´sulte de (3.6).
On obtient
(3.20)
∫
RN
v2s
c2
∣∣∣∣ ∂ψ∂x1
∣∣∣∣2 + (1− (1− v2sc2 )N − 3N − 1)
N∑
k=2
∣∣∣∣ ∂ψ∂xk
∣∣∣∣2 dx
−
∫
RN
F (|ψ|2)|ψ|2 + v
2
s
2
(|ψ|2 − r20) +
(
1− v
2
s
c2
)
V (|ψ|2) dx = 0.
Si α ve´rifie la condition du The´ore`me 3.4, on multiplie (3.4) par α et on rajoute le re´sultat
a` (3.20). On trouve
(3.21)
∫
RN
(v2s
c2
− α
)∣∣∣∣ ∂ψ∂x1
∣∣∣∣2 + (α+ 1− (1− v2sc2 )N − 3N − 1)
N∑
k=2
∣∣∣∣ ∂ψ∂xk
∣∣∣∣2 dx
=
∫
RN
F (|ψ|2)|ψ|2 + v
2
s
2
(|ψ|2 − r20) + (1− α−
v2s
c2
)V (|ψ|2) dx.
On observe alors que le membre de droite de (3.21) est ne´gatif ou nul, alors que les
coefficients qui apparaˆıssent dans le membre de gauche sont positifs (et au moins un est
strictement positif). Comme ∇ψ ∈ L2(RN ), on en de´duit que ψ est constante. ¤
Remarquons que les hypothe`ses du The´ore`me 3.4 sont ve´rifie´es aussi bien par F (s) =
1− s que par F (s) = −α1 +α3s−α5s2, ou` αi > 0 et F admet deux racines positives. La
conclusion du The´ore`me 3.4 est donc valable pour l’e´quation de Gross-Pitaevskii comme
pour l’e´quation de Schro¨dinger avec non-line´arite´ cubique-quintique.
3.2 Existence des ondes progressives pour toute vitesse subsonique
Beaucoup d’efforts ont e´te´ consacre´s a` la de´monstration de l’existence des ondes pro-
gressives pour (3.1). La plupart des re´sultats portent sur l’e´quation de Gross-Pitaevskii.
Dans [BS99], l’existence de telles solutions a e´te´ prouve´e en dimension deux d’espace
et pour toute vitesse c ∈] − ε, ε[, ou` ε est petit. En dimension N ≥ 3, il a e´te´ prouve´
dans [BOS04] qu’il existe des ondes progressives pour une suite de vitesses cn −→ 0. Le
meˆme re´sultat a e´te´ obtenu pour toute vitesse c ∈] − ε, ε[ dans [Ch04]. Dans un travail
re´cent [BGS09], l’existence a e´te´ obtenue en dimensions 2 et 3 pour une plage plus large
de vitesses (qui contient des vitesses proches de vs en dimension 2). Cependant, meˆme
en dimension 2 les re´sultats de [BGS09] ne couvrent pas toutes les vitesses subsoniques.
Pour des nonline´arite´s de type ”cubique-quintique” il a e´te´ prouve´ dans [3] qu’il existe
des ondes progressives de petite vitesse en dimension N ≥ 4.
Dans [10], mon objectif a e´te´ a` la fois de donner une preuve de l’existence des ondes
progressives pour toute vitesse subsonique et de trouver une approche qui soit valable
pour les diffe´rents types de nonline´arite´ qui peuvent apparaˆıtre dans (3.1).
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Notons que, si les conditions (C1) et (C2) dans la section pre´cedente sont ve´rifie´es,
la Proposition 3.1 nous donne une estimation uniforme pour la norme L∞ des solutions
d’e´nergie finie de (3.3) : on sait qu’il existe une constante M > 0 (qui de´pend uniquement
de F ) ayant la proprie´te´ que toute solution ψ satisfait |ψ(x)| ≤M sur R. On peut alors
remplacer la fonction F par une fonction F˜ telle que F = F˜ sur [0,M1], ou` M1 > M , F˜
satisfait (C1) et (C2) (eventuellement avec une constante β ∈ (0, α) au lieu de α) et, de
plus, F˜ a une croissance sous-critique a` l’infini. On peut donc supposer que la condition
suivante est satisfaite :
C3. Il existe p0 <
2∗
2 − 2 = 2N−2 et C > 0 tels que |F˜ (s)| ≤ Csp0 pour s > M1.
Si F˜ est comme ci-dessus et si ψ satisfait l’e´quation (3.3) avec F˜ a` la place de F , par
la Proposition 3.1 on sait que |ψ| ≤M , donc ψ est bien une solution de (3.3).
Le re´sultat principal de l’article [10] est le suivant :
The´ore`me 3.5 Soit N ≥ 3. On suppose que (C1) et une des conditions (C2) ou (C3)
sont ve´rifie´es. Alors pour toute vitesse c ∈ (−vs, vs) il existe des ondes progressives de
(3.1) de vitesse c et d’e´nergie finie.
Nous allons de´crire les ide´es qui ont conduit a` la preuve de ce re´sultat. Compte tenu
des conditions aux limites a` l’infini, on a cherche´ des solutions de la forme ψ = r0 − u,
ou` u −→ 0 quand |x| −→ ∞. Alors u satisfait l’e´quation
(3.22) icux1 −∆u+ F (|r0 − u|2)(r0 − u) = 0 dans RN .
Formellement, les solutions de (3.22) sont des points critiques de la fonctionnelle
(3.23) Ec(u) =
∫
RN
|∇u|2 dx+ cQ(u) +
∫
RN
V (|r0 − u|2) dx,
ou` Q est le moment par rapport a` x1. On conside`re e´galement les fonctionnelles
(3.24)
A(u) =
∫
RN
N∑
k=2
∣∣∣ ∂u
∂xk
∣∣∣2 dx,
Bc(u) =
∫
RN
∣∣∣ ∂u
∂x1
∣∣∣2 dx+ cQ(u) + ∫
RN
V (|r0 − u|2) dx,
Pc(u) =
N − 3
N − 1A(u) +Bc(u),
en sorte que Ec(u) = A(u)+Bc(u) =
2
N−1A(u)+Pc(u). D’apre`s la Proposition 3.2, toute
solution de (3.22) satisfait l’identite´ de Pohozaev Pc(u) = 0. Par conse´quent Bc(u) =
−N−3
N−1A(u) < 0, ce qui implique Bc(u) < 0 si N ≥ 4, respectivement Bc(u) = 0 si N = 3.
Pour toute fonction v, en utilisant la notation vλ,σ(x) = v
(
x1
λ
, x
′
σ
)
, on trouve
(3.25)
Ec(v1,σ) = σ
N−3A(v) + σN−1Bc(v) et
d
dσ
(Ec(v1,σ)) = (N − 3)σN−4A(v) + (N − 1)σN−2Bc(v).
En dimension N ≥ 4, si la fonction v qui satisfait Bc(v) < 0 il existe un unique σv > 0 tel
que Pc(v1,σv) = 0. De plus, (3.25) implique que la fonction σ 7−→ Ec(v1,σv) est croissante
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sur (0, σv] et de´croissante sur [σv,∞). Cette observation sugge`re qu’il est inte´ressant de
minimiser Ec sous la contrainte Pc = 0. C’est exactement la de´marche que nous avons
suivie pour trouver des points critiques de Ec.
Soit a =
√
−12F ′(r20). Alors vs = 2ar0 et la condition (C1) implique que pour s dans
un voisinage de r20 on a
(3.26) V (s) =
1
2
V ′′(r20)(s− r20)2 + (s− r20)2ε(s− r20) = a2(s− r20)2 + (s− r20)2ε(s− r20),
ou` ε(t) −→ 0 lorsque t −→ 0. Par conse´quent, pour u proche de ze´ro, on peut approximer
V (|r0 − u|2) par a2(|r0 − u|2 − r20)2.
On fixe une fonction ϕ ∈ C∞([0,∞),R) telle que ϕ(s) = s pour s ∈ [0, 2r0], ϕ est
croissante et ϕ(s) = 3r0 pour s ≥ 4r0. Pour un domaine Ω ⊂ RN , on conside`re l’e´nergie
de Ginzburg-Landau
EΩGL(u) =
∫
Ω
|∇u|2dx+ a2
∫
Ω
(
ϕ2(|r0 − u|)− r20
)2
dx.
On note EGL(u) = E
R
N
GL (u). Compte tenu de (3.26), l’espace naturel de fonctions sur
lequel on doit e´tudier la fonctionnelle Ec est
X = {u ∈ D1,2(RN ) | EGL(u) <∞}.
Par l’injection de Sobolev on a X ⊂ L2∗(RN ). Soit u ∈ X . Lorsque u(x) se trouve dans
un voisinage de ze´ro, on pout majorer |V (|r0 − u(x)|2)| graˆce a` (3.26) ; lorsque u(x) est
”loin” de ze´ro, par (C3) on obtient une majoration |V (|r0 − u(x)|2)| ≤ C|u|2∗(x). Donc
V (|r0 − u|2) ∈ L1(RN ) pour tout u ∈ X .
Nous allons indiquer comment de´finir le moment Q pour toutes les fonctions de X .
Remarquons que pour tout u ∈ H1(RN ) on doit avoir Q(u) =
∫
RN
〈iux1 , u〉 dx, alors que
pour toute fonction u qui admet un rele`vement r0−u = ρeiθ on a (au moins formellement)
Q(u) = −
∫
RN
ρ2θx1 dx = −
∫
RN
(ρ2 − r20)θx1 dx, ou` ρ2 − r20, θx1 ∈ L2(RN ).
On observe que pour tout u ∈ X on a 〈iux1 , u〉 ∈ L1(RN ) + Y, ou` Y = {∂x1φ | φ ∈
D1,2(RN )}. En posant L(v + w) =
∫
RN
v dx pour v ∈ L1(RN ) et w ∈ Y, on ve´rifie sans
peine que L est de´finie sans ambigu¨ıte´ et constitue une forme line´aire sur L1(RN ) + Y.
Ceci nous permet de de´finir
Q(u) = L(〈iux1 , u〉) pour tout u ∈ X .
On ve´rifie ensuite que la fonctionnelle Q a les proprie´te´s convenables pour notre approche
variationnelle.
Un outil technique essentiel dans la de´monstration du The´ore`me 3.5 est une proce´dure
de ”re´gularisation” pour les fonctions de X qui a pour but d’e´liminer les de´fauts topo-
logiques a` petite e´chelle des fonctions. Plus pre´cise´ment, pour u ∈ X , h > 0 et pour un
domaine Ω ⊂ RN on conside`re la fonctionnelle
Guh,Ω(v) = E
Ω
GL(v) +
1
h2
∫
Ω
ϕ
( |v − u|2
32r0
)
dx.
On montre que Guh,Ω admet des minimiseurs dans l’ensemble
{v ∈ X | v = u sur RN \ Ω, v − u ∈ H10 (Ω)}.
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De plus, les minimiseurs vh de cette fonctionnelle ont des proprie´te´s remarquables. Ainsi,
• ||vh − u||L2(RN ) −→ 0 quand h −→ 0,
• pour tout compact ω ⊂ Ω on peut estimer || |vh − r0| − r0 ||L∞(ω) en termes de h et
de EΩGL(u) et on trouve que || |vh − r0| − r0 ||L∞(ω) est arbitrairement petite si l’e´nergie
EΩGL(u) est suffisamment petite.
On peut alors montrer les re´sultats suivants :
Lemme 3.6 On suppose que 0 ≤ c < vs. Alors pour tout ε ∈ (0, 1− cvs ) il existe K > 0
tel que pour tout u ∈ X avec EGL(u) < K on a
Ec(u) > εEGL(u).
Nous allons tenter de donner une ide´e de la de´monstration.
Soit δ > 0 suffisamment petit, tel que δ < r02 et
c
2a(r0−δ) < 1 − ε (un tel δ existe car
vs = 2ar0 et ε < 1 − cvs ). Conside´rons d’abord le cas d’une fonction v ∈ X qui ve´rifie
r0 − δ < |r0 − v| ≤ r0 + δ sur RN . Si v est une telle fonction, il existe un rele`vement
r0 − v = ρeiθ et on a |∇v|2 = |∇ρ|2 + ρ2|∇θ|2 et Q(v) = −
∫
RN
(ρ2 − r20)θx1 dx. Par
l’ine´galite´ de Cauchy-Schwarz on obtient
c
1− ε |Q(v)| ≤ 2a(r0 − δ)|Q(v)| ≤ 2a(r0 − δ)||θx1 ||L2(RN )||ρ
2 − r20||L2(RN )
≤ (r0 − δ)2
∫
RN
|θx1 |2 dx+ a2
∫
RN
(
ρ2 − r20
)2
dx
≤
∫
RN
ρ2|∇θ|2 + a2 (ρ2 − r20)2 dx ≤ EGL(v).
Par conse´quent, EGL(v) − c|Q(v)| > εEGL(v). Si EGL(v) est suffisamment petite, alors∫
RN
V (|r0− v|2) dx est ”proche” de a2
∫
RN
(
ϕ2(|r0 − v|)− r20
)2
dx et on en de´duit que v
satisfait la conclusion du Lemme 3.6.
Dans le cas ge´ne´ral : si u ∈ X est une fonction quelconque, on choisit h > 0 petit
et on prend un minimiseur vh de G
u
h,RN
. Si l’e´nergie EGL(u) est suffisamment petite,
on a || |vh − r0| − r0 ||L∞(RN ) < δ, donc vh ve´rifie la conclusion du lemme. Si h a e´te´
choisi suffisamment petit, vh est ”proche” de u et on peut montrer que u ve´rifie aussi la
conclusion du Lemme 3.6.
En utilisant le Lemme 3.6, il est assez facile de voir que pour tout k > 0, la fonction-
nelle Ec est borne´e sur {u ∈ X | EGL(u) ≤ k}. On de´finit alors
Ec,min(k) = inf{Ec(u) | u ∈ X , EGL(u) = k}.
Lemme 3.7 On suppose que 0 < c < vs. La fonction Ec,min a les proprie´te´s suivantes :
i) Il existe k0 > 0 tel que Ec,min(k) > 0 pour tout k ∈ (0, k0).
ii) On a lim
k→∞
Ec,min(k) = −∞.
iii) Pour tout k > 0 on a Ec,min(k) < k.
La partie (i) de´coule directement du Lemme 3.6. Notons que pour c > vs, les Lemmes
3.6 et 3.7 (i) ne sont plus valables. Plus pre´cise´ment, on peut montrer que la fonction
k 7−→ Ec,min(k) est strictement de´croissante (et ne´gative) sur (0,∞).
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Le Lemme 3.7 nous permet de de´duire que
(3.27) Sc := sup {Ec,min(k) | k > 0} > 0.
Lemme 3.8 L’ensemble C = {u ∈ X | u 6= 0, Pc(u) = 0} est non vide et on a
Tc := inf {Ec(u) | u ∈ C} ≥ Sc > 0.
Preuve. Soit w ∈ X une fonction telle que Ec(w) < 0 (une telle fonction existe par
le Lemme 3.7 (ii)). Alors Pc(w) = Ec(w)− 2N−1A(w) < 0. On a
(3.28) Pc(wσ,1) =
1
σ
∫
RN
∣∣∣ ∂w
∂x1
∣∣∣2 dx+ N − 3
N − 1σA(w) + cQ(w) + σ
∫
RN
V (|r0 − w|2) dx.
Comme Pc(w1,1) = Pc(w) < 0 et lim
σ→0
Pc(wσ,1) = ∞, il existe σ0 ∈ (0, 1) tel que Pc(wσ0,1) =
0, donc wσ0,1 ∈ C.
Pour la seconde partie, supposons d’abord que N ≥ 4. Soit v ∈ C. Alors A(v) > 0 et
Bc(v) = −N−3N−1A(v) < 0. En utilisant (3.25), on obtient que σ 7−→ Ec(v1,σ) est croissante
sur (0, 1] et de´croissante sur [1,∞), donc atteint son maximum en σ = 1. Soit k > 0 fixe´.
On voit facilement qu’il existe un unique σ(k, v) > 0 tel que EGL(v1,σ(k,v)) = k. Alors
Ec,min(k) ≤ Ec(v1,σ(k,v)) ≤ Ec(v1,1) = Ec(v).
En prenant le sup pour k ≥ 0 dans cette ine´galite´ on obtient Sc ≤ Ec(v).
Conside´rons maintenant le cas N = 3. Soit v ∈ C. Alors Ec(v1,σ) = Ec(v) = A(v) =
constant pour σ > 0. Soit k > 0. On distingue deux cas :
• Si A(v) ≥ k, on a Ec(v) = A(v) ≥ k > Ec,min(k) par le Lemme 3.7 (iii).
• Si A(v) < k, il existe un unique σ(k, v) > 0 tel que EGL(v1,σ(k,v)) = k. Alors
Ec(v) = Ec(v1,σ(k,v)) ≥ Ec,min(k).
Dans les deux cas on obtient Ec(v) ≥ Ec,min(k) quelque soient k > 0 et v ∈ C et le
lemme est prouve´. ¤
Lemme 3.9 Soit Tc comme dans le lemme pre´cedent. Alors :
i) Pour tout w ∈ X qui satisfait Pc(w) < 0 on a A(w) > N−12 Tc.
ii) Soit (un)n≥1 ⊂ X une suite telle que (EGL(un))n≥1 est borne´e et limn→∞Pc(un) =
µ < 0. Alors lim inf
n→∞ A(un) >
N−1
2 Tc.
Preuve. Nous de´montrons seulement (i). Pour tout σ > 0, Pc(wσ,1) est donne´ par
(3.28). Comme dans la preuve du Lemme 3.7, il existe σ0 ∈ (0, 1) tel que Pc(wσ0,1) = 0,
donc wσ0,1 ∈ C. Par la de´finition de Tc on a Ec(wσ0,1) ≥ Tc, et on en de´duit que A(wσ0,1) =
N−1
2 (Ec(wσ0,1)− Pc(wσ0,1)) ≥ N−12 Tc. Ceci implique A(w) ≥ N−12 1σ0Tc > N−12 Tc. ¤
Pour prouver le The´ore`me 3.5, on montre que la fonctionnelle Ec admet un minimiseur
dans C. Ensuite on prouve que tout minimiseur satisfait (3.3). La de´monstration est assez
diffe´rente dans le cas N = 3 par rapport au cas N ≥ 4. Nous commenc¸ons par le cas
(plus facile) N ≥ 4.
The´ore`me 3.10 On suppose que N ≥ 4. Soit (un)n≥1 ⊂ X \ {0} une suite telle que
(3.29) Pc(un) −→ 0 et Ec(un) −→ Tc lorsque n −→∞.
Il existe une sous-suite (unk)k≥1, une suite de points (xk)k≥1 ⊂ RN et une fonction u ∈ C
telles que
∇unk(·+xk) −→ ∇u et ϕ2(|r0−unk(·+xk)|)−r20 −→ ϕ2(|r0−u|)−r20 dans L2(RN ).
De plus, on a Ec(u) = Tc, donc u est un minimiseur de Ec dans C.
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Re´sume´ de la preuve. Comme A(un) =
N−1
2 (Ec(un)− Pc(un)) −→ N−12 Tc, par (3.29)
on de´duit que (A(un))n≥1 est borne´e. Ensuite on montre que (EGL(un))n≥1 est borne´e.
On utilise la me´thode de concentration-compacite´ de P.-L. Lions [Lio84] pour montrer la
convergence d’une sous-suite de (un)n≥1.
En passant a` une sous-suite, on peut supposer que EGL(un) −→ α0 > 0 lorsque
n −→∞. Soit qn(t) la fonction de concentration de EGL(un), c’est-a`-dire
qn(t) = sup
x∈RN
E
B(x,t)
GL (un).
Pour chaque n, qn est une fonction croissante sur [0,∞) qui tend vers EGL(un) lorsque
t −→ ∞. Alors il existe une sous-suite (encore note´e (un)n≥1) et une fonction croissante
q : [0,∞) −→ R+ telles que qn(t) −→ q(t) quand n −→∞ pour presque tout t ∈ [0,∞).
On note α = lim
t→∞ q(t). Il est e´vident que α ∈ [0, α0]. L’objectif est de prouver que
l’e´nergie de un ”se concentre”, c’est-a`-dire α = α0.
Le fait que α > 0 re´sulte du lemme suivant.
Lemme 3.11 Soit (un)n≥1 ⊂ X une suite ayant les proprie´te´s suivantes :
a) M1 ≤ EGL(un) ≤M2, ou` M1, M2 sont deux constantes strictement positives, et
b) lim
n→∞Pc(un) = 0.
Alors il existe k > 0 tel que sup
y∈RN
∫
B(y,1)
|∇un|2+a2
(
ϕ2(|r0 − un|)− r20
)2
dx ≥ k pour
tout n suffisamment grand.
La preuve du Lemme 3.11 est de´licate. Elle repose sur la proce´dure de re´gularisation
des fonctions de´crite plus haut ainsi que sur le lemme de Lieb. L’ide´e de base de la
de´monstration est la suivante :
1. On suppose, par l’absurde, que lim
n→∞ sup
x∈RN
E
B(x,1)
GL (un) = 0.
On montre alors qu’il existe une suite hn −→ 0 et pour chaque n il existe un minimi-
seur vn de G
un
hn,RN
tel que
(3.30) || |vn − r0| − r0||L∞(RN ) −→ 0 quand n −→∞.
2. Soit ε ∈ (0, 1− c
vs
). En utilisant (3.30), on montre comme dans la preuve du Lemme
3.6 que pour tout n sufisamment grand on a
(3.31)
∫
RN
∣∣∣∂vn
∂x1
∣∣∣2 dx+ N − 3
N − 1A(vn) +
∫
RN
V (|r0 − vn|2) dx+ cQ(un)
≥ ε
(∫
RN
∣∣∣∂vn
∂x1
∣∣∣2 dx+ N − 3
N − 1A(vn) + a
2
∫
RN
(
ϕ2(|r0 − vn|)− r20
)2
dx
)
3. Comme hn −→ 0, pour n grand vn est proche de un, donc (3.31) a lieu pour (un)
a` la place de vn et pour un ε1 ∈ (0, ε) a` la place de ε. On obtient ainsi une contradiction
car Pc(un) −→ 0 et EGL(un) ≥M1 > 0.
L’e´tape suivante est de montrer qu’on ne peut pas avoir α ∈ (0, α0). On proce`de a`
nouveau par l’absurde et on supose que α ∈ (0, α0). Par un argument ge´ne´ral on de´duit
qu’il existe une suite Rn −→∞ et une suite (xn)n≥1 ⊂ RN telles que :
(3.32) E
B(xn,Rn)
GL (un) −→ α et ER
N\B(xn,2Rn)
GL (un) −→ α0 − α.
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Il est e´vident que (3.32) implique
E
B(xn,2Rn)\B(xn,Rn)
GL (un) −→ 0.
Comme l’e´nergie de un sur la couronne B(xn, 2Rn) \ B(xn, Rn) est petite, en utilisant
a` nouveau la proce´dure de re´gularisation on montre que pour chaque n il existe deux
fonctions un,1 et un,2 telles que r0 − un,1 = eiθn(r0 − un) sur B(xn, Rn) (ou` θn est
constante), supp(un,1) ⊂ B(xn, 2Rn), un,2 = un sur RN \B(xn, 2Rn) , un,2 est constante
sur B(xn, Rn) et
(3.33) EGL(un,1) −→ α et EGL(un,2) −→ α0 − α,
(3.34) |A(un)−A(un,1)−A(un,2)| −→ 0,
(3.35) |Pc(un)− Pc(un,1)− Pc(un,2)| −→ 0 lorsque n −→∞.
Il est facile de voir que les suites (Pc(un,i))n≥1 sont borne´es, i = 1, 2. En passant a` nouveau
a` une sous-suite, on peut supposer que
Pc(un,1) −→ p1 et Pc(un,2) −→ p2 lorsque n −→∞,
ou` p1, p2 ∈ R. Par (3.35) on a p1 + p2 = 0 et on distingue deux cas :
a) Un des pi est ne´gatif, par exemple p1 < 0. Par le Lemme 3.9 (ii) on de´duit que
lim inf
n→∞ A(un,1) >
N−1
2 Tc. Alors (3.34) implique lim infn→∞ A(un) >
N−1
2 Tc et en utilisant le
fait que Pc(un) −→ 0 on trouve lim inf
n→∞ Ec(un) > Tc, ce qui contredit l’hypothe`se du
The´ore`me 3.10.
b) On a p1 = p2 = 0. Dans ce cas on utilise le
Lemme 3.12 Soit (un)n≥1 ⊂ X une suite qui satisfait les proprie´te´s suivantes :
a) Il existe C1, C2 > 0 tels que C1 ≤ EGL(un) et A(un) ≤ C2 pour tout n ≥ 1.
b) Pc(un) −→ 0 lorsque n −→∞.
Alors on a lim inf
n→∞ Ec(un) ≥ Tc, ou` Tc est comme dans le Lemme 3.8.
Dans le cas (b), par le Lemme 3.12 on obtient lim inf
n→∞ Ec(un,i) ≥ Tc pour i = 1, 2.
En utilisant (3.34) et (3.35) on trouve lim inf
n→∞ Ec(un) ≥ 2Tc, ce qui est a` nouveau une
contradiction.
De ce qui pre´ce`de on de´duit que lim
t→∞ q(t) = α0. Il est alors classique de montrer qu’il
existe une suite (xn)n≥1 ⊂ RN telle que, en notant u˜n = un(·+ xn), on a :
(3.36)
pour tout ε > 0, il existe Rε > 0 et nε ∈ N∗ tels que
E
R
N\B(0,Rε)
GL (u˜nk) < ε pour tout n ≥ nε.
Comme (EGL(u˜n))n≥1 est borne´e, il existe une sous-suite (u˜nk)k≥1 telle que
(3.37)
u˜nk ⇀ u faiblement dans D1,2(RN ),
u˜nk −→ u fortement dans Lploc(RN ) et presque partout sur RN .
On en de´duit que u ∈ X et ϕ2(|r0 − u˜nk |) − r20 ⇀ ϕ2(|r0 − u|) − r20 faiblement dans
L2(RN ).
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On prouve ensuite que
(3.38) lim
k→∞
∫
RN
V (|r0 − u˜nk |2) dx =
∫
RN
V (|r0 − u|2) dx
et
(3.39) lim
k→∞
Q(u˜nk) = Q(u).
En utilisant (3.37), (3.38), (3.39) et le Lemme 3.9 (i) on montre que la sous-suite
(u˜nk)k≥1 satisfait la conclusion du The´ore`me 3.10. ¤
Proposition 3.13 On suppose que N ≥ 4, 0 ≤ c < vs, (C1) et une des conditions
(C2) ou (C3) sont ve´rifie´es. Soit u un minimiseur de Ec dans l’ensemble C. Alors u ∈
W 2,ploc (R
N ), ∇u ∈W 1,p(RN ) pour p ∈ [2,∞) et u est une solution de (3.22).
Preuve. Il est e´vident que u minimise la fonctionnelle A sous la contrainte Pc = 0
et il est facile de voir que u satisfait une e´quation d’Euler-Lagrange A′(u) = αP ′c(u).
On ne peut pas avoir α > 0. En effet, supposons par l’absurde que α > 0. Soit w
tel que P ′c(u).w > 0. Alors pour t < 0 et t proche de ze´ro on a Pc(u + tw) < 0 et
A(u + tw) < A(u) = N−12 Tc, en contradiction avec le Lemme 3.9 (i). De meˆme, on ne
peut pas avoir α = 0 (car ceci impliquerait A′(u) = 0, donc u = 0). Par conse´quent, on a
α < 0 et l’e´quation d’Euler-Lagrange e´quivaut a`
(3.40) −∂
2u
∂x21
−
(
N − 3
N − 1 −
1
α
) N∑
k=2
∂2u
∂x2k
+ icux1 + F (|r0 − u|2)(r0 − u) = 0.
Comme dans la Proposition 3.2 on montre alors que u satisfait une identite´ de Pohozaev
analogue a` (3.5) qui s’e´crit
(3.41)
N − 3
N − 1
(
N − 3
N − 1 −
1
α
)
A(u) +Bc(u) = 0.
De (3.41) et du fait que Pc(u) =
N−3
N−1A(u) + Bc(u) = 0, on en de´duit que
1
α
= − 2
N−1 et
u satisfait (3.22). La re´gularite´ de u re´sulte de la Proposition 3.1. ¤
Dans le cas N = 3 la preuve suit les meˆmes e´tapes, avec quelques difficulte´s techniques
supple´mentaires (dont la plupart sont duˆes a` l’invariance des fonctionnelles A et Bc par
dilatations par rapport aux variables (x2, x3) et au fait qu’en dimension 3 on a Pc = Bc,
donc Pc(v) ne contient pas de termes
∫
R3
∣∣∣ ∂v
∂x2
∣∣∣2 dx et ∫
R3
∣∣∣ ∂v
∂x3
∣∣∣2 dx).
Pour v ∈ X on note
D(v) =
∫
R3
∣∣∣ ∂v
∂x1
∣∣∣2 dx+ a2 ∫
R3
(
ϕ2(|r0 − v|)− r20
)2
dx.
Il est e´vident que pour tout v ∈ X et σ > 0 on a
(3.42) A(v1,σ) = A(v), Bc(v1,σ) = σ
2Bc(v) et D(v1,σ) = σ
2D(v).
Contrairement au cas N ≥ 4, (3.42) implique qu’il existe des suites (un)n≥1 ⊂ C telles
que Ec(un) −→ Tc et D(un) −→ ∞, et par conse´quent EGL(un) −→ ∞. Cependant, par
(3.42) on de´duit qu’il existe des suites (un)n≥1 ⊂ C telles que Ec(un) −→ Tc et D(un) = 1
pour tout n.
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On conside`re l’ensemble
Λc = {λ ∈ R | il existe une suite (un)n≥1 ⊂ X telle que
D(un) ≥ 1, Bc(un) −→ 0 et A(un) −→ λ lorsque n −→∞}.
Soit λc = inf Λc. Il est facile de voir que Tc ∈ Λc, donc λc ≤ Tc. On peut montrer que
λc ≥ Sc, ou` Sc est donne´ par (3.27) (mais on ne sait pas si Sc = Tc).
Le re´sultat principal est le suivant :
The´ore`me 3.14 On suppose que N = 3. Soit (un)n≥1 ⊂ X une suite telle que
(3.43) D(un) −→ 1, Bc(un) −→ 0 et A(un) −→ λc quand n −→∞.
Il existe une sous-suite (unk)k≥1, une suite de points (xk)k≥1 ⊂ R3 et une fonction u ∈ C
telles que
∇unk(·+ xk) −→ ∇u et |r0 − unk(·+ xk)|2 − r20 −→ |r0 − u|2 − r20 dans L2(R3).
De plus, on a Ec(u) = A(u) = Tc = λc et u est un minimiseur de Ec dans C.
Si u est un minimiseur de Ec dans C, comme dans la preuve de la Proposition 3.13 on
montre qu’il existe α < 0 tel que A′(u) = αB′c(u). Ensuite il est facile de voir qu’il existe
σ > 0 tel que u1,σ satisfait (3.22). La re´gularite´ des solutions de´coule de la Proposition
3.1.
Finalement remarquons que le Lemme 3.9 implique que tous les minimiseurs de Ec
dans C sont aussi des minimiseurs de la fonctionnelle −Pc sous la contrainte A = N−12 Tc.
En utilisant les re´sultats de [7] (de´crits dans la section 2.1) on de´duit que ces minimiseurs
sont a` syme´trie axiale par rapport a` Ox1 (apre`s une translation).
3.3 Un syste`me de Gross-Pitaevskii-Schro¨dinger
Dans [5] on a e´tudie´ le syste`me
(3.44)

2iψt = −∆ψ + 1ε2 (|ψ|2 + 1ε2 |ϕ|2 − 1)ψ ,
2iδϕt = −∆ϕ+ 1ε2 (q2|ψ|2 − ε2k2M )ϕ ,
x ∈ RN , t ∈ R,
ou` ψ et ϕ sont des fonctions complexes et ve´rifient les conditions aux limites |ψ| −→ 1,
ϕ −→ 0 lorsque x −→ ±∞. Le syste`me (3.44) mode´lise le mouvement d’une impurete´
dans un codensat de Bose. Il a e´te´ e´tudie´ par J. Grant et P. H. Roberts ([GR74]). En
utilisant des de´veloppements asymptotiques formels et des calculs nume´riques, ils ont
trouve´ le rayon effectif et la masse induite de l’impurete´.
Notons que la vitesse du son a` l’infini associe´e a` (3.44) est vs =
1
ε
√
2
.
Les solutions de type onde progressive ψ(x, t) = ψ˜(x1−ct, x′) , ϕ(x, t) = ϕ˜(x1−ct, x′)
semblent jouer un roˆle important dans l’e´tude du syste`me (3.44). On a montre´ dans [8]
qu’en toute dimension N ≥ 2, ce syste`me n’admet pas d’onde progressive de vitesse
supersonique et d’e´nergie finie.
En dimension un d’espace, on a montre´ l’existence des ondes progressives et on a ob-
tenu une de´scription assez pre´cise de la structure globale de l’ensemble de telles solutions.
Compte tenu des conditions aux limites, on a cherche´ des ondes progressives de la
forme
ψ˜(x) = (1 + r˜(x))eiψ0(x), ϕ˜(x) = u˜(x)eiϕ0(x).
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Apre`s calcul, on trouve ψ′0 = c(1− 1(1+r˜)2 ), et ϕ′0 = cδ. On effectue le changement d’e´chelle
u˜(x) = 1
ε
u(x
ε
) et r˜(x) = r(x
ε
) et on obtient que les fonctions r et u satisfont les e´quations
(3.45)
−r′′ − (1 + r) + (1 + r)3 − c2ε2
(
1 + r − 1
(1+r)3
)
+ (1 + r)u2 = 0,
−u′′ + (q2(1 + r)2 − ε2(c2δ2 + k2))u = 0,
avec les conditions aux limites r(x) −→ 0, u(x) −→ 0 lorsque |x| −→ ∞. Comme |ψ|(x) =
1 + r(x
ε
), on doit avoir r(x) ≥ −1 sur R. On note
V1 = {r ∈ H1(R) | inf
x∈R
r(x) > −1}.
Avec la notation g(s) = g2cε(s) = −(1 + s) + (1 + s)3 − c2ε2
(
1 + s − 1
(1+s)3
)
et
λ = ε2(c2δ2 + k2), le syste`me (3.45) s’e´crit sous la forme
(3.46)
−r′′ + g2cε(r) + (1 + r)u2 = 0,
−u′′ + q2(1 + r)2u− λu = 0.
Si u = 0, la premie`re des e´quations (3.46) admet uniquement la solution triviale r = 0
pour |cε| ≥ 1√
2
. Lorsque |cε| < 1√
2
, elle admet aussi la solution
(3.47) r∗(x) = r2cε(x) = −1 +
√
2c2ε2 + (1− 2c2ε2)tanh2(
√
1
2 − c2ε2x).
On appelle (0, 0) et (r2cε, 0) les solutions triviales de (3.46). Une solution non-triviale est
un triplet (λ, r, u) qui ve´rifie (3.46) et tel que u 6= 0.
L’objectif de l’article [5] est de montrer l’existence des solutions non-triviales et
d’e´tudier le structure de l’ensemble de telles solutions. Tout d’abord, on a le re´sultat
de non-existence suivant :
Proposition 3.15
a) Quelque soit λ ∈ R, le syste`me (3.46) n’admet pas de solution (r, u) 6= (0, 0) si
|c| ≥ 1
ε
√
2
.
b) On suppose que |c| < 1
ε
√
2
et que (λ, r, u) ∈ R × V1 × H1(R) est une solution
non-triviale de (2). Alors :
i) 2c2ε2q2 < λ ≤ q2 et
ii) −1 +√2cε < r(x) ≤ 0 pour tout x ∈ R.
Pour montrer l’existence des solutions non-triviales de (3.46) on a utilise´ la the´orie
des bifurcations. On conside`re les espaces fonctionnels
H = {f ∈ H2(R) | f(x) = f(−x)} et L = {f ∈ L2(R) | f(x) = f(−x) p.p.}.
On note V = V1 ∩H et on introduit les ope´rateurs
(3.48)
S : V ×H −→ L, S(r, u) = −r′′ + g2cε(r) + (1 + r)u2,
T : R×H×H −→ L, T (λ, r, u) = −u′′ + q2(1 + r)2u− λu.
Il est e´vident que (λ, r, u) est solution de (3.46) si et seulement si S(r, u) = 0 et T (λ, r, u) =
0. L’e´galite´ T (λ, r, u) = 0 exprime le fait que λ est une valeur propre de l’ope´rateur line´aire
− d2
dx2
+ q2(1 + r)2 et u est un vecteur propre associe´.
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Afin de prouver l’apparition des branches de solutions non-triviales, on e´tudie les
ope´rateurs S et T dans un voisinage d’une solution triviale (λ, r2cε, 0). On montre que les
proprie´te´s suivantes sont ve´rifie´es :
1. L’ope´rateur DrS(r2cε, 0) = − d2dx2 + g′(r2cε) : H −→ L est inversible.
2. L’ope´rateur Au = −u′′ + q2(1 + r2cε)2u : H −→ L satisfait
i) A ≥ 2c2ε2q2
ii) σess(A) = [q
2,∞),
iii) toute valeur propre λ < q2 est simple, et le vecteur propre correspondant est a`
de´croissance exponentielle,
iv) le nombre de valeurs propres est strictement infe´rieur a` 1 + (2
√
2)q2,
v) le nombre de valeurs propres tend vers +∞ quand q −→∞.
Les proprie´te´s ci-dessus et le the´ore`me des fonctions implicites impliquent que pour
λ < q2 il existe des solutions non-triviales au voisinage d’une solution (λ, r2cε, 0) si et
seulement si λ est valeur propre de l’ope´rateur A.
En utilisant une variante du the´ore`me de bifurcation a` partir d’une valeur propre
simple de Crandall et Rabinowitz [CR71], on prouve :
The´ore`me 3.16 Soit λ0 une valeur propre de A et soit u0 un vecteur propre correspon-
dant. Il existe une fonction
s 7−→ (λ(s), r(s), u(s)) ∈ R×H×H ∩ {u0}⊥
de´finie sur (−η, η) telle que r(0) = 0, u(0) = 0, λ(0) = λ0 et
S(r2cε + sr(s), s(u0 + u(s))) = 0,
T (λ(s), r2cε + sr(s), s(u0 + u(s))) = 0.
De plus, il existe un voisinage U de (λ0, r2cε, 0) dans R×H×H tel que toute solution
du syste`me (3.46) dans U est soit de la forme (λ(s), r2cε + sr(s), s(u0 + u(s))), soit de la
forme (λ, r2cε, 0).
Pour obtenir une information globale sur la structure de l’ensemble des solutions, on
travaille dans des espaces de Sobolev a` poids. Plus pre´cise´ment, on choisit une fonction
W : R −→ [1,∞) continue, paire, croissante sur (0,∞) et qui se comporte comme |x|s
au voisinage de l’infini pour un s > 0. On conside`re les espaces
LW = {ϕ ∈ L |Wϕ ∈ L} et HW = {ϕ ∈ H |Wϕ,Wϕ′,Wϕ′′ ∈ L}.
Le re´sultat de de´croissance suivant montre qu’il n’y a pas de perte de solutions lorsqu’on
remplace l’espace H par HW .
Lemme 3.17 Si (λ, r, u) est solution du syste`me (3.46) dans (−∞, q2) × V ×H, alors
r ∈ HW et u ∈ HW .
On note w = r − r2cε et on e´crit le syste`me (3.46) sous la forme
(3.49)
(
w
u
)
= −
(
B 0
0 Aλ
)(
w
u
)
−
(
H1(w, u)
H2(λ,w, u)
)
,
ou`
Aλ(u) = A(λ, u) = q
2
(
− d2
dx2
+ q2 − λ
)−1
[(r22cε + 2r2cε)u],
B(w) =
(
− d2
dx2
+ g′2cε(0)
)−1
[(g′2cε(r2cε)− g′2cε(0))w]
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sont des ope´rateurs line´aires, compacts de HW dans HW et H1, H2 sont continus, com-
pacts sur les ensembles borne´s de Ω := (−∞, q2)× ((V − r2cε) ∩HW )×HW et satisfont
les estimations
||H1(w, u)||HW = o(||w||HW + ||u||HW ),
respectivement
||H2(λ,w, u)||HW = o(||w||HW + ||u||HW )
lorsque w, u sont proches de ze´ro dans HW , uniforme´ment par rapport a` λ lorsque
λ ∈ [d, e] ⊂ (−∞, q2).
En utilisant une variante du the´ore`me de bifurcation globale de Rabinowitz ([Ra71]),
on montre :
The´ore`me 3.18 Soit S l’ensemble des solutions non-triviales du syste`me (3.46) dans
R× V ×H. Pour toute valeur propre λm < q2 de A, l’ensemble S ∪ {(λm, r∗, 0)} posse`de
une composante connexe Cm dans (−∞, q2)×HW ×HW qui contient (λm, r∗, 0) et qui a
au moins une des proprie´te´s suivantes :
i) Cm est non-borne´e.
ii) Cm contient une suite (λn, rn, un) telle que lim
n→∞λn = q
2.
Remarquons que le nombre de branches de solutions dans le The´ore`me 3.18 est le
meˆme que le nombre de valeurs propres de l’ope´rateur A. On a donc une seule branche
si q est suffisamment petit et le nombre de branches tend vers l’infini lorsque q −→∞.
Nous pensons que les informations obtenues en dimension un seront utiles dans l’e´tude
des cas bi− et tridimensionnels, plus inte´ressants d’un point de vue physique.
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For a large class of variational problems we prove that minimizers are symmetric
whenever they are C1.
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1 Introduction and main results
In this paper we study the symmetry of minimizers for general variational problems of
the form
(P)
minimize E(u) :=
∫
Ω
F (|x|, u(x), |∇u(x)|) dx under k constraints
Qj(u) =
∫
Ω
Gj(|x|, u(x), |∇u(x)|) dx = λj , j = 1, . . . , k.
The solutions of many partial differential equations are obtained as minimizers for
problems like (P). Knowing in advance that such solutions are symmetric is very im-
portant for their theoretical study as well as for their numerical approximation. If the
minimizers of (P) are standing or solitary waves for an evolution equation, symmetry
could be very useful to investigate the stability properties of such solutions. Note also
that in many problems, symmetry is the first step in proving the uniqueness of special
solutions.
Given the motivation above, many important particular cases of (P) have already
been considered in the literature. In [11, 12], O. Lopes has developed his reflection
method - a very efficient tool to prove symmetries for minimizers of functionals E1(u) =∫
Ω
1
2 |∇u|2 + F1(|x|, u) dx under the constraint Q(u) =
∫
Ω
G(|x|, u) dx = constant, where
Ω is a domain invariant by rotations. This method is based on a device of ”reflect-
ing” a minimizer with respect to hyperplanes that ”split the constraint in two” and
on the use of a unique continuation principle for the Euler-Lagrange equations satisfied
by minimizers. Note that the method can be used for vector-valued minimizers whose
components eventually change sign and no additional assumptions are made on the func-
tions F1 and G (except the usual growth and smoothness assumptions that ensure the
1
existence and the regularity of minimizers). Up to now this method has been used for
problems involving only one constraint. Its main restriction is that it can be used only
when the minimizers satisfy an Euler-Lagrange system for which a unique continua-
tion theorem is available. However, we have to mention that the reflection method has
been successfully used in [13] for minimizers of some nonlocal functionals of the form
E2(u) =
∫
RN
m(ξ)|û(ξ)|2 dξ +
∫
RN
F2(u) dx. The class of functionals considered in [13]
include the generalized Choquard functional, the Hamiltonian for the generalized Davey-
Stewartson equation as well as functionals involving fractional powers of the Laplacian.
Instead of unique continuation results, some new and quite unexpected integral identities
for nonlocal operators were used to get symmetry results.
In a recent paper [4], F. Brock studies the symmetry of minimizers of the functional∫
RN
n∑
i=1
|∇ui|p +F (|x|, u1, . . . , un) dx under several constraints
∫
RN
Gi,j(ui) dx = ci,j . He
uses two-points rearrangements and a variant of the strong maximum principle due to
Pucci, Serrin and Zou ([16]) to prove symmetries. Assuming that F is nonincreasing in
the first variable and that ∂F
∂ui
is nondecreasing in the variables uk for k 6= i (a cooperative
condition), he shows that the superlevel sets {ui > t} for t > 0, respectively the sublevel
sets {ui < t} for t < 0, are balls. Under more restrictive conditions (F strictly decreaing
in the first variable or an assumption that depends on Lagrange multipliers associated to
minimizers - assumption that could be quite difficult to check in applications, as already
mentioned in [4]), he proves that any component of the minimizer is radially symmetric
about 0, has constant sign and is monotone in |x|. Note that whenever the arguments in
[4] lead to symmetry, they also imply monotonicity. On the other hand, in [4] there is an
example of sign-changing minimizer for a particular functional of the type considered. It
is remarkable that the results of F. Brock are valid for an arbitrary number of constraints.
However, these constraints must have a special form (because they have to be preserved
by rearrangements of functions). For instance, one cannot allow constraints of the form∫
RN
G(ui, uj) dx = constant.
We have to mention that in a series of recent papers (see [2], [15], [17] and refer-
ences therein), different new techniques were developed to study the symmetry of so-
lutions for some classes of elliptic problems. These techniques are essentially based on
foliated Schwarz rearrangements and on polarization of functions and can be used for
sign-changing solutions. They also give some monotonicity properties.
The aim of the present paper is to prove symmetry of minimizers for problem (P)
under general assumptions. We use the device of reflecting minimizers with respect to
hyperplanes introduced by O. Lopes, but we do not need unique continuation theorems.
Instead, we use in an essential way the regularity of minimizers. (To our knowledge, sym-
metry results for minimizers that may be nonsmooth were obtained only in the case of
convex functionals.) We are able to deal with several constraints, but each additional con-
straint produces the loss of one direction of symmetry; we will see later (Examples 6 and
7) that under the general conditions considered here, this is a very natural phenomenon.
In the sequel Ω denotes an open set in RN invariant under rotations (and centered at
the origin). It is not assumed that Ω is connected or bounded. We denote AΩ = {|x| | x ∈
Ω}. We consider vector-valued minimizers u : Ω −→ Rn of (P) that belong to some
function space X . Throughout F,G1, . . . Gk are real-valued functions defined on AΩ ×
Rm × [0,∞) in such a way that for any v ∈ X , the functions x 7−→ F (|x|, v(x), |∇v(x)|)
and x 7−→ Gj(|x|, v(x), |∇v(x)|), 1 ≤ j ≤ k, belong to L1(Ω).
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Let V be an affine subspace of RN . For x ∈ RN we denote by pV (x) the projection
of x onto V and by sV (x) the symmetric point of x with respect to V , that is sV (x) =
2pV (x) − x. We say that a function f defined on RN is symmetric with respect to V
if f(x) = f(sV (x)) for any x. We say that f is radially symmetric with respect to V if
there exists a function f˜ defined on V × [0,∞) such that f(x) = f˜(pV (x), |x− pV (x)|).
Let Π be a hyperplane in RN and let Π+ and Π− be the two half-spaces determined
by Π. Given a function f defined on RN , we denote
(1)
fΠ+(x) =
{
f(x) if x ∈ Π+ ∪Π,
f(sΠ(x)) if x ∈ Π−, respectively
fΠ−(x) =
{
f(x) if x ∈ Π− ∪Π,
f(sΠ(x)) if x ∈ Π+.
If f is defined on a rotation invariant subset Ω centered at the origin, Ω 6= RN , the above
definition makes sense only if Π contains the origin. We say that Π splits the constraints
in two for a function v ∈ X if
(2)
∫
Ω∩Π+
Gj(|x|, v(x), |∇v(x)|) dx =
∫
Ω∩Π−
Gj(|x|, v(x), |∇v(x)|) dx for j = 1, . . . , k.
We make the following assumptions.
A1. For any v ∈ X and any hyperplane Π containing the origin, we have vΠ+ , vΠ− ∈ X .
A2. Problem (P) admits minimizers in X and any minimizer is a C1 function on Ω.
We can now state our symmetry results.
Theorem 1. Assume that 0 ≤ k ≤ N − 2 and A1, A2 are satisfied. Let u ∈ X be
a minimizer for problem (P). There exists a k−dimensional vector subspace V in RN
such that u is radially symmetric with respect to V .
If Ω = RN and the considered functionals are invariant by translations, Theorem 1
can be improved. More precisely, consider the following particular case of (P):
(P ′)
minimize E(u) :=
∫
RN
F (u(x), |∇u(x)|) dx subject to k constraints
Qj(u) =
∫
RN
Gj(u(x), |∇u(x)|) dx = λj , j = 1, . . . , k.
In this case assumption A1 is replaced by
A1.’ For any v ∈ X and any affine hyperplane Π in RN we have vΠ+ , vΠ− ∈ X .
The following result holds.
Theorem 2. Assume that 1 ≤ k ≤ N − 1, A1’ and A2 are satisfied and there exists
j ∈ {1, . . . , k} such that λj 6= 0. Let u ∈ X be a minimizer for problem (P ′). There exists
a (k − 1)−dimensional affine subspace V in RN such that u is radially symmetric with
respect to V .
If (P ′) involves only one constraint, Theorem 2 implies that any minimizer is radial
with respect to some point.
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In applications, assumptions A1 or A1’ are usually easy to check. On the con-
trary, assumption A2 requires much more attention. In most applications, under suit-
able growth and smoothness assumptions on the functions F,G1, . . . , Gk, the functionals
E,Q1, . . . , Qk are differentiable on X and the minimizers satisfy Euler-Lagrange equa-
tions (however, this is not always the case: see [1] for examples of minimizers that do not
satisfy Euler-Lagrange equations). Very often the Euler-Lagrange equations are, in fact,
quasilinear elliptic systems. Many efforts have been made during the last 50 years, since
the pioneer work of de Giorgi, Nash and Moser, to study the regularity of solutions of
such systems and there is a huge literature devoted to the subject. Important progress
has been made and various sufficient conditions that guarantee the regularity of solutions
have been given. It would exceed the scope of the present paper to resume these works, or
even to give here a significant list of conditions that ensure the regularity of minimizers.
For these issues (and also for historical notes) we refer the reader to the standard books
[5, 7, 8, 9, 10, 14] and references therein.
In the next section we give the proofs of Theorems 1 and 2. We end this paper by
some remarks and examples which show that, under the general conditions considered
here, our results are optimal even for scalar-valued minimizers.
2 Proofs
Proof of Theorem 1. Consider first the case 1 ≤ k ≤ N−2. For v ∈ RN , v 6= 0, denote
Πv = {x ∈ RN | x.v = 0}, Π+v = {x ∈ RN | x.v > 0} and Π−v = {x ∈ RN | x.v < 0}. For
j = 1, . . . , k, we define ϕj : S
N−1 −→ R by
ϕj(v) =
∫
Π+v ∩Ω
Gj(|x|, u(x), |∇u(x)|) dx−
∫
Π−v ∩Ω
Gj(|x|, u(x), |∇u(x)|) dx.
It is obvious that ϕj(−v) = ϕj(v) and it follows immediately from Lebesgue’s dominated
convergence theorem that each ϕj is continuous on S
N−1. We will use the following
well-known result (see, e.g., [18], Theorem 9 p. 266):
Borsuk-Ulam Theorem. Given a continuous map f : Sn1 −→ Rn2 with n1 ≥ n2 ≥ 1,
there exists x ∈ Sn1 such that f(x) = f(−x).
Equivalently, any continuous odd map f : Sn1 −→ Rn2 , n1 ≥ n2 ≥ 1, must vanish.
We use the Borsuk-Ulam theorem for the odd continuous map Φ = (ϕ1, . . . , ϕk) :
SN−1 −→ Rk and we infer that there exists e1 ∈ SN−1 such that Φ(e1) = 0, that is Πe1
splits the constraints in two for the minimizer u.
Our aim is to show that u is symmetric with respect to Πe1 . We denote u1 = uΠ−e1
and u2 = uΠ+e1
the two reflected functions obtained from u as in (1). By A1 we have
u1, u2 ∈ X . Since Πe1 splits the constraints in two, a simple change of variables shows
that
∫
Ω
Gj(|x|, u1(x), |∇u1(x)|) dx = 2
∫
Π−v ∩Ω
Gj(|x|, u1(x), |∇u1(x)|) dx = λj for any j ∈
{1, . . . , k}, that is u1 satisfies the constraints. In the same way u2 satisfies the constraints.
Since u is a minimizer for (P), we must have E(u1) ≥ E(u) and E(u2) ≥ E(u). On the
other hand, we get
E(u1) + E(u2) = 2
∫
Π−v ∩Ω
F (|x|, u1(x), |∇u1(x)|) dx+ 2
∫
Π+v ∩Ω
F (|x|, u1(x), |∇u1(x)|) dx
= 2E(u).
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Thus necessarily E(u1) = E(u2) = E(u) and u1, u2 are also minimizers for problem (P).
Moreover, they are symmetric with respect to Πe1 .
Now let us consider the minimizer u1. We define ψj : S
N−1 −→ R by
ψj(v) =
∫
Π+v ∩Ω
Gj(|x|, u1(x), |∇u1(x)|) dx−
∫
Π−v ∩Ω
Gj(|x|, u1(x), |∇u1(x)|) dx.
As previously, it is not hard to see that ψj is a continuous odd mapping on S
N−1,
1 ≤ j ≤ k. In particular, the restriction of Ψ = (ψ1, . . . , ψk) to SN−1∩Πe1 is a continuous
odd mapping from this space to Rk. Since SN−1 ∩ Πe1 can be identified to SN−2 and
k ≤ N − 2, we may use the Borsuk-Ulam theorem again and we infer that there exists
e2 ∈ SN−1 ∩ Πe1 such that Ψ(e2) = 0, i.e. Πe2 splits the constraints in two for the
minimizer u1. We denote u1,1 = (u1)Π−e2
and u1,2 = (u1)Π+e2
the functions obtained from
u1 by the reflection procedure (1). Arguing as previously, we infer that u1,1 and u1,2
belong to X , satisfy the constraints and are minimizers for problem (P). Moreover, they
are symmetric with respect to Πe1 and with respect to Πe2 . Next we use the following:
Lemma 3. Let w ∈ X be a minimizer for (P). Assume that A1, A2 are satisfied and
there exists a vector subspace V of RN of dimension m ≤ N−2 such that any hyperplane
containing V splits the constraints in two for w. Then w is radially symmetric with
respect to V .
Proof. Let B1 = {b1, . . . , bm} be an orthonormal basis in V . Fix a hyperplane Π
containing V . We extend B1 to an orthonormal basis B = {b1, . . . , bN} in RN in such a
way that Π = ΠbN = b
⊥
N . We denote by (x1, . . . , xN ) the coordinates of a point x with
respect to B. Let w1 = wΠ−
bN
and w2 = wΠ+
bN
. Clearly w1, w2 ∈ X by A1. By the
assumption of Lemma 3, ΠbN splits the constraints in two for w and this implies that w1
and w2 satisfy the constraints. As before we have E(w1) ≥ E(w), E(w2) ≥ E(w) and
E(w1) + E(w2) = 2E(w), thus necessarily E(w1) = E(w2) = E(w) and w1, w2 are also
minimizers. By A2 we have w,w1, w2 ∈ C1(Ω). Since w1 is symmetric with respect to
the xN variable, we have
∂w1
∂xN
(x1, . . . , xN−1, 0) = 0 whenever (x1, . . . , xN−1, 0) ∈ Ω. But
w(x) = w1(x) for xN < 0, therefore
(3)
∂w
∂xN
(x1, . . . , xN−1, 0) = lim
s↑0
∂w
∂xN
(x1, . . . , xN−1, s)
= lim
s↑0
∂w1
∂xN
(x1, . . . , xN−1, s) =
∂w1
∂xN
(x1, . . . , xN−1, 0) = 0
for (x1, . . . , xN−1, 0) ∈ Ω, i.e. the derivative of w in the direction orthogonal to Π vanishes
on Ω ∩Π. Thus we have proved that for any hyperplane Π containing V , we have
(4)
∂w
∂n
(x) = 0 for any x ∈ Ω ∩Π, where n is the unit normal to Π.
We pass to spherical coordinates in the last N −m variables in RN , i.e. we use vari-
ables (r, θ1, . . . , θN−m−1) instead of (xm+1, . . . , xN ), where r =
(
x2N−m+1 + . . .+ x
2
N
) 1
2
and θ1, . . . θN−m−1 are the angular variables. Then (4) is equivalent to ∂w∂θj = 0 on Ω
for j = 1, . . . , N − m − 1. We infer that w does not depend on θ1, . . . , θN−m+1, i.e.
there exists some function w˜ depending only on x1, . . . , xm, r such that w(x1, . . . , xN ) =
w˜(x1, . . . , xm, r) on Ω and Lemma 3 is proved. 2
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Now come back to the proof of Theorem 1. Clearly, any x ∈ RN has a unique
decomposition x = x1e1 + x2e2 + x
′, where x1, x2 ∈ R and x′ ∈ {e1, e2}⊥. Since u1,1 and
u1,2 are symmetric with respect to Πe1 and with respect to Πe2 , we have u1,i(x1e1+x2e2+
x′) = u1,i(x1e1 − x2e2 + x′) = u1,i(−x1e1 − x2e2 + x′). Let Π be a hyperplane containing
{e1, e2}⊥. It is obvious that the transform x1e1 + x2e2 + x′ 7−→ −x1e1 − x2e2 + x′ is a
one-to-one correspondence between Π+ and Π− and a simple change of variables gives∫
Π+∩Ω
Gj(|x|, u1,i(x), |∇u1,i(x)|) dx =
∫
Π−∩Ω
Gj(|x|, u1,i(x), |∇u1,i(x)|) dx, j = 1, . . . , k,
hence Π splits the constraints in two for u1,i, i = 1, 2. By Lemma 3, we infer that u1,i are
radially symmetric with respect to {e1, e2}⊥, i.e. u1,i(x1e1+x2e2+x′) = u˜1,i(
√
x21 + x
2
2, x
′)
for some functions u˜1,1 and u˜1,2. On the other hand, u1,1(x) = u1(x) = u1,2(x) for any
x ∈ Πe2 ∩ Ω, that is u˜1,1(|x1|, x′) = u˜1,2(|x1|, x′) whenever x1e1 + x′ ∈ Ω . We conclude
that necessarily u˜1,1 = u˜1,2 and u1,1(x) = u1(x) = u1,2(x) for any x ∈ Ω, thus u1 is
radially symmetric with respect to {e1, e2}⊥.
Similarly there exists v2 ∈ SN−1 ∩ e⊥1 such that Πv2 splits the constraints in two for
u2 and we infer that u2 is radially symmetric with respect to {e1, v2}⊥. We use this
information together with the fact that u1 = u = u2 on Ω ∩ Πe1 to prove the symmetry
of u.
If v2 is colinear to e2, i.e. v2 = ±e2, we may assume that v2 = e2. Using the symmetry
of u1, u2 and the fact that u1 = u = u2 on Ω∩Πe1 , we obtain as above that u1 = u2 = u
on Ω, hence u is radially symmetric with respect to {e1, e2}⊥.
If v2 and e2 are not colinear, Span{e1, e2, v2} is a three-dimensional subspace. Let
{e4, . . . , eN} be an orthonormal basis in {e1, e2, v2}⊥. We choose e3 and v3 in such
a way that B = {e1, e2, e3, . . . , eN} and B′ = {e1, v2, v3, e4, . . . , eN} are orthonormal
basis in RN with the same orientation. Then there exists θ ∈ (0, π) ∪ (π, 2π) such
that v2 = cos θ e2 + sin θ e3 and v3 = − sin θ e2 + cos θ e3. Given a point x ∈ RN , we
denote by (x1, x2, . . . , xN ) its coordinates with respect to B. It is clear that (x1, y2 =
cos θ x2 + sin θ x3, y3 = − sin θ x2 + cos θ x3, x4, . . . , xN ) are the coordinates of x with
respect to B′.
Fix re3 +
∑N
j=4 xjej ∈ Ω ∩ e⊥1 and denote
ϕ(t) = ϕr,x4,...,xN (t) = u(r cos t e2 + r sin t e3 +
N∑
j=4
xjej).
Clearly, ϕ is C1 and 2π−periodic on R. Since the restriction of u = u1 to Ω ∩ e⊥1 is
symmetric with respect to Re2, we get
(5) ϕ(t) = u(−r cos t e2 + r sin t e3 +
N∑
j=4
xjej) = ϕ(π − t).
The restriction of u = u2 to Ω ∩ e⊥1 is also symmetric with respect to Rv2, therefore
(6)
ϕ(t) = u(r(cos t cos θ + sin t sin θ) v2 + r(sin t cos θ − cos t sin θ)v3 +
∑N
j=4 xjej)
= u2(r cos(t− θ) v2 + r sin(t− θ) v3 +
∑N
j=4 xjej)
= u2(−r cos(t− θ) v2 + r sin(t− θ) v3 +
∑N
j=4 xjej)
= u2(r cos(π − (t− θ)) v2 + r sin(π − (t− θ)) v3 +
∑N
j=4 xjej)
= ϕ(π + 2θ − t) = ϕ(t− 2θ) by (5).
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Hence any of the functions ϕr,x4,...,xN admits 2π and 2θ as periods. The following situa-
tions may occur:
Case 1: θ
π
∈ R \Q. The set {2nθ + 2kπ | n, k ∈ Z} is dense in R and any number
in this set is a period for ϕr,x4,...,xN . Since ϕr,x4,...,xN is continuous, we infer that it is
constant. This is equivalent to u(
∑N
j=2 xjej) = u(
√
x22 + x
2
3 e2 +
∑N
j=4 xjej) whenever∑N
j=2 xjej ∈ Ω ∩ e⊥1 . With the above notation, using the symmetry properties of u1 and
u2 we have for any x ∈ Ω,
u1(x) = u1(
√
x21 + x
2
2 e2 +
N∑
j=3
xjej) = u(
√
x21 + x
2
2 + x
2
3 e2 +
N∑
j=4
xjej)
and
u2(x) = u2(
√
x21 + y
2
2 v2 + y3v3 +
∑N
j=4 xjej) = u(
√
x21 + y
2
2 v2 + y3v3 +
∑N
j=4 xjej)
= u(
√
x21 + y
2
2 + y
2
3 e2 +
∑N
j=4 xjej) = u(
√
x21 + x
2
2 + x
2
3 e2 +
∑N
j=4 xjej).
Consequently u = u1 = u2 on Ω and u is radially symmetric with respect to {e1, e2, e3}⊥.
Case 2: θ
π
= k
n
where k, n are relatively prime integers, k is odd and n is even, say
k = 2k1 + 1 and n = 2n1. Then π = 2n1θ − 2k1π is also a period for ϕr,x4,...,xN and this
implies
(7) u(
N∑
j=2
xjej) = u(−x2e2 − x3e3 +
N∑
j=4
xjej) whenever
N∑
j=2
xjej ∈ Ω ∩ e⊥1 .
From the symmetry of u1 and (7) we get for x1 ≤ 0:
(8)
u(
∑N
j=1 xjej) = u(
√
x21 + x
2
2 e2 +
∑N
j=3 xjej)
= u(−
√
x21 + x
2
2 e2 − x3e3 +
∑N
j=4 xjej) = u(x1e1 − x2e2 − x3e3 +
∑N
j=4 xjej).
Using the symmetry of u2 and (7), we infer that (8) also holds for x1 ≥ 0. Let Π be
a hyperplane containing {e1, e4, , . . . , eN}. It is clear that the mapping
∑N
j=1 xjej 7−→
x1e1 − x2e2 − x3e3 +
∑N
j=4 xjej is a linear isometry between Π
+ and Π−. Then (8) and
a simple change of variables show that∫
Π+∩Ω
Gℓ(|x|, u(x), |∇u(x)|) dx =
∫
Π−∩Ω
Gℓ(|x|, u(x), |∇u(x)|) dx,
for ℓ = 1, . . . , k, i.e. Π splits the constraints in two for u. Since u is a minimizer, by Lemma
3 we infer that u is radially symmetric with respect to Span{e1, e4, . . . , eN}. In particular,
the restriction of u to Ω∩ e⊥1 is radially symmetric with respect to Span{e4, . . . , eN}. As
in case 1, this implies that u is radially symmetric with respect to Span{e4, . . . , eN}.
Case 3: θ
π
= k
n
where k, n are relatively prime integers, k is even and n is odd, say
k = 2k1 and n = 2n1 + 1. Then θ = 2k1π − 2n1θ is a period for ϕr,x4,...,xN . By (5)
we get ϕr,x4,...,xN (t) = ϕr,x4,...,xN (π − t) = ϕr,x4,...,xN (θ + π − t). This means that for∑N
j=2 xjej ∈ Ω we have
(9) u(
N∑
j=2
xjej) = u(−(x2 cos θ + x3 sin θ)e2 + (−x2 sin θ + x3 cos θ)e3 +
N∑
j=4
xjej).
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In other words, for fixed x′′ ∈ Span{e4, . . . , eN}, the function x2e2 + x3e3 7−→ u(x2e2 +
x3e3 + x
′′) is symmetric with respect to Rw, where w = cos( θ+π2 )e2 + sin(
θ+π
2 )e3. Note
that the symmetry of Span{e1, e2, e3} with respect to Rw is a linear isometry of matrix
A =
 −1 0 00 − cos θ − sin θ
0 − sin θ cos θ
 with respect to the basis {e1, e2, e3}. We show that for
any x ∈ Ω we have
(10) u(x) = u(Sx),
where Sx = −x1e1−(x2 cos θ+x3 sin θ)e2+(−x2 sin θ+x3 cos θ)e3+
∑N
j=4 xjej . It suffices
to consider the case x1 ≤ 0. By using the symmetry of u1, u2 and (9) we get
u(x) = u1(x) = u(
√
x21 + x
2
2 e2 +
∑N
j=3 xjej)
= u(−(
√
x21 + x
2
2 cos θ + x3 sin θ)e2 + (−
√
x21 + x
2
2 sin θ + x3 cos θ)e3 +
∑N
j=4 xjej)
and
u(Sx) = u2(Sx) = u2(−x1e1 − x2v2 + x3v3 +
∑N
j=4 xjej)
= u2(−
√
x21 + x
2
2 v2 + x3v3 +
∑N
j=4 xjej)
= u(−
√
x21 + x
2
2(cos θ e2 + sin θ e3) + x3(− sin θ e2 + cos θ 3) +
∑N
j=4 xjej),
hence u(x) = u(Sx). Let Π be a vector hyperplane containing w, e4, . . . , eN . It is easy to
see that S is a linear isometry of RN mapping Ω ∩ Π− onto Ω ∩ Π+. Using (10) and a
change of variables, we find that Π splits the constraints in two for u. By Lemma 3 we
infer that u is radially symmetric with respect to Span{w, e4, . . . , eN}.
In fact, since u1 is radially symmetric with respect to Span{e3, e4, . . . , eN} and
Span{w, e4, . . . , eN}, it can be proved that u1 is radially symmetric with respect to
Span{e4, . . . , eN}. Similarly u2 is radially symmetric with respect to Span{e4, . . . , eN}
and then it is clear that u has the same property. We omit the proof because we will not
make use of this observation.
Case 4: θ
π
= k
n
where k, n are relatively prime odd integers, say k = 2k1 + 1 and
n = 2n1 + 1. Then θ − π = 2k1π − 2n1θ is a period for ϕr,x4,...,xN . By (5) we have
ϕr,x4,...,xN (t) = ϕr,x4,...,xN (π − t) = ϕr,x4,...,xN (θ − t), that is
(11) u(x) = u((x2 cos θ + x3 sin θ)e2 + (x2 sin θ − x3 cos θ)e3 +
N∑
j=4
xjej)
for any x =
∑N
j=2 xjej ∈ Ω ∩ e⊥1 . Proceeding as in case 3, we prove that u is radially
symmetric with respect to Span{w′, e4, . . . , eN}, where w′ = cos θ2 e2 + sin θ2 e3. (In fact,
it can be proved that u is radially symmetric with respect to Span{e4, . . . , eN}).
Note that in either case it follows that u is symmetric with respect to Πe1 . Thus we
have proved that whenever e1 ∈ SN−1 satisfies Φ(e1) = 0, u is symmetric with respect
to Πe1 . Assume that e1, . . . , eℓ ∈ SN−1 are mutually orthogonal, satisfy Φ(e1) = . . . =
Φ(eℓ) = 0 and ℓ ≤ N − k− 1. It is clear that Sℓ = SN−1 ∩ {e1, . . . , eℓ}⊥ can be identified
to SN−ℓ−1 and the restriction of Φ to Sℓ is an odd, continuous function from Sℓ to
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Rk. Using the Borsuk-Ulam theorem we infer that there exists eℓ+1 ∈ Sℓ such that
Φ(eℓ+1) = 0. By induction it follows that there exist N − k mutually orthogonal vectors
e1, . . . , eN−k ∈ SN−1 such that Φ(e1) = . . . = Φ(eN−k) = 0. We complete this set to
an orthonormal basis {e1, . . . , eN} in RN . We already know that u is symmetric with
respect to any of the hyperplanes Πe1 , . . . ,ΠeN−k . In particular, for x =
∑N
j=1 xjej ∈ Ω
we have
(12) u(x) = u(−x1e1 +
N∑
j=2
xjej) = . . . = u(−
N−k∑
j=1
xjej +
N∑
j=N−k+1
xjej).
Let Π be a (vector) hyperplane containing eN−k+1, . . . , eN . It is clear that the mapping∑N
j=1 xjej 7−→ −
∑N−k
j=1 xjej +
∑N
j=N−k+1 xjej is a linear isometry between Π+ and Π−.
Using (12), we infer that Π splits the constraints in two for u. By Lemma 3, u is radially
symetric with respect to Span{eN−k+1, . . . , eN}.
The case k = 0 is much simpler. Problem (P) consists in minimizing E on X without
constraints. Assume that u is a minimizer. Let Π be a hyperplane containing the origin
and let uΠ− , uΠ+ be the two functions obtained from u as in (1). By A1 we have
uΠ− , uΠ+ ∈ X , thus E(uΠ−) ≥ E(u) and E(uΠ+) ≥ E(u). On the other hand, E(uΠ−) +
E(uΠ+) = 2E(u), thus necessarily E(uΠ−) = E(uΠ+) = E(u) and uΠ− , uΠ+ are also
minimizers. As in the proof of Lemma 3, this implies ∂u
∂n
(x) = 0 for any x ∈ Ω∩Π, where
n is the unit normal to Π. Then passing to spherical coordinates, as in Lemma 3, we see
that u does not depend on the angular variables, i.e. u is a radial function. 2
Proof of Theorem 2. For v ∈ SN−1 and t ∈ R we denote by Πv,t the affine hyperplane
{x ∈ RN | (x − tv).v = 0} and by Π+v,t = {x ∈ RN | (x − tv).v > 0}, respectively
Π−v,t = {x ∈ RN | (x− tv).v < 0} the two half-spaces determined by Πv,t. It is clear that
Π−−v,−t = Π
+
v,t. For j = 1, . . . , k, we define ψ˜j : S
N−1 ×R −→ R by
ψ˜j(v, t) =
∫
Π+v,t
Gj(u(x), |∇u(x)|) dx−
∫
Π−v,t
Gj(u(x), |∇u(x)|) dx.
Since Gj(u, |∇u|) ∈ L1(RN ), it is a simple consequence of Lebesgue’s dominated con-
vergence theorem that ψ˜j is continuous on S
N−1 ×R. It is obvious that ψ˜j(−v,−t) =
−ψ˜j(v, t).
We claim that lim
t→∞ ψ˜j(v, t) = −
∫
RN
Gj(u(x), |∇u(x)|) dx = −λj uniformly with re-
spect to v ∈ SN−1. Indeed, fix ε > 0. There exists R > 0 such that∫
RN\B(0,R)
|Gj(u(x), |∇u(x)|)| dx < ε
2
.
For any v ∈ SN−1 and t > R we have Π+v,t ⊂ RN \B(0, R), therefore∣∣∣∣ψ˜j(v, t) + ∫
RN
Gj(u(x), |∇u(x)|) dx
∣∣∣∣ = 2∣∣∣∣∫
Π+v,t
Gj(u(x), |∇u(x)|) dx
∣∣∣∣ < ε
and the claim is proved. It is clear that lim
t→−∞ ψ˜j(v, t) = λj uniformly in v ∈ S
N−1.
We denote P = (0, . . . , 0, 1) ∈ RN+1, S = (0, . . . , 0,−1) ∈ RN+1 and we define
ψj : S
N −→ R by
ψj(x1, . . . , xN , xN+1) = ψ˜j
(
(x1, . . . , xN )
|(x1, . . . , xN )| ,
xN+1
1− |xN+1|
)
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if (x1, . . . , xN , xN+1) 6∈ {P, S}, respectively ψj(P ) = −λj and ψj(S) = λj . Then ψj is an
odd, continuous function on SN .
Consider first the case 1 ≤ k ≤ N − 2. It follows from Theorem 1 that there exist
two orthogonal vector subspaces V1 and V2 such that dim(V1) = k, V1 ⊕ V2 = RN
and u is radially symmetric with respect to V1. The set S = {(y1, . . . , yN , yN+1) ∈
SN | (y1, . . . , yN ) ∈ V1} can be identified to Sk. Since the restriction of Ψ = (ψ1, . . . , ψk)
to S ≃ Sk is continuous, odd, Rk−valued, by the Borsuk-Ulam theorem we infer that
there exists y∗ = (y∗1, . . . , y∗N , y
∗
N+1) ∈ S such that ψ(y∗) = 0. We cannot have y∗ = S
or y∗ = P because ψ(S) = −ψ(P ) = (λ1, . . . , λN ) 6= 0. Denote ek = (y
∗
1
,...,y∗
N
)
|(y∗
1
,...,y∗
N
)| and
t =
y∗
N+1
1−|y∗
N+1
| . Then ek ∈ V1, |ek| = 1 and ψ˜j(ek, t) = 0 for j = 1, . . . , k, i.e. Πek,t
splits the constraints in two for u. Choose ei, i = 1, . . . , N , i 6= k in such a way that
{e1, . . . , ek−1, ek} and {ek+1, . . . , eN} are orthonormal basis in V1, respectively in V2.
Denote u∗(x) = u(x − tek). It is clear that u∗ is a minimizer for (P ′), it is radially
symmetric with respect to V1 and the hyperplane e
⊥
k = Πek,0 splits the constraints in two
for u∗. Arguing exactly as in the proof of Theorem 1, we see that u∗ is symmetric with
respect to e⊥k . Using this fact and the radial symmetry with respect to V1, we get
(13) u∗(
N∑
i=1
xiei) = u∗(
k∑
i=1
xiei −
N∑
i=k+1
xiei) = u∗(
k−1∑
i=1
xiei −
N∑
i=k
xiei).
By (13) we infer that any (vector) hyperplane containing e1, . . . , ek−1 splits the con-
straints in two for u∗. Then Lemma 3 implies that u∗ is radially symmetric with respect
to Span{e1, . . . , ek−1}, consequently u is radially symmetric with respect to the affine
subspace tek + Span{e1, . . . , ek−1}.
Now consider the case k = N − 1. As above, there exists y∗ = (y∗1, . . . , y∗N , y∗N+1) ∈
SN \ {S, P} such that ψ(y∗) = 0. Denoting e1 = (y
∗
1
,...,y∗
N
)
|(y∗
1
,...,y∗
N
)| and t1 =
y∗
N+1
1−|y∗
N+1
| , this means
that Πe1,t1 splits the constraints in two for u. Let u1 = uΠ−e1,t1
and u2 = uΠ+e1,t1
. It is clear
that u1, u2 are also minimizers for (P ′). Since {(y1, . . . , yN+1) ∈ SN | (y1, . . . , yN ) ⊥ e1}
is homeomorphic to SN−1 and there are exactly N − 1 constraints, it is possible to
restart the prevoius process with u1 instead of u. We infer that there exists e2 ∈ e⊥1 ,
|e2| = 1 and t2 ∈ R such that Πe2,t2 splits the constraints in two for u1. Putting
u1,1 = (u1)Π−e2,t2
and u1,2 = (u1)Π+e2,t2
, we see that u1,1 and u1,2 are minimizers for (P ′) and
are symmetric with respect to Πe1,t1 and Πe2,t2 . It follows that u˜1,1 = u1,1(·− t1e1− t2e2)
and u˜1,2 = u1,2(· − t1e1 − t2e2) minimize (P ′) and are symmetric with respect to e⊥1 and
e⊥2 . Therefore any (vector) hyperplane in RN containing {e1, e2}⊥ splits the constraints
in two for u˜1,1 and for u˜1,2 and using Lemma 3 we infer that u˜1,1 and u˜1,2 are radially
symmetric with respect to {e1, e2}⊥. Since u˜1,1 = u˜1,2 on Πe2,0 = e⊥2 , we have necessarily
u˜1,1 = u˜1,2 on R
N . Therefore u1 = u˜1,1(·+ t1e1 + t2e2) is radially symmetric with respect
to the affine subspace t1e1 + t2e2 + {e1, e2}⊥.
Similarly we prove that there exist v2 ∈ e⊥1 , |v2| = 1 and s2 ∈ R such that u2 is
radially symmetric with respect to the affine subspace t1e1 + s2v2 + {e1, v2}⊥. Of course,
nothing guarantees a` priori that (e2, t2) = ±(v2, s2). The following situations may occur:
Case 1: e2 and v2 are colinear. Then we may assume that e2 = v2. There are two
subcases:
a) t2 = s2. Then u1(· − t1e1 − t2e2) and u2(· − t1e1 − t2e2) are both radially symetric
with respect to {e1, e2}⊥ and are equal on e⊥1 . We conclude that u1(·−t1e1−t2e2) = u2(·−
t1e1−t2e2), thus u = u1 = u2 is radially symmetric with respect to t1e1+t2e2+{e1, e2}⊥.
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b) t2 6= s2, say s2 > t2. The symmetry of u1 and u2 imply that there exist some
functions u˜1, u˜2 defined on [0,∞)× {e1, e2}⊥ such that
(14)
u1(x1e1 + x2e2 + x
′) = u˜1(
√
(x1 − t1)2 + (x2 − t2)2 , x′)
u2(x1e1 + x2e2 + x
′) = u˜2(
√
(x1 − t1)2 + (x2 − s2)2 , x′)
for any x1, x2 ∈ R and x′ ∈ {e1, e2}⊥. Since u1 = u2 on Πe1,t1 = t1e1 + e⊥1 , it follows that
(15) u˜1(|x2 − t2| , x′) = u˜2(|x2 − s2| , x′)
for any x2 ∈ R and x′ ∈ {e1, e2}⊥. In particular, (15) implies that for fixed x′ ∈ {e1, e2}⊥,
u˜1(·, x′) and u˜2(·, x′) are periodic of period a = 2(s2 − t2). Passing to cylindrical coordi-
nates x1 = t1 + r cos θ, x2 = t2 + r sin θ, x
′ and using Fubini’s theorem we have
(16)
∫
Π−e1,t1
Gj(u(x), |∇u(x)|) dx =
∫
Π−e1,t1
Gj(u1(x), |∇u1(x)|) dx
=
∫ ∞
0
∫ 3pi
2
pi
2
∫
{e1,e2}⊥
Gj(u˜1(r, x
′), |∇u˜1(r, x′)|) dx′ dθ r dr
= π
∫ ∞
0
∫
{e1,e2}⊥
Gj(u˜1(r, x
′), |∇u˜1(r, x′)|) dx′ r dr.
Let hj(r) =
∫
{e1,e2}⊥
Gj(u˜1(r, x
′), |∇u˜1(r, x′)|) dx′. The function hj is well-defined for
a.e. r ≥ 0, measurable, periodic of period a, and π
∫ ∞
0
rhj(r) r = λj/2. By period-
icity we have
∫ (n+1)a
na
rhj(r) dr = na
∫ a
0
hj(r) dr +
∫ a
0
rhj(r) dr, thus
∫ na
0
rhj(r) dr =
n(n−1)
2 a
∫ a
0
hj(r) dr + n
∫ a
0
rhj(r) dr. It follows that necessarily
∫ a
0
hj(r) dr = 0 and∫ a
0
rhj(r) dr = 0 and this implies
∫ ∞
0
rhj(r) dr = 0, i.e. λj = 0 for any j, contrary to
the assumptions of Theorem 2. Consequently the case 1 b) may never occur.
Case 2: e2 and v2 are not colinear. It is then clear that the space Span{e1, e2, v2} is
3−dimensional (thus N ≥ 3). Let {e4, . . . , eN} be an orthonormal basis of {e1, e2, v2}⊥.
We choose e3 and v3 in such a way that B = {e1, . . . , eN} and B′ = {e1, v2, v3, e4, . . . , eN}
are orthonormal basis in RN with the same orientation. There exists θ ∈ (0, π) ∪ (π, 2π)
such that v2 = cos θ e2 + sin θ e3 and v3 = − sin θ e2 + cos θ e3. Since sin θ 6= 0, there
exist some α, β ∈ R such that t2e2 + αe3 = s2v2 + βv3. Let y = t1e1 + t2e2 + αe3. We
denote u∗ = u(· − y), u∗1 = u1(· − y) and u∗2 = u2(· − y). It is obvious that u∗, u∗1 and u∗2
are minimizers for (P ′), u∗1 is radially symmetric with respect to Span{e3, . . . , eN}, u∗2
is radially symmetric with respect to Span{v3, e4, . . . , eN}, u∗ = u∗1 on Π−e1,0 ∪Πe1,0 and
u∗ = u∗2 on Π
+
e1,0
∪Πe1,0. Proceeding as in the proof of Theorem 1 we show that either u∗
is radially symmetric with respect to Span{e4, . . . , eN}, or there exists w ∈ Span{e2, e3},
such that u∗ is radially symmetric with respect to Span{w, e4, . . . , eN}. In any case it
follows that u is radially symmetric with respect to an affine subspace of dimension at
most k − 1 = N − 2. This completes the proof of Theorem 2. 2
3 Remarks and examples
Remark 4. If Ω is connected and a unique continuation principle is available for
minimizers, the proofs in the preceding section can be considerably simplified. Moreover,
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it is possible to deal with N−1 constraints in Theorem 1, respectively with N constraints
in Theorem 2 (but this is of quite limited interest in applications because we get only
symmetry with respect to a hyperplane).
For example, consider the problem (P1) of minimizing
E(u) =
∫
Ω
1
2
|∇u|2 + F (u) dx in H1(Ω,Rm) (or in H10 (Ω,Rm))
under the constraints Qj(u) =
∫
Ω
Gj(u) dx = λj , 1 ≤ j ≤ k and the following standard
assumptions:
H1. F,G1, . . . , Gk ∈ C2(Rm,R), F (0) = Gj(0) = 0, ∇F (0) = ∇Gj(0) = 0, and
|∇F (u)| ≤ C|u|p, |∇Gj(u)| ≤ C|u|p for |u| ≥ 1, where p < N + 2
N − 2 .
H2. If u ∈ H1(Ω,Rm) (respectively u ∈ H10 (Ω,Rm)) is nonconstant and∑k
j=1 αj∇Gj(u) =
∑k
j=1 βj∇Gj(u) on Ω, then αj = βj for j = 1, . . . , k.
Suppose that u is a minimizer for (P1) and a hyperplane Π (with 0 ∈ Π if Ω 6= RN )
splits the contraints in two for u. As before, it follows easily that the functions uΠ− and
uΠ+ are minimizers for (P1). Thus u and uΠ− satisfy the Euler-Lagrange equations
(17) −∆u+∇F (u) +
k∑
j=1
αj∇Gj(u) = 0 in Ω, respectively
(18) −∆uΠ− +∇F (uΠ−) +
k∑
j=1
βj∇Gj(uΠ−) = 0 in Ω
for some α1, . . . , αk, β1, . . . , βk ∈ R. By standard regularity theory we get u, uΠ− ∈
W 2,q(Ω) for any q ∈ [2,∞). In particular, u, uΠ− ∈ C1,α(Ω) for α ∈ [0, 1), and u, uΠ−
as well as their derivatives are bounded on Ω. If u is constant on Ω∩Π−, it follows form
(17) and the unique continuation principle (see [11]) that u is constant on Ω. Otherwise,
from (17) and (18) we obtain
∑k
j=1 αj∇Gj(u) =
∑k
j=1 βj∇Gj(u) on Ω ∩ Π− and by H2
we infer that αj = βj , j = 1, . . . , k. Denoting w = u− uΠ− , (17) and (18) imply that w
satisfies
−∆w +A(x)w = 0 in Ω,
where A ∈ L∞(Ω,Mm(R)). Since w = 0 in Ω∩Π−, by the unique continuation principle
we find w = 0 in Ω, i.e. u = uΠ− and u is symmetric with respect to Π. Hence we have
proved that u is symmetric with respect to any hyperplane that splits the constraints in
two. The rest of the proof is as in the preceding section.
Note that a nondegeneracy hypothesis like H2 is needed to use a unique continuation
principle.
Remark 5. In Theorems 1 and 2, any supplementary constraint in the minimization
problem produces the loss of one direction of symmetry for minimizers. Under the general
assumptions made there, this loss of symmetry cannot be avoided, as it can be seen in
the following simple examples.
Example 6. i) Let Ω be either a ball or an annulus in RN , centered at the origin.
Consider F,G ∈ C2(R,R) satisfying assumption H1 in Remark 4 and such that the
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problem (P1) of minimizing E1(u) =
∫
Ω
1
2 |∇u|2 + F (u) dx in H1(Ω) under the constraint∫
Ω G(u) dx = λ admits a nonconstant solution u∗. It has been shown in [12] that u∗
cannot be radially symmetric about 0 (but, of course, u∗ is radially symmetric with
respect to a line passing through 0). Consider the problem
(Pk)
minimize Ek(u) =
∫
Ω
1
2
|∇u|2 + F (u1) + . . .+ F (uk) dx,
under the constraints
∫
Ω
G(uj) dx = λ, j = 1, . . . , k,
where u = (u1, . . . , uk) ∈ H1(Ω,Rk). It is clear that u = (u1, . . . , uk) is a solution of (Pk)
if and only if each uj is a solution of (P1). If R1, . . . , Rk are rotations in RN , the function
u(x) = (u∗(R1x), . . . , u∗(Rkx)) is a solution of (Pk). We infer that there are minimizers
of (Pk) that are not radially symmetric with respect to any (k − 1)−dimensional vector
subspace of RN .
ii) Consider two functions F,G ∈ C2(R,R) satisfying assumption H1 in Remark 4
and λ ∈ R∗ such that the problem (P ′1) consisting in minimizing E˜1(u) =
∫
RN
1
2 |∇u|2 +
F (u) dx in H1(RN ) under the constraint
∫
RN
G(u) dx = λ admits a nonconstant solution
u˜. It folows immediately from Theorem 2 that u˜ is radially symmetric with respect to
a point; we may assume that it is radially symmetric about the origin. It is easy to see
that u = (u1, . . . , uk) ∈ H1(RN ,Rk) is a solution of the problem
(P ′k)
minimize E˜k(u) =
∫
RN
1
2
|∇u|2 + F (u1) + . . .+ F (uk) dx,
under the constraints
∫
RN
G(uj) dx = λ, j = 1, . . . , k,
in H1(RN ,Rk) if and only if each uj is a solution of (P ′1). Therefore for any y1, . . . , yk ∈
RN , the function u = (u1(· + y1), . . . , uk(· + yk)) is a solution for (P ′k). Obviously, this
minimizer is radially symmetric with respect to some (k−1)−dimensional affine subspace
but, in general, it is not radially symmetric with respect to any affine subspace of lower
dimension.
In Example 6, the loss of symmetry comes from the fact that problems (Pk) and (P ′k)
are decoupled: they can be decomposed into k independent scalar problems, each of them
being rotation (respectively translation) invariant. It is then natural to ask whether in
general problems like (P) or (P ′) the loss of directions of symmetry could exceed the
number of components of minimizers. The answer is affirmative, as it can be seen in the
next example which shows that, in general, the result of Theorem 2 is optimal even for
scalar-valued minimizers.
Example 7. We construct here a minimization problem of the form (P ′) involving two
constraints and whose real-valued minimizers are not radial with respect to a point (of
course, these minimizers are axially symmetric). This example relies on the existence of
a nonnegative minimizer with compact support for a problem involving one constraint.
A similar construction has already been used in [4].
Let f ∈ C(R)∩C1(0,∞) be a real-valued function satisfying the following conditions:
C1. f(s) = 0 on (−∞, 0] and f(s) = sα for s ∈ (0, 1], where α ∈ (0, 1).
C2. The function F (s) :=
∫ s
0 f(τ) dτ has compact support.
C3. There exists ζ > 0 such that F (ζ) < 0.
13
Let N ≥ 3 and X = D1,2(RN ) ∩ L1+α(RN ). We introduce the functionals T (u) =∫
RN
|∇u|2 dx and V (u) =
∫
RN
F (u(x)) dx. It is clear that F (u) ∈ L1(RN ) for any u ∈ X
and T, V are well-defined, C1 functionals on X . We consider the minimization problem:
(M1) minimize T (u) in X subject to the constraint V (u) = −1.
We denote I = inf{T (u) | u ∈ X , V (u) = −1} and we proceed in several steps.
Step 1. We have I > 0 and problem (M1) has a minimizer u∗ ∈ X . The proof of this
fact is a straightforward modification of the proof of Theorem 2 in [3] or of the proof of
Theorem 1 in [6], so we omit it.
Step 2. Any minimizer u of (M1) is nonnegative, bounded, C1, has compact support
and satisfies the equation −∆u+ β0f(u) = 0 in D′(RN ), where β0 = N−22N I.
Let u+ = max(u, 0) and u− = max(−u, 0). Then u+, u− ∈ X , V (u+) = V (u) = −1
and T (u) = T (u+)+T (u−) ≥ T (u+). Since u is a minimizer, we must have T (u+) = T (u)
and T (u−) = 0, hence u− = 0 in D1,2(RN ), that is u ≥ 0 a.e. Take C > 0 such that
supp(F ) ⊂ [0, C] and denote u0 = min(u,C), uC = max(u − C, 0). It is obvious that
u0, uC ∈ X , u = u0 + uC , V (u0) = V (u) = −1 and T (u) = T (u0) + T (uC). As above we
infer that T (uC) = 0, consequently uC = 0 in D1,2(RN ) and u ≤ C a.e.
Since T and V are C1 functionals on X , it is easy to see that u satisfies an Euler-
Lagrange equation T ′(u) + 2βV ′(u) = 0 in X ′ for some β ∈ R and this implies
(19) −∆u+ βf(u) = 0 in D′(RN ).
Since u ∈ L∞(RN ) and f is continuous, by standard elliptic estimates it follows that
u ∈ W 2,ploc (RN ) for any p ∈ (1,∞), thus u ∈ C1,γloc (RN ) for γ ∈ [0, 1). In particular, u is
C1.
It is standard to prove that u satisfies the Pohozaev identity (N−2)T (u)+2βNV (u) =
0 (to see this, it suffices to multiply (19) by χ(x
n
)
∑N
i=1 xi
∂u
∂xi
, where χ ∈ C∞c (RN ) is such
that χ ≡ 1 on B(0, 1), to integrate by parts and then to pass to the limit as n −→ ∞).
Since V (u) = −1 and T (u) = I, we find β = N−22N I = β0 > 0.
Let v(x) = u( x√
β0
). Then v ∈ C1(RN ), v ≥ 0 and v satisfies the equation
−∆v + f(v) = 0 in D′(RN ).
Moreover, we have
∫ 1
0
1
(F (s))
1
2
ds = (α+1)
1
2
∫ 1
0
1
s
α+1
2
ds <∞. Thus we may use Theorem
2 p. 773 in [16] and we infer that v has compact support. Hence u has compact support.
Step 3. Any minimizer u of (M1) is radially symmetric with respect to a point.
Indeed, steps 1 and 2 show that (M1) satisfies assumptions A1’ and A2 in Introduction,
hence the radial symmetry of minimizers follows from Theorem 2. Note that the unique
continuation principle is not valid for minimizers of (M1), therefore the method in [11]
cannot be used to prove their radial symmetry.
Step 4. Construction of nonradial minimizers for a minimization problem involving
two constraints.
We introduce the functional W (u) =
∫
RN
F (−u(x)) dx. Clearly, W is well-defined
and C1 on X . We consider the minimization problem:
(M2) minimize T (u) in X subject to the constraints V (u) = −1 and W (u) = −1.
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We claim that u ∈ X is a solution of (M2) if and only if u+ and u− are solutions of
(M1).
To see this, let u∗ be a minimizer of (M1), radially symmetric with respect to the
origin. Let R > 0 be such that supp(u∗) ∈ B(0, R). For y ∈ RN \ B(0, 2R), we
put uy(x) = u∗(x) − u∗(x + y). It is obvious that V (uy) = V (u∗) = −1, W (uy) =
V (u∗(·+ y)) = −1 and T (uy) = T (u∗) + T (u∗(·+ y)) = 2I.
For any u ∈ X satisfying V (u) = W (u) = −1 we have V (u+) = V (u) = −1 and
V (u−) = W (u) = −1, hence T (u+) ≥ I and T (u−) ≥ I, consequently T (u) ≥ 2I. We
conclude that for any |y| ≥ 2R, uy is a minimizer of (M2). Moreover, a function u ∈ X
can solve (M2) if and only if V (u+) = V (u−) = −1 and T (u+) = T (u−) = I, i.e. if and
only if u+ and u− solve (M1).
As in step 2 we infer that all minimizers of (M2) are C1. Thus (M2) satisfies the
assumptions A1’ and A2 and Theorem 2 implies that all minimizers of (M2) are axially
symmetric. Since u∗ is radial with respect to the origin, it is clear that any of the
minimizers uy is axially symmetric with respect to the line Oy, but is not radial about a
point. Hence (M2) admits nonradial minimizers.
In fact, with some extra work it can be proved that the suport of any minimizer of
(M1) is precisely a ball. If u is a minimizer of (M2), supp(u) = supp(u+) ∪ supp(u−)
is the union of two balls with disjoint interiors. Therefore no minimizer of (M2) can be
radially symmetric.
In some particular cases, however, minimizers may have more symmetry than provided
by Theorems 1 and 2, as it can be seen in the following example.
Example 8. Consider the problem of minimizing E(u) =
∫
R
1
2 |u′(x)|2 + F (u(x)) dx in
H1(R), under an arbitrary number of constraints
∫
R
Gj(u(x)) dx = λj , 1 ≤ j ≤ k. We
assume that the functions F,G1, . . . , Gj satisfy the assumption H1 in Remark 4.
In this case Theorem 2 gives no information about the minimizers. However, if the
problem above admits minimizers, any of them must be symmetric with respect to a
point. Indeed, let u be a nonconstant minimizer. Then it satisfies an Euler-Lagrange
equation
(20) −u′′ + F ′(u) + α1G′1(u) + . . .+ αkG′k(u) = 0 in R.
It follows easily from (20) that u ∈ C2(R,R). Since u(x) −→ 0 as x −→ ±∞, u achieves
its maximum or its minimum at some point a ∈ R and consequently u′(a) = 0. Let
u˜(x) = u(2a − x). Then u˜ satisfies (20) and u˜(a) = u(a), u˜′(a) = u′(a) = 0. Since
the Cauchy problem associated to (20) has unique solution, we have u = u˜, i.e. u is
symmetric about a. Moreover, we see that u must be symmetric with respect to any of
its critical points. Since u cannot be periodic, we infer that there are no other critical
points, thus u is monotonic on (−∞, a] and on [a,∞).
We have discussed in the first section an example of problem where arbitrarily many
constraints were allowed and the symmetry properties of minimizers did not depend on
the number of constraints (see [4]). This fact is due to the assumptions made on the
nonlinear term (monotonicity in |x| and cooperativity condition), that imply a strong
coupling between the components of the minimizers and prevent situations like those in
Examples 6 and 7 to occur.
Remark 9. Our results can be extended in an obvious way to minimization problems
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on cylinders. To be more specific, consider the problem (Pc) consisting in minimizing
E(u) =
∫
A
∫
Ω
F (|x|, y, u(x, y), |∇xu(x, y)|,∇yu(x, y), . . . ,∇ℓy(x, y)) dxdy
under the constraints
Qj(u) =
∫
A
∫
Ω
Gj(|x|, y, u(x, y), |∇xu(x, y)|,∇yu(x, y), . . . ,∇ℓy(x, y)) dxdy, j = 1, . . . , k,
where x ∈ Ω ⊂ RN1 , y ∈ A ⊂ RN2 , Ω is an open set invariant by rotations in RN1 and
A is a measurable set in RN2 . We assume that problem (Pc) admits minimizers in a
functional space X and the following assumptions hold:
A1c. For any w ∈ X and any hyperplane Π in RN1 containing the origin, we have
w(Π×RN2 )− , w(Π×RN2 )+ ∈ X .
A2c. For any minimizer u ∈ X and any y ∈ A, the function u(·, y) is C1 on Ω.
Note that the minimization problem may involve derivatives of any order in y and we
do not need more regularity of minimizers with respect to y than provided by the fact
that u ∈ X .
We have the following results, the proofs being similar to those of Theorems 1 and 2.
Theorem 1’. Assume that u is a minimizer for problem (Pc) in X , assumptions A1c
and A2c are satisfied and 0 ≤ k ≤ N − 2. There exists a k−dimensional vector subspace
V of RN1 such that u is radially symmetric with respect to V ×RN2.
Theorem 2’. Assume that Ω = RN1, 1 ≤ k ≤ N − 1 and the functions F , Gj
in (Pc) do not depend on x. Assume also that A2c is satisfied and A1c holds for any
affine hyperplane Π in RN1. If u is a minimizer for problem (Pc) in X , there exists a
(k − 1)−dimensional affine subspace V ⊂ RN1 such that u is radially symmetric with
respect to V ×RN2.
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Symmetry and monotonicity of least energy
solutions
Jaeyoung BYEON∗, Louis JEANJEAN† and Mihai MARIS¸‡
Abstract
We give a simple proof of the fact that for a large class of quasilinear elliptic
equations and systems the solutions that minimize the corresponding energy in the
set of all solutions are radially symmetric. We require just continuous nonlinearities
and no cooperative conditions for systems. Thus, in particular, our results cannot
be obtained by using the moving planes method. In the case of scalar equations,
we also prove that any least energy solution has a constant sign and is monotone
with respect to the radial variable. Our proofs rely on results in [15, 6] and answer
questions from [3, 12].
1 Introduction
We consider the system of partial differential equations
−div(|∇ui|p−2∇ui) = gi(u), i = 1, . . . ,m, (1)
where u = (u1, . . . , um) : R
N −→ Rm, 1 < p ≤ N , |(y1, . . . , yN )|p =
(∑N
j=1 y
2
j
) p
2 ,
gi(0) = 0 and there exists G ∈ C1(Rm \ {0},R)∩C(Rm,R) such that gi(u) = ∂G∂ui (u) for
u 6= 0.
Formally, solutions of (1) are critical points of the following energy functional
S(u) =
1
p
∫
RN
m∑
i=1
|∇ui|p dx−
∫
RN
G(u) dx.
The aim of this note is to prove, under general assumptions, that those solutions of
(1) which minimize the energy S in the set of all solutions are radially symmetric (up to
a translation in RN ). In the scalar case we also study the sign and monotonicity of these
solutions. We do not consider here the problem of existence of solutions (respectively of
least energy solutions) for (1). We believe that our results cover all situations where the
existence of a least energy solution is already known in the literature.
We begin with some definitions. Let Π be an affine hyperplane in RN , let Π+ and
Π− be the two closed half-spaces determined by Π and sΠ the symmetry with respect
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to Π (i.e. sΠ(x) = 2pΠ(x) − x, where pΠ is the orthogonal projection onto Π). Given a
function f defined on RN , we define
fΠ+(x) =
{
f(x) if x ∈ Π+
f(sΠ(x)) if x ∈ Π− , fΠ−(x) =
{
f(x) if x ∈ Π−
f(sΠ(x)) if x ∈ Π+. (2)
For σ > 0, we denote fσ(x) = f(
x
σ
). We say that a space X of functions defined on RN
is admissible if X is nonempty and
(i) X ⊂ L1loc(RN ,Rm) and measure({x | |u(x)| > α}) <∞ for any u ∈ X and α > 0;
(ii) gi(u) ∈ L1loc(RN ) for any u ∈ X and i = 1, . . . ,m;
(iii)
∑m
i=1 |∇ui|p and G(u) belong to L1(RN ) if u ∈ X ;
(iv) uσ ∈ X for any u ∈ X and σ > 0;
(v) uΠ+ , uΠ− ∈ X whenever u ∈ X and Π is an affine hyperplane in RN .
Let X be an admissible function space. We note that from (i) and (iii), G(0) = 0. A
function u ∈ X is a solution of (1) if it satisfies (1) in D′(RN ). If (1) admits solutions in
X , we say that u is a least energy solution if u is a nontrivial solution of (1) and
S(u) = inf{S(u) | u ∈ X \ {0}, u is a solution of (1)}.
We introduce the functionals
J(u) =
1
p
∫
RN
m∑
i=1
|∇ui|p dx and V (u) =
∫
RN
G(u) dx.
Clearly, these functionals are well-defined on any admissible function space. As we will
see, the least energy solutions of (1) come from the following minimization problem:
minimize J(u) in the set { u ∈ X | V (u) = λ}. (Pλ)
We shall prove that under some general conditions (see (C1)-(C3) or (D1)-(D3) below),
all least energy solutions of (1) in the set X are radially symmetric, up to a translation
in RN .
It is easy to see that J(uσ) = σ
N−pJ(u) and V (uσ) = σNV (u). If V (u) > 0 for some
u ∈ X , we have V (uσ) = 1 for σ = V (u)− 1N . Then, denoting
T = inf {J(u) | u ∈ X and V (u) = 1},
we see that
J(v) ≥ T (V (v))N−pN for any v ∈ X satisfying V (v) > 0. (3)
It is clear that u is a minimizer for problem (Pλ) above (λ > 0) if and only if uσ1 is a
minimizer for (P1), where σ1 = λ− 1N .
We assume first that 1 < p < N and the following conditions are satisfied.
(C1) T > 0 and problem (P1) has a minimizer u∗ ∈ X ;
2
(C2) Any minimizer u ∈ X of (P1) is a C1 function and satisfies the Euler-Lagrange
system of equations
−div(|∇ui|p−2∇ui) = αgi(u) in D′(RN ) (4)
for i = 1, . . . ,m and some α ∈ R;
(C3) Any solution u ∈ X of (4) (and not only any minimizer!) satisfies the Pohozaev
identity
(N − p)J(u) = αNV (u). (5)
A few comments are in order. Clearly, the most important of the conditions above is
(C1). To our knowledge, the existence of a minimizer for (P1), under sufficiently general
assumptions on the functions gi and for arbitrary m ∈ N∗ and p ∈ (1,∞), is still an
open problem. However, several particular cases have been extensively studied in the
literature. A series of papers has been devoted to the case p = 2 and fairly optimal
conditions on gi that guarantee (C1) have been found by Berestycki-Lions [1] for m = 1
and by Brezis-Lieb [3] for m ≥ 1. In the case m = 1 and 1 < p < N the existence of
a minimizer for (P1) has also been proved in [9] under general assumptions on g = g1
(similar to the assumptions in [1]). Under the conditions considered in [1] and [2], the
functionals J and V are well defined on H1(RN ) and this is clearly an admissible function
space. The settings in [3] and [9] also correspond to our assumptions.
If T > 0 and (P1) admits minimizers, in most applications it is quite standard to prove
that (C2) and (C3) hold. This is indeed the case under the assumptions in [1, 3, 9].
Next we consider the case p = N . Note that in this case the Pohozaev identity (5)
becomes αNV (u) = 0; hence any ”reasonable” solution u of (1) should satisfy V (u) = 0.
Since we are interested in nontrivial solutions, we consider the minimization problem
minimize J(u) in the set { u ∈ X \ {0} | V (u) = 0}. (P ′0)
We assume that the following conditions are satisfied.
(D1) T0 := inf{J(u) | u ∈ X , u 6= 0, V (u) = 0} > 0 and (P ′0) admits a minimizer u0;
(D2) Any minimizer u ∈ X of (P ′0) is C1 and satisfies the Euler-Lagrange equations (4)
for some α > 0;
(D3) Any solution u ∈ X of (4) (with α > 0) satisfies the Pohozaev identity V (u) = 0.
For p = N = 2, fairly optimal conditions on gi that guarantee (D1)-(D3) have been
found by Berestycki-Galloue¨t-Kavian [2] for m = 1 and by Brezis-Lieb [3] for m ≥ 1.
In the next section we show that least energy solutions are minimizers of (Pλ) for
some particular choice of λ if 1 < p < N , respectively minimizers of (P ′0) if p = N . Then
we obtain the radial symmetry of such solutions as a direct consequence of the general
results in [15] (in the case N = p, we need some extra-argument in addition to the results
in [15]).
In the third section we consider the scalar case m = 1 and we prove that least energy
solutions have constant sign and, if they tend to zero at infinity, then they are monotone
with respect to the radial variable.
In the final section we make some connections with related results of symmetry and
monotonicity in the literature. Let us just mention that, especially in the scalar case, the
symmetry and monotonicity of solutions of (1) have been studied by many authors, see
3
e.g. [11, 16, 8, 7] and references therein. In most of these works it is assumed that the
solutions are nonnegative and some further assumptions on the nonlinearity g are made.
They require, at least, g to be Lipschitz continuous and to satisfy a cooperative condition
in the case of systems.
In the present work, we do not make any additional assumptions on g, except those
that guarantee the existence of least energy solutions (basically, we need g to be merely
continuous and to satisfy some growth conditions near zero and infinity, but we do not
need any sign or monotonicity assumption; see [3] and [9]). We prove that our solutions
have constant sign and our results are valid as well for compactly supported solutions
and for solutions that do not vanish. Of course, there is a price we have to pay: our
method works only for least energy solutions, not for any nonnegative solution of (1).
2 Variational characterization and symmetry
We begin with the case 1 < p < N .
Lemma 1 Assume that 1 < p < N and the conditions (C1)-(C3) hold.
(i) Let u be a minimizer for (P1). Then uσ0 is a least action solution of (1), where
σ0 =
(
N−p
N
T
) 1
p , and S(uσ0) = p(N − p)
N
p
−1
N
−N
p T
N
p .
(ii) Let v be a least energy solution for (1). Then v is a minimizer for (Pλ), where
λ =
(
N−p
N
T
)N
p .
Proof. (i) By (C2) we know that u ∈ C1 and u satisfies (4) for some α ∈ R. Then
(5) implies (N − p)J(u) = αNV (u), which gives α = N−p
N
T > 0. It is easy to see that
uσ0 satisfies (1) for σ0 = α
1
p and
S(uσ0) = σ
N−p
0 J(u)− σN0 V (u) = σN−p0 T − σN0 = p(N − p)
N
p
−1
N
−N
p T
N
p .
Let w ∈ X , w 6= 0, be a solution of (1). By (C3) we have (N − p)J(w) = NV (w). If
J(w) = 0, we have ∇w = 0 a.e. on RN , hence w must be constant. Since measure{x ∈
RN | |w(x) > α} <∞ for any α > 0, we infer that w = 0, a contradiction. Thus J(w) > 0
and V (w) = N−p
N
J(w) > 0. On the other hand, by (3) we get J(w) ≥ T (V (w))N−pN , i.e.
J(w) ≥ T
(
N−p
N
J(w)
)N−p
N , which gives
J(w) ≥
(
N − p
N
)N−p
p
T
N
p . (6)
Combined with Pohozaev identity, this implies
S(w) = J(w)− V (w) = p
N
J(w) ≥ p(N − p)Np −1N−Np T Np = S(uσ0) (7)
and we infer that uσ0 is a least energy solution for (1).
(ii) Conversely, let v be a least energy solution for (1). Then (N − p)J(v) = NV (v)
by (C3), hence S(v) = p
N
J(v). It is obvious that the inequalities (6) and (7) above are
satisfied with w = v. On the other hand, S(v) = S(uσ0) and we infer that v must satisfy
(7) with equality sign, that is,
J(v) =
(
N − p
N
)N−p
p
T
N
p and V (v) =
N − p
N
J(v) =
(
N − p
N
)N
p
T
N
p .
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A simple scaling argument shows that v is a minimizer for (Pλ), where λ =
(
N−p
N
)N
p T
N
p ;
equivalently, vσ1 is a minimizer for (P1), where σ1 =
(
N−p
N
T
)− 1
p = σ−10 . This completes
the proof of Lemma 1. 2
The symmetry of least energy solutions will follow from Lemma 1 and a general
symmetry result in [15]. For the convenience of the reader, we recall here that result.
Theorem 2 ([15]) Let N ≥ 2. Assume that u : RN −→ Rm belongs to some function
space Y and solves the minimization problem
minimize
∫
RN
F (u(x), |∇u(x)|) dx
in the set
{
u ∈ Y
∣∣∣ ∫
RN
H(u(x), |∇u(x)|) dx = λ 6= 0
}
.
(P)
Suppose that the following conditions are satisfied:
(A1) For any v ∈ Y and any affine hyperplane Π in RN we have vΠ+ , vΠ− ∈ Y.
(A2) Problem (P) admits minimizers in Y and any minimizer is a C1 function on RN .
Then, after a translation, u is radially symmetric.
Lemma 1 implies that least energy solutions solve the minimization problem (Pλ) for
some λ > 0. Conditions (C1), (C2) and property (v) in the definition of admissible
spaces imply that (Pλ) satisfies the assumptions of Theorem 2. Thus we get:
Proposition 3 Assume that 1 < p < N and (C1)-(C3) hold. Then (1) admits a least
energy solution and each least energy solution is radially symmetric (up to a translation
in RN ).
Now we turn our attention to the case p = N .
Proposition 4 Assume that p = N and (D1)-(D3) hold. Then (1) admits a least
energy solution and any least energy solution solves (P ′0).
Moreover, if we assume that G is either negative or positive in some ball BRm(0, ε) \
{0} and u ∈ X is a least energy solution such that u(x) −→ 0 as |x| −→ ∞, then u is
radially symmetric (up to a translation in RN ).
Proof. Let u0 be a minimizer for (P ′0). By (D2) and (D3) we have V (u0) = 0 and
u0 satisfies (4) for some α > 0. Let u1 = (u0)σ, where σ = α
1
p . It is easy to see that
u1 solves (1) and S(u1) = J(u1) − V (u1) = J(u0) − σNV (u0) = J(u0) = T0. For any
solution u ∈ X , u 6= 0 of (1) we have V (u) = 0 by (D3) and S(u) = J(u) ≥ T0 = J(u1).
Hence u1 is a least energy solution.
If v is a least energy solution, then V (v) = 0 by (D3) and J(v) = S(v) = S(u1) = T0,
thus v solves (P ′0).
Although Theorem 2 does not apply directly to minimizers of problem (P ′0) (because
the value of the constraint in (P ′0) is zero), its proof can still be adapted to those mini-
mizers. Indeed, the only place where the assumption λ 6= 0 is needed in Theorem 2 is to
show that for any e ∈ SN−1 there exists an affine hyperplane Π orthogonal to e such that∫
Π−
H(u(x), |∇u(x)|) dx =
∫
Π+
H(u(x), |∇u(x)|) dx = λ
2
. (8)
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From (8) it follows then easily that uΠ+ and uΠ− are also minimizers. (In fact, if N = 2
the assumption λ 6= 0 was also used in the proof of Theorem 2 to show that a minimizer
u of (P) could not be of the form u(x) = u˜(|x|) on R2, with u˜ : [0,∞) −→ Rm periodic
and nonconstant. In our setting it is clear that no minimizer u of (P ′0) could be of this
form because J(u) is finite.)
In the present case we will use the fact thatG(u) has a constant sign in a neighborhood
of ∞ to find hyperplanes that “split the constraint in two equal parts.” A similar idea
has already been used in [14]. Henceforth we assume that u is a least action solution,
u(x) −→ 0 as |x| −→ ∞ and, say, G(ξ) < 0 for 0 < |ξ| < ε. For e ∈ SN−1 and
t ∈ R, we denote Πe,t = {x ∈ RN | x · e = t}, Π−e,t = {x ∈ RN | x · e < t} and
Π+e,t = {x ∈ RN | x · e > t}. We claim that for any e ∈ SN−1, there exists te ∈ R such
that ∫
Π−e,te
G(u(x)) dx =
∫
Π+e,te
G(u(x)) dx = 0 and uΠ−e,te
6≡ 0, uΠ+e,te 6≡ 0. (9)
To see this, fix e ∈ SN−1 and define ϕ±e (t) =
∫
Π±e,t
G(u(x)) dx, respectively. It follows
that ϕ+e and ϕ
−
e are continuous because G(u) ∈ L1(RN ). Since u is continuous, u 6≡ 0,
lim|x|→∞ u(x) = 0 and G < 0 on BRm(0, ε) \ {0}, it is not hard to see that there exist
t−, t+ ∈ R, t− < t+ such that
ϕ−e (t
−) < 0, ϕ+e (t
+) < 0 and uΠ−
e,t−
6= 0, uΠ+
e,t+
6= 0.
Since ϕ+e (t
−) = V (u) − ϕ−e (t−) = −ϕ−e (t−), it follows that ϕ+e (t+) < 0 < ϕ+e (t−).
From the mean value property, we see that there exists te ∈ (t−, t+) satisfying (9).
It is clear that uΠ−e,te
, uΠ+e,te
∈ X \ {0} because X is admissible and (9) implies that
V (uΠ−e,te
) = V (uΠ+e,te
) = 0, hence J(uΠ−e,te
) ≥ T0, J(uΠ+e,te ) ≥ T0. On the other hand, it
is easy to see that J(uΠ−e,te
) + J(uΠ+e,te
) = 2J(u) = 2T0. Thus J(uΠ−e,te
) = J(uΠ+e,te
) = T0
and uΠ−e,te
, uΠ+e,te
are also minimizers for (P ′0). Then arguing exactly as in the proof of
Theorem 2 in [15], it follows that after a translation, u is radially symmetric. 2
Remark 5 The situation is different for p > N . The system (1) may still have solutions
in some cases, and least energy solutions may also exist. For instance, if N = 1 and
p = 2 it can be proved, under suitable assumptions on g, that (1) admits a finite energy
solution which is unique up to translations; hence it is a least energy solution (and it is
symmetric with respect to a point).
The existence and the symmetry of least energy solutions for (1) in the case p > N ≥ 2
would be interesting problems to consider.
Note that whenever (1) admits finite energy solutions in the case p > N , they cannot
admit a variational characterization as in Lemma 1 or Proposition 4 above. Indeed, any
reasonable solution u of (1) should satisfy the Pohozaev identity (N − p)J(u) = NV (u);
if u is nontrivial, then necessarily V (u) < 0. It turns out that in any admissible function
space X , a condition like (C1) cannot hold for p > N , no matter what the nonlinearity
g is. More precisely, denote
Tλ := inf{J(u) | u ∈ X and V (u) = λ}.
Let λ 6= 0. We claim that either the set {u ∈ X | V (u) = λ} is empty (thus Tλ = −∞), or
we have Tλ = 0. To see this we argue by contradiction and we assume that there is some
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λ 6= 0 such that Tλ > 0. Let u ∈ X be such that V (u) = λ and J(u) < 2Tλ. Choose ε > 0
sufficiently small, so that ε < 12 and 2ε
p
N
−1 < 1. Let ϕ(t) =
∫
{x1<t}
G(u) dx. The function
ϕ is continuous, lim
t→−∞ϕ(t) = 0 and limt→∞ϕ(t) = λ, hence there exist t1, t2 ∈ R, t1 < t2
such that ϕ(t1) =
ε
2λ and ϕ(t2) = (1− ε2)λ. Let u1(x) =
{
u(x) if x1 ≤ t1,
u(2t1 − x1, x′) if x1 > t1,
u2(x) =
{
u(x) if x1 > t2,
u(2t2 − x1, x′) if x1 ≤ t2, where x
′ = (x2, . . . , xN ). A simple change of
variables shows that V (u1) = 2
∫
{x1<t1}
G(u) dx = ελ and V (u2) = 2
∫
{x1>t2}
G(u) dx =
ελ. Since J(u1) + J(u2) =
2
p
∫
{x1<t1}∪{x1>t2}
m∑
i=1
|∇ui|p dx ≤ 2J(u), we see that J(u1) ≤
J(u) or J(u2) ≤ J(u). Assume that J(u1) ≤ J(u) < 2Tλ. For σ = ε−
1
N we have
V ((u1)σ) = σ
NV (u1) = λ and J((u1)σ) = σ
N−pJ(u1) ≤ σN−pJ(u) < ε
p
N
−12Tλ < Tλ,
contradicting the definition of Tλ. Our claim is thus proved.
3 Monotonicity results
Throughout this section we assume that m = 1. Given a measurable function f : RN −→
[0,∞) such that measure({x ∈ RN | f(x) > α}) is finite for any α > 0, we denote by f∗
the Schwarz rearrangement of f . We consider the following additional conditions for an
admissible space X .
(vi) For any u ∈ X and t ≥ 0, s ≤ 0, we have min(u, t) ∈ X and max(u, s) ∈ X .
(vii) If u ∈ X and is a radial function and u ≥ 0 (respectively u ≤ 0), then u∗ ∈ X
(respectively −(−u)∗ ∈ X ).
Note that assumption (vii) is needed only in the proof of Theorem 8 below.
Proposition 6 Let X be an admissible function space such that for any v ∈ X the
functions v+ = max(v, 0) and v− = min(v, 0) belong to X . Assume that 1 < p < N and
(C1) holds. If u ∈ X is a solution of (Pλ) for some λ > 0, then u does not change sign.
Proof. This is a simple consequence of scaling. Indeed, let u be as above. It is clear
that V (u+) + V (u−) = V (u) = λ and J(u+) + J(u−) = J(u). If V (u−) < 0, then
necessarily V (u+) > λ. For σ =
(
λ
V (u+)
) 1
N ∈ (0, 1) we have V ((u+)σ) = σNV (u+) =
λ and J((u+)σ) = σ
N−pJ(u+) ≤ σN−pJ(u) < J(u), contradicting the fact that u is
a minimizer. Thus necessarily V (u−) ≥ 0. In the same way V (u+) ≥ 0, therefore
V (u−), V (u+) ∈ [0, λ]. Using inequality (3) (which trivially holds if V (v) = 0), we get
Tλ
N−p
N = J(u) = J(u+) + J(u−) ≥ TV (u+)
N−p
N + TV (u−)
N−p
N ,
which gives
1 ≥
(
V (u+)
λ
)N−p
N
+
(
V (u−)
λ
)N−p
N
. (10)
Since V (u+)+V (u−) = λ, (10) implies that either V (u+) = 0 or V (u−) = 0. If V (u−) = 0
and V (u+) = λ we see that u+ satisfies the constraint and
J(u+) = J(u)− J(u−) ≤ J(u). (11)
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Since u is a minimizer, we must have equality in (11) and this gives J(u−) = 0, hence
u− = 0 and u = u+ ≥ 0. Similarly V (u+) = 0 implies u = u− ≤ 0. 2
Proposition 7 Let an admissible space X satisfy the condition (vi). Assume that p = N
and (D1) holds. We have:
(a) if G < 0 on [−ε, 0) ∪ (0, ε] for some ε > 0, then u ∈ X is a minimizer of (P ′0) if
and only if it solves the problem
minimize J(v) in the set { v ∈ X | v 6= 0, V (v) ≥ 0}; (P ′′0 )
(b) if G > 0 on [−ε, 0) ∪ (0, ε], then u ∈ X solves (P ′0) if and only if it solves the
problem
minimize J(v) in the set { v ∈ X | v 6= 0, V (v) ≤ 0}. (P ′′′0 )
Moreover, any minimizer of (P ′′0 ) or (P ′′′0 ) does not change sign.
Proof. It clearly suffices to prove (a).
Consider v ∈ X such that v ≥ 0 a.e. and V (v) > 0. For t ≥ 0 we define vt(x) =
min(v(x), t). By (vi) we have vt ∈ X . We claim that there exists t∗ > 0 such that
V (vt∗) = 0.
The continuity of G, properties (i) and (iii) in the definition of admissible spaces and
the dominated convergence theorem imply that the mapping t 7→ V (vt) =
∫
RN
G(vt(x)) dx
is continuous on (0,∞). Since G(vε(x)) < 0 whenever v(x) 6= 0 and we cannot have
v(x) = 0 a.e. because V (v) > 0, we infer that V (vε) < 0.
We claim that there exists t0 > ε such that V (v
t0) > 0. Two situations may occur:
Case 1. There exists an increasing sequence tn →∞ such that {G(tn)}∞n=1 is bounded
from below. Let m = infn≥1 G(tn). By dominated convergence we get
V (vtn)−V (v) =
∫
{v≥tn}
G(tn)−G(v(x)) dx ≥
∫
{v≥tn}
m−G(v(x)) dx −→ 0 as n −→∞;
hence V (vtn) ≥ 12V (v) > 0 for n sufficiently large.
Case 2. G(s) −→ −∞ as s −→ ∞. Then, since v ≥ 0 a.e. and V (v) > 0, we see
that the set A = {s > 0 | G(s) > 0} is nonempty. Let M = supA < ∞. It follows that
G(s) ≤ 0 for s ≥ M . It is clear that M > ε and V (vM ) ≥ V (v) > 0. The claim is thus
proved.
Now the continuity of the mapping t 7−→ V (vt) implies that there exists t∗ ∈ (ε, t0)
such that V (vt∗) = 0. Similarly, if w ∈ X , w ≤ 0 a.e. and V (w) > 0 there is some t˜ > 0
such that V (−(−w)t˜) = 0.
Next let u0 ∈ X be a minimizer of (P ′0). Suppose V (u) > 0 for some u ∈ X . Then at
least one of the quantities V (u+) and V (u−) is positive. If V (u+) > 0, take t∗ > 0 such
that V (ut∗+ ) = 0. We have u
t∗
+ ∈ X \ {0} and
J(u) ≥ J(u+) ≥ J(ut∗+ ) ≥ J(u0) = T0. (12)
Hence inf{J(u) | u ∈ X , u 6= 0, V (u) ≥ 0} = J(u0) = T0 and u0 is a solution of (P ′′0 ).
Conversely, assume that u is a solution of (P ′′0 ). We prove that
V (u+) = V (u−) = V (u) = 0. (13)
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We argue again by contradiction. If (13) does not hold, the inequality V (u+) + V (u−) =
V (u) ≥ 0 implies that at least one of the quantities V (u+) and V (u−) must be positive.
Suppose that V (u+) > 0. As above we find t∗ > 0 such that V (ut∗+ ) = 0 and then
(12) holds for u. Moreover, since u is a minimizer of (P ′′0 ) we have J(u) ≤ T0 and
therefore all inequalities in (12) are in fact equalities. But J(u+) = J(u
t∗
+ ) implies∫
{u>t∗}
|∇u|p dx = 0, hence ∇u = 0 a.e. on {u > t∗} which gives ∇((u − t∗)+) = 0 a.e.
and we infer that (u − t∗)+ = 0 a.e., that is u ≤ t∗ a.e. Then we have u+ = ut∗+ and
consequently V (u+) = V (u
t∗
+ ) = 0, contrary to our assumption. We argue similarly if
V (u−) > 0 and (13) is proved. Since V (u) = 0 and J(u) = T0 = J(u0), we see that u
solves (P ′0).
Lastly we show that if u is a minimizer of (P ′′0 ), then either u+ = 0 a.e. or u− = 0
a.e. (but we cannot have u+ = u− = 0 a.e. because J(u) = T0 > 0). Indeed, if u+ 6= 0
and u− 6= 0, (13) would imply J(u+) ≥ T0 and J(u−) ≥ T0 and this would give
T0 = J(u) = J(u+) + J(u−) ≥ 2T0 > 0,
which is a contradiction. This completes the proof. 2
Next we prove the monotonicity of scalar minimizers.
Theorem 8 Let X be an admissible space satisfying the conditions (vi) and (vii). We
assume that conditions (C1)-(C3) hold if 1 < p < N , respectively conditions (D1)-(D3)
hold if p = N . In the case p = N , we also assume that there exists ε > 0 such that either
G > 0 or G < 0 on [−ε, 0) ∪ (0, ε]. Then any least energy solution u of (1) such that
lim|x|→∞ u(x) = 0 is, up to a translation, radially symmetric and monotone with respect
to r = |x| ∈ [0,∞).
Proof. Symmetry follows directly from Propositions 3 and 4. Hence there is a function
u˜ : [0,∞) −→ R such that u(x) = u˜(|x|) = u˜(r). From Lemma 1 and Proposition 4 we
know that any least energy solution is a minimizer of (Pλ) for some λ > 0, respectively of
(P ′0). We will show that whenever u(x) = u˜(r) solves one of these minimization problems
and tends to zero at infinity, u˜ is monotone on [0,∞). The proof relies on Lemma 9 below.
The first part of this Lemma is well known and the second part is a simple consequence
of Lemma 3.2 p. 163 in [6].
Lemma 9 ([6]) Let w be a nonnegative measurable function defined on RN such that
for any t > 0 the function (w− t)+ belongs to W 1,p(RN ) and has compact support. Then
we have ∫
RN
|∇w∗|p dx ≤
∫
RN
|∇w|p dx. (14)
Moreover, if equality holds in (14) then for any t ∈ (0, sup ess(w)) the level set {x ∈
RN | w(x) > t} is equivalent to a ball.
Now let u be as above. From Proposition 6 and Proposition 7, we know that u has
constant sign; hence we may assume that u ≥ 0. Since u ∈ C1 and lim|x|→∞ u(x) = 0,
we see that u is bounded and (u − t)+ belongs to W 1,p(RN ) and has compact support
for any t > 0. By assumption (vii) we have u∗ ∈ X . It is clear that V (u∗) = V (u),
u∗ 6= 0 if u 6= 0, and Lemma 9 implies that J(u∗) ≤ J(u). Since u is a minimizer of (Pλ)
(respectively of (P ′0)), we have necessarily J(u) ≤ J(u∗), and hence J(u) = J(u∗). Using
Lemma 9 again we infer that for any t ∈ (0, sup(u)), the set Et = {x ∈ RN | u(x) > t} is
equivalent to a ball.
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If u˜ is not nonincreasing, there exist 0 ≤ r1 < r2 such that 0 < u˜(r1) < u˜(r2). Since
u˜(x) −→ 0 as |x| −→ ∞, there exists r3 > r2 such that u(r3) = u(r1). Denoting a = u(r1)
and b = u(r2), we see that for any t ∈ (a, b), Et is nonempty and is not equivalent to a
ball, which is a contradiction. This completes the proof of Theorem 8. 2
4 Some remarks and examples
Remark 10 In the scalar case m = 1 it is well known (see for example the Introduction
of [5]) that if g is odd then any least energy solution has a constant sign. In Remark
II.6 of [12], Lions raised the question (for p = 2 and N ≥ 3) whether this remains true
without assuming g odd. Proposition 6 gives an affirmative answer for any 1 < p < N
and Proposition 7, under some mild additional assumptions, for p = N . Previous partial
results were obtained by Brock [5], using rearrangement arguments, assuming that 1 <
p ≤ 2, the minimizer u satisfies u(x) −→ 0 as |x| → ∞ and g ∈ C0,p−1(R). Nothing was
proved for p > 2.
Remark 11 If N ≥ 3, p = 2, m = 1 and under the assumption that g is odd, the
existence of least energy solutions for (1) has been proved in [1] by showing that problem
(P1) admits a minimizer. The minimizer found in [1] was radial by construction, but it
was not known whether all least energy solutions were radially symmetric. The existence
of a minimizer for (P1) without the oddness assumption on g has also been proved in
[12], but nothing was known about the symmetry or the sign of such minimizers. Our
results imply that any least energy solution is radially symmetric, has constant sign and
is monotone with respect to the radial variable, no matter whether g is odd or not.
In the case N ≥ 2, p = 2, m ∈ N∗, the existence of least energy solutions is also
known (see [3] for general results, historical notes, comments and further references). If
N > 2, the existence of a minimizer for (Pλ) and the existence of least energy solutions
have been proved in [3] under very general assumptions on the functions gi. It has also
been shown that the solutions are smooth (Theorem 2.3 p. 105 in [3]) and satisfy the
Pohozaev identity (Lemma 2.4 p. 104 in [3]). However, as already mentioned in [3] p.
99, the existence of radially symmetric least energy solutions was not clear. Indeed, the
Schwarz symmetrization that lead to a radial minimizer in [1] could not be used in [3]
because of the general assumptions on the nonlinearity made there. In fact, it is known
that the Schwarz rearrangements may be used for systems only if the nonlinearity satisfies
a cooperative condition.
Proposition 3 above implies that all least energy solutions of the system considered
in [3] are radially symmetric.
If N = 2 and G(ξ) < 0 for 0 < |ξ| ≤ ε, the existence of least energy solutions and
the existence of minimizers for (P ′0) have been proved in [2, 3]. It has also been shown
that such solutions are smooth, satisfy the Pohozaev identity and tend to 0 as |x| −→ ∞.
Therefore Proposition 4 implies that any least energy solution is radially symmetric.
We have to mention that if p = 2 and if the minimizers of (Pλ) satisfy a unique
continuation principle, it has already been proved in [13] that any minimizer is radially
symmetric (modulo translation). In [13] no cooperative condition is required when m ≥ 2
but using a unique continuation principle require in particular g to be C1. Our results are
still valid when a unique continuation principle fails (e.g., for minimizers with compact
support). Note that compactly supported minimizers may occur in some applications
(cf. Theorem 3.2 (ii) p. 111 in [3]; see also [15] for such an example). In the scalar case
m = 1, [13] does not say anything about the sign of the minimizers.
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However, in the case p = 2 and N ≥ 3, the symmetry, positivity and monotonicity
of minimizers for problem (Pλ) have been proved in [10] in the ”zero-mass case” (that
is, when g(0) = g′(0) = 0). The proofs in [10] rely on some sharp estimates of the decay
of solutions at infinity (which are a consequence of the ”zero-mass” condition) and on
a result in [6]. Note that in [10] it is not assumed that g is continuous on R, but it is
assumed that g ≥ 0 on (0,∞) and g ≤ 0 on (−∞, 0), respectively.
Remark 12 If 1 < p < N and m = 1, it has been proved in [9], under general condi-
tions on g, that problem (Pλ) admits minimizers (thus (1) has least energy solutions).
The minimizers found in [9] were radially symmetric by construction. It follows from
Proposition 3 that any least energy solution is radially symmetric.
If, in addition to the assumptions of Theorem 8, it is assumed that g is locally Lipschitz
on (0,∞) and non-increasing on some interval (0, s0) and 1 < p < 2, it has been proved
in [8] that any nonnegative solution of (1) is radially symmetric and that u(x) = u˜(|x|)
satisfies u˜′(r) < 0 whenever r > 0 and u˜(r) > 0. The same result is true when p > 2 if it
is assumed in addition that the critical set of the solution u is reduced to one point (see
[16]). These assumptions are not necessary for us but, of course, we only deal with least
energy solutions.
Remark 13 (i) The symmetry results in Section 2 hold without any change if we replace
the functional J by a functional of the form
∫
RN
m∑
i=1
Ai(u,∇ui)dx where ξ → Ai(u, ξ) is
p-homogeneous for any i = 1, ...,m.
(ii) Our method still works for more general functionals of the form
J˜(u) =
1
p
∫
RN
|x|α
m∑
i=1
Ai(u)|∇ui|p dx and V˜ (u) =
∫
RN
|x|βG(u) dx.
In this case, using Theorem 1 in [15], we obtain that minimizers (and the corresponding
minimum action solutions) are axially symmetric.
Functionals of this type appear, e.g., in the Caffarelli-Kohn-Nirenberg problem (which
consists in minimizing
∫
RN
|∇u|q|x|−aq dx under the constraint
∫
RN
|u|p|x|−bp dx = const.,
where q > 1, p > 1, a ≤ b < N
q
and 0 < 1
q
− 1
p
= 1+a−b
N
). It has been proved that min-
imizers for this problem exist and, in general, are not radially symmetric (see [4] and
references therein).
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Abstract
We present a new approach to study the symmetry of minimizers for a large class of
nonlocal variational problems. This approach which generalizes the Reflection method is
based on the obtention of some integral identities. We study the identities that lead to
symmetry results, the functionals that can be considered and the function spaces that
can be used. Then we use our method to prove the symmetry of minimizers for a class
of variational problems involving the fractional powers of Laplacian, for the generalized
Choquard functional and for the standing waves of the Davey-Stewartson equation.
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1 Introduction
Many important partial differential equations arising in Physics are Euler-Lagrange equations
of variational problems. Among the solutions of these equations those who correspond to a
minimum of the associated functional (e.g. the “energy”) subject to some constraint are of
particular interest. For example in many situations the set of such solutions is orbitally stable
(see [9]).
In this paper we address the general question of whether, or not, the fact that the underlying
problem has some symmetries is reflected on the minimizers. Namely if a problem is invariant
under the action of a group of transformations, is it true that the corresponding minimizers are
also invariant under the action of this group (or, perhaps, a subgroup of it) ? As it is shown
in [14], this may not be the case.
A classical approach to radial symmetry of minimizers is Schwarz symmetrization (or
spherical decreasing rearrangement, see [16]). For a nonnegative function u ∈ H1(RN ) its
symmetrization u∗ is a radially-decreasing function from RN into R which has the property
that meas({x ∈ RN | u(x) > λ} = meas({x ∈ RN | u∗(x) > λ} for any λ > 0. It is well-known
1
that u∗ satisfies (among others) the following properties:
(1.1)
∫
RN
|∇u∗(x)|2 dx ≤
∫
RN
|∇u(x)|2 dx and
∫
RN
F (u∗(x)) dx =
∫
RN
F (u(x)) dx,
where F is, say, a smooth function from R into itself such that F (u) ∈ L1(RN ) (see [16]). As
a simple application of symmetrization, consider the problem of minimizing
E(u) =
1
2
∫
RN
|∇u(x)|2 dx+
∫
RN
F (u(x)) dx
subject to the constraint ∫
RN
G(u(x)) dx = λ,
where F, G ∈ C1(R,R) have the property that F (u), G(u) ∈ L1(RN ) whenever u ∈ H1(RN ).
If u ∈ H1(RN ) is a nonnegative minimizer, then from (1.1) it follows that u∗ also satisfies the
constraint and E(u∗) ≤ E(u); therefore, u∗ is also a minimizer. To show that u ≡ u∗ except
for translation is a more delicate question and this follows from a result in [6] and the Unique
Continuation Principle.
The case of nonlocal functionals also arises in applications. For instance, the Choquard
problem consists in minimizing
E(u) =
1
2
∫
R3
|∇u(x)|2 dx−
∫
R3×R3
u2(x)u2(y)
|x− y| dx dy
subject to ∫
R3
u2(x) dx = λ.
The radial symmetry of minimizers of Choquard problem has been proved in [15] by using
Riesz’ inequality for rearrangements :
(1.2)
∫
RN×RN
f(x)g(x− y)h(y) dx dy ≤
∫
RN×RN
f∗(x)g∗(x− y)h∗(y) dx dy,
where f, g and h are nonnegative functions. Moreover, if g is strictly symmetric-decreasing
then equality holds in (1.2) if and only if f(x) = f∗(x − y) and h(x) = h∗(x − y) for some
y ∈ RN .
In the vector case symmetrization can also be used because of the inequality
(1.3)
∫
RN
F (u∗(x), v∗(x)) dx ≤
∫
RN
F (u(x), v(x)) dx,
which holds provided that the function F is C2 and satisfies the cooperative condition ∂
2F
∂u∂v
(u, v) ≤
0 for u, v ≥ 0 (see [5]). Therefore, consider the problem of minimizing
E(u, v) =
1
2
∫
RN
(|∇u(x)|2 + |∇v(x)|2) dx+
∫
RN
F (u(x), v(x)) dx
subject to the constraint ∫
RN
(G1(u(x)) +G2(v(x)) dx = λ,
where ∂
2F
∂u∂v
(u, v) ≤ 0 for u, v ≥ 0. If (u, v) is a nonnegative minimizer, then from (1.1) and
(1.3) we see that (u∗, v∗) is also a minimizer. Notice that the function defining the constraint
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must have a special form because we want the value of the constraint to be preserved by
symmetrization.
Another tool to prove radial symmetry of minimizers is the result by Gidas, Ni and Niren-
berg [11] about the radial symmetry of positive solutions of the semilinear elliptic equation
−∆u+ f(u) = 0.
In the case of systems, an extension of that result has been proved in [7] and [25] assum-
ing a cooperative condition for the nonlinearity. In [11] as well as in its generalizations the
nonlinearities are also allowed to depend on the space variable in a radial and monotonic way.
As we can see, in the vector case, besides the need to know in advance that the components
of the minimizer are positive, both methods described above require the nonlinearity to satisfy
a cooperative condition and the function defining the constraint to have a special form. To
avoid these two restrictions, the Reflection method has been developed in [18] and [19]. We
now briefly describe this method.
Consider the problem of minimizing
E(u, v) =
1
2
∫
RN
(|∇u(x)|2 + |∇v(x)|2) dx+
∫
RN
F (u(x), v(x)) dx
subject to ∫
RN
G(u(x), v(x)) dx = λ 6= 0.
To show that any minimizer (u, v) is symmetric with respect to x1 (except possibly for a
translation), we first make a translation in the x1 variable in such way that
(1.4)
∫
{x1<0}
G(u(x), v(x)) dx =
∫
{x1>0}
G(u(x), v(x)) dx =
λ
2
.
Next, setting x = (x1, x
′), where x′ ∈ RN−1, we define the functions u1 and u2 by
u1(x) = u1(x1, x
′) =
{
u(x1, x
′) if x1 < 0,
u(−x1, x′) if x1 ≥ 0 and u2(x) =
{
u(−x1, x′) if x1 < 0,
u(x1, x
′) if x1 ≥ 0.
In a similar way we define v1 and v2. According to (1.4), the pairs (u1, v1) and (u2, v2) also
satisfy the constraint (i.e. they are admissible). Moreover, a change of variables shows that
(1.5) E(u1, v1) + E(u2, v2) = 2E(u, v).
Thus (u1, v1) and (u2, v2) are also minimizers. This shows that there exist minimizers which are
symmetric with respect to x1. In fact, by using the Euler-Lagrange equations and the Unique
Continuation Principle we can show that necessarily (u1, v1) = (u, v) = (u2, v2). Clearly, this
implies that any minimizer (u, v) is symmetric with respect to the first variable. Replacing the
x1−direction by any other direction in RN and repeating the same argument, we can show
that (u, v) is radially symmetric except for translation (details will be given later). Notice that
to use this argument there is no need to know the sign of components of the minimizers.
The main point of this paper is to extend the Reflection method to a class of nonlocal
functionals. To be more specific, consider the problem of minimizing
(1.6) E(u, v) =
∫
RN
(
1
2
|(−∆) s2u|2 + 1
2
|∇v|2) dx+
∫
RN
F (u, v) dx
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subject to the constraint
(1.7) Q(u, v) =
∫
RN
G(u, v) dx = λ 6= 0,
where 0 < s < 1. Defining
W (u) =
1
2
∫
RN
|(−∆) s2u|2 dx
and (u1, u2) and (v1, v2) as above, instead of (1.5) we have
E(u1, v1) + E(u2, v2)− 2E(u, v) = W (u1) +W (u2)− 2W (u).
Therefore, to show that the pairs (u1, v1) and (u2, v2) are also minimizers we need to know
that the following inequality holds
(1.8) W (u1) +W (u2)− 2W (u) ≤ 0.
The key to the method developed here is to show that inequality (1.8) holds true (see
Theorem 2.8). Moreover, we have equality in (1.8) if and only if u is symmetric with respect
to x1. As we will see, this gives the desired radial symmetry of minimizers. More general
multipliers m(ξ) and more regular nonlocal functionals like the one appearing in the Choquard
problem above are also considered. In this article we will use this extended Reflection method
to show the symmetry of all minimizers of the following problems:
• the Hamiltonian of a coupled system between a multidimensional Korteweg-de Vries
equation and a Benjamin-Ono equation (this is precisely problem (1.6)-(1.7) with s =
1/2). Here the minimizers correspond to solitary waves;
• the generalized Choquard problem. In this case the minimizers give rise to standing
waves for the generalized Hartree equation;
• the Hamiltonian of the generalized Davey-Stewartson equation. Here again, minimizers
correspond to standing waves.
The existence of minimizers for these problems can be proved by using the concentration-
compactness method [17] or the alternative method presented in [20] and will not be discussed
here.
Notice that the symmetrization approach, in general, does not apply to the problems above.
Indeed, in the first two examples, symmetrization cannot be used to prove the existence of a
radially symmetric minimizer under the general assumptions on the nonlinearities made in
this paper. Furthermore, with the tools available at the present time, it is not clear how to
prove the radial symmetry of all minimizers, even in the cases where symmetrization can be
used to prove the existence of a radially symmetric minimizer. Finally, in the last example,
symmetrization cannot be used because one term of the Hamiltonian of the Davey-Stewartson
equation is a singular integral operator whose kernel changes sign.
This paper is organized as follows: in the next section we present some integral identities
for functionals of the form W (u) =
∫
RN
m(ξ)|û(ξ)|2 dξ. These identities are first proved for
functions u ∈ C∞c and are crucial for our approach to symmetry. It will also appear clearly
what kind of symbols m(ξ) we may consider. In section 3 we search for appropriate function
spaces on which our method can be applied. It will be proved that we may work on Hs(RN )
or on H˙s(RN ) if −12 < s < 32 . We will extend the integral identities obtained in section 2 to
these function spaces. In section 4 we apply our results to the concrete problems presented
above. We end this article with some open problems.
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2 Some identities
In what follows, x = (x1, x2, . . . , xN ) = (x1, x
′) denotes a point of RN , x′ = (x2, . . . , xN ) ∈
RN−1, ξ = (ξ1, ξ2, . . . , ξN ) = (ξ1, ξ′) ∈ RN with ξ′ = (ξ2, . . . , ξN ) ∈ RN−1. We denote the
Fourier transform either by ̂ or by F .
The aim of this section is to prove an identity for some functionals of the type
(2.1) W (u) =
∫
RN
m(ξ)|û(ξ)|2 dξ
which will play a very important role in proving symmetries.
Consider a function u ∈ C∞c (RN ). We define the reflected functions u1 and u2 as follows :
(2.2) u1(x) = u1(x1, x
′) =
{
u(x1, x
′) if x1 < 0,
u(−x1, x′) if x1 ≥ 0 and u2(x) =
{
u(−x1, x′) if x1 < 0,
u(x1, x
′) if x1 ≥ 0.
We also define
(2.3) g(x) =
1
2
(u(x1, x
′) + u(−x1, x′)) and f(x) = 1
2
(u(x1, x
′)− u(−x1, x′)).
Clearly, f, g ∈ C∞c (RN ), g is even and f is odd with respect to x1 and u = f + g. Let
(2.4) f∗(x) =
{
f(−x1, x′) = −f(x) if x1 < 0,
f(x1, x
′) if x1 ≥ 0.
Then f∗ is even with respect to x1, u1 = g − f∗ and u2 = g + f∗.
We want to study the quantity
(2.5) W (u1) +W (u2)− 2W (u)
where W is given by (2.1). Later in Theorem 2.8 we specify the class of multipliers under
consideration but, at this early stage, besides integrability conditions, we assume that
(2.6) m(ξ) is real and m(−ξ1, ξ′) = m(ξ1, ξ′).
We have :
(2.7)
ĝ(−ξ1, ξ′) =
∫
RN
eix1ξ1−ix
′.ξ′g(x1, x
′)dx =
∫
RN
e−iy1ξ1−ix
′.ξ′g(−y1, x′)dy1dx′
= ĝ(ξ1, ξ
′)
and
(2.8)
f̂(−ξ1, ξ′) =
∫
RN
eix1ξ1−ix
′.ξ′f(x1, x
′)dx =
∫
RN
e−iy1ξ1−ix
′.ξ′f(−y1, x′)dy1dx′
= −f̂(ξ1, ξ′).
Therefore
(2.9)
W (u1) +W (u2)− 2W (u)
=
∫
RN
m(ξ1, ξ
′)(|ĝ(ξ)− f̂∗(ξ)|2 + |ĝ(ξ) + f̂∗(ξ)|2 − 2|ĝ(ξ) + f̂(ξ)|2) dξ
=
∫
RN
m(ξ1, ξ
′)(2|f̂∗(ξ)|2 − 2|f̂(ξ)|2 − 4Re(ĝ(ξ)f̂(ξ)) dξ
= 2
∫
RN
m(ξ1, ξ
′)(|f̂∗(ξ)|2 − |f̂(ξ)|2) dξ = 2W (f∗)− 2W (f)
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because
∫
RN
m(ξ1, ξ
′)Re(ĝ(ξ)f̂(ξ)dξ = 0 in view of (2.6), (2.7) and (2.8).
It is easy to see that
f̂(ξ1, ξ
′) =
∫
R
∫
RN−1
e−ix1ξ1−ix
′.ξ′f(x1, x
′) dx′ dx1
=
∫ ∞
0
∫
RN−1
(e−ix1ξ1 − eix1ξ1)e−ix′.ξ′f(x1, x′) dx′ dx1
= −2i
∫ ∞
0
∫
RN−1
sin(x1ξ1)e
−ix′.ξ′f(x1, x′) dx′ dx1
and
f̂∗(ξ1, ξ′) =
∫
R
∫
RN−1
e−ix1ξ1−ix
′.ξ′f∗(x1, x′) dx′ dx1
=
∫ ∞
0
∫
RN−1
(e−ix1ξ1 + eix1ξ1)e−ix
′.ξ′f(x1, x
′) dx′ dx1
= 2
∫ ∞
0
∫
RN−1
cos(x1ξ1)e
−ix′.ξ′f(x1, x′) dx′ dx1.
We denote by FN−1 the partial Fourier transform in the last N − 1 variables, that is
FN−1f(x1, ξ′) =
∫
RN−1
e−ix
′.ξ′f(x1, x
′) dx′.
Since f ∈ C∞c (RN ) we may use Fubini’s theorem to get
|f̂(ξ1, ξ′)|2 = f̂(ξ1, ξ′)f̂(ξ1, ξ′)
= 4
∫ ∞
0
∫ ∞
0
sin(x1ξ1) sin(y1ξ1)(FN−1f)(x1, ξ′)(FN−1f)(y1, ξ′) dx1 dy1
and similarly
|f̂∗(ξ1, ξ′)|2 = f̂∗(ξ1, ξ′)f̂∗(ξ1, ξ′)
= 4
∫ ∞
0
∫ ∞
0
cos(x1ξ1) cos(y1ξ1)(FN−1f)(x1, ξ′)(FN−1f)(y1, ξ′) dx1 dy1.
Consequently,
(2.10)
W (f∗)−W (f) =
∫
RN
m(ξ1, ξ
′)(|f̂∗(ξ1, ξ′)|2 − |f̂(ξ1, ξ′)|2) dξ
= 4
∫
RN
m(ξ1, ξ
′)
∫ ∞
0
∫ ∞
0
[cos(x1ξ1) cos(y1ξ1)− sin(x1ξ1) sin(y1ξ1)]
(FN−1f)(x1, ξ′)(FN−1f)(y1, ξ′) dx1 dy1 dξ
= 4
∫
RN
m(ξ1, ξ
′)
∫ ∞
0
∫ ∞
0
cos((x1 + y1)ξ1)(FN−1f)(x1, ξ′)(FN−1f)(y1, ξ′) dx1 dy1 dξ.
For an arbitrary (but fixed) ξ′ ∈ RN−1, we define ϕξ′(t) = (FN−1f)(t, ξ′). Since f ∈
C∞c (RN ), it is clear that ϕξ′ ∈ C∞c (R). If supp(f) ⊂ BRN (0, R), then supp(ϕξ′) ⊂ [−R,R].
For z ∈ C, we define
(2.11) hξ′(z) =
∫ ∞
0
∫ ∞
0
ei(x1+y1)zϕξ′(x1)ϕξ′(y1) dx1 dy1.
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Since ϕξ′ is bounded and has compact support, hξ′ is well-defined and is an holomorphic
function on C. For any z ∈ R we have
hξ′(z) =
∫ ∞
0
∫ ∞
0
e−i(x1+y1)zϕξ′(x1)ϕξ′(y1) dx1 dy1 = hξ′(−z)
and
Re(hξ′(z)) =
1
2
(hξ′(z) + hξ′(z)) =
∫ ∞
0
∫ ∞
0
cos((x1 + y1)z)ϕξ′(x1)ϕξ′(y1) dx1 dy1.
From (2.6), (2.9) and (2.10) we get
(2.12) W (u1) +W (u2)− 2W (u) = 2W (f∗)− 2W (f) = 8
∫
RN−1
∫ ∞
−∞
m(ξ1, ξ
′)hξ′(ξ1) dξ1 dξ′.
Some properties of the function hξ′ are given in the next lemma. To simplify the notation, we
shall write h instead of hξ′ .
Lemma 2.1 For any fixed ξ′, the function h = hξ′ given by (2.11) has the following properties:
i) h is bounded in the upper half-plane {z ∈ C | Im(z) ≥ 0}.
ii) There exists a constant C > 0 (depending on f and ξ′) such that for any z 6= 0 with
Im(z) ≥ 0 we have:
(2.13) |h(z)| ≤ C|z|4 and
(2.14) |h′(z)| ≤ C|z|5 .
Proof. i) If b ≥ 0 and x ≥ 0 then |eiax−bx| ≤ 1 and we have
|h(a+ ib)| =
∣∣∣∣ ∫ ∞
0
∫ ∞
0
ei(x1+y1)a−(x1+y1)bϕξ′(x1)ϕξ′(y1) dx1 dy1
∣∣∣∣
≤
(∫ ∞
0
|eiat−bt| · |ϕξ′(t)| dt
)2
≤
(∫ ∞
0
|ϕξ′(t)| dt
)2
.
ii) It is clear that
(2.15) h(z) =
∫ ∞
0
eix1zϕξ′(x1) dx1 ·
∫ ∞
0
eiy1zϕξ′(y1) dy1 = Ψ1(z)Ψ2(z),
where Ψ1(z) and Ψ2(z) are defined in an obvious way. Notice that ϕξ′(0) = (FN−1f)(0, ξ′) = 0
because f(0, x′) = 0 (recall that f is odd with respect to x1). Moreover, for any k ∈ N,
dk
dtk
ϕξ′(t) =
dk
dtk
∫
RN−1
e−ix
′.ξ′f(t, x′) dx′
=
∫
RN−1
e−ix
′ξ′ ∂
kf
∂xk1
(t, x′) dx′ = (FN−1∂
kf
∂xk1
)(t, ξ′)
is a C∞c function of t, uniformly bounded for (t, ξ′) ∈ R×RN−1. Integrating by parts, we get:
Ψ1(z) =
∫ ∞
0
eitzϕξ′(t)dt =
1
iz
eitzϕξ′(t)
∣∣∣∣∞
t=0
− 1
iz
∫ ∞
0
eitzϕ′ξ′(t) dt
= − e
itz
(iz)2
ϕ′ξ′(t)
∣∣∣∣∞
t=0
+
1
(iz)2
∫ ∞
0
eitzϕ′′ξ′(t) dt
= − 1
z2
[
ϕ′ξ′(0) +
∫ ∞
0
eitzϕ′′ξ′(t) dt
]
.
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It is clear that a similar estimate is true for Ψ2(z); hence (2.13) holds.
In a similar way we have
Ψ′1(z) =
∫ ∞
0
iteitzϕξ′(t) dt =
1
z
eitztϕξ′(t)
∣∣∣∣∞
t=0
− 1
z
∫ ∞
0
eitz
d
dt
(tϕξ′(t)) dt
= − 1
iz2
eitz
d
dt
(tϕξ′(t))
∣∣∣∣∞
t=0
+
1
iz2
∫ ∞
0
eitz
d2
dt2
(tϕ′ξ′(t)) dt
= − 1
z3
eitz
d2
dt2
(tϕξ′(t))
∣∣∣∣∞
t=0
+
1
z3
∫ ∞
0
eitz
d3
dt3
(tϕ′ξ′(t)) dt
=
1
z3
[
2ϕ′ξ′(0) +
∫ ∞
0
eitz
d3
dt3
(tϕ′ξ′(t)) dt
]
.
Since an analogous estimate is valid for Ψ′2(z) and h′(z) = Ψ′1(z)Ψ2(z)+Ψ1(z)Ψ′2(z), inequality
(2.14) holds. 2
Remark 2.2 In general,
∂f
∂x1
(0, x′) does not vanish identically; hence FN−1f(0, ξ′) 6= 0 for
some ξ′, i.e. there exists ξ′ such that ϕ′ξ′(0) 6= 0. For such ξ′, the functions Ψ1 and Ψ2 do not
decay faster than
1
|z|2 and then the estimate (2.13) is optimal.
Remark 2.3 Note that for any t ∈ R we have
h(it) =
∣∣∣∣ ∫ ∞
0
e−x1tϕξ′(x1) dx1
∣∣∣∣2 ∈ [0,∞).
Suppose that for any fixed ξ′ ∈ RN−1, m(ξ1, ξ′) admits an holomorphic extension z 7−→
m(z, ξ′) to the upper half-plane {z ∈ C | Im(z) > 0}, with possibly some singularities on the
imaginary axis {it | t ∈ [0,∞)}. If |m(z, ξ′)| increases more slowly than |z|3 as |z| −→ ∞, then∫ ∞
−∞
m(ξ1, ξ
′)h(ξ1) dξ1 should depend only on the values of h on the singular set of m(·, ξ′). This
simple idea will enable us to prove the identities that will be crucial in symmetry problems.
In order to clarify what kind of symbols may be considered, we start with some auxiliary
technical results about holomorphic functions in a half-plane and their boundary values.
Given a function α ∈ Lp(R), 1 ≤ p <∞, we recall that its Hilbert transform is defined by
(Hα)(x) = lim
ε→0
1
π
∫
{|y|>ε}
α(x− y)
y
dy or equivalently Ĥα(ξ) = −i sgn(ξ) α̂(ξ).
It is well-known that H is a bounded linear mapping from Lp(R) into Lp(R) (see, e.g., Chapter
II in [23], or inequality (2.11) p. 188 in [24]).
In the next two lemmas we collect some classical facts that will be very useful in the sequel.
Lemma 2.4 Consider α ∈ Lp(R), 1 < p <∞, and let β = Hα. For x > 0 and y ∈ R define
a(x, y) =
1
π
∫ ∞
−∞
x
x2 + (y − t)2α(t) dt =
∫ ∞
−∞
P (y − t, x)α(t) dt and
b(x, y) = − 1
π
∫ ∞
−∞
y − t
x2 + (y − t)2α(t) dt = −
∫ ∞
−∞
Q(y − t, x)α(t) dt,
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where P (s, k) =
1
π
k
s2 + k2
and Q(s, k) =
1
π
s
s2 + k2
are the Poisson kernel, respectively the
conjugate Poisson kernel.
Then we have:
i) b(x, y) = −
∫ ∞
−∞
P (y − t, x)β(t) dt for any x > 0 and t ∈ R.
ii) ||a(x, ·)||Lp(R) ≤ ||α||Lp(R), ||b(x, ·)||Lp(R) ≤ ||β||Lp(R) and ||a(x, ·) − α||Lp(R) −→ 0,
||b(x, ·) + β||Lp(R) −→ 0 as x −→ 0. Moreover, a(x, y) −→ α(y) for any y in the Lebesgue set
of α (hence almost everywhere) and b(x, y) −→ −β(y) for any y in the Lebesgue set of β.
iii) The functions a and b are harmonic in {(x, y) ∈ R2 | x > 0} and r(z) = r(x + iy) :=
a(x, y) + ib(x, y) is holomorphic in {z ∈ C | Re(z) > 0}.
iv) For any δ > 0 we have
lim
|(x,y)|→∞, x≥δ
a(x, y) = 0 and lim
|(x,y)|→∞, x≥δ
b(x, y) = 0.
v) Suppose in addition that α is even and there exists ε > 0 such that α ≡ 0 on [−ε, ε].
Then a and b are well-defined, bounded and harmonic in the strip {(x, y) ∈ R2 | − ε2 < y < ε2},
r is well-defined and holomorphic in this strip and r(0) = 0.
Proof. i) is exactly Lemma 1.5 p. 219 in [24] and ii) follows from Theorem 2.1 p. 47 in
[24]. Since the Poisson kernel is a harmonic function, it is straightforward that a and b are
harmonic. It is easy to check that the Cauchy-Riemann conditions ∂a
∂x
= ∂b
∂y
and ∂a
∂y
= − ∂b
∂x
are
satisfied; then r is holomorphic in {z ∈ C | Re(z) > 0} and iii) holds.
iv) Using Lemma 2.6 p. 51 in [24] we infer that there exists a constant A > 0 such that
(2.16) |a(x, y)| ≤ A||α||Lp
x
1
p
and |b(x, y)| ≤ A||α||Lp
x
1
p
for any x > 0 and y ∈ R.
We fix ε > 0. It follows from (2.16) that there exists M > 0 such that |a(x, y)| < ε and
|b(x, y)| < ε for any (x, y) with x ≥ M . Let q ∈ (1,∞) be the conjugate exponent of p, i.e.
1
p
+ 1
q
= 1. It is easy to see that ||P (·, x)||L1(R) = 1 and ||P (·, x)||L∞(R) = 1πx ; consequently,
||P (·, x)||Lq(R) ≤ ||P (·, x)||
1
q
L1(R)||P (·, x)||
1
p
L∞(R) = π
− 1
px
− 1
p . Also, for any B > 0 we have
||P (·, x)||L1([B,∞)) = 1π
(
π
2 − arctan Bx
)
and ||P (·, x)||L∞([B,∞)) = 1π xx2+B2 , hence
(2.17) ||P (·, x)||Lq([B,∞)) ≤
(
1
π
x
x2 +B2
) 1
p
(
1
2
− 1
π
arctan
B
x
) 1
q
.
A similar estimate holds on (−∞,−B]. For any x ∈ [δ,M ] and any y ≥ 2B we have
||P (·, x)||Lq((y−B,y+B)) ≤ ||P (·, x)||Lq([B,∞)) and
(2.18)
|a(x, y)| ≤
∣∣∣∣ ∫ B−B P (y − t, x)α(t) dt
∣∣∣∣+ ∣∣∣∣ ∫{|t|≥B} P (y − t, x)α(t) dt
∣∣∣∣
≤
∣∣∣∣ ∫ y+B
y−B
P (s, x)α(y − s) ds
∣∣∣∣+ ||P (·, x)||Lq(R) · ||α||Lp((−∞,B]∪[B,∞))
≤ ||P (·, x)||Lq([y−B,y+B]) · ||α||Lp(R) + ||P (·, x)||Lq(R) · ||α||Lp((−∞,B]∪[B,∞))
≤ ||α||Lp(R)
(
1
π
x
x2 +B2
) 1
p
(
1
2
− 1
π
arctan
B
x
) 1
q
+ ||α||Lp((−∞,B]∪[B,∞))π−
1
px
− 1
p
≤ ||α||Lp(R)
(
M
π(δ2 +B2)
) 1
p
(
1
2
− 1
π
arctan
B
M
) 1
q
+ ||α||Lp((−∞,B]∪[B,∞))π−
1
p δ
− 1
p .
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We may choose B = B(ε) sufficiently large so that the right-hand side term in (2.18) is less
than ε. Then for any x ∈ [δ,M ] and y ≥ 2B(ε) we have |a(x, y)| < ε. Clearly the same
inequality is true if y ≤ −2B. Therefore |a(x, y)| < ε if x ≥ M or if |y| ≥ 2B and x ∈ [δ,M ].
Since ε was arbitrary, we infer that |a(x, y)| −→ 0 as |(x, y)| −→ ∞ and x ≥ δ. A similar proof
is valid for the function b and iv) is proved.
v) For any y ∈ [− ε2 , ε2 ] and t ∈ supp(a) we have |t − y| ≥ ε2 ; hence x2 + (y − t)2 ≥ ε
2
4 and
|P (y − t, x)| = 1
π
| x
x2+(y−t)2 | ≤ 1π 4ε2 |x|, therefore |P (y − t, x)| ≤ 1π min
(
4
ε2
|x|, 12|y−t|
)
. Similarly
|Q(y − t, x)| = 1
π
| y−t
x2+(y−t)2 | ≤ 1π min
(
4
ε2
|y − t|, 1|y−t|
)
. Thus P (y − ·, x) and Q(y − ·, x) are
uniformly bounded in Lq(R) for (x, y) ∈ [−1, 1] × [− ε2 , ε2 ]. It follows that a and b are well-
defined for any (x, y) with |y| ≤ ε2 and bounded near the origin. It is straightforward to check
that a and b are twice continuously differentiable, ∆a = ∆b = 0 and r(x+iy) = a(x, y)+ib(x, y)
is holomorphic. Clearly, a(0, y) = 0 for any y ∈ [− ε2 , ε2 ] and b(x, 0) =
∫ ∞
−∞
t
t2 + x2
α(t) dt = 0
for any x ∈ R because t 7−→ t
t2+x2
is odd and t 7−→ α(t) is even. Hence r(0) = 0. 2
Lemma 2.5 Let µ be a finite Borel measure on R. For x > 0 and y ∈ R define
a(x, y) =
1
π
∫ ∞
−∞
x
x2 + (y − t)2 dµ(t) =
∫ ∞
−∞
P (y − t, x) dµ(t) and
b(x, y) = − 1
π
∫ ∞
−∞
y − t
x2 + (y − t)2 dµ(t) = −
∫ ∞
−∞
Q(y − t, x) dµ(t),
where P (s, k) and Q(s, k) are the Poisson kernel, respectively the conjugate Poisson kernel.
Then:
i) The functions a and b are harmonic in {(x, y) ∈ R2 | x > 0} and r(z) = r(x + iy) :=
a(x, y) + ib(x, y) is holomorphic in the right half-plane {z ∈ C | Re(z) > 0}.
ii) For any x > 0 and any p, 1 ≤ p ≤ ∞, we have
(2.19) ||a(x, ·)||Lp(R) ≤
1
π
1
q x
1
q
||µ||,
where q is the conjugate exponent of p and ||µ|| is the total variation of µ. Furthermore,
(2.20) lim
x→0
∫
R
a(x, y)φ(y) dy =
∫
R
φ(y) dµ(y)
for any function φ which is continuous on R and tends to zero at ±∞.
iii) For any x > 0 we have |b(x, y)| ≤ 12πx ||µ||.
iv) For x > 0 we have b(x, ·) = −Ha(x, ·) and for any x1, x2 > 0,
(2.21) a(x1 + x2, y) =
∫ ∞
−∞
P (y − t, x1)a(x2, t) dµ(t),
(2.22) b(x1 + x2, y) =
∫ ∞
−∞
P (y − t, x1)b(x2, t) dµ(t) = −
∫ ∞
−∞
Q(y − t, x1)a(x2, t) dµ(t).
v) For any p ∈ (1,∞) there exists Ap > 0 such that
||b(x, ·)||Lp(R) ≤ Apx−
p−1
p ||µ||.
vi) For any δ > 0,
lim
|(x,y)|→∞, x≥δ
a(x, y) = 0 and lim
|(x,y)|→∞, x≥δ
b(x, y) = 0.
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vii) Suppose in addition that µ(S) = µ(−S) and µ(S∩ [−ε, ε]) = 0 for any Borel measurable
set S. Then a and b are well-defined, bounded and holomorphic in the strip {(x, y) ∈ R2 | − ε2 <
y < ε2}, the function r(x+ iy) = a(x, y) + ib(x, y) is holomorphic in that strip and r(0) = 0.
Proof. i) If x > 0, the functions t 7−→ P (y−t, x) and t 7−→ Q(y−t, x) are continuous on R and
tend to zero at ±∞; hence a(x, y) and b(x, y) are well-defined. Using Lebesgue’s Dominated
Convergence Theorem it is easy to check that a and b are twice continuously differentiable
and ∆a = ∆b = 0. Moreover, a and b satisfy the Cauchy-Riemann conditions ∂a
∂x
= ∂b
∂y
and
∂a
∂y
= − ∂b
∂x
, and then r = a+ ib is holomorphic in the right half-plane.
ii) It follows from Theorem 2.3 p. 49 in [24] that ||a(x, ·)||L1(R) ≤ ||µ|| and that (2.20) holds.
It is obvious that ||P (y− ·, x)||L∞(R) ≤ 1πx ; hence |a(x, y)| ≤ ||P (y− ·, x)||L∞(R)||µ|| = 1πx ||µ||.
Finally, for 1 < p <∞ we have ||a(x, ·)||Lp ≤ ||a(x, ·)||
1
q
L∞ · ||a(x, ·)||
1
p
L1
≤ π− 1q x− 1q ||µ||.
iii) It is obvious that |Q(y − t, x)| ≤ 12πx and this implies
|b(x, y)| ≤ ||Q(y − ·, x)||L∞(R)||µ|| ≤ 12πx ||µ||.
iv) We have just proved that a and b are harmonic in the right half-plane and bounded
in each proper sub-half-plane {(x, y) ∈ R2 | x > δ}, where δ > 0. Then (2.21) and the first
equality in (2.22) follow directly from Lemma 2.7 p. 51 in [24]. Fix x2 > 0. We introduce the
function
r1(z) = r1(x+ iy) =
∫ ∞
−∞
P (y − t, x)a(x2, t) dt− i
∫ ∞
−∞
Q(y − t, x)a(x2, t) dt.
It is not hard to see that a(x2, ·) ∈ Lp(R) for any p ∈ [1,∞], a(x2, ·) is C∞ and Ha(x2, ·)
is continuous. It is clear that r1 is bounded and by Lemma 2.4 ii) and iii) we infer that
r1 is holomorphic in the right half-plane, lim
x→0
Re(r1(x, y)) = a(x2, y) and lim
x→0
Im(r1(x, y)) =
−(Ha(x2, ·))(y) for any y ∈ R. Let r2(z) = r(x2 + z) − r1(z). It is easy to see that r2 is
well-defined, bounded and holomorphic in the right half-plane and lim
x→0
Re(r2(x, y)) = 0. Using
Schwarz’ reflection principle (see, e.g., [8] p. 75), we may extend r2 to a holomorphic function r˜2
defined in the whole complex plane so that we have r˜2(z) = −r2(−z) for any z with Re(z) < 0.
Since r˜2 is also bounded, from Liouville’s theorem it follows that r˜2 is constant. From ii)
and iii) we infer that lim
x→∞ r(x) = 0 and from Lemma 2.4, part iv), we get limx→∞ r1(x) = 0;
hence lim
x→∞ r2(x) = 0. Consequently r˜2 is identically zero on C, that is r1(z) = r(x2 + z).
This proves the second equality in (2.22). Moreover, we have Im(r(x2 + iy)) = b(x2, y) and
lim
x→0
Im(r1(x+ iy)) = −H(a(x2, ·))(y); we conclude that b(x2, ·) = −H(a(x2, ·)).
v) We know that there exists Cp > 0 such that ||Hφ||Lp ≤ Cp||φ||Lp for any φ ∈ Lp(R).
Using ii) and iv) we get
||b(x, ·)||Lp = ||Ha(x, ·)||Lp ≤ Cp||a(x, ·)||Lp ≤ Cpπ−
1
q x
− 1
q ||µ||
for any x > 0, where 1
p
+ 1
q
= 1.
vi) is a direct consequence of (2.21), (2.22) and Lemma 2.4, part iv). The proof of vii) is
very similar to the proof of part v) of Lemma 2.4 and we omit it. 2
Remark 2.6 Under the assumptions v) of Lemma 2.4 (respectively vii) of Lemma 2.5) an
easy computation gives
∂a
∂x
(0, 0) =
∂b
∂y
(0, 0) =
1
π
∫ ∞
−∞
α(t)
t2
dt, respectively
∂a
∂x
(0, 0) =
∂b
∂y
(0, 0) =
1
π
∫ ∞
−∞
1
t2
dµ(t).
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If α is nonnegative and α 6≡ 0 (respectively if µ is a positive measure) we have ∂r
∂z
(0) =
∂a
∂x
(0, 0) > 0; hence z = 0 is a simple zero of r.
After this preparation, we come back to the study of the integral
∫
R
m(ξ1, ξ
′)hξ′(ξ1) dξ1
which appears in the right hand side of (2.12).
Lemma 2.7 Suppose that for a given ξ′ ∈ RN−1 the symbol m(ξ1, ξ′) can be written as
(2.23)
m(ξ1, ξ
′) = A0(ξ′) +A1(ξ′)|ξ1|+A2(ξ′)ξ21
+
1
π
[∫
R
1
ξ21 + t
2
dµξ′,0(t) + ξ
2
1
∫
R
1
ξ21 + t
2
dµξ′,1(t) + ξ
4
1
∫
R
1
ξ21 + t
2
dµξ′,2(t)
]
+
1
π
4∑
k=0
|ξ1|k
∫
R
1
ξ21 + t
2
αξ′,k(t) dt,
where :
a) A0(ξ
′), A1(ξ′), A2(ξ′) ∈ R,
b) µξ′,i are finite Borel measures on R such that µξ′,i(S) = µξ′,i(−S) for any Borel mea-
surable set S ⊂ R, i = 0, 1, 2.
c) αξ′,k ∈ Lpk(R) for some pk ∈ (1,∞) and αξ′,k are even functions, k = 0, 1, 2, 3, 4.
d) There exists η > 0 such that αξ′,0 ≡ 0 on [−η, η] and µξ′,0(S) = 0 for any Borel
measurable set S ⊂ [−η, η].
Let βξ′,1 = Hαξ′,1 and βξ′,3 = Hαξ′,3, where H is the Hilbert transform. If h = hξ′ is given by
(2.11) then we have the identity:
(2.24)
1
2
∫ ∞
−∞
m(ξ1, ξ
′)h(ξ1) dξ1 = −A1(ξ′)
∫ ∞
0
t h(it) dt
+
∫ ∞
0
h(it)
t
dµξ′,0(t)−
∫ ∞
0
t h(it) dµξ′,1(t) +
∫ ∞
0
t3h(it) dµξ′,2(t)
+
∫ ∞
0
(
αξ′,0(t)
t
+ βξ′,1(t)− tαξ′,2(t)− t2βξ′,3(t) + t3αξ′,4(t)
)
h(it) dt.
Proof. For i = 0, 1, 2 and z = x+ iy ∈ C with Re(z) > 0 we define
pi(z) =
1
π
∫
R
x
x2 + (y − t)2 dµξ′,i(t)−
i
π
∫
R
y − t
x2 + (y − t)2 dµξ′,i(t).
In view of Lemma 2.5, pi are well-defined and holomorphic in the right half-plane {z ∈
C | Re(z) > 0}. Moreover, by assumption d) and Lemma 2.5, part vii), p0 admits an
holomorphic extension to the domain {z ∈ C | Re(z) > 0 or |Im(z)| < η2}, and p0(0) = 0.
Consequently,
p0(z)
z
is holomorphic in this domain and is bounded in a neighbourhood of zero.
For k = 0, 1, 2, 3, 4 we define
rk(z) =
1
π
∫
R
x
x2 + (y − t)2αξ′,k(t) dt−
i
π
∫
R
y − t
x2 + (y − t)2αξ′,k(t) dt.
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It follows from Lemma 2.4 that rk are well-defined and holomorphic in the right half-plane.
Furthermore, r0 admits an holomorphic extenion to {z ∈ C | Re(z) > 0 or |Im(z)| < η2} and
r0(0) = 0; therefore,
r0(z)
z
is holomorphic in this domain and bounded near zero.
Finally, we define
(2.25) mξ′(z) = A0(ξ
′) +A1(ξ′)z +A2(ξ′)z2 +
p0(z)
z
+ zp1(z) + z
3p2(z) +
4∑
k=0
zk−1rk(z).
It is obvious that mξ′ is well-defined and holomorphic in the right half-plane. Since αξ′,k
and µξ′,i are “even” and t 7−→ tξ2
1
+t2
is odd, for any ξ1 > 0 we have Im(mξ′(ξ1)) = 0 and
mξ′(ξ1) = Re(mξ′(ξ1)) = m(ξ1, ξ
′).
For ε, R > 0, consider the closed continuous path γε,R composed by the following pieces :
γ1,ε,R(t) = t, t ∈ [ε, ε+R]
γ2,ε,R(θ) = ε+Re
iθ, θ ∈ [0, π2 ]
γ3,ε,R(t) = ε+ i(R− t), t ∈ [0, R].
The function z 7−→ mξ′(z)h(z) being holomorphic in the right half-plane we have∫
γε,R
mξ′(z)h(z) dz = 0, that is
(2.26)
∫ R
ε
m(ξ1, ξ
′)h(ξ1) dξ1 +
∫
γ2,ε,R
mξ′(z)h(z) dz +
∫
γ3,ε,R
mξ′(z)h(z) dz = 0.
It follows from (2.25), Lemma 2.4 part iv) and Lemma 2.5 part vi) that lim
|z|→∞, Re(z)≥ε
mξ′(z)
z3
=
0; hence, lim
R→∞
mξ′(ε+Re
iθ)
(ε+Reiθ)3
= 0 uniformly with respect to θ ∈ [0, π2 ]. On the other hand, from
Lemma 2.1 part ii), we have |h(ε+Reiθ)| ≤ C|ε+Reiθ|4 and then |(ε+Reiθ)3h(ε+Reiθ) · iReiθ| ≤
CR
|ε+Reiθ| ≤ CRR−ε ≤ 2C for any R ≥ 2ε. We infer that limR→∞
∫
γ2,ε,R
mξ′(z)h(z) dz = 0.
From (2.16) and (2.19) it follows that |m(ξ1, ξ′)| ≤ C|ξ1|−1+δ1 for 0 < ξ1 < 1 and
|m(ξ1, ξ′)| ≤ C|ξ1|3−δ2 for large ξ1 and some C, δ1, δ2 > 0. Since h is continuous and
|h(ξ1)| ≤ C|ξ1|4 (see(2.13)), the integral
∫ ∞
0
m(ξ1, ξ
′)h(ξ1) dξ1 converges absolutely.
Clearly we have ∫
γ3,ε,R
mξ′(z)h(z) dz = −i
∫ R
0
mξ′(ε+ iy)h(ε+ iy) dy.
Passing to the limit as R −→∞ in (2.26) we infer that
∫ ∞
0
mξ′(ε+iy)h(ε+iy) dy converges and
(2.27)
∫ ∞
ε
m(ξ1, ξ
′)h(ξ1) dξ1 = i
∫ ∞
0
mξ′(ε+ iy)h(ε+ iy) dy.
Since m(ξ1, ξ
′) is real and symmetric with respect to ξ1 we have∫ −ε
−∞
m(ξ1, ξ
′)h(ξ1) dξ1 =
∫ ∞
ε
m(−ξ1, ξ′)h(−ξ1) dξ1 =
∫ ∞
ε
m(ξ1, ξ
′)h(ξ1) dξ1,
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and then, taking (2.27) into account, we get
(2.28)
∫ −ε
−∞
m(ξ1, ξ
′)h(ξ1) dξ1 +
∫ ∞
ε
m(ξ1, ξ
′)h(ξ1) dξ1 = −2
∫ ∞
0
Im(mξ′(ε+ iy)h(ε+ iy)) dy;
hence
(2.29)
∫ ∞
−∞
m(ξ1, ξ
′)h(ξ1) dξ1 = −2 lim
ε→0
∫ ∞
0
Im(mξ′(ε+ iy)h(ε+ iy)) dy.
Since h(iy) ∈ R for y ∈ [0,∞), using Lemma 2.1 and the Dominated Convergence Theorem
we find
(2.30)
lim
ε→0
∫ ∞
0
Im
[
(A0(ξ
′) +A1(ξ′)(ε+ iy) +A2(ξ′)(ε+ iy)2)h(ε+ iy)
]
dy
= A1(ξ
′)
∫ ∞
0
y h(iy) dy.
Let χ ∈ C∞c (R,R+) be such that supp(χ) ⊂ [−η4 , η4 ] and χ ≡ 1 on [−η8 , η8 ]. Since the
function z 7−→ p0(z)
z
h(z) is uniformly continuous on [−1, 1]× [−η4 , η4 ] we have
(2.31)
lim
ε→0
∫ ∞
0
Im
[
p0(ε+ iy)
ε+ iy
h(ε+ iy)χ(y)
]
dy =
∫ ∞
0
Im
(
p0(iy)
iy
h(iy)χ(y)
)
dy
= −
∫ ∞
0
Re(p0(iy))
y
h(iy)χ(y) dy = 0.
By Lemma 2.1 we infer that there exists C1 > 0 such that |h(ε+iy)−h(iy)| ≤ εC1 min(1, 1|y|5 )
for any y ∈ (0,∞) and ε ∈ [0, 1]. It is easy to see that |
(
h(ε+iy)
ε+iy − h(iy)iy
)
(1 − χ(y))| ≤
C2εmin(
1
y6
, 1) for any y ∈ (0,∞) and some C2 > 0. Consequently there exists C3 > 0 such
that
(2.32)
∣∣∣∣∣∣∣∣ (h(ε+ iy)ε+ iy − h(iy)iy
)
(1− χ(y))
∣∣∣∣∣∣∣∣
Lp(0,∞)
≤ C3ε for any p ∈ [1,∞].
Using the Cauchy-Schwarz inequality, Lemma 2.5 parts ii) and v) and (2.32), we get
(2.33)
∣∣∣∣ ∫ ∞
0
p0(ε+ iy)
(
h(ε+ iy)
ε+ iy
− h(iy)
iy
)
(1− χ(y)) dy
∣∣∣∣
≤
(
||Re(p0(ε+ i·))||L2(R) + ||Im(p0(ε+ i·))||L2(R)
)∣∣∣∣∣∣ (h(ε+iy)ε+iy − h(iy)iy ) (1− χ(y))∣∣∣∣∣∣L2(0,∞)
≤ C4ε 12 −→ 0 as ε −→ 0.
We also have by (2.20) and assumption d),
(2.34)
lim
ε→0
∫ ∞
0
Im
[
p0(ε+ iy)
h(iy)
iy
(1− χ(y))
]
dy
= − lim
ε→0
∫ ∞
0
Re(p0(ε+ iy))
h(iy)
y
(1− χ(y)) dy
= −
∫ ∞
0
h(iy)
y
(1− χ(y)) dµξ′,0(y) = −
∫ ∞
0
h(iy)
y
dµξ′,0(y).
14
From (2.31), (2.33) and (2.34) we get
(2.35) lim
ε→0
∫ ∞
0
Im
[
p0(ε+ iy)
ε+ iy
h(ε+ iy)
]
dy = −
∫ ∞
0
h(iy)
y
dµξ′,0(y).
This proof can be slightly modified to show that
(2.36) lim
ε→0
∫ ∞
0
Im
[
r0(ε+ iy)
ε+ iy
h(ε+ iy)
]
dy = −
∫ ∞
0
h(iy)
y
αξ′,0(y) dy.
(All we have to do is to use Ho¨lder’s inequality to obtain an analogous of (2.33) and to use
Lemma 2.4 part ii) instead of (2.20) to get an analogous of (2.34)). Moreover, it is easy to
see that |(ε + iy)ℓh(ε + iy) − (iy)ℓh(iy)| ≤ C5εmin(1, 1y2 ) for y ∈ (0,∞), ℓ ∈ {0, 1, 2, 3} and
ε ∈ [0, 1]. Therefore, there exists C6 > 0 such that
(2.37) ||(ε+ iy)k−1h(ε+ iy)− (iy)k−1h(iy)||Lp(0,∞) ≤ C6ε
for any ε ∈ [0, 1], k ∈ {1, 2, 3, 4} and p ∈ [1,∞]. This implies that∣∣∣∣ ∫ ∞
0
Im
(
(ε+ iy)k−1h(ε+ iy)rk(ε+ iy)
)
dy −
∫ ∞
0
Im
(
(iy)k−1h(iy)rk(ε+ iy)
)
dy
∣∣∣∣
≤ (||Re(rk(ε+ i·))||Lpk + ||Im(rk(ε+ i·))||Lpk ) ||(ε+ iy)k−1h(ε+ iy)− (iy)k−1h(iy)||Lqk (0,∞)
≤ (||αξ′,k||Lpk + ||Hαξ′,k||Lpk )C6ε −→ 0 as ε −→ 0.
Consequently we have
(2.38)
lim
ε→0
∫ ∞
0
Im
(
(ε+ iy)k−1rk(ε+ iy)h(ε+ iy)
)
dy
= lim
ε→0
∫ ∞
0
Im
(
(iy)k−1rk(ε+ iy)h(iy)
)
dy,
where the latter limit exists by Lemma 2.4 ii) and (2.13). Using (2.38) and Lemma 2.4 ii) we
obtain :
(2.39) lim
ε→0
∫ ∞
0
Im (r1(ε+ iy)h(ε+ iy)) dy = −
∫ ∞
0
(Hαξ′,1)(y)h(iy) dy,
(2.40) lim
ε→0
∫ ∞
0
Im ((ε+ iy)r2(ε+ iy)h(ε+ iy)) dy =
∫ ∞
0
αξ′,2(y) · yh(iy) dy,
(2.41) lim
ε→0
∫ ∞
0
Im
(
(ε+ iy)2r3(ε+ iy)h(ε+ iy)
)
dy =
∫ ∞
0
(Hαξ′,3)(y) · y2h(iy) dy,
(2.42) lim
ε→0
∫ ∞
0
Im
(
(ε+ iy)3r4(ε+ iy)h(ε+ iy)
)
dy = −
∫ ∞
0
αξ′,4(y) · y3h(iy) dy.
Similarly we find
(2.43)
lim
ε→0
∫ ∞
0
Im ((ε+ iy)p1(ε+ iy)h(ε+ iy)) dy = lim
ε→0
∫ ∞
0
Im (p1(ε+ iy)(iy)h(iy)) dy
= lim
ε→0
∫ ∞
0
Re (p1(ε+ iy)yh(iy)) dy =
∫ ∞
0
yh(iy) dµξ′,1(y)
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and
(2.44)
lim
ε→0
∫ ∞
0
Im
(
(ε+ iy)3p2(ε+ iy)h(ε+ iy)
)
dy
= lim
ε→0
∫ ∞
0
Im
(
p2(ε+ iy)(iy)
3h(iy)
)
dy
= − lim
ε→0
∫ ∞
0
Re
(
p2(ε+ iy)y
3h(iy)
)
dy = −
∫ ∞
0
y3h(iy) dµξ′,2(y).
Since mξ′(z) is given by (2.25), replacing (2.30), (2.35), (2.36) and (2.39)-(2.44) into (2.29) we
obtain the conclusion of the lemma. 2
Now we are ready to state and prove the main result of this section.
Theorem 2.8 Suppose that for any ξ′ ∈ RN−1, m(ξ1, ξ′) satisfies the assumptions of Lemma
2.7. For u ∈ C∞c (RN ) define u1, u2, f and g as in (2.2)-(2.4) and for a given function
ϕ ∈ C0c (RN ), let W (ϕ) =
∫
RN
m(ξ)|ϕ̂(ξ)|2 dξ. Then we have the identity:
(2.45)
π2
16
(W (u1) +W (u2)− 2W (u))
= −
∫
RN−1
A1(ξ
′)
∫ ∞
0
t
∣∣∣∣ ∫ ∞
0
f̂(ξ1, ξ
′)
ξ1
t2 + ξ21
dξ1
∣∣∣∣2 dt dξ′
+
∫
RN−1
∫ ∞
0
1
t
∣∣∣∣ ∫ ∞
0
f̂(ξ1, ξ
′)
ξ1
t2 + ξ21
dξ1
∣∣∣∣2 dµξ′,0(t) dξ′
−
∫
RN−1
∫ ∞
0
t
∣∣∣∣ ∫ ∞
0
f̂(ξ1, ξ
′)
ξ1
t2 + ξ21
dξ1
∣∣∣∣2 dµξ′,1(t) dξ′
+
∫
RN−1
∫ ∞
0
t3
∣∣∣∣ ∫ ∞
0
f̂(ξ1, ξ
′)
ξ1
t2 + ξ21
dξ1
∣∣∣∣2 dµξ′,2(t) dξ′
+
∫
RN−1
∫ ∞
0
[
αξ′,0(t)
t
+ βξ′,1(t)− tαξ′,2(t)− t2βξ′,3(t) + t3αξ′,4(t)
]
∣∣∣∣ ∫ ∞
0
f̂(ξ1, ξ
′)
ξ1
t2 + ξ21
dξ1
∣∣∣∣2 dt dξ′.
Proof. Since FN−1f ∈ S(RN ), the integral
∫ ∞
0
e−x1t(FN−1f)(x1, ξ′) dx1 is well defined for
all t > 0 and ξ′ ∈ RN−1. Using Plancherel’s theorem we get
(2.46)
∫ ∞
0
e−x1t(FN−1f)(x1, ξ′) dx1 = 〈FN−1f(·, ξ′) , e−(·)tχ[0,∞)(·)〉L2(R)
= (2π)−1〈F1(FN−1f(·, ξ′)),F1
(
e−(·)tχ[0,∞)(·)
)
〉L2(R).
Moreover, we have
F1
(
e−(·)tχ[0,∞)(·)
)
(ξ1) =
∫ ∞
0
e−ix1ξ1e−x1tdx1 = − 1
t+ iξ1
e−(t+iξ1)x1
∣∣∣∣∞
x1=0
=
1
t+ iξ1
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and then, using (2.46) and the oddness of f̂ with respect to ξ1 we get :
(2.47)
hξ′(it) =
∣∣∣∣ ∫ ∞
0
e−x1t(FN−1f)(x1, ξ′) dx1
∣∣∣∣2 = (2π)−2∣∣∣∣ ∫ ∞−∞ f̂(ξ1, ξ′) · 1t− iξ1 dξ1
∣∣∣∣2
= (2π)−2
∣∣∣∣ ∫ ∞
0
f̂(ξ1, ξ
′)
(
1
t− iξ1 −
1
t+ iξ1
)
dξ1
∣∣∣∣2
=
1
π2
∣∣∣∣ ∫ ∞
0
f̂(ξ1, ξ
′)
ξ1
t2 + ξ21
dξ1
∣∣∣∣2.
Identity (2.45) is a simple consequence of (2.12), (2.24) and (2.47) and Theorem 2.8 is proved.
2
Remark 2.9 It is worth to note that we can prove an identity analogous to (2.45) whenever
we work with a symbol m(ξ) = m(ξ1, ξ
′) symmetric with respect to ξ1 and such that for any
ξ′ ∈ RN−1, m(·, ξ′) admits an holomorphic extension mξ′(z) to the domain {z ∈ C | Re(z) >
0, Im(z) > 0} having the following properties :
P1 : lim
z→ξ1, Im(z)>0
mξ′(z) = m(ξ1, ξ
′).
P2 : For any ε > 0, lim
|z|→∞, Re(z)≥ε
mξ′(z)
z3
= 0.
P3 : lim
ε→0
∫ ∞
0
mξ′(ε+ it)hξ′(ε+ it) dt exists (and depends on ξ
′ and the values taken by hξ′
on the imaginary axis).
Note that assumption P1 implies that m(·, ξ′) admits an holomorphic extension to the
whole right half-plane. Indeed, it follows from Schwarz’ reflection principle ([8], p. 75) that
the function
m˜ξ′ =

mξ′(z) if Im(z) ≥ 0,
mξ′(z) if Im(z) < 0
is holomorphic in {z ∈ C | Re(z) > 0}.
Assumption P2 is needed in the proof of Lemma 2.7 to show that
lim
R→∞
∫
γ2,ε,R
mξ′(z)hξ′(z) dz = 0 (where γ2,ε,R(θ) = ε+Re
iθ, θ ∈ [0, π2 ]). We recall that |hξ′(z)|
behaves like 1|z|4 as |z| −→ ∞ (see Lemma 2.1 and Remark 2.2). This assumption could be
replaced by a weaker one that guarantees at least that lim
n→∞
∫
γ2,ε,Rn
mξ′(z)hξ′(z) dz = 0 for
some sequence Rn −→∞.
In Theorem 2.8 assumption P3 is satisfied because of the special form of m(·, ξ′) given by
(2.23).
In this context, the hypotheses of Theorem 2.8 are almost optimal. Indeed, suppose that
a function m(z) has the properties P1, P2, P3 above. Let m˜ be the holomorphic extension
of m to the right half-plane and define q(z) = m˜(z)
z3
. Clearly, q is an holomorphic function in
the right half-plane and lim
|z|→∞, Re(z)≥ε
q(z) = 0 for any ε > 0. Thus for any x > ε we have the
Poisson representation formulae
(2.48)
q(x+ iy) =
1
π
∫ ∞
−∞
x− ε
(x− ε)2 + (t− y)2 Re(q(ε+ it)) dt
+
i
π
∫ ∞
−∞
t− y
(x− ε)2 + (t− y)2 Re(q(ε+ it)) dt
17
and
(2.49)
q(x+ iy) =
−1
π
∫ ∞
−∞
t− y
(x− ε)2 + (t− y)2 Im(q(ε+ it)) dt
+
i
π
∫ ∞
−∞
x− ε
(x− ε)2 + (t− y)2 Im(q(ε+ it)) dt.
Multiplying (2.48) (respectively (2.49)) by (x + iy)3, we find the expression of m(x + iy) in
terms of Re(q(ε + it)) (respectively in terms of Im(q(ε + it))). If Re(q(ε + it)) −→ α(t) as
ε −→ 0 and if it is possible to pass to the limit as ε −→ 0 in (2.48) then we obtain, at least
formally,
mξ′(ξ1) = ξ
3
1q(ξ1) =
ξ41
π
∫ ∞
−∞
α(t)
ξ21 + t
2
dt.
However, as it will be seen later in applications, the function q may be singular at the origin. In
this case it is not possible to pass to the limit as ε −→ 0 in (2.48) or in (2.49) in order to express
the function q (hence the function m) in terms of its “boundary values” on the imaginary axis.
This is the reason why we have introduced “lower order terms” in the expression of mξ′(z) in
(2.23).
We give now some examples illustrating several situations that may be encountered in
applications. Throughout u ∈ C∞c (RN ) and we keep the notation introduced in (2.2)-(2.3).
Example 2.10 If the symbol m is of the form m(ξ1, ξ
′) = A1(ξ′)|ξ1|, then Theorem 2.8 gives
(2.50) W (u1) +W (u2)− 2W (u) = −16
π2
∫
RN−1
A1(ξ
′)
∫ ∞
0
t
∣∣∣∣ ∫ ∞
0
f̂(ξ1, ξ
′)
ξ1
t2 + ξ21
dξ1
∣∣∣∣2 dt dξ′.
This kind of symbol appears in problems involving operators of the type
H1
∂
∂x1
P ( ∂
∂x2
, . . . , ∂
∂xN
), where H1 is the Hilbert transform with respect to the x1 variable and
P is a pseudo-differential operator in the last N − 1 variables.
Example 2.11 i) Consider the symbol m(ξ) =
1
|ξ|2 appearing in Choquard’s problem. It can
be written as
m(ξ1, ξ
′) =
1
ξ21 + |ξ′|2
=
1
π
∫
R
1
ξ21 + t
2
dµξ′,0(t),
where µξ′,0 =
π
2 (δ−|ξ′| + δ|ξ′|) and δa is the Dirac measure with support {a}. From Theorem
2.8 we get the identity
(2.51) W (u1) +W (u2)− 2W (u) = 8
π
∫
RN−1
1
|ξ′|
∣∣∣∣ ∫ ∞
0
f̂(ξ1, ξ
′)
ξ1
|ξ′|2 + ξ21
dξ1
∣∣∣∣2 dξ′.
The same identity could be obtained by observing that the function mξ′(z) =
1
z2 + |ξ′|2 is
meromorphic in C and has exactly one pole in the upper half-plane, namely i|ξ′|. Using
Residue’s Theorem it is not hard to see that∫ ∞
−∞
mξ′(z)hξ′(z) dz = 2πiRes(mξ′hξ′ , i|ξ′|),
and integrating this identity over RN−1 we get (2.51).
ii) Consider the symbol m(ξ) =
1
|ξ|2 + a2 =
1
ξ21 + |ξ′|2 + a2
corresponding to the operator
(−∆ + a2)−1. It is obvious that
m(ξ1, ξ
′) =
1
π
∫
R
1
ξ21 + t
2
dµξ′,0(t),
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where µξ′,0 =
π
2 (δ−
√
|ξ′|2+a2 + δ
√
|ξ′|2+a2). From Theorem 2.8 we get the identity
(2.52) W (u1) +W (u2)− 2W (u) = 8
π
∫
RN−1
1√|ξ′|2 + a2
∣∣∣∣ ∫ ∞
0
f̂(ξ1, ξ
′)
ξ1
a2 + |ξ′|2 + ξ21
dξ1
∣∣∣∣2 dξ′.
The same identity could be obtained by applying Residue’s Theorem to the meromorphic
function z 7−→ 1
z2 + |ξ′|2 + a2hξ′(z).
iii) More generally, consider a symbol of the form m(ξ1, ξ
′) =
c(ξ′)
ξ21 + r
2(ξ′)
. It can be written
as
m(ξ1, ξ
′) =
1
π
∫
R
1
ξ21 + t
2
dµξ′,0(t),
where µξ′,0 =
π
2 c(ξ
′)(δ−r(ξ′) + δr(ξ′)). Using Theorem 2.8 we obtain the identity
(2.53) W (u1) +W (u2)− 2W (u) = 8
π
∫
RN−1
c(ξ′)
r(ξ′)
·
∣∣∣∣ ∫ ∞
0
f̂(ξ1, ξ
′)
ξ1
r2(ξ′) + ξ21
dξ1
∣∣∣∣2 dξ′.
In particular, for the symbol m(ξ1, ξ
′) =
ξ2kj
ξ21 + |ξ′|2 + a2
, j = 2, . . . , N (corresponding to the
operator (−1)k ∂
2k
∂x2kj
(−∆ + a2)−1)), we get
(2.54) W (u1) +W (u2)− 2W (u) = 8
π
∫
RN−1
ξ2kj√|ξ′|2 + a2
∣∣∣∣ ∫ ∞
0
f̂(ξ1, ξ
′)
ξ1
a2 + |ξ′|2 + ξ21
dξ1
∣∣∣∣2 dξ′.
iv) The symbol m(ξ1, ξ
′) =
ξ21
ξ21 + |ξ′|2 + a2
can be expressed as
m(ξ1, ξ
′) =
ξ21
π
∫
R
1
ξ21 + t
2
dµξ′,1(t),
where µξ′,1 =
π
2 (δ−
√
|ξ′|2+a2 + δ
√
|ξ′|2+a2). From Theorem 2.8 we find the identity
(2.55) W (u1)+W (u2)−2W (u) = − 8
π
∫
RN−1
√
|ξ′|2 + a2
∣∣∣∣ ∫ ∞
0
f̂(ξ1, ξ
′)
ξ1
a2 + |ξ′|2 + ξ21
dξ1
∣∣∣∣2 dξ′.
Notice that the right-hand side in (2.55) is negative, while in (2.54) it is positive.
v) The symbol m(ξ1, ξ
′) =
ξ41
ξ21 + |ξ′|2 + a2
(corresponding to the operator
∂4
∂x41
(−∆ + a2)−1) can be written as
m(ξ1, ξ
′) =
ξ41
π
∫
R
1
ξ21 + t
2
dµξ′,2(t),
where µξ′,2 =
π
2 (δ−
√
|ξ′|2+a2 + δ
√
|ξ′|2+a2). By Theorem 2.8 we have the identity
(2.56) W (u1) +W (u2)− 2W (u) = 8
π
∫
RN−1
(|ξ′|2 + a2) 32
∣∣∣∣ ∫ ∞
0
f̂(ξ1, ξ
′)
ξ1
a2 + |ξ′|2 + ξ21
dξ1
∣∣∣∣2 dξ′.
19
Obviously all the identities in (2.53)-(2.56) could be obtained by using the Residue Theorem.
Example 2.12 Consider the symbol m(ξ) = |ξ|2s, corresponding to the operator (−∆)s.
It is well-known that the argument of a complex number, arg(z), can be defined analytically
on C \ (−∞, 0] in such a way that
∀t ∈ (0,∞), arg(t) = 0,
∀t ∈ (−∞, 0), lim
ε↓0
arg(t+ iε) = π and lim
ε↑0
arg(t+ iε) = −π.
The complex logarithm log(z) = ln |z|+i arg(z) is well defined and holomorphic on C\(−∞, 0].
For z ∈ Ωξ′ := C \ {it | t ∈ (−∞,−|ξ′|]∪ [|ξ′|,∞)}, we have z2 + |ξ′|2 6∈ (−∞, 0]; hence we may
define
mξ′(z) = e
s log(z2+|ξ′|2) = |z2 + |ξ′|2|seis arg(z2+|ξ′|2).
The function mξ′ is holomorphic in Ωξ′ and |mξ′(z)| = |z2 + |ξ′|2|s for any z ∈ Ωξ′ .
If s < 32 and ξ
′ 6= 0, the function z 7−→ mξ′ (z)
z3
is holomorphic in Ωξ′ \ {0}, tends to zero as
|z| −→ ∞ and has a third order pole at the origin. It is easy to see that
(2.57) mξ′(z) = |ξ′|2s
(
1 + s
z2
|ξ′|2 +
∞∑
k=2
Cks
z2k
|ξ′|2k
)
,
where Cks =
s(s−1)...(s−k+1)
k! and the series converges in the open ball BC(0, |ξ′|). Consider the
function rξ′(z) =
1
z3
(mξ′(z) − |ξ′|2s − s|ξ′|2s−2z2). According to (2.57), rξ′ is a holomorphic
function in Ωξ′ . If s <
3
2 , we have rξ′(z) −→ 0 as |z| −→ ∞. Consequently, the Poisson
representation formula (2.48) holds for rξ′ . Since rξ′(z) = rξ′(z), the function t 7−→ Re(rξ′(ε+
it)) is even and we have, in particular,
(2.58)
mξ′(ξ1) = |ξ′|2s + s|ξ′|2s−2ξ21 + ξ31rξ′(ξ1)
= |ξ′|2s + s|ξ′|2s−2ξ21 +
ξ31
π
∫ ∞
−∞
ξ1 − ε
(ξ1 − ε)2 + (t− y)2 Re(rξ
′(ε+ it)) dt.
It is clear from the definition of rξ′ that for any t ∈ (−|ξ′|, |ξ′|) we have lim
ε→0
Re(rξ′(ε + it)) =
Re(rξ′(it)) = 0. For any t > |ξ′| we have lim
ε↓0
mξ′(ε + it) = (t
2 − |ξ′|2)seisπ and lim
ε↓0
Re(rξ′(ε +
it)) = − sin(sπ)(t
2 − |ξ′|2)s
t3
.
On the other hand, it is not hard to check that for −1 < s < 32 , there exists ps ∈ (1,∞)
and Cs,ξ′ > 0 such that
(2.59) ||rξ′(ε+ i·)||Lps (R) ≤ Cs,ξ′ for any ε ∈ (0, |ξ
′|
2
).
Indeed, since |rξ′(ε + i·)| is even, it suffices to show that ||rξ′(ε + i·)||Lps ([0,∞)) has a bound
independent of ε. Since |rξ′(ε + it)| is uniformly bounded for ε ∈ [0, |ξ
′|
2 ] and t ∈ [0, |ξ
′|
2 ], it
suffices to show that ||rξ′(ε+ i·)||Lps ([ |ξ′|
2
,∞)) ≤ C ′s,ξ′ .
If s ≥ 0, we have |mξ′(z)| = |z2 + |ξ′|2|s ≤ C1,s(|z|2s + |ξ′|2s). Thus for any ε ∈ (0, |ξ
′|
2 ) and
t ≥ |ξ′|2 we have
|rξ′(ε+ it)| ≤ |mξ′ (ε+it)||ε+it|3 + |ξ
′|2s
|ε+it|3 +
s|ξ′|2s−2
|ε+it|
≤ C1,s|ε+it|3−2s +
C1,s|ξ′|2s
|ε+it|3 +
|ξ′|2s
|ε+it|3 +
s|ξ′|2s−2
|ε+it|
≤ C1,s min
(
2
|ξ′| ,
1
t
)3−2s
+ (C1,s + 1)|ξ′|2s min
(
2
|ξ′| ,
1
t
)3
+ s|ξ′|2s−2 min
(
2
|ξ′| ,
1
t
)
.
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Thus it suffices to take ps > 1 such that ps(3− 2s) > 1 to obtain the desired bound.
If s < 0 then for ε ∈ (0, |ξ′|2 ) and t ≥ |ξ
′|
2 , we have |(ε + it) + i|ξ′| |s ≤ |ε + it|s, and
|(ε+ it)− i|ξ′| |s ≤ |t− |ξ′| |s. Since |mξ′(ε+ it)| = |(ε+ it) + i|ξ′| |s |(ε+ it)− i|ξ′| |s, we find
in this case
|rξ′(ε+ it)| ≤ |mξ′ (ε+it)||ε+it|3 + |ξ
′|2s
|ε+it|3 +
s|ξ′|2s−2
|ε+it| ≤ |(ε+it)−i|ξ
′| |s
|ε+it|3−s +
|ξ′|2s
|ε+it|3 +
s|ξ′|2s−2
|ε+it|
≤ |t−|ξ′| |s|ε+it|3−s + |ξ
′|2s
|ε+it|3 +
s|ξ′|2s−2
|ε+it|
≤ |t− |ξ′| |s min
(
2
|ξ′| ,
1
t
)3−s
+ |ξ′|2s min
(
2
|ξ′| ,
1
t
)3
+ s|ξ′|2s−2 min
(
2
|ξ′| ,
1
t
)
.
Consequently it suffices to take ps > 1 such that −sps < 1 (i.e. ps ∈ (1,−1s )) to obtain (2.59).
It follows from (2.59) and Theorem 2.5 p. 50 in [24] that there exists kξ′ ∈ Lps(R) such
that Re(rξ′(x+ iy)) =
1
π
∫ ∞
−∞
x
x2 + (y − t)2kξ′(t) dt. Moreover, from Theorem 2.1 p. 47 in [24]
we have lim
ε↓0
Re(rξ′(ε+ it)) = kξ′(t) for almost every t ∈ R and ||Re(rξ′(ε+ i·))− kξ′ ||Lps −→ 0
as ε −→ 0. In view of the pointwise convergence, we infer that kξ′ is even and
kξ′(t) =
{
0 if t ∈ (−|ξ′|, |ξ′|)
− sin(sπ) (t2−|ξ′|2)s|t|3 if |t| > |ξ′|
a.e. on R. Now it is clear that the symbol m(ξ1, ξ
′) can be written as
(2.60)
m(ξ1, ξ
′) = |ξ′|2s + s|ξ′|2s−2ξ21 + ξ31rξ′(ξ1)
= |ξ′|2s + s|ξ′|2s−2ξ21 +
ξ41
π
∫ ∞
−∞
1
ξ21 + t
2
kξ′(t) dt.
Thus we may apply Theorem 2.8 to get, for any u ∈ C∞c (RN ) and s ∈ (−1, 32),
(2.61)
W (u1) +W (u2)− 2W (u) = 16
π2
∫
RN−1
∫ ∞
0
t3kξ′(t)
∣∣∣∣ ∫ ∞
0
f̂(ξ1, ξ
′)
ξ1
t2 + ξ21
dξ1
∣∣∣∣2 dt dξ′
= −16 sin(sπ)
π2
∫
RN−1
∫ ∞
|ξ′|
(
t2 − |ξ′|2
)s ∣∣∣∣ ∫ ∞
0
f̂(ξ1, ξ
′)
ξ1
t2 + ξ21
dξ1
∣∣∣∣2 dt dξ′.
Similarly, if we consider the symbol m(ξ) = (|ξ|2 + a2)s we get the identity
(2.62)
W (u1) +W (u2)− 2W (u)
= −16 sin(sπ)
π2
∫
RN−1
∫ ∞
√
|ξ′|2+a2
(
t2 − |ξ′|2 − a2
)s ∣∣∣∣ ∫ ∞
0
f̂(ξ1, ξ
′)
ξ1
t2 + ξ21
dξ1
∣∣∣∣2 dt dξ′.
3 Symmetry and function spaces
For any u ∈ C∞c (RN ) we define u1 and u2 as in (2.1) and we put T1u = u1, T2u = u2.
Clearly, T1 and T2 are linear continuous mappings from C
∞
c (R
N ) to C0c (R
N ). In this section
we consider the following intimately related problems :
1◦. Determine significant subspaces X ⊂ D′(RN ) such that T1 and T2 can be extended
to linear continuous mappings from X to X . (Or, equivalently, find the subspaces X such that
u ∈ X implies T1u, T2u ∈ X and u 7−→ T1u, u 7−→ T2u are continuous for the X topology).
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2◦. If X is a subspace as above, how the identities proved in the previous section can be
extended to X ?
The answer to these questions is of great importance in symmetry problems. For instance,
suppose that a function space X has the two properties described above and that the solutions
of the variational problem
(3.1)
minimize E(u) :=
∫
RN
m(ξ)|û(ξ)|2 dξ +
∫
RN
F (u) dx
under the constraint
∫
RN
G(u) dx = λ
belong to X . As before, the symbol m(ξ) = m(ξ1, ξ′) is assumed to be symmetric with respect
to ξ1. Defining W (u) :=
∫
RN
m(ξ)|û(ξ)|2 dξ, we suppose also that that an identity of type
(2.45) holds for W (u) and it can be extended to X in such a way that
W (T1u) +W (T2u)− 2W (u) < 0 whenever T1u 6= u, T2u 6= u.
(We will see later that most of the symbols in Examples 2.10-2.12 have this property.) Then,
we claim that after a translation in the x1 direction, any solution of (3.1) is symmetric with
respect to x1. Indeed, let u be a minimizer. After a translation in the x1 direction, we may
assume that
∫
{x1<0}
G(u(x)) dx =
∫
{x1>0}
G(u(x)) dx =
λ
2
. This implies
∫
RN
G(u1(x)) dx =
2
∫
{x1<0}
G(u(x)) dx = λ and
∫
RN
G(u2(x)) dx = 2
∫
{x1>0}
G(u(x)) dx = λ ; consequently u1
and u2 (which belong to X ) also satisfy the constraint. It is obvious that
∫
RN
F (u1(x)) dx +∫
RN
F (u2(x)) dx = 2
∫
RN
F (u(x)) dx. Suppose by contradiction that u is not symmetric with
respect to x1. Then we get
E(u1) + E(u2)− 2E(u) = W (u1) +W (u2)− 2W (u) < 0,
and this implies that either E(u1) < E(u) or E(u2) < E(u). Therefore u cannot be a minimizer
and this proves the claim.
Given the motivation above, we will study the behavior of T1 and T2 from H
s(RN ) to
Hs(RN ), respectively from H˙s(RN ) to H˙s(RN ), where
Hs(RN ) = {u ∈ S ′(RN ) | û ∈ L1loc(RN ) and
∫
RN
(1 + |ξ|2)s|û(ξ)|2 dξ <∞},
H˙s(RN ) = {u ∈ S ′(RN ) | û ∈ L1loc(RN ) and
∫
RN
|ξ|2s|û(ξ)|2 dξ <∞}.
Consider ϕ ∈ C∞c (R), ϕ odd, such that ϕ′(0) = 1. It is obvious that T1ϕ(x) = −sgn(x)ϕ(x)
and (T1ϕ)
′(x) =
{
ϕ′(x) if x < 0,
−ϕ′(x) if x > 0 and we have (in the distributional sense) (T1ϕ)
′′ =
−sgn(x)ϕ′′(x) − 2δ0. Since (T1ϕ)′′ 6∈ L2(R), we conclude that T1 and T2 are not well-defined
from Hs(R) to Hs(R) if s ≥ 2. In fact, T1 and T2 are not well-defined from Hs(RN ) to
Hs(RN ) (respectively from H˙s(RN ) to H˙s(RN )) if s ≥ 32 , as it can be seen in the following
example.
Example 3.1 Define ϕ : R −→ R, ϕ(x) = xe−|x|. An easy computation shows that ϕ̂(ξ) =
−4iξ
(1+ξ2)2
, hence ϕ ∈ Hs(R) for any s < 52 and ϕ ∈ H˙s(R) for any s ∈ (−32 , 52). It is clear
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that (T1ϕ)(x) = −|x|e−|x| and T̂1ϕ(ξ) = 2(ξ
2−1)
(1+ξ2)2
. Consequently, T1ϕ ∈ Hs(R) for s < 32
(respectively T1ϕ ∈ H˙s(R) for −12 < s < 32), but T1ϕ 6∈ Hs(R) and T1ϕ 6∈ H˙s(R) for s ≥ 32 .
In dimension N ≥ 2 it suffices to take ψ(x) = ϕ(x1)ϕ1(x2, . . . , xN ), where ϕ1 ∈ C∞c (RN−1),
to see that T1 and T2 are not well-defined from H
s(RN ) to Hs(RN ) (respectively from H˙s(RN )
to H˙s(RN )) if 32 ≤ s < 52 .
If s < 0, the elements of Hs(RN ) or H˙s(RN ) are not necessarily measurable functions. In
this case we extend T1 and T2 to H
s(RN ) or H˙s(RN ) by duality. For u, ϕ ∈ C∞c (RN ) we
have
〈T1u, ϕ〉S′,S =
∫
RN
(T1u)(x)ϕ(x) dx =
∫
{x1<0}
u(x)ϕ(x) dx+
∫
{x1>0}
u(−x1, x′)ϕ(x) dx
=
∫
{x1<0}
u(x)ϕ(x) dx+
∫
{x1<0}
u(x1, x
′)ϕ(−x1, x′) dx = 〈u, T ∗1ϕ〉L2,L2 ,
where (T ∗1ϕ)(x) = χ{x1<0}(ϕ(x1, x
′) + ϕ(−x1, x′)). Hence, for u ∈ Hs(RN ) with s < 0 we
should define T1u by
〈T1u, ϕ〉Hs,H−s = 〈u, T ∗1ϕ〉Hs,H−s
for any test function ϕ ∈ C∞c (RN ). However, the operator T ∗1 does not map Hk(RN ) into
Hk(RN ) if k ≥ 12 (as it can be easily seen by taking the function η(x) = e−|x| in one dimension,
respectively η(x1)η1(x2, . . . , xN ), where η1 ∈ C∞c (RN−1) in dimension N ≥ 2). This shows
that we cannot define T1 and T2 on H
s(RN ) and on H˙s(RN ) if s ≤ −12 .
Example 3.2 Consider the tempered distribution u defined by u = p.v.( 1
x
), that is
〈u, ϕ〉S′,S = lim
ε→0
∫
{|x|>ε}
1
x
ϕ(x) dx for any ϕ ∈ S(R).
It is well-known (and easy to check) that û(ξ) = −iπ sgn(ξ); hence u ∈ Hs(R) for any s < −12 .
However, T1u = − 1|x| and T2u = 1|x| do not define distributions on R !
Our next goal is to prove that the operators T1 and T2 are well-defined and continuous
from Hs(RN ) to Hs(RN ) (respectively from H˙s(RN ) to H˙s(RN )) if −12 < s < 32 . It is
obvious that T1 and T2 are well-defined and continuous from L
2(RN ) to L2(RN ). It is well-
known that H1(RN ) = W 1,2(RN ) = {ϕ ∈ L2(RN ) | ∂ϕ
∂xi
∈ L2(RN ), i = 1, . . . , N} and
that T1, T2 : W
1,2(RN ) −→ W 1,2(RN ) are well-defined and continuous. Using interpolation
theory we conclude that T1 and T2 are well-defined and continuous from H
s(RN ) to Hs(RN )
if 0 ≤ s ≤ 1. However, interpolation gives no information if either s < 0 or s > 1. Our next
result deals with some values of s in this range.
Theorem 3.3 The operators T1 and T2 are well-defined and continuous from H
s(RN ) to
Hs(RN ) and from H˙s(RN ) to H˙s(RN ) for any s ∈ (−12 , 32).
Proof. We will prove that there exists Cs > 0 such that for any u ∈ C∞c (RN ) we have
(3.2) ||Tiu||Hs ≤ Cs||u||Hs , respectively ||Tiu||H˙s ≤ Cs||u||H˙s , s = 1, 2,
and then the theorem will follow by density.
Therefore, suppose u ∈ C∞c (RN ). If N ≥ 2 we have by (2.61 ) and (2.62)
(3.3)
||T1u||2H˙s + ||T2u||2H˙s − 2||u||2H˙s
= −16 sin(sπ)
π2
∫
RN−1
∫ ∞
|ξ′|
(
t2 − |ξ′|2
)s ∣∣∣∣ ∫ ∞
0
f̂(ξ1, ξ
′)
ξ1
t2 + ξ21
dξ1
∣∣∣∣2 dt dξ′,
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respectively
(3.4)
||T1u||2Hs + ||T2u||2Hs − 2||u||2Hs
= −16 sin(sπ)
π2
∫
RN−1
∫ ∞
√
|ξ′|2+1
(
t2 − |ξ′|2 − 1
)s ∣∣∣∣ ∫ ∞
0
f̂(ξ1, ξ
′)
ξ1
t2 + ξ21
dξ1
∣∣∣∣2 dt dξ′.
If N = 1 we have
(3.5) ||T1u||2H˙s + ||T2u||2H˙s − 2||u||2H˙s = −
16 sin(sπ)
π2
∫ ∞
0
t2s
∣∣∣∣ ∫ ∞
0
f̂(ξ)
ξ
t2 + ξ2
dξ
∣∣∣∣2 dt,
respectively
(3.6) ||T1u||2Hs + ||T2u||2Hs − 2||u||2Hs = −
16 sin(sπ)
π2
∫ ∞
1
(
t2 − 1
)s ∣∣∣∣ ∫ ∞
0
f̂(ξ)
ξ
t2 + ξ2
dξ
∣∣∣∣2 dt.
We begin by proving that T1 and T2 are bounded from H˙
s(R) to H˙s(R), −12 < s < 32 .
The integral in the right-hand side of (3.5) can be formally written as
(3.7)
∫ ∞
0
∫ ∞
0
∫ ∞
0
t2s
ξ
t2 + ξ2
· η
t2 + η2
f̂(ξ)f̂(η) dξ dη dt.
Our strategy is as follows: first we compute explicitly the integral
(3.8) Is(ξ, η) =
∫ ∞
0
t2s
ξ
t2 + ξ2
· η
t2 + η2
dt = ξη
∫ ∞
0
t2s
1
t2 + ξ2
· 1
t2 + η2
dt.
Observe that Is(ξ, η) > 0 if ξ > 0, η > 0. Then we will prove that for any s ∈ (−12 , 32) and any
ϕ, ψ ∈ L2(0,∞) we have∣∣∣∣ ∫ ∞
0
∫ ∞
0
ξ−sη−sIs(ξ, η)ϕ(ξ)ψ(η) dξ dη
∣∣∣∣ ≤ C(s)||ϕ||L2(0,∞) · ||ψ||L2(0,∞).
This will be done in Lemma 3.4. Thereafter it will be clear that for any f ∈ H˙s(R) we have
(3.9)
∫ ∞
0
∫ ∞
0
Is(ξ, η)|f̂(ξ)| · |f̂(η)| dξ dη
=
∫ ∞
0
∫ ∞
0
ξ−sη−sIs(ξ, η)|ξsf̂(ξ)| · |ηsf̂(η)| dξ dη
≤ C(s)|| | · |sf̂ ||2
L2(0,∞) ≤ C(s)||f ||2H˙s(R).
This justifies the use of Fubini’s Theorem in evaluating (3.7) and proves that the right-hand
side of (3.5) is less than C1(s)||f ||H˙s(R), where C1(s) is a constant depending only on s. Thus
we infer that there exists Cs > 0 such that ||T1u||H˙s(R) ≤ Cs||u||H˙s(R) and ||T2u||H˙s(R) ≤
Cs||u||H˙s(R) for any u ∈ C∞c (R). Consequently, T1 and T2 can be extended as continuous
linear mappings form H˙s(R) to H˙s(R), −12 < s < 32 , as claimed.
To carry out the first step of this strategy, we come back to Is(ξ, η) given by (3.8). The
complex logarithm can be defined analytically on C \ {it | t ∈ (−∞, 0]}. Hence, we may define
the holomorphic function z 7−→ z2s := e2s log(z) = |z|2se2is arg(z) on C\{it | t ∈ (−∞, 0]}. With
this definition the function k(z) =
z2s
(z2 + ξ2)(z2 + η2)
is meromorphic on C\{it | t ∈ (−∞, 0]}.
If ξ 6= η, k has four simple poles, namely ±iξ and ±iη ; if ξ = η it has two double poles at
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±iξ. For 0 < ε < min(ξ, η), and R > max(ξ, η), consider the closed path βε,R composed by
the following pieces :
β1,ε,R(t) = t, t ∈ [−R,−ε]
β2,ε(θ) = εe
i(π−θ), θ ∈ [0, π]
β3,ε,R(t) = t, t ∈ [ε,R]
β4,R(θ) = Re
iθ, θ ∈ [0, π].
Using the Residue Theorem we get
(3.10)
∫
βε,R
k(z) dz = 2πi[Res(k, iξ) + Res(k, iη)] = πeisπ
[
ξ2s
ξ(η2 − ξ2) +
η2s
η(ξ2 − η2)
]
.
Since s > −12 we have limε→0
∫
β2,ε
k(z) dz = 0. We have also lim
R→∞
∫
β4,R
k(z) dz = 0 because
s < 32 . Passing to the limit as ε −→ 0 in (3.10) and then passing to the limit as R −→
∞ in the resulting equation, we get
∫ 0
−∞
k(z) dz +
∫ ∞
0
k(z) dz = πeisπ ξ
2s−1−η2s−1
η2−ξ2 , that is(
e2isπ + 1
) ∫ ∞
0
t2s
(t2+ξ2)(t2+η2)
dt = πeisπ ξ
2s−1−η2s−1
η2−ξ2 . For s 6= 12 we obtain
(3.11)
∫ ∞
0
t2s
(t2 + ξ2)(t2 + η2)
dt =
π
2 cos(sπ)
ξ2s−1 − η2s−1
η2 − ξ2 .
For s = 12 we compute directly
(3.12)
∫ ∞
0
t
(t2 + ξ2)(t2 + η2)
dt =
1
η2 − ξ2
∫ ∞
0
t
t2 + ξ2
− t
t2 + η2
dt
=
1
2
1
η2 − ξ2
(
ln(t2 + ξ2)− ln(t2 + η2)
) ∣∣∣∣∞
t=0
=
ln η − ln ξ
η2 − ξ2 .
Notice that lim
η→ξ
∫ ∞
0
t2s
(t2+ξ2)(t2+η2)
dt = π(1−2s)4 cos(sπ)ξ
2s−3 if s 6= 12 and limη→ξ
∫ ∞
0
t
(t2+ξ2)(t2+η2)
dt = 1
2ξ2
.
Hence
(3.13) Is(ξ, η) =
π
2 cos(sπ)
ξη(ξ2s−1 − η2s−1)
η2 − ξ2 if s 6=
1
2
, and I 1
2
(ξ, η) =
ξη(ln η − ln ξ)
η2 − ξ2 .
This gives ξ−sη−sIs(ξ, η) = π2 cos(sπ)
ξsη1−s−ξ1−sηs
η2−ξ2 if s 6= 12 and ξ−
1
2 η−
1
2 I 1
2
(ξ, η) = ξ
1
2 η
1
2
ln η−ln ξ
η2−ξ2 .
An interesting property of these functions is given by the next lemma.
Lemma 3.4 Let Ks(ξ, η) =
ξsη1−s − ξ1−sηs
η2 − ξ2 if s 6=
1
2 , respectively K 1
2
(ξ, η) = ξ
1
2 η
1
2
ln η − ln ξ
η2 − ξ2 .
For any s ∈ (−12 , 32) there exists a constant C(s) (depending only on s) such that for any
ϕ, ψ ∈ L2(0,∞) we have∣∣∣∣ ∫ ∞
0
∫ ∞
0
ϕ(ξ)Ks(ξ, η)ψ(η) dξ dη
∣∣∣∣ ≤ C(s)||ϕ||L2(0,∞)||ψ||L2(0,∞).
Proof. Using polar coordinates we write ξ = r cos(θ), η = r sin(θ), where r =
√
ξ2 + η2 and
θ = arctan η
ξ
. It is easy to see that Ks(ξ, η) =
1
r
Ls(θ), where
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Ls(θ) =
(sin θ)s(cos θ)1−s − (cos θ)s(sin θ)1−s
cos2 θ − sin2 θ if s 6=
1
2 and
L 1
2
(θ) =
− ln tan θ
(1− tan2 θ) cos2 θ (sin θ)
1
2 (cos θ)
1
2 . By a change of variables we get
∫ ∞
0
∫ ∞
0
∣∣∣∣ϕ(ξ)Ks(ξ, η)ψ(η)∣∣∣∣ dξ dη = ∫ π2
0
∫ ∞
0
∣∣∣∣ϕ(r cos θ)ψ(r sin θ)∣∣∣∣ dr |Ls(θ)| dθ.
Using the Cauchy-Schwarz inequality we have∫ ∞
0
∣∣∣∣ϕ(r cos θ)ψ(r sin θ)∣∣∣∣ dr ≤ ||ϕ(· cos θ)||L2(0,∞)||ψ(· sin θ)||L2(0.∞) = ||ϕ||L2(0,∞)||ψ||L2(0,∞)√
cos θ · sin θ .
Consequently,
(3.14)
∫ ∞
0
∫ ∞
0
∣∣∣∣ϕ(ξ)Ks(ξ, η)ψ(η)∣∣∣∣ dξ dη ≤ ||ϕ||L2(0,∞)||ψ||L2(0,∞) ∫ π2
0
|Ls(θ)|√
cos θ · sin θ dθ.
The lemma will be proved if we show that the last integral in (3.14) is finite. If s 6= 12 we have
(3.15)
∫ π
2
0
|Ls(θ)|√
cos θ · sin θ dθ =
∫ π
2
0
∣∣∣∣(sin θ)s− 12 (cos θ) 12−s − (cos θ)s− 12 (sin θ) 12−scos2 θ − sin2 θ
∣∣∣∣ dθ
=
∫ π
2
0
∣∣∣∣(tan θ)s− 12 − (tan θ) 12−s1− tan2 θ
∣∣∣∣ · 1cos2 θ dθ =
∫ ∞
0
∣∣∣∣ ts− 12 − t 12−s1− t2
∣∣∣∣ dt.
Using l’Hoˆspital’s rule it is easy to see that lim
t→1
t
s− 1
2−t 12−s
1−t2 =
1
2 − s; hence the function t 7−→
t
s− 1
2−t 12−s
1−t2 is bounded near 1. Since s− 12 ∈ (−1, 1), the last integral in (3.15) converges.
If s = 12 we have
(3.16)
∫ π
2
0
|L 1
2
(θ)|
√
cos θ · sin θ dθ =
∫ π
2
0
∣∣∣∣− ln tan θ1− tan2 θ
∣∣∣∣ · 1cos2 θ dθ =
∫ ∞
0
∣∣∣∣ ln yy2 − 1
∣∣∣∣ dy.
Note that lim
y→1
ln y
y2−1 =
1
2 and this implies easily that that the last integral in (3.16) converges.
This completes the proof of Lemma 3.4. 2
In view of (3.5), (3.7), (3.9), (3.13) and Lemma 3.4, it follows that T1 and T2 are well-defined
and continuous from H˙s(R) to H˙s(R), −12 < s < 32 .
Next we estimate the integral in the right-hand side of (3.6). If s ∈ [0, 32) we have by (3.7),
(3.8) and (3.9)
(3.17)
∫ ∞
1
(
t2 − 1
)s ∣∣∣∣ ∫ ∞
0
f̂(ξ)
ξ
t2 + ξ2
dξ
∣∣∣∣2 dt ≤ ∫ ∞
0
t2s
∣∣∣∣ ∫ ∞
0
f̂(ξ)
ξ
t2 + ξ2
dξ
∣∣∣∣2 dt
≤ C(s)||f ||2
H˙s
≤ C(s)||f ||2Hs .
If s ∈ (−12 , 0), using the change of variable τ =
√
t2 − 1 and (3.11) we get
(3.18)
∫ ∞
1
(t2 − 1)s
(t2 + ξ2)(t2 + η2)
dt =
∫ ∞
0
τ2s
(τ2 + 1 + ξ2)(t2 + 1 + η2)
· τ√
τ2 + 1
dτ
≤
∫ ∞
0
τ2s
(τ2 + 1 + ξ2)(t2 + 1 + η2)
dτ =
π
2 cos(sπ)
· (1 + ξ
2)
2s−1
2 − (1 + η2) 2s−12
η2 − ξ2 .
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Consequently,
(3.19)
∫ ∞
1
(
t2 − 1
)s ∣∣∣∣ ∫ ∞
0
f̂(ξ)
ξ
t2 + ξ2
dξ
∣∣∣∣2 dt
≤
∫ ∞
0
∫ ∞
0
|f̂(ξ)| · |f̂(η)|
∫ ∞
1
(t2 − 1)s ξη
(t2 + ξ2)(t2 + η2)
dt dξ dη
≤ π
2 cos(sπ)
∫ ∞
0
∫ ∞
0
|f̂(ξ)| · |f̂(η)| · ξη (1 + ξ
2)
2s−1
2 − (1 + η2) 2s−12
η2 − ξ2 dξ dη
=
π
2 cos(sπ)
∫ ∞
0
∫ ∞
0
(1 + ξ2)
s
2 |f̂(ξ)| · (1 + η2) s2 |f̂(η)|
· ξη
η2 − ξ2 ·
(1 + ξ2)
2s−1
2 − (1 + η2) 2s−12
(1 + ξ2)
s
2 (1 + η2)
s
2
dξ dη.
We claim that for any ξ, η > 0, ξ 6= η we have
(3.20)
ξη
η2 − ξ2 ·
(1 + ξ2)
2s−1
2 − (1 + η2) 2s−12
(1 + ξ2)
s
2 (1 + η2)
s
2
≤ ξ
sη1−s − ξ1−sηs
η2 − ξ2 = Ks(ξ, η).
We may suppose without loss of generality that η > ξ. Then (3.20) is equivalent to
(3.21) (1 + ξ2)
s
2
− 1
2 (1 + η2)−
s
2 − (1 + η2) s2− 12 (1 + ξ2)− s2 ≤ ξs−1η−s − ηs−1ξ−s.
Let α = η
ξ
> 1, η1 =
√
1 + η2, ξ1 =
√
1 + ξ2, α1 =
η1
ξ1
> 1. It is clear that α > α1 (because
α2 − 1 = η2−ξ2
ξ2
> η
2−ξ2
ξ2+1
= α21 − 1). Inequality (3.21) can be written as
ξs−11 η
−s
1 − ηs−11 ξ−s1 ≤ ξs−1η−s − ηs−1ξ−s,
or equivalently
(3.22)
1
η1
(α1−s1 − αs1) ≤
1
η
(α1−s − αs).
Since s < 0, the function x 7−→ x1−s − xs is increasing on (0,∞) and then α1−s − αs >
α1−s1 − αs1 > 0. It is obvious that 1η > 1η1 > 0 and this implies (3.22). This proves our claim.
Coming back to (3.19) and using Lemma 3.4 we obtain
(3.23)
∫ ∞
1
(
t2 − 1
)s ∣∣∣∣ ∫ ∞
0
f̂(ξ)
ξ
t2 + ξ2
dξ
∣∣∣∣2 dt ≤ πC(s)2 cos(sπ) ||(1+|·|2) s2 f̂ ||2L2(0,∞) ≤ C ′(s)||f ||2Hs .
From (3.6) and (3.17) if s ∈ [0, 32), respectively from (3.6) and (3.23) if s ∈ (−12 , 0), we
infer that T1 and T2 can be extended as linear continuous operators from H
s(R) to Hs(R).
Now we prove Theorem 3.3 in the case N ≥ 2.
If s ∈ [0, 32), arguing as in (3.7)-(3.9) and using Lemma 3.4 we have
(3.24)
∫ ∞
|ξ′|
(
t2 − |ξ′|2
)s ∣∣∣∣ ∫ ∞
0
f̂(ξ1, ξ
′)
ξ1
t2 + ξ21
dξ1
∣∣∣∣2 dt ≤ ∫ ∞
0
t2s
∣∣∣∣ ∫ ∞
0
f̂(ξ1, ξ
′)
ξ1
t2 + ξ21
dξ1
∣∣∣∣2 dt
≤
∫ ∞
0
∫ ∞
0
|f̂(ξ1, ξ′)|ξs1 · |f̂(η1, ξ′)|ηs1 ·
(
ξ−s1 η
−s
1 Is(ξ1, η1)
)
dξ1 dη1
≤ C(s)|| | · |sf̂(·, ξ′)||2
L2(0,∞) ≤ C(s)
∫ ∞
−∞
(
ξ21 + |ξ′|2
)s |f̂(ξ1, ξ′)|2 dξ1.
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If s ∈ (−12 , 0), using the change of variable τ =
√
t2 − |ξ′|2, arguing as in the proof of (3.18),
then taking (3.11) into account we obtain∫ ∞
|ξ′|
(t2 − |ξ′|2)s
(t2 + ξ2)(t2 + η2)
dt =
∫ ∞
0
τ2s
(τ2 + |ξ′|2 + ξ21)(τ2 + |ξ′|2 + η21)
· τ√
τ2 + |ξ′|2 dτ
≤
∫ ∞
0
τ2s
(τ2 + |ξ′|2 + ξ21)(τ2 + |ξ′|2 + η21)
dτ =
π
2 cos(sπ)
· (|ξ
′|2 + ξ21)
2s−1
2 − (|ξ′|2 + η21)
2s−1
2
η21 − ξ21
.
We also have
ξ1η1
η21 − ξ21
· (ξ
2
1 + |ξ′|2)
2s−1
2 − (η21 + |ξ′|2)
2s−1
2
(ξ21 + |ξ′|2)
s
2 (η21 + |ξ′|2)
s
2
≤ Ks(ξ1, η1)
(the proof being the same as the proof of (3.20)). Arguing as in (3.19), using the two previous
inequalities and Lemma 3.4 we get
(3.25)
∫ ∞
|ξ′|
(
t2 − |ξ′|2
)s ∣∣∣∣ ∫ ∞
0
f̂(ξ1, ξ
′)
ξ1
t2 + ξ21
dξ1
∣∣∣∣2 dt
≤ πC(s)
2 cos(sπ)
||(|ξ′|2 + | · |2) s2 f̂(·, ξ′)||2L2(0,∞) ≤ C ′(s)
∫ ∞
−∞
(
ξ21 + |ξ′|2
)s |f̂(ξ1, ξ′)|2 dξ1.
Integrating (3.24), respectively (3.25), over RN−1 we infer that the integral in the right-hand
side of (3.3) is less than C ′′(s)||f ||2
H˙s
. This proves that T1 and T2 can be extended by continuity
from H˙s(RN ) to H˙s(RN ) for s ∈ (−12 , 32).
In a similar way we show that T1 and T2 can be extended by continuity from H
s(RN ) to
Hs(RN ) for s ∈ (−12 , 32). Theorem 3.3 is now proved. 2
For a measurable function u defined on RN , we define its antisymmetric part in the x1
direction by Au(x1, x
′) = 12(u(x1, x
′) − u(−x1, x′)). If u is a tempered distribution, we define
Au by 〈Au, φ〉S′,S = 〈u,Aφ〉S′,S for any φ ∈ S. Obviously, Au is odd with respect to x1
(for distributions, this means that 〈Au, φ(−x1, x′)〉S′,S = −〈Au, φ〉S′,S). It is clear from the
definition that A defines a linear continuous map from Hs(RN ) to Hs(RN ) (respectively from
H˙s(RN ) to H˙s(RN )) for any s. Moreover, for any tempered distribution u, the distribution
F(Au) is odd with respect to x1.
It follows from the proof of Theorem 3.3 that for any s ∈ (−12 , 32), the following complex
bilinear forms are continuous :
B1,s : H˙
s(R)× H˙s(R) −→ C,
B1,s(u, v) =
∫ ∞
0
t2s
∫ ∞
0
Âu(ξ)
ξ
t2 + ξ2
dξ ·
∫ ∞
0
Âv(η)
η
t2 + η2
dη dt,
B˜1,s : H
s(R)×Hs(R) −→ C,
B˜1,s(u, v) =
∫ ∞
1
(t2 − 1)s
∫ ∞
0
Âu(ξ)
ξ
t2 + ξ2
dξ ·
∫ ∞
0
Âv(η)
η
t2 + η2
dη dt,
BN,s : H˙
s(RN )× H˙s(RN ) −→ C,
BN,s(u, v) =
∫
RN−1
∫ ∞
|ξ′|
(
t2 − |ξ′|2
)s ∫ ∞
0
Âu(ξ1, ξ
′)
ξ1
t2 + ξ21
dξ1
∫ ∞
0
Âv(η1, ξ′)
η1
t2 + η21
dη1 dt dξ
′,
B˜N,s : H
s(RN )×Hs(RN ) −→ C,
B˜N,s(u, v)
=
∫
RN−1
∫ ∞
√
|ξ′|2+1
(
t2 − |ξ′|2 − 1
)s ∫ ∞
0
Âu(ξ1, ξ
′)
ξ1
t2 + ξ21
dξ1
∫ ∞
0
Âv(η1, ξ′)
η1
t2 + η21
dη1 dt dξ
′.
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Moreover, from (3.3) - (3.6) we have the identities
(3.26) ||T1u||2H˙s(RN ) + ||T1u||2H˙s(RN ) − 2||u||2H˙s(RN ) = −
16 sin(sπ)
π2
BN,s(Au,Au),
(3.27) ||T1u||2Hs(RN ) + ||T1u||2Hs(RN ) − 2||u||2Hs(RN ) = −
16 sin(sπ)
π2
B˜N,s(Au,Au)
for any u ∈ C∞c (RN ). From Theorem 3.3, the continuity of BN,s and of B˜N,s and the density
of C∞c (RN ) in H˙s(RN ) and in Hs(RN ) we infer that we have the following :
Corollary 3.5 Let s ∈ (−12 , 32). The identity (3.26) holds for any u ∈ H˙s(RN ) and (3.27)
holds for any u ∈ Hs(RN ).
Our next aim is to show that the quadratic forms BN,s and B˜N,s define norms in some
spaces of odd functions. We start with the following proposition :
Lemma 3.6 Assume that g : R −→ R is measurable, odd and
• either g ∈ Lp(R) for some p ∈ (1,∞),
• or (α2 + ξ2) s2 g(ξ) ∈ L2(R) (respectively |ξ|sg(ξ) ∈ L2(R)) for some s ∈ (−12 , 32).
Suppose that the set A = {x > 0 |
∫ ∞
0
ξ
x2 + ξ2
g(ξ) dξ = 0} has a limit point x0 > 0.
Then g = 0 almost everywhere on R.
In particular, if
∫ ∞
0
ξ
x2 + ξ2
g(ξ) dξ = 0 for almost every x in some open interval, then g ≡ 0.
Proof. We may suppose without loss of generality that g is real (otherwise we carry out the
proof for its real and imaginary parts).
First we deal with the much simpler case g ∈ Lp(R) for some p, 1 < p <∞. We define the
Poisson integrals for g,
(3.28) a(x, y) =
1
π
∫ ∞
−∞
x
x2 + (y − t)2 g(t) dt and b(x, y) = −
1
π
∫ ∞
−∞
y − t
x2 + (y − t)2 g(t) dt.
It follows from Lemma 2.4 iii) that the functions a and b are well-defined and harmonic in the
right half-plane and r(x+ iy) := a(x, y)+ ib(x, y) is holomorphic in {z ∈ C | Re(z) > 0}. Since
g is odd, we have a(x, 0) = 0 for any x > 0. If x ∈ A, we have also b(x, 0) = 0. Consequently,
r(x) = 0 for any x ∈ A. But r is holomorphic and A has a limit point x0 > 0, thus necessarily
r ≡ 0. By Lemma 2.4 ii) we know that a(x, y) −→ g(y) as x −→ 0 for almost every y, hence
g = 0 a.e. on R.
Suppose that (α2 + | · |2) s2 g ∈ L2(R) for some s ∈ (−12 , 32). We may assume that α =
1. If s ∈ [0, 32), then obviously g ∈ L2(R) and the conclusion of the lemma follows from
the above considerations. If s ∈ (−12 , 0), then for any x > 0 and y ∈ R the functions
ϕx,y(t) = (1 + t
2)−
s
2
x
x2+(y−t)2 and ψx,y(t) = (1 + t
2)−
s
2
y−t
x2+(y−t)2 belong to L
2(R). We may
write
∫ ∞
−∞
x
x2 + (y − t)2 g(t) dt =
∫ ∞
−∞
ϕx,y(t)(1 + t
2)
s
2 g(t) dt and
∫ ∞
−∞
y − t
x2 + (y − t)2 g(t) dt =∫ ∞
−∞
ψx,y(t)(1 + t
2)
s
2 g(t) dt. Using the Cauchy-Schwarz inequality, we see that the functions a
and b in (3.28) are well-defined in the right half-plane (in particular,
∫ ∞
0
ξ
x2 + ξ2
g(ξ) dξ exists
for any x > 0). Clearly the function r(x+ iy) := a(x, y)+ ib(x, y) is holomorphic and, as above
we have r(x) = 0 for x ∈ A. Since A has a limit point x0 > 0, we infer that r ≡ 0. Next, we
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claim that lim
x↓0
a(x, y) = g(y) whenever y is a Lebesgue point of g. This obviously implies g = 0
a.e., as desired. Let y be a Lebesgue point of g and fix ε > 0. Then there exists δ = δ(ε) > 0
such that 1
r
∫ r
−r
|g(y − τ)− g(y)| dτ < ε for any r ∈ (0, δ]. We have :
(3.29)
|a(x, y)− g(y)| = 1
π
∣∣∣∣ ∫ ∞−∞ xx2 + t2 (g(y − t)− g(y)) dt
∣∣∣∣
≤ 1
π
∫ δ
−δ
x
x2 + t2
|g(y − t)− g(y)| dt+ 1
π
∫
|t|>δ
x
x2 + t2
|g(y − t)| dt
+
1
π
∫
|t|>δ
x
x2 + t2
|g(y)| dt = I1 + I2 + I3.
Let G(r) =
∫ r
−r
|g(y − τ) − g(y)| dτ . It is obvious that G is nondecreasing on [0,∞) and we
have G′(r) = |g(y− r)−g(y)|+ |g(y+r)−g(y)| almost everywhere. Using integration by parts
and the fact that 0 ≤ G(t) ≤ εt for any t ∈ [0, δ], we get :
(3.30)
I1 =
1
π
∫ δ
0
x
x2 + t2
|g(y − r)− g(y)|+ |g(y + r)− g(y)| dt = 1
π
∫ δ
0
x
x2 + t2
G′(t) dt
=
1
π
x
x2 + δ2
G(δ) +
2x
π
∫ δ
0
t
(x2 + t2)2
G(t) dt ≤ G(δ)
2πδ
+
2x
π
∫ δ
0
εt2
(x2 + t2)2
dt
≤ ε
2π
+
2xε
π
∫ δ
0
1
x2 + t2
dt ≤ ε
2π
+
2ε
π
arctan
δ
x
≤ ε
2π
+ ε.
Using the Cauchy-Schwarz inequality we have :
(3.31)
I2 =
1
π
∫
|t|>δ
x
x2 + t2
(1 + |y − t|2)− s2 (1 + |y − t|2) s2 |g(y − t)| dt
≤ x
π
||(1 + | · |2) s2 g||L2(R)
(∫
|t|>δ
(1 + |y − t|2)−s
t4
dt
) 1
2
.
Since s > −12 , the last integral in (3.31) converges. Let K(y, δ) be its value. We have proved
that
(3.32) I2 ≤ x
π
K(y, δ)||(1 + | · |2) s2 g||L2(R) for any x > 0.
Finally, the integral I3 is easy to compute :
(3.33) I3 =
|g(y)|
π
(π − 2 arctan δ
x
).
For x sufficiently small, the right-hand side terms in (3.32) and (3.33) are less than ε. From
(3.29), (3.30), (3.32) and (3.33) we infer that |a(x, y) − g(y)| ≤ 4ε if x is sufficiently small.
Consequently a(x, y) −→ g(y) as y −→ 0 and the claim is proved.
In the case | · |sg ∈ L2(R) and s ∈ (−12 , 12), we may repeat almost word by word the proof
above (we have only to replace the functions ϕx,y and ψx,y by t 7−→ t−s xx2+(y−t)2 , respectively
by t 7−→ t−s y−t
x2+(y−t)2 ).
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If | · |sg ∈ L2(R) and s ∈ [12 , 32), the integrals defining a and b in (3.28) do not necessarily
converge. In this case we define
(3.34)
a1(x, y) =
1
π
∫ ∞
0
4xyt
[x2 + (y − t)2][x2 + (y + t)2]g(t) dt and
b1(x, y) =
1
π
∫ ∞
0
2t(t2 + x2 − y2)
[x2 + (y − t)2][x2 + (y + t)2]g(t) dt.
Notice that if g ∈ L1loc(R) is odd and g(t)t ∈ L1([1,∞)), then a = a1 and b = b1. It is obvious
that for fixed x > 0, y ∈ R and s ∈ (−12 , 32), the functions ϕ1(t) = t−s 4xyt[x2+(y−t)2][x2+(y+t)2]
and ψ1(t) = t
−s 2t(t2+x2−y2)
[x2+(y−t)2][x2+(y+t)2] belong to L
2((0,∞)) and this implies that a1 and b1 are
well-defined. It is straightforward that r1(x + iy) := a1(x, y) + b1(x, y) is holomorphic in the
right half-plane. Obviously a1(x, 0) = 0 for any x > 0 and b1(x, 0) =
2
π
∫ ∞
0
t
x2 + t2
g(t) dt = 0
for x ∈ A. Consequently r = 0 on A. Since A has a limit point x0 > 0, we infer that r ≡ 0 in
the right half-plane. The lemma will be proved if we show that a1(x, y) −→ g(y) as x −→ 0
for almost every y.
Let y > 0 be a Lebesgue point of g. Note that
∫ ∞
0
4xyt
[x2+(y−t)2][x2+(y+t)2] dt = 2arctan
y
x
.
Proceeding as in (3.29)-(3.33), we may show that |a1(x, y)− 2π (arctan yx)g(y)| −→ 0 as x −→ 0,
hence lim
x↓0
a1(x, y) = g(y) and the lemma is proved. 2
We set
Hs1,odd(R
N ) = {f ∈ Hs(RN ) | f is odd with respect to x1} = {f ∈ Hs(RN ) | f = Af},
H˙s1,odd(R
N ) = {f ∈ H˙s(RN ) | f is odd with respect to x1} = {f ∈ H˙s(RN ) | f = Af},
where, as before, Af is the antisymmetric part of f in the x1 direction. For f ∈ H˙s1,odd(RN )
we define Ns(f) = (BN,s(f, f))
1
2 and for f ∈ Hs1,odd(RN ) we define N˜s(f) = (B˜N,s(f, f))
1
2 .
Theorem 3.7 N˜s is a norm on H
s
1,odd(R
N ), continuous with respect to the usual Hs norm,
and Ns is a norm on H˙
s
1,odd(R
N ), continuous with respect to the H˙s norm.
Endowed with these norms, Hs1,odd(R
N ) and H˙s1,odd(R
N ) are pre-Hilbert spaces.
Proof. It is clear that B˜N,s and BN,s are complex-symmetric bilinear forms on H
s(RN )
(respectively on H˙s(RN )) and that B˜N,s(f, f) ≥ 0 and BN,s(f, f) ≥ 0 for any f (thus, in
particular, N˜s and Ns are well-defined). Suppose, for instance, that f ∈ Hs1,odd(RN ) and
B˜N,s(f, f) = 0. This implies that for almost every ξ
′ ∈ RN−1 we have : f̂(·, ξ′) is odd,
(| · |2 + |ξ′|2) s2 f̂(·, ξ′) ∈ L2(R) and
∫ ∞
√
|ξ′|2+1
(
t2 − |ξ′|2 − 1
)s ∣∣∣∣ ∫ ∞
0
f̂(ξ1, ξ
′)
ξ1
t2 + |ξ′|2 dξ1
∣∣∣∣ dt = 0.
For such ξ′ we must have
∫ ∞
0
f̂(ξ1, ξ
′)
ξ1
t2 + |ξ′|2 dξ1 = 0 for almost every t ∈ (
√|ξ′|2 + 1,∞) and
using Lemma 3.6 we infer that f̂(·, ξ′) = 0 a.e. on R, hence
∫
R
(
ξ21 + |ξ′|2
)s |f̂(ξ1, ξ′)|2 dξ1 = 0.
Consequently ||f ||2Hs =
∫
RN−1
∫
R
(
ξ21 + |ξ′|2
)s |f̂(ξ1, ξ′)|2 dξ1 dξ′ = 0, i.e. f = 0 a.e. The proof
is the same for f ∈ H˙s(RN ). Finally, the continuity of N˜s and Ns with respect to the usual
norms follows from Theorem 3.3 and Corollary 3.5. 2
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4 Applications
In this section we illustrate how the results in Sections 2 and 3 can be used to prove the
symmetry of minimizers in some concrete examples.
4.1 We start with two scalar variational problems.
Theorem 4.1 Let s ∈ (0, 1) and assume that F, G : R → R are such that u → F (u) and
u→ G(u) map H˙s(RN ) (or Hs(RN )) into L1(RN ). Suppose that either
Case A. u ∈ H˙s(RN ) and u is a solution of the minimization problem
minimize E(u) :=
∫
RN
|ξ|2s|û(ξ)|2 dξ +
∫
RN
F (u(x)) dx
under the constraint I(u) =
∫
RN
G(u(x)) dx = λ, or
Case B. u ∈ Hs(RN ) and u is a solution of the minimization problem
minimize E(u) :=
∫
RN
(
1 + |ξ|2
)s |û(ξ)|2 dξ + ∫
RN
F (u(x)) dx
under the constraint I(u) =
∫
RN
G(u(x)) dx = λ.
Then, after a translation in RN , u is radially symmetric.
Proof. Let us prove first that u is symmetric with respect to x1. Making a translation in the
x1 direction if necessary, we may assume that
∫
{x1<0}
G(u(x)) dx =
∫
{x1>0}
G(u(x)) dx =
λ
2
.
Let u1 = T1u and u2 = T2u. It follows from Theorem 3.3 that u1, u2 ∈ H˙s(RN ) in case
A, respectively u1, u2 ∈ Hs(RN ) in case B. It is obvious that we have
∫
RN
G(u1(x)) dx =
2
∫
{x1<0}
G(u(x)) dx = λ and
∫
RN
G(u2(x)) dx = 2
∫
{x1>0}
G(u(x)) dx = λ; hence u1 and u2
also satisfy the constraint. From (3.26) and (3.27) we have
E(u1) + E(u2)− 2E(u) = −16 sin(sπ)π2 N2s (Au) in case A, respectively
E(u1) + E(u2)− 2E(u) = −16 sin(sπ)π2 N˜2s (Au) in case B,
where, as before, Au(x1, x
′) = 12(u(x1, x
′) − u(−x1, x′)) is the antisymmetric part of u in the
x1 direction. If Au 6≡ 0, then Theorem 3.7 implies N2s (Au) > 0 (respectively N˜2s (Au) > 0) and
we infer that E(u1) + E(u2)− 2E(u) < 0, contradicting the fact that u is a minimizer. Thus
necessarily Au ≡ 0 and this means that u is symmetric with respect to x1.
Arguing similarly with the remaining variables x2, . . . , xN , we find a new origin O
′ such that
u is symmetric with respect to any of the variables x1, . . . , xN ; in particular, u(−x) = u(x)
a.e. on RN . Now let Π be any hyperplane containing the new origin O′ and let Π+ and Π−
be the halfspaces determined by Π. Since the transformation x 7−→ −x maps Π− into Π+, we
see that
∫
Π−
G(u(x)) dx =
∫
Π+
G(u(x)) dx =
λ
2
. Arguing as above we conclude that u must
be symmetric with respect to Π. This implies that u is radially symmetric with respect to the
new origin O′. 2
An application of Theorem 4.1 concerns the solitary waves to the generalized Benjamin-Ono
equation
At + αAAx − β(−∆)
1
2Ax = 0, (x, y) ∈ R2, t ∈ R,
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where α, β > 0. Solitary waves are solutions of the form A(t, x, y) = u(x− ct, y). After a scale
change, a solitary wave u(x, y) satisfies the equation
u+ (−∆) 12u = u2 in R2.
The existence of solitary waves was proved in [21] by minimizing the functional
V (u) =
1
2
∫
R2
|(−∆) 14u|2 dx+
∫
R2
u2 dx =
1
2(2π)2
∫
R2
|ξ||û(ξ)|2 dξ +
∫
R2
u2 dx
under the constraint I(u) =
1
3
∫
R2
u3 dx = constant. It has been shown in [21] that any
solution u∗ of the above problem also minimizes
E(v) :=
1
2
∫
R2
|(−∆) 14 v|2 dx− 1
3
∫
R2
v3 dx
under the constraint Q(v) = Q(u∗), where Q(v) =
1
2
∫
R2
|u|2 dx.
It follows directly from Theorem 4.1 that, except for translation, any minimizer of these
problems is radially symmetric.
4.2 Next we apply our method to a variational problem involving two unknown functions (the
vector case). Consider the functionals
E(u, v) =
1
2
∫
RN
(|(−∆) s2u|2 + |∇v|2) dx+
∫
RN
F (u, v) dx
where 0 < s < 1, and
Q(u, v) =
∫
RN
G(u, v) dx.
We make the following assumptions:
A1 : F, G : R2 −→ R are C2 functions satisfying F (0, 0) = ∂1F (0, 0) = ∂2F (0, 0) = 0,
G(0, 0) = ∂1G(0, 0) = ∂2G(0, 0) = 0 and the growth conditions
|∂iF (u, v)| ≤ C(|u|p−1 + |v|q−1) and |∂iG(u, v)| ≤ C(|u|p−1 + |v|q−1) if |(u, v)| ≥ 1,
where i ∈ {1, 2}, C is a positive constant, 2 < p < 2N
N−2s and 2 < q <
2N
N−2 .
A2 : If (u, v) ∈ Hs(RN ) × H1(RN ) and (u, v) 6≡ (0, 0), then either ∂1G(u, v) 6≡ 0 or
∂2G(u, v) 6≡ 0 (a manifold condition).
Theorem 4.2 Under assumptions A1 and A2, any minimizer (u, v) ∈ Hs(RN ) ×H1(RN )
of E(u, v) subject to the constraint Q(u, v) = λ is radially symmetric (except for translation).
Proof. First we prove that after a translation, (u, v) is symmetric with respect to x1. In fact,
after possibly a translation in the x1 direction we may assume that
(4.1)
∫
{x1<0}
G(u, v) dx =
∫
{x1>0}
G(u, v) dx =
λ
2
.
We put u1 = T1u, u2 = T2u, v1 = T1v and v2 = T2v. By Theorem 3.3, the pairs (u1, v1)
and (u2, v2) belong to H
s(RN )×H1(RN ) and in view of (4.1) they also satisfy the constraint
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Q(u1, v1) = Q(u2, v2) = λ. Moreover, defining W (ϕ) =
∫
RN
|ξ|2s|ϕ̂(ξ)|2 dξ and using (3.26) we
see that
E(u1, v1) + E(u2, v2)− 2E(u, v) = 1
2
1
(2π)N
(W (u1) +W (u2)− 2W (u))
= − 1
(2π)N
8 sin(sπ)
π2
BN,s(Au,Au) ≤ 0.
We conclude that (u1, v1) and (u2, v2) are also minimizers and we must have BN,s(Au,Au) = 0.
By Theorem 3.7 we infer that Au = 0, that is u is symmetric with respect to x1, i.e. u = u1 =
u2.
Since (u, v) and (u1, v1) = (u, v1) are minimizers, they satisfy the Euler-Lagrange equations
(4.2)
{
(−∆)su+ ∂1F (u, v) + α∂1G(u, v) = 0,
−∆v + ∂2F (u, v) + α∂2G(u, v) = 0,
respectively
(4.3)
{
(−∆)su+ ∂1F (u, v1) + β∂1G(u, v1) = 0,
−∆v1 + ∂2F (u, v1) + β∂2G(u, v1) = 0.
From (4.2), A1, the elliptic regularity for the Laplacian and its fractional powers and the
usual boot-strap argument we get u ∈ H2s(RN ) ∩ L∞(RN ) and v ∈ H2(RN ) ∩ L∞(RN ).
Of course that the same conclusion holds for (u, v1). Notice that the L
p elliptic regularity
for fractional powers of the Laplacian and for 1 < p < ∞ follows from the fact that the
multiplier m(ξ) =
(1 + |ξ|2)s
1 + |ξ|2s satisfies the estimate |D
αm(ξ)| ≤ B(α)|ξ|α and from the theorem
of Mihlin-Ho¨rmander.
We recall the following well-known result :
Unique Continuation Principle: Assume that Φ ∈ H2(RN ,Rm) solves the linear system
(4.4) −∆Φ +A(x)Φ(x) = 0 in RN ,
where A(x) is an m ×m matrix whose elements belong to L∞(RN ). If Φ ≡ 0 in some open
set ω ⊂ RN , then Φ ≡ 0 in RN .
A proof for the Unique Continuation Principle is given in [13], Chapter VIII in the scalar
case and in the appendix of [18] in the vector case. Notice that the Unique Continuation
Principle is essentially a local result. Although it is stated for functions Φ ∈ H2(RN ), it is
also valid for functions Φ ∈ W 2,p(RN ) with p > 2 because W 2,ploc (RN ) ⊂ H2loc(RN ). This
observation will be useful later.
Now let us come back to the proof of Theorem 4.2.
If (u1, v1) = (0, 0), then obviously u = 0 in R
N . By assumption A2 and the regularity of v
we have ∂2F (0, v) = a1(x)v and ∂2G(0, v) = b1(x)v, where a1, b1 ∈ L∞(RN ). Using the second
equation (4.2), the fact that v = v1 in the half-space {x1 < 0} and the Unique Continuation
Principle, we infer that v = 0 in RN , thus (u, v) is radially symmetric in a trivial way. It is
obvious that this situation cannot occur if λ 6= 0.
If (u1, v1) 6= (0, 0), it follows from A2 that there exists (x1, x′) ∈ (−∞, 0)×RN−1 such that
∂1G(u1, v1)(x1, x
′) 6= 0 or ∂2G(u1, v1)(x1, x′) 6= 0. Since v = v1 for x1 < 0, we infer from (4.2)
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and (4.3) that α = β. Moreover, using the regularity of u, v, v1 we get ∂2F (u, v)−∂2F (u, v1) =
b(x)(v(x)− v1(x)) and ∂2G(u, v)− ∂2G(u, v1) = c(x)(v(x)− v1(x)) where b, c ∈ L∞(RN ). Let
w(x) = v(x) − v1(x). Using the second components of (4.2) and (4.3) and the fact that
α = β, we see that w satisfies the linear equation −∆w(x) + a(x)w(x) = 0 in RN , where
a = b+αc ∈ L∞(RN ). Since w vanishes on a half-space, by the Unique Continuation Principle
we conclude that w vanishes everywhere, and this implies v = v1 in R
N . Thus we have shown
that (u, v) is symmetric with respect to x1.
Repeating this argument with the variables x2, . . . , xN , we find a new origin O
′ such that
(u, v) is symmetric with respect to x1, . . . , xN . Then as in the proof of Theorem 4.1 we show
that (u, v) is symmetric with respect to any hyperplane Π containing O′, consequently (u, v)
is radially symmetric with respect to the new origin O′. 2
Remark 4.3 Symmetrization inequalities for functions in the space H1/2(RN ) have been
proved in [3]. Therefore if s = 12 , the function F in Theorem 4.2 satisfies the cooperative
condition ∂21,2F (u, v) ≤ 0 (see [5]), G has a special form and it is known in advance that the
components u, v of the minimizer are nonnegative, then using symmetrization one can conclude
that there exists a radially symmetric minimizer.
Remark 4.4 In the case F (u, v) = u2 +v2, G(u, v) = u2v, by using symmetrization and Riesz’
inequality it has been proved in [3] that there exists a radially symmetric minimizer. The fact
that F and G are homogeneous plays a crucial role in their proof.
As an example of application for Theorem 4.2, we consider the Hamiltonian system :
(4.5)

∂u
∂t
=
∂
∂x1
((−∆)1/2u+ ∂1F (u, v))
∂v
∂t
=
∂
∂x1
(−∆v + ∂2F (u, v)).
The generalized multidimensional Benjamin-Ono equation
(4.6)
∂u
∂t
=
∂
∂x1
((−∆)1/2u+ g(u))
with g(u) = u2 and the generalized multidimensional Korteweg-deVries equation
(4.7)
∂v
∂t
=
∂
∂x1
(−∆v + f(v))
have been considered in [21] and in [4], respectively; in these papers, references giving the
physical motivation for the above equations can also be found. System (4.5) can be considered
a Hamiltonian coupling between (4.6) and (4.7).
Formally, system (4.5) has the following conserved quantities:
E(u, v) =
1
2
∫
RN
|(−∆)1/4u|2 + |∇v|2 dx+
∫
RN
F (u, v) dx and Q(u, v) =
1
2
∫
RN
(u2 + v2) dx.
If we minimize E(u, v) subject to the constraint Q(u, v) = λ, where λ > 0, then according to
[9] the set Sλ containing the elements of H
1
2 (RN )×H1(RN ) where the minimum is achieved
is invariant and orbitally stable with respect to (4.5). Since any element (φ, ψ) ∈ Sλ satisfies
the Euler-Lagrange system{
(−∆)1/2φ+ ∂1F (φ, ψ) + cφ = 0,
−∆ψ + ∂2F (φ, ψ) + cψ = 0,
35
we see that (φ, ψ) gives rise to a travelling wave solution of (4.5) of the form (u(t, x), v(t, x)) =
(φ(x1−ct, x′), ψ(x1−ct, x′)), x′ ∈ RN−1. As a consequence of Theorem 4.2, the elements (φ, ψ)
obtained in this way are radially symmetric (after a translation).
4.3 Next we consider the problem of minimizing the generalized Choquard functional
(4.8) E(u) =
1
2
∫
RN
|∇u|2 dx−
∫
RN
∫
RN
F (u(x))
1
|x− y|N−2F (u(y)) dx dy +
∫
RN
H(u(x)) dx
subject to the constraint Q(u) =
∫
RN
G(u(x)) dx = constant.
It is worth to note that the complex version of E,
E˜(u) =
1
2
∫
RN
|∇u|2 dx−
∫
RN
∫
RN
F1(|u(x)|2) 1|x− y|N−2F1(|u(y)|
2) dx dy+
∫
RN
H1(|u(x)|2) dx
is the Hamiltonian for the generalized Hartree equation
(4.9) iut + ∆u+ 4
(∫
RN
F1(|u(y)|2)
|x− y|N−2 dy
)
F ′1(|u|2)(x)u(x)− 2H ′1(|u(x)|2)u(x) = 0,
and Q˜(u) =
∫
RN
|u2(x)| dx is a conserved quantity for this evolution equation. The critical
points of E˜ + ωQ˜ give rise to standing waves for (4.9). As far as minimization is concerned,
using an argument of T. Cazenave and P.-L. Lions (see the proof of Theorem II.1 p. 555 in
[9]), we can restrict ourselves to the real functionals E(u) and Q(u).
In the case N = 3, F (u) = G(u) = u2 and H(u) = 0, the problem of minimizing E(u)
subject to Q(u) = λ has been studied in [15], where the existence, the radial symmetry and
the uniqueness of the minimizer have been proved. The symmetry was proved by using a sharp
inequality for spherical rearrangements. This can still be used in our case if we konw that the
minimizer is nonnegative and if we assume assume that F is increasing on [0,∞) (because the
equality F (u∗) = (F (u))∗ is needed). Using the results in sections 2 and 3, we will show the
radial symmetry of minimizers in dimension N ≥ 3 under more general assumptions on F , G
and H.
We begin by studying some properties of the nonlocal term appearing in (4.8) :
Lemma 4.5 Let N ≥ 3 and let F : R −→ R be a function of class C2 satisfying F (0) =
F ′(0) = 0 and
|F ′(x)| ≤ C|x|σ for |x| ≥ 1,
where C > 0 is a constant and σ <
4
N − 2 . Then the singular integral operator
I(ϕ)(x) =
∫
RN
1
|x− y|N−2ϕ(y) dy
and the functional
M(ϕ) =
∫
RN
∫
RN
F (ϕ(x))
1
|x− y|N−2F (ϕ(y)) dx dy
have the following properties :
i) I is continuous from Lp(RN ) to Lq(RN ) if 1 < p < q <∞ and 1
q
= 1
p
− 2
N
.
ii) If 1 ≤ p1 < N
2
< p2 ≤ ∞, then I is continuous from Lp1(RN )∩Lp2(RN ) to L∞(RN )∩
C0(RN ).
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iii) If 1 ≤ r1 < 2N
N + 2
< r2 ≤ 2 and ϕ ∈ Lr1(RN ) ∩ Lr2(RN ), then
Î(ϕ)(ξ) =
4π
N
2
Γ(N2 − 1)
· 1|ξ|2 ϕ̂(ξ) in S
′(RN ).
iv) M is well-defined and differentiable on H1(RN ) and
M ′(u).ϕ = 2
∫
RN
(∫
RN
F (u(y))
|x− y|N−2 dy
)
F ′(u(x))ϕ(x) dx.
v) For any u ∈ H1(RN ) we have
M(u) = cN
∫
RN
1
|ξ|2 |F̂ (u)(ξ)|
2 dξ, where cN =
1
2N−2π
N
2 Γ(N2 − 1)
.
Proof. i) follows directly from Theorem 1 pp. 119-120 in [23].
ii) We write 1|x|N−2 as a1(x)+a2(x), where a1(x) =
1
|x|N−2χ{|x|>1} and a2(x) =
1
|x|N−2χ{|x|≤1}.
Then we have I(ϕ) = a1 ∗ ϕ + a2 ∗ ϕ. It is obvious that a1 ∈ Lq(RN ) for q ∈ ( NN−2 ,∞] and
a2 ∈ Lq(RN ) for q ∈ [1, NN−2). Let p′1 and p′2 be the conjugate exponents of p1 and p2. Then
p′1 >
N
N−2 and p
′
2 <
N
N−2 , so that a1 ∈ Lp
′
1(RN ) and a2 ∈ Lp′2(RN ). We infer that I(ϕ) is
continuous and by Young’s inequality we get
||I(ϕ)||L∞ || ≤ ||a1||
L
p′
1
· ||ϕ||Lp1 + ||a2||
L
p′
2
· ||ϕ||Lp2 .
iv) First we consider the bilinear form
P (ϕ,ψ) =
∫
RN
∫
RN
ϕ(x)
1
|x− y|N−2ψ(y) dx dy.
Notice that P is well-defined and continuous on L
2N
N+2 (RN ) × L 2NN+2 (RN ). Indeed, it follows
from i) that I is well-defined and continuous from L
2N
N+2 (RN ) to L
2N
N−2 (RN ) and we have
|P (ϕ,ψ)| =
∣∣∣∣ ∫
RN
I(ϕ)(x)ψ(x) dx
∣∣∣∣ ≤ ||I(ϕ)||
L
2N
N−2
· ||ψ||
L
2N
N+2
≤ AN ||ϕ||
L
2N
N+2
||ψ||
L
2N
N+2
.
Without loss of generality we may assume that σ > 2
N
. From the assumptions on F we have
|F (u)| ≤ C|u|2 if |u| ≤ 1 and |F (u)| ≤ C|u|1+σ if |u| > 1. It is well-known that H1(RN )
is continuously embedded in Lp(RN ) for p ∈ [2, 2N
N−2 ] and then it is standard (see, e.g. [26],
Appendix A) that u 7−→ F (u) is continuously differentiable from H1(RN ) to Lq(RN ) for
q ∈ [max(1, 21+σ ), 2N(N−2)(1+σ) ]. In particular, u 7−→ F (u) is continuously differentiable from
H1(RN ) to L
2N
N+2 (RN ) (because 21+σ <
2N
N+2 <
2N
(N−2)(1+σ)). Since M(u) = P (F (u), F (u)), iv)
follows.
iii) and v) Let K(x) = 1|x|N−2 . Then K ∈ S ′(RN ) and it follows from Theorem 4.1 p. 160
in [24] or from Lemma 1 p. 117 in [23] that K̂(ξ) = 4π
N
2
Γ(N
2
−1) ·
1
|ξ|2 . From Lemma 1 p. 117 in
[23] we have
(4.10) P (ϕ,ψ) =
1
(2π)N
∫
RN
Î(ϕ)(ξ)ψ̂(ξ) dξ = cN
∫
RN
1
|ξ|2 ϕ̂(ξ)ψ̂(ξ) dξ
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whenever ϕ, ψ ∈ S(RN ). We claim that (4.10) holds for any ϕ, ψ ∈ Lr1(RN )∩Lr2(RN ) with
1 ≤ r1 < 2NN+2 < r2 ≤ 2. This assertion implies both iii) and v).
Now let us prove the claim. Since (4.10) holds on S ×S, the bilinear form P is continuous
on L
2N
N+2 (RN )×L 2NN+2 (RN ) and Lr1(RN )∩Lr2(RN ) is continuously embedded into L 2NN+2 (RN ),
all we have to do is to show that the quadratic form
P1(ϕ,ψ) =
∫
RN
1
|ξ|2 ϕ̂(ξ)ψ̂(ξ) dξ
is continuous on
(
Lr1(RN ) ∩ Lr2(RN )
)
×
(
Lr1(RN ) ∩ Lr2(RN )
)
; then the claim follows by
density of S in Lr1(RN ) ∩ Lr2(RN ).
Let r′1, r′2 be the conjugate exponents of r1, r2 and let q1, q2 be such that
1
r′
1
+ 1
q1
= 12 ,
respectively 1
r′
2
+ 1
q2
= 12 . Let b1(ξ) =
1
|ξ|χ{|ξ|≤1} and b2(ξ) =
1
|ξ|χ{|ξ|>1}. We have 2 ≤ q1 < N
and q2 > N , so that b1 ∈ Lq1(RN ) and b2 ∈ Lq2(RN ). Since the Fourier transform maps
continuously Lr1(RN ) into Lr
′
1(RN ) and Lr2(RN ) into Lr
′
2(RN ), we have :
|P1(ϕ,ψ)| ≤
∣∣∣∣ ∫{|ξ|≤1} 1|ξ|2 ϕ̂(ξ)ψ̂(ξ) dξ
∣∣∣∣+ ∣∣∣∣ ∫{|ξ|>1} 1|ξ|2 ϕ̂(ξ)ψ̂(ξ) dξ
∣∣∣∣
≤ ||b1ϕ̂||L2 · ||b1ψ̂||L2 + ||b2ϕ̂||L2 · ||b2ψ̂||L2
≤ ||b1||2Lq1 ||ϕ̂||Lr′1 ||ψ̂||Lr′1 + ||b2||
2
Lq2 ||ϕ̂||Lr′2 ||ψ̂||Lr′2
≤ C(N, r1, r2) (||ϕ||Lr1 ||ψ||Lr1 + ||ϕ||Lr2 ||ψ||Lr2 ) .
This proves the continuity of P1 and our claim. Thus the proof of Lemma 4.5 is complete. 2
Theorem 4.6 Let N ≥ 3 and let F, G, H : R −→ R be C2 functions satisfying the following
assumptions :
a) F (0) = F ′(0) = 0 and there exists σ < 4
N−2 and C > 0 such that
|F ′(u)| ≤ C|u|σ if |u| ≥ 1.
b) There exists σ1 ∈ [1, N+2N−2) and C1 > 0 such that
|G′(u)| ≤ C1|u|σ1 and |H ′(u)| ≤ C1|u|σ1 for any u ∈ R.
Moreover, if σ1 < 2 then we assume that σ1 ≥ max( (N−2)(1+2σ)−4N , 1).
c) For any ε > 0, G′ 6≡ 0 on (−ε, 0) and on (0, ε).
Then any minimizer u ∈ H1(RN ) of the functional E given by (4.8) subject to the constraint
Q(u) = λ is radially symmetric (after a translation in RN ).
Proof. First of all, notice that the functionals E and Q are well-defined and of class C1 on
H1(RN ). Let u ∈ H1(RN ) be a minimizer. We will show that, except for translation, u is
symmetric with respect to x1. The same proof is valid for any other direction in R
N and the
radial symmetry of u follows as in the proof of Theorem 4.1.
After a translation in the x1 direction we may suppose that∫
{x1<0}
G(u(x)) dx =
∫
{x1>0}
G(u(x)) dx =
λ
2
.
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As before, we define u1 = T1u and u2 = T2u. We know that u1, u2 ∈ H1(RN ). In view of
assumption a), it is obvious that F (u) ∈ L1(RN ) and we have T1(F (u)) = F (u1), T2(F (u)) =
F (u2), Q(u1) = Q(u2) = λ. Defining W (ϕ) =
∫
RN
1
|ξ|2 |ϕ̂(ξ)|
2 dξ, from Lemma 4.5 v) we get
(4.11)
E(u1) + E(u2)− 2E(u) = −[M(u1) +M(u2)− 2M(u)]
= −cN [W (T1(F (u))) +W (T2(F (u)))− 2W (F (u))].
Recall that by (2.51) we have for any ϕ ∈ C∞c (RN ),
(4.12) W (T1ϕ) +W (T2ϕ)− 2W (ϕ) = 8
π
∫
RN−1
1
|ξ′|
∣∣∣∣ ∫ ∞
0
Âϕ(ξ1, ξ
′)
ξ1
|ξ′|2 + ξ21
dξ1
∣∣∣∣2 dξ′.
To show that this identity also holds for F (u) we need the following lemma :
Lemma 4.7 Let N ≥ 3 and let r1, r2 be such that 1 < r1 < 2NN+2 < r2 < 2. The bilinear form
R(ϕ,ψ) =
∫
RN−1
1
|ξ′|
∫ ∞
0
ϕ̂(ξ1, ξ
′)
ξ1
|ξ′|2 + ξ21
dξ1 ·
∫ ∞
0
ψ̂(η1, ξ
′)
η1
|ξ′|2 + η21
dη1 dξ
′
is continuous on
(
Lr1(RN ) ∩ Lr2(RN )
)
×
(
Lr1(RN ) ∩ Lr2(RN )
)
.
Proof. Consider ϕ, ψ ∈ Lr1(RN ) ∩ Lr2(RN ). Then ϕ̂, ψ̂ ∈ Lr′1(RN ) ∩ Lr′2(RN ), where r′1
and r′2 are the conjugate exponents of r1 and r2. Using Ho¨lder’s inequality and the change of
variable ξ1 = t|ξ′|, we get for ξ′ 6= 0 and i = 1, 2,
(4.13)
∣∣∣∣ ∫ ∞
0
ϕ̂(ξ1, ξ
′)
ξ1
|ξ′|2 + ξ21
dξ1
∣∣∣∣ ≤ (∫ ∞
0
|ϕ̂(ξ1, ξ′)|r′i dξ1
) 1
r′
i
(∫ ∞
0
ξri1
(|ξ′|2 + ξ21)ri
dξ1
) 1
ri
= |ξ′|
1−ri
ri
(∫ ∞
0
tri
(1 + t2)ri
dt
) 1
ri
(∫ ∞
0
|ϕ̂(ξ1, ξ′)|r′i dξ1
) 1
r′
i
= Ci|ξ′|
1−ri
ri
(∫ ∞
0
|ϕ̂(ξ1, ξ′)|r′i dξ1
) 1
r′
i .
A similar estimate holds for ψ. Let qi be the conjugate exponent of
r′i
2 , i.e. qi =
ri
2−ri . Using
(4.13), Ho¨lder’s inequality and the estimate ||ϕ̂||
L
r′
i
≤ Ai||ϕ||Lri we have
(4.14)
∣∣∣∣ ∫
B
RN−1
(0,1)
1
|ξ′|
∫ ∞
0
ϕ̂(ξ1, ξ
′)
ξ1
|ξ′|2 + ξ21
dξ1 ·
∫ ∞
0
ψ̂(η1, ξ
′)
η1
|ξ′|2 + η21
dη1 dξ
′
∣∣∣∣
≤ C21
∫
B
RN−1
(0,1)
|ξ′|
2−2r1
r1
−1
(∫ ∞
0
|ϕ̂(ξ1, ξ′)|r′1 dξ1
) 1
r′
1
(∫ ∞
0
|ψ̂(η1, ξ′)|r′1 dη1
) 1
r′
1 dξ′
≤ C21
(∫
B
RN−1
(0,1)
|ξ′|
q1(2−3r1)
r1 dξ′
) 1
q1
(∫
B
RN−1
(0,1)
∫ ∞
0
|ϕ̂(ξ1, ξ′)|r′1 dξ1 dξ′
) 1
r′
1
(∫
B
RN−1
(0,1)
∫ ∞
0
|ψ̂(η1, ξ′)|r′1 dη1 dξ′
) 1
r′
1
≤ C21A21
(∫
B
RN−1
(0,1)
|ξ′|
q1(2−3r1)
r1 dξ′
) 1
q1
||ϕ||Lr1 ||ψ||Lr1
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and
(4.15)
∣∣∣∣ ∫{|ξ′|>1} 1|ξ′|
∫ ∞
0
ϕ̂(ξ1, ξ
′)
ξ1
|ξ′|2 + ξ21
dξ1 ·
∫ ∞
0
ψ̂(η1, ξ
′)
η1
|ξ′|2 + η21
dη1 dξ
′
∣∣∣∣
≤ C22
∫
{|ξ′|>1}
|ξ′|
2−2r2
r2
−1
(∫ ∞
0
|ϕ̂(ξ1, ξ′)|r′2 dξ1
) 1
r′
2
(∫ ∞
0
|ψ̂(η1, ξ′)|r′2 dη1
) 1
r′
2 dξ′
≤ C22
(∫
{|ξ′|>1}
|ξ′|
q1(2−3r2)
r2 dξ′
) 1
q2
(∫
{|ξ′|>1}
∫ ∞
0
|ϕ̂(ξ1, ξ′)|r′2 dξ1 dξ′
) 1
r′
2
(∫
{|ξ′|>1}
∫ ∞
0
|ψ̂(η1, ξ′)|r′2 dη1 dξ′
) 1
r′
2
≤ C22A22
(∫
{|ξ′|>1}
|ξ′|
q2(2−3r2)
r2 dξ′
) 1
q2
||ϕ||Lr2 ||ψ||Lr2 .
Since 1 < r1 <
2N
N+2 < r2 < 2, a direct computation shows that
∫
B
RN−1
(0,1)
|ξ′|
q1(2−3r1)
r1 dξ′ and∫
{|ξ′|>1}
|ξ′|
q2(2−3r2)
r2 dξ′ are finite. From (4.14) and (4.15) we have
|R(ϕ,ψ)| ≤ K (||ϕ||Lr1 ||ψ||Lr1 + ||ϕ||Lr2 ||ψ||Lr2 )
and Lemma 4.7 is proved. 2
Let r1 and r2 be as in Lemma 4.7. Since the maps ϕ 7−→ T1ϕ and ϕ 7−→ T2ϕ are obviously
continuous from Lr1(RN ) ∩ Lr2(RN ) into itself and we have shown in the proof of Lemma
4.5 that the bilinear form P1(ϕ,ψ) =
∫
RN
1
|ξ|2 ϕ̂(ξ)ψ̂(ξ) dξ is continuous on this space, it
follows that the left-hand side of (4.12) is continuous on Lr1(RN ) ∩ Lr2(RN ). By Lemma
4.7, the right-hand side of (4.12) also defines a continuous functional on Lr1(RN ) ∩ Lr2(RN ).
Since (4.12) is valid for any ϕ ∈ C∞c (RN ), by density we infer that (4.12) holds for any
ϕ ∈ Lr1(RN ) ∩ Lr2(RN ). Recall that u ∈ H1(RN ) and by the Sobolev embedding and
assumption a) we have F (u) ∈ Lq(RN ) for any q ∈ [max(1, 21+σ ), 2N(N−2)(1+σ) ]; hence (4.12) is
valid for F (u).
Since u is a minimizer, we must have E(u1) +E(u2)− 2E(u) ≥ 0. From (4.11) and (4.12)
we infer that necessarily
(4.16)
∫
RN−1
1
|ξ′|
∣∣∣∣ ∫ ∞
0
F(A(F (u)))(ξ1, ξ′) ξ1|ξ′|2 + ξ21
dξ1
∣∣∣∣2 dξ′ = 0.
Contrary to our previous examples, (4.16) does not imply directly AF (u) ≡ 0. To see this,
consider a function ψ ∈ C∞c (0,∞) such that supp(ψ) ⊂ [1,∞), ψ 6≡ 0 and
∫ ∞
0
t
1 + t2
ψ(t) dt =
0. (Such a function exists: for example, take two nonnegative functions ψ0, ψ1 ∈ C∞c (1,∞)
with disjoint supports and put ψτ = (1 − τ)ψ0 − τψ1. There is some τ ∈ (0, 1) such that∫ ∞
0
t
1 + t2
ψτ (t) dt = 0.) Extend ψ to an odd function defined on R. Take α ∈ C∞c (RN−1) such
that α 6≡ 0 and supp(α) ⊂ RN−1 \B(0, 1) and put f̂(ξ1, ξ′) = α(ξ′)ψ( ξ1|ξ′|). Then f̂ ∈ C∞c (RN )
(hence f ∈ S), f 6≡ 0 and f is odd with respect to the first variable. However, we have
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∫ ∞
0
f̂(ξ1, ξ
′)
ξ1
|ξ′|2 + ξ21
dξ1 = 0 for any ξ
′ 6= 0 and consequently
∫
RN−1
1
|ξ′|
∣∣∣∣ ∫ ∞
0
f̂(ξ1, ξ
′)
ξ1
|ξ′|2 + ξ21
dξ1
∣∣∣∣2 dξ′ = 0.
To show that u is symmetric with respect to x1, we argue as follows: since u and u1
minimize E under the constraint Q = λ, these functions satisfy the Euler-Lagrange equations
E′(u) + αQ′(u) = 0, respectively E′(u1) + βQ′(u1) = 0 for some constants α and β, that is
(4.17) −∆u− 2I(F (u))F ′(u) +H ′(u) + αG′(u) = 0 in RN ,
(4.18) −∆u1 − 2I(F (u1))F ′(u1) +H ′(u1) + βG′(u1) = 0 in RN .
We will show in the next lemma that u and u1 are smooth functions. Then we prove that
I(F (u))(x) = I(F (u1))(x) in the half-space {x1 < 0}. Together with assumption c), this
implies that α = β in (4.17)-(4.18). Then we will be able to apply the Unique Continuation
Principle to prove that u = u1.
Lemma 4.8 Let u ∈ H1(RN ) be a solution of (4.17), where F, G, H ∈ C2(R) satisfy the
assumptions a) and b) in Theorem 4.6. Then u ∈W 3,p(RN ) for any p ∈ [2,∞). In particular,
u ∈ C2(RN ) and Dαu are continuous and bounded on RN if α ∈ NN , |α| ≤ 2.
Proof. The proof is rather classical and relies on a boot-strap argument. For the convenience
of the reader, we give it here.
We show first that u ∈ L∞(RN ). By the Sobolev embedding we have u ∈ Lq(RN ) for
q ∈ [2, 2N
N−2 ]. We will improve this estimate by a bootstrap argument to get the desired
conclusion.
Let us consider first the case N = 3. We may assume without loss of generality that
3 ≤ σ < 4
N−2 = 4 (if σ < 3, we replace σ by 3 and this gives no supplementary constraint on
σ1 in assumption b). Suppose that u ∈ Lq(R3) for any q ∈ [2, β], where β ≥ 6. Together with
assumption a), this implies F (u) ∈ Lq(R3) for q ∈ [1, β1+σ ]. We distinguish two cases :
Case A. If β1+σ >
3
2 , then Lemma 4.5 i)-ii) implies I(F (u)) ∈ Lq(RN ) for q ∈ (3,∞].
By assumption a) we have F ′(u)χ{|u|≤1} ∈ L2(RN ) ∩ L∞(RN ), hence I(F (u))F ′(u)χ{|u|≤1} ∈
Lq(RN ) for q ∈ (65 ,∞] and F ′(u)χ{|u|>1} ∈ L1(RN ) ∩ L
β
σ (RN ), thus I(F (u))F ′(u)χ{|u|>1} ∈
Lq(RN ) for q ∈ [1, β
σ
]. Consequently, I(F (u))F ′(u) ∈ Lq(RN ) for q ∈ (65 , βσ ]. Assumption b)
implies that G′(u), H ′(u) ∈ Lq(RN ) for q ∈ [max(1, 2
σ1
), β
σ1
]. Note that β
σ1
≥ 6
σ1
> 65 and
β
σ
≥ 6
σ
≥ 2
σ1
by the second part of assumption b). From equation (4.17) we find ∆u ∈ Lq(RN )
for any q ∈ (65 ,min(βσ , βσ1 )] if 2σ1 ≤ 65 , respectively for any q ∈ [ 2σ1 ,min(
β
σ
, β
σ1
)] if 2
σ1
> 65 . Let
q∗ := min(βσ ,
β
σ1
). If q∗ ≥ 2, we have ∆u ∈ Lq∗(R3) and obviously u ∈ Lq∗(RN ) (because
2 ≤ q∗ ≤ βσ1 ≤ β), hence u ∈ W 2,q∗(R3) and by the Sobolev embedding we infer that u ∈
L∞(R3). If 32 < q∗ < 2, again by the Sobolev embedding we have |∇u| ∈ Lp∗(RN ), where
1
p∗
= 1
q∗
− 13 (thus p∗ ∈ (3, 6)), hence u ∈ W 1,p∗(R3) ⊂ L∞(R3). If q∗ = 32 , we obtain
∆u ∈ L 32 (R3), which implies |∇u| ∈ L3(R3), hence u ∈ W 1,3(R3) so that u ∈ Lq(R3) for any
q ∈ [2,∞). Repeating the above argument for some β˜ > β, we get u ∈ L∞(R3). It remains to
study the case q∗ < 32 . It is clear that in this case we have q∗ =
β
σ1
(because β
σ
> 32). Since
∆u ∈ Lq∗(R3), by the Sobolev embedding we get u ∈ Lβ1(R3), where 1
β1
= 1
q∗
− 23 . Notice
that 1
β1
− 1
β
= σ1−1
β
− 23 ≤ σ1−56 < 0, hence β1 > β. We repeat the previous reasoning with
β1 instead of β. We obtain that either u ∈ L∞(R3), or u ∈ Lβ2(R3), where β2 > β1 and
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1
β2
− 1
β1
≤ σ1−56 < 0. In the latter case we continue with β2 instead of β and we get that either
u ∈ L∞(R3), or u ∈ Lβ3(R3), where β3 > β2 and 1β3 − 1β2 ≤ σ1−56 , and so on. After a finite
number of steps we get u ∈ L∞(R3) (since otherwise we would obtain a positive increasing
sequence (βn)n≥1 such that 1βn − 1β ≤
n(σ1−5)
6 −→ −∞, which is impossible).
Case B. If β1+σ ≤ 32 , we may suppose that β1+σ < 32 (otherwise we take β a little bit smaller).
By Lemma 4.5 i) we have I(F (u)) ∈ Lq(R3) for q ∈ (3,
(
1+σ
β
− 23
)−1
]. As in case A we obtain
I(F (u))F ′(u)χ{|u|≤1} ∈ Lq(RN ) for q ∈ (65 ,
(
1+σ
β
− 23
)−1
] and I(F (u))F ′(u)χ{|u|>1} ∈ Lq(RN )
for q ∈
[
1,
(
1+2σ
β
− 23
)−1]
, so that I(F (u))F ′(u) ∈ Lq(R3) for q ∈
(
6
5 ,
(
1+2σ
β
− 23
)−1]
. Notice
that
(
1+2σ
β
− 23
)−1
> 65 (because β ≥ 6 and σ < 4) and
(
1+2σ
β
− 23
)−1 ≥ 2
σ1
by assumption
b). Since obviously G′(u), H ′(u) ∈ Lq(RN ) for q ∈ [max(1, 2
σ1
), β
σ1
], using equation (4.17)
we infer that ∆u ∈ Lq(R3) for any q ∈
[
max(65 ,
2
σ1
),min
((
1+2σ
β
− 23
)−1
, β
σ1
)]
, q 6= 65 . Let
q2 = min
((
1+2σ
β
− 23
)−1
, β
σ1
)
. If q2 ≥ 32 , arguing as in case A we get u ∈ L∞(R3). If
q2 <
3
2 , by the Sobolev embedding we have u ∈ Lβ1(R3), where 1β1 = 1q2 − 23 , hence 1β1 − 1β ≤
max
(
σ−4
3 ,
σ1−5
6
)
< 0, so that β1 > β. Repeating the preceeding arguments for β1 we obtain
either u ∈ L∞(R3), or β11+σ > 32 (so that we are in case A, consequently u ∈ L∞(R3)), or
u ∈ Lβ2(R3), where β2 > β1 and 1β2 − 1β1 ≤ max
(
σ−4
3 ,
σ1−5
6
)
. In the latter case we repeat the
same reasoning, and so on. As in case A, after a finite number of steps we get u ∈ L∞(R3).
Now we consider the case N ≥ 4 and we assume that u ∈ Lq(RN ) for any q ∈ [2, β], where
β ≥ 2N
N−2 . It is clear that G
′(u), H ′(u) ∈ Lq(RN ) for q ∈
[
max(1, 2
σ1
), β
σ1
]
and F (u) ∈ Lq(RN )
for q ∈ [1, β1+σ ]. Once again, we distinguish two cases :
Case A. If β1+σ >
N
2 , then I(F (u)) ∈ Lq(RN ) for any q ∈ ( NN−2 ,∞]. We have F ′(u)χ{|u|≤1} ∈
Lq(RN ) for q ∈ [2,∞], hence I(F (u))F ′(u))χ{|u|≤1} ∈ Lq(RN ) for q ∈ (1,∞] if N = 4,
respectively for q ∈ [1,∞] if N ≥ 5 and F ′(u)χ{|u|>1} ∈ Lq(RN ) for q ∈ [1, βσ ], hence
I(F (u))F ′(u))χ{|u|>1} ∈ Lq(RN ) if q ∈ [1, βσ ]. Consequently I(F (u))F ′(u)) ∈ Lq(RN ) for
q ∈ (1, β
σ
] if N = 4, respectively for q ∈ [1, β
σ
] if N ≥ 5. Notice that β ≥ 2N
N−2 and the second
part of assumption b) imply β
σ
≥ 2
σ1
. Using equation (4.17) we infer that ∆u ∈ Lq(RN ) for
q ∈
[
max(1, 2
σ1
),min( β
σ1
, β
σ
)
]
, q 6= 1 if N = 4. Let q3 = min( βσ1 ,
β
σ
). Notice that q3 ≤ β because
σ1 ≥ 1 and ∆u ∈ Lq3(RN ). If q3 > N2 ≥ 2, then u ∈ Lq3(RN ), hence u ∈ W 2,q3(RN ) and
by the Sobolev embedding we get u ∈ L∞(RN ). If q3 = N2 , then u ∈ W 2,
N
2 (RN ), conse-
quently u ∈ Lq(RN ) for any q ∈ [2,∞) and repeating the above proof with β˜ > β we find
u ∈ L∞(RN ). If q3 < N2 , then necessarily q3 = βσ1 (recall that
β
σ
> β1+σ >
N
2 because we are
in case A). By the Sobolev embedding we get u ∈ Lβ1(RN ), where 1
β1
= 1
q3
− 2
N
= σ1
β
− 2
N
,
thus 1
β1
− 1
β
= σ1−1
β
− 2
N
≤ (σ1−1)(N−2)−42N < 0 by b). Repeating the previous arguments
with β replaced by β1, we find that either u ∈ L∞(RN ) or u ∈ Lβ2(RN ), where β2 > β1
and 1
β2
− 1
β1
≤ (σ1−1)(N−2)−42N , and so on. As previously, after a finite number of steps we get
u ∈ L∞(RN ).
Case B. If β1+σ ≤ N2 , we may suppose that β1+σ < N2 . By Lemma 4.5 i), I(F (u)) ∈
Lq(RN ) for q ∈
(
N
N−2 ,
(
1+σ
β
− 2
N
)−1]
. As in case A we get I(F (u))F ′(u) ∈ Lq(RN ) for
42
q ∈
[
1,
(
1+2σ
β
− 2
N
)−1]
, q 6= 1 if N = 4. By a), b) and the fact that β ≥ 2N
N−2 we have(
1+2σ
β
− 2
N
)−1 ≥ 2
σ1
. Since G′(u), H ′(u) ∈ Lq(RN ) for q ∈ [max(1, 2
σ1
), β
σ1
], using (4.17) we get
∆u ∈ Lq(RN ) for q ∈ [max(1, 2
σ1
), q4], q 6= 1 if N = 4, where q4 = min
(
β
σ1
,
(
1+2σ
β
− 2
N
)−1)
. If
q4 ≥ N2 then, as above, we obtain u ∈ L∞(RN ). Otherwise by the Sobolev embedding we find
u ∈ Lβ1(RN ), where 1
β1
= 1
q4
− 2
N
, thus 1
β1
− 1
β
≤ max
(
(σ1−1)(N−2)−4
2N ,
σ(N−2)−4
N
)
< 0. Then
we restart the process with β1 instead of β. Continuing in this way, after a finite number of
steps we obtain u ∈ L∞(RN ).
Up to now we have proved that u ∈ Lq(RN ) for any q ∈ [2,∞]. Thus F (u) ∈ L1(RN ) ∩
L∞(RN ), I(F (u)) ∈ Lq(RN ) for q ∈ ( N
N−2 ,∞], F ′(u) ∈ L2(RN ) ∩ L∞(RN ), hence
I(F (u))F ′(u) ∈ L2(RN ) ∩ L∞(RN ). Clearly G′(u), H ′(u) ∈ Lq(RN ) for q ∈ [max(1, 2
σ1
),∞].
Using (4.17) we have ∆u ∈ L2(RN ) ∩ L∞(RN ), thus u ∈ W 2,p(RN ) for any p ∈ [2,∞). In
particular, u ∈ C1(RN ) and ∂u
∂xi
are continuous and bounded on RN . Differentiating (4.17)
with respect to xi we get
−∆( ∂u
∂xi
)− 2I(F ′(u) ∂u
∂xi
)F ′(u)− 2I(F (u))F ′′(u) ∂u
∂xi
+G′′(u)
∂u
∂xi
+ αH ′′(u)
∂u
∂xi
= 0 in RN .
It follows that −∆( ∂u
∂xi
) ∈ L2(RN ) ∩ L∞(RN ). Since obviously ∂u
∂xi
∈ L2(RN ) ∩ L∞(RN ), we
get ∂u
∂xi
∈W 2,p(RN ), which implies u ∈W 3,p(RN ) for any p ∈ [2,∞). 2
It follows from Lemma 4.8 that F (u) ∈ C2(RN ) and F (u) ∈W 2,p(RN ) for p ∈ [1,∞]. Using
Lemma 4.5 i) and ii), it is easy to check that I(F (u)) ∈ C2(RN ) and I(F (u)) ∈W 2,p(RN ) for
p ∈ ( N
N−2 ,∞]. In particular, I(F (u)) ∈ S ′(RN ) and Lemma 4.5 iii) implies F(I(F (u)))(ξ) =
dN
1
|ξ|2 F̂ (u)(ξ), where dN =
4π
N
2
Γ(N
2
−1) . Setting U = I(F (u)) we have −∆U = dNF (u).
Next we show that ∂U
∂x1
(0, x′) = ∂
∂x1
I(F (u))(0, x′) = 0 for any x′ ∈ RN−1. From (4.16)
we infer that
∫ ∞
0
F(A(F (u)))(ξ1, ξ′) ξ1|ξ′|2 + ξ21
dξ1 = 0 for almost every ξ
′ ∈ RN−1, that is∫ ∞
−∞
F̂ (u)(ξ1, ξ
′)
ξ1
|ξ′|2 + ξ21
dξ1 = 0 a.e. ξ
′ ∈ RN−1, or equivalently
(4.19)
∫ ∞
−∞
ξ1F(I(F (u)))(ξ1, ξ′) dξ1 = 0 for almost every ξ′ ∈ RN−1.
If ∂
∂x1
I(F (u)) and F( ∂
∂x1
I(F (u))) are in L1(RN ), by the Fourier inversion theorem (4.19) is
equivalent to ∂
∂x1
I(F (u))(0, x′) = 0, as desired.
Since we do not know whether ∂
∂x1
I(F (u)) ∈ L1(RN ) and F( ∂
∂x1
I(F (u))) ∈ L1(RN ), we
argue as follows : we take an arbitrary test function ψ ∈ S(RN−1) and we put ϕn(x1) =
n√
2π
e−
n2x2
1
2 . Clearly, ϕn(x1) = nϕ1(nx1), ||ϕn||L1(R) = 1 and ϕ̂n(ξ1) = e−
ξ2
1
2n2 . On one hand we
have, by using Lebesgue’s Dominated Convergence Theorem,
(4.20)
lim
n→∞
∫
RN
ϕn(x1)ψ(x
′)
[
∂
∂x1
I(F (u))
]
(x1, x
′) dx
= lim
n→∞
∫
RN
ϕ1(y1)ψ(x
′)
[
∂
∂x1
I(F (u))
]
(
y1
n
, x′) dy1 dx′
=
∫
RN−1
ψ(x′)
∂
∂x1
(I(F (u)))(0, x′) dx′.
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On the other hand we have
(4.21)
∫
RN
ϕn(x1)ψ(x
′)
[
∂
∂x1
I(F (u))
]
(x1, x
′) dx = 〈 ∂
∂x1
(I(F (u))), ϕn(x1)ψ(x
′)〉S′,S
= 〈F
(
∂
∂x1
I(F (u))
)
,F−1 (ϕn(x1)ψ(x′))〉S′,S
=
1
(2π)N
∫
RN
idNξ1
|ξ|2 F̂ (u)(ξ)e
− ξ
2
1
2n2 ψ̂(−ξ′) dξ1 dξ′.
Since F (u) ∈ L2(RN ), for almost every ξ′ ∈ RN−1 we have F̂ (u)(·, ξ′) ∈ L2(R). For any such
ξ′, arguing as in (4.13) we get∫
R
∣∣∣∣e− ξ212n2 · ξ1|ξ|2 F̂ (u)(ξ1, ξ′)
∣∣∣∣ dξ1 ≤ ∫
R
∣∣∣∣ ξ1ξ21 + |ξ′|2 F̂ (u)(ξ1, ξ′)
∣∣∣∣ dξ1 ≤ C|ξ′| 12 ||F̂ (u)(·, ξ′)||L2(R),
where C does not depend on ξ′. Moreover, Cauchy-Schwarz inequality gives
∫
RN−1
C|ψ̂(−ξ′)|
|ξ′| 12
||F̂ (u)(·, ξ′)||L2(R) dξ′ ≤ C
(∫
RN−1
|ψ̂(−ξ′)|2
|ξ′| dξ
′
) 1
2
||F̂ (u)||L2(RN ) <∞.
By the Dominated Convergence Theorem, we have for almost any ξ′ ∈ RN−1∫
R
ξ1
ξ21 + |ξ′|2
F̂ (u)(ξ1, ξ
′)e−
ξ2
1
2n2 dξ1 −→
∫
R
ξ1
ξ21 + |ξ′|2
F̂ (u)(ξ1, ξ
′) dξ1 = 0 as n −→∞.
Thus we may use Fubini’s Theorem, then the Dominated Convergence Theorem on RN−1 to
obtain
(4.22)
∫
RN
ξ1
|ξ|2 F̂ (u)(ξ1, ξ
′)e−
ξ2
1
2n2 ψ(−ξ′) dξ1 dξ′
=
∫
RN−1
ψ(−ξ′)
∫
R
ξ1
ξ21 + |ξ′|2
F̂ (u)(ξ1, ξ
′)e−
ξ2
1
2n2 dξ1 dξ
′
−→
∫
RN−1
ψ(−ξ′) · 0 dξ′ = 0. as n −→∞.
From (4.20), (4.21) and (4.22) we infer that
∫
RN−1
ψ(x′)
∂
∂x1
(I(F (u)))(0, x′) dx′ = 0. Since
ψ ∈ S(RN−1) was arbitrary, we have ∂
∂x1
(I(F (u)))(0, ·) = 0 in S ′(RN−1), hence
∂
∂x1
(I(F (u)))(0, x′) = 0 for any x′ ∈ RN−1 because ∂
∂x1
(I(F (u))) is a continuous function.
We know that F (u1) is symmetric with respect to x1 and a simple change of variables
shows that the function U1 := I(F (u1)) is also symmetric with respect to x1. Clearly U1 also
belongs to C2(RN ) and satisfies −∆U1 = −∆(I(F (u1))) = dNF (u1). By symmetry we have
∂U1
∂x1
(0, x′) = 0 for any x′ ∈ RN−1. Since u1(x1, x′) = u(x1, x′) if x1 < 0, we have proved that
the functions U and U1 are both solutions of the problem
(4.23)

−∆W = dNF (u) in {(x1, x′) ∈ RN | x1 < 0}
W ∈ C2(RN ) ∩W 2,p(RN ) for p > N
N−2 ,
∂W
∂x1
(0, x′) = 0 for any x′ ∈ RN−1.
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It is not hard to see that the solution of (4.23) is unique. Consequently, U(x1, x
′) = U1(x1, x′)
if x1 < 0. It is obvious that (u, U) and (u1, U1) solve the system
(4.24)

−∆u− 2UF ′(u) +H ′(u) + αG′(u) = 0
−∆U − dNF (u) = 0
in RN ,
respectively
(4.25)

−∆u1 − 2U1F ′(u1) +H ′(u1) + βG′(u1) = 0
−∆U1 − dNF (u1) = 0
in RN .
Next we show that if u ≡ 0 in the half-space {x1 < 0}, then u ≡ 0 in RN . Indeed, if u = 0
in {x1 < 0}, then from (4.23) it follows that U = 0 on that half-space. Now from (4.24) and
the Unique Continuation Principle we infer that (u, U) = (0, 0) on RN . In this case u trivially
has a radial symmetry. Clearly, we cannot have u ≡ 0 if λ 6= 0.
If u 6≡ 0 in (−∞, 0)×RN−1, then u((−∞, 0)×RN−1) = u1((−∞, 0)×RN−1) contains an
interval of the form (−ε, 0) or (0, ε) for some ε > 0. Now assumption c), (4.24), (4.25) and
the fact that (u, U) = (u1, U1) on (−∞, 0) ×RN−1 imply that α = β in (4.24)-(4.25). As a
consequence, we see that (u − u1, U − U1) solves a linear system whose coefficients belong to
L∞(RN ). Since (u, U) = (u1, U1) for x1 < 0 and (u, U), (u1, U1) ∈W 2,p(RN ,R2) if p ≥ 2 and
p > N
N−2 , by using the Unique Continuation Principle we infer that u = u1 (and U = U1) in
RN , that is u is symmetric with respect to x1.
Similarly we show that u is symmetric with respect to any other hyperplane Π which has
the property that
∫
Π−
G(u(x)) dx =
∫
Π+
G(u(x)) dx, where Π− and Π+ are the two half-spaces
determined by Π. As in the proof of Theorem 4.1 it follows that after a translation, u is radially
symmetric. The proof of Theorem 4.6 is complete. 2
4.4 Our last application concerns the Davey-Stewartson system
(4.26)

iut + ∆u = f(|u|2)u− uvx1 ,
∆v =
(|u|2)
x1
in R3,
which can be written as
(4.27) iut = −∆u+ f(|u|2)u+R21(|u|2)u,
where R1 is the Riesz transform defined by R̂1ϕ =
iξ1
|ξ| ϕ̂(ξ). Let F1(t) =
∫ t
0
f(τ) dτ . It is easy
to check that
E˜(u) =
1
2
∫
R3
|∇u|2 dx+ 1
2
∫
R3
F1(|u|2) dx− 1
4
∫
R3
|R1(|u|2)|2 dx
is a Hamiltonian for (4.27) and Q˜(u) =
∫
R3
|u(x)|2 dx is a conserved quantity for the same
equation. The standing waves for (4.27) are precisely the critical points of E˜ + ωQ˜. As in
the previous example, when we minimize E˜(u) subject to Q˜(u) = constant, we may restrict
ourselves to real functions u and to the real version of E˜,
E(u) =
1
2
∫
R3
|∇u|2 dx+
∫
R3
F (u) dx− 1
4
∫
R3
|R1(u2)|2 dx.
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We will consider a more general functional than Q˜, namely Q(u) =
∫
R3
G(u) dx. If G(u) =
u2, in order to guarantee the boundedness from below of the functional E on the set of functions
satisfying Q(u) = λ, the function F (u) is required to behave as a|u|γ for u large, with a > 0
and γ > 4. In the case F (u) = a|u|γ , the Cauchy problem for the evolution equation (4.27)
has been analysed in [12]. The global existence of solutions was proved in the case a > 0 and
γ > 4, while in the case γ = 4 the global existence was proved if a is sufficiently large.
Still in the case of pure power F (u) = a|u|γ , with a > 0 and γ > 4, the existence of
minimizers of E subject to the constraint Q(u) =
∫
R3
|u|2 dx = λ can be proved by using the
Concentration-Compactness Principle (see [17]) if λ is large enough (this assumption is needed
to prevent vanishing).
In [10] the existence of ground states related to the problem (4.26) has been studied.
However, our method cannot be used to prove the symmetry of these ground states because
the nonlocal term appears in the constraint.
It is well-known that R1 is a linear continuous map from L
p(R3) to Lp(R3) for 1 < p <∞
(see [23]). If u2 ∈ L2(R3), then R1(u2) ∈ L2(R3) and by Plancherel’s theorem we get
(4.28)
∫
R3
|R1(u2)|2 dx = 1
(2π)3
∫
R3
| ̂R1(u2)(ξ)|2 dξ = 1
(2π)3
∫
R3
ξ21
|ξ|2 |û
2(ξ)|2 dξ.
We have the following symmetry result :
Theorem 4.9 Let u ∈ H1(R3) be a solution of the minimization problem
minimize E(u) =
1
2
∫
R3
|∇u|2 dx+
∫
R3
F (u) dx− 1
4
∫
R3
|R1(u2)|2 dx
subject to Q(u) =
∫
R3
G(u(x)) dx = λ
under the following assumptions :
a) F, G : R −→ R are C2 functions, F (0) = F ′(0) = 0, G(0) = G′(0) = 0 and there exist
C > 0, σ < 5 such that
|F ′(u)| ≤ C|u|σ and |G′(u)| ≤ C|u|σ for |u| ≥ 1.
b) For any ε > 0, G′ 6= 0 on (−ε, 0) and on (0, ε).
Then, after a translation, u is radially symmetric in the variables (x2, x3) (i.e. u is axially
symmetric).
Proof. Making a translation in the x2 direction if necessary, we may assume that∫
{x2<0}
G(u(x)) dx =
∫
{x2>0}
G(u(x)) dx =
λ
2
. As before, we define u1 and u2 by
u1(x1, x2, x3) =
{
u(x1, x2, x3) if x2 < 0,
u(x1,−x2, x3) if x2 ≥ 0 u2(x1, x2, x3) =
{
u(x1,−x2, x3) if x2 < 0,
u(x1, x2, x3) if x2 ≥ 0.
It is obvious that Q(u1) = Q(u2) = λ. Moreover, using (4.28) we get
(4.29)
E(u1) + E(u2)− 2E(u)
= −1
4
1
(2π)3
[∫
R3
ξ21
|ξ|2 |û
2
1(ξ)|2 dξ +
∫
R3
ξ21
|ξ|2 |û
2
2(ξ)|2 dξ − 2
∫
R3
ξ21
|ξ|2 |û
2(ξ)|2 dξ
]
.
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Recall that by (2.53) and (2.54) we have the equality
(4.30)
∫
RN
ξ2j
|ξ|2 |T̂1ϕ(ξ)|
2 dξ +
∫
RN
ξ2j
|ξ|2 |T̂2ϕ(ξ)|
2 dξ − 2
∫
RN
ξ2j
|ξ|2 |ϕ̂(ξ)|
2 dξ
=
8
π
∫
RN−1
ξ2j
|ξ′|
∣∣∣∣ ∫ ∞
0
Âϕ(ξ1, ξ
′)
ξ1
ξ21 + |ξ′|2
dξ1
∣∣∣∣2dξ′
for any ϕ ∈ C∞c (RN ), where j ∈ {2, . . . , , N}. It is obvious that the left-hand side of (4.30)
defines a continuous functional on L2(RN ). By the next lemma, it follows that the right-hand
side of (4.30) also defines a continuous functional on L2(RN ). Then the density of C∞c (RN )
in L2(RN ) implies that (4.30) holds for any ϕ ∈ L2(RN ).
Lemma 4.10 Let j ∈ {2, . . . , N}. The bilinear form
S1(ϕ,ψ) =
∫
RN−1
ξ2j
|ξ′|
∫ ∞
0
ϕ̂(ξ1, ξ
′)
ξ1
ξ21 + |ξ′|2
dξ1 ·
∫ ∞
0
ψ̂(η1, ξ′)
η1
η21 + |ξ′|2
dη1 dξ
′
is continuous on L2(RN )× L2(RN ).
Proof. As in (4.13) we have∣∣∣∣ ∫ ∞
0
ϕ̂(ξ1, ξ
′)
ξ1
ξ21 + |ξ′|2
dξ1
∣∣∣∣ ≤ K 1|ξ′| 12
(∫ ∞
0
|ϕ̂(ξ1, ξ′)|2 dξ1
) 1
2
,
where K =
(∫ ∞
0
t2
(1+t2)2
dt
) 1
2
. Consequently
|S1(ϕ,ψ)| ≤ K2
∫
RN−1
ξ2j
|ξ′|2
(∫ ∞
0
|ϕ̂(ξ1, ξ′)|2 dξ1
) 1
2
(∫ ∞
0
|ψ̂(η1, ξ′)|2 dη1
) 1
2
dξ′
≤ K2
∫
RN−1
(∫ ∞
0
|ϕ̂(ξ1, ξ′)|2 dξ1
) 1
2
(∫ ∞
0
|ψ̂(η1, ξ′)|2 dη1
) 1
2
dξ′
≤ K2
(∫
RN−1
∫ ∞
0
|ϕ̂(ξ1, ξ′)|2 dξ1 dξ′
) 1
2 ·
(∫
RN−1
∫ ∞
0
|ψ̂(η1, ξ′)|2 dη1 dξ′
) 1
2
≤ K1||ϕ||L2(RN )||ψ||L2(RN ).
2
Since u2, u21, u
2
2 ∈ L2(R3) (recall that H1(R3) ⊂ L2(R3) ∩ L6(R3)), by exchanging the
roles of x1 and x2 and using (4.29) and (4.30) we find
(4.31)
E(u1) + E(u2)− 2E(u)
= −1
4
1
(2π)3
8
π
∫
R2
ξ21√
ξ21 + ξ
2
3
∣∣∣∣ ∫ ∞
0
̂A2(u2)(ξ1, ξ2, ξ3) ξ2
ξ21 + ξ
2
2 + ξ
2
3
dξ2
∣∣∣∣2 dξ1 dξ3,
where A2ϕ =
1
2(ϕ(x1, x2, x3)− ϕ(x1,−x2, x3)).
Since u is a minimizer, we must have E(u1)+E(u2)−2E(u) ≥ 0, consequently the integral
in the right-hand side of (4.31) must be zero, which is equivalent to
(4.32)
∫ ∞
0
̂A2(u2)(ξ1, ξ2, ξ3) ξ2
ξ21 + ξ
2
2 + ξ
2
3
dξ2 = 0 a.e. (ξ1, ξ3) ∈ R2.
47
In particular, u1 and u2 are also minimizers. However, as in the previous example, (4.32) is
not sufficient to prove that A2(u
2) = 0. In order to accomplish this task, we will use the
Euler-Lagrange equation of u : since u minimizes E under the constraint Q(u) = λ, there
exists a constant α such that E′(u) + αQ′(u) = 0, that is
(4.33) −∆u+ F ′(u) +R21(u2)u+ αG′(u) = 0.
Lemma 4.11 If F and G satisfy assumption a) in Theorem 4.9 and u ∈ H1(R3) is a solution
of (4.33), then u ∈W 3,p(R3) for any p ∈ [2,∞). In particular, u ∈ C2(R3).
Since R1 and R
2
1 are linear continuous mappings from L
p(R3) to Lp(R3) for 1 < p < ∞,
the proof of Lemma 4.11 is standard, so we omit it.
Let I(ϕ)(x) =
∫
R3
ϕ(y)
|x− y| dy. Using Lemma 4.5 it is easy to see that I(u
2) ∈W 2,p(R3) for
any p ∈ (3,∞] and I(u2) is a C2 function. Moreover, we have
F(R21(u2))(ξ) = −
ξ21
|ξ|2 û
2(ξ) = − 1
d3
ξ21
̂I(u2)(ξ),
where d3 =
4π
3
2
Γ( 1
2
)
, thus R21(u
2) = 1
d3
∂2
∂x2
1
I(u2). Equation (4.33) can be written as
(4.34) −∆u+ F ′(u) + 1
d3
∂2
∂x21
(
I(u2)
)
u+ αG′(u) = 0.
Arguing exactly as in the proof of Theorem 4.6, (4.32) implies that ∂
∂x2
(
I(u2)
)
(x1, 0, x3) = 0
for any (x1, x3) ∈ R2.
Since u1 is also a minimizer, it satisfies the Euler-Lagrange equation
(4.35) −∆u1 + F ′(u1) + 1
d3
∂2
∂x21
(
I(u21)
)
u1 + βG
′(u1) = 0.
The conclusion of Lemma 4.11 is obviously valid for u1. Since u1 is symmetric with respect to
x2, I(u
2
1) is also symmetric with respect to x2 and, consequently,
∂
∂x2
(
I(u21)
)
(x1, 0, x3) = 0 for
any (x1, x3) ∈ R2. We set U = I(u2) and U1 = I(u21). Recall that u(x1, x2, x3) = u1(x1, x2, x3)
if x2 < 0 ; thus U and U1 are both solutions of
(4.36)

−∆W = u2 in R× (−∞, 0)×R,
W ∈ C2(R3) ∩W 2,p(R3) for 3 < p ≤ ∞
∂W
∂x2
(x1, 0, x3) = 0 for any (x1, x3) ∈ R2.
It is not hard to see that the solution of (4.36) is unique. Hence we must have I(u2) = I(u21)
in R× (−∞, 0]×R. In the same way we obtain I(u2) = I(u22) in R× [0,∞)×R.
Now we focus our attention on u1. Making a translation in the x3 direction if necessary,
we may assume that
∫
{x3<0}
G(u1(x)) dx =
∫
{x3>0}
G(u1(x)) dx =
λ
2
. We define
w1(x1, x2, x3) =
{
u1(x1, x2, x3) if x3 < 0,
u1(x1, x2,−x3) if x3 ≥ 0,
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w2(x1, x2, x3) =
{
u1(x1, x2,−x3) if x3 < 0,
u1(x1, x2, x3) if x3 ≥ 0.
It is obvious that Q(w1) = Q(w2) = λ. Proceeding as above, we find the identity
(4.37)
E(w1) + E(w2)− 2E(u1)
= −1
4
1
(2π)3
8
π
∫
R2
ξ21√
ξ21 + ξ
2
2
∣∣∣∣ ∫ ∞
0
̂A3(u21)(ξ1, ξ2, ξ3) ξ3ξ21 + ξ22 + ξ23 dξ3
∣∣∣∣2 dξ1 dξ2,
where A3ϕ =
1
2(ϕ(x1, x2, x3)− ϕ(x1, x2,−x3)). Since u1 is a minimizer, it follows from (4.37)
that w1 and w2 are also minimizers of E under the constraint Q = λ; hence w1 and w2
satisfy the conclusion of Lemma 4.11 and I(w1), I(w2) ∈ C2(R3) ∩W 2,p(R3) for p ∈ (3,∞].
Moreover, the integral in the right-hand side of (4.37) must be zero. As previously, this gives
∂
∂x3
I(u21)(x1, x2, 0) = 0 for any (x1, x2) ∈ R2. Proceeding as above, we find I(u21) = I(w21) in
R2 × (−∞, 0] and I(u21) = I(w22) in R2 × [0,∞).
Now let us consider the function w1. It is clear that w1(x1,−x2,−x3) = w1(x1,−x2, x3) =
w1(x1, x2, x3), i.e. w1 is symmetric with respect to x2 and with respect to x3. Consider a plane
Π in R3 containing the line {(x1, 0, 0) | x1 ∈ R} and let Π+ and Π− be the two half-spaces
determined by Π. Since (x1, x2, x3) 7−→ (x1,−x2,−x3) maps Π+ onto Π−, using the symmetry
of w1 we get
∫
Π+
G(w1(x)) dx =
∫
Π−
G(w1(x)) dx =
λ
2
. Let sΠ denote the symmetry in R
3
with respect to Π. We define
r1(x) =
{
w1(x) if x ∈ Π−,
w1(sΠ(x)) if x ∈ Π+ and r2(x) =
{
w1(sΠ(x)) if x ∈ Π−,
w1(x) if x ∈ Π+.
Repeating the above arguments we obtain an integral identity analogous to (4.31) and (4.37)
which implies that r1 and r2 also minimize E subject to the constraint Q = λ. Furthermore,
using the fact that the integral in the right-hand side of this identity must vanish we find
(4.38)
∂
∂n
I(w21)(x1, x2, x3) = 0 whenever (x1, x2, x3) ∈ Π,
where n is the unit normal to Π. Passing to cylindrical coordinates we write
I(w21)(x1, x2, x3) = I(w
2
1)(x1, r cos θ, r sin θ) = Φ(x1, r, θ), where r =
√
x22 + x
2
3. Since I(w
2
1)
is a C2 function and (4.38) is valid for any plane Π containing {(x1, 0, 0) | x1 ∈ R}, (4.38) is
equivalent to
∂Φ
∂θ
= 0, that is Φ does not depend on θ, i.e. I(w21)(x1, x2, x3) = Φ1(x1,
√
x22 + x
2
3)
for some function Φ1. In other words, we have proved that I(w
2
1) is radially symmetric in the
variables (x2, x3). In the same way we show that I(w
2
2)(x1, x2, x3) = Φ2(x1,
√
x22 + x
2
3) for
some function Φ2. Since I(u
2
1) is continuous on R
3, I(u21) = I(w
2
1) in the half-space {x3 < 0}
and I(u21) = I(w
2
2) in the half-space {x3 > 0}, we have necessarily Φ1 = Φ2, and then I(u21) is
radially symmetric in the variables (x2, x3). Similarly, I(u
2
2) is radially symmetric in (x2, x3).
Recall that I(u2) = I(u21) in the half-space {x2 < 0} and I(u2) = I(u22) in the half-space
{x2 > 0}. But I(u2) is a continuous function on R3, thus we must have I(u2) = I(u21) = I(u22)
on R3, consequently I(u2) is radially symmetric with respect to (x2, x3).
If u ≡ 0 in the half-space {x2 < 0}, it follows that u1 ≡ 0 in R3 and then I(u21) ≡ 0 which
implies I(u2) = 0 in R3. In this case (4.34) becomes −∆u+ F ′(u) + αG′(u) = 0 and from the
Unique Continuation Principle we infer that u ≡ 0 in R3, thus u is radially symmetric in a
trivial way. Obviously, the case u ≡ 0 is excluded if λ 6= 0.
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If u 6≡ 0 in the half-space {x2 < 0}, by assumption b) there exists (x1, x2, x3) ∈ R3, x2 < 0
such that G′(u(x1, x2, x3)) 6= 0. Since u = u1 on {x2 < 0} and I(u2) = I(u21) on R3, from
(4.34) and (4.35) we infer that α = β. Let a(x) = 1
d3
∂2
∂x2
1
(
I(u2)
)
(x) = 1
d3
∂2
∂x2
1
(
I(u21)
)
(x). We
know that a is a continuous and bounded function on R3. The functions u and u1 both satisfy
the equation −∆w + F ′(w) + a(x)w + αG′(w) = 0 in R3 and using the Unique Continuation
Principle again we conclude that u ≡ u1 in R3, i.e. u is symmetric with respect to x2.
In the same way we prove that u is symmetric with respect to x3 (after possibly a transla-
tion). Proceeding as in the proof of Theorem 4.1 we can show that u is symmetric with respect
to any plane containing the line {(x1, 0, 0) | x1 ∈ R}, consequently u is radially symmetric
with respect to (x2, x3) variables. 2
Remark 4.12 i) We have stated and proved Theorem 4.9 in dimension N = 3 only for sim-
plicity. Replacing the term
∫
R3
|R1(u2)|2(x) dx in E(u) by
∫
RN
|R1(H(u))|2(x) dx and making
suitable assumptions on the function H, this result admits a straightforward generalization to
RN , N ≥ 3.
ii) We do not know whether the minimizers in Theorem 4.9 are symmetric or not with
respect to x1. Recall that by (2.55) we have
(4.39)
∫
RN
ξ21
|ξ|2 |T̂1ϕ(ξ)|
2 dξ +
∫
RN
ξ21
|ξ|2 |T̂2ϕ(ξ)|
2 dξ − 2
∫
RN
ξ21
|ξ|2 |ϕ̂(ξ)|
2 dξ
= − 8
π
∫
RN−1
|ξ′|
∣∣∣∣ ∫ ∞
0
Âϕ(ξ)
ξ1
ξ21 + |ξ′|2
dξ1
∣∣∣∣2 dξ′
for any ϕ ∈ C∞c (RN ). Clearly, the left-hand side of (4.39) is continuous on L2(RN ). Proceeding
as in Lemma 4.10, it is easy to see that the right-hand side of (4.39) also defines a continuous
functional on L2(RN ). Consequently, (4.39) holds for any ϕ ∈ L2(RN ). Using (4.28) and
(4.39) we have
(4.40) E(T1u) + E(T2u)− 2E(u) = 2
π
1
(2π)N
∫
RN−1
|ξ′|
∣∣∣∣ ∫ ∞
0
F(A(H(u)))(ξ) ξ1|ξ|2 dξ1
∣∣∣∣2 dξ′.
The right-hand side in this integral identity is always nonnegative and (4.40) does not imply
the symmetry of minimizers with respect to x1.
iii) Let us change the sign of the nonlocal term appearing in Theorem 4.9, i.e. let us
consider the minimization problem
(4.41)
minimize E∗(u) =
1
2
∫
R3
|∇u|2 dx+
∫
R3
F (u) dx+
1
4
∫
R3
|R1(u2)|2 dx
under the constraint Q(u) :=
∫
R3
G(u(x)) dx = λ.
The minimizers of this problem (when they exist) give rise to standing waves for equation
(4.27) where the sign of the nonlocal term R21(|u|2)u has been reversed. Clearly, the integral
identities that we have do not imply the symmetry of solutions of (4.41) with respect to x2
and x3.
The symmetry of minimizers of (4.41) with respect to x1 is also an open problem. As
above, in this case we have the identity
(4.42) E∗(T1u) + E∗(T2u)− 2E∗(u) = − 2
π
1
(2π)3
∫
R2
|ξ′|
∣∣∣∣ ∫ ∞
0
F(A(u2))(ξ) ξ1|ξ|2 dξ1
∣∣∣∣2 dξ2 dξ3.
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If u is a minimizer, the right-hand side of (4.42) must vanish. As in the proof of Theorem 4.9,
this implies ∂
∂x1
I(u2)(0, x2, x3) = 0 for any (x2, x3) ∈ R2. Repeating the argument already
used in Theorem 4.9 we get I(u2) = I((T1u)
2) on {x1 ≤ 0} and I(u2) = I((T2u)2) on {x1 ≥ 0}.
Moreover, if λ 6= 0 then u and u1 := T1u satisfy the same Euler-Lagrange equation, namely
(4.43) −∆w + F ′(w)− 1
d3
∂2
∂x21
(
I(w2)
)
w + αG′(w) = 0.
Equivalently, defining U = I(u2) and U1 = I(u
2
1), we see that (u, U) and (u1, U1) are both
solutions to the system
(4.44)
{
−∆w + F ′(w)− 1
d3
∂2W
∂x2
1
w + αG′(w) = 0,
−∆W = w2.
Moreover, (u, U) = (u1, U1) on {x1 ≤ 0} and u, u1 satisfy the conclusion of Lemma 4.11. We
do not know whether this information together with the boundary condition ∂U
∂x1
(0, x2, x3) =
∂U1
∂x1
(0, x2, x3) = 0 imply that u ≡ u1.
Remark 4.13 If N = 3, the nonlocal term in Theorem 4.9 can be written as∫
R3
|R1(u2)|2 dx = 1
(2π)3
∫
R3
ξ21
|ξ|2 |û
2(ξ)|2 dξ = − 1
d3(2π)3
∫
R3
F
(
∂2
∂x21
I(u2)
)
(ξ)û2(ξ) dξ
= − 1
d3
∫
R3
∂2
∂x21
I(u2)(x)u2(x) dx = − 1
d3
∫
R3
∫
R3
u2(x)K(x− y)u2(y) dx dy,
where K(x) = ∂
2
∂x2
1
(
1
|x|
)
=
2x2
1
−x2
2
−x2
3
(x2
1
+x2
2
+x2
3
)
5
2
. Since this kernel changes sign, spherical rearrange-
ments in the variables (x2, x3) combined with Riesz’ inequality cannot be used to prove the
symmetry of minimizers.
Remark 4.14 It is worth to note the following simple idea : let u∗ be a minimizer for a
variational problem like those studied in this paper. Suppose that one can prove that u∗ is
a C1 function and that
∂u∗
∂n
= 0 whenever x ∈ Π, where Π is any hyperplane in RN having
the property
∫
Π−
G(u∗(x)) dx =
∫
Π+
G(u∗(x)) dx (here Π− and Π+ are the two half-spaces
determined by Π, n is the unit normal to Π and G is the function appearing in the constraint).
Proceeding as we did for I(u2) in in the proof of Theorem 4.9, one can prove that after a
translation, u∗ is radially symmetric. This method should be useful in problems where the
integral identities that one can obtain are not sufficient to deduce the symmetry of minimizers
and an unique continuation theorem is unavailable. Unfortunately it cannot give symmetry
with respect to only one direction.
5 Some open problems
We close this paper speaking about several problems for which the methods described above
(including ours) seem to fail.
First, let us come back to the two minimization problems considered in Theorem 4.1. As
before, if u is a minimizer of any of these problems, we may assume that
∫
{x1<0}
G(u) dx =
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∫
{x1>0}
G(u) dx and we set u1 = T1u and u2 = T2u. Assume that s ∈ (1, 32). Then the identities
(3.26) and (3.27) are still valid (see Corollary 3.5) and we get
E(u1) + E(u2)− 2E(u) = −16 sin(sπ)
π2
N2s (Au) ≥ 0 in case A, respectively
E(u1) + E(u2)− 2E(u) = −16 sin(sπ)
π2
N˜2s (Au) ≥ 0 in case B.
It is easy to see that these integral identities work in the wrong direction. Are the minimizers
still radially symmetric for s ∈ (1, 32) ?
Another problem is to study the symmetry of minimizers of
E(u) =
1
2
∫
R3
|∇u|2 +
∫
R3×R3
1
|x− y|u(x)
2u(y)2 dx dy +
∫
R3
F (u(x)) dx
subject to the constraint ∫
R3
u2(x) dx = λ > 0.
In the particular case F (u) = −C|u|8/3, this problem arises in connection with the Schro¨dinger-
Poisson-Slater system ([22]). Due to the repulsive effect of the nonlocal term, Riesz’ inequality
as well as the Reflection method work in the wrong direction.
A last problem concerns the symmetry of minimizers of
E(u) =
∫ +∞
−∞
(u2x(x) + u
3(x)) dx− γ
∫ +∞
−∞
|ξ||uˆ(ξ)|2 dξ,
where γ > 0, subject to the constraint
∫ +∞
−∞
u2(x) dx = λ > 0. These two functionals are
conserved quantities for the Benjamin equation (see [1]). Symmetrization and reflection cannot
be used due to the sign of the nonlocal term. Oscillating travelling waves for this equation
have been found numerically; perhaps this is an indication that the minimizers of the problem
above may change sign.
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Abstract
We prove that the non-existence of supersonic finite-energy travelling-waves for non-
linear Schro¨dinger equations with nonzero conditions at infinity is a general phenomenon,
which holds for a large class of equations. The same is true for sonic travelling-waves in
dimension two. In higher dimensions we prove that sonic travelling-waves, if they exist,
must approach their limit at infinity in a very rigid way. In particular, we infer that there
are no sonic travelling-waves with finite energy and finite momentum.
Keywords. nonlinear Schro¨dinger equation, nonzero conditions at infinity, travelling-
wave, integral identities, Gross-Pitaevskii equations and systems, cubic-quintic NLS.
AMS subject classifications. 35Q51, 35Q55, 35Q40, 35B65, 35J15, 35J20, 35J50,
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1 Introduction
The aim of this paper is to study travelling-wave solutions for nonlinear Schro¨dinger equations
(1.1) i
∂Φ
∂t
+ ∆Φ + F (x, |Φ|2)Φ = 0 in RN ,
where F is a real-valued function defined on RN × R+, Φ is a complex-valued function on
RN satisfying the ”boundary condition” |Φ| −→ r0 as |x| −→ ∞, and r0 is a positive constant
verifying lim
|x|→∞, s→r2
0
F (x, s) = 0.
The above equation with the considered non-zero conditions at infinity arise in a large
variety of physical problems, such as superconductivity, superfluidity in Helium II, phase tran-
sitions and Bose-Einstein condensate. Two important particular cases of (1.1) have been
extensively studied both by physicists and by mathematicians : the Gross-Pitaevskii equa-
tion (where F (x, s) = 1 − s) and the so-called ”cubic-quintic” Schro¨dinger equation (where
F (x, s) = −α1 + α3s− α5s2, α1, α3, α5 are positive and 316 < α1α5α2
3
< 14).
Equation (1.1) has a Hamiltonian structure: denoting V (x, s) =
∫ r2
0
s
F (x, τ) dτ , it is easy
to see that, at least formally, the ”energy”
(1.2) E(Φ) =
∫
RN
|∇Φ|2 dx+
∫
RN
V (x, |Φ|2) dx
is a conserved quantity. There is another important (vector) quantity associated to (1.1),
namely the momentum. It is given by
(1.3) P (Φ) = (P1(Φ), . . . , PN (Φ)), where Pk(Φ) =
∫
RN
(i
∂Φ
∂xk
,Φ) dx =
∫
RN
Re(i
∂Φ
∂xk
Φ) dx.
1
Note that, in general, the momentum is not well-defined for any solution Φ of finite energy.
In the case where F does not depend on the variable xk, the momentum with respect to the
xk−direction, Pk, is conserved by those solutions of (1.1) for which it can be well-defined.
It is worth to note that equation (1.1) can be put into a hydrodynamical form by us-
ing Madelung’s transformation Φ(x, t) =
√
ρ(x, t)eiθ(x,t) (which is singular when Φ = 0). A
straightforward computation shows that, in the region where Φ 6= 0, the functions ρ = |Φ|2
and θ satisfy the system
(1.4) ρt + 2div(ρ∇θ) = 0,
(1.5) θt + |∇θ|2 − ∆ρ
2ρ
+
|∇ρ|2
4ρ
− F (x, ρ) = 0.
Equation (1.4) and the derivatives with respect to x1, . . . , xN of (1.5) are, respectively, the
equation of conservation of mass and Euler’s equations for a compressible inviscid fluid of
density ρ and velocity 2∇θ.
Let us assume that F admits a partial derivative with respect to the last variable (in the
sequel, this derivative will be denoted by ∂N+1F or by
∂F
∂s
) and that lim
|x|→∞, ρ→r2
0
∂N+1F (x, ρ) =
−L, where L is a positive constant. Taking the derivative with respect to t of (1.5) and
substituting ρt from (1.4) we obtain
(1.6) θtt + 2∂N+1F (x, ρ)(ρ∆θ +∇ρ.∇θ) + ∂
∂t
(
|∇θ|2 − ∆ρ
2ρ
+
|∇ρ|2
4ρ
)
= 0.
For a small oscillatory motion (i.e. a sound wave), all nonlinear terms in (1.6), except 2ρ∆θ,
may be neglected. In view of the behavior of ρ and ∂N+1F (x, ρ) for large |x|, we find that
in a neighborhood of infinity, the velocity potential θ essentially obeys the wave equation
θtt − 2r20L∆θ = 0. It is well-known that the solutions of the wave equation propagate with a
finite speed; in the present situation, we infer that the velocity of sound waves at infinity is
r0
√
2L. In what follows we will always assume that ∂N+1F (x, ρ) −→ −L as |x| −→ ∞ and
ρ −→ r20 (the convergence being in a sense to be defined) and we will denote by vs = r0
√
2L
the sound velocity at infinity.
For a fixed y ∈ SN−1, a travelling-wave for (1.1) moving with velocity c in direction y is
a solution of the form Φ(x, t) = ψ(x − cty). Without loss of generality we will assume that
y = (1, 0, . . . , 0), i.e. travelling-waves move in the x1−direction. The travelling-wave profile
satisfies the equation
(1.7) −ic ∂ψ
∂x1
+ ∆ψ + F (x, |ψ|2)ψ = 0 in RN .
In a series of papers, J. Grant, C.A. Jones, S.J. Putterman, P.H. Roberts et al. studied
formally and numerically travelling-waves for the Gross-Pitaevskii equation and related systems
(see, e.g., [16], [19], [21], [22], [7] and references therein). In particular, they conjectured that
such solutions exist if and only if their speed c belongs to the interval (−vs, vs). For the
cubic-quintic nonlinear Schro¨dinger equation, the existence of subsonic travelling-waves in
one dimension has been proved in [2] and their stability has been studied in [1]. The non-
existence of such solutions for sonic and supersonic speeds has also been conjectured in any
space dimension. In the case of the Gross-Pitaevskii equation, it has been shown in [17] that
any travelling-wave of finite energy and speed c > vs must be constant. It has also been
proved in [18] that the same result is true if N = 2 and c2 = v2s . The proofs in [17], [18]
strongly depend on the special algebraic structure of the nonlinearity in the Gross-Pitaevskii
2
equation. In the present paper we show that the nonexistence of finite energy travelling-waves
moving faster than the sound velocity is a general phenomenon, which holds for a large class
of equations and systems of the form (1.1). We also prove that there are no finite energy sonic
travelling-waves in space dimension two. In higher dimensions we show that any finite-energy
sonic travelling-wave ψ must satisfy |ψ|2− r20 ∈ Lp(RN ) for any p > 2N−12N−3 . On the other hand,
if a sonic travelling-wave satisfies |ψ|2 − r20 ∈ L
2N−1
2N−3 (RN ), then it must be constant.
This article is organized as follows: in the next section we prove that travelling-waves,
whenever they exist, are smooth functions. If their speed is supersonic (or sonic, provided
they converge sufficiently fast at infinity), then they must satisfy a special integral identity.
This will be proved in Section 3. In section 4 we show how this identity implies, under general
assumptions, the non-existence of travelling-waves with finite energy. We apply our results
to the Gross-Pitaevskii equation, to the cubic-quintic Schro¨dinger equation and to a Gross-
Pitaevskii-Schro¨dinger system which describes the motion of an uncharged impurity in a Bose
condensate. In the last section we describe all supersonic and sonic travelling-waves (with
finite or infinite energy) for one-dimensional equations with nonlinearities independent on the
space variable.
2 Basic properties of travelling-waves
We keep the previous notation and we consider the following set of assumptions:
• (H1) F : RN×[0,∞) −→ R is a measurable function which has the following properties:
a) for any s ∈ [0,∞), F (·, s) is measurable;
b) for any x ∈ RN , F (x, ·) is continuous;
c) F is bounded on bounded subsets of RN × [0,∞).
• (H2) There exist α > 0, C > 0 and r∗ > 0 such that for any x ∈ RN and for any s ≥ r∗
we have F (x, s) ≤ −Csα.
• (H3) lim
|x|→∞
F (x, r20) = 0 and F (·, r20) ∈ L1(RN ).
• (H4) F admits a partial derivative with respect to the last variable and ∂N+1F is
bounded on bounded subsets of RN × [0,∞). Moreover, lim
|x|→∞
∂N+1F (x, r
2
0) = −L,
where L > 0 and ∂N+1F (·, r20) + L ∈ Lp0(RN ) for some p0 ∈ [1, 2].
• (H5) There are some positive constants R0, η, M such that ∂2N+1F exists on (RN \
B(0, R0))× (r20 − η, r20 + η) and
|∂2N+1F (x, s)| ≤M for all (x, s) ∈ (RN \B(0, R0))× (r20 − η, r20 + η).
Definition 2.1 A travelling-wave (of speed c) for (1.1) is a function ψ ∈ L1loc(RN ) that satisfies
(1.7) in D′(RN ) together with the ”boundary condition” |ψ| −→ r0 as |x| −→ ∞.
In view of (1.2), we say that a travelling-wave ψ has finite energy if ∇ψ ∈ L2(RN ) and
V (·, |ψ|2) ∈ L1(RN ).
We have the following result concerning the regularity of tavelling-waves:
Proposition 2.2 Let ψ be a finite-energy travelling-wave for (1.1).
i) Assume that F : RN × R+ −→ R is measurable and satisfies (H1a), (H1b), (H2),
the function x 7−→
∫ r∗
r2
0
F (x, τ) dτ belongs to L1loc(R
N ) (where r∗ is given by (H2)) and
F (·, |ψ|2)ψ ∈ L1loc(RN ). Then ψ ∈ L∞(RN ).
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If, in addition, F satisfies (H1c), then ψ ∈ W 2,ploc (RN ) for any p ∈ [1,∞). In particular,
ψ ∈ C1,α(RN ) for any α ∈ [0, 1).
ii) Suppose that F ∈ Ck(RN × [0,∞)) for some k ∈ N∗, (H2) holds, and F (·, |ψ|2)ψ ∈
L1loc(R
N ). Then ψ ∈ W k+2,ploc (RN ) for any p ∈ [1,∞). In particular, if F is C∞, then
ψ ∈ C∞(RN ).
Proof. i) The proof relies upon the ideas and methods developed by A. Farina in [13, 14].
By (H2) we have
V (x, s) = −
∫ s
r2
0
F (x, τ) dτ ≥ −
∫ r∗
r2
0
F (x, τ) dτ+
∫ s
r∗
Cτα dτ = −
∫ r∗
r2
0
F (x, τ) dτ+
C
α+ 1
(sα+1−rα+1∗ ).
Consequently, for any s ≥ r∗ we get sα+1 ≤ rα+1∗ + α+1C
(
V (x, s) +
∫ r∗
r2
0
F (x, τ) dτ
)
, so that
|ψ|2α+2(x) ≤ max
(
rα+1∗ , r
α+1
∗ +
α+ 1
C
(
V (x, |ψ|2(x)) +
∫ r∗
r2
0
F (x, τ) dτ
))
.
Since V (·, |ψ|2) and
∫ r∗
r2
0
F (·, τ) dτ belong to L1loc(RN ), we infer that ψ ∈ L2α+2loc (RN ).
We will use a well-known inequality of T. Kato (see Lemma A p. 138 in [23]):
If u ∈ L1loc(RN ) is a real-valued function and ∆u ∈ L1loc(RN ), then
(2.1) ∆(u+) ≥ sgn+(u)∆u in D′(RN ).
Let ϕ(x) = e−
icx1
2 ψ(x). Then ϕ ∈ L2α+2loc (RN ) ⊂ L1loc(RN ) and an easy computation shows
that ϕ satisfies
(2.2) ∆ϕ+
(
F (x, |ϕ|2) + c
2
4
)
ϕ = 0 in D′(RN ).
It is clear that F (·, |ϕ|2)ϕ ∈ L1loc(RN ) (because F (x, |ψ|2)ψ ∈ L1loc(RN ) by hypothesis) and it
follows from (2.2) that ∆ϕ ∈ L1loc(RN ). Choose r˜ ≥ r∗ and C1 > 0 such that Cs2α − c
2
4 ≥
C1(s− r˜)2α for any s ≥ r˜. Denoting ϕ1 = Re(ϕ), ϕ2 = Im(ϕ) and using Kato’s inequality for
ϕi − r˜, i = 1, 2, then using (2.2) and (H2) we get
(2.3)
∆(ϕi − r˜)+ ≥ sgn+(ϕi − r˜)∆(ϕi − r˜) = sgn+(ϕi − r˜)[−(F (x, |ϕ|2) + c24 )ϕi]
≥ sgn+(ϕi − r˜)[C|ϕ|2α − c24 ]ϕi ≥ sgn+(ϕi − r˜)[C|ϕi|2α − c
2
4 ]ϕi
≥ C1sgn+(ϕi − r˜)(ϕi − r˜)2α+1 = C1[(ϕi − r˜)+]2α+1.
Next we use the following result of H. Bre´zis (Lemma 2 p. 273 in [9]):
Lemma 2.3 ([9]) Let p ∈ (1,∞). Assume that u ∈ Lploc(RN ) satisfies
−∆u+ |u|p−1u ≤ 0 in D′(RN ).
Then u ≤ 0 a.e. on RN .
It follows from (2.3) that the function ui = (C1)
1
2α (ϕi − r˜)+ satisfies −∆ui + |ui|2αui ≤ 0
in D′(RN ). Since ui ∈ L2α+1loc (RN ), we may use Lemma 2.3 and we get ui ≤ 0 a.e. in RN , that
is ϕi ≤ r˜ a.e. in RN .
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It is obvious that both ϕ and −ϕ satisfy (2.2). Repeating the above argument for −ϕ, we
infer that −ϕi ≤ r˜ a.e. on RN . Therefore we have |ϕi| ≤ r˜ a.e. on RN , i = 1, 2, which implies
that ϕ ∈ L∞(RN ). Since |ϕ| = |ψ|, we have proved that ψ ∈ L∞(RN ).
Using (H1c) and (2.2) we infer that ∆ϕ ∈ L∞(B(x, 2R)) ⊂ Lp(B(x, 2R)) for any x ∈ RN ,
R > 0 and p ≥ 1. By standard elliptic estimates we obtain ϕ ∈W 2,p(B(x,R)) for any x ∈ RN ,
R > 0 and p ∈ (1,∞). Thus ψ = e icx12 ϕ ∈ W 2,ploc (RN ) for any p ∈ (1,∞), consequently ψ
belongs to C1,αloc (R
N ) for any α ∈ [0, 1) by the Sobolev embedding theorem.
ii) Assume F ∈ C1(RN × [0,∞)). Differentiating (1.7) with respect to xk we get
(2.4) −icψx1xk + ∆ψxk +
∂F
∂xk
(x, |ψ|2)ψ + 2∂N+1F (x, |ψ|2)(ψ. ∂ψ
∂xk
)ψ + F (x, |ψ|2) ∂ψ
∂xk
= 0
in D′(RN ). Hence ∆ψxk ∈ Lploc(RN ) for 1 ≤ p <∞. By standard elliptic regularity theory we
get ψxk ∈ W 2,ploc (RN ) for 1 < p < ∞, 1 ≤ k ≤ N , therefore ψ ∈ W 3,ploc (RN ) for 1 ≤ p < ∞.
If F ∈ Ck(RN × [0,∞)) we may differentiate (2.4) further and repeat the above arguments.
After an easy induction, we get ψ ∈W k+2,ploc (RN ) for any p ∈ (1,∞). 2
Lemma 2.4 Assume that (H1), (H3), (H4), (H5) hold and u ∈ L4loc(RN ,C) satisfies
|u(x)| −→ r0 as |x| −→ ∞ and V (·, |u|2) ∈ L1(RN ).
Then |u|2 − r20 ∈ L2(RN ).
Proof. Let R0, η, M be as in (H5). From (H4) and the fact that |u(x)| −→ r0 as
|x| −→ ∞ it follows that there exists R1 > R0 such that
∂N+1F (x, r
2
0) < −
L
2
and |u(x)|2 ∈ (r20 − η, r20 + η) for any x satisfying |x| ≥ R1.
For (x, s) ∈ (RN \B(0, R1))× (r20 − η, r20 + η) we get, by Taylor’s formula with respect to
the (N + 1)th variable,
V (x, s) = −(s− r20)F (x, r20)−
1
2
(s− r20)2∂N+1F (x, r20)−
1
2
∫ s
r2
0
(s− τ)2∂2N+1F (x, τ) dτ.
In particular, for s = |u(x)|2 we obtain
(2.5)
−12(|u(x)|2 − r20)2∂N+1F (x, r20)
= V (x, |u(x)|2) + (|u(x)|2 − r20)F (x, r20) + 12
∫ |u(x)|2
r2
0
(|u(x)|2 − τ)2∂2N+1F (x, τ) dτ.
For x ∈ RN \B(0, R1) we get by (H5)∣∣∣∣∫ |u(x)|2
r2
0
(|u(x)|2 − τ)2∂2N+1F (x, τ) dτ
∣∣∣∣ ≤M ∣∣∣∣∫ |u(x)|2
r2
0
(|u(x)|2 − τ)2 dτ
∣∣∣∣ = M3 |(|u(x)|2 − r20)|3.
It is clear that there exists R2 ≥ R1 such that M3
∣∣∣|u(x)|2 − r20∣∣∣ ≤ L4 on RN \ B(0, R2). Using
(H4) and (2.5) we infer that
L
4 (|u(x)|2 − r20)2 ≤ −12(|u(x)|2 − r20)2∂N+1F (x, r20)
≤ V (x, |u(x)|2) + (|u(x)|2 − r20)F (x, r20) + 12 · M3
∣∣∣ |u(x)|2 − r20∣∣∣3
≤ V (x, |u(x)|2) + (|u(x)|2 − r20)F (x, r20) + L8
∣∣∣ |u(x)|2 − r20∣∣∣2 on RN \B(0, R2).
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Consequently
(2.6)
L
8
(|u(x)|2 − r20)2 ≤ V (x, |u(x)|2) + (|u(x)|2 − r20)F (x, r20) on RN \B(0, R2).
Since F (·, r20) ∈ L1(RN ) by (H3), V (·, |u|2) ∈ L1(RN ) and | |u(x)|2 − r20| ≤ 3L4M on RN \
B(0, R2), using (2.6) we get (|u|2 − r20)2 ∈ L1(RN \B(0, R2)). It is obvious that (|u|2 − r20)2 ∈
L1(B(0, R2)) because u ∈ L4loc(RN ). Hence (|u|2−r20)2 ∈ L1(RN ) and Lemma 2.4 is proved. 2
Proposition 2.5 Assume that (H1)-(H5) hold and let ψ be a finite-energy travelling-wave
for (1.1) (in the sense of Definition 2.1) such that F (·, |ψ|2)ψ ∈ L1loc(RN ). Then:
i) ∇ψ ∈W 1,p(RN ) for any p ∈ [2,∞).
ii) Let R∗ ≥ 0 be such that |ψ(x)| ≥ r02 for |x| ≥ R∗. There exists a real-valued function
θ such that θ ∈ W 2,ploc (RN \ B(0, R∗)) for any p < ∞, ∇θ ∈ W 1,p(RN \ B(0, R∗)) for any
p ∈ [2,∞) and
ψ(x) = |ψ(x)|eiθ(x) on RN \B(0, R∗).
Proof. i) We already know by Proposition 2.2 i) and Lemma 2.4 that ψ is bounded,
ψ ∈W 2,ploc (RN ) for any p ∈ [1,∞) and |ψ|2 − r20 ∈ L2(RN ).
Let R0, η, M be as in (H5). Choose R1 > R0 such that |ψ|2(x) ∈ (r20 − η, r20 + η) for
x ∈ RN \B(0, R1).
By using Taylor’s formula with respect to the last variable for the function F we get
(2.7) F (x, s) = F (x, r20) + (s− r20)∂N+1F (x, r20) +
∫ s
r2
0
(s− τ)∂2N+1F (x, τ) dτ
if (x, s) ∈ (RN \B(0, R0))× (r20 − η, r20 + η), hence
(2.8)
F (x, |ψ|2(x))ψ(x) = F (x, r20)ψ(x) + (|ψ|2(x)− r20)∂N+1F (x, r20)ψ(x)
+ψ(x)
∫ |ψ|2(x)
r2
0
(|ψ|2(x)− τ)∂2N+1F (x, τ) dτ for any |x| ≥ R1.
We analyze the three terms in the right-hand side of (2.8). Assumptions (H1) and (H3)
imply F (·, r20) ∈ L1 ∩ L∞(RN ). Since ψ ∈ L∞(RN ), it follows that F (·, r20)ψ ∈ L1 ∩ L∞(RN ).
We may write (|ψ|2− r20)∂N+1F (·, r20)ψ = −L(|ψ|2− r20)ψ+(|ψ|2− r20)(L+∂N+1F (·, r20))ψ.
We know that ψ ∈ L∞(RN ), |ψ|2−r20 ∈ L2∩L∞(RN ) and by (H4) we have L+∂N+1F (·, r20) ∈
Lp0 ∩L∞(RN ) for some p0 ∈ [1, 2], so we infer that (|ψ|2 − r20)∂N+1F (·, r20)ψ ∈ L2 ∩L∞(RN ).
As in the proof of Lemma 2.4, for x ∈ RN \B(0, R1) we have
(2.9)
∣∣∣∣ ∫ |ψ|2(x)
r2
0
(|ψ|2(x)−τ)∂2N+1F (x, τ) dτ
∣∣∣∣ ≤M ∣∣∣∣ ∫ |ψ|2(x)
r2
0
∣∣∣ |ψ|2(x)−τ ∣∣∣ dτ ∣∣∣∣ = M2 (|ψ|2(x)−r20)2.
Consequently the function x 7−→
∫ |ψ|2(x)
r2
0
(|ψ|2(x)−τ)∂2N+1F (x, τ) dτ belongs to L1∩L∞(RN \
B(0, R1)).
Summing up, we have proved that F (·, |ψ|2)ψ ∈ L2 ∩L∞(RN \B(0, R1)). From (H1) and
the fact that ψ is bounded on RN it follows that F (·, |ψ|2)ψ is bounded on B(0, R1), hence
F (·, |ψ|2)ψ ∈ L2 ∩ L∞(RN ).
We have ∂ψ
∂xk
∈ L2(RN ) because ψ has finite energy. Coming back to (1.7), we get
∆ψ = ic
∂ψ
∂x1
− F (·, |ψ|2)ψ ∈ L2(RN ).
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It is well-known that ∆ψ ∈ Lp(RN ) with 1 < p < ∞ implies ∂2ψ
∂xj∂xk
∈ Lp(RN ) for any
j, k ∈ {1, . . . , N} (this follows, e.g., from the fact that ξjξk|ξ|2 is a Fourier multiplier on Lp(RN ) if
1 < p <∞; see Theorem 3 p. 96 in [27]). Therefore all second derivatives of ψ are in L2(RN ),
so that ∂ψ
∂xk
∈ H1(RN ) = W 1,2(RN ) for k = 1, . . . , N .
The rest of the proof is an easy bootstrap argument. Assume that∇ψ ∈W 1,p(RN ) for some
p ≥ 2. In case p < N , it follows from the Sobolev embedding theorem that ∇ψ ∈ Lp∗(RN ),
where 1
p∗
= 1
p
− 1
N
. From (1.7) we have ∆ψ = ic ∂ψ
∂x1
− F (·, |ψ|2)ψ ∈ Lp∗(RN ) and we infer
as previously that ∇ψ ∈ W 1,p∗(RN ). Repeating this argument if necessary, after a finite
number of steps we get ∇ψ ∈W 1,q(RN ) for some q ≥ N . Then by Sobolev embedding we get
∇ψ ∈ Lr(RN ) for any r ∈ [q,∞). From (1.7) we obtain ∆ψ ∈ Lp(RN ) for p ∈ [2,∞) and we
infer that ∇ψ ∈W 1,p(RN ) for any p ∈ [2,∞).
ii) Take R∗ > 0 such that |ψ(x)| ≥ r02 on RN \B(0, R∗) and denote ψ˜(x) = ψ(x)|ψ(x)| . It is then
standard to prove that ψ˜ ∈W 2,ploc (RN \B(0, R∗)) for p ∈ [1,∞) and ∇ψ˜ ∈W 1,p(RN \B(0, R∗))
for any p ∈ [2,∞) (see, e.g., Lemma C1 p. 66 in [10]).
Let us consider first the case N ≥ 3. For R∗ ≤ R1 < R2, the domain ΩR1,R2 = B(0, R2) \
B(0, R1) is simply connected in R
N . It follows from Theorem 3 p. 38 in [10] that there
exists a real-valued function θR1,R2 ∈ W 2,p(ΩR1,R2) (1 < p < ∞) such that ψ˜ = eiθR1,R2 on
ΩR1,R2 . If R∗ ≤ R1 < R2, R∗ ≤ R3 < R4 and (R1, R2) ∩ (R3, R4) 6= ∅, then ψ˜ = eiθR1,R2 =
eiθR3,R4 on ΩR1,R2 ∩ ΩR3,R4 , thus θR3,R4 − θR1,R2 ∈ 2πZ on ΩR1,R2 ∩ ΩR3,R4 . Since functions
in W s,p(ΩR1,R2 ∩ ΩR3,R4) with values in Z are constant when sp ≥ 1 (see Theorem B1 p. 65
in [10]), there exists k ∈ Z such that θR3,R4 − θR1,R2 = 2πk on ΩR1,R2 ∩ ΩR3,R4 . Let (Rn)n≥1
be an increasing sequence such that R∗ < R1 and Rn −→ ∞. Let kn ∈ Z be such that
θR∗,Rn = θR∗,R1 + 2πkn on ΩR∗,R1 . Define θ(x) = θR∗,Rn(x) − 2πkn for x ∈ ΩR∗,Rn . It is
clear that θ is well-defined on RN \ B(0, R∗), ψ˜ = eiθ and θ ∈ W 2,ploc (RN \ B(0, R∗)) for any
p ∈ [1,∞).
Next we consider the case N = 2. Since ψ is C1 and |ψ| ≥ r02 on R2 \ B(0, R∗), the
topological degree deg(ψ, ∂B(0, R)) is well-defined for any R ≥ R∗ and does not depend on R.
It is well-known that ψ admits a C1 lifting θ (i.e. ψ = |ψ|eiθ) on R2 \ B(0, R∗) if and only if
deg(ψ, ∂B(0, R)) = 0 for R ≥ R∗. Denoting by τ = (− sin ζ, cos ζ) the unit tangent vector at
∂B(0, R) at a point Reiζ , we get
(2.10)
|deg(ψ, ∂B(0, R))| =
∣∣∣∣ 12iπ
∫ 2π
0
∂
∂ζ
(ψ(Reiζ))
ψ(Reiζ)
dζ
∣∣∣∣ = ∣∣∣∣ R2iπ
∫ 2π
0
∂ψ
∂τ
(Reiζ)
ψ(Reiζ)
dζ
∣∣∣∣
≤ R
2π
∫ 2π
0
2
r0
|∇ψ(Reiζ)| dζ ≤ R
πr0
√
2π
(∫ 2π
0
|∇ψ(Reiζ)|2 dζ
) 1
2
.
On the other hand,∫
R2\B(0,R∗)
|∇ψ(x)|2 dx =
∫ ∞
R∗
R
∫ 2π
0
|∇ψ(Reiζ)|2 dζ dR.
We have
∫
R2\B(0,R∗)
|∇ψ(x)|2 dx < ∞ (because ψ has finite energy) and we infer that there
exists R1 > R∗ such that R1
∫ 2π
0
|∇ψ(R1eiζ)|2 dζ < πr
2
0
8
1
R1
. From (2.10) we get
|deg(ψ, ∂B(0, R1))| < R1
πr0
√
2π
(
πr20
8
1
R21
) 1
2
=
1
2
.
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Since the topological degree is an integer, we have necessarily deg(ψ, ∂B(0, R1)) = 0. Con-
sequently deg(ψ, ∂B(0, R)) = 0 for any R ≥ R∗ and ψ admits a C1 lifting θ. In fact,
θ ∈W 2,ploc (R2 \B(0, R∗)) because ψ ∈W 2,ploc (R2 \B(0, R∗)) (see Theorem 3 p. 38 in [10]).
If N = 1, the existence of a lifting ψ = |ψ|eiθ follows immediately from Theorem 1 p. 27
in [10].
Finally, it is easy to see that | ∂ψ˜
∂xj
| = | ∂θ
∂xj
| and | ∂2ψ˜
∂xj∂xk
|2 = | ∂2θ
∂xj∂xk
|2 + | ∂θ
∂xj
|2| ∂θ
∂xk
|2 ≥
| ∂2θ
∂xj∂xk
|2, and i) implies ∇θ ∈W 1,p(RN \B(0, R∗)) for any p ∈ [2,∞). 2
3 An integral identity
The main result of this section is given by the next theorem.
Theorem 3.1 Assume that (H1) - (H5) hold. Let ψ = ψ1 + iψ2 be a finite-energy travelling-
wave for (1.1) such that F (·, |ψ|2) ∈ L1loc(RN ). Let R∗ be sufficiently big, so that |ψ| ≥ r02
on RN \ B(0, R∗) and let θ be the lifting given by Proposition 2.5 ii). Let χ ∈ C∞(RN ) be a
cut-off function such that χ = 0 on B(0, 2R∗) and χ = 1 on RN \B(0, 3R∗). Then:
i) The functions F (·, |ψ|2)|ψ|2 + v2s2 (|ψ|2 − r20) and Gj = ψ1 ∂ψ2∂xj − ψ2
∂ψ1
∂xj
− r20 ∂∂xj (χθ), j =
1, . . . , N , belong L1 ∩ L∞(RN ). (We always extend χθ by zero on B(0, R∗)).
ii) If N ≥ 2 and c2 > v2s we have the following identity:
(3.1)
∫
RN
|∇ψ|2 − F (x, |ψ|2)|ψ|2 − v
2
s
2
(|ψ|2 − r20) dx
= c(1− v
2
s
c2
)
∫
RN
ψ1
∂ψ2
∂x1
− ψ2∂ψ1
∂x1
− r20
∂
∂x1
(χθ) dx.
iii) Identity (3.1) holds if c2 = v2s and
• either N = 2
• or N ≥ 3 and we assume in addition that ψ1∂ψ2
∂x1
− ψ2∂ψ1
∂x1
∈ L 2N−12N−3 (RN ).
Proof. i) Let R0, η, M be as in (H5) and take R1 > R0 such that |ψ|2(x) ∈ (r20−η, r20 +η)
for x ∈ RN \B(0, R1). Using (2.7) and the fact that v2s = 2Lr20 we get
(3.2)
F (x, |ψ|2(x))|ψ|2(x) + v2s2 (|ψ|2(x)− r20) = F (x, r20)|ψ|2(x)
+(|ψ|2(x)− r20)[∂N+1F (x, r20) + L]|ψ|2(x)− L
(|ψ|2(x)− r20)2
+|ψ|2(x)
∫ |ψ|2(x)
r2
0
(|ψ|2(x)− τ)∂2N+1F (x, τ) dτ for any |x| ≥ R1.
Since ψ ∈ L∞(RN ) by Proposition 2.2 i) and F (·, r20) ∈ L1 ∩L∞(RN ) by (H1) and (H3),
we infer that F (·, r20)|ψ|2 ∈ L1 ∩ L∞(RN ).
We have ψ ∈ L∞(RN ), ∂N+1F (·, r20) + L ∈ Lp0 ∩ L∞(RN ) by (H4) and |ψ|2 − r20 ∈
L2 ∩ L∞(RN ) by Lemma 2.4, hence (|ψ|2 − r20)[∂N+1F (·, r20) + L]|ψ|2 ∈ L1 ∩ L∞(RN ).
From Proposition 2.2 i), Lemma 2.4 and (2.9) it follows that the last two terms in the
right-hand side of (3.2) are in L1 ∩L∞(RN \B(0, R1)). Hence F (·, |ψ|2)|ψ|2 + v
2
s
2 (|ψ|2 − r20) ∈
L1 ∩ L∞(RN \ B(0, R1)). Clearly, the function F (·, |ψ|2)|ψ|2 + v
2
s
2 (|ψ|2 − r20) is bounded on
B(0, R1), therefore this function belongs to L
1 ∩ L∞(RN ).
Since ψ1 = |ψ| cos θ and ψ2 = |ψ| sin θ, a straightforward computation gives
(3.3) ψ1
∂ψ2
∂xj
− ψ2∂ψ1
∂xj
= (ψ21 + ψ
2
2)
∂θ
∂xj
on RN \B(0, R∗).
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Therefore
(3.4) ψ1
∂ψ2
∂xj
− ψ2∂ψ1
∂xj
− r20
∂
∂xj
(χθ) = (|ψ|2 − r20)
∂θ
∂xj
on RN \B(0, 3R∗).
From Lemma 2.4, Proposition 2.5 ii) and the Sobolev embedding theorem we have |ψ|2− r20 ∈
L2 ∩ L∞(RN ) and ∂θ
∂xj
∈ L2 ∩ L∞(RN \ B(0, R∗)), respectively. Identity (3.4) implies Gj ∈
L1∩L∞(RN \B(0, 3R∗)). Since Gj is continuous on RN , we conclude that Gj ∈ L1∩L∞(RN ).
ii) Equation (1.7) is equivalent to the system
(3.5) c
∂ψ2
∂x1
+ ∆ψ1 + F (x, |ψ|2)ψ1 = 0 in D′(RN ),
(3.6) −c∂ψ1
∂x1
+ ∆ψ2 + F (x, |ψ|2)ψ2 = 0 in D′(RN ).
In view of Proposition 2.2 i), equalities (3.5) and (3.6) hold in Lploc(R
N ) for 1 ≤ p < ∞.
Multiplying (3.5) by ψ2 and (3.6) by ψ1, then substracting the resulting equalities we get
(3.7)
c
2
∂
∂x1
(|ψ|2 − r20) = div(ψ1∇ψ2 − ψ2∇ψ1).
We multiply (3.5) by ψ1 and (3.6) by ψ2, then we add the corresponding equalities to obtain
(3.8) |∇ψ1|2 + |∇ψ2|2 − F (x, |ψ|2)|ψ|2 − c(ψ1∂ψ2
∂x1
− ψ2∂ψ1
∂x1
) =
1
2
∆(|ψ|2 − r20).
From (3.7) and (3.8) we get
(3.9)
c
2
∂
∂x1
(|ψ|2 − r20) = div(ψ1∇ψ2 − ψ2∇ψ1 − r20∇(χθ)) + r20∆(χθ),
respectively
(3.10)
1
2
∆(|ψ|2 − r20)−
v2s
2
(|ψ|2 − r20) = |∇ψ1|2 + |∇ψ2|2 − F (x, |ψ|2)|ψ|2 −
v2s
2
(|ψ|2 − r20)
−c(ψ1∂ψ2
∂x1
− ψ2∂ψ1
∂x1
− r20
∂
∂x1
(χθ))− cr20
∂
∂x1
(χθ).
Since ψ ∈W 2,ploc (RN ), equalities (3.7)-(3.10) hold in Lploc(RN ) for 1 ≤ p <∞. We denote
H = |∇ψ1|2 + |∇ψ2|2 − F (x, |ψ|2)|ψ|2 − v
2
s
2
(|ψ|2 − r20)− c(ψ1
∂ψ2
∂x1
− ψ2∂ψ1
∂x1
− r20
∂
∂x1
(χθ)).
We take the derivative of (3.9) with respect to x1 (in D′(RN )) and we multiply it by c,
then we take the Laplacian of (3.10) (in D′(RN )). Summing up the resulting equalities we
obtain
(3.11)
1
2
(
∆2 − v2s∆ + c2
∂2
∂x21
)
(|ψ|2 − r20) = ∆H + c
∂
∂x1
(div(G)) in D′(RN ).
From i) we have H,G1, . . . , GN ∈ L1∩L∞(RN ) and we know from Lemma 2.4 that |ψ|2−r20 ∈
L2∩L∞(RN ). Therefore H,G1, . . . , GN , |ψ|2−r20 ∈ S ′(RN ) and we infer that, in fact, equality
(3.11) holds in S ′(RN ). Taking the Fourier transform of (3.11) we get
(3.12)
1
2
(|ξ|4 + v2s |ξ|2 − c2ξ21)F(|ψ|2 − r20) = −|ξ|2Ĥ − c
N∑
k=1
ξ1ξkĜk in S ′(RN ).
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We have Ĥ, Ĝk ∈ L∞∩C0(RN ) because H, Gk ∈ L1(RN ). Thus the right-hand side of (3.12)
is a continuous function on RN . Since |ψ|2 − r20 ∈ L2(RN ), we have F(|ψ|2 − r20) ∈ L2(RN )
and we infer that the left-hand side of (3.12) belongs to L2loc(R
N ) and (3.12) holds a.e. on RN .
We denote
Γ = {ξ ∈ RN | |ξ|4 + v2s |ξ|2 − c2ξ21 = 0}.
If c2 ≤ v2s we have Γ = {0}. If c2 > v2s , it is easy to see that Γ is a nontrivial submanifold of
RN . In the latter case, we claim that
(3.13) |ξ|2Ĥ(ξ) + c
N∑
k=1
ξ1ξkĜk(ξ) = 0 for any ξ ∈ Γ.
To prove this claim, we argue by contradiction and suppose that there exists ξ0 ∈ Γ such
that |ξ0|2Ĥ(ξ0) + c
N∑
k=1
ξ01ξ
0
kĜk(ξ
0) 6= 0. By continuity, there exist m > 0 and a neighborhood
U of ξ0 such that
∣∣∣ |ξ|2Ĥ + c N∑
k=1
ξ1ξkĜk
∣∣∣ ≥ m on U . From (3.12) we infer that
|F(|ψ|2 − r20)(ξ)| ≥
2m
| |ξ|4 + v2s |ξ|2 − c2ξ21 |
a.e. on U \ Γ.
Since 0 and (
√
c2 − v2s , 0, . . . , 0) are not isolated points of Γ, we may assume that ξ0 6= 0 and
ξ0 6= (√c2 − v2s , 0, . . . , 0). A straightforward computation (details can be found in [17], p. 98
in the case v2s = 2; the general case is similar) shows that∫
U\Γ
1
| |ξ|4 + v2s |ξ|2 − c2ξ21 |2
dξ = ∞,
consequently
∫
U\Γ
|F(|ψ|2 − r20)(ξ)|2 dξ = ∞. But this is in contradiction with F(|ψ|2 − r20) ∈
L2(RN ) and the claim is proved.
It is not hard to see that Γ = {(ξ1, ξ′) ∈ R × RN−1 | |ξ′|2 = 12(−v2s − 2ξ21 +√
v4s + 4c
2ξ21)}. Let f(t) =
√
1
2
(
−v2s − 2t2 +
√
v4s + 4c
2t2
)
. The function f is well-defined
for t ∈ [−√c2 − v2s ,√c2 − v2s ], f(0) = 0 and lim
t→0
f2(t)
t2
= −1 + c2
v2s
. Fix j ∈ {2, . . . , N}. For
t ∈ (0,√c2 − v2s ], let ξ(t) = (t, 0, . . . , 0, f(t), 0, . . . , 0) and ξ˜(t) = (t, 0, . . . , 0,−f(t), 0, . . . , 0),
where f(t), respectively −f(t), stand at the jth place. It is obvious that ξ(t), ξ˜(t) ∈ Γ. From
(3.13) we obtain
(3.14) (t2 + f2(t))Ĥ(ξ(t)) + ct2Ĝ1(ξ(t)) + ctf(t)Ĝj(ξ(t)) = 0, respectively
(3.15) (t2 + f2(t))Ĥ(ξ˜(t)) + ct2Ĝ1(ξ˜(t))− ctf(t)Ĝj(ξ˜(t)) = 0.
We multiply (3.14) and (3.15) by 1
t2
, then pass to the limit as t ↓ 0 to obtain
(3.16)
c2
v2s
Ĥ(0) + cĜ1(0) + c
√
−1 + c
2
v2s
Ĝj(0) = 0, respectively
(3.17)
c2
v2s
Ĥ(0) + cĜ1(0)− c
√
−1 + c
2
v2s
Ĝj(0) = 0.
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From (3.16) and(3.17) we infer that c
2
v2s
Ĥ(0) + cĜ1(0) = 0 and Ĝj(0) = 0, that is
∫
RN
H(x) +
v2s
c
G1(x) dx = 0 and
∫
RN
Gj(x) dx = 0. The first of these integral identities is exactly (3.1)
and the latter can be written as
(3.18)
∫
RN
ψ1
∂ψ2
∂xj
− ψ2∂ψ1
∂xj
− r20
∂
∂xj
(χθ) dx = 0 for j = 2, . . . , N.
iii) Assume that c2 = v2s . Then (3.1) is equivalent to Ĥ(0) + cĜ1(0) = 0. Denoting
ξ = (ξ1, ξ
′), where ξ′ = (ξ2, . . . , ξN ), identity (3.12) implies
(3.19)
F(|ψ|2 − r20)(ξ) = −2
ξ21
|ξ|4 + c2|ξ′|2 (Ĥ(ξ) + cĜ1(ξ))
−2c
N∑
k=2
ξ1ξk
|ξ|4 + c2|ξ′|2 Ĝk(ξ)− 2
|ξ′|2
|ξ|4 + c2|ξ′|2 Ĥ(ξ) a.e. ξ ∈ R
N .
For ε ∈ (0, 1], we denote Ωε = {(ξ1, ξ′) ∈ R×RN−1 | ξ1 ∈ [0, ε], 0 ≤ |ξ′| ≤ ξ1}. We will use
the following
Lemma 3.2 Let N ≥ 2 and k ∈ {2, . . . , N}.
i) The function ξ 7−→ ξ21
ξ4
1
+c2|ξ′|2 belongs to L
p(Ωε) if and only if p < N − 12 .
ii) The function ξ 7−→ ξ1ξk
ξ4
1
+c2|ξ′|2 belongs to L
p(Ωε) for any p ∈ [1, 2N − 1).
Proof of Lemma 3.2. i) Using Fubini’s theorem for positive functions, then passing to
spherical coordinates in RN−1 and making the change of variables r = ξ21t we get
(3.20)
∫
Ωε
(
ξ21
ξ41 + c
2|ξ′|2
)p
dξ =
∫ ε
0
ξ2p1
∫
{|ξ′|≤ξ1}
1
(ξ41 + c
2|ξ′|2)p dξ
′ dξ1
=
∫ ε
0
ξ2p1 |SN−2|
∫ ξ1
0
rN−2
(ξ41 + c
2r2)p
dr dξ1
= |SN−2|
∫ ε
0
ξ2p1
∫ 1
ξ1
0
(ξ21t)
N−2
(ξ41 + c
2ξ41t
2)p
ξ21 dt dξ1 (change of variables r = ξ
2
1t)
= |SN−2|
∫ ε
0
ξ
2(N−1−p)
1
∫ 1
ξ1
0
tN−2
(1 + c2t2)p
dt dξ1.
Assume that p < N − 12 . Obviously t
N−2
(1+c2t2)p
≤ 1 for t ∈ [0, 1] and t2
1+c2t2
≤ 1
c2
, thus we have
∫ 1
ξ1
0
tN−2
(1 + c2t2)p
dt ≤ 1 + 1
c2p
∫ 1
ξ1
1
tN−2p−2 dt =

C1 +
C2
ξ
N−2p−1
1
if p 6= N−12 ,
C3 + C4 ln ξ1 if p =
N−1
2 ,
where Cj are some positive constants. This estimate implies that the right-hand side of (3.20)
is finite if p < N − 12 .
If p ≥ N− 12 , denote cp =
∫ 1
0
tN−2
(1 + c2t2)p
dt > 0. Since 1
ξ1
> 1 for ξ1 ∈ (0, ε), the right-hand
side of (3.20) is greater than |SN−2|cp
∫ ε
0 ξ
2(N−1−p)
1 dξ1 = ∞.
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ii) Proceeding as above, we have
(3.21)
∫
Ωε
∣∣∣∣ ξ1ξkξ41 + c2|ξ′|2
∣∣∣∣p dξ ≤ ∫
Ωε
ξp1 |ξ′|p
(ξ41 + c
2|ξ′|2)p dξ =
∫ ε
0
ξp1 |SN−2|
∫ ξ1
0
rp+N−2
(ξ41 + c
2r2)p
dr dξ1
= |SN−2|
∫ ε
0
ξp1
∫ 1
ξ1
0
(ξ21t)
p+N−2
(ξ41 + c
2ξ41t
2)p
ξ21 dt dξ1 (change of variables r = ξ
2
1t)
= |SN−2|
∫ ε
0
ξ2N−p−21
∫ 1
ξ1
0
tp+N−2
(1 + c2t2)p
dt dξ1.
As previously,∫ 1
ξ1
0
tp+N−2
(1 + c2t2)p
dt <
1
c2p
∫ 1
ξ1
0
tN−p−2 dt =
1
c2p(N − p− 1)
1
ξN−p−11
if N − p− 1 > 0.
Therefore in the case p < N−1, the right-hand side of (3.21) is less than C ∫ ε0 ξN−11 dξ1 <∞. If
p > N−1, the integral
∫ ∞
0
tp+N−2
(1 + c2t2)p
dt converges. Let ap be its value. If N−1 < p < 2N−1,
by (3.21) we get
∫
Ωε
∣∣∣∣ ξ1ξkξ41 + c2|ξ′|2
∣∣∣∣p dξ ≤ |SN−2|ap ∫ ε
0
ξ2N−2−p1 dξ1 <∞. 2
Remark. It can be proved that the function ξ 7−→ ξ1ξk
ξ4
1
+c2|ξ′|2 does not belong to L
p(Ωε) if
p ≥ 2N − 1, but we will not make use of this fact here.
Now we come back to the proof of Theorem 3.1. All we have to do is to show that
Ĥ(0) + cĜ1(0) = 0. We argue by contradiction and assume that Ĥ(0) + cĜ1(0) 6= 0. Since
the functions Ĥ and Ĝj are continuous, there exists ε ∈ (0, 1) such that |Ĥ(ξ) + cĜ1(ξ)| ≥
1
2 |Ĥ(0) + cĜ1(0)| for any ξ ∈ Ωε. Taking a smaller ε if necessary, we may also assume that
|ξ|4 + c2|ξ′|2 ≤ 2(ξ41 + c2|ξ′|2) for any ξ ∈ Ωε. By (3.19) we have
(3.22)
1
2
ξ21
ξ41 + c
2|ξ′|2 |Ĥ(0) + cĜ1(0)| ≤ 2
ξ21
|ξ|4 + c2|ξ′|2 |Ĥ(ξ) + cĜ1(ξ)|
≤ |F(|ψ|2 − r20)(ξ)|+ 2|c|
N∑
k=2
|ξ1ξk|
ξ41 + c
2|ξ′|2 |Ĝk(ξ)|+ 2
|ξ′|2
|ξ|4 + c2|ξ′|2 |Ĥ(ξ)| a.e. on Ωε.
Consider first the case N = 2. We know that F(|ψ|2−r20) ∈ L2(R2), consequently F(|ψ|2−
r20) ∈ Lp(Ωε) for any p ∈ [1, 2]. Since Ĝk are continuous and bounded, by Lemma 3.2 ii) we
infer that the functions ξ 7−→ ξ1ξk
ξ4
1
+c2|ξ′|2 Ĝk(ξ) belong to L
p(Ωε) for any p ∈ [1, 3). It is obvious
that |ξ
′|2
|ξ|4+c2|ξ′|2 |Ĥ(ξ)| ≤ 1c2 |Ĥ(ξ)| and Ĥ is continuous and bounded on RN . We conclude that
the right-hand side of (3.22) belongs to Lp(Ωε) for any p ∈ [1, 2]. Then (3.22) implies that
ξ 7−→ ξ21
ξ4
1
+c2|ξ′|2 belongs to L
2(Ωε), which contradicts Lemma 3.2 i). This contradiction proves
that Ĥ(0) + cĜ1(0) = 0.
Next we assume that N ≥ 3 and ψ1 ∂ψ2∂x1 − ψ2
∂ψ1
∂x1
∈ L 2N−12N−3 (RN ). Equation (3.8) can be
written as
(3.23)
−1
2
∆(|ψ|2 − r20) +
v2s
2
(|ψ|2 − r20)
= −|∇ψ1|2 − |∇ψ2|2 + F (x, |ψ|2)|ψ|2 + v
2
s
2
(|ψ|2 − r20) + c(ψ1
∂ψ2
∂x1
− ψ2∂ψ1
∂x1
).
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We have already proved that F (·, |ψ|2)|ψ|2 + v2s2 (|ψ|2 − r20) ∈ L1 ∩ L∞(RN ). From Propo-
sition 2.5 i) we have |∇ψ|2 ∈ Lp(RN ) for any p ∈ [1,∞]. Using the assumption ψ1 ∂ψ2∂x1 −
ψ2
∂ψ1
∂x1
∈ L 2N−12N−3 (RN ), we infer that the right-hand side of (3.23) belongs to L 2N−12N−3 (RN ).
By the Hausdorff-Young inequality, for any function f ∈ Lp(RN ) with 1 ≤ p ≤ 2 we have
F(f) ∈ Lp′(RN ), where 1
p
+ 1
p′
= 1 (see, e.g., Theorem 1.2.1 p. 6 in [4]). Passing to Fourier
transforms in (3.23) we get
(3.24)
F(|ψ|2 − r20)(ξ) = 2|ξ|2+v2sF
[
−|∇ψ|2 + (F (·, |ψ|2)|ψ|2 + v2s2 (|ψ|2 − r20))
+c(ψ1
∂ψ2
∂x1
− ψ2 ∂ψ1∂x1 )
]
(ξ) a.e. ξ ∈ RN .
We obtain from (3.24) that F(|ψ|2 − r20) ∈ LN−
1
2 (RN ). Combined with the fact that Ĥ, Ĝj
and ξ 7−→ |ξ′|2|ξ|4+c2|ξ′|2 are bounded and Lemma 3.2 ii), this implies that the last expression in
(3.22) is in LN−
1
2 (Ωε). We infer that the function ξ 7−→ ξ
2
1
ξ4
1
+c2|ξ′|2 |Ĥ(0) + cĜ1(0)| must be in
LN−
1
2 (Ωε) for any sufficiently small ε. If Ĥ(0) + cĜ1(0) 6= 0, this contradicts Lemma 3.2 i).
Thus necessarily Ĥ(0) + cĜ1(0) = 0 and the proof of Theorem 3.1 is complete. 2
It is an open problem whether any finite energy travelling-wave ψ of (1.1) moving with
speed c = ±vs satisfies ψ1 ∂ψ2∂x1 − ψ2
∂ψ1
∂x1
∈ L 2N−12N−3 (RN ). Even for very particular cases of (1.1),
such as the Gross-Pitaevskii equation, the answer to this question is not known. However, we
have the following:
Proposition 3.3 Assume that (H1) - (H5) hold and let ψ = ψ1 + iψ2 be a finite-energy
travelling-wave for (1.1) such that F (·, |ψ|2) ∈ L1loc(RN ). Let R∗ be sufficiently big, so that
|ψ| ≥ r02 on RN \B(0, R∗), let θ be the lifting given by Proposition 2.5 ii) and let χ ∈ C∞(RN )
be a cut-off function as in Theorem 3.1. Then:
i) Let p ∈ (1,∞). The following assertions are equivalent:
a) ∇(χθ) ∈ Lp(RN );
b) ψ1
∂ψ2
∂xj
− ψ2 ∂ψ1∂xj ∈ Lp(RN ) for any j ∈ {1, . . . , N};
c) ψ1
∂ψ2
∂x1
− ψ2 ∂ψ1∂x1 ∈ Lp(RN );
d) |ψ|2 − r20 ∈W 2,p(RN );
e) |ψ|2 − r20 ∈ Lp(RN ).
ii) If N ≥ 3, there exists θ0 ∈ R such that χθ − θ0 ∈W 2,q(RN ) for any q ∈ [ 2NN−2 ,∞).
Moreover, if c2 = v2s we have:
iii) |ψ|2−r20 ∈ Lp(RN ) and ψ1 ∂ψ2∂xj −ψ2
∂ψ1
∂xj
∈ Lp(RN ) for any p > 2N−12N−3 and j ∈ {1, . . . , N}.
iv) ∇(|ψ|2 − r20) ∈ Lp(RN ) for any p > 2N−12N−2 .
v) ∂2j,k(|ψ|2 − r20) ∈ Lp(RN ) for any p ∈ (1,∞).
Proof. i) Since ψ ∈ L∞(RN ) and (3.3) holds, the equivalence a) ⇔ b) is clear. It is also
obvious that b) ⇒ c).
From the classical Marcinkiewicz Theorem (see Theorem 3 p. 96 in [27]) it follows that the
functions 1|ξ|2+v2s ,
ξj
|ξ|2+v2s and
ξjξk
|ξ|2+v2s are L
p−multipliers for 1 < p <∞. Assume that ψ1 ∂ψ2∂x1 −
ψ2
∂ψ1
∂x1
∈ Lp(RN ). Since |∇ψ|2 ∈ L1∩L∞(RN ) and F (·, |ψ|2)|ψ|2+ v2s2 (|ψ|2−r20) ∈ L1∩L∞(RN )
13
by Theorem 3.1 i), we have−|∇ψ|2+(F (·, |ψ|2)|ψ|2+ v2s2 (|ψ|2−r20))+c(ψ1 ∂ψ2∂x1−ψ2
∂ψ1
∂x1
) ∈ Lp(RN )
and we infer from (3.24) that |ψ|2 − r20 ∈ W 2,p(RN ). Hence c) ⇒ d). It is obvious that d) ⇒
e).
It follows from Proposition 2.5 ii) that ∂k(χθ) ∈ S ′(RN ). It is then clear that all terms
appearing in (3.9) belong to S ′(RN ). We take the derivative of (3.9) with respect to xk (in
S ′(RN )), then we take the Fourier transform of the resulting equality to obtain
F( ∂
∂xk
(χθ)) = −
N∑
j=1
ξjξk
|ξ|2 Ĝj +
c
2
ξ1ξk
|ξ|2 F(|ψ|
2 − r20)
or equivalently
(3.25)
∂
∂xk
(χθ) =
N∑
j=1
RjRk(Gj)− c
2
R1Rk(|ψ|2 − r20),
where Rj is the Riesz transform, Rjφ = F−1(i ξj|ξ| φ̂). It is well-known that the Riesz transform
maps continuously Lp(RN ) into Lp(RN ) for 1 < p < ∞ (see, e.g., Theorem 3 p. 96 and
Example (iii) p. 95 in [27]). From Theorem 3.1 i) we have Gj ∈ L1 ∩ L∞(RN ), therefore
RjRk(Gj) ∈ Lq(RN ) for any q ∈ (1,∞). Assume that |ψ|2−r20 ∈ Lp(RN ) for some p ∈ (1,∞).
Then R1Rk(|ψ|2 − r20) ∈ Lp(RN ) and from (3.25) we infer that ∂∂xk (χθ) ∈ Lp(RN ) for any
k ∈ {1, . . . , N}. Thus e) ⇒ a) and i) is proved.
ii) It is well-known that for any function φ satisfying ∇φ ∈ Lp(RN ) with p < N , there
exists a constant λ such that φ−λ ∈ Lp∗(RN ), where 1
p∗
= 1
p
− 1
N
(see Theorem 4.5.9 in [20] or
Lemma 7 and Remark 4.2 in [15] p. 774-775 for a different proof). From Proposition 2.5 ii) we
have ∇(χθ) ∈ W 1,p(RN ) for any p ∈ [2,∞). If N ≥ 3, we infer that there exists θ0 ∈ R such
that χθ− θ0 ∈ Lq(RN ) for q ∈ [ 2NN−2 ,∞). Therefore χθ− θ0 ∈W 2,q(RN ) for any q ∈ [ 2NN−2 ,∞)
and, in particular, χθ − θ0 −→ 0 as |x| −→ ∞.
iii) We will use the following result due to Lizorkin (see Theorem 8 p. 288 in [24]):
Theorem 3.4 ([24]) Let β ∈ [0, 1) and let K ∈ L∞(RN ) ∩ CN (RN \ {0}). Assume that
( N∏
j=1
ξ
kj+β
j
)
∂k11 . . . ∂
kN
N K ∈ L∞(RN ) for any k1, . . . , kN ∈ {0, 1}.
Then K is a Fourier multiplier from Lp(RN ) to L
p
1−βp (RN ) for any p ∈ (1, 1
β
).
Let K(ξ) = |ξ|
2
|ξ|4+c2|ξ′|2 , where ξ
′ = (ξ2, . . . , ξN ). A straightforward but tedious computation
shows that K satisfies the assumptions of Lizorkin’s theorem for β = 12N−1 . From (3.19) we
obtain
(3.26)
|ψ|2 − r20 = 2R21
(
F−1
(
K(Ĥ + cĜ1)
))
+ 2c
N∑
j=2
R1Rj
(
F−1(KĜj)
)
+ 2
N∑
j=2
R2j
(
F−1(KĤ)
)
,
where Rj ’s denote Riesz transforms. Since H,G1, . . . , GN ∈ L1 ∩ L∞(RN ), by (3.26) and
Lizorkin’s theorem we infer that |ψ|2 − r20 ∈ Lp(RN ) for any p ∈ (2N−12N−3 ,∞). The rest of iii)
follows from part i), b) ⇔ e).
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iv) and v) From iii) and i), d) ⇔ e) it follows immediately that |ψ|2 − r20 ∈ W 2,p(RN ) for
any p ∈ (2N−12N−3 ,∞). Using (3.19) we obtain
(3.27)
∂2kℓ
(|ψ|2 − r20) = 2RkRℓR21 (F−1 (|ξ|2K(Ĥ + cĜ1)))
+2c
N∑
j=2
RkRℓR1Rj
(
F−1(|ξ|2KĜj)
)
+2
N∑
j=2
RkRℓR
2
j
(
F−1(|ξ|2KĤ)
)
in S ′(RN ).
It can be proved by direct computation that the function |ξ|2K satisfies the assumptions of
Lizorkin’s theorem for β = 0. Consequently |ξ|2K is an Lp−multiplier for 1 < p < ∞. Since
H,Gj ∈ L1 ∩ L∞(RN ), it follows from (3.27) that ∂2kℓ
(|ψ|2 − r20) ∈ Lp(RN ) for 1 < p <∞.
By using the Gagliardo-Nirenberg inequality
||∇φ||2Lp ≤ C||φ||Lq ||∇2φ||Lr if
1
p
=
1
2
(
1
q
+
1
r
)
,
we infer that ∇(|ψ|2 − r20) ∈ Lp(RN ) for any p > 2N−12N−2 . 2
Corollary 3.5 Under the assumptions of Theorem 3.1, assume that N ≥ 3, c2 = v2s and
the momentum of ψ with respect to the x1−direction is well-defined, that is ψ1 ∂ψ2∂x1 − ψ2
∂ψ1
∂x1
∈
L1(RN ). Then ψ satisfies (3.1).
Proof. From Proposition 3.4 iii) and i) we have ψ1
∂ψ2
∂x1
− ψ2 ∂ψ1∂x1 ∈ Lp(RN ) for p ∈
(2N−12N−3 ,∞). Then the assumption ψ1 ∂ψ2∂x1 − ψ2
∂ψ1
∂x1
∈ L1(RN ) implies ψ1 ∂ψ2∂x1 − ψ2
∂ψ1
∂x1
∈ Lp(RN )
for any p ∈ [1,∞). Now the conclusion follows from Theorem 3.1 iii). 2
4 Nonexistence results
In this section we show how Theorem 3.1 may be used to prove nonexistence of supersonic and
sonic travelling-waves with finite energy for some equations of type (1.1).
1. We consider the equation
(4.1) i
∂Φ
∂t
+ ∆Φ +G(|Φ|2)Φ = 0 in RN .
We assume that the function G : [0,∞) −→ R satisfies the following asumptions:
• (A1) G ∈ C2([0,∞),R) and there exists r0 > 0 such that G(r20) = 0 and G′(r20) < 0.
• (A2) There exists α > 0 such that lim sup
s→∞
G(s)
sα
< 0.
Obviously, equation (4.1) is of the form (1.1). As previously, we associate to (4.1) the ”bound-
ary condition” |Φ| −→ r20 as |x| −→ ∞. In this context, the sound velocity at infinity is vs =
r0
√
−2G′(r20). The energy corresponding to (4.1) is E(Φ) =
∫
RN
|∇Φ|2 dx +
∫
RN
V (|Φ|2) dx,
where V (s) =
∫ r2
0
s
G(τ) dτ. Let ψ be a finite-energy travelling-wave for (4.1) (in the sense of
Definition 2.1) moving with speed c. Then ψ satisfies the equation
(4.2) −ic ∂ψ
∂x1
+ ∆ψ +G(|ψ|2)ψ = 0 in D′(RN ), |ψ| −→ r0 as |x| −→ ∞.
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If G satisfies (A1)-(A2), it is easy to see that F (x, s) := G(s) satisfies the assumptions (H1)-
(H5) in section 2 (with L = −G′(r20)). It is then clear that the conclusions of Propositions
2.2, 2.5 and Theorem 3.1 i) are valid for ψ. Moreover, we have:
Proposition 4.1 (Pohozaev identities) Let ψ be as above. Choose R∗ > 0 such that |ψ| ≥ r02
on RN \B(0, R∗). Let θ be the lifting of ψ|ψ| on RN \B(0, R∗) (as given by Proposition 2.5 ii))
and let χ be a cut-off function as in Theorem 3.1. The following identities hold:
(4.3) −
∫
RN
∣∣∣∣ ∂ψ∂x1
∣∣∣∣2 dx+ ∫
RN
N∑
j=2
∣∣∣∣ ∂ψ∂xj
∣∣∣∣2 dx+ ∫
RN
V (|ψ|2) dx = 0 and
(4.4)
−
∫
RN
∣∣∣∣ ∂ψ∂xk
∣∣∣∣2 dx+ ∫
RN
N∑
j=1, j 6=k
∣∣∣∣ ∂ψ∂xj
∣∣∣∣2 dx+ ∫
RN
V (|ψ|2) dx
−c
∫
RN
ψ1
∂ψ2
∂x1
− ψ2∂ψ1
∂x1
− r20
∂
∂x1
(χθ) dx = 0 for k = 2, . . . , N.
It is worth to note that Proposition 4.1 is valid for any speed c ∈ R.
Proof. Since the arguments are rather classical, we only sketch the proof.
Formally, travelling-waves are critical points of the functional Ec = E + cP1, where E is
the energy and P1 is the momentum with respect to the x1−direction (see (1.3)). Identities
(4.3) and (4.4) are simple consequences of the behavior of Ec with respect to dilations in R
N .
To be more precise, define ψk,t(x) = ψ(x1, . . . , xk−1, txk, xk+1, . . . , xN ) and gk(t) = Ec(ψk,t).
If ψ is a critical point of Ec, one would expect that g
′
k(1) =
d
dt
(Ec(ψk,t))|t=1 = 0 and this is
precisely (4.3) if k = 1, respectively (4.4) if k ≥ 2. However, this argument is not rigorous for
at least two reasons. First, it is not clear what function space one should consider to define Ec
(and this could not be a vector space because of the boundary conditions at infinity). Second,
even if an appropriate function space is found, we do not know whether d
dt
(ψk,t)|t=1 = xk ∂ψ∂xk
belong to the tangent space at ψ of the considered function space.
The most convenient way to prove Pohozaev identities is to use a truncation argument.
Fix a function η ∈ C∞c (RN ) such that η = 1 on B(0, 1) and η = 0 on RN \B(0, 2). For n ≥ 1,
define ηn(x) = η(
x
n
). We take the scalar product of (4.2) by xkηn(x)
∂ψ
∂xk
and we integrate by
parts the resulting equality. It is standard (see, e.g., Proposition 1 p. 320 in [3] or Lemma 2.4
p. 104 in [11]) to prove that
(4.5) lim
n→∞
∫
RN
(∆ψ, xkηn(x)
∂ψ
∂xk
) dx = −
∫
RN
∣∣∣∣ ∂ψ∂xk
∣∣∣∣2 dx+ 12
∫
RN
|∇ψ|2 dx and
(4.6) lim
n→∞
∫
RN
(G(|ψ|2)ψ, xkηn(x) ∂ψ
∂xk
) dx =
1
2
∫
RN
V (|ψ|2) dx.
It is obvious that (ic ∂ψ
∂x1
, ηn(x)x1
∂ψ
∂x1
) = cηn(x)x1(i
∂ψ
∂x1
, ∂ψ
∂x1
) = 0. Thus taking the scalar
product of (4.2) by x1ηn(x)
∂ψ
∂x1
, integrating and using (4.5) and (4.6) we get (4.3).
By (3.3) we have (−i ∂ψ
∂xj
, ψ) = ψ1
∂ψ2
∂xj
− ψ2 ∂ψ1∂xj = |ψ|2 ∂θ∂xj on RN \ B(0, R∗). Using the
convention ∂α(χθ) = 0, (∂αχ)θ = 0 on B(0, 2R∗), we have
(4.7)
(−i ∂ψ
∂xj
, ψ) = (1− χ)(−i ∂ψ
∂xj
, ψ) + χ|ψ|2 ∂θ
∂xj
= (1− χ)(−i ∂ψ
∂xj
, ψ) + |ψ|2 ∂(χθ)
∂xj
− |ψ|2θ ∂χ
∂xj
on RN .
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Therefore we get for k = 2, . . . , N :
(4.8)
∫
RN
(−ic ∂ψ
∂x1
, xkηn(x)
∂ψ
∂xk
) dx
=
c
2
∫
RN
xkηn(x)
[ ∂
∂x1
(−iψ, ∂ψ
∂xk
) +
∂
∂xk
(−i ∂ψ
∂x1
, ψ)
]
dx
= − c
2
∫
RN
xk
∂ηn
∂x1
(x)(−iψ, ∂ψ
∂xk
) +
(
ηn(x) + xk
∂ηn
∂xk
(x)
)
(−i ∂ψ
∂x1
, ψ) dx
=
c
2
∫
RN
xk
∂ηn
∂x1
(x)
[
(1− χ)(−i ∂ψ
∂xk
, ψ) + |ψ|2∂(χθ)
∂xk
− |ψ|2θ ∂χ
∂xk
]
dx
− c
2
∫
RN
ηn(x)(−i ∂ψ
∂x1
, ψ) dx
− c
2
∫
RN
xk
∂ηn
∂xk
(x)
[
(1− χ)(−i ∂ψ
∂x1
, ψ) + |ψ|2∂(χθ)
∂x1
− |ψ|2θ ∂χ
∂x1
]
dx
=
c
2
∫
RN
xk|ψ|2
(∂ηn
∂x1
∂(χθ)
∂xk
− ∂ηn
∂xk
∂(χθ)
∂x1
)
− ηn(x)
(
− i ∂ψ
∂x1
, ψ
)
dx if n > 3R∗
because supp(1−χ) ⊂ B(0, 3R∗) and supp∇ηn ⊂ B(0, 2n)\B(0, n), consequently (1−χ)∂ηn∂xj = 0
and ∂χ
∂xℓ
∂ηn
∂xj
= 0 on RN for n > 3R∗.
It is obvious that
(4.9)
∫
RN
xk
(∂ηn
∂x1
∂(χθ)
∂xk
− ∂ηn
∂xk
∂(χθ)
∂x1
)
dx
=
∫
RN
xk
[ ∂
∂x1
(
ηn
∂(χθ)
∂xk
)
− ∂
∂xk
(
ηn
∂(χθ)
∂x1
)]
dx =
∫
RN
ηn
∂(χθ)
∂x1
dx.
Since |ψ|2 − r20 and ∇(χθ) belong to L2(RN ), using the Dominated Convergence Theorem we
obtain
(4.10)
∣∣∣∣ ∫
RN
xk(|ψ|2 − r20)
(∂ηn
∂x1
∂(χθ)
∂xk
− ∂ηn
∂xk
∂(χθ)
∂x1
)
dx
∣∣∣∣
≤ 2||∇η||L∞(RN )
∫
B(0,2n)\B(0,n)
| |ψ|2 − r20|
(∣∣∣∣∂(χθ)∂x1
∣∣∣∣+ ∣∣∣∣∂(χθ)∂xk
∣∣∣∣) dx −→ 0 as n −→∞.
Recall that ψ1
∂ψ2
∂x1
−ψ2 ∂ψ1∂x1−r20
∂(χθ)
∂x1
∈ L1(RN ) by Theorem 3.1 i) and by dominated convergence
we get
(4.11)
∫
RN
ηn
[(
− i ∂ψ
∂x1
, ψ
)
− r20
∂(χθ)
∂x1
]
dx =
∫
RN
ηn
[
ψ1
∂ψ2
∂x1
− ψ2∂ψ1
∂x1
− r20
∂(χθ)
∂x1
]
dx
−→
∫
RN
ψ1
∂ψ2
∂x1
− ψ2∂ψ1
∂x1
− r20
∂(χθ)
∂x1
dx as n −→∞.
Combining (4.8)-(4.11) we find
(4.12) lim
n→∞
∫
RN
(−ic ∂ψ
∂x1
, xkηn(x)
∂ψ
∂xk
) dx = − c
2
∫
RN
ψ1
∂ψ2
∂x1
− ψ2∂ψ1
∂x1
− r20
∂(χθ)
∂x1
dx.
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Taking the scalar product of (4.2) by ηn(x)xk
∂ψ
∂xk
, integrating over RN and using (4.5), (4.6)
and (4.12) we obtain (4.4). 2
Theorem 4.2 Assume that N ≥ 2, (A1), (A2) hold and let ψ be a finite-energy travelling-
wave for (3.1) such that G(|ψ|2)ψ ∈ L1loc(RN ). Suppose that
• either c2 > v2s , where vs = r0
√
−2G′(r20) is the sound velocity at infinity,
• or N = 2 and c2 = v2s ,
• or N ≥ 3 and c2 = v2s and ψ1 ∂ψ2∂x1 − ψ2
∂ψ1
∂x1
∈ L 2N−12N−3 (RN ).
Moreover, assume that G satisfies
• (A3) there exists α ∈ [−1 + N−3
N−1(1− v
2
s
c2
), v
2
s
c2
] such that
sG(s) +
v2s
2
(s− r20) + (1− α−
v2s
c2
)V (s) ≤ 0 for any s ≥ 0.
Then ψ is constant.
Proof. It follows from Propositions 2.2 and 2.5 that ψ is smooth and Proposition 4.1 implies
that ψ satisfies (4.3) and (4.4). Summing up the identities (4.4) for k = 2, . . . , N we get
(4.13)
∫
RN
∣∣∣∣ ∂ψ∂x1
∣∣∣∣2 + N − 3N − 1
N∑
k=2
∣∣∣∣ ∂ψ∂xk
∣∣∣∣2 dx+ ∫
RN
V (|ψ|2) dx
−c
∫
RN
ψ1
∂ψ2
∂x1
− ψ2∂ψ1
∂x1
− r20
∂(χθ)
∂x1
dx = 0.
On the other hand, from Theorem 3.1 we have
(4.14)
∫
RN
|∇ψ|2 −G(|ψ|2)|ψ|2 − v
2
s
2
(|ψ|2 − r20) dx
−c(1− v
2
s
c2
)
∫
RN
ψ1
∂ψ2
∂x1
− ψ2∂ψ1
∂x1
− r20
∂
∂x1
(χθ) dx = 0.
We multiply (4.13) by −1 + v2s
c2
and we add the resulting equality to (4.14) to get
(4.15)
∫
RN
v2s
c2
∣∣∣∣ ∂ψ∂x1
∣∣∣∣2 + (1− (1− v2sc2 )N − 3N − 1
) N∑
k=2
∣∣∣∣ ∂ψ∂xk
∣∣∣∣2 dx
−
∫
RN
G(|ψ|2)|ψ|2 + v
2
s
2
(|ψ|2 − r20) + (1−
v2s
c2
)V (|ψ|2) dx = 0.
Let α satisfy (A3). Multiplying (4.3) by α and adding it to (4.15) we obtain
(4.16)
∫
RN
(v2s
c2
− α
)∣∣∣∣ ∂ψ∂x1
∣∣∣∣2 + (α+ 1− (1− v2sc2 )N − 3N − 1
) N∑
k=2
∣∣∣∣ ∂ψ∂xk
∣∣∣∣2 dx
=
∫
RN
G(|ψ|2)|ψ|2 + v
2
s
2
(|ψ|2 − r20) + (1− α−
v2s
c2
)V (|ψ|2) dx.
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By (A3), the right-hand side of (4.16) is less than or equal to zero. If α ∈ (−1+(1− v2s
c2
)N−3
N−1 ,
v2s
c2
),
it follows from (4.16) that
∫
RN
∣∣∣∣ ∂ψ∂xk
∣∣∣∣2 dx = 0 for k = 1, . . . , N , which implies ∇ψ = 0 on RN ,
i.e. ψ is constant. If α = −1 + (1 − v2s
c2
)N−3
N−1 , we infer from (4.16) that
∫
RN
∣∣∣∣ ∂ψ∂x1
∣∣∣∣2 dx = 0,
consequently ∂ψ
∂x1
= 0 on RN which implies that ψ does not depend on x1. Since
∫
RN
|∇ψ|2 dx
is finite, we have necessarily ∇ψ = 0 on RN , which means that is ψ is constant. A similar
argument shows that ψ is constant in the case α = v
2
s
c2
. 2
Remark. Let α, C1 and r˜ be positive constants satisfying G(s
2) + c
2
4 ≤ −C1(s − r˜)2α
for any s ≥ r˜ (such constants exist by assumption (A2)). Let ψ be as in Theorem 4.2. It
follows from the proof of Proposition 2.2 i) that |ψ(x)| ≤ r˜√2 for any x. Therefore the proof
of Theorem 4.2 is still valid if the inequality in (A3) only holds for all s ∈ [0, 2r˜2].
If c2 = v2s , N ≥ 3 and ψ is as above, we already know from Proposition 3.3 iii) that
ψ1
∂ψ2
∂x1
− ψ2 ∂ψ1∂x1 ∈ Lp(RN ) for any p ∈ (2N−12N−3 ,∞). Therefore we have:
Corollary 4.3 Assume that (A1), (A2), (A3) hold, N ≥ 3 and c2 = v2s . Let ψ be a
travelling-wave for (4.1) having finite energy, finite momentum with respect to the x1−direction
(i.e. ψ1
∂ψ2
∂x1
− ψ2 ∂ψ1∂x1 ∈ L1(RN )) and such that G(|ψ|2)ψ ∈ L1loc(RN ). Then ψ is constant.
Example 4.4 The Gross-Pitaevskii equation is of type (4.1) with G(s) = 1 − s. In this
case we have r0 = 1, V (s) =
1
2(s − 1)2 and vs =
√
2. For any finite-energy function ψ
we have
∫
RN
(|ψ|2 − 1)2 dx <∞, hence ψ ∈ L4loc(RN ) and consequently G(|ψ|2)ψ ∈ L1loc(RN ).
Assumptions (A1) and (A2) are clearly satisfied. We find sG(s)+ v
2
s
2 (s−r20)+(1−α− v
2
s
c2
)V (s) =
−(12 + α + v
2
s
c2
)(1 − s)2. The last expression is nonpositive for any s if α ≥ −12 − v
2
s
c2
, thus
assumption (A3) is also satisfied. Hence the conclusion of Theorem 4.2 holds for the Gross-
Pitaevskii equation. In particular, we recover the non-existence results in [17], [18].
Example 4.5 The cubic-quintic Schro¨dinger equation is of the form (4.1) with G(s) =
−α1 + α3s − α5s2, where α1, α3, α5 are positive and 316 < α1α5α2
3
< 14 . The nonlinearity G
can be written as G(s) = −α5(s − r21)(s − r20), where 0 < r1 < r0. In this case we have
v2s = −2r20G′(r0) = 2α5r20(r20 − r21) and V (s) = α53 (s− r20)2(s+ 12r20 − 32r21). For any function ψ
with finite energy we have V (|ψ|2) ∈ L1(RN ), which implies ψ ∈ L6loc(RN ) and consequently
G(|ψ|2)ψ ∈ L1loc(RN ). It is obvious that G satisfies (A1) and (A2). If c2 ≥ v2s we have
−v2s
c2
∈ [−1+ N−3
N−1(1− v
2
s
c2
), v
2
s
c2
] and an easy computation shows that sG(s)+ v
2
s
2 (s−r20)+V (s) =
−α56 (4s+ 5r20 − 3r21) ≤ 0 for any s ≥ 0. Hence assumption (A3) holds for α = −v
2
s
c2
, therefore
the conclusion of Theorem 4.2 is valid for the cubic-quintic Schro¨dinger equation.
Remark. The proof of nonexistence of supersonic and sonic travelling-waves for equations
of type (1.1) relies on identity (3.1), combined with Pohozaev identities. We have proved (3.1)
in an ”indirect” way, starting from (3.11), using the Fourier transform and analyzing the be-
havior near the origin of the symbols of the differential operators involved. A natural question
is whether (3.1) could be proved ”directly”, by multiplying the equations by appropriate func-
tions and integrating by parts (and it is very tempting to try to do so because of the form of
equations (3.7) and (3.8)!). We suspect that it is not possible to find such a proof, a heuristical
reason being the following: if a ”direct” proof of (3.1) could be found, it should be valid for
any value of c. Since Pohozaev identities are also valid for any c, one could infer that, for
any c, equation (4.1) and the system (4.17)-(4.18) below do not admit nontrivial finite-energy
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travelling-waves. However, in the case of the Gross-Pitaevskii equation the existence of non-
trivial, finite-energy travelling-waves moving with sufficiently small speed c has been proved
in [7] in dimension N = 2, respectively in [6] and [12] in dimension N = 3. In a recent work
[5], existence of travelling-waves has been proved in space dimensions N = 2 and N = 3 for a
wider range of speeds, including speeds c close to (and less than) vs if N = 2. For Schro¨dinger
equations of cubic-quintic type, the existence of small velocity travelling-waves has been proved
in [25] in any space dimension N ≥ 4. Even for these particular cases, the question whether
such solutions exist for any speed c ∈ (−vs, vs) is, to our knowledge, still open.
2. Our second application concerns the system
(4.17) i
∂Ψ
∂t
+ ∆Ψ− 1
ε2
(|Ψ|2 + 1
ε2
|Φ|2 − 1)Ψ = 0 in RN ,
(4.18) iδ
∂Φ
∂t
+ ∆Φ− 1
ε2
(q2|Ψ|2 − ε2k2)Φ = 0 in RN ,
which describes the motion of an uncharged impurity in a Bose condensate (see [16]). Here
Ψ and Φ are the wavefunctions for bosons, respectively for the impurity, and ε, δ, q, k are
dimensionless physical constants. Assuming that the condensate is at rest at infinity, the
functions Ψ and Φ must satisfy the ”boundary conditions” |Ψ| −→ 1 and |Φ| −→ 0 as |x| −→
∞.
The system (4.17)-(4.18) has a Hamiltonian structure, the associated energy is
(4.19) E(Ψ,Φ) =
∫
RN
|∇Ψ|2 + 1
ε2q2
|∇Φ|2 + 1
2ε2
(|Ψ|2 − 1)2 + 1
ε4
|Ψ|2|Φ|2 − k
2
ε2q2
|Φ|2 dx.
We are interested in travelling-wave solutions for (4.17)-(4.18), i.e. solutions of the form
Ψ(x, t) = ψ(x1 − ct, x2, . . . , xN ), Φ(x, t) = ϕ(x1 − ct, x2, . . . , xN ). Such solutions must satisfy
the equations
(4.20) −ic ∂ψ
∂x1
+ ∆ψ − 1
ε2
(|ψ|2 + 1
ε2
|ϕ|2 − 1)ψ = 0,
(4.21) −icδ ∂ϕ
∂x1
+ ∆ϕ− 1
ε2
(q2|ψ|2 − ε2k2)ϕ = 0,
together with the boundary conditions |ψ| −→ 1 and |ϕ| −→ 0 as |x| −→ ∞.
Equation (4.17) is of type (1.1). In view of the analysis in the Introduction, the associated
sound velocity at infinity is
√
2
ε
.
In space dimension one, the system (4.20)-(4.21) with the considered boundary conditions
has been studied in [26]. It was proved that it admits nontrivial solutions if c is less than
the sound velocity at infinity; in this case the structure of the set of travelling-waves has been
investigated and it was proved that it contains global subcontinua in appropriate (weighted)
Sobolev spaces.
Here we study the finite energy travelling-waves for (4.17)-(4.18) in dimension N ≥ 2.
In view of (4.19), by finite energy travelling-wave we mean a couple of functions (ψ,ϕ) ∈
L1loc(R
N )×L1loc(RN ) which satisfy (4.20)-(4.21) in D′(RN ), the boundary conditions |ψ| −→ 1,
ϕ −→ 0 as |x| −→ ∞ and such that ∇ψ, ∇ϕ, ϕ ∈ L2(RN ), (|ψ|2 − 1)2 + 2
ε2
|ψ|2|ϕ|2 ∈ L1(RN ).
As before, we denote ψ1 = Re(ψ), ψ2 = Im(ψ), ϕ1 = Re(ϕ), ϕ2 = Im(ϕ). We have:
Proposition 4.6 Let c ∈ R and let (ψ,ϕ) be a finite energy travelling wave for (4.17)-(4.18).
Then:
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i) The function ψ is bounded and C∞ and ϕ,∇ψ ∈W k,p(RN ) for any k ∈ N and p ≥ 2.
ii) There exist R∗ ≥ 0 and a real-valued function θ such that ψ = |ψ|eiθ on RN \B(0, R∗)
and ∇θ ∈W k,p(RN \B(0, R∗)) for any k ∈ N and p ≥ 2.
iii) Let χ ∈ C∞(RN ) be a cut-off function such that χ = 0 on B(0, 2R∗) and χ = 1 on
RN \B(0, 3R∗). We have ψ1 ∂ψ2∂x1 −ψ2
∂ψ1
∂x1
− ∂
∂x1
(χθ) ∈ L1(RN ) and the following Pohozaev-type
identities hold:
(4.22)
∫
RN
−
∣∣∣∣ ∂ψ∂x1
∣∣∣∣2 − 1ε2q2
∣∣∣∣ ∂ϕ∂x1
∣∣∣∣2 + N∑
j=2
(∣∣∣∣ ∂ψ∂xj
∣∣∣∣2 + 1ε2q2
∣∣∣∣ ∂ϕ∂xj
∣∣∣∣2) dx
+
∫
RN
1
2ε2
(|ψ|2 − 1)2 + 1
ε4
|ψ|2|ϕ|2 − k
2
ε2q2
|ϕ|2 dx = 0,
and for any k ∈ {2, . . . , N},
(4.23)
∫
RN
−
∣∣∣∣ ∂ψ∂xk
∣∣∣∣2 − 1ε2q2
∣∣∣∣ ∂ϕ∂xk
∣∣∣∣2 + N∑
j=1, j 6=k
(∣∣∣∣ ∂ψ∂xj
∣∣∣∣2 + 1ε2q2
∣∣∣∣ ∂ϕ∂xj
∣∣∣∣2) dx
+
∫
RN
1
2ε2
(|ψ|2 − 1)2 + 1
ε4
|ψ|2|ϕ|2 − k
2
ε2q2
|ϕ|2 dx
−c
∫
RN
ψ1
∂ψ2
∂x1
− ψ2∂ψ1
∂x1
− ∂
∂x1
(χθ) dx− 2cδ
ε2q2
∫
RN
ϕ1
∂ϕ2
∂x1
dx = 0.
Proof. Putting F (x, s) = − 1
ε2
(s + 1
ε2
|ϕ(x)|2 − 1), equation (4.20) is a particular case of
(1.7). Clearly, in this case we have r0 = 1.
It is obvious that F satisfies the assumptions (H1a) and (H1b) in Section 2. Clearly,
F (x, s) ≤ − 1
ε2
(s − 1) ≤ − 1
2ε2
s for any s ≥ 2 and x ∈ RN , hence F satisfies (H2) for r∗ = 2.
Moreover,
∫ r∗
r2
0
F (x, τ) dτ = − 1
ε2
(12 +
1
ε2
|ϕ(x)|2) is a locally integrable function of x. We have
|ψ|4 ≤ 2(|ψ|2 − 1)2 + 2 and (|ψ|2 − 1)2 ∈ L1(R) because (ψ,ϕ) has finite energy, hence
ψ ∈ L4loc(RN ). We also have | |ϕ|2ψ| ≤ 12(|ϕ|2 + |ϕ|2|ψ|2) and |ϕ|2, |ϕ|2|ψ|2 ∈ L1(R). It is then
clear that F (·, |ψ|2)ψ = − 1
ε2
|ψ|2ψ − 1
ε4
|ϕ|2ψ + 1
ε2
ψ belongs to L1loc(R
N ). Hence we may use
Proposition 2.2 i) and we infer that ψ ∈ L∞(RN ).
By hypothesis we have ϕ ∈ L2(RN ) and ∇ϕ ∈ L2(RN ), that is ϕ ∈ W 1,2(RN ). Assume
that ϕ ∈W 1,p(RN ) for some p ∈ (1,∞). Since ψ is bounded, by (4.21) we find ∆ϕ ∈ Lp(RN ),
and we infer that ϕ ∈ W 2,p(RN ). If p < N , by the Sobolev embedding we have ϕ ∈ Lp∗(RN )
and∇ϕ ∈ Lp∗(RN ) (where 1
p∗
= 1
p
− 1
N
), hence ϕ ∈W 1,p∗(RN ). Repeating the above argument
if necessary, after a finite number of steps we find ϕ ∈ W 2,q(RN ) for some q ≥ N and the
Sobolev embedding implies ϕ ∈ Lr(RN ) and ∇ϕ ∈ Lr(RN ) for any r ∈ [q,∞). Using (4.21)
again, we conclude that ∆ϕ ∈ Lr(RN ), hence ϕ ∈W 2,r(RN ) for any r ∈ [2,∞).
It follows that ϕ ∈ C1(RN ), which implies F ∈ C1(RN ) (and consequently F satisfies
(H1c)). By Proposition 2.2 ii) we get ψ ∈ W 3,ploc (RN ) for any p ∈ [1,∞). In particular,
ψ ∈ C2(RN ).
We have F (x, 1) = − 1
ε4
|ϕ(x)|2 and F clearly satisfies assumption (H3). It is obvious that
∂N+1F (x, s) = − 1ε2 and ∂2N+1F (x, s) = 0 on RN ×R+, therefore F satisfies (H4) and (H5).
Thus we may use Proposition 2.5 i) and we infer that ∇ψ ∈W 1,p(RN ) for any p ∈ [2,∞).
The rest of the proof is a very easy induction. For k ∈ N∗, assume that ∇ψ ∈ W k,p(RN )
and ϕ ∈ W k+1,p(RN ) for any p ∈ [2,∞). Consider α ∈ NN such that |α| = k. Differentiating
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(4.20) and (4.21) we obtain
∆(∂αψ) = ic∂α ∂ψ
∂x1
+ 1
ε2
∂α
(
(|ψ|2 + 1
ε2
|ϕ|2 − 1)ψ
)
, respectively
∆(∂αψ) = icδ∂α ∂ψ
∂x1
+ 1
ε2
∂α
(
q2|ψ|2 − ε2k2)ϕ
)
.
We infer that ∆(∂αψ), ∆(∂αϕ) ∈ Lp(RN ) for any p ∈ [2,∞). By hypothesis we have
∂αψ, ∂αϕ ∈ Lp(RN ), therefore ∂αψ, ∂αϕ ∈ W 2,p(RN ) for any p ∈ [2,∞). Since this is
true for any α with |α| = k, we have ∇ψ ∈ W k+1,p(RN ) and ϕ ∈ W k+2,p(RN ). We conclude
that ∇ψ and ϕ belong to W k,p(RN ) for any k ∈ N and p ∈ [2,∞).
ii) is an immediate corollary of Proposition 2.5 ii).
iii) It follows directly from Theorem 3.1 i) that ψ1
∂ψ2
∂x1
− ψ2 ∂ψ1∂x1 − ∂∂x1 (χθ) ∈ L1(RN ). The
proof of (4.22) and (4.23) is similar to that of (4.3) and (4.4) (multiply (4.20) by xjηn
∂ψ
∂xj
and
(4.21) by 1
ε2q2
xjηn
∂ϕ
∂xj
, where ηn(x) = η(
x
n
) is a cut-off function, add the resulting equalities,
integrate by parts and pass to the limit as n −→∞). We omit the details. 2
We have the following result concerning the non-existence of supersonic travelling-waves
for (4.17)-(4.18):
Theorem 4.7 Let N ≥ 2 and let (ψ,ϕ) be a finite energy travelling-wave for the system
(4.17)-(4.18), moving with velocity c. Assume that:
• either c2 > 2
ε2
,
• or N = 2 and c2 = 2
ε2
,
• or N ≥ 3 and c2 = 2
ε2
and ψ1
∂ψ2
∂x1
− ψ2 ∂ψ1∂x1 ∈ L
2N−1
2N−3 (RN ).
Then ϕ = 0 and ψ is constant on RN .
Proof. Let θ, χ be as in Proposition 4.6 and let F (x, s) = − 1
ε2
(s+ 1
ε2
|ϕ(x)|2−1). We have
already seen that F satisfies assumptions (H1)-(H5) and it follows that identity (3.1) holds.
Taking into account the particular form of F , this identity can be written as
(4.24)
∫
RN
|∇ψ|2 + 1
ε2
(|ψ|2 − 1)2 + 1
ε4
|ϕ|2|ψ|2 dx
= c(1− 2
ε2c2
)
∫
RN
ψ1
∂ψ2
∂x1
− ψ2∂ψ1
∂x1
− ∂
∂x1
(χθ) dx.
We take the scalar product of (4.21) by ϕ, then we integrate the resulting equality to get
(4.25)
∫
RN
|∇ϕ|2 dx+ q
2
ε2
∫
RN
|ϕ|2|ψ|2 dx− k2
∫
RN
|ϕ|2 dx− 2cδ
∫
RN
ϕ1
∂ϕ2
∂x1
dx = 0.
Summing up the identities (4.23) for k = 2, 3, . . . , N , we find
(4.26)
∫
RN
∣∣∣∣ ∂ψ∂x1
∣∣∣∣2 + 1ε2q2
∣∣∣∣ ∂ϕ∂x1
∣∣∣∣2 + N − 3N − 1
N∑
j=2
(∣∣∣∣ ∂ψ∂xj
∣∣∣∣2 + 1ε2q2
∣∣∣∣ ∂ϕ∂xj
∣∣∣∣2) dx
+
∫
RN
1
2ε2
(|ψ|2 − 1)2 + 1
ε4
|ψ|2|ϕ|2 − k
2
ε2q2
|ϕ|2 dx
−c
∫
RN
ψ1
∂ψ2
∂x1
− ψ2∂ψ1
∂x1
− ∂
∂x1
(χθ) dx− 2cδ
ε2q2
∫
RN
ϕ1
∂ϕ2
∂x1
dx = 0.
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Next we combine the equalities (4.24)-(4.26) in order to eliminate the terms
∫
RN
ϕ1
∂ϕ2
∂x1
dx and∫
RN
ψ1
∂ψ2
∂x1
− ψ2 ∂ψ1∂x1 − ∂∂x1 (χθ) dx. We find:
(4.27)
2
ε2c2
∫
RN
∣∣∣∣ ∂ψ∂x1
∣∣∣∣2 dx+ (1− (1− 2ε2c2
)N − 3
N − 1
) ∫
RN
N∑
j=2
∣∣∣∣ ∂ψ∂xj
∣∣∣∣2 dx
+
2
(N − 1)ε2q2
(
1− 2
ε2c2
) ∫
RN
N∑
j=2
∣∣∣∣ ∂ϕ∂xj
∣∣∣∣2 dx
+
1
2ε2
(
1 +
2
ε2c2
) ∫
RN
(|ψ|2 − 1)2 dx+ 1
ε4
∫
RN
|ϕ|2|ψ|2 dx = 0.
Obviously, all integrals in (4.27) are nonnegative. If c2 ≥ 2
ε2
, all coefficients are also nonneg-
ative, therefore each term in (4.27) must be zero. In particular,
∫
RN
∣∣∣∣ ∂ψ∂xk
∣∣∣∣2 dx = 0 for any
k ∈ {1, . . . , N}, which implies ∇ψ = 0 on RN , i.e. ψ is constant. Since
∫
RN
(|ψ|2− 1)2 dx = 0,
necessarily |ψ| = 1. We have also 0 =
∫
RN
|ϕ|2|ψ|2 dx =
∫
RN
|ϕ|2 dx, hence ϕ = 0 on RN . 2
5 The one-dimensional case
Since most of the proofs in the preceding section are not valid in space dimension N = 1 (in
particular, we do not have identities analogous to (4.4) and (4.23)), we treat separately the
one-dimensional case. It turns out that some integrations can be performed explicitly and
some of the results are stronger than in higher dimensions.
Let G : [0,∞) −→ R be a function satisfying the following assumption:
• (A) G ∈ C([0,∞)) and there exists r0 > 0 such that G(r20) = 0.
Moreover, G ∈ C1([r20 − η, r20 + η]) for some η > 0 and G′(r20) = −L < 0.
We consider the Schro¨dinger equation
(5.1) i
∂Ψ
∂t
+ Ψxx +G(|Ψ|2)Ψ = 0 in R,
together with the ”boundary condition” |Ψ| −→ r0 as x −→ ±∞. We have seen in the
Introduction that the sound velocity at infinity associated to (5.1) and to the considered
boundary condition is vs = r0
√
2L. As usually, a travelling-wave moving with velocity c is a
solution of the form Ψ(x, t) = ψ(x− ct). It must satisfy
(5.2) −icψ′ + ψ′′ +G(|ψ|2)ψ = 0 in R, |ψ(x)| −→ r0 as x −→ ±∞.
We have the following result concerning supersonic and sonic travelling-waves:
Theorem 5.1 Let ψ ∈ L1loc(R) be a solution of (5.2) in D′(R) such that G(|ψ|2)ψ ∈ L1loc(R).
Assume that G satisfies (A) and
i) either c2 > v2s , or
ii) c2 = v2s and, denoting V (s) =
∫ r2
0
s
G(τ) dτ and W (s) = v2ss
2− 4(s+ r20)V (s+ r20), there
exists ε > 0 such that one of he following conditions is verified:
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a) W (s) > 0 on (−ε, 0) ∪ (0, ε);
b) W (s) > 0 on (−ε, 0) and W (s) < 0 on (0,∞);
c) W (s) > 0 on (0, ε) and W (s) < 0 on [−r20, 0).
Then either ψ is constant, or ψ(x) = r0e
i(cx+θ0), where θ0 is a real constant.
Remark. Theorem 5.1 gives all supersonic and sonic travelling-waves for equation (5.1),
no matter whether their energy is finite or not (and we see that finite energy travelling-waves
must be constant).
It is easy to see that W is C2 near 0 and W (0) = W ′(0) = W ′′(0) = 0. Condition ii)
a) is satisfied, for instance, if G is C3 near r20 (this clearly implies that W is C
4 near 0) and
W ′′′(0) = 0, W (iv)(0) > 0, or equivalently r20G′′(r20) = 3L and 4G′′(r20) + r20G′′′(r20) > 0. The
condition W (s) > 0 on (−ε, 0) in ii) b), respectively W (s) > 0 on (0, ε) in ii) c), is satisfied
if G is C3 near r20 and W
′′′(0) < 0 (respectively W ′′′(0) > 0); however, in these cases only an
information on the behavior of G in a neighborhood of r20 is not sufficient to get the conclusion
of Theorem 5.1.
Proof of Theorem 5.1. Let ϕ(x) = e−
icx
2 ψ(x). Then ϕ ∈ L1loc(R) and it is easy to see that
(5.3) ϕ′′ +
(
G(|ϕ|2) + c
2
4
)
ϕ = 0 in D′(R).
From (5.3) we get ϕ′′ ∈ L1loc(R). This implies that ϕ′ is a continuous function on R (see, e.g.,
Lemma VIII.2 p. 123 in [8]). Thus ϕ ∈ C1(R). Since |ϕ| −→ r0 as x −→ ±∞, we infer that ϕ
is bounded on R. Coming back to (5.3) we see that ϕ′′ is continuous and bounded on R. In
particular ϕ ∈ C2(R) and this implies ψ ∈ C2(R).
Denoting ψ1 = Re(ψ), ψ2 = Im(ψ), equation (5.2) is equivalent to the system
(5.4) cψ′2 + ψ
′′
1 +G(|ψ|2)ψ1 = 0,
(5.5) −cψ′1 + ψ′′2 +G(|ψ|2)ψ2 = 0 in R.
We multiply (5.4) by 2ψ′1 and (5.5) by 2ψ′2, then we add the resulting equalities to get
[(ψ′1)2 + (ψ′2)2]′ − (V (|ψ|2))′ = 0. Hence there exists k1 ∈ R such that
(5.6) |ψ′|2(x)− V (|ψ|2)(x) = k1 for any x ∈ R.
Multiplying (5.4) by ψ2 and (5.5) by −ψ1, then summing up the corresponding equations we
obtain c2(|ψ|2 − r20)′ − (ψ1ψ′2 − ψ2ψ′1)′ = 0. Consequently there is some k2 ∈ R such that
(5.7)
c
2
(|ψ|2 − r20)− (ψ1ψ′2 − ψ2ψ′1) = k2 in R.
Next we multiply (5.4) by 2ψ1 and (5.5) by 2ψ2, then we add the resulting equalities to find
(5.8) 2c(ψ1ψ
′
2 − ψ2ψ′1) + (|ψ|2 − r20)′′ − 2|ψ′|2 + 2G(|ψ|2)|ψ|2 = 0.
Taking into account (5.6) and (5.7), equation (5.8) can be written as
(5.9) (|ψ|2 − r20)′′ + c2(|ψ|2 − r20)− 2V (|ψ|2) + 2G(|ψ|2)|ψ|2 = 2k1 + 2ck2.
Denote v(x) = |ψ|2(x)− r20. Then v is real-valued, C2 and tends to zero as x −→ ±∞, hence
there exists a sequence xn −→ ∞ such that v′′(xn) −→ 0. Writing (5.9) for xn, then passing
to the limit as n −→∞ we see that necessariy k1 + ck2 = 0 and v satisfies the equation
(5.10) v′′ + c2v − 2V (v + r20) + 2(v + r20)G(v + r20) = 0 in R.
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Next we multiply (5.10) by 2v′, then we integrate the resulting equation and we obtain (v′)2 +
c2v2 − 4(v + r20)V (v + r20) = k3 in R, where k3 is a constant. It is clear that there exists a
sequence yn −→∞ such that v′(yn) −→ 0, consequently k3 = 0 and we have
(5.11) (v′)2(x) + c2v2(x)− 4(v + r20)V (v + r20)(x) = 0 for any x ∈ R.
Our aim is to prove that, under the assumptions of Theorem 5.1, we have v = 0 on R.
Suppose first that c2 > v2s = 2Lr
2
0. Since G satisfies (A), it follows that V ∈ C2([r20 −
η, r20 + η]) and we have by Taylor’s formula
V (r20 + s) = V (r
2
0) + sV
′(r20) +
1
2
s2V ′′(r20) + s
2h(s) =
1
2
Ls2 + s2h(s) for s ∈ [−η, η],
where h(s) −→ 0 as s −→ 0. Take ε1 ∈ (0, η] such that c2 − v2s − 2Ls− 4(s + r20)h(s) > 0 for
any s ∈ [−ε1, ε1]. Suppose that v(x0) ∈ [−ε1, 0)∪ (0, ε1] for some x0 ∈ R. By (5.11) we obtain
0 = (v′)2(x0) + v2(x0)[c2 − v2s − 2Lv(x0)− 4(v(x0) + r20)h(v(x0))] > 0,
a contradiction. Consequently we cannot have v(x) ∈ [−ε1, 0) ∪ (0, ε1]. Since v is continuous
and v(x) −→ 0 as x −→ ±∞, we infer that necessarily v(x) = 0 for any x ∈ R.
Next assume that c2 = v2s . Equation (5.11) can be written as
(5.12) (v′)2(x) +W (v(x)) = 0 on R.
If assumption ii) a) is verified, we cannot have v(x) ∈ (−ε, 0) ∪ (0, ε) and we infer, as above,
that v = 0 on R. In case ii) b), we cannot have v(x) ∈ (−ε, 0) and we infer that v(x) ≥ 0 for
any x ∈ R. Since v(x) −→ 0 as x −→∞, there is some x0 such that v achieves a nonnegative
maximum at x0. Then v
′(x0) = 0 and from (5.12) we get W (v(x0)) = 0. But W (s) < 0 for
s > 0 by ii) b), hence v(x0) = 0 and consequently v = 0 on R. Similarly we have v = 0 in the
case ii) c) (note that v = |ψ|2 − r20 ≥ −r20 and it suffices to know that W < 0 on [−r20, 0)).
Thus we have always v = 0, that is |ψ|2 = r20 on R. Consequently there exists a lifting
θ ∈ C2(R,R) such that ψ(x) = r0eiθ(x) for any x ∈ R. It is clear that ψ1ψ′2−ψ2ψ′1 = |ψ|2θ′ =
r20θ
′ (see (3.3)). On the other hand we have ψ1ψ′2 − ψ2ψ′1 = −k2 by (5.7), hence θ′ = −k2r2
0
is
constant, therefore θ(x) = −k2
r2
0
x + θ0, where θ0 is a real constant. Since ψ = r0e
i(− k2
r2
0
x+θ0)
satisfies equation (5.2), we find −ck2
r2
0
−
(
k2
r2
0
)2
= 0, thus either k2
r2
0
= 0 or k2
r2
0
= −c. Finally we
have either ψ(x) = eiθ0 or ψ(x) = ei(cx+θ0) and the proof is complete. 2
Example 5.2 In the case of the Gross-Pitaevskii equation we have G(s) = 1 − s and we
obtain W (s) = −2s3 (see Example 4.4). In the case of the cubic-quintic nonlinearity we have
G(s) = −α5(s − r21)(s − r20), where α5 > 0, 0 < r1 < r0 (see Example 4.5) and a simple
computation gives W (s) = −2α5s3(43r20 − r21 + 13s). Therefore both the Gross-Pitaevskii and
the cubic-quintic nonlinearities satisfy assumption ii) b) and Theorem 5.1 gives all sonic and
supersonic travelling-waves for these equations.
Remark. The proof of Theorem 5.1 provides a method to find subsonic travelling-waves
for (5.1). With the above notation, it follows from (5.11) that on any interval where v′ 6= 0
we have v′(x) = ±
√
4(v + r20)V (v + r
2
0)(x)− c2v2(x). In many interesting applications this
equation can be integrated and we obtain explicitly v = |ψ|2 − r20. Then it is not hard to find
(up to a constant) the corresponding phase θ.
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Remark. Assume that N = 1 and let (ψ,ϕ) be a finite-energy travelling-wave for the
system (4.17)-(4.18). It follows from the proof of Proposition 4.6 that ψ and ϕ are C∞
functions and ψ′, ϕ ∈ W k,p(R) for any k ∈ N and p ≥ 2. If c2 ≥ 2
ε2
(recall that
√
2
ε
is the
sound velocity at infinity associated to (3.21)-(3.22)) and if there is a lifting ψ(x) = v(x)eiα(x),
ϕ(x) = u(x)eiβ(x), where v, u, α, β are real-valued functions of class C2, Proposition 3.1 p.
1545 in [26] implies that v = 1, α is constant and ϕ = 0 on R.
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Abstract
For a large class of nonlinear Schro¨dinger equations with nonzero conditions at infinity
and for any speed c less than the sound velocity, we prove the existence of finite energy
traveling waves moving with speed c in any space dimension N ≥ 3. Our results are valid
as well for the Gross-Pitaevskii equation and for NLS with cubic-quintic nonlinearity.
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1 Introduction
We consider the nonlinear Schro¨dinger equation
(1.1) i
∂Φ
∂t
+ ∆Φ + F (|Φ|2)Φ = 0 in RN ,
where Φ : RN −→ C satisfies the ”boundary condition” |Φ| −→ r0 as |x| −→ ∞, r0 > 0 and
F is a real-valued function on R+ satisfying F (r
2
0) = 0.
Equations of the form (1.1), with the considered non-zero conditions at infinity, arise in a
large variety of physical problems such as superconductivity, superfluidity in Helium II, phase
transitions and Bose-Einstein condensate ([2], [3], [4], [12], [20], [22], [23], [24], [25]). In non-
linear optics, they appear in the context of dark solitons ([27], [28]). Two important particular
cases of (1.1) have been extensively studied both by physicists and by mathematicians: the
Gross-Pitaevskii equation (where F (s) = 1− s) and the so-called ”cubic-quintic” Schro¨dinger
equation (where F (s) = −α1 + α3s − α5s2, α1, α3, α5 are positive and F has two positive
roots).
The boundary condition |Φ| −→ r0 > 0 at infinity makes the structure of solutions of
(1.1) much more complicated than in the usual case of zero boundary conditions (when the
associated dynamics is essentially governed by dispersion and scattering).
Using the Madelung transformation Φ(x, t) =
√
ρ(x, t)eiθ(x,t) (which is well-defined when-
ever Φ 6= 0), equation (1.1) is equivalent to a system of Euler’s equations for a compressible
inviscid fluid of density ρ and velocity 2∇θ. In this context it has been shown that, if F is C1
near r20 and F
′(r20) < 0, the sound velocity at infinity associated to (1.1) is vs = r0
√
−2F ′(r20)
(see the introduction of [33]).
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Equation (1.1) is Hamiltonian: denoting V (s) =
∫ r2
0
s
F (τ) dτ , it is easy to see that, at least
formally, the ”energy”
(1.2) E(Φ) =
∫
RN
|∇Φ|2 dx+
∫
RN
V (|Φ|2) dx
is a conserved quantity.
In a series of papers (see, e.g., [2], [3], [20], [24], [25]), particular attention has been paid to
a special class of solutions of (1.1), namely the traveling waves. These are solutions of the form
Φ(x, t) = ψ(x−cty), where y ∈ SN−1 is the direction of propagation and c ∈ R∗ is the speed of
the traveling wave. We say that ψ has finite energy if ∇ψ ∈ L2(RN ) and V (|ψ|2) ∈ L1(RN )).
These solutions are supposed to play an important role in the dynamics of (1.1). In view of
formal computations and numerical experiments, a list of conjectures, often referred to as the
Roberts programme, has been formulated about the existence, the stability and the qualitative
properties of traveling waves. The first of these conjectures asserts that finite energy traveling
waves of speed c exist if and only if |c| < vs.
Let ψ be a finite energy traveling-wave of (1.1) moving with speed c. Without loss of
generality we may assume that y = (1, 0, . . . , 0). If N ≥ 3, it follows that ψ − z0 ∈ L2∗(RN )
for some constant z0 ∈ C, where 2∗ = 2NN−2 (see, e.g., Lemma 7 and Remark 4.2 pp. 774-775
in [17]). Since |ψ| −→ r0 as |x| −→ ∞, necessarily |z0| = r0. If Φ is a solution of (1.1) and
α ∈ R, then eiαΦ is also a solution; hence we may assume that z0 = r0, thus ψ−r0 ∈ L2∗(RN ).
Denoting u = r0 − ψ, we see that u satisfies the equation
(1.3) ic
∂u
∂x1
−∆u+ F (|r0 − u|2)(r0 − u) = 0 in RN .
It is obvious that a function u satisfies (1.3) for some velocity c if and only if u(−x1, x′) satisfies
(1.3) with c replaced by −c. Hence it suffices to consider the case c > 0. This assumption will
be made throughout the paper.
In space dimension N = 1, in many interesting applications equation (1.3) can be integrated
explicitly and one obtains traveling waves for all subsonic speeds. The nonexistence of such
solutions for supersonic speeds has also been proved under general conditions (cf. Theorem
5.1, p. 1099 in [33]).
Despite of many attempts, a rigorous proof of the existence of traveling waves in higher
dimensions has been a long lasting problem. In the particular case of the Gross-Pitaevskii
(GP) equation, this problem was considered in a series of papers. In space dimension N = 2,
the existence of traveling waves has been proved in [7] for all speeds in some interval (0, ε),
where ε is small. In space dimension N ≥ 3, the existence has been proved in [6] for a sequence
of speeds cn −→ 0 by using constrained minimization; a similar result has been established in
[11] for all sufficiently small speeds by using a mountain-pass argument. In a recent paper [5],
the existence of traveling waves for (GP) has been proved in space dimension N = 2 and N = 3
for any speed in a set A ⊂ (0, vs). If N = 2, A contains points arbitrarily close to 0 and to vs
(although it is not clear that A = (0, vs)), while in dimension N = 3 we have A ⊂ (0, v0), where
v0 < vs and 0, v0 are limit points of A. The traveling waves are obtained in [5] by minimizing
the energy at fixed momentum (see the next section for the definition of the momentum) and
the propagation speed is the Lagrange multiplier associated to minimizers. In the case of
cubic-quintic type nonlinearities, it has been proved in [31] that traveling waves exist for any
sufficiently small speed if N ≥ 4. To our knowledge, even for specific nonlinearities there are
no existence results in the literature that cover the whole range (0, vs) of possible speeds.
The nonexistence of traveling waves for supersonic speeds (c > vs) has been proved in [21] in
the case of the Gross-Pitaevskii equation, respectively in [33] for a large class of nonlinearities.
2
The aim of this paper is to prove the existence of finite energy traveling waves of (1.1)
in space dimension N ≥ 3, under general conditions on the nonlinearity F and for any speed
c ∈ (−vs, vs).
We will consider the following set of assumptions:
A1. The function F is continuous on [0,∞), C1 in a neighborhood of r20, F (r20) = 0 and
F ′(r20) < 0.
A2. There exist C > 0 and p0 <
2
N−2 such that |F (s)| ≤ C(1 + sp0) for any s ≥ 0.
A3. There exist C, α0 > 0 and r∗ > r0 such that F (s) ≤ −Csα0 for any s ≥ r∗.
If (A1) is satisfied, we denote V (s) =
∫ r2
0
s
F (τ) dτ and a =
√
−12F ′(r20). Then the sound
velocity at infinity associated to (1.1) is vs = 2ar0 and using Taylor’s formula for s in a
neighborhood of r20 we have
(1.4) V (s) =
1
2
V ′′(r20)(s− r20)2 + (s− r20)2ε(s− r20) = a2(s− r20)2 + (s− r20)2ε(s− r20),
where ε(t) −→ 0 as t −→ 0. Hence for |ψ| close to r0, V (|ψ|2) can be approximated by a2(|ψ|2−
r20)
2.
We fix an odd function ϕ ∈ C∞(R) such that ϕ(s) = s for s ∈ [0, 2r0], 0 ≤ ϕ′ ≤ 1 on
R and ϕ(s) = 3r0 for s ≥ 4r0. We denote W (s) = V (s) − V (ϕ2(
√
s)), so that W (s) = 0 for
s ∈ [0, 4r20]. If assumptions (A1) and (A2) are satisfied, it is not hard to see that there exist
C1, C2, C3 > 0 such that
(1.5)
|V (s)| ≤ C1(s− r20)2 for any s ≤ 9r20;
in particular, |V (ϕ2(τ))| ≤ C1(ϕ2(τ)− r20)2 for any τ ;
(1.6) |V (b)− V (a)| ≤ C2|b− a|max(ap0 , bp0) for any a, b ≥ 2r20;
(1.7) |W (b2)−W (a2)| ≤ C3|b− a|
(
a2p0+11{a>2r0} + b
2p0+11{b>2r0}
)
for any a, b ≥ 0.
Given u ∈ H1loc(RN ) and Ω an open set in RN , the modified Ginzburg-Landau energy of u in
Ω is defined by
(1.8) EΩGL(u) =
∫
Ω
|∇u|2 dx+ a2
∫
Ω
(
ϕ2(|r0 − u|)− r20
)2
dx.
We simply write EGL(u) instead of E
R
N
GL (u). The modified Ginzburg-Landau energy will play
a central role in our analysis. We consider the function space
(1.9)
X = {u ∈ D1,2(RN ) | ϕ2(|r0 − u|)− r20 ∈ L2(RN )}
= {u ∈ H˙1(RN ) | u ∈ L2∗(RN ), EGL(u) <∞},
where D1,2(RN ) is the completion of C∞c for the norm ||v|| = ||∇v||L2 . If N ≥ 3 and (A1),
(A2) are satisfied, it is not hard to see that a function u has finite energy if and only if u ∈ X
(see Lemma 4.1 below). Note that for N = 3, X is not a vector space. However, in any space
dimension we have H1(RN ) ⊂ X . If u ∈ X , it is easy to see that for any w ∈ H1(RN ) with
compact support we have u+w ∈ X . For N = 3, 4 it can be proved that u ∈ D1,2(RN ) belongs
to X if and only if |r0 − u|2 − r20 ∈ L2(RN ), and consequently X coincides with the space Fr0
introduced by P. Ge´rard in [17], section 4. It has been proved in [17] that the Cauchy problem
for the Gross-Pitaevskii equation is globally well-posed in X in dimension N = 3, respectively
it is globally well-posed for small initial data if N = 4.
Our main results can be summarized as follows:
3
Theorem 1.1 Assume that N ≥ 3, 0 < c < vs, (A1) and one of the conditions (A2) or
(A3) are satisfied. Then equation (1.3) admits a nontrivial solution u ∈ X . Moreover, u ∈
W 2,ploc (R
N ) for any p ∈ [1,∞) and, after a translation, u is axially symmetric with respect to
Ox1.
At least formally, solutions of (1.3) are critical points of the functional
Ec(u) =
∫
RN
|∇u|2 dx+ cQ(u) +
∫
RN
V (|r0 − u|2) dx,
where Q is the momentum with respect to the x1−direction (the functional Q will be defined
in the next section). If the assumptins (A1) and (A2) above are satisfied, it can be proved (see
Proposition 4.1 p. 1091-1092 in [33]) that any traveling wave u ∈ X of (1.1) must satisfy a
Pohozaev-type identity Pc(u) = 0, where
Pc(u) =
∫
RN
∣∣∣ ∂u
∂x1
∣∣∣2 + N − 3
N − 1
N∑
k=2
∣∣∣ ∂u
∂xk
∣∣∣2 dx+ cQ(u) + ∫
RN
V (|r0 − u|2) dx.
We will prove the existence of traveling waves by showing that the problem of minimizing Ec
in the set {u ∈ X | u 6= 0, Pc(u) = 0} admits solutions. Then we show that any minimizer
satisfies (1.3) if N ≥ 4, respectively any minimizer satisfies (1.3) after a scaling in the last two
variables if N = 3.
In space dimension N = 2, the situation is different: if (A1) is true and (A2) holds for
some p0 < ∞, any solution u ∈ X of (1.3) still satisfies the identity Pc(u) = 0, but it can
be proved that there are no minimizers of Ec subject to the constraint Pc = 0 (in fact, we
have inf{Ec(u) | u ∈ X , u 6= 0, Pc(u) = 0} = 0). However, using a different aproach it is
still possible to show the existence of traveling waves in the case N = 2, at least for a set
of speeds that contains elements arbitrarily close to zero and to vs (and this will be done in
a forthcoming paper). Although some of the results in sections 2−4 are still valid in space
dimension N = 2 (with straightforward modifications in proofs), for simplicity we assume
throughout that N ≥ 3.
It is easy to see that it suffices to prove Theorem 1.1 only in the case where (A1) and (A2)
are satisfied. Indeed, suppose that Theorem 1.1 holds if (A1) and (A2) are true. Assume that
(A1) and (A3) are satisfied. Let C, r∗, α0 be as in (A3). There exist β ∈ (0, 2N−1), r˜ > r∗,
and C1 > 0 such that
Cs2α0 − v
2
s
4
≥ C1(s− r˜)2β for any s ≥ r˜.
Let F˜ be a function with the following properties: F = F˜ on [0, 4r˜2], F˜ (s) = −C2sβ for s
sufficiently large, and F˜ (s2)+ v
2
s
4 ≤ −C3(s− r˜)2β for any s ≥ r˜, where C2, C3 are some positive
constants. Then F˜ satisfies (A1), (A2), (A3) and from Theorem 1.1 it follows that equation
(1.3) with F˜ instead of F has nontrivial solutions u ∈ X . From the proof of Proposition 2.2 (i)
p. 1079-1080 in [33] it follows that any such solution satisfies |r0−u|2 ≤ 2r˜2, and consequently
F (|r0−u|2) = F˜ (|r0−u|2). Thus u satisfies (1.3). Of course, if (A1) and (A3) are satisfied but
(A2) does not hold, we do not claim that the solutions of (1.3) obtained as above are still min-
imizers of Ec subject to the constraint Pc = 0 (in fact, only assumptions (A1) and (A3) do not
imply that Ec and Pc are well-defined on X and that the minimization problem makes sense).
In particular, for F (s) = 1−s the conditions (A1) and (A3) are satisfied and it follows that
the Gross-Pitaevskii equation admits traveling waves of finite energy in any space dimension
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N ≥ 3 and for any speed c ∈ (0, vs) (although (A2) is not true for N > 3: the (GP) equation
is critical if N = 4, and supercritical if N ≥ 5). A similar result holds for the cubic-quintic
NLS.
We have to mention that, according to the properties of F , for c = 0 equation (1.3) may
or not have finite energy solutions. For instance, it is an easy consequence of the Pohozaev
identities that all finite energy stationary solutions of the Gross-Pitaevskii equation are con-
stant. On the contrary, for nonlinearities of cubic-quintic type the existence of finite energy
stationary solutions has been proved in [13] under fairly general assumptions on F . In the
case c = 0, our proofs imply that E0 has a minimizer in the set {u ∈ X | u 6= 0, P0(u) = 0}
whenever this set is not empty. Then it is not hard to prove that minimizers satisfy (1.3) for
c = 0 (modulo a scale change if N = 3). However, for simplicity we assume throughout (unless
the contrary is explicitly mentioned) that 0 < c < vs.
This paper is organized as follows. In the next section we give a convenient definition of
the momentum and we study the properties of this functional.
In section 3 we introduce a regularization procedure for functions in X which will be a key
tool for all the variational machinery developed later.
In section 4 we describe the variational framework. In particular, we prove that the set
C = {u ∈ X | u 6= 0, Pc(u) = 0} is not empty and we have inf{Ec(u) | u ∈ C} > 0.
In section 5 we consider the case N ≥ 4 and we prove that the functional Ec has minimizers
in C and these minimizers are solutions of (1.3). To show the existence of minimizers we use
the concentration-compactness principle and the regularization procedure developed in section
3. Then we use the Pohozaev identities to control the Lagrange multiplier associated to the
minimization problem.
Although the results in space dimension N = 3 are similar to those in higher dimensions
(with one exception: not all minimizers of Ec in C are solutions of (1.3), as one can easily see by
scaling), it turns out that the proofs are quite different. We treat the case N = 3 in section 6.
Finally, we prove that traveling waves found by minimization in sections 5 and 6 are axially
symmetric (as one would expect from physical considerations, see [24]).
Throughout the paper, LN is the Lebesgue measure on RN . For x = (x1, . . . , xN ) ∈ RN ,
we denote x′ = (x2, . . . , xN ) ∈ RN−1. We write 〈z1, z2〉 for the scalar product of two complex
numbers z1, z2. Given a function f defined on R
N and λ, σ > 0, we denote by
(1.10) fλ,σ = f
(
x1
λ
,
x′
σ
)
the dilations of f . The behavior of functions and of functionals with respect to dilations in
RN will be very important. For 1 ≤ p < N , we denote by p∗ the Sobolev exponent associated
to p, that is 1
p∗
= 1
p
− 1
N
.
2 The momentum
A good definition of the momentum is essential in any attempt to find solutions of (1.3)
by using a variational approach. Roughly speaking, the momentum (with respect to the
x1−direction) should be a functional with derivative 2iux1 . Various definitions have been given
in the literature (see [7], [5], [6], [31]), any of them having its advantages and its inconvenients.
Unfortunately, none of them is valid for all functions in X . We propose a new and more general
definition in this section.
It is clear that for functions u ∈ H1(RN ), the momentum should be given by
(2.1) Q1(u) =
∫
RN
〈iux1 , u〉 dx,
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and this is indeed a nice functional on H1(RN ). The problem is that there are functions
u ∈ X \H1(RN ) such that 〈iux1 , u〉 6∈ L1(RN ).
If u ∈ X is such that r0 − u admits a lifting r0 − u = ρeiθ, a formal computation gives
(2.2)
∫
RN
〈iux1 , u〉 dx = −
∫
RN
ρ2θx1 dx = −
∫
RN
(ρ2 − r20)θx1 dx.
It is not hard to see that if u ∈ X is as above, then (ρ2 − r20)θx1 ∈ L1(RN ). However, there
are many ”interesting” functions u ∈ X such that r0 − u does not admit a lifting.
Our aim is to define the momentum on X in such a way that it agrees with (2.1) for
functions in H1(RN ) and with (2.2) when a lifting as above exists.
Lemma 2.1 Let u ∈ X be such that m ≤ |r0 − u(x)| ≤ 2r0 a.e. on RN , where m > 0. There
exist two real-valued functions ρ, θ such that ρ − r0 ∈ H1(RN ), θ ∈ D1,2(RN ), r0 − u = ρeiθ
a.e. on RN and
(2.3) 〈iux1 , u〉 = −r0
∂
∂x1
(Im(u) + r0θ)− (ρ2 − r20)
∂θ
∂x1
a.e. on RN .
Moreover, we have
∫
RN
∣∣∣(ρ2 − r20)θx1∣∣∣ dx ≤ 12amEGL(u).
Proof. Since r0 − u ∈ H1loc(RN ), the fact that there exist ρ, θ ∈ H1loc(RN ) such that
r0 − u = ρeiθ a.e. is standard and follows from Theorem 3 p. 38 in [9]. We have
(2.4)
∣∣∣∣ ∂u∂xj
∣∣∣∣2 = ∣∣∣∣ ∂ρ∂xj
∣∣∣∣2 + ρ2∣∣∣∣ ∂θ∂xj
∣∣∣∣2 a.e. on RN for j = 1, . . . , N.
Since ρ = |r0 − u| ≥ m a.e., it follows that ∇ρ,∇θ ∈ L2(RN ). If N ≥ 3, we infer that there
exist ρ0, θ0 ∈ R such that ρ−ρ0 and θ− θ0 belong to L2∗(RN ). Then it is not hard to see that
ρ0 = r0 and θ0 = 2k0π, where k0 ∈ Z. Replacing θ by θ− 2k0π, we have ρ− r0, θ ∈ D1,2(RN ).
Since ρ ≤ 2r0 a.e., we have ρ2 − r20 = ϕ(|r0 − u|2) − r20 ∈ L2(RN ) because u ∈ X . Clearly
|ρ− r0| = |ρ
2−r2
0
|
ρ+r0
≤ 1
r0
|ρ2 − r20|, hence ρ− r0 ∈ L2(RN ).
A straightforward computation gives
〈iux1 , u〉 = 〈iux1 , r0〉 − ρ2θx1 = −r0
∂
∂x1
(Im(u) + r0θ)− (ρ2 − r20)
∂θ
∂x1
.
By (2.4) we have
∣∣∣ ∂θ∂xj ∣∣∣ ≤ 1ρ ∣∣∣ ∂u∂xj ∣∣∣ ≤ 1m ∣∣∣ ∂u∂xj ∣∣∣ and the Cauchy-Schwarz inequality gives∫
RN
∣∣∣(ρ2 − r20)θx1∣∣∣ dx ≤ ||ρ2 − r20||L2 ||θx1 ||L2 ≤ 1m ||ρ2 − r20||L2 ||ux1 ||L2 ≤ 12amEGL(u).
¤
Lemma 2.2 Let χ ∈ C∞c (C,R) be a function such that χ = 1 on B(0, r04 ), 0 ≤ χ ≤ 1 and
supp(χ) ⊂ B(0, r02 ). For an arbitrary u ∈ X , denote u1 = χ(u)u and u2 = (1− χ(u))u. Then
u1 ∈ X , u2 ∈ H1(RN ) and the following estimates hold:
(2.5) |∇ui| ≤ C|∇u| a.e. on RN , i = 1, 2, wehere C depends only on χ,
(2.6) ||u2||L2(RN ) ≤ C1||∇u||
2
∗
2
L2(RN )
and ||(1− χ2(u))u||L2(RN ) ≤ C1||∇u||
2
∗
2
L2(RN )
,
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(2.7)
∫
RN
(
ϕ2(|r0 − u1|)− r20
)2
dx ≤
∫
RN
(
ϕ2(|r0 − u|)− r20
)2
dx+ C2||∇u||2∗L2(RN ),
(2.8)
∫
RN
(
ϕ2(|r0 − u2|)− r20
)2
dx ≤ C2||∇u||2∗L2(RN ).
Let r0 − u1 = ρeiθ be the lifting of r0 − u1, as given by Lemma 2.1. Then we have
(2.9) 〈iux1 , u〉 = (1− χ2(u))〈iux1 , u〉 − (ρ2 − r20)
∂θ
∂x1
− r0 ∂
∂x1
(Im(u1) + r0θ)
a.e. on RN .
Proof. Since |ui| ≤ |u|, we have ui ∈ L2∗(RN ), i = 1, 2. It is standard to prove that
ui ∈ H1loc(RN ) (see, e.g., Lemma C1 p. 66 in [9]) and we have
(2.10)
∂u1
∂xj
=
(
∂1χ(u)
∂(Re(u))
∂xj
+ ∂2χ(u)
∂(Im(u))
∂xj
)
u+ χ(u)
∂u
∂xj
.
A similar formula holds for u2. Since the functions z 7−→ ∂iχ(z)z, i = 1, 2, are bounded on C,
(2.5) follows immediately from (2.10).
Using the Sobolev embedding we have
||u2||2L2 ≤
∫
RN
|u|21{|u|> r0
4
}(x) dx ≤
(
4
r0
)2∗−2 ∫
RN
|u|2∗1{|u|> r0
4
}(x) dx ≤ C1||∇u||2
∗
L2 .
This gives the first estimate in (2.6); the second one is similar.
For |u| ≤ r04 we have u1(x) = u(x), hence∫
{|u|≤ r0
4
}
(
ϕ2(|r0 − u1|)− r20
)2
dx =
∫
{|u|≤ r0
4
}
(
ϕ2(|r0 − u|)− r20
)2
dx.
There exists C ′ > 0 such that
(
ϕ2(|r0 − z|)− r20
)2 ≤ C ′|z|2 if |z| ≥ r04 . Proceeding as in the
proof of (2.6) we have for i = 1, 2∫
{|u|> r0
4
}
(
ϕ2(|r0 − ui|)− r20
)2
dx ≤ C ′
∫
{|u|> r0
4
}
|ui|2 dx ≤ C2||∇u||2∗L2 .
This clearly implies (2.7) and (2.8).
Since ∂1χ(u)
∂(Re(u))
∂xj
+∂2χ(u)
∂(Im(u))
∂xj
∈ R, using (2.10) we see that 〈i∂u1
∂x1
, u1〉 = χ2(u)〈iux1 , u〉
a.e. on R. Then (2.9) follows from Lemma 2.1. ¤
We consider the space Y = {∂x1φ | φ ∈ D1,2(RN )}. It is clear that φ1, φ2 ∈ D1,2(RN ) and
∂x1φ1 = ∂x1φ2 imply φ1 = φ2. Defining
||∂x1φ||Y = ||φ||D1,2 = ||∇φ||L2(RN ),
it is easy to see that ||·||Y is a norm on Y and (Y, ||·||Y) is a Banach space. The following holds.
Lemma 2.3 For any v ∈ L1(RN ) ∩ Y we have
∫
RN
v(x) dx = 0.
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Proof. Let φ ∈ D1,2(RN ) be such that v = ∂x1φ. Then φ ∈ S ′(RN ) and |ξ|φ̂ ∈ L2(RN ).
Hence φ̂ ∈ L1loc(RN \{0}). On the other hand we have v = ∂x1φ ∈ L1∩L2(RN ) by hypothesis,
hence v̂ = iξ1φ̂ ∈ L2 ∩ C0b (RN ).
We prove that v̂(0) = 0. We argue by contradiction and assume that v̂(0) 6= 0. By
continuity, there exists m > 0 and ε > 0 such that |v̂(ξ)| ≥ m for |ξ| ≤ ε. For j = 2, . . . N we
get
|iξjφ̂(ξ)| ≥ |ξj ||ξ1| |v̂(ξ)| ≥ m
|ξj |
|ξ1| for a.e. ξ ∈ B(0, ε).
But this contradicts the fact that iξjφ̂ ∈ L2(RN ). Thus necessarily v̂(0) = 0 and this is exactly
the conclusion of Lemma 2.3. ¤
It is obvious that L1(v) =
∫
RN
v(x) dx and L2(w) = 0 are continuous linear forms on
L1(RN ) and on Y, respectively. Moreover, by Lemma 2.3 we have L1 = L2 on L1(RN ) ∩ Y.
Putting
(2.11) L(v + w) = L1(v) + L2(w) =
∫
RN
v(x) dx for v ∈ L1(RN ) and w ∈ Y,
we see that L is well-defined and is a continuous linear form on L1(RN ) + Y.
It follows from (2.9) and Lemmas 2.1 and 2.2 that for any u ∈ X we have 〈iux1 , u〉 ∈
L1(RN ) + Y. This enables us to give the following
Definition 2.4 Given u ∈ X , the momentum of u (with respect to the x1−direction) is
Q(u) = L(〈iux1 , u〉).
If u ∈ X and χ, u1, u2, ρ, θ are as in Lemma 2.2, from (2.9) we get
(2.12) Q(u) =
∫
RN
(1− χ2(u))〈iux1 , u〉 − (ρ2 − r20)θx1 dx.
It is easy to check that the right-hand side of (2.12) does not depend on the choice of the
cut-off function χ, provided that χ is as in Lemma 2.2.
It follows directly from (2.12) that the functional Q has a nice behavior with respect to
dilations in RN : for any u ∈ X and λ, σ > 0 we have
(2.13) Q(uλ,σ) = σ
N−1Q(u).
The next lemma will enable us to perform ”integrations by parts”.
Lemma 2.5 For any u ∈ X and w ∈ H1(RN ) we have 〈iux1 , w〉 ∈ L1(RN ), 〈iu, wx1〉 ∈
L1(RN ) + Y and
(2.14) L(〈iux1 , w〉+ 〈iu, wx1〉) = 0.
Proof.
Since w, ux1 ∈ L2(RN ), the Cauchy-Schwarz inequality implies 〈iux1 , w〉 ∈ L1(RN ).
Let χ, u1, u2 be as in Lemma 2.2 and denote w1 = χ(w)w, w2 = (1 − χ(w))w. Then
u = u1 + u2, w = w1 + w2 and it follows from Lemma 2.2 that u1 ∈ X ∩ L∞(RN ) and
u2, w1, w2 ∈ H1(RN ).
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As above we have 〈i∂u2
∂x1
, w〉, 〈iu2, ∂w∂x1 〉 ∈ L1(RN ) by the Cauchy-Schwarz inequality. The
standard integration by parts formula for functions in H1(RN ) (see, e.g., [8], p. 197) gives
(2.15)
∫
RN
〈i∂u2
∂x1
, w〉+ 〈iu2, ∂w
∂x1
〉 dx = 0.
Since u1 ∈ D1,2 ∩ L∞(RN ) and w1 ∈ H1 ∩ L∞(RN ), it is standard to prove that 〈iu1, w1〉 ∈
D1,2 ∩ L∞(RN ) and
(2.16) 〈i∂u1
∂x1
, w1〉+ 〈iu1, ∂w1
∂x1
〉 = ∂
∂x1
〈iu1, w1〉 a.e. on RN .
Let Aw = {x ∈ RN | |w(x)| ≥ r04 }. We have
(
r0
4
)2 LN (Aw) ≤ ∫
Aw
|w|2 dx ≤ ||w||2
L2
,
and consequently Aw has finite measure. It is clear that w2 = 0 and ∇w2 = 0 a.e. on
RN \ Aw. Since w2 ∈ L2∗(RN ) and ∇w2 ∈ L2(RN ), we infer that w2 ∈ L1 ∩ L2∗(RN ) and
∇w2 ∈ L1 ∩ L2(RN ). Together with the fact that u1 ∈ L2∗ ∩ L∞(RN ) and ∇u1 ∈ L2(RN ),
this gives 〈iu1, w2〉 ∈ L1 ∩ L2∗(RN ) and
〈i∂u1
∂xj
, w2〉 ∈ L1 ∩ L
N
N−1 (RN ), 〈iu1, ∂w2
∂xj
〉 ∈ L1 ∩ L2(RN ) for j = 1, . . . , N.
It is easy to see that ∂
∂xj
〈iu1, w2〉 = 〈i∂u1∂xj , w2〉 + 〈iu1,
∂w2
∂xj
〉 in D′(RN ). From the above we
infer that 〈iu1, w2〉 ∈ W 1,1(RN ). It is obvious that
∫
RN
∂ψ
∂xj
dx = 0 for any ψ ∈ W 1,1(RN )
(indeed, let (ψn)n≥1 ⊂ C∞c (RN ) be a sequence such that ψn −→ ψ in W 1,1(RN ) as n −→ ∞;
then
∫
RN
∂ψn
∂xj
dx = 0 for each n and
∫
RN
∂ψn
∂xj
dx −→
∫
RN
∂ψ
∂xj
dx as n −→∞). Thus we have
〈i∂u1
∂x1
, w2〉, 〈iu1, ∂w2∂x1 〉 ∈ L1(RN ) and
(2.17)
∫
RN
〈i∂u1
∂x1
, w2〉+ 〈iu1, ∂w2
∂x1
〉 dx =
∫
RN
∂
∂x1
〈iu1, w2〉 dx = 0.
Now (2.14) follows from (2.15), (2.16), (2.17) and Lemma 2.5 is proved. ¤
Corollary 2.6 Let u, v ∈ X be such that u− v ∈ L2(RN ). Then
(2.18) |Q(u)−Q(v)| ≤ ||u− v||L2(RN )
(∣∣∣∣∣∣ ∂u
∂x1
∣∣∣∣∣∣
L2(RN )
+
∣∣∣∣∣∣ ∂v
∂x1
∣∣∣∣∣∣
L2(RN )
)
Proof. It is clear that w = u− v ∈ H1(RN ) and using (2.14) we get
(2.19)
Q(u)−Q(v) = L(〈i(u− v)x1 , u〉+ 〈ivx1 , u− v〉)
= L(〈iux1 , u− v〉+ 〈ivx1 , u− v〉)
=
∫
RN
〈iux1 + ivx1 , u− v〉 dx.
Then (2.18) follows from (2.19) and the Cauchy-Schwarz inequality. ¤
The next result will be useful to estimate the contribution to the momentum of a domain
where the modified Ginzburg-Landau energy is small.
Lemma 2.7 Let M > 0 and let Ω be an open subset of RN . Assume that u ∈ X satisfies
EGL(u) ≤M and let χ, ρ, θ be as in Lemma 2.2. Then we have
(2.20)
∫
Ω
∣∣∣(1− χ2(u))〈iux1 , u〉 − (ρ2 − r20)θx1∣∣∣ dx ≤ C(M 12 +M 2∗4 ) (EΩGL(u)) 12 .
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Proof. Using (2.6) and the Cauchy-Schwarz inequality we get
(2.21)
∫
Ω
∣∣∣(1− χ2(u))〈iux1 , u〉∣∣∣ dx ≤ ||ux1 ||L2(Ω)||(1− χ2(u))u||L2(Ω)
≤ C1||ux1 ||L2(Ω)||∇u||
2
∗
2
L2(RN )
.
We have |u1| ≤ r02 , hence |r0 − u1| ≤ 3r02 and ϕ(|r0 − u1|) = |r0 − u1| = ρ. Then (2.7) gives
(2.22) ||ρ2 − r20||L2(RN ) ≤ C ′(EGL(u) + EGL(u)
2
∗
2 ) ≤ C ′(M +M 2
∗
2 ).
From (2.4) and (2.5) we have
∣∣∣ ∂θ∂xj ∣∣∣ ≤ 1ρ ∣∣∣∂u1∂xj ∣∣∣ ≤ C ′′∣∣∣ ∂u∂xj ∣∣∣ a.e. on RN . Therefore
(2.23)
∫
Ω
∣∣∣(ρ2 − r20)θx1∣∣∣ dx ≤ ||ρ2 − r20||L2(Ω)||θx1 ||L2(Ω)
≤ C ′′||ρ2 − r20||L2(RN )||ux1 ||L2(Ω) ≤ C ′′′
(
M +M
2
∗
2
) 1
2 (
EΩGL(u)
) 1
2 .
Then (2.20) follows from (2.21) and (2.23). ¤
3 A regularization procedure
Given a function u ∈ X and a region Ω ⊂ RN such that EΩGL(u) is small, we would like to
get a fine estimate of the contribution of Ω to the momentum of u. To do this, we will use
a kind of ”regularization” procedure for arbitrary functions in X . A similar device has been
introduced in [1] to get rid of small-scale topological defects of functions; variants of it have
been used for various purposes in [7], [6], [5].
Throughout this section, Ω is an open set in RN . We do not assume Ω bounded, nor
connected. If ∂Ω 6= ∅, we assume that ∂Ω is C2. Let ϕ be as in the introduction. Let u ∈ X
and let h > 0. We consider the functional
Guh,Ω(v) = E
Ω
GL(v) +
1
h2
∫
Ω
ϕ
( |v − u|2
32r0
)
dx.
Note that Guh,Ω(v) may equal ∞ for some v ∈ X ; however, Guh,Ω(v) is finite whenever v ∈ X
and v − u ∈ L2(Ω). We denote H10 (Ω) = {u ∈ H1(RN ) | u = 0 on RN \ Ω} and
H1u(Ω) = {v ∈ X | v − u ∈ H10 (Ω)}.
The next lemma gives the properties of functions that minimize Guh,Ω in the space H
1
u(Ω).
Lemma 3.1 i) The functional Guh,Ω has a minimizer in H
1
u(Ω).
ii) Let vh be a minimizer of G
u
h,Ω in H
1
u(Ω). There exist constants C1, C2, C3 > 0, depend-
ing only on N, a and r0 such that vh satisfies:
(3.1) EΩGL(vh) ≤ EΩGL(u);
(3.2) ||vh − u||2L2(Ω) ≤ 32r0h2EΩGL(u) + C1
(
EΩGL(u)
)1+ 2
N h
4
N ;
(3.3)
∫
Ω
∣∣∣ (ϕ2(|r0 − u|)− r20)2 − (ϕ2(|r0 − vh|)− r20)2 ∣∣∣ dx ≤ C2hEΩGL(u);
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(3.4) |Q(u)−Q(vh)| ≤ C3
(
h2 +
(
EΩGL(u)
) 2
N h
4
N
) 1
2
EΩGL(u).
iii) For z ∈ C, denote H(z) = (ϕ2(|z − r0|)− r20)ϕ(|z− r0|)ϕ′(|z− r0|) z−r0|z−r0| if z 6= r0 and
H(r0) = 0. Then any minimizer vh of G
u
h,Ω in H
1
u(Ω) satisfies the equation
(3.5) −∆vh + 2a2H(vh) + 1
32r0h2
ϕ′
( |vh − u|2
32r0
)
(vh − u) = 0 in D′(Ω).
Moreover, for any ω ⊂⊂ Ω we have vh ∈ W 2,p(ω) for p ∈ [1,∞); thus, in particular, vh ∈
C1,α(ω) for α ∈ [0, 1).
iv) For any h > 0, δ > 0 and R > 0 there exists a constant K = K(a, r0, N, h, δ, R) > 0
such that for any u ∈ X with EΩGL(u) ≤ K and for any minimizer vh of Guh,Ω in H1u(Ω) we have
(3.6) r0 − δ < |r0 − vh(x)| < r0 + δ whenever x ∈ Ω and dist(x, ∂Ω) ≥ 4R.
Proof. i) It is obviuos that u ∈ H1u(Ω). Let (vn)n≥1 be a minimizing sequence for Guh,Ω in
H1u(Ω). We may assume that G
u
h,Ω(vn) ≤ Guh,Ω(u) = EΩGL(u) and this implies
∫
Ω
|∇vn|2 dx ≤
EΩGL(u). It is clear that
(3.7)
∫
Ω∩{|vn−u|≤8r0}
|vn − u|2 dx ≤ 32r0
∫
Ω
ϕ
( |vn − u|2
32r0
)
dx ≤ 32r0h2EΩGL(u).
Since vn − u ∈ H10 (Ω) ⊂ H1(RN ), by the Sobolev embedding we have ||vn − u||L2∗ (RN ) ≤
CS ||∇vn −∇u||L2(RN ), where CS depends only on N . Therefore
(3.8)
∫
{|vn−u|>8r0}
|vn − u|2 dx ≤ (8r0)2−2
∗
∫
{|vn−u|>8r0}
|vn − u|2∗ dx
≤ (8r0)2−2
∗ ||vn − u||2∗L2∗ (RN ) ≤ C ′||∇vn −∇u||2
∗
L2(RN )
≤ C (EΩGL(u)) 2∗2 .
It follows from (3.7) and (3.8) that ||vn − u||L2(Ω) is bounded, hence vn − u is bounded in
H10 (Ω). We infer that there exists a sequence (still denoted (vn)n≥1) and there is w ∈ H10 (Ω)
such that vn − u ⇀ w weakly in H10 (Ω), vn − u −→ w a.e. and vn − u −→ w in Lploc(Ω) for
1 ≤ p < 2∗. Let v = u+ w. Then ∇vn ⇀ ∇v weakly in L2(RN ) and this implies∫
Ω
|∇v|2 dx ≤ lim inf
n→∞
∫
Ω
|∇vn|2 dx.
Using the a.e. convergence and Fatou’s Lemma we infer that∫
Ω
(
ϕ2(|r0 − v|)− r20
)2
dx ≤ lim inf
n→∞
∫
Ω
(
ϕ2(|r0 − vn|)− r20
)2
dx and
∫
Ω
ϕ
( |v − u|2
32r0
)
dx ≤ lim inf
n→∞
∫
Ω
ϕ
( |vn − u|2
32r0
)
dx.
Therefore Guh,Ω(v) ≤ lim infn→∞ G
u
h,Ω(vn) and consequently v is a minimizer of G
u
h,Ω in H
1
u(Ω).
ii) Since u ∈ H1u(Ω), we have EΩGL(vh) ≤ Guh,Ω(vh) ≤ EΩGL(u); hence (3.1) holds. It is clear
that ϕ
( |vh−u|2
32r0
)
≥ 2r0 if |vh − u| ≥ 8r0, thus
2r0LN ({|vh − u| ≥ 8r0}) ≤
∫
RN
ϕ
( |vh − u|2
32r0
)
dx ≤ h2Guh,Ω(vh) ≤ h2EΩGL(u).
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Using Ho¨lder’s inequality, the above estimate and the Sobolev inequality we get
(3.9)
∫
{|vh−u|≥8r0}
|vh − u|2 dx
≤ ||vh − u||2L2∗ ({|vh−u|≥8r0})
(LN ({|vh − u| ≥ 8r0}))1− 22∗
≤ ||vh − u||2L2∗ (RN )
(LN ({|vh − u| ≥ 8r0}))1− 22∗
≤ CS ||∇vh −∇u||2L2(RN )
(
h2
2r0
EΩGL(u)
)1− 2
2∗ ≤ C1h 4N
(
EΩGL(u)
)1+ 2
N .
It is clear that (3.7) holds with vh instead of vn and then (3.2) follows from (3.7) and (3.9).
We claim that
(3.10)
∣∣∣ϕ(|r0 − z|)− ϕ(|r0 − ζ|)∣∣∣ ≤ [32r0ϕ( |z − ζ|2
32r0
)] 1
2
for any z, ζ ∈ C.
Indeed, if |z − r0| ≤ 4r0 and |ζ − r0| ≤ 4r0, then |z − ζ| ≤ 8r0, ϕ
( |z−ζ|2
32r0
)
= |z−ζ|
2
32r0
and∣∣∣ϕ(|r0 − z|)− ϕ(|r0 − ζ|)∣∣∣ ≤ ∣∣∣|r0 − z| − |r0 − ζ|∣∣∣ ≤ |z − ζ|, hence (3.10) holds.
If |z−r0| ≤ 4r0 and |ζ−r0| > 4r0, there exists t ∈ [0, 1) such that w = (1− t)z+ tζ satisfies
|r0 − w| = 4r0 and ∣∣∣ϕ(|r0 − z|)− ϕ(|r0 − ζ|)∣∣∣ = ∣∣∣ϕ(|r0 − z|)− ϕ(|r0 − w|)∣∣∣
≤
[
32r0ϕ
( |z−w|2
32r0
)] 1
2 ≤
[
32r0ϕ
( |z−ζ|2
32r0
)] 1
2
.
We argue similarly if |z − r0| > 4r0 and |ζ − r0| ≤ 4r0. Finally, in the case |z − r0| > 4r0 and
|ζ − r0| > 4r0 we have ϕ(|r0 − z|) = ϕ(|r0 − ζ|) = 3r0 and (3.10) trivially holds.
It is obvious that
(3.11)
∣∣∣ (ϕ2(|r0 − u|)− r20)2 − (ϕ2(|r0 − vh|)− r20)2 ∣∣∣
≤ 6r0
∣∣∣ϕ(|r0 − u|)− ϕ(|r0 − vh|)∣∣∣ · ∣∣∣ϕ2(|r0 − u|) + ϕ2(|r0 − vh|)− 2r20∣∣∣.
Using (3.11), the Cauchy-Schwarz inequality and (3.10) we get∫
Ω
∣∣∣ (ϕ2(|r0 − u|)− r20)2 − (ϕ2(|r0 − vh|)− r20)2 ∣∣∣ dx
≤ 6r0
(∫
Ω
∣∣∣ϕ(|r0 − u|)− ϕ(|r0 − vh|)∣∣∣2 dx) 12 (∫
Ω
∣∣∣ϕ2(|r0 − u|) + ϕ2(|r0 − vh|)− 2r20∣∣∣2 dx) 12
≤ 6r0
(∫
Ω
32r0ϕ
( |vh−u|2
32r0
)
dx
) 1
2
(
2
∫
Ω
(
ϕ2(|r0 − u|)− r20
)2
+
(
ϕ2(|r0 − vh|)− r20
)2
dx
) 1
2
≤ 48r
3
2
0
(
h2Guh,Ω(vh)
) 1
2
(
1
a2
EΩGL(u) +
1
a2
EΩGL(vh)
) 1
2 ≤ 48
√
2
a
r
3
2
0 hE
Ω
GL(u)
and (3.3) is proved. Finally, (3.4) follows directly from (3.1), (3.2) and Corollary 2.6.
iii) The proof of (3.5) is standard. For any ψ ∈ C∞c (Ω) we have v + ψ ∈ H1u(Ω) and the
function t 7−→ Guh,Ω(v + tψ) achieves its minumum at t = 0. Hence ddt ∣∣
t=0
(
Guh,Ω(v + tψ)
)
= 0
for any ψ ∈ C∞c (Ω) and this is precisely (3.5).
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For any z ∈ C we have
(3.12) |H(z)| ≤ 3r0|ϕ2(|z − r0|)− r20| ≤ 24r30.
Since vh ∈ X , we have ϕ2(|r0−vh|)−r20 ∈ L2(RN ) and (3.12) gives H(vh) ∈ L2∩L∞(RN ). We
also have
∣∣∣ϕ′ ( |vh−u|232r0 ) (vh − u)∣∣∣ ≤ |vh − u| and ∣∣∣ϕ′ ( |vh−u|232r0 ) (vh − u)∣∣∣ ≤ sup
s≥0
ϕ′
(
s2
32r0
)
s < ∞.
Since vh− u ∈ L2(RN ), we get ϕ′
( |vh−u|2
32r0
)
(vh− u)∈L2 ∩L∞(RN ). Using (3.5) we infer that
∆vh ∈ L2∩L∞(Ω). Then (iii) follows from standard elliptic estimates (see, e.g., Theorem 9.11
p. 235 in [19]) and a straightforward bootstrap argument.
iv) Using (3.12) we get∫
Ω
|H(vh)|2 dx ≤ 9r20
∫
Ω
(
ϕ2(|r0 − vh|)− r20
)2
dx ≤ 9r
2
0
a2
EΩGL(vh) ≤
9r20
a2
EΩGL(u),
hence ||H(vh)||L2(Ω) ≤ C ′
(
EΩGL(u)
) 1
2 . By interpolation we find for any p ∈ [2,∞],
(3.13) ||H(vh)||Lp(Ω) ≤ ||H(vh)||
p−2
p
L∞(Ω)||H(vh)||
2
p
L2(Ω)
≤ C (EΩGL(u)) 1p .
There exist m1, m2 > 0 such that
∣∣∣ϕ′ ( s232r0) s∣∣∣2 ≤ m1ϕ( s232r0) and ∣∣∣ϕ′ ( s232r0) s∣∣∣ ≤ m2 for
any s ≥ 0. Then we have∫
Ω
∣∣∣ϕ′( |vh − u|2
32r0
)
(vh − u)
∣∣∣2 dx ≤ m1∫
Ω
ϕ
( |vh − u|2
32r0
)
dx ≤ m1h2EΩGL(u),
thus
∣∣∣∣∣∣ϕ′ ( |vh−u|232r0 ) (vh − u)∣∣∣∣∣∣L2(Ω) ≤ h (m1EΩGL(u)) 12 . By interpolation we get
(3.14)
∣∣∣∣∣∣ϕ′ ( |vh−u|232r0 ) (vh − u)∣∣∣∣∣∣Lp(Ω)
≤
∣∣∣∣∣∣ϕ′ ( |vh−u|232r0 ) (vh − u)∣∣∣∣∣∣ p−2pL∞(Ω)∣∣∣∣∣∣ϕ′ ( |vh−u|232r0 ) (vh − u)∣∣∣∣∣∣ 2pL2(Ω)
≤ Ch 2p (EΩGL(u)) 1p
for any p ∈ [2,∞]. From (3.5), (3.13) and (3.14) we obtain
(3.15) ||∆vh||Lp(Ω) ≤ C(1 + h
2
p
−2
)
(
EΩGL(u)
) 1
p for any p ≥ 2.
For a measurable set ω ⊂ RN with LN (ω) < ∞ and for any f ∈ L1(ω), we denote by
m(f, ω) = 1LN (ω)
∫
ω
f(x) dx the mean value of f on ω.
Let x0 be such that B(x0, 4R) ⊂ Ω. Using the Poincare´ inequality and (3.1) we have
(3.16) ||vh −m(vh, B(x0, 4R))||L2(B(x0,4R)) ≤ CPR||∇vh||L2(B(x0,4R)) ≤ CPR
(
EΩGL(u)
) 1
2 .
We claim that there exist k ∈ N, depeding only on N , and C∗ = C∗(a, r0, N, h,R) such that
(3.17) ||vh −m(vh, B(x0, 4R))||W 2,N (B(x0, R
2k−2
)) ≤ C∗
((
EΩGL(u)
) 1
2 +
(
EΩGL(u)
) 1
N
)
.
It is well-known (see Theorem 9.11 p. 235 in [19]) that for p ∈ (1,∞) there exists C =
C(N, r, p) > 0 such that for any w ∈W 2,p(B(a, 2r)) we have
(3.18) ||w||W 2,p(B(a,r)) ≤ C
(||w||Lp(B(a,2r)) + ||∆w||Lp(B(a,2r))) .
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From (3.15), (3.16) and (3.18) we infer that
(3.19) ||vh −m(vh, B(x0, 4R))||W 2,2(B(x0,2R)) ≤ C(a, r0, N, h,R)
(
EΩGL(u)
) 1
2 .
If 12 − 2N ≤ 1N , from (3.19) and the Sobolev embedding we find
(3.20) ||vh −m(vh, B(x0, 4R))||LN (B(x0,2R)) ≤ C(a, r0, N, h,R)
(
EΩGL(u)
) 1
2 .
Then using (3.15) (for p = N), (3.20) and (3.18) we infer that (3.17) holds for k = 2.
If 12 − 2N > 1N , (3.19) and the Sobolev embedding imply
(3.21) ||vh −m(vh, B(x0, 4R))||Lp1(B(x0,2R)) ≤ C(a, r0, N, h,R)
(
EΩGL(u)
) 1
2 ,
where 1
p1
= 12 − 2N . Then (3.21), (3.15) and (3.18) give
(3.22) ||vh−m(vh, B(x0, 4R))||W 2,p1(B(x0,R)) ≤ C(a, r0, N, h,R)
((
EΩGL(u)
) 1
2 +
(
EΩGL(u)
) 1
N
)
.
If 1
p1
− 2
N
≤ 1
N
, using (3.22), the Sobolev embedding, (3.15) and (3.18) we get
||vh −m(vh, B(x0, 4R))||W 2,N (B(x0,R2 )) ≤ C(a, r0, N, h,R)
((
EΩGL(u)
) 1
2 +
(
EΩGL(u)
) 1
N
)
;
otherwise we repeat the process. After a finite number of steps we find k ∈ N such that (3.17)
holds.
We will use the following variant of the Gagliardo-Nirenberg inequality:
(3.23) ||w −m(w,B(a, r))||Lp(B(a,r)) ≤ C(p, q,N, r)||w||
q
p
Lq(B(a,2r))||∇w||
1− q
p
LN (B(a,2r))
for any w ∈W 1,N (B(a, 2r)), where 1 ≤ q ≤ p <∞ (see, e.g., [26] p. 78).
Using (3.23) with w = ∇vh and (3.17) we find
(3.24)
||∇vh −m(∇vh, B(x0, R2k−1 ))||Lp(B(x0, R
2k−1
))
≤ C||∇vh||
2
p
L2(B(x0,
R
2k−2
))
||∇2vh||
1− 2
p
LN (B(x0,
R
2k−2
))
≤ C (EΩGL(u)) 1p ((EΩGL(u)) 12 + (EΩGL(u)) 1N )1− 2p
for any p ∈ [2,∞), where the constants depend only on a, r0, N, p, h, R.
Using the Cauchy-Schwarz inequality and (3.1) we have∣∣∣m(∇vh, B(x0, R
2k−1
))
∣∣∣ ≤ LN (B(x0, R
2k−1
))−
1
2 ||∇vh||L2(B(x0, R
2k−1
)) ≤ C
(
EΩGL(u)
) 1
2
and we infer that for any p ∈ [1,∞] we have the estimate
(3.25)
||m(∇vh, B(x0, R2k−1 ))||Lp(B(x0, R
2k−1
))
≤
∣∣∣m(∇vh, B(x0, R2k−1 ))∣∣∣ (LN (B(x0, R2k−1 ))) 1p ≤ C(N, p,R) (EΩGL(u)) 12 .
From (3.24) and (3.25) we obtain for any p ∈ [2,∞),
(3.26) ||∇vh||Lp(B(x0, R
2k−1
)) ≤ C(a, r0, N, p, h,R)
((
EΩGL(u)
) 1
2 +
(
EΩGL(u)
) 1
p
+ 1
N
(1− 2
p
)
)
.
14
We will use the Morrey inequality which asserts that, for any w ∈ C0∩W 1,p(B(x0, r)) with
p > N we have
(3.27) |w(x)− w(y)| ≤ C(p,N)|x− y|1−Np ||∇w||Lp(B(x0,r)) for any x, y ∈ B(x0, r))
(see, e.g., the proof of Theorem IX.12 p. 166 in [8]). Using (3.26) and the Morrey’s inequality
(3.27) for p = 2N we get
(3.28) |vh(x)− vh(y)| ≤ C(a, r0, N, h,R)|x− y|
1
2
((
EΩGL(u)
) 1
2 +
(
EΩGL(u)
) 1
N
(1+ 1
2∗
)
)
for any x, y ∈ B(x0, R2k−1 )).
Let δ > 0 and assume that there exists x0 ∈ Ω such that | |vh(x0) − r0| − r0| ≥ δ and
B(x0, 4R) ⊂ Ω. Since
∣∣ | |vh(x)− r0| − r0| − | |vh(y)− r0| − r0| ∣∣ ≤ |vh(x)− vh(y)|, from (3.28)
we infer that
| |vh(x)− r0| − r0| ≥ δ
2
for any x ∈ B(x0, rδ),
where
(3.29) rδ = min
(
R
2k−1
,
(
δ
2C(a, r0, N, h,R)
)2((
EΩGL(u)
) 1
2 +
(
EΩGL(u)
) 1
N
(1+ 1
2∗
)
)−2)
.
Let
(3.30) η(s) = inf{(ϕ2(τ)− r20)2 | τ ∈ (−∞, r0 − s] ∪ [r0 + s,∞)}.
It is clear that η is nondecreasing and positive on (0,∞). We have:
(3.31)
EΩGL(u) ≥ EΩGL(vh) ≥ a2
∫
B(x0,rδ)
(
ϕ2(|r0 − vh|)− r20
)2
dx
≥ a2
∫
B(x0,rδ)
η( δ2) dx = LN (B(0, 1))a2η( δ2)rNδ ,
where rδ is given by (3.29). It is obvious that there exists a constant K > 0, depending only
on a, r0, N, h, R, δ such that (3.31) cannot hold for E
Ω
GL(u) ≤ K. We infer that | |vh(x0) −
r0| − r0| < δ if B(x0, 4R) ⊂ Ω and EΩGL(u) ≤ K. This completes the proof of Lemma 3.1. ¤
Lemma 3.2 Let (un)n≥1 ⊂ X be a sequence of functions satisfying:
a) EGL(un) is bounded and
b) lim
n→∞
(
sup
y∈RN
E
B(y,1)
GL (un)
)
= 0.
There exists a sequence hn −→ 0 such that for any minimizer vn of Gunhn,RN in H1un(RN )
we have || |vn − r0| − r0||L∞(RN ) −→ 0 as n −→∞.
Proof. Let M = sup
n≥1
EGL(un). For n ≥ 1 and x ∈ RN we denote
mn(x) = m(un, B(x, 1)) =
1
LN (B(0, 1))
∫
B(x,1)
un(y) dy.
By the Poincare´ inequality, there exists C0 > 0 such that∫
B(x,1)
|un(y)−mn(x)|2 dy ≤ C0
∫
B(x,1)
||∇un(y)||2 dy.
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From (b) it follows that
(3.32) sup
x∈RN
||un −mn(x)||L2(B(x,1)) −→ 0 as x −→∞.
Let H be as in Lemma 3.1 (iii). From (3.12) and (b) we get
(3.33) sup
x∈RN
||H(un)||2L2(B(x,1)) ≤ sup
x∈RN
9r20
∫
B(x,1)
(
ϕ2(|r0 − un(y)|)− r20
)2
dy −→ 0
as n −→∞. It is obvious that H is Lipschitz on C. Using (3.32) we find
(3.34) sup
x∈RN
||H(un)−H(mn(x))||L2(B(x,1)) ≤ C1 sup
x∈RN
||un −mn(x)||L2(B(x,1)) −→ 0
as n −→ ∞. From (3.33) and (3.34) we infer that supx∈RN ||H(mn(x))||L2(B(x,1)) −→ 0 as
n −→∞. Since ||H(mn(x))||L2(B(x,1)) = LN (B(0, 1)|H(mn(x))|, we have proved that
(3.35) lim
n→∞ sup
x∈RN
|H(mn(x))| = 0.
Let
(3.36) hn = max
( sup
x∈RN
||un −mn(x)||L2(B(x,1))
) 1
N+2
,
(
sup
x∈RN
|H(mn(x))|
) 1
N
 .
From (3.32) and (3.35) it follows that hn −→ 0 as n −→ ∞. Thus we may assume that
0 < hn < 1 for any n (if hn = 0, we see that un is constant a.e. and there is nothing to prove).
Let vn be a minimizer of G
un
hn,RN
(such minimizers exist by Lemma 3.1 (i)). It follows from
Lemma 3.1 (iii) that vn satisfies (3.5). We will prove that there exist RN > 0 and C > 0,
independent on n, such that
(3.37) ||∆vn||LN (B(x,RN )) ≤ C for any x ∈ RN and n ∈ N∗.
Clearly, it suffices to prove (3.37) for x = 0. We denote mn = mn(0) and ϕ˜(s) = ϕ(
s
32r0
). Then
(3.5) can be written as
(3.38) −∆vn + 1
h2n
ϕ˜′(|vn −mn|2)(vn −mn) = fn,
where
(3.39)
fn = −2a2 (H(vn)−H(mn))− 2a2H(mn)
+ 1
h2n
(
ϕ˜′(|vn −mn|2)(vn −mn)− ϕ˜′(|vn − un|2)(vn − un)
)
.
In view of Lemma 3.1 (iii), equality (3.38) holds in Lploc(R
N ) (and not only in D′(RN )).
The function z 7−→ ϕ˜′(|z|2)z belongs to C∞c (C) and consequently it is Lipschitz. Using
(3.36), we see that there exists C2 > 0 such that
(3.40)
||ϕ˜′(|vn −mn|2)(vn −mn)− ϕ˜′(|vn − un|2)(vn − un)||L2(B(0,1))
≤ C2||un −mn||L2(B(0,1)) ≤ C2hN+2n .
By (3.36) we have also ||H(mn)||L2(B(0,1)) =
(LN (B(0, 1)) 12 |H(mn)| ≤ (LN (B(0, 1)) 12 hNn .
From this estimate, (3.39), (3.40) and the fact that H is Lipschitz we get
(3.41) ||fn||L2(B(0,R)) ≤ C3||vn −mn||L2(B(0,R)) + C4hNn for any R ∈ (0, 1].
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Let χ ∈ C∞c (RN ,R). Taking the scalar product (in C) of (3.38) by χ(x)(vn(x) − mn) and
integrating by parts we find
(3.42)
∫
RN
χ|∇vn|2 dx+ 1
h2n
∫
RN
χϕ˜′(|vn −mn|2)|vn −mn|2 dx
=
1
2
∫
RN
(∆χ)|vn −mn|2 dx+
∫
RN
〈fn(x), vn(x)−mn〉χ(x) dx.
From (3.2) we have ||vn − un||L2(RN ) ≤ C5h
2
N
n , thus
(3.43) ||vn −mn||L2(B(0,1)) ≤ ||vn − un||L2(B(0,1)) + ||un −mn||L2(B(0,1)) ≤ K0h
2
N
n .
We prove that
(3.44) ||vn −mn||L2(B(0, 1
2j−1
)) ≤ Kjh
2j
N
n for 1 ≤ j ≤
[
N2
2
]
+ 1,
where Kj does not depend on n. We proceed by induction. From (3.43) it follows that (3.44)
is true for j = 1.
Assume that (3.44) holds for some j ∈ N∗, j ≤
[
N2
2
]
. Let χj ∈ C∞c (RN ) be a real-valued
function such that 0 ≤ χj ≤ 1, supp(χj) ⊂ B(0, 12j−1 ) and χj = 1 on B(0, 12j ). Replacing χ by
χj in (3.42), then using the Cauchy-Schwarz inequality and (3.41) we find
(3.45)
∫
B(0, 1
2j
)
|∇vn|2 dx+ 1
h2n
∫
B(0, 1
2j
)
ϕ˜′(|vn −mn|2)|vn −mn|2 dx
≤ 12 ||∆χj ||L∞(RN )||vn −mn||2L2(B(0, 1
2j−1
))
+ ||fn||L2(B(0, 1
2j−1
))||vn −mn||L2(B(0, 1
2j−1
))
≤ Aj ||vn −mn||2L2(B(0, 1
2j−1
))
+ C4h
N
n ||vn −mn||L2(B(0, 1
2j−1
)) ≤ A′jh
4j
N
n .
From (3.44) and (3.45) we infer that ||vn−mn||H1B(0, 1
2j
) ≤ Bjh
2j
N
n . Then the Sobolev embedding
implies
(3.46) ||vn −mn||L2∗B(0, 1
2j
) ≤ Djh
2j
N
n .
The function z 7−→ ϕ˜(|z|2) is clearly Lipschitz on C, thus we have∫
B(0,1)
|ϕ˜(|vn − un|2)− ϕ˜(|vn −mn|2)| dx ≤ C ′6
∫
B(0,1)
|un −mn| dx
≤ C6||un −mn||L2(B(0,1)) ≤ C6hN+2n .
It is clear that
∫
B(0,1)
ϕ˜(|vn − un|2) dx ≤ h2nGunhn,RN (vn) ≤ h
2
nEGL(un) ≤ h2nM and we obtain
(3.47)
∫
B(0,1)
ϕ˜(|vn −mn|2) dx ≤ C7h2n.
If |vn(x)−mn| ≥ 8r0 we have ϕ˜(|vn(x)−mn|2) = ϕ
( |vn(x)−mn|2
32r0
)
≥ 2r0, hence
(3.48) 2r0LN ({x ∈ B(0, 1) | |vn(x)−mn| ≥ 8r0}) ≤
∫
B(0,1)
ϕ˜
(|vn −mn|2) dx ≤ C7h2n.
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By Ho¨lder’s inequality, (3.46) and (3.48) we have
(3.49)
∫
{|vn−mn|≥8r0}∩B(0, 1
2j
)
|vn −mn|2 dx
≤ ||vn −mn||2L2∗B(0, 1
2j
)
(LN ({x ∈ B(0, 1) | |vn(x)−mn| ≥ 8r0}))1− 22∗
≤
(
Djh
2j
N
n
)2 (
C7
2r0
h2n
)1− 2
2∗ ≤ Ejh
4j+4
N
n .
From (3.45) it follows that
(3.50)
∫
{|vn−mn|<8r0}∩B(0, 1
2j
)
|vn −mn|2 dx ≤
∫
B(0, 1
2j
)
ϕ˜′(|vn −mn|2)|vn −mn|2 dx
≤ A′jh
2+ 4j
N
n ≤ A′jh
4j+4
N
n .
Then (3.49) and (3.50) imply that (3.44) holds for j + 1 and the induction is complete. Thus
(3.44) is established. Denoting jN =
[
N2
2
]
+ 1 and RN =
1
2jN−1
, we have proved that
(3.51) ||vn −mn||L2(B(0,RN )) ≤ KjNh
2jN
N
n ≤ KjNhNn .
It follows that
(3.52)
∫
B(0,RN )
∣∣∣ 1
h2n
ϕ˜′(|vn −mn|2)(vn −mn)
∣∣∣N dx
≤ 1
h2Nn
sup
z∈C
∣∣∣ϕ˜′ (|z|2) z∣∣∣N−2 ∫
B(0,RN )
|vn −mn|2 dx ≤ C8.
Arguing as in (3.40) and using (3.36) we get
(3.53)
||ϕ˜′(|vn −mn|2)(vn −mn)− ϕ˜′(|vn − un|2)(vn − un)||NLN (B(0,1))
≤ C9 sup
z∈C
∣∣∣ϕ˜′ (|z|2) z∣∣∣N−2||un −mn||2L2(B(0,1) ≤ C10h2N+4n .
From (3.39), (3.53) and the fact that H is bounded on C it follows that ||fn||LN (B(0,RN )) ≤ C11,
where C11 does not depend on n. Using this estimate, (3.52) and (3.38), we infer that (3.37)
holds.
Since any ball of radius 1 can be covered by a finite number of balls of radius RN , it follows
that there exists C > 0 such that
(3.54) ||∆vn||LN (B(x,1)) ≤ C for any x ∈ RN and n ∈ N∗.
We will use (3.18) and (3.54) to prove that there exist R˜N ∈ (0, 1] and C > 0 such that
(3.55) ||vn −mn(x)||W 2,N (B(x,R˜N )) ≤ C for any x ∈ R
N and n ∈ N∗.
As previously, it suffices to prove (3.55) for x0 = 0. From (3.54) and Ho¨lder’s inequality it
follows that for 1 ≤ p ≤ N we have
(3.56) ||∆vn||Lp(B(x,1)) ≤
(LN (B(0, 1)))1− pN ||∆vn|| pNLN (B(x,1)) ≤ C(p).
Using (3.43), (3.54) and (3.18) we obtain
(3.57) ||vn −mn(0)||W 2,2(B(x, 1
2
)) ≤ C.
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If 12 − 2N ≤ 1N , (3.57) and the Sobolev embedding give
||vn −mn(0)||LN (B(x, 1
2
)) ≤ C,
and this estimate together with (3.54) and (3.18) imply that (3.55) holds for R˜N =
1
4 .
If 12− 2N > 1N , from (3.57) and the Sobolev embedding we find ||vn−mn(0)||Lp1(B(x, 1
2
)) ≤ C,
where 1
p1
= 12 − 2N . This estimate, (3.56) and (3.18) imply ||vn −mn(0)||W 2,p1 (B(x, 1
4
)) ≤ C. If
1
p1
− 2
N
≤ 1
N
, from the Sobolev embedding we obtain ||vn −mn(0)||LN (B(x, 1
4
)) ≤ C, and then
using (3.54) and (3.18) we infer that (3.55) holds for R˜N =
1
8 . Otherwise we repeat the above
argument. After a finite number of steps we see that (3.55) holds.
Next we proceed as in the proof of Lemma 3.1 (iv). By (3.23) and (3.55) we have for
p ∈ [2,∞) and any x0 ∈ RN ,
(3.58)
||∇vn −m(∇vn, B(x0, 12R˜N ))||Lp(B(x0, 12 R˜N ))
≤ C||∇vn||
2
p
L2(B(x0,R˜N ))
||∇2vn||
1− 2
p
LN (B(x0,R˜N ))
≤ C1(p).
Arguing as in (3.25) we see that ||m(∇vn, B(x0, 12R˜N ))||Lp(B(x0, 12 R˜N )) is bounded independently
on n and hence
||∇vn||Lp(B(x0, 12 R˜N )) ≤ C2(p) for any n ∈ N
∗ and x0 ∈ RN .
Using this estimate for p = 2N together with the Morrey inequality (3.27), we see that there
exists C∗ > 0 such that for any x, y ∈ RN with |x− y| ≤ R˜N2 and any n ∈ N∗ we have
(3.59) |vn(x)− vn(y)| ≤ C∗|x− y|
1
2 .
Let δn = || |vn − r0| − r0||L∞(RN ) and choose xn ∈ RN such that | |vn(xn)− r0| − r0| ≥ δn2 .
From (3.59) it follows that | |vn(x)− r0| − r0| ≥ δn4 for any x ∈ B(xn, rn), where
rn = min
(
R˜N
2
,
(
δn
4C∗
)2)
.
Then we have
(3.60)
∫
B(xn,1)
(
ϕ2(|r0 − vn(y)|)− r20
)2
dy ≥
∫
B(xn,rn)
(
ϕ2(|r0 − vn(y)|)− r20
)2
dy
≥
∫
B(xn,rn)
η
(
δn
4
)
dy = LN (B(0, 1)η ( δn4 ) rNn ,
where η is as in (3.30).
On the other hand, the function z 7−→ (ϕ2(|r0 − z|)− r20)2 is Lipschitz on C. Using this
fact, the Cauchy-Schwarz inequality, (3.2) and assumption (a) we get∫
B(x,1)
∣∣∣ (ϕ2(|r0 − vn(y)|)− r20)2 − (ϕ2(|r0 − un(y)|)− r20)2 ∣∣∣ dy
≤ C
∫
B(x,1)
|vn(y)− un(y)| dy ≤ C ′||vn − un||L2(B(x,1)) ≤ C ′||vn − un||L2(RN ) ≤ C ′′h
2
N
n .
Then using assumption (b) we infer that
(3.61) sup
x∈RN
∫
B(x,1)
(
ϕ2(|r0 − vn(y)|)− r20
)2
dy −→ 0 as n −→∞.
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From (3.60) and (3.61) we get lim
n→∞η
(
δn
4
)
rNn = 0 and this clearly implies lim
n→∞ δn = 0.
Lemma 3.2 is thus proved. ¤
The next result is based on Lemma 3.1 and will be very useful in the next sections to
prove the ”concentration” of minimizing sequences. For 0 < R1 < R2 we denote ΩR1,R2 =
B(0, R2) \B(0, R1).
Lemma 3.3 Let A > A3 > A2 > 1. There exist ε0 = ε0(a, r0, N,A,A2, A3) > 0 and
Ci = Ci(a, r0, N,A,A2, A3) > 0 such that for any R ≥ 1, ε ∈ (0, ε0) and u ∈ X verifying
E
ΩAR,R
GL (u) ≤ ε, there exist two functions u1, u2 ∈ X and a constant θ0 ∈ [0, 2π) satisfying the
following properties:
i) supp(u1) ⊂ B(0, A2R) and r0 − u1 = e−iθ0(r0 − u) on B(0, R),
ii) u2 = u on R
N \B(0, AR) and r0 − u2 = r0eiθ0 = constant on B(0, A3R),
iii)
∫
RN
∣∣∣ ∣∣∣ ∂u
∂xj
∣∣∣2 − ∣∣∣∂u1
∂xj
∣∣∣2 − ∣∣∣∂u2
∂xj
∣∣∣2 ∣∣∣ dx ≤ C1ε for j = 1, . . . , N ,
iv)
∫
RN
∣∣∣ (ϕ2(|r0 − u|)− r20)2 − (ϕ2(|r0 − u1|)− r20)2 − (ϕ2(|r0 − u2|)− r20)2 ∣∣∣ dx ≤ C2ε,
v) |Q(u)−Q(u1)−Q(u2)| ≤ C3ε,
vi) If assumptions (A1) and (A2) in the introduction hold, then∫
RN
∣∣∣V (|r0 − u|2)− V (|r0 − u1|2)− V (|r0 − u2|2)∣∣∣ dx ≤ C4ε+ C5√ε (EGL(u)) 2∗−12 .
Proof. Fix k > 0, A1 and A4 such that 1 + 4k < A1 < A2 < A3 < A4 < A− 4k. Let h = 1
and δ = r02 . We will prove that Lemma 3.3 holds for ε0 = K(a, r0, N, h = 1, δ =
r0
2 , k), where
K(a, r0, N, h, δ,R) is as in Lemma 3.1 (iv).
Consider η1, η2 ∈ C∞(R) satisfying the following properties:
η1 = 1 on (−∞, A1], η1 = 0 on [A2,∞), η1 is nonincreasing,
η2 = 0 on (−∞, A3], η2 = 1 on [A4,∞), η2 is nondecreasing.
Let ε < ε0 and let u ∈ X be such that EΩR,ARGL (u) ≤ ε. Let v1 be a minimizer of Gu1,ΩR,AR
in the space H1u(ΩR,AR). The existence of v1 is guaranteed by Lemma 3.1. We also know
that v1 ∈ W 2,ploc (ΩR,AR) for any p ∈ [1,∞). Moreover, since E
ΩR,AR
GL (u) ≤ K(a, r0, N, 1, r02 , k),
Lemma 3.1 (iv) implies that
(3.62)
r0
2
< |r0 − v1(x)| < 3r0
2
if R+ 4k ≤ |x| ≤ AR− 4k.
Since N ≥ 3, ΩA1R,A4R is simply connected and it follows directly from Theorem 3 p. 38 in [9]
that there exist two real-valued functions ρ, θ ∈W 2,p(ΩA1R,A4R), 1 ≤ p <∞, such that
(3.63) r0 − v1(x) = ρ(x)eiθ(x) on ΩA1R,A4R.
For j = 1, . . . , N we have
(3.64)
∂v1
∂xj
=
(
− ∂ρ
∂xj
− iρ ∂θ
∂xj
)
eiθ and
∣∣∣∂v1
∂xj
∣∣∣2 = ∣∣∣ ∂ρ
∂xj
∣∣∣2+ρ2∣∣∣ ∂θ
∂xj
∣∣∣2 a.e. on ΩA1R,A4R.
Thus we get the following estimates:
(3.65)
∫
ΩA1R,A4R
|∇ρ|2 dx ≤
∫
ΩA1R,A4R
|∇v1|2 dx ≤ ε,
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(3.66) a2
∫
ΩA1R,A4R
(
ρ2 − r20
)2
dx ≤ EΩA1R,A4RGL (v1) ≤ ε,
(3.67)
∫
ΩA1R,A4R
|∇θ|2 dx ≤ 4
r20
∫
ΩA1R,A4R
|∇v1|2 dx ≤ 4
r20
ε.
The Poincare´ inequality and a scaling argument imply that
(3.68)
∫
ΩA1R,A4R
|f −m(f,ΩA1R,A4R)|2 dx ≤ C(N,A1, A4)R2
∫
ΩA1R,A4R
|∇f |2 dx
for any f ∈ H1(ΩA1R,A4R), where C(N,A1, A4) does not depend onR. Let θ0 = m(θ,ΩA1R,A4R).
We may assume that θ0 ∈ [0, 2π) (otherwise we replace θ by θ − 2π
[
θ
2π
]
). Using (3.67) and
(3.68) we get
(3.69)∫
ΩA1R,A4R
|θ − θ0|2 dx ≤ C(r0, N,A1, A4)R2
∫
ΩA1R,A4R
|∇v1|2 dx ≤ C(r0, N,A1, A4)R2ε.
We define u˜1 and u2 by
(3.70) r0 − u˜1(x) =

r0 − u(x) if x ∈ B(0, R),
r0 − v1(x) if x ∈ B(0, A1R) \B(0, R),(
r0 + η1(
|x|
R
)(ρ(x)− r0)
)
e
i
(
θ0+η1(
|x|
R
)(θ(x)−θ0)
)
if x ∈ B(0, A4R) \B(0, A1R),
r0e
iθ0 if x ∈ RN \B(0, A4R),
(3.71) r0 − u2(x) =

r0e
iθ0 if x ∈ B(0, A1R),(
r0 + η2(
|x|
R
)(ρ(x)− r0)
)
e
i
(
θ0+η2(
|x|
R
)(θ(x)−θ0)
)
if x ∈ B(0, A4R) \B(0, A1R),
r0 − v1(x) if x ∈ B(0, AR) \B(0, A4R),
r0 − u(x) if x ∈ RN \B(0, AR),
then we define u1 in such a way that r0 − u1 = e−iθ0(r0 − u˜1). Since u ∈ X and u − v1 ∈
H10 (ΩR,AR), it is clear that u1 ∈ H1(RN ), u2 ∈ X and (i), (ii) hold.
Since ρ+ r0 ≥ 32r0 on ΩA1R,A4R, from (3.66) we get
(3.72) ||ρ− r0||2L2(ΩA1R,A4R) ≤
4
9r20a
2
ε.
Obviously, ∇
(
r0 + ηi(
|x|
R
)(ρ(x)− r0)
)
= 1
R
η′i(
|x|
R
)(ρ(x) − r0) x|x| + ηi( |x|R )∇ρ and using (3.65),
(3.72) and the fact that R ≥ 1 we get
(3.73)
||∇
(
r0 + ηi(
|x|
R
)(ρ(x)− r0)
)
||L2(ΩA1R,A4R)
≤ 1
R
sup |η′i| · ||ρ− r0||L2(ΩA1R,A4R) + ||ηi(
|·|
R
)∇ρ||L2(ΩA1R,A4R) ≤ C
√
ε.
Similarly, using (3.67) and (3.69) we find
(3.74)
||∇
(
θ0 + ηi(
|x|
R
)(θ(x)− θ0)
)
||L2(ΩA1R,A4R)
≤ 1
R
sup |η′i| · ||θ − θ0||L2(ΩA1R,A4R) + ||ηi(
|·|
R
)∇θ||L2(ΩA1R,A4R) ≤ C
√
ε.
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From (3.73), (3.74) and the definition of u1, u2 it follows that ||∇ui||L2(ΩA1R,A4R) ≤ C
√
ε,
i = 1, 2. Therefore∫
RN
∣∣∣ ∣∣∣ ∂u
∂xj
∣∣∣2 − ∣∣∣∂u1
∂xj
∣∣∣2 − ∣∣∣∂u2
∂xj
∣∣∣2 ∣∣∣ dx = ∫
ΩR,AR
∣∣∣ ∣∣∣ ∂u
∂xj
∣∣∣2 − ∣∣∣∂u1
∂xj
∣∣∣2 − ∣∣∣∂u2
∂xj
∣∣∣2 ∣∣∣ dx
≤
∫
ΩR,A1R∪ΩA4R,AR
∣∣∣ ∂u
∂xj
∣∣∣2 + ∣∣∣∂v1
∂xj
∣∣∣2dx+ ∫
ΩA1R,A4R
∣∣∣ ∂u
∂xj
∣∣∣2 + ∣∣∣∂u1
∂xj
∣∣∣2 + ∣∣∣∂u2
∂xj
∣∣∣2 dx ≤ C1ε
and (iii) is proved. On ΩA1R,A4R we have ρ ∈ [ r02 , 3r02 ], hence ϕ
(
r0 + ηi(
|x|
R
)(ρ(x)− r0)
)
=
r0 + ηi(
|x|
R
)(ρ(x)− r0) and
(3.75)
(
ϕ2
(
r0+ ηi(
|x|
R
)(ρ(x)− r0)
)
− r20
)2
= (ρ− r0)2η2i ( |x|R )
(
2r0+ ηi(
|x|
R
)(ρ− r0)
)2
≤ (52r0)2 (ρ− r0)2.
From (3.70)−(3.72) and (3.75) it follows that ||ϕ2(|r0 − ui|) − r20||L2(ΩA1R,A4R) ≤ C
√
ε. As
above, we get∫
RN
∣∣∣ (ϕ2(|r0 − u|)− r20)2 − (ϕ2(|r0 − u1|)− r20)2 − (ϕ2(|r0 − u2|)− r20)2 ∣∣∣
≤
∫
ΩR,A1R∪ΩA4R,AR
(
ϕ2(|r0 − u|)− r20
)2
+
(
ϕ2(|r0 − v1|)− r20
)2
dx
+
∫
ΩA1R,A4R
(
ϕ2(|r0 − u|)− r20
)2
+
(
ϕ2(|r0 − u1|)− r20
)2
+
(
ϕ2(|r0 − u2|)− r20
)2
dx ≤ C2ε.
This proves (iv).
Next we prove (v). Since 〈i∂u˜1
∂x1
, u˜1〉 has compact support, a simple computation gives
(3.76) Q(u1) = L(〈i∂u1
∂x1
, u1〉) = L(〈ie−iθ0 ∂u˜1
∂x1
, r0 − e−iθ0r0 + e−iθ0 u˜1〉) =
∫
RN
〈i∂u˜1
∂x1
, u˜1〉 dx.
From the definition of u˜1 and u2 and the fact that u = v1 on R
N \ ΩR,AR we get 〈i ∂v1∂x1 , v1〉 −
〈i∂u˜1
∂x1
, u˜1〉 − 〈i∂u2∂x1 , u2〉 = 0 a.e. on RN \ ΩA1R,A4R. Using this identity, Definition 2.4, (3.76),
then (2.3) and (3.70), (3.71) we obtain
(3.77)
Q(v1)−Q(u1)−Q(u2) =
∫
ΩA1R,A4R
〈i ∂v1
∂x1
, v1〉 − 〈i∂u˜1
∂x1
, u˜1〉 − 〈i∂u2
∂x1
, u2〉 dx
=
∫
ΩA1R,A4R
〈i ∂v1
∂x1
− ∂u˜1
∂x1
− ∂u2
∂x1
, r0〉 dx−
∫
ΩA1R,A4R
(ρ2 − r20)
∂θ
∂x1
dx
+
∫
ΩA1R,A4R
2∑
i=1
((
r0 + ηi(
|x|
R
)(ρ− r0)
)2
− r20
)
∂
∂x1
(
θ0 + ηi(
|x|
R
)(θ − θ0)
)
dx
−
∫
ΩA1R,A4R
r20
(
∂θ
∂x1
−
2∑
i=1
∂
∂x1
(
θ0 + ηi(
|x|
R
)(θ(x)− θ0)
))
dx.
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The functions v1 − u˜1 − u2 and θ∗ = θ −
∑2
i=1
(
θ0 + ηi(
|x|
R
)(θ(x)− θ0)
)
belong to C1(ΩR,AR)
and v1 − u˜1 − u2 = r0(eiθ0 − 1) = const., θ∗ = −θ0 = const. on ΩR,AR \ ΩA1R,A4R. Therefore
(3.78)
∫
ΩA1R,A4R
〈i ∂
∂x1
(v1 − u˜1 − u2), r0〉 dx = 0 and
∫
ΩA1R,A4R
∂θ∗
∂x1
dx = 0.
Using (3.66), (3.67) and the Cauchy-Schwarz inequality we have
(3.79)
∣∣∣ ∫
ΩA1R,A4R
(ρ2 − r20)
∂θ
∂x1
dx
∣∣∣ ≤ Cε.
Similarly, from (3.72), (3.74), (3.75) and the Cauchy-Schwarz inequality we get
(3.80)
∣∣∣ ∫
ΩA1R,A4R
((
r0 + ηi(
|x|
R
)(ρ− r0)
)2
− r20
)
∂
∂x1
(
θ0 + ηi(
|x|
R
)(θ − θ0)
)
dx
∣∣∣ ≤ Cε.
From (3.77)−(3.80) we obtain |Q(v1)−Q(u1)−Q(u2)| ≤ Cε and (3.4) gives |Q(u)−Q(v1)| ≤
CE
ΩR,AR
GL (u) ≤ Cε. These estimates clearly imply (v).
It remains to prove (vi). Assume that (A1) and (A2) are satisfied and let W be as in the
introduction. Using (1.5) and (1.7), then Ho¨lder’s inequality we obtain
(3.81)
∫
RN
∣∣∣V (|r0 − u|2)− V (|r0 − v1|2)∣∣∣ dx
≤
∫
ΩR,AR
∣∣∣V (ϕ2(|r0−u|))−V (ϕ2(|r0−v1|))∣∣∣+ ∣∣∣W (|r0−u|2)−W (|r0−v1|2)∣∣∣dx
≤ C
∫
ΩR,AR
(
ϕ2(|r0 − u|)− r20
)2
+
(
ϕ2(|r0 − v1|)− r20
)2
dx
+C
∫
ΩR,AR
∣∣∣ |r0 − u| − |r0 − v1| ∣∣∣ (|r0 − u|2p0+11{|r0−u|>2r0}
+|r0 − v1|2p0+11{|r0−v1|>2r0}
)
dx
≤C ′ε+ C ′
∫
ΩR,AR
|u−v1|
(
|r0−u|2∗−11{|r0−u|>2r0} + |r0−v1|2
∗−1
1{|r0−v1|>2r0}
)
dx
≤ C ′ε+ C ′||u− v1||L2∗ (ΩR,AR)
(
|| |r0 − u|1{|r0−u|>2r0}||2
∗−1
L2
∗ (ΩR,AR)
+|| |r0 − v1|1{|r0−v1|>2r0}||2
∗−1
L2
∗ (ΩR,AR)
)
.
From the Sobolev embedding we have
(3.82)
||u− v1||L2∗ (RN ) ≤ CS ||∇(u− v1)||L2(RN )
≤ CS(||∇u||L2(ΩR,AR) + ||∇v1||L2(ΩR,AR)) ≤ 2CS
√
ε.
It is clear that |r0 − u| > 2r0 implies |u| > r0 and |r0 − u| < 2|u|, hence
(3.83)
|| |r0 − u|1{|r0−u|>2r0}||L2∗ (ΩR,AR)
≤ 2||u||L2∗ (RN ) ≤ 2CS ||∇u||L2(RN ) ≤ 2CS (EGL(u))
1
2 .
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Obviously, a similar estimate holds for v1. Combining (3.81), (3.82) and (3.83) we find
(3.84)
∫
ΩR,AR
∣∣∣V (|r0 − u|2)− V (|r0 − v1|2)∣∣∣ dx ≤ C ′ε+ C ′′√ε (EGL(u)) 2∗−12 .
From (3.70) and (3.71) it follows that V (|r0 − v1|2) − V (|r0 − u1|2) − V (|r0 − u2|2) = 0 on
RN \ ΩA1R,A4R and |r0 − v1|, |r0 − u1|, |r0 − u2| ∈
[
r0
2 ,
3r0
2
]
on ΩA1R,A4R. Then using (1.5),
(3.66), (3.75) and (3.72) we get
(3.85)
∫
ΩA1R,A4R
|V (|r0 − v1|2)| dx ≤ C
∫
ΩA1R,A4R
(ρ2 − r20)2 dx ≤ Cε, respectively
(3.86)
∫
ΩA1R,A4R
|V (|r0 − ui|2)| dx ≤ C
∫
ΩA1R,A4R
((
r0 + ηi(
|x|
R
)(ρ− r0)
)2
− r20
)2
dx ≤ Cε.
Therefore
(3.87)
∫
RN
∣∣∣V (|r0 − v1|2)− V (|r0 − u1|2)− V (|r0 − u2|2)∣∣∣ dx
≤
∫
ΩA1R,A4R
|V (|r0 − v1|2)|+ |V (|r0 − u1|2)|+ |V (|r0 − u2|2)| dx ≤ Cε.
Then (iv) follows from (3.84) and (3.87) and Lemma 3.3 is proved. ¤
4 Variational formulation
We assume throughout that assumptions (A1) and (A2) in the introduction are satisfied. We
introduce the following functionals:
Ec(u) =
∫
RN
|∇u|2 dx+ cQ(u) +
∫
RN
V (|r0 − u|2) dx,
A(u) =
∫
RN
N∑
j=2
∣∣∣ ∂u
∂xj
∣∣∣2 dx,
Bc(u) =
∫
RN
∣∣∣ ∂u
∂x1
∣∣∣2 dx+ cQ(u) + ∫
RN
V (|r0 − u|2) dx,
Pc(u) =
N−3
N−1A(u) +Bc(u).
It is clear that Ec(u) = A(u) +Bc(u) =
2
N−1A(u) + Pc(u). Let
C = {u ∈ X | u 6= 0, Pc(u) = 0}.
The aim of this section is to study the properties of the above functionals. In particular,
we will prove that C 6= ∅ and inf{Ec(u) | u ∈ C} > 0. This will be done in a sequence of
lemmas. In the next sections we show that Ec admits a minimizer in C and this minimizer is
a solution of (1.3).
We begin by proving that the above functionals are well-defined on X . Since we have
already seen in section 2 that Q is well-defined on X , all we have to do is to prove that
V (|r0 − u|2) ∈ L1(RN ) for any u ∈ X . This will be done in the next lemma.
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Lemma 4.1 For any u ∈ X we have V (|r0 − u|2) ∈ L1(RN ). Moreover, for any δ > 0 there
exist C1(δ), C2(δ) > 0 such that for any u ∈ X we have
(4.1)
(1− δ)a2
∫
RN
(
ϕ2(|r0 − u|)− r20
)2
dx− C1(δ)||∇u||2∗L2(RN )
≤
∫
RN
V (|r0 − u|2) dx
≤ (1 + δ)a2
∫
RN
(
ϕ2(|r0 − u|)− r20
)2
dx+ C2(δ)||∇u||2∗L2(RN ).
Proof. Fix δ > 0. Using (1.4) we see that there exists β = β(δ) ∈ (0, r0] such that
(4.2) (1− δ)a2(s− r20)2 ≤ V (s) ≤ (1 + δ)a2(s− r20)2 for any s ∈ ((r0 − β)2, (r0 + β)2).
Let u ∈ X . If |u(x)| < β we have |r0 − u(x)|2 ∈ ((r0 − β)2, (r0 + β)2) and it follows from (4.2)
that V (|r0 − u|2)1{|u|<β} ∈ L1(RN ) and
(4.3)
(1− δ)a2
∫
{|u|<β}
(
ϕ2(|r0 − u|)− r20
)2
dx ≤
∫
{|u|<β}
V (|r0 − u|2) dx
≤ (1 + δ)a2
∫
{|u|<β}
(
ϕ2(|r0 − u|)− r20
)2
dx.
Assumption (A2) implies that there exists C ′1(δ) > 0 such that∣∣V (|r0 − z|2)− (1− δ)a2(ϕ2(|r0 − z|)− r20)2∣∣ ≤ C ′1(δ)|z|2p0+2 ≤ C ′′1 (δ)|z|2∗
for any z ∈ C satisfying |z| ≥ β. Using the Sobolev embedding we obtain
(4.4)
∫
{|u|≥β}
∣∣V (|r0 − u|2)− (1− δ)a2(ϕ2(|r0 − u|)− r20)2∣∣ dx
≤ C ′′1 (δ)
∫
{|u|≥β}
|u|2∗ dx ≤ C ′′1 (δ)
∫
RN
|u|2∗ dx ≤ C1(δ)||∇u||2∗L2(RN ).
Consequently V (|r0 − u|2)1{|u|≥β} ∈ L1(RN ) and it follows from (4.3) and (4.4) that the first
inequality in (4.1) holds; the proof of the second inequality is similar. ¤
Lemma 4.2 Let δ ∈ (0, r0) and let u ∈ X be such that r0 − δ ≤ |r0 − u| ≤ r0 + δ a.e. on RN .
Then
|Q(u)| ≤ 1
2a(r0 − δ)EGL(u).
Proof. From Lemma 2.1 we know that there are two real-valued functions ρ, θ such that
ρ − r0 ∈ H1(RN ), θ ∈ D1,2(RN ) and r0 − u = ρeiθ a.e. on RN . Moreover, from (2.3) and
Definition 2.4 we infer that
Q(u) = −
∫
RN
(ρ2 − r20)θx1 dx.
Using the Cauchy-Schwarz inequality we obtain
2a(r0 − δ)|Q(u)| ≤ 2a(r0 − δ)||θx1 ||L2(RN )||ρ2 − r20||L2(RN )
≤ (r0 − δ)2
∫
RN
|θx1 |2 dx+ a2
∫
RN
(
ρ2 − r20
)2
dx
≤
∫
RN
ρ2|∇θ|2 + a2 (ρ2 − r20)2 dx ≤ EGL(u). ¤
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Lemma 4.3 Assume that 0 ≤ c < vs and let ε ∈ (0, 1 − cvs ). There exists a constant K1 =
K1(F,N, c, ε) > 0 such that for any u ∈ X satisfying EGL(u) < K1 we have∫
RN
|∇u|2 dx+
∫
RN
V (|r0 − u|2) dx− c|Q(u)| ≥ εEGL(u).
Proof. Fix ε1 such that ε < ε1 < 1− cvs . Then fix δ1 ∈ (0, ε1 − ε). By Lemma 4.1, there
exists C1(δ1) > 0 such that for any u ∈ X we have
(4.5)
∫
RN
V (|r0 − u|2) dx ≥ (1− δ1)a2
∫
RN
(
ϕ2(|r0 − u|)− r20
)2
dx− C1(δ1) (EGL(u))
2
∗
2 .
Using (3.4) we see that there exists A > 0 such that for any w ∈ X with EGL(w) ≤ 1, for
any h ∈ (0, 1] and for any minimizer vh of Gwh,RN in H1w(RN ) we have
(4.6) |Q(w)−Q(vh)| ≤ Ah
2
NEGL(w).
Choose h ∈ (0, 1] such that ε1−δ1− cAh 2N > ε (this choice is possible because ε1−δ1−ε > 0).
Then fix δ > 0 such that c2a(r0−δ) < 1− ε1 (such δ exist because ε1 < 1− cvs = 1− c2ar0 ).
Let K = K(a, r0, N, h, δ, 1) be as in Lemma 3.1 (iv).
Consider u ∈ X such that EGL(u) ≤ min(K, 1). Let vh be a minimizer of Guh,RN in
H1u(R
N ). The existence of vh follows from Lemma 3.1 (i). By Lemma 3.1 (iv) we have
r0 − δ < |r0 − vh| < r0 + δ a.e. on RN and then Lemma 4.2 implies
(4.7) c|Q(vh)| ≤ c
2a(r0 − δ)EGL(vh) ≤ (1− ε1)EGL(vh) ≤ (1− ε1)EGL(u).
We have:
(4.8)
∫
RN
|∇u|2 dx+
∫
RN
V (|r0 − u|2) dx− c|Q(u)|
≥ (1− δ1)EGL(u)− C1(δ1) (EGL(u))
2
∗
2 − c|Q(u)| by (4.5)
≥ (1− δ1)EGL(u)− C1(δ1) (EGL(u))
2
∗
2 − c|Q(u)−Q(vh)| − c|Q(vh)|
≥ (1− δ1)EGL(u)− C1(δ1) (EGL(u))
2
∗
2 − cAh 2NEGL(u)− (1− ε1)EGL(u)
by (4.6) and (4.7)
=
(
ε1 − δ1 − cAh 2N − C1(δ1) (EGL(u))
2
∗
2
−1
)
EGL(u).
Note that (4.8) holds for any u ∈ X with EGL(u) ≤ min(K, 1). Since ε1 − δ1 − cAh 2N > ε, it
is obvious that ε1 − δ1 − cAh 2N − C1(δ1) (EGL(u))
2
∗
2
−1 > ε if EGL(u) is sufficiently small and
the conclusion of Lemma 4.3 follows. ¤
An obvious consequence of Lemma 4.3 is that Ec(u) > 0 if u ∈ X \ {0} and EGL(u) is
sufficiently small. An easy corollary of the next lemma is that there are functions v ∈ X such
that Ec(v) < 0.
Lemma 4.4 Let N ≥ 2. Let D = {(R, ε) ∈ R2 | R > 0, 0 < ε < R2 }. There exists
a continuous map from D to H1(RN ), (R, ε) 7−→ vR,ε such that vR,ε ∈ Cc(RN ) for any
(R, ε) ∈ D and the following estimates hold:
i)
∫
RN
|∇vR,ε|2 dx ≤ C1RN−2 + C2RN−2 ln R
ε
,
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ii)
∣∣∣ ∫
RN
V (|r0 − vR,ε|2) dx
∣∣∣ ≤ C3ε2RN−2,
iii)
∣∣∣ ∫
RN
(
ϕ2(|r0 − vR,ε|)− r20
)2
dx
∣∣∣ ≤ C4ε2RN−2,
iv) −2πr20ωN−1RN−1 ≤ Q(vR,ε) ≤ −2πr20ωN−1(R− 2ε)N−1,
where the constants C1 − C4 depend only on N and ωN−1 = LN−1(BRN−1(0, 1)).
Proof. Let A > 0 and
TA,R = {x ∈ RN | 0 ≤ |x′| ≤ R, −A(R−|x
′|)
R
< x1 <
A(R−|x′|)
R
}.
We define θA,R : RN −→ R in the following way: if |x′| ≥ R we put θA,R(x) = 0 and if
|x′| < R we define
(4.9) θA,R(x) =

0 if x1 ≤ −A(R−|x
′|)
R
,
πR
A(R−|x′|)x1 + π if x ∈ TA,R,
2π if x1 ≥ A(R−|x
′|)
R
.
It is easy to see that x 7−→ eiθA,R(x) is continuous on RN \ {x | x1 = 0, |x′| = R} and equals 1
on RN \ TA,R.
Fix ψ ∈ C∞(R) such that ψ = 0 on (−∞, 1], ψ = 1 on [2,∞) and 0 ≤ ψ′ ≤ 2. Let
(4.10) ψR,ε(x) = ψ(
1
ε
√
x21 + (|x′| −R)2) and wA,R,ε(x) = r0
(
1− ψR,ε(x)eiθA,R(x)
)
.
It is obvious that wA,R,ε ∈ Cc(RN ) (in fact, wA,R,ε is C∞ on RN \ B, where B = ∂TA,R ∪
{(x1, 0, . . . , 0) | x1 ∈ [−A,A]}). On RN \B we have
(4.11)
∂θA,R
∂x1
=
{
πR
A(R−|x′|) if x ∈ TA,R,
0 otherwise ,
∂θA,R
∂xj
=
{
πRx1
A(R−|x′|)2
xj
|x′| if x ∈ TA,R,
0 otherwise,
(4.12)
∂ψR,ε
∂x1
(x) =
1
ε
ψ′
(√
x21 + (|x′| −R)2
ε
)
x1√
x21 + (|x′| −R)2
,
(4.13)
∂ψR,ε
∂xj
(x) =
1
ε
ψ′
(√
x21 + (|x′| −R)2
ε
)
|x′| −R√
x21 + (|x′| −R)2
xj
|x′| for j ≥ 2.
Then a simple computation gives 〈i∂wA,R,ε
∂x1
, wA,R,ε〉 = −r20(ψR,ε)2 ∂θ
A,R
∂x1
+r20
∂
∂x1
(
ψR,ε sin(θA,R)
)
on RN \B. Thus we have
Q(wA,R,ε) = −r20
∫
RN
(ψR,ε)2
∂θA,R
∂x1
dx.
It is obvious that
(4.14)
∫ ∞
−∞
∂θA,R
∂x1
dx1 = 0 if |x′| > R and
∫ ∞
−∞
∂θA,R
∂x1
dx1 = 2π if 0 < |x′| < R.
Since ∂θ
A,R
∂x1
≥ 0 a.e. on RN and 0 ≤ ψR,ε ≤ 1, we get∫
{|R−|x′| |≥2ε}
∂θA,R
∂x1
dx ≤
∫
RN
(
ψR,ε
)2 ∂θA,R
∂x1
dx1 ≤
∫
RN
∂θA,R
∂x1
dx1,
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and using Fubini’s theorem and (4.14) we obtain that wA,R,ε satisfies (iv).
Using cylindrical coordinates (x1, r, ζ) in R
N , where r = |x′| and ζ = x′|x′| ∈ SN−2, we get
(4.15)
∫
RN
V (|r0 − wA,R,ε|2) dx = |SN−2|
∫ ∞
−∞
∫ ∞
0
V
(
r20ψ
2
(√
x2
1
+(r−R)2
ε
))
rN−2 dr dx1.
Next we use polar coordinates in the (x1, r) plane, that is we write x1 = τ cosα, r = R+τ sinα
(thus τ =
√
x21 + (R− r)2). Since V (r20ψ2(s)) = 0 for s ≥ 2, we get
(4.16)∫ ∞
−∞
∫ ∞
0
V
(
r20ψ
2
(√
x2
1
+(r−R)2
ε
))
rN−2 dr dx1 =
∫ 2ε
0
∫ 2π
0
V (r20ψ
2( τ
ε
))(R+ τ sinα)N−2 dα τ dτ
= ε2
∫ 2
0
∫ 2π
0
V (r20ψ
2(s))(R+ εs sinα)N−2 dα s ds.
It is obvious that
∣∣∣ ∫ 2π
0
(R+εs sinα)N−2dα
∣∣∣ ≤ 2π(R+2ε)N−2 for any s ∈ [0, 2], and then using
(4.15) and (4.16) we infer that wA,R,ε satisfies (ii). The proof of (iii) is similar.
It is clear that on RN \B we have
(4.17) |∇wA,R,ε| = r20|∇ψR,ε|2 + r20|ψR,ε|2|∇θA,R|2.
From (4.12) and (4.13) we see that |∇ψR,ε(x)|2 = 1
ε2
∣∣∣ψ′(√x21+(|x′|−R)2ε ) ∣∣∣2. Proceeding as
above and using cylindrical coordinates (x1, r, ζ) in R
N , then passing to polar coordinates
x1 = τ cosα, r = R+ τ sinα, we obtain
(4.18)
∫
RN
∣∣∣ψ′(√x21 + (|x′| −R)2
ε
)∣∣∣2 dx ≤ 2π|SN−2|ε2(R+ 2ε)N−2 ∫ 2
0
s|ψ′(s)|2 ds.
It is easily seen from (4.11) that |∇θA,R(x)|2 = π2R2
A2(R−|x′|)2
(
1 +
x2
1
(R−|x′|)2
)
if x ∈ TA,R, |x′| 6=
0, and ∇θA,R(x) = 0 a.e. on RN \ TA,R. Moreover, if (x1, x′) ∈ TA,R and |x′| ≥ R − Rε√A2+R2 ,
we have ψR,ε(x1, x
′) = 0. Therefore
(4.19)
∫
RN
|ψR,ε|2|∇θA,R|2 dx ≤
∫
TA,R∩{|x′|<R− Rε√
A2+R2
}
|∇θA,R|2 dx
=
∫
{|x′|<R− Rε√
A2+R2
}
∫ A(R−|x′|)
R
−A(R−|x′|)
R
|∇θA,R|2 dx1 dx′
=
∫
{|x′|<R− Rε√
A2+R2
}
2π2R
A(R− |x′|) +
2π2
3
A
R
1
R− |x′| dx
′
= 2π2
(
R
A
+
3A
R
)
|SN−2|
∫ R− Rε√
A2+R2
0
rN−2
R− r dr
= 2π2
(
R
A
+
3A
R
)
|SN−2|RN−2
(
N−2∑
k=1
1
k
(
1− ε√
A2 +R2
)k
+ ln
(√
A2 +R2
ε
))
.
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Now it suffices to take vR,ε = wR,R,ε. From (4.17), (4.18) and (4.19) it follows that v
R,ε
satisfies (i). It is not hard to see that the mapping (R, ε) 7−→ vR,ε is continuous from D to
H1(RN ) and Lemma 4.4 is proved. ¤
Lemma 4.5 For any k > 0, the functional Q is bounded on the set
{u ∈ X | EGL(u) ≤ k}.
Proof. Let c ∈ (0, vs) and let ε ∈ (0, 1− cvs ). From Lemmas 4.1 and 4.3 it follows that there
exist two positive constants C2(
ε
2) and K1 such that for any u ∈ X satisfying EGL(u) < K1
we have
(1 + ε2)EGL(u) + C2(
ε
2) (EGL(u))
2
∗
2 − c|Q(u)|
≥
∫
RN
|∇u|2 dx+
∫
RN
V (|r0 − u|2) dx− c|Q(u)| ≥ εEGL(u).
This inequality implies that there exists K2 ≤ K1 such that for any u ∈ X satisfying EGL(u) ≤
K2 we have
(4.20) c|Q(u)| ≤ EGL(u).
Hence Lemma 4.5 is proved if k ≤ K2.
Now let u ∈ X be such that EGL(u) > K2. Using the notation (1.10), it is clear that for
σ > 0 we have Q(uσ,σ) = σ
N−1Q(u) (see (2.14) and
EGL(uσ,σ) = σ
N−2
∫
RN
|∇u|2 dx+ σNa2
∫
RN
(
ϕ2(|r0 − u|)− r20
)2
dx.
Let σ0 =
(
K2
EGL(u)
) 1
N−2
. Then σ0 ∈ (0, 1) and we have EGL(uσ0,σ0) ≤ σN−20 EGL(u) =
K2. Using (4.20) we infer that c|Q(uσ0,σ0)| ≤ EGL(uσ0,σ0), and this implies cσN−10 |Q(u)| ≤
σN−20 EGL(u), or equivalently
(4.21) |Q(u)| ≤ 1
cσ0
EGL(u) =
1
c
K
− 1
N−2
2 (EGL(u))
N−1
N−2 .
Since (4.21) holds for any u ∈ X with EGL(u) > K2, Lemma 4.5 is proved. ¤
From Lemma 4.1 and Lemma 4.5 it follows that for any k > 0, the functional Ec is bounded
on the set {u ∈ X | EGL(u) = k}. For k > 0 we define
Ec,min(k) = inf{Ec(u) | u ∈ X , EGL(u) = k}.
Clearly, the function Ec,min is bounded on any bounded interval in R. The next result will be
important for our variational argument.
Lemma 4.6 Assume that N ≥ 3 and 0 < c < vs. The function Ec,min has the following
properties:
i) There exists k0 > 0 such that Ec,min(k) > 0 for any k ∈ (0, k0).
ii) We have lim
k→∞
Ec,min(k) = −∞.
iii) For any k > 0 we have Ec,min(k) < k.
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Proof. (i) is an easy consequence of Lemma 4.3.
(ii) It is obvious that H1(RN ) ⊂ X and the functionals EGL, Ec and Q are continuous
on H1(RN ). For ε = 1 and R > 2, consider the functions vR,1 constructed in Lemma 4.4.
Clearly, R 7−→ vR,1 is a continuous curve in H1(RN ). Lemma 4.4 implies Ec(vR,1) −→ −∞
as R −→ ∞. From Lemma 4.5 we infer that EGL(vR,1) −→ ∞ as R −→ ∞ and then it is not
hard to see that (ii) holds.
(iii) Fix k > 0. Let vR,1 be as above and let u = vR,1 for some R sufficiently large, so that
EGL(u) > k, Q(u) < 0 and Ec(u) < 0.
In particular, we have
Ec(u)− EGL(u) = cQ(u) +
∫
RN
V (|r0 − u|2)− a2
(
ϕ2(|r0 − u|2)− r20
)2
dx < 0.
It is obvious that EGL(uσ,σ) −→ 0 as σ −→ 0, hence there exists σ0 ∈ (0, 1) such that
EGL(uσ0,σ0) = k. We have
Ec(uσ0,σ0)− EGL(uσ0,σ0)
= σN−10 cQ(u) + σ
N
0
∫
RN
V (|r0 − u|2)− a2
(
ϕ2(|r0 − u|2)− r20
)2
dx
= (σN−10 − σN0 )cQ(u) + σN0 (Ec(u)− EGL(u)) < 0.
Thus Ec(uσ0,σ0) < EGL(uσ0,σ0). Since EGL(uσ0,σ0) = k, we have necessarily Ec,min(k) ≤
Ec(uσ0,σ0) < k. ¤
From Lemma 4.6 (i) and (ii) it follows that
(4.22) 0 < Sc := sup{Ec,min(k) | k > 0} <∞.
Lemma 4.7 The set C = {u ∈ X | u 6= 0, Pc(u) = 0} is not empty and we have
Tc := inf{Ec(u) | u ∈ C} ≥ Sc > 0.
Proof. Let u ∈ X \ {0} be such that Ec(w) < 0 (we have seen in the proof of Lemma
4.6 that such functions exist). It is obvious that A(w) > 0 and
∫
RN
∣∣∣ ∂w
∂x1
∣∣∣2 dx > 0; therefore
Bc(w) = Ec(w)−A(w) < 0 and Pc(w) = Ec(w)− 2N−1A(w) < 0. Clearly,
(4.23) Pc(wσ,1) =
1
σ
∫
RN
∣∣∣ ∂w
∂x1
∣∣∣2 dx+ N − 3
N − 1σA(w) + cQ(w) + σ
∫
R3
V (|r0 − w|2) dx.
Since Pc(w1,1) = Pc(w) < 0 and lim
σ→0
Pc(wσ,1) = ∞, there exists σ0 ∈ (0, 1) such that
Pc(wσ0,1) = 0, that is wσ0,1 ∈ C. Thus C 6= ∅.
To prove the second part of Lemma 4.7, consider first the case N ≥ 4. Let u ∈ C. It
is clear that A(u) > 0, Bc(u) = −N−3N−1A(u) < 0 and for any σ > 0 we have Ec(u1,σ) =
A(u1,σ) +Bc(u1,σ) = σ
N−3A(u) + σN−1Bc(u) , hence
d
dσ
(Ec(u1,σ)) = (N − 3)σN−4A(u) + (N − 1)σN−2Bc(u)
is positive on (0, 1) and negative on (1,∞). Consequently the function σ 7−→ Ec(u1,σ) achieves
its maximum at σ = 1.
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On the other hand, we have
EGL(u1,σ) = σ
N−3A(u) + σN−1
(∫
RN
∣∣∣ ∂u
∂x1
∣∣∣2 + a2 (ϕ2(|r0 − u|)− r20)2 dx) .
It is easy to see that the mapping σ 7−→ EGL(u1,σ) is strictly increasing and one-to-one from
(0,∞) to (0,∞). Hence for any k > 0, there is a unique σ(k, u) > 0 such that EGL(u1,σ(k,u)) =
k. Then we have
Ec,min(k) ≤ Ec(u1,σ(k,u)) ≤ Ec(u1,1) = Ec(u).
Since this is true for any k > 0 and any u ∈ C, the conclusion follows.
Next we consider the case N = 3. Let u ∈ C. We have Pc(u) = Bc(u) = 0 and Ec(u) =
A(u) > 0. For σ > 0 we get
Ec(u1,σ) = A(u) + σ
2Bc(u) = A(u) and
EGL(u1,σ) = A(u) + σ
2
(∫
R3
∣∣∣ ∂u
∂x1
∣∣∣2 + a2 (ϕ2(|r0 − u|)− r20)2 dx) .
Clearly, σ 7−→ EGL(u1,σ) is increasing on (0,∞) and is one-to-one from (0,∞) to (A(u),∞).
Let ε > 0. Let kε > 0 be such that Ec,min(kε) > Sc− ε. If A(u) ≥ kε, from Lemma 4.6 (iii)
we have
Ec(u) = A(u) ≥ kε > Ec,min(kε) > Sc − ε.
If A(u) < kε, there exists σ(kε, u) > 0 such that EGL(u1,σ(kε,u)) = kε. Then we get
Ec(u) = A(u) = Ec(u1,σ(kε,u)) ≥ Ec,min(kε) > Sc − ε.
So far we have proved that for any u ∈ C and any ε > 0 we have Ec(u) > Sc−ε. The conclusion
follows letting ε −→ 0, then taking the infimum for u ∈ C. ¤
In Lemma 4.7, we do not know whether Tc = Sc.
Lemma 4.8 Let Tc be as in Lemma 4.7. The following assertions hold.
i) For any u ∈ X with Pc(u) < 0 we have A(u) > N−12 Tc.
ii) Let (un)n≥1 ⊂ X be a sequence such that (EGL(un))n≥1 is bounded and limn→∞Pc(un) =
µ < 0. Then lim inf
n→∞ A(un) >
N−1
2 Tc.
Proof. i) Since Pc(u) < 0, it is clear that u 6= 0 and
∫
RN
∣∣∣ ∂u
∂x1
∣∣∣2 dx > 0. As in the proof
of Lemma 4.7, we have Pc(u1,1) = Pc(u) < 0 and (4.23) implies that lim
σ→0
Pc(uσ,1) = ∞, hence
there exists σ0 ∈ (0, 1) such that Pc(uσ0,1) = 0. From Lemma 4.7 we get Ec(uσ0,1) ≥ Tc and
this implies Ec(uσ0,1)− Pc(uσ0,1) ≥ Tc, that is 2N−1A(uσ0,1) ≥ Tc. From the last inequality we
find
(4.24) A(u) ≥ N − 1
2
1
σ0
Tc >
N − 1
2
Tc.
ii) For n sufficiently large (so that Pc(un) < 0) we have un 6= 0 and
∫
RN
∣∣∣∂un
∂x1
∣∣∣2 dx > 0.
As in the proof of part (i), using (4.23) we see that for each n sufficiently big there exists
σn ∈ (0, 1) such that
(4.25) Pc((un)σn,1) = 0
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and we infer that A(un) ≥ N−12 1σnTc. We claim that
(4.26) lim sup
n→∞
σn < 1.
Notice that if (4.26) holds, we have lim inf
n→∞ A(un) ≥
N−1
2
1
lim supn→∞ σn
Tc >
N−1
2 Tc and Lemma
4.8 is proved.
To prove (4.26) we argue by contradition and assume that there is a subsequence (σnk)k≥1
such that σnk −→ 1 as k −→ ∞. Since (EGL(un))n≥1 is bounded, using Lemmas 4.1 and 4.5
we infer that
(∫
RN
∣∣∣∂un
∂x1
∣∣∣2 dx)
n≥1
,
(∫
RN
V (|r0 − un|2) dx
)
n≥1
, (A(un))n≥1, and (Q(un))n≥1
are bounded. Consequently there is a subsequence (nkℓ)ℓ≥1 and there are α1, α2, β, γ ∈ R
such that ∫
RN
∣∣∣∂unkℓ
∂x1
∣∣∣2 dx −→ α1, ∫
RN
V (|r0 − unkℓ |
2) dx −→ γ
A(unkℓ ) −→ α2, Q(unkℓ ) −→ β as ℓ −→∞.
Writing (4.25) and (4.23) (with (unkℓ )σnkℓ ,1
instead of (un)σn,1 and wσ,1, respectively) then
passing to the limit as ℓ −→∞ and using the fact that σnk −→ 1 we find α1+ N−3N−1α2+cβ+γ =
0. On the other hand we have lim
ℓ→∞
Pc(unkℓ ) = µ < 0 and this gives α1+
N−3
N−1α2+cβ+γ = µ < 0.
This contradiction proves that (4.26) holds and the proof of Lemma 4.8 is complete. ¤
5 The case N ≥ 4
Throughout this section we assume that N ≥ 4, 0 < c < vs and the assumptions (A1) and
(A2) are satisfied. Most of the results below do not hold for c > vs. Some of them may not
hold for c = 0 and some particular nonlinearities F .
Lemma 5.1 Let (un)n≥1 ⊂ X be a sequence such that (Ec(un))n≥1 is bounded and Pc(un) −→
0 as n −→∞.
Then (EGL(un))n≥1 is bounded.
Proof. We have 2
N−1A(un) = Ec(un)− Pc(un), hence (A(un))n≥1 is bounded. It remains
to prove that
∫
RN
∣∣∣∂un
∂x1
∣∣∣+ a2 (ϕ2(|r0 − un|)− r20)2 dx is bounded. We argue by contradiction
and we assume that there is a subsequence, still denoted (un)n≥1, such that
(5.1)
∫
RN
∣∣∣∂un
∂x1
∣∣∣+ a2 (ϕ2(|r0 − un|)− r20)2 dx −→∞ as n −→∞.
Fix k0 > 0 such that Ec,min(k0) > 0. Arguing as in the proof of Lemma 4.7, it is easy to see
that there exists a sequence (σn)n≥1 such that
(5.2) EGL((un)1,σn) = σ
N−3
n A(un) + σ
N−1
n
∫
RN
∣∣∣∂un
∂x1
∣∣∣+ a2 (ϕ2(|r0 − un|)− r20)2 dx = k0.
From (5.1) and (5.2) we have σn −→ 0 as n −→ ∞. Since Bc(un) = −N−3N−1A(un) + Pc(un), it
is clear that (Bc(un))n≥1 is bounded and we obtain
Ec((un)1,σn) = σ
N−3
n A(un) + σ
N−1
n Bc(un) −→ 0 as n −→∞.
But this contradicts the fact that Ec,min(k0) > 0 and Lemma 5.1 is proved. ¤
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Lemma 5.2 Let (un)n≥1 ⊂ X be a sequence satisfying the following properties:
a) There exist C1, C2 > 0 such that C1 ≤ EGL(un) and A(un) ≤ C2 for any n ≥ 1.
b) Pc(un) −→ 0 as n −→∞.
Then lim inf
n→∞ Ec(un) ≥ Tc, where Tc is as in Lemma 4.7.
Note that in Lemma 5.2 the assumption EGL(un) ≥ C1 > 0 is necessary. To see this,
consider a sequence (un)n≥1 ⊂ H1(RN ) such that un 6= 0 and un −→ 0 as n −→∞. It is clear
that Pc(un) −→ 0 and Ec(un) −→ 0 as n −→∞.
Proof. First we prove that
(5.3) C3 := lim inf
n→∞ A(un) > 0.
To see this, fix k0 > 0 such that Ec,min(k0) > 0. Exactly as in the proof of Lemma 4.7,
it is easy to see that for each n there exists a unique σn > 0 such that (5.2) holds. Since
k0 = EGL((un)1,σn) ≥ min(σN−3n , σN−1n )EGL((un)) ≥ min(σN−3n , σN−1n )C1, it follows that
(σn)n≥1 is bounded. On the other hand, we have Ec((un)1,σn) = σN−3n A(un) + σN−1n Bc(un) ≥
Ec,min(k0) > 0, that is
(5.4) σN−3n A(un) + σ
N−1
n
(
Pc(un)− N − 3
N − 1A(un)
)
≥ Ec,min(k0) > 0.
If there is a subsequence (unk)k≥1 such that A(unk) −→ 0, putting unk in (5.4) and letting
k −→∞ we would get 0 ≥ Ec,min(k0) > 0, a contradiction. Thus (5.3) is proved.
We have Bc(un) = Pc(un)− N−3N−1A(un) and using (b) and (5.3) we obtain
(5.5) lim sup
n→∞
Bc(un) ≤ −N − 3
N − 1C3 < 0.
Clearly, for any σ > 0 we have
Pc((un)1,σ) = σ
N−3N − 3
N − 1A(un) + σ
N−1Bc(un) = σN−3
(
N − 3
N − 1A(un) + σ
2Bc(un)
)
.
For n sufficiently big (so that Bc(un) < 0), let σ˜n =
(
N−3
N−1
A(un)
−Bc(un)
) 1
2
. Then Pc((un)1,σ˜n) = 0,
or equivalently (un)1,σ˜n ∈ C. From Lemma 4.7 we obtain Ec((un)1,σ˜n) = σ˜N−3n N−3N−1A(un) +
σ˜N−1n Bc(un) ≥ Tc, that is
(5.6) Ec(un) +
(
σ˜N−3n − 1
)
A(un) +
(
σ˜N−1n − 1
)(
Pc(un)− N − 3
N − 1A(un)
)
≥ Tc.
Clearly, σ˜n can be written as σ˜n =
(
Pc(un)
−Bc(un) + 1
) 1
2
and using (b) and (5.5) it follows that
lim
n→∞ σ˜n = 1. Then passing to the limit as n −→∞ in (5.6) and using the fact that (A(un))n≥1
and (Pc(un))n≥1 are bounded, we obtain lim inf
n→∞ Ec(un) ≥ Tc. ¤
We can now state the main result of this section.
Theorem 5.3 Let (un)n≥1 ⊂ X \ {0} be a sequence such that
Pc(un) −→ 0 and Ec(un) −→ Tc as n −→∞.
There exist a subsequence (unk)k≥1, a sequence (xk)k≥1 ⊂ RN and u ∈ C such that
∇unk(·+ xk) −→ ∇u and ϕ2(|r0 − unk(·+ xk)|)− r20 −→ ϕ2(|r0 − u|)− r20 in L2(RN ).
Moreover, we have Ec(u) = Tc, that is u minimizes Ec in C.
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Proof. From Lemma 5.1 we know that EGL(un) is bounded. We have
2
N−1A(un) =
Ec(un)− Pc(un) −→ Tc as n −→∞. Therefore
(5.7) lim
n→∞A(un) =
N − 1
2
Tc and lim inf
n→∞ EGL(un) ≥ limn→∞A(un) =
N − 1
2
Tc.
Passing to a subsequence if necessary, we may assume that there exists α0 ≥ N−12 Tc such that
(5.8) EGL(un) −→ α0 as n −→∞.
We will use the concentration-compactness principle ([30]). We denote by qn(t) the con-
centration function of EGL(un), that is
(5.9) qn(t) = sup
y∈RN
∫
B(y,t)
|∇un|2 + a2
(
ϕ2(|r0 − un|)− r20
)2
dx.
As in [30], it follows that there exists a subsequence of ((un, qn))n≥1, still denoted ((un, qn))n≥1,
there exists a nondecreasing function q : [0,∞) −→ R and there is α ∈ [0, α0] such that
(5.10) qn(t) −→ q(t) a.e on [0,∞) as n −→∞ and q(t) −→ α as t −→∞.
We claim that
(5.11) there is a nondecreasing sequnce tn −→∞ such that lim
n→∞ qn(tn) = α.
To prove the claim, fix an increasing sequence xk −→∞ such that qn(xk) −→ q(xk) as n −→∞
for any k. Then there exists nk ∈ N such that |qn(xk)− q(xk)| < 1k for any n ≥ nk; clearly, we
may assume that nk < nk+1 for all k. If nk ≤ n < nk+1, put tn = xk. Then for nk ≤ n < nk+1
we have
|qn(tn)− α| = |qn(xk)− α| ≤ |qn(xk)− q(xk)|+ |q(xk)− α| ≤ 1
k
+ |q(xk)− α| −→ 0
as k −→∞ and (5.11) is proved.
Next we claim that
(5.12) qn(tn)− qn
(
tn
2
)
−→ 0 as n −→∞.
To see this, fix ε > 0. Take y > 0 such that q(y) > α − ε4 and qn(y) −→ q(y) as n −→ ∞.
There is some n˜ ≥ 1 such that qn(y) > α − ε2 for n ≥ n˜. Then we can find n∗ ≥ n˜ such
that tn > 2y for n ≥ n∗, and consequently we have qn( tn2 ) ≥ qn(y) > α − ε2 . Therefore
lim sup
n→∞
(
qn(tn)− qn( tn2 )
)
= lim
n→∞qn(tn)−lim infn→∞ qn(
tn
2 ) < ε. Since ε was arbitrary, (5.12) follows.
Our aim is to show that α = α0 in (5.10). It follows from the next lemma that α > 0.
Lemma 5.4 Let (un)n≥1 ⊂ X be a sequence satisfying
a) M1 ≤ EGL(un) ≤M2 for some positive constants M1, M2.
b) lim
n→∞Pc(un) = 0.
There exists k > 0 such that sup
y∈RN
∫
B(y,1)
|∇un|2 + a2
(
ϕ2(|r0 − un|)− r20
)2
dx ≥ k for all
sufficiently large n.
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Proof. We argue by contradiction and we suppose that the conclusion is false. Then there
exists a subsequence (still denoted (un)n≥1) such that
(5.13) lim
n→∞ sup
y∈RN
∫
B(y,1)
|∇un|2 + a2
(
ϕ2(|r0 − un|)− r20
)2
dx = 0.
We will prove that
(5.14) lim
n→∞
∫
RN
∣∣∣V (|r0 − un|2)− a2 (ϕ2(|r0 − un|)− r20)2 ∣∣∣ dx = 0.
Fix ε > 0. Assumptions (A1) and (A2) imply that there exists δ(ε) > 0 such that
(5.15)
∣∣V (|r0 − z|2)− a2 (ϕ2(|r0 − z|)− r20)2 ∣∣ ≤ εa2 (ϕ2(|r0 − z|)− r20)2
for any z ∈ C satisfying ∣∣ |r0 − z| − r0∣∣ ≤ δ(ε) (see (4.2)). Therefore
(5.16)
∫
{| |r0−un|−r0|≤δ(ε)}
∣∣∣V (|r0 − un|2)− a2 (ϕ2(|r0 − un|)− r20)2 ∣∣∣ dx
≤ εa2
∫
{| |r0−un|−r0|≤δ(ε)}
(
ϕ2(|r0 − un|)− r20
)2
dx ≤ εM2.
Assumption (A2) implies that there exists C(ε) > 0 such that
(5.17)
∣∣∣V (|r0 − z|2)− a2 (ϕ2(|r0 − z|)− r20)2 ∣∣∣ ≤ C(ε)| |r0 − z| − r0|2p0+2
for any z ∈ C verifying ∣∣ |r0 − z| − r0∣∣ ≥ δ(ε).
Let wn = | |r0 − un| − r0|. It is clear that |wn| ≤ |un|. Using the inequality |∇|v| | ≤ |∇v|
a.e. for v ∈ H1loc(RN ), we infer that wn ∈ D1,2(RN ) and
(5.18)
∫
RN
|∇wn|2 dx ≤M2 for any n.
Using (5.17), Ho¨lder’s inequality, the Sobolev embedding and (5.18) we find
(5.19)
∫
{|r0−un|−r0|>δ(ε)}
∣∣∣V (|r0 − un|2)− a2 (ϕ2(|r0 − un|)− r20)2 ∣∣∣ dx
≤ C(ε)
∫
{wn>δ(ε)}
|wn|2p0+2 dx
≤ C(ε)
(∫
{wn>δ(ε)}
|wn|2∗ dx
) 2p0+2
2∗ (LN ({wn > δ(ε)}))1− 2p0+22∗
≤ C(ε)C2p0+2S ||∇wn||2p0+2L2(RN )
(LN ({wn > δ(ε)}))1− 2p0+22∗
≤ C(ε)C2p0+2S Mp0+12
(LN ({wn > δ(ε)}))1− 2p0+22∗ .
We claim that for any ε > 0 we have
(5.20) lim
n→∞L
N ({wn > δ(ε)}) = 0.
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To prove the claim, we argue by contradiction and assume that there exist ε0 > 0, a subsequence
(wnk)k ≥ 1 and γ > 0 such that LN ({wnk > δ(ε0)}) ≥ γ > 0 for any k ≥ 1. Since ||∇wn||L2(RN )
is bounded, using Lieb’s lemma (see Lemma 6 p. 447 in [29] or Lemma 2.2 p. 101 in [10]),
we infer that there exists β > 0 and yk ∈ RN such that LN
(
{wnk > δ(ε0)2 } ∩B(yk, 1)
)
≥ β.
Let η be as in (3.30). Then wnk(x) ≥ δ(ε0)2 implies
(
ϕ2(|r0 − unk(x)|)− r20
)2 ≥ η ( δ(ε0)2 ) > 0.
Therefore ∫
B(yk,1)
(
ϕ2(|r0 − unk(x)|)− r20
)2
dx ≥ η
(
δ(ε0)
2
)
β > 0
for any k ≥ 1, and this clearly contradicts (5.13). Thus we have proved that (5.20) holds.
From (5.16), (5.19) and (5.20) it follows that∫
RN
∣∣∣V (|r0 − un|2)− a2 (ϕ2(|r0 − un|)− r20)2 ∣∣∣ dx ≤ 2εM2
for all sufficiently large n. Thus (5.14) is proved.
From Lemma 5.2 we know that lim inf
n→∞ Ec(un) ≥ Tc. Combined with (b), this implies
lim inf
n→∞
2
N−1A(un) ≥ Tc. Let σ0 =
√
2(N−1)
N−3 and let u˜n = (un)1,σ0 . It is obvious that
(5.21) lim inf
n→∞ A(u˜n) = σ
N−3
0 lim infn→∞ A(un) ≥
N − 1
2
σN−30 Tc.
Using assumption (a), (5.13) and (5.14) it is easy to see that
(5.22) there exist M˜1, M˜2 > 0 such that M˜1 ≤ EGL(u˜n) ≤ M˜2 for any n,
(5.23) lim
n→∞ sup
y∈RN
∫
B(y,1)
|∇u˜n|2 + a2
(
ϕ2(|r0 − u˜n|)− r20
)2
dx = 0 and
(5.24) lim
n→∞
∫
RN
∣∣∣V (|r0 − u˜n|2)− a2 (ϕ2(|r0 − u˜n|)− r20)2 ∣∣∣ dx = 0.
It is clear that Pc(un) =
N−3
N−1σ
3−N
0 A(u˜n) + σ
1−N
0 Bc(u˜n) and then assumption (b) implies
(5.25) lim
n→∞
(
N − 3
N − 1σ
2
0A(u˜n) +Bc(u˜n)
)
= lim
n→∞ (A(u˜n) + Ec(u˜n)) = 0.
Using (5.22), (5.23) and Lemma 3.2 we infer that there exists a sequence hn −→ 0 and
for each n there exists a minimizer vn of G
u˜n
hn,RN
in H1u˜n(R
N ) such that δn := || |vn − r0| −
r0||L∞(RN ) −→ 0 as n −→ ∞. Then using Lemma 4.2 and the fact that |c| < vs = 2ar0 we
obtain
(5.26) EGL(vn) + cQ(vn) ≥ 0 for all sufficiently large n.
From (5.22) and (3.4) we obtain
(5.27) |Q(u˜n)−Q(vn)| ≤
(
h2n + h
4
N
n M˜
2
N
2
) 1
2
M˜2 −→ 0 as n −→∞.
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Since EGL(vn) ≤ EGL(u˜n), it is clear that
Ec(u˜n) = EGL(u˜n) + cQ(u˜n) +
∫
RN
V (|r0 − u˜n|2)− a2
(
ϕ2(|r0 − u˜n|)− r20
)2
dx
≥ EGL(vn) + cQ(vn) + c(Q(u˜n)−Q(vn))
−
∫
RN
∣∣∣V (|r0 − u˜n|2)− a2 (ϕ2(|r0 − u˜n|)− r20)2 ∣∣∣ dx
Using the last inequality and (5.24), (5.26), (5.27) we infer that lim inf
n→∞ Ec(u˜n) ≥ 0. Combined
with (5.25), this gives lim sup
n→∞
A(u˜n) ≤ 0, which clearly contradicts (5.21). This completes the
proof of Lemma 5.4. ¤
Next we prove that we cannot have α ∈ (0, α0). To do this we argue again by contradiction
and we assume that 0 < α < α0. Let tn be as in (5.11) and let Rn =
tn
2 . For each n ≥ 1, fix
yn ∈ RN such that EB(yn,Rn)GL (un) ≥ qn(Rn)− 1n . Using (5.12), we have
(5.28)
εn :=
∫
B(yn,2Rn)\B(yn,Rn)
|∇un|2 + a2
(
ϕ2(|r0 − un|)− r20
)2
dx
≤ qn(2Rn)−
(
qn(Rn)− 1n
) −→ 0 as n −→∞.
After a translation, we may assume that yn = 0. Using Lemma 3.3 with A = 2, R = Rn,
ε = εn, we infer that for all n sufficiently large there exist two functions un,1, un,2 having the
properties (i)-(vi) in Lemma 3.3.
From Lemma 3.3 (iii) and (iv) we get |EGL(un) − EGL(un,1) − EGL(un,2)| ≤ Cεn, while
Lemma 3.3 (i) and (ii) impliesEGL(un,1) ≥ EB(0,Rn)GL (un) > qn(Rn)− 1n , respectivelyEGL(un,2) ≥
E
R
N\B(0,2Rn)
GL (un) ≥ EGL(un)−qn(2Rn). Taking into account (5.11), (5.12) and (5.28), we infer
that
(5.29) EGL(un,1) −→ α and EGL(un,2) −→ α0 − α as n −→∞.
By (5.28) and Lemma 3.3 (iii)−(vi) we obtain
(5.30) |A(un)−A(un,1)−A(un,2)| −→ 0,
(5.31) |Ec(un)−Ec(un,1)−Ec(un,2)| −→ 0, and
(5.32) |Pc(un)− Pc(un,1)− Pc(un,2)| −→ 0 as n −→∞.
From (5.32) and the fact that Pc(un) −→ 0 we infer that Pc(un,1)+Pc(un,2) −→ 0 as n −→
∞. Moreover, Lemmas 4.1 and 4.5 imply that the sequences (Pc(un,i))n≥1 and (Ec(un,i))n≥1
are bounded, i = 1, 2. Passing again to a subsequence (still denoted (un)n≥1), we may assume
that lim
n→∞Pc(un,1) = p1 and limn→∞Pc(un,2) = p2 where p1, p2 ∈ R and p1 + p2 = 0. There are
only two possibilities: either p1 = p2 = 0, or one element of {p1, p2} is negative.
If p1 = p2 = 0, then (5.29) and Lemma 5.2 imply that lim inf
n→∞ Ec(un,i) ≥ Tc, i = 1, 2. Using
(5.31), we obtain lim inf
n→∞ Ec(un) ≥ 2Tc and this clearly contradicts the assumption Ec(un) −→
Tc in Theorem 5.3.
If pi < 0, it follows from (5.29) and Lemma 4.8 (ii) that lim inf
n→∞ A(un,i) >
N−1
2 Tc. Using
(5.30) and the fact that A ≥ 0, we obtain lim inf
n→∞ A(un) >
N−1
2 Tc, which is in contradiction
with (5.7).
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We conclude that we cannot have α ∈ (0, α0).
So far we have proved that lim
t→∞ q(t) = α0. Proceeding as in [30], it follows that for each
n ≥ 1 there exists xn ∈ RN such that for any ε > 0 there is Rε > 0 and nε ∈ N satisfying
(5.33) E
B(xn,Rε)
GL (un) > α0 − ε for any n ≥ nε.
Let u˜n = un(· + xn), so that u˜n satisfies (5.33) with B(0, Rε) instead of B(xn, Rε). Let
χ ∈ C∞c (C,R) be as in Lemma 2.2 and denote u˜n,1 = χ(u˜n)u˜n, u˜n,1 = (1 − χ(u˜n))u˜n. Since
EGL(u˜n) = EGL(un) is bounded, we infer from Lemma 2.2 that (u˜n,1)n≥1 is bounded in
D1,2(RN ), (u˜n,2)n≥1 is bounded in H1(RN ) and (EGL(u˜n,i))n≥1 is bounded, i = 1, 2.
Using Lemma 2.1 we may write r0 − u˜n,1 = ρneiθn , where 12r0 ≤ ρn ≤ 32r0 and θn ∈
D1,2(RN ). From (2.4) and (2.7) we find that (ρn− r0)n≥1 is bounded in H1(RN ) and (θn)n≥1
is bounded in D1,2(RN ).
We infer that there exists a subsequence (nk)k≥1 and there are functions u1 ∈ D1,2(RN ),
u2 ∈ H1(RN ), θ ∈ D1,2(RN ), ρ ∈ r0 +H1(RN ) such that
u˜nk,1 ⇀ u1 and θnk ⇀ θ weakly in D1,2(RN ),
u˜nk,2 ⇀ u2 and ρnk − r0 ⇀ ρ− r0 weakly in H1(RN ),
u˜nk,1 −→ u1, u˜nk,2 −→ u2, θnk −→ θ, ρnk − r0 −→ ρ− r0
strongly in Lp(K), 1 ≤ p < 2∗ for any compact set K ⊂ RN and almost everywhere on RN .
Since u˜nk,1 = r0 − ρnkeiθnk −→ r0 − ρeiθ a.e., we have r0 − u1 = ρeiθ a.e. on RN .
Denoting u = u1 + u2, we see that u˜nk ⇀ u weakly in D1,2(RN ), u˜nk −→ u a.e. on RN
and strongly in Lp(K), 1 ≤ p < 2∗ for any compact set K ⊂ RN .
Since EGL(u˜n) is bounded, it is clear that
(
ϕ2(|r0 − u˜nk |)− r20
)
k≥1 is bounded in L
2(RN )
and converges a.e. on RN to ϕ2(|r0 − u|)− r20. From Lemma 4.8 p. 11 in [26] it follows that
(5.34)
(
ϕ2(|r0 − u˜nk |)− r20
)
⇀ ϕ2(|r0 − u|)− r20 weakly in L2(RN ).
The weak convergence u˜nk ⇀ u in D1,2(RN ) implies
(5.35)
∫
RN
∣∣∣ ∂u
∂xj
∣∣∣2 dx ≤ lim inf
k→∞
∫
RN
∣∣∣∂u˜nk
∂xj
∣∣∣2 dx <∞ for j = 1, . . . , N.
Using the a.e. convergence and Fatou’s lemma we obtain
(5.36)
∫
RN
(
ϕ2(|r0 − u|)− r20
)2
dx ≤ lim inf
k→∞
∫
RN
(
ϕ2(|r0 − u˜nk |)− r20
)2
dx
From (5.35) and(5.36) it follows that u ∈ X and EGL(u) ≤ lim inf
k→∞
EGL(u˜nk).
We will prove that
(5.37) lim
k→∞
∫
RN
V (|r0 − u˜nk |2) dx =
∫
RN
V (|r0 − u|2) dx
and
(5.38) lim
k→∞
Q(u˜nk) = Q(u).
Fix ε > 0. Let Rε be as in (5.33). Since EGL(u˜nk) −→ α0 as k −→ ∞, it follows from
(5.33) that there exists kε ≥ 1 such that
(5.39) E
R
N\B(0,Rε)
GL (u˜nk) < 2ε for any k ≥ kε.
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As in (5.35)−(5.36), the weak convergence ∇u˜nk ⇀ ∇u in L2(RN \B(0, Rε)) implies∫
RN\B(0,Rε)
|∇u|2 dx ≤ lim inf
k→∞
∫
RN\B(0,Rε)
|∇u˜nk |2 dx,
while the fact that u˜nk −→ u a.e. on RN and Fatou’s lemma imply∫
RN\B(0,Rε)
(
ϕ2(|r0 − u|)− r20
)2
dx ≤ lim inf
k→∞
∫
RN\B(0,Rε)
(
ϕ2(|r0 − u˜nk |)− r20
)2
dx.
Therefore
(5.40) E
R
N\B(0,Rε)
GL (u) ≤ lim inf
k→∞
E
R
N\B(0,Rε)
GL (u˜nk) ≤ 2ε.
Let v ∈ X be a function satisfying ERN\B(0,Rε)GL (v) ≤ 2ε. As in the introduction, we write
V (s) = V (ϕ2(
√
s)) +W (s). Using (1.5) we find
(5.41)
∫
RN\B(0,Rε)
|V (ϕ2(|r0 − v|))| dx ≤ C1
∫
RN\B(0,Rε)
(
ϕ2(|r0 − v|)− r20
)2
dx
≤ C1
a2
E
R
N\B(0,Rε)
GL (v) ≤ 2C1a2 ε.
It is clear that W (|r0 − v(x)|2) = 0 if |r0 − v(x)| ≤ 2r0. On the other hand, |r0 − v(x)| > 2r0
implies
(
ϕ2(|r0 − v(x)|)− r20
)2
> 9r40, consequently
9r40LN ({x ∈ RN \B(0, Rε) | |r0 − v(x)| > 2r0}) ≤
∫
RN\B(0,Rε)
(
ϕ2(|r0 − v|)− r20
)2
dx ≤ 2ε
a2
.
Using (1.7), Ho¨lder’s inequality, the above estimate and the Sobolev embedding we find
(5.42)
∫
RN\B(0,Rε)
|W (|r0 − v|2)| dx ≤ C
∫
(RN\B(0,Rε))∩{|r0−v|>2r0}
|v|2p0+2 dx
≤ C
(∫
RN
|v|2∗dx
) 2p0+2
2∗ (LN ({x ∈ RN \B(0, Rε) | |r0 − v(x)| > 2r0}))1− 2p0+22∗
≤ C ′||∇v||2p0+2
L2(RN )
ε1−
2p0+2
2∗ ≤ C ′ (EGL(v))p0+1 ε1−
2p0+2
2∗ .
It is obvious that u and u˜nk (with k ≥ kε) satisfy (5.41) and (5.42). If M > 0 is such that
EGL(un) ≤M for any n, from (5.41) and (5.42) we infer that
(5.43)
∫
RN\B(0,Rε)
|V (|r0 − u˜nk |2)− V (|r0 − u|2)| dx
≤
∫
RN\B(0,Rε)
|V (|r0 − u˜nk |2)|+ |V (|r0 − u|2)| dx ≤ Cε+ CMp0+1ε1−
2p0+2
2∗ .
Since z 7−→ V (|r0 − z|2) is C1, |V (|r0 − z|2)| ≤ C(1 + |z|2p0+2) and u˜nk −→ u in
L2p0+2(B(0, Rε)) and almost everywhere, it follows that V (|r0 − u˜nk |2) −→ V (|r0 − u|2) in
L1(B(0, Rε)) (see, e.g., Theorem A2 p. 133 in [36]). Hence
(5.44)
∫
B(0,Rε)
|V (|r0 − u˜nk |2)− V (|r0 − u|2)| dx ≤ ε if k is sufficiently large.
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Since ε > 0 is arbitrary, (5.37) follows from (5.43) and (5.44).
From (2.6) we obtain ||(1− χ2(un))un||L2(RN ) ≤ C||∇un||
2
∗
2
L2(RN )
≤ C (EGL(un))
2
∗
4 . Using
the Cauchy-Schwarz inequality and (5.39) we get
(5.45)
∫
RN\B(0,Rε)
∣∣∣(1− χ2(u˜nk)〈i∂u˜nk∂x1 , u˜nk〉
∣∣∣dx
≤ ||(1− χ2(un))un||L2(RN )||∂u˜nk∂x1 ||L2(RN\B(0,Rε)) ≤ CM
2
∗
4
√
ε for any k ≥ kε.
From (2.7) we infer that
||ρ2n − r20||L2(RN ) ≤ C
(
EGL(un) + ||∇un||2∗L2(RN )
) 1
2 ≤ C
(
M +M
2
∗
2
) 1
2
.
Using (2.4) and (2.5) we obtain
∣∣∣∂θn∂x1 ∣∣∣ ≤ 2r0 ∣∣∣∂(χ(u˜n)u˜n)∂x1 ∣∣∣ ≤ C∣∣∣∂u˜n∂x1 ∣∣∣ a.e. on RN and then (5.39) im-
plies ||∂θnk
∂x1
||L2(RN\B(0,Rε)) ≤ C
√
ε for any k ≥ kε . Using again the Cauchy-Schwarz inequality
we find
(5.46)
∫
RN\B(0,Rε)
∣∣∣ (ρ2nk − r20) ∂θnk∂x1
∣∣∣ dx ≤ ||ρ2nk − r20||L2(RN )∣∣∣∣∣∣∂θnk∂x1
∣∣∣∣∣∣
L2(RN\B(0,Rε))
≤ C
(
M +M
2
∗
2
) 1
2 √
ε for any k ≥ kε.
It is obvious that the estimates (5.45) and (5.46) also hold with u instead of u˜nk .
Using the fact that u˜nk −→ u and ρnk − r0 −→ ρ − r0 in L2(B(0, Rε)) and a.e. and the
dominated convergence theorem we infer that
(1− χ2(u˜nk))u˜nk −→ (1− χ2(u))u and ρ2nk − r20 −→ ρ2 − r20 in L2(B(0, Rε)).
This information and the fact that
∂u˜nk
∂x1
⇀ ∂u
∂x1
and
∂θnk
∂x1
⇀ ∂θ
∂x1
weakly in L2(B(0, Rε)) imply
(5.47)
∫
B(0,Rε)
〈i∂u˜nk
∂x1
, (1− χ2(u˜nk))u˜nk〉 dx −→
∫
B(0,Rε)
〈i ∂u
∂x1
, (1− χ2(u))u〉 dx and
(5.48)
∫
B(0,Rε)
(
ρ2nk − r20
) ∂θnk
∂x1
dx −→
∫
B(0,Rε)
(
ρ2 − r20
) ∂θ
∂x1
dx.
Using (5.45)−(5.48) and the representation formula (2.12) we infer that there is some k1(ε) ≥ kε
such that for any k ≥ k1(ε) we have
|Q(u˜nk)−Q(u)| ≤ C
(
M
1
2 +M
2
∗
4
)√
ε,
where C does not depend on k ≥ k1(ε) and ε. Since ε > 0 is arbitrary, (5.38) is proved.
It is obvious that
−cQ(u˜nk)−
∫
RN
V (|r0 − u˜nk |2) dx
=
N − 3
N − 1A(u˜nk) +
∫
RN
∣∣∣∂u˜nk
∂x1
∣∣∣2dx− Pc(u˜nk) ≥ N − 3N − 1A(u˜nk)− Pc(u˜nk).
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Passing to the limit as k −→ ∞ in this inequality and using (5.37), (5.38) and the fact that
A(un) −→ N−12 Tc, Pc(un) −→ 0 as n −→∞ we find
(5.49) −cQ(u)−
∫
RN
V (|r0 − u|2) dx ≥ N − 3
2
Tc > 0.
In particular, (5.49) implies that u 6= 0.
From (5.35) we get
(5.50) A(u) ≤ lim inf
k→∞
A(u˜nk) =
N − 1
2
Tc.
Using (5.35), (5.37) and (5.38) we find
(5.51) Pc(u) ≤ lim inf
k→∞
Pc(u˜nk) = 0.
If Pc(u) < 0, from Lemma 4.8 (i) we get A(u) >
N−1
2 Tc, contradicting (5.50). Thus necessarily
Pc(u) = 0, that is u ∈ C. Since A(v) ≥ N−12 Tc for any v ∈ C, we infer from (5.50) that
A(u) = N−12 Tc, therefore Ec(u) = Tc and u is a minimizer of Ec in C.
It follows from the above that
(5.52) A(u) =
N − 1
2
Tc = lim
k→∞
A(u˜nk).
Since Pc(u) = 0, lim
k→∞
Pc(u˜nk) = 0 and (5.37), (5.38) and (5.52) hold, it is obvious that
(5.53)
∫
RN
∣∣∣ ∂u
∂x1
∣∣∣2dx = lim
k→∞
∫
RN
∣∣∣∂u˜nk
∂x1
∣∣∣2dx.
Now (5.52) and (5.53) imply lim
k→∞
||∇u˜nk ||2L2(RN ) = ||∇u||2L2(RN ). Since ∇u˜nk ⇀ ∇u weakly in
L2(RN ), we infer that ∇u˜nk −→ ∇u strongly in L2(RN ), that is u˜nk −→ u in D1,2(RN ).
Proceeding as in the proof of (5.37) we show that
(5.54) lim
k→∞
∫
RN
(
ϕ2(|r0 − u˜nk |)− r20
)2
dx =
∫
RN
(
ϕ2(|r0 − u|)− r20
)2
dx.
Together with the weak convergence ϕ2(|r0 − u˜nk |) − r20 ⇀ ϕ2(|r0 − u|) − r20 in L2(RN ) (see
(5.34)), this implies ϕ2(|r0 − u˜nk |) − r20 −→ ϕ2(|r0 − u|) − r20 strongly in L2(RN ). The proof
of Theorem 5.3 is complete. ¤
In order to prove that the minimizers provided by Theorem 5.3 solve equation (1.3), we
need the following regularity result.
Lemma 5.5 Let N ≥ 3. Assume that the conditions (A1) and (A2) in the Introduction
hold and that u ∈ X satisfies (1.3) in D′(RN ). Then u ∈ W 2,ploc (RN ) for any p ∈ [1,∞),
∇u ∈W 1,p(RN ) for p ∈ [2,∞), u ∈ C1,α(RN ) for α ∈ [0, 1) and u(x) −→ 0 as |x| −→ ∞.
Proof. First we prove that for any R > 0 and p ∈ [2,∞) there exists C(R, p) > 0
(depending on u, but not on x ∈ RN ) such that
(5.55) ‖u‖W 2,p(B(x,R)) ≤ C(R, p) for any x ∈ RN .
We write u = u1 + u2, where u1 and u2 are as in Lemma 2.2. Then |u1| ≤ r02 , ∇u1 ∈ L2(RN )
and u2 ∈ H1(RN ), hence for any R > 0 there exists C(R) > 0 such that
(5.56) ‖u‖H1(B(x,R)) ≤ C(R) for any x ∈ RN .
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Let φ(x) = e−
icx1
2 (r0 − u(x)). It is easy to see that φ satisfies
(5.57) ∆φ+
(
F (|φ|2) + c
2
4
)
φ = 0 in D′(RN ).
Moreover, (5.56) holds for φ instead of u. From (5.56), (5.57), (3.18) and a standard bootstrap
argument we infer that φ satisfies (5.55). (Note that assumption (A2) is needed for this
bootstrap argument.) It is then clear that (5.55) also holds for u.
From (5.55), the Sobolev embeddings and Morrey’s inequality (3.27) we find that u and
∇u are continuous and bounded on RN and u ∈ C1,α(RN ) for α ∈ [0, 1). In particular, u is
Lipschitz; since u ∈ L2∗(RN ), we have necessarily u(x) −→ 0 as |x| −→ ∞.
The boundedness of u implies that there is some C > 0 such that
∣∣F (|r0 − u|2)(r0 − u)∣∣ ≤
C
∣∣ϕ2(|r0−u|)−r20∣∣ on RN . Therefore F (|r0−u|2)(r0−u) ∈ L2∩L∞(RN ). Since∇u ∈ L2(RN ),
from (1.3) we find ∆u ∈ L2(RN ). It is well known that ∆u ∈ Lp(RN ) with 1 < p <∞ implies
∂2u
∂xi∂xj
∈ Lp(RN ) for any i, j (see, e.g., Theorem 3 p. 96 in [34]). Thus we get ∇u ∈W 1,2(RN ).
Then the Sobolev embedding implies ∇u ∈ Lp(RN ) for p ∈ [2, 2∗]. Repeating the previous
argument, after an easy induction we find ∇u ∈W 1,p(RN ) for any p ∈ [2,∞). ¤
Proposition 5.6 Assume that the conditions (A1) and (A2) in the introduction are satisfied.
Let u ∈ C be a minimizer of Ec in C. Then u ∈W 2,ploc (RN ) for any p ∈ [1,∞), ∇u ∈W 1,p(RN )
for p ∈ [2,∞) and u is a solution of (1.3).
Proof. It is standard to prove that for any R > 0, Ju(v) =
∫
RN
V (|r0−u− v|2) dx is a C1
functional on H10 (B(0, R)) and J
′
u(v).w = 2
∫
RN
F (|r0 − u − v|2)〈r0 − u − v, w〉 dx (see, e.g.,
Lemma 17.1 p. 64 in [26] or the appendix A in [36]). It follows easily that for any R > 0, the
functionals P˜c(v) = Pc(u + v) and E˜c(v) = Ec(u + v) are C
1 on H10 (B(0, R)). We divide the
proof of Proposition 5.6 into several steps.
Step 1. There exists a function w ∈ C1c (RN ) such that P˜ ′c(0).w 6= 0.
To prove this, we argue by contradiction and we assume that the above statement is false.
Then u satisfies
(5.58) −∂
2u
∂x21
− N − 3
N − 1
(
N∑
k=2
∂2u
∂x2k
)
+ icux1 + F (|r0 − u|2)(r0 − u) = 0 in D′(RN ).
Let σ =
√
N−1
N−3 . It is not hard to see that u1,σ satisfies (1.3) in D′(RN ). Hence the conclusion
of Lemma 5.5 holds for u1,σ (and thus for u). This regularity is enough to prove that u satisfies
the Pohozaev identity
(5.59)
∫
RN
∣∣∣∂u1,σ
∂x1
∣∣∣2dx+ N − 3
N − 1
∫
RN
N∑
k=2
∣∣∣∂u1,σ
∂xk
∣∣∣2dx+ cQ(u1,σ) + ∫
RN
V (|r0 − u1,σ|2) dx = 0.
To prove (5.59), we multiply (1.3) by
∑N
k=2 χ˜(
x
n
)
∂u1,σ
∂xk
, where χ˜ ∈ C∞c (RN ) is a cut-off function
such that χ˜ = 1 on B(0, 1) and supp(χ˜) ⊂ B(0, 2), we integrate by parts, then we let n −→∞;
see the proof of Proposition 4.1 and equation (4.13) in [33] for details.
Since σ =
√
N−1
N−3 , (5.59) is equivalent to
(
N−3
N−1
)2
A(u) +Bc(u) = 0. On the other hand we
have Pc(u) =
N−3
N−1A(u) +Bc(u) = 0 and we infer that A(u) = 0. But this contradicts the fact
that A(u) = Tc > 0 and the proof of step 1 is complete.
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Step 2. Existence of a Lagrange multiplier.
Let w be as above and let v ∈ H1(RN ) be a function with compact support such that
P˜ ′c(0).v = 0. For s, t ∈ R, put Φ(t, s) = Pc(u + tv + sw) = P˜c(tv + sw), so that Φ(0, 0) = 0,
∂Φ
∂t
(0, 0) = P˜ ′c(0).v = 0 and
∂Φ
∂s
(0, 0) = P˜ ′c(0).w 6= 0. The implicit function theorem implies
that there exist δ > 0 and a C1 function η : (−δ, δ) −→ R such that η(0) = 0, η′(0) = 0
and Pc(u + tv + η(t)w) = Pc(u) = 0 for t ∈ (−δ, δ). Since u is a minimizer of A in C, the
function t 7−→ A(u+ tv + η(t)w) achieves a minimum at t = 0. Differentiating at t = 0 we get
A′(u).v = 0.
Hence A′(u).v = 0 for any v ∈ H1(RN ) with compact support satisfying P˜ ′c(0).v = 0.
Taking α = A
′(u).w
P˜ ′c(0).w
(where w is as in step 1), we see that
(5.60) A′(u).v = αP ′c(u).v for any v ∈ H1(RN ) with compact support.
Step 3. We have α < 0.
To see this, we argue by contradition. Suppose that α > 0. Let w be as in step 1.
We may assume that P ′c(u).w > 0. From (5.60) we obtain A′(u).w > 0. Since A′(u).w =
lim
t→0
A(u+tw)−A(u)
t
and P ′c(u).w = lim
t→0
Pc(u+tw)−Pc(u)
t
, we see that for t < 0, t sufficiently close to
0 we have u + tw 6= 0, Pc(u + tw) < Pc(u) = 0 and A(u + tw) < A(u) = N−12 Tc. But this
contradicts Lemma 4.8 (i). Therefore α ≤ 0.
Assume that α = 0. Then (5.60) implies
(5.61)
∫
RN
N∑
k=2
〈 ∂u
∂xj
,
∂v
∂xj
〉 dx = 0 for any v ∈ H1(RN ) with compact support.
Let χ˜ ∈ C∞c (RN ) be such that χ = 1 onB(0, 1) and supp(χ˜) ⊂ B(0, 2). Put vn(x) = χ(xn)u(x),
so that ∇vn(x) = 1n∇χ˜(xn)u+ χ˜(xn)∇u. It is easy to see that χ˜( ·n)∇u −→ ∇u in L2(RN ) and
1
n
∇χ˜( ·
n
)u ⇀ 0 weakly in L2(RN ). Replacing v by vn in (5.61) and passing to the limit as
n −→ ∞ we get A(u) = 0, which contradicts the fact that A(u) = N−12 Tc. Hence we cannot
have α = 0. Thus necessarily α < 0.
Step 4. Conclusion.
Since α < 0, it follows from (5.60) that u satisfies
(5.62) −∂
2u
∂x21
−
(
N − 3
N − 1 −
1
α
) N∑
k=2
∂2u
∂x2k
+ icux1 + F (|r0 − u|2)(r0 − u) = 0 in D′(RN ).
Let σ0 =
(
N−3
N−1 − 1α
)− 1
2
. It is easy to see that u1,σ0 satisfies (1.3) in D′(RN ). Therefore the
conclusion of Lemma 5.5 holds for u1,σ0 (and consequently for u). Then Proposition 4.1 in [33]
implies that u1,σ0 satisfies the Pohozaev identity
N−3
N−1A(u1,σ0) +Bc(u1,σ0) = 0, or equivalently
N−3
N−1σ
N−3
0 A(u) + σ
N−1
0 Bc(u) = 0, which implies
N − 3
N − 1
(
N − 3
N − 1 −
1
α
)
A(u) +Bc(u) = 0.
On the other hand we have Pc(u) =
N−3
N−1A(u)+Bc(u) = 0. Since A(u) > 0, we get
N−3
N−1− 1α = 1.
Then coming back to (5.62) we see that u satisfies (1.3). ¤
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6 The case N = 3
This section is devoted to the proof of Theorem 1.1 in space dimension N = 3. We only
indicate the differences with respect to the case N ≥ 4. Clearly, if N = 3 we have Pc = Bc.
For v ∈ X we denote
D(v) =
∫
R3
∣∣∣ ∂v
∂x1
∣∣∣2 dx+ a2 ∫
R3
(
ϕ2(|r0 − v|)− r20
)2
dx.
For any v ∈ X and σ > 0 we have
(6.1) A(v1,σ) = A(v), Bc(v1,σ) = σ
2Bc(v) and D(v1,σ) = σ
2D(v).
If N = 3 we cannot have a result similar to Lemma 5.1. To see this consider u ∈ C, so
that Bc(u) = 0. Using (6.1) we see that u1,σ ∈ C for any σ > 0 and we have Ec(u1,σ) =
A(u) + σ2Bc(u) = A(u), while EGL(u1,σ) = A(u) + σ
2D(u) −→∞ as σ −→∞.
However, for any u ∈ C there exists σ > 0 such that D(u1,σ) = 1 (and obviously u1,σ ∈ C,
Ec(u1,σ) = Ec(u)). Since C 6= ∅ and Tc = inf{Ec(u) | u ∈ C}, we see that there exists a
sequence (un)n≥1 ⊂ C such that
(6.2) D(un) = 1 and Ec(un) = A(un) −→ Tc as n −→∞.
In particular, (6.2) implies EGL(un) −→ Tc + 1 as n −→∞.
The following result is the equivalent of Lemma 5.2 in the case N = 3.
Lemma 6.1 Let N = 3 and let (un)n≥1 ⊂ X be a sequence satisfying
a) There exists C > 0 such that D(un) ≥ C for any n, and
b) Bc(un) −→ 0 as n −→∞.
Then lim inf
n→∞ Ec(un) = lim infn→∞ A(un) ≥ Sc, where Sc is given by (4.22).
Proof. It suffices to prove that for any k > 0 we have
(6.3) lim inf
n→∞ A(un) ≥ Ec,min(k).
Fix k > 0. Let n ≥ 1. If A(un) ≥ k, by Lemma 4.6 (iii) we have A(un) ≥ k > Ec,min(k). If
A(un) < k, since EGL((un)1,σ) = A(un) + σ
2D(un) we see that there exists σn > 0 such that
EGL((un)1,σn) = k. Obviously, we have σ
2
nD(un) < k, hence σ
2
n ≤ kC by (a). It is clear that
Ec((un)1,σn) = A(un) + σ
2
nBc(un) ≥ Ec,min(k), therefore A(un) ≥ Ec,min(k) − σ2n|Bc(un)| ≥
Ec,min(k) − kC |Bc(un)|. Passing to the limit as n −→ ∞ we obtain (6.3). Since k > 0 is
arbitrary, Lemma 6.1 is proved. ¤
Let
Λc = {λ ∈ R | there exists a sequence (un)n≥1 ⊂ X such that
D(un) ≥ 1, Bc(un) −→ 0 and A(un) −→ λ as n −→∞}.
Using a scaling argument, we see that
Λc = {λ ∈ R | there exist a sequence (un)n≥1 ⊂ X and C > 0 such that
D(un) ≥ C, Bc(un) −→ 0 and A(un) −→ λ as n −→∞}.
Let λc = inf Λc. From (6.2) it follows that Tc ∈ Λc. It is standard to prove that Λc is closed in
R, hence λc ∈ Λc. From Lemma 6.1 we obtain
(6.4) Sc ≤ λc ≤ Tc.
The main result of this section is as follows.
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Theorem 6.2 Let N = 3 and let (un)n≥1 ⊂ X be a sequence such that
(6.5) D(un) −→ 1, Bc(un) −→ 0 and A(un) −→ λc as n −→∞.
There exist a subsequence (unk)k≥1, a sequence (xk)k≥1 ⊂ R3 and u ∈ C such that
∇unk(·+ xk) −→ ∇u and |r0 − unk(·+ xk)|2 − r20 −→ |r0 − u|2 − r20 in L2(R3).
Moreover, we have Ec(u) = A(u) = Tc = λc and u minimizes Ec in C.
Proof. By (6.5) we have EGL(un) = A(un)+D(un) −→ λc+1 as n −→∞. Let qn(t) be the
concentration function of EGL(un), as in (5.9). Proceeding as in the proof of Theorem 5.3, we
infer that there exist a subsequence of (un, qn)n≥1, still denoted (un, qn)n≥1, a nondecreasing
function q : [0,∞) −→ [0,∞) and α ∈ [0, λc +1] such that (5.10) holds. We see also that there
exists a sequence tn −→∞ satisfying (5.11) and (5.12).
Clearly, our aim is to prove that α = λc + 1. The next result implies that α > 0.
Lemma 6.3 Assume that N = 3, 0 ≤ c < vs and let (un)n≥1 ⊂ X be a sequence such that
D(un) −→ 1, Bc(un) −→ 0 as n −→∞ and sup
n≥1
EGL(un) = M <∞.
There exists k > 0 such that sup
y∈R3
∫
B(y,1)
|∇un|2 + a2
(
ϕ2(|r0 − un|)− r20
)2
dx ≥ k for all
sufficiently large n.
Proof. We argue by contradiction and assume that the conclusion of Lemma 6.3 is false.
Then there exists a subsequence, still denoted (un)n≥1, such that
(6.6) sup
y∈R3
E
B(y,1)
GL (un) −→ 0 as n −→∞.
Exactly as in Lemma 5.4 we prove that (5.14) holds, that is
(6.7) lim
n→∞
∫
R3
∣∣∣V (|r0 − un|2)− a2 (ϕ2(|r0 − un|)− r20)2 ∣∣∣ dx = 0.
Using (6.7) and the assumptions of Lemma 6.3 we find
(6.8) cQ(un) = Bc(un)−D(un)−
∫
R3
V (|r0 − un|2)− a2
(
ϕ2(|r0 − un|)− r20
)2
dx −→ −1
as n −→ ∞. If c = 0, (6.8) gives a contradiction and Lemma 6.3 is proved. From now on we
assume that 0 < c < vs.
Fix c1 ∈ (c, vs), then fix σ > 0 such that
(6.9) σ2 >
Mc
c1 − c .
A simple change of variables shows that M˜ := sup
n≥1
EGL((un)1,σ) < ∞ and (6.7) holds with
(un)1,σ instead of un. It is easy to see that ((un)1,σ)n≥1 also satisfies (6.6). Using Lemma 3.2
we infer that there exists a sequence hn −→ 0 and for each n there exists a minimizer vn of
G
(un)1,σ
hn,R3
in H1(un)1,σ(R
3) such that
(6.10) || |vn − r0| − r0||L∞(R3) −→ 0 as n −→∞.
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From (3.4) we obtain
(6.11) |Q((un)1,σ)−Q(vn)| ≤
(
h2n + h
4
3
nM˜
2
3
) 1
2
M˜ −→ 0 as n −→∞.
Using (6.10), the fact that 0 < c1 < 2ar0 and Lemma 4.2 we infer that for all sufficiently large
n we have
(6.12) EGL(vn) + c1Q(vn) ≥ 0.
Since EGL(vn) ≤ EGL((un)1,σ), for large n we have
(6.13)
0 ≤ EGL(vn) + c1Q(vn)
≤ EGL((un)1,σ) + c1Q((un)1,σ) + c1|Q((un)1,σ)−Q(vn)|
= A(un) +Bc((un)1,σ) + (c1 − c)Q((un)1,σ) + c1|Q((un)1,σ)−Q(vn)|
+
∫
R3
a2
(
ϕ2(|r0 − (un)1,σ|)− r20
)2 − V (|r0 − (un)1,σ|2) dx
= A(un) + σ
2Bc(un) + σ
2(c1 − c)Q(un) + an
≤M + σ2Bc(un) + σ2(c1 − c)Q(un) + an,
where
an = c1|Q((un)1,σ)−Q(vn)|+
∫
R3
a2
(
ϕ2(|r0 − (un)1,σ|)− r20
)2 − V (|r0 − (un)1,σ|2) dx.
From (6.7) and (6.11) we infer that lim
n→∞ an = 0. Then passing to the limit as n −→ ∞
in (6.13), using (6.8) and the fact that lim
n→∞Bc(un) = 0 we find 0 ≤ M − σ
2 c1−c
c
. The last
inequality clearly contradicts the choice of σ in (6.9). This contradiction shows that (6.6)
cannot hold and Lemma 6.3 is proved. ¤
Next we show that we cannot have α ∈ (0, λc + 1). We argue again by contradiction and
we assume that α ∈ (0, λc + 1). Proceeding exactly as in the proof of Theorem 5.3 and using
Lemma 3.3, we infer that for each n sufficiently large there exist two functions un,1, un,2 having
the following properties:
(6.14) EGL(un,1) −→ α, EGL(un,1) −→ λc + 1− α,
(6.15) |A(un)−A(un,1)−A(un,2)| −→ 0,
(6.16) |Bc(un)−Bc(un,1)−Bc(un,2)| −→ 0,
(6.17) |D(un)−D(un,1)−D(un,2)| −→ 0 as n −→∞.
Since (EGL(un,i))n≥1 are bounded, from Lemmas 4.1 and 4.5 we see that Bc(un,i))n≥1 are
bounded. Moreover, by (6.16) we have lim
n→∞ (Bc(un,1) +Bc(un,2)) = limn→∞Bc(un) = 0. Simi-
larly, (D(un,i))n≥1 are bounded and lim
n→∞ (D(un,1) +D(un,2)) = limn→∞D(un) = 1. Passing again
to a subsequence (still denoted (un)n ≥ 1), we may assume that
(6.18) lim
n→∞Bc(un,1) = b1, limn→∞Bc(un,2) = b2, where bi ∈ R, b1 + b2 = 0,
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(6.19) lim
n→∞D(un,1) = d1, limn→∞D(un,2) = d2, where di ≥ 0, d1 + d2 = 1.
From (6.18) it follows that either b1 = b2 = 0, or one of b1 or b2 is negative.
Case 1. If b1 = b2 = 0, we distinguish two subcases:
Subcase 1a. We have d1 > 0 and d2 > 0. Let σi =
2√
di
, i = 1, 2. Then D((un,i)1,σi) =
σ2iD(un,i) −→ 4 and Bc((un,i)1,σi) = σ2iBc(un,i) −→ 0 as n −→ ∞. From (6.1) and the
definition of λc it follows that lim inf
n→∞ A(un,i) = lim infn→∞ A((un,i)1,σi) ≥ λc, i = 1, 2. Then (6.15)
implies
lim inf
n→∞ A(un) ≥ lim infn→∞ A(un,1) + lim infn→∞ A(un,2) ≥ 2λc
an this is a contradiction because by (6.5) we have lim
n→∞A(un) = λc.
Subcase 1b. One of di’s is zero, say d1 = 0. Then necessarily d2 = 1, that is lim
n→∞D(un,2) =
1. Since EGL(un,2) = A(un,2)+D(un,2) −→ 1+λc−α as n −→∞, we infer that lim
n→∞A(un,2) =
λc−α. Hence D(un,2) −→ 1, Bc(un,2) −→ 0 and A(un,2) −→ λc−α as n −→∞, which implies
λc − α ∈ Λc. Since α > 0, this contradicts the definition of λc.
Case 2. One of bi’s is negative, say b1 < 0. From Lemma 4.8 (ii) we get lim inf
n→∞ A(un,1) >
Tc ≥ λc and then using (6.15) we find lim inf
n→∞ A(un) > λc, in contradiction with (6.5).
Consequently in all cases we get a contradiction and this proves that we cannot have
α ∈ (0, λc + 1).
Up to now we have proved that lim
t→∞ q(t) = λc + 1, that is ”concentration” occurs.
Proceeding as in the case N ≥ 4, we see that there exist a subsequence (unk)k≥1, a sequence
of points (xk)k≥1 ⊂ R3 and u ∈ X such that, denoting u˜nk(x) = unk(x+ xk), we have:
(6.20) ∇u˜nk ⇀ ∇u and ϕ2(|r0 − u˜nk |)− r20 ⇀ ϕ2(|r0 − u|)− r20 weakly in L2(R3),
(6.21) u˜nk −→ u in Lploc(R3) for 1 ≤ p < 6 and a.e. on R3,
(6.22)
∫
R3
V (|r0 − u˜nk |2) dx −→
∫
R3
V (|r0 − u|2) dx,
(6.23)
∫
R3
(
ϕ2(|r0 − u˜nk |)− r20
)2
dx −→
∫
R3
(
ϕ2(|r0 − u|)− r20
)2
dx,
(6.24) Q(u˜nk) −→ Q(u) as k −→∞.
Passing to the limit as k −→∞ in the identity∫
R3
V (|r0 − u˜nk |2)− a2
(
ϕ2(|r0 − u˜nk |)− r20
)2
dx+ cQ(u˜nk) = Bc(u˜nk)−D(u˜nk),
using (6.22)−(6.24) and the fact that Bc(u˜nk) −→ 0, D(u˜nk) −→ 1 we get∫
R3
V (|r0 − u|2)− a2
(
ϕ2(|r0 − u|)− r20
)2
dx+ cQ(u) = −1.
Thus u 6= 0.
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From the weak convergence ∇u˜nk ⇀ ∇u in L2(R3) we get
(6.25)
∫
R3
∣∣∣ ∂u
∂xj
∣∣∣2 dx ≤ lim inf
k→∞
∫
R3
∣∣∣∂u˜nk
∂xj
∣∣∣2 dx for j = 1, . . . , N.
In particular, we have
(6.26) A(u) ≤ lim
k→∞
A(u˜nk) = λc.
From (6.22), (6.24) and (6.25) we obtain
(6.27) Bc(u) ≤ lim
k→∞
Bc(u˜nk) = 0.
Since u 6= 0, (6.27) and Lemma 4.8 (i) imply A(u) ≥ Tc. Then using (6.26) and the fact that
λc ≤ Tc, we infer that necessarily
(6.28) A(u) = Tc = λc = lim
k→∞
A(u˜nk).
The fact that Bc(u˜nk) −→ 0, (6.22) and (6.24) imply that
(∫
R3
∣∣∣∂u˜nk
∂x1
∣∣∣2 dx)
k≥1
converges.
If
∫
R3
∣∣∣ ∂u
∂x1
∣∣∣2 dx < lim
k→∞
∫
R3
∣∣∣∂u˜nk
∂x1
∣∣∣2 dx, we get Bc(u) < lim
k→∞
Bc(u˜nk) = 0 in (6.27) and then
Lemma 4.8 (i) implies A(u) > Tc, a contradiction. Taking (6.25) into account, we see that
necessarily
(6.29)
∫
R3
∣∣∣ ∂u
∂x1
∣∣∣2 dx = lim
k→∞
∫
R3
∣∣∣∂u˜nk
∂x1
∣∣∣2 dx and Bc(u) = 0.
Thus we have proved that u ∈ C and ||∇u||L2(R3) = lim
k→∞
||∇u˜nk ||L2(R3). Combined with the
weak convergence ∇u˜nk ⇀ ∇u in L2(R3), this implies the strong convergence ∇u˜nk −→ ∇u
in L2(R3). Then using the Sobolev embedding we find u˜nk −→ u in L6(R3).
From the second part of (6.20) and (6.23) it follows that
(6.30) ϕ2(|r0 − u˜nk |)− r20 −→ ϕ2(|r0 − u|)− r20 in L2(R3).
Let G(z) = |r0 − z|2 − ϕ2(|r0 − z|). It is obvious that G ∈ C∞(C,R) and |G(z)| ≤ C|r0 −
z|21{|r0−z|>2r0} ≤ C ′|z|21{|z|>r0} ≤ C ′′|z|31{|z|>r0}. Since u˜nk −→ u in L6(R3), it is easy to see
that G(u˜nk) −→ G(u) in L2(R3) (see Theorem A4 p. 134 in [36]). Together with (6.30), this
gives |r0− u˜nk |2− r20 −→ |r0−u|2− r20 in L2(R3) and the proof of Theorem 6.2 is complete. ¤
To prove that any minimizer provided by Theorem 6.2 satisfies an Euler-Lagrange equation,
we will need the next lemma. It is clear that for any v ∈ X and any R > 0, the functional
B˜vc (w) := Bc(v + w) is C
1 on H10 (B(0, R)). We denote by (B˜
v
c )
′(0).w = lim
t→0
Bc(v+tw)−Bc(v)
t
its
derivative at the origin.
Lemma 6.4 Assume that N ≥ 3 and the conditions (A1) and (A2) are satisfied. Let v ∈ X
be such that (B˜vc )
′(0).w = 0 for any w ∈ C1c (RN ). Then v = 0 almost everywhere on RN .
Proof. We denote by v∗ be the precise representative of v, that is v∗(x) = lim
r→0
m(v,B(x, r))
if this limit exists, and 0 otherwise. Since v ∈ L1loc(RN ), it is well-known that v = v∗ almost
everywhere on RN (see, e.g., Corollary 1 p. 44 in [14]). Throughout the proof of Lemma 6.4
we replace v by v∗. We proceed in three steps.
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Step 1. There exists a set S ⊂ RN−1 such that LN−1(S) = 0 and for any x′ ∈ RN−1 \ S
the function vx′ := v(·, x′) belongs to C2(R) and solves the differential equation
(6.31) −(vx′)′′(s) + ic(vx′)′(s) + F (|r0 − vx′(s)|2)(r0 − vx′(s)) = 0 for any s ∈ R.
Moreover, we have |vx′(s)| −→ 0 as s −→ ±∞ and vx′ satisfies the following properties:
(6.32) vx′ ∈ L2∗(R), ϕ2(|r0 − vx′ |)− r20 ∈ L2(R) and (vx′)′ =
∂v
∂x1
(·, x′) ∈ L2(R),
(6.33) F (|r0 − vx′ |2)(r0 − vx′) ∈ L2(R) + L
2
∗
2p0+1 (R).
It is easy to see that F (|r0 − v|2)(r0 − v) ∈ L2(RN ) + L
2
∗
2p0+1 (RN ). Since v ∈ H1loc(R3),
using Theorem 2 p. 164 in [14] and Fubini’s Theorem, respectively, we see that there exists a
set S˜ ⊂ RN−1 such that LN−1(S˜) = 0 and for any x′ ∈ RN−1 \ S˜ the function vx′ is absolutely
continuous, vx′ ∈ H1loc(R) and (6.32)−(6.33) hold.
Given φ ∈ C1c (R), we denote Λφ(x1, x′) = 〈 ∂v∂x1 (x1, x′), φ′(x1)〉 + c〈i ∂v∂x1 (x1, x′), φ(x1)〉 +
〈F (|r0 − v|2)(r0 − v)(x1, x′), φ(x1)〉. From (6.32) and (6.33) it follows that Λφ(·, x′) ∈ L1(R)
for x′ ∈ RN−1 \ S˜. For such x′ we define λφ(x′) =
∫
R
Λφ(x1, x
′)dx1, then we extend the
function λφ in an arbitrary way to R
N−1. Let ψ ∈ C1c (RN−1). It is obvious that the
function (x1, x
′) 7−→ Λφ(x1, x′)ψ(x′) belongs to L1(RN ) and using Fubini’s Theorem we get∫
RN
Λφ(x1, x
′)ψ(x′) dx =
∫
RN−1
λφ(x
′)ψ(x′) dx′. On the other hand, using the assumption of
Lemma 6.4 we obtain 2
∫
RN
Λφ(x1, x
′)ψ(x′) dx =
(
B˜vc
)′
(0).(φ(x1)ψ(x
′)) = 0. Hence we have∫
RN−1
λφ(x
′)ψ(x′) dx′ = 0 for any ψ ∈ C1c (RN−1) and this implies that there exists a set
Sφ ⊂ RN−1 \ S˜ such that LN−1(Sφ) = 0 and λφ = 0 on RN−1 \ (S˜ ∪ Sφ).
Denote q0 =
2∗
2p0+1
∈ (1,∞). There exists a coutable set {φn ∈ C1c (R) | n ∈ N} which
is dense in H1(R) ∩ Lq′0(R). For each n consider the set Sφn ⊂ RN−1 as above. Let S =
S˜ ∪
⋃
n∈N
Sφn . It is clear that LN−1(S) = 0.
Let x′ ∈ RN−1 \ S. Fix φ ∈ C1c (R). There is a sequence (φnk)k≥1 such that φnk −→
φ in H1(R) and in Lq
′
0(R). Then λφnk (x
′) = 0 for each k and (6.32)−(6.33) imply that
λφnk (x
′) −→ λφ(x′). Consequently λφ(x′) = 0 for any φ ∈ C1c (R) and this implies that vx′
satisfies the equation (6.31) in D′(R). Using (6.31) we infer that (vx′)′′ (the weak second
derivative of vx′) belongs to L
1
loc(R) and then it follows that (vx′)
′ is continuous on R (see,
e.g., Lemma VIII.2 p. 123 in [8]). In particular, we have vx′ ∈ C1(R). Coming back to
(6.31) we see that (vx′)
′′ is continuous, hence vx′ ∈ C2(R) and (6.31) holds at each point of
R. Finally, we have |vx′(s2)− vx′(s1)| ≤ |s2 − s1|
1
2 || (vx′)′ ||L2 ; this estimate and the fact that
vx′ ∈ L2∗(R) imply that vx′(s) −→ 0 as s −→ ±∞.
Step 2. There exist two positive constants k1, k2 (depending only on F and c) such that
for any x′ ∈ RN−1 \ S we have either vx′ = 0 on R or there exists an interval Ix′ ⊂ R with
L1(Ix′) ≥ k1 and | |r0 − vx′ | − r0| ≥ k2 on Ix′ .
To see this, fix x′ ∈ RN−1 \ S and denote g = |r0 − vx′ |2 − r20. Then g ∈ C2(R,R) and g
tends to zero at ±∞. Proceeding exactly as in [33], p. 1100-1101 we integrate (6.31) and we
see that g satisfies
(6.34) (g′)2(s) + c2g2(s)− 4(g(s) + r20)V (g(s) + r20) = 0 in R.
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Using (1.4) we have c2t2−4(t+ r20)V (t+ r20) = t2(c2−v2s + ε1(t)), where ε1(t) −→ 0 as t −→ 0.
In particular, there exists k0 > 0 such that
(6.35) c2t2 − 4(t+ r20)V (t+ r20) < 0 for t ∈ [−2k0, 0) ∪ (0, 2k0].
If g = 0 on R then |r0−vx′ | = r0 and consequently there exists a lifting r0−vx′(s) = r0eiθ(s)
with θ ∈ C2(R,R). Using equation (6.31) and proceeding as in [33] p. 1101 we see that either
r0 − vx′(s) = r0eiθ0 or r0 − vx′(s) = r0eics+θ0 , where θ0 ∈ R is a constant. Since vx′ ∈ L2∗(R),
we must have vx′ = 0.
If g 6≡ 0, the function g achieves a negative minimum or a positive maximum at some s0 ∈ R.
Then g′(s0) = 0 and using (6.34) and (6.35) we infer that |g(s0)| > 2k0. Let s2 = inf{s <
s0 | |g(s)| ≥ 2k0}, s1 = sup{s < s2 | g(s) ≤ k0}, so that s1 < s2, |g(s1)| = k0, |g(s2)| = 2k0 and
k0 ≤ |g(s)| ≤ 2k0 for s ∈ [s1, s2]. Denote M = sup{4(t+ r20)V (t+ r20)− c2t2 | t ∈ [−2k0, 2k0]}.
From (6.34) we obtain |g′(s)| ≤ √M if g(s) ∈ [−2k0, 2k0] and we infer that
k0 = |g(s2)| − |g(s1)| ≤
∣∣∣ ∫ s2
s1
g′(s) ds
∣∣∣ ≤ √M(s2 − s1),
hence s2 − s1 ≥ k0√
M
. Obviously, there exists k2 > 0 such that | |r0 − z|2 − r20| ≥ k0 implies
| |r0 − z| − r0| ≥ k2. Taking k1 = k0√
M
and Ix′ = [s1, s2], the proof of step 2 is complete.
Step 3. Conclusion.
Let K = {x′ ∈ RN−1 \ S | vx′ 6≡ 0}. It is standard to prove that K is LN−1−measurable.
The conclusion of Lemma 6.4 follows if we prove that LN−1(K) = 0. We argue by contradiction
and we assume that LN−1(K) > 0.
If x′ ∈ K, it follows from step 2 that there exists an interval Ix′ of length at least
k1 such that
(
ϕ2(|r0 − vx′ |)− r20
)2 ≥ η(k2) on Ix′ , where η is as in (3.30). This implies∫
R
(
ϕ2(|r0 − v(x1, x′)|)− r20
)2
dx1 ≥ k1η(k2) and using Fubini’s theorem we get∫
RN
(
ϕ2(|r0 − v(x)|)− r20
)2
dx =
∫
K
(∫
R
(
ϕ2(|r0 − v(x1, x′)|)− r20
)2
dx1
)
dx′
≥ k1η(k2)LN−1(K).
Since v ∈ X , we infer that LN−1(K) is finite.
It is obvious that there exist x′1 ∈ K and x′2 ∈ RN−1 \ (K ∪ S) arbitrarily close to each
other. Then |vx′
1
| ≥ k2 on an interval Ix′
1
of length k1, while vx′
2
≡ 0. If we knew that v
is uniformly continuous, this would lead to a contradiction. However, the equation (6.31)
satisfied by v involves only derivatives with respect to x1 and does not imply any regularity
properties of v with respect to the transverse variables (note that if v is a solution of (6.31),
then v(x1 + δ(x
′), x′) is also a solution, even if δ is discontinuous). For instance, for the Gross-
Pitaevskii nonlinearity F (s) = 1− s it is possible to construct bounded, C∞ functions v such
that v ∈ L2∗(RN ), (6.31) is satisfied for a.e. x′, and the set K constructed as above is a
nontrivial ball in RN−1 (of course, these functions do not tend uniformly to zero at infinity,
are not uniformly continuous and their gradient is not in L2(RN )).
We use that fact that one transverse derivative of v (for instance, ∂v
∂x2
) is in L2(RN ) to get
a contradiction.
For x′ = (x2, x3, . . . , xN ) ∈ RN−1, we denote x′′ = (x3, . . . , xN ). Since v ∈ H1loc(RN ), from
Theorem 2 p. 164 in [14] it follows that there exists J ⊂ RN−1 such that LN−1(J) = 0 and
u(x1, ·, x′′) ∈ H1loc(RN ) for any (x1, x′′) ∈ RN−1 \ J . Given x′′ ∈ RN−2, we denote
Kx′′ = {x2 ∈ R | (x2, x′′) ∈ K},
Sx′′ = {x2 ∈ R | (x2, x′′) ∈ S},
Jx′′ = {x1 ∈ R | (x1, x′′) ∈ J}.
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Fubini’s Theorem implies that the sets Kx′′ , Sx′′ , Jx′′ are L1−measurable, L1(Kx′′) < ∞ and
L1(Sx′′) = L1(Jx′′) = 0 for LN−2−a.e. x′′ ∈ RN−2. Let
(6.36)
G = {x′′ ∈ RN−2 | Kx′′ , Sx′′ , Jx′′ are L1 measurable,
L1(Sx′′) = L1(Jx′′) = 0 and 0 < L1(Kx′′) <∞}.
Clearly, G is LN−2−measurable and
∫
G
L1(Kx′′) dx′′ = LN−1(K) > 0, thus LN−2(G) > 0. We
claim that
(6.37)
∫
R2
∣∣∣ ∂v
∂x2
(x1, x2, x
′′)
∣∣∣2dx1 dx2 = ∞ for any x′′ ∈ G.
Indeed, let x′′ ∈ G. Fix ε > 0. Using (6.36) we infer that there exist s1, s2 ∈ R such
that (s1, x
′′) ∈ RN−1 \ (K ∪ S), (s2, x′′) ∈ K and |s2 − s1| < ε. Then v(t, s1, x′′) = 0 for
any t ∈ R. From step 2 it follows that there exists an interval I with L1(I) ≥ k1 such that
|v(t, s2, x′′)| ≥ | |r0 − v(t, s2, x′′)| − r0| ≥ k2 for t ∈ I. Assume s1 < s2. If t ∈ I \ Jx′′ we have
v(t, ·, x′′) ∈ H1loc(R), hence
k2 ≤ |v(t, s2, x′′)− v(t, s1, x′′)| =
∣∣∣∫ s2
s1
∂v
∂x2
(t, τ, x′′) dτ
∣∣∣
≤ (s2 − s1)
1
2
(∫ s2
s1
∣∣∣ ∂v
∂x2
(t, τ, x′′)
∣∣∣2dτ) 12 .
Clearly, this implies
∫ s2
s1
∣∣∣ ∂v
∂x2
(t, τ, x′′)
∣∣∣2dτ ≥ k22
ε
. Consequently∫
R2
∣∣∣ ∂v
∂x2
(x1, x2, x
′′)
∣∣∣2dx1 dx2 ≥ ∫
I
∫ s2
s1
∣∣∣ ∂v
∂x2
(t, τ, x′′)
∣∣∣2dτ dt ≥ k1k22
ε
.
Since the last inequality holds for any ε > 0, (6.37) is proved. Using (6.37), the fact that
LN−2(G) > 0 and Fubini’s Theorem we get
∫
RN
∣∣∣ ∂v
∂x2
∣∣∣2 dx = ∞, contradicting the fact that
v ∈ X . Thus necessarily LN−1(K) = 0 and the proof of Lemma 6.4 is complete. ¤
Proposition 6.5 Assume that N = 3 and the conditions (A1) and (A2) are satisfied. Let
u ∈ C be a minimizer of Ec in C. Then u ∈ W 2,ploc (R3) for any p ∈ [1,∞), ∇u ∈ W 1,p(R3) for
p ∈ [2,∞) and there exists σ > 0 such that u1,σ is a solution of (1.3).
Proof. The proof is very similar to the proof of Proposition 5.6. It is clear that A(u) =
Ec(u) = Tc and u is a minimizer of A in C. For any R > 0, the functionals B˜uc and A˜(v) :=
A(u+ v) are C1 on H10 (B(0, R)). We proceed in four steps.
Step 1. There exists w ∈ C1c (R3) such that (B˜uc )′(0).w 6= 0. This follows from Lemma 6.4.
Step 2. There exists a Lagrange multiplier α ∈ R such that
(6.38) A˜′(0).v = α(B˜uc )
′(0).v for any v ∈ H1(R3), v with compact support.
Step 3. We have α < 0.
The proof of steps 2 and 3 is the same as the proof of steps 2 and 3 in Proposition 5.6.
Step 4. Conclusion.
Let β = − 1
α
. Then (6.38) implies that u satisfies
−∂
2u
∂x21
− β
(
∂2u
∂x22
+
∂2u
∂x23
)
+ icux1 + F (|r0 − u|2)(r0 − u) = 0 in D′(R3).
For σ2 = 1
β
we see that u1,σ satisfies (1.3). It is clear that u1,σ ∈ C and u1,σ minimizes A
(respectively Ec) in C. Finally, the regularity of u1,σ (thus the regularity of u) follows from
Lemma 5.5. ¤
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7 Further properties of traveling waves
By Propositions 5.6 and 6.5 we already know that the solutions of (1.3) found there are
in W 2,ploc (R
N ) for any p ∈ [1,∞) and in C2(RN ). In general, a straightforward boot-strap
argument shows that the finite energy traveling waves of (1.1) have the best regularity allowed
by the nonlinearity F . For instance, if F ∈ Ck([0,∞)) for some k ∈ N∗, it can be proved
that all finite energy solutions of (1.3) are in W k+2,ploc (R
N ) for any p ∈ [1,∞) (see, for instance,
Proposition 2.2 (ii) in [33]). If F is analytic, it can be proved that finite energy traveling waves
are also analytic. In the case of the Gross-Pitaevskii equation, this has been done in [5].
A lower bound K(c,N) on the energy of traveling waves of speed c < vs for the Gross-
Pitaevskii equation has been found in [35]. The constant K(c,N) is known explicitly and we
have K(c,N) −→ 0 as c −→ vs. In the case of general nonlinearities, we know that any finite
energy traveling wave u of speed c satisfies the Pohozaev identity Pc(u) = 0, that is u ∈ C.
Then it follows from Lemma 4.7 that A(u) ≥ N−12 Tc > 0.
Our next result concerns the symmetry of those solutions of (1.3) that minimize Ec in C.
Proposition 7.1 Assume that N ≥ 3 and the conditions (A1), (A2) in the introduction hold.
Let u ∈ C be a minimizer of Ec in C. Then, after a translation in the variables (x2, . . . , xN ),
u is axially symmetric with respect to Ox1.
Proof. Let Tc be as in Lemma 4.7. We know that any minimizer u of Ec in C satisfies
A(u) = N−12 Tc > 0. Using Lemma 4.8 (i), it is easy to prove that a function u ∈ X is a
minimizer of Ec in C if and only if
(7.1) u minimizes the functional − Pc in the set {v ∈ X | A(v) = N − 1
2
Tc}.
The minimization problem (7.1) is of the type studied in [32]. All we have to do is to verify
that the assumptions made in [32] are satisfied, then to apply the general theory developed
there.
Let Π be an affine hyperplane in RN parallel to Ox1. We denote by sΠ the symmetry of
RN with respect to Π and by Π+, Π− the two half-spaces determined by Π. Given a function
v ∈ X , we denote
vΠ+(x) =
{
v(x) if x ∈ Π+ ∪Π,
v(sΠ(x)) if x ∈ Π−, and vΠ−(x) =
{
v(x) if x ∈ Π− ∪Π,
v(sΠ(x)) if x ∈ Π+.
It is easy to see that vΠ+ , vΠ− ∈ X . Moreover, for any v ∈ X we have
A(vΠ+) +A(vΠ−) = 2A(v) and Pc(vΠ+) + Pc(vΠ−) = 2Pc(v).
This implies that assumption (A1c) in [32] is satisfied.
By Propositions 5.6 and 6.5 and Lemma 5.5 we know that any minimizer of (7.1) is C1
on RN , hence assumption (A2c) in [32] holds. Then the axial symmetry of solutions of (7.1)
follows directly from Theorem 2’ in [32]. ¤
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Abstract
We are interested in the existence of travelling-wave solutions to a system which
modelizes the motion of an uncharged impurity in a Bose condensate. We prove that
in space dimension one, there exist travelling-waves moving with velocity c if and only
if c is less than the sound velocity at infinity. In this case we investigate the structure
of the set of travelling-waves and we show that it contains global subcontinua in
appropriate Sobolev spaces.
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1 Introduction.
This paper is devoted to the study of a special kind of solutions of a system describing
the motion of an uncharged impurity in a Bose condensate. In dimensionless variables, the
system reads
(1.1)

2i
∂ψ
∂t
= −∆ψ + 1
ε2
(|ψ|2 + 1
ε2
|ϕ|2 − 1)ψ
2iδ
∂ϕ
∂t
= −∆ϕ + 1
ε2
(q2|ψ|2 − ε2k2)ϕ.
Here ψ and ϕ are the wavefunctions for bosons, respectively for the impurity, δ = µ
M
where µ is the mass of impurity and M is the boson mass (δ is supposed to be small),
q2 = l
2d
, l being the boson-impurity scattering length and d the boson diameter, k is
a dimensionless measure for the single-particle impurity energy and ε is a dimensionless
constant (ε = ( aµ
lM
)
1
5 , where a is the “healing length”; in applications, ε ∼= 0.2). Assuming
that we are in a frame in which the condensate is at rest at infinity, the solutions must
satisfy the “boundary conditions”
(1.2) |ψ| −→ 1, ϕ −→ 0 as |x| −→ ∞.
1
This system (originally introduced by Clark and Gross) was studied by J. Grant and
P. H. Roberts (see [5]). Using formal asymptotic expansions and numerical experiments,
they computed the effective radius and the induced mass of the uncharged impurity.
We consider here the system (1.1) in a one dimensional space and we look for solitary
waves, that is for solutions of the form
(1.3) ψ(x, t) = ψ˜(x− ct), ϕ(x, t) = ϕ˜(x− ct).
This kind of solutions corresponds to the case where the only disturbance present in the
condensate is that caused by the uniform motion of the impurity with velocity c. In view
of the boundary conditions, we seek for solutions of the form
(1.4) ψ˜(x) = (1 + r˜(x))eiψ0(x), ϕ˜(x) = u˜(x)eiϕ0(x)
with r˜(x) −→ 0, u˜(x) −→ 0 as |x| −→ ∞. By an easy computation we find that the real
functions ψ0, ϕ0, r˜, u˜ must satisfy
(1.5) ψ′0 = c(1−
1
(1 + r˜)2
),
(1.6) ϕ′0 = cδ,
(1.7) r˜′′ = c2
( 1
(1 + r˜)3
− (1 + r˜)
)
+
1
ε2
(
(1 + r˜)3 − (1 + r˜) + 1
ε2
(1 + r˜)u˜2
)
,
(1.8) u˜′′ =
(q2
ε2
(1 + r˜)2 − c2δ2 − k2
)
u˜.
From (1.6) we see that necessarily ϕ0(x) = cδx+C. Note that the system is invariant under
the transform (ψ, ϕ) 7−→ (eiαψ, eiβϕ), so the integration constants in (1.5) and (1.6) are
not important. Thus all we have to do is to solve the system (1.7)-(1.8). Thereafter it will
be easy to find the corresponding phases from (1.5)-(1.6) and (1.4) will give a solitary-wave
solution of (1.1).
After the scale change u˜(x) = 1
ε
u(x
ε
), r˜(x) = r(x
ε
), we find that the functions r and u
satisfy
(1.9) r′′ = (1 + r)3 − (1 + r)− c2ε2
(
1 + r − 1
(1 + r)3
)
+ (1 + r)u2,
(1.10) u′′ = (q2(1 + r)2 − λ)u,
where
(1.11) λ = ε2(c2δ2 + k2).
The equation r′′ = (1 + r)3 − (1 + r) − v2
4
(
1 + r − 1
(1+r)3
)
+ (1 + r)U , where U is a
positive Borel measure, was studied in [7]. In the case U ≡ 0, it has been shown that this
2
equation has only the trivial solution r ≡ 0 if |v| ≥ √2 ; for 0 < |v| < √2, it also admits
the solution
(1.12) rv(x) = −1 +
√
v2
2
+ (1− v
2
2
) tanh2(
√
2− v2
2
x).
Moreover, any other nontrivial solution is of the form rv(·−x0) for some x0 ∈ R. Equation
(1.10) is linear in u ; more precisely, u must be an eigenvector of the linear operator
− d2
dx2
+ q2(1 + r)2 corresponding to the eigenvalue λ = ε2(c2δ2 + k2).
It is now clear that except for translations, the only solutions of (1.9)-(1.10) of the form
(r, 0) are (0, 0) and (r2cε, 0) (the latter one exists only for |cε| < 1√2). We call these solutions
the trivial solutions of (1.9)-(1.10). We will prove that there exist non-trivial solutions of
(1.9)-(1.10) in a neighbourhood of (r2cε, 0) (for suitable values of the parameter λ) and we
will study the global structure of the set of non-trivial solutions.
It has been shown (see e.g. [7] and references therein) that using the Madelung’s
transform ψ =
√
ρeiψ0 , the first equation in (1.1) can be put into a hydrodynamical form
(i.e. it is equivalent to a system of Euler equations for a compressible inviscid fluid of
density ρ and velocity ∇ψ0). In this context, 1ε√2 represents the sound velocity at infinity.
It will be proved at the beginning of section 3 that (1.1) does not possess non-constant
travelling-vaves moving with velocity |c| ≥ 1
ε
√
2
. Hence we will assume throughout that
|c| < 1
ε
√
2
.
Observe that the system (1.9)-(1.10) has a good variational formulation : its solutions
are critical points of the “energy” functional. Indeed, since 1 + r˜ = |ψ˜| ≥ 0, it is clear
that we must have r˜ ≥ −1. Therefore we will seek for solutions r of (1.9) with r > −1.
Let V = {r ∈ H1(R) | inf
x∈R
r(x) > −1}. It is obvious that V is open in H1(R) because
H1(R) ⊂ C0b (R) by the Sobolev embedding. A pair (r, u) ∈ V ×H1(R) satisfy (1.9)-(1.10)
if and only if (r,u) is a critical point of the C∞ functional E : V ×H1(R) −→ R,
(1.13)
E(r, u) =
∫
R
|r′|2dx+ 1
2
∫
R
(
(1 + r)2 − 1
)2(
1− 2c
2ε2
(1 + r)2
)
dx
+
∫
R
u2(1 + r)2dx+
1
q2
∫
R
|u′|2dx− λ
q2
∫
R
u2dx.
However, E(r, ·) is quadratic in u for any fixed r and it would be very difficult to find
critical points of E by using a classical topological argument.
In this paper we use bifurcation theory to show the existence of nontrivial solitary waves
for the system (1.1). Note that this system (or equivalently (1.9)-(1.10)) is invariant by
translations. To avoid the degeneracy of the linearized system due to this invariace, we
work on symmetric function spaces. Consequently, the travelling-waves that we obtain will
also present a symmetry. To be more precise, we will use the spaces
H = H2rad(R) = {u ∈ H2(R) | u(x) = u(−x), ∀x ∈ R} and
L = L2rad(R) = {u ∈ L2(R) | u(x) = u(−x), a.e. x ∈ R}.
Clearly H∩V is an open set of H. We define S : (H∩V )×H −→ L, T : R×H×H −→ L,
(1.14) S(r, u) = −r′′ + (1 + r)3 − (1 + r)− c2ε2
(
1 + r − 1
(1 + r)3
)
+ (1 + r)u2,
3
(1.15) T (λ, r, u) = −u′′ + (q2(1 + r)2 − λ)u.
It is obvious that S and T are well defined and of class C∞ (recall that H ⊂ C1b (R) and
H is an algebra). Clearly r and u satisfy the system (1.9)-(1.10) if and only if S(r, u) = 0
and T (λ, r, u) = 0.
In the next section, we will study the structure of the set of nontrivial solutions in a
neighbourhood of the trivial ones. It follows easily from the Implicit Function Theorem
that there are no nontrivial solutions of (1.9)-(1.10) in a neighbourhood of (λ, 0, 0) for
λ < q2 (see the proof of Theorem 3.8). It is well-known that we may have nontrivial
solutions arbitrarily close to (λ, r2cε, 0) if and only if the differential d(r,u)(S, T )(λ, r2cε, 0) is
not invertible. For λ < q2, we will see that d(r,u)(S, T )(λ, r2cε, 0) is not invertible if and only
if λ is an eigenvalue of the particular Schro¨dinger operator given by (1.10). In this case
we show that all the nontrivial solutions in a neighbourhood of (λ, r2cε, 0) form a smooth
curve in R×H×H.
It is natural to ask how long such a branch of solutions exists. Recently, there were
obtained general global bifurcation results for C1 Fredholm mappings of index 0 which
apply to a broad class of elliptic equations in RN (see, e.g., [9], [10]). Using the ideas and
techniques developed in [11] it can be proved that for any fixed λ < q2, the mapping
(S, T (λ, ·, ·)) : (H∩V )×H −→ L×L is Fredholm of index 0. By a general global bifurcation
theorem (a variant of Theorem 6.1 in [9]) one can prove that either the branch of nontrivial
solutions of (1.9)-(1.10) starting from a bifurcation point (λ, r2cε, 0) is noncompact in R×
H×H or it meets [q2,∞)×H×H (note that [q2,∞) is the essential spectrum of the linear
Schro¨dinger operator appearing in (1.10)).
To obtain further information (such as unboundedness) about the branches of nontrivial
solutions, a key ingredient would be the properness of the operator (S, T ), at least on closed
bounded sets. Unfortunately, it is easy to see that the operator (S, T ) is not proper on
closed bounded sets. Indeed, it suffices to take rn = r2cε(· − n) + r2cε(·+ n) and to observe
that (S, T )(λ, rn, 0) −→ (0, 0) as n −→ ∞, the sequence (rn) is bounded in H but has no
convergent subsequence.
In order to obtain a more precise description of the branches of nontrivial solutions
and to avoid troubles due to the lack of properness, we choose a different approach : we
reformulate the problem and we work on a weighted Sobolev space (which is a subspace of
H). In section 3, we use a variant of the Global Bifurcation Theorem of Rabinowitz ([12])
to obtain global branches of solutions of (1.9)-(1.10) in that space. Note that the use of
a slowly increasing weight (for example, (1 + x2)s for s > 0) is sufficient to eliminate the
lack of properness and to obtain global branches of travelling-waves. It is worth to note
that for λ < q2, any nontrivial travelling-wave which is in H also belongs to the weighted
space which is used (i.e., there is no loss of solutions). We show that there exists exactly
one branch of nontrivial solutions bifurcating from the curve (λ, r2cε, 0) if q ≤ 1√2 ln 2 . The
number of these branches is increasing with q and tends to infinity as q −→ ∞. We will
prove that any of these branches is either unbounded (in the weighted space) or λ tends
to q2 along it. On the other hand, we prove that there are no nontrivial solutions of
(1.9)-(1.10) for λ > q2.
4
2 Local curves of solutions
In order to prove a local existence result of nontrivial solitary waves for the system (1.1),
we have to study the properties of the linear operator A = − d2
dx2
+ q2(1 + r2cε)
2, which
can be written as A = − d2
dx2
+ q2r2cε(2 + r2cε) + q
2. Since −1 < r(x) < 0 for any x ∈ R,
the function r2cε(2 + r2cε) is everywhere negative (and even). Actually, in a slightly more
general framework, we will study the operator L = − d2
dx2
+ V (x) for a negative potential
V , the properties of A being then deduced from those of L by a shift. For any λ ≤ 0, we
also consider the Cauchy problem
(2.1)
{ −u′′(x) + V (x)u(x) = λu(x),
u(0) = 1, u′(0) = 0.
If V is continuous and even (i.e., V (x) = V (−x)), it is clear that problem (2.1) has an
unique global solution which is also even. We denote by uλ this solution and by n(λ) the
number of zeroes of uλ in (0,∞).
Proposition 2.1 Let V ∈ L2 ∩L∞(RN), V 6≡ 0 be continuous, less than or equal to zero,
even, and satisfy lim
x−→±∞V (x) = 0. The operator L = −
d2
dx2
+V (x) : H −→ L is self-adjoint
and has the following properties :
i) σess(L) = [0,∞).
ii) L has at least one negative eigenvalue.
iii) Any eigenvalue of L is simple.
iv) For any λ < 0 and ε > 0, there exists C > 0 such that
(2.2) |u(m)λ (x)| ≤ Ce
√−λ+ε|x|, m = 0, 1, 2.
If λ < 0 is an eigenvalue and 0 < ε < −λ, there exist C1, C2,M > 0 such that
(2.3) C1e
−√−λ+ε|x| ≤ |u(m)λ (x)| ≤ C2e−
√−λ−ε|x| on [M,∞), m = 0, 1, 2.
v) For any λ ≤ 0, the number of eigenvalues of L in (−∞, λ) is exactly n(λ), the number
of zeroes of uλ in (0,∞).
vi) If
∫ ∞
0
x|V (x)|dx <∞, then L has at most 1 +
∫ ∞
0
x|V (x)|dx negative eigenvalues.
Proof. i) The operator − d2
dx2
+V (x) on L2(R) (with domain H2(R)) is self-adjoint, so it is
easy to see that L is self-adjoint. Multiplication by V is a relatively compact perturbation
of −∆ and it follows from a classical theorem of Weyl that σess(L) = σess(−∆) = [0,∞).
ii) It suffices to show that there exists u ∈ H such that 〈Lu, u〉L < 0 and it will
follow from the Min-Max Principle (see [13], Theorem XIII.1, p.76) that L has negative
eigenvalues. Consider an even function u ∈ C∞0 such that u ≡ 1 on [−1, 1] and u is
non-increasing on [0,∞). Let un(x) = u( xn). Then
〈Lun, un〉L = 1
n
∫
R
|u′(x)|2dx+
∫
R
|u(x
n
)|2V (x)dx −→
∫
R
V (x)dx < 0
as n −→∞, so 〈Lun, un〉L < 0 for n sufficiently large.
iii) Clearly, λ is an eigenvalue of L if and only if uλ ∈ H. If this is the case, it is obvious
thatKer(L−λ) = Span{uλ}. Since L is self-adjoint, we haveKer(L−λ)∩Im(L−λ) = {0},
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so for any n ∈ N∗ we have Ker(L− λ)n = Ker(L− λ) = Span{uλ}, that is λ is a simple
eigenvalue.
iv) By (2.1), uλ and u
′
λ cannot vanish simultaneously, so uλ must change sign any time
it vanishes and uλ has only isolated zeroes. There exists d > 0 such that V (x)−λ > −λ2 > 0
on [d,∞) because V (x) −→ 0 as x −→∞. Two situations may occur :
1◦. There exists x0 > d such that uλ(x0) and u′λ(x0) have the same sign, say, they
are positive. Then u′′λ = (V (x) − λ)uλ, so u′′λ will remain positive after x0 as long as
uλ > 0, which implies that u
′
λ is increasing, hence it remains positive as long as uλ > 0.
Consequently, uλ is increasing after x0 as long as it remains positive, which implies that
uλ is positive and increasing on [x0,∞). Since u′λ(x) ≥ u′λ(x0) > 0 for any x > x0, we
have necessarily lim
x→∞uλ(x) = ∞. By (2.1) we find that limx→∞u
′′
λ(x) = ∞, so we have also
lim
x→∞u
′
λ(x) =∞. Let f(x) = (u′λ(x))2 and g(x) = u2λ(x). Clearly, f(x) −→ ∞, g(x) −→∞
as x −→∞ and
f ′(x)
g′(x)
=
u′′λ(x)
uλ(x)
= V (x)− λ −→ −λ as x −→∞.
L’Hoˆspital’s rule implies that lim
x→∞
f(x)
g(x)
= −λ, which gives lim
x→∞
u′
λ
(x)
uλ(x)
=
√−λ. Thus for any
ǫ > 0, there exists xǫ > 0 such that
(2.4)
√−λ− ǫ < u
′
λ(x)
uλ(x)
<
√−λ+ ǫ on [xǫ,∞).
Integrating (2.4) from xǫ to x we get for any x > xǫ,
√−λ− ǫ(x− xǫ) < ln uλ(x)− ln uλ(xǫ) <
√−λ+ ǫ(x− xǫ),
that is
(2.5) uλ(xǫ)e
√−λ−ǫ(x−xǫ) < uλ(x) < uλ(xǫ)e
√−λ+ǫ(x−xǫ) for any x > xǫ.
Note that the above situation always occurs if uλ has a zero in (d,∞). Indeed, if
uλ(x0) = 0, then necessarily uλ(x) and u
′
λ(x) have opposite signs for x < x0 and x close to
x0 (because if uλ and u
′
λ have the same sign at some x1 ∈ (d, x0), we have just seen that
uλ cannot vanish in after x1). But uλ changes sign at x0 and u
′
λ(x0) 6= 0, hence uλ and u′λ
have the same sign just after x0.
2◦. The functions uλ and u′λ have opposite sign in (d,∞). Replacing uλ by −uλ if
necessary, we may suppose that uλ > 0 and u
′
λ < 0 in (d,∞) (observe that u′λ cannot vanish
because it also changes sign at any zero and we would be in case 1◦). So uλ is decreasing and
positive on (d,∞). Let l = lim
x→∞uλ(x). Clearly, l ≥ 0. If l > 0, then u
′′
λ(x) −→ −λl > 0
as x −→ ∞ by (2.1), which implies u′λ(x) −→ ∞ as x −→ ∞, a contradiction. Thus
necessarily l = 0. Also, u′λ is increasing on (d,∞) (because u′′λ(x) = (V (x)− λ)uλ(x) > 0)
and negative, so it also has a limit at infinity. Since uλ converges (to zero) at infinity, we
must have lim
x→∞u
′
λ(x) = 0. Now we may apply l’Hoˆspital’s rule to get
lim
x→∞
(u′λ(x))
2
u2λ(x)
= lim
x→∞
u′′λ(x)
uλ(x)
= lim
x→∞(V (x)− λ) = −λ.
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Thus
u′
λ
(x)
uλ(x)
−→ −√−λ as x −→∞ because uλ and u′λ have opposite sign at infinity. Given
ǫ > 0, there exists M > d such that
(2.6) −√−λ + ǫ < u
′
λ(x)
uλ(x)
< −√−λ− ǫ on [M,∞).
Integrating (2.6) on [M,x] we obtain, as in case 1◦,
(2.7) uλ(M)e
−√−λ+ǫ(x−M) < uλ(x) < uλ(M)e−
√−λ−ǫ(x−M) for any x > M.
Finally, (2.2) and (2.3) follow from (2.5), respectivey (2.7) and the fact that lim
x→∞
u′′
λ
(x)
uλ(x)
= −λ,
lim
x→∞
u′
λ
(x)
uλ(x)
= ±√−λ. It is obvious that λ is an eigenvalue of L if and only if uλ ∈ H, i.e. if
and only if we are in case 2◦. Therefore assertion iv) is proved.
Note also that uλ has only a finite number of zeroes. Indeed, it follows from the above
arguments that uλ has at most one zero in (d,∞) and we know that any zero is isolated,
so there are only finitely many zeroes in [0, d].
The proofs of v) and vi) are rather classical and are similar to the proofs of Theorems
XIII.8 and XIII.9 p. 90-94 in [13]. The bound on the number of eigenvalues given by vi) is
due to Bargmann (see [13] and references therein). 2
Corollary 2.2 The linear operator A = − d2
dx2
+q2(1+r2cε)
2 (considered on L with domain
D(A) = H) is self-adjoint and has the following properties :
i) A ≥ 2c2ε2q2 and σess(A) = [q2,∞).
ii) A has at least one eigenvalue in [2c2ε2q2, q2).
iii) Any eigenvalue of A is simple. If µ < q2 is an eigenvalue and uµ is a corresponding
eigenvector, then for any ǫ > 0, there exist C1, C2,M > 0 such that
(2.8) C1e
−
√
q2−µ+ǫ|x| ≤ |u(m)µ (x)| ≤ C2e−
√
q2−µ−ǫ|x| if |x| ≥M, m = 0, 1, 2.
iv) Let Nq be the number of eigenvalues of A in [2c
2ε2q2, q2). We have Nq < 1+(2 ln 2)q
2.
In particular, if q ≤ 1√
2 ln 2
, then A has exactly one eigenvalue less than q2.
v) We have Nq −→∞ as q −→∞.
It can be proved that there exist c1, c2, q0 > 0 such that c1q ≤ Nq ≤ c2q for any q ≥ q0, but
we will not make use of this result in what follows.
Proof. Recall that r2cε is given by (1.12). We have A = − d2dx2 + q2V (x) + q2, where the
function V given by V (x) = (1+r2cε(x))
2−1 = (1−2c2ε2)
(
−1+tanh2(
√
1−2c2ε2
2
x)
)
is even,
negative, tends exponentially to zero as x −→ ±∞ and inf
x∈R
V (x) = 2c2ε2 − 1. Obviously,
µ is an eigenvalue of A if and only if µ− q2 is an eigenvalue of − d2
dx2
+ q2V (x), so i), ii) and
iii) follow at once from Proposition 2.1. An easy computation gives∫ ∞
0
x|V (x)|dx = (1− 2c2ε2)
∫ ∞
0
x
(
1− tanh2(
√
1− 2c2ε2
2
x)
)
dx
= 2
∫ ∞
0
y(1− tanh2 y)dy = 2
∫ ∞
0
y(tanh y − 1)′dy = 2 ln 2.
Now iv) is a direct consequence of Proposition 2.1, vi).
v) Fix n ∈ N, n ≥ 1 and take n symmetric functions ϕ1, . . . , ϕn ∈ C∞0 (R), ϕi 6≡ 0, such
that supp(ϕi) ∩ supp(ϕj) = ∅ if i 6= j. Clearly,
〈Aϕi, ϕi〉L − q2〈ϕi, ϕi〉L =
∫
R
|∇ϕi|2dx+ q2
∫
R
V (x)|ϕi(x)|2dx −→ −∞ as q −→∞
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hence there exists q0 > 0 such that for any q ≥ q0 and any i = 1, . . . , n we have 〈Aϕi, ϕi〉L−
q2〈ϕi, ϕi〉L < 0. Since the ϕi’s have disjoint supports we get
〈A
( n∑
i=1
αiϕi
)
,
n∑
i=1
αiϕi〉L − q2||
n∑
i=1
αiϕi||2L
=
n∑
i=1
|αi|2
( ∫
R
|∇ϕi|2dx+ q2
∫
R
V (x)|ϕi(x)|2dx
)
< 0
Therefore we have found an n-dimensional subspace of H, Vn = Span{ϕ1, . . . , ϕn} such
that 〈Au, u〉L − q2||u||L < 0 for any u ∈ Vn and any q ≥ q0. By the Min-Max Principle
(see, e.g., [13], Theorem XIII.1 p.76) it follows that for q ≥ q0, A has at least n eigenvalues
less than q2, that is Nq ≥ n if q ≥ q0. This proves v). 2
We have the following result concerning the existence of non-trivial solitary waves:
Theorem 2.3 Let λ∗ < q2 be an eigenvalue of A and let u∗ be a corresponding eigenvector.
There exists η > 0 and C∞ functions
s 7−→ (λ(s), r(s), u(s)) ∈ R×H× (u⊥∗ ∩H)
defined on (−η, η) such that λ(0) = λ∗, r(0) = 0, u(0) = 0 and
S(r2cε + sr(s), s(u∗ + u(s))) = 0, T (λ(s), r2cε + sr(s), s(u∗ + u(s))) = 0.
Moreover, there exists a neighbourhood U of (λ∗, r2cε, 0) in R×H×H such that any solution
of S(r, u) = 0, T (λ, r, u) = 0 in U is either of the form (λ(s), r2cε + sr(s), s(u∗ + u(s))) or
of the form (λ, r2cε, 0).
That is, r = r2cε + sr(s), u = s(u∗ + u(s)) are nontrivial solutions of (1.9)-(1.10) for
λ = λ(s).
Let g2cε : (−1,∞) −→ R, g2cε(x) = (1+x)3−(1+x)−c2ε2
(
1+x− 1
(1+x)3
)
. Then S(r, u)
can be written as S(r, u) = −r′′ + g2cε(r) + (1 + r)u2. It is easily seen that drS(r2cε, 0) =
− d2
dx2
+ g′2cε(r2cε).
For the proof of Theorem 2.3, we need the following lemmas :
Lemma 2.4 The linear operator J := − d2
dx2
+ g′2cε(r2cε) : H −→ L has the following
properties :
i) J is self-adjoint, invertible and has the essential spectrum σess(J) = [2− 4c2ε2,∞).
ii) J has exactly one negative eigenvalue and any eigenvalue of J is simple.
Proof. i) The linear operator B = − d2
dx2
+ g′2cε(r2cε) with domain D(B) = H
2(R) is
self-adjoint in L2(R). We claim that Ker(B) = Span{ d
dx
r2cε}. Indeed, we have
(2.9)
d2
dx2
r2cε = g2cε(r2cε).
Thus r′′2cε ∈ C1(R). Differentiating (2.9) with respect to x we get ddxr2cε ∈ Ker(B).
Conversely, let h ∈ Ker(B). Then h′′ = g′2cε(r2cε)h, so that
(h′r′2cε)
′ = h′′r′2cε + h
′r′′2cε = hg
′
2cε(r2cε)r
′
2cε + h
′g2cε(r2cε) = (hg2cε(r2cε))′.
Hence h′r′2cε = hg2cε(r2cε) + C on R. Taking the limits as |x| −→ ∞, we get C = 0, so
h′r′2cε = hg2cε(r2cε) = hr
′′
2cε. Since r
′
2cε 6= 0 on (−∞, 0) and on (0,∞), on each of these
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intervals we have
(
h
r′
2cε
)′
=
h′r′
2cε−hr′′2cε
(r′
2cε)
2 = 0. Thus there exist constants C1, C2 such that
h(x) = C1r
′
2cε(x) on (−∞, 0) and h(x) = C2r′2cε(x) on (0,∞). Consequently, h′(x) =
C1r
′′
2cε(x) = C1g(r2cε(x)) on (−∞, 0) and h′(x) = C2r′′2cε(x) = C2g2cε(r2cε(x)) on (0,∞).
But h′ is continuous because h ∈ H2(R) and therefore C1 = C2, which proves our claim.
Since r′2cε /∈ H, it is clear that the restriction of B to H is one-to-one from H into L.
It remains to prove that BH = L. It is well-known that Im(B) = Ker(B)⊥ = (r′2cε)
⊥
since B is self-adjoint. We have L ⊂ Im(B) because r′2cε is an odd function. Let f ∈ L.
Clearly there exists r ∈ H2(R) such that Br = f . Let r˜(x) = r(−x). It is easy to see that
Br˜ = f , hence there exists C such that r − r˜ = Cr′2cε. Then r − 12Cr′2cε = 12(r + r˜) ∈ H
and B(r − 1
2
Cr′2cε) = f .
Now it is clear that J , which is the restriction of B to H, is self-adjoint in L and
invertible. The function g′2cε(r2cε) tends (exponentially) to g
′
2cε(0) = 2− 4c2ε2 as x −→∞.
It follows from Weyl’s theorem that σess(J) = σess(B) = [2 − 4c2ε2,∞). This completes
the proof of i).
ii) It follows from Proposition 2.1 iii) and v) that any eigenvalue of J is simple and the
number of negative eigenvalues of J is exactly the number of zeroes of u in (0,∞), where
u is the solution of the Cauchy problem
(2.10)
{ −u′′ + g′2cε(r2cε)u = 0 in [0,∞),
u(0) = 1, u′(0) = 0.
We use the following simplified version of the well-known Sturm oscillation lemma (this
is also a paticular case of Lemma 5 in [8]) :
Sturm oscillation lemma. Let Y and Z be nontrivial solutions of the differential
equation
−ϕ′′ + h(x)ϕ = 0
on some interval (µ, ν), where h is continuous on (µ, ν). If Y and Z are linearly indepen-
dent and Y (µ) = Y (ν) = 0, then Z has at least one zero in (µ, ν).
From this lemma it follows at once that J has at most one negative eigenvalue. Indeed,
suppose that J has at least two negative eigenvalues. Then the solution u of (2.10) has at
least two zeroes in (0,∞), say, x1 < x2. But the function r′2cε also satisfies the differential
equation in (2.10) and obviously u and r′2cε are linearly independent (because r
′
2cε(0) = 0).
Using Sturm’s oscillation lemma, we infer that r′2cε must have a zero on (x1, x2), which is
absurd because r′2cε(x) > 0 on (0,∞).
Now let us prove that J has (at least) one negative eigenvalue. We argue again by
contradiction and we suppose that J has no negative eigenvalues. Then the solution
u of (2.10) has no zeroes in [0,∞), consequently u(x) > 0 for any x ∈ [0,∞). Since
g′2cε(r2cε(x)) −→ 2 − 4c2ε2 > 0 as x −→ ∞, repeating the argument used in the proof of
Proposition 2.1 iv) we infer that either u(x) −→ ∞ or u(x) −→ 0 as x −→ ∞. In the
latter case we have also
|u(m)(x)| ≤ Ce−
√
2−4c2ε2−δ|x|, m = 0, 1, 2
for some constant C > 0, δ ∈ (0, 2− 4c2ε2) and x sufficiently large. Consequently, u ∈ H
and 0 is an eigenvalue of J . But this is excluded by i). Therefore we must have u(x) −→∞
as x −→∞.
Since u(0) = 1, we have u > 0 in a neighbourhood of 0. Note that g′2cε(r2cε(0)) =
(5 + 3
2c2ε2
)(c2ε2 − 1
2
) < 0, hence g′2cε(r2cε) < 0 near 0. From (2.10) we get u
′′(x) < 0 for
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x > 0 and x close to 0. We have u′(0) = 0, so there exists δ > 0 such that u′(x) < 0
on (0, δ]. We may choose δ so small that u(δ) > 0 and r′′2cε(δ) > 0 (note that r
′′
2cε(0) =
g2cε(r2cε(0)) =
(1−2c2ε2)2
2
√
2cε
> 0). Let β = u(δ)
r′
2cε(δ)
> 0 and let h(x) = βr′2cε(x)−u(x). Clearly, h
is a solution of the differential equation in (2.10) and h(δ) = 0, h′(δ) = βr′′2cε(δ)−u′(δ) > 0.
Hence h(x) > 0 for x > δ and x close to δ. On the other hand, we have lim
x−→∞h(x) = −∞,
so there exists η > δ such that h(η) = 0. Since both r′2cε and h satisfy the differential
equation in (2.10), by the Sturm oscillation lemma we infer that r′2cε must have a zero in
(δ, η), which is absurd. This finishes the proof of Lemma 2.4. 2
Lemma 2.5 We have:
i) Ker(T (λ∗, r2cε, ·)) = Span(u∗);
ii) Im(T (λ∗, r2cε, ·)) = u⊥∗ ∩ L.
The proof is obvious.
Proof of Theorem 2.3. Let V˜ = {r ∈ H | sup
x∈R
|r(x)| < 1} and I = (−√2cε,√2cε). Clearly
V˜ is open in H. We define F : I ×R× V˜ × (H ∩ u⊥∗ ) −→ L× L by
F (s, λ, r, u) =


1
s
S(r2cε + sr, s(u∗ + u))
1
s
T (λ, r2cε + sr, s(u∗ + u))
 if s 6= 0,
(
(drS(r2cε, 0).r
T (λ, r2cε, u∗ + u)
)
if s = 0.
It is easily seen that F is C∞ because
F1(s, λ, r, u) =
1
s
(S(r2cε + sr, s(u∗ + u))− S(r2cε, 0))
= 1
s
∫ 1
0
d
dt
S(r2cε + tsr, ts(u∗ + u))dt
= 1
s
∫ 1
0
drS(r2cε + tsr, ts(u∗ + u)).sr + duS(r2cε + tsr, ts(u∗ + u)).s(u∗ + u)dt
=
∫ 1
0
drS(r2cε + tsr, ts(u∗ + u)).r + duS(r2cε + tsr, ts(u∗ + u)).(u∗ + u)dt
and F2(s, λ, r, u) = T (λ, r2cε + sr, u∗ + u).
It is also clear that F (0, λ∗, 0, 0) =
(
0
0
)
and
d(λ,r,u)F (0, λ∗, 0, 0)(λ˜, r˜, u˜) =
(
0
−λ˜u∗
)
+
(
drS(r2cε, 0).r˜
0
)
+
(
0
T (λ∗, r2cε, u˜)
)
In view of Lemmas 2.4 and 2.5, d(λ,r,u)F (0, λ∗, 0, 0) is invertible. By the Implicit Function
Theorem, there exist η > 0 and C∞ functions defined on (−η, η),
s 7−→ (λ(s), r(s), u(s)) ∈ R×H× (H ∩ u⊥∗ )
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such that λ(0) = λ∗, r(0) = 0, u(0) = 0 and F (s, λ(s), u(s), r(s)) = (0, 0). It is obvious
that for s 6= 0, (λ(s), (r2cε + sr(s), s(u0 + u(s)))) satisfy the system (1.9)-(1.10). Finally,
the uniqueness part in Theorem 2.3 is proved exactly in the same way as in the Bifurcation
from a Simple Eigenvalue Theorem. 2
Remark 2.6 Let λ(s), r(s), u(s) be given by Theorem 2.3. We have λ˙(0) = 0, u˙(0) = 0
and
(2.11) λ¨(0) = − 4q
2
||u∗||2L
〈(1 + r2cε)u2∗, J−1((1 + r2cε)u2∗)〉L,
where the dots denote derivatives with respect to s and J is the operator in Lemma 2.4.
To see this, we differentiate with respect to s the equation T (λ(s), r2cε + sr(s), u∗ +
u(s)) = 0 and then we take s = 0 to obtain
(2.12) − d
2
dx2
u˙(0) + [q2(1 + r2cε)
2 − λ∗]u˙(0)− λ˙(0)u∗ = 0,
that is (A − λ∗)u˙(0) − λ˙(0)u∗ = 0. But Im(A − λ∗) and Ker(A − λ∗) = Span{u∗} are
orthogonal (because A is self-adjoint), so (2.12) implies that λ˙(0) = 0 and u˙(0) = 0.
We differentiate twice with respect to s the equation T (λ(s), r2cε+sr(s), u∗+u(s)) = 0,
then we take s = 0 to get
(2.13) (A− λ∗)u¨(0) + 4q2(1 + r2cε)r˙(0)u∗ − λ¨(0)u∗ = 0.
Substracting the equation −r′′2cε + g2cε(r2cε) = 0 from the equation S(r2cε + sr(s), s(u∗ +
u(s))) = 0 and then dividing by s we get
(2.14) − d
2
dx2
r(s) +
∫ 1
0
g′2cε(r2cε + tsr(s)) dt · r(s) + s(1 + r2cε + sr(s))(u∗ + u(s))2 = 0.
We differentiate (2.14) with respect to s, then we take s = 0 to obtain
− d
2
dx2
r˙(0) + g′2cε(r2cε)r˙(0) + (1 + r2cε)u
2
∗ = 0,
that is Jr˙(0) + (1 + r2cε)u
2
∗ = 0, which can still be written as
(2.15) r˙(0) = −J−1((1 + r2cε)u2∗).
Taking the scalar product of (2.13) with u∗ we find λ¨(0)||u∗||2L = 4q2〈1 + r2cε)u2∗, r˙(0)〉L.
We replace r˙(0) from (2.15) in the last equality to obtain (2.11).
3 Global branches of solutions
Our purpose is to obtain information about the global structure of the set of nontrivial
solutions of (1.9)-(1.10). We give a nonexistence result first.
Proposition 3.1 i) The system (1.9)-(1.10) does not admit solutions (λ, r, u) ∈ R× V ×
H1(R) with (r, u) 6= (0, 0) if c ≥ 1
ε
√
2
.
ii) Suppose that c < 1
ε
√
2
and let (λ, r, u) ∈ R × V ×H1(R) be a nontrivial solution of
the system (1.9)-(1.10). Then 2c2ε2q2 < λ ≤ q2 and −1+√2cε < r(x) ≤ 0 for any x ∈ R.
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Proof. Let (λ, r, u) ∈ R×V ×H1(R) be a solution of (1.9)-(1.10). Since H1(R) ⊂ Cb(R),
the equations (1.9)-(1.10) imply that r′′ and u′′ are continuous, hence r, u ∈ C2(R).
If u ≡ 0 and c ≥ 1
ε
√
2
, the only solution of (1.9) which tends to zero at ±∞ is r ≡ 0
(this was proved in [7], but can be easily deduced from the arguments below). From now
on we suppose that u 6≡ 0. Multiplying (1.10) by u and integrating we find
(3.1)
∫
R
|u′|2dx+ q2
∫
R
(1 + r)2|u|2dx = λ
∫
R
|u|2dx.
Since u 6≡ 0, we have necessarily λ > 0. Let
G2cε(s) =
∫ s
0
g2cε(τ)dτ =
1
4
((1 + s)2 − 1)2
(
1− 2c2ε2
(1+s)2
)
. Multiplying (1.9 ) by r′ gives
(3.2) −1
2
[(r′)2]′ + [G2cε(r)]′ +
1
2
[(1 + r)2]′u2 = 0,
and multiplying (1.10) by u′ leads to
(3.3) −1
2
[(u′)2]′ +
1
2
q2(1 + r)2(u2)′ − λ
2
(u2)′ = 0.
From (3.2) and (3.3) we get
(3.4) −1
2
[(r′)2]′ − 1
2q2
[(u′)2]′ + [G2cε(r)]′ +
1
2
[(1 + r)2u2]′ − λ
2q2
(u2)′ = 0.
Integrating (3.4) from −∞ to x and taking into account that r(x) −→ 0, r′(x) −→ 0,
u(x) −→ 0 and u′(x) −→ 0 as x −→ ±∞ we obtain
(3.5) |r′|2(x) + 1
q2
|u′|2(x) +
( λ
q2
− (1 + r(x))2
)
u2(x) = 2G2cε(r(x)) for any x ∈ R.
Suppose that there exists x0 ∈ R such that r(x0) < min(−1 +
√
λ
q
,−1 + √2cε). Then
λ
q2
− (1 + r(x0))2 > 0 and the left hand side of (3.5) is positive at x0 (because u(x0) =
u′(x0) = 0 and (1.10) would imply u ≡ 0) while G2cε(r(x0)) < 0, a contradiction. Thus
r(x) ≥ min(−1 +
√
λ
q
,−1 +√2cε) for any x ∈ R.
Suppose that λ ≤ 2c2ε2q2 ( that is,
√
λ
q
≤ √2cε). Then we have (1 + r(x))2 ≥ λ
q2
for
any x ∈ R and (3.1) gives∫
R
|u′|2dx+ q2
∫
R
(
(1 + r)2 − λ
q2
)
u2dx = 0,
which implies u ≡ 0, again a contradiction. Therefore we have λ > 2c2ε2q2 and r(x) ≥
−1+√2cε for any x ∈ R. This is impossible if √2cε > 1 because r(x) −→ 0 as x −→ ±∞.
Hence we cannot have other solutions than (λ, 0, 0) if
√
2cε > 1. From now on we
suppose that
√
2cε ≤ 1. In this case we have r ≤ 0 on R by the Maximum Principle.
Indeed, the function g2cε is strictly increasing and positive on (0,∞). Suppose that r
achieves a positive maximum at x0. Then r
′′(x0) ≤ 0. On the other hand, from (1.9) we
infer that r′′(x0) = g2cε(r(x0)) + (1 + r(x0))u2(x0) > 0, which is absurd.
If
√
2cε = 1 we have seen that 0 ≥ r(x) ≥ −1 +√2cε = 0, hence r ≡ 0. Then (1.10)
becomes u′′ = (q2 − λ)u ; together with the boundary condition u(x) −→ 0 as x −→ ±∞,
this gives u ≡ 0. Thus i) is proved.
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From now on we suppose throughout that 2c2ε2 < 1. Clearly, if r(x0) = −1 +
√
2cε
for some x0 ∈ R, then (3.5) would imply u(x0) = u′(x0) = 0 (because λ > 2c2ε2q2), hence
u ≡ 0 by (1.10), which is impossible. Hence 0 ≥ r(x) > −1 +√2cε for any x ∈ R.
It only remains to show that we cannot have nontrivial solutions with λ > q2. Suppose
that (λ, r, u) is such a solution. First, observe that r cannot vanish because (3.5) would
give a contradiction. We prove that r decays sufficiently fast at infinity. Take 0 < ǫ <
λ
q2
− 1.There exists Mǫ > 0 such that (1 + r(x))2 ≤ 1 + ǫ on [Mǫ,∞) (because r(x) −→ 0
as x −→∞). Using (3.5), we have on [Mǫ,∞)
0 ≤
( λ
q2
− 1− ǫ
)
u2(x) ≤ 2G2cε(r(x)),
hence 0 ≤
(
λ
q2
− 1− ǫ
)
u2(x)
|r(x)| ≤ 2 |G2cε(r(x))||r(x)| . Passing to the limit as x −→ ∞ we obtain
lim
x→∞
u2(x)
r(x)
= 0. Dividing (1.9) by r we get
(3.6)
r′′(x)
r(x)
=
g2cε(r(x))
r(x)
+ (1 + r(x))
u2(x)
r(x)
−→ g′2cε(0) > 0 as x −→∞.
Since r′′ must have at least one zero between two zeroes of r′, (3.6) shows that r′ has no
zeroes in some neighbourhood of infinity. In that neighbourhood we have
(|r′(x)|2)′
(r2(x))′
=
r′′(x)
r(x)
−→ g′2cε(0) > 0 as x −→∞.
Since r(x) −→ 0 and r′(x) −→ 0 at infinity, we may apply l’Hoˆspital’s rule to get
lim
x→∞
(
r′(x)
r(x)
)2
= g′2cε(0). We know that r and r
′ have constant sign in a neighbourhood
of infinity and they cannot have the same sign because r tends to 0 at infinity, so neces-
sarily lim
x→∞
r′(x)
r(x)
= −
√
g′2cε(0). The argument already used in the proof of Proposition 2.1
shows that for any ǫ > 0, there exists Cǫ > 0 such that
|r(x)| ≤ Cǫe−
√
g′
2cε(0)−ǫ x for any x ∈ [0,∞).
Of course that a similar estimate is valid on (−∞, 0]. In particular, r2+2r is a continuous,
bounded function on R and lim
x→±∞ |x|(r
2(x) + 2r(x)) = 0. Moreover, multiplication by
r2+2r is a bounded aperator on L2(R), hence it is also bounded with respect to − d2
dx2
with
relative bound zero. Consequently, by the Kato-Agmon-Simon Theorem (see, e.g., [13],
Theorem XIII.58 p. 226), the operator − d2
dx2
+ q2(r2 + 2r) (with domain H2(R) and range
L2(R)) cannot have eigenvalues embedded in the continuous spectrum (0,∞). This means
exactly that the operator − d2
dx2
+ q2(1 + r)2 has no eigenvalues in (q2,∞) and contradicts
the existence of a non-tivial solution (λ, r, u) with λ > q2. 2
We will use the following variant of the Global Bifurcation Theorem of Rabinowitz :
Proposition 3.2 Let E be a real Banach space and Ω ⊂ R×E an open set. Suppose that
G : Ω −→ E is compact on closed, bounded subsets ω ⊂ Ω such that dist(ω, ∂Ω) > 0 and is
of the form G(a, u) = L(a, u)+H(a, u), where L and H satisfy the following assumptions :
a) L(a, ·) is linear, compact for any fixed a and (a, u) 7−→ L(a, u) is continuous and
compact on closed, bounded subsets ω ⊂ Ω such that dist(ω, ∂Ω) > 0.
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b) For any closed, bounded subset ω ⊂ Ω such that dist(ω, ∂Ω) > 0, there exists a
function hω such that hω(s) −→ 0 as s −→ 0 and
||H(a, u)|| ≤ ||u||hω(||u||) for any (a, u) ∈ ω.
c) There exists a0 and ǫ > 0 such that
• (a0, 0) ∈ Ω,
• for any a ∈ [a0 − ǫ, a0 + ǫ] \ {a0} we have Ker(Id− L(a, ·)) = {0},
• if a1 ∈ [a0 − ǫ, a0) and a2 ∈ (a0, a0 + ǫ], then
ind(Id− L(a1, ·), 0) 6= ind(Id− L(a2, ·), 0).
Let
S = {(a, u) ∈ Ω | u 6= 0 and u = G(a, u)}
be the set of nontrivial solutions of the equation u = G(a, u). Then S∪{(a0, 0)} possesses a
maximal subcontinuum (i.e. a maximal closed connected subset) Ca0 which contains (a0, 0)
and has at least one of the following properties :
i) Ca0 is unbounded ;
ii) dist(Ca0 , ∂Ω) = 0 ;
iii) Ca0 meets (a1, 0), where a1 6= a0 and Ker(Id− L(a1, ·)) 6= {0}.
From the first assertion in c) it follows that the index ind(Id − L(a, ·), 0) = deg(Id −
L(a, ·), B(0, ρ), 0) is well defined for any a ∈ [a0− ǫ, a0 + ǫ]\ {a0}. By a) and the homotopy
invariance of the Leray-Schauder degree, it is a continuous function of a. So we have
necessarily Ker(Id−L(a0, ·)) 6= {0} (since otherwise ind(Id−L(a0, ·), 0) would be defined
and ind(Id − L(a, ·) 0) would be constant for a ∈ [a0 − ǫ, a0 + ǫ], contradicting the last
assertion in c)).
The proof of Proposition 3.2 is similar to that of Theorem 1.3, p. 490 in [12] (see also
Corollary 1.12 in [12]).
Next, we give a reformulation of problem (1.9)-(1.10) suitable for the use of Proposition
3.2.
Equation (1.9) can be written as −r′′+g2cε(r)+(1+r)u2 = 0, where g2cε(x) = (1+x)3−
(1+x)−c2ε2
(
1 + x− 1
(1+x)3
)
. We will seek for solutions of the form r(x) = r2cε(x)+w(x).
Taking into account that r2cε satisfies −r′′2cε + g2cε(r2cε) = 0, equation (1.9) becomes
(3.7) −w′′ + g2cε(r2cε + w)− g2cε(r2cε) + (1 + r2cε + w)u2 = 0.
Note that g′2cε(0) = 2− 4c2ε2 > 0, thus the linear operator − d
2
dx2
+ g′2cε(0) (with domain H
and range L) is invertible, so equation (3.7) is equivalent to
(3.8)
w = −
(
− d2
dx2
+ g′2cε(0)
)−1
[g2cε(r2cε + w)− g2cε(r2cε)− g′2cε(r2cε)w + (1 + r2cε + w)u2]
−
(
− d2
dx2
+ g′2cε(0)
)−1
[(g′2cε(r2cε)− g′2cε(0))w].
In the same way, equation (1.10) can be written as
−u′′ + (q2 − λ)u = q2(1− (1 + r2cε + w)2)u.
For λ < q2, the linear operator − d2
dx2
+ q2 − λ is invertible and (1.10) becomes
(3.9) u = −q2
(
− d
2
dx2
+q2−λ
)−1
[(r22cε+2r2cε)u]−q2
(
− d
2
dx2
+q2−λ
)−1
[(w2+2wr2cε+2w)u].
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We denote
H1(w, u) =
(
− d2
dx2
+ g′2cε(0)
)−1
[g2cε(r2cε + w)− g2cε(r2cε)− g′2cε(r2cε)w + (1 + r2cε + w)u2],
H2(λ, w, u) = q
2
(
− d2
dx2
+ q2 − λ
)−1
[(w2 + 2wr2cε + 2w)u],
Aλ(u) = A(λ, u) = q
2
(
− d2
dx2
+ q2 − λ
)−1
[(r22cε + 2r2cε)u],
B(w) =
(
− d2
dx2
+ g′2cε(0)
)−1
[(g′2cε(r2cε)− g′2cε(0))w].
It is easy to see that Aλ, B : L −→ H are linear and continuous. Denote V2cε = {r ∈
H | r + r2cε ∈ V }. It is obvious that V2cε is open in H. Since H ⊂ C1b (R) and H is an
algebra, H1 and H2 are well-defined and continuous from V2cε×H and (−∞, q2)×H×H,
respectively, to H.
If λ < q2, then (λ, r, u) satisfies the system (1.9)-(1.10) if and only if (λ, w, u) (where
w = r − r2cε) satisfies the system (3.8)-(3.9) which is equivalent to
(3.10)
(
w
u
)
= −
(
B 0
0 Aλ
)(
w
u
)
−
(
H1(w, u)
H2(λ, w, u)
)
.
We have already shown in Introduction that we cannot expect to have properness for
problem (1.9)-(1.10). The counterexample that we have seen is essentially due to the
invariance by translations of the system and to the fact that we have localized solutions.
Of course that passing from (1.9)-(1.10) to (3.10) should not prevent the same problems
to appear. To overcome this difficulty, we shall work on some weighted Sobolev space. As
a “weight”, we take a function W : R −→ R which satisfies the following properties :
(W1) W is continuous and even, i.e. W (x) = W (−x);
(W2) W ≥ 1 and lim
x→∞W (x) =∞;
(W3) There exists CW > 0 such that W (a+ b) ≤ CW (W (a) +W (b)).
It follows easily from (W1) and (W3) that there exist K, s > 0 such that W (x) ≤ K|x|s for
|x| ≥ 1. Indeed, from (W3) we infer that ∀a ∈ R,W (2na) ≤ (2CW )nW (a). If x ∈ [2n−1, 2n]
and M = max
x∈[0,1]
W (x), then
W (x) ≤ (2CW )nW ( x
2n
) ≤ 2CWM(2CW )n−1 = 2CWM2(n−1)(1+log2 CW ) ≤ 2CWMx1+log2 CW .
In particular, we get
(W4) ∀a > 0, e−a|·|W (·) ∈ L1 ∩ L∞(R).
For a function W satisfying (W1)-(W3) we consider the spaces
LW = {ϕ ∈ L |Wϕ ∈ L},
HW = {ϕ ∈ H |Wϕ,Wϕ′,Wϕ′′ ∈ L},
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endowed with the norms ||ϕ||LW = ||Wϕ||L2, respectively ||ϕ||2HW = ||Wϕ||2L2 + ||Wϕ′||2L2 +||Wϕ′′||2L2. Equiped with these norms, LW and HW are Hilbert spaces. It is clear that
||ϕ||L2 ≤ ||ϕ||LW , ||ϕ||H2 ≤ ||ϕ||HW and LW (respectively HW ) is a dense subspace of L
(respectively of H).
Lemma 3.3 The embedding HW ⊂ C1b (R) is compact.
Proof. It is clear that the embeddings HW ⊂ H2(R) ⊂ C1b (R) are continuous. To
prove compactness, consider an arbitrary sequence un ⇀ 0 in HW and let us show that
un −→ 0 in C1b (R). Fix ǫ > 0. Let K = sup
n
||un||HW . There exists M > 0 such that
W (x) ≥ K
ǫ
if |x| ≥ M . It follows that ||un||H2((−∞,M)∪(M,∞)) ≤ ǫ. By the Sobolev embedding
theorem, we have ||un||L∞((−∞,M ]∪[M,∞))+ ||u′n||L∞((−∞,M ]∪[M,∞)) ≤ CSǫ. On the other hand
un|[−M,M ] ⇀ 0 in H2(−M,M). Since the embedding H2(−M,M) ⊂ C1([−M,M ]) is
compact, it follows that un −→ 0 in C1([−M,M ]), so ||un||L∞([−M,M ])+ ||u′n||L∞([−M,M ]) ≤ ǫ
if n is sufficiently big. Thus ||un||L∞(R) + ||u′n||L∞(R) ≤ (CS + 1)ǫ for n sufficiently big. As
ǫ was arbitrary, we infer that un −→ 0 in C1b (R) and the lemma is proved. 2
Lemma 3.4 LetW satisfy (W1)-(W3). For any a > 0, the operator − d2
dx2
+a : HW −→ LW
is bounded and invertible. Moreover, the norm of (− d2
dx2
+ a)−1 is uniformly bounded in
L(LW ,HW ) when a remains in a compact subinterval of (0,∞).
Proof. It is clear that
||(− d
2
dx2
+ a)v||LW = || − v′′ + av||LW ≤ C||v||HW ,
so the operator is bounded. Since − d2
dx2
+ a : H −→ L is bounded and invertible, it is clear
that the restriction of − d2
dx2
+ a to HW is one to one and for any f ∈ LW ⊂ L there exists
an unique v ∈ H such that (− d2
dx2
+ a)v = f . It remains only to prove that v ∈ HW and
||v||HW ≤ ||f ||LW . Using the Fourier transform we get (ξ2 + a)v̂(ξ) = f̂(ξ) or equivalently
v̂(ξ) = 1
ξ2+a
f̂(ξ). Since F(e−√a|·|)(ξ) = 2
√
a
ξ2+a
, we infer that
(3.11) v =
1
2
√
a
(e−
√
a|·|) ∗ f.
From (3.11) we get
|v(x)W (x)| = 1
2
√
a
W (x)
∣∣∣∣ ∫
R
e−
√
a|x−y|f(y)dy
∣∣∣∣
≤ CW
2
√
a
∫
R
W (x− y)e−
√
a|x−y||f(y)|+ e−
√
a|x−y|W (y)|f(y)|dy
≤ C1(a)[((We−
√
a|·|) ∗ |f |)(x) + (e−√a|·|) ∗ (|f |W )(x)],
that is |vW | ≤ C1(a)[(We−
√
a|·|) ∗ |f |+ e−√a|·| ∗ (|f |W )]. But
||(We−
√
a|·|) ∗ |f | ||L2 ≤ ||We−
√
a|·|||L1||f ||L2 ≤ ||We−
√
a|·|||L1 ||f ||LW
and
||e−
√
a|·| ∗ (|f |W )||L2 ≤ ||e−
√
a|·|||L1||Wf ||L2
so we obtain from (3.11) that
(3.12) ||v||LW ≤ C2(a)||f ||LW ,
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where C2(a) remains bounded if a ∈ [d, e], 0 < d < e <∞.
In the same way, we have v̂′(ξ) = iξv̂(ξ) = iξ
ξ2+a
f̂(ξ), hence v′(x) = −1
2
ζa ∗ f(x), where
ζa(x) = sgn(x)e
−√a|x|. Repeating the above argument we find
(3.13) ||v′W ||L2 ≤ C3(a)||f ||LW ,
where C3(a) remains bounded if a is in a compact interval of (0,∞).
Finally, using the equation satisfied by v we get v′′ = −f + av, hence
(3.14) ||v′′W ||L2 ≤ ||f ||LW + a||v||LW ≤ (1 + aC2(a))||f ||LW .
Lemma 3.4 follows from (3.12), (3.13) and (3.14). 2
Note that the operator − d2
dx2
+a : HW −→ LW is not invertible if the weightW increases
too fast at infinity. Indeed, if f ∈ C∞0 (R) and f ≥ 0, it is easily seen (e.g., from (3.11))
that the solution v of −v′′ + av = f behaves like e−√a|·| at ±∞. If we take W (x) = eb|x|
and a < b2, then v does not belong to HW , so − d2dx2 + a : HW −→ LW is not surjective.
The next lemma shows that we do not loose solutions if we work in HW instead of H.
Lemma 3.5 Let (λ, r, u) be a solution of (1.9)-(1.10) with r ∈ H, u ∈ H and λ < q2.
Then r and u belong to HW .
Proof. We have already seen in Proposition 3.1 that −1 + √2cε < r ≤ 0. Applying
Proposition 2.1 iv) (see also Corollary 2.2, iii)) for V (x) = q2(r2(x) + 2r(x)), we infer that
for any ǫ > 0, u, u′ and u′′ decay at ±∞ faster than e−
√
q2−λ−ǫ|x|, hence u ∈ HW .
Since g′2cε(0) > 0 and r(x) −→ 0 as |x| −→ ∞, there exists M > 0 such that
r(x)g2cε(r(x)) ≥ 12g′2cε(0)r2(x) if |x| > M .
Consider a symmetric function χ ∈ C∞0 (R) such that χ ≡ 1 on [−1, 1], χ is non-
increasing on [0,∞) and supp(χ) ⊂ [−2, 2]. We multiply (1.9) by xr(x)χ( x
n
) and integrate
on [0,∞). Integrating by parts, we get :
(3.15)
∫ ∞
0
|r′|2(x)xχ( x
n
)dx− 1
2
r2(0)− 1
2
∫ ∞
0
r2(x)
(
2
n
χ′( x
n
) + x
n2
χ′′( x
n
)
)
dx
+
∫ M
0
g2cε(r(x))r(x)xχ(
x
n
)dx+
∫ ∞
M
g2cε(r(x))r(x)xχ(
x
n
)dx
+
∫ ∞
0
(1 + r(x))u2(x)r(x)xχ( x
n
)dx = 0.
By the Monotone Convergence Theorem, the first integral in (3.15) tends to
∫ ∞
0
|r′(x)|2xdx
as n −→ ∞, while the fourth integral tends to
∫ ∞
M
g2cε(r(x))r(x)xdx. The other three
integrals converge as n −→ ∞ by Lebesgue’s theorem on dominated convergence. Letting
n −→∞ in (3.15) we obtain :
(3.16)
∫ ∞
0
|r′|2(x)xdx− 1
2
r2(0) +
∫ M
0
g2cε(r(x))r(x)xdx
+
∫ ∞
M
g2cε(r(x))r(x)xdx+
∫ ∞
0
r(x)(1 + r(x))xu2(x)dx = 0.
Since the second and the last integral in (3.16) are finite (because u decays exponentially
at ±∞), we infer that
∫ ∞
0
|r′|2(x)xdx <∞ and
∫ ∞
M
g2cε(r(x))r(x)xdx <∞. Consequently,
|x| 12 r′(x) and |x| 12 r(x) belong to L2(R).
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We have g2cε(s) = g
′
2cε(0)s + h(s)s
2, where h is continuous on (−1,∞), hence h(r(x))
is bounded. Equation (1.9) can be written as
(3.17) −r′′ + g′2cε(0)r = −(1 + r)u2 − h(r)r2,
which gives, as in the proof of Lemma 3.4,
(3.18) r = − 1
2
√
g′2cε(0)
e−
√
g′
2cε
(0)|·| ∗ ((1 + r)u2 + h(r)r2).
Suppose that |x|αr(x) ∈ L2(R) for some α > 0. Since |x|βu(x) ∈ Lp(R) for any β > 0 and
1 ≤ p ≤ ∞, we have :
(3.19)
|x|2α|r(x)| ≤ C[(| · |2αe−
√
g′
2cε
(0)|·|) ∗ ((1 + r)u2 + h(r)r2)(x)
+e−
√
g′
2cε(0)|·| ∗ ((1 + r)u2| · |2α + h(r)(| · |αr)2)](x)
and we infer that | · |2αr ∈ Lp(R) for 1 ≤ p ≤ ∞.
We have already proved that |x| 12 r(x) ∈ L2(R), so it follows easily by induction that
|x|σr(x) ∈ Lp(R) for any σ > 0 and 1 ≤ p ≤ ∞. Since W (x) ≤ K|x|s for some K, s > 0,
we infer that (1 + r)u2 + h(r)r2 ∈ LW . Now it follows form (3.17) and Lemma 3.4 that
r ∈ HW and Lemma 3.5 is proved. 2
Now we turn our attention to the operators A, B, H1 and H2 appearing in (3.10).
Lemma 3.6 We have :
i) For any λ ∈ (−∞, q2), Aλ : HW −→ HW is linear, compact and the mapping
(λ, u) 7−→ Aλ(u) is continuous from (−∞, q2)×HW to HW and compact on closed bounded
subsets of [d, e]×HW for −∞ < d < e < q2.
ii) The linear operator B : HW −→ HW is compact.
iii) H1 : ((V − r2cε) ∩HW ) × HW −→ HW is continuous, compact on closed bounded
subsets ω1 of ((V − r2cε)∩HW )×HW such that dist(ω1, (HW \ (V − r2cε))×HW ) > 0 and
(3.20) ||H1(w, u)||HW ≤ Cω1(||w||2HW + ||u||2HW ).
iv) H2 : (−∞, q2) × HW × HW −→ HW is continuous, compact on closed bounded
subsets of [d, e]×HW ×HW for −∞ < d < e < q2 and
(3.21) ||H2(λ, w, u)||HW ≤ Cd,e(||w||2HW + ||w||4HW + ||u||2HW ) for any λ ∈ [d, e].
Proof. It is easy to see that un ⇀ u∗ in HW and vn ⇀ v∗ in HW imply that unvn −→ u∗v∗
in LW . Indeed, (un) and (vn) are bounded in HW and by Lemma 3.3 we have
(3.22) ||unvn−u∗v∗||LW ≤ ||vn−v∗||L∞||un||LW + ||un−u∗||L∞||v∗||LW −→ 0 as n −→∞.
i) It is now clear that u 7−→ (r22cε + 2r22cε)u is a linear compact mapping from HW to
LW and we get i) by using Lemma 3.4 and the resolvent formula
(
− d
2
dx2
+q2−λ1
)−1−(− d2
dx2
+q2−λ2
)−1
= (λ1−λ2)
(
− d
2
dx2
+q2−λ1
)−1(− d2
dx2
+q2−λ2
)−1
.
ii) is obvious.
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iii) Let ω1 be as in Lemma 3.6. We claim that there exists η > 0 such that for any
(w, u) ∈ ω1 we have inf
x∈R
(w(x)+ r2cε(x)) ≥ −1+ η. We argue by contradiction and suppose
that there exists a sequence (wn, un) ∈ ω1 such that an := inf
x∈R
(wn(x) + r2cε(x)) = (wn +
r2cε)(xn) tends to −1. The sequence (wn) is bounded in HW , hence we may assume (passing
to a subsequence if necessary) that wn ⇀ w∗ in HW . By Lemma 3.3, wn+r2cε −→ w∗+r2cε
in C1b (R). Since w∗(x) + r2cε(x) −→ 0 as x −→ ∞, the sequence (xn) is bounded, say,
xn ∈ [−M,M ]. Take χ ∈ C∞0 (R) such that supp(χ) ⊂ [−M − 1,M + 1] and χ ≡ 1 on
[−M,M ]. Then inf
x∈R
(wn(x)+r2cε(x)−(an+1)χ(x)) = wn(xn)+r2cε(xn)−(an+1)χ(xn) = −1,
so that wn + r2cε − (an + 1)χ 6∈ V and
dist(wn,HW \ (V − r2cε)) ≤ dist(wn, wn − (an + 1)χ) = |1 + an| ||χ||HW −→ 0
as n −→∞, contradicting the fact that (wn, un) ∈ ω1. This proves the claim.
For a given w ∈ V − r2cε, we have
(g2cε(r2cε + w)− g2cε(r2cε)− g′2cε(r2cε)w)(x) =
∫ 1
0
g′2cε(r2cε + tw)w(x)dt− g′2cε(r2cε)w(x)
= w2(x)
∫ 1
0
∫ 1
0
g′′2cε(r2cε + tsw)(x)ds t dt = w
2(x)h1(w)(x),
where h1(w)(x) =
∫ 1
0
∫ 1
0
g′′2cε(r2cε + tsw)(x)ds t dt.
To prove iii) it suffices to show that for any sequence (wn, un) ∈ ω1 such that wn ⇀ w∗
and un ⇀ u∗ in HW , we have H1(wn, un) −→ H1(w∗, u∗) in HW . In view of Lemma 3.4, it
suffices to show that
(3.23) h1(wn)w
2
n + (1 + r2cε + wn)u
2
n −→ h1(w∗)w2∗ + (1 + r2cε + w∗)u2∗ in LW .
The sequence (wn) being bounded inHW , there existsK > 0 such that−1+min(η,
√
2cε) ≤
r2cε(x) + stwn(x) ≤ K for any x ∈ R, n ∈ N and s, t ∈ [0, 1]. Since g′′2cε is uniformly
continuous on [−1 + min(η,√2cε), K], it is standard to prove that h1(wn) −→ h1(w∗) in
L∞(R) and then (3.23) follows from (3.22). Finally, using Lemma 3.4 we have for any
(w, u) ∈ ω1
||H1(w, u)||HW ≤ C||h1(w)w2 + (1 + r2cε + w)u2||LW ≤ Cω1(||w||2HW + ||u||2HW ).
iv) From the preceeding arguments it is easy to see that the mapping (w, u) 7−→ (w2 +
2wr2cε + 2w)u is continuous from HW ×HW to LW and the image of any bounded set in
HW ×HW is precompact in LW , so iv) follows from Lemma 3.4 and the resolvent formula
above. The estimate (3.21) is straightforward. 2
Lemma 3.7 For any λ < q2 we have :
i) Ker(IdHW +Aλ) 6= {0} if and only if λ is an eigenvalue of the operator A = − d
2
dx2
+
q2(1 + r2cε)
2. In this case we have Ker(IdHW + Aλ)
n = Span{uλ} for any n ∈ N∗.
ii) If λ is not an eigenvalue of A, then ind(IdHW + Aλ, 0) = (−1)n(λ) (where n(λ) is
the number of eigenvalues of A less than λ).
Proof. i) It is easy to see that u ∈ L and u+Aλu = 0 is equivalent to u ∈ H and Au = λu.
Recall that if λ < q2 is an eigenvalue of A in L, then the corresponding eigenvector uλ is
in HW by Corollary 2.2 iii). Consequently, we have Ker(IdHW +Aλ) = Ker(IdL +Aλ) =
Ker(λIdH − A) = Span{uλ}.
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To prove i), it suffices to show that uλ 6∈ Im(IdL + Aλ). Suppose by contradiction
that there exists v ∈ L such that v + Aλv = uλ. This is equivalent to v ∈ H and
Av − λv = −u′′λ + (q2 − λ)uλ, that is −u′′λ + (q2 − λ)uλ ∈ Im(A − λ). Since A − λ is
self-adjoint on L, −u′′λ+(q2−λ)uλ must be orthogonal (in L) to Ker(A−λ) = Span{uλ},
which gives
∫
R
|u′λ|2dx+ (q2 − λ)
∫
R
|uλ|2dx = 0, a contradiction.
ii) A well-known result of Leray and Schauder asserts that if K is a compact operator
on a real Banach space X and 1 is not an eigenvalue of K, then
ind(Id−K, 0) = (−1)β,
where β is the sum of all the (algebraic) multiplicities of eigenvalues of K greater than 1.
(see, e.g., [6], Theorem 4.6 p. 133).
Thus, for a given λ which is not an eigenvalue of A, we are interested by the eigenvalues
µ > 1 of −Aλ. Clearly, −Aλu = µu is equivalent to
q2
(
− d
2
dx2
+ q2 − λ
)−1
((r22cε + 2r2cε)u) + µu = 0,
that is
−u′′ + q2(1 + r2cε)2u+ q2
(
1− 1
µ
)
[1− (1 + r2cε)2]u = λu.
In other words, µ > 1 is an eigenvalue of −Aλ if and only if λ is an eigenvalue of the
operator
Mµ = − d
2
dx2
+ q2(1 + r2cε)
2 + q2
(
1− 1
µ
)
[1− (1 + r2cε)2] = A+ q2
(
1− 1
µ
)
[1− (1 + r2cε)2].
Remark that Mµ ≥ A for any µ ≥ 1 and σess(Mµ) = [q2,∞) by Weyl’s theorem. By
Proposition 2.1 iv), λ ∈ (−∞, q2) is an eigenvalue of Mµ considered as an operator on LW
if and only if λ is an eigenvalue of Mµ considered as an operator on L. We will work on L
because on this space Mµ is self-adjoint.
Given λ < q2 not an eigenvalue of A, we will prove that there are exactly n(λ) values
µ ∈ (1,∞) such that λ is an eigenvalue of Mµ.
For µ ∈ [1,∞), we define
(3.24) αn(µ) = sup
ϕ1,...,ϕn−1∈H
inf
ψ∈{ϕ1,...,ϕn−1}⊥
〈Mµψ, ψ〉L
||ψ||2
L
.
By the Min-Max Principle ([13], Theorem XIII.1 p. 76), either αn(µ) is the n
th eigenvalue
of Mµ (counted with multiplicity) or αn(µ) = q
2. By Proposition 2.1 iii), the eigenvalues
of Mµ are simple, thus we have αp(µ) < αn(µ) if p < n and αp(µ) < q
2.
It is obvious that the functions µ 7−→ αn(µ) are increasing on [1,∞) becauseMµ1 ≤Mµ2
if 1 ≤ µ1 < µ2. In fact, αn is strictly increasing on {µ ∈ [1,∞) | αn(µ) < q2}. To see
this, consider µ1 < µ2 such that αn(µ2) < q
2. Then α1(µ2), . . . , αn(µ2) are eigenvalues
of Mµ2 . Let u1, . . . , un ∈ H be corresponding eigenvectors with ||ui||L = 1. Clearly,
u1, . . . , un are mutually orthogonal in L and it is easily seen from the definition of Mµ that
〈Mµ1ui, ui〉L < 〈Mµ2ui, ui〉L = αi(µ2), i = 1, . . . , n. Remark that the quantity N(u) =
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( ∫
R
[1− (1 + r2cε)2]|u|2dx
) 1
2
is a norm on L. Since Span{u1, . . . , un} is finite-dimensional,
there exists N1 > 0 such that N(u) ≥ N1||u||L for any u ∈ Span{u1, . . . , un}. Therefore
(3.25)
〈Mµ1
( n∑
i=1
aiui
)
,
( n∑
i=1
aiui
)
〉L
= 〈Mµ2
( n∑
i=1
aiui
)
,
( n∑
i=1
aiui
)
〉L − 〈(Mµ2 −Mµ1)
( n∑
i=1
aiui
)
,
( n∑
i=1
aiui
)
〉L
=
n∑
i=1
αi(µ2)|ai|2 − q2( 1
µ1
− 1
µ2
)
∫
R
[1− (1 + r2cε)2]
∣∣∣∣ n∑
i=1
aiui
∣∣∣∣2dx
≤ αn(µ2)||
n∑
i=1
aiui||2L − q2(
1
µ1
− 1
µ2
)N21 ||
n∑
i=1
aiui||2L.
Thus for any u in the n-dimensional subspace Span{u1, . . . , un} we have
〈Mµ1u, u〉L ≤
(
αn(µ2)− q2
( 1
µ1
− 1
µ2
)
N21
)
||u||2
L
.
By the Min-Max Principle it follows that αn(µ1) ≤ αn(µ2)− q2
(
1
µ1
− 1
µ2
)
N21 .
A standard argument shows that each αn is continuous. Indeed, suppose by contra-
diction that µ∗ ∈ (1,∞) is a discontinuity point. Then necessarily l1 := sup
µ<µ∗
αn(µ) <
inf
µ>µ∗
αn(µ) := l2. Take 0 < ǫ <
l2−l1
4
and µ1 < µ∗, µ2 > µ∗ such that q2
(
1
µ1
− 1
µ2
)
< ǫ.
Since αn(µ2) > l2 − ǫ, there exist ϕ1, . . . , ϕn−1 ∈ H such that 〈Mµ2ψ, ψ〉L > l2 − ǫ for any
ψ ∈ {ϕ1, . . . , ϕn−1}⊥ with ||ψ||L = 1. We have
〈Mµ2ψ, ψ〉L − 〈Mµ1ψ, ψ〉L
= q2( 1
µ1
− 1
µ2
)
∫
R
[1− (1 + r2cε)2]|ψ|2dx ≤ q2( 1
µ1
− 1
µ2
)||ψ||2
L
< ǫ,
thus 〈Mµ1ψ, ψ〉L > l2−2ǫ for any ψ ∈ {ϕ1, . . . , ϕn−1}⊥ with ||ψ||L = 1. Therefore αn(µ1) >
l2 − 2ǫ, which is a contradiction.
We have also for any u ∈ H,
〈Mµu, u〉L = ||u′||2L2 + q2||u||2L −
q2
µ
∫
R
[1− (1 + r2cε)2]|u|2dx ≥ q2||u||2L −
C
µ
||u||2
L
,
hence α1(µ) ≥ q2 − Cµ −→ q2 as µ −→∞. Consequently, αn(µ) −→ q2 as µ −→ ∞ for any
n ≥ 1.
Note that λ < q2 is an eigenvalue of Mµ if and only if λ = αn(µ) for some n ∈ N∗. We
know that there are exactly n(λ) eigenvalues of A less than λ, say, λ1 < λ2 < . . . < λn(λ) <
λ. We have αi(1) = λi because M1 = A, the functions αi are strictly increasing (until they
reach the value q2, if this happens), continuous and tend to q2 at infinity. We infer that for
each i ∈ {1, . . . , n(λ)}, there exists exactly one value µi such that αi(µi) = λ. Moreover,
µ1 > µ2 > . . . > µn(λ) > 1. For any n > n(λ), we have αn(1) > λ, hence αn(µ) > λ for
µ ∈ (0,∞) because αn is increasing.
Thus we have shown that the operator −Aλ has exactly n(λ) eigenvalues greater than 1,
µ1 > µ2 > . . . > µn(λ). Moreover, Ker(µi+Aλ) = Ker(Mµi −λ). We know by Proposition
2.1 iii) thatKer(Mµi−λ) is one dimensional. If this kernel is spanned by a function vi, then
vi 6∈ Im(µi+Aλ). Indeed, µiu+Aλu = vi would imply (Mµi − λ)u = 1µi (−v′′i + (q2− λ)vi).
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Since M is self-adjoint, −v′′i +(q2−λ)vi would be orthogonal to Ker(Mµi−λ) = Span{vi},
which gives a contradiction. Consequently, we have Ker(µi + Aλ)
n = Span{vi} for any
n ∈ N∗, that is µi is a simple eigenvalue of −Aλ.
As a consequence, we have ind(IdHW + Aλ, 0) = (−1)n(λ) and Lemma 3.7 is proved. 2
We are now in position to state the main result of this paper.
Theorem 3.8 Let S be the set of nontrivial solutions of the system (1.9)-(1.10) in R ×
(H∩V )×H. For any eigenvalue λm < q2 of A = − d2dx2+(1+r2cε)2, the set S∪{(λm, r2cε, 0)}
contains a maximal closed connected subset Cm in (−∞, q2)×HW×HW such that Cm∩Cp = ∅
if m 6= p and Cm satisfies at least one of the two properties :
i) Cm is unbounded in R×HW ×HW or
ii) there exists a sequence (λn, rn, un) ∈ Cm such that λn −→ q2 as n −→∞.
Proof.
We have already seen that (λ, r, u) ∈ (−∞, q2) × (H ∩ V )×H is a nontrivial solution
of (1.9)-(1.10) if and only if (λ, r− r2cε, u) belongs to (−∞, q2)× (HW ∩ (V − r2cε))×HW
and satisfies the system (3.8)-(3.9) (or, equivalently, (3.10)).
Let E = HW ×HW , Ω = (−∞, q2) × (HW ∩ (V − r2cε)) ×HW , Lλ =
( −B 0
0 −Aλ
)
and H(λ, w, u) =
( −H1(w, u)
−H2(λ, w, u)
)
. Let G(λ, w, u) = Lλ(w, u) +H(λ, w, u). It is obvious
that on Ω, (3.10) is equivalent to the equation (w, u) = G(λ, w, u). It follows easily from
Lemma 3.6 that L and H satisfy the assumptions a) and b) in Proposition 3.2.
We claim that IdHW + B : HW −→ HW is invertible. Indeed, (IdHW + B)u = v is
equivalent to −u′′+g′2cε(r2cε)u =
(
− d2
dx2
+ g′2cε(0)
)
v. By Lemma 2.4, there exists an unique
u ∈ H satisfying this equation. We have
−u′′ + g′2cε(0)u =
(
− d
2
dx2
+ g′2cε(0)
)
v + (g′2cε(0)− g′2cε(r2cε))u ∈ LW
(recall that v ∈ HW and g′2cε(0)−g′2cε(r2cε) decays exponentially at infinity). Using Lemma
3.4, we infer that u ∈ HW .
For λ < q2, is is clear that IdHW×HW − Lλ is not invertible if and only if IdHW +Aλ is
not invertible, i.e. if and only if λ is an eigenvalue of A. Let λ1 < λ2 < . . . < λNq < q
2 be
the eigenvalues of A below q2. If λ is not an eigenvalue of A, we infer using Lemma 3.7 that
i(λ) := ind(IdHW×HW−Lλ, 0) = ind(IdHW+Aλ, 0)·ind(IdHW+B, 0) = (−1)n(λ)ind(IdHW+
B, 0) is constant on each of the intervals (−∞, λ1), (λi, λi+1), (λNq , q2) and changes sign at
each λi. Consequently, Lλ also satisfies assumption c) in Proposition 3.2 at any point
(λi, 0, 0). Let S˜0 = {(λ, w, u) ∈ Ω | (w, u) 6= (0, 0) and (λ, w, u) satisfies (3.10)} and let
S˜ = S˜0 \ {(λ,−r2cε, 0) | λ ∈ (−∞, q2)}. Note that the solutions (λ,−r2cε, 0) of (3.10)
correspond to the solutions (λ, 0, 0) of (1.9)-(1.10) and S ∩ ((−∞, q2)× (V ∩HW )×HW ) =
S˜ + (0, r2cε, 0). We may apply Proposition 3.2 to infer that for any 1 ≤ m ≤ Nq, there
exists a maximal closed connected subset Dm (in Ω) of S˜0 ∪ {(λm, 0, 0)} which contains
(λm, 0, 0) and satisfies at least one of the following properties :
1◦. Dm is unbounded.
2◦. There exists a sequence (λn, wn, un) ∈ Dm such that λn −→ q2 as n −→∞.
3◦. There exists a sequence (λn, wn, un) ∈ Dm such that dist(wn, ∂((V −r2cε)∩HW )) −→
0, that is inf
x∈R
(wn(x) + r2cε(x)) −→ −1 as n −→∞.
4◦. The closure in Ω of Dm contains a point (λi, 0, 0) with i 6= m.
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Let us show first that Dm cannot meet {(λ,−r2cε, 0) | λ ∈ (−∞, q2)}. A straightforward
computation gives d(w,u)(IdE − G)(λ,−r2cε, 0) = IdE for any λ < q2. By the Implicit
Functions Theorem, there exists a neighbourhood Nλ of (λ,−r2cε, 0) in R × E such that
the only solutions of the equation (w, u) = G(λ, w, u) in Nλ are (µ,−r2cε, 0). Hence ∪λNλ
is a neighbourhood of {(λ,−r2cε, 0) | λ < q2} in Ω which contains no other solutions of
(3.10). Consequently, we have Dm ⊂ S˜.
By Proposition 3.1, for any (λ, w, u) ∈ S˜0 we have inf
x∈R
(w(x) + r2cε(x)) > −1 +
√
2cε,
hence Dm cannot satisfy property 3◦ above.
We will also eliminate the alternative 4◦. Observe that if (λ, r, u) ∈ (−∞, q2)×H×H
is a nontrivial solution of (1.9)-(1.10), then, in particular, u is an eigenvector of the linear
operator − d2
dx2
+ q2(1+ r)2 corresponding to the eigenvalue λ. It is easily checked that this
operator is a compact perturbation of − d2
dx2
+ q2, so it has the essential spectrum [q2,∞).
Since λ < q2, the operator − d2
dx2
+ q2(1 + r)2 has only a finite number of eigenvalues less
than λ, say, p. We define z(λ, r, u) = p. By Proposition 2.1 v), we know that u has exactly
p zeroes in (0,∞). We also define z(λi, r2cε, 0) = i− 1. We have :
Lemma 3.9 The function z is continuous on (S ∪ {(λi, r2cε, 0) | i = 1, . . . , Nq}) ∩
((−∞, q2)×H×H).
Assume for the moment that Lemma 3.9 holds. Obviously, the function z is also con-
tinuous for the R × E topology. Since z takes values in N, it must be constant on each
connected component of (S ∪ {(λi, r2cε, 0) | i = 1, . . . , Nq}) ∩ ((−∞, q2)×H×H) = (S˜ +
(0, r2cε, 0))∪{(λi, r2cε, 0) | i = 1, . . . , Nq}. In particular, it is constant onDm+(0, r2cε, 0) and
we find z(Dm+(0, r2cε, 0)) = z(λm, r2cε, 0) = m−1. We have also z(Di+(0, r2cε, 0)) = i−1,
hence Dm and Di are disjoint if i 6= m (in fact, we see that the closures of Dm and Di in
(−∞, q2)×H×H are disjoint if i 6= m). Thus Dm cannot satisfy the alternative 4◦ above,
hence it necessarily satisfies one of the alternatives 1◦ or 2◦. Let Cm = Dm + (0, r2cε, 0). It
is now clear that Cm satisfies i) or ii) in Theorem 3.8. 2
Proof of Lemma 3.9. Let (λ, r, u), (νn, rn, un) ∈ (S ∪ {(λi, r2cε, 0) | i = 1, . . . , Nq}) ∩
((−∞, q2) ×H ×H) be such that z(λ, r, u) = p and (νn, rn, un) −→ (λ, r, u) as n −→ ∞.
Let µ1 < µ2 < . . . < µp+1 = λ be the eigenvalues of the operator B = − d2dx2 + q2(1 + r)2 in
L and let u∗1, . . . , u
∗
p+1 = u be corresponding eigenvectors. Denote Bn = − d
2
dx2
+ q2(1+ rn)
2.
We prove that z(νn, rn, un) ≥ p if n is sufficiently big. There is nothing to do if
p = 0. Suppose that p ≥ 1. Take 0 < ǫ < µp+1−µp
4
and let n0 be suficiently big, so that
||(rn − r)(2 + rn + r)||L∞ < ǫq2 and λ − ǫ < νn < λ + ǫ for any n ≥ n0. For n ≥ n0 and
v ∈ Span{u∗1, . . . u∗p} we have
〈Bnv, v〉L = 〈Bv, v〉L + 〈(Bn − B)v, v〉L
≤ µp||v||2L + q2
∫
R
(rn − r)(2 + rn + r)|v|2dx ≤ (µp + ǫ)||v||2L < (νn − ǫ)||v||2L.
By the Min-Max Principle, Bn has at least p eigenvalues less than or equal to νn − ǫ, so
z(νn, rn, un) ≥ p.
Let µp+2 = sup
ϕ1,...,ϕp+1∈H
inf
ψ∈{ϕ1,...,ϕp+1}⊥
〈Bψ, ψ〉L
||ψ||2
L
. Since λ = µp+1 < q
2 and λ is a simple
eigenvalue of B by Proposition 2.1 iii), we know by the Min-Max Principle that either
µp+2 = q
2 or µp+2 is an eigenvalue of B and µp+2 > µp+1. Let ǫ ∈ (0, µp+2−µp+14 ). Take
n0 as above and ϕ1, . . . , ϕp+1 ∈ H such that inf
ψ∈{ϕ1,...,ϕp+1}⊥
〈Bψ, ψ〉L
||ψ||2
L
≥ µp+2 − ǫ. For any
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ψ ∈ {ϕ1, . . . , ϕp+1}⊥, ψ 6= 0 we have :
〈Bnψ, ψ〉L = 〈Bψ, ψ〉L + 〈(Bn − B)ψ, ψ〉L ≥ (µp+2 − ǫ)||ψ||2L − ǫ||ψ||2L ≥ (νn + ǫ)||ψ||2L.
It follows from the Min-Max Principle that for n ≥ n0, either Bn has at most p + 1
eigenvalues, or the (p + 2)th eigenvalue is greater than νn + ǫ. Since νn is an eigenvalue
of Bn, there are at most p eigenvalues of Bn less than νn, hence z(νn, rn, un) ≤ p for any
n ≥ n0. This finishes the proof of Lemma 3.9 and that of Theorem 3.8. 2
We were not able to eliminate one or another of the alternatives in Theorem 3.8.
Up to now, we have proved the existence of branches of nontrivial symmetric solutions
(λ, r, u) to the system (1.9)-(1.10). For any such solution, (ψ˜, ϕ˜) is a travelling wave of (1.1)
for ε2(c2δ2 + k2) = λ and satisfies the boundary condition (1.2), where ϕ˜(x) = 1
ε
u(x
ε
)eicδx
and ψ˜(x) = (1+ r(x
ε
))eiψ0(x) (with ψ0(x) = c
∫ x
0
[
1− 1
(1+r( s
ε
))2
]
ds = cε
∫ x
ε
0
2r(τ)+r2(τ)
(1+r(τ))2
dτ). Note
also that ψ˜(−x) = ψ˜(x), ϕ˜(−x) = ϕ˜(x), |ψ˜| > √2cε by Proposition 2.1 and the phase ψ0 of
ψ˜ remains bounded because r decays at infinity faster than |x|β for any β > 0 (see the end
of the proof of Lemma 3.5). Since 2c2ε2q2 < λ ≤ q2, we have bounds on the single-particle
impurity energy : c2(2q2 − δ2) < k2 ≤ q2
ε2
− c2δ2.
Remark 3.10 It follows from Corollary 2.2 iv)-v) that there is exactly one branch of
travelling-waves bifurcating from the trivial solutions if q ≤ 1√
2 ln 2
. The number of these
branches is the same as the number of eigenvalues of A, so it tends to infinity as q −→∞.
It is natural to ask how the branches Cm given by Theorem 3.8 behave in R×H×H.
The topology of HW being stronger than that of H, any of the sets Cm is also connected in
R×H×H. Roughly speaking, either Cm approaches {q2}×(H∩V )×H, or Cm is unbounded
in R×H×H or it remains bounded in R×H×H but the norm in R×HW ×HW tends
to infinity along Cm, i.e. “there is some mass moving to infinity”.
Remark 3.11 The importance of Theorem 2.3 is that it gives a precise description of Cm
in a neighbourhood of (λm, r2cε, 0) in R×H×H. Let C+m (respectively C−m) be the maximal
subcontinuum in R ×HW ×HW of Cm \ {(λ(s), r2cε + sr(s), s(um + u(s))) | s ∈ (−η, 0)},
(respectively of Cm \ {(λ(s), r2cε + sr(s), s(um + u(s))) | s ∈ (0, η)}), where the curve
s 7−→ (λ(s), r(s), u(s)) is given by Theorem 2.3. It can be proved by using a variant of a
classical result of Rabinowitz (Theorem 1.40 p. 500 in [12]) that each of C+m and C−m satisfies
i) or ii) in Theorem 3.8.
Remark 3.12 It is not hard to prove that in dimension N = 1, 2 or 3 the Cauchy
problem for the system (1.1) is globally well-posed in (1 +H1(RN))×H1(RN). However,
the dynamics associated to (1.1) and the asymptotic behavior of solutions are not yet
understood.
Remark 3.13 The existence of solitary waves for (1.1) in dimension greater than 1 is an
open problem. Even the existence of “trivial” solitary waves (i.e., solutions of the form
(ψ(x1−ct, x2, . . . , xN), 0) is a difficult problem. Note that if ϕ ≡ 0, the system (1.1) reduces
to the Gross-Pitaevskii equation
2i
∂ψ
∂t
= −∆ψ + (|ψ|2 − 1)ψ, |ψ| −→ 1 as |x| −→ ∞
The existence of travelling-waves moving with small speed for this equation was proved,
for instance, in [2] (in dimension N = 2) and [1], [3] (in dimension N ≥ 3).
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