In this paper we present a method for finding infrequent simple motifs in a finite set of sequences. The method uses a lattice structure and minimal forbidden patterns. It is based on a method for solving the Simple Motif Problem.
INTRODUCTION
One of the problems arising in the analysis of sequences is the discovery of sequence similarity by finding common motifs. Several versions of the motif finding problem, which consists in finding substrings that are more or less conserved in a set of strings, have been proposed for dealing with this problem [5] . For each version, numerous algorithms have been developed [2, 8, 11, 12, 13, 14, 15, 16, 18] . These algorithms share in common the fact that they all extract the frequent motifs. A simple motif is a string built from a finite alphabet Σ ∪ {?} that cannot begin or end with ?, where Σ is a set of symbols and ? ∈ Σ is a wildcard symbol, it can be replaced by any symbol from Σ. Let Y = {y 0 , y 1 , . . . , y n−1 } be a set of strings built from an alphabet Σ, p > 0 be an integer and q ≤ n be a quorum, the Simple Motif Problem (SMP) is to find all the simple motifs of length at most p that occurs in at least q strings of Y .
The SMS-FORBID and SMS-H-FORBID algorithms by El Falah et al. [7, 6] are fast solutions to SMP. Both algorithms are based on a minimal forbidden pattern approach. Algorithm SMS-FORBID uses indexing structures (either suffix trees or suffix arrays) while algorithm SMS-H-FORBID uses an hash table. The general approach on which are based these algorithms, maintains a set of minimal forbidden patterns that occur in less than q sequences in order to not search for any pattern that contains a factor that has already been unsuccessfully searched.
In this paper, we address the extraction of infrequent simple motifs. An infrequent simple motif is a simple motif that occurs in less than q sequences. We use a similar approach as in SMS-FORBID and SMS-H-FORBID algorithms based on a lattice structure. This lattice with a generality relation between patterns is a fundamental structure to obtain the rare motifs. It is remarkable to note that the set of forbidden patterns that occur in at least q sequences represents the complementary of the set of infrequent simple motifs. Thus our method finds in the same time the most general infrequent motifs and the most specific frequent ones.
When dealing with biological sequences, this could help biologists to understand mechanisms of the biological processes in which these motifs are involved. For example, searching rare motifs is an important task to identify absent words in genomic sequences [9, 10, 20] . Moreover, to identify proteins involved in parasitism, it is important to search the infrequent motifs [19] . Indeed, given a set of protein sequences known to be involved in a common biological system (positive set) and a set of protein sequences known not to be involved in that system (negative set) our method is able to identify motifs that are frequent in positive sequences while infrequent in negative ones.
In a similar way to our approach, we note that there are some studies in data mining addressing the extraction of rare itemsets and have medicine and biology as fields of usage [17] despite the fact that most studies have concentrated on frequent itemsets.
We organize the rest of the paper as follows: In the first section, we present some useful definitions and notations. In the second section, we present the lattice based approach to find rare motifs. In the third section, we present the algorithm in more details. In the fourth section, we give our conclusion and present the current and future development.
PRELIMINARIES
A simple motif is a string built from an alphabet Σ ∪ {?} that cannot begin or end with ?, where Σ is a finite set of symbols and ? ∈ Σ is a wildcard symbol, it can be replaced by any symbol from Σ. Symbols of Σ are said to be solid while the wildcard symbol ? is said to be nonsolid. The length of a simple motif is the number of the symbols that constitute this motif, including the wildcard symbols.
A string of symbols from Σ is called a -mer. A string of symbols from Σ ∪ {?} is called a -pattern. Apattern z 1 is equivalent to a -pattern z 2 (z 1 ∼ = z 2 ), if at every position where z 1 and z 2 contains both solid symbols these symbols are equal. Formally,
A -pattern z 1 is more general than a -pattern z 2 if a position in z 2 contains the wildcard symbol implies that the same position in z 1 contains the wildcard symbol and if a position in z 2 contains a solid symbol then at the same position in z 1 there could be either the same symbol or a wildcard symbol. Formally
Let Y = {y 0 , y 1 , . . . , y n−1 } be a set of strings built from an alphabet Σ and let N = 
A LATTICE BASED APPROACH TO FIND INFREQUENT MOTIFS
In this section, we present the lattice based approach to find infrequent simple motifs. Given a set Y of n strings, a quorum q ≤ n and an integer p, a pattern of length at most p is called rare (or infrequent) motif when it occurs in less than q strings. The algorithm output is the set of the more general infrequent motifs.
A pattern z of length at most p is said to be a minimal forbidden pattern if it occurs in at least q strings and all the patterns beginning and ending with a solid symbol and containing z as factor do not occur in at least q strings.
Our approach is based on maintaining a set of minimal forbidden patterns that occur in at least q strings in order to not search for any pattern that contains a factor that has already been unsuccessfully searched. In fact, when we search the infrequent motifs, we maintain also the minimal forbidden patterns. Hence our lattice based approach allows to find at the same time the frequent and also the rare motifs.
Let us explain the general approach based on a lattice structure: For each position on the input strings, we use all the windows of length for 3 ≤ ≤ p. Each window defines an -mer. Each -mer x defines a set of -patterns X. At each position of each -pattern z of X, the symbol of z is either the symbol at the same position of x or the wildcard symbol except for the first and the last symbols of z that are necessarily non-wildcard symbols. Formally,
These -patterns together with the generality relation form a lattice. The minimal element of the lattice is x itself and the maximal element is Figure 1 : the minimal element is x = CAGAT and the maximal element is C? −2 T). Each node of the lattice represents an -pattern. The -patterns are scanned by doing a breadth-first search of the lattice beginning from the minimal element.
The infrequent patterns are counted as follows: when a -pattern z is considered, if it has already been output or Figure 1 : A 5-mer x = CAGAT lattice it contains minimal forbidden patterns as factors or it is more general than an output pattern, then it is disregarded otherwise it is searched in the strings of Y . Then if it does not occur in at least q strings it is considered as an infrequent pattern and all its predecessors in the lattice are not considered since they are more general. On the contrary if it occurs in at least q strings it is added to the set of minimal forbidden patterns. By adopting this approach when we count a number of occurrences of z less than q, the considered -pattern z is an infrequent one. Then we respect the generality relation between patterns to output the most general infrequent motifs.
It is remarkable to note that the generation of thepatterns is performed using a breadth-first search of the lattice for the following reason. When a -pattern is discovered all its predecessors in the lattice, that are more specific, do not have to be considered. They are thus marked using a depth-first search of the lattice from the discovered -pattern. During the remaining of the breadth-first search, marked -patterns are not considered.
The techniques used in this approach reduce the number of patterns to be searched for. The search of onepattern in one string y of Y is done using an indexing structure of y which can be done in a time proportional to . Furthermore the new approach outputs both the more general rare motifs and the frequent motifs which occur in at least q strings of Y .
ALGORITHM
We will give a top-down detailed presentation of the algorithm. It builds the set Res of searched infrequent motifs of length at most p contained in less than q strings and uses a set T of minimal patterns that are contained in at least q strings. It scans the n strings of Y from y 0 to y n−1 . For each position of each string it considers all the windows of length for 3 ≤ ≤ p (at the end of the strings it may be less than p). For each -mer x defined by each window of length , the breadth-first search of the lattice is performed level by level.
During the breadth-first search of the lattice, when a non-marked -pattern x is considered, it is searched in the set Res of resulting -motifs. For that, the set Res is implemented using a trie: looking if an -pattern x belongs to Res simply consists in spelling x from the root of the trie. If x belongs to Res then all it predecessors are marked using a depth-first search.
If x does not belong to Res then the algorithm checks if it contains minimal forbidden patterns. This consists in searching for a finite set of patterns T with wildcard symbols in a text with wildcard symbols x, where a wildcard symbol in the text only matches a wildcard symbol in the set of patterns while a wildcard in the set of patterns may match any symbol in the text.
If x does not contain any minimal forbidden pattern then it is searched in all the strings of Y from y j+1 to y n−1 since it has not been considered before dealing with y j and it has at least one occurrence in y j . If it occurs in less than q strings, it is added to Res and all its successors are marked using a depth-first search. Otherwise it is added to the set T of minimal forbidden patterns.
The lattice is completely traversed in a breadth-first search in every cases.
Each -pattern x in the lattice is associated with an integer from 0 to 2 −2 whose binary representation is given by x[1 . . − 2] where each solid symbol is replaced by 0 and each wildcard symbol is replaced by 1. For example ab?ba is associated to 2 whose binary representation is 010. This enables to mark easily the nodes of the lattice.
The candidate patterns are generated by considering the strings from y 0 to y n−1 . When a pattern is generated from y j it occurs at least once in y j then it is searched in the following strings: y j+1 , y j+2 , . . . , y n−1 . This procedure considers a factorization of an -pattern x as follows: A problem remains when a more general patterns is found after a more specific pattern. Then the set of resulting patterns has to be filtered.
An alternative for using an indexing structure is to use an hash table as follows. In order to easily find the candidate patterns we define a table H for every couple of solid symbols and every integer k from 0 to p − 3 as follows:
When a candidate -pattern is generated from position j in string y i , if
• it has not already been output or 
COMPLEXITIES
We will now give the complexities of both methods.
The algorithm using an indexing structure called RARE-FORBID scans all the positions of the n sequences of Y . For each position it considers all the -patterns defined by the corresponding -mer for 3 ≤ ≤ p. The number of elements of all the corresponding lattices is bounded by 2 p+1 . Processing one -pattern x consists in looking if x is in Res, checking if x contains minimal forbidden patterns and searching x in the n sequences of Y . Looking if x is included in Res can be done in O(|x|) time using a trie for Res. Checking if x contains minimal forbidden patterns consists in using an algorithm for searching a single pattern with wildcard symbols in a text with wildcard symbols for every pattern in T . This can be done in O(|T ||x|). The search of one -pattern x in one string y of Y consists in spelling all the solid factors of x into the indexing structure of y. When a solid factor u of length |u| is searched in y, it can be done in O(|u| log σ) with the suffix tree of y and in O(|u| + log |y|) with the suffix array and the Longest Common Prefix array of y (see [3] ). However the search for each solid factor can return a list of positions of size O(|y|).
Thus the time complexity of this step is O(|x| log σ + p|y|) with suffix trees and is O(|x| + log |y| + p|y|) with suffix arrays. A similar analysis can be done for algorithm using an hash 
CURRENT AND FUTURE DEVEL-OPMENT
In this paper, we have presented an approach based on a lattice structure to search infrequent motifs in a set of strings. This approach is based on maintaining a set of minimal forbidden patterns which allows less specific motifs to be pruned. Our approach allows to find in the same time the frequent and also the infrequent patterns. When dealing with biological sequences, it could help biologists to have the most pertinent motifs and understand mechanisms of the biological processes in which the rare motifs are involved.
As future work, we aim to develop new algorithms dealing with the problem of finding absent words in a set of biological sequences [1, 4, 10, 20] .
