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Resumen
En un sistema de mantenimiento preventivo programado por tiempo, se plantea la necesidad de optimizar el uso de los re-
cursos del área de mantenimiento, para buscar un equilibrio a lo largo del periodo de planificación. El problema se refiere a 
la secuenciación de tareas en la que se requiere determinar la semana inicial del programa de mantenimiento para cada una 
de las actividades en las máquinas. Se propone un algoritmo genético que tiene como función objetivo minimizar el máximo 
tiempo de mantenimiento semanal, de tal manera que cumpla con las condiciones de la programación establecida en cuanto 
a duraciones y frecuencias. Se consigue un programa eficiente y equilibrado que mejora significativamente el uso de los 
recursos. Para futuros trabajos, se sugiere aplicar otras técnicas inteligentes para la solución del problema y formularlo te-
niendo en cuenta otras condiciones, como los diferentes tipos de mantenimiento o la minimización de las paradas frecuentes 
de los equipos.
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Abstract
In a preventive maintenance system programmed by time the need to optimize the use of the resources of the maintenance 
area, looking for a balance throughout the planning period. The problem relates to the sequencing of tasks in which it is 
necessary to determine the initial week of the maintenance programme for each of the activities on the machines. A genetic 
algorithm is proposed that has as its objective the minimization of the maximum weekly maintenance time, in such a way 
that it meets the conditions of the established programming in terms of durations and frequencies. The result is an efficient 
and balanced programme, that significantly improves the use of resources For future work, it is suggested to apply other 
intelligent techniques to the solution of the problem and to formulate it taking into account other conditions such as the 
different types of maintenance or the minimisation of frequent equipment stops.
Keywords: Preventive maintenance; Genetic algorithms; Manintenance task; Combinatorial nature; Metaheurístic; Optimal 
programming.
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1. INTRODUCCIÓN
En los entornos productivos se busca asegurar la 
máxima disponibilidad de la maquinaria, equipo e ins-
trumental necesarios para cumplir con las diferentes 
operaciones. Para evitar sobrecostos, interrupciones 
inesperadas en los procesos y prolongar la vida útil 
de las máquinas, equipos e instrumentos se hace ne-
cesario gestionar las operaciones de mantenimiento. 
Algunos conceptos comunes para el manejo del man-
tenimiento son:
Mantenimiento correctivo
Es el que se debe efectuar para volver a poner en mar-
cha la maquinaria y equipo que ha fallado por algún 
daño o avería. Generalmente implica la suspensión de 
actividades productivas y la reprogramación o reproce-
samiento de parte de los trabajos programados [1].
Mantenimiento preventivo
Responde a un programa preconcebido, basado en un 
conjunto de actividades programadas de acuerdo con 
un cronograma que, según el cumplimiento de fechas 
calendario, horas, días de operación o unidades proce-
sadas, establece las actividades de mantenimiento a 
efectuar a cada una de las máquinas, equipos o ins-
trumentos. Las suspensiones de operación son míni-
mas y están previstas con anticipación. Así mismo, es 
mínimo el reproceso o reprogramación de trabajos. Se 
prevén los recursos necesarios en cuanto a repuestos, 
lubricantes, personal especializado, etc., lo que ayuda 
a minimizar el costo y el impacto sobre la continuidad 
de las operaciones [2].
Mantenimiento predictivo
Basado en herramientas como imágenes de rayos 
x, ultrasonido, análisis de vibraciones y otras, el 
mantenimiento predictivo diagnostica el desgaste y la 
probabilidad de fallo de los diferentes componentes 
de las máquinas y equipos, en especial, de las partes 
móviles con mayor riesgo de desgaste. Para realizarlo, se 
requiere un equipo especializado y personal idóneo que 
analice la información. Es relativamente costoso, aunque 
su potencial permite grandes ahorros en operaciones 
correctivas. La suspensión y reprogramación de 
actividades productivas son mínimas [3].
Mantenimiento productivo total (TPM)
Hace parte del conjunto de herramientas de la calidad 
total de la escuela japonesa. Permea toda la organi-
zación con un conjunto de principios como: manteni-
miento autónomo, mantenimiento planeado, adminis-
tración temprana de los equipos nuevos, eliminación 
de los problemas vitales, educación y entrenamiento 
en el trabajo. Su filosofía trasciende los departamen-
tos de mantenimiento hasta llegar a la administración, 
y de esta forma crea en todo el personal una concien-
cia común, orientada a minimizar los fallos y mantener 
la planta en funcionamiento [4].
Programación de actividades
Las técnicas de programación de actividades permiten 
generar esquemas de asignación de tareas y secuen-
ciación de operaciones que posibilitan un eficiente uso 
de los recursos y se logra cumplir con las actividades 
en los tiempos requeridos. Aunque existen técnicas de 
programación que usan métodos exactos, la mayoría 
de los problemas de programación son de carácter no 
polinimial (NP-Hard), por lo que su complejidad crece 
exponencialmente al crecer su tamaño, de modo que 
se requieren técnicas inteligentes como las metaheu-
rísticas para su solución [5].
El presente trabajo es una propuesta de aplicación 
de una técnica avanzada de solución a problemas de 
optimización, en función del mejoramiento de la pro-
gramación de actividades de mantenimiento preventi-
vo, con potencial de aplicación en diferentes empresas 
industriales y comerciales.
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Se presenta una técnica avanzada para programar 
las actividades de mantenimiento, de forma que se mi-
nimiza el máximo tiempo requerido para mantenimien-
tos preventivos por semana de trabajo, lo que redunda 
en un flujo de programación del mantenimiento más 
eficiente, sin picos de alta carga de trabajo para los 
recursos dedicados al mantenimiento y sin subutiliza-
ción de los recursos.
2. MATERIALES Y MÉTODOS
Se parte de un conjunto de datos de mantenimiento 
conformado por la lista de equipos, actividades y una 
tabla de programación del mantenimiento, conformada 
por las actividades requeridas con su duración estima-
da y su frecuencia. Se formula el problema como un 
problema de optimización, en el que las variables de 
decisión son las semanas iniciales de programación 
de las actividades. La función objetivo es minimizar 
el máximo de tiempo total dedicado al mantenimiento 
programado en una semana. Se hace el cálculo para 
una cantidad de semanas igual al mínimo común múl-
tiplo de las frecuencias de mantenimiento de todas las 
actividades a programar en todas las máquinas. De 
esta manera, se asegura que la función objetivo consi-
derará el peor de los casos de coincidencia de carga de 
mantenimiento en una misma semana para una progra-
mación suficientemente anticipada.
El algoritmo tiene como cromosoma un conjunto 
de valores de semanas iniciales de programación para 
cada combinación equipo-actividad. Cada uno de los 
genes del cromosoma es la semana inicial propuesta 
para la programación de esa actividad. Los padres 
se seleccionan por ruleta proporcional al valor de la 
función objetivo (minimizar el máximo tiempo total 
semana de mantenimiento). El cruzamiento se hace 
en varios puntos de cruce por un operador SJ2OX. La 
mutación usa el operador ARB2, con una probabilidad 
de mutación de 0,3 para una tasa efectiva de mutación 
de 0,003 en un caso de 100 actividades a programar. 
La actualización de la población es por torneo entre 
cada descendiente y el individuo menos apto de la 
población previa (mayor tiempo total semanal de 
mantenimiento). El criterio de parada es un número 
determinado de iteraciones, sin mejorar el valor de la 
función objetivo del mejor individuo de la población. 
El número de iteraciones se puede determinar a partir 
de los parámetros del problema. La solución final es 
una lista de semanas iniciales de programación de 
las actividades de mantenimiento en las máquinas, 
que complementa la tabla de programación y permite 
calcular la programación detallada semana por 
semana.
En la Tabla 1 se describen las variables y los pará-
metros utilizados en el modelo matemático del algo-
ritmo.
Tabla 1. Variables y parámetros
Variables Significado
Semana inicial de programación de la actividad  en la 
máquina 
Parámetros Descripción
I Índice de la actividad
J Índice de la máquina
K Índice de la semana
dij Duración estimada de la actividad  en la máquina 
fij
Frecuencia (en semanas) con la que debe hacerse la acti-
vidad  en la máquina 
Tk
Tiempo total de programación de mantenimiento para la 
semana k
Se establece el problema de optimización como
(1)
Sujeto a
 
W=número entero mayor que 0
(2)
(3)
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Para la solución, se plantea un algoritmo genético 
estándar. Los algoritmos genéticos funcionan de for-
ma similar a la reproducción de los seres vivos. Se 
hace una analogía en la que cada uno de los genes de 
cada cromosoma representa una de las variables de la 
solución. La función objetivo se evalúa con los valores 
de las variables correspondientes al individuo.
Se propone un cromosoma que corresponde a un 
conjunto de semanas iniciales de programación de las 
actividades de mantenimiento. El primero de los genes 
es la semana en la que se programará por primera vez 
esta actividad en la primera máquina, el segundo es la 
semana para la segunda actividad de esa misma má-
quina y así sucesivamente, hasta programar la semana 
inicial de la última actividad de la última máquina. Los 
valores posibles para los cromosomas son números 
enteros mayores o iguales que 1 y menores o iguales 
que la frecuencia de repetición de la actividad
Población inicial
Inicialmente, se genera un conjunto de individuos orde-
nados por criterios empíricos, tales como: frecuencia 
de programación, duración, código o nombre de la má-
quina o de la actividad, etc., tanto en forma ascenden-
te como descendente. La población restante se genera 
usando criterios meramente aleatorios.
Selección de padres
Se aplica una ruleta proporcional al valor de la función 
objetivo, en la que tienen mayor probabilidad de ser 
seleccionados los individuos que cuentan con menor 
tiempo total de desplazamiento. A cada individuo le co-
rresponde una probabilidad inversamente proporcional 
a su valor de función objetivo (que se desea minimi-
zar). De esta forma, las mejores soluciones (con me-
nor tiempo total programación de mantenimiento en la 
semana más cargada) tendrán mayor probabilidad de 
ser elegidas. La elección se hace generando números 
aleatorios entre 0 y 1. El valor del número aleatorio se 
compara con la probabilidad acumulada y el individuo 
con esa probabilidad se elige como padre. En cada ge-
neración se eligen 2 padres para generar dos descen-
dientes.
Cruzamiento
Siguiendo el operador SJkOX, adaptado de [6], se co-
pian primero en el mismo orden los elementos que 
están en ambos padres en los mismos lugares. Luego 
se toma para el primer descendiente la misma secuen-
cia del primer padre en el mismo orden, hasta el punto 
de cruce. De allí en adelante se complementa con los 
genes no incluidos hasta el momento, tomándolos del 
otro padre en su mismo orden relativo. Para el segundo 
descendiente, se toman del segundo padre en la mis-
ma secuencia a partir del punto de cruce y se comple-
mentan los genes faltantes, incluyéndolos antes del 
primer punto de cruce en el mismo orden relativo que 
tienen en el primer padre.
Mutación
Con una probabilidad , menor que 0.3, se hace mu-
tación intercambiando arbitrariamente de posición dos 
productos seleccionados aleatoriamente dentro del 
descendiente, se aplica el operador ARB2 [7].
Actualización de la población
Ambos descendientes compiten por aparte contra el 
elemento de mayor valor de la función objetivo de la 
población previa. El ganador del torneo queda en la po-
blación y el otro se desecha.
Criterio de parada
El proceso se repite hasta que pase un número fijo de 
iteraciones, sin llegar a un nuevo mejor valor de la fun-
ción objetivo que supere al mejor conocido hasta ese 
momento.
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3. EXPERIMENTACIÓN Y RESULTADOS
El algoritmo se implementó en un aplicativo de soft-
ware diseñado por los autores y se aplicó a un conjunto 
de datos basado en una empresa del sector agroindus-
trial.
El conjunto de datos de entrada se presenta en la 
Tabla 2 y representa un conjunto de actividades de 
mantenimiento a programar en un conjunto de máqui-
nas.
Tabla 2. Actividades a programar
Equipo Actividad Duración Frecuencia
22303-15 L09 1,00 24
22303-15 M07 0,17 24
EE104-99 E08 0,00 156
EE104-99 M07 0,17 156
EE104-99 E05 0,00 156
EE105-99 E08 0,00 52
EE105-99 M07 0,17 52
EE106-99 E08 0,00 52
EE106-99 M07 0,17 52
07307-00 L09 1,00 48
07307-00 M07 0,17 48
07307-10 L09 1,50 48
07307-10 M07 0,17 48
EN162-99 L09 2,00 24
EN162-99 M07 0,17 24
EN162-99 M06 0,08 24
25302-40 L09 2,50 8
25302-40 M07 0,17 8
25301-40 L09 2,50 8
25301-40 M07 0,17 8
El algoritmo se ejecutó con 8 configuraciones dife-
rentes de acuerdo con un diseño 23, aplicando el proce-
dimiento mostrado en [8] de la forma que se muestra 
en la Tabla 3.
Tabla 3. Diseño experimental de las pruebas
Diseño Población (A) Prob Mutación (B) Iteraciones (C)
1 (1) 10 0,1 1000
2 a 19 0,1 1000
3 b 10 0,2 1000
4 ab 19 0,2 1000
5 c 10 0,1 2000
6 ac 19 0,1 2000
7 bc 10 0,2 2000
8 abc 19 0,2 2000
Cada una de las combinaciones se probó 30 veces y 
se obtuvieron los resultados presentados de manera 
resumida en la Fig. 1.
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Fig. 1: Resultados en minutos totales de operación e iteraciones totales para 
llegar al resultado
Se puede apreciar que el algoritmo consigue una 
respuesta mejor cuando se trabaja con un mayor nú-
mero de generaciones y una mayor probabilidad de mu-
tación. Según el análisis de varianza que se muestra en 
la Tabla 4, los factores principales B (la tasa de muta-
ción) y C (las iteraciones) y la interacción AC (pobla-
ción, iteraciones) muestran probabilidades inferiores a 
α y diferencias significativas que indican la alta inci-
dencia de esos factores en el resultado. El mayor apor-
te lo muestran los factores B y C con el 7,8% y el 12,6% 
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de participación en la suma de cuadrados total. Como 
en ambos casos los efectos netos en los contrastes 
son negativos, ambos contribuyen a minimizar el valor 
de la función objetivo, cuando están en su nivel alto 
(Probabilidad de mutación = 0,2 y 2000 iteraciones).
Tabla 4. Análisis de varianza función objetivo
Factor Suma
Cuadrados % gl
Cuadrado
Medio F Prob
A 15,59 0,1% 1 15,59 0,25 0,62
B 1497,45 7,8% 1 1497,45 23,84 0,00
C 2429,84 12,6% 1 2429,84 38,68 0,00
AB 128,26 0,7% 1 128,26 2,04 0,15
AC 334,53 1,7% 1 334,53 5,33 0,02
BC 149,39 0,8% 1 149,39 2,38 0,12
ABC 82,08 0,4% 1 82,08 1,31 0,25
ERROR 14572,54 75,9% 232 62,81
TOTAL 19209,68 100,0% 239
Los resultados corroboran la hipótesis de que es 
posible mejorar la eficiencia de la programación del 
mantenimiento. Si se comparan los resultados del al-
goritmo con otras alternativas como los ordenamien-
tos por variables propias del problema (la frecuencia o 
la duración), tanto en forma ascendente como descen-
dente, se encuentra un tiempo total de operación entre 
un 8% y un 20% menor con la aplicación del algoritmo, 
como se aprecia en la Fig. 2.
0
200
400
600
800
1000
1200
1400
1600
G
en
ét
ico
 (m
in
)
G
en
ét
ico
 (p
ro
m
)
O
rd
en
 1
O
rd
en
 2
O
rd
en
 3
O
rd
en
 4
O
rd
en
 5
O
rd
en
 6
O
rd
en
 7
O
rd
en
 8
O
rd
en
 9
O
rd
en
 1
0
O
rd
en
 1
1
Tie
m
po
 o
pe
ra
ció
n 
(m
in
)
Fig. 2: Tiempos totales de operación según diferentes ordenamientos
Se prueba que se logra reducir la variación de tiem-
po entre las diferentes semanas de programación de 
mantenimiento si se tiene una programación equilibra-
da sin exceso de tiempo ocioso ni saturación de los re-
cursos. Aunque el algoritmo en su diseño tiene compo-
nentes aleatorios y, por lo tanto, no garantiza el óptimo 
global ni permite conocer qué tanto se acerca a este, 
sí hay consistencia entre los resultados que muestran 
valores promedio significativamente mejores que las 
alternativas de ordenamiento contra las que fueron 
comparadas, y contra el ordenamiento aleatorio que 
representaría una asignación del espacio sin utilizar 
ninguna heurística ni herramienta de optimización.
De otro lado, el tiempo de procesamiento de la so-
lución es competitivo en condiciones de entorno real, 
dado que genera soluciones aplicables en dos minutos 
o menos. Esto hace que la solución sea adaptable a la 
gestión de la programación de actividades de manteni-
miento y puede proyectarse a otros escenarios.
4. TRABAJOS FUTUROS
Este trabajo ha sido el abre bocas para una segunda 
fase en la cual se puede extender el proyecto a otras 
zonas del país, pero también se puede ampliar la apli-
cación a otros sectores de la industria.
5. CONCLUSIONES
Se formula el problema de programación de mante-
nimiento como un modelo de optimización; se tiene 
como función objetivo minimizar el máximo tiempo 
semanal de mantenimiento preventivo. Dada la natu-
raleza combinatoria del problema, se propone una me-
taheurística (algoritmo genético) como estrategia de 
solución.
Los tiempos de procesamiento son apropiados para 
el uso de esta herramienta en el entorno real de progra-
mación del mantenimiento, dado que los resultados, 
en promedio, se obtienen en tiempos computacionales 
entre 20 y 135 segundos, por lo que facilita la repro-
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gramación y los ajustes cada que sean necesarios. 
El resultado del algoritmo muestra que, en promedio, 
se puede obtener soluciones más equilibradas, entre 
un 8% y 20% mejores que otras opciones como utili-
zar heurísticas de ordenamiento o soluciones aleato-
rias. La reducción de esos tiempos impactará tanto la 
eficiencia y el costo de operación del mantenimiento 
como la posibilidad de utilizar mejor los recursos de 
esa área de la empresa.
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