We define a new cyclic module, dual to the Connes-Moscovici cyclic module, for Hopf algebras, and give a characteristric map for coactions of Hopf algebras. We also compute the resulting cyclic homology for cocommutative Hopf algebras, and some quantum groups.
Introduction
In their study of the index theory of transversally elliptic operators [2] , Connes and Moscovici developed a cyclic (co-)homology theory for Hopf algebras, which can be considered as an extension of group homology and Lie algebra homology to Hopf algebras and in particular to quantum groups.
This theory was further explained and developed along purely algebraic lines in [1] . One of the main tools in [2, 1] is a noncommutative characteristic map HC * (H) → HC * (A), for a Hopf algebra H and a H-module algebra A endowed with an invariant trace.
There is however a need for a dual theory to be developed. This is justified for example when one studies coactions of Hopf algebras and also by the fact that for group algebras and in general Hopf algebras with a Haar integral one can easily show that both cyclic homology and cohomology are trivial [4] .
In this paper we define a dual cyclic module for Hopf algebras. We define the characteristic map for the coaction of Hopf algebras and also prove an analogue of Karoubi's theorem for cocommutative Hopf algebras. We also compute our theory for quantum groups U q (sl 2 ) and A(SL q (2)). It would be very intresting to compute this theory for other quantum groups. In [4] one can find a computation of Hopf algebra cyclic homology, in the sense of Connes-Moscovici, for the quantum group U q (sl (2) ). The method however is very different from ours. We note that a similar cyclic module is also independently considered by R. Taillefer [10] , for different reasons.
Cyclic Module of Hopf Algebras
Let (H, µ, η, δ, ε, S) be a Hopf algebra over a commutative ring k, where µ, η, δ, ε, S denote the product, unit map, coproduct, counit and the antipode of H, respectively. Let σ be a grouplike element of H and δ : H → k be a character for H as in [1] . The pair (δ, σ) is called a modular pair if δ(σ) = id, and a modular pair in involution if
where
δ(h (2) )S(h (1) ).
We have used Sweedler's notation [9] i.e., ∆(h) = (h) h (1) ⊗ h (2) . We will associate a cyclic module to any Hopf algebra H over k if H has a modular pair (δ, σ) in involution. This cyclic module somehow can be seen as the dual of the cocyclic module introduced in [1, 2] by A. Connes and H. Moscovici. First, consider S σ (where S σ (h) = σS(h) ) which has the properties:
Using ε and δ one can endow k with an H-bimodule structure, i.e.,
Our cyclic module as a simplicial module is exactly the Hochschild complex of the algebra H with coefficients in k, where k is an H-bimodule as above. So if we denote our cyclic module by H (σ,δ) , we have { H (σ,δ) } n = H ⊗n . Our faces and degeneracies are as follows:
To define a cyclic module it remains to introduce an action of the cyclic group on our module. Our candidate is
n−1 ). Proof. As we mentioned the simplicial relations are already held and it remains to check the following extra relations:
To prove equation (2), we first compute τ
By a similar argument, we can deduce
2 )δ(h
n ) and eventually,
We leave it to the reader to check the remaining equations. To prove the converse it suffices to use just τ 2 1 = id.
Example 2.1. Let G be a discrete group and kG be its group algebra over k. It is a cocommutative Hopf algebra with the coproduct, counit and antipode defined by ∆(g) = g ⊗ g; ε(g) = 1; S(g) = g −1 . We compute the cyclic module kG (1,ε) . It is obvious that kG ⊗n can be identified with kG n , the free k module generated by G n . So we have
.., g n−1 ).
It follows that the cyclic modoule kG (1,ε) exactly coincides with kBG, the cyclic module associated with the classifying space of G [8] .
Corollary 2.1. Let G be as in the previous example. Then we have
Hopf Algebra Coaction on an Algebra
In this section we consider a Hopf algebra H that has a right coaction on an algebra A. In technical terms A is a right comodule algebra i.e., there is a k-linear map β : A → A ⊗ H such that the following diagrams commute
and β is a algebra map where the algebra structure of A ⊗ H is the tensor product of the algebras A and H. Similarly one can define a left comodule algebra. In a practical way, we can state the commutativity by
where the above notations mean
So we can replace the RHS of (7) with
Let C * (A) denote the cyclic module of the algebra A.
Proposition 3.1. Let tr be a δ-trace on A, which is σ-invariant. Then the following map is a cyclic map:
Proof. We should verify that γ commutes with δ i , σ i , τ n :
For 1 ≤ i ≤ n − 1, it is obvious that γ commutes with δ i . For i = n we have
where we have made use of the δ-trace property of tr. We leave it to the reader to check γ • σ i = σ i • γ. Finally, we show that γ commutes with τ n :
(n−1) a n )(a
(n−1) ). (2, C) by a, b, c, d , then our coaction is
If we consider
then tr is a ε-trace and it is 1-invariant. 
n ) Here, C n (H) is the corresponding cyclic module when H is considered to be an algebra.
Proof. We must show that θ commutes with δ i , σ i and τ . In this proof we show θδ n = δ n θ, θτ = τ θ and leave the other cases to the reader.
On the other hand,
One knows that any Hopf algebra H has a right coaction on itself by comultiplication, let H have a σ-invariant trace tr. By Proposition 3.1, we have a map 
Relation with Hopf Algebra Homology
In this section we recall the analogue of group homology for Hopf algebras and relate our cyclic homology, for cocommutative Hopf algebras, to this homology. Let H be a Hopf algebra and M a left H-module. We define two new modules, the module of invariants and coinvariants, M H and M H by :
In fact, we have two functors − H and − H from H-mod to k-mod and by recalling that a trivial H-module is an H module where hm = ε(h)m for all m ∈ M, and all h ∈ H, we see that M H is the biggest trivial submodule of M, and M H is the biggest quotient module of M that is trivial under the action of H. On the other hand, we have the trivial module functor from k-mod to H-mod with − H as its right adjoint and − H its left adjoint. It is obvious
In the following L * and R * denote the left and right derived functors. 
For every simplicial object M one can define its path space, EM, where EM n = M n+1 and its n th face is (n + 1) th face of M and the same for degeneracies. So if one denotes the path space of H (δ,σ) by EH, its simplicial structure is:
It is easy to verify that EH is a simplicial k-module, contractible and also a free resolution for k via δ : EH → k.
Now let M * be a chain complex of H-modules, we denote the hyper derived functors L(− H )(M * ) by H(H; M * ) and R(− H )(M * ) by H(H; M * ), where M * is a cochain complex of H-modules.
Lemma 4.1. If H is a cocommutative Hopf algebra then EH is a cyclic k-module with
Proof. As always it is needed to verify the relation 2.2,...,2.6. We only check 2.2 and leave the others to the reader.
n−2 . By a similar argument we get,
and finally we have
From now on we denote BH for H (1,ε) . Proof. We leave it to the reader the first part of proof and just prove the second part. We must verify that the following diagram is comutative.
We have
n−1 ) and
It is obvious that EH is an H-module. Using h(h 0 ⊗ · · · ⊗ h n ) = (hh 0 ⊗ · · · ⊗ h n ), the relation between EH and BH becomes BH = k ⊗ H EH.
Next, we prove a theorem which computes the cyclic homology of cocommutative Hopf algebras. For H = kG, our result reduces to Karoubi's thorem [5] . 
Proof. By the above remark we have CC * * (BH) ∼ = k ⊗ H CC * * (EH) where CC * * denotes cyclic double complex [8] . But EH is contractible and ε : EH → k is a Homotopy equivalance. So, the Hochschild comples of EH , C * (EH) , is a free resolotion of k as a trivial H -module andC * (EH) is a free resolution of 0. So the double complex CC * * (EH) is a resolution of k * where k * is
So, to complete the proof it suffices to compute H(H; k * ). But by finding a Cartan-Eilenberg resolution for k * , we have
Example 4.2. Let g be a Lie algebra over k and U(g) be its enveloping algebra. One knows that H n (U(g); k) = H n (g; k), [8] so by Theorem 4.1 we have
H n−2k (g; k).
Now let H be a Hopf algebra and M be an H-bimodule. We can convert M to a new left H-module, M = M, where the action of H is
Proposition 4.1. (Mac Lane isomorphism for Hopf algebras) Under the above hypotheses there is a canonical isomorphism
Proof. If C n (H; M) = H ⊗n ⊗ M then it is obvious that C n (H; M ) is a simplicial module by the following faces and degeneracies:
Now, H * (H; M ) can be computed by the above complex. Let
We leave to the reader to show θ is a simplicial map and in fact, θ is a simplicial isomorphism by the following inverse map
Let k be the trivial H-module. Thenk is also a trivial H-module. So we have,
here the right hand side is the Hochschild homology of H with trivial coefficients via ε for both left and right action of H on k. The left hand side is the Hopf algebra homology of H via ε. 
Example 4.3. Let V be a k-module and T (V ) be its tensor algebra .Then T (V ) is a cocommutative Hopf algebra. We have H 0 (T (V ), k) = k, H 1 (T (V ), k) = V and the other homology groups are zero so,
5 The Cyclic Homology of A(SL q (2, k) and U q (sl(2, k))
In this section we compute our cyclic homology theory for A(SL q (2, k)), the quantized algebra of functions on the quantum group SL q (2, k) and also for the quantized universal enveloping algebra U q (sl (2, k) ). Let k be a field of characteristic zero and q ∈ k, q = 0 and q not a root of unity. The Hopf algebra H = A(SL q (2, k)) is defined as follows. As an algebra it is generated by symbols a, b, c, d, with the following relations:
The coproduct, counit and antipode of H are defined by
For more details about H we refer to [6] . Because S 2 = id, to define our cyclic structure we need a modular pair (σ, δ) in involoution. Let δ be as follows:
And σ = 1. Then we have S
2
(1,δ) = id.
For Computing cyclic homology we should at first compute the Hochschild homology H * (H, k) where k is a H-bimodule via δ, ǫ for left and right action of H respectivly. One knows H * (H, k) = T or H e * (H, k), where H e = H ⊗ H op . So we need a resolution for k, or H as H e -module. We take advantage of the free resolution for H in [7] . By a lengthy computation H 0 (H, k) = 0, H 1 (H, k) = H 2 (H, k) = k ⊕ k, and H n (H, k) = 0 for all n ≥ 3. Moreover we find that the operator B = (1 − τ )σN : H 1 (H, k) −→ H 2 (H, k) is bijective and we obtain Theorem 5.1. For any q ∈ k which is not a root of unity one has HC 1 (A(SL q (2, k))) = k ⊕ k and HC n (A(SL q (2, k))) = 0 for all n = 1. In particular, HP 0 (A(SL q (2, k))) = HP 1 (A (SL q (2, k) )) = 0.
The above theorem shows that Theorem 4.1 is not true for non-cocommutative Hopf algebras.
The quantum universal enveloping algebra U q (sl (2, k) ) is an k-Hopf algebra which is generated as an k-algebra by symbols σ, σ −1 , x, y subjecte to the following relations σσ −1 = σ −1 σ = 1, σx = q 2 xσ, σy = q −2 yσ, xy − yx = σ − σ It is easy to check thet S 2 (a) = σaσ −1 , so that (σ −1 , ε) is a modular pair in involution. As the first step to compute its cyclic homology we should find its Hochschild homology group with trivial coeficients. (k is a U q (sl(2, k)) bimodule via ε). We define a free resolution for H = U q (sl(2, k)) as a H emodule as follows Where M 0 is H e , M 1 is the free H e -module generated by symbols 1 ⊗ e σ , 1 ⊗ e x , 1 ⊗ e y , M 2 is the free H e -module generated by symbols 1 ⊗ e x ∧ e σ , 1 ⊗ e y ∧ e σ , 1 ⊗ e x ∧ e y , and finally M 3 is generated by 1 ⊗ e x ∧ e y ∧ e σ as a free H e -module. We let M n = 0 for all n ≥ 4. We claim that with the following boundary operators, ( * ) is a free resolution for H
(1 ⊗ e y ∧ e σ ) = (σ ⊗ 1 − 1 ⊗ q −2 σ) ⊗ e σ − (q −2 y ⊗ 1 − 1 ⊗ y) ⊗ e y d 1 (1 ⊗ e x ∧ e y ) = (y ⊗ 1 − 1 ⊗ y) ⊗ e x − (x ⊗ 1 − 1 ⊗ x) ⊗ e y + 1 q − q −1 (σ −1 ⊗ σ −1 + 1 ⊗ 1) ⊗ e σ d 2 (1 ⊗ e x ∧ e y ∧ e σ ) = (y ⊗ 1 − 1 ⊗ q 2 y) ⊗ e x ∧ e σ − q 2 (q 2 x ⊗ 1 − 1 ⊗ x) ⊗ e y ∧ e σ + q 2 (σ ⊗ 1 − 1 ⊗ σ) ⊗ e y ∧ e x
