In developing a time series model, parameter estimation is one of the crucial steps. Common methods of estimation include method of moment (MME), ordinary least square estimation (OLS) and maximum likelihood estimation (MLE). The purpose of the current study is to model and forecast the prices of Malaysian gold called kijang emas using Box-Jenkins methodology. To find the best model, parameter estimates using OLS and MLE were computed. Based on the Akaike information criteria (AIC) and mean absolute percentage error (MAPE), the model estimated with OLS was found to perform better.
Introduction
Kijang Emas is the official Malaysian gold bullion coin minted by the Royal Mint of Malaysia. Kijang emas prices are volatile with huge price swings. Volatility refers to a condition where the conditional variance changes between extremely high and low values. The forecasting of kijang emas prices is useful for investment purposes in Malaysia.
In developing any time series model, parameter estimation is one of the crucial steps. Common methods of estimation include method of moment (MME), ordinary least square estimation (OLS) and maximum likelihood estimation (MLE). MLE for example, was used to estimate ARFIMA models [1] . MME on the other hand is rarely used in time series analyses because it produces poor estimates [2] . Although it is easy, MME is not an efficient estimation method for ARIMA model because it works for only Autoregressive models of large sizes.
The purpose of the current study is to model and forecast Kijang emas prices using Box Jenkins methodology. However, the focus of this paper is parameter estimation.
Methodology
The Box-Jenkins methodology refers to a several-step process for identifying, fitting, and checking ARIMA models with time series data. Forecasts are then made using the fitted model. In describing time series, Autoregressive Moving Average (ARMA (p,q)) model is used when the series are stationary while the Autoregressive Integrated Moving Average (ARIMA (p,d,q)) process is used when the series are nonstationary. While a nonstationary in mean time series can be made stationary by differencing (d), variance stabilizing transformation known as Box-Cox can be used to reduce anomalies such as non-additivity, non-normality and heteroscedasticity [3] .
In time series analysis, the most essential steps are to identify and build a model of the available data. To describe the model identification, consider the general ARIMA(p,d,q) process, Model identification refers to the identification of the required transformation and the orders of p and q for the model. The next step is to estimate the parameters of the selected models. The current study investigates two methods of parameter estimation, namely MLE and OLS.
Maximum Likelihood Estimation (MLE)
The idea of maximum likelihood estimator is to determine the parameters that maximize the probability or likelihood of the sample data. The general procedures are as follows:
(i) Let Y be a continuous random variable with probability density function where θ 1 ,θ 2 ,...,θ k are k unknown constant parameters that need to be estimated. The likelihood function is given by the following product:
where i = 1, 2, …, n and (ii) The logarithmic likelihood function is obtained by taking natural logarithms:
(iii) To solve for , differentiate with respect to and set the derivative to zero
The parameter estimates can also be computed by maximizing the log-likelihood function.
To estimate a Box-Jenkins model, consider the general ARMA (p,q) model, Suppose that is white noise. Rewriting equation (1) results in,
The probability distribution function of is given by,
The likelihood function is given by the joint probability density function of , Take natural logarithm to form log-likelihood function, where Based on the assumption that is stationary and iid random variables, is replaced by the sample mean and by its expected value which is zero. From (2), it can be assumed that and is calculated by using (3) for .
After obtaining the parameter estimates  i and  i , the estimate is calculated from, where df which is the number of terms used in minus the number of parameters estimated.
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Ordinary Least Squares Estimation (OLS)
The idea of Least Squares Estimation is to find the parameters that minimize the sum of squared errors. The general procedures are as follows:
(i) Let be the actual value of the data and be the fitted value. Take the sum of squared errors as follows, 
Data Analysis
The data used in this study are the Kijang emas prices recorded from18 th July 2001 until 25 th September 2012 as plotted in Figure 1 .
Figure 1: Kijang Emas Prices
The analyses start with stationarity testing, followed by the process of model identification and parameter estimation. The nonstationarity of the series are first removed by using Box-Cox transformation, followed by differencing. In order to obtain the values of parameters by using MLE, R software was used. 1,1,1) were the lowest for models estimated by both MLE and OLS.
Forecasting
Based on the values of AIC for MLE and OLS methods, ARIMA(1,1,1) is the best model. The models are used for forecasting and the performances are evaluated by computing MAPE. The results are tabulated in Table 1 as follows: 
Conclusion
For kijang emas prices data, the method of OLS gives better forecasts as the MAPE value is smaller than the MAPE value for MLE method. This is because the graph of kijang emas prices as plotted in Figure 1 tends to be linear. From the figure, it is clear that there is an increasing trend throughout the time. As described by Hutcheson [4] , OLS works best when there is a linear trend in the data.
