We present results concerning the parameter estimates obtained by prediction error methods in the case of input signals that are insufficiently rich when considered locally in time. As is intuitively obvious, the data located in time intervals where the system excitation is poor carry only an incomplete information about the system input-to-output (I/O) dynamics. In noise undermodeling situations, this leads to "local" model parameters presenting large bias outside the related excitation subspace. We here propose to decrease this bias error in taking into account the parameter estimates only in the system excitation subspaces associated to the different time intervals.
Introduction
In this paper, we consider an identification problem whose objective is to estimate the 1/0 dynamics of a single input single output system by the use of an ARX model structure that is able to represent the system 1/0 dynamics exactly but not its disturbance dynamics. Fixthermore, we are interested in situations where the data measurements originate from system excitations that exhibit insufficiently rich characteristics when considered locally in time. More precisely, the system input would be the concatenation of sequences that are exciting of order possibly less than the number of model parameters. Such input signal can be viewed as being composed of successive sinewaves of different frequencies.
If we consider the identification data located within the time intervals corresponding to these input sine-waves then, apart from transient effects, the system input contribution to each of these data subsets may exhibit only a partial information on the system 1/0 dynamics. That is to say that, due to noise undermodeled dynamics, the model parameter estimate that is evaluated by use of a particular data subset only shows up a large deviation in the "null space" of the deterministic contribution to this data subset. The reason for this is that no system input is found in that "null space" so that it is related to system disturbance excitations that do not bring any knowledge of the corresponding system 1/0 dynamics.
In order to overcome this subspace bias problem, we propose to cancel out the model parameter components originating from the "null space" of the data subset. This is as if the estimated model 1/0 dynamics were only trusted within the pass-bands where system input excitation is present at the current time interval. Repeating this operation for each data subset, one would be left with improved model parameters that could be rearranged to lead to a model estimate that includes all the information on the system 1/0 dynamics. As a whole, such an improving method could be related to ficticious data measurements exhibiting larger signal-tonoise ratio: in each time period, the system disturbance is filtered out to only contribute in the pass-bands corresponding to the related sine-wave excitations.
System, model and identification data
The true system is a scalar stable SISO system written as
( 1) where (u(t),jj(t) ) is the system 1/0 data pair and e(t) is a zero-mean white-noise with bounded moments while Ao(q) = 1 + uo1q-l + ... + uOn,q-na and Bo(q) = bo1q-I +. . . + bOnbqpnb. The Co(q) dynamics stands for a monic stable rational function in 9-l. The deterministic characteristic of the input signal means that each u ( t ) sample is independent of the system disturbance in (1). In view of this, it is convenient to denote the system output as O(t) = y(t) + ye@) in order to distinguish between its deterministic part coming from the system input, i.e. y(t) = [Bo(q)/Ao(q)]u(t), and that taking into account the system disturbance contributions, i.e. the system disturbance is zero-mean.
We choose to identify this system by use of an ARX model structure [2] of the form
where A(q) = 1 + a1q-l + ... + anaqpnn and B(q) = b1q-l +.. . + b,,qpnb, while ~( t ) stands for the model prediction error. As the degrees of the polynomials constituting the 1 / 0 dynamics of the system and of the model are identical (i.e. na and nb, respectively), the system 1/0 dynamics can be modeled exactly. By contrast, the system noise-tooutput dynamics does not belong to the model set (except in the trivial situation where Co(q) = 1).
As mentioned above, our aim is to identify the system 1/0 dynamics, i.e. Bo(q)/Ao(q) as accurately as possible from open-loop data, despite the fact that the system disturbance dynamics is undermodeled. Similarly to the system output, it is possible to separate the regressor vector into two parts as @(t) = p(t) + p, (t) in which p(t) = E(@(t)) denotes the deterministic contribution to @(t). Moreover, the input data record originates from the concatenation of parts of persistently exciting sequences, of order possibly less than n (see [2] ). More precisely, we assume that the matrix 9, i.e. the deterministic contribution to the model regressor matrix, is full column rank and can be partitioned into several irreducible row-blocks 9 i in such a way that :
Remark 1
Ni 2 n and rank(9i) = ni 5 n.
The irreducibility of the row-block 9 i stands for the fact that there does not exist any G S , 9 l c 9 such that as c 9 i c 9 1 with rank(GS) < ni = rank(9l).
With the help of the singular value decomposition (SVD)[3], we can express each row-block 9 i as where Ci = diag(cri1 ..-oini) with '~i j > 0 the j-th (in decreasing order) tiingular value of 9 i and Vi E RNixni
We also denote by Pi the orthogonal projector onto the orthogonal complement of the null space of ai, i.e. Pi = xviT.
It is important to note that the row-partitioning of the matrix 9 can be related to subspace (or frequency) excitation properties of the system input u(t) that are local in time. This originates from the fact that [p(t)lTx (with z E 72") constitutes a particular filtering of the system input, i.e.
where X , ( q ) = xlq-l + ... + xnaq-na and X u ( q ) = xna+lq-l +. . . + z,.+,~ q -n b . Thus, for any singular partition 9 i (with ni < n ) , we have that 9 i x = 0 when Pix = 0. That is to say that, in the time interval determined by the row bounds of this i-th partition, there exists filters that cancel out the system input signal. So, these filters, i.e. Gz(q)'s with Pix = 0, indicate a frequency dead-zone for this time interval: this is the concept of local time-frequency excitation. Hence, the system input signal results from the concatenation of possibly insufficiently exciting subsignals but, as a whole, this signal is sufficiently exciting because it is associated to a full rank matrix 9.
Remark 2 It is worth defining row-blocks of the regressor matrix -6 correspondingly to those in the matrix 9, i.e. 9 i = 9 i + 9,,i for each i. 
This vector 8 is classically written in terms of the pseudoinverse @+ (see e.g.
[3]) of the regressor matrix 6, i.e.
In the sequel, we refer to the cross-product of the regressor matrix, i.e. bT6, as the information matrix of the model estimation.
In order to derive a simple expression for the bias error of this LS solution, i. By use of this assumption, the bias error of the LS solution
an case a : as one (see an [ I , Corollary 2.21) .
[WIT. = GX(Q)'Zl(t) + (-X,(4)[C0(4)/Ao(Q)l)e(t) It is worth making the following comments.
The larger the P P between these two clusters, the more robust the system input subspace with respect to the SYStem disturbance influences (see e.g. [3, chap. 51).
Now, let us restrict the effects of the system disturbance 0 The vector C, exhibits the correlation between the within the i-th row-block 6, of the regressor matrix to random Part of the regressor vector and the unmod-the subspace excited by the system input contributions. eled Part of the system disturbance. It is r" More precisely, the "cleaned" version of this i-th regressor unless Co(q) = 1 for which E O ( t ) = e ( t ) .
row-block is defined as 8, = d,P. where Pa denotes the orthogonal projector onto the subspace associated with 0 The upper-bound on the 2-norm of the bias error the first n, eigenvalues of the expected information maof LS solution can be seen as a valuable noise-tosignal ratio: AmXn(aT@ + N A ) and NIIcel12 being trix corresponding to d,, i.e. the "signal" and "noise" components, respectively.
The final value of this bias error depends on the contributions of the system input (within @) to the "signal" component. Due to the system disturbance, it obviously is smaller than /IC, llz/Ami,,(A).
Time-subspace projection Of the regressor xT E(&:&,) x 2 Xzn,
with 11x112 = 1. Note that Assumption 2 leads to Pa M Pa (see e.g. [3, p. 2461). It is also worth mentioning that the proposed projection performs particular filtering of the identification data set. Indeed, by use of the expression (13), we see that projecting the row-block da onto the subspace associated to Pa is similar to impose that the averaged contributions of the disturbance of the sysmatrix
We here take advantage of the structure of the determinis-tem cancel out in the respective frequency bands (given tic contribution to the regressor matrix in order to provide by H x ( q ) with x E Ker(@i)). This is performed only in a "cleaned" version of this latter matrix.
the time interval associated to that row block. First, let us assume that the structure of the deterministic of its associated information matrix.
Assumption 2 The expectation of the information matrix of the row-block
is such that
part of any row-block 6% can be read into the expectation By repeating this projection for each i, we end UP with a "cleaned" version of the whole regressor matrix, i.e. 
originating from particular "time-frequency" filtering of the identification data that would generate ficticious iden-(E(6Tda)) denotes the tification data exhibiting an improved signal-to-noise rawhere SIVI = Amax(A) and =
j -t h (in decreasing order) eigenvalue of E(&T&,).
0 tio. 
Practical implementation

Improvement of the LS solution
In this section, we propose to evaluate the model parameter vector by use of the "cle_aned" regressor matrix @.
This is done in substituting @ for the original 6 in the expression of the LS solution (9). The corresponding parameter vector is then written as where bi = &rgi stands for the parameter vector evaluated by use Of the i-th projected regressor row-block only. This vector 8i actudly lies in th,e rangepf the corresponding orthogonal projector, i.e. 8i E R(P;). By use of ( 5 ) ,
we further get
with 3 : = [I, -ki] so that Pipp = 0. So, the vector 6
can be viewed as a convex (in the matrix sense) combination of the restricted 6i vectors. Now, le! us elabor(ate on the bias error of the parameter vector 8. First, we assume that the "cleaned" regressor matrix satisfies the excitation assumption (see Assumption I), i.e.
In fact, a sufficient condition for this to hold is that every projected row-block satisfies a similar assumption:
namely, /?a," << i i n i that can be derived from Assumption 2 (provided Ni is large enough). Then, we can write
<< A m i n ( E ( & T 4 ) )
where we have used the fact that P i is written in terms of the eigenvectors of E(6i6i), i.e. Pi E(6T6i) Pk = 0, as well as the fact that the deterministic part of a regressor row-block is uncorrelated with the undermodeled system disturbance, i.e. E(@?&,,,) = 0.
Remark 3 When enlightening the contributions of each parameter vector Bi, we can write
where we have assumed that each &i satisfies the exci- because the signal-to-noise ratio in the signal subspace of 0 the row-block is assumed large.
Thus, the 2-norm of the bias error is upper-bounded by
The first factor in the RHS is slightly different from that in the 2-norm bound of the bias error of the original 9 in expression (11). It is now expressed in terms of the convex sum of projected matrices, i.e. ~iPi(@?@i/Ni+A)Pi, and of corresponding projectors, i.e. 7riPi, with xi = Ni/N summing to one.
Finally, let us show that, in the 2-norm sense, the vector e is an improved model parameter estimate compared to what e is. Thus, we derive an expression of the ratio between the first factor in the RHS of (17) and that of (11). the system input a s time evolves: 0 for t 5 20, no system input occurs so that the bias of e" is large fr'om system disturbance undermodeling while the vector 8 is not evaluated, i.e. = 0. added to the system disturbance First, it is seen that the theoretical improvement factor energy (within 61). Unfortunately, the duration of well reflects the ratio between the two experimental bias this input excitation is too short so that its effects 2-norms. This tends to make one consider the 2-norm on the decrease of the bias off? is rather small. As a upperbound in either (11) or (17) for the bias 2-norm result, the associated bias is still large. Contrarily, . itself. Furthermore, particular realizations of this thethe actual excitation episode is the only one that oretical factor are relevant for estimating the achieved serves for evaduating the vector 8 at present time. improvement. It is also worth noticing that the effecThe correspoinding bias error is then small because tive subspace coverage performed by the input excitation of large signal-to-noise ratio.
gives a good approximation of the improvement factor for after that, a rank two system excitation is found. t 2 160, i.e. after the first five regressor row-blocks. As
This means tliat a one-dimensional subspace of the Proposed above, this coverage meaure may Serve as an corresponding regressor row-block is still excited by aYmPtotic (in the number of row-blocks) estimate of the found in the ~t u a l regressor matrix, the bias of 8 Finally, we present in Figure 5 the standard deviation the system disturbance only. As this subspace is I improvement factor.
remains large. On the opposite, the third "Cleaned" of the two estimated parameter vectors, i.e. [E( 118 -regressor row-,block does not consider this poorly ex-E(8)11;)]1/2 for 8 = e" and 8. The important thing to see cited subspace so that the bias of 8 is only influenced is that the variability of these two estimates are almost by the signal-to-noise ratio associated to the excited identical for t 2 90. That is to say that the performed subspaces (due to the sinusoid).
regressor projections do not at all make the variance of 8 become larger than that of the ori@nal f?. So, the whole then, the sec:ond full column rank row-block ap-accuracy of the parameter vector 8, e.g. its total mean pears. As its duration is quite large, it allows the square error, is improved essentially because its bias is.
bias of the two parameter vectors to decrease. Note that the bias %norm of e decreases really slowly because the the already integrated disturbance energy .
as the input excited subspace associated to the secsects this poorly exited subspace, the bias error of @ goes on decreasing at a similar rate while that of 8 has already achieved its value for this row-block because of alinost invariant signal-to-noise ratio in Inc. 
