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Abstract
In this work the exact controllability of linear parabolic integrodifferential equations with mixed bound-
ary conditions are studied. Carleman estimate for the linearized problem providing the observability results
is fundamental to the analysis and by duality it provides exact global controllability.
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1. Introduction
This paper is devoted to proving the solvability of the following problem of exact controlla-
bility of the linear partial integrodifferential equation with mixed boundary conditions:
∂y(t, x)
∂t
− y(t, x) +
t∫
0
a(t − τ)y(τ, x) dτ = u(t, x) + l(t, x),
0 < τ  t  T , x ∈ Ω,
y(0, x) = y0(x), ∀x ∈ Ω,
α1
∂y(t, x)
∂ν
+ α2y(t, x) = 0, ∀(t, x) ∈ (0, T ) × ∂Ω, (1.1)
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boundary ∂Ω is ν(x) = (ν1(x), ν2(x), . . . , νn(x)) and 0 < T < ∞ is an arbitrary moment of
time. The functions a ∈ L2(0, T ;), l ∈ L2((0, T ) × Ω) are given and let y0 be arbitrary but
fixed initial data while u ∈ L2((0, T ) × Ω) is a control input with support in an arbitrary fixed
subdomain ω ⊂ Ω, α1  0 is a constant and α2 ∈ C1((0, T ) × ∂Ω), α2  0.
Our problem of exact controllability is to find a control u ∈ L2(Q) for a given y1(x) such that
the solution y(t, x) of (1.1) at time T satisfies the condition y(T , x) = y1(x).
In order to study the controllability of (1.1) we use the duality arguments adopted in [2,3,5,8,
10]. The exact controllability of the linear system can be reduced to the observability estimate of
its dual problem. This is achieved by deriving the Carleman estimate corresponding to the adjoint
problem of (1.1). The most basic Carleman inequality can be found in [7].
Consider the dual problem associated with (1.1) and is given by
∂p
∂t
+ p −
T∫
t
a(τ − t)p(τ) dτ = g, ∀(t, x) ∈ (0, T ) × Ω,
p(T , x) = pT , ∀x ∈ Ω,
α1
∂p
∂ν
+ α2p = 0, ∀(t, x) ∈ (0, T ) × ∂Ω, (1.2)
where the functions g ∈ L2(Q) and pT ∈ L2(Ω). Here after for the notation simplicity we shall
use Q = (0, T ) × Ω and Σ = (0, T ) × ∂Ω .
Throughout this paper we shall use the following notations for general function spaces. For
each positive integer m, we denote by Hm(Ω) the Sobolev spaces of functions in L2(Ω) whose
weak derivatives of order less than or equal to m are also in L2(Ω). The time dependent function
space L2(0, T ;H 2(Ω)) consists of all equivalence class measurable functions from (0, T ) to
H 2(Ω) with the square of their H 2(Ω) norms integrable over (0, T ). We shall also use some
of the fractional order Sobolev spaces Hs(Ω) and trace spaces Hs(∂Ω) (subspaces of L2(∂Ω))
with s > 0. For the definition and detailed discussion on these spaces one can refer [1,11,13].
The rest of the paper is arranged as follows: In Section 3 we discussed the exact controllability
of linear integrodifferential equations with the aid of the Lagrange dual principle. Upper bound
for the controller, the solution term are obtained with the help of the observability estimate and it
is due to the major application of the L2 Carleman estimate derived in Section 2 for the adjoint
problem stated in (1.2).
2. Carleman estimate
Controllability of linear parabolic equations follows from an a priori estimate of Carleman
type and the derivation of this estimate is a central idea of this paper. The proof of this estimate
is identical in many ways for the different cases given by Barbu [3,4] and Imanuvilov [5,6,8,9].
However, the boundary conditions require a careful treatment of the surface integrals arising in
the integrations by parts. Since, in a first stage of the proof, we are concerned with obtaining
a version of inequality (2.2) containing only the solution and its gradient in the left-hand side,
it is desirable to remove all the surface integrals that contain first-order derivatives. Most of
them can be eliminated by a trick used in deriving the Carleman inequality for linear parabolic
equations with Neumann-type boundary conditions established in Chae, Imanuvilov and Kim
[4]. The main effort will be concentrated on expressing the integrals which remain unmoved by
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using all our specific boundary conditions in a suitable manner. For this reason we shall develop
the proof in all its details.
In order to frame this inequality we need to introduce the following auxiliary function spaces.
Let ω0 ⊂ ω, where ω0 is the suitable fixed subdomain of ω. Since Ω is bounded and connected
then one may have the following lemma. This lemma is the most fundamental in proving the
Carleman estimate.
Lemma 2.1. Let ω0 ⊂ ω be a suitable fixed subdomain. Then there exists a function ψ ∈ C2(Ω¯)
such that
ψ(x) > 0 ∀x ∈ Ω, ψ |∂Ω = 0,
∣∣∇ψ(x)∣∣ 0 ∀x ∈ Ω\ω0.
The lemma has been proven by the simple arguments used in [5]. Next we introduce func-
tions φ, α :Q →  by formulas
φ(t, x) = e
λψ(x)
γ (t)
, φˆ(t, x) = e
−λψ(x)
γ (t)
and
α(t, x) = e
λψ(x) − e2λΨ
γ (t)
, αˆ(t, x) = e
−λψ(x) − e2λΨ
γ (t)
, (2.1)
where
γ (t) = t (T − t), and Ψ = ∥∥ψ(x)∥∥
C(Ω¯)
,
the parameter λ > 1 and the function ψ is defined in Lemma 2.1.
We note that φ(t, x)  C > 0 for all (t, x) ∈ Q, and eδαφμ  c < ∞ for all δ > 0,μ ∈ .
Also we see that α < 0, αˆ < 0 for the arbitrary parameter λ > 0. Therefore, α and αˆ approaches
−∞ at t = 0 and t = T . This helps us to get the desired observability estimate. This kind of
technique has been carried out in [2–5,12].
Theorem 2.1. Let ω be the suitable subdomain of Ω , the functions φ, φˆ, α, αˆ are defined in (2.1)
and let a ∈ L2(0, T ;). Then there exists λ0  1 such that for an arbitrary λ > λ0 there exists
s  s0(λ) > 0 satisfying the following inequality:∫
Q
[
s−1φ−1
(∣∣∣∣∂p(t, x)∂t
∣∣∣∣2 + n∑
i,j=1
∣∣∣∣∂2p(t, x)∂xi∂xj
∣∣∣∣2
)
+ sφ
n∑
i=1
∣∣∣∣∂p(t, x)∂xi
∣∣∣∣2 + s3φ3∣∣p(t, x)∣∣2
]
e2sα(t,x) dx dt
 c(λ)
[∫
Q
e2sα(t,x)
∣∣g(t, x)∣∣2 dx dt + ∫
Qω
e2sα(t,x)s3φ3
∣∣p(t, x)∣∣2 dx dt], (2.2)
where p is the solution of the problem (1.2) with mixed boundary condition, Qω = (0, T ) × ω
and the constant c(λ) > 0 is independent of p, g and the parameter s.
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does not contain the time derivative and the second-order derivatives of the solution. Then, in the
second part, we shall estimate the L2 norms of these derivatives by means of the L2 norm of the
gradient of the solution.
Let us start with the change of variable for the unknown function p(t, x) = e−sαz(t, x) in
(1.2), yields
∂z
∂t
− sz∂α
∂t
− 2sλφ∇ψ∇z + s2λ2φ2|∇ψ |2z − sλ2φ|∇ψ |2z + z − sλφψz
= gesα +
T∫
t
a(τ − t)es(α(t)−α(τ))z(τ ) dτ. (2.3)
By the definitions of α, we have
z(0) = z(T ) = 0 on Ω. (2.4)
We write Eq. (2.3) in the operator form as
∂z
∂t
+ X(t)z − B(t)z = esαg + C(t)z in Q, (2.5)
where
X(t)z = −2sλ2φ|∇ψ |2z − 2sλφ∇ψ∇z, (2.6)
B(t)z = −z − s2λ2φ2|∇ψ |2z − sλ2φ|∇ψ |2z + ∂α
∂t
sz, (2.7)
C(t)z = sλφψz +
T∫
t
a(τ − t)es(α(t)−α(τ))z(τ ) dτ. (2.8)
First we start with the following equality,
d
dt
∫
Ω
(
B(t)z
)
z dx =
∫
Ω
(
B(t)z
)∂z
∂t
dx +
∫
Ω
(
B(t)
∂z
∂t
)
z dx +
∫
Ω
(
∂B(t)
∂t
z
)
z dx
= 2
∫
Ω
(
B(t)z
)[
esαg + C(t)z − X(t)z + B(t)z]dx
+
∫
Ω
(
∂B(t)
∂t
z
)
z dx.
Integrating it on (0, T ) and using (2.4), we get
2
∫
Q
(
B(t)z
)2
dx dt + 2
∫
Q
(
B(t)z
)[
esαg + C(t)z]dx dt − 2∫
Q
(
B(t)z
)
X(t)z dx dt
+
∫
Q
(
∂B(t)
∂t
z
)
z dx dt = 0,
2
∫ (
B(t)z
)2
dx dt − 2
∫ (
z + λ2s2φ2|∇ψ |2z + sλ2φ|∇ψ |2z − s ∂α
∂t
z
)
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= −
∫
Q
(
∂B(t)
∂t
z
)
z dx dt − 2
∫
Q
(
B(t)z
)[
esαg + C(t)z]dx dt.
This can be written as
2
∫
Q
(
B(t)z
)2
dx dt + 2Y = −2
∫
Q
(
B(t)z
)[
esαg + C(t)z]dx dt − ∫
Q
(
∂B(t)
∂t
z
)
z dx dt,
(2.9)
where
Y = −
∫
Q
(
z + s2λ2φ2|∇ψ |2z + sλ2φ|∇ψ |2z − s ∂α
∂t
z
)
× (2sλ2φ|∇ψ |2z + 2sλφ∇z∇ψ)dx dt. (2.10)
Now we estimate the integrals in (2.9) separately. From the definitions of α and φ, we get
∂φ
∂t
= eλψ(x) (2t − T )
(t (T − t))2 ,
∂α
∂t
= (eλψ(x) − e2λΨ ) (2t − T )
(t (T − t))2 ,∣∣∣∣∂φ∂t
∣∣∣∣ cφ2, ∣∣∣∣∂α∂t
∣∣∣∣ cφ2,∣∣∣∣∂2α∂t2
∣∣∣∣ cφ3 and ∣∣∣∣α ∂∂t ln(γ−1(t))
∣∣∣∣ cφ2, (2.11)
where c is a constant, independent of λ > 1 and (x, t) ∈ Q. Since ψ is a continuous function in
Ω then there exist constants such that
max
1i,jn
sup
x∈Ω
∣∣∣∣ ∂2ψ∂xi∂xj
∣∣∣∣= c1, max1in supx∈Ω
∣∣∣∣∂ψ∂xi
∣∣∣∣= c2, max1in supx∈Ω
∣∣∣∣∂ψ∂xi
∣∣∣∣2 = c3;
but at the same time for the sake of simplicity we shall use the generic constant c and its value
may change from line to line. The definition of B(t) shows
−
∫
Q
(
∂B(t)
∂t
z
)
z dx dt
=
∫
Q
(
2s2λ2φ
(
∂φ
∂t
)
|∇ψ |2 + sλ2
(
∂φ
∂t
)
|∇ψ |2 − s
(
∂2α
∂t2
))
z2 dx dt.
With the help of the inequalities (2.11), we estimate the above terms as follows:∣∣∣∣ ∫
Q
(
∂B(t)
∂t
z
)
z dx dt
∣∣∣∣ c(∫
Q
(
λ2s2φ3 + sλ2φ2 + sφ3)|z|2 dx dt), (2.12)
where c is a positive constant depends on ψ and T . It is easy to see by Cauchy’s inequality∣∣∣∣2∫ (B(t)z)[esαg + C(t)z]dx dt∣∣∣∣ 2∥∥B(t)z∥∥2L2(Q) + ∥∥esαg∥∥2L2(Q) + ∥∥C(t)z∥∥2L2(Q).
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∥∥C(t)z∥∥2
L2(Q)  2
(
‖sλφψz‖2
L2(Q) +
∥∥∥∥∥
T∫
t
a(τ − t)es(α(t)−α(τ))z(τ ) dτ
∥∥∥∥∥
2
L2(Q)
)
;
applying Hölder’s inequality for the inner term of the last integral, we obtain∣∣∣∣∣
T∫
t
a(τ − t)es(α(t)−α(τ))z(τ ) dτ
∣∣∣∣∣
( T∫
t
∣∣a(τ − t)∣∣2 dτ) 12( T∫
t
∣∣es(α(t)−α(τ))z(τ )∣∣2 dτ) 12
and so∣∣∣∣∣
T∫
t
a(τ − t)es(α(t)−α(τ))z(τ ) dτ
∣∣∣∣∣
2

(
c = sup
t<τT
‖a(τ − t)‖2
L2(0,T ;)
) T∫
t
∣∣es(α(t)−α(τ))z(τ )∣∣2 dτ ;
then we have the following inequality,∣∣∣∣ ∫
Q
2
(
B(t)z
)[
esαg + C(t)z]dx dt∣∣∣∣
 2
∫
Q
∣∣B(t)z∣∣2 dx dt + ∫
Q
e2sα|g|2 dx dt
+ c
(∫
Q
s2λ2φ2|z|2 dx dt +
∫
Q
[ T∫
t
∣∣es(α(t)−α(τ))z(τ )∣∣2 dτ]dx dt). (2.13)
Substituting (2.12), (2.13) in to (2.9), we get
Y  1
2
∫
Q
e2sα|g|2 dx dt + c
(∫
Q
[
λ2
(
s2
(
φ3 + φ2)+ sφ2)+ sφ3]|z|2 dx dt
+
∫
Q
[ T∫
t
∣∣es(α(t)−α(τ))z(τ )∣∣2 dτ]dx dt). (2.14)
Next, we obtain the lower bounds corresponding to the integrals in Y . From (2.10), we get
Y = −2
∫
Q
z
(
sλ2φ|∇ψ |2z)dx dt
− 2
∫
sλ2φ|∇ψ |2z(s2λ2φ2|∇ψ |2z + sλ2φ|∇ψ |2z)dx dt
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∫
Q
zsλφ∇ψ∇z dx dt − 2
∫
Q
sλφ∇ψ∇z(s2λ2φ2|∇ψ |2z + sλ2φ|∇ψ |2z)dx dt
+ 2
∫
Q
s
(
∂α
∂t
)
z
(
sλ2φ|∇ψ |2z + sλφ∇ψ∇z)dx dt
= L1 + L2 + L3 + L4 + L5. (2.15)
Now let us estimate all the L2 integrals of (2.15) separately. Using Green’s formula integrating
by parts, L1 becomes
L1 = −2
∫
Q
z
(
sλ2φ|∇ψ |2z)dx dt
= 2
∫
Q
sλ3φ|∇ψ |2z∇ψ.∇z dx dt + 2
∫
Q
sλ2φ∇(|∇ψ |2)z∇z dx dt
+ 2
∫
Q
sλ2φ|∇ψ |2|∇z|2 dx dt − 2
∫
Σ
(
sλ2φ|∇ψ |2z) ∂z
∂ν
dΣ.
Applying Young’s inequality on the first two integrals,
2
∫
Q
sλ3φ|∇ψ |2z∇ψ.∇z dx dt = 2
∫
Q
(sφ)
1
2 λ2|∇ψ |2z(sφ) 12 λ∇ψ.∇z dx dt
−c
∫
Q
sλ4φ|z|2 dx dt − 1
4
∫
Q
sλ2φ|∇ψ |2|∇z|2 dx dt,
2
∫
Q
sλ2φ∇(|∇ψ |2)z∇z dx dt = 4∫
Q
(sφ)
1
2 λψz(sφ)
1
2 λ∇ψ.∇z dx dt
−c
∫
Q
sλ2φ|z|2 dx dt − 1
4
∫
Q
sλ2φ|∇ψ |2|∇z|2 dx dt.
The above obtained estimations clearly show that
L1 
3
2
∫
Q
sλ2φ|∇ψ |2|∇z|2 dx dt − c
∫
Q
sφ
(
λ4 + λ2)|z|2 dx dt
+ 2
∫
Σ
sλ2φ|∇ψ |2
(
α2
α1
)
|z|2 dΣ, (2.16)
since from the boundary condition, we note that ∂z
∂ν
= −(α2
α1
)z. Further, integration by parts (in
fact using Green’s theorem) yields
L2 = −2
∫
Q
s3φ3λ4|∇ψ |4z2 dx dt − 2
∫
Q
s2φ2λ4|∇ψ |4z2 dx dt,
L3 = −
∫
2sλφ∇ψ∇z
(
∂z
∂ν
)
dΣ +
∫
sλφ|∇z|2
(
∂ψ
∂ν
)
dΣ
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∫
Q
(
2sλ2φ(∇z)2(∇ψ)2 + 2sλφ
(
n∑
i,j=1
zxi zxj ψxixj
))
dx dt
−
∫
Q
(
sλ2φ|∇ψ |2|∇z|2 + sλφψ |∇z|2)dx dt, (2.17)
where ν is the outward normal to ∂Ω . We note from Lemma 2.1 that ψ = 0 on ∂Ω and ψ  0
in Ω . Then, we have
∇ψ = ∂ψ
∂ν
ν,
∂ψ
∂ν
 0 on ∂Ω so that ∂ψ
∂ν
= −|∇ψ |
and so substituting this in the surface integral of L3, we get
L3 −
∫
Q
sλ2φ|∇ψ |2|∇z|2 dx dt − c
∫
Q
sλφ|∇z|2 dx dt
+
∫
Σ
2sλφ|∇ψ |
(
α2
α1
)2
|z|2 dΣ −
∫
Σ
sλφ|∇ψ ||∇z|2 dΣ, (2.18)
where the constant c depends on ψ only. Coupling the lower bounds of L1,L3, we get
L1 + L3  12
∫
Q
sλ2φ|∇ψ |2|∇z|2 dx dt − c
∫
Q
sλφ|∇z|2 dx dt
− c
∫
Q
sφ
(
λ4 + λ2)|z|2 dx dt + 2∫
Σ
sλ2φ|∇ψ |2
(
α2
α1
)
|z|2 dΣ
+
∫
Σ
2sλφ|∇ψ |
(
α2
α1
)2
|z|2 dΣ −
∫
Σ
sλφ|∇ψ ||∇z|2 dΣ. (2.19)
Simple integration by parts in L4, shows that
L4 =
∫
Q
3λ4s3φ3|∇ψ |4|z|2 dx dt +
∫
Q
2λ4s2φ2|∇ψ |4|z|2 dx dt
+
∫
Q
(
s3λ3φ3 + s2λ3φ2)(∇(|∇ψ |2)∇ψ + |∇ψ |2ψ)|z|2 dx dt
−
∫
Σ
(
λ3s3φ3 + s2λ3φ2)|∇ψ |2(∂ψ
∂ν
)
|z|2 dΣ.
Therefore,
L4 
∫
Q
λ4
(
3s3φ3 + 2s2φ2)|∇ψ |4|z|2 dx dt − c ∫
Q
(
λ3s3φ3 + λ3s2φ2)|z|2 dx dt
−
∫
λ3
(
s3φ3 + s2φ2)(∂ψ
∂ν
)
|∇ψ |2|z|2 dΣ, (2.20)
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L2 + L4 
∫
Q
λ4s3φ3|∇ψ |4|z|2 dx dt − c
∫
Q
λ3
(
s3φ3 + s2φ2)|z|2 dx dt
−
∫
Σ
λ3
(
s3φ3 + s2φ2)(∂ψ
∂ν
)
|∇ψ |2|z|2 dΣ. (2.21)
Finally we estimate the integral L5:
L5 = 2
∫
Q
λ2s2φ|∇ψ |2
(
∂α
∂t
)
z2 dx dt −
∫
Q
λ2s2φ2
(
∂ lnγ−1(t)
∂t
)
|∇ψ |2|z|2 dx dt
−
∫
Q
s2φ
(
λ2|∇ψ |2 + λψ)α(∂ lnγ−1(t)
∂t
)
|z|2 dx dt
+
∫
Σ
λs2φ
(
∂ψ
∂ν
)(
∂α
∂t
)
|z|2 dΣ.
Clearly, we have
L5 −c
∫
Q
(
s2λ2 + s2λ)φ3|z|2 dx dt + ∫
Σ
λs2φ
(
∂ψ
∂ν
)(
∂α
∂t
)
|z|2 dΣ. (2.22)
Making use of the estimations (2.19), (2.21) and (2.22) we obtain the lower bound for Y and
after coupling the resultant estimation along with Y in (2.14), we get the following inequality,∫
Q
λ4s3φ3|∇ψ |4|z|2 dx dt +
∫
Q
λ2sφ|∇ψ |2|∇z|2 dx dt
 c
(∫
Q
sλφ|∇z|2 dx dt +
∫
Q
e2sα|g|2 dx dt +
∫
Q
s3φ3
(
λ4 + λ3)|z|2 dx dt
+
∫
Q
[ T∫
t
∣∣es(α(t)−α(τ))z(τ )∣∣2 dτ]dx dt)− 2∫
Σ
sλ2φ|∇ψ |2
(
α2
α1
)
|z|2 dΣ
+
∫
Σ
λ3
(
s3φ3 + s2φ2)(∂ψ
∂ν
)
|∇ψ |2|z|2 dΣ −
∫
Σ
2sλφ|∇ψ |
(
α2
α1
)2
|z|2 dΣ
+
∫
Σ
sλφ|∇ψ ||∇z|2 dΣ −
∫
Σ
λs2φ
(
∂ψ
∂ν
)(
∂α
∂t
)
|z|2 dΣ. (2.23)
Here we used the fact (φ)−1  C and the parameters s > 1, λ > 1. Since all the surface
integrals in (2.23) are involved with powers of the parameter λ, they can be eliminated by deriving
similar estimation with negative order exponent λ included in the weight functions φˆ and αˆ. Thus
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replaced respectively by φˆ, αˆ and the parameter λ by −λ. Therefore we have
∂zˆ
∂t
+ X̂(t)zˆ − B̂(t)zˆ = esαˆg + Ĉ(t)zˆ in Q,
where
X̂(t)zˆ = −2sλ2φˆ|∇ψ |2zˆ + 2sλφˆ∇ψ∇ zˆ,
B̂(t)zˆ = −zˆ − s2λ2φˆ2|∇ψ |2zˆ − sλ2φˆ|∇ψ |2zˆ + ∂αˆ
∂t
szˆ,
Ĉ(t)zˆ = −sλφˆψzˆ +
T∫
t
a(τ − t)es(αˆ(t)−αˆ(τ ))zˆ(τ ) dτ.
Repeating the calculations with the new transformations we have the following inequality similar
to (2.14),
Y  c
(∫
Q
e2sαˆ|g|2 dx dt +
∫
Q
[
λ2
(
s2
(
φˆ2 + φˆ3)+ sφˆ2)+ sφˆ3]|zˆ|2 dx dt
+
∫
Q
[ T∫
t
∣∣es(αˆ(t)−αˆ(τ ))zˆ(τ )∣∣2dτ]dx dt).
The definitions of φ, φˆ and α, αˆ show that
φˆ  φ, αˆ  α and zˆ z in Q; (2.24)
using this the above inequality becomes for s > 1, λ > 1 as
Y  c
(∫
Q
e2sα|g|2 dx dt +
∫
Q
s3λ3φ3|z|2 dx dt
+
∫
Q
[ T∫
t
∣∣es(α(t)−α(τ))z(τ )∣∣2 dτ]dx dt). (2.25)
Since from Lemma 2.1 we note that ψ = 0 on ∂Ω and therefore, the definitions of φ, φˆ and α, αˆ
gives (note that Σ = (0, T ) × ∂Ω)
φ = φˆ, α = αˆ, z = zˆ on Σ.
Clearly, we can rewrite the surface integral in (2.21) after applying the new transformation as∫
Σ
λ3
(
s3φˆ3 + s2φˆ2)(∂ψ
∂ν
)
|∇ψ |2|zˆ|2 dΣ =
∫
Σ
λ3
(
s3φ3 + s2φ2)(∂ψ
∂ν
)
|∇ψ |2|z|2 dΣ.
The new lower bound for Y is obtained by summing the estimates related to L̂1, L̂2, L̂3, L̂4, L̂5,
where each of it’s integrals are obtained by replacing φ,α respectively by φˆ, αˆ and the parameter
λ by −λ. Repeating the calculations similar to (2.19), (2.21), (2.22), we obtain the following
three inequalities after all the surface integrals modified just like above:
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∫
Q
(
s2λ2 + s2λ)φˆ3|zˆ|2 dx dt − ∫
Σ
λs2φ
(
∂ψ
∂ν
)(
∂α
∂t
)
|z|2 dΣ,
L̂2 + L̂4 
∫
Q
λ4s3φˆ3|∇ψ |4|zˆ|2 dx dt − c
∫
Q
λ3
(
s3φˆ3 + s2φˆ2)|zˆ|2 dx dt
+
∫
Σ
λ3
(
s3φ3 + s2φ2)(∂ψ
∂ν
)
|∇ψ |2|z|2 dΣ
and
L̂1 + L̂3  12
∫
Q
sλ2φˆ|∇ψ |2|∇ zˆ|2 dx dt − c
∫
Q
sλφˆ|∇ zˆ|2 dx dt
− c
∫
Q
sφˆ
(
λ4 + λ2)|zˆ|2 dx dt + 2∫
Σ
sλ2φ|∇ψ |2|z|2
(
α2
α1
)
dΣ
− 2
∫
Σ
sλφ|∇ψ ||z|2
(
α2
α1
)2
dΣ +
∫
Σ
sλφ|∇ψ ||∇z|2 dΣ.
Combining (2.25) with the above three estimates, we get∫
Q
λ4s3φˆ3|∇ψ |4|zˆ|2 dx dt +
∫
Q
λ2sφˆ|∇ψ |2|∇ zˆ|2 dx dt
 c
(∫
Q
sλφ|∇z|2 dx dt +
∫
Q
e2sα|g|2 dx dt +
∫
Q
s3φ3
(
λ4 + λ3)|z|2 dx dt
+
∫
Q
[ T∫
t
∣∣es(α(t)−α(τ))z(τ )∣∣2 dτ]dx dt)+ 2∫
Σ
sλ2φ|∇ψ |2
(
α2
α1
)
|z|2 dΣ
−
∫
Σ
λ3
(
s3φ3 + s2φ2)(∂ψ
∂ν
)
|∇ψ |2|z|2 dΣ +
∫
Σ
2sλφ|∇ψ |
(
α2
α1
)2
|z|2 dΣ
−
∫
Σ
sλφ|∇ψ ||∇z|2 dΣ +
∫
Σ
λs2φ
(
∂ψ
∂ν
)(
∂α
∂t
)
|z|2 dΣ, (2.26)
since addition to (2.24), we used the fact that zˆ = es(αˆ−α)z and so
|∇ zˆ| c(|∇z| + sλφ|∇ψ ||zˆ|) c(|∇z| + sλφ|z|),
where c is a constant that depends on ψ only. We see that the summation of all surface integrals
in (2.23) and (2.26) equals to zero. Coupling the remaining integrals, we get∫
s3λ4φ3|∇ψ |4|z|2 dx dt +
∫
sλ2φ|∇ψ |2|∇z|2 dx dt
RE
TR
AC
TE
DQ Q
1268 K. Sakthivel et al. / J. Math. Anal. Appl. 325 (2007) 1257–1279 c
(∫
Q
sλφ|∇z|2 dx dt +
∫
Q
e2sα|g|2 dx dt +
∫
Q
s3λ4φ3|z|2 dx dt
+
∫
Q
s3λ3φ3|z|2 dx dt +
∫
Q
[ T∫
t
∣∣es(α(t)−α(τ))z(τ )∣∣2 dτ]dx dt). (2.27)
From Lemma 2.1 we see that |∇ψ | > 0, ∀x ∈ Ω\ω0 and ψ |∂Ω = 0 so that |∇ψ | has a lower
bound on Ω\ω0 and hence on Q\Qω0 there exists a constant θ such that |∇ψ | θ > 0 in Q\Qω0
satisfying the inequality∫
Q\Qω0
θ4s3λ4φ3|z|2 dx dt +
∫
Q\Qω0
θ2sλ2φ|∇z|2 dx dt
 c
(∫
Q
sλφ|∇z|2 dx dt +
∫
Q
e2sα|g|2 dx dt +
∫
Q
s3λ4φ3|z|2 dx dt
+
∫
Q
s3λ3φ3|z|2 dx dt +
∫
Q
[ T∫
t
∣∣es(α(t)−α(τ))z(τ )∣∣2dτ]dx dt). (2.28)
Next we need to express two integrals involving |∇z|2, z2 on the right-hand side of the above
inequality over the domain Qω0 . Choose the parameter λ such that λ > λ0 = c + 1 to have
θ4λ > c + 1 and θ2λ > c + 1, where c is the constant defined in (2.28). In order to manage the
other integral (with λ4 on the right-hand side) we choose s  s0(λ) = max(cλ/(θ4λ − c − 1),1)
to obtain λ(θ4 − c)  c + 1. After this substitution we add the integrals ∫
Qω0
s3λ3φ3|z|2 dx dt
and
∫
Qω0
sλφ|∇z|2 dx dt on both sides of the inequality (2.28) we arrive at∫
Q
s3λ3φ3|z|2 dx dt +
∫
Q
sλφ|∇z|2 dx dt
 c(λ)
( ∫
Qω0
sφ|∇z|2 dx dt +
∫
Q
e2sα|g|2 dx dt +
∫
Qω0
s3φ3|z|2 dx dt
+
∫
Q
[ T∫
t
∣∣es(α(t)−α(τ))z(τ )∣∣2 dτ]dx dt), (2.29)
where c(λ) > 0 is a constant that depends on ψ and T . Substituting z = esαp in (2.29) and using
|∇z|2  c(s2λ2φ2|p|2e2sα + |∇p|2e2sα) (where the constant c > 0 depends on ψ choosing this
small enough) we get∫
Q
e2sαs3φ3|p|2 dx dt +
∫
Q
e2sαsφ|∇p|2 dx dt
 c(λ)
( ∫
Qω
e2sαs3φ3|p|2 dx dt +
∫
Q
e2sα|g|2 dx dt +
∫
Qω
e2sαsφ|∇p|2 dx dt
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∫
Q
[ T∫
t
e2sα(t)
∣∣p(τ)∣∣2 dτ]dx dt) (2.30)
for λ > λ0, s  s0(λ). In order to form Carleman inequality we need to estimate the last two
integrals on the right-hand side of (2.30) and at the same time we express ∫
Qω0
in terms of
∫
Qω
.
First let us choose χ ∈ C∞0 (Ω) such that
χ ≡
{
1 if x ∈ ω0,
0 if x ∈ Ω\ω.
We multiply (1.2) by e2sαχsφp and integrating on Q, we get∫
Q
e2sαχsφp
∂p
∂t
dx dt +
∫
Q
e2sαχsφppdx dt
−
∫
Q
e2sαχsφp
( T∫
t
a(τ − t)p(τ) dτ
)
dx dt =
∫
Q
e2sαχsφpg dx dt. (2.31)
We evaluate each of the integral separately. Because of the definition of α we see α(0, x) =
α(T , x) = −∞ and so by integration by parts∫
Q
e2sαχsφp
(
∂p
∂t
)
dx dt
= −
∫
Q
s2e2sα
(
∂α
∂t
)
χφ|p|2 dx dt − 1
2
∫
Q
e2sαχs
(
∂φ
∂t
)
|p|2 dx dt
 c
∫
Qω
s3φ3e2sα|p|2 dx dt, (2.32)
where c is a positive constant that depends on T only. Again using Green’s theorem integrating
by parts∫
Q
e2sαχsφppdx dt = −
∫
Q
s∇(e2sαχφ)p(∇p)dx dt
−
∫
Q
se2sαχφ|∇p|2 dx dt +
∫
Σ
se2sαχφp
(
∂p
∂ν
)
dΣ. (2.33)
Since we note that
∇(χe2sαφ)= 2χe2sαsλφ2∇ψ + e2sαφ∇χ + χe2sαλφ∇ψ,
so by simple application of Cauchy’s inequality one could obtain the following estimations,∣∣∣∣ ∫ 2((sφ) 32 λ(sφ) 12 χe2sα∇ψ)p∇pdx dt∣∣∣∣
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∫
Qω
e2sαs3φ3λ2|p|2 dx dt + 1
8
∫
Q
e2sαχsφ|∇p|2 dx dt,
∣∣∣∣ ∫
Q
(
sφ∇χe2sα)p∇pdx dt∣∣∣∣
 c sup
x∈Ω
|∇χ |
∫
Qω
e2sαsφ|p|2 dx dt + 1
8
∫
Q
e2sα∇χsφ|∇p|2 dx dt
and ∣∣∣∣ ∫
Q
(
sφλχe2sα∇ψ)p∇pdx dt∣∣∣∣ c ∫
Qω
e2sαsφλ2|p|2 dx dt + 1
8
∫
Q
e2sαχsφ|∇p|2 dx dt.
Further, we should concentrate the surface integral of (2.33). Elimination of the boundary is
not an easy task by the method we did in the previous part but it could be estimated with same
upper bounds just we obtained above using the trace theorem. We note that∫
Σ
|p|2 dΣ  c‖p‖2
L2(0,T ;H 12 (∂Ω))
 c
(‖p‖L2(0,T ;L2(Ω)) + ‖p‖L2(0,T ;H 1(Ω))),
this would clearly imply that∫
Σ
se2sαχφp
(
∂p
∂ν
)
dΣ = −
∫
Σ
se2sαχφ
(
α2
α1
)
p2 dΣ
 c
∫
Qω
se2sαφ|p|2 dx dt + 1
8
∫
Q
φχse2sα|∇p|2 dx dt
(since we chosen the second constant such a way that 1
α1
‖α2‖2C(Σ)  18c ). Substituting the pre-
ceding inequalities into (2.33), we have∫
Q
e2sαχsφppdx dt  c(λ)
∫
Qω
e2sαs3φ3|p|2 dx dt + 3
2
∫
Q
e2sαχsφ|∇p|2 dx dt. (2.34)
Applying Cauchy’s and Hölder’s inequalities to estimate the convolution integral (estimation
similar to (2.14)) we get
−
∫
Q
e2sαχsφp
( T∫
t
a(τ − t)p(τ) dτ
)
dx dt
−1
4
∫
Qω
s2φ2e2sα|p|2 dx dt
− ∥∥a(τ − t)∥∥2
L2(0,T ;)
∫
Q
( T∫
t
e2sα(t)
∣∣p(τ)∣∣2 dτ)dx dt. (2.35)
Thus the inequalities (2.32) and (2.34), (2.35) together with the relation (2.31) (and selecting
‖a(τ − t)‖2 2  3 ) we arrive at
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∫
Qω
sφe2sα|∇p|2 dx dt −
∫
Q
( T∫
t
e2sα(t)
∣∣p(τ)∣∣2dτ)dx dt
 c(λ)
(∫
Q
e2sα|g|2 dx dt +
∫
Qω
s3φ3e2sα|p|2 dx dt
)
.
Choosing the parameters λ > λ0 and s  s0(λ) sufficiently large (and if necessary one can fix
the value of λ0 some how greater than that is chosen in (2.30)) one could intuitively have the
estimate∫
Qω
sφe2sα|∇p|2 dx dt +
∫
Q
( T∫
t
e2sα(t)
∣∣p(τ)∣∣2dτ)dx dt
 c(λ)
(∫
Q
e2sα|g|2 dx dt +
∫
Qω
s3φ3e2sα|p|2 dx dt
)
. (2.36)
Making use of (2.36), we write the estimation (2.30) as∫
Q
s3φ3e2sα|p|2 dx dt +
∫
Q
sφe2sα|∇p|2 dx dt
 c(λ)
( ∫
Qω
s3φ3e2sα|p|2 dx dt +
∫
Q
e2sα|g|2 dx dt
)
, λ > λ0, s  s0(λ), (2.37)
where the constant c is independent of (t, x) ∈ Q,g and p which may depend on ψ,T and λ. To
complete the theorem it remains to obtain the estimation similar to (2.37), but it possess the first
order derivative in time and second in space variable of p. By squaring (1.2), multiplying it with
e2sαs−1φ−1 and integrating on Q, we get∫
Q
e2sαs−1φ−1
(
∂p
∂t
+ p
)2
dx dt
 c
(∫
Q
e2sα|g|2 dx dt +
∫
Q
e2sα
∣∣∣∣∣
T∫
t
a(τ − t)p(τ) dτ
∣∣∣∣∣
2
dx dt
)
 c(λ)
(∫
Q
e2sα|g|2 dx dt +
∫
Qω
s3φ3e2sα|p|2 dx dt
)
, (2.38)
here we used the inequality (2.36). We conclude this estimation within a single shoot by estimat-
ing the remaining part of the square term on the left-hand side,∫
Q
e2sαs−1φ−1
(
∂p
∂t
)
pdx
= −
∫
∇
(
e2sαs−1φ−1 ∂p
∂t
)
∇p dx +
∫
e2sαs−1φ−1
(
∂p
∂t
)
∂p
∂ν
dΣ. (2.39)
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−
∫
Q
∇
(
e2sαs−1φ−1 ∂p
∂t
)
∇p dx dt
= −1
2
∫
Q
e2sαs−1φ−1 ∂|∇p|
2
∂t
dx dt −
∫
Q
∇(e2sαs−1φ−1)∂p
∂t
∇p dx dt
= −
∫
Q
e2sα
(
φ−1 ∂α
∂t
− s
−1
2
φ−2 ∂φ
∂t
)
|∇p|2 dx dt
−
∫
Q
e2sα
(
2λ − λs−1φ−1)∂p
∂t
∇ψ.∇p dx dt,
and then using the inequalities (2.11), we get∫
Q
e2sα
(
φ−1 ∂α
∂t
− s
−1
2
φ−2 ∂φ
∂t
)
|∇p|2 dx dt −c
∫
Q
e2sαsφ|∇p|2 dx dt,
where the constant c depends on T , and also by using Cauchy’s inequality with  = 2, we get
−
∫
Q
e2sα
(
2λ − λs−1φ−1)∂p
∂t
∇ψ.∇p dx dt
−1
4
∫
Q
e2sαs−1φ−1
∣∣∣∣∂p∂t
∣∣∣∣2 dx dt − c ∫
Q
e2sαsλ2φ|∇p|2 dx dt.
One can easily see that by the help of the trace theorem (similar to the estimation we did just
before (2.34))∫
Σ
e2sαs−1φ−1
(
∂p
∂t
)(
∂p
∂ν
)
dΣ
= 1
2
∫
Σ
e2sαs−1φ−2
(
α2
α1
)
∂φ
∂t
|p|2 dΣ −
∫
Σ
e2sαφ−1
(
α2
α1
)
∂α
∂t
|p|2 dΣ
− 1
2α1
∫
Σ
e2sαs−1φ−1 ∂α2
∂t
|p|2 dΣ
−c
(∫
Q
e2sαs3φ3|p|2 dx dt +
∫
Q
e2sαsφ|∇p|2 dx dt
)
.
Eventually the inequality (2.38) can be reestimated as∫
e2sαs−1φ−1
∣∣∣∣∂p∂t
∣∣∣∣2 dx dt + ∫ e2sαs−1φ−1|p|2 dx dt
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(∫
Q
e2sα|g|2 dx dt +
∫
Qω
s3φ3e2sα|p|2 dx dt
)
+ c
∫
Q
e2sαs3φ3|p|2 dx dt + c
∫
Q
e2sαsλ2φ|∇p|2 dx dt. (2.40)
By coupling the estimate (2.37), (2.40), we arrive at the proof of this theorem. 
Remark. Without loss of generality one can take the upper bound obtained in (2.36) for the
convolution integral and gradient of the solution terms. Otherwise if the parameter λ fails to
satisfy the same estimate in any one of the cases, one may obtain the following for the convolution
term by keeping the L2 norm of that term which is displayed in second from the estimate (2.12)
unaltered up to the estimate (2.30). Squaring both sides of the dual problem (1.2) and integrating
over Q we get∥∥∥∥esα ∂p∂t
∥∥∥∥2
L2(Q)
+ ∥∥esαp∥∥2
L2(Q) +
∥∥∥∥∥esα
T∫
t
a(τ − t)p(τ) dτ
∥∥∥∥∥
2
L2(Q)
= ∥∥esαg∥∥2
L2(Q) + 2
〈
esα
∂p
∂t
, esα
T∫
t
a(τ − t)p(τ) dτ
〉
L2(Q)
− 2
〈
esα
∂p
∂t
, esαp
〉
L2(Q)
+ 2
〈
esαp, esα
T∫
t
a(τ − t)p(τ) dτ
〉
L2(Q)
. (2.41)
Next we shall assume that in this case a ∈ C1(0, T ), a′(·)  ca(·) for c > 0 and also we
consider a parameter γ such that 0 < γ < 1. We remember that φ(t, x) C > 0 for all (t, x) ∈ Q
and eδαφμ  c < ∞ for all δ > 0, μ ∈ . Now we have the following estimations by carefully
choosing constants via repeated applications of Cauchy’s inequality with  > 0 and the aid of
Green’s theorem, integration by parts,
2
∫
Q
e2sα
∂p
∂t
( T∫
t
a(τ − t)p(τ) dτ
)
dx dt = 2
∫
Q
e2sαp
( T∫
t
a′(τ − t)p(τ) dτ
)
dx dt
− a(0)
∫
Q
e2sαp2 dx dt − 4
∫
Q
e2sαs
∂α
∂t
p
( T∫
t
a(τ − t)p(τ) dτ
)
dx dt
 c4
∫
Q
e2sα(sφ)3|p|2 dx dt + γ
2
∫
Q
e2sα
∣∣∣∣∣
T∫
t
a(τ − t)p(τ) dτ
∣∣∣∣∣
2
dx dt, (2.42)
where c4 = (4γ−1(sφ)−3 + 16ceν(sγ )−1 + a(0)(sφ)−3) and ν = 2e2λ‖ψ(x)‖C(Ω¯) is chosen such
that −α  ν
s
for λ > λ0, s  s0(λ). Moreover,
−2
∫
e2sα
∂p
∂t
p dx dt = 4
∫
se2sαλφ∇ψ ∂p
∂t
∇p dx dt +
∫
e2sα
∂|∇p|2
∂t
dx dt
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∫
Σ
α2
α1
e2sα
∂|p|2
∂t
dΣ.
It is easy to see that,
4
∫
Q
se2sαλφ∇ψ ∂p
∂t
∇p dx dt +
∫
Q
e2sα
∂|∇p|2
∂t
dx dt
−γ
∫
Q
e2sα
∣∣∣∣∂p∂t
∣∣∣∣2 dx dt − cc5 ∫
Q
e2sαsφ|∇p|2 dx dt, (2.43)
here the constant c5 = eν(4γ−1‖∇ψ‖2C(Ω¯)sλ2 + 1) is chosen in such a way that c5  14c . By
virtue of the trace theorem explained before the estimate (2.34), we get∫
Σ
α2
α1
e2sα
∂|p|2
∂t
dΣ = −
∫
Σ
2se2sα
∂α
∂t
(
α2
α1
)
|p|2 dΣ − 1
α1
∫
Σ
e2sα
∂α2
∂t
|p|2 dΣ
−c6
∫
Q
e2sαs3φ3|p|2 dx dt − γ
4
∫
Q
e2sαsφ|∇p|2 dx dt, (2.44)
since the constant we used for the gradient term is obtained by choosing(∥∥∥∥∂α2∂t
∥∥∥∥2
C(Σ)
+ ‖α2‖2C(Σ)
)
 1
4c
and the constant c6 = c γ−1α1 ((sφ)−4 + s−2). Finally, we note that
2
∫
Q
e2sαp
( T∫
t
a(τ − t)p(τ) dτ
)
dx dt
 γ−1
∫
Q
e2sα
(
esαφ
)|p|2 dx dt
+ γ eν
∫
Q
e2sαφ−1
∣∣∣∣∣
T∫
t
a(τ − t)p(τ) dτ
∣∣∣∣∣
2
dx dt, (2.45)
here we select the constants small enough (for instance esαφ  1/(2γ−1) and φ−1 such that
eνφ−1 < 1/2) so as to combine the terms with left-hand side of (2.41). By the consequence of
the inequalities (2.42)–(2.45), we can estimate (2.41) as
∫
Q
e2sα
(∣∣∣∣∣
T∫
t
a(τ − t)p(τ) dτ
∣∣∣∣∣
2)
dx dt 
∫
Q
e2sα|g|2 dx dt + c7
∫
Q
e2sαs3φ3|p|2 dx dt
+ c8
∫
e2sαsφ|∇p|2 dx dt,
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selecting the upper bound of φ−1 and value the of ν properly) to have the following required
estimate by the elimination of convolution integral in (2.30),∫
Q
e2sαs3φ3|p|2 dx dt +
∫
Q
e2sαsφ|∇p|2 dx dt
 c(λ)
( ∫
Qω0
e2sαs3φ3|p|2 dx dt +
∫
Q
e2sα|g|2 dx dt +
∫
Qω0
e2sαsφ|∇p|2 dx dt
)
. (2.46)
Also one could separately estimate the gradient term (involving ∫
Qω0
) of the solution and in
fact the remaining part of Theorem 2.1 using the same method and scheme we developed earlier
in the same theorem by suitably arranging the terms.
3. Controllability of integrodifferential equations
In this section we discuss the solvability of the linear control problem:
∂y
∂t
− y +
t∫
0
a(t − τ)y(τ ) dτ = u(t, x) + l(t, x) in Q,
α1
∂y
∂ν
+ α2y = 0 in Σ,
y(0, x) = y0, y(T , x) = y1 in Ω, (3.1)
and we shall obtain the solutions of the above problem with the aid of a certain family of suit-
ably constructed optimal control problems. Since the estimation derived in Section 2 solves the
observability problem for parabolic equations and it is well known that in general, observability
implies controllability of the evolution equations. In this way most of the authors used the Hilbert
uniqueness method for solving the controllability problem for evolution equations which are in-
vertible with respect to a time variable. However, this method has some constraints in solving the
controllability of parabolic equations.
Here, we use a variant of the penalty function method. To this end, we introduce the function
η with help of ψ(x) defined in Lemma 2.1 and the parameter λ used in Theorem 2.1. That is,
η(t, x) = e
2λΨ − eλψ
(T − t)l(t) where Ψ = sup
x∈C(Ω¯)
∣∣ψ(x)∣∣ (3.2)
and l(t) is fixed function satisfying l(t) = t , ∀t ∈ (3T/4, T ], l(t) > 0, ∀t ∈ [0, T ].
Now we prove the main result of this paper.
Theorem 3.1. Let Ω be a C2-open and bounded domain of n and a ∈ L2(0, T ;) and let
y0 ∈ H 1(Ω), y1 ≡ 0. Then there are s  s0(λ), λ > λ0 such that for any esηl ∈ L2(Q), there
exist (u, y) ∈ L2(Q) × C([0, T ];L2(Ω)) ∩ L2(0, T ;H 2(Ω)) satisfying the problem (3.1), and
the estimate∥∥e− sη2 y∥∥2
L2(Q) +
∥∥e sη2 u∥∥2
L2(Qω)
 c(λ, s)
(‖y0‖2H 1(Ω) + ‖esηl‖2L2(Q)).
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minimize
1
2
∫
Q
ρm |u|2 dx dt + 12
∫
Q
e−2sηρ |y|2 dx dt (3.3)
over all u ∈ L2(Q), where y satisfies
∂y
∂t
− y +
t∫
0
a(t − τ)y(τ ) dτ = u(t, x) + l(t, x) in Q,
α1
∂y
∂ν
+ α2y = 0 in Σ,
y(0, x) = y0, y(T , x) = 0 in Ω, (3.4)
where the functions ρ and m are defined by
ρ = e
sη(T−t)2
(T−t+1/)2 , m(x) =
{
1 for x ∈ ω¯,
 for x ∈ Ω\ω¯
and the parameters s  s0(λ), λ > λ0 are fixed. It is well known that the problem (3.3) and (3.4)
has a unique solution (u, y) ∈ L2(Q) × L2(0, T ;H 2(Ω)) ∩ C(0, T ;L2(Ω)). By Lagrange
principle one has a dual process in which (u,p) satisfies the following adjoint equations,
∂p
∂t
+ p −
T∫
t
a(τ − t)p(τ ) dτ = ρe−2sηy in Q,
α1
∂p
∂ν
+ α2p = 0 in Σ,
p + mρu = 0 in Ω. (3.5)
Next we shall show that (u, y) converges (on a subsequence of {}) to (u, y) and this will be
proved to be a solution of the control problem (3.1). To this end we need to obtain L2 estimates
for (u, y).
Multiplying (3.5) by p , integrating on Ω and applying the Carleman estimate (Theorem 2.1)
we arrive at an upper bound for
∫
Ω
|p(0, x)|2 dx so-called observability estimate for the initial
state on Ω be means of the states taken on ω at all the subsequent moments,
−1
2
d
dt
∫
Ω
|p |2 dx +
∫
Ω
|∇p |2 dx  c
(∫
Ω
|p |2 dx +
∫
Ω
∣∣∣∣∣
T∫
t
a(τ − t)p(τ ) dτ
∣∣∣∣∣
2
dx
+
∫
Ω
e−sη|p |2 dx +
∫
Ω
ρ2 e
−3sη|y |2 dx
)
,
and this would clearly imply integration upon (0, t) that∫ ∣∣p(0, x)∣∣2 dx
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(∫
Ω
|p |2 dx +
∫
Ω
e−sη|p |2 dx +
∫
Ω
∣∣∣∣∣
T∫
t
a(τ − t)p(τ ) dτ
∣∣∣∣∣
2
dx
+
∫
Ω
ρ2 e
−3sη|y |2 dx
)
for t ∈ (0, T ).
We fix t1 and t2 such that 0 < t1 < t2 < T and choose ν > 0 such that −α  ν for t1 < t < t2, s 
s0(λ) where ν = 2e2λΨ and integrate over (t1, t2) to have
(t1 − t2)
∫
Ω
∣∣p(0, x)∣∣2 dx
 c
t2∫
t1
(
e2sν
(∫
Ω
e2sα|p |2 dx +
∫
Ω
e2sαe−sη|p |2 dx
+
∫
Ω
e2sα(t)
∣∣∣∣∣
T∫
t
a(τ − t)p(τ ) dτ
∣∣∣∣∣
2
dx
)
+
∫
Ω
ρ2 e
−3sη|y |2 dx
)
dt.
Next, we use the estimation (2.36) or the estimation obtained in the remark together with
Theorem 2.1 for the convolution integral, the facts φ(t, x)  C > 0 for all (t, x) ∈ Q, and
eδαφμ  c < ∞ for all δ > 0, μ ∈ . We also note that |e−sηρ |  c. In fact it is easy to see
for s  s0 that
sη(T − t)2
(T − t + 1/)2 − sη = sη(T − t)
2
(
1
(T − t + 1/)2 −
1
(T − t)2
)
= − s(T − t)
l(t)
max
x∈Ω
(
e2λΨ − eλψ)( 1
(T − t)2 −
1
(T − t + 1/)2
)
< 0.
Consequently,∫
Ω
∣∣p(0, x)∣∣2 dx  c(λ, s)(∫
Q
ρe
−2sη|y |2 dx dt +
∫
Qω
ρ |u |2 dx dt
)
, (3.6)
where c(λ, s) is a constant that does not depend on (t, x) ∈ Q. Then multiplying (3.5) by y in
L2(Q) and integrating by parts with respect to t, x we find〈
∂y
∂t
− y +
t∫
0
a(t − τ)y(τ ) dτ,p
〉
L2(Q)
+
∫
Ω
y(0, x)p(0, x) dx −
∫
Q
ρe
−2sηy2 dx dt = 0.
Therefore,∫
ρe
−2sη|y |2 dx dt = 〈u + l, p〉L2(Q) +
∫
y(0, x)p(0, x) dx,
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Q
ρe
−2sη|y |2 dx dt +
∫
Q
mρ |u |2 dx dt
=
∫
Q
lesηpe
−sη dx dt +
∫
Ω
y(0, x)p(0, x) dx.
Applying Hölder’s inequality, the estimate (3.6) and Theorem 2.1, we have∫
Q
ρe
−2sη|y |2 dx dt +
∫
Q
mρ |u |2 dx dt
 c(λ, s)
(∥∥lesη∥∥
L2(Q) + ‖y0‖L2(Ω)
)(∫
Q
ρe
−2sη|y |2 dx dt +
∫
Q
mρ |u |2 dx dt
) 1
2
.
By the Sobolev imbedding theorem we immediately have the required estimate,∫
Q
ρe
−2sη|y |2 dx dt +
∫
Q
mρ |u |2 dx dt  c(λ, s)
(∥∥lesη∥∥2
L2(Q) + ‖y0‖2H 1(Ω)
)
. (3.7)
Thus, we infer by (3.7) that there exists a subsequence of (u, y) (again denote it as the same
{}) satisfying the following convergence:
(u, y) → (u, y) weakly in L2(Q) × L2
(
0, T ;H 2(Ω))∩ C(0, T ;L2(Ω)),
u → 0 in L2
(
(0, T ) × (Ω\ω)),
√
ρu → e sη2 u weakly in L2
(
(0, T ) × ω),
√
ρe
−sηy → e− sη2 y weakly in L2(Q).
As a result, replacing (u, y) by (u, y) in (3.1) and applying all the convergence described
above we see that (u, y) is the required solution of the same control problem. Also the estimate
of Theorem 3.1 follows from estimate (3.7) and Fatou’s lemma. This concludes the proof. 
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