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Abstract 
Biological systems are intrinsically heterogeneous and, consequently, their mathemati- 
cal descriptions should account for this heterogeneity as it often influences the dynamic 
behaviour of the individual cells. For example, in the cell cycle dependent production 
of proteins, it is necessary to account for the distribution of the individual cells with 
respect to their position in the cell cycle as this has a strong influence on protein pro- 
duction. A second notable example is the formation of cancerous cells. In this case, 
the failure of regulatory mechanisms results in the transition of somatic cells to their 
cancerous state. Therefore, in developing the corresponding mathematical model, it is 
necessary to consider both the different states of the cells as well as their regulation. 
In this regard, the population balance equation is the ideal mathematical framework 
to capture cell population heterogeneity as it elegantly takes into account the distri- 
bution of cell populations with respect to their intracellular state together with the 
phenomena of cell birth, division, differentiation and recombination. 
Recent developments in solution algorithms together with the exponential increase 
in computational abilities now permit the efficient solution of one-dimensional popula- 
tion balance models which attribute the heterogeneity of cell populations to differences 
in the age or mass of individual cells. The inherent complexity of biological systems 
implies that the differentiation of cells based on a single characteristic alone may not be 
sufficient to capture the underlying biological phenomena. Therefore, current research 
is focussing on the development of multi-dimensional population balances that consider 
the differentiation of cells based on multiple characteristics, most notably, the state of 
cells with respect to key intracellular metabolites. However, conventional numerical 
techniques are inefficient for the solution of the formulated population balance mod- 
els and this warrants the development of novel, tailor-made algorithms. This thesis 
presents one such solution algorithm and demonstrates its application to the study of 
several biological systems. 
i 
The algorithm developed herein employs a finite-volume technique to convert the 
partial-differential equation comprising the population balance model into a set of or- 
dinary differential equations. A two-tier technique based on the solution technique for 
inhomogeneous differential equations is then developed to solve the system of ordinary 
differential equations. This approach has two main advantages: (a) the decomposi- 
tion technique considerably reduces the stiffness of the system of equations enabling 
more efficient solution, and (b) semi-analytical solutions for the integrals employed 
in the modelling of cell division and differentiation can be obtained further reducing 
computation times. Further improvements in solution efficiency are obtained by the 
formulation of a two-level discretisation algorithm. In this approach, processes such 
as cell growth which are more sensitive to the discretisation are solved using a fine 
grid whereas less sensitive processes such as cell division - which are usually more 
computationally expensive - are solved using a coarse grid at a higher level. 
The solution algorithm is applied to various multi-dimensional population balance 
models of biological systems. The technique is first demonstrated on models of os- 
cillatory dynamics in yeast glycolysis, cell-cycle related oscillations in eukaryotes, and 
circadian oscillations in crayfish. A hybrid model of biopolymer accumulation in bacte- 
ria is formulated as a second case for demonstration. In this study, cybernetic modelling 
principles are used to account for intracellular competitions while the population bal- 
ance framework takes into consideration the heterogeneity of the cell population. A 
model of cell division and proliferation control in eukaryotes is an example of a third 
class of problems where extracellular phenomena influence the behaviour of cells. 
Another important aspect in the formulation of multi- dimensional population bal- 
ances is the development of the intracellular models themselves. While research in the 
biological sciences is permitting the formulation of detailed dynamic models of various 
bioprocesses, the accurate estimation of the kinetic parameters in these models can be 
difficult due to the unavailability of sufficient experimental data. This can result in 
considerable parametric uncertainty as is demonstrated on a simple cybernetic model 
of biopolymer accumulation in bacteria. Systems engineering tools are available in 
the literature to overcome this uncertainty. By suitably adapting and modifying these 
tools, it is shown that experiments can be designed that permit the accurate estimation 
of all model parameters even when measurements pertaining to all modelled quantities 
are unavailable. 
In the final part of the thesis, the modelling of polymerisation processes with novel 
ii 
reaction kinetics is considered. In particular, the formation of hyper-branched polymers 
by the copolymerisation of conventional monomers with multifunctional monomers is 
discussed. A six-dimensional population balance model is formulated that enables 
the prediction of key polymer properties. This deterministic model is one of the first 
attempts at the study of branching in polymerisation systems with novel reaction 
kinetics. The model is solved using the method of moments and is found to be in good 
agreement with experimental data. 
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Chapter 1 
Introduction, Motivation and Aims 
1.1 The population balance equation 
A particulate process is one that is described in terms of entities that are distinguish- 
able based on one or more traits, giving rise to the so-called population distribution. 
Given these defining characteristics, several systems can be classified as particulate 
processes. These include polymerisation, crystallisation, granulation and bioprocesses. 
In polymerisation processes, for example, the entity of interest is a polymer chain with 
particles being distinguished primarily by their chain lengths, as seen in Figure 1.1a. 
Similarly, granules and crystals are the entities of interest in granulation and crystalli- 
sation, respectively, with size (i. e. particle radius or characteristic length) being the 
primary distinguishing characteristic, as shown in Figure 1.1b. Finally, the cells in a 
biological system are distinguishable at the simplest level based on their mass or age 
(see Figure 1.1c). 
The physics underlying the evolution of the population distribution in these pro- 
cesses is similar and includes several particle-level phenomena: 
1. Nucleation is the process by which new particles are formed in a system, often 
resulting in the formation of a separate phase. In crystallisation, for example, 
the process begins when the temperature of a supersaturated solution is lowered 
until the solute concentration exceeds the saturated solution concentration. At 
this point, crystals form and the process of crystallisation begins, as seen in Figure 
1.2a. Similarly, in emulsion polymerisation, polymer particles are formed when 
polymerisation (i. e. the chemical reaction) begins in the emulsified monomer 
I 
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droplets. Nucleation is also an important process in granulation. Here, the initial 
feed of seed powder is sprayed with a liquid binder. When the liquid binder falls 
on the bed of seed particles, larger granules are formed thus beginning the process 
of granulation. 
2. Growth also plays an important role in several particulate processes. In bio- 
logical systems, cells increase their cell mass by assimilating and metabolising 
available substrate, as seen in Figure 1.2a. In crystallisation, crystals grow in 
size by the addition of solute ions or molecules at the crystal boundary. Finally, 
in polymerisation, polymer chains grow by the addition of monomer molecules 
at their propagating ends. 
3. Aggregation is the process by which two or more particles combine to form a 
larger particle. In granulation, two or more particles can collide with each other. 
If there is sufficient dissipation of the collision energy, then the particles can com- 
bine to give rise to a single larger particle, as depicted in Figure 1.2c. Similarly, 
attractive forces between small polymer particles in emulsion polymerisation sys- 
tems results in the formation of larger polymer particles. 
4. Breakage, which can be construed to be the reverse of agglomeration, also occurs 
frequently in particulate processes. The most common example is that of cell 
division in biological systems where cells replicate by dividing into two daughter 
cells. Breakage is also encountered in granulation systems. Granules often collide 
with each other and with the wall of the reactor and, if they are brittle, can break 
up into multiple fragments, as shown in Figure 1.2d. 
5. Loss of particles can also play an important role in certain particulate processes. 
In biological systems, cells can die for a variety of reasons including the unavail- 
ability of nutrients, unfavourable conditions 
(e. g. high temperatures) or due to 
genetic abnormalities. 
Thus, given that the underlying physics of these processes and the 
key variables of 
interest are similar, it is conceivable that a common mathematical 
framework should ex- 
ist to describe them. This framework is called the population balance equation 
(Fredrick- 
son and Tsuchiya, 1963; Fredrickson et al., 1967). 
In its most general form, the Popu- 
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lation Balance Equation (PBE) is written as shown below (Ramkrishna, 2000): 
aF(x, t) 
+0 
[F(x, 
t) 
dx Rf 
ormation 
(Xi t) - Rdepletion X0 at 19X dt 
Here x is the vector of state variables used to characterise the distribution and F(x, t) 
is the population distribution function. In emulsion polymerisation, for example, a 
single variable, the particle size, is often employed; the resulting distribution is called 
the particle size distribution. The term -2- [F(x, t) 4-x] accounts for growth processes. ax dt 
Specifically, the term ý-x accounts for "growth" of a particle with respect to each state dt 
variable. Thus, in emulsion polymerisation, the term ýLx would represent the rate dt 
of increase in particle size due to the addition of monomer to polymer chains (i. e. 
propagation); -L 
[F(x, t)! L] would then account for the rate at which the distribution ax dt 
evolves due to propagation of polymer chains within the individual polymer parti- 
cles. Rf ormation (X, t) accounts for formation of particles due to aggregation and break- 
age/division phenomena, andRdepletion X t) accounts for depletion of particles by the 
same discrete phenomena (shown in Equations (1.2) and (1.3)). 
X-Xmin 
Rf ormation (Xi t) ýý 
O(xt, 
x- x')F(x, t)F(x - x', t)dx' 2 
' JXmin 
Xmax 
r(x')F(x', t)dx'+ (Dnucleation(X)F(X, t) (1.2) 
Xmax 
Rdepletion (Xi t) = 
ix 
inin 
0 (x, x') F (x, t) F (x', t) dx' +(r(X) + 'I)death(x» F (x, 
In the above equations, 3(x, x') and ]P(x) are aggregation and breakage kernels, re- 
spectively. The term ýPnucleation(x) accounts for the formation of new particles due to 
the phenomenon of nucleation described above. The term ýDdeath(x) denotes death-like 
phenomena that occur in biological systems. The first term in Equation (1.2) accounts 
for formation of particles of size x by the aggregation of two smaller particles (assuming 
binary aggregation); the integral in this term accounts for all possible combinations of 
particle sizes from the size of the smallest particles, Xmin- (The half at the beginning 
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of this term accounts for the fact that when two particles aggregate, one particle is 
formed, i. e. the number of particles reduces by half during the course of aggregation. ) 
Similarly, the second term in Equation (1.2) accounts for formation of particles of size 
x due to breakage of larger particles; again, the integral in this term accounts for all 
the possible scenarios for this process. The first term in Equation (1.3) accounts for 
depletion of particles of size x due to aggregation phenomena in a similar manner to 
the terms described earlier. The last term accounts for depletion of particles of size x 
due to breakage and death phenomena. 
As can be seen, the population balance framework captures all the important par- 
ticulate interactions in an elegant mathematical framework and hence is ideally suited 
for modelling particulate systems. 
1.2 The need for multidimensional population bal- 
ances 
Over the past two decades, the development of novel algorithms and the exponential 
increase in the computational capabilities available has resulted in one-dimensional 
population balance models being routinely employed for the modelling and analysis 
of a wide variety of particulate systems. These one-dimensional models are often 
sufficient for processes such as emulsion polymerisation, for example, where the key 
physical processes such as nucleation, growth and coagulation, and their influence on 
the process dynamics can be accounted for through the consideration of a single particle 
characteristic, which in this case is the particle radius. 
On the other hand, the accurate modelling of certain other particulate processes 
warrants the consideration of multiple particle characteristics. In granulation, for ex- 
ample, the key physical processes of granule nucleation, consolidation and aggregation 
are dependent on the concentration of liquid binder, granule porosity and the overall 
granule size and thus, a three-dimensional population balance is necessary for a one- 
component system (Iveson, 2002; Immanuel and Doyle 111,2005; Gantt et al., 2007; 
Ramachandran et al., 2007). A second particulate system where a multidimensional 
population balance is warranted is that of branched polymer systems (Kiparissides, 
2006). In such systems, in order to accurately capture the degree of branching in the 
polymer chains, individual polymer chains must be differentiated both with respect 
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to their chain length (the concentration of monomer in the polymer chain) as well as 
the number of branches on the individual chains. Thus, a two-dimensional population 
balance model would be necessary to accurately model this system. Similarly, a mul- 
tidimensional population balance is necessary in modelling crystallisation processes as 
the growth rates of the crystals and their resultant structures often differ along the 
three spatial dimensions (Ma et al., 2002; Briesen, 2006). 
Besides the traditional chemical engineering applications described above, an im- 
portant area where multidimensional population balances are warranted is that of 
bioprocesses. Biological systems are intrinsically complex and, expectedly, so are their 
mathematical descriptions. The increasing wealth of information in the biological sci- 
ences has lead to the development of detailed intracellular models, the so-called single 
cell models. These detailed models are then applied to the study of bioprocesses under 
the assumption that the cell population under consideration is homogeneous. While 
such models provide invaluable insight into behaviour of various organisms, certain ap- 
plications warrant the accounting of cell population heterogeneity and, consequently, a 
population balance model. An important example is that of modelling the eukaryotic 
cell cycle. The eukaryotic cell cycle (see Figure 1.3) can be broadly divided into the 
interphase and M-phase (for mitosis). The cells grow during the interphase and pre- 
pare for cell division in the M-phase. The interphase can be further divided into the 
M phas 
G2 
1 phase 
Figure 1.3: The eukaryotic cell cycle (Alberts et al., 2002). 
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G1 (first growth), S (synthesis) and G2 (second growth) phases. Cell growth primarily 
occurs during the G1 and G2 phases, while DNA replication takes place in the S phase. 
The cell cycle might also include a GO (no growth) phase where cells have withdrawn 
from the cell cycle temporarily. At any instant, individual cells in a population are 
normally in different stages of the above cell cycle. Further, depending on their posi- 
tion in the cell cycle and their intracellular state, individual cells may be undergoing 
cell growth, division or death. The eukaryotic cell cycle is carefully regulated to ensure 
that the different events take place at the right time and that any mishaps that occur 
are rectified (Vermeulen et al., 2003). Entry from one phase into the next is regulated 
by intra- and extra-cellular signalling pathways to help ensure the proper and sequen- 
tial completion of events necessary for the formation of viable daughter cells (Elledge, 
1996). 
The eukaryotic cell cycle has ramifications in both biochemical and biomedical ap- 
plications. A biochemical operation where the cell cycle plays a key role is that of the 
cell cycle dependent production of high-value proteins, e. g. the production of recom- 
binant proteins in yeast (Frykman and Srienc, 2001). In this case, the production of 
proteins varies during the course of the cell cycle reaching a peak during cell division 
(i. e. the M-phase). The cell cycle also plays an important role in the formation and 
progression of certain diseases such as cancer (Evan and Vousden, 2001) and cardio- 
vascular disease (Zhu et al., 2004). In both these diseases, failures in the regulatory 
mechanisms of the cell cycle play an important role in the formation of diseased cells. 
As a consequence, the cell cycle is often a target of therapeutic approaches (Baldwin, 
2001; Senderowicz, 2002). 
In developing mathematical models of such biological processes, one needs to take 
into consideration the fact that different cells in the population are in different stages 
of the cell cycle. This is because a failure to consider this heterogeneity of the cell 
population can result in erroneous predictions (Hjersted and Henson, 2005). Further, 
one needs to take into account that, within a given stage, cells are differentiable at 
the simplest level based on their mass and/or DNA content. Therefore, the resultant 
models will need to differentiate cells based on multiple characteristics thus warranting 
a multidimensional population balance model. 
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1.3 Challenges in the solution of multidimensional 
population balances 
Although the preceding examples clearly indicate that there is a need for multidimen- 
sional population balances in a variety of particulate processes, their application for 
process analysis and control has been limited for several reasons (Ramkrishna and 
Mahoney, 2002). The primary challenges lie in 
1. the formulation of the constitutive relations for the particle-level processes of 
birth, growth, aggregation and breakage; 
2. a need for measurement techniques to study the underlying phenomena; 
3. finally, techniques traditionally adopted for the solution of one-dimensional prob- 
lems are often difficult to apply directly to the multidimensional cases (Mantzaris 
et al., 2001a, b, c). 
As a result, considerable research has been undertaken to develop novel, tailor-made 
algorithms for these models (Ma et al., 2002; Gunawan et al., 2004; Chakraborty and 
Kumar, 2007). However, while these solution techniques for multidimensional popu- 
lation balances have been successful in solving two- and three-dimensional problems, 
their applicability to higher-dimensional population balances is challenging. This is 
partly because the computational requirements usually increase exponentially with the 
dimensionality of the problem. This has led some researchers to use stochastic (i. e. 
Monte Carlo-type) methods to solve multidimensional population balances in crystalli- 
sation (Adityawarman et al., 2005; Voigt et al., 2005), granulation (Gantt and Gatzke, 
2006; Braumann et al., 2007) and biological systems (Henson et al., 2002; Henson, 
2004,2005; To et al., 2007). Other approaches have employed model reduction tech- 
niques to reduce the models to a set of coupled one-dimensional population balance 
equations (Hounslow et al., 2001; Briesen, 2006). 
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1.4 Thesis objectives and outline 
Development of a solution technique for multidimen- 
sional population balances 
The main aim of this project is to develop and apply a numerical method for the efficient 
solution of moderately high-dimensional population balance models. To this end, a 
solution technique called the two-tier hierarchical technique (Immanuel and Doyle III, 
2003) previously developed for one-dimensional population balance models is extended 
to solve higher- dimensional population balances. The technique is explained in detail 
in the following chapters. Here, a brief description is provided. 
The proposed technique employs a finite volume strategy to convert the partial 
differential equation comprising the population balance model to a system of ordi- 
nary differential equations. In undertaking this conversion, the computation-intensive 
multidimensional integrals constituting the rates of breakage are reduced to a series 
of summations, large portions of which can be calculated a priori, thus considerably 
reducing computation times by avoiding repetitive computations. The system of ordi- 
nary differential equations is then solved using a two-tier technique analogous to that 
used to obtain analytical solutions for inhomogeneous differential equations (Gocken- 
bach, 2002). Thus, the first tier in this two-tier approach involves the decomposition 
of the ordinary differential equations into their homogeneous and inhomogeneous com- 
ponents which are then integrated separately. The results obtained are amalgamated 
in the second tier to obtain the new cell population distribution. 
The efficiency of this technique is substantially improved by the development of 
a two-level discretisation algorithm. This algorithm, previously developed for one- 
dimensional systems (Sun, 2004; Sun and Immanuel, 2005), takes advantage of the 
differences in sensitivity to the discretisation of the various particle-level processes. 
In this approach, processes such as growth which are sensitive to the fineness of the 
discretisation are solved using a fine grid; less sensitive processes, typically the com- 
putation intensive processes of agglomeration and breakage, are solved using a coarser 
grid. Information between the two levels are continually exchanged and, with this 
algorithm, considerable improvements in the computation times are achievable. 
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1.4.2 Application of the proposed technique to the modelling 
of bioprocesses 
The technique described above is demonstrated on three broad types of biological 
systems in order to demonstrate its effectiveness and wide applicability. The first 
class of problems deals with oscillatory dynamics in bioprocesses. Notable examples 
of systems that display such periodic behaviour are glycolysis in yeast, intracellular 
Ca'- concentration, intercellular signalling and circadian rhythms (Goldbeter, 2002). 
This complex yet prevalent behaviour of these systems has resulted in considerable 
experimental research being undertaken to determine the sources of these oscillations. 
Simultaneously, mathematical models of individual cells have been developed in an 
effort to explain experimental findings in some instances and propose new avenues 
for research in others. While these models have been invaluable in improving our 
understanding of the underlying biology, it has been noted that cell populations are 
intrinsically heterogeneous, with the extent of heterogeneity being far greater than is 
normally assumed (Kell et al., 1991). Therefore, in order to demonstrate the need for 
population balance models for these systems, models of three representative biological 
systems that exhibit oscillatory dynamics are formulated and solved. The systems 
considered are representative of synchronous, autonomous oscillations in yeast, cell 
cycle-related oscillations in eukaryotes and circadian oscillations in crayfish, in two-, 
three- and four-dimensional models respectively. The results are compared with those 
obtained from the cell ensemble modelling approach, a stochastic technique employed 
for solving population balance models of biological systems. 
The second study focusses on the bacterial production of the biopolymer poly-0- 
hydroxybutyrate (PHB). Biopolymers are among the important biodegradable materi- 
als being produced today. At present, they are being used in a variety of applications 
from the construction industry (Plank, 2004) to biomedical engineering (Alarcon et al., 
2005). An important class of biopolymers is that of the natural polyesters, polyhydrox- 
yalkanoates (PHAs), one of which is PHB. Bacteria synthesise PHAs as a carbon and 
energy reserve material when their growth is limited due to the unavailability of a nu- 
trient such as nitrogen, sulphur or phosphorous (Anderson and Dawes, 1990). 
Thus, 
PHAs are functionally similar to starch in plants and glycogen in animals. The mathe- 
matical modelling of this process involves two aspects. The 
first deals with the inherent 
heterogeneity of the cell population. The second consideration is that these bacteria op- 
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timise the allocation of assimilated substrate. Under optimal conditions, all assimilated 
substrate is channeled towards cell growth and other essential processes. However, if 
there is an insufficiency of a nutrient, the behaviour of these bacteria changes. If carbon 
is the limiting nutrient, any available PHB is degraded to meet the growth demands of 
the organism. However, if another nutrient is limiting, the available carbon is stored 
as PHB. 
In developing the population balance model for this process, the cybernetic mod- 
elling framework was used to first develop a model to describe the behaviour of a 
single bacterium. The cybernetic modelling framework postulates that cells optimise 
the allocation of the limited resources available to them to maximise cell growth. This 
hypothesis is implemented by using heuristics to optimise the passage of metabolites 
through metabolic pathways. This single cell model is then implemented into the popu- 
lation balance framework to obtain the complete multidimensional population balance 
model. Thus, the resulting hybrid model effectively accounts for cell population het- 
erogeneity and the intracellular regulation of metabolism vZa the population balance 
and cybernetic frameworks respectively. 
The third example deals with the modelling of cell growth and differentiation in 
multicellular organisms. Extensive research has been undertaken in this area into the 
development of mathematical models of important phenomena such as cell metabolism, 
cell cycle progression and signal transduction through various pathways. However, 
there is a dearth of mathematical models that integrate our understanding of these 
phenomena into a comprehensive model of these cells. Therefore, in this study, a first 
attempt towards a rigorous model is made accounting for key aspects of cell biology 
such as the metabolism of substrate, the growth, division, differentiation and death 
of cells, as well as cell senescence and the extra-cellular regulation of these processes 
by signalling cascades. This model represents a first step in the development of more 
detailed models of these cell populations. 
1.4.3 Parameter estimation for dynamic models 
An important part of the formulation of a mechanistic model of a given process is 
the estimation of the values of model parameters. The estimation of these model 
parameters is crucial to the applicability of the formulated model to process design and 
optimisation. In several cases, the values of these model parameters are available in the 
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literature; in other instances, it is necessary to use experimental data for parameter 
estimation. Parameter estimation can sometimes be straight-forward, for example, 
when the process and the formulated model are relatively simple and sufficient data 
is available. However, these conditions are not always met and this can result in 
difficulties such as the determination of multiple feasible parameter sets, as has been 
observed in the literature (Gadkar et al., 2003). 
These problems are particularly evident in biological systems. In formulating a 
model of a bioprocess, accounting of the intracellular interactions are necessary. How- 
ever, data pertaining to intracellular quantities such as metabolites and proteins are 
not always available. Therefore, kinetic parameters for the intracellular reactions of- 
ten need to be estimated based on data of extracellular species. Consequently, only 
some kinetic constants may be sensitive to the experimental data available resulting 
in difficulties in the estimation of the remaining parameters (Kontoravdi et al., 2005). 
These problems may not be relevant if the model is to be employed in conditions sim- 
ilar to those prevalent in the experiments. However, when the model is to be applied 
over a wide range of operating conditions, an accurate and reliable parameter estimate 
assumes importance. 
These issues are explored in a study of model formulation for biopolymer (PHB) 
production in bacteria. A simple cybernetic model of PHB production is used to study 
the parameter identifiability problem. Experimental data from the literature is used to 
obtain estimates of the kinetic parameters. It is observed that this data is insufficient 
for the accurate estimation of all kinetic parameters resulting in the determination 
of three feasible parameter sets that provide considerably different predictions under 
a wide range of operating conditions. However, it is shown that carefully designed 
experiments could reduce this uncertainty and enable the accurate estimation of all 
kinetic parameters. 
1.4.4 Modelling of polymerisation systems with multiclimen- 
sional population balances 
The objectives set out above deal with the modelling of particulate systems in general 
and bioprocesses in particular using the multidimensional population balance repre- 
sented by Equation I. I. While this framework can be considered the most rigorous 
Chapter 1. Introduction, Motivation and Aims 14 
framework for modelling particulate systems, the formulation of models for solution 
and bulk polymerisation is usually undertaken with a different approach, the so-called 
method of moments (Ray, 1972; Schork et al., 1993). 
The first step in this approach is to determine the characteristics of polymer chains 
in the polymerisation process under consideration. In several processes, polymer chains 
are linear and thus have a single defining characteristic, the chain length of the polymer 
(i. e. the number of polymerised monomer units in the polymer). The kinetics scheme 
is then formulated taking into consideration the reactions believed to be participating 
in the polymerisation process. Employing this kinetics scheme, a mass balance is 
formulated for any given polymer chain in the system. 
This general mass balance is then used in developing equations for the moments 
of the distribution. The moments are defined as follows. If a polymer chain of chain 
length 1 is denoted by P1, then the nth moment of the distribution) An is given by 
00 
ElnR 
An (1.4) 
Each moment represents a particular property of the distribution. For example, 
the zeroth and first moments represent the total number and mean of the distribution, 
respectively. Similarly, the second moment corresponds to the variance while the third 
provides information relating to the skewness. These moment balances often suffice for 
process analysis, design and control as the key measurements obtainable - the number 
and weight average molecular weight of the polymer chains - are directly obtained 
from these moments. As a result, a large number of such models are available in the 
literature for various types of solution and bulk polymerisation systems. 
In spite of this wealth of information, one aspect in polymerisation that has not 
received much attention is the modelling of branching in polymerisation systems with 
unconventional reaction kinetics. The modelling of such systems requires the consider- 
ation of multiple traits of polymer chains in order to predict experimental observations. 
Thus, multidimensional population balances are warranted in these applications. 
As part of this thesis, one such system is considered, namely multifunctional monomer- 
induced branching in solution polymerisation for the production of hyperbranched poly- 
mers. Such polymers are gaining attention due to their usefulness in a wide range of 
applications. A six-dimensional model is formulated and solved using the method of 
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moments. The model enables the prediction of important measurements including 
conversion, number and weight average molecular weights, polydispersity, the average 
number of branches per polymer chain and the amount of unutilised multifunctional 
monomer functionality in the polymer chains. Parameter estimation is undertaken to 
determine the values of unknown kinetics parameters. The predictions of the resulting 
model are found to be in good agreement with data not used for parameter estimation. 
1.5 Thesis structure 
Having presented an overview of the thesis, the rest of the thesis is organized as follows: 
9 Chapters 2 presents a review of existing techniques for the solution of population 
balances. 
o Chapters 3 and 4 present the proposed algorithm for the solution of higher- 
dimensional population balances. 
Chapters 5 and 6 demonstrate the application of the proposed algorithm to the 
modelling of (a) biological oscillations and (b) biopolymer accumulation in bac- 
teria. 
* Chapter 7 gives the conclusions of this work and suggestions for future directions. 
In addition to the above chapters, further studies undertaken during the course of this 
thesis are presented in the Appendices in order to maintain the brevity of the main 
body of the thesis: 
*A third application of the proposed solution technique for multidimensional pop- 
ulation is presented in Appendix A. This study focusses on the modelling of cell 
growth and differentiation in multicellular organisms. 
Appendix B, presents a representative methodology for parameter estimation 
in 
bioprocesses using biopolymer accumulation in bacteria as an example. 
Appendix C discusses the formulation and application of multidimensional mod- 
els of polymer branching for multifunctional monomer-induced 
hyperbranched 
polymer production. 
Chapter 2 
Numerical Methods for the 
Solution of Population Balances 
As mentioned in the introduction, the current focus of research in the field of popula- 
tion balance modelling is the development and application of multidimensional popu- 
lation balance models. Although multidimensional population balances are warranted 
in several applications, their use has been limited partly due to the lack of efficient 
techniques for their solution. As a result, in recent years, considerable attention has 
been focussed on the development of numerical methods specifically for the solution of 
such problems. Some of these solution techniques were first proposed for the solution 
of general partial-differential equations but have since found application in the solution 
of population balance equations. On the other hand, other research has focussed on 
the development of numerical methods specifically for population balance models due 
to the hyperbolic nature of the growth terms and the presence of the computation- 
intensive integrals in the modelling of aggregation and breakage phenomena. In this 
chapter, the important techniques that have been successfully developed for the so- 
lution of multidimensional population balance models are surnmarised and reviewed. 
Sections 2.1 to 2.5 present the deterministic solution techniques that have been devel- 
oped for the solution of multidimensional population balances. As the focus of this 
thesis is the deterministic solution of population balance models, only a brief overview 
of stochastic methods is presented in Section 2.6. 
16 
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2.1 Finite difference techniques 
Finite difference techniques (Thomas., 1995) are frequently used for the solution of' pop- 
ulation balances. In the finite difference approach., the population balance is discretised 
with respect to the vector of internal coordinates. Consequently, the partial differential 
equation comprising the population balance is converted to a set of ordinary differen- 
tial equations. In this system of equations, each equation accounts for the population 
density at a particular point in the space represented by the internal coordinates, as 
shown in Figure 2.1. While this discretisation approach is followed in several other 
techniques, the differentiating characteristic of the finite difference technique lies in 
the manner in which the growth terms are accounted for. 
Consider a one-dimensional growth only population balance as shown below: 
OF (x, t) 
+0 [F (x, t) G(x, t)] =0 Ot (9 x 
(2.1) 
As mentioned above, in the finite difference approach, Equation 2.1 is solved by dis- 
Y. - [F (x, t) G(x, t)] cretisation over the domain x. In the finite difference approach, the term 
' 
X 
is approximated at a given point, say xi, from the values of the population density func- 
F(x) 
x 
Figure 2.1: Graphical description of the approximation employed in the finite difference 
method. The continuous population density F(x) is approximated at discrete points, 
e. g. xi-1, xi and xj+j. 
xx i-i i xi+1 
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tion F (x, t) and the growth rate G(x, t) at a finite number of points near xi. Several 
approximations are possible. The 'backward finite difference' uses values at xi and at 
the point to the left, xi-1: 
0 
[F (x, t) G (x, t)] ý-, ax 
(FG)Jý,, - (FG)Jý,:, _ý (2.2) 
The 'forward finite difference', on the other hand, use the values of the population 
Xi - Xi-i 
density function and the growth rate at xi and at the point to the right, xi+l 
0 
[F (x, t) G (x, Ox 
(FG)Jý,;,, - (FG)Ix, (2.3) 
The approximations represented by Equations 2.2 and 2.3 are first-order accurate, 
Xi+i - Xi 
Z. e. , the size of the error in these approximations is proportional to the differences 
xi - xi- 1 and xj+1 - xi respectively. Higher accuracy can be obtained using the 'centered 
finite difference: 
0 
[F (x, t) G(x, t)] Ox 
(FG)J.,,, 
ý - 
(FG)lx, 
_, (2.4) 
Xi+i - Xi-i 
It can be seen from Equations 2.2,2.3 and 2.4 that the centered finite difference is 
an average of the backward and forward finite differences. Further, the centered finite 
difference is second-order accurate, i. e. the accuracy is proportional to 
(Xi 
_ Xi_1)2 
(or 
(Xi+l 
_ Xi)2). 
In the finite difference technique, these approximations are employed to determine 
the time derivatives of the population density function F (x, t). Thus, for the popula- 
tion balance represented by Equation 2.1, the first time derivative of the population 
density function is obtained as shown below: 
Ft (xi, t) 
(FG)jx, 
_, ý - 
(FG)lx, 
_, 
Xi+i - Xi-i 
(2.5) 
These time derivatives are then used to solve the system of ordinary differential 
equations obtained from the discretisation of the population balance: 
(xi, t+ At) =F (xi, t) + AtFt (xi, t) (2.6) 
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Increased accuracy can be obtained by using the second time derivatives of the 
population density function. For example, in the Lax-Wendroff technique, denoting 
the second time derivative as Ftt (xi, t), the evolution of the population is obtained 
from the solution of Equation 2.7 below. 
(xi 
,t+ At) -F 
(xi, t) + AtFt (xi, t) +2 Ftt (xi, t) (2.7) 
Here, the second time derivative Ftt (xi, t) can be approximated by centered finite 
differences as 
Ftt (xi, t) - 
(FG)lx, 
+l -2 
(FG)lx, + (FG)lx, 
_, (Xi+l 
_ Xi_1)2 
(2-8) 
The finite difference method can also be employed to solve breakage and aggregation 
problems. Consider the one-dimensional breakage only population balance given below: 
OF (x, t) 
--,:: 
ix Xmax 
IP (x') F (x', t) dx' - IP (x) F (x, t) Ot 
(2.9) 
In the finite difference method, the integral term on the right hand side of Equation 
(2.9) can be approximated by traditional numerical integration. If, for example, the 
trapezoidal rule is employed and n intervals are employed, the integral term in Equation 
(2.9) can be approximated by 
Xmax 
F (x') F (x', t) dx' 
Xmax -X ix 
n 
-F 
(x) F (x, t) + IP (x, x) 
F(Xmax 
i 
t) n-1 
(IP (Xk) F(Xk 
k=l 
where 
lk :: -- x+k 
Xmax -X 
n 
The efficiency of the finite difference technique for the solution of multidimensional 
population balances has been studied in detail by Mantzaris et al. (2001a). In this 
study, the accuracy of the finite difference approach was examined with respect to the 
accuracy of the approximations of the time and spatial derivatives adopted. It was 
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observed that an increase in the accuracy of the derivative approximations resulted in 
an increase in accuracy of the solution without a significant increase in the computation 
times. This was attributed to the fact that increasing the accuracy of the approximation 
resulted in fewer time steps being needed for the solution of the population balance. 
2.2 The finite volume method 
The finite volume method (LeVeque, 2002) is a discretisation based technique in which 
the population balance is solved at discrete points., with each point representing a 
surrounding region in the space defined by the vector of independent variables. as 
shown in Figure 2.2. This region is called the finite volume. Typically, the independent 
variables are assumed to be invariant within a given finite volume. 
Consider the one-dimensional population balance represented by Equation (2.1). In 
this equation, let the population distribution F (x, t) vary from X Xmin to X" Xmax- 
Now, let this distribution domain be divided into N equal intervals each of length 
(Imax 
- Xmin) IN and let Xb, i ii=1,2. ..., N be the upper 
boundary of each interval. 
F(x) 
x 
Figure 2.2: Graphical description of the approximation employed in the finite volume 
method. The continuous population distribution function F(x) within an interval 
[XbJ-I 
, Xb, i] is approximated at a discrete point 
Xb, i-I < Xi < Xb, i so that F(xi) can be 
considered the area under the curve F(x) between the points Xb, i-I and Xbj. 
x 
b, i 
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The total number of particles in a given interval can then be obtained by the following 
equation. 
Xb, i 
Fi (t) =F (x, t) dx i= 11 21... ýN 
'X» 
b, i-1 
(2.12) 
As mentioned above, in the finite volume method, all particles within a bin are 
assumed to possess the same internal state. This state is typically represented by the 
centre of the finite volume. Thus, for the one-dimensional case under consideration, 
the particles in the finite volume i may be assumed to be described by the state xi 
where 
X. 
Xbii - Xb, i-1 (2.13) 
Based on these definitions, the implementation of the finite volume method for the 
solution of the population balance Equation (2.1) results in the following system of 
equations. In these equations, it is assumed that the growth rate is positive. 
dFi (t) 
+ dt 
I 
Xb, i - Xb, i-1 
FiGi] =0 i=11 I 
(2.14) 
where Gi-1 and Gi are evaluated at the boundariesXb, i-i andXb, i, respectively. 
As can be seen from Equation (2.14), the rates of growth into and out of a particular 
finite volume are evaluated at the boundaries of the finite volume. Further, the num- 
ber of particles entering and leaving a finite volume is proportional to the number of 
particles in the previous (i. e. i- Ith) and current (i. e. ith) finite volume respectively. 
In the discussion above, first-order approximations have been used in the implemen- 
tation of the finite volume algorithm. However, as with the finite difference approach, 
second-order approximations can be used to obtain higher accuracy in the computed 
solution. Further, the integrals present in the aggregation and breakage kernels are 
evaluated with traditional numerical integration methods, as in the finite difference 
approach. 
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2.3 High resolution algorithms 
As stated by Braatz and co-workers (Ma et al., 2002; Gunawan et al., 2004), both 
the finite difference and finite volume methods face certain numerical difficulties in 
the accurate evaluation of particle growth. If first-order approximations are employed 
in these algorithms, then numerical diffusion is often encountered. The phenomenon 
of numerical diffusion can be explained vZa the following example. Consider a pipe 
containing a solution of a certain chemical, say A. Initially, let the concentration of 
the chemical throughout the pipe be constant, uniform and equal to CA (z) = ki, i. e. a 
plot of the concentration of the chemical with respect to the pipe length, z would be a 
straight line parallel to the abscissa. Now, let a flow of a solution of the same chemical 
but at a higher concentration, say CAf - k2 and a velocity u be introduced into the '-'A 
pipe. With the introduction of this flow, the concentration of the chemical in the pipe 
increases with time along the pipe length. If the flow is introduced at time t=0, it 
can be shown that the concentration at a certain time t>0 is given by the following 
equation. 
CA(z) = 
k2 z< ut 
CA(z) = ki z> ut (2.15) 
As seen from Equation (2.15), the concentration of the profile in the pipe can be 
likened to a step-function. Now, if a numerical method is used to solve a model for 
this system and if numerical diffusion occurs, then the concentration profile obtained 
will not correspond exactly to a step function. On the other hand, the point at which 
the concentration drops from k2 to k, as predicted by the theoretical solution will be 
approximated by a curve, as shown in Figure 2.3. 
Second-order methods also have certain numerical issues of their own, namely the 
occurrence of spurious oscillations (Ma et al., 2002; Gunawan et al., 2004). The phe- 
nomenon of spurious oscillations can be explained as follows. Consider the population 
balance presented in Equation (2.1). Let the growth rate 
4-' be a positive constant dt 
G and independent of the size of a particle x. If we then consider the initial popu- 
lation distribution to be represented by FO (x, 0), then the solution to Equation (2.1) 
with the aforementioned assumptions is a displacement of the population 
distribution 
along the independent variable x. In particular, at a given time, t>0, the population 
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Theoretical solution 
Solution with numerical diffusion 
Pipe length z 
Figure 2.3: Graphical description of numerical diffusion obtained in certain numerical 
methods with first-order accuracy. 
distribution F (x, t) is given by the following equation: 
F (x, t) = Fo (x - Gt, 0) x- Gt > x, i, 
F (x, t) =0x- Gt< Xmin (2.16) 
where x, j, is the size of the smallest particles assumed to be present in the system. lf 
a first-order numerical method is used and numerical diffusion occurs, then. with time, 
the distribution broadens. As mentioned above, this phenomenon does not normally 
occur with second-order numerical methods (Ma et al., 2002; Gunawan et al., 2004). 
However, the solution predicted by second-order methods is often inaccurate towards 
the ends of the population distribution, Z. e. when the value of F (x, t) is close to zero. 
In this region, rather than a first-order descent to zero, the computed solution often 
shows oscillatory behaviour, as shown in Figure 2.4. 
Due to the aforementioned problems, Braatz and co-workers have proposed the 
use of high-resolution algorithms for the solution of multidimensional population bal- 
ances (Ma et al., 2002; Gunawan et al., 2004). Consider the population balance pre- 
sented by Equation (2.1). Let the growth rate be a positive constant G and independent 
of the size of a particle x. Let the distribution domain be discretised into N points xi, 
i=1.2 
....... 
N with each point separated by a distance 
Xmax - Xmin 
N 
(2.17) 
whereXmin andXmax are the lower and upper bounds respectively of the distribution 
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domain of the independent variable x. 
Then, let a backward finite difference be used to approximate the growth term in 
Equation (2.1). The resulting discretised population is given by the following set of 
equations: 
At) t) 
GAt 
h 
(F (xi, t) -F (xi-1, t)) zI *ý 
(2.18) 
Equation (2.18) is called the upwind method. It is a first-order method and, as men- 
tioned above, is prone to errors arising from numerical diffusion. 
As a result, the Lax-Wendroff method is often used in its place. The Lax-Wendroff 
method is a second-order technique in which a second-order backward difference is used 
to approximate the growth term. Its application to the population balance Equation 
"a 
Particle size x 
Figure 2.4: Graphical description of numerical diffusion obtained in certain numerical 
methods with second-order accuracy. 
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(2-1) results in the following set of equations: 
Ft At) F t) 
GAt 
[F t) t)] h 
+ 2h2 
[F (xi+,, t) - 2F (xi, t) +F (xi - 1, t)] 
Ft At) F 
GAt 
[F t) F t)] h 
i= 112ý, **, N 
cAt 
1- 
GAt 
[(F (xi+ t) -F (xi, t» - (F (xi, t) -F (xi - 1, t»] 2h 
(h) 
i= 11 2)..., N (2.19) 
A comparison of Equations (2.18) and (2.19) reveals that the Lax-Wendroff method 
is an extension of the upwind technique due to the addition of a second-order term. This 
second-order term, called an anti-diffusion term, suppresses the numerical diffusion 
present in the first-order upwind method. However, this term becomes large near 
discontinuities resulting in spurious oscillations (Ma et al., 2002; Gunawan et al., 2004). 
In order to limit the magnitude of this term and thereby prevent the occurrence of 
spurious oscillations, Braatz and co-workers (Ma et al., 2002; Gunawan et al., 2004) 
proposed the use of a term called the flux limiter, 0 (x) in Equation (2.19). The 
Equation thus obtained is given below. 
At) 
GAt 
[F t) F t)] 
GAt 
1 
GAt 
h 2h 
( 
[(F (xi+ t) -F (xi, t» 0 (xi) - (F (xi, t) -F (xi - 1, t» 0 (xi-J] 
i= 172) ... IN 
(2.20) 
In essence, the flux limiter prevents sudden, steep changes in the evolution of the 
population distribution function which would normally give rise to spurious oscillations 
described above. The flux limiter 0 (x) is dependent on the rate at which the popula- 
tion distribution changes locally (i. e. around xi) and is calculated based on the local 
gradients of the population distribution 0 (xi) : 
9(x) 
F (xi, t) -F (xi-1, t) 
F (xi+l, t) -F (xi, t) 
(2.21) 
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Braatz and co-workers (Ma et al., 2002; Gunawan et al., 2004) provided certain con- 
ditions on the flux limiter 0 [0 (xi)] under which the solution obtained from Equation 
(2.20) is second-order accurate without resulting in the occurrence of spurious oscilla- 
tions. They then applied this high-resolution algorithm to one- and two-dimensional 
models of crystal growth (Ma et al., 2002; Gunawan et al., 2004). The results obtained 
showed that the high-resolution algorithm could provide accurate results (as compared 
to the upwind and Lax-Wendroff methods) in reasonable computation times. 
2.4 The finite element method 
The finite element method (Gockenbach, 2002) is a powerful approach for the solution 
of partial differential equations. In this approach, the space represented by the internal 
coordinates is divided into subunits called elements. Then, in each element, a basis 
function, normally a polynomial, is defined to represent the solution of the partial 
differential equation within that domain. 
Consider the one-dimensional population balance with growth and breakage phe- 
nomena represented by Equation (2.22) below. Although aggregation is neglected in 
this equation, the following discussion can be applied to this process in a similar man- 
ner. 
OF (x, t) 
+0 [F (x, t) G (x, t)] . 
1X7nax 
IP (x') F (x', t) dx' - IP (x) F (x, t) (2.22) at (9X x 
Now, let V (x) be a smooth function that satisfies any boundary conditions associ- 
ated with Equation (2.22). Multiplying Equation (2.22) by v 
(x) and integrating over 
the entire domain of Equation (2.22), [Xmin i Xmax] iwe obtain 
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Xmax OF (x, t) 
v (x) dx + 
Xmax 0 
[F (x, t) G (x, t)] v (x) dx 
lXmin 
at 
lxrnin 
Ox 
Xmax Xmax Xmax 
v (x) F (x') F (x', t) dx'dx - IP (x) F (x, t) v (x) dx 
x min 
ix 1, 
Xmin 
==> 
fT Xmax OF (X, t) 
v (x) dx + 
Xmax 
F (X, t) G (X, t) 
av (x) 
dx 
x min at 
fXmin 
(9x 
x 
lXrnax Xmax x 
v (x) IP (x) F (x', t) dx'dx - 
max 
IP (x) F (x, t) v (x) dx 
min x 
fxmin 
(2.23) 
Equation (2.23) is called the weak form of Equation (2.1). 
Now, let the independent variable x be discretised into N+I points xj, 
0,1,2,. .. N+I such that 
-'170 ": 
ý 
--rl 
< X2 < ... 
< XN < XN+l 1 
These points are then grouped into NE = (N + 1)lk elements 1j, i=1,2, --., NE 
each divided into k subintervals such that lj= 
1T1k(i-1) 
7 -Tlkj] . 
As NE, N and k are all 
integers, it should be noted that these three values cannot be chosen arbitrarily as they 
have to satisfy the aforementioned condition NE = (N + 1)1k. 
Using these elements, the continuous function v (x) is approximated to a piece-wise 
continuous function ý (x) defined within the intervals Ij, j=1,2,. . .'N. 
This dis- 
cretisation and approximation is undertaken to scale down the objective from choosing 
v(x) to satisfy the population balance at all points xE [Xmin, Xmax] to satisfying the 
same population balance at only the points xj, j= 07 1,2,. . ., 
N+1. In particular, 
the function ý (x) is chosen to satisfy the following properties: 
* f) (x) is real, continuous and defined within the interval Ij; and 
9 f) (x) satisfies any boundary conditions associated with Equation (2.22); and 
in each interval Ij, the function b (x) can be expressed as a polynomial of degree 
k, 0 (xj) - 
Based on this definition, it can seen that the function ý (x) can be expressed as a linear 
combination of the basis functions 0 (xj) - Thus, Equation (2.23) can be rewritten as 
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the set of equations 
Xmax OF (x, t) 
Oj (x) dx + 
Xmax 
F (x, t) G (x, t) 
aoj (x) 
dx 
lxmin 
Ot 
lXmin 
ax 
lxrnax 
.T x 
(x) 
lxrnax 
F (x') F (x', t) dxdx 
Xmax 
IP (x) F (x, t) 0 (x) 
min x 
I'min 
(2.24) 
The approximate solution, F (x, t) to Equations (2.23) and (2.24) can also be ex- 
pressed as a linear combination of the basis functions 0 (xj) so that 
ai (t) 0 (xj) 
Substituting Equation (2.25) in Equation (2.24), we obtain 
dai (t) Xmax 
N Xmax 
Oi (x) Oj (x) dx + 1: ai (t) G (X, t)Oi (X) 
(90j (x) dx 
lXmin 
Ox 
dt 
lXmin 
i=l 
N Xmax Xmax 
- Eai oj (X) F (x') Oi (x' , t) dx'dx (t) 
i=l 
lXmin 
x 
N Xmax 
-Z ai (t) 
lXmin 
F (x) Oi (x) Oj (x) dx 
i=l 
(2.25) 
j. =1,2,.. -, 
(2.26) 
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Now, defining 
a (t) =z [al (t) , 
a2 (t) , ... , aN 
(t)]T (2.27) 
da (t) 
= 
da, (t) da2 (t) daN (t) T 
(2.28) dt 
[ 
dt dt dt 
Xmax 
mij 
lxmin 
Oi (x') Oj (x) dx' (2.29) 
Gij 
Xmax dx 
Oi (x') 
aoj (x') 
(2.30) 
'Xmtn 
dt Ox' 
Xmax Xmax 
Bij = 
Ir 
oj (X) F (x') Oi (x', t) dx'dx (2-31) 
x min x Xmax 
Dij = 
lxmin 
IP (x) Oi (x) Oj (x) dx (2.32) 
we can write Equation (2.26) as 
m 
dt +Ga= 
(B-D) a (2-33) 
This system of equations can then be integrated to obtain the solution of the pop- 
ulation balance Equation (2.22). 
The technique as described above can be rendered more efficient by the use of 
orthogonal polynomials for the functions ý (x). Under these conditions, the basis func- 
tions O(x) possess the property 
Oi (x) Oj (x) dx =1ii 
0 
(2-34) 
This property renders the matrices M, G, B and D sparse and thereby facilitates 
the efficient solution of Equation (2-33). 
The discussion above focussed on the implementation of the finite element method 
for one-dimensional population balances. The implementation of the finite element 
method for multi-dimensional population balances is undertaken in a similar manner 
with the primary difference lying in the definitions of the intervals Ij and the basis func- 
tions 0 (x'). In a two-dimensional case, for example, the intervals could be rectangles 
and the basis functions a rectangular approximation of a curved surface. 
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The finite element method has long been used for the solution of one-dimensional 
population balances and forms the basis of software packages for the solution of pop- 
ulation balance models such as Predici (Wulkow, 1996) and Parsival (Wulkow et al., 
2001). The efficiency of the finite element method for the solution of multidimen- 
sional population balances was studied by Mantzaris et al. (2001c). It was found that 
for one-dimensional population balances, fourth-order polynomial basis functions were 
necessary to obtain sufficiently accurate solutions and that higher-order polynomials 
did not provide significant improvements in the accuracy of the solution. Further, it 
was found that the solution time with fourth-order polynomials was significantly less 
than with linear approximations. However, the efficiency of the method for the solution 
of two-dimensional population balances was unfavourable. It was found that for the 
models studied, the computation times with the finite element were a hundred times 
that of a finite difference method with comparable accuracy. 
2.5 Discrete population balance methods 
The underlying principle of discrete population balances (Hounslow et al., 1988; Kumar 
and Ramkrishna, 1996a, b) is the reformulation of the population balance considering 
the distribution domain to be discrete (rather than continuous) resulting in a discrete 
(as opposed to discretised) population balance. Thus, the continuous population dis- 
tribution F (x, t) is approximated by the 'pivot' Fi'(t) between the points xi and xi+,. 
The main principle of this approach is that events such as aggregation and breakage 
are accounted for in such a way that two general properties (e. g. the total number and 
mass) are conserved. Consider the case where an event (e. g. breakage or aggregation) 
results in the formation of a particle at a point x between the points xi and xi+,. As the 
population distribution function in this technique is defined only at the points xi and 
xi+,, this new particle must be partitioned between these two pivots in such a manner 
that two properties are conserved. If a (xi) and b (xi+, ) are the fractions allocated to 
the two grid points, then for a given pair of properties f, (x) and f2 (x), a (xi) and 
b (xi+, ) are uniquely determined by the following equations. 
" (xi) fi (xi) +b (xi+1) fi (xi+1) fi (x) (2-35) 
" (xi) 
f2 (xi) +b (xi+1) f2 (xi+1) f2 (x) (2-36) 
Chapter 2. Numerical Methods for the Solution of Poi)ulation Balances 31 
If, for example, these two functions are particle number and particle mass and 
assuming that x represents the mass of the particle, Equations (2.35) and (2.36) can 
be simplified to the following set of equations. 
a (xi) +b (xi+, ) =I 
a (xi) xi +b (xi+, ) xi+l =x 
(2.37) 
(2-38) 
Here, Equation (2.37) accounts for the conservation of mass wherein the single particle 
being formed at x must be fractionally allocated to the two pivots xi and xi+,. Similarly, 
Equation (2.38) accounts for the allocation of the mass of this particle to xi and xi+,. 
Consider the following one-dimensional population balance where aggregation and 
breakage phenomena only are considered. 
OF (x, t) X-Xrnin 0 (XI, x- x) F (x, t) F (x - x', t) dx' at 2 
=' 
lXmin 
ax 
- 
fxm (x, x) F (x, t) F (x', t) dx' 
.T 
Xmin 
Xmax 
+ 
lXrnin 
IP (x') F (x', t) dx' -F (x) F (x, t) (2-39) 
Here 0 (x, x') is the aggregation kernel representing the rate at which two particles of 
size x and x' undergo aggregation; and IF (x) is the breakage kernel representing the 
rate at which a particle of size x undergoes breakage. 
Using the assumptions described above, Kumar and Ramkrishna (1996a) showed 
that the discretised population balance obtained by the implementation of their tech- 
nique is given bY the following equation: 
dFi'(t) 
j>k 1f 
dt 
E(I-2 Jj, k 
) 
770 (Xj iX k) Fj (t) Fý M 
j, k 
Xi-l:! ý(Xj+Xk)<Xi+l 
Fi (t) 
E)3(Xi 
i Xk)Fkl (t) +E ni, krl 
(Xk)Fkl Ot 
-(xi) Fi'(t) (2.40) 
kk 
In Equation (2.40), Tj represents the fractions a and b and is given by Equation 
(2.41) 
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for the case where particle number and mass are conserved. 
Xi+i-X 
Xi+i-Xi 
X-Xi-l 
Xi-Xi-i 
Xi <X< Xi+l 
xi-I < X-< x 
(2.41) 
The quantity ni, k in Equation (2.40) represents the contribution to the population 
distribution at the pivot xi by breakage of a particle at Pivot Xk. Again, for the case 
where particle number and mass are preserved, ni, k is given by Equation (2.42) below. 
Xi+i Xi+l -X 
xi X- XZ-j 
ni, k :: -- 
ix 
-0 
(Xý Xk) dx + 
Ixi-i 
- Xi-i 
0 (Xi Xk) dx (2.42) 
i Xi+i - Xi Xi 
The method as defined above was found to be reasonably accurate with the inac- 
curacies present at the ends of the distribution, the so-called 'tails' of the distribution. 
These inaccuracies were found to be because in the tail-ends of the distribution, the lo- 
cation of the pivots was in the middle of the bin while the actual average was away from 
the centre. To overcome this inaccuracy, the fixed pivots as defined above were permit- 
ted to move and the resulting method was called the moving-pivot technique (Kumar 
and Rarnkrishna, 1996b). 
In the moving-pivot technique, the pivot in a particular bin is assumed to move as 
the population distribution in that bin evolves. Thus, in this approach, the movement 
of a particular pivot xi is given by the following equation. 
dxi (t) 1 
jý! k , 
Jj, k 
[(Xj + Xk) 
dt Fi' (t) 
E2 
j, k 
Xi-l! ý(xj+xk)<Xi+l 
1-Er 
(xj) F. " (t) [k') kl-) 
Fi' (t) i>i 
W 10 
1 
Here Bi(l. ) and Bi(, j) are given by Z33 j 
xi+l I dx X13XIX3* 
BI-1_7 
. 13x,.,, j 
dx 
Xil 0 (Xji Xk)Fj (t) Fk (t) 
(2.43) 
(2.44) 
(2.45) 
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where 3,,,., j 
is the rate with which particles are formed in bin i due to breakage of 
particles in bin j. 
The discretised population balance given by Equation (2.39) is modified in the 
moving pivot technique and is given by Equation (2.46) below. 
d Fi' (t) 
jýýk 
111 
dt 
Z1-2 di, k 770 (Xi 3 Xk)Fj (t) Fk 
(t) 
j, k 
Xi-1<-(Xj+Xk) <Xi+l 
- Fi 1 (t) 
Z0 (Xi 
i Xk)Fkl 
(t)+ ýý IP (xj) Fj (t). B ý 1. ) - (x -) Fi' (t) B 
(v) 
i>i 
(2.46) 
In this manner, the inaccuracies of the fixed-pivot technique were overcome and the 
results obtained from the moving point technique were found to be in good agreement 
with the theoretical solutions for selected test problems. 
The method described above has been extended to multidimensional population 
balances. In the method proposed by Vale and McKenna (2005), 2' properties are 
required to be conserved for a n-dimensional population distribution. Consider a pop- 
ulation distribution distributed with respect to two internal coordinates, x and y. Now 
consider a point (x, y) at which a particle is formed by breakage. Let this point fall 
in a rectangle whose bounds along the x and y domains are (xi , xi+, 
) and (yj, yj+, ) 
respectively. As with the one-dimensional case, the properties associated with this 
point must be allocated to the four corners of the rectangle. Then if particle number, 
particle volumes x and y and the product xy are the properties to be conserved, Equa- 
tions (2.37) and (2.38) are replaced by the following set of equations to determine the 
fractions a (xi, yj), b (xi, yj+, ), c (xi+,, yj) and d (xi+,, yj+, ): 
a+b+c+d=1 (2.47) 
axi + bxi + cxi+i + dxi+l =x (2.48) 
ayj + byj+l + cyj + dyj+j =y (2.49) 
axiyj + bxiyj+l + cxi+lyj + dxi+lyj+l = xy (2-50) 
A drawback of this approach is that as 2' properties must be conserved for an 
dimensional distribution, the number of equations to be solved to obtain the fractional 
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allocation of particles increases exponentially. Further, as the number of dimensions 
increases the number of properties to be conserved also increases and it may not al- 
ways be possible to find a sufficient number of conservable properties. In order to 
overcome this problem, Chakraborty and Kumar (2007) proposed a method where a 
bin is defined as a triangle (for a two-dimensional population balance) as opposed to 
the rectangular formulation proposed above. In this manner, the number of properties 
that have to be conserved for an dimensional distribution is equal to n+1. However, 
this triangulation approach is more complex in its implementation than the rectangular 
formulation proposed by Vale and McKenna (2005). 
2.6 Stochastic methods 
The methods described in the previous sections can be collectively called deterministic 
solution techniques as they facilitate the determination of the population distribution 
function F (x, t) by the direct solution of Equation (1.1). A drawback affecting all these 
approaches is that computation requirements invariable increase exponentially with a 
linear increase in the size of the state vector x. However, the complete population 
balance distribution may not always be necessary and only the overall dynamics of the 
system may be of interest. Stochastic methods are favourable under these conditions 
and have therefore found application in the solution of high-dimensional population 
balances for example in bioprocess applications (Henson et al., 2002; Henson, 2005). 
Further, it has been observed that the accurate modelling of certain processes, e. g. 
microemulsion polymerisation, warrants the use of stochastic methods (Ramkrishna 
and Mahoney, 2002). 
The basic premise of a stochastic method is that the evolution of the population 
distribution can be obtained from the evolution of a sample of particles. To this end, 
the number of particles initially present and their internal state are chosen so that a 
population distribution function calculated from these particles closely approximates 
the actual population distribution. Each particle is assumed to be capable of partici- 
pating in a given process, e. g. growth, aggregation and breakage. Depending on the 
rates at which these processes occur in the system, probabilities can be calculated to 
determine which of these processes takes place at a given time instant. Thus, the pro- 
cess with the highest overall rate would have the greatest probability of taking place. 
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The simulation of this system of particles can be conducted in two ways: the time- 
driven approach and event driven approach (Ramkrishna, 2000). In the time-driven 
approach, a particular time interval At is chosen, and the events that take place in 
this time interval are determined randomly. In the event-driven approach, the rates 
of the individual processes are used to determine the time interval for the simulation. 
The event-driven approach can further be divided into the constant volume (Gooch 
and Hounslow, 1996) and constant number approach (Smith and Matsoukas, 1998). 
In the constant volume approach, the total mass of particles in the system is kept 
constant while in the latter approach the total number of particles is kept constant. 
The constant volume approach has some drawbacks. In an aggregation-only system, 
the number of particles will continually decrease until all the mass in the system is 
concentrated in a single particle. In a breakage-only system, on the other hand, the 
number of particles will increase exponentially with time thus rapidly increasing the 
computational requirements. These drawbacks are not encountered in the constant 
number approach (Cameron et al., 2005). 
2.7 Summary 
In this chapter, the solution techniques frequently employed for the solution of multi- 
dimensional population balance models have been summarised. Of these methods, the 
finite difference, finite volume and finite element methods were originally proposed for 
the solution of partial differential equations but have since been applied to population 
balance models. The main advantages of the finite difference and finite element meth- 
ods are their ease of implementation. However, as discussed above, these methods often 
suffer from the problems of numerical diffusion and spurious oscillations. Therefore, 
high resolution algorithms have been developed which overcome these problems (Ma 
et al., 2002; Gunawan et al., 2004). The finite element method, on the other hand, 
facilitates the rigorous and accurate solution of population balances. The drawback of 
this approach is that it is computationally much more expensive than the finite dif- 
ference and finite volume methods (Mantzaris et al., 2001c; Immanuel and Doyle III, 
2003). Further, the aggregation and breakage integrals are computationally expensive 
to solve and this renders their application to multi-dimensional population balances 
challenging (Immanuel and Doyle 111,2003). 
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As an alternative to these methods, the fixed-pivot and moving-pivot techniques 
have been developed for the solution of population balances. While these techniques 
have been successfully applied to one-dimensional population balances, their extension 
to multidimensional cases has been proposed only recently. Of the two multidimen- 
sional formulations presented, the computational requirements of the approach pro- 
posed by Vale and McKenna (2005) increase exponentially with the number of internal 
coordinates considered. The technique proposed by Chakraborty and Kumar (2007) 
does not suffer from these problems. 
A common drawback of all these methods, however, is that the computational re- 
quirements increase significantly with an increase in the number of internal coordinates. 
However, the complete population balance distribution is not always of interest and 
under these circumstances stochastic methods may be employed. However, the appli- 
cation of these methods is often restricted to small systems as their speed and accuracy 
can pose challenges in larger applications Ramkrishna and Mahoney (2002). 
Chapter 3 
The Two-Tier Hierarchical 
Algorithm 
3.1 Introduction 
As mentioned in the introductory chapter, the primary challenges in the formula- 
tion and solution of multidimensional population balances can be summarised as fol- 
lows (Rarnkrishna and Mahoney, 2002): 
1. Formulation of the constitutive relations for the particle-level rate processes, the 
so-called rate kernels. 
2. Development of instrumentation for detailed measurements required not only at 
the macroscopic level, but also at the particle level, microscopic levels, etc. so as 
to ensure wider validity and predictive capability of the models. 
3. Numerical solution of the complicated and intensive model equations 
Research into the first two aspects mentioned above is currently ongoing. Sources 
of information on these are domain-specific articles (e. g., see Ivenson et al. (2001); Liu 
et al. (2000) for a comprehensive review of granulation processes). With regard to 
numerical solution techniques, in a series of three papers (Mantzaris et al., 2001a, b, c), 
traditional solution techniques for solving two- and three-dimensional cell population 
balance models have been examined. Finite-volume methods have been applied to a 
two-dimensional model of the crystallisation phenomenon (Ma et al., 2002; Gunawan 
37 
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et al. , 2004). In these cases, a linear dependence of the growth processes on a single 
state variable was employed. Model reduction/re-formulation techniques have also 
been used to reduce the computational requirements of multi-dimensional population 
balance models. For example, a two-dimensional model of granulation was reduced 
to two one-dimensional models by exploiting a correlation between the two internal 
coordinates (Hounslow et al., 2001). In more recent studies, a Monte Carlo type cell 
ensemble method has been successfully used to simulate six-dimensional and thirteen- 
dimensional population distributions (Henson et al., 2002; Henson, 2005). Monte Carlo 
simulations have also been successfully used to simulate multi-dimensional population 
balance models for crystallisation in microemulsions (Adityawarman et al., 2005; VOigt 
et al., 2005) and granulation processes (Braumann et al., 2007). 
An efficient solution technique was recently presented, firstly with regard to a 
one-dimensional population balance model of an emulsion polymerisation process (Im- 
manuel and Doyle 111,2003), and then an extension to a three-dimensional population 
balance model of a granulation process (Immanuel and Doyle 111,2005). The technique 
employs a finite volume strategy to convert the partial differential equation comprising 
the population balance model to a system of ordinary differential equations. In un- 
dertaking this conversion, the computation-intensive multidimensional integrals con- 
stituting the rates of breakage are reduced to a series of summations, large portions 
of which are independent of the population distribution function and can therefore be 
calculated a priori, thus considerably reducing computation times by avoiding repeti- 
tive computations. The system of ordinary differential equations is then solved using 
a two-tier technique analogous to that used to obtain analytical solutions for inhomo- 
geneous differential equations (Gockenbach, 2002). Thus, the first tier in this two-tier 
approach involves the decomposition of the ordinary differential equations into their 
homogeneous and inhomogeneous components which are then integrated separately. 
The results obtained are amalgamated in the second tier to obtain the new population 
distribution. 
In this chapter pre-processing based solutions are proposed for the breakage phe- 
nomena in the population balance equation. The technique will then be applied to 
single-dimensional and multi-dimensional population balances including breakage with 
or without the other particle rate phenomena (growth, aggregation etc. ). 
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This chapter is organised as follows. Section 3.2 presents the hierarchical two- 
tier solution technique, with detailed developments for the breakage/division phe- 
nomenon. Sections 3.3 and 3.4 discuss the application of the technique to one- and 
three-dimensional models of granulation and crystallisation, respectively. Section 3.5 
summarises the chapter and provides conclusions. 
3.2 Hierarchical Two-tier Algorithm 
The two-tier hierarchical solution technique has previously been proposed for one- 
dimensional models and three-dimensional models (Immanuel and Doyle 111,2003, 
2005). This technique was found to produce solutions that were in good agreement 
with those obtained from an orthogonal collocation on finite elements (OCFE) tech- 
nique for a one-dimensional population balance model, while being over two orders of 
magnitude faster (Immanuel and Doyle 111,2003). The efficiency of the technique is 
partly derived from the ability to pre-process the computation- intensive aggregation 
terms in the population balance equation. Secondly, traditional methods for discretis- 
ing population balances simultaneously solve for growth, division and death. This 
results in a system of stiff differential algebraic equations with large condition numbers 
due to the disparity in the time constants of these processes (Immanuel and Doyle 
111) 2003). The segregation of the different rate processes (growth, division, etc. ) in 
the hierarchical two-tier algorithm results in an inherent time-scale separation and an 
associated reduction in system stiffness. 
In this technique, the particle population is first discretised into sub-populations and 
the population balance is formulated for each of these semi-lumped sub-populations. 
This can be obtained by the integration of the population balance equation (Equation 
(1.1)) over the domain of the sub-population, and results in the following population 
balance equation for each sub-population in a N, -dimensional distribution: 
Fj dxi dxi 
at +Z 
(F' 
dt 
) 
xi, j 
- 
(F' 
dt 
) 
Xi, j-i 
f orm, j - dep, j 
-1=1 -- 
In this equation, Fj represents the total particles in a particular sub-population defined 
as 
fX. 
9ub-,,,, '-1.1ion 
F(x, t)dx, N, is the number of internal coordinates, and xjj_j refers 
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to the sub-population j-I along the discretisation domain of the ith state variable. 
The particle population is assumed to be uniform within each of the finite volumes. 
The terms R' and R' are appropriately integrated forms of the corresponding form, j dep, j 
terms in Equations (1.2) and (1.3)) as shown in Equations (3-2) and (3-3). 
Ri 
xi lx-Xmin 
0 (x, x- x') F (x', t) F (x - x', t) dx' form, j 
1x3.2 
x min 
Xmax ix 
F (x') F (x', t) dx' 
1 
dx (3.2) 
Rldep, 
j 
M =f 
xj Xmax 0 (x 
, x) F 
(x', t) dx' + (IF (x) + 4D (x)) F (x, t) 
] 
dx 
xj_l 
[F(x, 
t) 
fxmin 
(3.3) 
Thus, by this technique, the partial-differential integral equation, as represented by 
the population balance equation shown in Equation (1.1), is reduced to a system of 
ordinary differential equations in terms of the rates of division, aggregation and growth. 
The schematic representation of the hierarchical two-tier solution technique is shown 
in Figure 3.1. In the two-tier hierarchical solution technique, the rates of the contribut- 
ing sub-processes are calculated in the first tier and the population balance distribution 
is updated and amalgamated in the second tier. This "two-tier" formulation is essen- 
tially a decomposition strategy with the advantages in terms of a priori computations 
as outlined below. In this formulation, the computation-intensive integrals in Equa- 
tions (3.2) and (3.3) can be simplified by semi-analytical solutions derived for these 
integrals, major portions of which can be computed just once and used throughout. 
Using this approach, there is a substantial reduction in the computational load. 
Further, in addition to the division and aggregation rate integrals, major portions 
of the growth rates dxildt in Equation (3.1) can also be calculated once a priori. 
This is because, as depicted in Equation (2.14), these rates are evaluated at the multi- 
dimensional boundaries of the finite volumes and are primarily, although not necessarily 
exclusively, dependent on the values of the states at the boundaries (which are fixed). 
In the hierarchical two-tier solution technique, the integrated forms of growth, division 
and aggregation rates are computed in the first tier. In the second tier, the system of 
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I 
I Perform a priori calculations I 
I Set initial conditions I 
I Hold distribution constant I 
Evaluate all rates and kernels II First tier 
Evaluate w. r. t. each rate process 
Update distribution 
iI Second tier 
Amalgamate solut-ion--ý 
I t=t+ At I 
Update ýýt I Step-size control 
Is 
-ý-Oýt > final time stop 
ý> ýýp 
Figure 3.1: Schematic representation of the hierarchical two-tier solution technique 
used to solve the population balance models (Immanuel and Doyle 111,2003). 
ordinary differential equations is integrated. 
The containment boundary condition, Equation (3.4), is used at the upper end of 
each of the N, dimensions. 
dxi 
=0 vz (3.4) dt Xi, N 
Also implicit in the model is a second containment boundary condition, Equation 
(3.5), at the lower end of the domains. 
dxi 
=0 OR 
dxi 
= Rnucleation vi (3-5) 
dt Xi, 7nin- dt Xi, min - 
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where Rnucleation is the rate of particle nucleation. 
The derivation of the semi-analytical solutions for the aggregation aspects of Equa- 
tions (3.2) and (3.3) are presented in Immanuel and Doyle 111 (2003), and its multi- 
dimensional extension is discussed in Immanuel and Doyle 111 (2005). The derivaton of 
similar semi-analytical solutions for the breakage aspects of Equations (3.2) and (3-3) 
are presented next. These developments were published in Pinto et al. (2007). 
3.2.1 Derivation of semi-analytical solutions for breakage/division 
terms 
A single distribution dimension x (e. g. cell mass) is considered first to demonstrate the 
derivation. The domain of this state variable is discretised into N finite volumes each 
of size Axi, where i corresponds to the particular finite element within the domain. 
The lower bound of the domain is denoted by x, i,,. The upper bound of each finite 
element i is denoted byXb, i (see Figure 3.2). The representative value of the state 
variable x within each finite element is chosen as the linear average of the lower and 
upper bounds of the finite element. 
The breakage of particles in a particular finite element results in the formation of 
daughter particles in one or more smaller finite elements. Consider the breakage of 
particles in a particular finite element, or bin, i, the lower and upper bounds of which 
bin are Xb, i-i and Xb, i respectively. Let the breakage of these particles result 
in m 
daughter particles, each of mass fraction, 0, with Ea=1 Oa = 1. Daughter particles 
of partitioning fraction Oa formed by the breakage of particles in bin i can range in 
size from OaXb, i-1 to OaXb, i- If the points OaXbi-i and 
OaXb, i fall in arbitrary bins h 
bi i 
x x5 ,1X? 15 ý3 1 ýA 11 x6 
X7 
-11-1 
x1111M 
">* 
11Zia1111 
min Xbl Xb2 3 
XW Xb5 Xb6 XbN 
bin ý bin j, 
Figure 3.2: Finite element discretisation of a single dimensional system showing the 
breakage of particles in a particular finite i element forming daughter particles of par- 
titioning fraction 0,, in more than one finite element. 
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and ji respectively in Figure 3.2, the probability that a particle undergoing breakage 
in bin i will form daughter particles in bin j, can now be calculated. The size range 
of daughter particles that are formed by the breakage of particles in bin i is given 
by Oa (Xb, i - Xb, i-1) and the size range of daughter particles in bin j, formed by the 
breakage of particles in bin i is given by (OaXb, i - Xbjj-J . Therefore, the probability 
that particles undergoing breakage in bin i will form daughter particles in bin j, is 
given by the ratio of these two ranges as shown in Equation (3.6). 
P, 
OaXb, 
i Xb, ji-1 
a, i, ii Oa (Xb, 
i Xb, i-1) 
(3-6) 
Since Axi Xb, i - Xb, i-1, Equation (3.6) reduces to the form shown in Equation 
(3.7). 
Pa, i, ji 
Xb, il -1 Xb, i - o', 
Axi 
(3-7) 
For binh, the size range of daughter particles formed in this bin by breakage of 
particles in bin i is given by (XbJ3 - OaXb, i-1), and so the probability that particles 
undergoing breakage in bin i will form daughter particles in bin h is given by 
Xbj3 - 
OaXb, i-I 
fL3a 
- Xb, i-1 
RI 
Oa 
a, 2,33 Oa (Xb, 
i - Xb, i-1) Axi 
(3-8) 
For any binj2 between bins h and jj, the probability that particles undergoing 
breakage in bin i will form daughter particles in binj2 is given by 
p .. = _Xbij2 
- XbJ2-1 
a, 1,32 Oa (Xb, 
i - Xb, i-1) 
(XbJ2 
- Xb, j2-1) 
0,, Axi 
(3-9) 
Equation (3-9) can be generalised for all bins between j, andi3as shown in Equation 
(3.10) 
Pa, 
i, jk ---:: 
AXjk 
Oa 
'ýý-kXi 
ik h+Ii ii -1 (3-10) 
The summation of Equations (3.7), (3-8) and (3-10) is unity, thereby validating the 
terms. These equations are valid for all the daughter particles, a=I... m with the 
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only change being the mass fraction of the particle, 0,,. It should be noted that different 
permutations exist for i, ji and h, depending on the discretisation (Axi and x, i, ). 
The above presentation is generic for any discretisation and breakage characteristic. 
Using these probabilities, the integral for the breakage kernel (for a one dimensional 
system) can be rewritten in the form shown in Equation (3-11). 
Nm 
R/ 
f orm, j 
P,,, i, j F(xi) F(xi, t) 
i=j+l 
(a=l 
(3.11) 
In the above equation, j refers to the bin in which daughter particles are being 
formed from the breakage of particles in bin i. In Equation (3.11), most parts of the 
term in the square brackets can be calculated a yriori, if not all of it, as it is not 
dependent on the time-varying particle distribution. Therefore, use of this expression 
for the breakage kernel results in the elimination of the integral form and enables a 
priorZ computation of parts of the equation, thereby aiding numerical solution. 
The implementation of the above derivation is relatively straight-forward and can 
be surnmarised as shown below. 
1. Determine J, andh for each bin i. 
Given 0,, (e. g. from the results of experimental studies), Axi and x,, i,,, determine 
the corresponding probabilities P,,, i, ja using Equations (3-8), (3.7) and (3.10). 
3. Employ these probabilities in Equation (3-11) at each time step of integration of 
the population balance Equation 3.1. 
The above derivation needs to be extended to the multi-dimensional case. Consider 
a two-dimensional system with two state variables x, andX2 respectively. Let these 
two state variables be discretised into M and N finite elements respectively as shown 
in Figure 3.3. 
Figure 3.4 depicts a smaller domain from Figure 3.3, which shows that the domain in 
which daughter particles of internal co-ordinate partitioning fraction 0,, can form by the 
breakage of particles in bin i is given by the expression0a 
(Xlb, 
i - Xlb, i-1) 
Oa (X2b, i - X2b, i-1) 
(assuming similar partitioning of both internal co-ordinates). If this domain encom- 
passes bins 3'1 to jq, the area of bin j, in which particles undergoing breakage in bin 
i can form is given by the expression 
(OaXlb, 
i - X1bjj-1) 
(OaX2b, 
i - X2bjj-1). Therefore, 
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the probability that particles undergoing breakage in bin i will form daughter particles 
of partitioning fraction 0,, in bin J, is given by 
Pa, iji 
(OaXIb, 
i - Xlb, ii-1) 
(OaX2b, 
i - X2b, ii-1) 
Xlb, i 
Xlb, jl -1 X2b. i - 
X2b, jl -1 
ýýXIJAX2, i 
Oa (Xlb, 
i - Xlb, i-1) 
Oa (X2b, i - X2b, i-1) 
(3.12) 
On examining the above equation, we see that the right-hand side is the product of 
the probabilities with respect to each state variable considered independently, as given 
by Equation (3-7). We can therefore rewrite Equation (3.12) as 
x PX2 (3-13) Pa, i, jl Pa. li, jl ai, jl 
X2, N 
X2,9 
X2,8 
X2,7 
X2 
X2,6 
0 
X2,5 
000000 
X2,4 
000000 
X2,3 
00000000 
X2,2 
X,, 100 40 000 'D 
x000 XI, 7 XI, 8 x 1,9 X1,10 
X1, II 
I'l XI, 2 XI, 3 XI, 4 
XI, 5 XI, 6 
xI 
Figure 3.3: Finite element discretisation of a two dimensional system showing the 
breakage of particles in a particular finite element forming daughter particles of parti- 
tioning fraction 0, in more than one finite element. 
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J3 J2 JI 
--- --------- -- 
j4 Jq 
eý 0 :0 0 
--- --------- -- 
J. 6 
46 
Figure 3.4: Close-up of the discretisation of a two-dimensional system showing the 
different bins in which daughter particles of partitioning fraction 0, are formed by the 
breakage of particles in bin i. 
where 
P xi 
and 
P X2 'A 
.= 
a, i, ji 
-lb, jI -1 
(Xlb, 
i 0 
Axl, i 
X 2b, jl -1 (X2b, 
i 0 
'1'**' 2, i 
Now, looking at bin 15, the area in bin 3*5 in which particles undergoing 
break- 
age in bin i form daughter particles is given by the expression 
(X1bJ5 
- 
OaXIb, i-1) ý( 
(X2bJ5 
- 
OaX2b, i-I). Therefore, the probability that particles undergoing breakage in 
bin i will form daughter particles in bin J5 is given 
by the equation 
Xlb, j5 
ý (X2b, 
j5 
- Xlb. i-1) 
Pa, 
iJ5 - 
(Xlb, 
j5 - 
0aX1b, 
i-1) 
(X2bJ5 
- 
0aX2b, 
i-1) Oa 
Oa (Xlb, i - Xlb, i-1) 
Oa (X2b, i - X2b, i-1) 
AXI, iýýX2, i 
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By comparison with Equation (3-8), Equation (3.14) can be written as the product 
of the probabilities with respect to each state variable when taken independently, i. e. 
': - a (3-15) Pa, i, j5 : -:: 
PaIJ5 PaIJ5 
In the case of bin jq, particles undergoing breakage in bin i can fall in the area occu- 
pied by the whole of bin jq, this area being given by the expression 
(Xlb, 
j, - X1b, j9-1) X 
(X2b, 
jq - X2b, jq-1). The probability that particles undergoing breakage in bin i will form 
daughter particles in bin jq is then given by the expression 
Pa, i, ig :: -- 
(Xlb, 
ig - Xlb, ig-1) 
(X2b, 
ig - X2b, jg-l) (3.16) 
02 
aAXI, iAX2, i 
This can again be rewritten in terms of the individual probabilities in the two 
dimensions as 
Pa, i, ig ----: PaIJ9 Pa, z, jg 
aa (3-17) 
Similar results can be obtained for the other bins but these will be omitted for 
the sake of brevity. It suffices to say that based on the conclusions drawn above, 
the probability that a particle undergoing breakage in a particular bin i in a two- 
dimensional system will form daughter particles in bin j is equal to the product of the 
probabilities with respect to each state variable taken independently. 
Therefore, for a 
two dimensional system of variables x, andX2discretised into M and N finite elements 
respectively, the expression for the breakage term reduces to 
Nm 
1x 
X2 F (x") F (x", 
2i 
ul j 
_(EP 
Rform (X/, t) ---:: 
ZZ1, 
ipa, 2, k 
il=j+l i2=k+l 
( 
a=l 
where the bin in which particles are being formed, x, is given 
by 
X/ = [Xl, j X2, kl 
T 
and the bin in which particles are undergoing 
breakage x", is given by 
X 11 = 
[Xlil X21i21 
T 
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Here too, the term in the square brackets can be computed a yriori as it does not 
depend on the population distribution, and thus the on-line computational load can 
be significantly reduced. 
We can generalise this result for n dimensions as follows. For a discretisation with 
Nj bins along the jth dimension and a total of n dimensions, the rate of formation of 
particles in bin (il, ý21 i31 ... in) is given by: 
Ni N2 N, mn 
Ri 1k 
form(X txF (x") F (x", 1, 
j 
EllpaJk, 
ik 
ilýil+l j2ýi2+l jn=in+l 
( 
_a=l 
k=l 
where 
Ixi, ii 
X2ýi2 X3, i3 In, i, 
l 
and 
x // = [xl, jl 
X2)j2 X3J3 Xn, j,, 
] T 
In the above expression, the term in the square brackets can be calculated a pri- 
ori, thereby significantly reducing the computational time required to simulate the 
population balance model. 
3.2.2 Numerical solution of the population balance models 
Having computed the simplified terms of the individual rate processes in the first tier, 
the second tier of the algorithm can be explained as follows. The ordinary differential 
equation that would then describe the population density of particles in arbitrary bin 
j. is given by Equation (3-1). The semi-analytical solutions for the breakage kernels 
(as given by Equations (3-19)) reduces the population balance equation to a set of 
considerably simpler equations. Any integration method can be used to solve this 
system of ordinary differential equations. In the results presented here, Euler's first- 
order predictor-corrector method was used (Atkinson, 1989) as it was found to be 
sufficiently accurate for the systems being studied. The code was written in FORTRAN 
77 and executed using the Intel Fortran Compiler. 
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3.3 Case Study 1: Aggregation and breakage in 
one-dimensional population balances 
In granulation processes, aggregation and breakage phenomena play an important role. 
In this case study, a one-dimensional population balance model is formulated to study 
the effect of aggregation and breakage on the particle size distribution. A total of 250 
bins were employed with x,,, i, =: 0 and Axi =2x 10-6, M for all bins. The 'equipartition 
of kinetic energy' kernel (Hounslow et al., 2001) is used to model aggregation. This 
kernel, shown below in Equation (3.20), favours aggregation between large and small 
particles. 
4x 1016 (, V113 + Vl/3)2 
1 71j 
vv V+ -Z 
(3.20) 
In modelling breakage, factors such as varying impeller speeds, binder feed rates 
and the distribution of daughter particles formed usually necessitate the use of a time- 
and size-dependent breakage kernel (Reynolds et al., 2005). In this study, the effect of 
the distribution of daughter particles on the end point distribution is chosen for study 
to demonstrate the semi-analytical solutions derived. Therefore, the breakage kernel is 
assumed to be constant, as shown below in Equation (3.21). 
IF(v, t) = 0.005 (3.21) 
Figure 3.5 shows the distributions at t= 30 min for the various combinations of ag- 
gregation and breakage when particles are assumed to break into two fragments of mass 
partitioning ratio 70 : 30 (i. e. m=2,01 = 0.7 and02= 0.3). The computation time 
for these simulations was approximately 4 seconds on a Pentium 4 1.8 GHz processor 
with 512 MB of RAM. As can be seen, breakage results in an increase in the number of 
smaller particles while aggregation results in larger particles being formed. When both 
phenomena are present, the particle size distribution broadens with the density of both 
smaller and larger particles increasing, indicating that the two phenomena complement 
each other rather than negate each other's effect. 
Figure 3.6 shows the distributions at t= 30 min for various mass partitioning ra- 
tios of daughter particles when both aggregation and breakage occur simultaneously. 
*AM. 
'Ic. 
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Figure 3.6: Effect of breakage partitioning on end-point distribution with both aggre- 
gation and breakage phenomena present. 
Starting with a normal distribution, it can be seen that when the two fragments are 
of approximately the same size, e. g. binary division, or 60 - 40 partitioning, the dis- 
tribution retains its unimodal nature. However, when the partitioning ratio of the two 
fragments increases further, the distribution becomes bimodal, a phenomenon observed 
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by other researchers (Hounslow et al., 2001). 
51 
3.4 Case Study 2: Growth and breakage in three- 
dimensional population balances 
A three-dimensional population balance model was formulated to study the effect of 
simultaneous growth and breakage. Such a model could be representative of crystalli- 
sation, for example, where breakage could occur due to the shear effects of the impeller 
action. Thus, in the model formulated, each dimension could represent the volume of 
a particular component in a three-component crystallisation. 
The growth rate along each dimension is assumed to decrease linearly with an 
increase in volume of the corresponding species, as given in Equation (3.22). 
dvj, i 
- 1.7 x 10-13 
Vj, min 
dt Vj, i 
(3-22) 
Here vji represents the volume of component j represented by bin i along that dimen- 
sion; vj,, i, represents the minimum volume of component j assumed to be present in 
every particle. 
The breakage kernel is assumed to be proportional to the fraction of the volume of 
third species in the particle (Marchisio et al., 2006a, b). Therefore, in the discretised 
population balance model, the breakage kernel for a particular finite element is given 
by Equation (3.23). 
F (V1, i i V2J i V3, k j 
t) = 0.1 
V3, k 
Vl, i + V2J + V3, k 
(3.23) 
Figure 3.7 shows the evolution of the particle size distribution with time (depicted 
with respect to the volume of the first and third species in the crystals). Breakage is 
assumed to result in two equally sized particles. The initial condition corresponds to 
a uniform distribution of the smallest size crystals. Each dimension was discretised 
using 50 bins resulting in a total of 125000 sub-populations. The computation time for 
this simulation was one and a half minutes on a Pentium 4 1.8 Ghz processor with 512 
MB of RAM. It can be seen that, with time, the distribution stabilises indicating that 
the effects of growth and breakage negate each other. This is reasonable as while the 
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Figure 3.7: Simulated evolution of a three-dimensional population of crystals depicted 
here with respect to two of the internal coordinates, the volume of species I and 3. As 
time progresses, the population stabilises and the distribution reaches a steady state. 
growth rate decreases with increasing particle volume as per Equation (3.22), the rate 
of breakage proportionately increases as per Equation (3.23). 
3.5 Conclusions 
This chapter presented a solution technique for multi- dimensional population balances. 
Although the need for mult i- dimensional population balances is high, a major challenge 
in the development of such models is the difficulties posed in their numerical solution. 
These restrict the use of such models. An efficient and accurate solution strategy 
has been presented based on one previously applied to one-dimensional and three- 
,, 15 . 10-11 Volume of species 3 (ryý) Volume of species 1 (m") . 10-11 ,, 
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dimensional population balance models (Immanuel and Doyle 111,2003,2005). The 
technique is based on the discretisation of the population into several semi-lumped sub- 
populations, and the formulation of the population balance for each sub-population. 
In this method, named a hierarchical two-tier solution strategy, the calculation of a 
significant portion of the equations is performed a priort. In the population balance 
model, the aggregation and breakage phenomena are formulated as multi-dimensional 
integrals which would require high computational loads if solved directly. This is 
overcome through semi-analytical solutions for these complex integrals which enable 
partial off-line computation (pre-processing). This method is demonstrated on two 
case studies -a one-dimensional aggregation and breakage case study and a three- 
dimensional growth and breakage case study. Simple forms of kernels are chosen, 
primarily aimed at demonstration. The simulation times are very good with the one- 
and three-dimensional model solutions obtainable in four seconds and one and a half 
minutes respectively. 
The proposed numerical solution technique could be alternative to other statistical 
techniques for modestly multi-dimensional population balances if coarse discretisations 
(i. e. large Ax) are employed. In statistical techniques, one observes the behaviour of a 
sample of entities to extrapolate the behaviour of the population. On the other hand, 
in the proposed technique, one considers different lumped sub-domains within the cell 
population. 
The next step in the development and application of this two-tier hierarchical strat- 
egy is to exploit a feature of the hierarchical two-tier algorithm. It has been observed 
that continuous growth processes are the major source of error in the hierarchical two- 
tier algorithm (Sun and Immanuel, 2005). One approach to minimise these potential 
sources of error is to use a fine discretisation for cell growth and a coarser discretisation 
for the other phenomena, an approach that has proved to be successful in modelling 
emulsion polymerisation (Sun, 2004; Sun and Immanuel, 2005). An application of this 
idea to the multi-dimensional population balance is presented in the following chapter. 
Chapter 4 
A Two-Level Discretisation 
Algorigthm 
4.1 Introduction 
In the previous chapter, a finite volume discretisation method for multidimensional 
population balances called the hierarchical two-tier algorithm was presented. In this 
algorithm, the original population is cast in terms of discrete lumped sub-populations, 
and the various rate processes (nucleation, growth, aggregation, breakage, etc. ) are 
accounted for individually in performing the population balance. There are three ad- 
vantages to this decomposition formulation. The first of these is the considerable pre- 
processing of the individual model equations of the different rate processes, thereby 
providing a natural framework to account for multi-scale level of details in the mod- 
elling of these rate processes (Bianco and Immanuel, 2006). The second advantage is 
the considerable ease with which this technique can be extended to multi-dimensional 
population balances, which are becoming increasingly common in particulate applica- 
tions (Immanuel and Doyle 111,2005; Pinto et al., 2007). Both these advantages were 
evident in the discussions of Chapter 3. The third advantage is the ability to separately 
tailor the discretisation to the required accuracy level as dictated by each individual 
rate process (Sun, 2004; Sun and Immanuel, 2005). 
The aim of this chapter is to demonstrate the third advantage discussed above by 
the development of a multi-level discretisation. based solution of multi-dimensional pop- 
ulation balance models, accounting for different fineness of discretisation. for the differ- 
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ent rate processes of nucleation, growth, aggregation and breakage as warranted by the 
particular rate process. Section 4.2 presents a brief summary of the multi-level discreti- 
sation idea as previously applied to one-dimensional population balance models (Sun, 
2004; Sun and Immanuel, 2005). Section 4.3 provides a development and application 
of the algorithm to the case of multi-dimensional population balances (Pinto et al., 
2008a). The technique is demostrated on a three-dimensional model of crystallisation. 
The results obtained are presented and discussed in Section 4.4. 
4.2 Two-level Discretisation based Two-tier Hier- 
archical Algorithm 
The hierarchical two-tier decomposition algorithm is based on the discretisation of 
the particle population into finite volumes or bins, and enables a consideration of the 
different rate processes of nucleation, growth, coagulation, etc. separately from each 
other. Figures 4.1 and 4.2 show that while the coagulation model is less sensitive to 
the bin width, the nucleation and growth models necessitate a fine discretisation (Sun, 
2004; Sun and Immanuel, 2005). Fortuitously, the coagulation model is the more 
computation-intensive one and hence will benefit from a coarser discretisation. Thus, 
a two-level discretisation is proposed, with the growth rates being solved employing a 
finer discretisation and the coagulation rates being solved employing a coarser discreti- 
sation. Nucleation is restricted to the smallest finer grid in most applications. Figure 
4.3 shows the resultant two-level discretisation of the particle size domain. 
In the proposed two-level discretisation algorithm, two particle densities are defined, 
one at the coarser level Fc(r, t) and the other at a finer level Ff (r) t). The coagulation 
events are accounted for at the coarser level and the growth (and nucleation) events 
are accounted for at the finer level. 
Since the intent is to obtain the cumulative effects of all the three phenomena (i. e., 
solve the original population balance), two information exchanges are allowed. 
The 
finer level particle density is utilised to calculate the growth into and out of any given 
coarse bin. The second exchange happens in the reverse direction 
from the coarse bin 
to the corresponding fine bins. The particle density in each fine grid within any given 
coarse grid is subjected to a rescaling to ensure that the total number of particles 
in all 
the fine bins add up to the total particles in the particular coarse bin. It should 
be noted 
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Figure 4.1: Validation of the coagulation model: The variation of the endpoint num- 
ber density under coagulat ion- only conditions, employing different grid widths. The 
analytical solution is also shown (Sun and Immanuel, 2005). 
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Figure 4.2: Validation of growth and nucleation model: (a) The variation of the end- 
point number density under growth-only conditions, employing different grid widths. 
The analytical solution is also shown. (b) The variation of the endpoint number den- 
sity under combined nucleation and growth conditions, employing different grid widths. 
The analytical solution is also shown (Sun and 1mmanuel, 2005). 
that there is no unique solution for the transfer of information from the coarse to the fine 
levels. In the approach adopted here, it is assumed that if the increase in the number 
AnalOcal Solution 
AR=2 nm 
--o- AR=2.5 nm 
AR=5 nm 
-a- AR=10 nm 
of particles at the coarse level is due to breakage and aggregation phenomena, then, 
using the same assumptions as in Chapter 3, these extra particles can be uniformly 
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Figure 4.3: Two-level finite element discretisation of the particle size domain. (a) 
Finite element discretisation on the coarser level. r,,,, is the size of the nucleus, ri 
is the representative size for finite element i on the coarser level, rbi is the upper 
boundary of finite element i on the coarser level. (b) Finite element discretisation of 
a given coarser grid at the finer level. rgi is the representative size for finite element Z 
on the finer level, rbgi is the upper boundary of finite element i on the finer level (Sun 
and Immanuel, 2005). 
distributed between the fine bins constituting a particular coarse bin. 
In many applications, e. g., emulsion polymerisation, the coagulation kernel ý3(, rj') 
in Equations (3.2) and (3.3) is a strongly size-dependent quantity. Thus, instead of 
calculating the coagulation rate constant 0(r, r') at a representative point within each 
coarse grid, an averaging procedure is employed by involving each of the finer bin within 
any given coarse bin, as shown in Equation (4.1). Thus, the coagulation rate constant 
within any given coarse grid is averaged based on finer-level discretisation, although the 
actual coagulation coagulation computations (the integrals shown in Equations (3.2) 
and (3.2)) are performed at the coarser level. 
v V. i= 3= dVdV" fv/ oft 
Oý. Vi-i 
K 
vj-1 V, V" 
213 vi vi fjl=v dV'dV" fjtt=v 
j_l 
ENFE ENFE Of X AV9(i-l)NFE+kAV9(j-l)NFE+l 
/9C 
k=l 1=1 (i-l)NFE+k, (j-l)NFE+l 
113 A vi A vj 
(4.1) 
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4.3 Extension of the two-level discretisation algo- 
rithm to mult i- dimensional population distri- 
butions 
The two-level discretisation methodology can be adapted and applied to multi-dimensional 
population balances to enable more efficient computation. As in the one-dimensional 
case, the continuous and rapid phenomena such as nucleation and growth that are 
more sensitive to the discretisation are solved employing a fine discretisation. On the 
other hand, slower and more discrete phenomena, such as aggregation and breakage, 
are solved employing a coarse discretisation. This will be illustrated below for a two- 
dimensional population balance. 
Consider a population distribution F(ri, r2) t) distributed with respect to two inter- 
nal coordinates, ri andr2 respectively. Let the two internal coordinates be discretised 
at the coarse level into N, and N2bins with each coarse bin discretised into NFEJ and 
k, b NFE, 2 fine bins respectively. Let r, denote the upper bound of the ith bin along the 
kth domain at the coarse level and rý, b' denote the corresponding upper bound at the z 
fine level. Figure 4.4 shows one coarse bin of this discretised distribution. The number 
of particles in this coarse bin is equal to the sum of the number of particles in each fine 
bin contained within the coarse bin: 
NFEJ NFE, 2 
Fý =EE Ff ij (i-I)NFE, I+il; (j-l)NFE, 2+jl 
il=l jj=l 
(4.2) 
Here Fý . is the total number of particles in the coarse 
bin represented by the ith and W 
jth coarse elements along the first and second internal coordinates respectively and is 
defined by 
1, b 2, b 
,j1 
Fi' - 
r,, 12r, 3b' 
ri, 
bl 
rj 
F(rl, r2, t)dr, dr2 (4.3) 
Similarly, Ff is the total number of particles in the fine bin represented by the ith ij 
and jth fine elements along the first and second internal coordinates respectively and 
is defined by 
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1 bg 2, bg 
Fý - : -- F(ri, r2, t)dridr2 (4.4) 7,13 1, bg 
J2 Ir 
1- 1 r3., 
bg 
r. 1 
In the two-level discretisation algorithm, growth events (and any nucleation events) 
are considered at the fine level. Therefore, at this level, the following discretised pop- 
ulation balance is solved for a two-dimensional population (nucleation event is not 
shown): 
dFNf 2 drk f drk + vif =0 I' - 
(F 
- dt 
k=l 
- 
dt NJ , dt N-llk_ 
(4.5) 
Here Ff - Fý- represents the the total number of particles in the fine bin represented N '113 
by the two-dimensional coordinates N= (i, 3); N -11k refers to the subpopulation N-1 
along the discretisation domain of the kth internal coordinate; F'fjNIk = Ff I Ar' k, N; 
Ar9, is the width of the Nth fine subpopulation along the kth internal coordinate; kN 
and Lrk- 
INIk is the growth rate of the k 
th internal coordinate at the N 
th 
population dt 
boundary. 
At the coarse level, breakage and any aggregation events are considered. Further, 
information regarding particle growth is also taken into consideration based on the 
updated fine level particle densities, and the following discretised population balance 
is solved: 
dFi' 
,j+ 
(Ff dr, 
dt iNlIE, 1 i dt 
) 
dr2 
iý3NFE, 2 dt 
) 
(F('ý dr 
iNFE, l 
I)NFE, 1, J' dt 
- 
(Fj'ý dr2 
jNFE, 2 
.7 
NFE, 2 dt 
) 
(i-l)NFE, l 
(j-l)NFE, 2_ 
Rf 
ormation, ij - 
Rdepletion, ij (4.6) 
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Equation (4-6) can be summarised as follows: 
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dFýc 2 
NFE, k 
drk 
,+Z1: 
(., f drk 
)- 
F3, f 
dt k=l jl=l dt Njk 
(1 
dt 
) 
N, -llk_ 
= Wformation, N, - 
Rdepletion, 
N, (4-7) 
Here F]ý,, - Fi'j represents the total number of particles in the coarse bin represented 
by the two-dimensional coordinates N= (i, j); Ff JNcIk represents the total number of ii 
particles in a fine subpopulation j, contained within and along the upper boundary 
of the coarse subpopulation N, along the domain of the kth internal coordinate; and 
Rf 
ormation, Nc andRdepletion, N, are the rates of formation and depletion respectively by 
breakage and aggregation in the coarse bin N,. Please note that in the formalism 
adopted in Equation (4.7), growth is assumed in the positive direction (increase in 
the value of both the internal coordinate with time). The corresponding equation for 
shrinkage (decrease in the value of the internal coordinate with time) in either one or 
both internal coordinates can be obtained in a straightforward manner. 
Information from the coarse level is passed to the fine level at each time step so that 
the number balance shown in Equation (4.2) is satisfied at all times. This is achieved 
by updating after each time integration step the total number of particles in each fine 
subpopulation taking into consideration the total number of particles at the coarse 
level: 
Ff, new 
FP. 
F. f z -7 (4.8) il'il NFEJ EjNFE, 2 Ff 1: 12 2=1 (i - 1) NFE, I +i2 1) NFE, 2 +j2 
The results developed above can be easily generalised to higher dimensional pop- 
ulation balances. In particular, for a Ndi,,, -dimensional population balance model, 
Equations (4.2), (4.5), (4.7) and (4.8) can be rewritten as: 
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F-C -- Za^)-INdim 
NFE, 1 NFE, 2 NFE, Ndim 
=Z1: ... 
Z F(fi (i1-1)NFE, I+jl'(i2-1)NFE, '+j2'*** '('Ndim-1)NFE, 'Vdim+jNdirn 
jl=l j2=1 iNdim=' 
(4.9) 
dFNf 
Ndirn - 
drk f drk F'f - 
(F 
- (4.10) dt 
k=l 
-( 
dt 
) 
Nlk dt 
) 
N-llk_ 
0 
dFýT, 
+ 
Ndirn NFE, k (Ff d? 'k (Ff d? 'k 
dt 
Yd Y--w 
il dt j' dt k=l jl=l Nclk Nc-llk 
Rformation, N, - 
Rdepletion, 
N, 
F f, new = Ff x il J2 i-* 7jNdim il J2 i JNdim 
FP -. ZI 1'12 1 iýN 
ENFEJ ; ýýNFE, 2 ... 
ENFE 'N"- Ff 11 --` 1 12 ýI lNdim (il-l)NFE, 1+11ý(i2-1)NFE, 2+127**, i(iNdim-1)NFE, Ndim+lNdim 
(4.12) 
4.4 Application of the two-level discretisation al- 
gorithm to a three-dimensional population bal- 
ance model 
The two-level discretisation algorithm was applied to a modified version of the three- 
dimensional model of crystallisation presented in the previous chapter (see Section 3.4). 
However, in this study, the breakage kernel is assumed to take a non-zero value only 
above a threshold volume. Therefore, in the discretised population balance model, the 
breakage kernel for a particular finite volume is modified to Equation (4.13) below. 
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Figure 4.5: Simulated evolution of a three-dimensional population of crystals depicted 
here with respect to two of the internal coordinates, the volume of species I and 3. As 
time progresses, the population stabilises and the distribution reaches a steady state. 
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Figure 4.5 shows the evolution of the particle size distribution with time (depicted 
with respect to the volume of the first and third species in the crystals). Breakage is 
assumed to result in two equally sized particles. The initial condition corresponds to 
Chapter 4. A Two-Level Discretisation Algorigthm 
1.0 
En 1.03 
1.0 
a 1.02 
Z5 
x, 0-11 
Irls 
10 0 bins 
50 b, 
25 b 
10 bins 
5 bins 
1.0 
m 1.01 15 
F- 1.0 I 
, **Ir I" 1.00 
10 20 30 40 50 60 
Time (min) 
-13 
x 10 
- co 
E 
a) 
E 8. 
=3 
0- 
': ýý 
(a) (b) 
64 
Figure 4.6: Simulated evolution of the total number of particles using different dis- 
cretisations. As the number of bins in each domain is increased, the accuracY of the 
solution improves. 
a uniform distribution of the smallest size crystals. Each of the three dimensions were 
discretised into 100 finite volumes, resulting in a total of 1,000,000 sub-p opulat ions. 
The computation time for this simulation was 43 min on a MacBook with a 2GHz Intel 
Dual Core processor and 512 MB RAM running a Unix shell and using one of the two 
processors. It can be seen that, with time, the distribution stabilises indicating that 
the effects of growth and breakage negate each other. This is reasonable as the growth 
rate decreases with increasing particle volume., yet the rate of breakage proportionately 
increases. 
In order to determine the effect of the discretisation on the accuracy of the solution, 
the number of bins in each dimension were reduced gradually. Figure 4.6 shows the 
evolution of the total number and average volume of particles in the system when 
different discretisations are used to solve the population balance model. Figure 4.6a 
shows that as the number of bins in each domain are decreased, the total number of 
particles increases at a slower rate. Due to the discontinuous nature of the breakage 
kernel in Equation (4.13) with no breakage at small values of internal coordinates, the 
particles have to grow first before breakage can occur. A coarser discretisation, say into 
10 bins instead of 100 bins, introduces an underprediction error in the growth rates, as 
is evident from Figure 4.6b. This in turn results in reduced number of particles seen 
in Figure 4.6a, due to reduced breakage. This result confirms that particle growth is 
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Figure 4.7: Simulated evolution of the total number of particles with the two-level 
discretisation algorithm. 10 bins were used in each domain at the coarse level and 
different discretisations at the fine level. As the number of fine bins in each domain is 
increased, the accuracy of the solution improves. 
sensitive to the fineness of the distribution. 
The two-level discretisation algorithm described above was then implemented with 
growth solved at the fine level and breakage solved at the coarse level (as shown in 
Equations (4.10) and (4.11)). The simplest possible implementation is illustrated here 
for ease, with a similar number of coarse and fine bins along all the three dimensions. 
More complex applications might warrant different discretisation choices along the dif- 
ferent internal coordinates. Figure 4.7 shows the evolution of the total number and 
average volume of particles when 10 bins were used along each dimension at the coarse 
level and different discretisations were used at the fine level. As seen in Figure 4.6, a 
one-level discretisation based implementation with 10 bin along each dimension intro- 
duces considerable error in the evolution. On the other hand., it is seen in Figure 4.7 
that a two-level discretisation with 10 coarse bins along each dimension can consider- 
ably improve the accuracy with only 30 fine bins along each dimension (Le., 3 fine bins 
per coarse bin). In fact, the improvement in accuracy is considerable even for the case 
with 20 fine bins along each dimension (i. e., 2 fine bins per coarse bin). 
Further, a one-level implementation using 5 bins along each dimension introduces 
considerable errors, as seen in Figure 4.6. On the other hand, as seen in Figure 4.8, a 
two-level implementation considerably improves the accuracy even with 25 or 30 fine 
bins along each dimension (i. e., 5 or 6 fine bins per coarse bin). 
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Figure 4.8: Simulated evolution of the total number of particles with the two-level 
discretisation algorithm when 5 bins were used in each domain at the coarse level and 
different discretisations at the fine level. 
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Figure 4.9: Simulated evolution of the total number of particles with the two-level 
discretisation algorithm. 100 bins were used in each domain at the fine level and 
different discretisations at the coarse level. Varying the number of coarse bins does not 
significantly affect the accuracy of the solution. 
The number of coarse bins in each domain were then varied with the number of 
fine bins in each domain fixed at 100. Figure 4.9 shows the evolution of the total 
number and average volume of particles obtained from these simulations. As can be 
seen, reducing the number of coarse bins does not significantly affect the accuracy of 
the solution, thereby corroborating the finding from Figure 4.8 that even 5 coarse bins 
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Table 4.1: Comparison of the computation times for the two different methods. The 
code was written in FORTRAN. Simulations were undertaken on a MacBook with a 
2GHz Intel Dual Core processor and 512 MB RAM using the gfortran Unix compiler. 
Method No. of bins Computation times, s 
One-level 100 2580 s 
Two-level 10 coarse 100 fine 594 s 
Two-level 10 coarse 50 fine 150 s 
Two-level 10 coarse 30 fine 36 s 
Two-level 5 coarse 30 fine 32 s 
Two-level 5 coarse 50 fine 118 s 
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along each dimension could be adequate with sufficient refinement at the fine level. 
Figure 4.10 shows a comparison of the end-point particle distribution using the one- 
level discretisation with 100 bins and the two-level discretisation with 10 and 5 coarse 
bins respectively and 30 fine bins in both cases. 
The computations times are as indicated in Table 4.1. Note that the improvements 
in computation times shown here are the lower limits. In more realistic applications, the 
kernels that constitute the rate processes such as aggregation and breakage are modelled 
using separate microscale models which are themselves computation intensive. In such 
cases, a reduced discretisation at the coarse level could prove even more advantageous. 
4.5 Conclusions 
In this chapter, a novel implementation of a decomposition solution algorithm (denoted 
the hierarchical two-tier algorithm) for population balance models is presented based 
on a two-level discretisation. In this implementation, the different rate processes are 
accounted for through different particle densities and an exchange of information is al- 
lowed among the different particle densities to obtain the complete effect of all the rate 
processes. In particular, one particle density at the finer level accounts for the more sen- 
sitive rate processes of continuous growth and nucleation, while another particle density 
at the coarser level accounts for the less sensitive albeit usually computationally more 
intensive rate processes of aggregation and breakage. The implementation is demon- 
strated on a three-dimensional population balance model of a crystallisation process, 
accounting for simultaneous growth and breakage of crystal particles. Considerable 
reduction in the computation times were achieved, as shown in Table 4.1. Thus, it is 
clear from this study that the proposed two-level discretisation-based implementation 
of the decomposition algorithm is applicable and advantageous for multi-dimensional 
population balances. 
Chapter 5 
Modelling of Biological Oscillations 
5.1 Introduction 
In the previous chapters, a numerical method was developed for the solution of mul- 
tidimensional population balances. In this chapter, the application of this technique 
to the mathematical modelling of biological systems exhibiting oscillatory dynamics 
is discussed. Oscillatory dynamics are frequently encountered in bioprocesses due to 
their inherent complexity. Notable examples of systems that display such periodic be- 
haviour are glycolysis in yeast, intracellular Ca 2- concentration, intercellular signalling 
and circadian rhythms (Goldbeter, 2002). This complex yet prevalent behaviour of 
these systems has resulted in considerable experimental research being undertaken to 
determine the sources of these oscillations. Simultaneously, mathematical models have 
been developed in an effort to explain experimental findings in some instances and pro- 
pose new avenues for research in others. With a few notable exceptions, the majority 
of these mathematical models have neglected the heterogeneity in cell populations and 
have instead assumed that all cells in the population behave alike. While these mod- 
els have been invaluable in improving our understanding of the underlying biology, it 
has been noted that cell populations are intrinsically heterogeneous with the extent of 
heterogeneity far greater than is normally assumed (Kell et al., 1991). Thus, there is a 
growing trend towards the development of mathematical models that seek to account 
for cellular heterogeneity and to investigate the effect of heterogeneity in oscillatory 
dynamics (Henson et al., 2002). 
The so-called population balance equation lends itself naturally to account for pop- 
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ulation heterogeneity. The current applications primarily employ single-dimensional 
population balances, accounting for heterogeneity in either the cell mass or cell age. 
However, it has been demonstrated that the complexity of biological systems warrants 
a higher-dimensional population balance formulation, to avoid lumping approxima- 
tions (Henson et al., 2002). For instance, the growth rates of the cells depend on the 
metabolism of individual substrates within the complex metabolic pathways. The het- 
erogeneity with respect to these substrates needs to be accounted for in the population 
balance. 
The aim of the present study is to demonstrate the use of multidimensional pop- 
ulation balance models to predict different kinds of oscillatory dynamics in cell popu- 
lations. Previous studies on oscillatory dynamics in bioprocesses adopted a stochastic 
approach, the so-called cell ensemble approach (Henson et al., 2002; Henson, 2005; To 
et al., 2007). In this approach, the continuous population balance is assumed to be ap- 
proximated by a sufficiently large number of individual cells although this assumption 
has yet to be ascertained (Henson et al., 2002). However, the continuous increase in the 
speed of desktop computers together with the efficient solution technique developed in 
Chapter 3 now facilitates the solution of multidimensional population balance models 
for some of these applications. Therefore in this chapter, multidimensional population 
balance models of three representative biological systems that exhibit oscillatory dy- 
namics are considered. The three systems considered are synchronised, autonomous 
oscillations in yeast (Section 5.2), cell cycle-related oscillations in eukaryotes (Section 
5.3) and circadian oscillations in crayfish (Section 5.4). In each of these studies, a pop- 
ulation balance model is formulated to describe the evolution of the system. Further, 
the results obtained from these models are compared with those obtained from cell 
ensemble models solved under the same conditions. 
5.2 Synchronised, autonomous oscillations in yeast 
5.2.1 Background 
Synchronised oscillations mediated by the glycolytic pathway are seen in several bi- 
ological systems including fermentation in yeast cells (Richard, 2003), insulin secre- 
tion in pancreatic O-cells (Pedersen et al., 2005) and membrane current in heart 
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cells (O'Rourke et al., 1994). As a result, considerable research has been undertaken 
into the mechanisms responsible for this phenomenon, particularly in yeast cells. 
Research into the mechanism of synchronised oscillations in the intracellular con- 
centrations of the metabolites of yeast cells has focussed on both the origin of the 
oscillatory behaviour of individual cells as well as the mechanisms resulting in sychro- 
nisation of yeast cell populations. The source of oscillatory behaviour in individual 
yeast cells is due to the phospho-fructokinase enzyme and the influence exerted on it 
by the energy carrier ATP (Madsen et al., 2005). On the other hand, synchronised oscil- 
lations in populations of yeast cells occur when the extracellular product acetaldehyde 
is continually removed. The removal of acetaldehyde from the extracellular medium is 
typically achieved by reaction with cyanide (Dano et al., 1999) which blocks respira- 
tion and traps acetaldehyde (Richard et al., 1994) although bubbling of an inert gas 
through the yeast cell suspension can also achieve the desired effect (Poulsen et al., 
2004). 
The findings of these experimental studies have been supported by several the- 
oretical investigations. The mathematical models employed in these studies exhibit 
varying levels of complexity from single cell models (Termonia and Ross, 1981; Wolf 
and Heinrich, 1997; Nielsen et al., 1998; Jones and Kompala, 1999; Wolf and Heinrich, 
2000; Hynne et al., 2001) to cell ensemble models (Dano et al., 2001; Henson et al., 
2002; Henson, 2005) and one-dimensional population balance formulations (Bellgardt, 
1994a, b; Hjortso and Nielsen, 1995; Zhang et al., 2002; Zhu et al., 2000). 
5.2.2 Model development 
In this study, a two-dimensional population balance model of synchronised oscillations 
is formulated based on a simple model available in the literature (Wolf and Heinrich, 
1997). In this model, a substrate X enters the cell at a constant rate v where it un- 
dergoes an autocatalytic reaction to yield product Y. The product can then undergo 
intracellular degradation or transport to the extracellular medium where it becomes 
part of the extracellular pool of product Y,,, t. The corresponding mathematical de- 
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scription is given by the following equations (Wolf and Heinrich, 1997): 
dX 
-V-Xyl (5.1) dt 
dY 
- Xy2 - kY -n (Y - Y, _-t) (5.2) dt 
Here X and Y are the concentrations of substrate and product respectively. 
In this study, the cell population behaviour is studied using the deterministic pop- 
ulation balance framework. In this framework, neglecting cell division and death, the 
evolution of the cell population distribution function F (X, Y, t) is described by the 
following equation: 
OF (X, Y, t) 
at 
+ '9 
(F 
(X, YI t) 
dX) 
+0 
(F 
(X, Y, t) 
dY) 
=0 ax dt OY dt 
(5-3) 
Here F (X, Y, t) is the distribution of the cell population with respect to the substrate 
X and product Y at a given time t; the terms dXldt and dYIdt appearing in these 
equations are given by Equations (5.1) and (5.2) respectively. The balance for extra- 
cellular product Y, _-t 
is modified to 
dY, t K, 
y 
F (X, Y, t) [Y - Y,., t] dXdY dt N (5.4) 
where 0 is the volume fraction of cells with respect to the total volume of the system 
and the total number of cells in the population, N, is given by the equation 
N= 
fx ly 
F (X, Y, t) dXdY 
5.2.3 Results and discussions 
(5-5) 
The population balance formulated above was solved using the two-tier hierarchical 
algorithm. Two different conditions were simulated. A uniform initial distribution was 
assumed in both cases. In solving the population balance, the two variables were each 
discretised into 100 finite volumes, resulting in 10000 populations of cells. 
For comparison, the cell ensemble model was also solved. The cell ensemble ap- 
proach enables the application of the above intracellular (single cell) model (Equations 
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(5.1) and (5.2)) for a population of N cells (Henson et al., 2002; Henson, 2004,2005; 
Wolf and Heinrich, 1997): 
dXi xY2 
dt i=II ... IN (5-6) 
dE Z =X y2 dt ik 
Yi - r, (Yi - Y, ti=1N (5.7) 
d Y, 
_'t - 
r, 0N E(Y 
_E dt N3 ext) 
(5-8) 
The results obtained with a cell population of N= 1000 cells are presented below. Cell 
populations of up to N= 10000 were also considered but the results were not affected. 
In the first case, the parameter values employed for v, k, r, and 0 were 3.0,3.84, 
3.2 and 0.2 respectively. These values correspond to the case where synchronised 
oscillations are observed (Wolf and Heinrich, 1997). Figure 5.1 depicts the results 
obtained under these conditions using both the population balance formulation as well 
as the cell ensemble approach. As can be seen from Figure 5.1, under these conditions, 
the cell population undergoes synchronisation. Further, the results obtained from the 
population balance and cell ensemble approaches are in good agreement with each 
other. 
The extent of synchrony evinced by the cell ensemble model can be calculated using 
metrics such as the synchronisation index or order parameter (Gonze et al., 2005; To 
et al., 2007). Such measures are not needed for this case as it is evident from Figures 
5.1e and 5.1f that the cell ensemble model shows complete synchronisation. On the 
other hand, it is clear from Figures 5.1c and 5-1d that although the population balance 
model predicts synchronisation of the cell population, the synchronisation is incomplete 
with the cell population showing a certain degree of heterogeneity. Further, the extent 
of synchronisation of the cell population predicted by the population balance model 
changes over the course of each oscillation, resulting in oscillations in the instantaneous 
variance of the distribution as shown in Figure 5.1g. As a result, the oscillations in 
the average concentration of the intracellular substrate and product, X and Y, evinced 
by the population balance model show a smaller amplitude and a larger period than 
those obtained from the cell ensemble model, as seen in Figure 5.1h. Experimental 
studies have shown that a certain amount of heterogeneity exists even in synchronous 
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Figure 5.1: Simulated evolution of a population of cells undergoing synchronised oscil- 
lations. (a) and (b) Evolution of of an initially uniformly distributed cell population 
distribution with respect to substrate and product respectively obtained by the so- 
lution of the population balance model. (c) and (d) Close up of figures (a) and (b) 
showing the occurence of sustained, synchronised oscillations. (e) and (f) Contour 
plots of the evolution of the cell population distribution with respect to substrate and 
product respectively obtained by the solution of the cell ensemble model. (g) Instanta- 
neous variance of the cell population distribution predicted by the population balance 
model with respect to substrate, X, and product, Y, (-) respectively. 
(h) Comparison of the average intracellular metabolite concentrations predicted by the 
population balance and cell ensemble models: population balance model, 
cell ensemble model. 
cell cultures (Fritsch et al., 2005). However, it should be noted that the higher degree of 
heterogeneity predicted by the population balance model is probably due to numerical 
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diffusion. It should be possible to considerably reduce this mismatch between the 
predictions of the cell ensemble and population balance models by the solution of the 
latter with, for example, high resolution finite volume algorithms. 
In the second case considered in this study, the parameter values employed for v, 
kj n and 0 were 3.0,2.5,1.0 and 0.2 respectively. These values correspond to the case 
where asynchronous oscillations are observed (Wolf and Heinrich, 1997). The results 
obtained by the solution of the population balance and cell ensemble models are de- 
picted in Figure 5.2. As can be seen from Figures 5.2a and 5.2b, at initial stages, the 
initially uniformly distributed cell population synchronises rapidly and does actually os- 
cillate. However, with time, the cells begin to oscillate out of phase with each other and 
the population appears to reach a steady state (Figures 5.2c and 5.2d). Importantly, 
however, though the cell population distribution appears constant, the individual cells 
in the population continue to oscillate in an asynchronous manner giving rise to the 
noisy distribution seen in Figures 5.2e and 5.2f. This is also indirectly manifested by 
the small integration time steps taken by the hierarchical two-tier algorithm during the 
numerical solution of the population balance model. If the population had undergone 
a complete stabilisation (absence of dynamic variations), the algorithm would adopt 
large time steps. The non-mainfestation of population level oscillations despite the 
oscillation of individual cells has also been seen in experimental studies of oscillating 
yeast cultures (Miinch et al., 1992) and theoretical studies of one-dimensional popu- 
lation balance models for cell cycle-related oscillations (Liou et al., 1997; Mantzaris 
et al., 1999). Therefore, it can be concluded that the pseudo-steady state behaviour of 
the cell population distribution evident from Figure 5.2 is an effect of the asynchronous 
oscillations of the individual cells in the population. 
5.3 Cell cycle-related oscillations in eukaryotes 
5.3.1 Background 
The life of a eukaryotic cell is characterised by the systematic progression through 
various stages forming a 'cell cycle' (Nurse, 2000). The eukaryotic cell cycle can be 
broadly divided into the interphase and M-phase (for mitosis). The cells grow during 
the interphase and prepare for cell division in the M-phase. The interphase can be 
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further divided into the G1, S and G2 phases. Cell growth primarily occurs during 
the G1 and G2 phases, while DNA replication takes place in the S phase. The cell 
cycle might also include a GO phase where cells have withdrawn from the cell cycle 
temporarily. These stages of the cell cycle are not mutually exclusive and there is 
often an overlap between successive stages of the cell cycle (Nasmyth, 1996). Further, 
individual cells in a population are normally in different stages of the above cell cycle, 
with cell growth, division and death occurring simultaneously. 
The eukaroytic cell cycle has been extensively studied and is understood reasonably 
well (Alberts et al., 2002). The progression of cells through the cell cycle occurs in a 
controlled manner to ensure the orderly and timely occurrence of events such as DNA 
replication and growth. This control over cell cycle progression is achieved through 
several protein complexes comprising 'cyclins' and 'cyclin dependent kinases'. Each of 
these complexes constitute a checkpoint which ensures that only if the earlier stages 
of the cell cycle have been successfully completed, progression through the cell cycle 
continues. Further, these complexes are themselves regulated by a series of other 
proteins. 
The wealth of information now available on the cell cycle has resulted in the formu- 
lation of a large number of mathematical models of this system. Detailed intracellular 
models have enabled an improvement in the understanding of the cell cycle in budding 
yeast (Saccharomyces cerevisiae) (Csikasz-Nagy et al., 2000), fission yeast (Schizosac- 
charomyces pombe) (Sveiczer et al., 2004), mammalian cells (Obeyesekere et al., 2004) 
and the eukaryotic cell cycle in general (Csikasz-Nagy et al., 2006). In comparison with 
the details in these intracellular models, population balance models of the cell cycle 
are usually considerably simpler and take into consideration only the cell age and/or 
mass (Mantzaris et al., 1999; Fredrickson, 2003) although more detailed models have 
been proposed recently (Rounseville and Chau, 2005; Florian Jr. and Parker, 2005). 
5.3.2 Model development 
In this study, a three variable intracellular representation of the eukaryotic cell cy- 
cle (Tecarro et al., 2003) is used to formulate a three-dimensional population balance 
model. The three states in this model represent the MIS Cdk complex (E), unphos- 
phorylated Retinoblastoma, Rb, protein (R) and the M Cdk complex (M) respectively. 
The GI/S Cdk complex accounts for progression through the early stages of the cell 
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cycle when DNA replication and cell growth take place. The M Cdk complex accounts 
for the final stage of the cell cycle where cell division (mitosis) occurs. The unphos- 
phorylated Rb protein accounts for the influence of control mechanisms on cell cycle 
progression. The influence of these proteins on each other and on cell cycle progression 
are captured by the following set of differential equations: 
dE 
dt 
dR 
dt 
dM 
dt 
aE 
EME h+r 
pi (RT- R) M P2RE 
q, + (RT-R)+M q2+R+E 
- amE +f (RT- R) + gM2 E- dmM 
(5-9) 
(5.10) 
(5.11) 
Using this intracellular model, a population balance model is formulated with the 
cell population distribution function F (E, R, M, t) assumed to be dependent on the 
states of the three variables described above. Thus, the population balance equation 
for this model is expressed as 
OF (E, R, M, 
at 
F (E, R, M, t) 
dE) 
+0F (E, R, M, t) 
dR) 
OE 
( 
dt OR 
( 
dt 
(F 
(E, R, M, t) 
dM) 
=0 am dt 
(5.12) 
As with the two-dimensional model, the terms dEldt, dRIdt and dMIdt appearing in 
Equation (5.12) are given by Equations (5.9), (5.10) and (5.11) respectively. 
5.3.3 Results and discussions 
The three-dimensional population balance model formulated above was solved using 
the two-tier hierarchical algorithm. The three variables were each discretised using 
100 finite volumes, resulting in a million population of cells. With the exception of 
the parameter aE (the rate constant for the activation of the Gl/S Cdk complex), 
the remaining parameters were fixed for all simulations at the values listed in Table 
5.1 (Tecarro et al., 2003). (The units of concentration and time are arbitrary and are 
denoted by V and 't' respectively (Tecarro et al., 2003)). The cell ensemble approach 
was also solved for comparison. In the results presented below, a cell population of 
N= 1000 cells is depicted. However, cell populations of up to N= 10000 were 
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considered and the results were found to be unchanged. 
The simulations conducted corresponded to the case where the average concen- 
tration of intracellular M Cdk complex is relatively low (Tecarro et al., 2003). The 
corresponding value of aEfor this case is 0.1 C-2 t-1. The initial cell population distri- 
bution was assumed to be normally distributed with the average concentrations of GI/S 
Cdk complex, unphosphorylated retinoblastoma protein and M Cdk complex taken as 
1.11 0.7 and 1.8 respectively; a standard deviation of 0.1 was assumed for all three 
species. Figure 5.3 depicts the results obtained for this case using both the popula- 
tion balance formulation and the cell ensemble approach. The spontaneous oscillations 
of the individual cells in the population are readily evident from the predictions of 
both approaches. Thus, as with the two-dimensional case, for this three-dimensional 
model of cell cycle-related oscillations, the predictions of the population balance and 
cell ensemble formulations are in excellent agreement. Further, although the extent 
of synchronisation of the cell population gradually reduces, the majority of cells con- 
tinue to remain synchronised despite the absence of any coupling mechanism to enforce 
synchrony on the cell population. 
5.4 Circadian oscillations in crayfish 
5.4.1 Background 
The term circadian oscillation refers to an oscillation with a period of 24 hours, the 
most obvious being the human sleep-wake cycle. Circadian oscillations have been found 
in most biological systems including plants, fungi and animals (Dunlap, 1999). Their 
Table 5.1: Values of model 
model (Tecarro et al., 2003). 
parameters for the three dimensional cell cycle 
Parameter Value 
h 0.51 c 
q, 0.0506 c 
q2 0.026 c 
am 0.01 t-1 
f 0.161 t-1 
9 0.14 C-2 t-1 
Parameter 
Pi 
P2 
dE 
dm 
RT 
Value 
0.2 t-1 
0.165 t-1 
0.03 c-1 t-1 
0.38 t-1 
3.0 c 
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Figure 5.3: Simulated evolution of a population of cells spontaneous oscillations with 
respect to key metabolites of the cell cycle. Under this condition, individual cells de- 
pict sustained oscillations with a low average concentration of the M Cdk complex. 
(a-c) Evolution of the cell population distribution with respect to GI/S Cdk, unphos- 
phorylated Rb protein and M Cdk complex respectively obtained by the solution of 
the population balance model. (d-f) Evolution of the cell population distribution with 
respect to GI/S Cdk, unphosphorylated Rb protein and M Cdk complex obtained by 
the solution of the cell ensemble model. 
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importance in individual well-being and the progression of some diseases (Hastings 
et al., 2003) has resulted in considerable research being undertaken to determine their 
underlying mechanisms. In particular the mechanisms underlying circadian oscillations 
in mammals (Reppert and Weaver, 2002), flies and mice (Allada et al., 2001) have been 
studied extensively. In this study, a population balance model of circadian oscillations 
in crayfish (PT-ocambarus clarkii) is formulated. Although significant research has been 
undertaken, the mechanisms underlying circadian oscillations in crayfish are not com- 
pletely certain. 
Crayfish demonstrate photo-induced circadian oscillations in motor and electroretino- 
gram activity (Escamilla-Chimal et al., 2001). These oscillations originate in the pro- 
tocerebrurn in the brain which stimulates the sinus gland to periodically release certain 
hormones that influence and drive the ERG rhythm (Barrera-Mera et al., 1980). Fur- 
ther, from an early stage in their development, crayfish exhibit a tendency to synchro- 
nise their motor activity with light (Fanjul-Moles and Prieto-Sagredo, 2003). However, 
the photo-dependence of this circadian rhythm is thought to be mediated by extrareti- 
nal photoreceptors rather than the retinae themselves (Page, 1982). These studies 
have been supported by more recent findings that there are in fact two locations for 
the source of circadian motor activity -a neural oscillator located in the supraesophagal 
gangalion and a hormonal oscillator located in the eyestalk (Viccon-Pale et al., 1997). 
5.4.2 Model development 
The information gleaned from this research has been used to develop a qualitative 
model of circadian oscillations in motor rhythms of crayfish (Fuentes-Pardo et al., 
2001) 2003). This model is based on the proposition that the motor circadian rhythm 
consists of two components, a neural oscillator and a hormonal oscillator. The neural 
oscillator is assumed to be diurnal, sensitive to light and of a noisy character. On 
the other hand, the hormonal oscillator while also sensitive to light is assumed to be 
nocturnal and not noisy. Finally, the hormonal oscillator is assumed to negatively 
influence the neural oscillator as research indicates that hormonal secretions negatively 
affect motor activity (Fuentes-Pardo et al., 2001). 
Based on these considerations a simple, qualitative mathematical model is formu- 
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lated by considering two coupled oscillators as shown below: 
dxl 
dt -- 
kly, + el (x, - Cl - SX2) 
2 (al _ (XJ )2 _ y2) - Cl - 8X2 (5.13) 
dy, 
dt = 
ki (x, - cl - 8X2) + e1Y1 
(a 2_ 
1 
)2 
_ y2) 
(Xl 
- Cl - 8X2 (5.14) 
dX2 
dt = -k2Y2 
+ e2 (X2 - C2) (a 2_ (X2 2 - C2 )2 _ y2) 2 (5.15) 
dY2 
= dt 
k2 (X2 
- C2) + e-2Y2 (a 2_ (X2 - 2 C2 )2 _ y2) 2 (5.16) 
In this model, Equations (5-13) and (5.14) represent the dynamics of the neural oscil- 
lator; similarly, Equations (5.15) and (5.16) represent the dynamics of the hormonal 
oscillator. The outputs of the oscillators are represented by the variables x, andX2 
respectively. 
The parameter values for this model are listed in Table 5.2 (Fuentes-Pardo et al., 
20013 2003). In terms of their influence on the process dynamics, the parameters k, a 
and c represent the frequency, radius and centre of the limit cycle of each oscillator, re- 
spectively; the parameter e represents the speed with which, given an initial condition, 
the system reaches a steady state (Fuentes-Pardo et al., 2001,2003). The parameter L 
represents the intensity of light and can take a value between 0 and I (Fuentes-Pardo 
et al., 2001,2003). s is a binary variable which denotes whether the crayfish being 
studied is juvenile (s = 0) or adult (s = 1). r is a random variable between -1 and I 
which introduces noise into the output of the neural oscillator (Fuentes-Pardo et al., 
2001,2003). The qualitative nature of the model implies that the units (including 
time) of these parameters are arbitrary. 
Using Equations (5.13) to (5-16), a four-dimensional population balance model was 
formulated. In this model, the cell population distribution function F (X 11 Y1 i X2 i Y2 i t) 
Table 5.2: Values of model parameters for the four dimensional model of circadian 
oscillations in crayfish (Fuentes-Pardo et al., 2001,2003). 
Parameter Value Parameter Value 
el 0.009 e2 0.05 
a, I+0.5L a2 1-O. 5L 
Cl 0.4L+r (1.8 + 1.3s) C2 
L 
ki 2*3+ 0-0034L 24 k2 2.5 - 0-0058L 9A 
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is assumed to be dependent on the four variables discussed above. As with the two- 
and three-dimensional cases, the corresponding population balance equation is given 
by 
OF (Xli Yli X2) Y21 t) 
+a 
(F(XliYliX27Y2)t) dxl 
at Oxi dt 
) 
+a 
(F(Xl)Yl)X21Y2it) dy, 
+a 
(F(Xl)YliX2iY2)t) dX2 
ay, dt OX2 dt 
dY2 
+a 
(F(XliYl7X2)Y2)t) 
0 (5-17) aY2 dt 
5.4.3 Results and discussions 
One set of simulations is presented here, with the values of L, s and r taken to be 1, 
I and 0 respectively. In particular by keeping r=0 throughout, noise was assumed to 
be absent in the output of the neural oscillator. The initial cell population distribution 
was assumed to be normally distributed with the average concentration of xi, yj I X2 
and Y2 taken as 1.14, -1.68,0.83 and 0.55 respectively; a standard deviation of 0.1 was 
assumed for all four states. In solving the population balance, each of the four dimen- 
sions were discretised into 75 bins resulting in a total of approximately 31.6 million cell 
populations. In solving the cell ensemble model, populations of up to N= 10000 indi- 
viduals respectively were considered. However, the results presented below correspond 
to the case where N= 1000 individuals were considered. The results obtained from 
the population balance and cell ensemble models under these conditions are depicted 
in Figure 5.4. Figures 5.4a to 5.4d indicate that the cell population distribution main- 
tains its synchrony with the elapse of time. Similar results are obtained from the cell 
ensemble model as seen in Figures 5.4e to 5.4h. The similarities in the results obtained 
from this case as well as the two-dimensional case presented above further indicate 
that the discrepancies in the predictions of the population balance and cell ensemble 
formulations of the three dimensional model cannot be attributed to inadequacies in 
either technique. 
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5.5 Conclusions 
This study presents for the first time, as far as this author is aware, the use of mul- 
tidimensional population balance models (in two, three and four dimensions) for the 
prediction of oscillatory cellular dynamics. The study exploits (1) the efficient solution 
techniques for multidimensional population balance models presented in the previous 
chapters and (2) sufficient computational resources for intense computations. The sys- 
tems considered are representative of synchronous, autonomous oscillations in yeast, 
cell cycle-related oscillations in eukaryotes and circadian oscillations in crayfish, respec- 
tively in two-, three- and four-dimensional models. In each of the studies, the results 
obtained from the population balance model are compared with those obtained from 
the cell ensemble approach. It is observed that, in the majority of cases, the predictions 
of the two approaches are in excellent agreement. In particular, there was remarkable 
agreement in predicting synchronous oscillations in cell populations although the so- 
lutions to the population balance models do exhibit a certain amount of numerical 
diffusion. However, in cases where the individual cells continued to exhibit sustained 
but asynchronous oscillations, the oscillations were not observable at the population 
level. This effect is itself an experiment ally-observed one. Thus it can be concluded 
that intracellular models should be used in their own right as well as within popula- 
tion balance or cell ensemble models to obtain a more complete understanding of the 
dynamic behaviour of cell populations. 
The studies presented in this chapter demonstrated that the predictions of the 
population balance and the cell ensemble approaches are generally in good agreement. 
However, the real advantage of the population balance framework lies in the elegant 
manner with which the phenomena of cell division, death and differentiation can be 
incorporated, as demonstrated in Appendix A. These phenomena play an important 
role in the life of an organism. It is therefore important to consider these phenomena 
in a constructing a mathematical model of a bioprocess. Also of importance in several 
bioprocesses is the regulation of cell metabolism, division and death by extracellular 
signalling pathways. These pathways ensure that cells grow in a systematic manner 
and that diseased cells are quickly killed. 
Chapter 6 
Modelling of Biopolymer 
Accumulation in Bacteria 
6.1 Introduction 
In this chapter, a second application of multi- dimensional population balances to the 
modelling of bioprocesses is considered. In this study, the population balance frame- 
work is combined with a second framework, the cybernetic modelling approach, in a 
hybrid formulation. In this formulation, the population balance framework accounts 
for the cell population heterogeneity while the cybernetic approach takes into consid- 
eration the intracellular regulation of the metabolic pathways. 
The bioprocess considered in this study is that of biopolymer accumulation in 
bacteria. Biopolymers are among the important biodegradable materials being pro- 
duced today. They are polymers produced from biological sources such as plants and 
micro-organisms. An important class of biopolymers is that of the natural polyesters, 
polyhydroxyalkanoates (PHAs). The first PHA to have been discovered was poly- 
3-hydroxybutyrate or PH13 (also called poly-o-hydroxybutyrate) from the bacterium 
Bacillus megaterium in 1926 (Lemoigne, 1926). Since then, PHAs have become one 
of the largest groups of thermoplastic polymers known with over 100 different types 
currently produced from a variety of monomer types (Williams et al., 1999). They 
have a wide range of applications from biodegradable commodity products (Ikada and 
Tsuji, 2000) to implantable medical devices (Saad et al., 1999). As a result, they are 
the subject of much attention within the chemical engineering community and a con- 
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siderable amount of research has been undertaken towards improving the production 
of these biopolymers. 
The metabolic processes by which PHAs are accumulated by bacterial cells is now 
relatively well understood (Madison and Huisman, 1999). Bacteria synthesise PHAs as 
a carbon and energy reserve material when their growth is limited due to the unavail- 
ability of a nutrient such as nitrogen, sulphur or phosphorous. The polymerisation of 
the soluble intermediates into insoluble molecules prevents the leakage of these valu- 
able compounds out of the cells. Thus, PHAs are functionally similar to starch in 
plants and glycogen in animals. More than 300 different micro-organisms are known 
to synthesise and intracellularly accumulate PHAs (Lee et al., 1999). Of these, the 
bacterium Alcaligenes eutrophus (also called Ralstonia eutropha) has been the most 
widely used organism because it is easy to grow and because the biochemistry leading 
to the synthesis of PHAs in Alcahgenes eutrophus are being extensively studied. 
Historically, the PHA poly-o-hydroxybutyrate (PHB) has been studied the most 
and has also been responsible for commercial interest in this class of polymers. In most 
organisms, PH13 is synthesised from the metabolite acetyl coenzyme-A (acetyl-CoA) 
by a sequence of three reactions catalysed by the enzymes 0-ketothiolase, acetoacetyl- 
CoA-reductase and poly-o-hydroxybutyrate synthase. It has recently been suggested 
that PH13 synthesis and degradation are cyclic and PH13 is degraded to acetyl-CoA by 
the enzymes i-poly-, 3-hydroxybutyrate depolymerase, 3-hydroxybutyrate dehydroge- 
nase, acetoacetyl: succinyl-CoA transferase and ketothiolase (Jendrossek and Handrick, 
2002). 
In theory, PHB production can be triggered by causing a deficiency in any nutrient 
relative to carbon. However, PH13 production is normally carried out by limiting cells 
on ammonia in the presence of excess glucose (Gostomski and Bungay, 1996). Under 
these conditions, the cells tend to accumulate a large amount of the polymer. Optimal 
feeding strategies first involve subjecting the cells to normal nutrient conditions to aid 
cell growth. This is then followed by a period of nitrogen limitation. Under these 
conditions, the PHB content increases significantly and high process productivity can 
be obtained (Lee et al., 1999). 
However, the bacterial production of PHB on a large-scale has been limited. The 
main problem preventing the wide-spread commercial application of 
PHB is its high 
production cost, the most significant contribution being the cost of glucose 
(Byrom, 
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1992; Lee et al., 1999). Therefore, significant research has been undertaken to improve 
the productivity of the process. One approach to improving productivity whilst min- 
imising costs has been to employ alternate carbon substrates such as methanol (Byrom, 
1992) and xylose (Keenan et al., 2004), or the use of a second bacterium to metabolise 
the glucose (Katoh et al., 1999). Research has also been undertaken on genetically 
modifying organisms such as Escherichia coli to produce PHB (Lu et al., 2004). Such 
genetic modifications could be used to engineer faster growth or easier cell lysis, thereby 
reducing production time and costs (Madison and Huisman, 1999). Other approaches 
include the genetic modification of plants to produce PHAs on a large scale (Snell and 
Peoples, 2002). Systems engineering can be a substantial aid both in the identification 
of such genetic modifications as well as to optimise and optimally control the process. 
Several models for PHB production in microorganisms employ a semi-lumped ap- 
proach, dividing the cell mass into PHB and the rest of the biomass (Yoo and Kim, 
1994; Dias et al., 2005; Khanna and Srivastava, 2005). Other models have incorpo- 
rated the intracellular reactions in the mechanism of PHB formation in considerable 
detail (Leaf and Srienc, 1998). Another approach is a cybernetic model that consid- 
ers the various pathways leading to PHB synthesis as well as its degradation (Gadkar 
et al., 2003). Detailed stoichiometric models of cell metabolism have also been used 
to study PHB formation (Katoh et al., 1999). More recently, a mathematical model 
of PHA copolymer formation has been reported (Mantzaris et al., 2002; ladevaia and 
Mantzaris, 2006). 
In this chapter, a hybrid model is formulated for PHB accumulation in bacteria. Cell 
population heterogeneity is accounted for through the population balance framework 
while the cybernetic modelling framework is utilised to account for the regulation of 
intracellular metabolism. The development of the model is presented in Section 6.2. 
Results and discussions are provided in Section 6.3. 
6.2 Model development 
As mentioned previously, one modelling approach that has been very successful in de- 
scribing biological systems is the cybernetic modelling approach (Kompala et al., 1984, 
1986). This framework was originally formulated to explain 'the Diauxie phenomenon' 
of preferential substrate utilisation first observed by Monod. The phenomenon of di- 
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auxic growth is observed in bacteria subjected to multiple substrates, each yielding the 
same biomass precursors. Under these circumstances, the bacteria sequentially take 
up substrates in a decreasing order of yield of cell mass. By postulating that bacteria 
are optimal strategists, Ramkrishna and co-workers formulated cybernetic models that 
successfully described the Diauxie phenomenon for a variety of substrates (Kompala 
et al., 1984,1986). 
The cybernetic modelling framework has been used to describe a variety of complex 
biological systems from hybridoma cells (Namjoshi et al., 2002) to glycolytic oscilla- 
tions (Kompala, 1999) and the production of ethanol (Gadkar and Doyle, 2003) in yeast. 
In this framework, cells are assumed to obey Herrnstein's matching law. The framework 
postulates that cells optimise the allocation of the limited resources available to them 
to maximise cell growth. Here, the term resources refers to the extracellular substrates 
available to the cell and the capability of the cell to manufacture enzymes, both of 
which are assumed to be limited. The hypothesis that cells optimise their metabolism 
to maximise cell growth is accounted for by the introduction of the so called cybernetic 
variables u and v. The u variables optimise the allocation of the enzyme synthesis 
machinery while the v variables optimise the fluxes through the metabolic reaction 
network. The u and v variables are defined using heuristics based on the metabolic 
reaction rates and these heuristics have been systematically and rigourously developed 
and analysed (Varner and Ramkrishna, 1999b, a). The effectiveness of these cybernetic 
variables in emulating the cellular objective of maximising cell growth has also been 
validated using optimisation theory (Durjati et al., 1985). 
Two cybernetic models of PHB synthesis in microorgranisms are available in the 
literature (Yoo and Kim, 1994; Gadkar et al., 2003). The first model (Yoo and Kim, 
1994) assumes that cells are composed of two components, namely residual biomass 
and PHB. The assimilation of nitrogen source to yield residual biomass is assumed 
to be catalysed by one enzyme, while the assimilation of carbon source to yield PHB 
is assumed to be catalysed by a second enzyme. The model assumes that carbon is 
utilised for both cell growth as well as PHB production, while the nitrogen source is 
utilised only for cell growth. The model was successful in predicting PHB production 
in the bacterium Alcaligenes eutrophus. 
More recently, Gadkar and co-workers (Gadkar et al., 2003) formulated a detailed 
cybernetic model that takes into consideration the metabolic pathways by which the 
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carbon and nitrogen sources are utilised for cell growth and PHB synthesis. Glucose is 
assimilated by the cell through the glycolytic and pentose phosphate pathways to yield 
metabolites collectively called glycolytic pathway intermediates. These metabolites can 
then be channeled to synthesise PHB via the PHB synthesis pathway. Alternatively, 
the metabolites can enter the TCA cycle and, from there, combine with assimilated 
nitrogen to yield amino acids. These amino acids, together with the glycolytic interme- 
diates serve as precursors for cell growth. Two levels of cybernetic variables are defined, 
at the local and global levels. At the local level, cybernetic variables are defined within 
each of the pathways to maximise the production of metabolites. At the global level, 
cybernetic variables are defined for the various pathways to maximise the utilisation 
of resources for cell growth and PHB synthesis. In the present study, a reduced model 
with a single level of cybernetic variables is formulated as described next. 
6.2.1 A cybernetic model of PHB synthesis in Alcaligenes eu- 
trophus 
In formulating the reduced model, it is necessary to take into consideration the key 
biological phenomena that govern PHB synthesis. The main objective of these bacte- 
ria is to survive, i. e. maximise cell growth irrespective of the prevalent extracellular 
environment. Neglecting the requirements for trace nutrients, the main requirements 
for cell growth are acetyl-CoA (from which cells obtain their carbon) and amino acids. 
With these considerations, these two intracellular intermediates are included in the 
chosen lumped metabolic scheme depicted in Figure 6.1. 
The stoichiometry of the reactions appearing in the chosen metabolic scheme are 
presented in Table 6. L In this scheme, the first reaction represents the glycolytic path- 
way and accounts for glucose assimilation and conversion to acetyl-CoA. The second 
reaction represents the PHB synthesis pathway while the third reaction represents the 
reverse phenomenon. The last reaction accounts for nitrogen assimilation and conver- 
sion, together with acetyl-CoA, to amino acids. As mentioned above, acetyl-CoA and 
amino acids are assumed to be the precursors for cell growth. The requirements of these 
precursors are assumed to be 22.5 mmol of acetyl-CoA and 9.0 mmol of amino acids per 
gram of residual biomass, with the growth requirement for amino acids being the same 
as that reported in the literature (Gadkar et al., 2003). The stoichiometric coefficient 
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Table 6.1: Reaction stoichiometry for the formulated cybernetic model 
Reaction Symbol 
glucose e' )2 acetyl-CoA 1 
e, 2 acetyl-CoA ) PHB 2 
PHB e3 )2 acetyl-CoA 3 
2 acetyl-CoA +2 ammonium sulphate e4 ) amino acids 4 
22.5 acetyl-CoA + 9.0 amino acids residual biomass 9 
for acetyl-CoA used in this model is larger than in the previous model (Gadkar et al., 
2003) due to the lumping of some of the intracellular metabolites into biomass. The 
rates of these reactions are assumed to follow variations of Monod kinetics (Bailey and 
Ollis, 1986) and are given by 
(en 
rj = /_, max 
_j 
) Caq 
max 
11 
ei q=l 
Kj, 
q 
+ Caq 
(6.1) 
Here, 1-tT" is the maximum specific rate of the jth reaction; eT" is the maximum 
specific concentration of the enzyme ej that catalyses the jth reaction; C,,, is the 
concentration of the substrate, aq; and 
Kj, 
q represents the half-saturation constant 
of the substrate, aq. The reaction producing residual biomass is assumed not to be 
enzyme-catalysed. 
glucose 
2 
PHB acetyl-CoA 
3 
4 amino 
acids 
ammonium 
sulphate 
Figure 6.1: SimPlified metabolic scheme for PHB synthesis in Alcaligenes eutrophus. 
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The specific rate of enzyme synthesis is given by 
rej :: ý Oe OeUi (6.2) 
where a* is the specific rate of constitutive enzyme synthesis and a, denotes the max- e 
imum specific rate of enzyme synthesis. The latter is assumed to be regulated by the 
cybernetic variable uj. 
Two sets of cybernetic variables are employed in the model. The first set takes 
into consideration the competition between glucose and PHB in maximising biomass 
precursor formation. The bacteria can obtain carbon (in the form of acetyl-CoA) 
from either glucose or PHB. However, cells will convert PHB to obtain carbon only 
when a sufficient amount of glucose is not available. With these considerations, the 
following cybernetic variables were defined. Here, ui and vi are the cybernetic variables 
associated with reaction i. 
Ul = 
rl 
U3 
'r3 (6-3) 
ri + r3 rl + r3 
V, = 
ri 
V3 
r3 (6.4) 
max(ri, r3) max(ri, 7-3) 
The second set of cybernetic variables accounts for the strategic behaviour of cells 
in storing excess glucose as PHB under ammonium sulphate deficient conditions. As 
the main objective of the cell is to grow, the cells will always utilise glucose for cell 
growth. However, it may not always be possible to utilise all the available glucose 
for 
cell growth, particularly if a second key nutrient, ammonium sulphate for example, is 
deficient. In such a situation, the bacteria would channel the excess glucose into PHB 
granules for storage. At a later stage, when glucose is in short supply, PHB will 
be 
degraded to yield carbon for cell growth. Thus, the following cybernetic variables were 
defined: 
U2 
ri 
U4 
r4 (6.5) 
ri + r4 ri + r4 
V2 
ri 
V4 
r4 (6.6) 
max(ri, r4) max(ri, r4) 
The mass balances for the ten species that comprise this model are given 
be- 
low (Gadkar et al., 2003; Guardia et al., 2000; Namjoshi et al., 2002; 
Ramakrishna 
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et al., 1996; Namjoshi et al., 2003). 
dXext 
'S extr, c +D (Xfeed _x (6-7) dt ext ext) 
dXint. 
Sintr, 
- rgXint (6-8) dt 
de 
- re - 
(rg + Oje (6.9) dt 
de 
- rgc - De (6-10) dt 
Here, Sextand Si,, t are the stoichiometric matrices corresponding to the vectors of extra- 
cellular and intracellular metabolites)Xext: --[Glucose, Ammonium sulphate]T (MMOI/1) 
and Xi, t -[acetyl-CoA, PHB, amino acidS]T (mmol/g-residual biomass), respectively; 
c is the concentration of residual biomass (g/1); D is the dilution rate (h-'); rg is 
the specific rate of synthesis of residual biomass (h-'); e is the vector of enzymes 
(pmol/g-residual biomass); r, is the vector of enzyme synthesis rates (Amol g-residual 
biomass-'h-1); Oe is the rate constant of enzyme degradation (h-1); and the vector of 
metabolic reaction rates modified by the v cybernetic variables rv = [rivi 7'2V2 r3V3 r4V4 r 
The definitions of the matrices S,,, t and Si,, t are given below. 
Sex't -1 
0 0 
-2 0_ 
(6.11) 
2 -2 2 -2 -22.5 
01 -1 00 
-0 
001 
6.2.2 Parameter estimation and model validation 
(6.12) 
The experimental data of Yoo and Kim (1994) was used as a reference in finding the 
values of the parameters pT" and Kj, q- Parameter estimation was undertaken 
in 
gPROMS (Process Systems Enterprise). The values estimated are listed in Table 6.2. 
The values of the constants used in the rates of enzyme synthesis were fixed and are 
given in Table 6.3. Figure 6.2 shows a comparison of the model predictions with the 
experimental data used for the parameter estimation (Yoo and Kim, 1994). As can be 
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seen, the model predictions are in excellent agreement with the experimental data. 
To study the qualitative behaviour of the process, a bifurcation analysis was per- 
formed (Kuznetsov, 1998). A bifurcation analysis employs a mathematical model of 
the process to predict stable and unstable stationary and periodic steady states. The 
bifurcation software AUTO 2000 (Doedel., 2001) was employed. 
The bifurcation diagrams obtained with respect to the concentration of glucose in 
the feed stream are shown in Figure 6.3. The concentration of ammonium sulphate 
in the feed stream and the dilution rate were maintained at 2.54 g/l and 0.01 h-1 
respectively. From Figure 6.3a, it can be seen that when the feed concentration of 
glucose is very low (below 1.5 g/1), there are no stable steady states. This is consistent 
as under insufficient glucose feed, the growth rate of cells will be less than that required 
to prevent cell washout. When the feed glucose concentration exceeds 1.5 g/l, cell 
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Figure 6.2: Comparison of the simulation results of the formulated model with exper- 
imental data (Yoo and Kim, 1994) used for parameter estimation. 
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Table 6.2: Estimated model parameters for metabolic reactions 
Parameter Value 
PT" (mmol g-residual biomass-' h-') 4.72888 
, max (mmol g-residual biomass-' h-') 2 5.31675 
/tmax (mmol g-residual biomass-' h-1) 3 0.892636 
, _, 
max (mmol g-residual biomass-' h-') 4 5.8635 
It max (h-1) 
9 3992.11 K, (mmol 1-1) 35.1306 
K2 (mmol g-residual biomass-') 0.001723 
K3 (mmol g-residual biomass-') 1.71235 
K4, 
ams (mmol g-residual biomass-') 0.181775 
K4, 
acCoA 
(MM01 1-1) 9.9555xIO-5 
Kg (mmol g-residual biomass-') 10-3149 
Table 6.3: Chosen model parameters for enzyme synthesis reactions 
Cee 0.05 pg g-residual biomass-' h-' 
ae 0.95 pg g-residual biomass-' h-1 
Oe 1.0 h-' 
e max 11 .... 4 1.00 I-Lg g-residual biomass-' J 
washout is avoided, and the concentration of residual biomass in the reactor increases 
sharply with an increase in the glucose feed concentration beyond 5.5 g/l. Under these 
conditions, it can be seen from Figure 6.3b that very little PHB accumulation takes 
place. This is again consistent as when the carbon source is not in excess no PHB 
accumulation takes place. Further, under these conditions, an increase in the amount 
of substrate available corresponds to a proportional increase in the growth rate of the 
cells. 
As the feed glucose concentration increases further beyond about 11 g/l, the be- 
haviour of the system undergoes a significant change as can be seen from Figure 6.3. 
At these high feed concentrations of glucose, the concentration of residual biomass 
remains relatively independent of the glucose feed concentration while the PHB con- 
centration increases linearly. This is, again, a consistent result as these high glucose 
feed concentrations correspond to an excess of carbon source. Under such conditions, 
the cells channel the excess substrate to produce PHB while the residual biomass con- 
tent remains relatively constant. The result is consistent with the observation that 
high PHB concentrations with negligible biomass growth are achievable if the glucose 
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Figure 6.3: Bifurcation diagrams for continuous PHB production with respect to the 
feed concentration of glucose. The dilution rate and feed concentration of ammonium 
sulphate are 0.01 h-' and 2.54 g/l respectively. 
feed concentration is maintained in the region of 10 to 20 g/l under nitrogen limitation 
conditions (Kim et al., 1994). 
The definitions of the cybernetic variables adopted in this study (Equations (6.3) 
to (6.6)) were validated as described below. In this procedure, the hypothesis of the 
cybernetic framework that the main goal of the bacteria is to grow was tested by solving 
the following dynamic optimisation problem: 
PI: max 
ý 6t, 
(6-13) 
U(t), V(t), tf tf 
Ul (t) + U3 (t) (6-14) 
0<u (t) ,v 
(t) <1 (6-15) 
XeXt (t) <c (6.16) 
In this problem P1, the objective function Equation (6.13) seeks to maximise the 
concentration of the residual biomass at the end of the batch, cýtf whilstminimisingthe 
batch time, tf. The control variables for the optimisation are the profiles of the u and 
v variables over the course of the batch, together with the batch time. In keeping with 
the definitions of the cybernetic variables, the constraint Equation (6.14) ensures that 
the sum of the corresponding u variables is one; similarly the constraint Equation (6.15) 
ensures that the values of all the cybernetic variables lie between zero and one. The 
5 10 15 20 25 30 
Glucose feed (g/1) 
(b) PHB 
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final constraint Equation (6.16) ensures that the batch time tf is sufficiently long for 
all available substrate X, -t to be consumed by the bacteria. Finally, the mathematical 
model given in Equations (6.7) to (6.10) forms a set of constraints on problem P1. 
In solving the optimisation problem P1, each of the continuous cybernetic u and 
v variables were assumed to follow step-wise functions, with each value lasting for a 
duration of one-seventieth of the batch time tf. The resultant problem was solved using 
the FSQP optimisation algorithm (Zhou et al., 1997). Figure 6.4 shows the results thus 
obtained together with the predictions of the model formulated above. As can be seen 
the predictions of the two approaches are in good agreement with each other. 
The trajectories of the cybernetic variables as determined by the solution of problem 
PI are depicted in Figure 6.5. From Figure 6.5, it can be seen that the solution 
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Figure 6.4: Comparison of results obtained from the solution of problem PI 
and the heuristics defined by Equations (6.3) to (6.6) (-). 
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Figure 6.5: Comparison of predictions of the cybernetic variables obtained from the 
solution of problem PI and the heuristics defined by Equations (6.3) to (6.6) 
provided by the heuristics (Equations (6.3) to (6.6)) is in good agreement with the 
optimal solution obtained although discrepancies are observable at the latter stage of 
the batch. 
6.2.3 Development of a reduced cybernetic model 
For incorporation into the population balance framework, a reduced model was for- 
mulated by the elimination of the equations pertaining to the enzyme synthesis and 
degradation, Equation (6.9). In this reduced formulation, the concentrations of en- 
zymes are assumed to be sufficiently high so that they do not influence the rates of 
the metabolic reactions. Thus., Equation (6-1) is reduced to Equation (6.17) as shown 
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below. 
n 
/_, max 
11 aq 
ri j 
q=lKj, q 
+ Caq 
(6.17) 
Further reduction is achieved by the elimination of the v cybernetic variables. Thus, 
in this reduced formulation, intracellular regulation is accounted for through the cy- 
bernetic u variables only (Equations (6-3) and (6.5)). Finally, the mass balances for 
the reduced model now comprise Equations (6.18), (6.19) and (6.20) shown below. 
dXext 
Sextrc +D (Xf eed - Xext) (6.18) 
dt ext 
dXint 
Sintr - rgXint 
(6-19) 
dt 
dc 
= rgc - Dc 
(6.20) 
dt 
As with the earlier formulation, here) Sext and Sit are the stoichiometric matrices cor- 
responding to the vectors of extracellular and intracellular metabolites, Xext= [Glucose, 
Ammonium sulphate]T (mmol/1) and Xi,, t =[acetyl-CoA, PHB, amino acidS]T (MMOI/g_ 
residual biomass), respectively; and c is the concentration of residual biomass (g/1); D 
is the dilution rate (h-'); r. is the specific rate of synthesis of residual biomass (h-1). 
However, in this reduced formulation, as discussed above, the vector of metabolic 
reaction rates is now modified by the u cybernetic variables and is given by ru 
[riul r2U2 r3U3 r4U4 r J. 
Parameter estimation was again undertaken for the reduced model. The experi- 
mental data of Yoo and Kim (1994) was again used as a reference in finding the values 
of the parameters jiTax and Kj, q. The values estimated are 
listed in Table 6.4. Fig- 
ure 6.6 shows a comparison of the model predictions with the experimental data used 
for the parameter estimation (Yoo and Kim, 1994). As can be seen, the predictions 
of the model are in good agreement with the experimental data. Figure 6.7 shows 
a comparison of the bifurcation diagrams of the reduced model with those obtained 
for the complete model. As can be seen, the predictions of the reduced model are 
in 
goodagreement with those of the complete model presented above. 
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Table 6.4: Estimated model parameters for the reduced model 
Parameter Value 
1-tT" (mmol g-residual biomass-' h- 1) 4.3282 
/_, max (mmol g-residual biomass-' 2 h- 1) 6.85179 
I-t"x (mmol g-residual. biomass-' 3 h- ') 0.497678 
,,, n, x 4 (mmol g-residual biomass-' h- ') 2.6565 
, max (h-') 
9 4332.62 K, (mmol 1-1) 20-3355 
K2 (mmol g-residual biomass-') 0.00190595 
K3 (mmol g-residual biomass-') 0.434127 
K4, 
ams (mmol g-residual biomass- ') 0.181775 
K4, 
acCoA 
(MMOI 1-1) 1.140 24x 1 0-4 
K. (mmol g-residual biomass-') 8.89737 
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Figure 6.6: Comparison of the simulation results of the reduced model with experi- 
mental data (Yoo and Kim, 1994) used for parameter estimation. 
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Figure 6.7: Comparison of the bifurcation diagrams of the reduced () and com- 
plete (-) models for continuous PHB production with respect to the feed con- 
centration of glucose. The dilution rate and feed concentration of ammonium sulphate 
are 0.01 h-' and 2.54 g/l respectively. 
6.2.4 Formulation of a hybrid population balance- cyb ernet ic 
model 
The reduced cybernetic model was incorporated into the population balance framework. 
In this hybrid population balance- cybernetic model., cells are distinguished based on 
their intracellular concentrations of amino acids, acetyl-CoA and PHB as well as their 
residual biomass content. The resultant four-dimensional population balance is given 
by Equation 6.21 below. 
oF (x, t) 
4 
(9 
Ot axi 
dxi 
dt 
) (6.21) 
Here, the vector describing the state of the cells is given by x =Iacetyl-CoA, PHB, 
amino acids, residual biomass] T; the corresponding growth rates along each dimension 
are given by Equations (6.19) and (6-20). For the sake of simplicity., phenomena such 
as cell division, death and differentiation were neglected in this study. 
The rate of consumption of the substrates was modelled in a manner similar to 
that adopted in cell ensemble studies. Thus, the rate of consumption of glucose and 
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Glucose feed (g/1) 
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ammonium sulphate is modelled as shown below. 
dXext 
-1F (x, t)Sextr (Xi Xext) X4dx +D (Xf eed - Xext) (6.22) dt Ncells 
Ix 
ext 
Here r,, (x, X, t) is the vector of metabolic reaction rates modified by the u cybernetic 
variables evaluated with respect to the intracellular state of the cells under consider- 
ation x and the prevalent concentration of extracellular metabolites X,,, t; X4 is the 
concentration of residual biomass of the cells under consideration; and NC, 11, is the 
total number of bacteria in the population. 
6.3 Results and discussions 
Two sets of simulations are presented in this study. In both cases, a batch process was 
considered and one million bacteria were assumed to be present in the system. Each 
dimension was discretised into 25 bins resulting in a total of approximately 400000 
subpopulations. In the first set of simulations, the amount of extracellular glucose 
available was assumed to be in excess as compared to ammonium sulphate. The initial 
cell population was assumed to be centered at x= [0.01 1 0.1 1]T with a standard 
deviation of 0.1. The initial concentrations of ammonium sulphate and glucose were 
taken as 2.5 g/l and 40 g/l respectively. The results obtained from this simulation are 
presented in Figure 6.8. 
As stated above, this simulation represents a case where the amount of ammonium 
sulphate initially present is limited. As can be seen in Figure 6.8a, the ammonium sul- 
phate is rapidly consumed resulting in an increase in the concentration of intracellular 
amino acids as seen in Figure 6.8e. During this time, glucose is also assimilated by the 
cells (Figure 6.8b). However, due to excess availability, the excess glucose assimilated 
is channeled into the production of PHB (Figure 6.8d). 
Within ten hours, the ammonium sulphate initially provided is consumed (Figure 
6-8a) and the cells are faced with a limited supply of nutrients. As a result, the cells 
channel the remaining glucose available into the production of PHB. This change in 
the behaviour of the cells in the population is clearly evident from Figure 6.8d where 
it can be seen that after ammonium sulphate is consumed, the rate of accumulation of 
PHB increases sharply. 
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The second set of simulations, presented in Figure 6.9, considers the case where 
ammonium sulphate is in excess. In these simulations, the initial cell population was 
assumed to be centered at x=[l 31 11T with a standard deviation of 0.1. Thus, the 
cells were assumed to initially possess a modest amount of intracellular PHB. The 
initial concentrations of ammonium sulphate and glucose were taken as 2.5 and 40 g/l 
respectively. 
The results indicate that, expectedly, glucose is consumed rapidly (Figure 6.9b) 
while a significant amount of ammonium sulphate still remains at the end of the batch 
(Figure 6.9a). Further, it can be seen from Figure 6.9a that the assimilation of am- 
monium sulphate takes place in two stages. The first stage, lasting for approximately 
fifteen hours coincides with the period when most of the glucose is consumed. During 
this period, the cells grow significantly (Figure 6.9c) while neither accumulation nor 
degradation of PHB occurs (Figure 6.9d). Thereafter, when most of the glucose is 
consumed, degradation of PHB begins (Figure 6.9d). 
The results presented above demonstrate that different frameworks need to be 
considered in the modelling of certain biological systems. Here, the population bal- 
ance framework was complemented with the cybernetic modelling approach to study 
biopolymer accumulation in bacteria. This facilitated the modelling of the intracellular 
regulation of the metabolic pathways that is characteristic of the biopolymer produc- 
tion considered in this study. As a result, the formulated hybrid model was capable 
of predicting both the heterogeneity in the cell population as well as the competition 
between different intracellular pathways for the different nutrients. 
6.4 Conclusions 
In this chapter, a mathematical model of biopolymer (PHB) accumulation in bacte- 
ria was discussed. In a departure from previous studies of this process, the model 
presented here considers both the complex intracellular regulatory aspects of these 
bacteria together with the intrinsically heterogeneous nature of these cell populations. 
This is achieved by the formulation of a hybrid model where the regulatory aspects 
are accounted for through the cybernetic modelling principles while heterogeneity is 
addressed via the population balance framework. 
In formulating the model, the key aspects of the behaviour of these bacteria were 
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considered. The key metabolic pathways were represented with single reactions. The 
regulation of these metabolic pathways by the cells depending on the prevalent ex- 
tracellular environment was addressed by the formulation of appropriate cybernetic 
variables. A bifurcation analysis using the complete model showed that the model was 
capable of capturing the key behaviourial traits of the bacteria under a wide range of 
operating (Le. environmental) conditions. Model reduction was undertaken wherein 
the influence of enzymes on the metabolic pathways was neglected. A bifurcation 
analysis of this reduced model showed that the elimination of the enzymes from the 
metabolic scheme had a negligible influence on the predictions of the model. This 
model was then incorporated into the population balance framework resulting in a 
hybrid cybernetics-population balance model for biopolymer production in bacteria. 
Simulations conducted showed that the model captures the complex behaviour ex- 
hibited by these systems. In particular, the model is capable of capturing the diauxic 
behaviour characteristic of these microorganisms wherein the cells switch the routing 
of substrates through the metabolic pathways depending on the prevalent extracel- 
lular conditions. The necessity of the population balance model is evident from the 
simulation results which indicated that the system is characterised by broad distribu- 
tions, thus necessitating the accounting of cell population heterogeneity. Thus, it can 
be concluded that for the accurate modelling of certain complex bioprocesses such as 
biopolymer accumulation in bacteria, hybrid models combining multiple frameworks 
are warranted, as demonstrated in this study. 
Cell death is important in these systems as the typical doubling time of bacteria 
is of the order of tens of minutes (Bailey and Ollis, 1986). Given that the process of 
biopolymer accumulation typically takes hours, even days, it is evident that the number 
of cells in the population can increase enormously in this period. This will have a 
significant impact on the predictions of the model as an increase in the number of cells 
will result in an increase in the rate of consumption of substrate. The importance of 
cell death in this system was also evident from the simulation results presented above. 
In the present study, cell death and division were neglected. As a result, in these 
results, the cell population distribution stabilised when all the available substrate had 
been assimilated. However, in reality, when cells are faced with an absence of nutrients, 
they often undergo cell death due to starvation and this would result in further changes 
in the evolution of the cell population distribution. 
Chapter 7 
Conclusions and Future Directions 
The primary aim of this project was to explore the feasibility of developing multi- 
dimensional population balance models of biological systems. Towards this goal, a 
numerical solution technique called the two-tier hierarchical algorithm was developed. 
The performance of the technique was substantially improved by the implementation 
of a two-level discretisation algorithm. The technique was successfully applied to the 
solution of several different biological systems, thus demonstrating that it is possible 
and necessary to use multidimensional population balance models for studying bio- 
processes. In addition, two related problems were explored. The first dealt with the 
determination of accurate parameter values for bioprocess models. It was shown that 
the use of simple systems engineering tools can expedite the parameter estimation 
process. In the second study, the formulation of multidimensional models for novel 
and more complex polymerisation processes was addressed. To this end, a model was 
formulated for the production of hyperbranched polymers. Simulation-based analy- 
ses using this model provided considerable insight into this particular polymerisation 
process. 
This chapter is organised as follows. The chapter begins with the conclusions of 
this thesis in Section 7.1. The primary contributions of this thesis are then surnmarised 
in Section 7.2. Finally, suggestions for future work are provided in Section 7.3. 
107 
Chapter 7. Conclusions and Future Directions 108 
7.1 Conclusions 
The considerable amount of research being undertaken in the biological sciences is 
rapidly increasing our understanding of biological systems. While the experimental 
results are invaluable, in many areas, systems engineering can play an important role in 
providing insight into the functioning of bioprocesses. For example, systems engineering 
tools have been used to predict the three-dimensional structures of biological proteins 
thus aiding in the development of new therapeutic strategies (Floudas et al., 2006). A 
second example is the controlled delivery of insulin to treat type I diabetes (Palerm 
et al., 2007). In these and other examples one of the key components of the systems 
engineering exercise is the development of a mathematical model of the process. 
The development of mathematical models of biological systems has interested re- 
searchers for several decades. The first models, for example Monod kinetics (Bailey 
and Ollis, 1986), adopted the so-called unsegregated, unstructured approach wherein 
(a) all cells in the population were assumed to be identical (hence, the word 'unsegre- 
gated') and (b) intracellular aspects of cellular behaviour were neglected (resulting in 
an 'unstructured' model). Over the past few decades, structured - but unsegregated 
- models have become the norm. Aided by techniques such as the cybernetic mod- 
elling framework, they have been successfully applied to study a variety of biological 
systems. However, as noted recently by Henson (2003), in almost all cases, biological 
systems exhibit heterogeneity and, consequently, the average cell population behaviour 
is not representative of the entire population. Thus, it is necessary to account for these 
heterogeneities in the formulation of the model. 
The most rigorous mathematical approach to account for heterogeneity in cell pop- 
ulations is via the population balance framework (Henson, 2003). This framework 
elegantly accounts for all the key cellular processes including assimilation of substrate, 
intracellular metabolism, excretion of waste products, and cell division, death and dif- 
ferentiation. Despite its early proposal (Fredrickson and Tsuchiya, 1963; Fredrickson 
et al., 1967), its application to the modelling, analysis and control of biological systems 
has been limited. In recent years, the development of novel solution algorithms coupled 
with the continual exponential rise in computational power has resulted in the adoption 
of one-dimensional population balance models for process analysis, optimisation and 
control. In biological applications, these models usually employ the cell mass or cell 
age as the independent variable and, as they do not consider the intracellular state of 
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the cell, can be classified as segregated but unstructured models. While such models 
are sufficient for the modelling of some particulate processes (i. e. emulsion polymeri- 
sation), multidimensional population balance models are needed for other particulate 
systems, for example, granulation, crystallisation and, in particular, biological systems. 
The development of such multidimensional models is a challenging task. The pri- 
mary difficulties are (Ramkrishna and Mahoney, 2002) (a) in the rigorous modelling of 
the phenomena of cell growth, division, differentiation and death; (b) the development 
of measurement techniques to study the underlying phenomena; and (c) the solution 
of the resultant integro-partial differential equations. The primary goal of this thesis 
is to address the third aspect by the development of a numerical technique for the 
efficient solution of such multidimensional population balances. A second goal is the 
demonstration of how this technique can be utilised for the modelling of bioprocesses 
of practical importance, thus partially addressing the first point made above. 
To this end, a novel solution algorithm called the two-tier hierarchical technique 
was presented in Chapter 3. The technique enables the efficient and accurate solu- 
tion of moderately high-dimensional population balance models. In this approach, 
a finite-volume strategy is used to discretise the population distribution into several 
subpopulations and formulate the population balance among these sub-populations. 
This results in the population balance being converted to a system of ordinary dif- 
ferential equations where each equation represents a mass balance over a particular 
sub-population. A decomposition strategy akin to the solution technique for inho- 
mogeneous differential equations (Gockenbach, 2002) is then employed to solve the 
discretised population balance (i. e. the afore-mentioned system of ordinary differential 
equations). In this hierarchical strategy, the discretised population balance is solved 
taking into consideration only the continuous growth terms. Then, in the second tier, 
the growth terms are neglected and the population balance is solved taking into con- 
sideration the contributions arising from cell division, death and recombination. This 
step wherein the different particulate phenomena are evaluated separately constitutes 
the first tier of the algorithm. Finally, the results thus obtained are amalgamated in 
the second tier to obtain the new population balance. 
Further improvements to the technique were presented in Chapter 4 where a two- 
level discretisation algorithm was presented. In modeling particulate processes, it is 
often the case that the various phenomena, e. g. growth, breakage and aggregation, are 
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sensitive in varying extents to the fineness of the discretisation. This discrepancy was 
exploited in this algorithm wherein only the processes sensitive to the discretisation are 
considered using a fine grid. All processes are then considered at a coarse level. Infor- 
mation between the two levels are continually exchanged to maintain accuracy. In this 
manner, the two-level discretisation algorithm facilitated a substantial improvement in 
computation times with a minimal loss in accuracy. 
The solution algorithm described above was first demonstrated via the formulation 
of multidimensional population balance models of biological oscillations, as described 
in Chapter 5. Three systems were considered namely glycolytic oscillations in yeast, 
cell cycle-related oscillations in eukaryotes, and circadian oscillations in crayfish. The 
corresponding population balance models possessed two, three and four dimensions 
respectively. The predictions of these models were in good agreement with those ob- 
tained from the cell ensemble modelling technique, a stochastic technique commonly 
used for modelling heterogeneous cell populations (Henson et al., 2002; Henson, 2005). 
The population balance models predicted a substantially higher level of heterogeneity 
probably due to numerical diffusion. Further, it was observed that under conditions 
of asynchronous oscillations, the oscillatory dynamics of individual cells was not mani- 
fested at the population level. Instead, an apparent pseudo steady state cell distribution 
was obtained. Based on these results, it was concluded that single cell models should 
be used together with multidimensional population balance or cell ensemble models to 
obtain a better, more complete understanding of the oscillatory dynamics of biological 
systems. 
The second application of the solution technique described above was the develop- 
ment of a hybrid cybernetic-population balance model of the production a biopolymer, 
PHB, in bacteria. The cybernetic modelling framework (Kompala et al., 1984,1986) 
accounts for the fact that cells possess an innate ability to optimise the assimilation 
and allocation of available resources for the maximisation of cell growth. Thus, the 
technique accounts for the intracellular regulatory aspects of biological systems. In 
this study, a simple single cell cybernetic model of PHB accumulation in bacteria was 
first formulated. Experimental data from the literature was used to obtain values for 
the kinetic parameters in the model. Bifurcation studies employing the model showed 
that the predictions of the model were in qualitative agreement with experimental ob- 
servations. The cybernetic aspects of the model formulation were also validated by 
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comparison with the solution obtained using a rigorous optimisation approach. A re- 
duced version of the model was then developed for incorporation into the population 
balance framework. Simulations using the resultant hybrid cybernetic-population bal- 
ance model showed that, as with the previous studies, the population balance model 
predicted a substantially heterogeneous cell distribution, thus providing further moti- 
vation for the adoption of such models in process analysis studies. Further, the study 
served to demonstrate how different modelling approaches for biological systems can 
be utilised in a synergistic manner to obtain a better understanding of these systems. 
The third demonstration of the technique, presented in Appendix A, served to il- 
lustrate the strengths of the population balance framework. To this end, a model of 
eukaroytic cells was formulated taking into consideration important cellular phenom- 
ena including cell metabolism, division, death and differentiation and the regulation 
of these processes by extracellular signalling pathways. Thus, the model presents a 
first attempt at the type of models necessary for process analysis studies in biomed- 
ical applications. Cell metabolism was accounted for by formulating the population 
balance model around a six-dimensional model of glycolysis in yeast. While the pop- 
ulation balance framework elegantly accounts for the phenomena of cell division and 
differentiation, the integral terms resulting from their inclusion in the framework of- 
ten result in considerable computational difficulties. Making use of the developments 
presented in Chapter 3, these phenomena were accounted for in a rigorous and com- 
putationally efficient manner. Simple models of key extracellular signalling pathways 
were then developed and incorporated into the population balance framework with 
relative ease. The results obtained from this model were in qualitative agreement with 
those observed in experiments. Finally, the necessity of the population balance model 
was demonstrated by comparison with simpler lumped and one-dimensional models of 
the same system. Given the relatively small computational requirements for the model, 
this study served to demonstrate that it is now possible and necessary to adopt such 
multidimensional population balance models for the study of bioprocesses. 
An important component of the development of mathematical models of biological 
systems is the determination of values for the kinetic parameters. It is often possible 
to obtain these values from the literature. In other cases, the values have to be esti- 
mated from literature data. The large amount of information obtained from research 
in the biological sciences has led to the development of models that account for intra- 
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cellular aspects of cell behaviour in great detail. Such models, however, often possess 
a large number of kinetic parameters, the majority of which pertain to intracellular 
metabolic reactions. The estimation of these model parameters can be quite difficult 
and it is often possible to obtain multiple parameter sets. Techniques such as flow 
cytometry (Srienc, 1999) and DNA microarrays (Baev et al., 2006) enable the mea- 
surement of these quantities and such data would facilitate the estimation of unique 
values for these parameters. An alternative, comparatively inexpensive approach is to 
adopt systems engineering tools for the estimation of these model parameters using 
data pertaining to extracellular substrates, which is often readily available. The latter 
approach is explored in Appendix B, with the cybernetic model described in Chapter 
6 as the case study. It is shown that the use of a limited amount of experimental data 
can result in parameter multiplicity. Sensitivity and estimability studies indicated that 
this uncertainty was due to the lack of sufficient data rather than the nonlinearities in 
the model formulated. It was then shown that this uncertainty can be eliminated by 
the use of carefully designed experiments. Thus, this study demonstrated how simple 
systems engineering tools can be used to greatly aid the development of mathematical 
models with minimal experimentation and expense. 
The final part of this thesis discussed the development of multidimensional mod- 
els for polymerisation systems with novel reaction kinetics as presented in Appendix 
C. In conventional polymerisation systems where the polymer chains are linear, it is 
sufficient to formulate a one-dimensional model distinguishing polymer chains based 
on their chain length only. In systems where branched polymer chains are formed, 
it is necessary to account for multiple characteristics including chain length and the 
extent of branching (Kiparissides, 2006). Several models are available in the literature 
for such polymerisation processes. However, in recent years, several new polymeri- 
sation processes have been developed where novel reaction kinetics are employed to 
produce polymers with desirable characteristics. The accurate modelling of such pro- 
cesses warrants the consideration of several characteristics of polymer chains as it has 
been shown that simpler models are inaccurate (Pinto et al., 2008b). In Chapter C, a 
multidimensional population balance model is formulated for one such system, namely 
the production of hyperbranched polymers by the copolymerisation of conventional 
monomers with special multifunctional monomeric entities. In developing the model, 
the method of moments was used to obtain a system of ordinary differential equations 
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which predicted average system properties including average molecular weights of the 
polymer chains and the extent of branching in the system. S imulation- based analy- 
ses with this model helped provide insight into the dynamics of this process. Thus, 
this study demonstrated how multidimensional models of particulate processes charac- 
terised by discrete population balances could be formulated in a systematic framework. 
7.2 Contributions of this thesis 
The primary contributions of the thesis are summarised below. 
1. A novel solution algorithm for multidimensional population balances called the 
two-tier hierarchical solution technique was developed. This technique enables 
moderately high-dimensional population balance models to be solved efficiently. 
2. Semi-analytical solutions were developed for the computation- intensive multidi- 
mensional integrals necessary for modelling breakage in the population balance 
framework. The use of these solutions together with the two-tier hierarchical al- 
gorithm result in the conversion of the population balance from an integro-partial 
differential equation to a system of ordinary differential equations which can be 
solved efficiently. 
3. A two-level discretisation algorithm for multidimensional population balance 
models was developed. The application of this algorithm resulted in significant 
improvements in computation times with a minimal loss of accuracy. 
4. The solution technique described above was used to study oscillatory dynam- 
ics using multidimensional population balances, a topic previously unaddressed 
in the literature. The study demonstrated that the extent of heterogeneity in 
these systems is sufficiently great to warrant the use of the population balance 
framework. 
5. A detailed model of eukaryotic cells was developed taking into consideration cell 
metabolism, division, death and differentiation together with the extracellular 
regulation of these phenomena through signalling pathways. This model repre- 
sents a first attempt at the type of comprehensive models that would be necessary 
in biomedical applications. 
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6. A rigorous approach to the modelling of cell division and differentiation within 
the population balance framework was presented. This approach made use of the 
semi-analytical solutions described above to account for these phenomena in a 
computationally efficient manner. 
7. A hybrid model of PHB accumulation in bacteria was developed wherein the cy- 
bernetic modelling framework accounted for intracellular regulation of metabolism 
while the population balance framework accounted for cell population heterogene- 
ity. The study demonstrated how different modelling approaches can be combined 
to develop models of complex biological systems. 
8. A study was undertaken to demonstrate how insufficient data for parameter esti- 
mation can result in considerable parametric uncertainty. The study also demon- 
strated how this uncertainty could be eliminated by careful experiment design 
studies using standard but powerful systems engineering tools. 
9. A detailed multidimensional population balance model of hyperbranched poly- 
merisation was presented. This study demonstrated the feasibility of multidi- 
mensional population balance model for studying such emerging problems. 
7.3 Recommendations for future work 
7.3.1 Improvements to the proposed solution technique 
The solution technique presented in thesis could be considerably improved by the de- 
velopment of computationally efficient strategies to account for growth phenomena. As 
mentioned in Chapter 4, growth processes are usually very sensitive to the discretisa- 
tion. Thus, the accurate modelling of the growth phenomena often necessitates (a) the 
adoption of a fine discretisation and (b) the use of numerical integration techniques 
with a high-order of accuracy. The developments in Chapter 4 addressed the difficulties 
associated with the former aspect. However, improvements in computation efficiency 
can also be obtained by the adoption of analytical solutions for growth. 
Equation 7.1 below shows the system of ordinary differential equations obtained 
when a growth only one-dimensional population balance is subjected to a finite volume 
discretisation resulting in five sub-populations (note that growth is assumed to be in 
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direction of increasing particle size): 
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dF 
GF 
dt (7.1) 
where 
F, 
F2 
F= F3 (7.2) 
F4 
_F5_ 
and 
G, 0 0 0 0 
G, -G2 0 0 0 
G= 0 G2 -G3 0 0 (7-3) 
0 0 G3 -G4 0 
0 0 0 G4 -G5_ 
Equation (7.1) represents a system of linear ordinary differential equations which 
can be solved analytically by techniques such as the eigenvalue-eigenvector method (Atkin- 
son, 1989). However, whether the eigenvalue-eigenvector approach facilitates a reduc- 
tion in computation time is dependent on whether the growth matrix (Equation (7.3)) 
is constant or time-dependent. If the former is the case, then such techniques are 
sufficient as the eigenvalues and eigenvectors of the matrix G will remain constant 
throughout the simulation. If the matrix is time-dependent, then Laplace transforms 
can be used to obtain an analytical solution to Equation (7.1) due to the simplicity 
of the matrix G. For example for the case considered above (i. e. a one-dimensional 
population balance model with positive growth only), it can be shown that the solution 
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to Equation 7.1 is given by' 
6-G,,, t 
n-1 
-Git 
n-1 Gj 
n=l, ... i 
Nsubpopulations Fn = An + Aie 
(Gj+l 
- G-j) j=i 
(7.4) 
where 
n-1 - n-I Gj An 
= FnO -E Ai 11 Gj+l - G-j) 
n=l, ... 7 
Nsubpopulations (7-5) 
i=l - j=i 
(- 
F,, O is the number of particles initially present in the nth sub-population, and 
N, 
"ýopulations 
is the number of sub-populations obtained by the discretisation of the population bal- 
ance. 
A careful examination of Equations (7.4) and (7.5) reveals that a large number of 
terms are repeated and, therefore, the number of computations involved is reduced. 
In the hierarchical two-tier algorithm, the growth only population balance is solved 
separately from the inhomogeneous variant. The accurate modelling of processes such 
as emulsion polymerisation necessitates high-order numerical integration techniques 
due to the sensitivity of the growth terms (Immanuel and Doyle 111,2003). Thus, 
it is possible that the use of Equations (7.4) and (7.5) could eliminate the need for 
numerical integration techniques thus considerably reducing computation times while 
maintaining the accuracy of the solution. However, this hypothesis needs to be verified 
and is a topic for future work, possibly for a M. Sc. thesis. 
7.3.2 Deterministic modelling of cell division, death and dif- 
ferentiation kernels 
The model of eukaryotic cells presented in Appendix A presented how the popula- 
tion balance framework facilitates the accounting of cell division, differentiation and 
death in an elegant and computationally inexpensive manner. However, several im- 
provements are possible in the accounting of these phenomena. In the aforementioned 
model, cells were assumed to divide when they obtained a sufficient cell mass which 
'The derivation is omitted here for the sake of brevity 
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was assumed to be proportional to the level of intracellular glucose. While this as- 
sumption is valid, several other factors influence the decision of cell division (Alberts 
et al., 2002). Besides the need to attain sufficient cell mass, cells must also success- 
fully and accurately replicate their DNA. The model of cell-cycle related oscillations 
presented in Section 5.3 represents one approach that can be adopted to account for 
this consideration. In this three-dimensional model, the point at which cells divide 
roughly correlates to the point at which the concentration of the M-Cdk complex is 
maximum (Alberts et al., 2002). Thus, the rate of cell division can be modified to be 
dependent on both the mass of the cells as well as the location of the cell with respect 
to the cell cycle. Similarly, more details from biology need to be incorporated into 
the modelling of cell differentiation and death. For example, in the model developed 
in Appendix A, the rate at which cells undergo differentiation is relatively arbitrary. 
In general, cells undergo differentiation under the influence of several factors such as 
the appropriate extracellular signals and the number of previous replication events. 
Finally, the models of extracellular signalling presented in Appendix A are relatively 
simple as the main purpose of that study is to demonstrate the feasibility of construct- 
ing such a model. However, several detailed models of these pathways are available in 
the literature (e. g. see Asthagiri and Lauffenburger (2000) and Melke et al. (2006)) 
and the use of such models would considerably increase the predictive capability of 
the formulated population balance model. Each of the developments described above 
involve significant work and consequently this could be the subject of a future Ph. D. 
thesis. 
7.3.3 Experimental validation of experiment design studies 
In Appendix B, the problem of parametric multiplicity in a model of PHB production 
in bacteria was discussed and simple systems engineering tools were used to propose a 
method for eliminating this multiplicity. The results obtained in this chapter need to 
be validated by experimental studies, possibly as the subject of an M. Sc. thesis. The 
most obvious candidate for experimental analysis would be the experiment designed in 
Section B. 3. Such an experiment would help in the determination of unique parameter 
values for the formulated model. A second avenue for experimentation that would also 
contribute significantly to our understanding of this system would be the verification 
of the bifurcation diagrams presented. As demonstrated in Appendix B, the three 
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parameter sets obtained showed significant qualitative and quantitative differences in 
their bifurcation behaviour. Experiments conducted under the conditions used to create 
the bifurcation diagrams would help not just in the determination of the correct (i. e. 
unique) parameter set but also in the determination of whether this system exhibits 
the steady state multiplicity evinced by the parameter sets obtained in this study. 
7.3.4 Development of multidimensional population balance mod- 
els to predict polymer distributions 
The multidimensional population balance model for the production of hyperbranched 
polymers proposed in Apppendix C enabled the prediction of important polymer prop- 
erties such as average molecular weights, polydispersity and branching density. These 
measurements are very useful as they are typically issued for process analysis and de- 
sign and in the development of process control strategies. However, improvements in 
measurement techniques have made it possible to obtain accurate measurements of 
the entire molecular weight distribution of the polymer chains in the system at regular 
intervals over the course of a batch (Gretton-Watson et al., 2005,2006). Such measure- 
ments warrant a model that would predict the complete molecular weight distribution. 
Modelling techniques are available in the literature for the construction of molecular 
weight distributions of polymeric systems based on moment models such as the one 
presented in Appendix C (for example, see Crowley and Choi (1997a), Iedema et al. 
(2000) and Amaro et al. (2006)). As a topic for a Ph. D. thesis, such techniques can 
be used to extend the model developed in Appendix C to enable the prediction of the 
evolution of the molecular weight distribution of the hyperbranched polymer chains. 
7.3.5 Development of a detailed model of eukaryotic cell pop- 
ulations 
The behaviour of eukaryotic cell populations is extremely complex and the model for- 
mulated in Appendix A provides a framework for the development of detailed models 
that will help in improving our understanding of these cells. As a topic for a future 
Ph. D. thesis, substantial improvements can be made to this model to render it more 
accurate. Important areas where improvements can be made to this model are in the 
modelling of the signalling pathways and the cell cycle. In this study, simple mod- 
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els of MAPK and TGF-0 signalling have been used to demonstrate the qualitative 
effects these pathways have on cell population dynamics. However, when rigorously 
studying biomedical problems such as cancer, more accurate models(e. g. Asthagiri and 
Lauffenburger (2001)) can be used to improve the predictive capabilities of this model. 
Other key signalling pathways not considered in this study such as epidermal growth 
factor signalling (Casci and Freeman, 1999) can also be incorporated using existing 
models(e. g. Shvartsman et al. (2002)). Further, detailed mathematical models of the 
eukaryotic cell cycle (e. g. Chen et al. (2004)) can be used to formulate the birth and 
division kernels. Further, as an alternate to the model presented here, these cell cycle 
models can be used as the basis of the population balance model. In such a formula- 
tion, the cyclin proteins that regulate progression through the cell cycle could be used 
to characterise the intracellular state of the cells. These improvements would together 
lead to the development of more accurate models of eukaryotic cells and enhance the 
effectiveness of their applications to biomedical problems. 
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Appendix A 
Modelling of Eukaryotic Cell 
Populations 
A. 1 Introduction 
The previous chapter presented multidimensional population balances of systems ex- 
hibiting oscillatory dynamics. However, in these models, important phenomena such 
as cell division and death, which are important particularly in biomedical applications, 
were not taken into consideration. In this chapter, the details pertinent to the mod- 
elling of bioprocesses for biomedical applications is considered. The formulation of 
such comprehensive models is a challenging task. This is because eukaryotic (animal) 
cells are extremely complex both with respect to their intracellular processes as well 
as with respect to the regulation of these processes (Tyson and Novak, 2001). 
The life of a eukaryotic cell is characterised by the systematic progression through 
various stages forming a 'cell cycle' (Nurse, 2000). The eukaryotic cell cycle can be 
broadly divided into the interphase and M-phase (for mitosis). The cells grow during 
the interphase and prepare for cell division in the M-phase. The interphase can be 
further divided into the G1, S and G2 phases. Cell growth primarily occurs during 
the G1 and G2 phases, while DNA replication takes place in the S phase. The cell 
cycle might also include a GO phase where cells have withdrawn from the cell cycle 
temporarily. Individual cells in a population are normally in different stages of the 
above cell cycle, with cell growth, division and death occurring simultaneously. 
The eukaryotic cell cycle is carefully regulated to ensure that the different events 
144 
Chapter A. Modelling of Eukaryotic Cell Populations 145 
take place at the right time and that any mishaps that occur are rectified (Vermeulen 
et al., 2003). Entry from one phase into the next is regulated by intra- and extra-cellular 
signalling pathways to help ensure the proper and sequential completion of events 
necessary for the formation of viable daughter cells (Elledge, 1996). In multicellular 
organisms, the growth of cells is regulated by extra-cellular signalling cascades that 
ensure that the right number of cells are present in the population (Conlon and Raff, 
1999). These signalling pathways normally target the entire cell population, although 
their effects on individual cells may depend on several other factors (Hunter, 2000). 
Further, in organisms such as humans, cells have a check to ensure that there is a finite 
limit to the number of divisions that can take place (Blackburn, 2000). Cells that 
reach this limit are prevented from further proliferation and in some cases are forced 
to commit suicide -a situation called apoptosis (Jacobson et al., 1997). 
The aim of this study is to illustrate the incorporation of the above features in the 
population balance framework, as a first attempt towards a rigorous model accounting 
for key aspects of cell biology. It should be noted that the scenarios and assumptions 
are only adopted for the purposes of demonstration and to demonstrate the capabilities 
of the population balance to handle typical biological phenomena. The population bal- 
ance in this study is based on a model of glycolysis in yeast which accounts for cellular 
metabolism and growth. The intracellular pathway is relegated to the glycolytic path- 
way, for illustration. Cell division and death are accounted for in a deterministic man- 
ner while a semi-stochastic approach is adopted for cell differentiation. Simple models 
of the mitogen activated protein kinase (MAPK) and transforming growth factor-O 
(TGF-, 3) extracellular pathways are formulated. These models are then incorporated 
into the population balance framework. 
A. 2 Model development 
The population balance equation as applicable to biological systems is given in Equa- 
tion (A. 1). In this equation, F'(x, t) accounts for the population density of cells at 
generation n (i. e. after n-I divisions), x accounts for the internal coordinates used to 
describe the population distribution (the concentration of the metabolites within the 
cells), and NC is the number of internal coordinates considered in the problem. The 
term dxildt accounts for the rate of change of the metabolites due to kinetic path- 
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ways within the cells. R'-' (x, t) accounts for the formation of cells in generation n f orm 
n by cell division in the previous generation (n - 1). Likewisel Rdiv(x, t) accounts for 
n the depletion of cells in the current generation n due to cell division . 
Rdiv(XIO =0 
for n beyond the threshold generation for cell senescence to occur. This is because 
somatic senescent cells have been found to undergo cell cycle arrest preventing further 
proliferation (Mathon and Lloyd, 2001). Cell senescence is usually not of significance in 
bioreactors as the residence time of the cells in the bioreactor is much shorter. However, 
senescence assumes importance for modelling diseases such as cancer, because failures 
in the regulatory mechanisms that prevent the proliferation of senescent cells is an im- 
portant cause in the formation of cancerous cells (Hanahan and Weinberg, 2000; Evan 
and Vousden, 2001). Finally, Rn t) accounts for cell death andRcell-cell (XIO can death(XI 
be employed to account for cell-cell interactions such as the recombination aspects in 
bacterial populations. 
aFn Xt) 
+ 
Nc 
aF 
n(x, t) 
dxi 
- 
Rn-1 (X, t) _ 
Rn 
v(Xlt) axi dt f orm di 
Rn (A. 1) death(X)t) + Rcell-cell(Xit) 
Employing the assumption of a deterministic process, the various phases of the 
cell cycle are mutually exclusive in terms of the concentrations of the cell metabo- 
lites (Fredrickson, 2003). Based on this argument, the various phases of the cells are 
not distinguished through separate population densities. However, one might need 
different growth kernels dxildt for the different cell cycle phases. In the above cited 
paper, in the final phase (M-phase), the age of the cells in this phase is also taken 
into consideration in order to account for the variable time delay associated with the 
processes of cytokinesis and the development of the cell partition before cell division. 
In the model presented in Equation (A. 1), this distinction is not made to keep the 
model simple. 
The cell division terms are modelled as in Equations (A. 2) and (A. 3). The extra- 
cellular metabolites are modelled as in Equation (A. 4), accounting for the 
diffusion 
into/out of the cells and any degradation in the aqueous medium. Cell death is mod- 
elled as in Equation (A. 5). The rates of the state variables, dxildt, are modified to 
incorporate the influence of extra-cellular signalling pathways (check points) on the 
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cells as represented in a generic manner in Equation (A. 6), where y is the vector of 
regulatory variables. 
Rn n(X, t) div(Xit)=- r(x)F (A. 2) 
R n-1 (X t) = F(x)F 
n-1 (X, t)dX (A. 3) form , 
ix 
dXex 
= r, (x - x, ) F (x, t) dx - k x, (A. 4) dt 
Rn n(X, t) death 
(X) 0= ýý(x)F (A-5) 
dx - -! =f (x, y) (A. 6) dt 
A. 2.1 Formulation of a multi-dimensional cell growth model 
In most population balance models of cell populations presently available in literature, 
the vector of state variables x consists of at most two variables, namely cell mass and 
cell age. While these are important parameters characterising the cells, the use of these 
two parameters alone is inadequate to model complex cellular behaviour. Additional 
intracellular parameters need to be considered to capture the intricate dynamics of 
cell populations. On the other hand, the computational resources available and the 
capabilities of numerical solution techniques place limitations on the dimensionality of 
the vector of state variables x. Therefore, in this study, a six parameter model of a 
part of the glycolytic pathway was adopted to formulate the population balance model. 
A schematic diagram of the glycolytic pathway with six variables is shown in Figure 
A. 1 (Wolf and Heinrich, 2000; Henson et al., 2002). 
In this model, extracellular glucose is transported into the cell where it is converted 
to pyruvate. In the first step, two molecules of ATP are dephosphorylated to convert 
glucose into two molecules of glyceraldehyde 3-phosphate (G3P) / dihydroxyacetone 
phosphate (DHP). G3P/DHP can then follow two different paths. The first path 
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Figure A. 1: Cell model of the yeast glycolytic pathway (Henson et al., 2002) 
involves formation of glycerol via a reaction that consumes one molecule of NADH 
(nicotinamide adenine dinucleotide hydrogen). The other path involves conversion 
into 1,3-biphosphoglycerate (1,3-BPG) producing one molecule of NADH. 1,3-BPG is 
then converted to intracellular pyruvate with the production of two molecules of ATP. 
The ATP produced by this lumped reaction is assumed to be converted back to ADP 
(adenosine diphosphate) by other energy-consuming reactions. Part of the intracellular 
pyruvate is converted to ethanol by a reaction that consumes one molecule of NADH 
while the rest of the intracellular pyruvate is free to diffuse across the cell plasma 
membrane to the extracellular medium. Finally, the extracellular pyruvate could be 
degraded in the presence of cyanide. 
The cell model (Wolf and Heinrich, 2000; Henson et al., 2002) for this reaction 
scheme is represented in Equations (A. 7) to (A. 12). 
dS, 
= Jo - klSlA3 1+ 
(A3 ) q] (A. 7) 
dt 
I 
K, 
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dS2 
= 2klSlA3 
[I 
+ 
(A3 )q] k2S2(N 
- N2) - 
k6S2N2 (A-8) dt K, 
dS3 
= 
k2S2(N 
- N2) - 
k3S3(A 
- 
A3) (A. 9) dt 
dS4 
= 
k3S3(A 
- 
A3)- k4S4N2 
- J4 (A. 10) dt 
dN2 
= 
k2S2(N 
- N2) - 
k4S4N2- k6S2N2 
dt 
dA3 
- -2klSlA3 1+ 
(A3 )'q] -1 
+ 2k3S3(A - 
A3)- k5A3 (A. 12) dt 
I 
K, 
Here, S1, S2, S3, S4, N2 and A3 denote the intracellular concentrations of the six 
species; A denotes the total concentration of ADP and ATP; N denotes the total 
concentration of NAD+ and NADH; Jo is the glucose flux into the cell; and J4 is the 
pyruvate flux out of the cell. These equations together constitute the rates of change 
of the state variables x, dxildt, in Equation (A. 1). Notice that the reaction rates are 
modelled as variations of the familiar Monod kinetics (Bailey and Ollis, 1986). The 
parameters used in these equations are listed in Table A. 1 (adopted from Henson and 
co-workers (Henson et al., 2002)). The value of r, was chosen arbitrarily (see Table 
A. 1). 
Assuming a batch process, the extracellular concentrations of glucose and pyruvate 
Table A. 1: Nominal values of the model parameters. 
Parameter Value Parameter Value 
ki 100 mmol/I min k 1.30 /min 
k2 6.00 mmol/I min K 1.5xlO-9 /min 
k3 16.0 mmol/I min q 4.00 
k4 100 /min Kr 0.520 mmol/I 
k5 1.28 /min N 1.00 mmol/I 
k6 12.0 mmol/I min A 4.00 mmol/I 
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are modelled as in Equations (A. 13) and (A. 14). 
dSex ntt 
n 
dt JO(X)F t)dx 
n=l x 
dS4, 
ex 
ntt 
n( 
- kS4, (A. 14) - 
Yý, t)dx J4(x) F x, ex dt 
n=l 
In these equations, nt, t is the number of generations. The flux of glucose into each 
cell, Jo, and the flux of pyruvate from each cell, J4, are given by Equations (A. 15) and 
(A. 16) respectively. 
Jo (x) - r, (si,. - Si) (A - 15) 
J4(X) :: --: l'ý, (S4 - 
S4, 
ex) (A. 16) 
A. 2.2 A model of extracellular regulation 
As indicated previously, the proposed model seeks to account for the effect of the regula- 
tory mechanisms on the cell cycle phases. The main regulatory mechanisms influencing 
cell growth and progression in eukaryotic organisms are the mitogen- activated protein 
kinase (MAPK) signalling and the transforming growth factor-O (TGF-0) signalling 
pathways. MAPK signalling is responsible for regulation of cell growth while TGF-O 
signalling controls cell progression by inducing cell senescence and apoptosis. In the 
next two sections, simple models of these pathways are formulated. These models 
are then incorporated into the population balance model to study the effects of these 
pathways on the behaviour of the cell population. 
Extracellular regulation of cellular growth through MAPK signalling 
The mitogen activated protein kinase (MAPK) signalling pathway is one of the main 
mechanisms by which the extracellular regulation of cell growth is achieved (Hanahan 
and Weinberg, 2000; Downward, 2003). This pathway consists of a series of steps in 
an enzyme cascade that culminates in the upregulation of genes responsible for cell 
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cycle progression and cell division. In this pathway, binding of a growth factor to a 
receptor on the cell surface results in the phosphorylation and activation of certain 
intracellular proteins, one of which is Ras. In its inactive state, Ras is bound to 
GDP (guanosine diphosphate) but activation results in Ras binding itself to GTP 
(guanosine triphosphate). This complex then triggers a protein cascade which results 
in the activation of nuclear transcription factors within the cell nucleus. The activation 
of these factors upregulates the transcription of genes needed for cell cycle progression 
and division. 
The MAPK signalling cascade as described above has been modelled in varying 
levels of detail (Asthagiri and Lauffenburger, 2001; Hatakeyarna et al., 2003; Hornberg 
et al., 2005). In the model presented here, a simplified reaction scheme, shown in Figure 
A. 2, is adopted to represent the MAPK signalling. The effect of the GTP-bound Ras 
protein on cell cycle progression is modelled employing the simple formulation shown 
in Equation (A. 17). 
dxi 
dt =f 
(x) [Ras - GTPI (A. 17) 
where 
x= [Sl S2 S3 S4 N2 A3 ]T 
and f (x) represents the right hand side of Equations (A. 7) to (A. 12). 
The mathematical model used to describe MAPK signalling according to the reac- 
tion scheme shown in Figure A. 2 is given in Equations (A-18) to (A. 22). 
d[Ras] 
dt -kl, +, 
[Ras] [GTP] + kl, -, 
[Ras - GTPI 
- 
k2, 
+l [Ras] [GDP] + k2, -I[Ras - 
GDP] (A. 18) 
d[Ras - GTP] 
dt 
kl, +, [Ras] [GTP] - kl, -, 
[Ras - GTP] 
- 
k3, 
+l [Ras - GTPI + k3, -l[Ras - 
GDP] 
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Figure A. 2: Proposed reaction scheme for MAPK signalling. 
d[Ras - GDP] 
dt = 
k2, 
+l [Ras] [GDP] - k2, -l[Ras - GDP] 
k3, 
+l [Ras - GTP] - 
k3, 
-l [Ras - GDP] 
d[GTP] 
dt 
d[GDP] 
dt 
- kl, + 1 [Ras] [GTP] + ki, -1 
[Ras - GTP] 
-k2, +l [Ras] [GDP] + k2, -l [Ras - GDP] 
(A. 20) 
(A. 21) 
(A. 22) 
In this model, it is assumed that the concentration of phosphate, P, is sufficiently 
high to be considered constant. The nominal values of the parameters used in the 
model for MAPK signalling are listed in Table A. 2. 
Table A. 2: Nominal model parameters for MAPK signalling. 
Parameter Value Parameter Value 
kl, +, 0.015 mol/I min kl, -, 
0.005 /min 
k2, 
+l 0.200 mol/I min k2, -l 0.020 /min 
k3, 
+l 0.030 /min k3, -l 0.0325 /min 
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Extracellular regulation of cellular proliferation through TGF-O signalling 
Transforming growth factor-O (TGF-0) and other members of its family control many 
fundamental aspects of cellular behaviour, including migration, adhesion, differentia- 
tion and modification of the surrounding environment (Siegel and Massague, 2003). 
TGF-O functions through an enzyme cascade that culminates in the activation of 
SMAD proteins. These SMAD proteins accumulate in the nucleus and control the 
transcription of a large number of target genes. The signal transduction mechanism of 
the TGF-O signalling pathway is well understood. The first step in this cascade is the 
binding of TGF-O to form a complex composed of two receptors, namely TGF-, 3 type I 
receptor (TORI) and TGF-O type II receptor (TORII). TORI phosphorylates TORII re- 
sulting in its activation. The TORII kinase then recognises and phosphorylates SMAD 
proteins resulting in their activation. In the final step of this pathway, the various 
activated SMAD proteins move into the nucleus where they affect the transcription of 
their target genes. 
Mathematical models of the TGF-O signalling pathway are available in the litera- 
ture (Clarke et al., 2006; Melke et al., 2006). A simple scheme analogous to that of 
MAPK signalling is adopted in this study as shown in Figure A. 3. In this reaction 
scheme, an extracellular TGF-O signal protein is assumed to combine with a TGF-O 
TGF- P signal activated 
+ 3010- TGF- P 
TGF- P receptor complex 
inactive active 
SMAD )Iw - SMAD 
proteins proteins 
Cellular 
differentiation 
Figure A. 3: Proposed reaction scheme for TGF-O signalling. 
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receptor on the cell surface resulting in the formation of an activated TGF-O complex. 
This TGF-O complex is assumed to directly affect the rate of the second reaction in 
this scheme, the activation of SMAD proteins. These two reactions are modelled as 
shown below: 
TGF, + TGF2- TGF3 (A. 23) 
TGFi 
TGF5 (A. 24) TGF4 ý 
Here, TGF, to TGF5 represent the concentrations of the TGF-O signal, TGF-O re- 
ceptor, activated TGF-O complex, inactive SMAD protein and active SMAD protein 
respectively. 
The mathematical model for this reaction scheme is given in Equations (A. 25) to 
(A. 29). 
d[TGF, ] 
= -kTl, +l [TGF, ][TGF2] + kTl, -l[TGF3] 
(A. 25) 
dt 
d[TGF2] 
- -kTl, +l [TGF, ][TGF2] + 
kTl, 
-l [TGF3] (A. 26) dt 
d[TGF3] 
- 
kTl, 
+l [TGFI[TGF2] - 
kTl, 
-l [TGF3] (A. 27) dt 
d[TGF4] 
= [TGF3] 
(-kT2, 
+l [TGF4] + kT2, -l [TGF5]) (A. 28) dt 
d[TGF5] 
dt = 
[TGF3] (kT2, +l [TGF4] - kT2, -l[TGF5]) 
(A. 29) 
The rates of formation of the active and inactive SMAD proteins are assumed to 
exhibit a first order dependence on the concentration of the activated TGF-O complex. 
The TGF-O signalling pathway has been found to cause cell cycle arrest only in differ- 
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entiated cells in the G1 phase; it has been found that this signalling pathway does not 
affect cells committed to division (Siegel and Massague, 2003). Therefore, the active 
SMAD proteins are assumed to affect only the rates of the state variables x) dxildt, 
corresponding to mature cells in the early phases of the cell cycle (GI phase). In the 
population balance model presented here, the progression of cells through the cell cycle 
is assumed to depend only on the intracellular glucose concentration. Further, cells in 
the first half of the glucose domain are assumed to be in the G1 phase. Therefore, the 
rates of the state variables in this region are correspondingly modified to 
dxi 
=f (X) [TGF5] dt (A-30) 
The nominal values of the parameters used in this model are listed in Table A-3. 
Table A-3: Nominal model parameters for TGF-O signalling. 
Parameter Value Parameter Value 
kTl, 
+l 0.10 I/mol min kTl, -l 0.03 /min 
kT2, 
+l 0.10 I/mol min kT2, -l 0.01 I/mol min 
A. 2.3 Other cellular phenomena 
In order to complete the formulation of a comprehensive model of population dynamics 
in eukaryotic cells, it is necessary to consider cell division, death and differentiation. 
The population balance equation (Equation (A. 1)) elegantly takes into consideration 
these important phenomena. The formulation of model equations for these phenomena, 
attempting to incorporate the underlying biology of these processes, is discussed in the 
following three sections. 
Cell division 
For the six-dimensional population balance model formulated above, the rates of cell 
division and cell birth are given by Equations (A-31) and (A. 32) below. (Equation 
(A-3) is rewritten to take into consideration the six dimensions. ) 
n, (x, t) = I(x)F 
n (X, t) 
di 
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n-1 (X t) 
xl, Max X2, max 1X3, max 
... f orm , 
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X2 x3 
X4, max x5, max X6, max 
... 
IX 
4 
1X5 ix 
6 
IP(x)F n-1 (x, t)dx, dX2dX3dX4dX5dX6 (A. 32) 
The division function ]P(x) is assumed to depend only on the intra-cellular glucose 
concentration. Beyond a threshold glucose concentration, this function is assumed to 
have a constant non-zero value so that F(x) = kdiv. This assumption has been made 
with the reasoning that cells have to attain sufficient mass before they can divide into 
daughter cells. 
Cell death 
In the cell population balance model formulated here, with the intent of the demonstra- 
tion of concepts, the death kernel, ýD(x), is again assumed to depend only on the glucose 
concentration. The death kernel is also assumed to take a constant value) kdeathl for 
certain ranges of glucose concentration so that (D(x) - kdeath. The choice of these con- 
stant values was made as follows. The function 4b(x) is employed to model premature 
death, the more prevalent death due to apoptosis (death triggered by cell mutations or 
disease) being modelled through cell differentiation as discussed in the next subsection. 
Cells in multicellular organisms can prematurely die for a variety of reasons. In human 
as well as bacterial cells, a cell will almost always die when a mutation during DNA 
replication gives rise to a daughter cell with a protein that has lost its function, for 
example. In human as well as bacterial cells, the rate at which these mutations take 
place is roughly about 1 nucleotide change per 10' nucleotides each time DNA is repli- 
cated (Alberts et al., 2002). The human genome contains approximately 3.2 billion 
nucleotide pairs or approximately 6.4 billion nucleotides. Assuming that one in every 
1000 mutations lead to cell death, the probability that a human cell will undergo a 
mutation during division that results in its death is approximately 0.0064. This value 
multiplied by the division constant kdivwas used as the death constant kdeath in the 
model formulated. Furthermore, cells can die either because of a lack of substrate or 
because of too much of it. In this model, the substrate is glucose. Therefore, the death 
constant is assumed to take a value an order of magnitude larger for low and high 
Chapter A. Modelling of Eukaryotic Cell Populations 157 
intracellular concentrations of glucose: 
lOkdeath S, 0.02 mmol/1 
(D (X) = kdeath 0.02 < S, ýý 0.08 mmol/1 (A. 33) 
lOkdeath sl > 0.08 mmol/1 
Cell differentiation 
In human tissues, cells are always in different stages of differentiation and at different 
levels of maturity. A model of human tissues must take into consideration the differ- 
ences in the maturity levels of the cells. Furthermore, there is a limit to the number of 
times cells can divide. In humans, cells can normally undergo a maximum of 60 to 80 
divisions after which they undergo senescence. Accounting for senescence is important 
in order to incorporate aging and cell death. However, it would be impractical to dif- 
ferentiate cells based on the exact number of divisions that they have undergone (exact 
value of n in Equation (A. 1)). This is because this approach would result in having 60 
to 80 population distributions linked together and the resulting model would be too 
large and computationally intractable. 
With these considerations in mind, it was decided to have a few sub-populations, 
with each sub-population clubbing a range of values of n. In implementing this formu- 
lation, it was decided that in each sub-population, a fraction of dividing cells would 
stay within the sub-population while the remaining fraction of dividing cells would 
enter the next sub-population. As a result of these assumptions, the rate at which cells 
form by division in a particular sub-population is given by Equations (A. 34) which 
replace Equations (A. 3) and (A. 32). 
R 
rm 
(X/ 
1 
O= (I -k fo leave) 
X4, max X5, max 
X4 
fx 
5 
i Xi, max X2, rnax X3, max 
x1 
IX 
2 
'X 
3 
... 
X6, rnax 
F(x ii )F n/ (x", t)dx, dX2dx3dX4dx, 5dX6, 
1X6 
n' =1 
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JX 
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21 ... )Ndim 
(A. 34) 
In these equations, the constant k" is the fraction of dividing cells in a particular sub- leave 
population that moves to the next sub-population, and Ndi,,, is the maximum number 
of sub-populations with respect to the generation number that are considered. The 
values of kn' employed in this study are discussed in Section A. 3-3 below. leave 
A. 3 Results and discussions 
A. 3.1 Cell growth and its regulation by MAPK signalling 
The six-dimensional population balance model formulated above was solved using the 
two-tier hierarchical algorithm. The model was initially simulated without considering 
the death and division phenomena. The details of the discretisation adopted in these 
simulation are presented in Table AA Each sub-population was assumed to initially 
contain IXIO- 
20 
moles of cells. A constant glucose flux into the cells, JO(x)-2-30 
Table AA: Details of the discretisation of the six domains used in the model imple- 
mentation. 
Variable Xmin Ax N 
Glucose 0.00 mmol/l 0.02 mmol/l 10 
G3P/DHP 0.00 mmol/I 0.10 mmol/l 10 
173-BPG 0.00 mmol/l 0.04 mmol/I 5 
Pyruvate 0.00 mmol/l 0.04 mmol/l 5 
NADH 0.21 mmol/I 0.02 mmol/l 10 
ATP 0.50 mmol/l 0.20 mmol/l 5 
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Figure AA: Simulated evolution of the six-dimensional cell population depicted here 
with respect to two of the internal coordinates, the intracellular concentrations of 
glucose and NADH. As time progresses, a synchronisation of the population is observed. 
mmol/l min, was assumed in this simulation. The results from this simulation, as 
shown in Figures AA, indicate the synchronisation of the cell population, an effect 
which has been observed by previous studies (Wolf and Heinrich, 2000; Henson et al., 
2002; Henson, 2005). Most of the cell population is synchronised in five minutes. 
Complete synchronisation of the cell population is much slower and is still not complete 
after thirty minutes. Previous work indicated that the results obtained using a finer 
discretisation were not significantly different (Pinto et al., 2007). Therefore, for the 
rest of this study, this discretisation was adopted. 
A simulation-based analysis of the model of MAPK signalling pathway was first 
undertaken before incorporation of the model in the population balance framework. 
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Figure A. 5: Simulation based analysis of MAPK signalling pathway: variation in the 
steady state concentration of Ras-GTP with varying initial concentrations or Ras and 
varying ratios of the forward and backward components of (a) reaction I (b) reaction 
2 and (c) reaction 3. 
Three sets of simulations were undertaken to determine the effects of the individual 
reactions in the model on the steady state behaviour of GTP-bound-Ras, as depicted 
in Figure AA In each set of simulations, the initial concentration of Ras was varied 
together with the ratio of the forward and backward components of one of the three 
reactions in the model of the MAPK signalling pathway. From Figures A. 5a and A. 5b, 
it can be seen that changing the ratio of the forward and backward components of either 
reaction I (giving rise to GTP-bound-Ras) or reaction 2 (giving rise to GDP-bound- 
Ras) does not significantly affect the steady state concentration of GTP-bound-Ras. 
The model of MAPK signalling was then incorporated into the population balance 
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Figure A. 6: Concentration profiles of Ras, GTP-bound Ras and GDP-bound Ras pro- 
teins. 
model, again without division and death phenomena. After approximately thirty min- 
utes, the concentration of GTP-bound-Ras reaches a steady-state as seen in Figure A. 6. 
As expected, the simulation of the population balance model under MAPK signalling 
results in a decrease in the rate at which the cell population becomes synchronised as 
seen in Figure A. 7 (note the time in the caption). This is particularly evident initially 
when the concentration of GTP-bound-Ras is very low, indicating that activation of 
Ras proteins is necessary for cell growth. Eventually the cell population synchronises 
at the same bin as in the previous case without MAPK signalling. Thus., a different 
formulation of the signalling model will be required to effect a change in the location 
of the synchronisation in addition to the rate of synchronisation. 
A. 3.2 Cell growth, division and death 
In modelling cell division, the value for the division constant, kdivý must be chosen so as 
to result in a realistic cell doubling time. Therefore the cell population balance model 
was simulated for several values of kdiv to see the resulting effect on cell doubling time. 
It was found that the cell doubling time increased exponentially with a decrease in 
the division constant (Pinto, 2004). Also, the inclusion of division did not affect the 
synchronisation of the cell population (Pinto, 2004). The doubling time of mammalian 
cells is approximately 24 hours (Alberts et al., 2002). Therefore, for the rest of the 
study, it was decided to use a value of kdiv Of 5. OX10-4 which corresponded to a doubling 
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Figure A. 7: Simulated evolution, influenced by MAPK signalling, of the cell popu- 
lation depicted here with respect to two of the internal coordinates, the intracellular 
concentrations of glucose and NADH. The delay in the activation of the Ras proteins 
results in the cell population taking longer to synchronise. 
time of nearly 24 hours (Pinto, 2004). 
The next step was to incorporate cell death. The effect of mut ation- induced death 
as explained in Section A. 2.3 was seen to be minimal with the chosen nominal division 
and death constants (Pinto, 2004). The slow doubling time of the cells coupled with 
the low death rate resulted in a marginal decrease in the values of the cell population 
distribution as compared to the case with only cell division. Also, due to the same 
reason, the cell death phenomenon did not affect the dynamic behaviour of the model 
and the cell population still synchronised at the same point, as in the case with only 
growth and division. 
ln some types of cells, such as human diploid fibroblasts, cells can undergo 60 - 
\ 
2 
x 
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80 divisions after which they cease to divide and develop a senescent phenotype that 
is extremely stable and can be maintained in culture for several years. The cell cycle 
arrest characteristic of these cells is due to the activation of tumor suppressors such 
as p53 and retinoblastoma. However, when these signalling mechanisms fail, these 
senescent cells can undergo 20 - 30 further doublings after which they enter a state 
that is termed 'crisis'. In this state, cells continue to proliferate but show high rates of 
apoptosis triggered by gross chromosomal abnormalities (Mathon and Lloyd, 2001). 
The population balance model can be modified to represent these cells in crisis 
by assuming a high value of kdeath in the model. Considering a population of 'crisis 
cells' and assuming that 30% of these cells suffer apoptosis upon division, we set kdeath 
- 0.3kdiv -(Note that for cells that are not in the 'crisis' stage, kdeath- 0.0064kdiv -) 
While the number of moles of cells at t=1800s in the case of somatic cells (kdeath 
= 0.0064kdiv 
)is 1.169xl 0-15) the number of cells during crisis at the same time is 
1.065xl 0-15. Although there is this difference, the use of a high value for the death 
constant did not considerably affect the dynamics of the system. It can therefore 
be concluded that, employing the chosen death kernel, the dynamic behaviour of the 
formulated cell population balance model is not affected by variations in the death 
constant and that any effect that the death constant has is restricted to an influence 
on the total number of cells present in the population. 
In all the simulations presented above, the initial cell population was considered 
to be uniformly distributed over the distribution domain formed by the discretisation 
of the six state variables. In order to determine whether the initial distribution had 
any effect on the steady state of the population, a multi-modal initial distribution was 
simulated. In this case, the cells were randomly distributed over the discretisation 
domain. When this multi-modal initial distribution was simulated, even though there 
were large variations in the initial cell population distribution, the population still 
reached the same steady state as in the previous cases. 
As discussed above, the incorporation of cell division and death did not affect the 
synchronisation of the cell population and had a minimal effect on the number of cells 
in the population. Thus, one could conclude that their inclusion in the model is not 
of much importance. It should be noted, however, that in the results discussed so 
far, the duration of the simulation was relatively short (30 minutes) as compared to 
the average time for cell division to occur in eukaryotic cells (24 hours). However, 
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when the duration of the simulation is significantly larger than the doubling time of 
these cells, cell division and death can have a significant effect on the dynamics of the 
distribution. For example, in any biological system, the cells take up nutrients from 
their environment in order to grow. As time progresses and multiple division events 
occur, the number of cells will increase exponentially and, consequently, the rate of 
uptake of nutrients will increase, thus changing the dynamics of the system. 
Cell division and death also play an important role in biomedical applications. In 
developing a model for such an application, it is important to consider cell division and 
death as therapeutic approaches often affect these phenomena. For example, cancer is 
a disease where cells mutate and undergo uncontrolled division. Therefore a primary 
goal of treatments such as chemotherapy is to target these cells for death. Thus, in 
developing a model for the study of cancer formation and treatment, it is necessary to 
account for these phenomena in order to obtain accurate and meaningful results. 
A. 3.3 Cell differentiation 
In order to find values for the fractions of dividing cells that leave each sub-population 
Of that appear in Equations (A. 34), it was decided to club a larger number of gen- leave 
erations in the initial sub-populations, gradually decreasing the number of generations 
clubbed into future sub-populations. Thus, the values shown in Table A. 5 were chosen. 
The number of sub-populations, Ndj, has been taken as five. 
Also, successive division of cells results in an increase in the probability of cells 
suffering damage to their DNA during replication. This increase in probability will 
result in one of two cases: (1) cells taking a longer time to divide as they have to 
correct their damaged DNA or (2) cells undergoing division to yield daughter cells 
with the loss of function of a gene or protein that is critical to their survival, thereby 
leave used in implementing cell differentiation. Table A-5: Values of k n' 
Sub-population k n' leave 
0.45 
2 0.475 
3 0.5 
4 0.525 
5 0.55 
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resulting in death. Due to these considerations, it was decided to suitably modify the 
values of the division and death constants, kdi, and kdeath respectively. Therefore, it 
was assumed that the division constants) kdiv i were 
linearly reduced by half over the 
five sub-populations (resulting in an increase in doubling time) and that the death 
constants, kdeath i were assumed to increase linearly by a factor of five over the sub- 
populations. 
One of the internal coordinates (G3P/DHP) was eliminated from the original six- 
variable cell model in order to accommodate cell differentiation into sub-populations as 
the sixth dimension (and thereby maintain the same amount of computational require- 
ments). In this formulation, glucose was assumed to be converted directly to glycerol 
and 1,3-BPG (see Figure A. 1). As one variable had been eliminated, simulations were 
carried out to find optimal values of the new rate constants that minimised the dif- 
ference in the dynamic and steady-state behaviour of the six- and five-dimensional 
formulations. It was found that when the rate constants ka for the reaction producing 
1,3-BPG from glucose and kb for the reaction producing glycerol took values of 2.0x109 
and 1.0x109 respectively, the population synchronised at the same point with respect 
to glucose, NADH and ATP as in the six dimensional formulation. However, the con- 
centrations of the other variables, namely, 1,3-BPG and pyruvate were found to be 
marginally different at the point of synchronisation, as a manifestation of the lumping 
error. Simulations were carried out to ascertain the value of the division constant that 
provided a doubling time of 24 hours and it was again found to be 5 OX10-4 - 
The 
MAPK signalling, division and death phenomena were then incorporated. As with the 
six-dimensional formulation, it was found that the effect of division and death were 
restricted only to the total cell distribution for the chosen structure and values for the 
kernels. 
The cell model with differentiation incorporated was then simulated. Figure A. 8 
shows the time profiles of the cells in each sub-population. It can be observed that 
with the exception of the first two sub-populations, the other sub-populations tend to 
increase marginally with time with respect to the cell population as a whole. This is 
consistent with the mechanism of consecutive series propagation, and provides quali- 
tative validation of the results. Further, these results are consistent from a biological 
perspective. In mammals for example, the development of new tissue begins with the 
differentiation of a few stem cells (Alberts et al., 2002). These stem cells undergo a 
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Figure A. 8: Simulated evolution of the five sub-populations of varying states of senes- 
cence. With time, cells tend to accumulate in the higher sub- p opulat ions. 
series of divisions over the course of which they differentiate and develop into the cells 
of the desired tissue. Thus, with time, there is a large increase in the total number 
of cells in this system and expectedly, the fraction of stem cells in the system would 
reduce. Similar results are depicted in Figure A. 8 thereby validating the stochastic 
implementation of cell differentiation adopted in this study. 
A. 3.4 TGF-, 3 signalling and cell senescence 
A simulation based analysis of the model of TGF-O signalling was first undertaken. 
In this analysis, three sets of simulations were undertaken with the results depicted in 
Figure A. 9. Figures A. 9a and A. 9b depict the concentration of active SMAD proteins 
after 1000 and 2500 minutes when the initial concentrations of the TGF-O signal and 
receptor were varied. Comparing Figures A. 9a and A-9b it can be seen that as the 
initial concentration of the signal and receptor are reduced, the time taken for the 
concentration of active SMAD proteins to reach steady state increases. This result is 
reasonable as in the model of TGF-O signalling formulated here., the formation of the 
signal-receptor complex is necessary for the activation of SMAD proteins. As the initial 
concentrations of the signal and receptor are increased, the steady state concentration 
of the complex increases which, in turn, increases the rate of activation of STNIAD 
proteins. This result is corroborated by Figure A. 9c which indicates that increasing 
the concentration of TGF-O signal has no effect on the steady state concentration of 
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the active SMAD proteins. On the other hand, Figure A. 9c shows that the steady 
state concentration of the SMAD proteins is determined by the ratio of the forward 
and backward components of the reaction leading to the activation of active SMAD 
proteins. In summary, the model formulated here indicates that the dynamic response 
(and effect on cell proliferation) of the TGF-0 signalling pathway is governed by the 
availability of the signal and receptor proteins while the strength of the response is 
determined by the overall rate of the reaction leading to the activation of the SMAD 
proteins. 
The model of TGF-O signalling was then incorporated into the population balance 
model. Initially it was assumed that the concentrations of TGF-O signal, receptor and 
inactive SMAD protein were I mol/I each while the other two species, TGF-O activated 
complex and active SMAD protein, were absent. The effect of incorporating TGF-O 
signalling into the cell population balance model can be seen from Figure A. 10a where 
the total cell distributions in the fifth (last) sub-population obtained with and without 
TGF-O signalling are compared. The active SMAD proteins are assumed to down- 
regulate the growth rates of senescent cells (cells in sub-population 5) in the first half 
of the glucose domain. Further, in the first half of the glucose domain, the division 
kernel is assumed to be zero as explained in Section A. 2.3. Since TGF-, 3 signalling 
prevents cells from growing from the lower half of the glucose domain to the upper half 
in which they can undergo cell division, there is an accumulation of cells in this last sub- 
population. This also prevents the population from completely synchronising at the 
original steady state location, leading to a partial synchronisation as seen in the steady 
state distribution shown in Figure A. 10b. In human tissues, cells have been found 
to undergo cell cycle arrest upon senescence preventing further division (Mathon and 
Lloyd, 2001). As the incorporation of TGF-O signalling prevents senescent cells from 
dividing, it can be concluded that the proposed model of TGF-O signalling together 
with its implementation in the cell population balance model formulated here has the 
mechanisms to account for this cell cycle arrest. 
A. 3.5 Distributed model vs. Lumped model 
It is important to show how the multi-dimensional cell population balance model for- 
mulated here is advantageous when compared to a one-dimensional model, particularly 
with respect to the dynamics of the cell population. 
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Figure A. 9: Simulation based analysis of TGF-O signalling pathway. (a) and (b) 
Variation in the concentration of active SMAD proteins with variations in the initial 
concentrations of TGF receptor and signal after 1000 and 2500 minutes respectively. 
(c) Variation in the steady state concentration of active SMAD proteins with variations 
in the initial concentration of TGF signal and the ratio of the forward and backward 
components of the reaction leading to the activation of SMAD proteins. 
For a continuous well-mixed bioreactor of constant volume V to which is fed a 
stream of glucose with a volumetric flowrate Fo and a glucose concentration of Go, 
the mass balance for extracellular glucose can be formulated by assuming the effluent 
flowrate equal to the feed flowrate, FO as: 
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Figure A. 10: Comparison of the total cell distribution in the sub-populations with and 
without the incorporation of TGF-, 3 signalling. 
In the model formulated here, the product released by cells into their environment 
is pyruvate. We can formulate a mass balance for extracellular pyruvate as 
dS4, 
J4(x)F(x, t)dx - kS4, ex - 
FOS4, 
ex (A-36) 
dt xv 
These two equations together with the six-dimensional population balance equation 
are used to model a continuous bioreactor. To compare with the above distributed 
approach, a lumped model is formulated in which the conversion of glucose to pyruvate 
would be modelled as a single step reaction such as 
Cells 
Glucose ) Pyruvate (A. 37) 
In this lumped reaction, the yield factor of pyruvate should account for various 
aspects such as the diffusion of glucose into the cell, the various intracellular reactions, 
and the rate of diffusion of pyruvate out of the cell. The Monod rate law of this lumped 
reaction would be given by 
liraaG (A-38) 
k, - -+G 
NADH (mol/1) 20 Glucose (mol/1) 
Chapter A. Modelling of Eukaryotic Cell Populations 170 
In Equation (A. 38), the factor M,,,, intrinsically accounts for the cell mass concen- 
tration. The mass balance for extracellular glucose using this lumped, unstructured 
modelling approach is given by 
dG FOGO p,,, G Fo G (A-39) dt V Km +GV 
Similarly, the mass balance for extracellular pyruvate would be given by 
dS4, 
ex 
- 
Pma., GY 
_ 
kS4, 
ex 
FoS4, 
ex (A. 40) dt K, +G 
where Y is the yield of extracellular pyruvate on a substrate (glucose) molar basis. 
Neglecting cell birth, division, differentiation and death, a one-dimensional popu- 
lation balance model can also be formulated using the lumped kinetics described by 
Equation (A. 38) as shown below. 
aW(Gint) t) 
at 
W(Gint) t) 
dGint 
OGint 
( 
dt 
(A. 41) 
Here, the state variable, Gint, accounts for the intracellular glucose concentration 
and W is the molar cell density. The cell growth rate, dGi,, tldt, is equal to the sum 
of the rate of the lumped reaction given by Equation (A. 38) 
(Rg, 
= 
AmaxjDGint 
and K, n, lD+Gint 
rate of diffusion of glucose into the cells, as shown in Equation (A. 42). 
d ceg, 
(Gext-Gint) 
- Rg, (A. 42) 
Here, %, is the mass transfer coefficient for the diffusion of glucose into the cell and 
Gext is the extracellular glucose concentration. 
The mass balance for extracellular glucose using this lumped one-dimensional mod- 
elling approach is given by 
dGext 
- 
FoGo 
ag, (Gext - Gint) W (Gint 7 t) dGint - 
FoGext (A. 43) 
dt v 
fGint 
v 
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Similarly, the mass balance for extracellular pyruvate would be given by 
dS4, 
ex 
- apyrRglylDW(Gint) t)dGint- kS4, ex - 
FoS4, 
ex (A. 44) dt 
JGint 
v 
where apy, represents the mass transfer coefficient for the diffusion of pyruvate out 
of the cell and Y1D is the yield of pyruvate on a substrate (glucose) basis for this 
one-dimensional formulation. 
Monod constants for the lumped and one-dimensional models 
The six-dimensional cell population balance model was used to simulate a batch biore- 
actor after incorporating the variation of glucose flux into the cells as given by Equation 
(A. 15). In order to compare the multi-dimensional cell population balance formulation 
with the lumped and the one-dimensional formulations, the data on G,., t and S4,,., 
vs. time, that was obtained from the simulation of the batch reactor employing the 
six-dimensional model, was used to calculate the Michaelis constants for the lumped 
model. Based on data of substrate concentrations and reaction rates, a strategy has 
been suggested that minimises the error in the evaluation of the Monod kinetic con- 
stants (Bailey and Ollis, 1986). In this strategy, a Lineweaver-Burk plot of -1 versus A 
is first made. Here, p was taken as the rate of change of the concentration of 
extracellular glucose, dG, _-tldt. 
Using the data obtained from the simulation, Amax 
was found to be 57.90 mol/l min. The next step in the suggested strategy (Bailey and 
Ollis, 1986) is to plot the reaction rate for substrate consumption versus the substrate 
concentration. From this plot, the value of substrate concentration corresponding to 
half the value of the maximum reaction rate /Lmax is the value of Km. The value of 
Km thus obtained was 25.02 mol/l. The Michaelis constants for the one-dimensional 
formulation were obtained using a brute-force strategy. The values for pmax, ID and 
KmjDthus obtained were 0.018 mol/l min and 0.01 mol/I respectively. 
Comparison of the lumped, one-dimensional and six-dimensional models 
Using these values of the Michaelis constants, the lumped and one-dimensional models 
were simulated in order to provide a comparison with the distributed cell population 
balance formulation presented here. Figure A. 11a shows the substrate concentration 
profiles of extracellular glucose obtained from the simulation of the three bioreactor 
01ýipler A. Modelling of Eukaryotic Cell Populations 
0 
E 
0 
L) 
:3 
C; ) 
cu 
L) 
x 
LLJ 
20 
6D model 
18- 1D model 
Lumped model 
16- 
14- 
12- 
10. 
8- 
6- 
4- 
2- 
0 
04 
Time (min) 
10- 
2 
6D model 
1D model 
Lumped model 
3 : 810- 
cu 
a- 
4 -10- 
LU 
10 
01234 Time (min) 
(a) Glucose (b) Pyruvate 
172 
Figure A-11: Comparison of concentration profiles of extracellular glucose and pyruvate 
obtained from the six- dimensional, one-dimensional and lumped models. 
models. As can be seen, initially, when the substrate concentration is high, all the 
models predict similar concentration profiles. However, as the substrate concentration 
decreases., the discrepancy between the approaches becomes more obvious. The struc- 
tured models also predict a more gradual decline in the concentration of extracellular 
glucose than the lumped model. 
When the concentration profiles of extracellular product (pyruvate) obtained from 
the models are compared (Figure A. I 1b), the failure of the lumped and one-dimensional 
models to capture the dynamics of the system is more evident. For the lumped cases, 
even a qualitative match (through an appropriate choice of yield Y) for the variation 
of both glucose and pyruvate is not obtainable. This is also true for the constants Ozg, 
and apy, in the one-dimensional formulation., thereby suggesting the need for structure 
in the population balance. This simple analysis demonstrates the importance of a 
mult i- dimensional population balance. 
A-4 Conclusions 
The enormous understanding of complex biological cellular processes can be aided by 
the development of integrated systems models that account for the various underlying 
biological phenomena and their interaction and interregulation (Hornberg et al., 2006). 
Yet, there is a dearth of detailed mathematical models that integrate the information 
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available today. 
A first attempt at demonstrating a detailed cell population balance model with a 
comprehensive accounting of the underlying mechanisms has been presented in this 
study. The purpose of this study was to demonstrate the capability of the population 
balance framework to handle various biological phenomena. To this end, unlike earlier 
cell population balance models based on a single internal coordinate such as cell mass 
or cell age, the population balance model presented here is based on multiple internal 
co-ordinates thereby permitting a better characterisation of the cell population. The 
MAPK and TGF-O signalling pathways, responsible for cell progression, division and 
death, are modelled using a simple yet determinstic approach. Simple division and 
death kernels are adopted for demonstration purposes. Cell differentiation is also taken 
into consideration in the formulation of the model. 
When only growth is considered, the model predicts the synchronisation of the 
cell population. This asymptotic behaviour is unaffected by the inclusion of MAPK 
signalling into the model. However, in the absence of signal transduction via the MAPH 
pathway, cell growth and division is suppressed. As signalling through this pathway is 
necessary for cell growth and division, it can be concluded that model of the MAPK 
signalling pathway formulated here is qualitatively accurate. 
Cell differentiation in the absence of the TGF-O signalling was first considered. 
Under these conditions, the model predicts a gradual increase in the fraction of differ- 
entiated cells. This gradual accumulation of differentiated cells is due the assumption 
that these cells suffer apoptosis upon undergoing cell division. The inclusion of the 
TGF-O signalling pathway results in a significant rise in the number of differentiated 
cells. This is because signalling through this pathway suppresses division in differen- 
tiated cells. As this is the main purpose of the TGF-O signalling pathway, it can be 
concluded that the simple model of this pathway formulated here is qualitatively ac- 
curate. Further, while the lumped model proposed for MAPK signalling can alter the 
rates of metabolism, the TGF-O signalling can alter the end-result of the metabolism 
(e. g. switching between complete and partial syncrhonisation). 
Appendix B 
Parameter Estimation for Dynamic 
Models of Bioprocesses 
B-1 Introduction 
As mentioned in the introductory chapter, an important component of the development 
of a mathematical model of any process is the determination of the values of the model 
parameters. Often, it is possible to obtain these values from the literature, for example 
when the parameters pertain to physical properties or when the reaction kinetics have 
been studied in detail. In other cases, not all parameter values can be obtained this way 
and, consequently, parameter estimation needs to be undertaken. Parameter estimation 
involves fitting a model to experimental data, usually by the solution of an optimisation 
problem. The solution of this optimisation problem can be difficult for several reasons. 
Mechanistic models of many processes are nonlinear. In other cases, the mathe- 
matical model is linear but the objective function chosen for the optimisation problem 
is nonlinear. These nonlinearities can result in the existence of multiple parameter 
sets, making the determination of unique parameter values very difficult (Eposito and 
Flouda, s, 2000). If the model parameters are correlated or vary over many orders of 
magnitude, then the optimisation technique may face difficulties in converging at an 
optimal solution (Biegler et al., 1986). Further, in cases where the system is partic- 
ularly complex, an iterative process is often warranted and, in such situations, the 
experience of the user can play a vital role (Biegler et al., 1986). 
These problems are often compounded in biological systems by other factors. The 
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complexity of biological systems often necessitates the construction of detailed models 
possessing a large number of kinetic parameters. The determination of these parame- 
ters can be particularly difficult for reasons different from those described above. The 
measurement of metabolic rate constants in vivo can be expensive and time-consuming 
while their values measured in vitro may not be accurate. Further, data for these sys- 
tems is often limited to measurements corresponding to the extracellular environment 
and only a few key intracellular metabolites. As detailed models of bioprocesses contain 
a large number of intracellular components, the paucity of measurements pertaining 
to these variables can further complicate the parameter estimation problem (Cadkar 
et al., 2003). 
Due to the above considerations, considerable research has been undertaken to over- 
come the problems outlined above. The intent of this chapter is to evince how some of 
these promising developments can be utilised with subtle and insightful adaptations to 
obtain unique parameter values for a particular mathematical model. To this end, the 
complications resulting from parametric uncertainty are first illustrated using a repre- 
sentative biological system. The process under consideration is that of the production 
of the biopolymer PHB in bacteria. A selection of systems engineering tools from the 
literature are applied with suitable modifications to demonstrate how this parametric 
uncertainty could be eliminated. 1n these studies, the mathematical model developed 
in Section 6.2.1 is employed. The chapter is organised as follows. Section B. 2 discusses 
the parameter multiplicity in this model. The sources of this uncertainty and possible 
ways to overcome it are presented in Section B. 3. Conclusions are provided in Section 
BA 
B. 2 Determination of parameter multiplicity in a 
bioprocess model 
The first objective of this study is to determine whether, for the model of PHB produc- 
tion formulated in Section 6.2.1, different parameter sets can be obtained when local 
optimisation techniques are employed to solve the parameter estimation problem. Local 
optimisation techniques are so-called because for certain nonlinear problems (specifi- 
cally, problems which are non-convex), the optimal solution obtained can change with 
the initial guess provided. A second objective, dependent on the outcome of the first, 
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Table B. 1: Estimated model 
Parameter 
1,17' (mmol g-residual biomass-' h-') 
,, 
max (mmol g-residual biomass-' h-') 2 
, max (mmol g-residual biomass-' h-1) 3 
,, max (mmol g-residual biomass-' h-') 4 
,, max (h-1) 
9 K, (mmol 1-1) 
K2 (mmol g-residual biomass-') 
K3 (mmol g-residual biomass-') 
K4, 
ams (mmol g-residual biomass-') 
K4, 
acCoA 
(MMOI 1-1) 
Kg (mmol g-residual biomass-') 
arameters for metabolic reactions 
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Set I Set 2 Set 3 
4.72888 6.37848 6.9104 
5.31675 329.470 2.3052 
0.892636 0.950643 0.7452 
5.8635 5.8483 3065-6179 
3992.11 8797-35 620-5540 
35.1306 109.774 117.4468 
0.001723 15.6638 2.74xl 0-5 
1.71235 36.6795 14.3114 
0.181775 9.9380088xl 0-3 871-8347 
9.9555xl 0-5 7.765585xl 0-3 0.3228 
10.3149 157-513 32-8057 
is to determine whether these multiple parameter sets predict considerably different 
dynamic and steady state behaviour. 
Towards these goals, three locally optimal solutions were obtained as shown in Table 
B. 1. The first solution was obtained in gPROMS (Process Systems Enterprise) while 
the other two solutions were obtained using the NAG Fortran Library (Numerical Al- 
gorithms Group). In all cases, sequential quadratic programming, a local optimisation 
technique, was used with the objective function being the minimisation of the sum of 
the squares of the difference between model predictions and experimental data. 
Figure B. 1 shows a comparison of the model predictions of the three parameter sets 
with the experimental data used for the parameter estimation (Yoo and Kim, 1994). 
As can be seen, all three solutions are in excellent agreement with the experimental 
data even though, as can be seen from Table B. 1, large differences are present in the 
values of the model parameters. Note that this does not indicate insensitivity to a 
few model parameters that take widely different values, but entirely different feasible 
parameter sets. 
To compare the qualitative predictions of the models under the three feasible pa- 
rameter sets, a bifurcation analysis was performed (Kuznetsov, 1998). In the studies 
presented below, the bifurcation software AUTO 2000 (Doedel, 2001) was employed. 
Bifurcation diagrams were constructed with the dilution rate as the bifurcation 
parameter. Figure B. 2 depicts the bifurcation diagrams obtained using parameter sets 
I and 2. The glucose and ammonium sulphate feed concentrations were maintained 
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Figure B. 1: Comparison of the simulation results of the formulated model with pub- 
lished experimental data (Yoo and Kim, 1994) for the three parameter sets obtained. 
- Solution II---- Solution 2, ----- Solution 3. 
at 20.0 g/l and 2.54 g/l respectively. The primary difference between the bifurcation 
diagrams of the two parameter sets is that parameter set 2 predicts the existence of 
multiple steady states separated by a region of instability over a very small range of 
dilution rate (marked LP in Figure B. 2, also seen in the inset). This fold bifurcation 
is observed more easily in the simulation results plotted in Figure B-3. The simulation 
begins at one of the steady states present at the dilution rate of 0.08885 h-'. Thereafter, 
the dilution rate is changed to 0.09 h-1 and back to 0.08885 h-', as seen in Figure 
B. 3c. From Figures B-3a and B. 3b, it can be seen that this results in a switch in the 
steady state concentrations of PHB and residual biomass. 
A bifurcation analysis was also performed using parameter set 3, again choosing 
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Chapter B. Parameter Estimation of Dynamic Models for Bioprocesses 
4.5 
: Z-- ,I 
0) 3.5- 
(n ch 3- 
E 
.22.5 
2 1.9 
15 
cn 1.7 a) 
1 
1.5 
0.5 
0.088 0,089 0.09 
LPIý, 
4 
3.5 
0.02 0.04 0.06 0.08 
Dilution rate (h- 1) 
(a) Residual biomass 
0.2 
00 
0.02 0,04 0.06 0.08 0.1 
Dilution rate (h- 1) 
(c) PHB productivity 
0.12 
178 
Figure B. 2: Bifurcation diagrams obtained using parameter set I (- -- -) and param- 
eter set 2() for continuous PHB production. The feed concentrations of glucose 
and ammonium sulphate are 20.0 g/l and 2.54 g/l respectively. The insets show the 
fold bifurcations present in parameter set 2. 
the dilution rate as the bifurcation parameter. The bifurcation diagrams obtained are 
shown in Figure BA. The glucose and ammonium sulphate feed concentrations were 
again chosen to be 20.0 g/l and 2.54 g/l respectively. The bifurcation traits predicted 
by this parameter set are significantly different from the other two parameter sets. 
From Figure BA, it can be seen that this solution predicts the presence of a Hopf 
bifurcation (denoted by HP in the figure). As a result, within a small region of the 
dilution rate, a periodic steady state as well as a stationary steady state exist, the two 
steady states being separated by an unstable periodic steady state. Further, at low 
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Figure B. 3: Simulation of the model with parameter set 2. The simulation shows the 
presence of multiple steady states at the dilution rate of 0.08885 h-', and consequently 
a fold bifurcation. 
dilution rates, the stationary steady state becomes unstable (at the Hopf bifurcation) 
and only a periodic steady state exists. The effect of the Hopf bifurcation on the 
dynamic behaviour of the model is evident from the simulation depicted in Figure B. 5. 
The simulation begins at the periodic steady state present at a dilution rate of 0.02 
h-'. After some time, the dilution rate is switched to 0.025 h- ' and back to 0.02 h-1, I 
as seen in Figure B. 5c. This results in the system moving from its oscillatory steady 
state to a, stationary steady state as seen in Figures B. 5a and B-5b. 
In addition to the differences highlighted above, it can be seen from Figure B. 4a 
that the residual biomass steady state concentrations predicted by parameter set 3 are 
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Figure BA: Bifurcation diagrams obtained using parameter set 3 for continuous PHB 
production. The feed concentrations of glucose and ammonium sulphate are 20.0 g/l 
and 2.54 g/l respectively. 
considerably lower than those predicted by the two other solutions. Further, although 
the steady state PHB concentrations are similar in magnitude to the previous cases 
over most of the dilution rate values, this parameter set predicts washout at a much 
lower dilution rate. 
As mentioned above., the three parameter sets obtained provided an excellent agree- 
ment between the model predictions and the experimental data used for parameter 
estimation. However, Figure B. 6., which depicts the profiles of intracellular metabolites 
considered in the model formulation and for which experimental data was unavail- 
able, shows that considerable differences are observable in the concentrations of the 
lumped intracellular species acetyl CoA and amino acids as predicted by the three 
Dilution rate (h 
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Figure B. 5: Simulation of the model with parameter set 3. The simulation shows the 
presence of periodic and stationary steady states at the dilution rate of 0.02 h-1, and 
consequently a Hopf bifurcation. 
parameter sets. (Note that the profiles of the four modelled enzymes., C1 to C4, are 
similar partly due to the omission from parameter estimation of kinetic parameters 
pertaining to enzyme synthesis and are therefore not depicted. ) This indicates that 
information regarding these intracellular species (namely, acetyl CoA and amino acids) 
could considerably reduce the observed parametric uncertainty. Further, the bifurca- 
tion behaviour predicted by the model shows that conditions exist under which it is 
possible to distinguish clearly between the qualitative and quantitative predictions of 
each parameter set. These observations lead to the albeit obvious conclusion that the 
data used for parameter estimation was insufficient for the accurate estimation of all 
kinetic parameters, resulting and the determination of multiple feasible parameter sets. 
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Figure B-6: Comparison using the three parameter sets obtained of the unmeasured 
metabolites under conditions corresponding to the data used for parameter estimation. 
Parameter set II---- Parameter set 2, ----- Parameter set 3. 
In the next section, the reasons for this parametric uncertainity are determined. It is 
observed that the data used for parameter estimation is sufficient for the estimation of 
only some kinetic parameters. Further, it is shown that carefully designed experiments 
are necessary to eliminate the observed parametric uncertainty. 
B-3 Analysis of parametric uncertainty 
Initially, simulat ion- based sensitivity analyses were undertaken to determine whether 
any of the model parameters had no influence on the model predictions under the con- 
ditions of the batch experiment used for parameter estimation. Figure B. 7 shows the 
results obtained from these studies when the parameters were perturbed by ±50,70 from 
their estimated values. (It should be noted that global sensitivity analyses (Blanco- 
Guiterrez, 2007) were also undertaken and the results obtained were consistent with 
those presented below). As can be seen, most parameters were found to be sensitive to 
the parameter estimation objective function, the exceptions being parameters P3 and 
K3. These two parameters corresponded to PHB degradation (reaction 3 in Figure 
6.1) and as the experimental data used corresponded to conditions of PHB accumu- 
lation, this result was reasonable. However, as the remaining parameters appeared to 
show some sensitivity, it was hypothesised that linear dependence between some of the 
parameters could be responsible for the uncertainty in the parameters. 
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Figure B. 7: Simulation-based sensitivities of the three parameter sets to the parameter 
estimation objective function. 
In order to confirm this hypothesis, parameter estimability studies were undertaken. 
For a given set of parameters and experimental data, parameter estimability involves 
the determination of the subset of parameters that can be accurately and uniquely 
determined. If certain parameters are deemed unestimable, then this can be attributed 
either to linear dependence between certain parameters or to the unsuitability of the 
experiment for the parameter estimation exercise. 
In this study, two methods for determining parameter estimability were employed (Kou 
et al., 2005; Li et al., 2004b). Both methods are based on an analysis of the sensitivity 
coefficients, which are the scaled first-order partial derivatives of the outputs with re- 
spect to the parameters, OqIOO. The first method (Kou et al., 2005) explicitly accounts 
for dynamic experiments by employing sensitivity coefficients at each sampling time. 
The second method (Li et al., 2004b) employs principal component analysis and is also 
capable of accounting for dynamic experiments. It was found that both methods gave 
similar results, the only difference being in the ranking of the estimable parameters. 
Table B. 2: Parameters estimable from experimental data 
Rank Solution I Solution 2 Solution 3 
1 Pi Pi PI 
2 /14 114 Pg 
3 A2 Kg Kg 
K, P3 K, 
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Table B. 2 lists the subset of estimable parameters obtained from the first method. The 
remaining parameters from each parameter set were found to be inestimable as they 
were linearly dependent on one of the estimable parameters. A comparison of Table 
B. 2 with Figure B-7 indicates that in each parameter set, the parameters that were 
estimable were not necessarily those that were most sensitive to the parameter estima- 
tion objective function. Further, although the estimable parameters from each set vary, 
the differences are not substantial. Importantly, it can be seen from Table B. 2 that 
the parameters corresponding to reactions for which data was available (glucose uptake 
and biomass growth - reactions 1 and g in Table 6.1) appear frequently. This supports 
the observation made above that the availability of measurements corresponding to 
other modelled quantities, particularly acetyl CoA and amino acids, could reduce the 
parametric uncer am y. 
In order to confirm these results, the parameter identifiability problem (Asprey 
and Macchietto, 2000) was solved. The mathematical formulation of the parameter 
identifiability problem is given below: 
Pl: maX 0,0- 
N 
s. t. Z (Yi (0) - i=l 
0*)T wo (0 - 
0*) (B. 1) 
Yi (0*» 
T wy (yi (0) - Yi 
(0*» < ey 
f (XI U, lp), y= g(x) v=0,0* 
Ns 
i 
)T W exp Z (yi (0) 
-yy 
(yi (0) 
- yexp) < Eexp 
(B. 2) 
(B. 3) 
(B. 4) 
Here ýý =f (x, u, ý0) is the set of differential- algebraic equations used to obtain the time 
derivatives of the state variables x in the model for a given set of operating conditions 
u and kinetic parameters ýo; y is the vector of measured outputs obtained 
from the 
state variables x by the set of algebraic equations y= g(x); N, is the number of 
sampling points; and WO and Wy are weighting matrices. The solution to the parameter 
identifiability problem gives the largest difference between two parameter sets, 
0 and 
0*, that give similar predictions within a set tolerance limit, Ey. In order to consider 
the experimental data used for parameter estimation, Equation 
(B. 4) was added as a 
constraint so that the solution obtained would fit the experimental data, this 
being a 
modification to the identifiability problem defined previously 
(Asprey and Macchietto, 
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2000). 
The optinisation problem P1 was solved using the sequential quadratic program- 
ming library FSQP (Zhou et al., 1997) to obtain 0 and 0*. Figure B. 8 depicts the 
solution obtained by solving problem PI with cy = 10-3 and E,, p = 1.0. It can be seen 
that the solutions give almost identical predictions even though large difference were 
present in most of the model parameters, as seen in Figure B. 9. This confirmed the 
observations made above that the data used for parameter estimation was insufficient 
for the accurate estimation of all model parameters. 
In order to confirm the results of the estimability studies presented above, the pa- 
rameter identifiability problem, PI, was then solved (again using FSQP) with only 
the seven parameters listed in Table B. 2 as decision variables. The remaining four 
parameters were fixed at the values corresponding to parameter set 1. As seen from 
Figure B. 10, the solution obtained indicated that the parametric uncertainty in the 
estimable parameters was almost completely eliminated when the inestimable param- 
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eters were held constant. Therefore, it was concluded that the information contained 
in the experimental data was sufficient for the accurate estimation of only some model 
parameters, these being the parameters listed in Table B. 2. 
As mentioned above, data pertaining to intracellular species could aid in the elim- 
ination of the observed parametric uncertainty. Recent developments in the biological 
sciences have led to techniques such as flow cytometry (Srienc, 1999) and DNA microar- 
rays (Baev et al., 2006) which now enable the monitoring of intracellular concentrations 
of metabolites and enzymes respectively. However, the use of these techniques often 
requires greater investment of time and money than those required to measure quan- 
tities like cell mass and extracellular substrate concentrations. Therefore, it is still 
of interest to determine whether the measurements available (i. e. glucose, ammonium 
sulphate, residual biomass and PHB concentrations) can be used to accurately estimate 
the kinetic parameters of the model. 
Towards this end, the parameter distinguishability problem (Asprey and Macchi- 
etto, 2000) was solved. The solution to this problem is an experiment that maximises 
the difference between the outputs of two parameter sets, thereby providing a mech- 
anism to discriminate between the parameter sets. This problem can be expressed 
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Figure B. 9: Differences between individual parameters in the solution to the parameter 
identifiability problem P1 when all parameters were chosen as decision variables. 
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eter identifiability PI problem when only the estimable parameters listed in Table B. 2 
were chosen as decision variables. 
mathematically as follows: 
P2: max 
Itf y (0) -y (0*) 
*_] 
Ty (0) -y (0*) dt (B. 5) 
u0 max (y (0) -y (0 » 
[max 
(y (0) -y (0 » 
t. f (x, U, 4, y= g(x) ýo = 0, o* (B. 6) 
UL <U -< UU 
(B. 7) 
Here u is the vector of process input variables including the initial concentrations 
of residual biomass, PHB, glucose and ammonium sulphate, the inital volume of the 
reactor, and the feed rates and feed concentrations of glucose and ammonium sulphate; 
UL and uU are lower and upper bounds respectively on these variables. 
The parameter distinguishability problem P2 was solved using gPROMS with all 
combinations of the three parameter sets. Figure B. 11 shows the solution obtained 
when parameter sets 1 and 3 were employed. Fig B. Ile shows the feed policy that is 
identified to maximise the differences in the predictions of the two parameter sets. As 
can be seen, the results obtained from an experiment undertaken under these conditions 
can be used to clearly discriminate between the two parameter sets identified. 
In order to determine whether such carefully designed experiments could be used 
to help distinguish between these parameter sets and thereby minimise the uncertainty 
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eter identifiability PI problem. The experimental data used for parameter estimation 
was supplemented with data extracted from the solution of the distinguishability prob- 
lem P2. 
in the parameter estimation problem, the identifiability problem P1 was solved using 
FSQP with both the experimental data used for parameter estimation and data ex- 
tracted from the solution of the distinguishability problem P2. In extracting the data 
from Figure B. 11, the predictions corresponding to parameter set I were utilised. Fur- 
ther, it was assumed that measurements were available at two hour intervals. Thus, 
the total number of measurements required is comparable to the data used for param- 
eter estimation. As seen in Figure B. 12, the use of data from the designed experiment 
could eliminate most of the parametric uncertainty observed previously. Thus, it can 
be concluded that even in the absence of measurements pertaining to modelled intra- 
cellular species, simple systems engineering tools can be utilised to carefully design 
experiments that facilitate the accurate estimation of the kinetic model parameters. 
BA Conclusions 
Parameter estimation is an important part of the model development process particu- 
larly when the model is to be applied over a wide range of operating conditions. While 
accurate estimates for parameter values are sometimes available in the literature, it is 
often the case that these values have to be estimated from experimental data. This 
process is not always straightforward as the complexities and nonlinearities associated 
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with both the process and mathematical model can result in considerable parametric 
uncertainty. As a result, considerable research has been undertaken to develop tools 
to facilitate accurate parameter estimation. 
In this chapter, some of these promising tools were utilised with suitable modifica- 
tions to address the problems associated with parameter estimation for a bioprocess 
model. In the studies presented, the cybernetic model of the production of PHB for- 
mulated in Section 6.2.1 was used. In estimating the kinetic parameters of the model 
using published experimental data, it was observed that multiple parameter sets were 
obtainable. Three feasible parameter sets were obtained in this case with these param- 
eter sets predicting widely different qualitative and quantitative behaviour, as evinced 
by the bifurcation analyses presented. Further, it was observed that under the experi- 
mental conditions, there were considerable differences in the predicted concentrations 
of the intracellular metabolites. This led to the albeit obvious conclusion that the 
experimental data used for parameter estimation was insufficient for the accurate esti- 
mation of all model parameters. This observation was supported by estimability and 
identifiability studies which showed that, with the available experimental data, only a 
subset of the model parameters could be estimated accurately. 
One approach to eliminating the observed parametric uncertainty would be to utilise 
data pertaining to as many modelled quantities as is practicably feasible. Measure- 
ment techniques such as flow cytometry (Srienc, 1999) and DNA microarrays (Baev 
et al., 2006) now enable the monitoring of the intracellular metabolites and enzymes 
considered in the model formulated. Measurements of such species could potentially 
eliminate the non-convexity in the parameter estimation problem resulting from insuffi- 
cient experimental data. An alternative approach would be to design experiments that 
when conducted would provide data rich in information and capable of reducing any 
uncertainty in the parameter estimation problem. In this study, one such experiment 
was designed by solving the parameter distinguishability problem (Asprey and Macchi- 
etto, 2000). It was observed that data from this experiment together with the available 
experimental data could potentially eliminate the observed parametric uncertainty. 
Appendix C 
A Second Type of Multidimensional 
Population Balance Modelling: 
Branching in Novel Polymerisation 
Systems 
Introduction 
The preceding chapters dealt with the development and solution of multidimensional 
models of biological systems. While the modelling of crystallisation and granulation 
is typically achieved using the population balance framework (Ma et al., 2002; Puel 
et al., 2003; Immanuel and Doyle 111,2005; Briesen, 2006), a different approach is often 
adopted for modelling polymerisation processes. In this approach, a mass balance is 
first constructed for a single polymer chain. This mass balance is then generalised over 
the entire polymerisation system. The result is usually a system of ordinary differential 
equations whose solution describes the evolution of the polymer chain distribution with 
time. 
The traditional approach to modelling polymerisation systems involves the differ- 
entiation of polymer chains by just one characteristic, the chain length. However, 
NN-hile such one-dimensional models are sufficient for the prediction of linear polymers, 
multidimensional models are necessary for the detailed study of branched polymer 
chains (Kiparissides, 2006). Polymer branching is known to take place in free-radical 
191 
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polymerizations of several monomers, in particular ethylene (Blitz and McFaddin, 
1994), vinyl acetate (Britton et al., 1998,2000) and acrylates (Lovell et al., 1991; 
Ahmad et al., 1998; Heatley et al., 2001). As a result, several mathematical models 
of branching in conventional polymerisation systems have been developed (Pladis and 
Kiparissides, 1998; Butte et al., 1999; Hutchison, 2001; Papavasiliou and Teymour, 
2003; Iedema and Hoefsloot, 2005). While these models are sufficient for the study of 
polymerisation with conventional kinetics, it has been shown that more sophisticated 
and higher-dimensional models are warranted for applications with novel reaction ki- 
netics (Pinto et al., 2008b). 
In this chapter, polymer branching in one such novel polymerisation process is 
studied. The process considered is the development of hyperbranched polymers, i. e. 
polymers which exhibit a high degree of branching. Such polymers are gaining attention 
due to their usefulness in a wide range of applications (Yates and Hayes, 2004). These 
benefits arise from the differences in their physical properties as compared to their linear 
counterparts (Kim, 1998) such as lower solution and melt viscosities, wider solubility 
ranges and greater functional group densities (Gretton-Watson et al., 2005,2006). 
The route to the production of hyperbranched polymers exclusively from multi- 
functional monomers was first proposed several decades ago (Flory, 1952). However, 
the need for careful synthesis of these polymers has resulted in difficulties in the scale 
up of the manufacture of these hyperbranched polymers (Costello et al., 2002). As 
a result, research is now focussing on the manufacture of hyperbranched polymers 
from conventional monomers with the branching induced by multifunctional monomeric 
groups (Costello et al., 2002; O'Brien et al., 2000; Camerlynck et al., 2005; Liu et al., 
2005). In this approach, hyperbranched polymers are produced by the addition of small 
quantities of multifunctional monomers in a conventional polymerisation recipe. These 
multifunctional monomer groups contain multiple reaction sites at which radicals can 
attach and propagation can take place. Therefore, upon incorporation into the poly- 
mer backbone, these multifunctional groups facilitate the formation of branches in the 
polymer chains. 
Several mathematical approaches have been employed in the development of mod- 
els of hyperbranched polymer synthesis exclusively from multifunctional monomers 
including kinetics (Elliott and Bowman, 1999; Ward and Peppas, 2000), generating 
functions (Cheng, 2003) and Monte-Carlo techniques (Unal et al., 2005). However, un- 
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like most of the previous studies which adopted stochastic formulations, in this study 
a deterministic approach is adopted to develop a mathematical model of this process. 
The model formulated predicts important polymer properties such as molecular weight 
and polydispersity as well as metrics pertaining to the extent of branching in the sys- 
tem. The chapter begins with an introduction to free-radical polymerisation kinetics 
in Section C. 2. This is followed by the development of the model in Section C. 3. 
The model is used to perform simulation based analyses to study the effects of the 
control variables on the process. The results obtained are presented in Section CA 
Conclusions are provided in Section C. 5. 
C. 2 Free-radical polymerisation kinetics 
Polymerisation is the process by which individual molecules called monomers are chem- 
ically combined to form multimolecular structures called polymers (Schork et al., 1993). 
A typical example is the production of synthetic rubber (a polymer) by the formation 
of chains of isoprene (the monomer). In almost all circumstances, monomers are un- 
reactive and, consequently, it is necessary to introduce a reactive entity that permits 
the reaction of monomer entities. This chemical entity is called a free radical. 
Free radicals, being highly reactive, cannot be stored and need to be created in 
situ. This is typically achieved by one of two processes, namely, redox initiation 
and thermal decomposition. Redox decomposition, as the name suggests, involves 
a oxidation-reduction (redox) reaction wherein one species (the oxidant) oxidises an- 
other (the reductant) resulting in the production of two free radicals, as seen in Figure 
Ma. Thermal decomposition, on the other hand, involves the heating of a molecule 
to a high temperature at which it decomposes into two free radicals (Figure C. 1b). 
Once free radicals have been produced, they quickly react with the available monomer 
to form a new polymer chain, often called a 'live' chain (Figure C. 1c). This polymer 
chain, comprised of a single molecule of the monomer, is said to have a chain length 
of one. The polymer chain then grows longer by the addition of more molecules of 
monomer at the site of the radical. This process is called propagation and is depicted 
in Figure C. Id. Propagation usually continues until a process, aptly called termination, 
occurs. (Other reactions, described below, can also halt propagation). In termination, 
the radicals attached to two polymer chains react with each other resulting in the 
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Figure CA: Principal reactions occurring in free-radical polymerisation. (a) Redox 
and (b) thermal decomposition. (c) Initiation. (d) Propagation. (e) Termination by 
disproportionation. (f) Termination by combination. 
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loss of reactivity of both moieties. In this process, two scenarios are possible. The 
first, termed disproportionation, results in the two polymer chains remaining separate 
(Figure C. 1e). The other possible outcome, termed combination, results in the two 
polymer chains combining to form a single chain, as seen in Figure C. If. In both cases, 
the chains lose their ability to propagate and are said to be 'dead'. 
Besides these reactions, as mentioned above, inter- and intramolecular chain trans- 
fer reactions are known to take place in certain monomeric systems. In the former 
scenario, depicted in Figure C. 2a, the radical attached to one polymer chain is trans- 
ferred to the backbone of a second polymer chain. As a result, the former polymer 
chain loses its reactivity while the latter chain gains a site at which propagation can 
take place, thus resulting in a branched structure. Intramolecular chain transfer, on 
the other hand, is a reaction involving a single polymer chain. In certain monomeric 
systems, stearic interactions between the monomeric entities at the end of the polymer 
chain (i. e. just before the propagating radical) cause the chain to fold back on itself. 
As a result, the radical is transferred from the end of the chain to a point further back 
on the polymer backbone, as seen in Figure C. 2b, resulting in a new branch point. 
In some systems, chain transfer also takes place from the polymer chain to a 
monomer or solvent molecule. In the former case, the polymer chain loses its reac- 
tivity while the monomer molecule becomes a new polymer chain with chain length 
one. When chain transfer to a solvent molecule occurs, the solvent molecule can be con- 
(a) Intermolecular chain transfer 
I new branch 
Stearic interactions 
point 
(b) Intramolecular chain transfer 
Figure C. 2: Reactions giving rise to branched polymer chains. (a) Intermolecular and 
(b) intramolecular chain transfer to polymer. 
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strued to become a type of free radical which, upon reaction with a monomer molecule) 
gives rise to a new polymer chain. 
As a follow up of the above discussion, a reaction scheme for multifunctional 
monomer-induced branching will be presented in Section C. 3.2. However, in order 
for this kinetics scheme to be coherent, it is first necessary to understand the structure 
of the polymer chains formed in this process. This is discussed next. 
C. 3 Model development 
C. 3.1 Notation 
In developing the reaction scheme for the model of multifunctional monomer-induced 
branching, polymer chains were assumed to be differentiated by six characteristics (see 
Figure C. 3), namely, the number of conventional monomer units in the polymer chain, 
the number of multifunctional monomer units (i. e. a-a groups) in the polymer chain, 
the number of radicals attached to conventional monomer units, the number of radicals 
attached to one of the two available reactions sites on the multifunctional monomer 
units, the number of latent groups (i. e. uninitiated reaction sites on the multifunc- 
tional monomer units) , and the number of reaction sites on multifunctional monomer 
units lost due to termination and chain transfer reactions. Using this assumption, 
polymer chains are denoted by Pi, j, k, l, m, n where each index corresponds to one of the 
characteristics described above. Specifically, 
i represents the number of conventional monomer units, 
j represents the number of multifunctional monomer units (i. e. a-a groups), 
k represents the number of radicals attached to a conventional monomer unit, 
1 represents the number of radicals attached to one of the two available reactions 
sites on the multifunctional monomer units, 
m represents the number of latent groups (i. e. uninitiated reaction sites on the 
multifunctional monomer units), and 
n represents the number of reaction sites on multifunctional monomer units lost 
due to termination and chain transfer reactions. 
These characteristics of the polymer chains are taken into consideration so that 
certain desirable process variables could be estimated. It should be noted, however, 
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Figure C. 3: Illustration of the characteristics of hyperbranched polymer chains consid- 
ered in the formulation of the mathematical model. 
that not all combinations of these indices are possible. In particular, 
1. the number of radicals attached to conventional monomers can never exceed the 
number of conventional monomer units in the polymer chain and is usually much 
smaller in practice (i. e. k<Z VO; 
2. the number of radicals attached to multifunctional monomers can never exceed 
twice the number of a-a groups (because each a-a group has two reaction sites 
available for propagation) (i. e. 1< 23' Vj); 
the number of latent groups can never exceed the number of a-a groups (i. e. 
m< J' VJ, M); 
4. the number of radicals attached to multifunctional monomer units that were 
terminated before propagation can never exceed twice the number of a-a groups, 
(i. e. n< 23 . Vj) and 
5. (naturally) polymer chains with no conventional monomers or a-a groups (i. e. 
POOklmn Vk, 1, m, n) do not exist. 
C. 3.2 Reaction scheme 
In this study, a kinetics scheme previously used in modelling multifunctional monomer- 
induced branching is adopted (Gretton-Watson et al., 2005,2006). The following re- 
actions are considered in this scheme. 
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Initiator decomposition 
k 12 
I -+ 2R (C. 1) 
Equation (C. 1) accounts for the thermal decomposition of initiator resulting in the 
formation of two free radicals. 
Initiation 
kj. m R+M --* Pl, 0,1,0,0,0 (C. 2) 
kj*A 
(C-3) R+A2 PO, 1,0,1,1,0 
kj*A 
R+ Pi, j, k, l, m, n --+ Pi, j, k, 1+1, m-l, n (C. 4) 
Equations (C. 2) and (C-3) account for the formation of a new polymer chain by the 
reaction of conventional and multifunctional monomer units respectively with free rad- 
icals in solution. Equation (CA) accounts for the formation of a new branch in the 
polymer chain by the reaction of a latent group in the polymer chain with a free radical 
in solution. 
Propagation 
Pi, j, k, l, m, n +M 
km* m Pi+l, j, k, l, m, n (C-5) 
km*A 
Pi, j, k, l, m, n + A2 --ý Pi, j+l, k-1,1+1, m+l, n (C. 6) 
kA*M 
Pi, j, k, l, m, n +M 
Pi+l, j, k+1,1-1, m, n (C. 7) 
Pi, j, k, l, m, n + 
A2 
kA* A Pi, j+l, k, l, m+l, n (C. 8) 
Equations (C. 5) and (C. 6) account for propagation by the addition of conventional and 
multifunctional monomer units respectively, at a radical attached to a conventional 
monomer unit. Similarly, Equations (C. 7) and (C. 8) account for propagation by the 
addition of conventional and multifunctional monomer units respectively, at a radical 
attached to a multifunctional monomer unit. 
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Radical Termination 
kj*, * D2 
km*, * R+P. *k1, m, n Z, 3 ,, 
R+ Pi, j, k, l m, n 
kA*I* 
i, j, k, l 4 P, 
(C. 9) 
(C-10) 
(C. 11) 
Equation (C-9) accounts for loss due to reaction of free radicals from the system. 
Equations (C. 10) and (C. 11) account for loss of free radicals due to reaction of these 
radicals with radicals attached to conventional and multifunctional monomer units 
respectively in polymer chains. 
Termination by combination 
P-l, jl, kj, ll, ml ni 
p ktr, m*m* p (C. 12) + i2)j2, k2 12 M2, n2 il +i2 Jl +j2, kl +k2 -2,11+12 Ml +M2, nl +n2 
kt,, M*A* P'l, 
ii, kl, ll, ml, nl 
+ Pi2J2, k2, l2, M2, n2 
pil 
+i2 J1 +j2, kl +k2 -1 ill +12 - 1, Ml +M2, nl +n2 
(C 
- 13) 
kt,, A*A* 
---+ p (C. 14) 
Pz'l, 
ji, kl, ll, ml, nl 
+ PZ'2, j2, k2,12, M2, n2 il +i2 7il +j2, 
ki +k2,11+12 -2, mi +M2, nl +n2 
Equation (C. 12) accounts for bimolecular termination by combination between radi- 
cals attached to conventional monomer units on polymer chains. Similarly, Equations 
(C. 13) and (C. 14) account for bimolecular termination by combination between a radi- 
cal attached to a conventional (Equation (C. 13)) or multifunctional (Equation (C. 14)) 
monomer unit on one polymer chain and a radical attached to a multifunctional unit 
on a second polymer chain. 
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Termination by disproportionation 
ktd, M*M* Pil, ji, ki 11, ml, nl 
+ Pi2, j2, k2,12, m2, n2 Pil, ji, ki-1,11 ml, nl 
+ Pi2J2, k2-W2, M2, n2 
(C 15) 
ktd, M*A* Pil, ji, ki, li, mi, ni 
+p i2 J2, k2 12 M2, n2 
Pil, 
ii, kl-1,11, ml, nl 
+ Pi2J2, k2,12-1, rn2, n2+1 
(C 16) 
ktd, A*A* 
Pil, ji, ki 11, ml, nl 
+ Pi2J2, k2,12, M2, n2 ----- iiji, ki, 11-1, mi, 
P. 
nj+l 
+ Pi2J2, k2,12-1, M2, n2+1 
(C. 17) 
Equation (C. 15) accounts for bimolecular termination by disproportionation between 
radicals attached to conventional monomer units on polymer chains. Similarly, Equa- 
tions (C-16) and (C-17) account for bimolecular termination by disproportionation 
between a radical attached to a conventional (Equation (C-16)) or multifunctional 
(Equation (C. 17)) monomer unit on one polymer chain and a radical attached to a 
multifunctional unit on a second polymer chain. 
Oll 
Chain transfer initiation 
kI*CTA 
R+ CTA >i+ CTA* (C. 18) 
CTA* + CTA 
kCTA* CTA 
cta + CTA* (C. 19) 
km*CTA 
Pi, i, k, 1, m, n+ CTA ---+ 
Pi, i, k-1,1, m, n + CTA* (C. 20) 
kA*CTA 
Pi, j, k, 1, m, n + 
CTA -> Pi, i, k, 1-1, m, n+l + 
CTA* (C. 21) 
Equations (C-18) and (C. 19) account for initiation of a chain transfer agent molecule 
by reaction with a free radical in solution and an initiated chain transfer agent molecule 
respectively. Equations (C. 20) and (C-21) account for the initiation of a chain transfer 
agent molecule by the transfer of a radical attached to a conventional 
(Equation (C. 20)) 
or multifunctional (Equation (C. 21)) monomer unit on a polymer chain. 
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uOiltain transfer propagation 
kCTA*M 
(C. 22) CTA +M Pi, o, i, o, o, o 
kCTA*A 
CTA +A2 Po, i, o, i, i, o (C. 23) 
kCTA*A 
(C. 24) CTA +Pijklmn ý Pi, j, k, 1+1, m-l, n 
Equations (C. 22) and (C. 23) account for the formation of a new polymer chain by the 
transfer of a radical from an initiated chain transfer agent molecule to a conventional 
and multifunctional monomer molecule respectively. Equation (C. 24) accounts for the 
transfer or a radical from an initiated chain transfer agent molecule to a latent group 
on a multifunctional monomer unit in a polymer chain resulting in the formation of a 
new branch in the polymer chain. 
/-YI, Chain transfer termination 
kCTA*I* 
CTA* +R* cta-i (C. 25) 
kCTA*CTA* 
CTA* + CTA* + eta-cta (C. 26) 
kCTA*M* 
CTA* + Pi, j, k, lm, n + Pi, jk-1,1, mn (C. 27) 
kCTA*A* 
CTA* + Pij, k, lm, n * Pi, j, k, 1-1, m, n+l (C. 28) 
Equations (C. 25) and (C. 26) account for loss of chain transfer capability by reaction 
of initiated chain transfer agent molecules with radicals and each other respectively. 
Similarly, Equations (C. 27) and (C. 28) account for loss of chain transfer capability by 
reaction of initiated chain transfer agent molecules with radicals attached to conven- 
tional and multifuncitonal monomer units respectively on polymer chains. 
C. 3.3 Assumptions 
The following assumptions were made in deriving the mathematical model for the 
kinetics scheme described above. 
1. In the initiation reaction Equation (C. 4), the rate of the reaction is proportional 
to (a) the concentration of free radicals in solution and (b) the number of latent 
groups in the polymer chain. 
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2. In the propagation reactions Equations (C. 5) and (C. 6), the rates of these re- 
actions are proportional to (a) the number of radicals attached to conventional 
monomer units in the polymer chain and (b) the concentration of conventional 
monomer (for Equation (C. 5)) /multifunctional monomer (for Equation (C. 6)). 
Similarly, in the propagation reactions Equations (C. 7) and (C. 8), the rates of 
these reactions are proportional to (a) the number of radicals attached to multi- 
functional monomer units in the polymer chain and (b) the concentration of con- 
ventional monomer (for Equation (C. 7)) /multifunctional monomer (for Equation 
(C. 8)). 
3. In the termination reactions Equation (C. 10) and (C. 11), the rates of these reac- 
tions are proportional to (a) the concentration of free radicals in solution and (b) 
the number of radicals in the polymer chain attached to conventional monomers 
(for Equation (C. 10)) / multifunctional monomers (for Equation (C. 11)). 
4. In the termination reactions Equations (C. 12) and (C-13), the rates of these re- 
actions are proportional to (a) the number of radicals attached to conventional 
monomers in the first polymer chain and (b) the number of radicals in the sec- 
ond polymer chain attached to conventional monomers (for Equation (C. 12)) / 
multifunctional monomers (for Equation (C. 13)). Similarly, in the termination 
reaction Equation (C. 14), the rate of this reaction is proportional to (a) the 
number of radicals attached to multifunctional monomers in the first polymer 
chain and (b) the number of radicals in the second polymer chain attached to 
multifunctional monomers. Similar assumptions are made for the termination 
reactions Equations (C. 15), (C. 16) and (C. 17). 
5. In the chain transfer initiation reactions Equations (C. 20) and (C. 21), the rates 
of these reactions are proportional to (a) the concentration on uninitiated chain 
transfer agent and (b) the number of radicals in the polymer chain attached to 
conventional monomers (for Equation (C. 20)) / multifunctional monomers (for 
Equation (C. 21)). 
6. In the chain transfer propagation reactions Equations (C. 22), (C. 23) and (C. 24), 
the rates of these reactions are proportional to (a) the concentration on initiated 
chain transfer agent and (b) the concentration of conventional monomer (for 
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Equation (C. 22)) / the concentration of multifunctional monomer (for Equation 
(C. 23)) / the number of latent groups in the polymer chain (for Equation (C. 24)). 
7. In the chain transfer termination reactions Equations (C. 27) and (C. 28), the rates 
of these reactions are proportional to (a) the concentration on initiated chain 
transfer agent and (b) the number of radicals in the polymer chain attached to 
conventional monomers (for Equation (C. 27)) / multifunctional monomers (for 
Equation (C. 28)). 
8. When a multifunctional monomer (possessing two available radical sites) is added 
to a growing polymer chain, only one of the two available radical sites becomes 
attached to a radical. 
9. When a multifunctional monomer is added to a polymer chain, the second radical 
site (i. e. the latent group) can propagate only after initiation with a radical 
(Equation (C. 4)) or by reaction with an initiated chain transfer agent molecule 
(Equation (C. 24)). 
10. Polymer chains formed by initiation with radicals and initiated chain transfer 
agents are not differentiated. Similarly, polymer chains terminated by reaction 
with radicals, uninitiated chain transfer agents or other polymer chains but oth- 
erwise identical (with respect to the number of conventional monomer units, 
multifunctional monomer units and radicals) are not differentiated. 
C-3.4 Mass balances 
The general mass balance for a polymer chain Pi, j, k, l, m,, rL is given below. 
dPi, j, k, l, m, n 
- 
kj*ACR(M + 1)Pi, j, k, 1-1, m+l, n- 
kj*ACRMPi, j, k, l, m, n 
dt 
" kmmCmkPi-l, j, k, l, m, n - 
km. mCmkPi, j, k, l, m, n 
" km*ACA2(k +I)Pi, j-l, k+1,1-1, m-l, n- 
km*ACA2kPi, j, k, l, m, n 
+ kA*MCM(l + 1)pi-l, j, k-1,1+1, m, n- 
kA*MCMlPi, j, k, l, m, n 
+ kA*ACA2lPi, j-l, k, l, m-l, n- 
kA*ACA2lPi, j, k, 1,7n, n 
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* km. p. CR(k + 1)Pi, i, k+1,1, m, n - 
km. I. CRkPi, j, k, 1, m, n 
* kA*I*CR(I + 1)pi, j, k, 1+1, m, n-l- kA*I*CR1Pi, j, k, 1, m, n 
1ij k+2 1Mn 
*2 ktm. m* 
ZZZZZZk, Pij, ki, 11, mi, ni 
il=Ojl=Okl=Oll=Ornl=Onl=0 
x (k +2- ki)Pi-il, j-jl k+2-ki, 1-11, m-mi, n-ni 
00 00 00 CO 00 00 CXD 00 00 00 00 CXD 
- ktm*m* 
ZZZZ1: 1: kPi, i, k, 1, m, n 
ZZZZ ZE kiPil ji, ki, 11, mi, ni 
i=O 3. =O k=O l=O m=O n=O il=O ji=O kl=O li=O mi=O ni=O 
1ij k+l l+1 mn 
+2 ktM*A* ZZZ1: 
yý Z k, Pil, ii, ki, 11, mi, ni 
il=Ojl=Okl=Oll=Oml=Onl=0 
X (1 +1- 11)Pi-ii, j-ji, k+l-k1,1+1-11, m-mi, n-ni 
1 k+I 
l+1 mn 
+2 ktM*A* 
ZZZZ 11Pil, ji, ki, 11, mi, ni 
il =O il =O ki =O 11 =O mi =O ni =O 
x (k +1- ki)Pi-il, j-jl, k+l-k1,1+1-11, m-mi, n-ni 
00 00 00 00 CO 00 
ktMI'A. kP- 'k, 1, m, n 1, ji, ki, 11, mi, ni 
il=Ojl=Okl=Oll=Oml=Onl=0 
00 00 00 00 00 00 
ktM* A* lPi, j, k, 1, m, n 
ZZZZ ZE k, Pil, j, ki, 11, mini 
il =O il =O ki =O 11 =O mi =O ni =O 
+1 kt, 
iik l+2 mn1, 
ji, ki, 11, mini 
2 
A"A* 
ZZZZZZ llpi 
il=Ojl=Okl=Oll=Oml=Onl=0 
x (l+2- 11)Pi-ii, j-ji, k-k1,1+2-11, rn-mi, n-ni 
00 00 00 00 00 00 
ktA*A*lPi, i, k, 1, m, n 
ZZZZZZ liPil, ji, ki, 11, rni, ni 
il=Ojl=Okl=Oll=Oml=Onl=0 
00 00 00 00 00 00 
+ ktd, M"M* 
(k + 1)Pi, j, k+1,1, m, n 
ZZZZZZk, Pil, ji, ki, 11, mi, ni 
il =O jj=O kl=O 1, =o mi=O ni=O 
00 00 00 00 00 00 
ktd, M>m-kPi, i, k, 1, m, n 
ZZZZZZk, Pil, ji, ki, 11, mi, ni 
il=Ojl=Okl=Oll=Oml=Onl=0 
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00 00 00 00 00 00 
+ ktd, M"A* (k + 1)Pi, i, k+1,1, rnn 
ZZZZZZ 11Pil, ii, ki, 11, mi, ni 
il =O ji=O kl=O li=O mi=O ni=O 
00 00 00 00 00 00 
+ktd, M*A* (1 + 1)Pi, j, k, 1+1, mn-1 
ZZZZ ZE k, Pil, j, ki, 11, mi, ni 
il =O il =O ki =O 11 =O mi =O nl =O 
00 00 00 00 00 00 
- ktd, M*A*kPi, j, k, 1, m, n 
ZZZZZ 3ýý 11Pil, ii, ki, 11, mi, ni 
il =O il =O kl =O 11 =O mi =O ni =O 
00 00 00 00 00 00 
- ktd, MIA*lpi, i, k, 1, m, n 
ZZZZZZk, Pil, ii, ki, 11, mi, ni 
il =O ji=O kl=O ll=O ml=O ni=O 
00 00 00 00 CXD 00 
+ ktd, A*A* (1 + 1)Pi, i, k, 1+1, m, n-1 
ZZZZZZ 11Pil, ii, ki, 11, mini 
il =O ji=O kl=O ll=O ml=O nj=O 
00 00 00 00 00 00 
- ktd, A*A*lPi, i, k, 1, m, n 
ZZZZZZ 11Pil, ii, ki, 11, mi, ni 
il =O ji =O kl =O 11 =O mi =O nl =O 
+ km*CTACCTA(k + 1)Pi, j, k+1,1, m, n - 
km*CTACCTAkPi, 
j, k, 1, m, n 
+kA*CTACCTA(I + 1)Pi, j, k, 1+1, m, n-l-kA*CTACCTA1Pi, i, k, 1, m, n 
+kCTA*ACCTA* (M + 1)Pi, j, k, 1-1, m+l, n-kCTA* A 
CCTA* MPi, j, k, 1, m, n 
+kCTA*M*CCTA* (k +1)Pi, j, k+1,1, m, n- 
kCTA*M*CCTA*kPi, 
j, k, 1, m, n 
+ kCTA* A* CCTA* (1 + 1) Pi, i, k, l+ 1, m, n- 1- 
kcTA*A* CCTA* lPi, i, k, 1, m, n (C. 29) 
Here Cm, CA,, CR 
i 
CCTA andCCTA. represent the concentrations in solution of con- 
ventional monomer, multifunctional monomer, free radicals, uninitiated chain transfer 
agent and initiated chain transfer agent respectively. 
In this mass balance, the term kj*ACR(7n + 1)Pij, k, 1-1, m+1, n- kj*ACRMPij, k, 1, m, n 
accounts for formation and loss of the polymer chain due to the initiation of a latent 
group by reaction with a free radical (Equation CA). Similar terms appear for the 
other reactions considered in the kinetics scheme with the exception of the termination 
reactions Equations (C. 13) and (C-16). In these reactions, a polymer chain can be 
consumed (or formed) in two ways. In the first case, a radical attached to a conven- 
tional monomer unit on the polymer chain can participate in the termination reaction 
whereas, in the second case, the radical participating in the termination reaction is 
attached to a multifunctional monomer unit. It should be noted that the mass balance 
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for the polymer chain Pj, o, j, o, o, O includes the terms kj. MCRCM + kCTA*MCCTA*Cm ac- 
counting for the formation of new chains via the reactions Equations (C. 2) and (C. 22) 
respectively. Similarly, the mass balance for the polymer chain Po,,, o,,,,, o includes the 
terms kj"ACRCA2+ kCTA*ACCTA*CA2 accounting for the formation of new chains via 
the reactions Equations (C. 3) and (C. 23) respectively. 
The method of moments (Ray, 1972; Schork et al., 1993) was then used to derive 
the population balance equations, listed in Appendix D, from the general polymer 
chain balance Equation (C. 29). In the absence of multifunctional monomer, the model 
formulated reduces to a model of conventional free-radical polymerisation serving as 
an analytical check on the accuracy of the derivation. 
Although the method of moments does not predict the evolution of the complete 
polymer distribution, it enables the prediction of important measurable quantities such 
as the average molecular weight and polydispersity of the polymer chains as discussed 
below. Besides these measurements, it is also possible to measure the evolution of the 
polymer chain length distribution with time (Gretton-Watson et al., 2005,2006). The 
prediction of this one-dimensional distribution from the model formulated above can be 
achieved by the use of techniques available in the literature (for example, the methods 
proposed by Pladis and Kiparissides (1998), Butte et al. (1999) and Papavasiliou et al. 
(2002)) while the remaining dimensions are accounted for in moment form. This is a 
topic for future work in this area. 
C. 3.5 Prediction of important properties 
The following property predictions can be obtained from the moments derived from the 
general polymer chain balance (Schork et al., 1993; Li et al., 2004a). These measure- 
ments will be used in parameter estimation and in describing the effects of multifunc- 
tional monomer and chain transfer agent on average polymer properties. All properties 
are cumulative. 
Conversion 
In this study, only batch solution polymerisation of methyl methacrylate is studied. If 
the shrinkage of reaction volume with monomer conversion is neglected, conversion can 
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be calculated by the simple expression given below: 
Conversion = 
A100000 
(C-30) 
/1100000 + cm 
Here plooooo is the concentration of conventional monomer in the polymer chains. It 
should be noted that this expression is valid only if the amount of multifunctional 
monomer in the system is small compared to conventional monomer. 
Alternatively, the following expression can be used if shrinkage of the reaction 
system is taken into consideration: 
ConversionIt (CMV)lt=0 - (CMV)it (CM V) 1 t=O 
Number average molecular weight 
Mn = 
MWMMAI, 1100000 + MWMFMA010000 
A000000 
(C-31) 
(C. 32) 
HereMWMMA andMWMFM are the molecular weights of methyl methacrylate and 
multifunctional monomer respectively; I-LOO0000 is the concentration of polymer chains 
in the system; and p0,0000 is the concentration of multifunctional monomer in the 
polymer chains. 
Weight average molecular weight 
mw = 
MWMMA/L200000+2MWaverage/LllOOOO + MWMFM/1020000 
(C-33) 
A100000 + Poloooo 
HereMWaverage ::::::::: (MWMMAY100000 + MWMFMA010000)/(AlOOOOO + P0,0000) is the aver- 
age molecular weight of polymerised monomer units (both conventional and multi- 
functional); P200000 is the second moment with respect to the number of conventional 
monomer units; piloooo is the second moment with respect to the number of conven- 
tional and multifunctional monomer units; and P0200000 is the second moment with 
respect to the number of multifunctional monomer units. 
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Polydispersity 
Pd = 
mw 
(C-34) Mn 
Average number of branches per polymer 
NB - 
Mn, Hpy 
(C. 35) Mn, Lin 
HereMrl, Hpy is the number average molecular weight of hyperbranched polymer chains 
andMn, Lin is the number average molecular weight of linear polymer chains produced 
under the same reaction conditions (albeit in the absence of multifunctional monomer). 
Loss fraction 
Loss fraction = 
A000010 + A000001 
2po, 0000 
(C-36) 
Here poooolo is the concentration of latent groups in polymer chains and /-toooool is the 
concentration of radical sites on multifunctional monomer units in polymer chains lost 
due to termination and chain transfer reactions. The loss fraction provides a measure 
of the amount of multifunctional monomer functionality unutilised and lost over the 
course of the reaction. 
C-3.6 Model implementation 
The kinetics scheme employed in formulating the model contains a large number of 
reactions. In this study, for the sake of simplicity, similar classes of reactions are 
assumed to take the same value as summarised in Table C. 1. Correlations from the 
literature (Baillagou and Soong, 1985; Soroush and Kravaris, 1992; Gretton-Watson 
et al., 2005,2006) were adopted to describe the onset of gel and glass effects. These 
correlations are summarised in Table C. 2 and the physical properties employed in these 
correlations and in the model are tabulated in Table C-3. 
Shrinkage of the reaction volume due to the different densities of monomer and 
polymer was taken into consideration. Thus, for the batch reactions considered in this 
study, the change in reaction volume can be described by the following differential 
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Table C-1: Relationship between rate constants in the kinetics scheme and the rate 
constants employed in implementing the model 
Kinetics scheme Model Implementation 
k 12 kd 
kj. m, km. m, 
kCTA*M kpl 
1 km*A kp12 
kA*M kP21 
kj*A, kA*A, kCTA*A kP22 
kj*, *, km*, *, 
kA*I* 
, 
kCTA*I* 
, 
kCTA*CTA* 
, 
kCTA*M* 
, 
kCTA*A* kt 
kt,, m*m*, 
kt,, M*A* ktc, A*A* kt, 
ktd, M*M* , 
ktd, M* A* ktd, A* A* ktd 
kj*CTA, kCTA*CTA) km*CTA kCTA1 
kA* CTA kCTA2 
Table C. 2: Gel and glass effect constitutive equations (Baillagou and Soong, 1985; 
Soroush and Kravaris, 1992; Gretton-Watson et al., 2005,2006) 
kp kpolll 1+ 
kpo ,, btoooooo 
Dkop 
k 
12 
kP012 + 
kpo 12 JUO()000() 
p Dkop 
kp021 juc)ooooo k 
21 =: 
kp + p 021 Dkop 
k 22 :::: _ kP022 + 
kp022,4oooooo 
p Dkop 
kt = kto 1+ 
ktQ tioooooo 
Dkot 
D= exp 
2.303(1-Op) ( 
0.1689 - 8.21 X 10- 
6 (T- 387)ý'+0.03(1 - Op) 
) 
kop 2.5292 x 1015 exp -2.800x 
104 
RT 
kop 4.4533 x 1018 
3- 56x 104 C12 1 
t=0) 
ýIXP 
( 
(itiooooomwp/pp) 
P (CMMWMMA/PMMA)+(CSMWS/PS)+(b£100000MWMMA/PP) 
os = (csmws/ps) (CMMWMMAIPMMA)+(CSMWSIPS)+(bL100000MWMMAIPp) 
op 
- 
os 
equation: 
dV 
- 
MWMMA 
J v,, viA 
+ 
MWMMA 
rplooooo 
dt OMMA 'op 
(C-37) 
Here 'rMMAand ri. 1100000 represent the time 
derivatives for monomer and the concentra- 
tion of methyl methacrylate in the polymer chains as given in Appendix D. The mass 
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Table C-3: Physical property parameters (Gretton-Watson et al., 2005,2006) 
Physical parameter Value 
om 915 
Os 886 
OP 1200 
MWMMA 100 
mws 106 
MWMFM 300 
210 
balances listed in Appendix D are then modified to account for the shrinkage of the 
reaction volume: 
dC C dV 
= --- +rc dt V dt (C-38) 
Here C represents the concentration of any quantity described by a differential equation 
in the model and rc represents the rate of formation of this quantity. 
In implementing the model, values of some of the kinetics parameters were taken 
from the literature as given in Table CA. The remaining kinetics parameters (per- 
taining to propagation and termination) were estimated from experimental data as 
described in the following section. 
Table CA: Nominal values of kinetics parameters (Gretton-Watson et al., 2005,2006) 
Kinetic parameter Value 
kd 1.58 x 1015 exp 
1.2874X 105 
RT 
f 0.58 
kt, ktxt, 
ktd ktXtd 
Xte 0.21 
Xtd 1- Xt, 
kCTA1 0.7 x kp 
kCTA2 0.7 x kP21 
C. 3-7 Parameter estimation 
Parameter estimation for the model formulated above was undertaken using gPROMS 
(Process Systems Enterprise, UK) using batch solution polymerisation data for methyl 
Chapter C. A Second Type of Multidimensional Population Balance Modelling 211 
methacrylate available in the literature (Gretton-Watson et al., 2005,2006). This data 
set comprised five experiments. In these experiments conducted at 800C, the initia- 
tor, multifunctional monomer, chain transfer agent and solvent employed were AIBN 
(2,2'azobisisobutyronitrile), TPGDA (tri-propyl glycol diacrylate), I-Dodecanethiol 
(hereafter referred to as 'CTA') and xylene respectively. The feed molar ratios of 
the various species are listed in Table C. 5. The initial reaction volume for these exper- 
iments was 0.35 litres. 
Table C. 5: Feed molar ratios of initiator, chain transfer agent, multifunctional 
monomer, methyl methacr ylate and solvent (Gretton-Watson et al., 2005,2006) 
Experiment AIBN CTA MFM MMA Xylene 
MFM-1 1.0 1.6 2.7 164 360 
MFM-2 1.0 3.2 5.4 164 360 
MFM-3 1.0 0.4 2.7 164 360 
Linear-I 1.0 1.6 0.0 164 360 
Linear-3 1.0 0.4 0.0 164 360 
Parameter estimation for the propagation and termination rate constants was un- 
dertaken in two stages. In the first stage, the propagation rate constant kpoll and 
the overall termination rate constant kto were estimated from the 'linear experiments' 
Linear-1 and Linear-3, i. e. the experiments where multifunctional monomer was not 
employed to induce branching. Table C. 6 lists the parameter values obtained together 
with corresponding parameter values found in the literature. Figure CA shows a com- 
parison between the model and experimental data for the conditions corresponding to 
the Linear-1 and Linear-3 experiments. As can be seen, the model predictions are in 
good agreement with the experimental data. 
In the second stage of parameter estimation, number average molecular weight 
data from the experiments MFM-1, MFM-2 and MFM-3 were used to estimate the 
remaining propagation rate constants, kpO12 1 
kp021 and kp022 . 
The values obtained for 
these parameters were 4400 1 mol-1 s-', 2.577 x 106 1 Mol-1 s-1 and 
6.29 x 105 1 Mol-1 
s-1 respectively. Figure C. 5 shows a comparison between the model predictions and 
the experimental data used for estimating these parameters. 
As can be seen the model 
fits the data for the MFM-1 experiment well, and also the early stages of experiments 
MFM-2 and MFM-3. However the data from the latter experiments 
indicates the onset 
of gelation in the system 
(due to increased multifunctional monomer and chain transfer 
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agent respectively - see Table C. 5). This trend is not captured accurately by the model 
(understandably, due to the limitations in the range of validity of the gel effect model). 
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Figure CA: Comparison between the model predictions and experimental data from 
the literature (Gretton-Watson et al., 2005,2006) after the first stage of parameter 
estimation. 
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Figure C. 5: Comparison between the model predictions and experimental data from 
the literature (Gretton-Watson et al., 2005,2006) after the second stage of parameter 
estimation. 
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Figure C. 6 shows a comparison of the model predictions and experimental data 
not used for parameter estimation. As can be seen the model captures the data for 
experiment MFM-1 reasonably well. For experiments MFM-2 and MFM-3, the model 
captures the early stages of the reaction well. The onset of gelation in these exper- 
iments is not captured accurately. This is because of a known characteristic of the 
method of moments wherein the first and second moments diverge at the onset of 
gelation (Teymour and Campbell, 1994). However, the model does predict a sudden, 
exponential rise in the weight average molecular weight and polydispersity towards the 
end of experiment MFM-3. It was not possible to simulate further due a failure in the 
integration method for the system of differential equations comprising the model. 
CA Effects of multifunctional monomer and chain 
transfer agent on branching 
A model-based analysis could be undertaken, for instance, to understand the the pro- 
cess dynamics. As an illustration, a simulation-based analysis was undertaken to deter- 
mine the effects of multifunctional monomer with and without control by chain transfer 
on hyperbranching. Four simulations were conducted. In the first two simulations, 
chain transfer agent was assumed to be absent and the feed molar ratio of multifunc- 
tional monomer to methyl methacrylate was increased from 1.35: 164 to 2.7: 164. In the 
second pair of simulations, chain transfer agent was assumed to be present in a feed 
molar ratio of 0.4: 164 (with respect to methyl methacrylate) and the corresponding 
ratio for multifunctional monomer was again increased from 1.35: 164 to 2.7: 164. 
The 
feed molar ratios of initiator and xylene were assumed to be 1: 164 and 360: 164 
in all 
simulations. Figure C. 7 shows the results obtained from these simulations. 
Note that 
results are presented until the onset of gelation. 
From Figure C. 7 the following conclusions can be drawn. 
e The conversion of methyl acrylate is unaffected by the use of multifunctional 
monomer and chain transfer agent. 
Increasing the initial concentration of multifunctional monomer (a) increases the 
amount of hyperbranching in the polymer chains, 
(b) increases the molecular 
weight of the chains, and 
(c) increases the amount of unutilised reaction sites. 
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Figure C. 6: Comparison between the model predictions and experimental 
data (Gretton-Watson et al., 2005,2006) that were not used for parameter estima- 
tion. The model predictions are in good agreement with the experimental data until 
the onset of gelation. 
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Increasing the amount of chain transfer agent (a) reduces the extent of branching 
in the system, (b) delays the onset of gelation, (c) results in smaller branches, 
and (d) increases the utilisation of multifunctional monomer functionality. 
Thus it can be concluded that the use of multifunctional monomer to induce hy- 
perbranching in methyl methacrylate can be further aided by the use of chain transfer 
agents. This is because the use of chain transfer agents, even without transfer to poly- 
mer considered, results in the attainment of greater conversion, more branched polymer 
chains and a greater utilisation of multifunctional monomer functionality. 
C. 5 Conclusions 
In this chapter, multidimensional population balance models for branching in polymeri- 
sation systems with novel reaction kinetics were discussed. In particular, a mathemat- 
ical model of multifunctional monomer- induced., chain transfer- controlled branching 
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in methyl methacrylate polymerization has been formulated. The model takes into 
consideration the copolymerisation of conventional monomers with multifunctional 
monomeric groups and the consequent formation of hyperbranched polymer chains. 
The model formulated is capable of predicting number and weight average molecular 
weights, polydispersity, the average number of branches per polymer chain and the 
amount of multifunctional monomer functionality unutilised in the polymer chains. 
Literature values for some kinetics parameters were adopted while the remaining pa- 
rameters were estimated from literature data. 
The aim of this study was to demonstrate the suitability of adopting a deterministic 
framework based on the method of the moments. The resulting model is in very good 
qualitative and quantitative agreement with data that were not used for parameter 
estimation although some discrepancies are present in the prediction of gel formation. 
Should it be necessary to study the process dynamics during gelation, alternative tech- 
niques (for example, the methods proposed by Pladis and Kiparissides (1998), Butte 
et al. (1999), Iedema et al. (2000) and Papavasiliou et al. (2002)) can be employed. 
Future work on this topic could include the extension of the model to predict 
the evolution of the polymer chain length distribution with time for comparison with 
data available in the literature (Gretton-Watson et al., 2005,2006). For this purpose, 
the model formulated above can be adapted using techniques available in the litera- 
ture (Crowley and Choi, 1997a, b; Amaro et al., 2006). In this approach, the complete 
one-dimensional polymer chain length would be solved while the remaining dimensions 
are approximated using moments. Such a model would suffice for process analysis and 
optimisation studies as it is usually not possible to measure the complete distributions 
of the multiple properties considered in the model presented above. 
Appendix D 
Model of Multifunctional 
Monomer-induced Polymer 
Branching 
The mass balances for the model of multifunctional monomer-induced branching in 
polymerization are presented below. 
Initiator 
dCý 
= -k12 
CI (D. 1) 
dt 
Free radicals 
dC, 2) 
dt 
ý= 2k,, Cj - kl. mCRCm - 
kj*A2CR (CA2+ ttoooolo) - kj*, * (Cý 
- km*, *CR[toolooo - 
kA*I*CRIIO00100- kj*CTACRCCTA- kCTA*I*CCTA"CR 
(D. 2) 
Conventional monomer 
dCm 
- -kj. mCmCR- km-mCmpoolooo - 
kA*MCMIIOOO100- kCTA*MCMCCTA* 
dt 
(D-3) 
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Multifunctional monomer 
dCA2 kj*ACA2CR- km*ACA211001000- kA*ACA2)UOOOIOO- kCTA*ACA2CCTA* 
dt 
(D. 4) 
Uninitiated chain transfer agent 
dCCTA 
= -k,. CTACCTACR- 
kCTA*CTACCTACCTA" 
- 
km. CTACCTAY001000 
dt 
- 
kA*CTACCTAP000100 (D-5) 
Initiated chain transfer agent 
dCCTA* 
= 
kl. CTACCTACR+ 
km-CTACCTAP001000+ kA*CTACCTAP000100 
dt 
- 
kCTA*MCCTA*CM- kCTA*ACCTA"CA2 - 
kCTA*ACCTA*ttOO0010 
j--t2 
- 
kCTA*I*CCTA*CR- kCTA*CTA* (CTA*) 
- 
kCTA*M*CCTA*I-tOOIOOO- kCTA*A*CCTA*PO00100 (D. 6) 
Zeroth moment 
d/-toooooo 
kj. mCRCm + 
kCTA*MCCTA"CM+ kj*ACRCA2+ kCTA*ACCTA*CA2 
dt 
kt,, m. m* 
(/Ioolooo)2 
- 
kt,, m*A*PO010001LOOOIOO - -kt,, A*A* 
(POOOJOO)2 (D. 7) 
22 
First moment w. r. t. the number of conventional monomer units 
dplooooo 
= kj. mCRCm + 
kCTA*MCCTA"CM+ km*mCmpoolooo + kA*MCMPOO0100 
dt (D-8) 
First moment w. r. t. the number of multifunctional monomer units 
dpoloooo 
= 
kj*A CRCA2+ kCTA*ACCTA*CA2 + km*ACA2POOlOOO+ kA*ACA2POOOlOO 
dt (D. 9) 
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First moment w. r. t. the number of radicals attached to conventional monomer units 
dpoolooo 
= kj*MCRCM+ kCTA*MCCTA"CM- km*ACA21-LO01000+ kA*MCMPOO0100 dt 
- km.,. CRpoolooo - kt,, m. m., 
(t, 00,000) 
2- kt,, M*A*PO010001-LOO0100 
- 
ktd, 
M*M* 
(toolooo)2 
- 
ktd, M*A* POO 1000 A000 100- km. CTACCTAP001000 
- kCTA*M*CCTA*11001000 (D. 10) 
First moment w. r. t. the number of radicals attached to multifunctional monomer units 
dpoooloo 
- kj*ACRCA2+ kCTA* ACCTA* CA2+ kj*ACRA000010 + km*ACA21-tOO1000 dt 
- kA*MCMIL000100 - kA*I*CRAOO0100 - kt,, M*A*400010011001000 
- kt,, A*A* 
(ttoooloo)2 - ktd, M* A* IL000100ktOO1000- ktd, A* A* (ttoooloo)2 
- 
kA"CTACCTAM000100+ kCTA*ACCTA*1iOOOOIO- kCTA*A*CCTA*I-tOO0100 
First moment w. r. t the number of latent groups 
(D. 11) 
dpoooolo 
= 
kj*ACRCA2 + kCTA*ACCTA*CA2 - 
kj*ACRIIOOO010+ km*ACA21-LOOIOOO 
dt 
+ kA*ACA21-LOO0100 - 
kCTA*ACCTA*IL000010 (D. 12) 
First moment w. r. t. the number of terminated radical sites on multifunctional monomer 
units 
dpoooool (/Ioooloo)2 
dt = 
kA*I*CRA000100 + ktd, M*A*P000100POO1000 + ktd, A*A* _ 
kA*CTACCTAA000100+ kCTA*A*CCTA*[1000100 (D. 13) 
Second moment w. r. t. the number of conventional monomer units 
dP200000 
= ki. mCRCM + 
kCTA*MCCTA*CM+ km*mCm(21-tiolooo + poolooo) 
dt 
kA*MCM(2pooloo + poooloo) + kt,, m*m* 
(tLI01000)2 + 2kt,, m*A*AIOIOOOA100100 
kt,, A*A* 
(tlooloo)2 (D. 14) 
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Second moment w. r. t. the number of multifunctional monomer units 
dA020000 
= 
kj*ACRCA2+ kCTA*ACCTA*CA2+ km*ACA2(2pollooo + poolooo) dt 
+ kA*ACA2(2/, tololoo + poooloo) + kt,, m*m* 
(Aollooo)2 + 2kt,, m* A" A01100OP010100 
ktc, A* A* 
0-1010100) 2 (D 
- 15) 
Second moment w. r. t. the number of radicals attached to conventional monomer units 
dAO02000 
= kpmCRCm + 
kCTA*MCCTA*CM+ km*ACA2 (poolooo - 
2POO2000) 
dt 
+ kA*MCM(2poolloo + poooloo) + km*,. CR(poolooo - 
2POO2000) 
kt,, mý, m- 
(A002000 )2 
- 4kt,, mm. JL0020001-1001000+ 2kt,, mm,. 
(MOOIOOO)2 
+2 kt,, M*A*/-1002000 (POO1100- poooloo) + 
kt,, M*A*1-1001000 
(POOO100- 2poolloo) 
" ktc, A*A* (POO1100 )2 + ktd, M*M* POO 1000 (POO 1000 - 
2/-tOO2000) 
" ktd, M*A*I-tOO0100 
(POOIOOO - 2PO02000)+ 
km*CTACCTA (POO1000-2/-tOO2000) 
kCTA*M"CCTA* (poolooo - 
2/1002000) (D. 16) 
Second moment w. r. t. the number of radicals attached to multifunctional monomer 
units 
d, vOO0200 
= kj*ACRCA2+ 
kCTA*ACCTA*CA2+ kj"ACR (2[tooollo + /-toooolo) 
dt 
+ km*ACA2 (2poolloo + poolooo) + 
kA*MCM (P000100 - 
2POO0200) 
" kA*I*CR (I-LOO0100 - 
2tLOO0200) + kt,, m*m. 
(ýtOolloo)2 
" 2kt,, m*A"1-1000200 
(P001100 - IL001000) + kt,, M*A*1-1000100 
(POO1000 
- 2poolloo) 
" ktc, A*A* (/LO00200 )2 - 
4ktc, A*A*1L000200POOO100 
" 2ktc, A*A* 
(/_toooloo)2 + ktd, M*A*ILOOIOOO 
(P000100 - 2POO0200) 
" ktd, A*A*P000100 (POO0100 - 
2PO00200) + kA*CTACCTA (POO0100 - 
2ttOO0200) 
" kCTA*ACCTA* (2pooollo + poooolo) + 
kCTA*A*CCTA* (poooloo - 
2POO0200) 
(D. 17) 
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Second moment w. r. t. the number of conventional monomer units and the number of 
radicals attached to conventional monomer units 
dpiolooo 
kj. mCRCm + kCTA*MCCTA*CM+ km*MCMA002000 - 
km*ACA2A101000 
dt 
+ kA*MCM 01100100 + P001100 + P000100)- km*, *CRtLolooo 
kt,, m. m., piolooottoolooo -1 
kt,, M* A* /1101000POO0100 2 
kt,, M*A*11100100AO01000 - ktd, M*M*PI01000POO1000 2 
- ktd, M* A* IL1010001LOO0100- km*CTACCTA11101000- kCTA"M*CCTA*IL101000 
(D. 18) 
Second moment w. r. t. the number of conventional monomer units and the number of 
radicals attached to multifunctional monomer units 
dplooloo 
= 
kj*ACRP100010+ km*mCmpoolloo + km*ACA2PI01000 dt 
+ kA*MCM (POO0200 -plooloo - poooloo) - 
kA* I* CRA100100 
-1 
kt,, m*A*AIOlOOOAO00100 -1 kt,, m*A*I-LlOOIOOP001000 22 
- kt,, A*A*A10010otLooojoo - 
ktd, M* A* A1001061001000 
- 
ktd, A* A* A10010o[toooloo- 
kA"CTACCTAP100100+ kCTA*ACCTA*I-tlOO010 
- 
kCTA*A*CCTA*I-LI00100 (D. 19) 
Second moment w. r. t. the number of conventional monomer units and the number of 
latent groups 
dplooolo 
= -k, *ACRA100010+ km*mCmpoololo + 
km*ACA2tLlOlOOO 
dt 
kA*MCMI-1000110+ kA*ACA211100100- kCTA*ACCTA*I-tlOO010 (D. 20) 
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Second moment w. r. t. the number of multifunctional monomer units and the number 
of radicals attached to conventional monomer units 
dpollooo 
:::::: km*ACA2 (P002000 - A011000- poolooo) + kA*MCM4010100 dt 
+ kA*ACA2/1()()11()()- km. j, ýCRbtoll()()() - ktm*m. M()11()()obt()010()() 
1 ktM*A*1101100oPoooloo 
-1 ktc, M* A* jU010100ii001000 22 
ktd, M*M*Jtollooolioolooo - ktd, M*A*ý101100011000100 
km*CTACCTA11011000 - kCTA*M*CCTA*t1011000 (D. 21) 
Second moment w. r. t. the number of multifunctional monomer units and the number 
of radicals attached to multifunctional monomer units 
dpololoo 
:: - 
kj*ACRCA2+ kCTA*ACCTA*CA2+ ki"ACRA010010 
dt 
+ km*ACA2 
(A011000 + A001100 + A001000) - 
kA* I* CRA010100 
-I 
kt,, M*A*11011000[1000100 -1 kt,, m* A* P010100/-1001000 22 
- kt,, A*A*I-tOIOIOOPOOOIOO- 
ktd, M* A* A010100POO1000 
- 
ktd, A* A* A01010011000100- 
kA*CTACCTAIIOI0100 
kCTA*ACCTA*I-tOlOO10- kCTA*A*CCTA*I-tOI0100 (D. 22) 
Second moment w. r. t. the number of multifunctional monomer units and the number 
of latent groups 
dpoloolo 
= 
kj*ACRCA2+ kCTA*ACCTA*CA2- kj*ACRIL010010 
dt 
km*ACA2 (11011000 + /1001010 + /1001000) 
kA*ACA2 01010100 + 11000110 + /1000100) 
- 
kCTA"ACCTA*PO10010 (D. 23) 
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Second moment w. r. t. the number of radicals attached to conventional monomer units 
and the number of radicals attached to multifunctional monomer units 
dpoolloo 
- 
kj*ACRP001010+ km*ACA2 (A002000 
- P001100 - A001000) dt 
+ kA*MCM (A000200- poolloo - poooloo) - 
km*, *CRILoolloo 
kA-I-CRI-tOO1100- kt,, mý, m. pool loopoolooo + kt,, M'A'PO01000[1000100 
I 
kt,, M*A*1100200011000100 -1 kt,, M*A*/1000200/1001000 22 
I kt,, M*A*11001100PO01000 -I kt,, M*A*11001100[1000100 22 
kt,, A"A*[LO0110011000100- ktd, M*M*ItOO110011001000 
ktd, M*A*I-tOO110011001000- ktd, M*A*I-tOO1100AO00100 
ktd, A*A*AO011OOAOO0100 - km*CTACCTAP001100 - 
kA*CTACCTAI-tOO1100 
+ kCTA*ACCTA*[LO01010 - kCTA*M*CCTA*11001100 - kCTA*A*CCTA*[LOOIIOO 
(D. 24) 
Second moment w. r. t. the number of radicals attached to conventional monomer units 
and the number of latent groups 
dpoololo 
= -k, *ACRI-1001010+ 
km*ACA2 (P002000 - poololo - /-toolooo) + 
kA*MCMA000110 
dt 
+ kA*ACA2/-tOO1100- km*, *CRiioololo - kt,, m*m*poojoiopoolooo 
-I 
kt,, M*A*1-1001010POO0100 - tc, M*A*tLOO011011001000 22 
ktd, M*M*1-100101011001000 - 
ktd, M*A*1100101011000100 
km*CTACCTAI-1001010- kCTA*ACCTA*PO01010- kCTA*M*CCTA*PO01010 
(D. 25) 
¼ 
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Second moment w. r. t. the number of radicals attached to multifunctional monomer 
units and the number of latent groups 
dpooollo 
= 
kj"ACRCA2+ kCTA*ACCTA"CA2+ kj*ACR (ttOO0020 
- P000110 - P000010) dt 
+ km*ACA2 
01001100 + /1001010 + POOIOOO)- kA*MCMIIOOO110 + kA*ACA2/1000200 
- 
kA*I"CRIIOO0110 -I kt,, m*A*11000110POO1000 -1 kt,, M* A" IL001010MOO0100 22 
- 
ktc, A*A*PO001101LOO0100 - 
kt,, A* A* /-1000110/1001000- 
ktd, M* A* 110001 10AO01000 
- 
ktd, A* A* P000110POO0100- kA*CTACCTAP000110 
kCTA*ACCTA*' (POO0020 - I-LOO0110 - /1000010)- 
kCTA*A*CCTA*AOO0110 
Second moment w. r. t. the number of latent groups 
dpoooo2o 
= 
kj*ACRCA2+ k CTA*ACCTA*CA2+ kj*ACR (POOOO10-2tLOO0020) 
dt 
" km*ACA2 (2poololo + poolooo) + kA*ACA2 (2pooollo + poooloo) 
" kt,, m*m* (poololo 
)2 + 2kt,, M*A*A00101011000110 + ktc, A*A* (/_tooollo)2 
" kCTA*ACCTA* (poooolo - 
2/-tOO0020) 
(D. 26) 
(D. 27) 
Second moment w. r. t. the number of conventional monomer units and the number of 
multifunctional monomer units 
d/-tlloooo 
= km. mCml-toiiooo + 
km*ACA2A101000 + kA*MCMP010100+ kA*ACA2PlOOlOO 
dt (D. 28) 
