We consider an assemble-to-order (ATO) system with multiple products, multiple components which may be demanded in different quantities by different products, possible batch ordering of components, random lead times, and lost sales. We model the system as an infinite-horizon Markov decision process under the average cost criterion. A control policy specifies when a batch of components should be produced, and whether an arriving demand for each product should be satisfied. Previous work has shown that a lattice-dependent base-stock and lattice-dependent rationing (LBLR) policy is an optimal stationary policy for a special case of the ATO model presented here (the generalized M -system).
Introduction
It is common knowledge that assemble-to-order (ATO) systems are notoriously difficult to analyze:
Despite the popularity of ATO systems in practice, the structure of the optimal inventory replenishment and allocation policy is still unknown for general ATO systems. Previous work has only established the optimal policy structure for very specific ATO systems -such as the W -system and the M -system; see Dogru et al. (2010) , Lu et al. (2014) , and for example. As a result, simple heuristic control policies for general ATO systems are attracting widespread interest in practice (Lu et al. 2010) . Likewise, several researchers have explored performance evaluation and optimization techniques of various heuristic policies; see, for instance, Zhang (1997), Agrawal and Cohen (2001) , and Akcay and Xu (2004) . We refer the reader to Song and Zipkin (2003) for a comprehensive review of this literature.
In a recent study, consider a Markovian ATO "generalized M -system."
This system involves a single master product which uses multiple units from each component, and multiple individual products each of which uses multiple units from a single unique component.
They prove that if replenishment batch sizes are determined by individual product sizes, the optimal inventory replenishment policy is a lattice-dependent base-stock production policy and the optimal inventory allocation policy is a lattice-dependent rationing policy. This implies that the state space of the problem can be partitioned into disjoint lattices such that, on each lattice, (a) it is optimal to produce a batch of a particular component if and only if the state vector is less than the basestock level of that component on the current lattice; and (b) it is optimal to fulfill a demand of a particular product if and only if the state vector is greater than or equal to the rationing level for that product on the current lattice.
In this paper, we adapt the lattice-dependent base-stock and lattice-dependent rationing (LBLR) policy introduced by to ATO systems with general product structures, evaluating its use as a heuristic replenishment and allocation policy. We also compare the LBLR policy to two other heuristics, both from : a state-dependent base-stock and state-dependent rationing (SBSR) policy, and a fixed base-stock and fixed rationing (FBFR) policy.
We take the average cost rate as our performance criterion. Different versions of the FBFR and SBSR policies have been extensively studied in the Markovian inventory literature; see, for instance, Ha (1997 Ha ( , 2000 , de Véricourt et al. (2002) , Frank et al. (2003) , ElHafsi et al. (2008) , ElHafsi (2009), Gayon et al. (2009), and Benjaafar et al. (2011) .
Although FBFR is a subclass of SBSR, it has the advantage of being relatively easy to understand and implement (Dekker et al. 2002) . LBLR, FBFR, and SBSR are all deterministic policies, as opposed to randomized policies. (A deterministic policy always chooses the same action in a state, while a randomized policy may choose actions according to a probability distribution.) Randomized policies are often more difficult to implement, so in practice a controller may prefer to use a deterministic, but potentially suboptimal policy (Puterman 1994 ).
We develop a Linear Programming (LP) formulation to find the globally optimal stationary randomized policy, and Mixed Integer Programming (MIP) formulations to find the optimal stationary deterministic policy within each heuristic class (LBLR, SBSR, and FBFR) . We analytically show that LBLR outperforms the other heuristics with respect to objective value, cf. Proposition 1. We then generate over 22,500 instances to numerically test efficacy of LBLR in a variety of settings.
Remarkably, we find that LBLR yields the globally optimal cost in each of these instances.
We also find that LBLR performs better than SBSR (or FBFR) by up to 2.6% (or 4.8%) of the globally optimal cost on a test bed constructed from 350 instances. (The average distances from optimal cost are 0.5% and 1.4%, respectively.) LBLR also has a notable computational advantage; the computation times of LBLR are shorter by up to three orders and one order of magnitude, respectively. Our numerical results indicate that LBLR and SBSR perform significantly better than FBFR when the component batch sizes imperfectly match the component requirements of the most highly demanded and/or most valuable product. In addition, LBLR has the greatest benefit over SBSR when products are highly differentiated but demand for each product should have a substantial fill rate. The latter observation is also supported by a regression study.
Our results suggest that the LBLR policies may be optimal for general ATO systems. However, we have found counter examples (see Online Appendix) showing that the functional characterizations used in to prove the optimality of LBLR for generalized M -systems need not hold for ATO systems with general product structures. Thus showing the optimality of LBLR for general ATO systems will likely require a different methodology.
We contribute to the ATO literature in several important ways: First, our computational results reveal the practicality of LBLR as a heuristic deterministic policy for the general ATO problem.
Second, by identifying the optimal policy structure as LBLR in our numerical experiments, we are able to uncover the role of different product characteristics in optimal control of ATO systems.
Specifically, we provide Rule of Thumb 1 to guide the partitioning of the state space into disjoint lattices for LBLR. Third, we highlight when, and how, common heuristics may fall short, producing high-level guidelines for control policy choices in different environments.
The rest of this paper is organized as follows: Section 2 describes the model and LP formulation.
Section 3 describes the heuristics along with the MIP formulation of LBLR. Section 4 presents and interprets numerical results for the heuristics. Section 5 offers a summary and concludes. The MIP formulations of SBSR and FBFR, additional numerical results, and the structural counter examples to are contained in the online appendix.
Model Formulation
We consider an ATO system with m components (i = 1, 2, .., m) and n products (j = 1, 2, .., n).
Define A as an m × n nonnegative resource-consumption matrix; a ij is the number of units of component i needed to assemble one unit of product j. Each component i is produced in batches of a fixed size q i in a make-to-stock fashion. Define q = (q 1 , q 2 , .., q m ) as the vector of production batch sizes. Production time for a batch of component i is independent of the system state and the number of outstanding orders of any type, and exponentially distributed with finite mean 1/µ i .
Assembly lead times are negligible so that assembly operations can be postponed until demand is realized. Demand for each product j arrives as an independent Poisson process with finite rate λ j .
Demand for product j can be fulfilled only if all the required components are available; otherwise, the demand is lost, incurring a unit lost sale cost c j . Demand may also be rejected in the presence of all the necessary components, again incurring the unit lost sale cost c j .
The state of the system at time t is the vector X(t) = (X 1 (t), .., X m (t)), where X i (t) is a nonnegative integer denoting the on-hand inventory for component i at time t. Component i held in stock incurs a holding cost per unit time h i (X i (t)), which is convex and strictly increasing. Denote by h(X(t)) = i h i (X i (t)) the total inventory holding cost rate at state X(t). Since all inter-event times are exponentially distributed, the system retains no memory, and decision epochs can be restricted to times when the state changes. Using the memoryless property, we can formulate the problem as an MDP and focus on Markovian policies for which actions at each decision epoch depend solely on the current state. A control policy specifies for each state x = (x 1 , .., x m ), the
where u (i) = 1 means produce component i, and u (i) = 0 means do not produce component i; u j = 1 means satisfy demand for product j, and u j = 0 means reject demand for product j. Denote by U(x) the set of admissible actions at
As each ordering decision specifies only whether or not to produce a component, there is at most one outstanding batch order for each component at any time. Also, as component orders are not part of our system state, these can in effect be cancelled upon transition to a new state.
Both of these assumptions are standard in the literature (see, for example, Ha 1997 , and ElHafsi et al. 2008 . Our numerical results suggest that the latter assumption is benign: Orders are cancelled optimally in 55% of the 350 compiled instances in Sections 4.1 and 4.2. However, for those instances, if the optimal policy of our model is followed but orders are never cancelled, it increases costs by no more than 3.29%, and the average cost increase is 0.08%. v (x) = lim sup
where N j (t) is the number of demands for product j that have been rejected up to time t. The objective is to identify a policy * that yields v * (x) = inf v (x) for all states x.
We next formulate a linear program to find a global optimal solution to the above problem. Define ν y|x,u as the rate at which the system moves from state x to state y if action u ∈ U(x) is chosen, and π x,u as the limiting probability that the system is in state x and action u ∈ U(x) is chosen. As a computational requirement, we restrict the state space to be finite; define x = (x 1 , .., x m ) as a vector of upper bounds for component inventory levels. (The upper bound should be sufficiently high so that the globally optimal cost does not change with a further increase in the upper bound.) Thus,
The globally optimal average cost Z * can be found by solving the following linear program (see Puterman 1994):
(LP) minimize
where " " denotes component-wise inequality (i.e., x x ⇐⇒ x i ≤ x i , ∀i). The first term of the objective function corresponds to the time-average inventory holding cost and the second term corresponds to the time-average lost sales cost. Constraints (1) and (2) are the balance equations and normalization constraint that together yield the limiting probability values.
Notice that the above linear program may yield a randomized policy as the global optimal solution, i.e., there may exist a state x such that π x,u 1 > 0 and π x,u 2 > 0, where u 1 , u 2 ∈ U(x). This can indeed occur: We have found instances for which a randomized policy is optimal. But, for these instances there also exists an optimal (deterministic) LBLR policy with the same objective value. 
In other words, we partition the state space into multiple disjoint lattices with common difference r. We also define
., ∆ jm ) as m-dimensional vectors of nonnegative integers. With these we describe an LBLR policy as follows:
(i) Inventory replenishment of each component i follows a lattice-dependent base-stock policy with lattice-dependent base-stock levels
(ii) Inventory allocation for each product j follows a lattice-dependent rationing policy with lattice-dependent rationing levels R j (p) ∈ L(p, ∆ j ) such that a demand for product j is satisfied if and only if x ∈ L(p, ∆ j ) is greater than or equal to R j (p).
An illustration of such a policy for a 2-component 2-product system is shown in Figure 1 .
We could optimize over the vectors ∆ i and ∆ j to obtain the LBLR policy with the least cost.
But it is both time-consuming and unnecessary to do so, considering the optimal performance of LBLR in Section 4 when these vectors obey the following rule of thumb:
Rule of Thumb 1. Given the parameters a ij and c j , ∀i, j: (i) ∆ i i = max j a ij , and ∆ i k = min j a kj , ∀k = i; and (ii) ∆ ji = a ij * where j * = arg max k =j c k , ∀i.
Rule of Thumb 1 builds largely upon previously established optimality results for ATO systems (see ). See Figure 1 for an illustration in a 2-component 2-product system: Consider the state space partitioning scheme of component 1 for example. When we transition to a higher state on a given lattice (and a sufficient amount of component 2 exists), the total demand for any product that can be satisfied increases by one since we increase the inventory level of component 1 by the maximum of the numbers of component 1 required by a product. Thus the desirability of producing a batch of component 1 is likely to be weakly lower at a higher state. Conversely, when we transition to a higher state on a given lattice, we increase the inventory level of component 2 by the minimum of the numbers of component 2 required by a product as we want to reduce the incentive to produce a batch of component 1. The Now consider what happens when we transition to a higher state on a given lattice by increasing the inventory levels by the component requirements of product 2: The desirability of satisfying a demand for product 1 is likely to be higher. This is because demands of product 1 compete with those of product 2 for the components, and the competition becomes less severe with the supply increase sufficient to satisfy a demand for the competitor product 2. (For ATO systems with more products the state space partitioning scheme of a product is based on the component requirements of its competitor product with the highest lost sale cost.) Hence, Rule of Thumb 1 seems likely to engender a weakly higher incentive to satisfy a demand for a product at a higher state on a lattice, justifying the use of a rationing policy.
We proceed to the MIP formulation of this heuristic class. First, define the set
The elements of the set S i (p, b) are state-action pairs (x, u) such that the limiting probability that the system is in state x and action u is chosen should be zero when the base-stock level of component i equals b, on the lattice with initial vector p and common difference ∆ i . Likewise, define the set
The elements of the set R j (p, b) are state-action pairs (x, u) such that the limiting probability that the system is in state x and action u is chosen should be zero when the rationing level for product j equals b, on the lattice with initial vector p and common difference ∆ j . Lastly, define z
as binary variables as follows:
We are now ready to describe the constraints of the MIP problem. First, the optimal solution of the MIP problem should satisfy constraints (1)-(3) of the LP formulation of the optimal policy (LP). Also, on each lattice, the optimal solution should select exactly one base-stock level for each component and one rationing level for each product. Thus we impose the following constraints:
The constraints below link our binary variables to the appropriate limiting probability variables:
, ∀p, ∀b, and ∀i,
, ∀p, ∀b, and ∀j.
In constraint (6), if z
equals one, then all limiting probability variables corresponding to the state-action pairs in set S i (p, b) are forced to equal zero. Likewise, in constraint (7), if z
one, then all limiting probability variables corresponding to the state-action pairs in set R j (p, b)
are forced to equal zero. Otherwise, these constraints become redundant. See Bhandari et al. (2008) for a similar MIP formulation in a different context. The optimal average cost of this policy Z LBLR can be found by solving the following MIP problem:
(LBLR) minimize (e) For each component, the rationing level for any demand class is greater than or equal to the rationing level for the demand class with the next higher lost sale cost; and (f) Demands with the highest lost sale cost are always satisfied if sufficient inventory exists.
Properties (e) and (f) are inapplicable to our general model, as our products differ not only in their lost sale costs but also in their component usage rates, and thus we do not enforce these properties.
We also omit property (d) from SBSR to keep the state space manageable; this can only improve the performance of SBSR. The MIP formulation for our "relaxed" SBSR policy is contained in the online appendix; define Z SBSR as the optimal average cost of this policy. showed that, under Markovian assumptions, the SBSR policy is optimal when the system involves a single end-product that requires one unit from multiple components and is demanded by multiple demand classes. (ii) Inventory allocation for each product j is governed by a vector of fixed rationing levels R j = (R 1j , R 2j , .., R mj ): a demand for product j is satisfied if and only if x i ≥ R ij , ∀i.
We also provide the MIP formulation of this heuristic class in the online appendix. Define Z F BF R as the optimal average cost of this policy.
Analytical Comparison of Heuristic Policies
The proposition below ranks our heuristic policies in terms of their optimal costs:
Proof of Proposition 1. The first and third inequalities hold since LP is a relaxation of all the other MIP formulations and since FBFR is a subclass of SBSR. To prove the second inequality, we will show that SBSR is a subclass of LBLR. 
Recalling the definitions of
The only constraint on inventory allocation decisions is that if a demand for product j is satisfied at inventory level x, then it is satisfied at inventory level x + ∆ j . Property (c) of SBSR guarantees that if a demand for product j is satisfied at inventory level x, then it is also satisfied at inventory level y ≥ x. Hence, any SBSR policy can be replicated by LBLR with an appropriate ∆ i .
Numerical Experiments
We examine the performance of LBLR relative to SBSR and FBFR, investigating how system parameters affect the relative costs of each policy. For ease of exposition, we initially focus on 2-component 2-product systems in which either (1) products are nested -one product requires a subset of components used by the other product (Section 4.1), or (2) products are not nested (Section 4.2). Our regression results indicate that the gap between LBLR and SBSR decreases with the ratio of lost sale costs in the nested structure (p-value of 0.001), while there is no such monotonic relationship in the non-nested structure.
Altogether we examine 350 instances in Sections 4.1 and 4.2. After comparing computational efforts in Section 4.3, we report numerical results for 24 selected larger instances in Section 4.4.
Finally, to draw more general conclusions about LBLR, we compare its cost to that of the optimal policy on 22,500 instances in Section 4.5.
To construct our 2-component 2-product systems, we select two products from a set of four (A, B, C, and D), each of which requires different amounts of two different components (φ and γ):
For each of our 2-component 2-product systems we generate instances by varying values of q i , h i , c j , and λ j , assuming linear holding cost rates (i.e., h i (x i ) = h i x i ). We impose x i = 10, ∀i, in all instances. For each instance, we solve the LP and MIP problems to find the minimum average costs and corresponding product fill rates (denoted by f j ). We compare the heuristic policies in terms of (i) their percentage differences from optimal cost Z * , calculated as 100
where H ∈ {LBLR, SBSR, FBFR}; and (ii) their computational times. We coded the LP and MIP formulations in the Java programming language, incorporating CPLEX 12.5 optimization package, and used a dual processor WinNT server, with Intel Core i7 2.67 GHz processor and 8 GB of RAM. We restricted the computation time of any instance to be no more than 1000 seconds.
If we increase x i from 10 to 11, ∀i, the globally optimal cost decreases by no more than 2.67% and the average percentage decrease is 0.31% for the 350 compiled instances in Sections 4.1 and 4.2. This may suggest that we should impose a larger bound such that the globally optimal cost stays the same. However, since the SBSR computation times exceed 1000 seconds in some instances when x i = 10, ∀i, increasing the upper bound can lead to greater costs for SBSR.
Although our configurations in Sections 4.1, 4.2, and 4.4 violate the sufficient conditions ensuring the optimality of LBLR in , LBLR, using Rule of Thumb 1, yields the globally optimal cost in each of those instances that could be solved within 5 hours. (We verified that this result holds for the instances in Sections 4.1 and 4.2 with x i = 40, ∀i.) This motivates our examination in Section 4.5, where we generate 22,500 instances of general 2-component 2-product systems: LBLR yields the globally optimal cost in all of these instances as well.
Nested Structure
We consider three different examples: (a) An ATO system with products A and D, q φ = 1, and q γ = 3; (b) an ATO system with products A and B, q φ = 1, and q γ = 2; and (c) an ATO system with products A and B, and q φ = q γ = 1. In each example we vary the holding cost rates of the components and the ratio of lost sale costs of the products, all else being equal. Also, we vary demand rates, all else being equal. LBLR yields the globally optimal cost in all instances.
(LBLR continues to yield the globally optimal cost in all instances even when q φ , q γ ∈ {1, 2, 3, 4, 5}.)
The percentage differences for SBSR and FBFR are only sufficiently large to convey meaningful information in Example (a), so we relegate the numerical results for Examples (b) and (c) to the online appendix. However, we will study each example in a separate regression analysis. An explanation of the lower percentage differences in Examples (b) and (c) is that smaller component usage rates lead to fewer lattices, making use of LBLR less important.
LBLR vs. SBSR. We observe from Table 1 that, for fixed holding cost rates, the largest two gaps always occur when the ratio of lost sale costs is 0.2 or 0.4: Products become less differentiated when the ratio increases, and therefore they should be treated as if they are almost equally important in stock allocation decisions, decreasing the benefit of a lattice-dependent rationing policy. An important insight here is that product differentiation is driven both by differences in lost sale costs and component usage rates. Thus, when the ratio of lost sale costs is sufficiently large but lower than 1 (say 0.6 and 0.8), we expect products A and D to be only slightly differentiated, since product A requires fewer components. But, when the ratio is 1, products again become significantly 
Computation times equal to 1000 seconds indicate termination of the algorithm.
differentiated, due to the difference in component usage rates. This explains why the fill rates of product D are lower than those of product A when the ratio is 1. However, such differentiation results in smaller optimal cost gaps than when the ratio is 0.2 and 0.4.
We next examine the percentage gaps under different holding cost rates when c A /c D is equal 
to 1000 seconds indicate termination of the algorithm.
to 0.2. As h φ increases while h γ is fixed, the gap declines. However, as h γ increases while h φ is fixed, the gap increases (there is a minor exception at h φ = 5). As h φ increases, inventory control decisions rely more heavily on component φ, and therefore, since products A and D use the same number of component φ (but different numbers of component γ), SBSR better mimics LBLR and the gap diminishes. But the reverse is true as h γ increases. Also note that the gap declines as both h φ and h γ increase: Higher holding cost rates lead to less inventory in the system, shrinking the action space and the number of actions in which LBLR and SBSR differ.
We list computational times for the heuristics in the last three columns of this and subsequent tables. It is clear LBLR has distinct computational advantage over SBSR, and a slight one over FBFR. We discuss computational times in greater detail in Section 4.3.
We next vary demand arrival rates, in Table 2 . For a fixed demand rate of product A, the largest two gaps always occur when the demand rate of product D is 0.5 and 1. When λ D takes greater values, the cost of rejecting the demand per unit time for product D relative to the cost of rejecting all demands per unit time (i.e.,
Since product D has a greater Table 3 Regression results. impact on total costs, product D dominates product A and the system is close to the one with a single product (where SBSR is optimal). But, when λ D is 0.5 or 1, since product D has a higher lost sale cost, the effect of product dominance is less significant and LBLR can outperform SBSR by a couple of percent. Also, observe that as λ A increases while λ D is 0.5, the gap declines (there is a minor exception at λ A = 1.5), but as λ A increases while λ D is 1, the gap first increases and then decreases. Our explanation is again related to dominance; when the arrival rates are comparable, system performance can be improved by LBLR. Finally, as λ A increases while λ D is 1.5, the gap increases, again for the same reason. We expect the gap to fall at higher values of λ A , since product A will eventually dominate product D.
4.1(a). Products
Another important observation from Table 2 is that, as both demand arrival rates go from 0.5 to 2.5, the gap first increases and then declines. When capacity is high relative to demand (i.e., λ A = λ D = 0.5), it is optimal to hold less inventory and therefore the benefit of LBLR is lower.
When capacity is scarce (i.e., λ A , λ D ≥ 1.5), the system focuses more on filling the high value item, even under high base-stock levels. Consequently, it is not critical to ration inventory in a sophisticated manner, and again the benefit of LBLR is lower.
Our overall conclusion is that LBLR may substantially outperform SBSR when demands for both products are fulfilled in significant quantities, when products are highly differentiated, or when products differ mainly in their lost sale costs. Thus we predict that the gap between LBLR and SBSR will increase as the fill rates of both products increase, as the difference of fill rates increases, or as the ratio of lost sale costs decreases. To test these predictions we use the data in Tables 1   and 2 LBLR vs. FBFR. As expected, the percentage gaps between LBLR and FBFR are higher than the ones between LBLR and SBSR. In Table 1 , in contrast to the comparison of LBLR and SBSR, we observe significant gaps between LBLR and FBFR when products differ only in their component usage rates (i.e., when c A /c D = 1). This benefit comes from the coordination of the components achieved by LBLR and SBSR but not FBFR: Since batch sizes for components φ and γ are 1 and 3, respectively, it is easier to match supply with the demand of product D (using 1 and 3 units of components φ and γ), compared to product A (using 1 unit of each component).
Hence, it becomes more crucial to coordinate inventory decisions when product A becomes more important, as is the case when c A /c D = 1. Likewise, Table 2 indicates that the gaps between FBFR and the other heuristics are noticeably higher when product A is more highly demanded (especially when λ D ≤ 1 ≤ λ A ). These observations underscore the importance of the coordinated inventory decisions when the component batch sizes imperfectly match the component usage rates of the most valuable and/or mostly demanded product.
Non-Nested Structure
We consider two different examples: (a) An ATO system with products B and C, and q φ = q γ = 2;
and (b) an ATO system with products C and D, q φ = 2, and q γ = 3. LBLR yields the globally optimal cost in all instances. (LBLR continues to yield the globally optimal cost in all instances even when q φ , q γ ∈ {1, 2, 3, 4, 5}.) Since the basic insights gained from Example (a) can be extended to Example (b), we relegate the numerical results of Example (b) to the online appendix. However, we will again study each example in a separate regression study.
LBLR vs. SBSR. We note from Table 4 that, for fixed holding costs, LBLR provides the least savings when c B /c C is 0.6 (there is a minor exception when h φ = 5 and h γ = 3). For smaller values of c B /c C , products are highly differentiated and therefore lattice-dependent rationing greatly improves the system performance. For higher values of c B /c C , products are almost equally important since the total numbers of components they require are equal. Nevertheless, when c B /c C is greater than 0.6, there are cases where the optimal cost gaps between LBLR and SBSR are comparatively large.
To understand why this happens, we examined the optimal solutions when c B /c C is 1: If inventory levels are equal and sufficiently great to satisfy any demand, it is optimal to satisfy demands of both products. However, if the inventory level of one component is much greater than that of the other, it may be optimal to reject demand of the product that uses a greater number of the scarce component. SBSR cannot induce this kind of structure, but LBLR does.
We next consider the percentage gaps between LBLR and SBSR under different holding cost rates when c B /c C is 0.2. In these cases LBLR provides the greatest cost advantage when h φ = 5
and h γ = 1, and the smallest cost advantage when h φ = 1 and h γ = 5. These correspond to the cases when the fill rate of product B takes the greatest and lowest values, respectively. Any increment in h γ (or h φ ) hurts product B (or C) more since product B (or C) requires a greater number of component γ (or φ). Hence, when h γ is higher, product C is so valuable that demands for product B are rejected most of the time and stock rationing becomes less critical.
We now vary demand arrival rates, in Table 5 . Our conclusions from the nested structure remain valid: As one product grows more dominant, it becomes less critical to ration inventory, and the gap between LBLR and SBSR decreases. Likewise, when capacity becomes scarce or high relative to demand, it is not critical to ration inventory in a sophisticated manner, and therefore the gap shrinks. Also, notice that the gap between LBLR and SBSR is significant even when λ B is 2.5 and λ C is 0.5, due to the lower lost sale cost of product B.
Based on the previous findings, we again predict that the gap between LBLR and SBSR increases with the product fill rates or difference of fill rates. To test this prediction, we use the data in Tables   4 and 5 , and develop a regression model with two independent variables: (i) f B and (ii)
Unlike the nested case, we excluded c B /c C from the regression model due to its nonmonotonic relationship with our dependent variable, the percentage gap between LBLR and SBSR. All the variables have the predicted sign and are statistically significant (see the lower left panel of Table   3 ). The above prediction remains true in Example (b) (see the lower right panel of Table 3 ). q φ = qγ = 2, λB = λC = 1, µ φ = µγ = 1, cC = 100. Computation times equal to 1000 seconds indicate termination of the algorithm.
LBLR vs. FBFR. FBFR performs, on average, better than in the nested structure. As component usage rates of both products are closer to component batch sizes, it is easier to match supply with demand, and thus coordination of inventory decisions is less crucial. Furthermore, no matter which product is more valuable or dominant, the degree of difficulty of inventory coordination remains the same since products B and C are symmetric. Hence, the performances of SBSR and FBFR are closer, although SBSR again significantly outperforms FBFR in many instances.
Computational Effort
In Table 6 we report the average, standard deviation, minimum, and maximum computation time Table 6 indicates that LBLR outperforms the other heuristics in terms of average computation times. The computational advantage of LBLR over FBFR is interesting because LBLR has a significantly larger number of base-stock and rationing levels than FBFR. This can be explained by the optimality of LBLR: The MIP typically first solves an LP relaxation, which in all instances yields an integral, and thus optimal solution, with LBLR form. In addition, the range of LBLR computation times is lower within each example, implying that the computation time of LBLR is more robust to parameter change in our instances. 
Selected Larger Instances
We next generate several instances with more components and/or products to determine the maximum problem size that can be solved within a reasonable time for each heuristic: Table 7 exhibits our numerical results; the components and products that we select to construct our instances are shown in the first two columns. We restricted the computation time of each instance to be no more than 5 hours; LBLR again yields the globally optimal cost in all the instances that could be solved within 5 hours. (Even when q i = q, ∀i, and q ∈ {1, 3, 4, 5}, LBLR continues to yield the globally optimal cost in all the instances that could be solved within 5 hours.)
Computation times for each of our heuristics increase considerably with the number of components and/or products. Relatively speaking, an increment in the number of components increases computation times more than an increase in the number of products, since both the state and action spaces rapidly grow with the number of components. For LBLR, we could solve instances with two components and thirteen products, three components and eight products, or four components and two products, within 5 hours. For SBSR, we could solve an instance with two components and seven products within 5 hours. For FBFR, we could solve instances with two components and ten products, or three components and three products, within 5 hours. (We could find global optimal solutions for instances with two components and fifteen products, three components and eleven products, or four components and seven products.) Table 7 Numerical results for selected larger instances. The average number of lattices converges as the number of products grows. Thus, for LBLR, the primary cause of the increase in the computation time as the number of products increases is due to the growing action space for inventory allocation. However, the average number of lattices rapidly grows with the number of components. This conceivably leads to a significant increase in the computation required by LBLR. Nevertheless, the average number of points on any lattice does not increase with the number of components, and thus the MIP constraints of LBLR individually become no more burdensome as the state space grows. This gives an explanation for the much lower computation times of LBLR, in comparison with FBFR, in systems with more components.
LBLR vs. Optimal Policy on a Larger Test Bed
We generated 22,500 instances for five different 2-component 2-product systems in which the products, j and k, are: (i) A and B, (ii) A and D, (iii) B and C, (iv) B and D, and (v) C and D,
respectively. For each of these systems, we consider 4,500 instances in which q φ , q γ ∈ {1, 2, 3, 4, 5}, h φ , h γ ∈ {1, 3, 5}, µ φ = µ γ = 1, c j ∈ {20, 40, 60, 80, 100}, c k = 100, and λ j , λ k ∈ {0.5, 1}. (Some of these instances overlap with those in Sections 4.1 and 4.2.) LBLR, using Rule of Thumb 1, continues to yield the globally optimal cost in all of these instances.
Concluding Remarks
We have studied the LBLR policy for Markovian ATO systems with general product structures. We analytically and numerically compare the LBLR policy to two other heuristics from the literature:
the SBSR policy and the FBFR policy, establishing the superiority of LBLR. In addition, we numerically show that LBLR minimizes the average costs in each of the more than 22,500 instances
of general ATO problems we tested.
Identifying the optimal policy structure in our numerical experiments enables us to uncover the role of different product characteristics in optimal control of ATO systems. Our numerical experiments also reveal when SBSR and FBFR significantly deviate from the optimal policy, producing high-level guidelines for control policy choices in a variety of settings. Specifically, LBLR performs significantly better than SBSR (by up to 2.6% of the optimal cost) when products are highly differentiated and it is optimal to fulfill a significant fraction of the demand for each product.
FBFR performs substantially worse than the other two heuristics (by up to 4.8% of the optimal cost) when replenishment batch sizes imperfectly match the component requirements of the most valuable and/or most highly demanded product. LBLR, despite its complicated structure, could also be easily implemented in practice since the basic easy-to-understand principles of FBFR still hold for LBLR after state space partitioning. For instance, FBFR specifies one rationing level on the entire state space for a particular product. LBLR specifies one rationing level on each of the multiple disjoint lattices of the state space.
We can modify the ATO model in this paper by allowing the controller to produce any number of units of each component at any time, extending the replenishment policy of LBLR to this case as follows: Produce κ units of component i (i) if the inventory level is less than the base-stock level on the current lattice, (ii) if the inventory level is less than the base-stock level on the lattice that we reach after producing z units of component i, for all z ≤ κ − 1, and (iii) if the inventory level is no less than the base-stock level on the lattice that we reach after producing κ units of component i. This extended version of LBLR again minimizes the average costs in all the instances in Section 4 that could be solved within 5 hours.
The evidence from our study leads naturally to the conjecture that LBLR may be optimal for ATO systems with general product structures and lost sales under Markovian assumptions on production and demand. Furthermore, for LBLR, the state space of the ATO problem may be optimally partitioned into disjoint lattices based on products' component requirements and lost sales costs, as stated in Rule of Thumb 1. Our conjecture may guide future research aimed at characterizing the optimal policy structure for general ATO systems. However, the existence of counter examples shows that the functional characterizations used to show the optimality of LBLR in Nadar et al. (2014) need not hold for general product structures. Thus, if LBLR is to be shown to be optimal for general ATO systems, a different methodology will likely be required.
Another direction for future research is to study the performance of LBLR in ATO systems with backordering and/or general component production and demand interarrival times. We could generalize LBLR and its MIP formulation to models with phase-type component production interarrival times and/or compound Poisson demand. But such generalizations come at the expense of increased computational burden since the state and/or action spaces become extremely large.
Lastly, future research could develop effective solution procedures for the optimization of latticedependent base-stock and rationing levels in high-dimensional ATO problems for which even solving the linear program formulation to optimality might prove problematic. The structural knowledge of the optimal policy gained from our study can potentially inspire and facilitate future research on smarter computational methods. Zhang, A. X. 1997. Demand fulfillment rates in an assemble-to-order system with multiple products and dependent demands. Production and Operations Management 6(3) 309-324.
Online Appendix

EC.1. Formulation of the Heuristics
In this section we develop the Mixed Integer Programming (MIP) formulations to compute the optimal average cost for the following heuristic classes: the state-dependent base-stock and statedependent rationing policy and the fixed base-stock and fixed rationing policy. (Section 2 formulates a linear program to find the globally optimal cost. Section 3.1 formulates a mixed integer program to find the optimal cost for the lattice-dependent base-stock and lattice-dependent rationing policy, LBLR.)
EC.1.1. State-Dependent Base-Stock and State-Dependent Rationing (SBSR)
., x m ) as an m − 1 dimensional vector of the inventory levels for components k = i. We assume that x i ≤ x i , ∀i. Section 3.2 describes the SBSR policy as follows Define the set
We next describe constraints of the MIP problem. The optimal solution of the MIP problem should satisfy constraints (1)-(3) of the LP formulation introduced in Section 2. In addition, the optimal solution should select exactly one base-stock level for each component and one rationing level for each product at each component, given the inventory levels of all other components:
The constraint below ensures that (a) the base-stock level of each component is nondecreasing in the inventory levels of other components, and (b) a unit increase in the inventory level of one component leads to at most a unit increase in the base-stock level of another component:
, ∀k = i, ∀x −i , and ∀b ∈ N 0 . (EC.
3)
The constraint below ensures that (c) the rationing level for each product at each component is nonincreasing in the inventory levels of other components:
The binary variables are linked to the appropriate limiting probability variables as follows:
, ∀b, ∀i, and ∀x −i , (EC.5)
, ∀b, ∀i, ∀j, and
The optimal average cost of this policy Z SBSR can be found by solving the following MIP problem:
(SBSR) minimize
subject to (1) − (3) and (EC.1) − (EC.6).
EC.1.2. Fixed Base-Stock and Fixed Rationing (FBFR)
Section 3 product j follows a rationing policy with a vector of fixed rationing levels R j = (R 1j , R 2j , .., R mj ) such that a demand for product j is satisfied if and only if x i ≥ R ij , ∀i.
Define the set
b as binary variables as follows:
We next describe constraints of the MIP problem. Again, the optimal solution of the MIP problem should satisfy constraints (1)- (3) of the LP formulation introduced in Section 2. In addition, the optimal solution should select exactly one base-stock level for each component and one rationing level for each product:
The constraints below link the binary variables to the appropriate limiting probability variables:
The optimal average cost Z F BF R can be found by solving the following MIP problem:
(FBFR) minimize
subject to (1) − (3) and (EC.7) − (EC.10).
EC.2. Additional Numerical Results for Nested Structure
Tables EC.1-EC.6 exhibit our numerical results for Examples (b) and (c) in Section 4.1, and
Example (b) in Section 4.2. Computation times equal to 1000 seconds indicate termination of the algorithm. q φ = 1, qγ = 2, λA = λB = 1, µ φ = µγ = 1, cB = 100. q φ = qγ = 1, λA = λB = 1, µ φ = µγ = 1, cB = 100. q φ = 2, qγ = 3, λC = λD = 1, µ φ = µγ = 1, cD = 100. 
EC.3. Counter Examples in the Discounted Cost Case
In this section we first reformulate our general model under the total expected discounted cost criterion. We then present several counter examples showing that the functional characterizations used to establish the optimality of LBLR in may fail to hold for general assembleto-order (ATO) systems under the discounted cost criterion. We execute this reformulation to follow , as they proved the optimality of LBLR for the discounted cost case, and then extended this optimality result to the average cost case.
EC.3.1. Problem Formulation
Let v denote a real-valued function defined on N m 0 . Also define 0 < α < 1 as the discount rate. For a given policy =˜ and a starting state X(0) = x, the expected discounted cost over an infinite planning horizon v˜ (x) can be written as
v˜ ( where e i is the ith unit vector of dimension m and a j is the jth column of the resource-consumption vector A. For a given state x, the operator T (i) specifies whether or not to produce a batch of component i; and the operator T j specifies whether or not to fulfill an arriving demand for product j from inventory if sufficient inventory exits. We restrict our attention to a 1-component 3-product system, which violates the generalized Msystem product structure since more than two products consume the same component. We select products A, B, and D, and component γ, to construct our system (recall products A, B, and D use 1, 2, and 3 units of component γ, respectively). We then generate several counter examples by varying values of the related parameters for this system, and using the value iteration method to determine the optimal cost function evaluated at different initial inventory levels (see Chapter 1 in Bertsekas 2007 for an explanation of the value iteration method).
As Property 2 is inapplicable to single-component systems, we only check whether the optimal cost function satisfies Property 1. Note that f satisfies Property 1 in a single-component system if f (x + p + r) − f (x + r) ≥ f (x + p) − f (x), ∀x ∈ N 0 , where p, r ∈ N 0 . We consider various values of p and r as we want to generalize the following structural result, which is valid in a 1-component 2-product system (see : Property 1 holds when p and r are chosen to be component requirements of the two products. (But if p and r are chosen differently, Property 1 may fail to hold, even for the generalized M -systems. Consider a 2-product system with products A and B, The last six columns show whether Property 1 holds depending on various pairs of p and r: "Y" means that Property 1 holds for the corresponding example, and "N" means that it fails to hold.
and component γ. Suppose that q γ = 1, µ γ = 1, λ A = 1, λ B = 10, c A = 10, c B = 100, h γ = 60, and α = 0.5: Property 1 fails to hold in this example when p = r = 1, i.e., convexity fails to hold.
However Property 1 holds when p = 1 and r = 2.)
The intuition behind this positive result in is as follows: Demands of one product compete with those of the other product for the same component, and therefore the incentive to satisfy a demand for one product increases as the competition becomes less severe due to a supply increase equal to the component requirement of the competitor product. Following the same intuition, this structural result might be foreseeably extended to our 3-product system in different ways: (i) p and r may be the numbers of components used by different products (e.g., p = 1 and r = 2, in our 3-product system), or (ii) p may be the number of components used by one product while r is the sum of the numbers of components used by the other products (e.g., p = 1 and r = 5). Hence, for our 1-component 3-product system, there are six possible pairs of p and r.
We report our results for three counter examples in Table EC .7. The left panel of Table EC .7 lists the parameters for our counter examples, while the right panel shows whether Property 1 holds for each pair of p and r. The existence of counter examples for each pair of p and r proves that Property 1 need not hold for 1-component 3-product systems, and thus for general ATO systems.
Hence, one may need to develop a different methodology from that introduced in to prove the optimality of LBLR for general ATO systems.
