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Abstract
A collection of (pairwise) mutually unbiased bases (in short: MUB) in d > 1 dimensions
may consist of at most d + 1 bases. Such “complete” collections are known to exists in Cd
when d is a power of a prime. However, in general little is known about the maximum number
N(d) of bases that a collection of MUB in Cd can have.
In this work it is proved that a collection of d MUB in Cd can be always completed. Hence
N(d) 6= d and when d > 1 we have a dichotomy: either N(d) = d+ 1 (so that there exists a
complete collection of MUB) or N(d) ≤ d− 1. In the course of the proof an interesting new
characterization is given for a linear subspace of Md(C) to be a subalgebra.
1 Introduction
Two orthonormal bases E = (e1, . . . , ed) and F = (f1, . . . , fd) in Cd such that
|〈ek, fj〉| = constant = 1√
d
(1)
for all k, j = 1, . . . , d, are said to be mutually unbiased. A famous question regarding mutually
unbiased bases (MUB) is the following: in a d-dimensional complex space, at most how many
orthonormal bases can be given so that any two of them are mutually unbiased?
The motivation of the question is coming from quantum information theory. MUB are useful
in quantum state tomography [1], and the known quantum cryptographic protocols also rely on
MUB; see for example [2].
Simple arguments show that the maximum number N(d) of orthonormal bases in a collection
of MUB satisfies the bound N(d) ≤ d + 1 for every d > 1. A collection of d + 1 MUB is usually
referred as a complete collection. When the dimension d = pα is a power of a prime, such
complete collections can be constructed [3, 4]. However, apart from this case, at the moment
there is no dimension d > 1 in which the value of N(d) would be known. So already in dimension
six the problem is open. Nevertheless, numerical and other evidences [5, 6] suggests that N(6) = 3,
which is much less than 7 (that we would need for a complete collection.)
It seems that the problem of complete collections of MUB is deeply related to that of finite
projective planes (or equivalently: to complete collections of mutually orthogonal Latin squares);
see for example the construction [7] and the overview [8]. However, it has not been proved that
either of the two — namely, the existence of a finite projective plane of order d and the existence
of a complete collection of MUB in Cd — would imply the other.
In this respect, the result of the present work can be considered as one more indication of the
connection between the two questions. Here it will be proved that having a collection of d MUB in
Cd, one can always find and add one more basis with which it becomes a complete collection. In
general, if a collection is “missing” two bases, it cannot be always completed and the first example
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for this occurs in d = 4 dimensions; see [9]. This is in perfect similarity with the following. A
collection of mutually orthogonal Latin squares “missing” only one element to be complete can be
indeed completed1. In general, a collection of mutually orthogonal n× n Latin squares “missing”
two elements cannot be always completed and the smallest value2 (and by [14] in fact the only
value) of n for which such an incomplete collection can be given is n = 4.
One may have a look at the problem of MUB from several different point of views. It may
be considered to regard Lie algebra theory [15]. The original problem, which is formulated in a
complex space, may be also turned into a real convex geometrical question and hence may be
investigated with tools of convex geometry [16]. Often questions about MUB are rephrased in
terms of complex Hadamard matrices; see for example [17]. However, for the author of this work,
the most natural point of view is that of operator algebras (or, being in finite dimensions, perhaps
better to say: matrix algebras).
There is a natural way to associate a maximal abelian ∗-subalgebra (in short: a MASA) to
an orthonormal basis (ONB). In the context of matrix algebras, we consider a system of MASAs
instead of a system of bases. Mutual unbiasedness is then expressed as a natural orthogonality
relation (sometimes also called “quasi-orthogonality” or “complementarity of subalgebras”). In
fact, in the study of matrix algebras one considers systems of orthogonal subalgebras in general
(that is, systems consisting of all kind of subalgebras — not only maximal abelian ones). For the
topic of orthogonal subalgebras and its relation to mutual unbiasedness see for example [18, 19,
21, 20, 22] and [23]. Note that apart from the finite dimensional case, orthogonal subalgebras were
also considered in the context of type II1 von Neumann algebras; see [24].
Suppose A1, . . . ,Ad,Ad+1 is a complete collection of quasi-orthogonal MASAs inMd(C). Then
Ad+1 must be the orthogonal complement of V := +dk=1(Ak ∩ {1}⊥). So if we are only given d
quasi-orthogonal MASAs, then only at one place we can possibly find a MASA which is quasi-
orthogonal to all of them: at the orthogonal complement of V . All we need to show is that this
subspace of Md(C) — which is a priori not even an algebra — is in fact a MASA. This will be
done by first working out an interesting new characterization for a linear subspace of Md(C) to
be a subalgebra.
Can we find a (closed, “elementary”) expression giving the “missing basis” in terms of the
others? It is clear where the “missing” MASA is, but to find the corresponding basis we would
need to diagonalize the matrices appearing in our MASA. This might require to find the roots of
certain characteristic polynomials. So note that it might well be that in general in dimensions
d ≥ 5 there is no (closed, “elementary”) expression giving the missing basis.
2 Preliminaries
Let E = (e1, . . . , ed) be an ONB in Cd, and denote the ortho-projection onto the one-dimensional
subspace Cej by Pej for each j = 1, . . . , d. Then we may consider
AE = Span{Pej |j = 1, . . . , d}, (2)
that is, the subspace of Md(C) spanned linearly by the ortho-projections Pej (j = 1, . . . , d). It is
a MASA, and actually, if A ⊂Md(C) is a MASA, then there exists an ONB E such that A = AE .
There is a natural scalar product on Md(C); the so-called Hilbert-Schmidt scalar product,
defined by the formula
〈A,B〉 = Tr(A∗B) (A,B ∈Md(C)). (3)
1This is well-known to experts of the field [10], but it is difficult to give a good reference. One may say that
it is subcase of [11, Theorem 4.3], but it is somewhat missleading as the proof of this much stronger statement is
difficult, whereas what we need is almost a triviality, e.g. in the textbook [12] it is given as an exercise.
2It is evident that for n = 1, 2, 3 there can be no such example. For n = 4 finding such an example simply means
finding a “bachelor” 4 × 4 Latin square; i.e. one that has no orthogonal mate. The existence of bachelor Latin
squares of many different sizes were already known to Euler and in [13] it is proved that for any n ≥ 4 there exists
a bachelor Latin square.
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In this sense, if A ⊂ Md(C) is a given linear subspace, one can consider the ortho-projection EA
onto A. When A is actually a ∗-subalgebra containing 1 ∈ Md(C), then EA is nothing else than
the so-called trace-preserving conditional expectation onto A. If more in particular A = AE is the
MASA associated to the ONB E , then an easy check shows that
EAE (X) =
d∑
k=1
PekXPek (4)
for all X ∈Md(C).
Two MASAsA,B ⊂Md(C), as subspaces, cannot be orthogonal, sinceA∩B 6= {0} as 1 ∈ A∩B.
At most, the subspaces A∩{1}⊥ and B∩{1}⊥ can be orthogonal, in which case we say that A and
B are orthogonal subalgebras. A direct consequence of the defintions of the Hilbert-Schmidt
scalar product and of subalgebra-orthogonality is that A and B are orthogonal subalgebras of
Md(C) if and only if for all A ∈ A and B ∈ B,
τ(AB) = τ(A)τ(B), (5)
where τ = 1
d
Tr is the normalized trace.
As is well-known, — but in any case it can be obtained by simply substituting A := Pek and
B := Pfj into (5) — two MASAs AE and AF in Md(C) are orthogonal if and only if E and F are
mutually unbiased. So the problem of finding a certain number of MUB is equivalent to finding
the same number of orthogonal MASAs.
The dimension of A ∩ {1}⊥ is dim(A) − 1 = d − 1 for a MASA A, whereas the dimension of
Md(C) ∩ {1}⊥ is d2 − 1. However, if d > 1, then in a (d2 − 1)-dimensional space there can be at
most
d2 − 1
d− 1 = d+ 1 (6)
pairwise orthogonal, (d − 1)-dimensional subspaces. So when d > 1, a collection of orthogonal
MASAs can have at most d + 1 elements; this is one of the ways one can obtain the well-known
upper bound on N(d).
We shall finish this section by recalling an important fact about orthonormal bases in Md(C).
Its proof can be found for example in [25]; but one could also have a look at [26, Proposition 1],
which is a stronger generalization. However, for self-containment let us see now the statement
together with its proof.
Lemma 2.1. Let A1, . . . , Ad2 be an ONB in Md(C). Then
d2∑
k=1
A∗kXAk = Tr(X)1
for all X ∈Md(C).
Proof. Let B1, . . . , Bd2 another ONB in Md(C). Then there exist complex coefficients λk,j (k, j =
1, . . . , d2) such that Bk =
∑
j λk,jAj . Since a linear map that takes an ONB into an ONB must
be unitary, we have that
∑d2
k=1 λk,jλk,l = δj,l. Hence
d2∑
k=1
B∗kXBk =
d2∑
k,j,l=1
(λk,jAj)
∗X(λk,lAk) =
d2∑
k,j,l=1
λk,jλk,lA
∗
jXAl =
d2∑
j=1
A∗jXAj (7)
showing that the sum appearing in the statement is independent of the chosen ONB. Thus the
formula can be verified by an elementary check using the ONB consisting of “matrix units”.
Note that the same argument, together with formula (4), shows that if A ⊂Md(C) is a MASA
then for any ONB A1, . . . , Ad in A we have that
EA(X) =
∑
k
A∗kXAk. (8)
for all X ∈Md(C).
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3 The “missing” basis found
Suppose we are given a collection of d MUB in Cd. As was explained, this gives us d pairwise
orthogonal MASAs in Md(C); let us denote them by A1, . . . ,Ad.
The subspaces Ak ∩ {1}⊥ (k = 1, . . . , d) are d − 1 dimensional, orthogonal subspaces. Hence
V := +dk=1(Ak ∩ {1}⊥) is (d2 − d)-dimensional, and V ⊥ is a d-dimensional subspace in Md(C).
Our aim is to prove that B := V ⊥ is actually a MASA. However, it is not even clear whether it is
an algebra (that is, whether it is closed for multiplication). There are two things though that are
rather evident. First, that 1 ∈ B. Second, that B is a self-adjoint subspace: X ∈ B ⇔ X∗ ∈ B.
This second property follows easily from the fact that it holds forA1, . . .Ad and that the restriction
of the Hilbert-Schmidt scalar product onto the real subspace of self-adjoints is real.
Lemma 3.1. Let K ⊂ Md(C) be a self-adjoint linear subspace containing 1 ∈ Md(C) and let
further EK stand for the ortho-projection onto K. Then K is a subalgebra of Md(C) if and only
if EK is 2-positive.
Proof. First let us note that EK automatically preserves the trace:
Tr(EK(X)) = 〈1, EK(X)〉 = 〈EK(1), X〉 = 〈1, X〉 = Tr(X). (9)
Now if K is a subalgebra of Md(C), then EK is the trace-preserving conditional expectation onto
K whose complete positivity is well-known. Vice versa, if EK is 2-positive then by [27, Corollary
2.8] one has the operator-inequality
EK(X
∗X) ≥ EK(X∗)EK(X). (10)
In particular, if X ∈ K then EK(X∗X) ≥ X∗X and by applying the trace on both sides one
further sees that it is actually an equality: EK(X
∗X) = X∗X = EK(X∗)EK(X). Then by [27,
Theorem 3.1] it follows that K is in the multiplicative domain of EK . Hence if X,Y ∈ K then
XY = EK(X)EK(Y ) = EK(XY ) ∈ K showing that K is a subalgebra of Md(C).
Lemma 3.2. Let B1, . . . , Bn an ONB in B. Then EB(X) =
∑
kB
∗
kXBk for all X ∈ Md(C),
where EB is the ortho-projection onto B.
Proof. Let us fix an ONB A
(k)
1 . . . A
(k)
d−1 in (Ak ∩ {1}⊥) for each k = 1, . . . , d. Then, on one
hand, A
(k)
1 . . . A
(k)
d−1,
1√
d
1 is an ONB in Ak. On the other hand, the d(d − 1) elements, A(k)j
(k = 1, . . . , d; j = 1, . . . , d− 1), together with B1, . . . , Bd, form an ONB in the full space Md(C).
So, on one hand, by formula (8) we have that
∑
j
(A
(k)
j )
∗XA(k)j +
1√
d
1X
1√
d
1 = EAk(X), (11)
implying that
∑
j(A
(k)
j )
∗XA(k)j = EAk(X)− 1dX . On the other hand, by Lemma 2.1,
∑
n
B∗nXBn +
∑
k,j
(A
(k)
j )
∗XA(k)j = Tr(X)1. (12)
Hence
∑
n
B∗nXBn = Tr(X)1−
∑
k,j
(A
(k)
j )
∗XA(k)j = X −
d∑
k=1
(EAk(X)−
1
d
Tr(X)1). (13)
But 1
d
Tr(X)1 = 〈 1√
d
1, X〉 1√
d
1 = EC1(X). Thus EAk(X) − 1dTr(X)1 = EAk(X) − EC1(X) =
E(Ak∩{1}⊥)(X), since C⊂Ak. So finaly we obtain that
∑
nB
∗
nXBn =
= X −
∑
k
E(Ak∩{1}⊥)(X) = (id− EV )(X) = EV ⊥(X) = EB(X) (14)
since V is spanned by the d pairwise orthogonal subspaces (Ak ∩ {1}⊥) (k = 1, . . . , d).
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Proposition 3.3. The subspace B is a MASA.
Proof. By our previous lemma EB is completely positive, so by lemma 3.1 B is an algebra. On
the other hand, if X ′ ∈ B′ then
EB(X ′) =
d∑
k=1
B∗kX
′Bk = X ′
d∑
k=1
B∗kBk = X
′EB(1) = X ′ (15)
showing that B′ ⊂ B and hence that B′ is abelian. Thus B = (B′)′ is unitarily equivalent to
the subalgebra of all block-diagonal matrices of Md(C) for some fixed sequence of block-sizes.
However, dim(B) = d so the only possibility is that all of these blocks are 1-dimensional implying
that B is a MASA.
Corollary 3.4. Suppose that E1, . . . , Ed is a collection of MUB in Cd. Then there exists an ONB
Ed+1 so that E1, . . . , Ed, Ed+1 is a complete collection of MUB.
Acknowledgements. The author would like to thank prof. D.Petz who suggested to consider
this problem and T. Szo˝nyi for useful information on Latin squares and their letterature.
References
[1] W. K. Wootters: A Wigner-function formulation of finite-state quantum mechanics. Ann.
Phys. 176 (1987), 1.
[2] N. J. Cerf, M. Bourennane, A. Karlsson and N. Gisin: Security of quantum key distribution
using d-level systems. Phys. Rev. Lett. 88 (2002), 127901.
[3] I. D. Ivanovic´: Geometrical description of quantal state determination, J. Phys. A 14 (1981),
3241.
[4] B. D. Fields and W. K. Wootters: Optimal state-determination by mutually unbiased mea-
surements. Ann. Phys. 191 (1989), 363.
[5] P.Butterley and W.Hall: Numerical evidence for the maximum number of mutually unbiased
bases in dimension six. Phys. Lett. A 369 (2007), 5.
[6] P. Jaming, M.Matolcsi, P.Mo´ra, F. Szo¨llo˝si and M.Weiner: A generalized Pauli problem and
an infinite family of MUB-triplets in dimension 6. J. Physics A 42 (2009), 245305.
[7] Th.Beth and P.Wocjan: New construction of mutually unbiased bases in square dimensions.
Quantum Inf. Comput. 5 (2005), 93.
[8] M.Saniga and M.Planat: Viewing sets of mutually unbiased bases as arcs in finite projective
planes. Chaos, Solitons and Fractals 26 (2005), 1267.
[9] S. Brierley, S. Weigert and I. Bengtsson: All mutually unbiased bases in dimensions two to
five. arXiv:0907.4097 [math-ph].
[10] Personal communication from P. Sziklai, T. Szo˝nyi and Zs.Weiner.
[11] R.H.Bruck: Finite nets II. Pacific J.Math. 13 (1963), 421.
[12] J.H.van Lint and R.M.Wilson: A course in combinatorics. 2nd edition, Cambridge University
Press, Cambridge, 2001.
[13] I.M.Wanless and B.S.Webb: The existence of Latin squares without orthogonal mates. Des.
Codes Crypt 40 (2006), 131.
5
[14] S. S. Shrikhande: A note on mutually orthogonal Latin squares. Sankhya. Ser. A 23 (1961),
115.
[15] P.O.Boykin, M.Sitharam, P.H.Tiep and P.Wocjan: Mutually unbiased bases and orthogonal
decompositions of Lie algebras. Quantum Inf. Comput. 7 (2007), 371.
[16] I. Bengtsson, A˚. Ericsson: Mutually unbiased bases and the complementarity polytope. Open
Syst. Inf. Dyn. 12 (2005), 107.
[17] I. Bengtsson, W. Bruzda, A˚. Ericsson, J.-A. Larsson, W. Tadej and K. Zyczkowski: Mutually
unbiased bases and Hadamard matrices of order six. J.Math. Phys. 48 (2007) 052106.
[18] D. Petz: Complementarity in quantum systems. Rep.Math. Phys. 59 (2007), 209.
[19] D. Petz and J. Kahn: Complementary reductions for two qubits. J. Math. Phys. 48 (2007),
012107.
[20] H.Ohno, D.Petz and A. Sza´nto´: Quasi-orthogonal subalgebras of 4× 4 matrices. Linear Alg.
Appl. 425 (2007), 109.
[21] H. Ohno: Quasi-orthogonal subalgebras of matrix algebras. Linear Alg. Appl. 429 (2008),
2146.
[22] D. Petz, A. Sza´nto´ and M. Weiner: Complementarity and the algebraic structure of 4-level
quantum systems. J. Infin.Dim.Anal.Quantum Probability and Related Topics 12 (2009), 99.
[23] M.Weiner: On orthogonal systems of matrix algebras. Linear Alg. Appl. 433 (2010), 520.
[24] S.Popa: Orthogonal pairs of *-subalgebras in finite von Neumann algebras. J.Operator Theory
9 (1983), 253.
[25] R. F.Werner: All teleportation and dense coding schemes. J. Phys. A 34 (2001), 7081.
[26] H.Ohno and D.Petz: Generalizations of Pauli channels. Acta Math.Hungar. 124 (2009), 165.
[27] M. D. Choi: A Schwarz inequality for positive linear maps on C∗-algebras. Illinois J. Math.
18 (1974), 565.
6
