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Abstract
Mower is a micro-architecture technique which targets branch misprediction penalties
in superscalar processors. It speeds-up the misprediction recovery process by dynam-
ically evicting stale instructions and ﬁxing the RAT (Register Alias Table) using
explicit branch dependency tracking. Tracking branch dependencies is accomplished
by using simple bit matrices. This low-overhead technique allows overlapping of the
recovery process with instruction fetching, renaming and scheduling from the correct
path. Our evaluation of the mechanism indicates that it yields performance very
close to ideal recovery and provides up to 5% speed-up and 2% reduction in power
consumption compared to a traditional recovery mechanism using a reorder buﬀer
and a walker. The simplicity of the mechanism should permit easy implementation
of Mower in an actual processor.
xiii

Chapter 1
Introduction
Branch prediction is a vital component in any contemporary processor. Today, most
superscalar processors are organized in the form of decoupled architectures where
an in-program-order front-end chases the instruction stream by relying on accurate
branch prediction and an out-of-program-order back-end schedules and executes these
instructions based on operand availability. The performance of such an architecture is
dependent on not only the accuracy of branch prediction, but also the cost of branch
misprediction. A branch misprediction leaves the two halves of the processor in an
incorrect state which needs to be corrected before instruction fetch and execution can
resume.
When a particular branch is detected to be mispredicted, the processor needs to do
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the following: (1) Eliminate all the instructions which follow the mispredicted branch;
(2) Restore the processor structures, such as rename map tables which are frequently
referred to as Register Alias Table (RAT), to their correct values; (3) Resume fetching
from the correct branch target.
Each of these tasks contribute to the branch misprediction penalty and each must
be targeted individually to reduce its impact on processor performance. In other
words, to be eﬀective, any technique which targets branch misprediction penalty must
reduce both the duration of each task and permit overlapping of individual tasks to
the maximum extent possible. Eliminating instructions following the mispredicted
branch requires knowledge of where in the processor these instructions are and a
mechanism to nullify them. Restoring the processor structures requires knowledge
of what constitutes the correct processor state [1]. Resuming the fetching from the
correct target requires knowledge of the correct target and the resources necessary
to store the new instructions. Provision of resources is particularly important if
fetching is to resume before the invalidation is complete as newly fetched instructions
cannot be mixed with those already in the pipeline. As a result, either a separate
set of locations must be provided to store the correct instructions or a mechanism
should exist to distinguish the two. As we will discuss shortly, Mower accomplishes
a reduction in the duration of all three tasks and maximises their overlap, in essence
reducing the overall branch misprediction penalty.
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In order to understand the issues involved, revisiting a commonly used basic recovery
mechanism [2] will be helpful. This simple recovery scheme incorporates a reorder
buﬀer (ROB) into which instructions are fed in program-order as they are fetched. A
front-end register alias table (F-RAT) is used to speculatively rename the incoming
instruction stream and a retirement register alias table (R-RAT) is used to record the
in-order state as the instructions complete and retire. The F-RAT is updated when in-
structions are being renamed and the R-RAT is updated when an instruction commits,
i.e., it is determined to be part of the in-order state. Once a branch misprediction
is detected, instruction fetching is halted and the execution of existing instructions
continues until the mispredicted branch arrives at the head of the reorder buﬀer. At
this point, it is known that all the instructions still in the pipeline are invalid and the
R-RAT has the correct in-order state. Waiting for the completion of prior instructions
leaves only invalid instructions in the pipeline and hence promotes the development
of simple and fast mechanisms to squash invalid instructions by making the identiﬁ-
cation of invalid instructions trivial and restoring the correct state easy. When the
branch reaches the head of ROB the retirement map table R-RAT contains the correct
state which can simply be copied over F-RAT. On the other hand, this simple mech-
anism does not permit overlapping of subtasks involved in the recovery process and
accomodates a highly variable misprediction penalty that is strongly correlated with
the position of the mispredicted branch in the ROB. When the branch is close to the
ROB head, it takes less time for the rear-end to retire the instructions preceding the
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mispredicted branch. However, if the mispredicted branch is far from the ROB head,
or, if the rear-end is waiting for a long latency operation ahead of the branch (such as
a missed load), the time to recover from the misprediction may increase signiﬁcantly.
Branch misprediction penalty has been the target of several techniques which can
be broadly classiﬁed into two groups: those which target the pipeline ﬁll delay after
a misprediction and those concerned mainly with state maintenance. Techniques
which target the pipeline ﬁll delay are orthogonal to Mower and we do not discuss
them further except in related work. Existing state maintenance techniques can be
grouped into checkpointing and (ROB) walking. Checkpointing is a technique where
a copy of the RAT is made for each potential misprediction. When a misprediction
is detected, the correct copy of the RAT is restored immediately from one of the
available checkpoints. The technique also permits fast invalidation of instructions
within the processor as the required information is readily available and part of the
checkpoint. Since checkpointing requires a copy of the RAT per checkpoint, each
checkpoint may require a signiﬁcant amount of space. As a result, taking a checkpoint
at every branch may be prohibitively expensive. Several common modiﬁcations to
the base checkpointing technique are available to address this. An example of these
modiﬁcations is to take checkpoints only on low conﬁdence branches and using the
basic recovery technique outlined above to recover from branches that do not have
checkpoints [3].
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Walking is a technique where the RAT is corrected by walking over the ROB. Walking
over the ROB from the ROB head up to the mispredicted branch while pseudo-retiring
each instruction in between will construct the correct R-RAT, which can then be used
to restore the front-end state as well. Since the processor does not actually have to
wait for instructions to complete to construct the alias table, this technique fetches
instructions from the correct path faster than waiting. Alternatively, we can forego the
use of a retirement alias table and store the previous mapping values in ROB entries.
Then, we can walk over the ROB starting from the tail up to the mispredicted branch
and undo each change that was made in error [2].
Mower attempts to combine several concepts from the basic recovery techniques such
as checkpointing and walking, and provides complete overlapping of the recovery
tasks. It accomplishes rapid elimination of invalid instructions by explicitly keeping
track of the dependencies by means of simple bit matrices. It also permits immediate
fetching of instructions from the correct path upon a misprediction detection by (1)
selectively blocking entries in the front-end map table RAT while the recovery process
is continuing; (2) by relying on a novel walking mechanism which rapidly restores the
state and mows the invalid instructions to provide the space where new instructions
can be stored.
The rest of the thesis is organized as follows: In Chapter 2, the necessary back-
ground is provided. Chapter 3 gives an overview of the technique we propose, Mower.
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Chapter 4 provides the detailed design. In Chapter 5 we present our experimental
evaluation and analysis. In Chapter 6, we review the recent techniques and make
comparisons with Mower. Finally, we summarize our critical ﬁndings in Chapter 7.
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Chapter 2
Background
This chapter is written to help the readers to fully understand the concepts used and
contributions made by this thesis. It contains the background information to under-
stand the functioning of a contemporary superscalar processor. We will start with
the explanation of the fundamental speedup factor in modern superscalar processor
design, instruction level parallelism. Then we will discuss more about the rename
strategy and how it solves the false data dependence problem. Following, the diﬀer-
ence between speculative state and in-order state is illustrated. Finally, the recovery
process will be discussed when speculation is wrong and the in-order state needs to
be restored.
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2.1 Instruction Level Parallelism
When a simple in-order pipelined processor is running, instructions are ﬂowing
through the pipeline sequentially. In this conﬁguration younger instructions can not
pass the old ones. If an old instruction is stalled, all the younger instructions have to
stall in their previous position in the pipeline and no new instructions are fetched in
that cycle. an example is shown in ﬁgure 2.1 which depicts a classic 5 stages MIPS
processor, IF(Instruction Fetch), ID(Decode), EX(Execute), MEM(Memory Access)
and WB(Writeback). The result of the instruction is not available until it is written
back into the register ﬁle in WB stage. In this case, I2 is supposed to read the result
of I1 so it has to wait for I1 get to the end of the pipeline. During this time it can
not do anything except stay in the ID stage in which case a bubble is inserted into
the pipeline. Because it’s an in-order processor in which all the following instruc-
tions have to wait, signiﬁcant performance degradation may occur if back to back
dependencies are observed frequently in the program.
In fact it is unnecessary to block the pipeline in terms of the correct execution. We
can continue the instruction ﬂow as long as it reads the correct operands, disregarding
the program order. When a block of code is fetched as shown in ﬁgure 2.2, not all
the instructions are dependent to each other back to back. We can always ﬁnd some
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IF ID EX WBMEMI1
I2
I3
Time
IF ID EX MEM WB
IF ID EX MEM WB
Figure 2.1: The bubbles in the pipeline
instructions which are able to execute during this period. In ﬁgure 2.2 I1 and I3 are
executed in the 1st cycle since all the operands are available. I2 and I4 are scheduled
to issue in the following cycle as both of them require the result from I1. When the
constraint of sequential program order is removed, more instructions can run ahead
depending on the data dependences. Substantial improvement has been achieved by
processing more instructions in the same cycle which is measured as IPC (Instructions
Per Cycle).
I1 : R2 <= R1 + 3
I2 : R3 <= R2 − R1
I3 : R4 <= R1 + R4
Cycle 1
I4 : R5 <= R2 + 100 Cycle 2
Figure 2.2: Instruction Level Parallelism
Tomasulo’s algorithm [4] is the ﬁrst algorithm devised to explore ILP through re-
naming. Instead of executing instructions in program order, Tomasulo’s algorithm
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will select those which have their operands ready and execute them ﬁrst, disregard-
ing their original order. Those instructions which do not have their operands ready
wait and rescheduled into the execution units when their operands become available.
Tomasulo’s algorithm uses a CDB(Common Data Bus) to broadcast the ALU results
to all the pending instructions. If the tag matches with the pending ones, the data
will be stored locally. When both operands are collected, the pending instruction
is signalled to execute. By doing this instructions are simultaneously executed by
observing data dependencies, simultaneous execution in this manner is called instruc-
tion level parallelism, ILP. ILP processors aim to aggressively push as many ready
instructions as possible to execute following the data dependencies, this is a common
design employed in today’s superscalar processors.
2.2 Register Renaming
In order to maximize the ILP, the processor has to somehow track down the true data
dependencies as well as break down the false dependencies. A true dependence exists
between two instructions if an instruction needs the output of a prior instruction.
There are two diﬀerent types of false dependencies, namely anti-dependence and
output dependence. Anti-dependence is the reverse condition of true dependence. The
register is read ﬁrst then updated by the following instruction. An output dependence
occurs when two or more instructions need to write to the same location. True or
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false, all data dependencies must be observed for correct execution. However, false
data dependencies can be eliminated by ”renaming” the operand locations.
We can classify the register renaming techniques into two categories, implicit and
explict. The implicit renaming temporarily renames the registers using tags. The
register is renamed to the output of its corresponding execution unit(EU), so all
the following instructions can collect their operands when the EUs broadcast them.
Meanwhile the results are captured by the register ﬁle if they are the most recent
deﬁnitions of that value. As the result all the future instructions can read their
operands from the register ﬁle directly.
The explicit renaming algorithm is renaming the logical registers to physical registers
permenantly during its life time. When the result is calculated it will write back to
its assigned physical register, not the logical register. The operands are also read
from the physical register ﬁle during the execution phase. In this manner, all the
communications are uniﬁed via the physical register ﬁle.
I1 : R1(P0) <= 1
I3 : R1(P2) <= 2
I2 : R2(P1) <= R1(P0) + 1
Figure 2.3: Register Renaming
For example, in ﬁgure 2.3 I1 and I2 are truely dependent on each other, I2 and I3 are
anti-dependence, I1 and I3 have output dependence. By renaming all these registers
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to the physical registers P0,P1 and P2, we can execute I3 in any order, Since now it
is not depend on I1 or I2.
Given the fact that all the instructions have distinct new names, only true data
dependencies are left in the program which empower the superscalar processor to
maximize the ILP.
2.3 Speculation
The processor may encounter exceptions like branch mispredictions, interrupts, traps,
etc. To exploit the maximum amount of ILP, the superscalar processor continues
to process incoming instructions until an exception is conﬁrmed. During this time
these instructions are in the speculative state. When an instruction is conﬁrmed
to be correct, we change it to so-called in-order state and permanently update the
processor state. On the other hand, if it is conﬁrmed as an exception, a recovery
process is initiated to restore the processor back to its correct state. As a side eﬀect
the processor needs to discard some of the work ﬁnished previously belonging to the
wrong state. Among all the exceptions, branch misprediction is the most common one.
We discuss branch prediction and misprediction in detail in the following sections.
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2.3.1 Branch Prediction
In addition to data dependencies described in section 2.2, we also have control depen-
dencies in the program. When a branch is seen in the pipeline, the processor needs to
know where to fetch the next instruction immediately or stall until the branch result is
calculated. These dependencies are called control dependencies because all the future
instructions are depend on the result of this branch. Modern processors incorporate
branch predictors to predict the result of the branch so that the processors can keep
fetching instruction.
Branch predictors rely on the past history to predict whether or not the branch will
be taken. As a static branch is executed repeatedly at rum time, it is possible to
make an accurate prediction by observing the dynamic behavior of each branch. The
most common technique is a history-based branch predictor. A history-based branch
predictor predicts a given branch by asking for the history proﬁle of this branch.
Figure 2.4 demonstrates how it works. It’s a FSM(Finite State Machine) with 4
diﬀerent states. In each state the most signiﬁcant bit represents the prediction, 1
means taken and 0 means not taken. Therefore state {11,10} will predict branch
taken and state {00,01} will predict branch not taken. When the predictor is in state
{11}, it will predict taken until two consecutive not taken are observed and vice versa
for state {00}. The added hypothesis helps the predictor by changing its decision
13
slowly and ignoring rapid ﬂuctuations.
11
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01
00
T
N T
N
N
T
T
N
Figure 2.4: History-Based Branch Prediction
Knowing the direction of a given branch instruction is not suﬃcient. When it is
predicted taken, branch predictor should also provide the correct target address used
in the next cycle. Branch Target Buﬀer(BTB) is dedicated to supply the next PC
address. The input of the BTB is the current PC address as shown in ﬁgure 2.5. For
each entry in the BTB, it has BIA(Branch Instruction Address), BTA(Branch Target
Address) and branch history ﬁelds. BIA and BTA are correlated, BIA is the current
branch pc and BTA is the associative target PC if the branch is taken. Finding a
given BIA in the BTB is called a BTB hit in this scenario. The corresponding line
will be read to make a prediction. The branch history ﬁeld contains 2 bits of the
current FSM status which is used to prdict the direction. BTA is fetched as the
14
target address if it predicts the branch is taken.
Branch instruction
address field address field
Branch target Branch
history
BIA BTA
FSM
Predict taken
or not taken
Speculative target address
PC
Figure 2.5: Branch Target Buﬀer
2.3.2 Reorder Buﬀer
As discussed before, when a branch is predicted, but not conﬁrmed, all the follow-
ing instructions fetched into the pipeline are in the speculative state. They are not
permitted to change the processor state until the branch is conﬁrmed to be correct.
A Reorder Buﬀer (ROB) is used to keep speculative instructions until they are com-
mitted.
The block diagram of the ROB is illustrated in ﬁgure 2.6. The instructions are dis-
patched into the ROB following the program order, I1 to I10. Then the instructions
are executed based on their data dependencies irrespective of the program order. All
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I1
I2
I3
I4
I5
I6
I7
I8
I9
I10
Processor
State
Reorder Buffer
di
sp
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ch
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e
Figure 2.6: Reorder Buﬀer
the executed instructions are illustrated in shadow in the ﬁgure. On the other hand,
the processor state is updated in the original program order. Only the completed
instructions can update the processor state. Every time the instruction at the head
of ROB updates the processor state, we call this instruction is retired from ROB. So
I1 will be the ﬁrst one to retire, then I2,I3 and I4. I5 is uncompleted so it will not
retire at this moment and all the following instructions can not retire either.
To an outside observer, the mechanism gives the illusion that instructions are being
executed in program order, similar to an in-order processor. The only diﬀerence is
that superscalar processor is running ahead by speculatively executing instructions
and keeping the speculative states in the ROB. When the speculation is correct, a
signiﬁcant amount of performance is obtained compared to an in-order processor.
16
2.4 Recovery
When an exception like misprediction happens, recovery process is triggered. All the
instructions before the exception should commit into the processor state. All the
remaining instructions need to be evicted out, only the correct instructions can be
fed into to pipeline and everything move on.
ROB plays an important roles here for recovery. All the instructions allocated in
ROB obey the program order. Once a misprediction happens, ROB keeps retiring
the instructions until it hits the mispredicting instruction. At this point all the in-
structions left in the ROB can be ﬂushed away. The operation of the ROB therefore
follows the FIFO(First Input First Output) scheme. Instructions ﬂow into it in pro-
gram order and retire out of it in the same order. Each time an exception happens
with some instructions, it is easy to delete the incorrect ones as they are consecutive
and always follow the mispredicted instruction.
Figure 2.7 demonstrates the recovery process. I4 is a mispredicted branch. In-
structions are retired to processor state starting with I1 until I4 is reached. All the
following instructions from I5 to I10 will be ﬂushed out of the ROB. New instructions
come from the correct path of I4 are allocated into the ROB replacing I5 towards
the tail.
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Figure 2.7: Misprediction Recovery
2.5 Summary
In this chapter, we described the basic concepts of superscalar processor, how to
eliminate the false dependencies, how to execute speculatively and how to recover from
exceptions. All these basic operations are critical for the reader to fully understand the
proposed mechanism, Mower. With the conventional recovery algorithm in mind, We
start to describe Mower in detail, an innovative misprediction recovery mechanism.
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Chapter 3
Mower
3.1 General Overview
Mower is a novel technique which aims for complete overlapping of new instruction
fetching with state restoration after a branch misprediction. This approach implies
that the front-end will be fetching and processing instructions even if the back-end has
not yet been drained of incorrect instructions. Mixing invalid instructions with valid
instructions in the pipeline requires several concepts to be realized in the processor.
In the front-end, renaming must be delayed for new valid instructions if they are refer-
encing invalid mappings that have not yet been restored. Mower must therefore know
if each RAT mapping is valid or not. In the back-end, Mower must release resources
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occupied by invalid instructions precisely to restore the state without damaging the
current state created by valid instructions. More speciﬁcally, the RAT mappings must
be restored to their previous values and invalid instructions must be evicted or other-
wise made ineﬀectual in reservation stations, execution units as well as the load/store
queue.
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Figure 3.1: Mower Block Diagram
Figure 3.1 shows the overall additions required by Mower on a typical out-of-order
superscalar pipeline. In the ﬁgure, darker colored sections show Mower components.
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Overall, the pipeline stages for the traditional superscalar are kept the same. Branches
and jumps are resolved in the jump unit (separated from execution units for clarity).
Examining the ﬁgure by following the pipeline ﬂow order, the ﬁrst change we notice
is the additional bits which are attached to RAT. Mower uses these bits to iden-
tify whether a mapping has been damaged by a previous misprediction or not. All
mapping bits start out valid. They are selectively invalidated when a branch instruc-
tion mispredicts. Note that there is no R-RAT under Mower, as the front RAT is
incrementally updated to reﬂect the correct mapping after a misprediction.
Next, the Mover Unit (Figure 3.1, top-right) is responsible for maintaining and gener-
ating the mapping bits for RAT, walking over the ROB entries for rapid state recovery
and releasing the resources kept by invalid instructions as well as making sure that
invalid instructions still located in deep execution pipelines do not modify the state
upon completion. Mower uses a single bit attached to each register in the Physical
Register File (PRF) (Figure 3.1, bottom-left) to selectively disable writes for a partic-
ular register so that invalid instructions in deep pipelines can be allowed to complete
without changing the state.
The operation of the Mower Unit involves its interaction with the jump unit, the
reorder buﬀer and the renamer. The jump unit consults the Mower Unit, which
provides a list of all mappings dependent on the mispredicting branch. These valid
bits therefore allow the front-end to delay the renaming of those instructions which
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reference to invalid mappings until the correct mapping is restored. In addition,
during rename each jump or branch instruction is assigned a unique tag used by the
Mower Unit. Since each branch is allocated a tag, the total number of in-ﬂight branch
instructions is equal to the number of available tags.
Although the Mower algorithm uses walking to reclaim resources, it is quite diﬀerent.
Mower walks sequentially from the mispredicted branch towards the ROB tail as
opposed to existing algorithms, such as the walking technique which scans from the
head of ROB towards the mispredicted branch and the history-buﬀer which starts
from the tail of the buﬀer towards the mispredicted branch. Both of these techniques
have to complete the entire scan before a usable, correct state is restored. In contrast,
in case of Mower, due to its ability to identify damaged set of registers through a
separate mechanism, scanning starts at the mispredicted branch and each register
need to be corrected only once and at each step it is clearly known which part of
the state is valid and which part of the state is still damaged. During Mower’s
walking process, each visited ROB entry undoes any changes it made to the processor
structures. Visited invalid instructions are evicted from the reservation stations,
load/store queues; release physical registers and restore their previous mappings in
the RAT. Instructions which are still in deep pipelines are permitted to continue
their execution as discussed above. When such an instruction completes, it frees the
register instead of writing its result in that register. The walker then mows away all
invalid instructions until the position of the ROB tail at the time of misprediction is
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reached. Newly fetched instructions are stored in the freshly mowed area. Figure 3.2
illustrates resources released from the back-end by Mower.
3.2 Explicit Dependency Tracking and Out-of-
order Branch Resolution
In order to accomplish full overlap of instruction fetching and state restoration as
outlined, there are two problems which needs to be addressed. First, we need to keep
track of branch dependency information for each instruction so that the required in-
formation is readily available as soon as a branch is mispredicted. In this respect,
we are particularly interested to know which registers had been redeﬁned after a
mispredicted branch so that the front-end map table validity information can be im-
mediately updated. Second, due to the out-of-order nature of branch completion,
branch mispredictions may be detected in an out-of-order manner, which means ad-
ditional mispredictions may come from those branches which follow as well as precede
the branch which is in the process of state recovery. Obviously, mispredictions which
come from later branches need to be ignored and mispredictions from prior branches
should take over.
We address these issues by relying on two simple bit matrices, called the Mapping
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Figure 3.2: Mow all the invalid instructions through ROB, release all the
relative resources.
Dependency Matrix (MDM) and the Branch Dependency Matrix (BDM). The oper-
ation of these matrices are identical; if a given resource (branch for BDM or register
mapping for MDM) assigned to row i is dependent on a branch assigned to column j,
the location [i, j] is set to one. This organization permits easy extraction of the set
of branches a particular resource is dependent on as well as the set of branches which
are dependent on a particular resource.
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Figure 3.3: Explicit Dependency Tracking
3.3 Tracking Rename Map Validity
The organization of the MDM, which tracks rename map validity bits is shown to-
gether with the BDM which tracks in-ﬂight branches in Figure 3.3. Each line in the
MDM corresponds to a logical register number. Each column represents a dependency
to a given branch tag. Therefore the MDM has a size of L×B where L is the number
of logical registers and B is the number of in-ﬂight branches. When Mower recovery
starts, the column corresponding to the mispredicted branch is checked. If a given
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logical register has a dependency on the mispredicted branch, i.e., it was redeﬁned af-
ter the branch, it will have a 1 in the mispredicted branch id’s column. Consequently,
it is ﬂagged as invalid. An invalid mapping can’t be used to rename new instructions
until corrected.
To populate the MDM, the Mower Unit must keep track of what branches a register
should be dependent on at rename-time. A register called the Branch Dependency
Register (BDR) of size B is maintained in the unit. Each time a branch is assigned a
tag (decoded), the bit corresponding to the assigned tag is set in the register. BDR
therefore provides an accurate representation of active dependencies at rename time.
Each time an instruction is renamed, the BDR is inserted into the corresponding
mapping line in the MDM, as shown in the ﬁgure.
When a branch instruction completes, there are two possible outcomes. If the branch
has been correctly predicted, we should release the branch tag so new branches can
use it. Since the branch is now complete, new instructions shouldn’t be dependent on
it either. Therefore we reset the corresponding bit in the BDR. Pre-existing physical
registers should also clear their dependencies on the recently completed branch since
the tag could now be re-used for a later branch instruction. Dependency clearing is
accomplished by resetting the column corresponding to the branch tag in the MDM.
In the case where the branch is mispredicted, the BDR and the MDM are handled in
the same manner. Before clearing the MDM column, each register’s dependency on
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the mipsredicted branch is checked. If it is dependent on the mispredicted branch,
the register is marked as invalid.
The MDM covers invalidation of instructions that have a physical register mapping.
Store and branch instructions do not have such a mapping. Handling invalid store
instructions is simple. Stores do not aﬀect processor state until they commit but
they will not be allowed to write to memory since they are behind the mispredicted
branch. All that needs to be done is to wait for the walker. Branch instructions are
handled as discussed below.
3.4 Tracking Branch Dependencies
Branch exception ordering requires identiﬁcation of which branch instructions are
dependent on one another. Clearly, a branch instruction which was fetched after
another branch instruction is dependent on that instruction. In order to track B
in-ﬂight branches, a B × B BDM matrix is used. When a branch is decoded, the
BDR is copied into the BDM before being modiﬁed. When a branch is completed,
the corresponding columns in the BDM, MDM, and BDR are cleared regardless of
prediction accuracy. It is easy to see that the BDM is functionally identical to the
MDM and provides a similar information with respect to branch instructions.
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Let’s now see an example of these matrices in action. Considering Figure 3.3, let
us assume the branches b1, b2 and b3 are in program order, but they are resolved
in the order b2, b3 and b1. b2 and b3 are mispredicted. When b2 resolves, the
Mower Unit will check the BDM and MDM to discover branch instructions and map-
pings aﬀected by b2 ’s misprediction, and supply these ﬂags to external structures if
necessary. Following that, the bit columns corresponding to b2 ’s tag from the BDM
and MDM will be cleared, as well as the bit corresponding to the tag in the BDR.
When b3 resolves, the BDM’s ﬂag register will inform the Mower Unit that it is an
invalid branch. Thus, all columns corresponding to b3 ’s tag will still be cleared but
no recovery will be triggered even though b3 is a mispredicted branch. Finally, when
b1 resolves, the columns and the bit corresponding to b1 ’s tag will be cleared, but
no additional action will be taken since b1 has been predicted correctly.
3.5 Recovery Timing and Details
Mower precisely recovers resources by walking over the ROB starting from the mis-
predicted instruction while allowing new instructions to be fetched and inserted into
the ROB as soon as possible. Considering the corrections required in ROB, the cor-
rect location for the ﬁrst instruction from the correct path in the ROB should be
at the tail pointer, which should be reset to the mispredicting branch for recovery.
In Mower, at the time of misprediction detection, these ROB slots are occupied by
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invalid instructions and may contain data crucial to precise state recovery. Therefore
Mower must walk over several ROB entries before these entries could be allocated.
Walking over the ROB requires entries to be read and written to the ROB. If Mower
had to accomplish this in the same cycle as it is fetching instructions, we would be
required to double the number of ports on the ROB. We clearly can’t start fetching
new instructions before doing at least some recovery since the slots in the ROB are
occupied.
new tail
old tail
roll back ROB tail
Time Line
switch pointer
Mower
Figure 3.4: Interleaved reclamation and dispatching on ROB
We observe that it will take several cycles, based on pipeline depth, for newly fetched
instructions to make it to the rename stage in the pipeline. Mower would like to
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overlap this time with recovery time. We use an interleaved reclamation scheme
where the ROB ports are split in half. The ﬁrst half are used to walk over and
recover some ROB entries. The next half is used to insert new instructions into ROB.
Note that instructions are not inserted into the ROB until several cycles into the
pipeline. During these cycles, Mower uses the full ROB port bandwidth available
to recover resources. An example timeline can be seen in Figure 3.4. Using this
interleaved technique, Mower can walk over the ROB as it is being populated by
new instructions without adding much extra hardware. Most notably, Mower does
not require extra ports for the ROB. While new instructions dependent on damaged
mapping will need to be stalled at the rename stage, we observe that by the time
instructions make it to the rename stage, most mappings will have been recovered.
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Figure 3.5: Fix the RAT by the reclamation
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Figure 3.5 shows an example of RAT recovery in Mower. b1 is a mispredicted branch.
When b1 is conﬁrmed to be mispredicted, R1 and R3 mappings are marked as invalid.
As Mower walks over these entries, the previous entry in the RAT is replaced with
the previous mapping entry stored in the ROB. The register mapped to the invalid
instruction is returned to the free pool (P8, in R1’s case), and the register re-written
into the table is marked as valid (P6, in R1’s case). Note that walking in this direction,
only one ﬁx per RAT entry is applied. Once a RAT entry is ﬁxed, further mappings
to that logical register during walking is ignored and only physical register release is
performed.
31

Chapter 4
Hardware Design
In this section we discuss the hardware design of the structures required to implement
Mower. In Figure 3.1 the darker structures show the additions by Mower.
4.1 Renaming Branches
As discussed in Section 3.1, Mower assigns unique physical tags to each branch from
a free pool of tags when a branch is decoded. If there are no free tags available
(i.e. processor has reached the limit of in-ﬂight branches), that branch is stalled until
more tags become available. In-use branch tags are released when the related branch
instruction is completed or reclaimed for invalid branch instructions during recovery.
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Branch tags are encoded diﬀerently compared to regular rename identiﬁers. If there
are B in-ﬂight branches allowed in the processor, each tag will be B bits long. The
tag contents will be the same as a 2log(B)-to-B decoder. For example, for B = 4, the
branch tags will be 0001, 0010, 0100 and 1000.
4.2 Bit Matrices
To implement Mower as explained in Section 3.2, we need to build a B ×B BDM as
well as a L× B MDM. One possible hardware implementation of these matrices can
be found in [5].
Both matrices require updates on certain events. When a relevant instruction (a
branch for the BDM, a result producing instruction for the MDM) is decoded, a new
line is inserted into the matrices. When a branch completes, it clears the correspond-
ing columns it was renamed to in both matrices. Each line in the matrix indicates if
it has a dependency on a certain branch.
To facilitate insertions into the matrices, a Branch Dependency Register is located
near the matrices. This branch dependency register contains the logical OR of all
current in ﬂight branch tags. This operation constructs a B bit register which has
the value 1 for branches that are currently in-ﬂight and 0 for unassigned branches.
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Each time a new entry is inserted into either matrix at the correct position, the BDR
is copied into the line instead to simplify acquiring new entries.
rename b1 to 0100
???
0 0 0 1
BDM
0   0   0   1
OR
0   1   0   0
010 1? updated ???
1 2
3
rename b2 to 1000
??? BDM
0   0   0   1
0 1 0 1
OR
1   0   0   0
1 1 0 1? updated ???
0   1   0   1
be correct
branch 0001 verified to
0   0    0   1
???
BDM
1 1 0 1 0
0   1   0  1 0
0   0   0  1 0
4 branch b1 is misprediction
1 0
0   0   0   0
???
BDM
0   1    0   0
1 00
0 1 0  0   0
invalidate
b2
Figure 4.1: Branch Dependency Matrix
Figure 4.1 illustrates all the possible operations on a BDM in a processor which only
allows 4 in-ﬂight branches. In the ﬁgure 1○ b1 is renamed to 0100 and the current BDR
value is copied to the 2nd row of the BDM. The BDR is updated to 0101 by setting the
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2nd most signiﬁcant bit. Then in ﬁgure 2○ we rename another branch b2 to 1000, the
BDR is copied to the 1st row of BDM and we can see that the 2nd most signiﬁcant
bit is set which means b2 is dependent on b1. Both b1 and b2 are dependent on
branch 0001. In ﬁgure 3○, branch 0001 is resolved and has been correctly predicted.
Thus we reset its corresponding column in both the BDR and the BDM. All future
branches will be independent from this cleared branch until a new branch is renamed
to that value. Finally in ﬁgure 4○ b1 is resolved and is mispredicted. We still reset
its column as before. However, we also invalidate all younger branches in ﬂight by
invalidating all the entries which have a dependency on the physical tag of b1 (which
is 0100 in this example). Updates to the MDM are handled similarly.
4.3 Fixing The RAT
As with the BDM, the MDM is updated by copying the BDR into the line which
corresponds to the register that was just renamed. On a misprediction on a given
branch b, entries which have a 1 in column b correspond to damaged mapping entries.
Figure 4.2 demonstrates the procedure to ﬁx the alias table as well as correctly up-
dating the MDM.
The ﬁgure on the left shows I2 being renamed, where I1 is an instruction older than
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Figure 4.2: Recovering RAT from MDM
I2 and I3 is younger than I2. All three instructions write to the same logical register.
When I2 is renamed, its previous mapping and MDM information are stored in the
ROB. At this point, we update both the RAT and the MDM with current information.
The ﬁgure on the left shows the state of the structures after a misprediction is detected
between I1 and I2. When walking back over the ROB, if the RAT entry corresponding
to the instruction’s logical destination is damaged, the previous mapping stored in
ROB is restored and the RAT entry is marked clean. In the example, we can see
that when walking over I2, we will correct the RAT to I1’s mapping (since I2 stored
that as it was being renamed), but not when we walk over I3 since the mapping table
entry is marked as clean at that time. In the MDM, we unfortunately can’t simply
restore the entry from the ROB. A branch the mapping was depended on may have
completed, making the archived entry invalid. In essence, we want the intersection
of the archived branch dependencies and the current branch dependencies. We can
achieve this by ANDing the archived entry with the entry currently in the MDM. This
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concludes everything necessary to restore the RATmappings and maintainMDM state
while walking back over the ROB after a mispredicition.
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Chapter 5
Evaluation
5.1 Methodology
We use MIPS I ISA to evaluate Mower. Mower is modeled in ADL [6], an architec-
ture description language used to generate cycle-accurate simulators. We incorporated
power models and estimated the power consumption for both Mower and the baseline.
Power values have been obtained by adapting Wattch[7] to the ADL simulator frame-
work. The power results have been validated against the McPAT[8] tool tested with
a very similar superscalar pipeline to ensure correctness. Additionally, the non-ideal
clock gating option is enabled in Wattch (causes only 10% power use when a particu-
lar port is not in use) as well as the dynamic activity factors (only precharges memory
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lines if they previously contained 0). The BDM and MDM matrices are implemented
as CAM-like structures in Wattch for power evaluation purposes.
Table 5.1
The conﬁguration of the simulation
Processor Conﬁguration
Physical Register size 128
LSQ size 32
Fetch width 8
Decode width 8
Issue width 8
Int adder/subtractor 1 cycle
Int multiplier 3 cycles
Int divider 7 cycles
Float adder/sutractor 7 cycles
Float multiplier 7 cycles
Load Speculation Store Set
Branch Predictor 4KB GShare
14 bits global branch history
shift register
We use the Spec2006 benchmark suite for performance and power evaluations. The
suite was compiled using gcc version 4.3 with the highest optimization setting (-O3).
Binutils 2.22 was used as the software environment. uClibC 0.9.33 was used to link
the benchmarks and was simulated along with benchmark code. O/S kernel was
not simulated. The ref inputs for the given benchmarks were ran for 500 million
instructions to warm up the branch predictor and the cache, and an additional 1
billion instructions were simulated to gather the data.
The baseline implementation is an 8-wide conventional superscalar processor. A
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GShare branch predictor is used in the front end.
Aside from the baseline superscalar implementation, we also compared Mower with
EMR (Eager Misprediction Recovery)[9] and CPR (Checkpoint Recovery) [10] al-
gorithms. For sanity checking purposes, a perfect recovery technique is also tested
against Mower.
The tested EMR implementation is implemented with 4 in-ﬂight checkpoints which
are used per misprediction recovery. Invalid instructions are assumed to be eliminated
immediately once detected. The CPR utilizes 8 checkpoints. Each decoded branch
will occupy one checkpoint until all instructions dependent on that branch complete.
Checkpoints are released out-of-order. 8 checkpoints were chosen since it is expensive
to implement a large number of checkpoints. The perfect recovery technique is an
ROB based technique which recovers from a misprediction in the same cycle with no
delays and resources being occupied.
5.2 Performance Results
We ﬁrst explored the Mower design space to ﬁgure out what the in-ﬂight branch limit
should be. Figure 5.1 shows the average IPC value of Mower with diﬀerent in-ﬂight
branch numbers. Even with only 4 in-ﬂight branches, Mower can extract 98.2% of
41
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Figure 5.1: IPC vs In-ﬂight Branches
performance available to a processor with access to unlimited in-ﬂight branches. In
our experiments, we set the in-ﬂight branch number to 12 which puts our Mower
implementation at 99.99% performance of a Mower processor with unlimited in-ﬂight
branches.
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Figure 5.2: The Damaged F-RAT through the recovery process
Next, we show the number of damaged mappings throughout the recovery procedure.
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In ﬁgure 5.2, the values identiﬁed by 0 show the number of damaged mappings when
misprediction is ﬁrst indicated. Index 1 shows damaged mappings after one cycle
of recovery. Index 2 shows damaged mappings after two cycles of recovery and so
on. Our data shows that after 6 cycles, Mower recovers nearly as much as the perfect
recovery baseline, and no delays will be incurred by instructions arriving at the rename
stage at this point.
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Figure 5.3: The average number of invalid instructions left in the pipeline
when misprediction is detected
We also measure the number of invalid instructions left in the processor when a
misprediction occurs. This data is presented in Figure 5.3. Looking at Figure 5.3 and
Figure 5.2 together, we see invalid instructions almost up to 60 after a misprediction
yet the number of invalid mappings never exceeds 8. This is partly due to store and
branch instructions within the invalid instructions which do not have mappings, and
partly due to register overrides. Having very few invalid mappings makes the recovery
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job easier.
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Figure 5.4: Spec2006 Integer Speedup
3-1 4-1 5-1 6-1 3-2 4-2 5-2 6-2
1.000
1.005
1.010
1.015
EMR Mower Perfect CPR
Figure 5.5: Spec2006 Float Speedup
In Figure 5.4 and 5.5 we show the geometric mean of the speed up factor over the
baseline system in all Spec2006 Integer and Float bechmarks, respectively. Diﬀerent
shades of color indicate diﬀerent conﬁgurations. The ﬁrst number in the conﬁguration
is the number of front-end pipeline stages (up to where an instruction would be
inserted into the reservation stations) and the second number indicates the number
of stages before retirement but after execution. These graphs show that having a
shorter front-end pipeline is better for faster recovery. This is expected since a shorter
pipeline ﬁll delay will beneﬁt all techniques implemented here. Another observation is
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that performance increase jumps up when retiring an instruction takes more than one
cycle after completion. The baseline implementation has to wait for the misprediction
to retire, but Mower moves ahead with the fetching during the same time frame. Most
notably, we can see that Mower performs very close to perfect misprediction recovery
in every case.
Table 5.2
Misprediction Rates for Spec2006INT
Spec2006 Mispred. Per 10k Mower Speedup
401.bzip2 30.0 1%
403.gcc 66.9 3%
429.mcf 59.9 2%
445.gobmk 89.4 5%
458.sjeng 52.4 4%
462.libquantum 11.9 0%
464.h264ref 31.5 1%
473.astar 88.8 4%
Looking at Table 5.2 lets us examine the speedups provided by Mower. In general, we
can see a correlation between the misprediction rate and performance increase in the
integer benchmarks. There are some outliers, for instance the 429.mcf benchmark
shows a smaller speedup while having a greater misprediction rate than 458.sjeng.
A more telling example is the comparison of the gcc benchmarks for Spec2000 and
Spec2006 suites. 176.gcc from Spec2000 shows 132.9 mispredictions per 10k instruc-
tions, which is roughly double the number of mispredictions from the Spec2006 ver-
sion. The performance is similarly impacted: 176.gcc shows close to 6% performance
increase using the same parameters. Since Mower is a technique that targets branch
misprediction recovery delays, if many mispredictions do not occur in the base case,
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not much performance will be extracted since there are no delays in the ﬁrst place.
5.3 Power Estimation
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Figure 5.7: Power Evaluation Spec2006 Float
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Table 5.3
Power distribution in Spec2006
Mower Baseline
total average average average total average
power power BDM MDM power power
400.perlbench 39414282.82 23.0847 0.0178 0.3418 41711982.94 22.9941
401.bzip2 19912545881 36.5107 0.0099 0.4674 20209901773 36.4707
403.gcc 20577678552 31.064 0.0177 0.4205 21044400878 30.3547
429.mcf 24399551282 23.9638 0.0125 0.2964 24962176205 23.9732
445.gobmk 21246144709 30.1403 0.0116 0.4082 22043497993 29.7116
456.hmmer 20169386181 52.1055 0.0108 0.7009 20578874932 51.9498
458.sjeng 20952348479 45.881 0.0243 0.5581 21498326343 45.7369
462.libquantum 18367126463 56.8546 0.014 0.7518 18062344589 55.7114
464.h264ref 19009792993 44.2755 0.015 0.5757 19321361564 44.6614
473.astar 25288238076 47.5951 0.0157 0.6439 26039881396 47.5177
410.bwaves 23545019645 49.1315 0.0012 0.5251 23570556909 49.1887
416.gamess 20683416431 53.3552 0.0097 0.6136 20859995597 52.8809
433.milc 22033327175 40.0966 0.004 0.4567 22017599284 39.7845
435.gromacs 20251109581 41.9003 0.0329 0.5177 20689221337 40.9992
436.cactusADM 24119700357 28.5811 0.0018 0.3049 24181298377 28.62
437.leslie3d 22490620504 44.733 0.0043 0.5086 22515068357 44.3398
444.namd 19011620317 47.6229 0.0348 0.5776 19297024881 47.6767
450.soplex 3531370375 42.2901 0.0134 0.5432 3558493095 41.6645
454.calculix 10508899197 51.8637 0.0172 0.6256 10344855160 45.8328
459.GemsFDTD 18450836352 42.359 0.0428 0.5504 18700506380 40.4183
465.tonto 21579146650 45.8823 0.022 0.605 23147948645 47.7491
470.lbm 21052658006 34.911 0.003 0.3709 20799850538 34.4426
481.wrf 23438584264 56.3007 0.015 0.5877 23322660370 55.017
482.sphinx3 20007152673 45.5453 0.0387 0.5723 20354623969 45.564
In Figure 5.6, we illustrate the power consumption of Mower for all integer bench-
marks. The data is normalized to the baseline superscalar. The lighter bar is the
average power consumption and the darker bar is the total power consumption for
a given benchmark. Average power consumption is the energy dissipated per second
and the total power consumption is the energy dissipated by the whole benchmark.
Mower saves close to 2% of total power in most integer benchmarks (462.libquantum
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is an exception). All power savings come from early reclamation. Looking at per-
formance results, we can also see an association between performance increase and
power savings. Reclaiming more invalid instructions for mispredictions translates to
power savings.
Unfortunately, Figure 5.7 shows a poorer picture for total power dissipation. This is
due to the smaller number of branches in ﬂoating point benchmarks. Fewer branches
mean even fewer mispredictions, and fewer mispredictions mean the additional struc-
tures employed by Mower are being used without providing a major advantage.
465.tonto has more branches than any other ﬂoating point benchmark, explaining
the power diﬀerence.
It should be noted that the average power consumption is always worse for Mower
since additional structures are involved. However, since Mower completes workloads
faster, total power per workload is lower when Mower structures are being taken
advantage of.
Detailed power numbers can be seen in Table 5.3. MDM dominates the additional
power use of Mower due to it’s large size compared to the BDM. Additionally, all
instructions which produce a value update the MDM while this is only true for branch
instructions in the case of BDM. A possible solution for this issue would be to bank
the MDM as described in [11].
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In order to evaluate the power eﬃciency of a given technique an appropriate metric is
needed. Traditionally, energy per instruction metric was wideld used to measure the
power eﬃciency. This metric is proportional to CV2 where C is the capacitance of
the transistor and the V is the operational voltage of the processor. A processor can
be designed for power eﬃciency by using smaller transistors or decreasing the voltage.
However this technique accomplishes energy eﬃciency at the expense of performance.
Therefore EDP[12] makes more sense to evaluate the power eﬃciency. Generally
speaking, EDP compares the energy consumption under the same performance. For
example, if the processor saves energy with the same execution time or consumes the
same energy but reduces the execution time, both of them are regarded as power
eﬃcient in terms of EDP measurement.
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Figure 5.8: EDP normalized to baseline conﬁguration
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Figrue 5.8 displays the EDP of Mower normalized to the baseline conﬁguration. It is
not surprising that a benchmark which saves more energy will be more power eﬃcient
since it reduces the total execution time at the same time. Mower helps to reclaim the
invalid instructions early by which more energy is saved and misprediction penalty is
reduced. In this manner, Mower is more power eﬃcient in most benchmarks except
462.libquantum and 470.lbm. Even in these two benchmarks Mower is only 1% worse
than the baseline. In other benchmarks, Mower performs much better than our
baseline conﬁguration in power eﬃciency. For example in 465.tonto Mower is 13%
more power eﬃcient.
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Chapter 6
Related Work
Many misprediction recovery techniques have been proposed over the years. We will
show an overview of existing work in this ﬁeld as well as discuss a few techniques that
are orthogonal to Mower.
Smith et. al. [2] show recovery mechanisms using ROB in their study to set the stage
for the majority of non-checkpointing based recovery techniques. Hwu et. al. [10]
propose a checkpointed recovery system to repair processor state. A checkpoint of the
processor state is taken at every branch and recovery happens from these checkpoints
on a misprediction. This is the technique Mower was tested against in this paper.
Variations and improvements using checkpoints have been proposed by other authors.
Akkary et. al. [3] propose Checkpoint Processing and Recovery (CPR). The major
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relevant contribution of CPR is selective checkpointing (only low conﬁdence branches
are checkpointed). Both the original chekpointing algorithm as well as CPR do not
use an ROB.
Zhou et. al. [9] proposed Eager Misprediction Recovery (EMR), which is the sec-
ond technique we compared with Mower. EMR creates checkpoints of the front-end
mapping tables. However, when a misprediction occurs, instructions from the new
path are immediately fetched and decoded. Misprediction recovery allows each new
instruction to reach up to the reservation station but incorrect front-end mappings
are marked as damaged. Unlike Mower, which restores the correct mappings be-
fore instructions are renamed, EMR instead restores the correct values of damaged
mappings into the damaged physical registers by utilizing functional units.
Amit et. al. [13] proposes Selective Branch Recovery which is another technique which
does not necessarily discard all instructions from the incorrect path immediately. SBR
attempts to detect if the mispredicted path will converge back on to the correct path.
If such a convergence is detected, some results from the incorrect path may still be
useful.
Akl et. al. [14] propose Turbo-ROB, which is an ROB based recovery design that
only allocates ROB entries at certain points determined to be repair points. Turbo-
ROB allows for the illusion of a larger ROB while using fewer entries at the cost of
not being able to restore the state to any instruction. Latorre et. al. [15] provide a
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similar improvement with CROB but handle misprediction recovery by copying over
a checkpoint of relevant processor structures per branch.
Hilton et. al. [16] propose a checkpointing scheme with an ROB called CPROB.
CPROB switches to an ROB based recovery scheme if mispredictions are frequent
and uses a smaller window. If predictions are going well, the window size is dynami-
cally expanded and the misprediction recovery scheme switches to using checkpoints.
Golander et. al. [17] propose a similar scheme without an ROB utilizing checkpoint-
ing. They take checkpoints more frequently when mispredictions are frequent, and
vice versa.
BranchTap [18] by Akl et. al. is a technique that allows a processor to stop fetching
instructions when a threshold of low conﬁdence branches are in the processor. This
threshold is dynamically calculated during execution. BranchTap can work with or
without checkpointing available. BranchTap is orthogonal to Mower - not fetching
many incorrect instructions would speed up Mower’s recovery.
Another technique orthogonal to Mower is WPE [19] by Armstrong et. al. WPE
detects so called Wrong Path Events which include unusual or illegal behaviour such
as a NULL pointer access or a divide by zero. These events are then used to speculate
that we are on the wrong path of execution. WPE would allow Mower to start recovery
early.
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Several techniques have been proposed that fetch instructions from both paths on
low conﬁdence branches. Such techniques target the pipeline ﬁll delay, which is not
targeted by Mower. Use of these techniques alongside Mower could further improve
Mower’s performance. Disjoint Eager Execution (DEE) by Uht et. al. [20] is one of the
earlier examples. Code paths that are likely to be executed are taken, meaning both
paths on a branch that is likely to mispredict will be executed. DEE is implemented
in a custom architecture called LEVO. Heil et. al. [21] propose Selective Dual Path
Execution (SPDE) which selectively executes two (and only two) branch paths at
the same time based on prediction conﬁdence. SPDE is implemented in a regular
superscalar processor with the addition of conﬁdence predictors and an additional
register alias table. Another work in this area is Selective Eager Execution (SEE)
by Klauser et. al. [22] SEE is similar to SPDE but uses a novel instruction tagging
and register renaming to avoid including a second RAT. The architecture is called
PolyPath. Wallace et. al. [23] apply a similar technique to simultaneous multi-
threading processors to allow the SMT processor to execute two paths from the same
process called Threaded Multiple Path Execution (TMPE). TMPE introduces the
Mapping Synchronization Bus which allows a new thread to be forked when a low
conﬁdence branch is encountered. TMPE also deals with resource use between the
multiple paths. Dual Path Instruction Processing (DPIP) is proposed by Aragon et.
al. [24]. DPIP speciﬁcally targets the window ﬁll penalty where it fetches, decodes
and renames instructions from the alternate path but does not execute them. An
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extension to DPIP gets pre-fetched instructions in an estimated schedule for rapid
issue into execution units.
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Chapter 7
Conclusion
7.1 Contribution of the thesis
Mower is an innovative mechanism to provide better branch misprediction recovery for
superscalar processors. we believe there are several important contributions made by
the Mower algorithm. These are 1) ability to dynamically release the stale resources
while keeping correct dependencies; 2) Fixing the frontend RAT at the same time in
order to make an expedited channel to the backend. 3) sharing ROB access ports
during reclaim process to maximize the utilization.
In most recovery algorithms, the recovery process is limited by hardware resources
which are predetermined. We believe Mower is the ﬁrst approach to do it in a dynamic
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way so that there are no predetermined limitations in the sense that it can deal with
any number of mispredictions which can happen. Mower is also a low-cost solution.
Added structures are small in size, providing reasonable power consumption while
improving performance. Our evaluation indicates that Mower eliminates nearly all
of state restoration penalty component of branch mispredictions. We believe the
proposed technique is an eﬀective technique, particularly for integer programs which
contain a large number of high penalty branch mispredictions.
7.2 Future work
Mower is dedicated to dynamically ﬁxing the pipeline before the ROB is drowned
when misprediction happens. It accelerates the renaming procedure by ﬁxing the
RAT on-line. Meanwhile it will nullify the stale instructions through the ROB by the
shared port. One of the biggest issues here is the large number of invalid instructions
left in the pipeline, for example, ﬁgure 5.3. It takes time and wastes energy to do so.
Chou et. al. [25] devise a mechanism to detect CI(Control Independence) instructions.
Generally speaking, when a program diverges at the branch, most of the time it will
converge at a later point. All the instructions after the convergence point are control
independent of the branch. The CI detection technique can be integrated into Mower
seamlessly to minimize the trashed instructions when we clear the ROB. Not all the
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instructions after the misprediction are useless. If we can ﬁnd a way to identify the
useful ones, it will further mitigate the penalty of misprediction.
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