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The existence of superconductivity in graphite has been under discussion since
the 1960s when it was found in intercalated graphitic compounds, such as C8K,
C8Rb and C8Cs. However, it was only about 40 years ago when the existence of
superconductivity in pure graphite came up. In this work we directly investigate
the interfaces highly oriented pyrolytic graphite (HOPG) has in its inner structure,
since they play a major role in the electronic properties. The results obtained after
studying the electrical transport provide clear evidence on granular superconduc-
tivity localized at the interfaces of graphite samples. Zero resistance states, strong
current dependence and magnetic field effect on the superconducting phase sup-
port this statement. Additionally, an abrupt reduction in the measured voltage at
temperatures from 3 to 175 K has been observed. However, the upper value of this
transition temperature seems to not have been reached yet. A possible method
to enhance it is to increase the carrier density of graphite samples. In order to
preserve to quasi-two-dimensional structure of highly oriented pyrolytic graphite,
chemical doping has been dismissed in the frame of this work. We used an external
electric field to move the Fermi level and, hence, try to trigger superconductivity
in multi layer graphene samples. A drop on the resistance at around 17 K has been
measured for a large enough electric field applied perpendicular to the graphene
planes. This transition is strongly affected by magnetic field and only appeared
at low temperatures. As a result of the studies included in this work, it appears
clear that graphite has a superconducting phase located at certain interfaces with
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1. Introduction
The existence of superconductivity in graphite has been a high interest topic since
the 1960s after the discovery of intercalated graphitic compounds [1]. Posterior
work from the beginning of the 21st century presented magnetization and trans-
port measurements in bulk samples of pure graphite suggesting the existence of
a superconducting phase [2, 3]. Despite a large number of theoretical work pre-
dicted it (either p-wave type [4] or d-wave type [5]), no concluding experimental
demonstrations of superconductivity were found. One of the reasons might be the
extremely small amount of superconducting phase present in a bulk graphite sam-
ple matrix. Hence, techniques such SQUID (superconducting quantum interference
device) can detect it but transport measurements will hardly show a clear effect.
The superconducting and non-superconducting phases will contribute simultane-
ously making extremely difficult to find, for instance, zero resistance states.
Furthermore, the electronic properties of graphite are extremely sensitive to its
inner structure [6], defects and/or impurities (see e.g. [7]). Few years ago, a re-
markable contribution to the electric properties of graphite has been ascribed to
its internal interfaces (see e.g. [8] and Refs. therein). Accordingly to old and new
theories, a high density of carriers is required to trigger a superconducting phase
in graphite based systems [9, 10]. Therefore, many research groups focused their
attention in chemically dope graphene and/or graphite samples. Successful results
have been obtained, for instance, in tin-decorated graphene sheet samples where
gate-tunable transition temperatures of ∼ 3.5 K have been observed (e.g. [11, 12]).
The aim of this work is, firstly, to investigate the potential existence of a supercon-
ducting phase localized at the internal interfaces found in pyrolytic graphite. And
secondly, to increase the carrier density in multi layer graphene samples preserving
the graphite structure using an external electric field.
2 1. Introduction
The organization of this thesis is as follows:
Chapter 2 provides an introduction to the topics under discussion along this thesis,
i.e. superconductivity and graphite. It starts with a description of basic supercon-
ductivity and different types of superconductors. The concepts discussed in this
section are simple and can be skipped by experts. It continues with a summary of
experimental results found in literature indicating superconductivity in graphite.
A final section contains new theoretical approaches supporting the existence of
superconductivity in graphite at high temperatures. After reading this chapter
the reader can have an understanding of superconductivity in graphite.
As some of the results presented in Chapter 2 indicate, the internal interfaces of
graphite play a major role in its electronic properties. An adequate sample con-
figuration is required in order to investigate properly the contribution of these
interfaces. Chapter 3 presents a method we developed to produce such samples,
called lamellae. The complete protocol is carefully described and every interested
reader could produce lamellae for transport properties investigation. Moreover,
this method can be used to investigate any kind of layered material offering direct
access to the interfaces between layers.
Chapter 4 starts with a brief description of the electronic setup used to study
transport properties. After that, the results obtained after investigating the re-
sistance of lamellae samples, prepared as described in Chapter 3, are presented.
Temperature dependence of the resistance, current-voltage characteristic curves
and magnetic field effect are shown. Moreover, preliminary results concerning the
influence of the reduction of the sample thickness on the resistance behavior are
also presented. The chapter finishes with some concluding remarks on all the de-
scribed results.
Chapter 5 contains the preparation process of multi layer graphene (MLG) sam-
ples, which afterwards have been used to study the effect of an external elec-
tric field on their transport properties. This chapter explains how apparently a
superconducting-like transition has been induced in MLG. The resistance behavior
of the samples as function of applied electric field, temperature and magnetic field
suggests that superconductivity could had been triggered in graphite.
2. Superconductivity and Graphite
This chapter is divided into two parts: the first one contains the fundamentals of
superconductivity; and the second one presents an overview of the experimental
and theoretical findings on superconductivity in graphite found in literature.
2.1 Fundamentals of Superconductivity
As this thesis concerns superconductivity, we first present an overview of its fun-
damental concepts. Most of the material covered in this section can be found in
introductory texts such as [13]. We highlight the ideas needed for understanding
the processes that are related to our experimental results.
2.1.1 Introduction
After H. Kamerlingh Onnes could liquify Helium for the first time in 1908 temper-
atures in the range of a few degrees Kelvin could be reached. Three years later, in
1911, he discovered superconductivity in mercury at Leiden University [14]. Su-
perconductivity, considered as one of the most remarkable discoveries of the 20th
century, is the property of certain materials of losing all the electrical resistance
at a critical temperature Tc, which is characteristic of the material. Thus, perfect
conductivity is the first traditional finger print of superconductivity. The next
hallmark to be discovered was that superconducting materials can expel magnetic
field below Tc. This effect, known as Meissner effect, was found in 1933 by Meiss-
ner and Ochsenfeld [15] and it implies that superconductivity will be destroyed
by a critical magnetic field Hc. This thermodynamic critical field Hc is related to
the free-energy difference between the normal and superconducting states in zero
field, the so-called condensation energy of the superconducting state.
A first good description of these phenomena was given by F. and H. London in
4 2. Superconductivity and Graphite





















Λ is a phenomenological parameter, JS is the supercurrent total density, c is the
speed of light, m and e are respectively the mass and the charge of an electron and
nS the density of superconducting electrons. nS is expected to vary continuously
from zero at Tc to a value of the order of n (the density of conduction electrons)
at T ≪ Tc. The electrons in nS would act as if there was no scattering term and




































λ is the characteristic penetration depth, i.e the distance at which electromag-
netic fields are screened from the interior of a bulk superconductor. The London’s
brothers showed that the Meissner effect was a consequence of the minimization
of the electromagnetic free energy carried by the superconducting current.
In 1953, Pippard [17] proposed a nonlocal generalization of the London equations
by introducing a new parameter, the characteristic coherence length ξ0, which
plays a role analogous to the mean free path in the non-local electrodynamics of
normal metals.
The next phenomenological description of superconductivity, chronologically speak-
ing, was proposed by Landau and Ginzburg in 1950, which concentrates on the
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existence of superconducting electrons. They introduced a complex pseudowave-
function as an order parameter within Landau’s general theory of second-order
phase transitions to describe those superconducting electrons [18].
After that, the existence of an energy gap ∆, of the order of kBTc, was suggested
and in 1957 Bardeen, Cooper and Schrieffer published their pairing theory of su-
perconductivity (BCS) [19]. The BCS theory is based on an attractive interaction
between electrons (such as that caused by the electron-phonon interaction) leading
to the formation of bound pairs of electrons, called Cooper pairs.
Another significant advancement came in 1962, when Brian D. Josephson pre-
dicted that electrical current flow between two superconducting materials, even
when they are separated by a small barrier of non-superconductor material [20].
This tunneling phenomenon is the so-called “Josephson effect”.
The existence of two categories of superconductors (Type I and Type II) was al-
ready predicted in the Ginzburg-Landau theory, although initially type-II behavior
was considered unphysical. The first experimental observation of type II supercon-
ductor occurred in 1937 when Shubnikov found the existence two critical fields [21].
The theory explaining the type-II superconductors’ behavior in magnetic field was
developed by A. A. Abrikosov who introduced the concept of vortices, work for
which he was awarded with the Nobel price in 2003 [22].
In 1986 a new class of high-temperature superconductors was discovered by Bed-
norz and Müller [23]. These new type II superconductors (lanthanum-based
cuprate perovskite materials) opened the discussion of new phenomenological fea-
tures in the field of superconductivity. Moreover they triggered a large activity
among researchers all over the world trying to produce ceramics of every imagin-
able combination for reaching higher Tc. Some other superconductors have since
been discovered and the corresponding theory is one of the major outstanding
challenges of theoretical condensed matter physics.
2.1.2 BCS theory
In 1957 John Bardeen, Leon Cooper and Robert Schrieffer developed their theory
of superconductivity in terms of electron pairing, the so-called BCS theory. This
theory outlines how in the presence of an attractive interaction between electrons,
the normal state of an otherwise free electron gas becomes unstable to the for-
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mation of a coherent many-body ground state. This can be visualized as follows:
as an electron moves through a conductor, by virtue of the Coulomb attraction it
will attract nearby positive charges in the lattice creating lattice deformation (see
Fig. 2.1(a)). This deformation of the lattice causes another electron, with opposite
spin and momentum (i.e. k↑, -k↓) to move into the region of higher positive charge
density (see Fig. 2.1(b)). It is then possible for these two electrons to experience
a net attractive potential mediated by phonons. When this attraction is larger
than the screened Coulomb repulsion, the two electrons form a bound state. This
bound pair of electrons with opposite spin and momentum is called Cooper pair
and it has a spatial extension of the order of the so-called coherence length, ξ0.
Figure 2.1: Sketch of the formation of a cooper pair: (a) A moving electron slightly
attracts the surrounding positive ions, causing a slight ripple towards its
path. (b) Another electron passing in the opposite direction is attracted to
that displacement. (c) BCS density of states (DOS) as a function of energy
relative to the Fermi energy (blue line), compared with the characteristic
DOS of a normal metal (dark red).
The formation of the bound states creates instabilities in the ground state of the
Fermi sea of electrons and the pairs can condense to a single coherent ground state.
As a result, important experimental consequences arise. First, once the electrons
bind in a pair, they reduce their energy by a value ∆. In other words, in order to
break a Cooper pair and create two quasi-particle excitations, one needs to pay
the binding energy 2∆. This implies the opening of an energy gap at the Fermi
level between the BCS ground state and the first excited state Eg = 2∆(T ) (see
Fig. 2.1(c)). Thus, the electronic states within a range of energy ∼ Eg above EF
are those most strongly involved in forming the bound state. The range of ener-
gies is small and hence, the size of the Cooper pair state is much larger than the
2.1. Fundamentals of Superconductivity 7
inter-particle distance (∼ ξ0), and therefore, the pairs are highly overlapping. The
expression for the energy gap ∆ as calculated from the BCS theory is given by:
∆ = 2~ωce−1/N(0)V (2.7)
where ωc is the Debye frequency, N(0) the density of states at the Fermi level and
V the attractive interaction potential. It must be noted that Eq. 2.7 is valid only
in the weak-coupling approximation when N(0)V ≪ 1.
2.1.3 The Ginzburg-Landau (GL) formalism
In 1950 Ginzburg and Landau introduced a complex pseudowavefunction ψ(−→r )
as an order parameter within the Landau’s second order phase transitions. ψ
describes the superconducting electrons and the local density nS as a generalization
of its definition in the London equations is given by:
nS(
−→r ) = |ψ(−→r )|2 (2.8)
The GL theory provides a treatment of the macroscopic behavior of superconduc-
tors in which the overall free energy is important instead of the detailed spectrum
of excitations. Therefore, it becomes extremely useful in situations where there
exists spatial inhomogeneities.
The basic postulate of the GL theory is that if the change of free energy at the
normal-superconductor transition is small, the free energy density fS of the su-
perconducting state close to the transition point can be written (using variational
principle) as a series in ψ:








∣∣∣∣2 + h28π (2.9)
where fS is the free energy of the normal state, α and β are temperature dependent
coefficients and m∗ and e∗ are respectively the mass and the charge of a pair of
electrons.
The GL equations can be derived from minimizing the free energy with respect to
the order parameter ψ and the vector potential
−→
A . In the absence of field (
−→
A = 0)
we can take ψ to be real. If we introduce a normalized wavefunction f = ψ/ψ∞,
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This concept brings us to the description of the characteristic lengths in a super-
conductor.
2.1.4 Characteristic length scales in a superconductor: pene-
tration depth (λL) and coherence length (ξ0)
(a) Penetration Depth:
For a superconductor in an applied magnetic field, the screening currents, which
circulate to cancel the magnetic flux inside it, must flow within a finite surface
layer. Consequently, the flux density does not vanish abruptly to zero at the
boundary of the superconductor but it rather penetrates up to a region in which
the screening currents flow. The width of this region is the so-called penetration
depth of the superconductor. If at a distance x into the metal the flux density falls
to a value B(x), we can define the penetration depth λ by
∞∫
0
B(x)dx = λB(0) (2.12)
where B(0) is the flux density at the surface.
As shown in Section 2.1.1, one can imply from the second London equation (Eq. 2.5)
that a magnetic field is exponentially screened from the interior of a sample with
penetration depth λ. The temperature dependence of λ is frequently expressed by
the empirical equation:
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Typically λ in pure superconductors is ∼ 50 nm for T ≪ Tc. Larger values are
found in the so-called dirty superconductor (materials showing a short electronic
mean free path) and in high-temperature superconductors (materials characterized
by a short coherence length). In these cases the electrodynamics becomes local
(as in the London theory) and larger values of λ correspond to smaller value of
nS. A natural upper limit of λ is provided through the total density of electrons







in the ideal theoretical limit as T → 0. The penetration depth in the supercon-
ducting state λ is always larger than λL(0).
Ror most of the elemental superconductors, the typical values of λ range between
10 and 2000 nm. For example, λL(Sn) = 34 nm; λL(Al) = 16 nm; λL(Pb) = 37 nm;
λL(Cd) = 110 nm; λL(Nb) = 39 nm. (Values from Ref. [24]).
(b) Coherence length:
This fundamental length scale of a superconductor was initially introduced by
Pippard [17]. He argued that the superconducting wave function should have a
characteristic dimension ξ0, which can be estimated from the uncertainty principle.
He proposed that only the electrons with energy within ∼ kBTc of the Fermi
energy play a role in superconductivity, which sets in at Tc. These electrons have
a momentum range ∆p ≈ kBTc/vF (where vF is the Fermi velocity and kB is the
Boltzmann constant). Thus, the uncertainty relation is
∆x & ~/∆p ≈ ~vF/kBTc (2.15)





Some typical values of ξ0 are: ξ0(Sn) = 230 nm; ξ0(Al) = 1600 nm; ξ0(Pb) =
83 nm; ξ0(Cd) = 760 nm; ξ0(Nb) = 38 nm. (Values from Ref. [24]).
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As mention in Section 2.1.3, this concept has also been introduced by Ginzburg
and Landau in their theory and it is known as the GL coherence length ξ(T ) (see
Eq. 2.11). ξ(T ) characterizes the length scale over which ψ(−→r ) can vary without
any cost of free energy. It should be noted that it is certainly different from Pip-
pard’s ξ0.
If we assume that ξ0 represents the smallest size of a wave packet that the su-
perconducting carriers can form, then one would expect a weakened supercurrent
response to a vector potential
−→
A (−→r ), which did not maintain its full value over
a volume of radius ∼ξ0 about the point of interest. The coherence length can be










In a pure superconductor far below Tc ξ(T ) ≈ ξ0. However, near Tc, ξ(T ) diverges
as (Tc−T )−1/2 (see Eq. 2.11). It is shown from the GL theory that this divergence
is different in the pure and dirty limit as








Note that the dirty limit implies ℓ ≪ ξ0, where ℓ is the mean free path of the
electrons.





Since both quantities, λ and ξ, diverge as (Tc−T )−1/2 near Tc, κ is a dimensionless
ratio approximately independent of temperature. It has been shown that κ differs
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In classic pure superconductors κ ≪ 1, but in dirty superconductors (or in high
temperature superconductors) κ might be much greater than 1.
Let us consider the interface between a region in the superconducting state and a
region in the normal state. The interface has an energy that might be positive or
negative, which decreases as the applied magnetic field is increased. Qualitatively
speaking, we can say that the surface energy is positive for κ ≫ 1 as there is a
region of thickness ∼ (ξ − λ) from which the magnetic field is held out, but this
region is also under the effect of the full condensation energy associated with ψ∞.
The argument can be reversed, i.e. κ≪ 1, giving rise to a negative surface energy.
Within the GL formalism special attention must be paid on the exact crossover
from positive to negative surface energy occurring at κ = 1/
√
2. This value defines
the transition from type I to type II superconductors, i.e. if κ < 1/
√
2 we have a
type I superconductor and if κ > 1/
√
2 we have a type II superconductor.
2.1.5 Type I and Type II superconductors
The main difference between type I and type II superconductors resides in the
different responses to a magnetic field.
For a type I superconductor, loss of superconductivity occurs continuously via a
first order phase transition at the critical field, Hc. The typical phase diagram is
shown in Fig. 2.2(a). The superconductor excludes the magnetic field until the
superconductivity is destroyed suddenly, and then the field penetrates completely.
A type II superconductor excludes the field up to a field Hc1. Above Hc1 the
field is partially excluded but the specimen remains superconducting. For a type
II superconductor it is energetically favorable to form the so-called mixed state
(or Schubnikov phase), i.e. normal and superconducting regions co-exist above
the lower critical field, Hc1. At a higher field, Hc2, the flux penetrates completely
and superconductivity vanishes. The typical phase diagram is shown in Fig. 2.2(b).
The first complete description of type II superconductors is attributed to Abrikosov
[25]. The negative value of the surface energy in type II superconductors is the
origin of the radically different behavior compared with type I superconductors.
Abrikosov found that this negative value causes in the intermediate state (between
Hc1 and Hc2) a flux penetration in the form of a regular array of flux tubes, each
12 2. Superconductivity and Graphite
Figure 2.2: Phase diagram of a superconductor type I (a) and type II (b). The small
sketches in both diagrams represent the flux lines in the superconductor
(small rectangle) in the different states.




= 2.07 x 10−7 G cm2 = 2.07 x 10−15 Wb (2.23)
Each unit of the array has a vortex of supercurrent concentrating the flux towards
the vortex center (ψ → 0 along the axis of each vortex).
A sketch of the mixed state is shown in Fig. 2.3(a) and (b). The normal regions in
the mixed state are in the form of cylinders with their axis along the direction of
the magnetic field. The radius of these cylinders is equal to the coherence length ξ.
Current vortices circulate around these normal cores to generate the flux within.
The direction of this current is opposite to the main surface shielding current which
makes the flux in the superconducting region zero (see Fig. 2.3(b)).
As long as the vortices separation is large compared with λ, there will be a negli-
gible overlap or interaction between them. As the flux inside two vortices has the
same sense, this interaction is, in the usual case, repulsive. The static equilibrium
can be reached if each vortex is surrounded by a symmetrical array, such as a tri-
angular one. However, even in this situation, the array of vortices will feel a force
transverse to any transport current (Lorentz force) and thus, they will move un-
less pinned. This pinning effect can be related to inhomogeneities in the medium,
i.e. local variations of ξ, λ or Hc due to impurities, grain boundaries, etc. and
tends to fix vortices in a certain place. The flux motion causes energy dissipation
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Figure 2.3: Schematic representations of the mixed state of a type II superconductor:
(a) The solid lines represent the flux lines penetrating the specimen and
the blue circular arrows indicate the current created around them. The blue
areas are the superconducting regions where the flux does not penetrate. (b)
The yellow lines denote the normal cores with the current vortices around
them (black arrows). The normal cores are separated by superconducting
regions. (c) First real image of a vortex lattice measured by U. Essmann
and H. Trauble at Max-Planck Institute Stuttgart in 1967 [26].
and induces a longitudinal voltage, i.e. a finite resistance appears above Hc1. By
increasing the magnetic field beyond Hc1 the distance between the normal cores
decreases and consequently, the interacting force between vortices increases. At a
field equal to the upper critical field Hc2 there is a complete overlap of the normal
cores and the superconductor goes over completely to the normal state.
A simple estimation of Hc1 can be made from the penetration depth λ. If the
applied field is Hc1, the field in the normal core of the fluxoid will be equal to Hc1
and it will extend out from the normal core a distance λ into the superconducting
environment. As the flux associated with a single core is πλ2Hc1 and must be
equal to a quantum flux [25], using Eq. 2.23, we can write
Hc1 ≈ Φ0/πλ2 (2.24)
This is the field for nucleation of a single vortex.
If the applied magnetic field is Hc2, the vortices are packed together as tightly
as possible but preserving the superconducting state, i.e. as densely packed as
the coherence length ξ allows. The external field penetrates the specimen almost
uniformly with small ripples on the scale of the array. Each core carries a flux
of the order of πξ2Hc2, which is also quantized. Hence, we can obtain the upper
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critical field as
Hc2 ≈ Φ0/πξ2 (2.25)
Note that the larger the ratio λ/ξ (i.e. κ), the larger the ratio of Hc2 and Hc1.
2.1.6 Josephson effect
In 1962 Josephson made the prediction that a zero voltage supercurrent can flow
between two superconducting electrodes separated by a thin insulator barrier, if
it is thin enough for the Cooper pair wavefunctions from both superconductors to
have a finite overlap to allow tunneling through the barrier [20, 27]. The super-
current can be described by
IS = Ic sin∆φ (2.26)
where ∆φ is the phase difference of the wavefunction of the two superconducting
electrodes and Ic (critical current) is the maximum supercurrent that the junction
can support. This is know as DC Josephson effect and Eq. 2.26 is the so-called
first Josephson equation. Moreover, if a voltage difference V is applied across the
junction, the phase difference evolves according to the second Josephson equation:
d(∆φ)/dt = 2eV/~ (2.27)
From Eq. 2.27 it is clear that at a finite voltage the phase difference between the
two superconductors increases linearly with time depending on the voltage across
the junction [20, 27]. By integrating Eq. 2.27 and inserting it into Eq. 2.26, it comes
immediately that the applied voltage V to the junction produces an alternating
current of amplitude Ic and frequency ν = 2eV/h.
Although initially the Josephson effect was predicted to occur only because of the
tunneling of electrons through the barrier, it has been shown that it can occur
whenever two superconducting electrodes are weakly connected [28]. The weak
link can be a thin non-superconducting metal where the Cooper pairs from the
superconductor diffuse into the normal metal (so-called proximity effect), a narrow
constriction of a superconducting material, a thin semiconductor or even simply
vacuum.
The critical current Ic is a measure of the strength of the coupling between the
superconducting electrodes through the weak link. The value of Ic depends on
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the thickness and the materials the barrier is made of, temperature and, in the
case of constrictions weak links, on the cross-sectional area and length of the neck.
In the case of having a tunnel junction geometry, Ic can be obtained for the full
temperature range as:
IcRn = (π∆/2e) tanh(∆/2kT ) (2.28)
where Rn is the resistance in the normal state and ∆ the superconducting gap of
the electrodes [29]. At T = 0 it reduces to IcRn = π∆(0)/2e, as Josephson had in
his prediction. When the weak link is a metal, the calculation of Ic(T ) becomes
more complicated. The combination of several theories gives as result that Eq. 2.28
can be use for T → Tc but deviates at lower temperatures. It has been shown that
in the ballistic and diffusive limits, the product IcRn is respectively 1.32 and 2
times greater than it would be given by Eq. 2.28 at T = 0 [13].
Figure 2.4: (a) Equivalent circuit of a Josephson junction used in the RCSJ model. (b)
Washboard potential U as a function of phase. The x-axis (phase) corre-
sponds to the particle position and the y-axis (potential) represents the total
energy of the particle. The black dot indicates the junction moving in the
washboard potential. When I > Ic the particle moves down generating a
voltage proportional to its phase velocity (bottom curve). At lower currents
the particle is trapped and there is no voltage (upper and middle curve).
In order to have a more realistic description of a Josephson junction, which includes
the environment influence, another model has to be used. The easiest model
normally used is the resistively and capacitively shunted junction (RCSJ). The
RCSJ model treats the Josephson junction as a special element with I = Icsinφ. It
utilizes Eq. 2.27 with standard electrical network theory to find the time averaged
behavior and thus, predict the characteristic current voltage curves. The equivalent
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circuit used in the model is shown in Fig. 2.4(a). It is assumed that all elements
are ideal and R and Ic are independent of the voltage. The equation describing
the junction is:







where I denotes the bias current, φ the phase difference and R and C indicate
the junction resistance and capacitance. Using the second Josephson equation
(Eq. 2.27), Eq. 2.29 becomes:











Eq. 2.30 shows that the Josephson junction dynamics is analogous to the problem
of a particle of mass (~/2e)2C moving along the φ axis in a potential U(φ) that
looks like a ’tilted washboard’ as drawn in Fig. 2.4(b). The so-called washboard
potential can be expressed as:
U(φ) = −EJ cosφ− (~I/2e)φ (2.31)
where EJ is the Josephson coupling energy EJ = (~/2e)Ic. Additionally, the
particle is subjected to a viscous drag force (~/2e)2(1/R)dφ/dt. The tilting of the
potential depends on the bias current I, i.e. it is zero when no current is applied
and increases when the current flowing through the junction is increased. If the
input current is bigger than the critical current, the particle moves down (as shown
in Fig. 2.4(b) lower curve) generating a voltage proportional to its phase velocity
and a linear I−V characteristic curve is obtained. If I < Ic the particle is trapped
and thus, there is no voltage and a supercurrent flows until I = Ic (as shown in
Fig. 2.4(b) in the upper and middle situations). In the case of small I the phase
can be trapped in a minimum of potential and we can assume that sinφ ∼ φ.
In this situation the junction dynamics is analogous to the motion of a damped




Q = ωpRC (2.33)
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The I−V characteristic curves will strongly depend on the strength of the damping,
i.e. how big is the capacitance of the junction. There are two different situations:
if Q << 1 (small capacitance junctions) the dissipation is strong and the junction
is overdamped; if Q >> 1 (big capacitance junction) the dissipation is low and the









In the overdamped case, where the capacitance is negligible (Q << 1), Eq. 2.34










and it has an analytical solution that at zero temperature is given by:
V/RIc =
√
(I/Ic0)2 − 1 (2.36)
In this situation the viscous drag dominates inertia, so that the kinetic energy is
dissipated efficiently. The time average voltage is zero as long as the particle is
in the well (I < Ic). At higher bias currents (I > Ic) the particle rolls over the
potential landscape and therefore a non zero voltage appears. If the current is
increased further, Eq. 2.36 asymptotically approaches the ohmic behavior.
In the underdamped case, when C is large (Q >> 1) and the inertial effects
become more important, the I − V curves become hysteretic. They depend on
the sweep direction and reflect the difference between the transition from the
zero voltage state to the resistive one and the transition from the normal to the
superconducting state. The origin of this hysteresis can be understood using the
washboard analogue. Let us assume that I is increased from zero until Ic, at which
point V jumps discontinuously up to a finite voltage. This situation corresponds
to the mass point sliding down the inclined washboard: as soon as the current is
increased, the potential starts to tilt. In the limit case of no damping and zero
temperature the phase is trapped till I = Ic, point from which is free to escape
and the junction becomes normal conducting. If now I is reduced, V does not
drop back to zero until a ”retrapping current”, Ir, is reached. In the model, this
correspond to the situation where the particle can be trapped again. The hysteresis
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reflects the effect of the inertia of the moving mass, which with small damping can
go over the barrier and therefore get trapped in the well again. It can be shown
that the critical current and the retrapping current can be related by:
Ir = 4Ic/πQ (2.37)
All the description presented so far is valid in the absence of thermally activated
processes.
2.1.7 Unconventional superconductors
In this section we introduce briefly a different type of superconducting materials
in which the mechanism causing superconductivity is still under investigation.
2.1.7.1 High temperature superconductors
After the discovery of superconductivity in Nb3Ge [30] with a critical temperature
Tc of 23 K, the ceiling of Tc seemed to have been reached. However, in 1986 Bed-
norz and Müller [23] discovered the superconductivity of La2−xBaxCuO4 (LBCO)
at ∼ 35 K, for which they were awarded the Nobel prize in 1987. It was surprising
that a very poor conductor could become a superconductor at a Tc higher than
any other known material.
The discovery of superconductivity in cuprates was the start of an avalanche of
new superconductors. In less than one year, the transition temperature above the
liquid nitrogen temperature had been reached with the discovery of YBa2Cu3O7−x
(YBCO, Tc ∼ 90 K) [31, 32, 33]. Shortly thereafter, even higher Tc values were
found in the “BSCCO” systems (oxides of bismuth, strontium, calcium and cooper) [34]
and the “TBCCO” systems (oxides of thallium, strontium, calcium and cooper) [35].
The highest temperature reported is 134 K in the mercury based compound
HgBa2Ca2Cu3O8 [36]. The only common feature of all these high-Tc superconduc-
tors (HTSC) is the presence of lightly doped copper-oxide (Cu-O) planes, which
are thought to determine the superconducting properties.
There is no real consensus on the origin of such high transition temperatures, al-
though it appears that the magnetic properties of HTSC can be described using
the concepts of the BCS/GL theories. It is generally accepted that the impor-
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tant differences between classical superconductors and HTSC are related to their
layered structure. This structure causes a large anisotropy in electrical proper-
ties measured parallel or perpendicular to the layers, a extremely short coherence
length and prominent fluctuation effects.
Lawrence and Doniac (LD) proposed a model [37], which can be conveniently ap-
plied to understand the mechanism of superconductivity in HTSC. Their model
considers the layered superconductors as a stacked array of two dimensional su-
perconductors coupled together by Josephson tunneling between adjacent layers.
In order to characterize the anisotropy, it is useful to introduce the dimensionless



























where the subscript ab refers to the planes defined by the layers and c refers to the
axis perpendicular to them.
Going a step further, we can extend the GL formalism to the anisotropy in the
upper critical field Hc2. Taking into account Eq. 2.25, we can write the critical









Note that Hc2∥ab ≫ Hc2∥c as ξab ≫ ξc. In the case of Hc1 the anisotropy will
be inverse, i.e. Hc1∥ab ≪ Hc1∥c because Hc1 ∼ 1/λ2, which is inversely related
to 1/ξ2. This approximation will always be valid sufficiently near Tc, as ξc(T ) ≈
ξc(0)(1− T/Tc)−1/2 will be large enough to justify the GL approximation.
If the temperature is lowered, ξc shrinks towards a limiting value. If this value
is smaller than the interplanar distance, the GL limit is no longer valid from a
certain intermediate temperature T ∗. Hence, new features can be expected at
lower temperatures. For instance, it can be shown within the LD model that
there exists a crossover from 3D continuum approximation to a 2D behavior of the
individual layers if ξc approaches the interlayer spacing s. The estimated value
is ξc = s/
√
2 at a the given temperature T ∗. In a strictly parallel field, the LD
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model predicts that Hc2∥ab diverge at T
∗. Therefore, at lower temperatures the
vortex cores lie between layers, and each layer (treated as a 2D superconductor of
zero thickness), has an infinite critical field. This infinity is never achieved due to
experimental limitations, such as the finite layer thickness, pair breaking due to
Pauli paramagnetism and spin-orbit coupling effects.
Moreover, there are important aspects to be taken into account, such as: (1)
operating at high temperatures makes thermal fluctuations much more prominent;
(2) high Tc and small Fermi velocity result in a short coherence length and small
coherence volume ∼ ξ3. Thus, the characteristic energy of point pinning centers
tends to be smaller, which implies that thermally activated processes will be very
important in HTSC; (3) the anisotropy induced by the weak coupling between
layers reduces the integrity of vortex lines, and thus the pinning in less effective.
As a result, HTSC present a resistive transition that broadens markedly in a
magnetic field, making ambiguous the identification of Hc2(T ).
2.1.7.2 Granular superconductors
The spatial inhomogeneity is an important factor in HTSC, as the exitance of
localized defects (e.g. departures from stoichiometry at the atomic scale), or more
extended defects (e.g. dislocations, grain boundaries, inclusions of second phases,
twin planes etc.), will modify the energy of a flux line as it passes through the inho-
mogeneity. The resulting forces tend to “pin” the flux lines in favorable positions.
In other words, the defects will boost the pinning, which is harmed by the high
operating temperatures that make thermally activated depinning and flux motion
more prominent. From a practical point of view the aim is to introduce sufficient
pinning to raise the effective resistive transition temperature.
In this direction, granular materials are potentially good candidates as they can
be consider as an array of superconducting grains weakly coupled by Josephson
junctions, which usually is the perspective of local pinning sites in an ideal matrix.
The grain size must be larger than the coherence length, otherwise the effect of the
weak coupling is simply to modify the parameter values in the standard dirty limit
within the GL formalism [38]. If one focuses on static properties, the Josephson
junctions can be described adequately by simply specifying the critical current of
the link. Unfortunately, these materials showed disadvantages according to some
experimental observations. For instance, a strong effect of the magnetic field on
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the critical current was found. Moreover, the considerable variation in the strength
of the Josephson coupling from grain to grain (leading to the existence of few per-
colating paths of particularly strong junctions) may dominate the properties of the
sample.
Granular materials can exhibit two limiting regimes depending on the coupling
strength between grains. A direct measure of this strength is the macroscopic
critical current density given by the ratio between the Josephson effect coupling
(JcJ = Ic/a; where a is the grain size and Ic the inter-granular critical current)
and the critical current density inside the grains, Jcg. In most of the experimental
situations it is a good approximation to consider a loosely coupled grains.
Figure 2.5: Hysteresis cycles of granular HTSC, at 4.2 K (with a grain radius between
l and 5 µm). Taken from [40].
The behavior of a granular sample when an external field is applied and increased
from zero can be described as follows: (1) For low fields, i.e. H < Hc1J , the field
is screened exponentially over a distance λJ (where Hc1J is defined as the limiting
field that can be screened by reversible surface currents). (2) For Hc1J < H <
Hc2J , the field penetrates (between the grains) a distance ∼ cH/4πJcJ in a Bean-
type critical state [39], leaving the grains as partially diamagnetic inclusions. (3)
As the field increases an equivalent upper critical field, Hc2J , as the one in type II
superconductors, can be defined. Using the same formalism, it can be shown that
Hc2J = 3πΦ0/8a
2, which shows that Hc2J depends only on the grain size a. This
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field is essentially the field at which one flux quantum Φ0 fits in each cell of area
a2. This small field does not affect the superconductivity of the grains, i.e. it does
not extinct all superconductivity as in conventional superconductors, but it rather
gives a measure of the field at which the macroscopic critical current characteristic
of weak Josephson links will be substantially decreased. This will allow a deeper
penetration of the magnetic field. (4) As long as H < Hc1g (being Hc1g the critical
field of the superconducting grains), the field penetrates into each grain only to a
depth λg (where λg is the characteristic penetration depth of the grains). (5) If the
field applied exceeds Hc1g, fluxons enter the grains and the Bean model scenario
is reproduced but inside the grain structure. (6) Finally, at Hc2g (i.e. the upper
critical field of the grains), all superconductivity is extinct.
Measurements of the magnetization on granular samples reproduce this behav-
ior and lead to irreversible magnetization curves and specific hysteresis when the
external applied field is cycled, as shown in Fig. 2.5.
2.1.7.3 d-wave and p-wave superconductors
One of the most challenging issues in high temperature superconductivity is related
to the microscopic nature of the superconducting state and the mechanism causing
it. The main question is what kind of interaction occurs in the superconducting
state, i.e. is the pairing mechanism in HTSC the same type as in the conventional
BCS theory, or is there another form of pairing?
In conventional superconductors (described by the BCS theory) at the ground
state, electrons form a condensate of spin-singlet pairs (Cooper pairs). The energy
gap of this type of superconductor is isotropic in the
−→
k -space, i.e. it has the same
amplitude in all directions. That is the reason why these superconductors are also
known as s-wave superconductors due to the spherical symmetry characteristic of
the interaction.
In unconventional superconductors (e.g. cuprates), the situation gets more com-
plicated. Different experimental results clearly speak for superconductivity based
on electrons forming pairs, i.e. spin-singlets, as in conventional BCS superconduc-
tors. These experimental findings are, for instance, the observation of the usual AC
Josephson effect frequency [41]; the observation of the integer flux quantum effect
in the usual size (see e.g. Ref. [42]); and Andreev-reflection demonstrating that
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the paired electrons have opposite spin and momentum [43]. Taking into account
that the lattice in cuprates has horizontal and vertical reflection symmetries, it
seems evident that the pairing symmetry must respect this anisotropy. In HTSC
the orbital part of the wavefunction, order parameter or gap function, has a dx2−y2
symmetry rather than the isotropic s-wave symmetry. This exotic symmetry has
been confirmed by various experiments [44, 45], especially the phase-sensitive ones,
as the significant differences between dx2−y2 wave and s-wave are the existence of
nodes and the sign change with a direction rotation of π/2. Even though the
experiments provide evidence of the pairing state, setting up strong constraints
on the possible pairing interactions, the underlying mechanism of d-wave pairing
remains controversial.
Additionally, another mechanism has been proposed, the so-called p-wave interac-
tion. In this case, the electrons in the pair have their spin in the same direction.
The superconducting state is, therefore, characterized by spin triplets in contrast
to the singlet spin states of s- and d-wave superconductors. The possible effects
of a magnetic field in such systems are not completely clear, however exotic phe-
nomena far from the conventional type I or type II superconductor behavior may
appear, such as large critical fields [46] or the so-called reentrant superconductiv-
ity [47]. Moreover, the vortex-matter physics can be rather non-standard [47].
Ref. [46] suggests that p-wave pairing interactions can occur in layered compounds
with a magnetic field parallel to the layers. In contrast to that, Ref. [47] brings the
idea of the coexistence between ferromagnetism and superconductivity. Further-
more, it is proposed that the Cooper pairs might be magnetic moments that are
responsible for overcoming the usual diamagnetism of the superconductor. The
authors in [47] assumed the ferromagnetic coupling of the magnetic field to the
condensate state. In case the magnetic field goes along the z direction, it does
not act as a pair-breaking but rather is considered to stimulate the formation of
Cooper pairs. Hence, under certain conditions, an enhancement of the supercon-
ducting state with the magnetic field might appear [47].
More recently, several experimental work have proven that this ”exotic” supercon-
ductivity exists. For instance, Bert el at. [48] use local imaging of magnetization
and magnetic susceptibility to investigate the ferromagnetism, paramagnetism and
superconductivity at the LaAlO3/SrT iO3 interface. They found sub-micrometer
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ferromagnetic patches embedded in a paramagnetic background with a weak dia-
magnetic susceptibility at low temperatures. Therefore, the coexistence of a two
dimensional superconducting state at the interface of LaAlO3/SrT iO3 with a fer-
romagnetic phase has been proven. Furthermore, Gardner et al. [49] showed a
enhancement of superconductivity by a parallel magnetic field in two different
2D superconductors, such as ultrathin amorphous lead films and the interface of
LaAlO3/SrT iO3.
2.1.8 Superconductivity in systems with reduced dimensions
The effect of the sample size in superconducting structures has been intensively
investigated both theoretically and experimentally (see for instance Ref. [50] and
references therein). It is well known that the properties of a bulk superconduc-
tor can change if one or more of the system dimensions are reduced below the
characteristic lengths of the superconductor, i.e. the coherence length ξ0 and the
penetration depth λL. The superconducting properties for confined systems often
show dramatic changes from those of the bulk and new phenomena not seen in
bulk superconductors might be observed. Nanoscale superconductivity has been
investigated in 2D thin films [51, 52, 53, 54], 1D nanowires [55, 56] and also in zero
dimensional nanoparticles [57, 58, 59].
In the case of superconducting thin films, the critical temperature dependence on
the film thickness showed different behaviors. The physical mechanism is not fully
understood, and, in many cases, can attributed to a number of different factors.
For instance, while aluminum [60] films show a non-monotonic variation of the
superconducting transition temperature (Tc) with decreasing film thickness, lead
[61], Niobium [54] and Indium [62] films show a monotonic decrease in Tc with
decreasing film thickness. The suppression of Tc has been attributed to either lo-
calization effects or proximity effects.
In the proximity effect model, it is assumed that a normal metal layer of con-
ductive oxide is formed at the surface of the superconductor. Cooper [63] and de
Gennes [64] showed that the Tc of the system is reduced if the superconductor and
the normal metal are in good electrical contact and their thicknesses are less than
the phase coherence length, ξ0. The reason is that the pairing amplitude of the
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Cooper pair penetrates into the normal metal. Taking into account the boundary
conditions at the interface, it can be seen that the pairing amplitude is suppressed
at the surface.
The sample preparation process (e.g. evaporation of metals on substrates at tem-
peratures below 20 K) can also be of importance since two types of films can
be produced: (1) Homogenous films (see e.g. Refs. [61, 65]) (2) Inhomogeneous
films, which consist of superconducting grains (of size ∼ 100 - 200 nm) which are
Josephson coupled (see e.g. Refs. [52]). In both types of films, a superconductor
to insulator transition is observed at a critical thickness. However, it seems that
the structure plays a role as different behaviors are observed. On the one hand,
the homogenous films exhibit a decrease in the Tc and superconducting energy gap
with decreasing film thickness. This is believed to be due to amplitude fluctua-
tions of the order parameter. On the other hand, the inhomogeneous films exhibit
a broadening of the superconducting transition. It has also been observed that
the individual superconducting grains retain the bulk value of Tc though the film
becomes insulating. In this case, the destruction of the superconducting order is
apparently due to the fluctuations of the phase of the order parameter.
As the film thickness is reduced further new phenomena can appear. That is the
case for ultra thin lead films [66] where experimental results suggest the possi-
bility of modifying superconductivity by exploiting the thickness dependence of
quantum size effects. A reduction of Tc by reducing the thickness of the film was
observed. Moreover, this result has been ascribed to the enhanced quantum fluc-
tuations of the phase of the condensate wave function for thinner films (see e.g.
Refs. [67] or [51]). An oscillatory variation of Tc with the number of the layers
of the film has been observed. In this regime, the film thickness becomes compa-
rable to the Fermi wavelength and hence quantum confinement begin to dominate.
The study of 1D superconducting has become accessible since the development of
novel methods of growing and studying single nanowires. In most of the elemental
superconducting nanowires there is no change in the transition temperature unless
the wire diameter is reduced to ∼ 20 nm [56, 68]. However, a distinctive feature
seen in the transport measurements of these nanowires below Tc is the presence
of resistive tails and finite resistances. Zgirski et al. [69] showed that Aluminium
nanowires are no longer superconducting below a certain limit, i.e. critical size
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of the order of ∼ 10 nm. Under these conditions, a finite resistance appears,
even at temperatures tending towards absolute zero. This has been explained on
the basis of the occurrence of quantum phase fluctuations (quantum phase slips)
in the nanowires (caused due to thermodynamic fluctuations), which destroy the
superconducting state. A systematic shift of the critical temperature Tc to lower
values was reported as the nanowire cross section was reduced. Furthermore, it
has been shown, that further reductions of the wire cross section gave rise to a
change from metallic to semiconducting behavior [69].
2.2 Superconductivity in graphitic samples
This section briefly covers the main results found in the literature related to the
existence of superconductivity in graphite and/or graphite based samples. First,
a summary of the experimental results is presented. After which, the theoretical
work are briefly discussed and at a report on the newest theories, which explain




First reports of superconductivity in graphitic samples were published in 1965 [1].
Pyrolytic graphite was doped with alkali metals (such as K, Rb or Cs) preserving
the layered structure of graphite and giving rise to C8A or C16A compounds (A
represents the corresponding alkali doping atom). The alkali-metal atoms lie in
layers alternating with the carbon layers. The anisotropy in the electrical prop-
erties of graphite (e.g. mean free path) is retained and it is considered to be the
reason for the large variation in the critical magnetic field (Hc2) depending on its
direction. The highest transition temperatures (Tc) observed were 0.135 K in the
Cs-graphite system; 0.151 K in the Rb-graphite system; and 0.55 K in K-graphite
system. Later work reported higher Tc in graphite doped with sodium and Tc up
to 5 K has been observed [70].
The importance of the alkali atoms in intercalated graphite compounds resides
in the fact that they donate charge and increase the separation between graphene
planes. Hence, introducing metal atoms between carbon layers can tune the charge
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of the host graphite as well as the interlayer spacing producing different electronic
states such as superconductivity.
More recently, Weller et al. [71] fabricated intercalated compounds with Calcium
and Ytterbium. Transition temperatures of 6.5 K for C6Yb (see Fig. 2.6(a)) and
11.5 K for C6Ca have been reached. As previously reported in alkali doped in-
tercalated graphite compounds (e.g. [1]), the upper critical field Hc2 was largely
anisotropic. However, the anisotropy parameter ΓHc2 given by Hc2(⊥c)/Hc2(∥c)
(i.e. the corresponding critical magnetic fields if applied perpendicular or parallel
to the c axis) is found to be approximately 2. This anisotropy depends on the
ratio of the electron masses along the two symmetry directions within the frame of
the Ginzburg-Landau theory. The calculations of the ratio of the effective masses
for pure graphite give a value for ΓHc2 of 7 [71]. Therefore, this difference in the
obtained values suggests that the intercalated graphite compounds are far less
anisotropic and more three-dimensional than pure graphite, which can explain the
low critical temperatures obtained in these compounds. The ratio of the c-axis
resistivity, ρc, and the in-plane resistivity, ρab, in C6Yb (two orders of magnitude
smaller than pure graphite) and the temperature dependence of the resistance
(which decreases from room temperature to Tc), also support the fact that the
Fermi surface in C6Yb is more isotropic than the one of pure graphite [1].
In addition to the intercalated graphite compounds, other graphite-based sam-
ples showed superconductivity behavior after an external chemical doping. Of
particular interest is the case of graphite-sulfur composites. In 2001, R. R. da
Silva et al. [72] reported type II superconductivity occurring in a small fraction
of a graphite-sulfur powder. Magnetization measurements showed a transition
temperature Tc of 35 K. The enhancement of the diamagnetism below Tc was in-
terpreted as a consequence of the screening of the supercurrents and the magnetic
flux expulsion (i.e. Meissner effect). The magnetization hysteresis loops below
Tc showed a strong vortex pinning, characteristic of type II superconductors (see
Fig. 2.6(b)). The dependence of the critical temperature on magnetic field argues
for the existence of a field which breaks the superconductivity induced by a prox-
imity effect. The resistivity vs. temperature (ρ(T)) curve was also measured and
the behavior at T<Tc was correlated to the behavior of a two-dimensional (2D)
superconductor in the regime of weakly localized Cooper pairs. The authors in [72]
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concluded that superconductivity was localized within “grains” or “islands” large
enough to carry vortices and that a hybridization between carbon and sulfur can
increase the local charge density enough to trigger superconductivity.
Figure 2.6: (a) Resistivity vs. temperature curve for C6Yb. The clear drop to zero resis-
tance indicates the existence of superconductivity. Inset: modeled structure
of C6Yb. Adapted from [71]. (b) Magnetization hysteresis loop measured in
a graphite-sulfur powder at 6 K obtained after subtraction of the diamag-
netic background signal. Taken from [72]. (c) Sheet resistance as a function
of temperature for different gate voltages (from top to bottom, the voltage
offsets from the charge neutrality point are increased). The black dashed
line indicates the critical temperature of tin. The red dashed line is a guide
line showing the minimum resistivity. Taken from [12].
More recently, magnetization measurements on commercial amorphous carbon
powder showed traces of non-percolative superconductivity with a Tc of 32 K [73]
and 65 K [74]. These commercial powders were doped with sulfur and showed
evidence for inhomogeneous superconductivity with a Tc of 38 K [73]. The ob-
tained results were consistent with p-wave symmetry of the superconducting order
parameter. Furthermore, thin films of granular amorphous carbon-tungsten com-
posite obtained by Electron Beam Induced Deposition (EBID) treated with sulfur
showed a Tc of 40 K [74]. Complementary work on sulfur-doped amorphous carbon
powder show a Tc of 17 K and 42 K in different samples [75]. The different Tc
values are ascribed to the inhomogeneous nature of the amorphous carbon, as all
the samples were prepared following the same procedure and taken from the same
batch. The strong structural disorder of amorphous carbon (which consists of
sub-micron lateral size graphene layers with a mixed A-B-A-B and A-A interlayer
stacking), the very large surface area, the mixture of carbon atoms with sp2 and
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sp3 bonds and partially graphitized carbon fragments, are factors that could be
beneficial for superconductivity. In addition to these, topological defects and/or
sulfur atoms adsorption can trigger superconducting instabilities in graphite as the
dopant can locally induce extra carriers and therefore, enhance superconductivity.
According to the authors, no transport measurements could be performed because
of the very small amount of superconducting phase [73, 74, 75].
Metal decorated graphene sheets show a tunable superconducting to insulating
transition via electric field gating [11]. In these cases, both chemical and electro-
static carrier density doping are combined. In Ref. [11] a large array of dopant
islands of tin produce an inhomogeneous doping and a charge transfer from the
metal islands to the graphene sheet of ∼ 9 ± 2 x 1012 cm−2 electrons. The use of
an electric field applied perpendicular to the graphene plane allowed the authors
to induce a zero resistance state, which is strongly dependent on the gate voltage.
In Ref. [12] tin is also used to dope graphene. In this case, the observed gate
controlled superconductivity (see Fig. 2.6(c)) is ascribed to the combination of a
proximity-induced superconductivity (coming from the metallic array of nanopar-
ticles) and the 2D tunable metallicity of graphene. Consequently, a granular-like
superconductivity describes the observed behavior.
Doping bulk graphite samples led to critical temperatures as high as room temper-
ature. In 1974 it was observed for the first time in aluminium-carbon-aluminum
sandwiches. The typical periodic dependence of Josephson DC tunneling current
between two superconductors as function of the magnetic field was shown [76].
Some other experimental work presented indications of superconductivity at room
temperature in Highly Oriented Pyrolytic (HOPG) doped with phosphorous ions [77].
Recently, periodic steps in the temperature dependence of the resistance of doped
graphite have been interpreted as indications of superconductivity [78]. The re-
sponse of the measured resistance in phosphorous implanted HOPG and in phos-
phorous doped exfoliated multi layer graphene is considered to be consistent with
the presence of magnetic flux vortices [78].
Evidence for granular superconductivity in graphite powder at room temperature
has been recently found in the magnetic response of water-treated graphite pow-
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Figure 2.7: (a) Magnetization field hysteresis loops at different maximum field strengths
(150, 200 and 400 Oe) measured in water treated graphite powder at 300 K
after the substraction of a linear diamagnetic background. Taken from [79].
(b) Changes in resistance with time when HOPG samples are immersed in
alkanes (n-heptane). Adapted from [80].
ders [79]. The temperature dependence of the magnetic moment in the zero-field
cooled (ZFC) and field cooled (FC) states show a hysteresis indicating the pres-
ence of pinned magnetic entities in the sample. Measurements of this type at
different applied fields showed very similar behavior as the one observed in gran-
ular superconductors (see Section 2.1.7.2) and Hc1J and Hc2J were determined.
Moreover, the obtained hysteresis loops (after substraction of a linear diamagnetic
background) resemble the results obtained from the Bean model of superconduc-
tors [39] (see Fig. 2.7(a)). As it has occurred with some other graphite powder
and/or HOPG doped systems [72, 73, 74, 75, 81], the transport measurements
did not show a zero resistance state because the amount of superconducting phase
is rather small compared with the bulk system studied. However, the zero resis-
tance state has been recently observed in thin graphite flakes doped with alkanes
(n-heptane and n-octane) at room temperature [80] (see Fig. 2.7(b)). The ob-
servation of persistent currents in a ring-shaped container suggests the existence
of room temperature superconductivity if alkanes are in contact with a graphite
surface.
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2.2.1.2 Pure graphite samples
The first published data indicating the existence of superconductivity in pure
graphite were from Kopelevich et al. [2]. In 1999, they published measurements of
the in-plane resistivity (ρa) of HOPG, as well as magnetization measurements,
which provided evidence for the occurrence of superconducting correlations in
the quantum and classical limits. The physical reason for the existence of a su-
perconducting phase has been related to instabilities in the Fermi surface (spin-
denisity-wave (SDW) or charge-density-wave (CDW) type), which compete with
the superconducting correlations (e.g. the Cooper pair formation). The presence
of inhomogeneous granular superconductivity was based on several experimental
findings, namely: the resistivity drop below ∼ 50 K (which strongly depends on
magnetic field), the absence of Meissner effect (in agreement with the theory of
superconductivity in the quantum limit), the anomalous magnetic behavior and
the ”reentrance” observed in the in-plane resistivity (ρa(T)) for high fields [2].
Posterior work on magnetotransport in HOPG samples again revealed a reentrant
behavior of the in-plane resistance at high magnetic fields and its origin is suggested
to be the common mechanism of Cooper-pair formation [3]. The quantum Hall
effect and Landau-level-quantization-induced superconducting correlations shown
in [3] are necessary to understand the behavior of graphite in the quantum limit.
Similarly, Garcia et al. [82] explained that the metallic behavior of the resistance
of HOPG samples can be fitted to a thermally activated exponential function.
This temperature dependence can be related to the existence of superconducting
channels inside the interfaces in which thermal fluctuations can cause phase slips
(based on the Langer-Ambegaokar-McCumber-Halperin model [83, 84] applied to
narrow superconducting channels).
Later work suggested Cooper pair formation in graphite even at temperatures
as high as 300 K [81]. This was based on the superconducting-type hysteresis
loops of the magnetization measured in pure graphite samples. The finite value
of resistance obtained at low temperatures was justified by the existence of super-
conducting isolated “islands” or “grains” embedded into a non-superconducting
matrix. The size of these “grains”, the distance between them and the conducting
properties of the matrix, will determine if the sample will behave as a supercon-
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ductor or remain metallic [81]. Furthermore, an enhancement of the superconduct-
ing response was found if graphite was sulfur-doped. The adsorbed sulfur atoms
might act as bridges connecting the preexisting superconducting clusters present
in graphite. A “critical temperature” has been define as the temperature at which
a inter-cluster coupling appears [81]. Note that this temperature does not reflect
the critical temperature of the clusters themselves.
Figure 2.8: (a) Enhanced magnetoresistance curve near zero field of a small HOPG flake.
Similar loops are observed for bulk superconductors with pinned Abrikosov
flux lines (as discussed in Ref. [89]). The inset shows a sketch which compares
the hysteretic loop for the resistance of a material with ferromagnetic proper-
ties and a positive magnetoresistance (continuous arrows); the loop observed
for homogeneous superconductors with conventional pinned Abrikosov vor-
tices and Josephson fluxons at the intermediate regions (dashed arrows).
Adapted from [86]. (b) Same behavior of the magnetoresistance curve for a
multilayer graphene sample with a constriction at 2K. Taken from [88].
Transport measurements of mesoscopic graphite samples, with thicknesses between
20 and 100 nm, have been extensively investigated by Esquinazi and coworkers
since 2008 (e.g. [7, 85, 86, 87] among others). Anomalous hysteresis loops in
the magnetoresistance have been found [86, 88] if the magnetic field was applied
perpendicular to the graphene layers. The minimum in the magnetoresistance
was located in the same quadrant field from which one starts the field sweeping
(see Fig. 2.8). This behavior is characteristic of granular superconductors with
Josephson-coupled grains (see e.g. [89]). The scenario can be understood assum-
ing the existence of a two-level critical-state model, where pinned fluxons can exist
inside the superconducting grains as well as in the region between them. The con-
2.2. Superconductivity in graphitic samples 33
nection between grains (i.e. the weak Josephson coupling) usually have much less
pinning and therefore can strongly influence the magnetoresistance behavior, es-
pecially at low fields.
Moreover, a strong anisotropy in the magnetoresistance was observed, as for fields
parallel to the graphene planes no effect was obtained. This strongly suggests that
the superconducting regions (grains or patches) are parallel to the graphene layers.
Andreev’s reflections were also observed in Ref. [86] indicating the presence of re-
flections between localized superconducting regions connected by semiconducting
regions (i.e. graphene plane) in which Cooper pairs may flow over relatively large
distances (as reported in [90]).
Figure 2.9: (a) Hysteresis loops of the magnetization for fields applied normal to the
graphene layers at 300 K after the substraction of a linear diamagnetic back-
ground. The left y-axis data correspond to two different HOPG samples,
namely HOPG-1 (black stars) and HOPG-2 (open squares). The right y-
axis, in units of 10−5 emu/g, correspond to the water treated graphite pow-
der data from [79] (blue solid circles). (b) TEM image of sample HOPG-2
where no interface is observed (see Fig. 3.12 for comparison). The solid
white line correspond to 1 µm. Adapted from [6].
Recently, Scheike et al. [6] reported evidence for superconductivity in bulk highly
oriented pyrolytic graphite (HOPG) samples at room temperature. Interestingly,
they found that the different internal microstructure of bulk HOPG samples led
to completely different responses (see Fig. 2.9). The sample with well defined
interfaces, parallel to the graphene layers (as shown in Fig. 3.12), showed the
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temperature and magnetic field hysteresis similar to those found in water-treated
graphite powders, suggesting the existence of granular superconductivity above
room temperature. The granular superconductivity behavior was observed only
for fields normal to the interfaces, whereas no relevant hysteresis in temperature
or field has been observed for fields applied parallel to them. This points out
the relevant role of the interfaces running parallel to the graphene planes [6] and
reinforce the speculation of the existence of superconductivity located at these
interfaces. In addition to that, a sample without interfaces in its internal structure
(see Fig. 2.9(b)) showed no hysteresis (within experimental error) (see Fig. 2.9(a))
and, hence, no indication of superconductivity was found.
2.2.2 Theoretical work
Motivated by the experimental results obtained in intercalated graphite samples,
several theoretical work have been published to explain the observed phenomena.
For instance, calculations relying on density functional theory techniques applied
in the local density approximation have been used to address the role of the in-
terlayer state in the electronic structure of these compounds [91]. As a result,
a free-electron-like band parallel to the graphene layers crossing the Fermi level
has been related to the interlayer state and appears to become superconducting
if this state is occupied [91]. Note that the free-electron-like interlayer state was
already studied earlier in pure graphite (e.g. Refs. [92, 93, 94]). Interestingly, for a
wide range of graphite intercalated compounds, the interlayer band energy follows
closely that of graphite [91]. The results from pure graphite indicated that inter-
layer states exist regardless of the particular layer stacking and it is present just
above EF . The origin of this new kind of state has been ascribed to the interlayer
bonding states [92].
Different theoretical work also addressed the situation for doped graphene. For in-
stance, Profeta et al. [95], explored lithium and calcium doped graphene systems
where they predicted the existence of s-wave superconductivity. Within their
model, the Cooper pairs are formed by phonon-induced attractive interactions be-
tween charge carriers (enhanced by the dopant adatoms).
Nandkishore et al. [96] obtained from their calculations chiral d-wave supercon-
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ductivity in doped graphene. This approach involves repulsive electron-electron
interaction induced by raising the Fermi level up far away from the graphene’s
Dirac point. Interestingly, a doping of 15 % - 20 % on graphene is estimated to
create a superconducting ground state with a d + id pairing symmetry reaching
room temperature [5]. Similarly, Uchoa and Guinea [9] discussed the possibility of
a superconducting state in metal coated graphene by a plasmon mediated mecha-
nism.
Moreover, the investigation of electron-electron interaction in a pure graphene
layer (i.e. without any doping) has been described as a plausible reason for p-wave
superconductivity to emerge [4]. In this case, the topological disorder enhances the
density of states, leading to instabilities. If the repulsive interactions are strong
enough, superconductivity can appear [4].
New theoretical approaches support the existence of superconducting phases at
high temperatures in pure graphite and graphite based samples in order to give a
physical explanation to the experimental findings (e.g. [6, 79, 97]).
Kopnin et al. [98] demonstrated that surface superconductivity exists in rhombo-
hedral graphite (RHG) and it is a robust phenomenon. RHG is a multilayered
structure (see Fig. 2.10) with low-dispersion, low-energy bands (in contrast with
the conical spectrum near Dirac points in graphene) [98]. The RHG lattice is
formed by layers where the atoms in the A position are on top of atoms in the B
position (further details will be given in Section 3.1). The tight-binding parameters
are represented in Fig. 2.10 and satisfy: γ0 ≫ γ1 ∼ γ3 ≫ γ4.
Previous studies predicted that topological flat-band systems can exhibit surface
superconductivity due to the large density of states (DOS) associated with such
bands [99]. Using density functional theory (DFT) calculations the surface state
dispersion was estimate. They observed that the critical temperature Tc depends
linearly on the pairing interaction and the area of the flat band in the momentum
space. Hence, Tc can be higher than the exponentially small bulk critical tem-
perature [99]. Furthermore, Kopnin and coworkers, demonstrated that even if the
topological protection of the flat band is broken, for instance through the next-
nearest-neighbors hopping in RHG, superconductivity survives. For sufficiently
low pairing potentials, the higher order interactions provide another BCS type of
surface superconductivity with a much larger coupling constant than the usual
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Figure 2.10: (a) Rhombohedral graphite where black spheres represent A sites and greys
spheres B sites. The tight-biding parameters are indicated with colored
bars (grey for the interatomic interaction in the carbon rings, i.e. γ0; red
for γ1; green for γ3 and yellow for γ4). d indicates the interlayer distance
and a0 the interatomic carbon distance inside the ring. Taken from Ref. [98]
superconductivity in bulk. The high DOS emerging from the preexisting flat band
gives rise to enhancement of the coupling constant [99]. In addition to supercon-
ductivity occurring on surfaces, the authors in [98] suggested that stacking faults,
twin or grain boundaries and interfaces between different stacking of graphite con-
taining more than few layers of RHG embedded in the Bernal structure, can induce
superconducting phases.
Moreover, Muñoz and coworkers [100] provided a numerical description of intrinsic
superconducting correlations in multilayer graphene (in the limit of a large number
of layers) at the tight-binding level for different structural order, i.e. rhombohedral
(A-B-C), Bernal stacking (A-B-A) and hybrid stacking (A-B-C / A-B-A). In order
to achieve a proper description of the superconducting correlations along the c-axis,
the authors used highly efficient simulations of the tight-binding Bogoluibov-de-
Gennes equations. A conventional s-wave symmetric order parameter was assumed
as well as an homogeneous pairing potential in the whole structure. Depending on
the studied structure different results were obtained by Muñoz et al.:
In the case of A-B-C structure, they found that the superconducting order param-
eter at the outermost layers was larger than the vanishing pair correlation in the
bulk (see Fig. 2.11(a)). Therefore the surface states dominate the bulk, which be-
comes strongly suppressed (as reported in Ref. [98]). This was related to the sharp
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peak in the local density of states (LDOS) at the surface due to the existence of
flat bands (see Fig. 2.11(b)). Hence, the superconducting correlation is expected
to be more stable on the surface and on a few adjacent layers rather than in the
bulk where the LDOS vanishes near the Fermi energy [100].
Figure 2.11: (a) Order parameter profile (∆z) along the c-axis in ABC stacked multilayer
graphene with 20 layers for three different values of the s-wave attractive
pairing potential U . The inset shows the corresponding ∆z profile for the
ABA case. (b) Local density of states (LDOS) showing the formation of
the s-wave superconducting gap at sublattices A and B in different layers
around EF . Left and center panel show the LDOS at the surface and its
adjacent layer. Right panel shows the LDOS at the bulk. The dashed line
represent the corresponding normal state LDOS which shows the localized
flat band at the outermost layers. The inset of the central panel shows
the surface LDOS in ABC stacked graphene over a wider range of energies.
Adapted from Ref. [100]
On the contrary, the A-B-A structure is found to have an order parameter domi-
nated by the bulk, thus surface superconducting correlations are suppressed (see
Fig. 2.11(a) inset). This is due to the lower density of states for surface non-
dimmer sites when compared to its bulk value [100].
Finally, the authors in [100] suggested that a hybrid stacking could support high
temperature superconductivity. They proposed intercalated hybrid stacked few
layers of graphite as a potential sample to enhance the critical temperature shift-
ing the high-temperature surface superconductivity found in the A-B-C stacking
to the bulk. By considering a few-layers sample (with A-B-C stacking external
layers and A-B-A stacking in the inner layers) they obtained an enhancement of
the bulk correlation. Therefore, it seems reasonable to assume that this hybrid
stacked multilayered structure (or more complex combinations) could support high
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temperature superconductivity due to the interplay between surface superconduc-
tivity present in A-B-C stacking and the bulk superconductivity preserved in the
A-B-A case [100].
Thus, it appears that the stacking order is a determinant factor for inducing su-
perconducting phases in graphite, be they stacking faults, interfaces between dif-
ferent stacking orders, etc. Moreover, the twisting between graphene layers can
also produce remarkable modifications of the expected properties. For instance,
phonon-mediated interlayer conductance has been predicted in bilayer graphene
(BLG) systems with twisted layers [101]. Furthermore, Van Hove singularities
have been observed to depend on the twisting angle in BLG [102].
It seems that the inner structure of graphite, in terms of stacking faults, different
orientations between graphene layers (and/or different stacking blocks), interfaces
appearing between different stacking blocks, etc. have a major role in the electri-
cal properties and, more interestingly, they appear to be good ingredients for the
existence of a superconducting state.
3. Direct investigation of Graphite
Interfaces: HOPG Lamellae samples
After the influence of the internal interfaces of HOPG in transport properties has
been pointed out in Section 2.2, this chapter describes the appropriated type of
sample to directly investigate the role of these interfaces. It starts with the descrip-
tion of the inner structure of graphite and special attention is paid to the existing
interfaces. After that, a detailed description of the sample preparation protocol is
presented. The chapter finishes with a preliminary sample characterization.
3.1 Graphite structure
Graphite is one of the best known allotropes of Carbon together with Diamond.
Graphite is a three-dimensional (3D) layered material in which every layer is weakly
coupled to each other. Each of these layers is called graphene. Therefore, it seems
reasonable to start with the basic unit that graphite consists of, i.e. graphene.
Graphene is a single layer of carbon atoms tightly packed into a two-dimensional
(2D) honeycomb lattice, which can be seen as composed of benzene rings without
their hydrogen atoms. It is the base of other carbon based structures with different
dimensions, such as fullerenes or buckyballs (0D), carbon nanotubes (1D) and as
just mentioned graphite (3D) (see Fig. 3.1).
In 2004, Andre Geim’s group at Manchester University in England, successfully
isolated a single layer of graphene for the investigation of transport properties for
the first time [104]. Graphene can be described ideally as the most two-dimensional
(2D) electronic material in nature, since it is exactly one atomic monolayer thick.
One of the most remarkable consequences is that the carrier dynamic is strictly
confined in a 2D layer. In a graphene layer each carbon atom inside a hexagonal
ring has three σ bonds to its three nearest neighbors in a sp2 configuration. As
these bands have a filled shell, they form a deep valance band. The other p orbital
is perpendicular to the planar structure and can bind covalently with neighboring
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Figure 3.1: (a) Graphene structure where the 2D hexagonal lattice of carbons is shown.
(b) A-B-A stacked graphene layers (Bernal structure), i.e. graphite. (c)
Rolled-up cylinder of graphene, i.e. carbon nanotube. (d) C60 molecule
consisting of graphene balled into a sphere by introducing some pentagons
as well as hexagons into the lattice, named fullerene. From Ref. [103]
carbon atoms, leading to the formation of a π band, which is half filled as each p
orbital has one extra electron.
The Brillouin zone of graphene has two inequivalent corners called Dirac points.
They are of great importance in the electronic properties of graphene as they play
a similar role to the one of Γ points in direct band-gap semiconductors. The
electronic band dispersion of a monolayer graphene was calculated by Wallace in
1947 [105] and it exhibits a linear dispersion relation at least at the energies of
most of the experiments [104, 106, 107]. This linear dispersion resembles the en-
ergy of ultrarelativistic particles, i.e. particles that can be quantum mechanically
described by the massless Dirac equation. Thus, the elementary excitations are
Dirac fermions (instead of ordinary electrons) and, as a result, extremely inter-
esting electronic properties have been observed in graphene. For instance: room
temperature quantum Hall effect [108], high carrier mobilities that can exceed
15000 cm2/Vs [104], room temperature ballistic transport with mean free path of
100 nm [109], etc.
If we consider two graphene layers weakly coupled by interlayer hopping, we have
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the so-called bilayer graphene (BLG). BLG samples present an effective change
in the band structure, as a gap between the conduction and valence band could
open at the former Dirac crossing point [110]. If this symmetry breaking could
be controlled externally, the electronic conductivity could be changed. In fact,
Ohta and coworkers observed a band gap in bilayer graphene if one of the lay-
ers was chemically doped by adsorbed metal atoms (potassium) [111]. They could
manipulate the occupation of electronic states near the Fermi energy and the mag-
nitude of the gap between the valence and conduction bands by controlling the
carrier density induced by a chemical doping. Moreover, Zang et al. [112], engi-
neered a band gap in bilayer graphene that could be precisely controlled from 0
to 250 meV. They “electrical” instead of chemical doping, using a tunable electri-
cal field applied perpendicular to the graphene plane. In essence, they created a
virtual semiconductor from a material that is not inherently a semiconductor at all.
By adding one layer more into the structure (i.e. three layers of graphene (TLG)) a
new parameter must be taken into account, the stacking geometry. There are two
natural stable isomers of TLG: A-B-A (or Bernal stacking), where the atoms of
the topmost layer lie exactly on top of those of the bottom layer (see Fig. 3.2(a));
and A-B-C (or rhombohedral stacking), where one sublattice of the top layer lies
above the center of the hexagons in the bottom layer (see Fig. 3.2(b)).
Figure 3.2: (a) A-B-A lattice structure of Bernal graphite. (b) A-B-C lattice structure
of rhombohedral graphite. Each image presents from left to right the corre-
sponding 3D structure, the schematic diagram and finally a top view of the
lattice structure. Adapted from Ref. [113].
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The influence of the stacking order into the energy bands diagram has been ad-
dressed theoretically in several work. For instance, in Ref. [114] density functional
calculations within the local density approximation (LDA) showed that the elec-
tronic band structure near the Fermi level is highly sensitive to the stacking ge-
ometry. That is: the A-B-A TLG presents a net crossing of bands in the vicinity
of the Fermi level, creating a domain of coexistence of electrons and holes [114].
Hence, it is a semi-metal with a rather small overlap of conduction and valence π
bands [115]. Nevertheless, the A-B-C TLG shows a single crossing point between
valence and conduction bands near the K point of 20 meV [115]. Consequently,
the coexistence of charge carriers is forbidden in this case [114].
Experimental studies on the transport properties of Bernal-stacked TLG and
rhombohedral-stacked TLG proved these theoretical predictions [116, 117]. Local
spectroscopy experiments on such samples also verified the theoretical work [118].
Moreover, all these studies indicated the existence of a tunable electric band gap
via electric field gating, which gives TLG a large potential for electronic applica-
tions.
If one adds one more layer to the sample, we have the so-called tetralayer graphene.
They can exist in the following structures: A-B-A-B, A-B-C-A, A-B-A-C and A-B-
C-B. It has been found that the Bernal A-B-A-B and A-B-C-A are respectively the
most and the second most stable structures [114]. Four layers graphene samples
have been theoretically addressed also through the density functional calculations
within LDA (e.g. [114, 115]). The band structure of A-B-A-B 4-layer graphene
presents crossings which allow a net overlap between a hole band and an electron
band [114]. Therefore, it appears that the Bernal-like stacking is the most ad-
equate one to explain ambipolar transport, since electrons and holes coexist for
a sufficiently wide domain of energy. Rhombohedral A-B-C-A tetralayer system
presents a flat (or rather concave) band gap and, similar to the BLG, allow only
a few points crossing [114, 115].
Infrared absorption spectroscopy measurements have proved the theoretical ap-
proach [119]. Distinct optical conductivities spectra have been observed for sample
with four layers of graphene, which afterwards have been successfully fitted with
the expected spectra for Bernal or rhombohedral stacking respectively [119].
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When the number of layers is further increased (up to ∼ 10 layers), we have the
so-called few-layers-graphene samples (FLG). They are considered as an interme-
diate state between bulk graphite and a single layer graphene. Hence, their band
structure is expected to have reminiscences of both of them. The interlayer in-
teraction that creates the band dispersion in 3D graphite is responsible in FLG
systems for the band mixing.
Thicker graphene systems are referred as multi-layered-graphene (MLG). They
might be naively considered as the parallel of several single layer graphene and/or
controlled sequences of the stacking mentioned before. However, experimental
studies have shown that each specific sample is almost a unique material sys-
tem presenting small differences even for equal thicknesses (see e.g. [7, 85]). The
mixture of different stacking orders might explain the variety of results, as the-
oretically predicted in the calculation of the band structure of MLG samples for
Bernal, rhombohedral and mixed stacking structures [113]. Nevertheless, the ori-
gin of the different physical properties of MLG samples is still under discussion.
The role of the graphene layers inside the structure of a MLG sample, the influ-
ence of different stacking orders and the states that might appear at the interfaces
between different stacking structures are not clear yet.
Finally, if we consider a very large number of graphene layers stacked with regular-
ity, we have a single crystal of graphite. Graphite’s typical layered structure gives
rise to a very strong anisotropy in its properties, e.g. very easy cleavage along
the layers, high conductivity in the plane of the layers but poor perpendicular
to them, etc. There exists a wide range of structures that can occur in common
graphites. In this work, we only used high-quality synthetic graphites, i.e. Highly
Oriented Pyrolitic Graphite (HOPG), which layers are highly oriented with an
angular spread between 0.3 ◦ and 0.4 ◦.
Ideally, crystalline graphite has an Bernal A-B-A-B-A-B... stacking order of lay-
ers. In this case, there will be four carbon atoms per unit cell giving rise to four
π bands near the Fermi surface. Moreover, there will be six bonding σ-bands well
below EF and six antibonding σ-bands well above EF . Since the bonding and
antibonding σ-bands lie far from the Fermi level, the transport properties depend
almost entirely on the electronic dispersion of the π-bands. Although the inter-
action between layers is weak, it has a very important effect on these π-bands
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near the 3D Brillouin zones edges. It causes a band overlap, which is responsible
for the semi-metallic properties of graphite. The standard model to describe the
dispersion relations for 3D graphite near the Fermi level has been developed by
Slonczewski andWeiss [120] and McClure [120, 121, 122], the so-called Slonczewski-
Weiss-McClure (SWMcC) model. This model gives a phenomenological treatment
of the electronic structure for the four π-bands based on crystal symmetry using
the tight-binding approach (similar as it has been done for SLG, BLG and MLG).
Figure 3.3: (a) Lattice structure of a Bernal-type stacking graphite with the correspond-
ing SWMcC band parameters. Adapted from Ref. [123]. (b) Band structure
of 3D graphite including the π-bands (dashed) and the σ- bands (solid lines)
after Ref. [124]
The coupling between the layers gives different types of hopping terms between
π orbitals in different layers. The SWMcC model introduces seven order param-
eters (γ0, γ1, γ2, γ3, γ4, γ5 and ∆) to describe the band structure [120, 125] (see
Fig. 3.3(a)). γ0 represents hopping within a layer; γ1 represents the coupling be-
tween the orbitals in atoms which are nearest neighbors in successive layers; γ3 and
γ4 represent the hopping between orbitals at next nearest neighbors in successive
layers; γ2 and γ5 describe the coupling between orbitals at next nearest neighbor
layers. ∆ is the on-site energy that reflects the inequivalence between the two
sublattices in each graphene layer in presence of a neighboring layers.
The solutions of this model have been applied to the interpretation of a large
3.1. Graphite structure 45
variety of experiments relevant to the electronic structure and Fermi surface of
graphite, however it cannot be used, for example, to describe the optical proper-
ties. Therefore, the SWMcC model was later on modified including contributions
from both the π and the σ bands. One example of first principles calculations for
3D graphite electronic structure is shown in Fig. 3.3(b).
Going to a more macroscopical approach of the structure of highly oriented graphite,
we now address the discussion to the presence interfaces, faces, dislocations, etc.
There are different techniques that can be used to evaluate dislocations. One of
the most conventional method is Transmission Electron Microscopy (TEM) em-
ploying diffraction contrast for dislocation analysis. Moreover, Scanning Electron
Microscopes (SEM) can also access diffraction contrast imaging through the phe-
nomenon of electron channeling. This technique removes the limitations imposed
by TEM analysis (destructive sample preparation process, limited viewing area...)
and still offers sufficient resolution to analyze individual dislocations [126].
If we assume that a crystal can be described as channels or paths where an electron
can penetrate to a higher depth before scattering, the presence of an edge disloca-
tion can locally convert an “open channel” into a “closed channel”. Therefore, a
perfect crystal should not show contrast, but rather a constant signal in the elec-
tron channeling image. On the contrary, the presence of a certain dislocation will
produce contrast in the image. Certain orientations of the crystal will backscatter
more electrons than others, giving rise to orientation-contrast ratio in the chan-
neling imaging. Further details about this technique can be found in Ref. [126].
Fig. 3.4(a) shows a TEM cross-section image of HOPG where a regular stacking
is shown. The different contrast coming from different stacking-blocks is related
to slightly different orientations with respect to the c axis. Also a few streaks per-
pendicular to the layers are observed. Fig. 3.4(b) and (c) present an electron chan-
neling contrast and an electron channeling pattern respectively of the surface (in
plane or a-b plane) of a HOPG flake. The pattern is slightly distorted (compared
with the one observed for instance in Kish graphite samples [127]) indicating the
aggregation of crystallites with slightly different orientations. Fig. 3.4(b) clearly
shows that HOPG is composed from crystalline domains, in which c-axis is unique
but a-axes have different orientations.
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Figure 3.4: (a) TEM cross-section image of a HOPG piece of sample. (b) Electron
channeling contrast coming from the surface (or near surface) of a HOPG
flake. (c) Electron channeling pattern of a HOPG flake. Adapted from
Ref. [127]
Hence, it is clear that the existence of crystallites in the a-b plane with a slightly
different orientation and specially, the different blocks of staked graphene layers
with different orientation respect to the c-axis, create a certain number of interfaces
in the structure of graphite. Once the structural presence of interfaces has been
proven, we focus our interest in investigating their role in the transport properties
of graphite.
3.2 Lamellae samples to study the interfaces
The interfaces running parallel to the graphene planes in HOPG have been iden-
tified by Transmission Electron Microscopy (TEM) more than 20 years ago [128].
However, only some years ago they have been considered as potential origin of the
metallic and/or superconducting behavior of graphite [85]. Moreover, the exis-
tence of phases between Bernal and rhombohedral stacking order in graphite has
been found in some parts of single samples [115, 129, 130], which might result in
additional interfaces. Note that the presence of rhombohedral graphite in natural
and synthesized graphite is of ∼ 16 % [115].
The interfaces identified by TEM are located between two crystalline regions,
which have a misalignment angle with respect to the c axis between them. This
misalignment gives rise to the different grey colors in the TEM image (Fig. 3.5(b)).
Each crystalline region is formed of a large number of graphene layers and they
have thicknesses ranging between 30 and 200 nm (see Fig. 3.5(b)). Fig. 3.5(c)
shows an electron backscattering (BSE) image of the in-plane orientation of HOPG,
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where crystallites are clearly visible (in good agreement with the results shown in
Fig. 3.4(b)). The size of these crystallites varies from ∼ 5 to ∼ 20 µm. The grain
boundary between these in-plane crystallites can be seen as well by TEM. For
instance, if one has a close look on the right side of the TEM image in Fig. 3.5(b),
one can see two different intensities of grey in the same horizontal block of stacked
graphene separated by an inclined line, which actually corresponds to the grain
boundary between two of the in-plane crystallites shown in Fig. 3.5(c).
Figure 3.5: (a) Sketch of the Bernal structure (ABA) of graphite. Taking into account
that the separation between graphene layers is 0.34 nm, one of the crystalline
regions presented in Fig. 3.5(b) (with a thickness of ∼ 100 nm) will contain
∼ 300 graphene layers (as indicated in Fig. 3.5(a)). (b) TEM image of
HOPG. Different grey colors correspond to different angles of the crystalline
regions with respect to the c axis. The black scale bar is equivalent to 1 µm.
(c) Electron backscattering image of the in-plane orientation of HOPG. The
scale corresponds to 20 µm (adapted from [8]). (d) Optical image of the
surface (ab plane) of a bulk piece of HOPG. The black scale bar is equivalent
to 1 cm. The very small red dot corresponds to the place where the thin
Lamella has been produced.
The electronic properties of the interfaces have not been directly investigated yet as
the contacts of the samples studied so far have been always located at a large area
parallel to the graphene planes. In order to study the transport properties of the
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internal interfaces (or faces) within the bulk of a graphite sample, we need either
to reduce the size of the sample (thickness and/or through a lateral constriction)
in order to increase the sensitivity of the voltage measurement to the contribu-
tion of the interfaces; or contact directly the edges of the interfaces through the
preparation of a TEM lamella. In this work we chose the second possibility (see
Section 3.3.2 for all the details of the process). In order to properly measure the
electrical response of the interfaces, the electrical contacts are required to be in
a precise configuration. That is, the current must be applied from one edge of
the lamella to the opposite one and the sensing voltage contacts must be placed
in between, so that the current can flow through one or more interfaces and the
response can be detected in a part of its path.
Furthermore, adequate dimensions are needed to successfully investigate the con-
tribution of the interfaces to transport properties: (1) A sample of several µm in
the c axis direction (width) is required so that several interfaces are contained.
The width will not play an important role as long as it is large enough to have
a big number of interfaces, i.e. from ∼ 4 µm on. (2) A careful reduction of the
size has to be done in the a-b plane (thickness). On the one hand, this dimension
has to be small in order to confine the current path through the interfaces and
avoid the grain boundaries between crystalline regions in the ab plane. On the
other hand, we must keep it large enough so that the potential superconducting
regions are big enough (i.e. the larger than the coherence length) in order to not
detriment the superconductivity. (3) The lamella length can be adjusted as the
experiment requires, in our case, it must be large enough to place good electrical
contacts.
The thickness of TEM lamellae samples is necessarily very small (from ∼ 20 to ∼
200 nm) in order to have electrons going through the sample to obtain good TEM
images. Moreover, the width and length of such samples are usually ∼ 5 µm and
∼ 10 µm, respectively, so that different areas of the sample can be investigated.
Thus, they appear to be the proper type of samples we need to study the elec-
tronic properties of HOPG interfaces with the exception of the thickness, which
afterwards has been found to be a limiting factor concerning the exitance of su-
perconductivity (for further details see Chapter 4).
At this point, we know the required sample dimensions and the proper contact
configuration to directly investigate the properties of the interfaces. Furthermore,
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this scenario permits having interfaces in the lamellae samples with a mixed stack-
ing configuration, e.g. A-B-A Bernal parts coexisting with A-B-C rhombohedral
graphite, and/or interfaces between the two stacking orders. Hence, taken into
account the theories proposed by Muñoz et al. [100] and Kopnin et al. [98], which
predicted a superconducting state in such scenarios (see Section 2.11), these sam-
ples might lead to the observation of superconducting properties.
3.3 Sample preparation and characterization
This section covers the step-by-step preparation of the so-called TEM lamellae
samples for transport measurements. The main tool used in this process is a Dual
Beam Microscope, therefore a short introduction about it and its applications is
also presented here.
3.3.1 Scanning Electron Microscopy (SEM) and Focused Ion
Beam (FIB) Microscopy
A large amount of literature describing Scanning Electron Microscopy and Ion
Beam Microscopy is available nowadays, e.g. Ref. [131], which has been consulted
to write this Section.
The development of the electron microscopy by replacing the light source with
a high energy electron beam increased remarkably the resolution of the obtained
images. The lenses are substituted by electromagnetic coils and they are used to
focus the electron beam onto the sample plane. The focused electron beam scans
the surface of the samples systematically, producing large numbers of signals that
are converted into a visual signal displayed on a cathode ray tube. The image
formation strongly depends on the interactions between electron beam and sam-
ple. If the interaction produces a negligible energy loss during the collision, and
the scattered electrons angle is of more than 90 degrees (elastic scattering), these
are called backscattered electrons (BSE). They provide both compositional and
topographic information. Due to the fact that BSEs have a large energy, which
prevents them from being absorbed by the sample, the region of the specimen
from which BSEs are produced is considerably large and the lateral resolution is
reduced (∼ 1 µm). The large penetration depth gives information about features
that are deep beneath the surface. If there is a transfer of energy from the incident
50 3. Direct investigation of Graphite Interfaces: HOPG Lamellae samples
electrons to the sample, the energy of the deflected electrons will be obviously re-
duced (inelastic scattering). The amount of energy loss depends on whether the
sample electrons are excited singly or collectively, and on the binding energy of the
electron to the atom. Consequently, the excitation of the sample electrons dur-
ing the ionization leads to the generation of secondary electrons (SE) (typically
of around 3-5 eV). As they have low energy, they can only escape from a region
within a few nanometers of the material surface, and thus they are used to make
the topographic contrast visible. Structures down to ∼ 10 nm can be resolved.
Furthermore, a number of other signals are produced when an electron beam strikes
a sample. The most significant of these signals are characteristic X-rays, Auger
electrons and cathodoluminescence. The analysis of characteristic X-rays is widely
used to provide chemical information: when an inner shell electron is displaced by
collision with a primary electron, an outer shell electron may fall into the inner
shell to reestablish the proper charge balance in its orbitals following an ionization
event. Thus, by the emission of an X-ray photon, the ionized atom returns to its
ground state. As each element has a unique atomic structure the collected X-ray
spectrum allows the chemical characterization and composition description of the
studied sample. This is known as energy-dispersive X-ray spectroscopy (EDS or
EDX).
Another important method that can be used is the transmitted electron beam if
the sample is thin enough for primary beam electrons to pass through. In this case,
the detectors are positioned underneath the sample and give information about
the internal structure with a high sensitivity. Depending on the experimental con-
ditions, this method can be very sensitive and give very precise information about
the structure, even in the range of a single atom. The integration of scanning
electron beam with a transmission electron microscopy (TEM) detector generates
scanning transmission electron microscopy (STEM).
We used a Nanolab XT200 Dual Beam Microscope from FEI which has both, an
electron beam source and a Gallium ion beam source (see Fig. 3.6). The basic
principles of the ion beam and its interaction with samples are similar to those of
the electron beam explained before. One important difference is that the Gallium
ions penetration depth is only about 10-20 nm in the range of energy generally
used (i.e. ∼ 30 keV), quite different from that of electrons (typically ranges from 1
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Figure 3.6: (a) Nanolab XT200 Dual Beam Microscope set up. The numbers indicate:
(1) Electron beam source; (2) Gallium Ion Beam source; (3) EDX module;
(4) TEM module; (5) Gas injectors of Platinum, Palladium and Tungsten for
EBID or IBID; (6) Electronics to control the micromanipulator. (b) Micro-
manipulator (1), its controller (2) and the sample holder for the microscope
(3). (c) Infrared image of the SEM chamber. (1) electron beam column; (2)
ion beam column; (3) sample holder; (4) manipulator; (5) Injector for WC
deposition.
to 5 µm with the beam incident perpendicular to the sample). The use of focused
ion beam (FIB) technology in the area of nano-prototyping and nano-fabrication
is becoming increasingly important as dimensions continue to shrink from the
micrometer to the nanometer level. Patterning FIB based processes to remove or
deposit material are dependent on several parameters: the ion beam current; the
beam dwell time (i.e. the time the beam resides in a spot); the relative distance
between beam position (defined by a percentage overlap); and the gas flux (if using
a chemical gas precursor). The actual FIB milled dimensions that can be achieved
are always larger than the beam diameter and vary depending on the collision
cascade defined by the ion-solid interactions for any given target.
It is possible as well to deposit micro- and nano-structures using both, electron
and ion, beam sources. The procedures are called Electron (or Ion) Beam Induced
Deposition (EBID or IBID). The basic principle is that a gas containing precursor
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molecules, which include the metal to be deposited, is injected into the vacuum
SEM system as close as possible to the surface where the deposition is required.
In the EBID the secondary electrons coming from the scan hit the molecules,
dissociate them, and the metal gets deposited. In the case of IBID, the ions
directly hit the molecules. Another important difference between the use of EBID
and IBID is the amount of metal deposited in the fabricated structures. Completely
different properties can be found in metal based structures grown with electrons
or ions (see for example Ref. [132]).
The incorporation of robotic manipulators in scanning electron microscopes opens
the door to applications for nanomanipulators. Nanomanipulator can be defined as
electromechanical devices used for controlled movements with a resolution higher
than 100 nm. They permit to locate nano-structures using SEM imaging, connect
electrodes to them, and perform electrical and/or mechanical measurements all in a
single experiment. We used a Micromanipulator and the corresponding controllers
from Kleindiek Nanotechnik GmbH (MM3A-EM) which include the system setup,
the manipulator, a tip holder, power supply, and an external cube for manual
control (see Fig. 3.6(b) and (c)).
3.3.2 Sample fabrication
A complete process for the production of lamellae samples of Highly Oriented
Pyrolytic Graphite (HOPG) has been developed to investigate transport properties
and it is depicted in this section.
3.3.2.1 From bulk HOPG to thin Lamellae
We start with a piece of HOPG of the highest crystalline quality, i.e. (ZYA), avail-
able from Advanced Ceramics or Momentive Performance Materials Inc. HOPG is
a synthetic material produced by the pyrolysis of organic compounds (pyrocarbon)
at very high temperatures (sometimes more than 3000 ◦ C) under the application
of uniaxial compressive stress. Thus, a high degree of preferred crystallographic
orientation of the c-axis perpendicular to the surface of the substrate and an im-
purity level of ∼ 10 ppm or better are obtained. A useful method to evaluate
the quality of crystals (or polycrystalline samples) is the study of rocking curves.
The full width at half maximum intensity (FWHM) of such curves can be used to
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determine the dislocation in the film, the curvature of the sample, the misfit strain
or the quality of the interfacial region, among other properties. The rocking curve
width of all the used HOPG samples is 0.4±0.1 ◦ (see Fig. 3.7), i.e. the angular
spread between the graphite sheets (graphene layers) is of 0.4 ◦.
Figure 3.7: Rocking curve of a piece of HOPG from which some of the lamellae samples
studied in this work have been produced, namely batch 1. The inset shows
an optical image of a HOPG sample.
As mentioned in previous Sections, the aim was to obtain TEM lamellae samples
with the following characteristic dimensions: 300 to 800 nm thickness x 5 to 8 µm
width x 15 to 18 µm length. The reduced thickness implies a small ab plane area,
however, the selected lamella width (dimension that goes along the c axis) will
contain a large amount of graphene layers and thus, a highly probable existence
of interfaces as observed by TEM. We used the FIB microscope facilities to pro-
duce such samples. In particular, in order to achieve the required dimensions the
Gallium ion beam was used to perform a milling on graphite.
The first difficulty we faced was the contamination that the Ga+ produces. Monte-
Carlo simulations given by the stopping range of ions in matter [133] were used to
estimate the penetration of the Ga+ in our system. Before getting started with any
milling process and in order to avoid direct contamination, a 300 nm thick layer of
Tungsten Carbide (WC) was deposited on the HOPG selected area using EBID. A
current of 0.54 nA and an acceleration voltage of 15 keV were used, which assured
an insulating structure as a result [132]. Note that when we deposited WC using
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Figure 3.8: (a) Sketch of the configuration used to perform the milling. The green rect-
angle represents the WC protection layer. The dashed lines on the HOPG
delimit the areas to be removed, and the solid black lines determine the
lamella after the cutting process. The blue arrow represents the c axis of
graphite. (b) and (c) SRIM calculation of Ga+ penetration where the verti-
cal component corresponds to the penetration depth on the samples and the
horizontal component shows the lateral effect. The red arrows represent the
Ga+ beam hitting point on the sample surface and the green lines the areas
Ga+ actually penetrate. (b) Simulation for the 300 nm thick WC layer. (c)
Simulation for HOPG.
EBID all along this work we always kept the same deposition parameters, and
therefore the insulating properties of the used structures. The penetration of the
Ga+ ions with 30 keV accelerating voltage in such WC structures (using the chem-
ical composition reported in [132]) has been estimated. As shown in Fig. 3.8(b),
the 300 nm WC layer is enough to stop all the Ga+ ions from contaminating the
HOPG surface, as they penetrate ∼ 50 nm inside it.
However, there will be always a lateral contamination on all the produced lamel-
lae surface. Taken into account the sketch in Fig. 3.8(a) of cutting configuration
used, it is clear that the Ga+ ions hit the HOPG surface perpendicularly (dotted
line). The milling will remove the indicated triangular structures and the result-
ing lamellae sample is the small grey rectangle inside the them. Although the
upper part of the lamella is very well protected by the WC layer, there will exist
a layer of contamination on each of the sides of the so produced lamella. Using
Monte-Carlo simulations we estimated a drop-like area of ∼ 50 nm diameter (as
shown in Fig. 3.8(c)), which produces a lateral contamination layer of ∼ 25 nm
of both sides of the lamellae. Ga+ ions destroy the crystallinity of graphite, i.e.
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a layer of amorphous carbon is created [7], which results in an large increase of
the electrical resistance of the modified sample [134]. Nevertheless, the four points
measuring technique used in all the experiments prevents the contribution of this
∼ 25 nm thick disorder layer. This method (see Section 4.1 for details) allows us
to only measure the contribution to the resistance of the inner part of the lamellae
(non-modified region) because its resistance is much smaller than the irradiated
layer [134].
Once the contamination effects have been evaluated we proceed with the experi-
mental part of the milling and the subsequent processes to complete the fabrication
of lamellae samples.
First, the acceleration voltage was set to 30 keV and a rough milling with a cur-
rent of 5 nA was performed to remove big areas (of several micrometers). The
current was progressively reduced to both diminish the contamination of Ga+ and
increase the accuracy (when getting close to the final thickness and small areas
of some nanometers were removed). To perform the last fine re-thinning the cur-
rent is set to 0.1 nA and only very small areas of few nanometers were trimmed.
The region of interest, i.e. the lamella, is created therefore by removing material
around it through the FIB milling. Lamellae with different thicknesses between
300 and 800 nm have been prepared. The length and the width have been fixed
respectively to ∼ 8 µm and ∼ 17 µm.
Having the required dimensions we proceeded with the lift out, which basically con-
sists of moving the sample out from the bulk HOPG piece. The micromanipulator
described in Section 3.3.1 was used. We approached the end of the micro-metric
needle placed at the manipulator to the sample and a small soldering point of
tungsten was deposited using EBID (see Fig. 3.10(e) and (f)). The remaining
connecting part of the lamella to HOPG was cut using the Ga+ beam with a low
current and we moved the sample up. At this point the lamella is a free standing
structure (see Fig. 3.10(g) and (h)) attached to the end of a micromanipulator.
In order to measure properly the transport properties of lamellae samples we
needed to transfer them into an insulating substrate. Note that we always used
p-doped Silicon substrates with Si3N4 insulating layer of 150 nm on top. At this
point, we took the needle with the lamella soldered on its tip and placed it on a
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Figure 3.9: Optical images of: (a) Tip of the needle used to transfer the lamella which
is soldered at its end. (b) Zoom in of (a). (c) Needle with the lamella
soldered at its tip approaching the Si/Si3N4 substrate. (d) Zoom in of (c).
(e) Lamella laying on the substrate after falling from the needle tip. (f) to
(h) Three different lamellae samples after being transferred to the Si/Si3N4
substrate. The corresponding scales are: (a) and (c) 100 µm; (b), (d) and
(e) 20 µm; and (f), (g) and (h) 5 µm.
holder of another manipulator (see Fig. 3.9(a) to (d)) fixed to an optical micro-
scope. We used an optical microscope from Suruga Seiki Co., model DZ3, with
a color camera from Sony and a micromanipulator from Kleindiek Nanotechnik
GmbH, model MM3A-EM that makes motor steps with micro-metric precision.
We took a clean substrate and carefully brought the tip close to it, using the
micro-metric steps allowed by the manipulator, and always working with the op-
tical microscope image (see Fig. 3.9(c) and (d)). As soon as the lamella touched
the surface of the substrate, the soldering point between lamella and needle tip
broke and thus, the lamella fell into the substrate (see Fig. 3.9(e)). Fig. 3.9(f) to
(h) show three lamellae samples on Si/Si3N4 substrates.
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Figure 3.10: SEM images of the whole sample fabrication process. (a) WC protection
layer grown on top of HOPG; (b) and (c) Lamella after the rough milling
from different angles, where the structure is created after removing the
corresponding areas; (d) Zoom in of (c) where the thickness of the sample
can be measured, i.e. ∼ 500 nm in the thinnest part; (e) Manipulator
tip soldered to the lamella; (f) Zoom in of (e); (g) Lamella soldered to
the manipulator and free from the bulk piece of HOPG; (h) Lamella far
from the HOPG; (i) Lamella transferred to a Si/Si3N4 substrate; (j) EBID
of WC to create the so-called ”stairs”; (k) Sample after the whole EBL
process and the thermal evaporation of Platinum and Gold; (l) Zoom out
of (k). The white bars are the corresponding scales: (a), (b), (c), (g) and
(i) 5 µm; (e) 4 µm; (d) and (f) 1 µm; (h) 30 µm; (j) and (k) 10 µm; (l)
20 µm.
3.3.2.2 Fabrication of the electrical contacts
As mentioned previously, the thicknesses of the prepared lamellae are from 300 to
800 nm, which are definitively too large for an effective lithography. To overcome
this problem, insulating structures made of tungsten carbide were grown using
EBID with the adequate parameters mentioned in Section 3.3.2.1, i.e. 0.54 nA
and 15 keV. The resulting structures are what we called “tungsten stairs”, as they
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allowed a continuous metallic layer to grow from the substrate up to the sample
surface. A thin rectangle of ∼ 100 nm was deposited at the beginning and then,
consecutive rectangles with increasing thicknesses were grown, until we reached
a height corresponding to the sample thickness. The final result can be seen in
Fig. 3.10(j).
The number and the position of the “tungsten stairs” depend on the configuration
needed for posterior experiments. In the case studied here, we always used four
point probes in order to not have the contribution coming from the resistance of the
contact (see Section 4.1). However, the flexibility of this method opens the possibil-
ity to investigate Hall resistance, inhomogeneities in samples, length dependence,
anisotropic effects, etc. just by selecting the right position of the “tungsten stairs”.
Once reached this point, good electrical connections must be done and for that we
used Electron-beam lithography (EBL). This technique is widely used to design
micro and nano structures. It is based on the use of a resist which will react to
the exposure to an electron beam. The electrons penetrate the irradiated areas
and chemically modify them. To create the intended structures, these areas can
be removed with the appropriate acid (called developer).
First, the lamellae samples had been coated with a standard positive resist ([poly
(methyl methacrylate)] PMMA from AllResist GmbH (AR-P 671.05 ; 950 K)).
We deposited a covering layer of ∼ 600 nm obtained using rotational speeds of
∼ 1000 rpm for 20 s. Subsequently, the samples were annealed at 175 ◦ C for 30
minutes in an oven.
To create the needed structures, the scanning electron microscope described in
Section 3.3.1 with a lithography unit controlled by an Elphy Plus pattern gener-
ator from Raith GmbH was used. The dose, i.e. the charge per unit of area, was
optimized for our samples and fixed at 70 µC/cm2.
The next steps were to immerse the sample into the developer AR 600-55 (methyl
isobutyl ketone and isopropyl alcohol, from AllResist GmbH) for 15 seconds and
immediately after into the stopper AR 600-60 (isopropyl alcohol, from AllResist
GmbH) to stop the reaction of the developer.
FInally, we obtained the required pattern where all the substrate was covered
with resist except the area where the metallic contacts will be placed. So far,
the structure is in the micrometer range, however it is necessary to have electrical
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contacts as big as several millimeters for posterior connections. Therefore, we used
the micromanipulator described at the end of Section 3.3.1 with a soft needle to
scratching the resist and hence, create the electrical paths as needed.
At this point, we had the micro- and mili-metric structures (areas without resist)
as required. In order to grow the metallic connections we used thermal evaporation
of platinum and gold successively. This process consists basically in a strong local
heating of a piece of metal in a vacuum chamber that will evaporate and deposit
on a substrate conveniently placed. We needed to deposit a thin layer of platinum
to guarantee a good adherence of gold on graphite. We used a current of 100 A
for platinum deposition and 80 A for gold deposition, always keeping the pressure
below 5× 10−5 mbar. A layer of ∼ 2 nm of platinum and a subsequent layer of ∼
20 nm of gold was obtained.
The next step was the lift-off, where the remaining resist is dissolved by immersing
the sample in acetone for ∼ 5 minutes. At this stage, the EBL pattern and the
scratched areas were present in the form of metallic paths, i.e. electrical contacts.
Finally, as all the equipments to measure transport properties in our laboratory
have holders for chip carriers of 28 pins, we placed our sample in one of them. The
substrate was fixed to the chip carrier with cryogenic varnish (GVL Cryoengineer-
ing IMI, 7031), and the sample was connected to the chip with silver paste (Plano
GmbH, G3303A) and gold wires of 25 µm diameter (Heraeus, 12378862).
Fig. 3.10(k) and (l) show the final result after the whole procedure was successfully
completed.
3.3.3 Sample characterization
Before getting started with the electrical measurements we performed a series of
experiments in order to preliminary characterize the HOPG TEM lamellae sam-
ples, such as STEM, EDX and Raman Spectroscopy.
3.3.3.1 Scanning Transmission Electron Microscopy (STEM)
Besides the preparation of lamellae for transport properties, we specifically pre-
pared very thin lamellae in order to investigate their internal structure using Scan-
ning Transmission Electron Microscopy (STEM). We executed the same milling
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process described before but the final thickness was fixed to 20 to 40 nm (see
Fig. 3.11(a)), just because the thinner the sample, the better the quality of the
STEM images. After that, we transferred the lamella into a TEM grid as shown
in Fig. 3.11(b).
Figure 3.11: (a) SEM image of a thin lamella after the milling process is finished. The
black bar corresponds to 7 µm. (b) Optical image of the same sample
on a TEM grid. The black bar corresponds to 10 µm. (c) Sketch of the
operating principle of TEM adapted from www.hk − phy.org.
The TEM operating principle has already been described in Section 3.3.1 and a
sketch is shown in Fig. 3.11(c). One can easily see that the electron beam goes
through the sample and it is collected by sensors placed under the sample position.
A Titan Microscope 80-300 from FEI was used to have high resolution TEM im-
ages. The HAADF (high-angle annular dark-field imaging) mode was used, where
high angle incoherently scattered electrons are collected with an annular dark-field
detector. Acceleration voltages up to 300 keV can be used and very high resolution
can be achieved.
Fig. 3.12 shows a HRSTEM image of the lamella prepared from HOPG shown in
Fig. 3.11. In Fig. 3.12(a) we can see very sharp interfaces between regions with
different grey colors. These crystalline regions (between 30 and 100 nm thick-
ness) are formed by graphene layers stacked in a Bernal structure, rhombohedral
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structure and/or hybrids stacking orders where both configurations can appear
(as previously depicted in Chapter 2). The different grey levels reflect a slight
misorientation/rotation around the c-axis, as described in Section 3.1 as well.
The misalignment angle creates 2D sharp interfaces between them as shown in
Fig. 3.12(b). Note that in Fig. 3.12(b) the carbon layers (graphene planes) can be
distinguished but no special features are perceptible at the interfaces.
Figure 3.12: (a) HRSTEM image of the sample shown if Fig. 3.11. The scale bar cor-
responds to 500 nm. (b) Zoom in of (a). The scale bar corresponds to
5 nm. These measurements were performed at the ”Max Planck Institute
of Microstructure Physics” in Halle (Germany) by Dr. Pipple.
The transport properties of these nicely observed interfaces are the main point to
be investigated along this work. Moreover, we showed that the milling process
described in Section 3.3.2, which is the same used to produce lamellae for HRTEM
investigation, gave samples with many interfaces in their internal structure. Note
that even very thin TEM lamellae samples (as the ones used for HRTEM), where
the amorphous layer is present in a larger part of the sample volume (∼ 80 %), kept
the interfaces in their structure with a very high crystalline quality and sharpness
as shown in Fig. 3.12.
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3.3.3.2 Energy-dispersive X-ray spectrocopy (EDS or EDX)
In order to investigate the chemical composition of a HOPG lamella we performed
EDX analysis using the facilities of the electronic microscopes. Fig. 3.13 shows
the EDX spectrum of the sample shown in Fig. 3.11(a) and (b). We found the
peaks corresponding to Carbon, Platinum and Gallium. The quantification with
respect to the elements that can be extracted from this spectrum is Ga:Pt:C =
4 : 9 : 87 % (atomic weight). These values depend on the analyzed position on the
sample and on the thickness of the underlying carbon layer. Taking into account
the results from Section 3.3.2, we can state that even in the amorphous 20 nm layer
on both sides of the lamella (where the Gallium ions are expected to be) only 2 %
of the sample composition is Gallium. The high ratio of Platinum found is due to
the soldering of the sample to the TEM grid required for the TEM experiments.
Note that this soldering is not necessary for any of the experiments performed to
investigate the transport properties.
Figure 3.13: EDX spectrum of a HOPG lamella soldered in a TEM grid using Platinum.
Measurements performed at the ”Max Planck Institute of Microstructure
Physics” in Halle (Germany) by Dr. Pipple.
3.3.3.3 Raman Spectroscopy
Raman spectroscopy has been widely used in the last four decades to character-
ize graphitic systems, such as pyrolytic graphite, glassy carbon, fullerenes, carbon
nanotubes and graphene. It is a nondestructive technique which provides informa-
tion about defects, stacking, quality and number of graphene layers, doping level
and confinement [135]. We used a Dilor XY 800 spectrometer. A laser light with a
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wavelength of λ = 514.53 nm and a power of 10 mW (appropriated to avoid sample
damage or laser induced heating) was used to excite the samples. The size of the
laser spot was reduced to ∼ 2 µm and, using an optical microscope mounted on
the setup, we chose the area of the sample we wanted to investigate. We selected
areas around the center of the sample in order to avoid any effect coming from its
borders.
















Figure 3.14: Raman spectra of a HOPG TEM lamella.
Fig. 3.14 shows the Raman spectrum obtained from a HOPG lamella of ∼ 800 nm
thickness. As expected from the results presented in Section 3.3.2.1, the peak
corresponding to amorphous carbon at ∼ 1580 cm−1 [136, 137] was obtained. This
peak can be explained as a result of the layer produced during the Gallium milling
on the lamella surface. The typical G and 2D peaks obtained in MLG samples (see
Section 5.3.2) did not appear. In the case we investigate here the configuration
addressed is different, i.e. the graphene planes are perpendicular to the substrate
(whereas in the MLG samples are parallel to it) and thus the laser beam excites
differently the carbon rings. Therefore the response coming out of it might change.
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4. Transport measurements of HOPG
Lamellae samples
This chapter starts with a brief description of the experimental setup used to mea-
sure transport properties of HOPG lamellae samples (introduced in Chapter 3).
The results obtained after the study of the resistance (voltage) as function of tem-
perature, input current and magnetic field are shown. The chapter finishes with a
discussion and the effect of other parameters, e.g. reduced size effect.
4.1 Electronic Setup
In order to study transport properties, the so-called four probe configuration was
used to measure the resistance of the samples. The four terminal sensing was
invented by Thomson in 1861 and it allows precise measurements of low resistance
samples. This measuring technique uses a pair of force connections (current leads)
and a pair of sense connections (voltage leads). The conventional arrangement is
to place the sensing leads as the inside pair and the force leads as the outside pair.
This method has the advantage of being independent of the external resistance
and impedance contributions coming from wiring and contacts.
Fig. 4.1(a) shows one of the studied lamella samples with a four point configuration.
It is clear how the electrical response coming from the HOPG interfaces can be
measured, as the electrical contacts are located at the edges of the lamella so
that the current is forced to go along the interfaces and the sensing electrodes
(located in between) can sense the corresponding response in a part of the sample
(as explained in Section 3.2).
An Oxford Helium flow cryostat has been used in all the experiments presented
here. The setup used for the measurements allows the study of the resistance of
the samples inside the cryostat as function of temperature (from RT to 2 K) and
magnetic field (up to 8 T). A LR-700 temperature controller with a cernox resistive
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Figure 4.1: (a) SEM image of a HOPG lamella on a Si/Si3N4 substrate at the end
of the fabrication process. The yellow-colored areas are the four electrodes
used to measure the sample resistance. (b) TEM image of HOPG where
the interfaces are clearly observed. Note that (b) is not a zoom in of (a).
Images (a) and (b) have been obtained from different samples and the red
lines indicate that inside the red square in (a) one might find a structure
similar to that of (b).
sensor (thermometer) is used to stabilize the temperature within an error below
0.1 mK. Superconducting coils built inside the cryostat and an Oxford Instruments
Intelligent Superconducting Magnet Power Supply IPS 120-10a were used to reach
the required magnetic field. A motor connected to the sample holder allowed to
change the angle between the magnetic field and the sample surface from 0 ◦ to
90 ◦. A hall sensor located on the sample holder was used to measure the magnetic
field applied to our samples. As mentioned in Chapter 3, this equipment had
a sample holder in which chip carriers with 28 pins can be mounted. All the
results shown here were performed using a DC current source (Keithley K-6221)
to apply current and a nanovoltmeter (Keithley K-2182) to measure the voltage
drop occurring between the sensing electrodes in a sample.
4.2 Temperature dependence of the resistance
Four representative samples are presented here in detail, namely L1, L2, L3 and
L4. They all have been prepared following the process described in Chapter 3.
Samples L1, L3 and L4 are prepared from the same HOPG batch (named batch
1) and L2 from a different one (batch 2). This is important because the properties
of each HOPG batch can vary from one to the next [6]. Moreover, if the dimen-
sions of the studied sample are reduced, the intrinsic variations in homogeneity
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may play a crucial role. The internal microstructure varies from sample to sample
showing different numbers of interfaces, stacking faults etc. Hence, every sample
might present slightly different electronic properties from the next, as they are
highly dependent on the structure.
As it will be discussed in Section 3.2, the thickness of the lamellae samples is also
an important parameter, as it can be detrimental to superconductivity if the sam-
ples are too thin. The thicknesses of the samples studied here are: L1 ∼ 500 nm;
L2 and L4 ∼ 800 nm; and L3 ∼ 300 nm.























































Figure 4.2: Temperature dependence of the voltage of samples L1 (a), L2 (b), L3 (c)
and L4 (d). The corresponding input currents used are 1 nA for L1 and L3
and 100 nA for L2 and L4.
Fig. 4.2 shows the temperature dependence of the measured voltage of these four
HOPG lamellae. Small input currents are used, i.e. 1 nA for L1 and L3 and
100 nA for L2 and L4. A clear drop in the voltage was observed in every sample at
different temperatures, from ∼ 25 to 150 K. We refer to the temperature at which
the voltage drop starts as critical temperature, i.e. Tc. As it will be discussed in
Section 4.8, this is not a critical temperature as defined in the usual superconduc-
tivity literature, but it is the temperature where the Josephson coupling is strong
enough to produce a drop in the voltage and/or zero resistance. In Figs. 4.2(a)
and (c) the zero resistance state is clearly shown below ∼ 20 K and ∼ 10 K respec-
tively. In Figs. 4.2(b) and (d) a saturation negative voltage value is reached and,
as it will be explained below, appears due to the configuration used to measure
these samples. Note the noisy behavior at low temperatures, which is of the order
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of tens of nanovolts below the transition. Considering the current range used, this
corresponds to tens of mΩ. Hence, one may argue that no real zero resistance state
has been reached. However, taking into account the resolution of the system used
(at best ∼10 nV) and the noise in the measured voltage at low temperatures (see
Figs. 4.2(b), (d), 4.3 and Section 4.7.1), we can say that a zero resistance state
has been observed and it will be confirmed by the characteristic I-V curves (see
Section 4.3).
As shown in Fig. 4.2, the transition temperature varied from sample to sample.
The thinnest sample L3 showed the lowest value (∼ 25 K) and L1, which has an
intermediate thickness of ∼ 500 nm, showed a transition at ∼ 50 K. In the case of
thicker samples, L4 and L2 presented the transition at ∼ 75 K and ∼ 150 K re-
spectively. As mentioned in previous paragraphs, the different Tc values obtained
can be related to the fact that they are prepared from different HOPG batches [6]
and/or to the different internal structure of the samples, which can result in higher



























Figure 4.3: Temperature dependence of the voltage for the same four samples (L1, L2,
L3 and L4) shown in Fig.4.2 in logarithmic scale. For sample L4, the corre-
sponding scale is shown in the second right y-axis.
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In Fig. 4.3 the voltage in logarithmic scale as a function of temperature is shown.
As one can see, the measured voltage is reduced by two or three orders of magni-
tude (depending on the sample) in a small temperature interval. Considering this
huge drop of the voltage, independently of the temperature at which it occurs, it
appears to be a phase transition. Additionally, as it will be presented in following
sections, this transition is influenced by an external magnetic field and the input
current, suggesting a superconducting phase transition. The results of L1 and L3,
which showed zero resistance state for low enough temperatures, also support this
interpretation.
The cases of samples L2 and L4 have to be explained apart as we used a Van der
Pauw-like configuration (see Fig. 4.4), which gave rise to the different results. As
shown in Fig. 4.3, there are no points for the measured voltage from a certain
temperature on (∼ 140 K for L2 and ∼ 35 K for L4). A negative voltage was mea-
sured below these temperatures (see Fig. 4.2(b) and (d)) which are not plotted in
the logarithmic scale.
The origin of these negative values can be easily understood by using a Wheat-
stone bridge configuration. Let us consider the situation presented in Fig. 4.4. If






where U0 is the corresponding external constant input (proportional to the input
current, i.e. I = U0 / R0) and Ri’s are the resistors used to model the sample
circuit.
If we consider that, for example, the resistor element R1 is in a superconducting
phase, its value will be zero below Tc. Then, the total measured voltage according
to Equation 4.1 will be negative. If also R2 becomes superconducting, then the
voltage measured can either be zero, or slightly positive or negative depending on
the relative values of the resistors. If more resistors become superconducting a
noisy voltage might be observed as the current path could vary, jumping from one
superconducting element to another. Fig. 4.2, as well as Fig. 4.3, show this noisy
behavior. In the case of L1, the voltage presents a 300 nV oscillation amplitude
around the zero state below ∼ 25 K (see also Fig. 4.5(a)). Sample L3 presents the
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Figure 4.4: SEM image of sample L2 with Van der Pauw-like configuration. A Wheat-
stone bridge model can be used to described the measured voltage using the
sketch drawn on (white lines).
same noisy state below ∼ 5 K. Samples L2 and L4 have a bigger amplitude in the
saturated voltage signal, i.e. ∼ 1 mV and 0.5 mV respectively, at temperatures
below 25 K.
As a superconducting phase transition has been suggested, the influence of the
input current the transition has been investigated. Fig. 4.5 shows the voltage vs.
temperature curves measured at different input currents for samples L1, L2 and
L3. Interestingly, an increase in the input current shifted the transition to lower
temperatures. Moreover, if the input current was further increased, the transition
gradually disappeared showing a semiconducting like behavior (see Fig. 4.5(b) for
1 and 10 µA). Note that a semiconducting behavior has been previously observed
in graphite thin film (i.e. MLG samples) without interfaces [82]. The detrimental
effect of the input current on the transition resembles the behavior expected for
a Josephson junction, in which the input current suppresses superconductivity by
destroying the coupling between superconducting regions. Moreover, when this
occurs, the behavior observed in the normal state (far from the transition) is re-
stored.
It must be noted that in samples L1 and L3 the measured voltage increased as the
input current was increased. However, sample L2 presented a different behavior,
i.e. the voltage (not the resistance) did not change with current at 250 K between
100 nA and 1 µA, and also the voltage remained the same in the whole temper-
ature range above the transition for 100 nA and 250 nA input currents. These
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Figure 4.5: Temperature dependence of the measured voltage in logarithmic scale for
different input currents for three different samples: (a) L1, (b) L2 and (c)
L3. The shady region in (a) emphasizes the noise intrinsic to the sample.
differences in the behavior with respect to other samples can be ascribed to the
VdP-like configuration used and the relative values of the resistors contributing
to the overall measured signal. Each resistor may have a different Tc(I), conse-
quently, the corresponding measured voltage goes to zero at different temperatures
(depending on the input current). Hence, taking into account Eq. 4.1, it can occur
that the overall measured voltage is approximatively the same for different small
input currents in a certain temperature range (as shown in Fig.4.5(b)). In other
words, the individual contributions of each resistor can balance the overall mea-
sured voltage so that it may look like there is no current dependence. However,
the clear shift to lower temperatures of the transition for higher currents provides
evidence for the dependence on the input current. Note that very small currents
in the range of the nanoampere have not been used for sample L2 as for such low
currents the noisy behavior prevented the measurements.
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4.3 Current dependence of the resistance
In order to investigate the origin of the resistance behavior observed, we studied
characteristic current-voltage curves (I − V ) at different temperatures and sam-
ples. Fig. 4.6 shows the I − V curves obtained for samples L1, L2 and L3.
In the case of sample L1, a non linear behavior has been observed below ∼ 25 K
and a sharp jump in the measured voltage appeared at a certain current (so-called
critical current, Ic). Zero voltage, i.e. zero resistance, was measured up to Ic, where
it suddenly showed a non-zero finite voltage, i.e. it changed to an ohmic behavior
(linear I−V curve). All the results obtained for sample L1 showed zero voltage (i.e.
resistance) below ∼ 25 K for small input current, which clearly indicates the con-
sistency of our experiments (see Fig. 4.2(a), Fig. 4.5(a) and Fig. 4.6(a)). Further-
more, a small hysteresis in the I−V curve was observed (see Fig. 4.6(a), indicated
by arrows). These features are representative of a typical Josephson behavior, in
particular, of a junction with a large capacitance, the so-called underdamped limit
(as explained in Section 2.1.6). Note also the asymmetry of the characteristic I−V
curve with respect to the input current, which gives an idea about the inhomo-
geneous path the current may follow, passing through different superconducting
(and normal) regions, and hence, producing different responses.
Fig. 4.6(c) shows the I−V characteristic curves for sample L3 at different tempera-
tures. As expected from the temperature dependence of the voltage (see Fig. 4.2(c)
and 4.5(c)), below Tc(I) and for small input currents, we reached the zero resis-
tance state, i.e. zero measured voltage. In the case of sample L3, for T < Tc(I) a
curvature in the I − V curve below Ic (I < Ic) appeared, in contrast to the sharp
jump observed for L1. This curvature gradually changed from the superconduct-
ing state (I < Ic) to the normal state (I > Ic) if the input current and/or the
temperature were raised. Once Tc(I) is reached, the I−V curve became linear for
all the input current range (e.g. I −V curve at 15 K in Fig. 4.6(c)). No hysteresis
was observed for L3 and all the measured curves were symmetric with respect to
the input current. In this case, the observed features are characteristic of a Joseph-
son junction in the overdamped limit, i.e. a junction with a small capacitance.
The absence of a sharp jump in the voltage is a result of the thermal fluctuations
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Figure 4.6: Current-Voltage characteristic curves at different temperatures for samples:
(a) L1, (b) L2 and (c) L3.
between the superconducting regions (as explained in Section 2.1.6).
In Fig. 4.6(b) the results obtained for sample L2 are presented. As obtained in
the temperature dependence of the voltage (see Fig. 4.2(b) and 4.5(b)), negative
values were measured at temperatures below ∼ 130 K for positive input currents
below a certain Ic. Sample L2 showed a high value of Ic (e.g. above 15 µA for
T < 125 K) but, as precaution to maintain the electrical contacts, the maximum
input current used was 15 µA, thus the actual Ic was not measured for T < 125 K.
For higher temperatures, similar curves as the ones of sample L3 were obtained
(e.g. I − V curve at 125 K), where a zero voltage was measured below Ic and the
linear behavior was recovered above it. The non linearity was lost for T > 150 K,
supporting the results shown in Fig. 4.3, where a clear transition appeared at ∼
150 K for the smallest input current used (i.e. 100 nA). No hysteresis was observed
and the curves were symmetric with respect to the input current, as obtained for
sample L3. These features point again to the presence of a Josephson effect in the
overdamped range. Taking into account the Wheatstone bridge circuit proposed in
Section 4.2, it seems reasonable to assume that one or more of the resistors (Ri’s)
can behave as Josephson elements and therefore the negative voltages measured
can be explained, as it is done in the following Section.
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4.4 Effect of finite temperatures on a Josephson junction: Model
and fits
The results shown in Section 4.3 give very clear evidence for the existence of
Josephson coupling (see also Section 2.1.6). In this section the effect of finite
temperatures on a Josephson junction is described as well as a model we derived,
which explains our experimental data.
For finite temperatures, one must add a term due to thermal fluctuations to the
equation describing the Josephson junction within the RCSJ model (Eq. 2.30 in
Section 2.1.6). The fluctuation effects dominate when the thermal energy kBT is
larger than the barrier height 2EJ and a change in the energy at a given phase can
be expected. This can be understood within the washboard model as a particle
that has a finite probability to escape from a well due to thermal fluctuations.
When fluctuations are strong the phase will escape from a minimum of the wash-
board potential before the intrinsic critical current is reached (so-called premature
switching).
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Figure 4.7: I − V characteristic curves of a Josephson junction calculated according to
Ref. [138] for various values of the thermal noise parameter γ within the
RSCJ model for negligible capacitance, i.e. overdamped mode.
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In the case of an overdamped junction, Ambegaokar and Halperin have done the-
oretical work where the particle representing the junction in the washboard po-
tential moves in a Brownian fashion [138]. They found that there is always a
finite resistance, even below Ic, due to thermally activated phase processes. In
the tilted-washboard model, the particle diffuses over the barrier in a continuous
process rather than making a single jump over the barrier. The corresponding





























where υ is the potential difference in reduced units; V is the measured voltage;
Ic the critical Josephson current at a certain temperature T ; R is the resistance
of the junction (for T ≃ Tc (transition temperature) can be approximated by the
resistance in the normal state); γ is defined as γ = Ic~
ekBT
and x as x = I
Ic
(current
in reduced units); and f(θ) = eγ(xθ+cos θ)/2 where θ is the difference in the phases of
the order parameter on opposite sides of the junction. Fig. 4.7 shows the results of
this model. The thermally activated resistance (resistance at I < Ic) is non linear,
it increases as I approaches Ic, but it has a non zero value R0 as I → 0, which is





with I0 the modified Bessel function, and Rn the normal state resistance of the
junction.
In the underdamped situation (Q >> 1) the thermally activated processes cause
two remarkable effects: First, a decrease of Ic due to premature switching to the
normal state is observed. It is a stochastic process and a certain distribution of
Ic will occur. When kBT << EJ the probability of the representative particle
escaping the potential over the barrier is small. However, if kBT is as large as 5
percent of EJ the fluctuations cause a major reduction in Ic. Second, an increase
of Ir due to certain retrapping for downward thermal fluctuations and a relaxation
to the initial state after an upward thermal fluctuation.
One can conclude that when kBT > EJ and fluctuations dominate, the system
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jumps back and forth between trapped and running states giving rise to a non-
hysteretic resistive transition.
Considering the results shown in Section 4.3 and the theoretical description just
presented, we derived a model to explain our experimental results. As a result, we
obtained the following:
1. The I − V curves of sample L1 reflect the behavior expected for a junction
with a large capacitance (underdamped limit) as they show a sharp jump in
the measured voltage at a certain input current and a small hysteresis. In
this regime of small damping, as the phase energy increases (either because
of the thermal effects and/or the increase of input current), the representa-
tive particle (as referred to in the RCSJ model) acquires enough energy to
overcome the potential barrier and suddenly change into the ohmic regime,
where the weak Josephson link between the superconducting regions breaks.
This explains the sharp jump in the voltage. The small hysteresis can be
ascribed to the effect of thermal fluctuations, which decrease the critical
current Ic and increase the retrapping current Ir [13].
2. In the case of sample L3, if we compare the results shown in Fig. 4.6(c) with
the model proposed by Ambegaokar and Halperin in [138] (see Fig. 4.8(b)),
the similarities are remarkable. Using Eq. 4.2 we fitted the results of sam-
ple L3 to the model using only one free parameter: the critical current. As
shown in Fig. 4.8(b), the theoretical results (solid lines) fit the experimental
data (open symbols). Therefore, we can resolve that sample L3 presents the
typical characteristic I − V curve of a Josephson junction with a small ca-
pacitance, i.e. overdamped limit. In this case the thermal fluctuations cause
a non zero resistance even below Ic, as shown in Fig. 4.6(c) and Fig. 4.8(b).
The energy gradually increases due to the damping (drag force) and asymp-
totically approaches the linear behavior, i.e. normal state. Thus, neither a
sharp jump in the voltage nor hysteresis can be observed.
3. The case of sample L2, as explained in Section 4.2, has to be slightly differ-
ently considered due to its contact configuration. We considered the model
just proposed together with the Wheatstone bridge and four resistors model
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Figure 4.8: Experimental data (open symbols) of the I−V characteristic curves and the
fit (solid lines) obtained using the Josephson junction model from Ref. [138]
at different temperatures and for different samples, i.e. (a) L2, (b) L3, (c)
L6 and (d) L7. Note that the results shown in (a), (c) and (d) are presented
in absolute units and in (b) reduced units are used.
proposed in Section 4.2. Using Eq. 4.1 and assuming that one of the resis-
tors elements, R1 for example, can be described by Eq. 4.2, we obtain V < 0
if I < Ic(T ) (Ic is the corresponding effective critical current of the junc-
tion represented by the resistor element). Furthermore, if we consider that
two elements, for instance R1 and R2, behave as indicated by Eq. 4.2, then
V ≈ 0, V < 0 or V > 0 can be obtained depending on the relative value of
R1 and R2. Introducing the model described by Eq. 4.2 in the Wheatstone
bridge proposed in Section4.2 (Eq. 4.1), through the resistor elements R1 and
R2, we obtained the results shown in Fig. 4.8(a),(c) and (d) (solid lines). If
one compares the experimental results (empty symbols) with the calculated
fit from the model proposed (solid lines), one can see a pretty good match.
Therefore, one can assume that the model proposed describes the studied
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samples and, hence they can be considered as a combination of Josephson
junctions dominated elements and normal resistors.
In Fig. 4.8(c) and (d) the experimental results of samples L6 and L7 and
the corresponding calculated curves (obtained as just explained for sample
L2) are presented. Again, a good agreement between the experimental data
(empty symbols) and the calculated curves (solid lines) is obtained.
To shortly summarize, we can conclude that the behavior observed so far in HOPG
lamellae is in good agrement with the existence of superconducting regions coupled
by weak Josephson junctions. The experimental results reproduce the behavior
expected from the models of Josephson effect at finite temperatures shown in
Sections 2.1.6 and 4.4.
4.5 Magnetic field effect
If we assume that superconductivity is the physical reason of the previously de-
picted results, then the magnetic field must have an influence. In this Section
we present the experimental results obtained for HOPG lamellae samples when a
magnetic field is applied both, parallel and perpendicular to the graphene planes.
As reported in Sections 4.2 and 4.3, the results obtained strongly depend on the
studied sample, although qualitatively they all show evidence of weak Josephson
coupling. Under the application of magnetic field different behaviors have been ob-
served seemingly depending on the sample thickness. Therefore, we show here the
results of a thick sample L4 (∼ 800 nm) and a thin sample L3 (∼ 300 nm), as rep-
resentatives of the two observed behaviors. Fig. 4.9 shows the I−V curve at 50 K
for magnetic field applied perpendicular (Fig. 4.9(a)) and parallel (Fig. 4.9(b)) to
the graphene layers for sample L4.
A remarkable anisotropic effect appears: for magnetic fields applied parallel to the
graphene planes no effect is observed, whereas for fields applied perpendicular to
the graphene planes an effect on the I − V curve is seen. In the latter case, a
small magnetic field (B < 2.5 T ) was sufficient to destroy the coupling between
superconducting patches and the zero resistance changed to a finite value. How-
ever, if the magnetic field was further increased (B > 5 T ), the superconducting
state recovered and the zero resistance state was reached back at low enough input
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Figure 4.9: I − V characteristic curves of sample L4 at 50 K for 0 T and different
magnetic fields applied (a) perpendicular or (b) parallel to the graphene
planes.
current values (see Fig. 4.9(b)). Hence, a re-entrance of the superconducting state
was observed when the magnetic field was applied normal to the graphene planes
and the HOPG lamellae samples are thick enough. This anisotropy in terms of
the magnetic field effect points to a strong 2D character of the superconductivity
in HOPG lamellae samples.




































Figure 4.10: (a) I − V curve at 2 K for sample L3 with different constant fields applied
perpendicular to the graphene planes. (b) Temperature dependence of
sample L3 measured using 1 nA input current and magnetic field applied
parallel to the graphene planes.
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Fig. 4.10(a) shows the I−V curves of sample L3 (∼ 300 nm) at different magnetic
fields applied perpendicular to the graphene planes at 2 K. In contrast to the be-
havior observed in the thick sample L4, no effect in the voltage (i.e. resistance)
was detected up to 8 T. In Fig. 4.10(b) one can see the temperature dependence
of the resistance for sample L3 at different magnetic fields applied parallel to the
graphene planes. As observed for sample L4, there was no effect, within the reso-
lution of our experiment, for magnetic fields up to 8 T. Thus, sample L3 does not
show any response to magnetic fields (in the range of values used) in none of the
studied orientations.
After the observed magnetic field effect, two main features should to be pointed
out: (1) the response to magnetic field is not of the conventional type for super-
conductors; (2) this response strongly depends on the thickness of the sample.
The unusual behavior obtained may lead the discussion to the understanding of
a non conventional superconductor. In the particular case of graphite, we can as-
sume that the pairing type is p-type [4]. The possible effects of a magnetic field in
such systems are not completely clear yet, however exotic phenomena can be found
(as explained in Section 2.1.7.3) e.g. higher critical fields [46], the absence of a
Meissner effect, the so-called reentrant superconductivity [47], etc. In Ref. [47] the
coexistence of ferromagnetism and superconductivity is proposed, in such a way
that the Cooper pairs might be magnetic moments. Moreover and under certain
conditions, an enhancement of the superconducting state with the magnetic field
can appear [47]. In the case of graphite, the coexistence of ferromagnetism and
superconductivity has already been shown [139], hence, the scenario just described
seems plausible in the HOPG Lamellae samples and a model for the superconduct-
ing behavior observed can be considered.
We have shown a detrimental effect of the magnetic field (at low field values) if
it is applied perpendicular to the graphene planes, and an enhancement of the
superconducting state at higher fields (see Fig. 4.9(a)). This can be interpreted
as the reentrant behavior described in [47] and [49], typical for p-wave type II su-
perconductivity in 2D systems. Note that a reentrant behavior has been already
observed in magnetotransport measurements performed on graphite [3]. The ob-
served anisotropic effect of the magnetic field reinforces the interpretation of having
a 2D p-type superconducting system.
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Taking into account the sharp interfaces between crystalline regions observed in the
inner structure of graphite (see Fig. 3.12), it seems reasonable to assume that su-
perconductivity can be located there, as these interfaces display a quasi 2D space,
i.e. confinement. We can reasonably assume then, that there exist superconduct-
ing patches placed at the interfaces intrinsic to the graphite structure, and that
they are weakly coupled (Josephson effect) below a certain Tc(I). Therefore, the
magnetic field influences mainly this coupling and the upper critical field Hc2(T )
might be out of the range of magnetic field values available in our experiments
(i.e. Hc2(T ) might be greater than 8 T).
In order to find an explanation for the results of sample L3 (∼ 300 nm thickness)
we need to refer to the London penetration depth (λL) and the superconducting
coherence length (ξ) (as defined in Section 2.1). In lamellae samples the supercon-
ducting regions (if they are located at the interfaces of HOPG) are extremely thin,
and their width is limited by the thickness of the lamella itself. As the usual values
of λL are between 50 and 500 nm, we can assume that in our system λL >> d
(being d the size of the superconducting regions). Thus, the influence of the orbital
effect should be weaker. In case the coherence length ξ is of the order or greater
than the thickness of the lamella, we can expect lower Tc(I) and the magnetic field
will have less detrimental effect, even if it is perpendicular to the planes. This can
be the reason why we obtained no response at all in sample L3 when a magnetic
field was applied, no matter its orientation. Moreover, if we assume that we have a
type II superconductor and that vortices may play a role, we should keep in mind
that even 7 T did not destroy the pinning effect in HOPG samples [6]. Hence,
higher critical fields may exist.
4.6 Importance of the Lamellae thickness
As already mentioned along this chapter as well as in Section 2.1.8, the dimensions
of the samples can modify their properties, furthermore they can be extremely
important to enhance and/or detriment the superconducting phase. In order to
investigate the effect of size reduction in our lamellae, several samples have been
prepared with different thicknesses.
Fig. 4.11(a) shows the temperature dependence of the resistance of a 200 nm thick
sample, named L8. Note that, due to technical reasons, the thinner the lamella,
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the larger the error in the measured thickness. In this case the error in the esti-
mation of the Lamella thickness is of ∼ 10 %, i.e. 20 nm.







































































Figure 4.11: (a) Temperature dependence of the resistance for sample L8 for different
input currents. Inset: zoom in of the transition region. (b) Current - Volt-
age characteristic curves at low temperatures. Inset: I-V curve at 2 K and
low input currents. The two lines correspond to the two sweeping currents,
from initial current zero (curve on the right side) and initial current 10 nA
(curve on the left side).
In previous sections, a sharp drop of the voltage (i.e. resistance) at high tempera-
tures has been observed in thicker lamellae. For instance, a transition temperature
Tc(I) of ∼ 150 K at an input current of 100 nA has been obtained for sample L2,
which had a thickness of ∼ 800 nm (see Fig. 4.2(b)). However, in the case of sam-
ple L8, a transition and zero resistance state were solely observed at temperatures
below ∼ 3 K at extremely small currents (1.5 nA), as it can be seen in Fig. 4.11(a).
The I − V characteristic curves (Fig. 4.11(b)) supported the measurements of the
temperature dependence of the resistance, as a non-linear behavior appeared only
for low temperatures (see e.g. the inset in Fig. 4.11(b) where the I-V curve at 2 K
is shown). Furthermore, the inset in Fig. 4.11(b), clearly shows that zero voltage
state was measured only for very small input currents (below 2 nA). The values of
the transition temperature Tc(I) and the critical current Ic are much smaller than
the results of thicker samples presented in previous sections.
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Going to the limits of the experimental procedure described in Chapter 3, we
prepared the thinnest sample possible and thus, we could study the transport
properties of a lamella of ∼ 80±30 nm thickness, named L9. The results obtained
are presented in Fig. 4.12.










































Figure 4.12: (a) I-V characteristic curves at different temperatures and (b) temperature
dependence of the resistance at 1 µA input current of sample L9.
As shown in Fig. 4.12(a) a linear ohmic behavior was observed in the full range of
currents used, even at low temperatures (down to 2 K) and small currents of 1 nA.
The temperature dependence of the resistance showed no superconducting behav-
ior at all, instead, a semiconducting-like one appeared, as it has been observed in
thin graphite samples (see [82] and refs. therein). Note that the R vs. T curve is
presented just for one input current, as the linear behavior of the I-V characteristic
curves already showed the absence of current dependence of the resistance.
An intermediate thickness of 120 ± 30 nm was achieved in another sample, named
L10. In this sample we intentionally made three electrical connections (see Fig. 4.13(b))
with the additional intention of investigating the homogeneity (or inhomogeneity)
of the sample along its length. The configurations used are indicated in Fig. 4.13(b)
with numbers 1, 2 and 3 and the corresponding resistance behavior as function of
temperature are shown in Fig. 4.13(a). A linear behavior in the whole temperature
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Figure 4.13: (a) Resistance dependence on temperature of sample L10 for the three
different configurations indicated in (b). (b) SEM image of lamella L10.
The numbers indicate the regions measured in the experiments. The scale
bar correspond to 10 µm.
and current range have been obtained (not shown here) and therefore the R vs. T
curves are only shown for a single input current value of 100 nA. No sign of su-
perconductivity, such as a zero resistance state with a strong current dependence,
was present in this sample (in any of the measured parts of it). Nevertheless, a
metallic-like behavior was observed below 17 K. Thus, it appears reasonable to
assume that although the superconducting phase has been damaged with the re-
duction of the sample thickness, the metallicity at the interfaces remains partially,
which gives rise to a decrease of the resistance below a certain temperature.
Furthermore, the results obtained for the different configurations, i.e. the different
parts of the sample under study, speak for the inhomogeneity of graphite samples,
which will be addressed in Chapter 5. Even though the qualitative behavior is
similar in the three studied regions, there exist some differences: (1) the relative
increase of the resistance when lowering temperature was bigger in region 1 than
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in region 2; (2) the resistance of area 2 was smaller in the whole range of tempera-
tures than the resistance of region 1. These results can be explained assuming the
presence a larger number of high carrier density regions in area 2, which, on the
one hand, would explain the lower resistance of this piece of sample and, on the
other hand, the stronger semiconducting-like behavior of area 1 for T > 18 K. The
results of configuration 3 correspond to a sum of the contributions coming from
area 1 and 2.
The overall outcome of the results of sample L8, L9 and L10 suggests that the
reduction of the lamellae thickness has a detrimental effect on the superconduc-
tivity, even disappears completely if the lamella is thin enough. In order to make

































Figure 4.14: (a) Transition temperature (Tc(I)) measured for the Lamellae samples ob-
tained from the same batch of HOPG at 1 nA input current as function
of their thickness, d. The red straight line is a guide to the eye. (b) Same
transition temperature as function of the critical current density (Jc) for
the same samples. The red line is a fit where Tc ∝ 1/Jc.
the dependence of superconductivity on the sample thickness clearer, we plotted
the transition temperatures (measured at a fixed input current of 1 nA) as func-
tion of the sample thickness d (see Fig. 4.14(a)). Only the results obtained for
the lamellae produced from the same graphite batch are presented in Fig. 4.14.
Note that we include the results of samples L9 and L10 with a Tc = 0 K, as no
superconducting transition appeared in those samples. A linear dependence has
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been found, as indicated by the red solid line in Fig. 4.14(a). The extrapolation of
the experimental data give us an estimation of a critical thickness, which can be
defined as the minimum thickness required to observe the superconducting phase
in graphite. This critical thickness for the batch of graphite studied is about ∼
150 nm (with an error of ∼ 25 nm).
Furthermore, in Fig. 4.14(b) one can see the dependence of the transition tem-
perature on the critical current density Jc (always at the fixed input current of
1 nA). We found that Tc ∝ 1/Jc, within the experimental error (as indicated by
the red solid line in Fig. 4.14(b)). The reason of this dependence is not clear yet
and further research needs to be done. Nonetheless, the monotonous dependence
indicates a systematic effect, which can be related, as explained in Section 2.1.8, to
localization or proximity effects, where the pairing amplitude might be suppressed
at the surface, and/or fluctuations of the order parameter. Furthermore, if we
assume that there exist superconducting grains located at the interfaces randomly
distributed, the effect of reducing the size of the lamellae can produce an increase
in the inter-granular distance. However, the calculation of a critical current den-
sity becomes complicated as the current is not homogenously distributed at the
interfaces.
Recent studies on arrays of mesoscopic Nb islands showed a reduction of the tran-
sition temperature as a function of the space between islands (D) following the
relation: Tc ∼ 1/D [140]. This dependence has been explained in terms of the
quasiclassical prediction. Within this approach, the inter-island (at large spac-
ings) coupling is governed by the Thouless energy, i.e. the characteristic energy
scale of diffusive disordered conductors, rather than by the superconducting gap.
Although the comparison with our system is not completely correct, the qualita-
tive behavior fit our results and thus, a potential common origin seems reasonable.
As explained in Section 2.1.8, if the dimensions of s system are reduced below the
characteristic length scales (ξ0 and λL), the superconducting properties can show
new phenomena not observed in bulk superconductors. In the case of our lamellae
samples, it appears that the thickness of the samples does have a detrimental effect
on superconductivity.
Such phenomena have been reported in different systems, e.g. nanostructured Nb
films [141], where an approximatively linear decrease of the transition temperature
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with decreasing the particle size from 20 nm to 8 nm was observed. Below 8 nm
the films became non-superconducting. These results resemble notably the ones
of Fig. 4.14(a), where an approximatively linear dependence was observed until a
limiting value of ∼ 150 nm, below which superconductivity did not occur anymore.
In order to clarify the origin of the decrease in Tc, the authors in [141] studied the
superconducting energy gap. As a result, they found that the size dependence
of superconductivity in Nb is primarily governed by the changes in the electronic
density of states and not by changes in the electron-phonon coupling due to surface
effects.
Note that Bose et al. studied in [141] the effect of the sample size reduction on the
critical temperature Tc, i.e. the thermodynamic superconducting temperature.
In our case, the superconducting gap is still unknown. Moreover, the apparent
transition temperature, which depends on the sample thickness, is (according to
the results shown along this chapter) the temperature at which superconducting
patches are weakly Josephson coupled. Note that it is not the thermodynamic
superconducting temperature, which would be the characteristic critical temper-
ature of the superconducting grains located at the interfaces. Although a direct
comparison with the work done in [141] is not completely right, the similar behav-
ior obtained allows a similar potential explanation. Hence, we could assume that
the effect of the sample size reduction to the order or below the coherence length
(as done in [141]) enhance the effect of fluctuations, which might induce a finite
voltage and thus, destroy the superconducting phase.
Considering the discussion and results presented so far, it seems reasonable to
assume that the conduction mechanism responsible for superconducting effects
is strongly 2D. Therefore, it should be located at the interfaces of the graphite
structure seen by TEM. We know that the thickness of these interfaces is ex-
tremely small (see e.g. Fig. 3.12) and it does not change from sample to sample.
Thus, taking into account the sample configuration, it seems that the only dimen-
sion which can change the superconducting properties, in particular the transition
temperature, is the thickness of the lamellae. In this case, we can assume that
this thickness might influence the size of the superconducting patches Josephson
coupled and located at the interfaces. Under this conditions and assuming the
model proposed for narrow nanowires in [50], one might associate the monotonous
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decrease of the critical temperature with reducing the sample thickness to the
presence of quantum phase fluctuations.
Alternatively, if we take into consideration the case of inhomogeneous films where
superconducting grains are Josephson coupled (as in [52]), the destruction of the
superconducting order is apparently due to the fluctuations of the phase of the
order parameter (as explained in Section 2.1.8).
Qualitatively speaking, one could correlate the reduction of the transition tem-
perature to the diminution of the superconducting regions (patches) size located
at the interfaces. Hence, a critical value for the size of these superconducting
grains can be defined, below which the superconducting phase is destroyed. It
can be speculated that the pairing amplitude of the Cooper pairs (located inside
the grains), which is directly related to the coherence length, penetrates into the
amorphous layer created during the milling process in the surface of the lamellae.
Hence, taking into account the interface boundary conditions, the pairing ampli-
tude could be suppressed at the surface and thus, the superconductivity would be
destroyed.
4.7 Further support
After studying the effects of input current, magnetic field and size of the sample
on the observed superconducting phase, we investigated shortly the noisy behavior
observed at low temperatures (see Section 4.2) and also provided a preliminary
model for our results.
4.7.1 Noise at low temperatures
In a superconductor, intrinsic noise in addition to the Johnson noise is expected
near the transition temperature. This noise is primarily due to magnetic flux pen-
etration and to fluctuations in the order parameter. Therefore, to understand and
quantify this noise it is necessary to know the type of superconductor we are dealing
with. The study of noise has been done in type I superconductor [142, 143, 144],
type II superconductors [145, 146] and even in granular superconductors [147]. In
the case of type II superconductors, the measurements of the frequency spectrum
of the noise were initiated by van Ooijen and van Gurp [148]. If vortices move
across a conductor, the voltage should be the sum of a larger number of pulses. If
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so, the amplitude of the noise spectrum would give a measure of the amount of flux
moving in each vortex [148]. The experiments showed such noise, reasonably close
to the predictions. However, they found that each moving entity carried a flux Φ0
about 1000 times larger than expected. This was related to the effect of pinning,
which can make the flux move in bundles of vortices. Hence, the flux motion can
be considered as the origin of the noise, however, defects in real samples, which
will enhance pinning, make the whole picture considerably complicated [13].
As already mention in Section 4.2, a noise in the voltage has been measured at
low temperatures and small input currents in our samples. Note that the noise is
particularly large in thicker samples (such as L2 and L4). This noisy behavior can
be related to fluctuations in the phase, the inhomogeneous current path along the
sample (ascribed to the inhomogeneous distribution of the superconducting regions
along the interfaces) and/or to the role of the vortices’ movement (if existing). If
we consider the observed noise to be an intrinsic superconducting property, mag-
netic field should have an influence. Assuming the existence of superconducting
regions Josephson coupled located at the interfaces of graphite, we may expect a
detrimental effect of the magnetic field on these junctions. Alternatively, the mag-
netic field could affect the flux motion of vortices in the superconducting regions.
Even a combination of the both mechanisms seems plausible.

































Figure 4.15: Voltage measured as function of time without a magnetic field applied
(black solid squares) and with a constant magnetic field (red empty dots)
applied perpendicular to the graphene planes. (a) Results of sample L2 at
4 K and 250 nA input current. (b) Results of sample L4 at 2 K and 5 nA
input current.
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Fig. 4.15 shows the voltage as a function of time without magnetic field applied
(solid black squares) and with magnetic field applied perpendicular to the graphene
planes (red empty dots) for sample L2 (Fig. 4.15(a)) and L4 (Fig. 4.15(b)).
These two samples were 800 nm thick and the magnetic field was applied perpen-
dicular to the graphene planes. As mentioned in Section 4.5, this is the scenario
where we observed a magnetic field effect on the superconducting phase, as we did
not observe any effect for magnetic field parallel to the graphene planes nor for
thin lamellae samples. As shown in Fig. 4.15, the noise was drastically reduced
if a small perpendicular magnetic field (e.g. 0.1 T for L2 and 0.75 T for L4) was
applied. Note that this result rules out any possible artefact coming from the
electronic setup related with the measured noise.
4.7.2 Preliminary Model
The results presented along this chapter indicate the existence of superconducting
regions weakly coupled through a Josephson junction. In this scenario, the mate-
rial between superconducting patches is graphene, also present at the interfaces.
Therefore, graphene must have the property of allowing the tunneling between two
superconducting regions. Experimental results showed that graphene can conduct
Cooper pairs between two superconducting materials separated by hundreds of
nanometers [90]. Hence, the assumption of Josephson-coupled superconducting
regions through graphene paths at the HOPG interfaces is plausible.
Sample L1 L2 L3 L4 L5 L6 L7
Tc(I) 25 K 150 K 15 K 100 K 75 K 22 K 50 K
Ic 5.5 µA 1 µA 55 nA 0.1 µA 2 µA 1.7 µA 0.7 µA
Table 4.1: Critical temperature (Tc(I)) and critical current (Ic) values obtained for dif-
ferent HOPG lamellae samples.
Furthermore, the case of a Josephson junction where the barrier is ballistic graphene
has been studied theoretically [149]. If a short junction length is considered, the
relation between critical current and critical temperature is given by the solid line
in Fig. 4.16. We compared the results obtained for the different lamellae samples


























Figure 4.16: Reduced Josephson critical current (Ic/Ic(0)) versus normalized reduced
critical temperature (T/Tc) for different HOPG lamellae samples. The
reduced values have been calculated using the Ic and Tc(I) values shown
in Table 4.1 obtained for the corresponding indicated samples. The solid
black line correspond to the theoretical curve from Ref. [149].
see, the fit between theory and experiment is quite good, supporting our previous
interpretation.
4.8 Conclusions
The results obtained after investigating the transport properties of HOPG lamellae
can be listed as follows:
1. Under a constant applied current, a clear drop of the measured voltage has
been shown at a certain temperature. If the input current was smaller than
the critical current (I < Ic), zero resistance states below Tc(I) were observed.
If the input current was larger, I > Ic, the transition shifted to lower tem-
peratures, which could be understood considering the thermally activated
Josephson coupling model. If the input current was increased further, the
coupling between superconducting regions was destroyed and no transition
(i.e. drop in the measured voltage) was observed. Hence, the critical tem-
perature Tc has been defined as the temperature at which the Josephson
coupling is strong enough to induce the transition.
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2. The characteristic I − V curves measured were non-linear and showed a
typical Josephson behavior for T < Tc(I). At temperatures T > Tc(I), the
I−V curves became linear (ohmic behavior recovered). Again, the coupling
between superconducting regions was destroyed under these conditions.
3. A reentrance in the superconducting state was observed in thick samples
(thicker than 300 nm) for magnetic field applied perpendicular to the graphene
planes. If the magnetic field was applied parallel to the graphene planes,
there was no effect on the superconducting state, independently of the sam-
ple thickness. If the sample was thin (∼ 300 nm) no magnetic field effect
was observed even for field applied perpendicular to the graphene planes.
4. A detrimental effect on the transition temperature coming from the sample
thickness reduction has been observed. It can be speculated that we reduced
this dimension to the order or below the superconducting coherence length
and hence, we destroyed the superconducting phase.
Considering all the results discussed here together with the results presented in
Section 2.2, seems reasonable to state that superconductivity has been observed
in pure highly oriented pyrolytic graphite. Furthermore, the indications of 2D
superconductivity, such as the anisotropic magnetic field effect, support that the
superconducting phase is located at the interfaces observed by TEM. The effect
of the input current on the superconducting phase supports the presence of a
Josephson junction which, as suggested by some of the results discussed in Sec-
tion 2.2, weakly coupled pre-existing superconducting grains. Hence, the existence
of superconductivity at graphite interfaces appears to be proven.
5. Gate voltage Effect on Multi Layer
Graphene, MLG
5.1 Introduction
Experimental work on graphene/graphite based systems, such as intercalated graphite
compounds [1, 70, 71], water treated graphite powders [79] and sulfur doped
graphite samples [72, 81] presented superconducting effects (see Chapter 2 for
details). The superconducting phase in these systems has been ascribed mainly to
the chemical doping contribution arising from the foreigner materials.
On another matter, the possibility of controlling the properties of a certain ma-
terial by applying an external voltage is widely used in modern electronics. This
electric field is mostly used to modify the carrier concentration, i.e. move the
Fermi level and therefore change the electronic properties.
In the case of graphene, a large number of experimental work have been done
during the last years following this idea, i.e. an external field is use to modify
the properties of the samples (see e.g. Ref. [150] and references therein). Some
studies combined both mechanisms, chemical and electrostatic carrier doping. For
instance, experiments on metal decorated graphene samples showed a tunable su-
perconducting to insulating transition via electric field gating [11, 12].
Theoretical studies predicted a high carrier concentration (e.g. n > 1014 cm−2 [5])
as a compulsory requirement, independently of its origin, in order to trigger high
temperature superconductivity in doped graphene (see Chapter 2).
In the case of graphite, different studies have also been published where the electric
field effect is used as a tool to modify the electronic properties and trigger new
states. For instance, Otani and coworkers [151] studied theoretically the effect of
an external electric field applied perpendicular to the graphene layers. They de-
rived that nearly free electron states distributed in the spacious regions of graphite
(quasi 2D regions, i.e. interfaces) should be able to cross the Fermi level. Hence,
the possibility of having superconductivity in pure graphite samples with unaltered
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structure (i.e. without any chemical doping) seems plausible if one can increase the
carrier density within those interfaces above a certain threshold (or in the regions
that provide a coupling to those interfaces).
However, increasing the carrier density will not necessarily provide an enhancement
of Tc. A homogeneous doping has been predicted to strongly suppress any sur-
face superconductivity, while non-homogeneous field-induced doping has a much
weaker effect on the superconducting order parameter [100]. Therefore, the effect
of the electric field on the transport properties of inhomogeneously doped graphite
or MLG samples appears not so simple.
MLG samples have been widely studied, however, a full description of their elec-
tronic properties has not been yet completed. This chapter is about the transport
properties of MLG under a gate voltage applied perpendicular to the graphene
layers. The MLG samples used in this study had different thicknesses with a cor-
responding number of layer between ∼ 20 to 90. We investigated the temperature
dependence of the resistance and the magnetic field effect using the equipment
and techniques explained in Chapter 4. Accordingly to the intended experiments,
we added the adequate configuration to apply an external gate voltage (Vg) as
explained in Section 5.4 (see Fig. 5.5).
5.2 Sample preparation
This Section covers the preparation process of Multi Layer Graphene sample
(MLG), which afterwards were used in the experiments.
5.2.1 From bulk HOPG to MLG samples
As it is very well known, the layered structure of graphite and, to be more precise,
the weak interaction between layers, allows an easy cleaving process (also known as
peeling or exfoliation). Extremely thin samples, from few layers graphene samples
to a single graphene layer [104], can be produced and isolated to perform transport
measurements.
The usual procedure is to use a piece of double sided tape, bring it in close contact
to a piece of graphite (previously fixed to a holder), press it onto the graphite
surface and pull it off. One starts with a big piece of graphite (HOPG) of the
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highest crystalline quality, as shown in Section 3.3.2, and made several cleaving
processes. Some flakes of several hundred micrometers thickness and ∼ 2 to 4 mm
length were obtained and used to proceed with the so-called rubbing process.
This method consists in rubbing two clean substrates with a thin HOPG flake in
between against each other applying a mechanical stress. As a result, we obtained
small and thin graphite flakes (Multi layer graphene, MLG) attached to the sub-
strates (see Fig. 5.1). Note that we always used p-doped Silicon substrates with
Si3N4 insulating layer of 150 nm on top as mentioned in Chapter 3.
Figure 5.1: Optical microscope images of six MLG samples, namely S1 (a), S2 (b), S3
(c), S4 (d), S5 (e) and S6 (f) on Si/Si3N4 substrates. The black bars corre-
spond to 10 µm for every picture, except for picture (b) where it corresponds
to 5 µm.
The MLG samples on the substrate vary by lateral dimensions, quality, homo-
geneity and thickness. Therefore, an optical microscope is used to select the best
samples. A contrast with respect to the substrate color is observed as consequence
of the reflection of light on the MLG. Hence, they can be easily identified and,
using a color-code, their thickness can be estimated. Thicknesses between ∼ 20
and 30 nm correspond to orangeish-colored areas (e.g. Fig. 5.1(b), most of the
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area of the sample in Fig. 5.1(f), the right part of the sample in Fig. 5.1(e)). And
thicknesses between 30 and 50 nm correspond to pink areas (e.g. Fig. 5.1(a), most
of the area of the sample in Fig. 5.1(c), the left part of the sample in Fig. 5.1(e)).
Thicker samples present a more violet color, that changes into grey for thicknesses
of ∼ 90 nm or more (see e.g. Fig. 5.1(d)). All these thickness values have been
confirmed by atomic force microscopy measurements (see Section 5.3.1 for details).
5.2.2 Electrical connections of MLG samples
Electron-beam lithography (EBL) was used to fabricate the electrical contacts, as
explained in Section 3.3.2.2. As usual, the standard positive resist PMMA had
been coated on the MLG samples produced by rubbing. Speeds of ∼ 2500 rpm
for 20 s were used to produce a layer of 300 to 400 nm thickness. Note that the
resulting layer is thinner than the one used for Lamellae (see Section 3.3.2.2),
simply because the MLG samples are thinner. Subsequently, we annealed the
sample at 175 ◦ C for 30 minutes in an oven.
The PMMA covered MLG samples are invisible under the electron microscope
thus, we made marks close to them (see Fig. 5.2(c)). For that purpose, we used the
micromanipulator coupled to the optical microscope described in Section 3.3.2.1.
A needle was brought as close as possible to the sample and a small scratch was
made on each of its sides.
The same equipment and EBL parameters (dose, lithography unit, time of develop,
etc) as the ones used in Section 3.3.2.2 have been used for MLG. At the end of
this procedure we obtained the required pattern (see Fig. 5.2(d)).
In order to make millimeter sized electrical contacts, we scratched the resist as
needed using a micromanipulator with a soft needle (as done for lamellae samples).
The metallic connections were produced by depositing ∼ 2 nm of platinum and
∼ 20 nm gold successively using thermal evaporation (as in Section 3.3.2.2). After
that the remaining resist was removed by immersing the sample in acetone for ∼
5 minutes. At this stage, the sample with the electrical contacts looked like shown
in Fig. 5.2(e) and (f). Finally, we connected it to a chip carrier with 28 pins using
silver paste and thin gold wires (see Fig. 5.2(g)).
5.3. Sample characterization 97
Figure 5.2: Optical microscope pictures of all the necessary steps to make the electrical
contacts on MLG samples: (a) MLG sample on a Si/Si3 N4 substrate after
rubbing. (b) Sample covered with resist (PMMA). (c) Markers next to
the MLG sample covered with PMMA. (d) Electrical connections pattern
after developing. (e) Platinum/Gold electrical contacts on the MLG. (f)
Large electrical paths made by scratching the PMMA after metal thermal
evaporation. (g) Silver paste (big dark areas) and gold wires that connect
the MLG to the chip carrier. The black bars are the corresponding scales:
(a) and (b) 10 µm; (c) 50 µm; (d) and (e) 30 µm; (f) and (g) 300 µm.
5.3 Sample characterization
A preliminary characterization of the MLG samples has been done using Atomic
Force Microscopy (to measure the thickness of the samples) and Raman spec-
troscopy (to check their quality).
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5.3.1 Atomic Force Microscopy (AFM)
Atomic Force Microscopy is a commonly used technique to analyze surfaces of
any kind of material with a sharp resolution (∼ some nanometers). When us-
ing the AFM, the surface of a sample is scanned with a tip and their interaction
is measured. Usually, the dominant interactions are weak short-range Van der
Waals forces. However, longer-range interactions, such as electrostatic or mag-
netic ones, can be recorded, and thus, charge density, magnetic distribution can
be discerned together with the physical topography. Different operating modes
(contact, tapping and non contact) are accessible, but for the purpose addressed
here, i.e. topography and thickness of the MLG samples, we only use the contact
mode. In Section 5.5 the Surface Potential Mode is described in detail as well as
some of the obtained results.
Figure 5.3: (a) AFM image of the topography of a MLG sample prepared by rubbing
on top of a Si/Si3N4 substrate. (b) Profile of the sample at the position
indicated by the red dashed line in Fig.(a)
We used a Multimode Nanoscope SPM, from Veeco with a IIIa controller and Sil-
icon tips from Nanosensors (model: PPP-NCHR), with radii smaller than 10 nm
(force constant 42 N/m, resonance frequency ∼ 300 kHz).
Fig. 5.3(a) shows a typical AFM image of the topography of a part of a MLG
sample. One can easily realize that this sample was not homogenous in thickness
along its surface, i.e. the number of graphene layers varied on the sample surface.
In order to actually measure the sample thickness, we recorded a profile line (e.g.
red dashed line in Fig. 5.3(a)). As expected from the topography image, we saw
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different thicknesses (35, 28 and 26 nm), which correspond to the steps one can
see in the profile in Fig. 5.3(b).
The thicknesses measured for the studied MLG samples are collected in Table 5.1.
Sample S1 S2 S3 S4 S5 S6
Thickness (nm) 30 - 45 22 30 - 45 90 20 - 35 20 - 70
Table 5.1: Thickness of the MLG samples studied along this work. Note that when two
values appear is because the sample is not homogeneous and it has areas of
different thicknesses ranging in between the two values.
5.3.2 Raman Spectroscopy
Raman spectroscopy measurements were performed on MLG to briefly characterize
them and evaluate their quality. Hence, a selection of good adequate mesoscopic
HOPG samples for the following experiments could be done. The equipment de-
scribed in Chapter 3 was used also for the investigation of MLG samples.
Fig. 5.4(a) (adapted from [135]) shows the finger prints of graphene and graphite,
i.e. the so-called G peak at ∼ 1580 cm−1 and the 2D peak at ∼ 2700 cm−1. The G
peak is related to the vibration of the sp2 bonds of carbon atoms in the graphene
layers. The 2D peak is due to a double-resonance process involving two phonons
of opposite momentum [135]. As one can see in Fig. 5.4(a), the relative intensities
of the peaks are reversed: while in graphene the 2D peak is more intense than
the G peak, in graphite the G peak is the most intense one. Moreover, the 2D
graphene peak is single and sharp, while the 2D graphite peak consists of two
components (see Refs. [135, 136] for details) and is shifted. This is a result of the
interactions between the stacked graphene layers, which cause shifts of the bands
to higher frequencies. If we compare these results with the ones obtained for our
MLG samples (see Fig. 5.4(b)), we can see that the spectra were closer to the
typical spectra of graphite. The G peak was the most intense one, and the 2D
peak slightly shifted to higher frequencies than the 2D graphene peak.
The differences between the spectra of different samples were pretty small, as for
more than five layers the Raman spectrum becomes hardly distinguishable from
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Figure 5.4: (a) Typical Raman spectra of graphene and graphite adapted from Ref.
[135]. The inset shows the details around the 2D peak for graphene, 2 layers
graphene, 5 layers graphene, 10 layers graphene and graphite samples. (b)
Raman spectra of samples S1, S2, S3, S4 and S5 (regions 1 and 2) at room
temperature. These spectra correspond to the samples shown in Fig. 5.1.
The inset shows the details around the 2D peak of our MLG samples.
that of bulk graphite [135].
Interestingly, the so-called D peak at ∼ 1360 cm−1, which is ascribed to a single
phonon process induced by defects, was not observed. Therefore, the raman results
indicate that our samples are lacking major defects.
5.4 Electrostatic screening effect
An effective modification of the carrier density of a material, or equivalently the
shifting of the Fermi level, strongly depends on its carrier density at zero electric
field. The physical property used to describe this effectiveness is called screening,
i.e. the damping of electric fields caused by the presence of charge carriers. If
the material is a metal, the carrier density is very high (e.g. n ∼ 1028 m−3 for
silver) and therefore the screening effect of these carriers will be too strong for the
electric field to produce any remarkable effect. On the contrary, low density carrier
materials and/or materials with a finite gap can be substantially modified. The
Fermi level can be shifted, and depending on the band structure of the material,
will enhance or will be detrimental to conductivity.
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In fact, the application of an electric field is equivalent to the use of chemical
doping (i.e. add foreigner atoms or molecules) with the advantage of maintaining
the original structure of the studied material. Perhaps the most common example
is silicon, which has a carrier density n ∼ 1010 cm−3 at 300 K. The use of silicon
and/or doped silicon combined with the application of an electric field, i.e. gate
voltage, gave rise to a huge technological development over the last decades, as for
example its implantation in the metal-oxide-semiconductor–field–effect transistor
(MOSFET) for amplifying or switching electronic signals.
Due to the exceptionally good electronic properties of graphene (see Section 3.1),
the development towards new improvements in the semiconductors based industry
has acquired a new dimension. We studied the effect of a gate voltage on MLG
samples, which actually might contain ideal graphene inside their structure [152].
As a matter of fact, as the number of layer increases, the strong ambipolar electric
field effect present in graphene [104] can change drastically.
In order to investigate the electrostatic screening effect, the screening length λ
has to be evaluated. The screening length is defined as the distance to which
the electric field penetrates into a certain material and decreases its amplitude
by 1/e. Several theoretical studies have been done using different approaches to
calculate the charge distribution in the case of an external electrical field applied
perpendicular to the graphene planes in MLG samples. For instance, Visscher et
al. [153] obtained a screening length λ = 0.54 nm considering that an intra-layer
charge polarization without inter-layer electron tunneling exists. If the inter-layer
tunneling is taken into account, and using a similar model, the predicted charge
damping distance from the surface is 0.7 nm assuming alternate charge polarity in
each layer [154].
Different experimental work can be found in literature supporting the theoret-
ical predictions. For example, thin graphite films (MLG) have been tuned by
two gate electrodes (top and bottom) and a screening length of 1.2 nm has been
showed [155]. Ohta et al. [156] obtained λ values of 3 and 4 layers of graphene
as well. These results imply that the number of graphene layers in which con-
ductivity can be modified by the gate electric field is ∼ 3 or 4. The different
values are justified by the different carrier densities that each sample actually has.
For instance, Ref. [155] presents estimated values of ∼ 1012 cm−2, although those
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values might not be correct as they used Hall effect with the one-band model to
determine them.
More recently, Kuroda et al. found that the screening length can vary more than
an order of magnitude depending on the experimental conditions, particularly tem-
perature and doping are of importance [157]. They used a model where graphene
layers are stacked as in a field effect transistor (as shown in Fig. 5.5). They as-
sumed that the layers only have electrostatic interactions and they are randomly
oriented, i.e. no Bernal stacking. As explained in Chapter 2, the variations from
the Bernal stacking are found to have a determinant role in the transport prop-
erties of MLG, and as shown in Chapter 4, they might lead to the existence of
interfaces parallel to the graphene planes (observed by TEM) where superconduc-
tivity can occur.
Using Kuroda and coworkers’ model [157], we estimated the number of graphene
layers effectively affected by an electric field applied perpendicular to them. First,
we assumed that the intrinsic carrier density of an ideal graphene layer (without
defects and/or interfaces) is n . 109 cm−2 at low temperatures [7, 87, 158, 159]
(where we will perform the experiments, i.e. T <30 K). The precise value of n
in each of the layers in our samples is not well known, as they may have defects
and/or impurities, which have a large influence on n [7]. We assumed as well that
regions of higher n (i.e. patches located at interfaces) are not involved initially.
In this scenario, we estimated a penetration depth of ∼ 2.4 nm, i.e. at least 7 to
8 graphene layers. Therefore, a near surface effect of the gate voltage is expected
(as indicated in Fig. 5.5(b) by the red shadow).
As the carrier density distribution n in MLG systems is not fully clarified and the
discussion is still open, the screening effect remains a complex subject. Inhomo-
geneities inside MLG samples, different stacking orders, the presence (or absence)
of impurities or higher carrier density regions, etc. essentially make every MLG
sample slightly different from the next (even if they have the same number of
graphene layers)(e.g. see Section 5.6.3). Hence, the screening effect might also be
different.
The configuration used to apply the electrical field perpendicular to the graphene
planes (i.e. a gate voltage Vg) is shown in Fig. 5.5. The upper electrode placed
on top of the MLG sample is grounded (negative terminal) so that no external
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Figure 5.5: (a) Sketch of the used configuration. The big blue rectangle at the bottom
of the arrangement represents the Silicon p-doped substrate, on top of it
the olive colored rectangle represents the Si3N4 insulating layer. The pink
rectangle corresponds to the MLG samples and, on top of it, the golden
small rectangles represent the electrical connections. The four points method
is used to measure the resistance of the sample. The red parallel lines
represent the gate voltage power supply where the negative terminal goes
to the sample surface and the positive one to the p-doped Silicon substrate.
(b) Zoom in of the rectangle indicated in (a). The MLG is represented
by horizontal lines which correspond to graphene layers. The electric field
supplied by the golden connections goes in the direction indicated by the
red arrow and will affect the light red area (following the explanation in the
main text). (c) Optical image of one the MLG studied samples where the
electrical connections are depicted, i.e. positive and negative terminals for
both current and voltage and the positive connection to the gate voltage.
The red crossed circle indicates the direction of the generated electric field.
The scale bar is 10 µm.
induced currents may introduce artifacts. The negative terminals of the current
supply, as well as the voltmeter, are connected to the same common ground. The
red arrow in Fig. 5.5(b) indicates the direction of the electric field. We used a
p-doped Silicon substrate with a conductivity of 1...0.05 S/cm to create an electric
field by connecting to it the positive terminal of the gate voltage supply. The
150 nm of isolating Si3 N4 will act as barrier, so that no current will flow through
it but instead an electric field will be generated between the gate electrodes. As it
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has been mentioned previously in this Section, the electrostatic screening in MLG
is large and therefore, a large amplitude of the electric field is required. Values of
∼ 100 V are typically used for MLG on Si/SiO2 substrates (see [160, 161]) and
thus, those were the values used in our experiments.
Figure 5.6: Current measured through the circuit shown in the inset versus the applied
voltage in the same circuit for two different configurations: the solid black
squares correspond to the as-received Si/Si3N4 substrate, and empty circles
to the same substrate slightly scratched.
Before getting started with the experiments, the quality of the dielectric barrier
has been checked to assure that the required experimental conditions are fulfilled.
A simple experiment was performed. We used a clean Si/Si3N4 substrate and
made three contacts on it (see in Fig. 5.6 (inset)): one contact on top of the Si3N4
surface (1), a second one on the Silicon p-doped substrate (reached by removing
the Si3N4 layer, 2) and a third additional contact on top of a slightly scratched
area (a thinner layer of Si3 N4 should remain, 3). The gate voltage needed in
subsequent experiments was applied using a Keithley 228A voltage source. In
order to control simultaneously the actual voltage applied through the structure
and the flow of current, we used respectively a voltmeter and an ammeter during
the course of all the experiments. Thus, we could check the break down of the
150 nm layer of Si3N4 and whether it was adequate for our experiments, where no
leaking current is allowed. As shown in Fig. 5.6 by the solid black squares-curve,
even when voltages of 110 V were applied between points 1 and 2 (i.e. to the
as-received Si/Si3N4 substrate), no current flow was detected. However, the study
of the thinner Si3N4 layer (after intentionally scratching of the insulating layer,
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located between 2 and 3), showed a flow of current above ∼ 25 V (see Fig. 5.6,
empty circles).
Hence, we could assure that there is no leaking current in the configuration we
used (where an insulating layer of 150 nm of Si3N4 has been used), however if the
thickness of the barrier was reduced a leaking appears.
Furthermore, the test of the substrate has been performed at RT and, as it is well
known, the resistance of these kind of materials will increase drastically as the
temperature decreases. Hence, the effectiveness of the barrier to avoid the flow
of current through it will increase. As the temperature where we carried out our
experiments is T <30 K, we can conclude that they all were operated within the
non breaking range of the barrier. Note that the results obtained in the test just
described for negative values of the applied gate presented the same behavior, i.e.
no current flow for voltages up to -100 V in configuration 1 in Fig. 5.6 (results not
shown here for simplicity).
5.5 Surface Potential Microscopy
We used a modification of the atomic force microscopy technique described in
Section 5.3.1 to investigate the MLG sample response to an external electric field
applied perpendicular to the graphene planes.
In particular, we have used the so-called surface potential microscopy, which basi-
cally gives high spatial resolution measurements of the Contact Potential Difference
(CPD) between different materials. The obtained resolution will depend on the
experimental conditions: the material the tip is made of as well as its radius, the
temperature and the bandwidth in which the experiment is performed, etc... For
instance, at RT and standard conditions, the sensitivity of the CPD measurements
is of the order of 100 µV for a silicon tip [162]. If the measurements are performed
in ultra-high-vacuum, a further improvement of sensitivity of about a factor of ten
can be achieved. The CPD depends on several important parameters such as the
work function of the materials, the adsorption layers, the dopant concentration in
semiconductors and the temperature changes of the sample. Thus, it can be used
to determine and give information of all of these mentioned parameters. The most
common method used to measure the CPD is the vibrating capacitor method or
Kelvin method. It is based on the arrangement of two conductors as in a parallel
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plate capacitor with a small spacing. Using a simple model, the CPD (VCPD)




(ϕ2 − ϕ1) , (5.1)
where e is the electron charge and ϕi the i-material work function. If the dis-
tance between the conductors periodically changes (vibrating mode of the force
microscope) at a frequency ω, a current i(t), which can be written as follows, will
appear:
i(t) = VCPDω∆C cosωt , (5.2)
where ∆C is the change in capacitance.
The Kelvin method integrates over the whole plate area, therefore, it does not
provide a lateral image of the variation of the CPD on the surface. High lateral
resolution can be reached by modifying the AC scanning force microscope tech-
nique as proposed in [162]. For the actual measurement of VCPD an additional
voltage is applied between tip and sample until the electric field in between van-
ishes and the current i(t) goes to zero. In other words, the Coulomb interaction
between tip and sample is eliminated by applying a voltage. This compensating
voltage is recorded and is equal to the difference of the work-functions of the ma-
terials, in this case, tip and and sample (see Eq. 5.1).
As mentioned in Section 5.3.1, we used a Dimension 3000 scanning probe mi-
croscope with a IIIa controller and phase extender. For the surface potential
measurements we used platinum coated tips from Olympus (reference OMCL-
AC240TM-B2). The typical value of the resonant frequency of the cantilever is
70 kHz and the spring constant 2 N/m. All the experiments were carried out at
room temperature and normal conditions.
Fig. 5.7 shows a sketch of the setup used, where d denotes the voltage source that
gives the additional voltage required for these experiments. Note that the AFM
microscope and the gate power supply have a common ground. We applied the
electric field, i.e. the gate voltage as explained in Section 5.4 and performed the
surface potential measurements as follows: an AC voltage (at the cantilever reso-
nance frequency) was applied to the AFM tip and the topography of the sample
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Figure 5.7: Sketch of the configuration used in the surface potential measurements. The
thin blue structure represents the AFM cantilever. The blue box represents
the AFM setup, including the AC voltage supply for the usual vibrating
mode as well as the voltage source used to keep the electric field between tip
and sample at zero (indicated by d). The picture corresponds to an optical
image of a MLG sample. The scale (black bar) is 10 µm. The gate voltage
supply used to apply the external electric field is represented by the dark
red parallel lines. Note that its ground is actually connected to the AFM
setup ground.
was scanned (first scan) using the conventional contact mode (as done in Sec-
tion 5.3.1); after that the tip was lifted 50 nm above the sample surface (following
the surface topography just recorded) and the CPD was recorded as explained
above (in a second scan). In this scenario, our capacitor “plates” in the model are
the conducting AFM tip and the MLG sample surface. Therefore, we can expect
that the voltage variations on the sample indicate different Fermi levels (as the
measured signal is proportional to the difference of the work-functions). In prin-
ciple, this can give us the distribution of the carrier densities of the sample.
Fig. 5.8(a) shows the topography of the same MLG sample area shown in Fig. 5.7,
and Fig. 5.8(b) shows the profile corresponding to the dashed black line in (a).
The brightest areas in Fig. 5.8(a) correspond to sample electrical contacts and the
two darker stripes in the middle of the image correspond to two former electrical
connections that have been destroyed in the course of some experiments. The pro-
file picture reproduces these features showing three structures of ∼ 130 nm (note
that the ∼ 130 nm thickness come from several lithography processes needed for
this sample) and two small dips in the positions where the damaged contacts were
originally located. The surface roughness can be estimated from these pictures in
< 7 nm.
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Figure 5.8: (a) AFM topography image of a part of a MLG sample. (b) Profile of the
height scanned over the dashed line in Fig.(a). (c) Surface Potential image
of the same part of the sample taken at 50 nm above its surface and with
no gate voltage applied.
Fig. 5.8(c) shows the surface potential image of the same sample area at zero gate
voltage applied. Different colored areas appeared indicating a not homogeneous
response. The differences in the colors’ brightness correspond to different work
functions, i.e. we found a space dependent work-function. Thus, we found in-
homogeneities in the MLG surface that correspond to different charge properties
and/or densities, which can at times be related to the surface filth or adsorbed
molecules [163].
The surface potential results obtained under different gate voltages applied are
shown in Fig. 5.9. Comparing Figs. 5.9(a) and (b) with Fig. 5.8(c), one can say
that no remarkable change appeared for Vg = ± 20 V. If Vg was increased to
50 V, the contrast between different colored areas slightly increased but it did not
show any significant difference (see Fig. 5.9(c)). However, if Vg = −50 V (see
Fig. 5.9(d)) the surface potential changed drastically. First, taking into account
the scales shown in Figs. 5.8 and 5.8(c), if Vg = −50 V an offset of 2 V appeared.
Second, while the potential difference between distinct regions was ∼ 0.3 V at Vg
= ± 20 V and +50 V (indicated by the contrast difference in Figs. 5.9(a) to (c),
see the corresponding scales), it increased to 1 V at Vg = −50 V (see scale in
Fig. 5.8(d)).
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Figure 5.9: Surface Potential images of the studied part of the MLG sample for different
gate voltage values: (a) 20 V, (b) -20 V, (c) 50 V and (d) -50 V.
Therefore, the surface potential studies revealed three important features:
1. The surface potential of a MLG sample is inhomogeneous as apparently
different sample regions react differently. Hence, it seems clear that the
work function of the MLG sample has different levels.
2. The response to an external electric field perpendicular to the graphene
planes is not symmetric with respect to Vg and it does not change signi-
ficatively the surface potential for −20 V <Vg<+ 50 V.
3. If the applied electric field Vg is -50 V, the surface potential changes remark-
ably. It shows larger differences in the CPD measured between regions on
the sample surface.
If we assume that we are measuring the work function (see Eq. 5.1) of the sample,
i.e. the potential difference from the Fermi level (EF ) to infinity, and taking the
just presented results into account, we can conclude that we have different Fermi
levels in the MLG sample, or, to be more precise, at the near surface sample area.
Further discussion will be given in Section 5.7.
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5.6 Gate Effect on the sample resistance
As explained in Section 5.4, the application of an external electric field perpen-
dicular to the graphene plane modifies at least the first upper layers of a MLG
sample. Moreover, we have already observed an effect of the gate voltage on MLG,
at least on the surface and near surface region, according to the SPM results. In
this section we show the changes in the resistance of the samples induced by the
external electric field, i.e. gate voltage Vg. We used the four probe method to
measure resistance and thus, the possible contribution of contacts and wiring can
be neglected (as explained in Section 4.1). One additional electrical contact was
made so that the electric field can be applied as required. All the transport mea-
surements described in this chapter were performed using the same equipment
described in Chapter 4.
5.6.1 At low constant temperatures
The gate voltage effect on the resistance of MLG samples was firstly investigated
at a low constant temperature of 2 K. Due to the large screening in MLG (see
Section 5.4), we used gate voltages up to ± 100 V, as typically done for MLG
samples on Si/SiO2 substrates with 300 nm thickness insulting layer [161].
Fig. 5.10 shows the results obtained for eight different samples, i.e. S1 to S8 (op-
tical images of samples S1 to S6 are shown in Fig. 5.1). The results are presented
in such a way that samples with approximately the same resistance are plotted
together and thus, one may expect similar results. As shown in Fig. 5.10(a) to
(d), qualitatively speaking, we did obtain similar results although every sample
presented its own characteristic curve.
The first noticeable difference is that, if the resistance was low enough, the gate
voltage did not have an effect, as shown in Fig. 5.10(d). Two MLG samples
(namely S4 and S8) with 7 Ω and 27 Ω respectively presented no change at all
(S4) or a very small effect (S8) even for Vg up to ± 100 V. Thick MLG samples
(& 80 nm) contain a large number of interfaces (and/or some other defects or im-
purities) and they show a metallic behavior in the temperature dependence [8, 85]
(see Fig. 5.11(a)), which indicates that they have a high carrier density. As ex-
plained in Section 5.4, the higher the carrier density, the larger the screening of
the electric field and therefore, the less influence on the samples.
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Figure 5.10: Resistance dependence on the gate voltage (Vg) applied perpendicular to
the graphene planes at 2 K for samples: (a) S1 and S6, (b) S3 and S7, (c)
S2 and S5-1, (d) S4 and S8.
If the MLG samples have larger resistance (& 115 Ω) we can expect a larger effect
of the electric field. Such MLG samples are usually thin (<60 nm) and their car-
rier density is small (n <109 cm−2 [159]). Moreover, their resistance dependence
on temperature shows a semiconducting-like behavior (see Fig. 5.11 samples S1
to S3), which is ascribed to the intrinsic behavior of the Bernal graphite struc-
ture [82]. As shown in Fig. 5.10(a) to (c) we did obtain a remarkable change in
samples of larger resistance. Some common features were observed: (1) the re-
sistance changed asymmetrically with respect to the polarity of the applied gate
(as partially reported in Ref. [160]). (2) If Vg was positive no noticeable change
appeared in the resistance (e.g. samples S1, S2, S5-1, S6 and S7) or it slightly
increased for large positive Vg values (see e.g. Fig. 5.10(b) sample S3). (3) On
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the contrary, if Vg was negative and large enough, the resistance of the sample
decreased stepwise and notably.
Different Vg values procuded the stepwise change in resistance (see Table 5.2),
which can be ascribed to the intrinsic structural differences between samples [7, 8,
139].
Sample S5 has been investigated in two different areas (S5-1 and S5-2), i.e. the
voltage has been measured between different electrical connections placed on dif-
ferent areas of the sample. Some differences on the results coming from the two
distinct areas have been obtained (see Fig. 5.11(b)). Further details will be dis-
cussed below.
Sample S1 S2 S3 S5-1 S6 S7
Vg -70 V -50 V -60 V -70 V -75 V -40 V
Table 5.2: Gate voltage values Vg at which the resistance of the samples presented a
sharp decrease in the resistance at 2 K.
As a first rough interpretation, one could say that we induced a change in the
Fermi level for large negative voltage, which reduced the sample resistance. Going
a step further and assuming the existence of pre-existing superconducting patches
located at the graphite interfaces (as shown in Chapter 4), the results obtained
suggest that the gate voltage may boost the coupling between them and, hence
the resistance is decreased. Further discussion is presented in Section 5.7.
Fig. 5.11 shows the normalized resistance behavior as a function of temperature
for samples S1 to S4 (Fig. 5.11(a)) and for the two investigated areas of sample
S5, i.e. S5-1 and S5-2 (Fig. 5.11(b)). The inset in Fig. 5.11(b) shows an optical
image of sample S5. The two areas studied are indicated by arrows. The thinner
MLG samples (of ∼ 20 to 40 nm) S1, S2, S3, S5-1 and S5-2, showed a semicon-
ducting behavior, which, as mentioned before, is intrinsic to the Bernal structure
of graphite [82]. While sample S5-1 showed a semiconducting-like behavior even
at low temperatures, S1 showed a saturation of the resistance (at T <20 K). On
the contrary, samples S2, S3 and S5-2 presented a lowering in the resistance for
T <50 K. This reduction of the resistance is related to the role of the intrin-
sic interfaces seen by TEM, which contain higher carrier densities [82, 85]. The
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interactions between sample-substrate and/or some defects or impurities may con-
tribute to this metallic behavior as well [85, 82]. In the case of sample S4 (∼ 90 nm
thick), the resistance showed a clear metallic behavior below 100 K, which reveals
the dominant contribution of the internal interfaces of graphite. The thicker the
sample, the larger amount of interfaces with high carrier density and therefore,
the more metallic the sample behaves.
Figure 5.11: (a) Normalized resistance dependence on temperature of samples S1 (black
squares), S2 (green squares), S3 (blue circles) and S4 (red triangles). (b)
Normalized resistance as function of temperature of sample S5 in the two
indicated regions: S5-1 and S5-2. The inset corresponds to the optical
image of the measured sample and the arrows point to the investigated
area.
Qualitatively speaking all the samples presented the same temperature dependence
behavior (R(T)), consisting in a parallel contribution of semiconducting parts as-
sociated with graphene layers of low carrier density (n <109 cm−2) and a metallic
contribution ascribed to the internal interfaces seen by TEM with larger carrier
densities (n ≫ 1012 cm−2) [82]. The differences observed in Fig. 5.11 upon sample
(even if they have the same thickness) come from the relative contribution of these
two distinct elements and they point out the intrinsic inhomogeneity of the carrier
density distribution in MLG samples.
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A direct proof of this inhomogeneity is the behavior observed in sample S5. In
Fig. 5.11(b) one can see different R(T) curves corresponding to two different areas
in S5 ∼ 10 µm apart. Similar results have been reported in [7], particularly the
results shown in Fig. 4. This is also reflected in the different responses to the
applied electric field (Fig. 5.10). Moreover, it also supports the surface potential
results where an inhomogeneous charge distribution has been found on the near
surface area of MLG samples (see Section 5.5 and Ref. [164]).
The temperature behavior of the resistance shown in Fig. 5.11 confirmed that:
(1) samples where the electric field did not modify the resistance present larger
metallicity, as reflected in the R(T) curve (e.g. S4); (2) samples showing a large
semiconducting contribution have been affected by the electric field (if it is negative
and large enough), as their carrier density is lower, e.g. samples S1 to S3.
5.6.2 Suhbnikov-de Haas oscillations
The overall change of the resistance presented in Section 5.6.1 suggests that the
carrier density at the Fermi level has changed at least in same parts of the sample
(as shown in Section 5.5). A sensitive method to investigate the carrier density in
a material is to study the Suhbnikov-de Haas oscillations.
The Suhbnikov-de Haas (SdH) effect is the oscillation of longitudinal conductivity
(or resistivity) occuring at low temperatures and high magnetic field, which comes
from the Landau quantization. Quantization of electron orbit splits the density
of states into a series of delta-functions with their spacing controlled by cyclotron





where e is the charge of an electron and m* the effective mass; H is the the applied
magnetic field and c is the speed of the light. The resulting bands are called









where ν is the number of the Landau level. The energy gap between two consecu-
tive levels is }ωc, therefore, as the magnetic field increases, the separation between
Landau levels also increases and hence the highest filled level moves up in energy.
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As the Landau levels cross the Fermi energy, electrons start moving in to lower
levels. This process will repeat sequentially whenever the energy is:








If we consider a transition between two consecutive states and introduce Eq. 5.3





Thus, any physical quantity that can sense this oscillation should have a constant
period given by Eq. 5.6 [165].
Conductivity is usually determined by the carrier density and the scattering prob-
ability. As the DOS at the Fermi surface influences both, its periodic variation
with magnetic field must cause an oscillation of the conductivity. The DOS of a





and the Fermi energy distribution one can obtain from Eq. 5.6 (i.e. f(E)), we can
deduce the carrier density n from the period of the SdH oscillations between two
adjacent Landau levels ∆(H−1) as:
















where m∗ is the effective mass of the electron, m is the free electron mass and υF
is the Fermi velocity. This description uses the CGS system following Ref. [165].
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In order to directly investigate the effect of the electric field applied perpendicular
to the graphene layers in the carrier density of MLG, we studied the SdH oscilla-
tions in both situations, without electric field applied and under the application
of a larger negative one.













































Figure 5.12: First derivative of the magnetoresistance as a function of the inversed mag-
netic field at 2K with (open symbols) and without (solid symbols) applied
gate voltage for: (a) sample S1 (b) sample S3 (c) sample S5-1 (d) sample
S5-2. The values of Vg applied are -100 V for S1, S3, S5-1 and S5-2 and
-70 V for S3.
Fig. 5.12 shows the first derivative of the magnetoresistance versus the inverse of
the magnetic field measured at 2 K for samples S1, S3, S5-1 and S5-2 at zero gate
voltage (solid symbols) and at Vg that induces a minimum in the resistance (Vg,m)
(open symbols).
If Vg is zero, no SdH oscillations are observed in the magnetoresistance within the
experimental resolution for the field range used. Assuming that ideal graphite is a
narrow band semiconductor (energy gap Eg ∼ 40 meV) [82] and its carrier density
is low (∼ 109 cm−2 [159]) one can expect no Fermi surface at low temperatures
(such as 2 K at which the experiments have been performed). Using Eq. 5.9 and
a carrier density n = 109 cm−2 [82, 159], we can obtain a Fermi wavelength of
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λF = 0.8 µm. Note that this value is in the range of our sample size and larger
than rc if H >0.07 T (assuming m
∗ = 0.01 m, as done in [7]). In this scenario no
SdH oscillations can be observed.
On the contary, an oscillatory behavior of the longitudinal resistance is observed
with a periodicity in the inversed magnetic field at low temperatures (T = 2 K)
and high magnetic fields (H & 4 T), as described by Eq. 5.6 and expected for the
Suhbnikov de Haas effect. Taking into account the oscillation period ∆H−1 and
using Eq. 5.8, we estimated the carrier density n.
Different oscillation periods and, correspondingly, carrier densities are obtained
upon sample. The results are presented in Table 5.3 and indicated with arrows in
Fig. 5.12.
Sample S1 S3 S5-1 S5-2
∆H−1 (T−1) 0.0222 0.0236 0.0199 0.0203
n (1012 cm−2) 2.198 2.102 2.423 2.373
Table 5.3: Oscillation period ∆H−1 and carrier density n at 2 K obtained for gate
voltage Vg = -100 V (for samples S1, S5-1 and-2) and Vg = -70 V (S3).
The different carrier density values obtained, specially the differences observed
between S5-1 and S5-2, indicate the intrinsic inhomogeneity of the carrier distri-
bution in MLG samples. As shown in Table 5.3, carrier densities of ∼ 2 x 1012 cm−2
are obtained under the application of a large negative Vg.
Moreover, using the oscillations period in H−1 obtained from Fig. 5.12, we can
calculate the cyclotron radius using Eq. 5.10. For samples S1 and S3 we have rc
∼ 50 nm and for sample S5-1 and S5-2 rc ∼ 65 nm. Hence, we can assume the
existence of domains inside these samples of size & 100 and 130 nm respectively.
Taking into account the values obtained for the carrier density n, we calculated λF
using Eq. 5.9. λF in samples S1-S3 is 1.7 nm and in S5-1 and S5-2 λF = 1.6 nm.
These calculated values support the validity of the experimental data as they are
reasonable values for the observation of SdH oscillations.
Ref.[7] reports a carrier density of a bulk piece of HOPG (similar as the one used
to prepare the MLG samples studied here) of n & 1011 cm−2 (see Fig. 5.13(a)
dashed line). Moreover, the SdH oscillations of samples with thickness & 60 nm
indicated the existence of carrier density n & 1011 cm−2 located in domains of size
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Figure 5.13: First derivative of the magnetoresistance as function of the inverse magnetic
field. (a) The dashed curve corresponds to a bulk HOPG sample of size 2
x 1 x 0.2 mm3. The blue and black solid lines correspond to a & 60 nm
thickness graphite sample in two different areas separated by 3 µm. The
red curve correspond to the results from the black line after irradiation
with 5 x 1011 Ga+-ions per cm−2. (Adapted from [7]). (b) Sample S1 for
Vg = 0 V (black squares) and Vg = −100 V (red empty circles).
≃ 100 nm within a matrix of much lower carrier concentration (n ∼ 109 cm−2) [7]
(see Fig. 5.13(a) blue and black solid lines). The differences between the blue and
the black curves in Fig. 5.13(a) support the existence of inhomogeneities in the
carrier concentration within the micrometer range, as they correspond to mea-
surements taken in two distinct part of a sample separated by 3 µm. Arndt et
al. proved as well that it is possible to modify the carrier density of the graphite
samples using Ga+-ions and/or protons irradiation (see Fig. 5.13(a) red line) by
introducing defects.
One can compare the SdH oscillations measured for sample S1 at Vg = -100 V
(Fig. 5.13(b)) and the SdH oscillations after irradiation of a graphite sample of
more than 60 nm thickness (Fig. 5.13(a)-red curve, adapted from [7]). One can
see that in both situation the carrier density has been successfully modified by
different methods.
The main result shown in this Section is that we obtained one to three order of
magnitude greater values in the carrier density if a gate voltage is applied. This
strongly depends on the value we compare with, e.g. if we compare with the
”ideal graphene” (n ≃ 109 cm−2 [159]) or the values obtained for HOPG bulk
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samples (n & 1011 cm−2 [7]). In any case, it appears clear that we increased the
carrier density n in at least some parts of our MLG samples with no modification
of the sample structure and no chemical doping, supporting the previous results
presented in Sections 5.5 and 5.6.1.
5.6.3 Temperature dependence
As explained in Section 5.1, if the carrier density increases enough, field induced
superconducting effects might appear. We demonstrated in the preceding section
that the carrier density has been increased by one order of magnitude (at least) in
some parts of the samples under the application of a large negative gate voltage
(Section 5.6.2). Furthermore, the effect on the resistance of MLG at low temper-
atures shown in Section 5.6.1 indicated an improvement of the conductivity. In
order to further investigate the nature of this phenomena, we studied the tem-
perature dependence of the resistance of the MLG samples when a constant Vg is
applied. First, we investigated the effect of the gate voltage value that induces a
minimum in the resistance (Vg,m) at 2 K (taking into account the results shown in
Section 5.6.1) on the resistance vs. temperature curve. And afterwards, the effect
of other Vg values on the temperature dependence of the resistance were studied.
5.6.3.1 For Vg giving resistance minimum
Fig. 5.14 shows the temperature dependence of the resistance for samples S1, S2,
S3, S5-1, S5-2 and S6, if no gate voltage is applied (solid symbols) and if we ap-
plied the Vg that gives a minimum in the resistance at 2 K (Vg,m) (see Fig. 5.10)
perpendicular to the graphene planes.
A sudden decrease of resistance appeared at ∼ 17 K when Vg,m was applied, which
did not appear without an external electric field applied. This change in resistance
occurred in an temperature interval of . 2 K. This transition was observed in all
the samples under the mentioned conditions but, as shown in Fig. 5.14, with some
differences upon sample. Again, the existence of inhomogeneities inside MLG
samples is revealed and becomes particularly clear when comparing the results of
sample S5. Differences in the transition appeared if one part or another of sample
S5 was considered (see Fig. 5.14(d) for S5-1 and (e) for S5-2).
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Figure 5.14: Resistance vs. temperature curve for zero gate (solid symbols) and for
Vg,m at 2 K for samples: (a) S1, (b) S2, (c) S3, (d) S5-1, (e) S5-2 and (f)
S6. The corresponding Vg,m values are respectively: -80 V, -50 V, -60 V,
-100 V, -100 V and -100 V (taken from Fig. 5.10).
The largest decrease in resistance was obtained for sample S1 (∼ 50 %) and an
approximatively constant resistance value was reached after the transition (see
Fig. 5.14(a)). The same behavior was observed for samples S3, S5-2 and S6 (see
Fig. 5.14(c), (e) and (f)) with different relative changes in the resistance.
Sample S2 showed a slightly different behavior as shown in Fig. 5.14(b). A step-
wise decrease of the resistance appeared at ∼ 18 K and afterwards, at ∼ 17 K, the
resistance increased till a constant value at ∼ 13 K was reached.
It is tempting to speculate that the observed phenomenon is related to the increase
in carrier density in parts of the samples, which may trigger superconductivity.
Alternatively, the electric field could induce a weak link between superconducting
patches, i.e. a Josephson effect, similarly to what it was observed in lamella sam-
ples without any electric field (see Chapter 4).
None of the MLG samples investigated showed percolation (no zero resistance was
measured) as our voltage sensing electrodes can not be directly connected to the
superconducting regions. Hence, the overall resistance measured had a finite value
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as a result of the contribution in series, and partially in parallel, of the non super-
conducting parts and the superconducting ones.
Moreover, the slight increase in the resistance below the minimum observed in sam-
ple S2 could be related to the partial decoupling of the superconducting patches
when the coherence length decreases decreasing temperature, as it occurs in gran-
ular superconductors (see e.g. [38, 166, 167, 168, 169]).
5.6.3.2 Different gate voltages values
In order to deeper investigate the effect of the gate voltage on MLG samples, we
studied its effect on the temperature dependence of the resistance (R(T) curve) for
the whole range of Vg used in Section 5.6.1. Fig. 5.15 shows the results obtained
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Figure 5.15: Temperature dependence of the resistance when different Vg constant val-
ues are applied (as indicated in the corresponding legends) for different
samples: (a) sample S1, (b) sample S2, (c) sample S5 in region 1 and
region 2 (d).
The general features discussed in Section 5.6.1 are reproduced here, i.e. a clearly
asymmetric response with respect to Vg was obtained: if Vg > 0 V either a non
remarkable effect or a small increase of the resistance were observed; on the con-
trary, if Vg<0 V some effects were obtained.
Once again, depending on the sample, or even on the area of the sample under
study, small differences were observed. For instance, S1 (see Fig. 5.15(a)) showed
no effect if −40 V < 0 V <+60 V. However, if Vg = −60 V a drop in the resistance
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appeared, followed by an upturn after the resistance minimum was reached. If Vg
was increased further (in the negative range), a clear and sharp transition was
obtained for Vg<− 80 V.
In the case of sample S2 (Fig. 5.15(b)), the R(T) curve already showed a small
dip where its resistance decreased slightly at Vg = −20 V. This transition became
clearer as Vg decreased to −50 V and −60 V, where an upturn was observed af-
ter the minimum in the resistance (similar as it was obtained for sample S1 at
Vg = −60 V). This feature indicates a non-uniform path of the current inside the
sample.
Sample S5 showed some differences in between the two studied areas, as shown in
Fig. 5.15(c) and (d). The overall behavior remained the same, i.e. a small increase
in the resistance was obtained if Vg > −40 V and the transition around T ∼ 17 K
appeared if Vg is large enough (and negative), as obtained for −90 and −100 V. In
sample S5, if Vg = −90 V the transition appeared to have two steps, one around ∼
20 K and a second one at ∼ 12 K, which points as well in the direction of having
a non-uniform channel inside the MLG samples. If the gate voltage was increased,
i.e. Vg = −100 V, a single stepwise transition at T ∼ 17 K has been observed.
The main difference between S5-1 and S5-2 was that after the transition occurred
the resistance remained constant in the case of S5-2, while in the case of S5-1 it
increased slightly, apparently parallel to the original R(T) curve (Vg = 0 V). See
for instance the case of Vg = -100 V in Fig. 5.15(c) and (d).
Interestingly, the temperature at which the transition appeared did not shift de-
pending on the applied gate voltage. This result, together with the indications
for a non-uniform channel connecting superconducting areas with normal ones,
support the idea of a weak link induced by the electric field between pre-existing
superconducting regions with high carrier density.
5.6.4 Magnetic field effect
If any presence of superconductivity is assumed the magnetic field effect must be
studied. The R(T) curve with the gate voltage inducing the largest transition was
measured at different magnetic fields. The magnetic field was applied in two direc-
tions: parallel and perpendicular to the graphene layers. All the results presented
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in this section were obtained as follows: first, we applied the corresponding Vg
at 2 K and, after a stable value of the resistance was reached, the magnetic field
was applied; then, the resistance was measures at a set temperature from 2 K to
25 K (with a stabilization of ∼ 1 mK). Once the R(T) curve was measured, the
magnetic field was set to zero and the process was repeated, i.e. cool the sample
to 2 K, set the magnetic field and measure the R(T) curve up to 25 K. The gate
voltage has been maintained during the whole set of experiments.
In order to show the general trend, only the results from sample S1 are presented
in this Section. All the studied samples showed qualitatively similar results with
small differences upon samples, as it has been observed in the results shown in
previous sections.
Fig. 5.16(a) shows the temperature dependence of resistance at Vg = −100 V with
magnetic fields applied perpendicular to the graphene planes.














































































Magnetic Field B (T)
Figure 5.16: (a) Temperature dependence of the resistance of sample S1 when Vg =
−100 V and different magnetic field values are applied perpendicular to
the graphene planes. (b) Same as in (a) but normalized values of the
resistance as function of temperature. (c) Minimum normalized resistance
as a function of the magnetic field applied.
As shown in there, the resistance presented a large increase with magnetic field of
∼ 300 % at 25 K for 8 T, as it is typically obtained in the magnetoresistance for
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where R(0) is the resistance at zero magnetic field and R(B) the resistance at a
certain magnetic field B.
In order to remove the large contribution of the MR, we normalized the obtained
results to the resistance value at 23 K. As it is clearly shown in Fig. 5.16(b), a field
of 0.2 T was enough to suppress the transition at ∼ 17 K and it remained in this
state for fields up to 1.5 T. For a magnetic field of 3 T, the transition appeared
again (although not as large as if no magnetic field was applied). If the magnetic
field was increased further, i.e. 8 T, the transition nearly vanished and became
wider in temperature. Hence, the magnetic field affected the relative step height
of the transition and a reentrant behavior is observed, i.e. for a range of fields (3 T
> B > 8 T) the superconducting state appeared to be boosted.
Fig. 5.16(c) shows the minimum of the normalized resistance values obtained from
Fig. 5.16(b) as function of the magnetic field. One clearly recognizes the reentrant
behavior of the induced superconducting state.
Even when an actual effect of the magnetic field applied on the transition was
observed, note that the temperature at which it occurred did not shift with the
magnetic field as one could expect from conventional superconductors. This sug-
gests that the magnetic field mainly affects the the electric field effect on the
coupling between pre-existing superconducting regions, rather than the supercon-
ducting state that could exist inside these regions.
The effect of different values of magnetic field applied parallel to the graphene
planes on the R(T) curves with Vg = −100 V applied has been studied as well.
Fig. 5.17(a) and (b) show the results obtained for sample S1. It can be seen that the
transition remained unaffected for fields up to 0.2 T, i.e. a larger field is required
to suppress the transition, if compared with the case of field perpendicular. If the
magnetic field was increased further, the transition was suppressed monotonously
and no reentrance was observed (see Fig. 5.17(b) for details). Once again the
magnetic field did not affect the transition temperature but the relative height
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Figure 5.17: (a) Temperature dependence of the resistance of sample S1 when Vg =
−100 V and different magnetic field values are applied parallel to the
graphene planes. (b) Zoom in of (a) for B > 0.5 T. (c) Minima of the
normalized resistance as function of the magnetic field applied.
of the step-like transition. However, the minima in the resistance obtained just
after the transition increased if magnetic field was increased. Fig. 5.17(c) shows
the normalized minima values as a function of the magnetic field. A monotonous
suppression of the transition is clearly shown.
As expected for this orientation, the MR of the MLG sample is small (∼ 1.25 %
at 25 K and 8 T) when compared with the perpendicular configuration, due to the
high anisotropic character of the MR in MLG samples. The small change on the
resistance above the transition with high magnetic field parallel to the graphene
planes excludes possible Lorenz-force related effect. The misalignment angle of
the field with respect to the sample is below 0.5 degrees and excludes any possible
effect arising from angular contributions.
Figure 5.18 shows the minima of the normalized resistance as function of the
magnetic field for both directions for samples S1, S5-1 and S5-2. Similar qualitative
results were obtained: (1) a small field of 0.1 T was enough to nearly vanish the
transition if the field is perpendicular to the planes and a reentrant behavior is
observed; (2) a monotonous detrimental effect appeared if the field was applied
parallel to the graphene layers.
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Figure 5.18: Minima of the normalized resistance as function of the magnetic field ap-
plied perpendicular (empty blue circles) and parallel (empty red squares)
to the graphene planes for samples S1 (a), S5-1 (b) and S5-2 (c).
However, some differences upon sample were observed. For instance, sample S1
presented a reentrant behavior in a field range of 3 T > B > 8 T; S5-1 in a range
of 1 T > B > 5 T; and S5-2 in a range of 2 T > B > 5 T. In the parallel field
situation, 0.2 T is required to suppress the transition in sample S1, while in the
cases of S5-1 and S5-2 fields of 0.1 T and 0.2 T are enough to reduce the step
height by ∼ 50 % and for B = 0.5 T the transition vanishes almost completely.
For larger fields the three samples presented a monotonous detrimental effect on
the transition.
Taking into account the absence of a clear anisotropic effect of the magnetic field
in the range of small fields, it appears that a 3D filamentary path is responsible for
the electric field induced superconducting like transition. The detrimental effect
on the step height of the transition after the application of a magnetic field (in
both directions), supports as well the existence of a filamentary path induced by
the gate voltage applied.
5.7 Discussion
We successfully produced good quality MLG samples to perform gate voltage ex-
periments. The results we obtained showed a rather unconventional behavior of
the electrical resistance under the application of a gate voltage Vg.
5.7. Discussion 127
The asymmetric response of the resistance to Vg at low temperatures led us to
investigate specially the effect of large negative voltages on the R(T) curves. The
reduction in the resistance measured under the just mentioned conditions, corre-
sponded to the observation of a stepwise transition at ∼ 17 K in the R(T) curve.
Moreover, the study of the SdH oscillations at temperatures below this transition
and under a large negative gate voltage applied, revealed that the carrier density
was larger than in the case with no gate voltage applied.
In this scenario it is tempting to speculate that a superconducting effect was in-
duced. Taking into account some theoretical predictions (see section 5.1) one may
think that the enhancement of the carrier density could trigger a superconducting
phase below ∼ 17 K. Alternatively, taking into account the results of Chapter 4,
one could think about a weak link (Josephson type) between pre-existing super-
conducting regions induced by the applied electric field.
In order to clarify the origin of the observed behavior we studied the effect of a
magnetic field and, again, a non-conventional effect was obtained, which merits
further discussion.
The effect of the magnetic field depends on its direction at fields below 1 T: while
a monotonous detrimental effect on the transition was obtained for magnetic field
applied parallel to the graphene layers; a reentrant behavior was observed for fields
applied perpendicular, which apparently is related to an orbital effect.
The reentrant behavior at high magnetic fields has been already observed in differ-
ent systems. For example, Moore and Williams showed an increase in the probabil-
ity of Andreev reflection in a high-mobility 2DEG placed between superconducting
contacts for fields up to 3 T [170]. Organic materials such as λ-(BETS)2FeCl4 [171]
and pseudoternary Eu-Sn molybdenum chalcogenides [172] also present magnetic
field induced superconducting effects. The origin of the reentrance has been related
to an increase of the edge-state transport, which closely constrain the wave vectors
of incoming and outgoing electrons in the quasi 1D sates increasing the probability
of Andreev reflection [170]. Therefore, although the application of magnetic fields
reduces the overall conductance, the increasing probability of Adreev reflection
lowers the rate of that reduction. Alternatively, the increased attempt rate due to
skipping orbital at the interfaces is suggested as potential origin of the reentrance.
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No definitive explanation is given and further investigations are suggested.
In [171] and [172], the effect is interpreted in terms of the Jaccarino-Peter com-
pensation effect, i.e. the field enhancement of superconductivity can result from
the alteration of the spin exchange interaction between conduction electrons and
localized magnetic moments [173]. This effect has also been used more recently
to explain the origin of an enhancement of superconductivity in two dimensional
superconductors [49].
The authors in Ref. [49] propose another mechanism based on the polarization of
unordered paramagnetic impurities, which can originate a reduction of the overall
magnetic pair-breaking strength. However, it seems only applicable to ultrathin
films where the orbital effect is suppressed.
Another mechanism based on the magnetic-field dependence of the superconduct-
ing coherence length ξ has been proposed by Kogan and Nakagawa [174]. Essen-
tially, the magnetic field shorten ξ, which could lead to an enhancement of Tc
at finite fields. A compulsory condition for this effect is that the films should be
thinner than a critical thickness, which depends on the mean free path and the
clean-limit coherence length.
Kopelevich and coworkers [2] observed such phenomenon in HOPG. They provided
a reentrant behavior in the in plane resistivity of HOPG when magnetic field is
applied perpendicular to the graphene planes. An interplay between superconduc-
tivity and other Fermi surface instabilities, possibly charge-density-wave (CDW)
or spin-density-wave (SDW), is suggested to explain the reentrant behavior. They
stated that they proved experimentally the existence of magnetic-field-induced su-
perconducting instabilities due to the Landau level quantization.
If we consider our MLG in the range of larger fields (B >5 T) and assuming the
existence of a ferromagnetic contribution [139], one can think about a detrimental
effect of the magnetic field on the superconducting phase as follows: high enough
perpendicular magnetic fields can rotate the ferromagnetic moments into the field
direction and hence, the weak Josephson link between pre-existing superconduct-
ing regions would be suppressed. Thus, for magnetic field applied perpendicular
to the graphene layers both, orbital and spin-related effects, play a role.
The monotonous detrimental effect of a parallel magnetic field on the transition
can be understood qualitatively via the interaction between the ferromagnetic mo-
ments and spin polarized superconducting currents, as suggested in [175]. The
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spin polarized superconducting currents exert a torque on the ferromagnetic mo-
ments leading to their rotation [176, 177] towards the graphene planes. Then,
the magnetic field orients the ferromagnetic moments, suppresses the Josephson
tunneling between superconducting regions and return the normal sate at lower
temperatures.
The absence of anisotropy in the magnetic field effect on the transition for large
fields (B > 1 T ), as its step height vanishes with magnetic field independently of
its direction, indicates a 3D superconducting like behavior.
Moreover, the transition temperature did not change although a magnetic field
was applied. Let us assume that the electric field affects mainly the regions be-
tween patches of larger carrier density inducing a filamentary path, which appears
to weakly connect them at a given bias voltage. The high density carrier regions
are much less influenced by the electric field. In this scenario, the magnetic field
will affect mainly the coupling between these high carrier density regions, rather
than these patches themselves. This may explain why there is no real broadening
of the transition after the application of a magnetic field.
Thus, we can assume that the observed transition at ∼ 17 K is related to the tem-
perature at which the electric field weakly couples the high carrier density regions,
which may have a larger Tc.
Although a deep explanation to the rather unconventional behavior of the electric
field induced superconducting like transition under the application of a magnetic
field is not completed and requires further investigations, an intuitive and reason-
able description of the observed phenomena is given.
Another interesting point of discussion arises from the results obtained in the Sur-
face Potential Measurements (SPM) presented in Section 5.5. It has been proved
that in the near surface region, the MLG samples have an inhomogeneous distribu-
tion of carrier densities n. These results suggest that “different Fermi levels” can
be found along the sample, or better to say that different occupation levels exist
along a single Fermi level along the sample surface, a unique situation actually.
The upper images in Fig. 5.19 show schematically the potential distribution re-
sults obtained in SPM. The surface of a MLG sample with different carrier density
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regions (as indicated with ellipsoids of different colors) is represented. Let us as-
sume that brighter colors correspond to higher carrier densities and darker ones
to lower carries densities. Hence, the characteristic charge density inhomogeneity
found on MLG surfaces is reproduced. The lower images represent a plausible
scenario of the band diagram, which could explain the situation reflected in the
upper images. To be more precise, the band diagram shown would correspond to
the one characterizing the sample part indicated by the blue dashed line crossing
the upper pictures. The speculated band diagram consists in a one dimensional
potential with differently filled wells of carriers, where deeper wells correspond
to brighter ellipsoids in the upper figures, i.e. higher carrier densities. The red
dashed horizontal line indicates the Fermi level. Note that although there are re-
gions with different carrier densities, the chemical potential remains the same all
over the sample.
Fig. 5.19(a) corresponds to the situation without external electrical field applied
(Vg = 0), and Fig. 5.19(b) to the one where a gate potential Vg negative and large
is applied.
Figure 5.19: Upper images: Sketches of the potential distribution at the surface of a
MLG sample. Lower images: A one-dimensional potential with differently
filled wells of carriers corresponding to the upper images. The dashed red
line represents the Fermi level. (a) Scenario if Vg is zero. (b) Scenario if Vg
is negative and large enough. The dashed green line represents the Fermi
level shifted from its position at Vg = 0 as consequence of the applied gate
voltage. The blue arrows indicate the coupling between regions (see main
text).
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Potential irregularities at the bottom of a band are irrelevant in usual metals
or semimetals with relatively large carrier density or Fermi energy. However, in
graphite these irregularities would imply the existence of regions in which the car-
rier density is much larger than in others (as sketched in Fig. 5.19).
In a free carrier model with low density of carriers, the irregularities at the bottom
of the band (conduction or valence band, upon the carrier we take into account)
are of importance. These carriers can be holes or electrons. If we consider the case
of holes, then a negative voltage can shift the Fermi level up (dashed green line in
Fig. 5.19(b)). Moreover, at a certain value it can induce a coupling between high
density carrier regions, i.e. deep wells, which were initially separated by barriers
(well walls), as pointed out by the blue arrows in Fig. 5.19(b). This 3D coupling
between preexisting region with a high carrier density can be the responsible for
the superconducting-like field-induced transition. On the contrary, if a positive
voltage is applied, the Fermi level is shifted down and that might be the reason
for an increase of the resistance (although small).
Taking into account the results shown in this chapter, it seems reasonable to
assume that superconductivity was induce in MLG samples. Furthermore, the ex-
perimental results indicate that we produced a weak coupling between pre-existing
superconducting regions located at the interfaces of graphite (as shown in Chap-
ter 4) via the application of en external electric field applied perpendicular to the
graphene layers.
The measured value for the observed transition temperature (∼ 17 K) is well below
the critical temperatures obtained in other experiments done on graphite (as shown
e.g. in Chapter 4 and Ref. [79]). This supports the three dimensional character of
the electric field induced superconductivity in MLG samples. Therefore the results
we have introduced in this chapter seem to be closer to the reported phenomena
in intercalated graphite compounds and hence, the transition temperature should
be much near to the one of those compounds [70, 71].
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6. Conclusions and outlook
This concluding chapter contains a summary of the main results obtained and
gives also a brief account of the further developments and ideas to continue the
line of research described in this thesis.
6.1 Conclusions
After different published work suggested the existence of superconductivity in
graphite, the main objective of this work was to investigate and understand the
mechanism of superconductivity in high crystalline quality graphite samples, i.e.
HOPG.
As there have been some speculations dealing with the localization of the super-
conducting effect at the structural interfaces of graphite observed by transmission
electron microscopy (TEM), we prepared a specific type of samples, which allowed
the direct investigation of the contribution of these interfaces to the electronic
properties of graphite.
Therefore, the first part of this thesis was focused to develop a procedure, which
allows the preparation of such samples adequately to the study of electrical resis-
tance. They are the so-called lamellas (or TEM lamellae) because of their similar-
ities with the samples prepared for transmission electron microscopy. It was found
that these samples provided direct information of the contribution of interfaces to
transport properties, if the sample dimensions and the electrical connections are
appropriated. A whole protocol to adapt the TEM lamellae samples of HOPG to
the requirements for the investigation of the electrical resistance has been success-
fully developed.
The second part of the thesis consisted on measuring the transport properties of
the specifically prepared lamellae samples. The behavior of the resistance as func-
tion of temperature, magnetic field and input current has been deeply studied on
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several samples. As a result, strong evidence supporting the existence of super-
conductivity in graphite have been obtained.
First of all, a sharp reduction of the measured voltage has been measured occur-
ring at different temperatures, depending on the studied sample, raging from 25 K
to 150 K. A zero resistance state has also been observed at low temperatures and
small input currents.
Furthermore, the transition temperature depended strongly on the input current
(Tc(I)), showing a critical value above which the transition disappeared. Sup-
porting this dependence, the results obtained after measuring the I − V curves
presented a non-linear behavior characteristic of Josephson junctions. A successful
comparison between the model proposed by Ambegaokar and Halperin [138] and
the experimental data has been achieved.
The transition temperature as defined in this work refers to the temperature at
which the Josephson coupling is strong enough to produce a drop in the voltage
(and/or zero resistance). Therefore, the current dependence is not related to the
Cooper pair breaking of superconductivity but to its influence on the Josephson
weak coupling between preexisting superconducting regions.
Moreover, a magnetic field effect on the observed transition has been obtained if the
sample was thick enough. A clear anisotropic effect was present: if the magnetic
field was applied parallel to the graphene planes, i.e. parallel to the interfaces, no
effect was observed; on the contrary, if the magnetic field was applied perpendic-
ular to the graphene planes, first, a detrimental effect at low fields was observed,
and, after that, at larger fields (between ∼1 and ∼5 T), a reentrant behavior has
been shown, where large fields improved the superconducting state. Hence, we can
assume that the regions where superconductivity is located are strongly 2D.
The zero resistance state, the strongly current dependent transition temperature
and the magnetic field effect on it, clearly indicate the existence of a Josephson
coupling between superconducting regions, which are located at the interfaces of
graphite.
In addition to those evidence, a dependence on the sample thickness was observed.
Neither transition nor superconducting related effects have been observed in sam-
ples thinner than ∼ 200 nm. In a superconducting material the lateral size of the
superconducting regions should be larger than the coherence length. It might be
that we exceeded this limit and consequently destroyed the superconducting state.
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According to some theoretical work, the existence of a superconducting phase in
graphite and/or graphene based systems requires a high density of charge carriers.
Therefore, the third and last part of this thesis was addressed to find a way to
enhance the carrier density in graphite but, with the important premise of keeping
its original quasi two dimensional character. Hence, we discarded the used of an
external chemical dropping with foreign atoms and we rather focused in the use
of an electric doping for that purpose.
We used multi-layered-graphene (MLG) samples and applied a external electric
field perpendicular to the graphene layers.
The applied electric field gave rise to a modification of the sample carrier density
in certain parts of the samples, seen after surface potential measurements and
confirmed by the study of the Suhbnikov-de Hass (SdH) oscillations. Moreover, a
field-induced transition at ∼ 17 K in the resistance of several MLG samples was
observed. This transition was affected by a magnetic field applied perpendicular
and also when parallel to the graphene layers. A monotonic detrimental effect
was obtained in the parallel case (in contrast with the absence of effect observed
in lamellae); and a reentrant behavior was shown in the perpendicular case (as
obtained for lamellae samples). The absence of a clear anisotropy in the magnetic
field effect speaks for a 3D effect, which can be the origin of the lower value of the
obtained transition temperature, if compared with the values obtained for lamellae
samples (where a quasi 2D superconducting effect is assumed).
All these results together suggested that we induced superconductivity on MLG
samples via the application of an electric field, which increased their density of
charges and hence trigger the superconducting state.
We have presented evidence in two different types of experiments for superconduct-
ing effects occurring at the interfaces of HOPG. In the first set of experiments, we
have directly explored the transport properties of lamellae samples and hence, the
contribution to electrical resistance of graphite internal interfaces. In the second
set of experiments, the electric field applied perpendicular to the graphene planes
on MLG samples seemingly induced a superconducting phase. The experimental
results presented here have important consequences for the understanding of the
electronic properties of graphite.
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6.2 Outlook
The results of this thesis open a line of research to investigate further supercon-
ductivity in graphite with experiments which could characterize deeper the super-
conducting phase we observed.
Moreover, the investigation of the nature of the interfaces observed by TEM must
be deeper study. Particularly interesting would be to investigate and evaluate (or
at least estimate) the misalignment angle between crystalline regions. Once it is
assumed that superconductivity occurs at the interfaces of graphite, the key point
is to know in which of them is most likely or maybe preferably occurring. Some
questions arise at this point: Is there a magic angle, which could lead to higher
Tc?; Is the existence of rhombohedral and/or Bernal stacking determinant at the
interfaces as predicted theoretically?
Going a step further, one could think about artificially produce these interfaces.
The control of the angle by means of placing blocks of graphene layers with differ-
ent configurations (as suggested by Muñoz et al. [100]) might be helpful to clarify
which of the phases and/or interfaces give optimal results, i.e. higher Tc. Different
blocks with pure Bernal stacking order, with pure Rhombohedral stacking and hy-
brids (with different ratios of both components) would be desirable to investigate
the influence on the superconducting phase.
Some direct imaging (e.g. local tunneling spectroscopy) would indeed be desirable
to map the current distribution and maybe show the gradual opening of a su-
perconducting gap. However, such measurements cannot be done at the interface
since it is embedded inside the graphite structure and cannot be simply “opened”.
Even if we assume that the well defined 2D interface could be “opened” the “new”
state at the surface of the former interface will not necessarily show the same
states as the internal interfaces embedded on the whole structure. Therefore, it
seems more realistic to produce the interphaces/phases and investigate the cor-
responding transport properties. Nevertheless, we should mention the BCS like
density of states obtained by tunneling spectroscopy at certain regions of HOPG
samples [178]. It appears that some hints on superconductivity could be still ob-
tained at certain graphite open surfaces.
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A way to improve the results obtained in Lamellae samples could be to increase
the carrier density. One possibility would be to use the tool employed to induce
superconductivity in MLG samples, i.e. the application of an electric field. One
could think about the enhancement of Tc as the Fermi level of the lamellae sample
could be modified. Another possibility would be to dope the samples, which can
also be applied to the case of MLG samples. Thinking about keeping the initial
structure of graphite (so that the quasi two dimensionality is preserved) the doping
atoms should not be too large. Hence, it seems natural to assume that hydrogen
would be the most suitable candidate. The results obtained in graphite powders
treated with water showed already that the hydrogen doping might be of impor-
tance [79].
Finally, note that several points need to be clarified in the future to complete
the characterization of the superconducting state we found at graphite interfaces.
Several unknown facts remain after our study, for instance, the role of vortices,
the critical magnetic field Hc2 or an estimation of the main characteristic lengths:
the coherence length and the London penetration depth.
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[41] D. Estève, J. M. Martinis, C. Urbina, M. H. Devoret, G. Collin, P. Monod,
M. Ribault and A. Revcolevschi, Europhys. Lett. 3, 1237 (1987).
[42] C. E. Gough, M. S. Colclough, E. M. Forgan, R. G. Jordan, M. Keene, C. M.
Muirhead, A. I. M. Rae, N. Thomas, J. S. Abell and S. Sutton, Nature 326,
855 (1987).
[43] H. F. C. Hoevers, P. J. M. Van Bentuma, L. E. C. Van De Leemputa, H. Van
Kempena, A. J. G. Schellingerhoutb and D. Van Der Marelb, Physica C 152,
105-110 (1988).
[44] D. J. Van Harlingen, Rev. Mod. Phys. 67, 2, 515-535 (1995).
[45] D. A. Wollman, D. J. Van Harlingen, W. C. Lee, D. M. Ginsberg and A. J.
Leggett, Phys. Rev. Lett. 71, 13 2134-2137 (1993).
[46] K. Scharnberg and R. A. Klemm, Phys. Rev. B 22, 5233-5244 (1980).
[47] A. Knigavko and B. Rosenstein, Phys. Rev. B 58, 9354-9364 (1998).
[48] J. A. Bert, B. Kalisky, C. Bell, M. Kim, Y. Hikita, H. Y. Hwang and K. A.
Moler, Nature Phys. 7, 767-771 (2011).
[49] H. J. Gardner, A. Kumar, L. Yu, P. Xiong, M. P. Warusawithana, L. Wang,
O. Vafek and D. G. Schlom, Nature Phys. 7, 895-900 (2011).
[50] K. Y. Arutyunov, D. S. Golubev and A. D. Zaikin, Physics Reports 466, 1-70
(2008).
142 Bibliography
[51] H. M. Jaeger, D. B. Haviland, B. G. Orr and A. M. Goldman, Phys. Rev. B
40, 182 (1989).
[52] R. P. Barber, Jr., L. M. Merchant, A. La Porta and R. C. Dynes, Phys. Rev.
B 49, 3409-3412 (1994).
[53] A. Frydman, O. Naaman and R. C. Dynes, Phys. Rev. B 66, 052509 (2002).
[54] M. S. M. Minhaj, S. Meepagala, J. T. Chen and L. E. Wenger, Phys. Rev. B
49, 1523515240 (1994).
[55] A. Bezryadin, C. N. Lau and M. Tinkham, Nature 404, 971-974 (2000).
[56] D. Y. Vodolazov, F. M. Peeters, L. Piraux, S. Mátéfi-Tempfli and S. Michotte,
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[164] Y. Lu, M. Muñoz, C. S. Steplecaru, C. Hao, M. Bai, N. Garćıa, K. Schindler
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2.1 Sketch of the formation of a cooper pair: (a) A moving electron
slightly attracts the surrounding positive ions, causing a slight rip-
ple towards its path. (b) Another electron passing in the oppo-
site direction is attracted to that displacement. (c) BCS density of
states (DOS) as a function of energy relative to the Fermi energy
(blue line), compared with the characteristic DOS of a normal metal
(dark red). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Phase diagram of a superconductor type I (a) and type II (b). The
small sketches in both diagrams represent the flux lines in the su-
perconductor (small rectangle) in the different states. . . . . . . . . 12
2.3 Schematic representations of the mixed state of a type II super-
conductor: (a) The solid lines represent the flux lines penetrating
the specimen and the blue circular arrows indicate the current cre-
ated around them. The blue areas are the superconducting regions
where the flux does not penetrate. (b) The yellow lines denote the
normal cores with the current vortices around them (black arrows).
The normal cores are separated by superconducting regions. (c)
First real image of a vortex lattice measured by U. Essmann and H.
Trauble at Max-Planck Institute Stuttgart in 1967 [26]. . . . . . . . 13
2.4 (a) Equivalent circuit of a Josephson junction used in the RCSJ
model. (b) Washboard potential U as a function of phase. The
x-axis (phase) corresponds to the particle position and the y-axis
(potential) represents the total energy of the particle. The black dot
indicates the junction moving in the washboard potential. When
I > Ic the particle moves down generating a voltage proportional
to its phase velocity (bottom curve). At lower currents the particle
is trapped and there is no voltage (upper and middle curve). . . . . 15
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2.5 Hysteresis cycles of granular HTSC, at 4.2 K (with a grain radius
between l and 5 µm). Taken from [40]. . . . . . . . . . . . . . . . . 21
2.6 (a) Resistivity vs. temperature curve for C6Yb. The clear drop to
zero resistance indicates the existence of superconductivity. Inset:
modeled structure of C6Yb. Adapted from [71]. (b) Magnetiza-
tion hysteresis loop measured in a graphite-sulfur powder at 6 K
obtained after subtraction of the diamagnetic background signal.
Taken from [72]. (c) Sheet resistance as a function of temperature
for different gate voltages (from top to bottom, the voltage offsets
from the charge neutrality point are increased). The black dashed
line indicates the critical temperature of tin. The red dashed line is
a guide line showing the minimum resistivity. Taken from [12]. . . 28
2.7 (a) Magnetization field hysteresis loops at different maximum field
strengths (150, 200 and 400 Oe) measured in water treated graphite
powder at 300 K after the substraction of a linear diamagnetic back-
ground. Taken from [79]. (b) Changes in resistance with time when
HOPG samples are immersed in alkanes (n-heptane). Adapted
from [80]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.8 (a) Enhanced magnetoresistance curve near zero field of a small
HOPG flake. Similar loops are observed for bulk superconductors
with pinned Abrikosov flux lines (as discussed in Ref. [89]). The
inset shows a sketch which compares the hysteretic loop for the
resistance of a material with ferromagnetic properties and a posi-
tive magnetoresistance (continuous arrows); the loop observed for
homogeneous superconductors with conventional pinned Abrikosov
vortices and Josephson fluxons at the intermediate regions (dashed
arrows). Adapted from [86]. (b) Same behavior of the magnetore-
sistance curve for a multilayer graphene sample with a constriction
at 2K. Taken from [88]. . . . . . . . . . . . . . . . . . . . . . . . . . 32
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2.9 (a) Hysteresis loops of the magnetization for fields applied normal
to the graphene layers at 300 K after the substraction of a linear
diamagnetic background. The left y-axis data correspond to two dif-
ferent HOPG samples, namely HOPG-1 (black stars) and HOPG-2
(open squares). The right y-axis, in units of 10−5 emu/g, corre-
spond to the water treated graphite powder data from [79] (blue
solid circles). (b) TEM image of sample HOPG-2 where no inter-
face is observed (see Fig. 3.12 for comparison). The solid white line
correspond to 1 µm. Adapted from [6]. . . . . . . . . . . . . . . . . 33
2.10 (a) Rhombohedral graphite where black spheres represent A sites
and greys spheres B sites. The tight-biding parameters are indicated
with colored bars (grey for the interatomic interaction in the carbon
rings, i.e. γ0; red for γ1; green for γ3 and yellow for γ4). d indicates
the interlayer distance and a0 the interatomic carbon distance inside
the ring. Taken from Ref. [98] . . . . . . . . . . . . . . . . . . . . . 36
2.11 (a) Order parameter profile (∆z) along the c-axis in ABC stacked
multilayer graphene with 20 layers for three different values of the
s-wave attractive pairing potential U . The inset shows the corre-
sponding ∆z profile for the ABA case. (b) Local density of states
(LDOS) showing the formation of the s-wave superconducting gap
at sublattices A and B in different layers around EF . Left and center
panel show the LDOS at the surface and its adjacent layer. Right
panel shows the LDOS at the bulk. The dashed line represent the
corresponding normal state LDOS which shows the localized flat
band at the outermost layers. The inset of the central panel shows
the surface LDOS in ABC stacked graphene over a wider range of
energies. Adapted from Ref. [100] . . . . . . . . . . . . . . . . . . . 37
3.1 (a) Graphene structure where the 2D hexagonal lattice of carbons
is shown. (b) A-B-A stacked graphene layers (Bernal structure), i.e.
graphite. (c) Rolled-up cylinder of graphene, i.e. carbon nanotube.
(d) C60 molecule consisting of graphene balled into a sphere by
introducing some pentagons as well as hexagons into the lattice,
named fullerene. From Ref. [103] . . . . . . . . . . . . . . . . . . . 40
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3.2 (a) A-B-A lattice structure of Bernal graphite. (b) A-B-C lattice
structure of rhombohedral graphite. Each image presents from left
to right the corresponding 3D structure, the schematic diagram and
finally a top view of the lattice structure. Adapted from Ref. [113]. 41
3.3 (a) Lattice structure of a Bernal-type stacking graphite with the
corresponding SWMcC band parameters. Adapted from Ref. [123].
(b) Band structure of 3D graphite including the π-bands (dashed)
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3.4 (a) TEM cross-section image of a HOPG piece of sample. (b) Elec-
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tron backscattering image of the in-plane orientation of HOPG. The
scale corresponds to 20 µm (adapted from [8]). (d) Optical image
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3.6 (a) Nanolab XT200 Dual Beam Microscope set up. The numbers
indicate: (1) Electron beam source; (2) Gallium Ion Beam source;
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3.7 Rocking curve of a piece of HOPG from which some of the lamellae
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which is soldered at its end. (b) Zoom in of (a). (c) Needle with the
lamella soldered at its tip approaching the Si/Si3N4 substrate. (d)
Zoom in of (c). (e) Lamella laying on the substrate after falling from
the needle tip. (f) to (h) Three different lamellae samples after being
transferred to the Si/Si3N4 substrate. The corresponding scales are:
(a) and (c) 100 µm; (b), (d) and (e) 20 µm; and (f), (g) and (h) 5 µm. 56
156 List of Figures
3.10 SEM images of the whole sample fabrication process. (a) WC pro-
tection layer grown on top of HOPG; (b) and (c) Lamella after the
rough milling from different angles, where the structure is created
after removing the corresponding areas; (d) Zoom in of (c) where
the thickness of the sample can be measured, i.e. ∼ 500 nm in the
thinnest part; (e) Manipulator tip soldered to the lamella; (f) Zoom
in of (e); (g) Lamella soldered to the manipulator and free from the
bulk piece of HOPG; (h) Lamella far from the HOPG; (i) Lamella
transferred to a Si/Si3N4 substrate; (j) EBID of WC to create the
so-called ”stairs”; (k) Sample after the whole EBL process and the
thermal evaporation of Platinum and Gold; (l) Zoom out of (k).
The white bars are the corresponding scales: (a), (b), (c), (g) and
(i) 5 µm; (e) 4 µm; (d) and (f) 1 µm; (h) 30 µm; (j) and (k) 10 µm;
(l) 20 µm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.11 (a) SEM image of a thin lamella after the milling process is finished.
The black bar corresponds to 7 µm. (b) Optical image of the same
sample on a TEM grid. The black bar corresponds to 10 µm. (c)
Sketch of the operating principle of TEM adapted from www.hk −
phy.org. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.12 (a) HRSTEM image of the sample shown if Fig. 3.11. The scale bar
corresponds to 500 nm. (b) Zoom in of (a). The scale bar corre-
sponds to 5 nm. These measurements were performed at the ”Max
Planck Institute of Microstructure Physics” in Halle (Germany) by
Dr. Pipple. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.13 EDX spectrum of a HOPG lamella soldered in a TEM grid using
Platinum. Measurements performed at the ”Max Planck Institute
of Microstructure Physics” in Halle (Germany) by Dr. Pipple. . . . 62
3.14 Raman spectra of a HOPG TEM lamella. . . . . . . . . . . . . . . . 63
List of Figures 157
4.1 (a) SEM image of a HOPG lamella on a Si/Si3N4 substrate at the
end of the fabrication process. The yellow-colored areas are the four
electrodes used to measure the sample resistance. (b) TEM image
of HOPG where the interfaces are clearly observed. Note that (b)
is not a zoom in of (a). Images (a) and (b) have been obtained
from different samples and the red lines indicate that inside the red
square in (a) one might find a structure similar to that of (b). . . . 66
4.2 Temperature dependence of the voltage of samples L1 (a), L2 (b),
L3 (c) and L4 (d). The corresponding input currents used are 1 nA
for L1 and L3 and 100 nA for L2 and L4. . . . . . . . . . . . . . . . 67
4.3 Temperature dependence of the voltage for the same four samples
(L1, L2, L3 and L4) shown in Fig.4.2 in logarithmic scale. For
sample L4, the corresponding scale is shown in the second right
y-axis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.4 SEM image of sample L2 with Van der Pauw-like configuration. A
Wheatstone bridge model can be used to described the measured
voltage using the sketch drawn on (white lines). . . . . . . . . . . . 70
4.5 Temperature dependence of the measured voltage in logarithmic
scale for different input currents for three different samples: (a) L1,
(b) L2 and (c) L3. The shady region in (a) emphasizes the noise
intrinsic to the sample. . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.6 Current-Voltage characteristic curves at different temperatures for
samples: (a) L1, (b) L2 and (c) L3. . . . . . . . . . . . . . . . . . . 73
4.7 I − V characteristic curves of a Josephson junction calculated ac-
cording to Ref. [138] for various values of the thermal noise pa-
rameter γ within the RSCJ model for negligible capacitance, i.e.
overdamped mode. . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.8 Experimental data (open symbols) of the I−V characteristic curves
and the fit (solid lines) obtained using the Josephson junction model
from Ref. [138] at different temperatures and for different samples,
i.e. (a) L2, (b) L3, (c) L6 and (d) L7. Note that the results shown
in (a), (c) and (d) are presented in absolute units and in (b) reduced
units are used. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
158 List of Figures
4.9 I − V characteristic curves of sample L4 at 50 K for 0 T and differ-
ent magnetic fields applied (a) perpendicular or (b) parallel to the
graphene planes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.10 (a) I − V curve at 2 K for sample L3 with different constant fields
applied perpendicular to the graphene planes. (b) Temperature
dependence of sample L3 measured using 1 nA input current and
magnetic field applied parallel to the graphene planes. . . . . . . . . 79
4.11 (a) Temperature dependence of the resistance for sample L8 for
different input currents. Inset: zoom in of the transition region. (b)
Current - Voltage characteristic curves at low temperatures. Inset:
I-V curve at 2 K and low input currents. The two lines correspond
to the two sweeping currents, from initial current zero (curve on the
right side) and initial current 10 nA (curve on the left side). . . . . 82
4.12 (a) I-V characteristic curves at different temperatures and (b) tem-
perature dependence of the resistance at 1 µA input current of sam-
ple L9. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.13 (a) Resistance dependence on temperature of sample L10 for the
three different configurations indicated in (b). (b) SEM image of
lamella L10. The numbers indicate the regions measured in the
experiments. The scale bar correspond to 10 µm. . . . . . . . . . . 84
4.14 (a) Transition temperature (Tc(I)) measured for the Lamellae sam-
ples obtained from the same batch of HOPG at 1 nA input current
as function of their thickness, d. The red straight line is a guide to
the eye. (b) Same transition temperature as function of the critical
current density (Jc) for the same samples. The red line is a fit where
Tc ∝ 1/Jc. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.15 Voltage measured as function of time without a magnetic field ap-
plied (black solid squares) and with a constant magnetic field (red
empty dots) applied perpendicular to the graphene planes. (a) Re-
sults of sample L2 at 4 K and 250 nA input current. (b) Results of
sample L4 at 2 K and 5 nA input current. . . . . . . . . . . . . . . 89
List of Figures 159
4.16 Reduced Josephson critical current (Ic/Ic(0)) versus normalized re-
duced critical temperature (T/Tc) for different HOPG lamellae sam-
ples. The reduced values have been calculated using the Ic and Tc(I)
values shown in Table 4.1 obtained for the corresponding indicated
samples. The solid black line correspond to the theoretical curve
from Ref. [149]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.1 Optical microscope images of six MLG samples, namely S1 (a), S2
(b), S3 (c), S4 (d), S5 (e) and S6 (f) on Si/Si3N4 substrates. The
black bars correspond to 10 µm for every picture, except for picture
(b) where it corresponds to 5 µm. . . . . . . . . . . . . . . . . . . . 95
5.2 Optical microscope pictures of all the necessary steps to make the
electrical contacts on MLG samples: (a) MLG sample on a Si/Si3 N4
substrate after rubbing. (b) Sample covered with resist (PMMA).
(c) Markers next to the MLG sample covered with PMMA. (d)
Electrical connections pattern after developing. (e) Platinum/Gold
electrical contacts on the MLG. (f) Large electrical paths made by
scratching the PMMA after metal thermal evaporation. (g) Silver
paste (big dark areas) and gold wires that connect the MLG to the
chip carrier. The black bars are the corresponding scales: (a) and
(b) 10 µm; (c) 50 µm; (d) and (e) 30 µm; (f) and (g) 300 µm. . . . 97
5.3 (a) AFM image of the topography of a MLG sample prepared by
rubbing on top of a Si/Si3N4 substrate. (b) Profile of the sample
at the position indicated by the red dashed line in Fig.(a) . . . . . . 98
5.4 (a) Typical Raman spectra of graphene and graphite adapted from
Ref. [135]. The inset shows the details around the 2D peak for
graphene, 2 layers graphene, 5 layers graphene, 10 layers graphene
and graphite samples. (b) Raman spectra of samples S1, S2, S3,
S4 and S5 (regions 1 and 2) at room temperature. These spectra
correspond to the samples shown in Fig. 5.1. The inset shows the
details around the 2D peak of our MLG samples. . . . . . . . . . . 100
160 List of Figures
5.5 (a) Sketch of the used configuration. The big blue rectangle at the
bottom of the arrangement represents the Silicon p-doped substrate,
on top of it the olive colored rectangle represents the Si3N4 insu-
lating layer. The pink rectangle corresponds to the MLG samples
and, on top of it, the golden small rectangles represent the electri-
cal connections. The four points method is used to measure the
resistance of the sample. The red parallel lines represent the gate
voltage power supply where the negative terminal goes to the sam-
ple surface and the positive one to the p-doped Silicon substrate.
(b) Zoom in of the rectangle indicated in (a). The MLG is repre-
sented by horizontal lines which correspond to graphene layers. The
electric field supplied by the golden connections goes in the direc-
tion indicated by the red arrow and will affect the light red area
(following the explanation in the main text). (c) Optical image of
one the MLG studied samples where the electrical connections are
depicted, i.e. positive and negative terminals for both current and
voltage and the positive connection to the gate voltage. The red
crossed circle indicates the direction of the generated electric field.
The scale bar is 10 µm. . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.6 Current measured through the circuit shown in the inset versus the
applied voltage in the same circuit for two different configurations:
the solid black squares correspond to the as-received Si/Si3N4 sub-
strate, and empty circles to the same substrate slightly scratched. . 104
5.7 Sketch of the configuration used in the surface potential measure-
ments. The thin blue structure represents the AFM cantilever. The
blue box represents the AFM setup, including the AC voltage sup-
ply for the usual vibrating mode as well as the voltage source used
to keep the electric field between tip and sample at zero (indicated
by d). The picture corresponds to an optical image of a MLG sam-
ple. The scale (black bar) is 10 µm. The gate voltage supply used
to apply the external electric field is represented by the dark red
parallel lines. Note that its ground is actually connected to the
AFM setup ground. . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
List of Figures 161
5.8 (a) AFM topography image of a part of a MLG sample. (b) Profile
of the height scanned over the dashed line in Fig.(a). (c) Surface
Potential image of the same part of the sample taken at 50 nm above
its surface and with no gate voltage applied. . . . . . . . . . . . . . 108
5.9 Surface Potential images of the studied part of the MLG sample for
different gate voltage values: (a) 20 V, (b) -20 V, (c) 50 V and (d)
-50 V. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.10 Resistance dependence on the gate voltage (Vg) applied perpendic-
ular to the graphene planes at 2 K for samples: (a) S1 and S6, (b)
S3 and S7, (c) S2 and S5-1, (d) S4 and S8. . . . . . . . . . . . . . . 111
5.11 (a) Normalized resistance dependence on temperature of samples
S1 (black squares), S2 (green squares), S3 (blue circles) and S4 (red
triangles). (b) Normalized resistance as function of temperature of
sample S5 in the two indicated regions: S5-1 and S5-2. The inset
corresponds to the optical image of the measured sample and the
arrows point to the investigated area. . . . . . . . . . . . . . . . . . 113
5.12 First derivative of the magnetoresistance as a function of the in-
versed magnetic field at 2K with (open symbols) and without (solid
symbols) applied gate voltage for: (a) sample S1 (b) sample S3 (c)
sample S5-1 (d) sample S5-2. The values of Vg applied are -100 V
for S1, S3, S5-1 and S5-2 and -70 V for S3. . . . . . . . . . . . . . . 116
5.13 First derivative of the magnetoresistance as function of the inverse
magnetic field. (a) The dashed curve corresponds to a bulk HOPG
sample of size 2 x 1 x 0.2 mm3. The blue and black solid lines
correspond to a & 60 nm thickness graphite sample in two different
areas separated by 3 µm. The red curve correspond to the results
from the black line after irradiation with 5 x 1011 Ga+-ions per
cm−2. (Adapted from [7]). (b) Sample S1 for Vg = 0 V (black
squares) and Vg = −100 V (red empty circles). . . . . . . . . . . . . 118
5.14 Resistance vs. temperature curve for zero gate (solid symbols) and
for Vg,m at 2 K for samples: (a) S1, (b) S2, (c) S3, (d) S5-1, (e) S5-2
and (f) S6. The corresponding Vg,m values are respectively: -80 V,
-50 V, -60 V, -100 V, -100 V and -100 V (taken from Fig. 5.10). . . 120
162 List of Figures
5.15 Temperature dependence of the resistance when different Vg con-
stant values are applied (as indicated in the corresponding legends)
for different samples: (a) sample S1, (b) sample S2, (c) sample S5
in region 1 and region 2 (d). . . . . . . . . . . . . . . . . . . . . . . 121
5.16 (a) Temperature dependence of the resistance of sample S1 when
Vg = −100 V and different magnetic field values are applied perpen-
dicular to the graphene planes. (b) Same as in (a) but normalized
values of the resistance as function of temperature. (c) Minimum
normalized resistance as a function of the magnetic field applied. . . 123
5.17 (a) Temperature dependence of the resistance of sample S1 when
Vg = −100 V and different magnetic field values are applied parallel
to the graphene planes. (b) Zoom in of (a) for B > 0.5 T. (c)
Minima of the normalized resistance as function of the magnetic
field applied. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
5.18 Minima of the normalized resistance as function of the magnetic
field applied perpendicular (empty blue circles) and parallel (empty
red squares) to the graphene planes for samples S1 (a), S5-1 (b) and
S5-2 (c). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
5.19 Upper images: Sketches of the potential distribution at the surface
of a MLG sample. Lower images: A one-dimensional potential with
differently filled wells of carriers corresponding to the upper images.
The dashed red line represents the Fermi level. (a) Scenario if Vg is
zero. (b) Scenario if Vg is negative and large enough. The dashed
green line represents the Fermi level shifted from its position at
Vg = 0 as consequence of the applied gate voltage. The blue arrows
indicate the coupling between regions (see main text). . . . . . . . . 130
List of tables
4.1 Critical temperature (Tc(I)) and critical current (Ic) values obtained
for different HOPG lamellae samples. . . . . . . . . . . . . . . . . . 90
5.1 Thickness of the MLG samples studied along this work. Note that
when two values appear is because the sample is not homogeneous
and it has areas of different thicknesses ranging in between the two
values. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.2 Gate voltage values Vg at which the resistance of the samples pre-
sented a sharp decrease in the resistance at 2 K. . . . . . . . . . . . 112
5.3 Oscillation period ∆H−1 and carrier density n at 2 K obtained for
gate voltage Vg = -100 V (for samples S1, S5-1 and-2) and Vg =
-70 V (S3). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117





c speed of light



































2DEG two dimensional electron gas
AFM atomic force microscope
BCS Bardeen - Cooper - Schrieffer
BSE electron backscattering
CDW charge density wave
CPD contact potential difference
DC direct current
DFT density functional theory
DOS density of states
EBID electron beam induced deposition
EBL electron beam lithography
EDS or EDX energy dispersive X-ray spectroscopy
FIB focussed ion-beam
FWHM full width at half maximum
HAADF high-angle annular dark field
HOPG highly oriented pyrolytic graphite
HRTEM high resolution transmission electron microscopy
IBID ion beam induced deposition
LDA local density approximation
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SDW spin density wave
SEM scanning electron microscope
SPM surface potential measurements
SRIM stopping and range of ions in matter
STEM scanning transmission electron microscopy
SWMcC Slonczewski - Weiss - McClure
TEM transmission electron microscopy
VdP Van der Pauw
WC tungsten carbide
SLG single layer graphite (graphene)
BLG bilayer graphene
TLG three layer graphene
FLG few layer graphene
MLG multi-layer graphene
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ascribed to CSIC, Madrid, Spain
Under the supervision of Prof. Dr. Garćıa
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