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interurbanas desde la perspectiva de investigacio´n de operaciones. Otros objetivos
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Contribuciones y conclusiones: La contribucio´n cient´ıfica de esta tesis es
realizar un modelo matema´tico que sea eficiente en problemas de taman˜o real. Se
realiza una metodolog´ıa de apoyo a la decisio´n desde una perspectiva a resultados,
teniendo en cuenta las necesidades del problema. Se implementa una heur´ıstica que
da solucio´n a instancias de taman˜o real. Se realizo´ una metodolog´ıa que da solucio´n a
este problema, donde se tienen en cuenta las fases del proceso de toma de decisiones.
En conclusio´n, esta metodolog´ıa permite desarrollar un comportamiento racional en
el proceso de toma de decisiones, por lo tanto no debe interpretarse como algo r´ıgido
sino ma´s bien como un marco de trabajo donde se expone como llevar a cabo el apoyo
a la decisio´n. A su ves esta metodolog´ıa brinda un apoyo en la toma de decisiones
para la planeacio´n de las inspecciones a las rutas de trasporte interurbano en base
a la criticidad establecida por la empresa, concluyendo el primer de los objetivos
espec´ıficos trazados en este documento.
El desarrollo del modelo matema´tico para resolver instancias de taman˜o real del
problema de inspeccio´n de rutas interurbanas permite dar cumplimiento a uno de los
objetivos espec´ıficos de esta tesis, concluyendo que este modelo permite desarrollar
metodolog´ıas de apoyo a la decisio´n efectivas para la construccio´n de la planificacio´n
de las inspecciones de autobuses en una empresa de transporte interurbanos.
Se realizaron experimentos cient´ıficos que han mostrado que el modelo pro-
puesto puede ser resuelto de manera eficiente para problemas reales en empresas
medianas o pequen˜as (con un ma´ximo de rutas). Se desarrollo una heur´ıstica efi-
ciente que logra encontrar resultados factibles en tiempos de computo aceptables y
garantizando cubrir las rutas de mayor criticidad en diferentes tipos de instancias
generadas aleatoriamente.
Cap´ıtulo 1
Introduccio´n
Este cap´ıtulo describe el disen˜o de la investigacio´n que sigue este trabajo de
tesis. El problema cient´ıfico se basa en optimizar la cobertura de tramos cr´ıticos por
un conjunto dado de inspectores, partiendo de una zona dada con un conjunto de
rutas y salidas programas durante un periodo de tiempo. Se analiza la criticidad por
tramos y esta es establecida por las empresas.
La estructura de este cap´ıtulo es la siguiente: en la Seccio´n 1.1 se analiza
brevemente el proceso de planeacio´n de inspeccio´n de rutas interurbanas, as´ı como
la descripcio´n breve de algunos trabajos anteriores sobre este proceso. La Seccio´n
1.2 muestra algunos antecedentes del problema. A continuacio´n, en la Seccio´n 1.3 se
describe de manera general el problema que se aborda en esta investigacio´n. En la
Seccio´n 1.4 se presenta la justificacio´n de este problema. En las Secciones 1.5 y 1.6 se
describen: el objetivo general y los objetivos espec´ıficos que rigen esta investigacio´n.
La novedad cient´ıfica se presenta en la Seccio´n 1.7. Por u´ltimo, en la Seccio´n 1.8
se describe el contenido de cada uno de los cap´ıtulos que conforman este documento.
1
Introduccio´n 2
1.1 Contexto
En las u´ltimas de´cadas se ha notado un incremento de trabajos de optimizacio´n
basados en te´cnicas de investigacio´n de operaciones o programacio´n matema´tica, con
objetivos basados en garantizar sistemas de distribucio´n para el manejo efectivo de
la provisio´n de bienes o servicios. Estos trabajos buscan ahorros en los costos de
transportacio´n, teniendo en cuenta todas las caracter´ısticas de los problemas de
distribucio´n en el mundo real.
El transporte pu´blico interurbano representa uno de los factores ma´s impor-
tantes para el e´xito de una regio´n, afectando directamente la calidad de vida de
sus habitantes y visitantes. Por distintas razones, muchas personas viajan todos los
d´ıas de una ciudad a otra teniendo que enfrentar problemas como la congestio´n del
tra´nsito, la escasez de lugares para estacionar, el estado de los autobuses o el incum-
plimiento de los horarios del servicio pu´blico y normas establecidas para este servicio
[Gutie´rrez, 2012, Le Grand, 2018].
Diariamente se registran distintas reclamaciones formuladas por los usuarios
de l´ıneas regulares de transporte de personal por carretera, por lo cual se hace
conveniente intensificar las inspecciones sobre las mismas a fin de que cumplan las
condiciones establecidas por las distintas empresas, especialmente las referidas a
precio, prohibiciones de tra´fico, trasbordos injustificados, etc.
A pesar de que es similar al transporte pu´blico urbano, el transporte pu´blico
interurbano posee algunas diferencias importantes que requieren un tratamiento es-
pecial: a) por lo general tiene menos paradas y esta´n ma´s alejadas entre ellas, b)
existe menos interaccio´n entre veh´ıculos, provocando un menor nu´mero de deten-
ciones no planificadas, c) existen tramos de ruta con caracter´ısticas especiales (los
pasajeros compran el boleto en efectivo dentro del autobu´s)[Rodriguez et al., 2012,
Black, 2018].
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A nivel mundial, el intere´s de muchos trabajos va dirigido a la ejecucio´n de un
plan de mantenimiento preventivo de una flota de transporte, partiendo de que esta
es una actividad programada de inspecciones al transporte, tanto de funcionamiento
como de seguridad, que debe llevarse a cabo en forma perio´dica en base a un plan
establecido. Todo esto logra disminuir problemas de servicio imprevistos, que cons-
tituyen una de las quejas ma´s expuestas por los usuarios que utilizan este medio de
transporte [Bauset et al., 2002, Montoro et al., 2018].
En Navarra, Espan˜a, se establece que se perseguira´ la eficacia de la funcio´n
inspectora mediante la elaboracio´n de planes de inspeccio´n con cara´cter sistema´tico.
Plantean velar por el cumplimiento de la normativa que ordena la actividad del
transporte por carretera, con el fin de comprobar el cumplimiento de las condiciones
del servicio. Por parte de la Inspeccio´n de Transportes, tramitan y analizan todas las
reclamaciones y quejas que puedan presentar los usuarios de los servicios regulares
de transporte de viajeros por carretera [White, 2016].
Por otra parte, las empresas chilenas pueden optimizar su gestio´n para mejo-
rar la calidad de su produccio´n mediante la realizacio´n de planes de mantencio´n e
inspeccio´n preventiva al transporte. El objetivo que persiguen es minimizar la canti-
dad de trabajos hechos ante una emergencia, maximizando la cantidad de trabajos
planificados y programados en un periodo de tiempo de acuerdo a los recursos dis-
ponibles. Para cumplir este objetivo realizan una planeacio´n de inspeccio´n diaria
de los camiones y realizan algunos servicios de rutina, incluyendo la asignacio´n de
tiempo calendario y personal para la ejecucio´n de las distintas tareas de inspeccio´n
o mantencio´n de rutina a realizar, estableciendo las fechas de iniciacio´n y termino
de estas. [Narva´ez Fuentes, 2005, White, 2016]
En Me´xico, varios proyectos para investigar las principales caracter´ısticas de
la movilidad de las personas han demostrado que con el solo hecho de conocer la
movilidad se puede disen˜ar una pol´ıtica de transporte que atienda adecuadamente
la demanda de traslado de las personas y sus bienes [Izquierdo and Mar´ıa, 2008,
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Charlton and Vowles, 2008].
Para conocer las principales caracter´ısticas de la movilidad interurbana de las
personas en Me´xico, el IMT realizo´ en el an˜o de 2007 un conjunto de encuestas
en las diez ciudades ma´s grandes del pa´ıs. Un primer elemento de intere´s radica
en el hecho de que la cantidad de viajes que salen anualmente de cada ciudad se
asemeja a la cantidad de viajes que diariamente se realizan dentro de cada una de las
ciudades. Estas encuestas permitieron conocer que un gran porcentaje de las personas
se desplazan entre las principales ciudades de Me´xico [De Hoyos et al., 2010].
1.2 Antecedentes
Los problemas de rutas son problemas de Optimizacio´n Combinatoria, que
consisten en encontrar la solucio´n o´ptima entre un nu´mero finito o infinito numerable
de soluciones. Estos problemas se suelen plantear como la bu´squeda de la ruta o´ptima
que atraviesa total o parcialmente las aristas y/o arcos dirigidos de un grafo dado.
La existencia de casos reales en los que se pueden aplicar estos problemas, por
ejemplo, los repartos de mercanc´ıas, recogida de basuras, transporte de pasajeros o
la limpieza de las calles, los colocan en un nivel alto de importancia en la actualidad,
ya que son muchos estos casos reales que necesitan una solucio´n inmediata y eficaz.
[Lu¨er et al., 2009]
Se debe tener cuidado con no confundir los problemas de ruta con los proble-
mas de caminos, en estos u´ltimos solo interesa escoger el camino o´ptimo que une
dos nodos, sin embargo, los problemas de rutas se interesan por construir un ci-
clo (que sera´ la ruta) tal que recorra ciertos nodos y/o arcos. [Medina et al., 2011,
Patriksson, 2015] De igual modo estos problemas esta´n relacionados y algunas ve-
ces podr´ıa pasar que se resuelva un problema de caminos para poder resolver un
problema de rutas. [Das and Bhattacharyya, 2015]
Una parte de los esfuerzos en el a´rea de transporte interurbano se ha dirigido a
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la solucio´n del problema de ruteo de veh´ıculos (VRP), el cual busca la determinacio´n
de la ruta o´ptima que permita la minimizacio´n de los costos, distancias, tiempos de
operacio´n y la optimizacio´n de los recursos existentes. Por otra parte, tambie´n se ah
trabajado mucho en la planeacio´n de inspecciones a rutas o de camiones durante las
horas de trabajo, ya sea inspecciones de cumplimiento de servicio, de limpieza, de
meca´nica entre otras.
Algunos trabajos realizados sobre el tema del transporte pu´blico interurbano
dan respuestas ma´s eficientes al problema de la congestio´n. Mediante el uso in-
tensivo de sistemas informa´ticos y de las telecomunicaciones aplicadas a la ges-
tio´n del tra´fico con los denominados Sistemas Inteligentes de Transporte (SIT).
[Das and Bhattacharyya, 2015] Estos sistemas brindan mejoras en problemas de in-
cumplimiento de horarios, en el incremento del tiempo de los viajes en transporte
pu´blico y privado, en la contaminacio´n del aire y niveles sonoros intolerables que
llegan a afectar seriamente la salud. Todo lo anterior beneficia el bienestar de la
poblacio´n y tiene su correlacio´n con importantes pe´rdidas econo´micas.
El problema que se tiene en este caso involucra un conjunto de inspectores que
tienen que inspeccionar las rutas o tramos, teniendo en cuenta los factores cr´ıticos
establecidos por la empresa que generalmente se expresa como un ı´ndice cualitativo.
Este problema se caracteriza segu´n la criticidad de los tramos que se obtiene mas
adelante, los horizontes de tiempos de trabajo o tiempos de almuerzo de los inspec-
tores, igual nodo de comienzo y fin de las inspecciones, asignacio´n de tiempos de
salidas. Anteriormente, en trabajos previos, no se aborda el problema de inspeccio´n
en los autobuses interurbanos y en casos similares que presentan este problema no
se encuentra automatizado.
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1.3 Descripcio´n del Problema Cient´ıfico
Las empresas de transporte interurbano actualmente necesitan una planifica-
cio´n adecuada y eficaz para entregar a sus inspectores de autobuses, que garantice
que se inspeccione la mayor cantidad de rutas o tramos de rutas, teniendo en cuenta
el nivel de criticalidad de los tramos o las rutas establecido por la empresa. Para
lograr esto se tienen en cuenta los siguientes aspectos:
Tienen un horario de trabajo de X horas(varia entre 8 y 12).
Las rutas inspeccionadas por cada inspector pueden ser mu´ltiples, es decir,
cada inspector inspecciona varias rutas o tramos durante su jornada de trabajo,
buscando repetir lo menos posible las rutas o tramos ya inspeccionadas.
Cada inspector puede inspeccionar solo una tramo a la vez.
El inspector puede comenzar su trabajo en la parada que desee, pero siempre
debe terminar en la misma parada donde comenzo´.
No es necesario inspeccionar todas las rutas y tramos en una jornada laboral.
Se necesita cubrir la mayor cantidad de tramos o rutas caracterizados como
cr´ıticos.
Para solucionar este problema, se propone una metodolog´ıa de apoyo a la de-
cisio´n para la planeacio´n de las inspecciones a las rutas o tramos de trasporte inter-
urbano, en base a la criticalidad que establece la empresa. Con esto se logra obtener
una planificacio´n eficaz de las inspecciones a las rutas, garantizando el cubrimiento
de los tramos caracterizados como cr´ıticos.
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1.4 Justificacio´n
Los avances tecnolo´gicos que actualmente se han presentado en el pa´ıs y en
el mundo, han simplificado el desarrollo de actividades que en el pasado requer´ıan
de mayor dinero y tiempo. En vista de ello, la tecnolog´ıa ha influido en el progreso
social y econo´mico de las personas y las empresas que la utilicen, actuando como
una herramienta de vital importancia para su crecimiento.
La planeacio´n de las inspecciones a los autobuses permite lograr un proceso
eficiente para las empresas, donde se tenga una flota de veh´ıculo ido´nea y rentable
para el trabajo diario. El problema de inspeccio´n que se presenta es sobre la mitiga-
cio´n de los faltantes en las entregas de efectivo por las ventas de boletos, para el caso
en que los choferes son los que venden y entregan estos boletos en los tramos donde
no existe terminal. La investigacio´n de operaciones con la ayuda de herramientas
tecnolo´gicas se torna en una opcio´n viable para la reduccio´n de costos, tiempos de
planeacio´n y asignacio´n de inspectores. Ba´sicamente los encargados de realizar estas
planificaciones lo realizan basa´ndose en su experiencia, realizando estas planeaciones
a mano. Las empresas utilizan la criticidad para establecer la prioridad de los tramos
que se deben inspeccionar, y esta criticidad repercute en las fases de asignacio´n de
determinadas rutas a cada inspector y los horarios de salida de cada uno, ocasio-
nando que se pueda asignar mayor numero de inspectores a rutas no necesarias, o
de igual modo redundancia en los recorridos planificados para los inspectores, impli-
cando el no abastecimiento de las inspecciones de rutas si necesarias y disminucio´n
del nivel de servicio que debe brindar el transporte interurbano.
Un panorama similar al descrito anteriormente se presenta en Me´xico, donde
el transporte pu´blico esta a cargo de empresas privadas. Muchas de ellas no cuentan
con ningu´n sistema automa´tico computarizado que determine la frecuencia de salida,
las rutas a abordar asignados a los inspectores, etc. En Me´xico se ha implementado
un mecanismo de inspeccio´n para intentar resolver o mitigar este problema: se iden-
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tifican las salidas ma´s cr´ıticos (baja recaudacio´n respecto a los montos histo´ricos) y
se asignan inspectores que se suben a los autobuses en estos tramos para verificar la
cantidad de pasajeros viajando en el autobu´s y checando sus boletos. El problema de
inspeccio´n no ha sido formulado anteriormente en la literatura cient´ıfica publicada
sobre este tema y afines.
Resolviendo el problema de la inspeccio´n de rutas en el transporte interurbano
se logra brindar a las empresas una planeacio´n eficiente que garantice que se cubran
todas o la mayor cantidad de las rutas cr´ıticas en tiempos razonables. Esto permite
a las empresas contar con un servicio seguro y con la calidad requerida, cumpliendo
con calidad los servicios brindados a los pasajeros.
1.5 Objetivo General
El objetivo del presente trabajo de tesis consiste en realizar una aproximacio´n
metodolo´gica al problema de inspeccio´n de rutas interurbanas desde la perspectiva
de investigacio´n de operaciones.
1.5.1 Objetivos Espec´ıficos
1. Definir formalmente una metodolog´ıa de apoyo a la decisio´n para la planeacio´n
de las inspecciones a las rutas de trasporte interurbano en base a la criticalidad
establecida por la empresa.
2. Desarrollo de un modelo matema´tico para resolver instancias de taman˜o real
del problema de inspeccio´n de rutas interurbanas.
3. Desarrollar una heur´ıstica eficiente que encuentre una planificacio´n factible
de recorrido de inspectores, en tiempos de co´mputo aceptables en instancias
reales y que maximice la criticidad en tramos inspeccionados al menor costo
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de inspeccio´n.
1.6 Novedad Cient´ıfica
La contribucio´n cient´ıfica que se espera con esta tesis es realizar un modelo
matema´tico que sea eficiente en problemas de taman˜o real, con las siguientes carac-
ter´ısticas:
Planteamiento formal del problema.
Desarrollo de una metodolog´ıa de apoyo a la decisio´n.
Propuesta de un modelo de programacio´n matema´tica para resolver el proble-
ma.
Diferente distribucio´n de criticidad de las rutas por tramos.
Nodos de transfer con porcientos elevados de distribucio´n de densidad.
Nu´mero elevado de aristas.
Horas de salidas de las rutas.
Se realiza una metodolog´ıa de apoyo a la decisio´n desde una perspectiva a
resultados, teniendo en cuenta las necesidades del problema. Se implementa una
heur´ıstica que da solucio´n a instancias de taman˜o real que se detallan en el Cap´ıtulo
3 del documento.
1.7 Estructura de Documento
El presente documento esta´ organizado de la siguiente manera: en el Cap´ıtulo
2, se presenta el marco teo´rico abarcando los temas que esta´n relacionados con el
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problema. En el Cap´ıtulo 3 se plantea detalladamente el problema y se presenta el
modelo matema´tico desarrollado. En el Cap´ıtulo 4 se describe la metodolog´ıa general
que se sigue para resolver el problema planteado y en el Cap´ıtulo 5 se presentan
resultados experimentales. Para concluir el trabajo presentado, en el Cap´ıtulo 6 se
presentan las conclusiones y recomendaciones para trabajos futuros.
Cap´ıtulo 2
Marco Teo´rico
2.1 Introduccio´n
El cap´ıtulo siguiente presenta los fundamentos teo´ricos bajo los cuales se realizo´
la investigacio´n de este trabajo, contiene adema´s el estado del arte relacionado con el
mismo. El capitulo se estructura comenzando por el Apoyo multicriterio a la decisio´n
en la Seccio´n 2.2, abordando el proceso de toma de decisiones y la clasificacio´n de
los problemas de decisio´n. En la Seccio´n 2.3 se habla de la Programacio´n lineal y
se especifica la programacio´n lineal entera y mixta, describiendo algunos algoritmos
como el Branch & bound (B & B) y el Simplex, la programacio´n lineal por si sola
es otro de los temas tocados en esta seccio´n. El tema de la Seccio´n 2.4 refiere a
Problemas de Ruteo por Arcos y contiene los problemas espec´ıficos del cartero chino
y su variante rural. La Seccio´n 2.5 aborda el tema de la Optimizacio´n con Heur´ısticas,
abordando temas de las metaheuristicas y algunos algoritmos generales descritos, por
u´ltimo la seccio´n 2.6 recrea las conclusiones del cap´ıtulo.
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2.2 Apoyo multicriterio a la decisio´n
El ana´lisis de la decisio´n multicriterio (en ingle´s: Multiple Criteria Decision
Analysis (MCDA) es una subdisciplina de la investigacio´n de operaciones que se
relaciona estrechamente con las ciencias de la administracio´n. El objeto de estu-
dio del ana´lisis de la decisio´n multicriterio es el desarrollo de metodolog´ıas para el
apoyo a la decisio´n en problemas complejos de decisio´n bajo mu´ltiples objetivos,
criterios o metas y que esta´n en conflicto. El uso de estos me´todos se evidencia
en situaciones de decisio´n como: servicios pu´blicos, transporte, log´ıstica entre otras
[Ba´ez Olvera, 2015].
A lo largo de la historia, hombre ah estado obligado a tener que elegir entre
diversidad de alternativas. A causa de esto, cada vez es ma´s indispensable la necesi-
dad de tomar decisiones, pero tambie´n cada vez es mayor el riesgo que se asume al
decidir que´ es lo mejor. Es constante el intere´s por buscar alternativas que ayuden
a decidir, implementando modelos que provoquen la competitividad.
La bu´squeda de la eficiencia y la productividad de las empresas, de los sectores
industriales y de las regiones contribuyen a la exploracio´n de metodolog´ıas de apoyo
para la toma de decisiones en escenarios donde intervienen mu´ltiples variables o
criterios de seleccio´n [Bell, 1985, Arquero et al., 2009]. Lo anterior lleva a reconocer
que cada vez es ma´s necesaria la utilizacio´n de metodolog´ıas que permitan reducir
o aliviar el riesgo que suponen las hipo´tesis y supuestos en la bu´squeda de alcanzar
mejores niveles de competitividad entre las empresas, los sectores industriales y las
regiones.
Los me´todos de decisio´n multicriterio no permiten encontrar una solucio´n o´pti-
ma, sino compromisos aceptables ante diferentes criterios en conflicto, son una base
sustentada en elementos cient´ıficos, aportando mejoras distintivas para asumir una
decisio´n. Se trata de decisiones basadas en componentes cuantificables que permiten
ponderar el riesgo y, en virtud de ello, son capaces de elegir la decisio´n que resulta
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ser la ma´s satisfactoria en el mejor de los casos, y en el peor, la menos insatisfactoria
[Elwyn et al., 2017, Bell, 1985].
2.2.1 Proceso de toma de decisiones
El proceso de toma de decisio´n consiste en elegir alternativas de un conjun-
to dado para lograr ciertas metas expresadas por el tomador de decisiones y que
sean consistentes con su sistema de preferencias. Este proceso de toma de decisio-
nes consiste en tres fases: fase de inteligencia, fase de disen˜o y la fase de eleccio´n
[Elwyn et al., 2017, Dura´n Gisbert and Climent, 2017].
La fase de inteligencia consiste en la identificacio´n y estructuracio´n del pro-
blema, definicio´n de los objetivos, recopilacio´n de datos. En la fase de disen˜o se
construye y valida el modelo del problema es decir, se establecen los criterios de
evaluacio´n, se buscan soluciones y se prueba la factibilidad de las soluciones. Y fi-
nalmente la fase de eleccio´n consiste en la bu´squeda, evaluacio´n y recomendacio´n de
una solucio´n apropiada al modelo [Torres Ferna´ndez et al., 2017].
la toma de decisiones se clasifica en dos tipos: toma de decisiones por ma´quinas
y toma de decisiones por humanos. Esta u´ltima se realiza desde tres paradigmas: nor-
mativo, descriptivo y apoyo a la decisio´n [Castro, 2007]. La fase normativa incluye
enfoques teo´ricos tales como teor´ıa de la decisio´n, teor´ıa de la utilidad multiatributo,
entre otras. El caso del paradigma descriptivo esta relacionado con la psicolog´ıa cog-
nitiva, ciencias sociales y conductuales. Por u´ltimo, el apoyo a la decisio´n consiste en
el conjunto de disciplinas relacionadas para ayudar a las personas a tomar decisiones
[Torres Ferna´ndez et al., 2017].
La toma de decisiones es el estudio para identificar y elegir alternativas basadas
en valores y preferencias del decisor [Gutie´rrez, 2009]. La toma de decisiones es el
proceso de reduccio´n de la incertidumbre sobre ciertas alternativas para permitir
una eleccio´n razonable entre ellas. Los procesos involucrados en esto se describen a
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continuacio´n [Chiavenato and Sapiro, 2017, Torres Ferna´ndez et al., 2017]
1. Identificacio´n del decisor y de los interesados.
2. Definicio´n del problema: Esta fase debe como mı´nimo, identificar las causas
del problema y las interfaces con los interesados.
3. Determinar los requerimientos o restricciones: Las restricciones son condicio-
nes que cualquier solucio´n aceptable del problema debe cumplir. Estas restricciones
van a determinar el conjunto de posibles soluciones al problema. Se formulan de
forma cuantitativa.
4. Establecer las metas: Las metas son los objetivos que se desean alcanzar en
la toma de decisiones.
5. Identificar alternativas: Una alternativa es una posibilidad que se puede
escoger como solucio´n o no. Tienen que ser identificadas o incluso desarrolladas. El
nu´mero puede ser finito o infinito.
6. Valoracio´n de alternativas: Definicio´n de criterios o caracter´ısticas que cada
alternativa debe tener para una mayor o menor valoracio´n de co´mo la alternativa
alcanza los objetivos definidos.
7. Elegir la herramienta de toma de decisiones: La eleccio´n depende del pro-
blema concreto de decisio´n, as´ı como de los objetivos.
8. Evaluar las alternativas frente a los criterios: Los me´todos de toma de deci-
siones necesitan la evaluacio´n de las alternativas frente a los criterios. Dependiendo
del criterio la evaluacio´n puede ser: Objetiva o Subjetiva. Una vez evaluadas las alter-
nativas y ordenadas el me´todo escogera´ la mejor o la que tenga mayor probabilidad
de ser la mejor.
9. Validar las soluciones: Se valida la solucio´n con objetivos, criterios y restric-
ciones.
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Aquellos problemas en los que las alternativas de decisio´n son finitas se denomi-
nan problemas de decisio´n multicriterio discretos. Por otro lado, cuando el problema
toma un nu´mero infinito de valores y conduce a un nu´mero infinito de alternati-
vas posibles, se llama decisio´n multiobjetivo. Los principales me´todos de decisio´n
multicriterio discretos son [Chiavenato and Sapiro, 2017]
• Ponderacio´n lineal (scoring).
• Utilidad multiatributo (MAUT).
• Relaciones de sobreclasificacio´n.
• Ana´lisis jera´rquico (AHP).
2.2.2 Clasificacio´n de los problemas de decisio´n
Los problemas de decisio´n se clasifican segu´n su problema´tica, segu´n la natu-
raleza de las consecuencias asociadas a las alternativas, segu´n la cardinalidad del
conjunto de alternativas y segu´n la cantidad de tomadores de decisiones [Roy, 2013,
Stiggelbout et al., 2015]. A continuacio´n se explican las caracter´ısticas de cada una
de las clasificaciones [Ba´ez Olvera, 2015, Chiavenato and Sapiro, 2017].
Segu´n su problema´tica [Bell, 1985]:
Problemas de seleccio´n (P. α): esta clase de problemas se presenta cuando el
tomador de decisiones escoge las mejores alternativas de un conjunto en base
a sus preferencias.
Problemas de ordenamiento (P.β): esta clase de problemas se presenta cuando
el tomador de decisiones asigna cada alternativa a una u´nica categor´ıa pre-
viamente definida. El tomador de decisiones realiza la asignacio´n tomando en
cuenta sus preferencias.
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Problemas de jerarquizacio´n (P. γ): esta clase de problemas se presenta cuando
el tomador de decisiones ordena, segu´n una relacio´n de preferencia, las alter-
nativas a trave´s de una jerarquizacio´n.
Problemas de descripcio´n (P. δ): esta clase de problemas se presenta cuando
el tomador de decisiones desarrollar una descripcio´n de cada alternativa y sus
consecuencias en te´rminos apropiados.
Segu´n la naturaleza de las consecuencias asociadas a las alternativas:
Decisiones bajo certeza: el tomador de decisiones conoce por adelantado las
consecuencias de su decisio´n.
Decisiones bajo incertidumbre: el tomador de decisiones no conoce de antemano
las consecuencias de elegir una alternativa, pero si conoce una distribucio´n
de probabilidad asociada a la ocurrencia de las consecuencias asociadas a la
alternativa.
Decisiones bajo estricta incertidumbre: el tomador de decisiones no tiene co-
nocimiento sobre la ocurrencia de las consecuencias asociadas a la alternativa.
Segu´n la cardinalidad del conjunto de alternativas:
Finito: nu´mero pequen˜o.
Infinito: nu´mero muy grande o infinito contable o infinito incontable.
Segu´n la cantidad de tomadores de decisiones:
Una sola persona: las decisiones recaen sobre una sola persona.
Un grupo de personas: las decisiones son tomadas por dos o ma´s personas.
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2.3 Programacio´n lineal entera mixta
La programacio´n matema´tica es una potente te´cnica de optimizacio´n utilizada
en el proceso de toma de decisiones de numerosas organizaciones. Como otras ramas
de la ciencia y la tecnolog´ıa, la programacio´n matema´tica se sirve de modelos para
representar aquellos aspectos de la realidad que tienen influencia en su a´mbito de
intere´s, en este caso las decisiones que optimizan el funcionamiento de un sistema
[Luo et al., 2017].
Una de las caracter´ısticas de los modelos de optimizacio´n es la existencia de
un u´nico decisor frente a otras disciplinas donde puede existir ma´s de un decir (por
ejemplo, la teor´ıa de juego) [Crouzeix et al., 2011]. La programacio´n matema´tica
permite identificar, especificar y resolver problemas de optimizacio´n de tipo lineal
con variables de decisio´n continuas y discretas.
Segu´n Beneke y Winterboer en el 1984, los me´todos matema´ticos de optimiza-
cio´n (aquellos que permiten identificar los valores ma´ximos o mı´nimos de determina-
das expresiones matema´ticas) alcanzaron un desarrollo notable en la de´cada de los
an˜os 40. A partir de 1949 aparece un extraordinario nu´mero de publicaciones sobre
la base teo´rica de la programacio´n lineal as´ı como de sus aplicaciones a las diversas
ramas de la economı´a [Yin et al., 2017, Nemati et al., 2018].
La programacio´n lineal es un me´todo matema´tico que permite analizar y elegir
la mejor entre muchas alternativas. En te´rminos generales podemos pensar en la
programacio´n lienal como un medio para determinar la mejor manera de distribuir
una cantidad de recursos limitados en funcio´n de lograr un objetivo que radica en
maximizar o minimizar una determinada cantidad. El modelo general de un problema
de programacio´n lineal consta de dos partes muy importantes: la funcio´n objetivo y
las restricciones [Hillier et al., 1997].
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2.3.1 Programacio´n Lineal
Un problema de optimizacio´n matema´tica, o simplemente un problema de op-
timizacio´n, tiene la forma [Mizuno et al., 1993, Nemati et al., 2018].
minimizarfo(x) (1.1)
sujeto a fi(x) ≤ bi, i = i, ...,m.
El vector x = (x1, ..., xn) es la variable de optimizacio´n del problema, la funcio´n
fo : R
n −→ R es la funcio´n objetivo, las funciones fi :Rn −→ R, i = 1, ...,m, son
las funciones de restriccio´n (desigualdad) y las constantes b1, ...bm son los l´ımites,
o l´ımites, para las restricciones. Un vector x∗ se llama o´ptimo, o un solucio´n del
problema (1.1), si tiene el valor objetivo ma´s pequen˜o entre todos los vectores que
satisfacen las restricciones [Mashayekh et al., 2017]: para cualquier z con f1(z) ≤
b1, ..., fm(z) ≤ bm, tenemos fo(z) ≥ fo(x∗).
El problema anterior se caracteriza por ser un problema de programacio´n lineal
si el objetivo y sus funciones de restriccio´n fo, ..., fm son lineales, es decir, si satisfacen
que [Nemati et al., 2018]:
fi(αx+ βy) = αfi(x) + βfi(y)
para todo x, y ∈ Rn y todos α, β ∈ R.
La programacio´n lineal puede tambie´n aplicarse a los problemas de minimizacio´n
de costos y estos programas parten de un diferente conjunto de criterios para su
optimizacio´n [Evans, 2017].
Forma esta´ndar de programacio´n lineal
La forma esta´ndar o cano´nica del modelo de programacio´n lineal esta´ compues-
ta por una funcio´n objetivo y un conjunto de restricciones [Mashayekh et al., 2017,
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Bryson, 2018]. En general, la forma esta´ndar del modelo de programacio´n lineal
puede expresarse como:
Zmax = C1x1 + C2X2 + ...+ Cnxn
Sujeto a:
a11x1 + a12x2 + ...+ a1nxn 6 b1
a21x1 + a22x2 + ...+ a2nxn 6 b2
.
am1x1 + am2x2 + ...+ amnxn 6 bm
x1, x2...xn > 0
Y su forma matricial esta´ dada por la expresio´n:
Zmax = CX
Sujeto a:
AX 6 B
X > 0
Donde:
C: Es la matriz de costos o utilidades, formada por los coeficientes de la funcio´n
objetivo.
A: Es la matriz de coeficientes del sistema formado por las restricciones.
Marco Teo´rico 20
B: Es la matriz columna de te´rminos independientes del sistema de restriccio-
nes.
X: Es la matriz columna de las variables x1, x2, x3...xn del sistema de restric-
ciones.
El Algoritmo Simplex es un me´todo anal´ıtico de solucio´n de problemas de este
tipo, capaz de resolver modelos ma´s complejos que los resueltos mediante el me´todo
gra´fico sin restriccio´n en el nu´mero de variables.
Algoritmo Simplex
En 1947 el matema´tico norteamericano Jorge Dantzig desarrollo´ un algoritmo
para resolver problemas de programacio´n lineal de dos o ma´s variables conocido
como me´todo S´ımplex [Bryson, 2018].
Alguno de los algoritmos de solucio´n a problemas de programacio´n lineal es el
Simplex. El algoritmo del Simplex busca el o´ptimo de un problema de programacio´n
lineal recorriendo so´lo algunos de los ve´rtices del poliedro que representa el conjunto
de soluciones factibles [Abdel-Basset et al., 2019]. En cada iteracio´n, el algoritmo se
desplaza de un ve´rtice a otro de forma que el valor de la funcio´n objetivo mejore
con el desplazamiento, de modo que aumente si el problema es de maximizacio´n, o
disminuya si el problema es de minimizacio´n [Hillier et al., 1997].
El me´todo S´ımplex es otra de las herramientas importantes con que cuenta
la investigacio´n de operaciones para apoyar la toma de decisiones cuantitativas,
es decir, este me´todo se utiliza para resolver modelos de programacio´n lineal, del
mismo modo que el me´todo gra´fico, con la ventaja de no tener l´ımite en la cantidad
de variables de decisio´n que se incorporen al modelo. Por lo tanto se pueden manejar
n variables y m restricciones, siempre y cuando cumplan con las caracter´ısticas de
la programacio´n lineal [Bryson, 2018].
El me´todo Simplex es un procedimiento iterativo que permite mejorar la solu-
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cio´n de la funcio´n objetivo en cada paso. El proceso concluye cuando no es posible
continuar mejorando dicho valor, es decir, se ha alcanzado la solucio´n o´ptima (el
mayor o menor valor posible, segu´n el caso, para el que se satisfacen todas las res-
tricciones) [Abdel-Basset et al., 2019].
El me´todo Simplex se basa en la siguiente propiedad: si la funcio´n objetivo Z no
toma su valor ma´ximo en el ve´rtice A, entonces existe una arista que parte de A y a lo
largo de la cual el valor de Z aumenta [Abdel-Basset et al., 2019, Zhang et al., 2016].
La optimizacio´n de un problema de programacio´n lineal puede dar lugar a cuatro
posibles resultados [Zhang et al., 2016]
Alcanzar un o´ptimo u´nico.
Alcanzar un o´ptimo que no es u´nico (soluciones alternativas o mu´ltiples).
Concluir que el problema es no factible, esto es, que no existe ninguna solucio´n
que satisfaga simulta´neamente todas las restricciones del problema.
Concluir que el problema es no acotado, es decir, que el valor de la funcio´n
objetivo en el o´ptimo es tan grande como se desee si el problema es de maxi-
mizacio´n, o tan pequen˜o como se quiera si el problema es de minimizacio´n.
El me´todo Simplex alcanza siempre uno de estos resultados en un nu´mero finito
de iteraciones. En cada iteracio´n se pasa de una solucio´n ba´sica factible a otra, de
manera que en el proceso, el valor de la funcio´n objetivo mejora en cada iteracio´n.
Cuando se determina que no existe ninguna solucio´n buena factible con un mejor
valor de la funcio´n objetivo que el actual, se detiene el proceso puesto que se ha
llegado al o´ptimo [Hillier et al., 1997, Vanderbei et al., 2015].
Sera´ necesario tener en cuenta que este me´todo u´nicamente trabaja con res-
tricciones del problema cuyas inecuaciones sean del tipo menor o igual y sus co-
eficientes independientes sean mayores o iguales a cero. Por tanto se debe estan-
darizar las restricciones para que cumplan estos requisitos antes de iniciar el algo-
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ritmo del Simplex. En caso de que despue´s de e´ste proceso aparezcan restricciones
del tipo mayor o igual, o igualdad, o no se puedan cambiar, sera´ necesario em-
plear otros me´todos de resolucio´n, siendo el ma´s comu´n el me´todo de las Dos Fases
[Vanderbei et al., 2015, Zhang et al., 2016].
2.3.2 Programacio´n lineal entera mixta
Un modelo de Programacio´n Entera es aquel cuya solucio´n o´ptima tiene sentido
solamente si una parte o todas las variables de decisio´n toman valores restringidos
a nu´meros enteros, permitiendo incorporar en el modelamiento matema´tico algu-
nos aspectos que quedan fuera del alcance de los modelos de Programacio´n Lineal
[Garrido-Jurado et al., 2016, Bermu´dez Colina, 2011]. En este sentido los algoritmos
de resolucio´n de los modelos de Programacio´n Entera difieren a los utilizados en los
modelos de Programacio´n Lineal, destaca´ndose entre ellos el Algoritmo de Ramifi-
cacio´n y Acotamiento (o Branch and Bound), Branch and Cut, Planos Cortantes,
Relajacio´n Lagrangeana, entre otros.
Los modelos de Programacio´n Entera se pueden clasificar en 2 grandes a´reas:
Programacio´n Entera Mixta (PEM) y Programacio´n Entera Pura (PEP).
En el caso de la PEP se agrupan aquellos modelos de Programacio´n Entera que
consideran exclusivamente variables de decisio´n que adoptan valores enteros o bina-
rios, de forma exclusiva [Bermu´dez Colina, 2011]. Generalmente el conjunto de las so-
luciones factibles (o dominio de soluciones factibles) es finito [Garrido-Jurado et al., 2016].
Alguna de las aplicaciones de este tipo de problema se encuentran en Problema de
Asignacio´n, Problema de Corte de Rollos, Problema de la Mochila, etc.
En el caso de la PEM se agrupan aquellos problemas de optimizacio´n que
consideran variables de decisio´n enteras o binarias, pero no de forma exclusiva. Es-
te tipo de problema puede considerarse como un h´ıbrido entre distintas categor´ıas
de modelamiento, permitiendo la mezcla de variables enteras y variables continuas
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[Demirel et al., 2016]. Algunos ejemplos de estos problemas son los conocidos pro-
blemas de Incorporacio´n de Costos Fijos, Problemas de Localizacio´n y Transporte,
Problema de Generacio´n Ele´ctrica, etc.
Los modelos de optimizacio´n matema´tica pueden representar de manera exac-
ta los problemas reales, permitiendo de esta manera implementar procedimientos
exactos para la programacio´n de la produccio´n, programacio´n de distribucio´n, ruteo
de veh´ıculos, localizacio´n y distribucio´n de planta, gestio´n de proyectos, gestio´n de
proveedores, suplir nutrientes a una poblacio´n con mı´nimo costo, entre otros. Dentro
de los algoritmos de solucio´n a problemas de programacio´n entera mixta se encuentra
el Branch & bound (B & B) que se describen ma´s adelante.
Para definir el significado de un modelo matema´tico de programacio´n lineal
entera, se supone que se tiene un problema representado por un modelo lineal
max{cx : Ax ≤ b;x ≥ 0}
donde A es una matriz de m por n, c es un vector renglo´n n-dimensional y
b es un vector columna m-dimensional de variables. Ahora se agregan restricciones
lineales que obligan que ciertas variables solo tomen valores enteros. Este tipo de pro-
blemas son llamados problemas de programacio´n entera[A´vila Torres et al., 2017].
La programacio´n entera mixta (PEM, por sus siglas en ingles) se aplica cuando
algunas variables, no todas, son enteras [Demirel et al., 2016].
maxcx+ hy
Ax+Gy ≤ b
x ≥ 0; y ≥ 0 entera
Ciertos problemas enteros son muy dif´ıciles de resolver computacionalmente, espe-
cialmente aquellos problemas combinatorios por ejemplo, el problema del agente
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viajero, el problema de la mochila, entre otros, la manera ma´s comu´n de resolver es-
te tipo de problemas es mediante Ramificacio´n y Acotamiento (Branch and Bound)
donde las relajaciones de programacio´n lineal brindan las cotas para estos problemas
[Salas, 2009].
Algoritmo Branch & bound (B & B)
El me´todo de ramificacio´n y acotamiento o Branch & bound (B & B) es uno
de los me´todos exactos de resolucio´n cuando el numero de ma´quinas es pequen˜o,
ya que la exposicio´n combinatoria puede llevar a tiempos de resolucio´n inaceptables
cuando aumenta la dimensio´n del problema. Este me´todo B & B es una generali-
zacio´n de la te´cnica de de la te´cnica de backtracking backtracking, este consiste en
una bu´squeda estructurada del espacio de soluciones mediante el cual se divide el
mismo de forma iterativa (ramificacion), resultando en problemas de cada ves menor
dimensio´n [Demirel et al., 2016, Vigerske and Gleixner, 2018].
En problemas de maximizacio´n se calcula una cota inferior (acotacio´n) para el
coste de las soluciones de cada subconjunto. Adema´s, se calcula una cota superior
como el valor de la mejor solucio´n admisible encontrada. Luego de cada subdivi-
sio´n, aquellos subconjuntos con una cota inferior que excede el valor de una solucio´n
admisible son excluidos de posteriores particiones (poda). De este modo, es posible
excluir de la bu´squeda conjuntos de soluciones sin llegar a explorarlas. Se conti-
nua subdividiendo hasta que se encuentra una solucio´n admisible cuyo coste no es
mayor que la cota superior de cualquier subconjunto. El e´xito de la te´cnica de-
pende del numero de soluciones examinadas antes de alcanzar una solucio´n optima
[Demirel et al., 2016, Vigerske and Gleixner, 2018].
Generalmente, se representa el problema del a´rbol, siendo cada nodo del a´rbol
un subconjunto con mejor dimension que si antecesor, etiquetando los nodos con la
cota inferior para todas las ramas o subproblemas que parten de ese nodo [Luna et al., 2016].
Las variantes de B & B consisten en diferentes formas de hacer la subdivisio´n del
espacio o ramificacio´n, diferentes procedimientos para acotar o encontrar una co-
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ta inferior del problema y diferentes criterios para descartar o podar conjuntos de
soluciones [Vigerske and Gleixner, 2018].
2.4 Metodo de Sumas Ponderadas
El me´todo de las sumas ponderadas hace parte de los me´todos cla´sicos utiliza-
dos para el manejo de problemas de optimizacio´n multiobjetivo, ya sea de decisiones
tomadas de generacio´n o basado en preferencia.
Como su nombre lo indica este me´todo da cierto valor de peso a cada uno de los
objetivos de acuerdo a lo investigado o al conocimiento que se tenga del problema.
Este me´todo se caracteriza por ser intuitivo, sencillo, todos los criterios son evaluados
de acuerdo a su importancia o beneficio, garantizando encontrar solucio´n con un
punto optimo.
El me´todo de la suma ponderada a menudo se presenta estrictamente como una
herramienta, especialmente en los u´ltimos an˜os, y la literatura que existe con respecto
a ejemplos de aplicaciones es extenso. Sin embargo, el foco esta´ en la aplicacio´n, y
los problemas tienden a estar limitados a aquellos con solo dos funciones objetivas
[Marler and Arora, 2010].
En este me´todo, el objetivo menos importante recibe un peso de uno,y se
asignan pesos enteros con incrementos consistentes a objetivos que son ma´s im-
portantes. El mismo enfoque se utiliza con me´todos de categorizacio´n, en los que
diferentes objetivos se agrupan en categor´ıas amplias, como altamente importante y
moderadamente importante.
El punto o´ptimo espec´ıfico de Paretto que se proporciona como la solucio´n
depende de que´ pesos se usen, por lo que es importante para determinar co´mo se
relacionan los pesos con las preferencias, al conjunto o´ptimo de Paretto y a la funcio´n
objetivo individual. Una funcio´n de preferencia es una funcio´n abstracta (de puntos
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en el espacio de criterios) en la mente del tomador de decisiones, que incorpora
perfectamente sus preferencias [Marler and Arora, 2010].
En cuanto a los pesos, el valor de un peso es significativo atento a los valores
de otros pesos y relativo al valor de su correspondiente funcio´n objetivo. Suponiendo
que los pesos son positivos y observando que calcular una suma ponderada siempre
proporciona una solucio´n o´ptima de Paretto, indica que en un punto o´ptimo de
Paretto, el gradientes de las dos funciones objetivo son co-lineales y apuntan en
direcciones opuestas. Esencialmente, la combinacio´n lineal de los gradientes es igual
a cero.
En el cumplimiento de la definicio´n de la optimizacio´n de Paretto, esto sugiere
que el movimiento de una solucio´n que satisface, para mejorar una funcio´n, es per-
judicial para al menos otra funcio´n. El me´todo de suma ponderada proporciona un
me´todo ba´sico y fa´cil con enfoque de uso para la optimizacio´n de objetivos mu´ltiples
y es u´til como tal. La solucio´n o´ptima de Paretto que resulta de un espec´ıfico con-
junto de pesos, depende de las restricciones que forman parte de el conjunto o´ptimo
de Paretto, las relaciones entre los gradientes de las diferentes funciones objetivas,
las magnitudes relativas de las funciones objetivas, y la forma de la hiper superficie
o´ptima de Paretto [Marler and Arora, 2010].
2.5 Problemas de Ruteo por Arcos
Existe un a´rea de investigacio´n dentro de la Optimizacio´n Combinatoria co-
nocida como Problemas de Rutas, los cuales son una de las partes ma´s importantes
de la log´ıstica del transporte. [Mauttone et al., 2010] Estos buscan la optimizacio´n
ya sea en reduccio´n de costos, veh´ıculos o ambas cosas, de un conjunto de rutas a
realizar por una flota de veh´ıculos, teniendo en cuenta satisfacer las demandas de
recogida, entrega o ambas cosas, de mercanc´ıas de algunos clientes geogra´ficamente
dispersos.
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Estos problemas de rutas actualmente son dif´ıciles de resolver o´ptimamente
aun para taman˜os relativamente pequen˜os, por este motivo la comunidad cient´ıfica
orientada a la resolucio´n de estos problemas ha crecido notablemente utilizando
disen˜os de me´todos sofisticados tanto exactos como aproximados. Los problemas
de Rutas se pueden clasificar atendiendo al lugar donde se produce la demanda,
pueden ser Problemas de Rutas por Ve´rtices o Problemas de Rutas por Arcos. En
este ep´ıgrafe se abordan los problemas de rutas por arcos espec´ıficamente, dadas las
caracter´ısticas del problema abordado en esta tesis.
El problema de rutas por arcos tiene su origen en el siglo XVIII, cuando los
habitantes de un pequen˜o pueblo de la actual Rusia, comenzaron a debatir si exist´ıa
alguna ruta que pasase una u´nica vez por los 7 puentes de atravesaba el rio Pregel
y volviera al punto de origen [Calvo Gonza´lez, 2018]. Este problema fue propues-
to por el matema´tico suizo llamado Leonhard Euler en su art´ıculo del an˜o 1736
[Calvino Mart´ınez, 2011]. Euler demostro´ que no era posible puesto que hay puntos
en la figura para los cuales el nu´mero de l´ıneas que inciden no es par, condicio´n
necesaria para entrar y salir del mismo punto de partida por caminos diferentes
[Bertero, 2015].
Figura 2.1: Puentes de Konigsberg
Los problemas de rutas por arcos se caracterizan por la necesidad de recorrer
todos o parte de los arcos o aristas de un grafo. Uno de los problemas que presentan
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esta necesidad es el Problema de Cartero Chino (CPP), en el que un cartero debe
completar un circuito recorriendo todas las calles de una parte de la cuidad, repar-
tiendo el correo y minimizando la distancia total. El problema del Cartero Chino en
cualquiera de sus variantes (Cartero Chino Rural, Cartero Chino Dirigido, Cartero
Chino con Ventanas de Tiempo) tiene las caracter´ısticas de un problema de rutas
por arcos. [Alvarez Nun˜ez, 2013]
Otro de los grandes problemas con caracter´ısticas similares que lo convierten
en un problema de rutas por arcos es el Problema de Rutas con Capacidad de Arcos
(CARP). En este problema a cada arco del grafo se le asocia una cantidad no negativa
que representa la demanda de cada uno de los clientes. [Calvino Mart´ınez, 2011]
Dadas las caracter´ısticas de los problemas de rutas por arcos, se pueden men-
cionar algunos ejemplos t´ıpicos que dan gran importancia a estos problemas debido
al gran nu´mero de situaciones reales en las que se pueden aplicar como, por ejemplo,
la recogida de basuras, el transporte escolar, el reparto del correo, recogida de la
nieve en las calles, la inspeccio´n al transporte urbano e interurbano, entre otros.
Mas alla´ de que algunos casos pra´cticos requieran servir todos los arcos de la red,
la mayor´ıa de las aplicaciones de la vida real son modeladas como un problema del
cartero rural.
2.5.1 Problema del Cartero Chino (CPP)
Uno de los problemas de ruteo de arcos es el problema del cartero chino (CPP),
tambie´n conocido como problema del circuito del cartero, el problema de los correos
o problema de la inspeccio´n y seleccio´n de rutas, es el primer problema de rutas
por arcos en el que se plantea la posibilidad de construir un ciclo euleriano con
coste o´ptimo. [Perez, 2014] Este problema fue planteado originalmente por el ma-
tema´tico chino Kwan Mei-Ko (en algunas bibliograf´ıas aparece como Guan Mei-Ko)
en un art´ıculo de un diario chino en 1960 y traducido al ingle´s en 1962 (Graphic
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Programming using odd and even points) [Lo´pez et al., 1983].
Este problema recibe el nombre de “Problema del cartero chino” debido al
origen del autor. Mei-Ko planteaba el problema al que se enfrenta el cartero para re-
partir la correspondencia recorriendo la menor distancia posible, que esto matema´ti-
camente consiste en encontrar un tour en el grafo de longitud mı´nima [Perez, 2014].
El CPP consiste en que un cartero debe completar un circuito recorriendo
todas las calles de una parte de la ciudad (que se supone induce un grafo conexo)
repartiendo el correo y minimizando la distancia total. [Benavent et al., 1992]
Al enfrentar el problema de optimizacio´n de co´mo recorrer todas las rutas de
manera que las rutas adicionales necesarias para realizar el circuito sumen lo menos
posible, se refiere al Problema del Cartero Chino y tendra´ diferentes caracter´ısticas
dependiendo de que se trate de un grafo dirigido, no dirigido o mixto. En todas
las variantes se cuenta con una funcio´n costo (que puede estar medido en distancia,
tiempo o cualquier otro atributo) asociado a cada arco o arista.
El objetivo de este problema consiste en encontrar un circuito de coste mı´nimo
que atraviesa cada arista al menos una vez. Sin embargo, el problema original dio´
lugar a multitud de variantes, una de ellas es el Problema del Cartero Rural (RPP),
en el que solamente un subconjunto de aristas debe ser necesariamente recorrido por
el circuito.
2.5.2 Problema del Cartero Chino Rural (RPP)
Una generalizacio´n del CPP es el Problema del Cartero Rural (RPP), problema
que cuando se define sobre un grafo dirigido es conocido como el Problema del Car-
tero Rural Dirigido (DRPP) [Bertero, 2015]. Ambos problemas esta´n directamente
relacionados con algunos problemas que surgen en la pra´ctica tales como la recogida
de basura, reparto de correo, inspeccio´n y mantenimiento de sistemas de distribucio´n
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(conducciones de gas, tendidos ele´ctricos, redes de ferrocarril, etc.).
En algunos casos no nos interesa atravesar todas las aristas, o arcos, sino solo
un subconjunto de ellos. El RPP puede plantearse como un cartero que tiene que
repartir el correo en varios pueblos, tiene que recorrer todas las calles de los pueblos,
pero no todas las carreteras que los unen. Ma´s alla´ de que algunos casos pra´cticos
requieren servir todos los arcos de la red, la mayor´ıa de las aplicaciones de la vida
real son modeladas como un problema del cartero rural [Benavent et al., 1985].
En general se trata de un problema NP-duro, sin embargo, si es un grafo
estrictamente dirigido o no dirigido se puede resolver en tiempo polino´mico siempre y
cuando el subgrafo formado por las aristas o arcos requeridos sea fuertemente conexo
[Perez, 2014, Benavent et al., 1985]. Este problema, al ser definido sobre un grafo
dirigido, se conoce como el Problema del cartero rural dirigido (DRPP), as´ı mismo
se puede definir el problema sobre grafos no dirigidos o mixtos. A pesar de la similitud
en el enunciado de estos problemas, cada uno de ellos presenta caracter´ısticas muy
espec´ıficas que se reflejan en la dificultad y estrategias de resolucio´n.
El problema del cartero rural ha sido objeto de mucho intere´s por parte de la
comunidad de optimizacio´n combinatoria, tanto para grafos dirigidos, no dirigidos o
grafos mixtos. [Benavent et al., 1985] En general se trata de un problema NP-duro,
sin embargo, si es un grafo estrictamente dirigido o no dirigido se puede resolver
en tiempo polino´mico siempre y cuando el subgrafo formado por las aristas o arcos
requeridos sea fuertemente conexo [Calvino Mart´ınez, 2011].
2.6 Optimizacio´n con Heur´ısticas
Los me´todos de optimizacio´n heur´ıstica reciben el nombre de algoritmos heur´ısti-
cos, metaheur´ısticos o heur´ısticos. Este te´rmino deriva de la palabra griega heuris-
kein que significa encontrar o descubrir y se usa en el a´mbito de la optimizacio´n
para describir una clase de algoritmos de resolucio´n de problemas [Cunquero, 2003].
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La palabra heur´ıstica es definida por el diccionario de la Real Academia Espan˜ola
como ‘Te´cnicas de la indagacio´n y el descubrimiento’, “Busqueda o investigacion de
documentos o fuentes historicas”, “Maneras de buscar la solucio´n a un problema
mediante me´todos no rigurosos” [Gonza´lez et al., 2001].
La heur´ıstica es vista como el arte de inventar por parte de los seres hu-
manos, con la intencio´n de procurar estrategias, me´todos, criterios, que permitan
resolver problemas a trave´s de la creatividad, pensamiento divergente o lateral
[Silva Claver´ıa and Silva Claver´ıa, 2004]. En los tiempos de antes, optimizar signi-
fica poco ma´s que mejorar; sin embargo, en el contexto cient´ıfico la optimizacio´n
es el proceso de tratar de encontrar la mejor solucio´n posible para un determinado
problema. Existe una infinidad de problemas teo´ricos y pra´cticos que involucran a la
optimizacio´n. Los procedimientos heur´ısticos se dividen en [Gonza´lez et al., 2001]:
Principios heur´ısticos, son los que establecen sugerencias para encontrar la
solucio´n ido´nea al problema.
Reglas heur´ısticas, son las que sen˜alan los medios para resolver el problema.
Estrategias heur´ısticas, son aquellas que permiten organizar los materiales o
recursos compilados que contribuyen a la bu´squeda de la solucio´n del problema.
Existen diferentes soluciones a un determinado problema de optimizacio´n y
uno de los criterios para seleccionar una solucio´n es encontrar la mejor. En te´rmi-
nos cient´ıficos, estos problemas se pueden expresar como encontrar el valor de unas
variables de decisio´n para los que una determinada funcio´n objetivo alcanza su va-
lor ma´ximo o mı´nimo, siendo el valor de las variables en ocasiones sujeto a unas
restricciones [Paya´ Zaforteza, 2009].
Se denomina Me´todos Heur´ısticos al conjunto de me´todos y te´cnicas que se
emplean con el fin de encontrar y solucionar un problema en aquellos casos que es
dif´ıcil hallar una solucio´n o´ptima o satisfactoria [Gonza´lez et al., 2001]. Se puede
encontrar una gran cantidad de problemas de optimizacio´n, tanto en la industria
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como en la ciencia. Desde los cla´sicos problemas de disen˜o de redes de telecomu-
nicacio´n u organizacio´n de la produccio´n hasta los ma´s actuales en ingenier´ıa de
software. Algunas clases de problemas de optimizacio´n son relativamente fa´ciles de
resolver [Cunquero, 2003]. Este es el caso, por ejemplo, de los problemas lineales,
en los que tanto la funcio´n objetivo como las restricciones son expresiones lineales.
Estos problemas pueden ser resueltos con el conocido me´todo Simplex; sin embargo,
muchos otros tipos de problemas de optimizacio´n son muy dif´ıciles de resolver y no
se encuentra solucio´n con me´todos de solucio´n exacta.
Se puede decir que un problema de optimizacio´n dif´ıcil es aquel para el que no
se puede garantizar el encontrar la mejor solucio´n posible en un tiempo razonable.
Una gran cantidad y variedad de problemas dif´ıciles que aparecen en la pra´ctica y que
necesitan ser resueltos de forma eficiente son la causa del desarrollo de procedimientos
eficientes para encontrar buenas soluciones, aunque no fueran o´ptimas. Dado esta
necesidad surgen las heur´ısticas, me´todos en los que la rapidez del proceso es tan
importante como la calidad de la solucio´n obtenida [Olivera, 2004, Cunquero, 2003].
Los problemas combinatorios pueden ser divididos en dos grandes grupos consi-
derando la existencia de algoritmos polinomiales para resolver cada tipo de problema
[Isaza et al., 2004]. El primero es el problema tipo P (polinomial) para el cual existen
algoritmos con esfuerzos computacionales de tipo polinomial para encontrar la solu-
cio´n o´ptima. El segundo grupo de problemas combinatorios es el problema tipo NP
(no polinomial) para el cual no se conocen algoritmos con esfuerzos computacionales
de tipo polinomial para encontrar la solucio´n o´ptima.
Los me´todos exactos que proporcionan una solucio´n o´ptima del problema, a di-
ferencia de los me´todos heur´ısticos que se limitan a proporcionar una buena solucio´n
del problema no necesariamente o´ptima [Silva Claver´ıa and Silva Claver´ıa, 2004].
Sin embargo, el tiempo invertido por un me´todo exacto para encontrar la solu-
cio´n o´ptima de un problema dif´ıcil, es de un orden de magnitud muy superior al del
heur´ıstico, llegando a ser imposible en muchos casos. En otras palabras, los me´todos
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heur´ısticos proporcionan soluciones ra´pidas y factibles a problemas complejos.
Uno de los me´todos heuristicos mas usados son los llamados heuristicos greedy
o voraz. Estos me´todos funcionan escogiendo en cada paso al mejor elemento posible,
conocido como el elemento ma´s prometedor. Se elimina ese elemento del conjunto
de candidatos y, acto seguido, comprueba si la inclusio´n de este elemento en el
conjunto de elementos seleccionados produce una solucio´n factible. En caso de que
as´ı sea, se incluye ese elemento en S. Si la inclusio´n no fuera factible, se descarta
el elemento. Iteramos el bucle, comprobando si el conjunto de seleccionados es una
solucio´n y, si no es as´ı, pasando al siguiente elemento del conjunto de candidatos
[Serna and Uran, 2015].
Algorithm 1 Algoritmo Greedy(C) C: es el conjunto de todos los candidatos
1: S = vacio S es el conjunto en el que se construye la solucio´n
Mientras
2: solucion(S) y C diferente de vacio
Hacer
3: x = el elemento de C que maximiza seleccionar(x)
4: C = C x
5: Si completable(S ∪ x)
6: S = S ∪ x
7: Si solucio´n(S)
8: Retornar S
9: Sino no hay solucio´n
Una vez finalizado el bucle, el algoritmo comprueba si el conjunto S es una
solucio´n o no, devolviendo el resultado apropiado en cada caso. El algoritmo se
muestra a continuacio´n:
En los u´ltimos an˜os ha habido un crecimiento espectacular en el desarrollo
de procedimientos heur´ısticos para resolver problemas de optimizacio´n. En 1995
se edita el primer nu´mero de la revista Journal of Heuristics dedicada ı´ntegra-
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mente a la difusio´n de los procedimientos heur´ısticos [Cunquero, 2003]. Existen
otras razones para utilizar me´todos heur´ısticos, entre las que se pueden destacar
[Zanakis and Evans, 1981]
La no existencia de ningu´n me´todo exacto para su solucio´n.
Au´n existiendo un me´todo exacto para resolver el problema, este es compu-
tacionalmente muy costoso.
El me´todo heur´ıstico es ma´s flexible que un me´todo exacto, permitiendo, por
ejemplo, la incorporacio´n de condiciones de dif´ıcil modelizacio´n.
El me´todo heur´ıstico se utiliza como parte de un procedimiento global que
garantiza el o´ptimo de un problema. Una variante de lo anterior es el cuando
el me´todo heur´ıstico proporciona una buena solucio´n inicial de partida. Otra
variante es cuando el me´todo heur´ıstico participa en un paso intermedio del
procedimiento.
Los algoritmos heur´ısticos dependen en gran medida del problema concreto
para el que se van a disen˜ar. Las te´cnicas e ideas aplicadas para la resolucio´n de un
problema son espec´ıficas de este, pero en algunos casos, pueden ser trasladadas a
otros problemas [Silva Claver´ıa and Silva Claver´ıa, 2004].
Los algoritmos heur´ısticos se clasifican en algoritmos constructivos, algorit-
mos de descomposicio´n y divisio´n, algoritmos de reduccio´n, algoritmos de manipu-
lacio´n del modelo y algoritmos de bu´squeda usando vecindad [Gallego et al., 2003,
RAMON and ROMERO, ].
En general, y sin tener en cuenta un problema espec´ıfico, una buena heur´ıstica
deber´ıa tener por lo menos las siguientes propiedades o caracter´ısticas [Gonza´lez et al., 2001,
Zanakis and Evans, 1981]:
1. Eficiente: Un esfuerzo computacional realista para obtener la solucio´n.
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2. Simple: que facilita la comprensio´n y aceptacio´n del usuario.
3. Robustez: la heur´ıstica debe obtener buenas soluciones, en condiciones
razonables.
Para medir la calidad de un heur´ıstico existen diversos procedimientos, entre
los que se encuentran los siguientes [Cunquero, 2003]:
1. Comparacio´n con la solucio´n o´ptima: Esta medida de calidad se puede realizar
cuando se disponga de un procedimiento que proporcione el o´ptimo para un
conjunto limitado de ejemplos. Este conjunto de ejemplos puede servir para
medir la calidad del me´todo heur´ıstico.
2. Comparacio´n con una cota: En ocasiones el o´ptimo del problema no esta´ dis-
ponible ni siquiera para un conjunto limitado de ejemplos. Este me´todo de
evaluacio´n consiste en comparar el valor de la solucio´n que proporciona el
heur´ıstico con una cota del problema (inferior si es un problema de minimiza-
cio´n y superior si es de maximizacio´n).
3. Comparacio´n con un me´todo exacto truncado: Se puede establecer un l´ımite
de iteraciones (o de tiempo) ma´ximo de ejecucio´n para el algoritmo exacto.
La mejor solucio´n encontrada con procedimientos truncados proporciona una
cota con la que comparar el heur´ıstico.
4. Comparacio´n con otros heur´ısticos: Este es uno de los me´todos ma´s empleados
en problemas dif´ıciles (NP-duros) sobre los que se ha trabajado durante tiempo
y para los que se conocen algunos buenos heur´ısticos. Al igual que ocurre con la
comparacio´n con las cotas, la conclusio´n de dicha comparacio´n esta´ en funcio´n
de la bondad del heur´ıstico escogido.
5. Ana´lisis del peor caso: Consiste en analizar el comportamiento en el peor caso
del algoritmo heur´ıstico; es decir, considerar los ejemplos que sean ma´s desfa-
vorables para el algoritmo y acotar la ma´xima desviacio´n respecto del o´ptimo
del problema.
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2.6.1 Optimizacio´n con Metaheuristicas
Las metaheur´ısticas pueden surgir como estrategias generales de disen˜o de pro-
cedimientos heur´ısticos para la resolucio´n de problemas con un alto rendimiento. En
la resolucio´n de problemas espec´ıficos han surgido procedimientos heur´ısticos exito-
sos, de los que se ha tratado de extraer lo que es esencial en su e´xito para aplicarlos
a otros problemas o a otro contexto mas extenso. De esta forma se han obtenido,
tanto te´cnicas y recursos computacionales espec´ıficos, como estrategias de disen˜os
generales para procedimientos heur´ısticos de resolucio´n de problemas. Estas estrate-
gias generales para construir algoritmos, que quedan por encima de las heur´ısticas y
van algo mas alla´, se les denomina metaheur´ısticas. Las metaheur´ısticas pueden in-
tegrarse como un sistema experto para facilitar su uso gene´rico a la vez que mejorar
su rendimiento [Melia´n et al., 2003].
Las metaheuristicas se pueden clasificar en metaheur´ısticas de bu´squeda, de
relajacio´n, constructivas, evolutivas y otras.
La metaheur´ıstica de bu´squeda gu´ıa los procedimientos que buscan transfor-
maciones o movimientos para recorrer el espacio de soluciones alternativas y
explotar las estructuras de entornos asociadas.
La metaheur´ıstica de relajacio´n se refiere al procedimiento de resolucio´n de
problemas que utilizan relajaciones del modelo general hacie´ndolo mas fa´cil de
resolver, cuya solucio´n facilita la solucio´n del problema original.
La metaheur´ıstica constructiva se orienta a los procedimientos que tratan de
la obtencio´n de una solucio´n a partir del ana´lisis y seleccio´n paulatina de las
componentes que la forman.
La metaheur´ıstica evolutiva esta´ enfocada a procedimientos basados en con-
juntos de soluciones que evolucionan sobre el espacio de soluciones.
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Algunas metaheur´ısticas surgen combinando metaheur´ısticas de distintos ti-
pos, ejemplo la GRASP (Greedy Ramdomized Adaptative Search Procedure, por
sus siglas en ingle´s) que combina una fase constructiva con una fase de bu´squeda
de mejora [RESENDE and RIBEIRO, 2002, Resende and Velarde, 2003]. Otras me-
taheur´ısticas se centran en el uso de algun tipo de recurso computacional o forma
especial como las redes neuronales, los sistemas de hormigas o la programacio´n por
restricciones y no se incluyen claramente en ninguno de los cuatro tipos de clasifica-
ciones anteriormente mencionados [Resende and Velarde, 2003].
Bu´squeda local Iterada (ILS)
La bu´squeda local iterada (ILS) es una metaheur´ıstica general y poderosa
que proporciona una forma flexible de mejorar el rendimiento de los algoritmos de
bu´squeda local. La bu´squeda local iterada es una metaheur´ıstica simple y de aplica-
cio´n general que se aplica iterativamente. El procedimiento de la ILS se describe en
[Lourenzo, 2001], esta se basa en aplicar la bu´squeda local a las modificaciones del
punto de bu´squeda actual. Estos son mecanismos para generar una solucio´n inicial
so, un procedimiento de modificacio´n, que modifica la solucio´n actual s llevando a
alguna solucio´n intermedia s′. Luego un procedimiento de bu´squeda local que lleva
a s′ a un mı´nimo local s′′ y un criterio de aceptacio´n que decide que´ solucio´n sera´ la
pro´xima que se le aplique una modificacio´n [Stu¨tzle, 1998].
Algorithm 2 Bu´squeda Local Iterada
Se genera una solucion inicial so
s = Bu´squedaLocal(so)
Repetir
s′ = Modificacion(s, historico)
s
′′
= Bu´squedaLocal(s′)
s = CriterioAceptacion(s, s
′′
, historico)
hasta que se cumpla el criterio de aceptacio´n
End
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2.7 Conclusiones del Cap´ıtulo 2
A trave´s de la literatura, se pueden encontrar algunos trabajos que se asemejan
en algunos aspectos del problema aqu´ı planteado. Los problemas ma´s parecidos son
los de ruteo de arcos, que son problemas dif´ıciles. Por esta razo´n se espera que la
solucio´n de este problema para instancias grandes, probablemente deba realizarse
por medio de algoritmos heur´ısticos.
Cap´ıtulo 3
Planteamiento del problema y
metodolog´ıa de solucio´n
Este cap´ıtulo describe detalladamente el problema que se aborda en este traba-
jo. Se describe el mismo con cada especificacio´n y caracter´ısticas tenidas en cuenta a
la hora del ana´lisis y confeccio´n del modelo matema´tico. Se explica el enfoque desde
el cual se modelaron las restricciones mas importantes en el modelo matema´tico as´ı
como se explica el modelo matema´tico desarrollado. Luego se describe la metodolog´ıa
utilizada y cada etapa que se realizo.
El contenido de este cap´ıtulo se estructura como sigue: en la Seccio´n 3.1 se
describe el problema a abordar, en la Seccio´n 3.2 se presentan los supuestos del
modelo, en la seccio´n 3.3 se presenta el modelo matema´tico y se definen cada una
de las restricciones que lo conforman. La seccio´n 3.4 abarca la metodolog´ıa utilizada
para dar solucio´n a este problema as´ı como las etapas que la componen y finalmente
en la Seccio´n 3.5 se presentan las conclusiones de este cap´ıtulo.
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3.1 Descripcio´n del problema
El problema a tratar consiste en planear las inspecciones de un conjunto de
inspectores activos que deben hacer en una jornada laboral, especificando que ruta y
en que horarios comenzaran, si deben cambiar o no de ruta a lo largo de su inspeccio´n
y que tramos espec´ıficos van a inspeccionar. Cada zona esta compuesta por rutas y
cada ruta esta particionada en tramos donde se realizan las inspecciones. Las rutas
puede tener diferentes horarios de salida (varias corridas). Para cada uno de los
tramos de las rutas se conoce una criticidad y esta va definida por las empresas.
Cada inspector tiene una jornada laboral y debe realizar la inspeccio´n sin pasarse de
esta jornada. Los inspectores pueden salir de diferentes nodos pero deben retornar al
nodo de salida al final de su recorrido de inspeccio´n. Los inspectores deben almorzar
en el mismo autobu´s donde se encuentren inspeccionando o en un nodo de transfer
que se encuentren en el horario que deseen. Se busca que los inspectores verifiquen
la mayor cantidad de tramos cr´ıticos en una jornada laboral, t´ıpicamente entre 8 y
12 horas. Este problema se asemeja a un problema de ruteo de arcos con mu´ltiples
depo´sitos y la planeacio´n de mu´ltiples veh´ıculos simulta´neamente con restricciones
de capacidad (solo un inspector en una corrida a la vez).
Como se ha planteado en el cap´ıtulo de introduccio´n el problema cient´ıfico que
se aborda en este trabajo se resume en: desarrollar una metodolog´ıa de apoyo a la
decisio´n para la planeacio´n de las inspecciones a las rutas de trasporte interurbano
en base a la criticalidad establecida por la empresa. Se realiza una metodolog´ıa
de apoyo a la decisio´n desde una perspectiva a resultados, teniendo en cuenta las
necesidades del problema. Esto implica integrar la toma de decisiones estrate´gicas,
ta´cticas y operativas, mismas que se traducen en:
Que tramos y rutas formara´n parte del disen˜o de la planeacio´n de las inspec-
ciones.
Cual inspector inspeccionara cual ruta, en cual tramo y en que horario.
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Que horarios de salida tendra´ cada inspector.
Que horario de salida tendra´ cada ruta.
Que cantidad de inspecciones diarias se podra´ programar para cada inspector.
Estas decisiones acercan el problema en cuestio´n a problemas re ruteo por arcos
(cartero o recolector de basura). En este trabajo se propone resolver estos problemas
de forma integrada, para lo cual se ha propuesto una metodolog´ıa de apoyo a la
decisio´n que se presenta en el siguiente capitulo.
3.2 Supuestos del modelo
Para la elaboracio´n del modelo matema´tico, se han definido las condiciones
bajo las cuales funciona el modelo, teniendo en cuenta que se trata de un multigrafo,
se describen las caracter´ısticas de este modelo a continuacio´n donde se supone no
hay retrasos en llegadas o salidas:
1. Los tiempos de espera en un nodo hasta tomar el siguiente camio´n son despre-
ciados en el modelo, es decir, toman valor cero.
Rutas, Salidas y Nodos
2. Cada ruta esta particionada en tramos donde se realizan las inspecciones.
3. Un tramo es un recorrido entre dos paradas consecutivas.
4. Cada inspector inspecciona varias rutas o tramos durante su jornada de tra-
bajo, buscando repetir lo menos posible las rutas o tramos ya inspeccionadas.
5. Cada ruta puede tener diferentes horarios de salida en un d´ıa.
6. No es necesario inspeccionar todas las rutas y tramos en una jornada laboral.
7. Se necesita cubrir la mayor cantidad de tramos caracterizados como cr´ıticos.
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8. Cada tramo tiene una criticidad diferente especificada por la empresa.
9. Existen nodos de transfer donde coinciden dos o ma´s rutas.
Inspectores
10. Si un inspector no esta´ disponible, no se toma en cuenta para planificacio´n.
11. Debe haber un solo inspector inspeccionando el mismo tramo en el mismo
horario.
12. Los inspectores deben iniciar y terminar en el mismo nodo.
13. La jornada de trabajo de cada inspector dura de 8 a 12 horas.
14. Los inpectores al llegar a un nodo de transfer buscara´n tomar el autobu´s que
llegue primero con la mayor criticidad.
15. Los inspectores almuerzan en los autobuses o cuando esperan en un nodo
transfer para cambiar de ruta.
Autobuses
16. Los autobuses cumplen el horario al 100 por ciento no hay retardos ni adelantos
en las llegadas o salidas.
Los supuestos anteriores son las condiciones que se tomaron en cuenta a la
hora de formular y dar solucio´n a este problema. Sin embargo, se pueden considerar
otros aspectos pero esto pudiera implicar una reformulacio´n del problema.
3.3 Modelo lineal entero mixto
Esta seccio´n presenta el modelo matema´tico que se ha desarrollado para atacar
el problema que se aborda en este trabajo de investigacio´n. Dicho modelo, consta de
una funcio´n objetivo y una serie de restricciones que debe cumplir.
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1. Conjuntos
I : Inspectores
S : Salidas
Soi :Conjunto de salidas que tienen como origen el nodo desde donde inicia la
inspeccio´n el inspector i.
Sfi : Conjunto de salidas que tienen como nodo destino el nodo desde donde
inicia el inspector i.
S+s′ : Conjunto de todas las salidas que salen de la terminal a la que llega s’ en
un horario dado
S−s′ : Conjunto de todas las salidas que llegan de la terminal a la que llega s’
en un horario dado.
toi : Tiempo en el que inicia su jornada laboral el inspector i.
2. Para´metros
T : duracio´n de la jornada laboral en horas
Cs : Conjunto de criticidades.
Oi : Costo por inspector considerando los salarios por inspector por jornada
laboral.
3. Variables
X : variable que indica si una salida espec´ıfica es inspeccionada (1) por un
inspector o no (0)
Y : variable que representa si un inspector esta activo o no en la planeacio´n
4. Restricciones
Criticidad.
∑
s∈S
Cs ∗Xis <= yi ∀i ∈ I (0)
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Inspectores.
1 <=
∑
i∈I
yi ∀i ∈ I (1)
Establece que el tiempo total en minutos de cada inspector no debe sobrepasar
la jornada laboral.
∑
s∈S
ts ∗Xis <= yi ∗
∑
s∈S
ts ∀i ∈ I (2)
Establece que si un inspector esta´ activo entonces debe salir de su tramo asig-
nado.
∑
s∈Soi
xis = yi ∀i ∈ I (3)
Establece que si se activa el inspector debe estar activo en el tramo fin.
yi <=
∑
s∈ Sfi
xis <= yi∗ | Sfi | ∀i ∈ I (4)
Establece que un inspector no puede tener inspecciones antes de su horario de
salida.
∑
s∈ S−i
xis = 0 ∀i ∈ I (5)
Establece que un tramo solo puede ser inspeccionado por un inspector al mismo
tiempo.
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∑
i∈ I
xis <= 1 ∀s ∈ S (6)
Establece que un inspector no puede inspeccionar 2 tramos al mismo tiempo.
yi <=
∑
s∈ S+
s′
Xis <= yi∗ | S+s′ | ∀i ∈ I ∧ ∀s′ ∈ S (7)
Establece la Conservacion de Flujo, indicando que si no es tiempo de inicio
del inspector entonces los inspectores que ingresan a un nodo deben salir de
el.
∑
s∈ S+
s′
Xis = Xis′ ∀i ∈ I ∧ ∀s′ ∈ S (8)
5. Objetivo
El objetivo es la suma ponderada de dos objetivos:
maximizar el total de salidas criticas inspeccionados
minimizar el costo de los inspectores empleados (considerando los salarios
por inspector por jornada laboral)
Minimizar λ ∗
∑
i∈ I
cs ∗ xis + (1− λ) ∗
∑
i∈ I
yi ∗Oi (1)
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3.4 Metodolog´ıa de Apoyo a la Decisio´n
Una metodolog´ıa de apoyo a la decisio´n es un conjunto de axiomas, reglas,
me´todos, procedimientos, que son desarrollados para ayudar al tomador de decisiones
durante todas las etapas del proceso de decisio´n. El propo´sito de la metodolog´ıa de
apoyo a la decisio´n es garantizar que el proceso de decisio´n sea realizado por el
tomador del decisiones de forma eficiente, eficaz y racionalmente.
Simo´n en (1960) planteo que el proceso de toma de decisiones consiste en tres
fases: fase de inteligencia, fase de disen˜o y la fase de eleccio´n. La fase de inteligencia
consiste en la identificacio´n y estructuracio´n del problema, definicio´n de los objeti-
vos, recopilacio´n de datos. En la fase de disen˜o se construye y valida el modelo del
problema es decir, se establecen los criterios de evaluacio´n, se buscan soluciones y se
prueba la factibilidad de las soluciones. Y finalmente la fase de eleccio´n consiste en
la bu´squeda, evaluacio´n y recomendacio´n de una solucio´n apropiada al modelo. En
la figura 3.1 se esquematiza el proceso de la toma de decisiones representado en sus
tres fases.
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Figura 3.1: Proceso de toma de decisiones
En este trabajo se propone una metodolog´ıa de apoyo a la decisio´n desarrollada
en las tres fases antes descritas: fase de modelo, fase de optimizacio´n y fase de
seleccio´n. En la figura 3.2 se esquematiza la metodolog´ıa a la par de las fases con la
toma de decisiones, las cuales se explicaron anteriormente.
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Figura 3.2: Metodolog´ıa Propuesta
3.4.1 Fase 1 o de Pre-procesamiento
Se aplican una algunos aspectos que ayudan a realizar un pre-procesamiento en
el modelo matema´tico con el objetivo de reducir el nu´mero de variables y el tiempo
computacional. Los pre - procesamientos realizados fueron:
1. La reduccio´n de dominio aplicado a las variables de decisio´n. Este es un pro-
cedimiento simple pero muy efectivo ya que se realiza un pre-calculo del rango
de valores que puede tener la variable de decisio´n.
2. A partir de las propiedades descritas en el cap´ıtulo anterior, se realiza un
ana´lisis que conlleva a dejar solamente una variable de decisio´n, la cual seria
Xijrt que indica si el inspector i inspecciona la ruta j, en el tramo r, en el
tiempo t, tomando valor (1) si esta´ activo, (0) si no esta´ activo.
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3. Ana´lisis realizado para definir el objetivo de optimizacio´n que llevara el modelo,
centrando varios puntos en uno solo maximizando la cantidad de inspecciones
diarias a las rutas o tramos con mayor criticidad establecida. Ademas este
ana´lisis ayudo a reducir el numero de variables del modelo matema´tico.
3.4.2 Fase 2 o de optimizacio´n
Esta es la fase encargada de obtener opciones de disen˜o y planeacio´n de la
planeacion de inspecciones que resultan de un proceso de optimizacio´n en el cual
se consideran todos los aspectos discutidos en el capitulo anterior. Se plantea un
problema de optimizacio´n y se disen˜a un modelo matema´tico lineal entero mixto
que representa el problema.
Primeramente se crea este modelo como inicios de estudios del problema para
poder obtener soluciones exactas utilizando instancias pequen˜as y que son relativa-
mente fa´ciles de generar las cotas que servir´ıan para la implementacio´n posterior de
un algoritmo heur´ıstico, ademas que estas instancias arrojan estas soluciones exactas
con facilidad en cuanto a te´rminos computacionales. Ahora los algoritmos heur´ısti-
cos se utilizaran para poder resolver instancias que resulten ser dif´ıciles en te´rminos
computacionales.
La base para poder modificar el problema y dar solucio´n a cualquier situacio´n
que se desee implementar es el modelo matema´tico. Este modelo permite modifi-
caciones tanto en la funcio´n objetivo, restricciones o variable de decisio´n. Se le da
entrada al modelo de optimizacio´n con aquellos inspectores que esta´n disponibles a
trabajar en el d´ıa indicado. En esta fase se va a obtener como solucio´n del problema
de optimizacio´n, la planeacio´n de las rutas a inspeccionar por cada inspector en una
jornada laboral. Esta solucion garantiza el objetivo de optimizacio´n planteado en
el modelo, incorporando en cada planeacion de cada inspector los tramos de mayor
criticidad establecidos en la instancia.
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3.4.3 Fase 3 o de seleccio´n
El propo´sito de esta fase consiste en apoyar al tomador de decisiones en la
bu´squeda de la ROI (regio´n de intere´s). Para poder encontrarla se pueden aplicar
me´todos de bu´squeda que incorporan preferencias a priori, durante o luego del pro-
ceso de optimizacio´n. En la programacio´n matema´tica han resultado populares los
me´todos de incorporacio´n de metas, estos me´todos incorporan preferencias a prio-
ri (Romero, 1993) o durante el proceso. Para problemas multiobjetivo bajo certeza,
existen me´todos basados en la metodolog´ıa PROMETHE [Ferna´ndez Barberis, 2002],
entre otros, que incorporan preferencias a posteriori para encontrar la ROI [Jimenez et al., 2017].
Esta fase no es ma´s que el proceso de seleccionar la mejor alternativa de todas
las valoradas. Generalmente las metodolog´ıas desarrolladas para resolver problemas
de optimizacio´n terminan cuando se obtiene un frente satisfactorio (para el tomador
de decisiones) que contiene ima´genes de soluciones eficientes. Sucede que cuando al
tomador de decisiones se le presenta el conjunto de soluciones eficientes encontra-
das se origina otro problema de decisio´n, ya que entre estas soluciones el tomador
de decisiones debe decidir cua´les son las que representan compromisos aceptables
entre los mu´ltiples criterios u objetivos que han sido considerados en su problema
de decisio´n. Finalmente el tomador de decisiones escogera´ una o un conjunto muy
reducido de soluciones eficientes (ROI), convirtie´ndose en un problema de seleccio´n
multicriterio.
Esta bu´squeda no es un proceso simple ya que implica la modelacio´n de prefe-
rencias del tomador de decisiones. Este debe realizar comparaciones entre las alter-
nativas cuando se tienen ma´s de tres criterios ya que para el caso de menos criterios
puede hacerse de forma visual, solo analizando el frente no denominado.
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3.5 Conclusiones del Cap´ıtulo 3
El problema que se aborda aqu´ı es de gran importancia para la planificacio´n
de la inspeccio´n al transporte interurbano, especialmente para Me´xico donde son
escasas las empresas de este tipo de transporte que utilizan algu´n tipo de sistema
automatizado para estas labores. Con el modelo matema´tico que se presento´ se
quiere lograr una planificacio´n de inspeccio´n o´ptima de los tramos que contienen las
rutas de transporte interurbanas caracterizados como cr´ıticos. No existe formulacio´n
matema´tica previa de este problema, aunque existen similares no contienen todas
las caracter´ısticas de este problema considerado.
En este capitulo se ha presentado una metodolog´ıa de apoyo a la decisio´n que
permite desarrollar un comportamiento racional en el proceso de toma de decisiones.
Esta metodolog´ıa no debe interpretarse como algo r´ıgido sino ma´s bien como un
marco de trabajo donde se expone como llevar a cabo el apoyo a la decisio´n.
Cap´ıtulo 4
Experimentacion
Este cap´ıtulo describe la el experimento que se realizo para probar la heur´ıstica
construida para dar solucio´n al problema de inspeccio´n de rutas interurbanas. En la
seccio´n 4.1 se describe la naturaleza de los datos con una subseccion que describe
las instancias utilizadas para realizar los experimentos. En la siguiente seccio´n se
describe la Heur´ıstica y por ultimo se muestran los resultados que se obtuvieron por
medio del experimento y comenta el ana´lisis de estos resultados.
4.1 Naturaleza de los datos
Los datos para el ana´lisis pueden recogerse de muchas maneras, pero funda-
mentalmente se pueden establecer dos tipos de datos segu´n su forma de obtencio´n:
datos observacionales y datos experimentales. Para el trabajo en cuestio´n los datos
son del tipo experimentales.
Los datos experimentales son aquellos cuyo valor los fija el experimentador. El
analista manipula deliberadamente los valores del factor con el fin de poder estable-
cer una relacio´n de causalidad entre dicho factor y la variable respuesta. El analista
tambie´n consigue de esta forma aquellos valores en los que esta´ interesado. La prin-
cipal ventaja de los datos experimentales es que es ma´s fa´cil establecer relaciones
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de causalidad entre las variables, pues el analista puede observar la evolucio´n de los
resultados a medida que va manipulando los factores.
La capacidad de poder elegir los valores de las variables que interesen hace que
se necesiten menos datos para sacar conclusiones que si se usase datos observacio-
nales. La necesidad de economizar a la hora de recoger datos es muy importante
en ingenier´ıa, por ejemplo los costes de manipular procesos industriales o realizar
ensayos de laboratorio pueden ser muy elevados.
Otra ventaja de los datos experimenales es que permiten provocar situaciones
de intere´s que dif´ıcilmente puedan observarse en la realidad o que se precise de
demasiado tiempo de observacio´n. En ocasiones, un experimento sera´ la u´nica forma
de obtener informacio´n.
4.1.1 Descripcio´n de las instancias
A continuacio´n se realiza una descripcio´n de los datos utilizados para realizar
el experimento, los cuales se convierten en instancias. Se explica la naturaleza de los
datos que se van a utilizar y la estructura de la instancia.
Para este experimento se utilizo´ un generador de instancias desarrollado en
el lenguaje de programacio´n R-Studio. Se toman en cuenta para esta generacio´n
de las instancias los factores antes descritos. Adema´s el generador toma en cuenta
los para´metros generales para las rutas, que serian: posibles tiempos que tarde un
tramo, la posible criticidad que tiene un tramo, tiempos entre salidas ya que para
cada nueva salida se calcula el tiempo, el posible nu´mero de salidas por ruta y las
posibles horas de inicio la primera salida.
Para la creacio´n de la ruta se tienen en cuenta el nu´mero de nodos que pertene-
cen a cada ruta, este debe ser mayor que dos, se an˜ade como nodo final el mismo nodo
inicial para cerrar la ruta. Con todas las especificaciones anteriores entre otras, se
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generan las instancias. La siguiente tabla muestra un resumen de algunas instancias
que se utilizaron en el experimento.
Tabla 4.1: Resumen parcial de algunas instancias generadas
Inst Rutas Insp. C. T O. C. T. D. C. O. C. D. T. Tram Jornada
1 2 1 5 5 3 3 6 8
2 2 2 5 5 3 3 6 8
3 2 2 9 9 5 5 11 12
3 3 3 8 8 11 11 16 12
4.2 Descripcio´n de la Heur´ıstica y Resultados
Obtenidos
Para dar solucio´n al problema planteado de rutas de inspeccio´n al transporte
interurbano, se desarrollo´ una heur´ıstica greedy en el lenguaje de programacio´n R-
Studio, la cual se describe a continuacio´n en el diagrama de flujo de la figura 4.1.
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Figura 4.1: Diagrama de flujo que representa funcionamiento de la heur´ıstica greedy.
Para una mejor comprensio´n del diagrama anterior se describen las funciones
desarrolladas:
solucioninicial: ubica los inspectores y las salidas en sus respectivas terminales
de partida (nodos), actualiza el tiempo transcurrido hasta ubicar el u´ltimo
inspector o la salida inmediata a la ubicacio´n del ultimo inspector.
soluciontiemp: devuelve el tiempo real hasta el que se avanzo al construir la
solucio´n.
solucionactualizar: actualiza la solucio´n actual a partir del tiempo en que
finalizo esta.
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solucionalternativa: calcula una solucio´n alternativa.
verificarsolucion: checa que la solucio´n sea factible.
regresar: verifica si los inspectores pueden regresar al punto de partida desde
su posicio´n actual, antes de que finalice la jornada laboral.
completarsolucion: finaliza la generacio´n de la solucio´n completando los re-
corridos de los inspectores, desde su punto actual al punto respectivo desde
donde salieron.
4.3 Resultados Obtenidos
En esta seccio´n se analizan los resultados obtenidos al correr las instancias
generadas utilizando un poderoso solucionador de Programas lineales (LP)y Progra-
macio´n entera mixta (MIP) llamado PyMathProg. Este proporciona una sintaxis de
modelado fa´cil y flexible usando Python para crear y optimizar modelos de progra-
macio´n matema´tica. Es una especie de reencarnacio´n de AMPL y GNU MathProg
en Python de co´digo libre.
PyMathProg permite hacer programacio´n matema´tica en Python con facilidad
y flexibilidad, para crear, optimizar, cambiar y volver a optimizar su modelo sin es-
fuerzo de ma´s. Todo lo anterior se logra con un buen lenguaje de modelado (Python)
un solucionador potente y flexible, que es GLPK, un conjunto de herramientas de
integrado, con base de datos, trazado, etc y un entorno de modelado interactivo para
un fa´cil aprendizaje.
Al estar integrado al Python, puede aprovechar todas os beneficios disponibles
en Python: como el fa´cil acceso a la base de datos, la presentacio´n gra´fica de su
solucio´n, el ana´lisis estad´ıstico o el uso de pymprog para la inteligencia artificial en
los juegos, etc.
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Se muestran los resultados obtenidos en las instancias descritas anteriormente
en la siguiente tabla. Por cada valor de lambda que se tuvo en cuenta (0.0001 para
minimizar inspectores - costos, 0.999 para maximizar criticidad y 0.5 para equilibrar
las funciones objetivos) se capturan la solucio´n de cada funcio´n objetivo.
Tabla 4.2: Valores de Criticidad y cantidad de inspectores en las soluciones encon-
tradas
Lambda = 0.001 Lambda = 0.5 Lambda = 0.999
No. Instancias Crit. Insp. Crit. Insp. Crit. Insp.
2 2 insp 2 rut 3 nod 11 1 11 1 20 2
3 2 insp 2 rut 5 nod 22 1 22 1 44 1
4 3 insp 2 rut 13 nod 28 1 53 2 67 3
Se muestra en los resultados que a mayor valor de Lambda (0.999) se busca
maximizar la criticidad en la solucio´n encontrada, en el caso de las instancias ultimas,
se evidencia un aumento en la criticidad total. Esta ma´xima criticidad se logra con
la mayor cantidad de inspectores, o en el caso de una de las instancias, con la menor
cantidad. Esto se debe a que las conexiones de una instancia respecto a la otra es
mucho mayor, ocasionando que se necesite utilizar mas inspectores.
Para cuando los valores de lambda fueron 0.5, el cambio no fue significativo
en todas las instancias, a pesar de buscar un equilibrio entre las funciones objetivos.
Los valores de criticidad aumentaron sin aumentar el numero de inspectores.
En los casos con lambda 0.001, donde se busca minimizar la cantidad de ins-
pectores y con esto el costo, en todos los casos se logro tener la menor cantidad de
inspectores posibles, logrando la minimizacion de los costos.
El aumento de la cantidad de nodos, beneficia el resultado en la maximizacion
de la criticidad y no afecto el resultado de la cantidad de inspectores, por tanto
el aumento de la cantidad de nodos, influye positivamente en los resultados de las
funciones objetivos. Por otro lado el aumento de la cantidad de inspectores afecta
positivamente la solucio´n pero no a gran escala, por lo que se logra minimizar siempre
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el costo.
Para consultar las soluciones encontradas en las instancias descritas consulte
la seccio´n de Anexos.
Por otro lado, los resultados de la Heur´ıstica arrojan varios o´ptimoscon respecto
a la criticidad ma´xima. El resultado se muestra en la siguiente tabla.
Tabla 4.3: Resultados de la Heuristica Greedy
Optimo 1 Optimo 2 Optimo 3
No. Instancias Crit. Crit. Crit.
1 1 insp 2 rut 3 nod 14 8 7
2 2 insp 2 rut 3 nod 12 8 9
3 2 insp 2 rut 5 nod 23 12
4 3 insp 2 rut 13 nod 30 26 15
Cap´ıtulo 5
Conclusiones
Este cap´ıtulo plasma las conclusiones y recomendaciones generales con las cua-
les se pretende que la propuesta presentada actual se complete ma´s. En la Seccio´n
6.1 se presentan las conclusiones, mientras que en la Seccio´n 6.2 se habla acerca del
trabajo futuro.
5.1 Conclusiones
El objetivo general de este trabajo de tesis consiste en realizar una aproxima-
cio´n metodolo´gica al problema de inspeccio´n de rutas interurbanas desde la perspec-
tiva de investigacio´n de operaciones. Este objetivo fue cumplido en su totalidad, ya
que se realizo´ una metodolog´ıa que da solucio´n a este problema, donde se tienen en
cuenta las fases del proceso de toma de decisiones. Esta es una metodolog´ıa de apoyo
a la decisio´n que permite desarrollar un comportamiento racional en el proceso de
toma de decisiones, por lo tanto no debe interpretarse como algo r´ıgido sino ma´s
bien como un marco de trabajo donde se expone como llevar a cabo el apoyo a la
decisio´n. A su ves esta metodolog´ıa brinda un apoyo en la toma de decisiones para
la planeacio´n de las inspecciones a las rutas de trasporte interurbano en base a la
criticidad establecida por la empresa, dando cumplimiento al primer de los objetivos
espec´ıficos trazados en este documento.
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Se da cumplimiento al segundo objetivo especifico trazado con el desarrollo
del modelo matema´tico para resolver instancias de taman˜o mediano o pequen˜o del
problema de inspeccio´n de rutas interurbanas. Este modelo permite desarrollar me-
todolog´ıas de apoyo a la decisio´n efectivas para la construccio´n de la planificacio´n
de las inspecciones de autobuses en una empresa de transporte interurbanos.
Se realizaron experimentos cient´ıficos que han mostrado que el modelo pro-
puesto puede ser resuelto de manera eficiente para problemas reales en empresas
medianas o pequen˜as (con un ma´ximo de rutas).
Se desarrollo´ adema´s una heur´ıstica eficiente que logra encontrar resultados
factibles en tiempos de computo aceptables y garantizando cubrir las rutas de mayor
criticidad en diferentes tipos de instancias generadas aleatoriamente, por lo cual se
da cumplimiento al ultimo objetivo especifico trazado al inicio del documento.
5.2 Trabajo Futuro
El problema presentado en este trabajo de investigacio´n tiene una amplia gama
de oportunidades para continuar su estudio. A continuacio´n, mencionamos algunas
de ellas.
Trabajar con instancias reales para darle una mayor aproximacio´n al modelo
propuesto a la vida actual y la necesidad actual de alguna empresa de transporte
interurbano.
Incorporar los horarios de comida de los inspectores y denominar algunos nodos
como los lugares donde los inspectores pueden comer.
Al concluir el trabajo de investigacio´n, se observo´ que las caracter´ısticas del
problema son ideales para realizar una simulacio´n del mismo, por lo cual es un
trabajo futuro que seria indicado llevar a cabo.
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Cap´ıtulo 6
Anexos
Figura 6.1: Resultado MIP Instancia 2 con Lambda 0,001
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Figura 6.2: Resultado MIP Instancia 2 con Lambda 0,999
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Figura 6.3: Resultado MIP Instancia 3 con Lambda 0,001
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Figura 6.4: Resultado MIP Instancia 3 con Lambda 0,999
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Figura 6.5: Resultado MIP Instancia 4 con Lambda 0,001
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Figura 6.6: Resultado MIP Instancia 4 con Lambda 0,5
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Figura 6.7: Resultado MIP Instancia 4 con Lambda 0,999
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