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部分グラフ同型性判定問題とは、2つのグラフ G と H が与えられたとき、 G が H を部分






既存の部分グラフ同型性判定のアルゴリズムについて述べる。 G と H の頂点の対応をす
べて調べるようなナイーブなアルゴリズムならば、 O(|V(G)|^{|V(H)|}) 時間で解くことができ
る。高速に動作する有名なアルゴリズムには、Ullmann アルゴリズム [1, 2] や、VF2 アルゴ
リズム [3] 等が存在し、これらのアルゴリズムの実装も公開されている。Ullmannア,; \trianglerightゴリ
ズムとVF2 アルゴリズムは、最悪の実行時間は階乗時間とされているが、平均的な入力に
ついては結構高速に動作することが知られている。また、最大次数及び Tree‐Width が制限







\bullet グラフ  H の代わりにグラフオートマトンを入力とし、条件を満たす (グラフオートマ
トンに受理される) 部分グラフを探索したい。







「全域部分グラフ探索」 かつ 「重み最小探索」 のモードで動かせば、巡廻セールスマン問題




































































































CBG オートマトンの状態遷移規則の数を |rules|_{\backslash } 状態遷移規則の幅 (右辺の状態数) の



















 $\Sigma$ を頂点ラベルの有限集合、  $\Gamma$ を辺ラベルの有限集合とする。グラフ  Gの頂点ラベル割り当
てとは,関数  $\sigma$:V\rightarrow $\Sigma$ のことである。グラフ  Gの辺ラベル割り当てとは,関数  $\gamma$:E\rightarrow $\Sigma$
のことである。ラベル付きグラフとは、グラフ (V_{\text{）}}E) に、その頂点ラベル割り当てと辺ラ
ベル割り当てをあわせた四つ組 G=(V, E,  $\sigma,\ \gamma$) のことである。
連結なグラフ G=(V,E) に対し、閉路分解 B\subseteq V\times V とは、 B'=\{\{u, v\}|(u,v)\in B\}
とすると、 G'=(V,E-B が木となる順序対の集合である。一般にグラフ G の閉路分解は
複数存在する。ただし、 G が最初から木である場合、  B=\emptyset が唯一の閉路分解となる。
ラベル付きグラフ  G = (V, E,  $\sigma$,  $\gamma$) と G の閉路分解 B に対し、閉路分稗グラフ (cycle‐
broken graph, CBG) とは、次で定義されるラベル付きグラフ G'=(V', E', $\sigma$', $\gamma$') のことで
ある。
\bullet  V'=V\cup\{u', v'| (u, v)\in B\} とする。ここで、 u' と v' は V に含まれない新しい頂点
である。
\bullet  E'=E-\{\{u, v\}| (u, v)\in B\}
+\{\{u, u \{v, v'\}|(u, v)\in B\} とする。
頂点ラベル割り当  $\sigma$ :  V'\rightarrow $\Sigma$\cup\{*\} と辺ラベル割り当て $\gamma$' : E'\rightarrow $\Gamma$\cup\{@\} は次のように定
義される。
\bullet 各  v\in V について、 $\sigma$'(v)= $\sigma$(v) とし、各 (u, v) \in B について、 $\sigma$'(u')=$\sigma$'(v')=*
とする。ここで、 * は  $\Sigma$ に含まれない特殊な記号である。
\bullet 各  e\in E について、 $\gamma$'(e)= $\gamma$(e) とし、各 (u, v)\in B に対し、  $\gamma$(\{u, u = $\gamma$(\{u, v\}) 、




CBG オートマトンとは、五つ組  A=(Q,  $\Sigma$,  $\Gamma$, q_{0}, R) であり、それぞれの要素は次のよう
に定義される。
\bullet  Q は状態の有限集合である。
\bullet  $\Sigma$ は頂点ラベルの有限集合である。
.  $\Gamma$ を辺ラベルの有限集合である。
\bullet  q_{0}\in Q は開始状態である。
\bullet  R は次の形の状態遷移規則の有限集合である。
q(f(c_{1}, c2, \ldots, c_{n}))\rightarrow.
f ( q_{1} (c1), q_{2}(c_{2}), \ldots, q_{n}(c_{n}) )
ここで、 n\geq 0, f\in $\Sigma$, q, q\mathrm{i}, q_{2}, \cdots ,  q_{n}\in Q , ci, c2, . .. , c_{n}\in $\Gamma$\cup\{@\} である。
G=(V, E,  $\sigma,\ \gamma$) をラベル付きグラフとする。 B を G のある閉路分解とし、 G の B に対す
る閉路分解グラフを G'=(V', E', $\sigma$',$\gamma$') とする。CBG オートマトン A による閉路分解グラ
フ G' の状態割り当てとは、関数 S : V'\rightarrow Q のことである。 r\in V' を G' のある頂点とする。
r を根とする G' の状態割り当て S が、以下の条件を満たすとき、 A に受理されるという。
\bullet 根には開始状態が割り当てられる。つまり、  S(r)=q_{0} となる。
\bullet 葉以外の各頂点  v に正確に n 個の子 vi, v_{2} , . .., v_{n} があり、  $\sigma$(v) = 、 f, S(v) = q,
 $\gamma$(\{v, v\mathrm{i}\}) = ci,  $\gamma$(\{v, v2\}) = c_{2} , . . .,  $\gamma$(\{v ) v_{n}\}) = c_{ $\eta$} ) S(v\mathrm{i}) = q_{1}, S(v_{2}) = q2,
\cdots ,  S(v_{n})=_{qn} となるならば、 R は次の状態遷移規則を含む。
 q(f(c_{1}, c_{2}, \ldots, c_{n}))\rightarrow
 f(q_{1}(c_{1}), q_{2}(c_{2}), \ldots, q_{n}(\mathrm{c}_{n}))
\bullet 各葉  v について、  $\sigma$(v)=f, f\neq*, S(v)=q となるならば、 R は次の状態遷移規則を
含む。
q(f)\rightarrow f
\bullet 各 (u, v)\in B . について、 S(u)=S(v) となる。
ラベル付きグラフ G がCBG オートマトン A に受理されるとは、 G の閉路分解 B、閉路
分解グラフ G' 、 G' の状態割り当で S及び G' の頂点 r が存在し、 r を根とする G' の状態割

















\bullet  q_{0}(?(-, @))\rightarrow?(q_{1}(-), q_{1} (@))
\bullet  q_{1}(?(-))\rightarrow?(q_{1}(-))
例3 もう一つの例は、下図のグラフの細分を受理する CBG オートマトンである。このオー
トマトンは次の4つの状態遷移規則で定義される。
\bullet  q_{0}(?(-, @, @)) \rightarrow? (q_{1}(-), q_{2} (@), q_{2} (@))
\bullet  q_{1}(?(-))\rightarrow?(q_{1}(-))




実装したプログラムは、http://apricot.cis. \cdot ibaraki.ac.jp /\mathrm{C}\mathrm{B}\mathrm{G}\mathrm{f}\mathrm{i}\mathrm{n}\mathrm{d}\mathrm{e}\mathrm{r}/ で公開した。
(Google で、「CBGfinder」 で検索しても見つかる。) 標準的な \mathrm{C}++言語で書かれているの
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