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Abstract
In this paper, autonomous differential equations type delta of order one
on integral domains are defined. For this we will use the autonomous ring
defined on the Hurwitz expansion ring of exponential generating functions
with coefficients in an integral domain. We will also use delta operators,
which behave like derivatives when acting on polynomials, along with Umbral
calculus. As a particular example of a delta operator we have the forward
difference operator that defines the difference equations. Then the delta-type
equations generalize to the ordinary equations and to the difference equations.
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1 Introduccio´n
En [3] desarrollamos la teor´ıa para poder resolver ecuaciones diferenciales de la
forma
φ′ = f1(φ)f2(φ) · · ·fn(φ) (1)
en te´rmino de las soluciones de las ecuaciones ma´s simples φ′ = fi(φ).
Queremos hacer lo mismo con ecuaciones de diferencia de la forma
yn+1 = f1(yn)f2(yn) · · ·fn(yn) (2)
esto es, expresar la solucio´n yn en te´rmino de las soluciones de las ecuaciones yn+1 =
fi(yn). Esto sera´ muy u´til por ejemplo para resolver la ecuacio´n de diferencia
log´ıstica yn+1 = µyn(1− yn). Esta es la ecuacio´n en diferencia no lineal ma´s simple
y hasta el momento no tiene una solucio´n exacta.
Como el operador de derivacio´n δ y el operador de diferencia forward △ son ejem-
plos de operadores delta, entonces iremos un paso ma´ alla´ definiendo y resolviendo
sistemas dina´micos uni-dimensionales tipo delta.
Este art´ıculo esta´ dividido de la siguiente forma. Primeramente establecemos
conceptos ba´sicos de sistemas dina´micos unidimensionales sobre dominios de in-
tegridad y conceptos y resultados de la teor´ıa de operadores delta y del ca´lculo
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umbral desarrollado por G.C. Rota. Seguido definimos sistemas dina´micos uni-
dimensionales tipo delta sobre dominios de integridad y establecemos algunos re-
sultados ba´sicos sobre estos. Uno de los resultados importantes alcanzado es que
si fijamos la funcio´n f del sistema y variamos los operadores delta obtenemos un
grupo de sistemas dina´micos. Finalizamos este art´ıculo introduciendo algunos sis-
temas dina´micos tipo delta cuando delta es el operador de diferencia forward, el
operador de diferencia backward, el operador Abel y el operador Touchard.
En todo este artculo R ser un anillo de caracterstica cero. Adems, N ser el
monoide de enteros no negativos y N1 ser el semigrupo de enteros positivos.
2 Preliminares
Iniciamos este art´ıculo presentando la informacio´n necesaria para construir la teor´ıa
de sistemas dina´mico tipo delta definidos sobre un dominio de integridad de carac-
ter´ıstica cero. Primero son presentados los resultados ba´sicos de [3]. Necesitamos
el siguiente isomorfismo de anillos
∆HR[[x]]→ A(∆HR[[x]])→ ρtA(∆HR[[x]]) (3)
en donde ∆HR[[x]] es el anillo de sucesiones de derivadas de funciones en HR[[x]],
el anillo A(∆HR[[x]]) es construido usando el operador auto´nomo definido sobre
HR[[x]]. Este operador es definido usando los polinomios de Bell, por lo tanto exhibe
su cara´cter combinatorial. Finalmente el anillo ρtA(∆HR[[x]]) es el anillo que
contiene los semi flujos solucio´n de las ecuaciones φ′ = f(φ) para cada f ∈ HR[[x]].
Otros resultados que necesitaremos son obtenido del ca´lculo umbral de Rota, vea´se
[4], particularmente los operadores delta que son operadores lineales que generalizan
a los operadores de derivacio´n.
2.1 Ecuaciones diferenciales auto´nomas de orden uno sobre
dominios de integridad
Denote R un dominio de integridad de caracter´ıstica cero y sea HR[[x]] el anillo
de Hurwitz, vea´se [2], de las funciones generadoras exponenciales de las sucesiones
definidas sobre R con suma y producto ordinarios de series de potencias. Denote δ la
derivacio´n definida sobre HR[[x]] y denote ∆HR[[x]] el anillo expansio´n de Hurwitz
de HR[[x]], esto es, el anillo de sucesiones de derivadas (f(x), δf(x), δ
2f(x), ...) para
cada f(x) en HR[[x]], donde la suma + en ∆HR[[x]] es definida componente a
componente y el producto ∗ es el producto Hurwitz de sucesiones dado por
∆f(x) ∗∆g(x) =
(
n∑
k=0
δkf(x)δn−kg(x)
)
n∈N
. (4)
Como ∆f +∆g = ∆(f + g) y ∆f ∗∆g = ∆(fg), entonces los anillos ∆HR[[x]]
y HR[[x]] son isomorfos. El anillo ∆HR[[x]] sirve de base para la definicio´n del
operador auto´nomo. Sea HS el anillo de sucesiones definidas sobre el anillo S =
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HR[[x]]. El operador auto´nomo A es el mapa no lineal A : ∆HR[[x]] → HS
definido por
A(∆f) = (An([δ
n−1f ]))n∈N1 (5)
con [δnf ] = (f, δf, ..., δnf), en donde los An son definidos recursivamente por
A1([δ
0f ]) = A1([f ]) = f, (6)
An+1([δ
nf ]) = Yn(A1([δ
0f ]), A2([δ
1f ])..., An([δ
n−1f ]); δ1f, ..., δnf), (7)
n ≥ 1.
Los polinomios An en las indeterminadas δ
0f, δ1f, ..., δn−1f sern llamados poli-
nomios auto´nomos. Denote A(∆HR[[x]]) el conjunto de todas las sucesiones
A(∆f). Definiendo la suma ⊞ en A(∆HR[[x]]) de la siguiente manera
A(∆f)⊞ A(∆g) = A(∆f) + A(∆g) + (Hn(f, g))n∈N1 (8)
en donde H1(f, g) = 0 y
Hn+1(f, g) = fδAn([δ
(n−1)g]) + gδAn([δ(n−1)f ]) + (f + g)δHn(f, g) (9)
y el producto ⊛ en A(∆HR[[x]]) de la siguiente manera
A(∆f)⊛ A(∆g) =
(
n∑
l=1
Al(f)An−l+1(g)
)
n∈N1
(10)
en donde
Al(f) =
∑
|p(n)|=l
α|p(n)|Aj1([δ
j1−1f ])Aj2([δ
j2−1f ]) · · ·Ajr([δ
jr−1f ]) (11)
y α|p(n)| son nu´meros apropiados, entonces (A(∆HR[[x]]),⊞,⊛) es un anillo conmu-
tativo con unidad. Este anillo sera´ llamado anillo auto´nomo .
Como A(∆f)⊞A(∆g) = A(∆f+∆g) y A(∆f)⊛A(∆g) = A(∆f ∗∆g), entonces
los anillos ∆HR[[x]] y A(∆HR[[x]]) son isomorfos.
Ahora mostraremos la relacio´n entre anillo auto´nomo y sistemas dina´micos.
Definimos un sistema dinmico sobre el anillo R como la terna (R,HS[[t]],Φ)
donde R es el conjunto de tiempos, HS[[t]] el espacio de fases y Φ es el flujo
Φ(t, x,∆f(x)) = x+
∞∑
n=1
An([δ
(n−1)f(x)])
tn
n!
. (12)
esto es, Φ es el mapa definido por Φ : R × HS[[t]] × ∆HR[[x]] → HS[[t]] donde
S = HR[[x]].
El flujo Φ satisface
1. Φ(0, x,∆f(x)) = x,
2. Φ(t,Φ(s, x,∆f(x)),∆f(x)) = Φ(t + s, x∆f(x)),
3. f(x)δxΦ(t, x,∆f(x)) = δtΦ(t, x,∆f(x)) = f(Φ),
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4. Para todo a ∈ R se cumple que Φ(t, x, a∆f(x)) = Φ(at, x,∆f(x)).
Las propiedades 1. y 2. le dan a Φ estructura de grupo abeliano. Este grupo
actu´a sobre el espacio de fases HS[[t]]. La propiedad 4. dota a Φ de estructura de
R-mo´dulo. Ponga Φt,r(x) ≡ Φ(t, x, r∆f(x)). Entonces
Φt,r(x) = Φrt,1(x) = Φr,t(x) = Φ1,rt(x) (13)
Luego podemos definir
ΦR,1(x) = {Φt,1(x) : t ∈ R}. (14)
Defina el mapa ⋆ : R × ΦR,1 → ΦR,1 por s ⋆ Φt,1 = Φst,1. Entonces ΦR,1 es un
R-mdulo.
Por otro lado, sea ρt el mapa llevando A(∆HR[[x]]) a ρtA(∆HR[[x]]) definido
por
A(∆f(x)) 7→
∞∑
n=1
An([δ
n−1f(x)])
tn
n!
(15)
Definimos un semi sistema dinmico como la terna (R,HS[[t]],Ψ) donde R es
el conjunto de tiempos, HS[[t]] el espacio de fases, con S = A(∆HR[[x]]) y Ψ es el
semi flujo
Ψ(t, x,∆f(x)) = Φ(t, x,∆f(x))− x = ρtA(∆f(x)) (16)
esto es, Ψ es el mapa Ψ : R× HS[[t]]×∆HR[[x]]→ HS[[t]] .
Luego es posible extender las operaciones del anillo A(∆HR[[x]]) al conjunto
ρtA(∆HR[[x]]). Tome ∆f(x) y ∆g(x) de ∆HR[[x]]. Definimos la suma ⊞ y el
producto ⊛ en ρtA(∆HR[[x]]) as
ρtA(∆f)⊞ ρtA(∆g) =
∞∑
n=1
(
An([δ
n−1f(x)]) + An([δ
n−1f(x)]) +Hn(f, g)
)
(17)
ρtA(∆f)⊛ ρtA(∆g) =
∞∑
n=1
(
n∑
l=1
Al,n(f)An−l+1,n(g)
)
tn
n!
(18)
Entonces ρtA(∆HR[[x]]) con la suma ⊞ y el producto ⊛ es un anillo conmutativo
con unidades 0 y ρtA(e∆) = t. Claramente los anillos A(∆HR[[x]]) y ρtA(∆HR[[x]])
son isomorfos. Luego podemos factorizar semi flujos. Sea f = g1g2 · · · gm un pro-
ducto de funciones en HR[[x]]. Entonces
ρtA(∆f) = ρtA(∆g1)⊛ · · ·⊛ ρtA(∆gm) (19)
implica que
Φ(t, x,∆f(x)) = x+ (Φ(t, x,∆g1(x))− x)⊛ · · ·⊛ (Φ(t, x,∆gm(x))− x) (20)
De este modo podemos expresar el flujo de un sistema dina´mico en te´rminos de
producto de semi flujos. Lo cual es muy u´til para encontrar soluciones de ecuaciones
diferenciales en te´rmino de soluciones de ecuaciones ma´s simples.
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2.2 Ca´lculo finito de operadores
Sea F un campo de caracter´ıstica cero y F[t] el F-a´lgebra de polinomios con coefi-
cientes en F en la variable t.
Una sucesio´n polinomial (pn(t))n∈N en F[t] es un sucesio´n de polinomios tal
que pn(t) tiene exactamente grado n. Una sucesio´n polinomial se dice de tipo
binomial si se cumple
pn(t + s) =
n∑
k=0
(
n
k
)
pk(t)pn−k(s) (21)
para todo n ∈ N.
Si a es un elemento de F, entonces Ea es el operador shift enviando un polinomio
p(t) a p(t+ a). Se puede mostrar que
Ea = eaδ =
∞∑
k=0
ak
k!
δk (22)
Un operador Q es shift invariante si QEa = EaQ para cualquier elemento a
en F. El operador δ es claramente un operador shift invariante. Denote HR[[δ]] el
anillo de Hurwitz de operadores shift invariantes.
Un operador Q : F[t] → F[t] es un operador delta si Q es shift invariante y
Qt = c, donde c es una constante no cero. Una sucesio´n polinomial (pn(t))n∈N es un
conjunto base para el operador delta Q si p0(t) = 1, pn(0) = 0 para todo n ≥ 1 y
Qpn(t) = npn−1(t).
Algunas propiedades de operadores delta son:
1. Si p(t) es un polinomio de grado n, entonces Qp(t) es un polinomio de grado
n− 1.
2. Sean (pn(t))n∈N una sucesio´n de polinomios y Q : F[t] → F[t] un operador
definido por Qpn(t) = npn−1(t). Entonces son equivalente
(a) La sucesio´n (pn(t))n∈N es de tipo binomial
(b) El operador Q es un operador delta
(c) El operador Q tiene la expansin formal
Q =
∞∑
k=0
ak
δk
k!
(23)
es decir, Q ∈ HR[[δ]].
Lo anterior significa entre otras cosas que las sucesiones polinomiales de tipo
binomial son caracterizadas por operadores delta. Los siguientes son resultados
importantes en la teor´ıa de operadores delta:
Primer teorema de expansio´n. Sea T un operador shift invariante y Q un
operador delta con conjunto base (pn(x)). Entonces
T =
∞∑
k=0
[Tpk(x)]x=0
k!
Qk (24)
5
Teorema de isomorfismo. SeaQ un operador delta con conjunto base (qn(x))n∈N.
Entonces el mapa HR[[δ]]→ HR[[t]] dado por
T 7→
∞∑
k=0
[Tqk(x)]x=0
tk
k!
(25)
es un isomorfismo de anillos.
Sea Q un operador delta con conjunto base pn(t) y sea Q = q(δ). Sea q
−1(t) la
serie de potencias formal inversa. Entonces
∞∑
n=0
qn(t)
n!
un = etq
−1(u). (26)
Un operador L : F[t] → F[t] es un operador umbral si existen dos sucesiones
bases (pn(t))n∈N y (qn(t))n∈N tal que Lpn(t) = qn(t), para todo n ∈ N. Existe un
u´nico operador lineal L actuando sobre F[t] tal que L(tn) = qn(t). Este operador L
es conocido como la representacio´n umbral de la sucesio´n qn(t). Si
pn(t) =
n∑
k=0
an,kt
k, (27)
entonces la composicio´n umbral es la sucesio´n (rn(t))n∈N definida por
rn(t) =
n∑
k=0
an,kqk(t) (28)
es decir rn(t) = Lpn(t), donde L es la representacio´n umbral de (qn(t))n∈N. Us-
aremos la notacio´n rn(t) = pn(q(t)) para rn(t) = Lpn(t). Luego definimos la
composicio´n (p ◦ q)(t) como la sucesio´n (pn(q(t)))n∈N. Denote U el conjunto de
sucesiones de base. Entonces U es un grupo de Lie con la composicio´n umbral
◦ como operacio´n en donde dos sucesiones (pn(t))n∈N y (qn(t))n∈N son inversas si
pn(q(t)) = t
n. Si pn(t) y qn(t) son sucesiones bases con operadores delta P = f(δ) y
Q = g(δ), entonces pn(q(t)) es un conjunto base con operador delta f(g(δ)). Luego
(pn(t))n∈N y (qn(t))n∈N son inversas si y so´lo si f(g(x)) = t.
3 Sistemas Dinmicos tipo Delta
Sea Q un operador delta con conjunto base q = (qn(t))n∈N. Ahora sea L la repre-
sentacio´n umbral de los polinomios base q, esto es, L(tn) = qn(t). El operador delta
se comporta como una derivada cuando actua sobre polinomios. Lo que queremos
hacer es definir una nueva clase de ecuaciones diferenciales en donde en vez de usar
una derivada ordinaria usaremos operadores delta y luego encontrar analog´ıas en
los resultados encontrados en sistemas dina´micos unidimensionales definidos sobre
dominios.
Theorem 1. Denote ΦQ(t, x,∆f(x)) = L[Φ(t, x,∆f(x))]. Entonces
QΦQ(t, x,∆f(x)) = f(ΦQ(t, x,∆f(x))). (29)
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Proof. Usamos la definicio´n de Φ(t, x,∆f(x)) y aplicamos QL. Tenemos
QL[Φ(t, x,∆f(x))] = QL
(
x+
∞∑
k=1
Ak([δ
k−1f(x)])
tk
k!
)
= xQL(1) +
∞∑
k=1
Ak([δ
k−1f(x)])
QL(tk)
k!
=
∞∑
k=1
Ak([δ
k−1f(x)])
kL(tk−1)
k!
=
∞∑
k=0
Ak+1([δ
kf(x)])
L(tk)
k!
= L
( ∞∑
k=0
Ak+1([δ
kf(x)])
tk
k!
)
= L (f(x)δxΦ(t, x,∆f(x)))
Por las propiedades de flujo la u´ltima l´ınea arriba da L[f(Φ(t, x,∆f(x)))]. Fi-
nalmente poniendo ΦQ(t, x,∆f(x)) = L[Φ(t, x,∆f(x))] obtenemos el resultado de-
seado.
Luego de este resultado definimos ecuaciones diferenciales auto´nomas de orden
uno con derivacio´n delta de este modo
Definition 1. Sea Q un operador umbral. Tome f(x) en HR[[x]]. Una ecuacio´n
diferencial auto´noma uni-dimensional tipo delta es una ecuacio´n de la forma
QΦ = f(Φ). (30)
Esta definicio´n generaliza a las ecuaciones que ya conocemos. Cuando Q = δ
obtenemos las ecuaciones diferenciales ordinarias. Si Q es el operador de diferencia
△, entonces obtenemos las ecuaciones en diferencias de orden uno. Ahora bien
esta definicin permite obtener nuevos tipos de ecuaciones segn el operador delta
Q que usemos. Si Q = ▽, obtenemos ecuaciones de diferencia backward. Si
Q = Eaδ, entonces obtenemos ecuaciones de tipo Abel. Si Q = log(I + δ),
entonces obtenemos ecuaciones de tipo Touchard. Las soluciones a este tipo de
soluciones sera´n estudiadas ma´s adelante. Ahora queremos encontrar una solucio´n
que generalice a las soluciones encontradas en secciones anteriores.
Sea Q un operador delta con conjunto base q = (qn(t))n∈N con representacio´n
umbral L. Tome A(∆f(x)) en A(∆HR[[x]]) y denote ρq el mapa definido por
ρq(A(∆f(x))) =
∞∑
n=1
Ak([δ
n−1f(x)])
qn(t)
n!
. (31)
Luego ρqA(∆f(x)) = L(ρtA(∆f(x))) y L es la representacio´n umbral de ρqA(∆f(x)).
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Definition 2. Sea Q un operador delta con conjunto base q = (qn(t))n∈N. Tome
∆f(x) y ∆g(x) de ∆HR[[x]]. Definimos la suma ⊞q y el producto ⊛q en ρqA(∆HR[[x]])
as
ρqA(∆f)⊞q ρqA(∆g) =
∞∑
n=1
(An([δ
n−1f(x)]) + An([δn−1f(x)])
+Hn(f, g))
qn(t)
n!
(32)
donde
Hn+1(f, g) = fδAn([δ
n−1g]) + gδAn([δn−1f ]) + (f + g)δHn(f, g)
y
ρqA(∆f)⊛q ρqA(∆g) =
∞∑
n=1
(
n∑
l=1
Al,n(f)An−l+1,n(g)
)
qn(t)
n!
(33)
Ahora dotamos de estructura de anillo al conjunto ρqA(∆HR[[x]])
Theorem 2. Sea Q un operador delta con conjunto base q = (qn(t))n∈N. El con-
junto ρqA(∆HR[[x]]) con la suma ⊞q y el producto ⊛q es un anillo conmutativo con
unidades ρqA(0) = 0 y ρqA(e∆) = q1(t) = t.
Proof. De (8) y (10) se sigue que
ρqA(∆f)⊞q ρqA(∆g) = ρq[A(∆f)⊞ A(∆g)]
ρqA(∆f)⊛q ρqA(∆g) = ρq[A(∆f)⊛ A(∆g)]
Luego la prueba sigue igual a la que se hizo en [?].
As´ı el mapa ρq es un isomorfismo de anillos.
Denote LHR[[x]] la imagen de HR[[x]] por el operador umbral. Extenderemos
la definicio´n de semi sistemas dina´micos a operadores delta
Definition 3. Sea Q un operador delta con conjunto base q = (qn(t))n∈N. Definimos
un semi sistema dinmico tipo delta como la terna (R,LHS[[t]],ΨQ) donde R
es el conjunto de tiempos, LHS[[t]] el espacio de fases, con S = A(∆HR[[x]]) y ΨQ
es el semi flujo delta
ΨQ(t, x,∆f(x)) = ρqA(∆f(x)) (34)
esto es, ΨQ es el mapa ΨQ : R× LHS[[t]]×∆HR[[x]]→ LHS[[t]] .
Esta definicio´n junto con que ρqA(∆HR[[x]]) es un anillo nos lleva a la siguiente
definicio´n
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Definition 4. Sea Q un operador delta con conjunto base q = (qn(t))n∈N. Definimos
el anillo de semi sistemas dina´micos tipo delta como el conjunto
(R,LHS[[x]], ρqA(∆HR[[x]])) = {(R,LHS[[x]],ΨQ) : ΨQ = ρqA(∆f)} (35)
donde
(R,LHS [[x]], ρqA(∆f))⊞q (R,LHS [[x]], ρqA(∆g)) = (R,LHS[[x]], ρqA(∆(f + g)))
y
(R,LHS [[x]], ρqA(∆f))⊛q (R,LHS [[x]], ρqA(∆g)) = (R,LHS [[x]], ρqA(∆(f ∗ g)))
y en donde (R,LHS[[x]], 0) y (R,LHS[[x]], t) son las unidades con respecto a ⊞q y
⊛q respectivamente.
Como veremos ma´s adelante el anillo (R,LHS[[x]], ρqA(∆HR[[x]])) contiene to-
das las soluciones a las ecuaciones tipo delta QΦ = f(Φ) para cada funcin f(x) en
HR[[x]]. Gracias a este anillo ser posible descomponer las soluciones de una ecuacin
diferencial auto´noma tipo delta de orden uno en soluciones ma´s simples.
Un tipo importante de ecuaciones tipo delta se dan cuando f(x) es un polinomio.
Si f(x) es separable, entonces podemos factorizar la solucio´n de QΦ = f(Φ) usando
la factorizacio´n de ρqA(∆f(x)) en el anillo ρqA(∆HR[[x]]). Primero calcularemos
ρqA(∆(ax + b))
Proposition 1. Sea Q un operador delta con conjunto base q = (qn(t))n∈N y sea
Q = p(δ). Entonces
ρqA(∆(ax + b)) =
1
a
(ax+ b)
(
etp
−1(a) − 1
)
, (36)
a 6= 0 y en donde p−1 es la serie de potencia formal inversa de p.
Proof. Aplicamos los operadores ∆, A y ρq a la funcio´n f(x) = ax+ b. As´ı tenemos
ρqA(∆(ax+ b)) = ρqA(ax+ b, a, 0, ...)
= ρq(ax+ b, a(ax + b), a
2(ax+ b), ...)
=
∞∑
n=1
an−1(ax+ b)
qn(t)
n!
=
1
a
(ax+ b)
∞∑
n=1
an
qn(t)
n!
=
1
a
(ax+ b)
(
etp
−1(a) − 1
)
en donde hemos usado (26).
Ahora si f(x) factoriza como (a1x+b1)(a2x+b2) · · · (anx+bn) entonces tenemos
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Theorem 3. Sea Q un operador delta con conjunto base q = (qn(t))n∈N y sea
Q = p(δ). Suponga f(x) =
∏n
k=1(akx+bk) un polinomio separable en F[x] ⊂ HF[[x]].
Entonces
ρqA(∆f(x)) =
n
⊛q
k=1
1
ak
(akx+ bk)
(
etp
−1(ak) − 1
)
(37)
en donde p−1 es la serie de potencia formal inversa de p.
Proof. Por aplicacio´n directa de la Proposicio´n 1.
Ahora mostraremos otra forma de calcular QΦ = f(Φ). Suponga que f(x) =∑n
k=0 akx
k es un polinomio de grado n en R[x] ⊂ HR[[x]]. Queremos calcular el
polinomio ρqA(∆f(x)). Usaremos la siguiente notacio´n
ρqA[∆x]
k
⊛q
= ρqA[∆x] ⊛q · · ·⊛q ρqA[∆x] (38)
Primero calcularemos los monomios ρqA[∆x]
k
⊛q
Proposition 2. Sea Q un operador delta con conjunto base q = (qn(t))n∈N y sea
Q = p(δ). Sea L la representacio´n umbral de qn(t). Cuando k = 0 tenemos que
ρqA[∆x]
0
⊛q
= at y cuando k = 1, claramente ρqA[∆x]
1
⊛q
= x(etp
−1(a) − 1). Para
k ≥ 2 se tiene
ρqA[∆x]
k
⊛q
= L
(
x
k−1
√
1− a(k − 1)xk−1t
− x
)
(39)
Proof. En [?] fue mostrado que
ρtA[∆x]
k
⊛ =
x
k−1
√
1− a(k − 1)xk−1t
− x.
Como L es la representacio´n umbral de qn(t), entonces ρqA[∆x]
k
⊛ = L(ρtA[∆x]
k
⊛) y
todo sigue de aqu´ı.
Por aplicacin directa de esta Proposicio´n tenemos el siguiente resultado
Theorem 4. Sea Q un operador delta con conjunto base q = (qn(t))n∈N y sea
Q = p(δ). Suponga f(x) =
∑n
k=1 akx
k un polinomio R[x] ⊂ HR[[x]]. Entonces
ρqA(∆f(x)) =
n
⊞q
k=0
ρqA[ak∆x]
k
⊛q
= a0t⊞q x(e
tp−1(a1) − 1)⊞q
n
⊞q
k=2
L
(
x
k−1
√
1− ak(k − 1)xk−1t
− x
)
(40)
Finalmente damos la definicio´n de sistemas dina´micos tipo delta
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Definition 5. Sea Q un operador delta con conjunto base q = (qn(t))n∈N y de-
note L la representacio´n umbral de qn(t). Definimos un sistema dinmico tipo
delta sobre el anillo R como la terna (R,LHS[[t]],ΦQ) donde R es el conjunto
de tiempos, LHS[[t]] el espacio de fases y ΦQ es el flujo delta
ΦQ(t, x,∆f(x)) = x+
∞∑
n=1
An([δ
(n−1)f(x)])
qn(t)
n!
. (41)
esto es, ΦQ es el mapa definido por ΦQ : R×LHS[[t]]×∆HR[[x]]→ LHS[[t]] donde
S = HR[[x]].
De este modo
ΦQ(t, x,∆f(x)) = x+ ρqA(∆f(x)) (42)
y junto con los Teoremas 3 y 4 encontramos la solucio´n a la ecuacio´n QΦ = f(Φ)
cuando f(x) es un polinomio.
La representacio´n umbral L de ΦQ(t, x,∆f(x)) implica que
1. ΦQ(0, x,∆f(x)) = 0
2. ΦQ(t+ s, x,∆f(x)) = ΦQ(t,ΦQ(s, x,∆f(x)),∆f(x))
3. QΦQ(t, x,∆f(x)) = f(x)δxΦQ(t, x,∆f(x)) = f(ΦQ).
Podemos reescribir (41) de la siguiente forma
ΦQ(t, x,∆f(x)) =
∞∑
n=0
QnΦQ(0, x,∆f(x))
qn(t)
n!
(43)
Llamamos a (43) una delta representacio´n formal de ΦQ(t, x,∆f(x)).
El u´ltimo resultado de esta seccio´n es mostrar que el conjunto de todos los flujos
tipo delta forman un grupo
Theorem 5. Fije una f(x) en HR[[x]]. Denote F el conjunto de flujos tipo delta
ΦQ solucio´n de QΦQ = f(ΦQ) para todo Q ∈ HR[[δ]]. Tome operadores delta
A,B ∈ HR[[δ]] con polinomios base (an(t))n∈N y (bn(t))n∈N, respectivamente. Defina
la composicio´n ⊚ de flujos deltas ΦA y ΦB por ΦA ⊚ ΦB = ΦC, donde
ΦC = x+
∞∑
n=1
An([δ
n−1f(x)])
cn(t)
n!
. (44)
y cn(t) = an(b(t)). Entonces (F ,⊚) es un grupo de Lie con unidad Φ.
Proof. Como (cn(t))n∈N es una sucesio´n de conjuntos base, entonces ΦC ∈ F y de
aqu el producto ⊚ es cerrado en G. Si ΦA ⊚ ΦB = Φ, entonces cn(t) = t
n implica
que (an(t)) y (bn(t)) son inversos con la composicio´n umbral. Luego ΦA y ΦB son
inversos con respecto a ⊚. La asociatividad de ⊚ sigue de la asociatividad de la
composicio´n de umbral ◦. De este modo (F ,⊚) es un grupo. Ahora defina el mapa
ξ : F → U por ξ(ΦA) = (an(t))n∈N. Entonces ξ(ΦA⊚ΦB) = (an(t))n∈N ◦ (bn(t))n∈N.
As´ı ξ es un isomorfismo de grupos y por tanto F es un grupo de Lie.
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Ahora hallaremos la representacio´n en serie de potencias formal de ΦQ(t, x,∆f(x)).
Tendremos presente que qn(t) =
∑n
i=1 βn,it
i.
Theorem 6. Sea Q un operador delta con conjunto base q = (qn(t))n∈N con qn(t) =∑n
k=1 βk,nt
k para todo n ≥ 1. Entonces
ΦQ(t, x,∆f(x)) = x+
∞∑
n=1
Bn[A(∆f) · F ]t
n (45)
adema´s
ρqA(∆f)⊞q ρqA(∆g) =
∞∑
n=1
Bn[A(∆f)⊞ A(∆g)] · Ft
n (46)
y
ρqA(∆f)⊛q ρqA(∆g) =
∞∑
n=1
Bn[A(∆f)⊛ A(∆g)] · Ft
n (47)
donde B = (Bn)n∈N es la matriz de conexio´n conectando (qn(t)) y (tn)
Bn = (bn,i)n∈N1 (48)
bn,i =
{
0, i < n,
βn,i, i ≥ n
(49)
y F = (1, 1
2!
, 1
3!
, ...) y · es el producto de Hadamard de vectores, esto es, producto
componente a componente
Proof. Probaremos (45) solamente, pues una prueba para (46) y (47) son ana´loga.
Pongamos An ≡ An([δ
n−1f ]). Tenemos
ρqA(∆f) =
∞∑
n=1
An(f)
1
n!
n∑
k=1
βk,nt
k
= A1(f)β1,1t+ A2(f)(β1,2t+ β2,2t
2)
1
2!
+A3(f)(β1,3t+ β2,3t
2 + β3,3t
3)
1
3!
+ · · ·
=
{
A1(f)β1,1 + A2(f)β1,2
1
2!
+ · · ·
}
t
+
{
A2(f)β2,2
1
2!
+ A3(f)β2,3
1
3!
+ · · ·
}
t2 + · · ·
Por otro lado
B[A(∆f) · F ] =


β1,1 β1,2 β1,3 · · ·
0 β2,2 β2,3 · · ·
0 0 β3,3 · · ·
...
...
...
. . .




A1(f)
1!
A2(f)
2!
A3(f)
3!
...


= (B1,B2,B3, ...)[A(∆f) · F ].
Juntando todo obtenemos el resultado deseado.
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La matriz de conexio´n del flujo Φ(t, x,∆f(x)) es la matriz identidad infinita I.
Si A y B son las matrices de conexio´n de los flujos ΦA y ΦB, entonces BA es la
matriz de conexio´n de ΦA⊚ΦB . Luego el conjunto de matrices de conexio´n forman
un grupo y tenemos el siguiente
Theorem 7. Denote C el grupo de matrices de conexio´n de conjuntos bases. En-
tonces F es anti-isomorfo a C.
Proof. Sean A,B ∈ HR[[δ]] operadores delta con conjuntos base (an(t))n∈N y (bn(t))n∈N,
respectivamente y sea ΦC = ΦA ⊚ ΦB con cn(t) = an(b(t)). Ahora sean an(t) =∑n
k=0 αk,nt
k, bn(t) =
∑n
k=0 βk,nt
k y cn(t) =
∑n
k=0 αk,nt
k con matrices de conexio´n
A,B y C. Defina el mapa µ : F → C por µ(ΦA) = A. Entonces µ(ΦA ⊚ ΦB) =
µ(ΦC) = BA = µ(ΦB)µ(ΦA). Adema´s µ(Φ) = I y µ(Φ
−1
A ) = µ(ΦA)
−1, en donde
Φ−1A es el flujo inverso de ΦA. Luego µ es un anti-isomorfismo de grupos.
Finalizamos este art´ıculo mostrando ejemplos de sistemas dina´micos tipo delta.
En particular cuando Q es alguno de los siguientes operadores: △, ▽, Eαδ y log(I+
δ).
4 Sistemas dina´micos de diferencia forward
Un sistema dina´mico discreto uni-dimensional es uno de la forma
yn+1 = g(yn) (50)
en donde n ∈ N. Este tipo de ecuaciones son de gran importancia por sus aplica-
ciones en economı´a, ciencias sociales, biolog´ıa, f´ısica, ingenier´ıa, redes neurales, etc.
La ecuacio´n (50) generalmente no tiene solucio´n exacta cuando g es una funcio´n
no lineal. Sin embargo, los resultados anteriores permiten echar a un lado esta
limitacio´n. Usamos la diferencia forward △ de yn, esto es, △ yn = yn+1− yn. Luego
(50) es equivalente a la ecuacio´n
△ yn = f(yn) (51)
en donde f(x) = g(x)− x.
El operador △ es un operador delta con conjunto base q = ((t)n)n∈N donde
(t)n = t(t− 1)(t− 2) · · · (t− n + 1) y
1. (t)0 = 1,
2. (0)n = 0,
3. △ (t)n = n(t)n−1
Sea L la representacio´n umbral de (t)n. Tenemos
Definition 6. Definimos un sistema dinmico forward sobre el anillo R como la
terna (R,LHS[[t]],Φ△) donde R es el conjunto de tiempos, LHS[[t]] el espacio
de fases y Φ△ es el flujo forward
Φ△(t, x,∆f(x)) = x+
∞∑
k=1
Ak([δ
(k−1)f(x)])
(t)k
k!
. (52)
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esto es, Φ△ es el mapa definido por Φ△ : R×LHS[[t]]×∆HR[[x]]→ LHS[[t]] donde
S = HR[[x]].
Por definicio´n (t)n
n!
=
(
t
n
)
. Entonces
Φ△(t, x,∆f(x)) = x+
∞∑
k=1
Ak([δ
(n−1)f(x)])
(
t
k
)
(53)
es la solucio´n de (50) para todo t en el dominio R. Cuando t ∈ N, entonces (53) se
reduce a
yn = Φ△(n, x,∆f(x)) = x+
n∑
k=1
Ak([δ
(n−1)f(x)])
(
n
k
)
(54)
y tenemos una solucio´n exacta a la ecuacio´n (50) para todo f(x) = g(x) − x ∈
HR[[x]]. Es de intere´s notar que Φ△ es una funcio´n de coeficientes binomiales.
Luego es posible una interpretacio´n combinatorial a estas soluciones.
Por un uso directo de la prueba de la Proposicio´n 1 obtenemos
ρqA(∆(ax+ b)) =
1
a
(ax+ b)
(
(1 + a)t − 1
)
(55)
y si f(x) =
∏m
k=1(akx+ bk) entonces
Φ△(t, x,∆f(x)) = x+
m
⊛q
k=1
1
ak
(akx+ bk)
(
(1 + ak)
t − 1
)
(56)
es solucio´n de la ecuacio´n en diferencias
△ yn = (a1yn + b1)(a2yn + b2) · · · (amyn + bm). (57)
Como caso particular tenemos la ecuacio´n logistica. Esta es la ecuacio´n en
diferencias de orden uno no lineal ma´s simple y hasta ahora no exist´ıa una solucio´n
en forma cerrada para ella. Esta ecuacio´n es encontrada en cualquier libro de texto
ba´sico sobre ecuaciones de diferencias. Esta ecuacio´n se escribe como
yn+1 = µyn(1− yn). (58)
Para resolverla debemos resolver la ecuacio´n equivalente △ yn = yn(µ− 1− µyn) =
−yn(µyn − (µ− 1)). Aqu´ı f(x) = −x(µx− (µ− 1)). Luego
Φ△(t, x,∆f(x)) = x+Ψ△(t, x,−∆x)⊛△ Ψ△(t, x,−∆(µx− (µ− 1)))
= x+ (−x)⊛△ [µx− (µ− 1)](2
t − 1)
Con esta solucio´n notamos que
Φ△(t, 0,∆f(x)) = 0
Φ△
(
t,
µ− 1
µ
,∆f(x)
)
=
µ− 1
µ
As´ı los ceros de −x(µx− (µ− 1)) corresponde con los puntos fijos de µx(1− x).
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Por otro lado, la ecuacio´n log´ıstica continua y′ = −y(µy − (µ− 1)) tiene flujo
Φ(t, x,∆f(x)) =
(µ− 1)xe(µ−1)t
µx(e(µ−1)t − 1) + (µ− 1)
. (59)
Luego usando la representacio´n umbral L(tn) = (t)n obtenemos otra forma de es-
cribir la solucio´n de (58)
L
(
(µ− 1)xe(µ−1)t
µx(e(µ−1)t − 1) + (µ− 1)
)
= x+ (−x)⊛△ [µx− (µ− 1)](2
t − 1). (60)
Otra aplicacio´n importante de las ecuaciones de diferencias la encontramos en
la teor´ıa de fractales, especialmente en mapas polinomiales iterativos. Uno de tales
mapas son los mapas cuadra´ticos complejos zn+1 = z
2
n + c u´tiles para construir
conjuntos de Mandelbrot. Por ser una ecuacio´n en diferencias de orden uno podemos
usar (56) para encontrar la solucio´n exacta a dicho mapa.
Resolver
zn+1 = z
2
n + c (61)
es resolver la ecuacio´n equivalente
△ zn = z
2
n − zn + c (62)
Para este caso tenemos que f(x) = x2−x+c = (x−α)(x−α) en donde α = 1+
√
4c−1i
2
.
Luego
zn = Φ△(n, x,∆f(x))
= x+Ψ△(n, x,∆(x− α))⊛△ Ψ△(n, x,∆(x− α))
= x+ [(x− α)(2n − 1)]⊛△ [(x− α)(2
n − 1)]
Igualmente como se hizo con la ecuacio´n log´ıstica tenemos
L
(
αe
√
4c−1it(x− α)− α(x− α)
(x− α)e
√
4c−1it − (x− α)
)
= x+[(x−α)(2n−1)]⊛△ [(x−α)(2
n−1)] (63)
5 Sistemas dina´micos de diferencia backward
Si Q es el operador backward ▽, entonces su conjunto base son los factoriales rising
q = ((t)n)n∈N donde (t)n = t(t + 1)(t+ 2) · · · (t+ n− 1) y
1. (t)0 = 1,
2. (0)n = 0,
3. ▽(t)n = n(t)n−1
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Con el operador backward podemos resolver ecuaciones en diferencias de la forma
▽yn = f(yn) (64)
en donde ▽yn = yn − yn−1. Las ecuaciones en diferencias backward se aplican en
las mismas a´reas en donde son aplicados las ecuaciones en diferencias forward.
Sea L(tn) = (t)n la representacio´n umbral de (t)n. Entonces tenemos la siguiente
definicio´n
Definition 7. Definimos un sistema dinmico backward sobre el anillo R como
la terna (R,LHS[[t]],Φ▽) donde R es el conjunto de tiempos, LHS[[t]] el espa-
cio de fases y Φ▽ es el flujo backward
Φ▽(t, x,∆f(x)) = x+
∞∑
k=1
Ak([δ
(k−1)f(x)])
(t)k
k!
. (65)
esto es, Φ▽ es el mapa definido por Φ▽ : R×LHS[[t]]×∆HR[[x]]→ LHS[[t]] donde
S = HR[[x]].
Por definicio´n (t)
k
k!
=
(
t+k−1
k
)
=
〈
t
k
〉
. Entonces
Φ▽(t, x,∆f(x)) = x+
∞∑
k=1
Ak([δ
(n−1)f(x)])
〈
t
k
〉
(66)
El nu´mero
〈
n
k
〉
es conocido como coeficiente binomial con repeticiones y es usado
para contar multiset de cardinalidad k con elementos tomados de un conjunto de n
elementos.
Denote exp(a) la sucesio´n (an)n∈N1 en HR. En [3] fue mostrado que
A(a∆f(x)) = exp(a)A(∆f(x)), (67)
El siguiente resultado relaciona a los sistemas dina´micos discretos de tipo for-
ward y backward
Theorem 8. Para todo f(x) ∈ HR[[x]] se cumple
Φ▽(t, x,∆f(x)) = Φ△(−t, x,−∆f(x)). (68)
Proof. Sabemos que
〈
t
k
〉
= (−1)k
(−t
k
)
. As´ı
Φ▽(t, x,∆f(x)) = x+
∞∑
k=1
Ak([δ
(n−1)f(x)])
〈
t
k
〉
= x+
∞∑
k=1
Ak([δ
(n−1)f(x)])(−1)k
(
−t
k
)
= Φ△(−t, x,−∆f(x))
en donde hemos usado el (67) con a = −1.
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Por otro lado, podemos usar el anterior teorema y la ecuacio´n (56) para mostrar
que
Φ▽(t, x,∆f(x)) = x+
m
⊛q
k=1
1
ak
(akx+ bk)((1− ak)
t − 1) (69)
es solucio´n de la ecuacio´n en diferencia backward
▽yn = (a1yn + b1)(a2yn + b2) · · · (amyn + bm). (70)
El teorema anterior implica que es suficiente con resolver uno de los dos tipos
de ecuaciones de diferencias y luego por aplicacio´n de este obtener la solucio´n del
otro tipo.
6 Sistemas dina´micos tipo Abel
Denote A(α) el operador delta Eαδ. Este operador es conocido como operador Abel
donde sus polinomios bases son los polinomios de Abel (t(t− nα)n−1)n∈N y
1. t(t)−1 = 1,
2. 0(0− nα)n−1 = 0,
3. A(α)t(t− nα)n−1) = nt(t− (n− 1)α)n−2
Los polinomios de Abel fueron estudiados en [1] en la representacio´n de funciones.
Queremos resolver ecuaciones de la forma
A(α)Φ = f(Φ). (71)
Sea L la representacio´n umbral de (t(t − nα)n−1)n∈N. Tenemos la siguiente
definicio´n
Definition 8. Definimos un sistema dinmico tipo Abel sobre el anillo R como
la terna (R,LHS[[t]],ΦA(α)) donde R es el conjunto de tiempos, LHS[[t]] el
espacio de fases y ΦA(α) es el flujo Abel
ΦA(α)(t, x,∆f(x)) = x+
∞∑
n=1
An([δ
(n−1)f(x)])
t(t− nα)n−1
n!
. (72)
esto es, ΦA(α) es el mapa definido por ΦA(α) : R× LHS[[t]]×∆HR[[x]]→ LHS[[t]]
donde S = HR[[x]].
Usando (56) encontramos que
ΦA(α)(t, x,∆f(x)) = x+
m
⊛q
k=1
1
ak
(akx+ bk)
(
etW (α)/α − 1
)
, (73)
en donde W es la funcio´n W de Lambert, es la solucio´n de la ecuacio´n
A(α)Φ = (a1Φ + b1)(a2Φ + b2) · · · (anΦ + bn) (74)
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La siguiente identidad relaciona los flujos de las ecuaciones A(α)Φ = af(Φ) y
A(aα)Φ = f(Φ)
Theorem 9. Para todo a ∈ R se cumple
ΦA(α)(t, x, a∆f(x)) = ΦA(aα)(at, x,∆f(x)). (75)
Proof.
ΦA(α)(t, x, a∆f(x)) = x+
∞∑
n=1
anAn([δ
(n−1)f(x)])
t(t− nα)n−1
n!
= x+
∞∑
n=1
An([δ
(n−1)f(x)])
(at)(at− naα)n−1
n!
= ΦA(aα)(at, x,∆f(x)).
Con esta identidad podremos, quizas, darle una estructura ma´s que de grupo
uni para´metrico que la que se obtiene con el flujo de tipo Abel, pero no sera´ hecho
en este art´ıculo.
7 Sistemas dina´micos tipo Touchard
Los polinomios de Touchard son polinomios de la forma
φn(t) =
n∑
k=0
S(n, k)tk (76)
en donde S(n, k) son los nu´meros de Stirling de segunda clase. Los polinomios de
Touchard son polinomios base del operador delta de Touchard T = log(I + δ) y
satisfacen
1. φ0(t) = 1,
2. φn(0) = 0,
3. log(I + δ)φn(t) = nφn−1(t).
Sea L la representacio´n umbral de φn(t). Entonces tenemos la definicio´n
Definition 9. Definimos un sistema dinmico tipo Touchard sobre el anillo R
como la terna (R,LHS[[t]],ΦT ) donde R es el conjunto de tiempos, LHS[[t]] el
espacio de fases y ΦT es el flujo Touchard
ΦT (t, x,∆f(x)) = x+
∞∑
n=1
An([δ
(n−1)f(x)])
φn(t)
n!
. (77)
esto es, ΦT es el mapa definido por ΦT : R×LHS[[t]]×∆HR[[x]]→ LHS[[t]] donde
S = HR[[x]].
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Usando (56) encontramos que
ΦT (t, x,∆f(x)) = x+
m
⊛q
k=1
1
ak
(akx+ bk)
(
et(e−1) − 1
)
(78)
es el flujo de Touchard de la ecuacio´n
log(I + δ)Φ = (a1Φ+ b1)(a2Φ+ b2) · · · (anΦ+ bn) (79)
8 Conclusio´n
En este art´ıculo los sistemas dina´micos tipo delta fueron definidos y algunas de sus
propiedades estudiadas. La teor´ıa aqu´ı desarrollada es muy u´til para resolver sis-
temas dina´micos tipo delta no lineales. Particularmente los sistemas dina´micos de
diferencia y de tipo Touchard pueden ser u´til para resolver problemas en combina-
toria enumerativa. Como los polinomios de Abel son usados en la teor´ıa algebraica
estad´ıstica, entonces los sistemas dina´micos tipo Abel podr´ıan ser u´til para aplica-
ciones en estad´ıstica. En este art´ıculo la derivacio´n fue variada. Estamos interesados
en variar el dominio de integridad y dejar fijo el operador delta y de esta forma es-
tudiar los distintos resultados que se pueden obtener. Otra posibilidad es variar el
factorial, esto es, construir una teor´ıa para un factorial generalizado.
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