This paper presents a global L 1 -estimate for the convergence of mesh-based interpolants on 2-manifolds defined over multiple coordinate systems and analyzes the convergence of an integral on a triangulated approximate manifold to the desired integral on the manifold being approximated. To place this estimate in context, previous convergence estimates for interpolation techniques on manifolds are presented. Finally, numerical results demonstrating the value of the L 1 -estimate are presented.
Nedelec's work.
Nedelec [17] delivered some of the first surface approximation error estimates. He begins with p patches, polygonal sets {S i } which, together with maps Φ i , form the surface. The sets {S i } partition the manifold disjointly, that is, they intersect only at their boundaries. He triangulates each S i and constructs on each triangle T of S i an interpolant F T from a space containing all polynomials up to degree k of the chart function Φ i . He then stitches each F T together to form a C 0 -function Φ ih on S i which is locally differentiable on each T. For the greatest diameter h across each triangulation of each S i , the following estimates hold:
where | · | refers to the standard vector or matrix norm. Nedelec then asserts, for sufficiently small h, the existence of a homeomorphism ψ between this approximate surface and the original surface whose inverse associates to each point p on the original surface the point on the approximate surface intersecting the surface normal at p. Via ψ, the triangulation of the approximate surface becomes a triangulation of the original surface. He then proves that, for F T and the function ψ · F T from S i to the original surface,
He then gives estimates for the determinants J(·) of the metrics formed by these chart functions: Note that the existence of ψ increases the expected order of convergence from the standard interpolation framework. In the forthcoming [19] , we will demonstrate that this faster estimate holds when D 2 Φ i ∞ is finite and the surface is tangent plane continuous.
Sheng and Hirsch.
The engineering-inspired field of "parametric surface meshing" is devoted to mesh-based interpolation of functions on surfaces. The following theorem of Sheng and Hirsch (see [20] ) represents one of the most often cited convergence theorems in this field and again, employs an L ∞ -estimate. 
Non-mesh-based approaches.
The preceding mesh-based approaches use L ∞ -estimates and rest on classical C k -differentiability. We will see that the chart functions and the related transition functions are better described by weak differentiability and Sobolev spaces, that is, W k,p , the space of functions with weak derivatives up to order k lying in L p . The following non-mesh-based estimates provide a framework more natural for weak differentiability and on a related note, global L p -estimates, 1 ≤ p < ∞. The first set of estimates use an alternative formulation of weak differentiability via Fourier series.
Interpolation on manifolds via Fourier series. The interpolation of an
)-function on a manifold, given a sampling of its values (either measured under an integral sign or measured pointwise after making assumptions to clarify the almost everywhere ambiguity of L 2 -functions), via the construction of interpolants based on Fourier series has been studied in the papers [8, 9, 16] . Often the interpolants are built from "radial basis functions" which vary only according to the radial distance from a fixed point [16] . With these Fourier series representations, the original functions and their interpolants are analyzed in terms of Sobolev spaces built from examining the decay of coefficients in the functions' Fourier series. Many approximation results on spheres and tori have been developed in this framework.
Narcowich et al. [16] present error estimates for these Fourier-based interpolants. First, they truncate the Fourier series of the original function f to obtain a series f L with a finite number of terms. Then, they approximate the truncated series with an interpolant I Φ,X ( f L ) built from a kernel Φ and a discrete subset X of the original domain Ω. From this set X, we may derive a "mesh norm" h := max y∈Ω min x∈X d (x, y) . This norm measures, through the metric d(x, y) of Ω, the furthest distance a point in Ω may lie from a point in X. Under the assumption that card(X) = O(h −n ), where n is the dimension of Ω and card(X) refers to the number of elements in X, they prove an estimate of the form 6) where σ measures the rate of decay of the coefficients of f and the w-norm measures these coefficients relative to certain "weights."
Meshless methods.
Non-mesh-based interpolation techniques, such as those described above, have given rise to "meshless methods." These Petrov-Galerkin methods for discretizing systems of partial differential equations without a mesh seek to eliminate the burdensome storage and time requirements of managing a mesh. The challenge these methods face lies mainly in numerical integration. The bottleneck in using Petrov-Galerkin methods to solve PDEs lies in solving the large matrices produced by discretizations of the integrated "weak form" equations. To make computations feasible, these matrices must be sparse. To create sparse matrices, the functions used must have local support and the construction of local support requires a decomposition of the domain into smaller pieces. Thus, while many of these meshless methods do not use meshes for interpolation, they use meshes for integration. Other methods do not use polygonal meshes, but use structures comparable to meshes, such as a spherical decomposition of the domain to define integration. In general, meshless methods have been found to be less efficient than mesh-based methods [4] . In fact, the architects of one such method later incorporated the polygonal meshes into their previous framework to avoid the difficulties caused by the lack of such a mesh [6, 7] . Among the meshless methods, two methods, in particular, lay theoretical groundwork for finite-element (and more generally, mesh-based) methods on manifolds. Both the partition-of-unity method [15] and the hp-cloud method [6] construct interpolants from partitions of unity built from an open cover of the domain. The parallels between open covers of sets in R n and open covers of manifolds make these two methods relevant to this discussion. In each method, a function is approximated locally and from these local approximations, a global approximation is produced via the partition of unity. The key difference between these methods lies in the number of open sets in the covering. The partition-of-unity method more closely relates to our work, but the similarity and simultaneous arrival of the hp-cloud method make this method worthy of our attention.
In the partition-of-unity method, there is not necessarily an a priori relationship between the number of "patches" (open sets) and the rate of the convergence or between the size of the patches and the rate of convergence. While such relationships may exist in implementations of this method, the underlying theory only assumes the existence of This requirement, however, does not impose a functional relationship between the two. Thus, the number of patches may be of O(1) if the convergence of these (i)'s to zero does not depend on the number of patches or the area of these patches. Here, we offer the central results underlying this method. 
Thus, we expect the order of the global approximation to be that of the local approximation.
In contrast to the partition-of-unity method, the hp-cloud method explicitly creates the local approximation space and bounds the error in this local approximation space as a function of the size of the open sets. The hp-cloud method decomposes the domain into O(h −n ) open balls ω h α , with each set occupying an area of O(h n ), where h is the maximum of the dilation parameters h α of the affine maps which send the open balls to the unit ball. The local approximation spaces are constructed from the partition functions whose supports intersect the given patch and from the product of these partition functions with polynomials. An estimate measuring the difference between a function u ∈ W p+1 (Ω ∩ ω h α ) and its local interpolant Π 2 α u is proven under comparable assumptions to those of the partition-of-unity method: each partition function satisfies
and each point of Ω is contained in at most M charts. A simplified version of this estimate follows:
where m = 0,1. These local interpolants are then stitched together over the N(h) charts via the partition of unity functions. This approach produces comparable estimates to those of the partition-of-unity method:
Both these methods invoke a partition of unity to combine local approximations into a global approximation and their approaches provide insight into mesh-based approximations on manifolds. Recall, however, that classical partitions of unity often do not give rise to polygonal decompositions of the manifold. In such a case, an approximate partition of unity and an approximate polygonal decomposition of the manifold will be used. The question then arises of how well the triangulation approximates the manifold.
Comparing functions on different manifolds

Defining a metric.
To measure the error in a mesh-based approximation of a function on a manifold, we must somehow evaluate the difference between the triangulated manifold and the manifold it approximates. We will call two manifolds M and N equal if there exist a cover of M, {C i }, C i ⊂ R n , and a cover of N,
(The choice of p = 2 seems the most natural for a framework for solving PDEs, but p = 1 appears to be the most theoretical satisfying choice, per our discussion below.)
This notion of equivalence of manifolds suggests a way of judging when two manifolds are "close." M and N are approximately equal if they have comparable charts structures C i and D i , respectively, whose symmetric difference C i ∆D i is small, and associated maps γ M,i and γ N,i which are both well-defined and nonsingular on C i ∪ D i , and whose difference is small in a W k,p -norm. With this viewpoint for evaluating the difference between two manifolds, we may define a "metric" (topologically speaking, a pseudometric) for evaluating the difference between two functions on M and N. The crucial idea is that while γ M,i needs only to be defined on C i for purposes of constructing M, its definition may be extended to areas of D i not in C i without difficulty. We propose to measure the difference between a function f on M and a function q on N via the following function:
(By an abuse of notation, we refer to f both as a function from M → R and via a chart map as a function from C i → R.) Here, φ M,i and φ N,i refer to partitions of unity on their respective manifolds and g M and g N are the determinants of the metrics of their respective manifolds.
(We assume that the same charts and partition of unity are used in both treatments of M.) Further,
We now have a means for measuring our approximation of a function f on a manifold. We will demonstrate that this approximation depends upon our ability to approximate the function f on each chart, our ability to approximate the partition of unity functions, and our ability to approximate the determinant of the metric which derives from our ability to approximate the manifold. This observation is the essence of Lemma 2.1 to follow.
The L 1 -norm, as opposed to another L p -norm, appears in the definition for several reasons. First, because transition functions and chart maps will not take infinite values, the derivatives of transition functions and chart maps should have finite L 1 -norm. This claim will not necessarily hold true for the L p -norm, p > 1. Also, d M,N reduces to the L 1 -norm on M when M = N and the use of the L 1 -norm appears to offer better convergence compared to alternatives we have considered. If we replace L 1 with L 2 , d M,N will not reproduce the L 2 -norm when M = N. Additionally, with this definition, using the techniques of the proof of Lemma 2.1 below, the L 1 -norm appears to give a better convergence estimate (although this difference may just be a product of number manipulation in our efforts to find the most appropriate measurement). We could also replace the L 1 -norm with L 2 -norm and take the square roots of the partition functions and the fourth roots of the metric determinants. While this choice reproduces the L 2 (M)-norm when M = N, it appears to give a lower order estimate in the approximation of the partition functions. Finally, note that since the sets in question are of finite measure, we may bound the L 1 -norms by multiples of the L 2 -norms:
Local (one-chart) error estimates.
In the following lemma, we will take a chart C of a 2-manifold M and approximate it with a triangulation D, one part of a global triangulated approximation M h . We will then bound the individual terms in the sum in d M,Mh in terms of the approximations of its component parts: the function f , the partition of unity function, and the square root of the metric determinant. These errors are taken over D, assuming that these functions are defined on areas of D outside of C. Extending these errors over all of D, instead of over all triangles in D completely contained in C, appears to give rise to better higher-order approximation.
In the following lemma, we place no explicit restrictions on the differentiability of M. We place implicit restrictions on M by assuming the metric determinant is in L ∞ . Further, we implicitly restrict the differentiability of M by assuming that the chart sets have piecewise W r,1 boundaries since these boundaries are defined by transition functions. We may assume that the chart maps of M lie in W k1,p , k 1 > 1, and the transition functions lie in W k2,p , k 2 ≥ 1. We will see that the differentiability of these functions will influence the rates of convergence of the different terms in the following estimate. 
Proof.
Now, for the sake of simplicity, we will replace these L ∞ -norms with a constant K:
(2.6) Kevin Scully 1075
And since all of the functions in question are bounded from above in L ∞ (C ∪ D), the preceding quantity is
(1 is the unit constant function)
.
(2.8)
C − D consists of regions formed where the boundary curves of C wander outside the triangles. Since we have assumed each edge of D is the piecewise linear interpolant of a boundary curve, we have
(2.9)
where (x, y) is the coordinate system of C i , that is, u and v vary from triangle to triangle depending on whether it makes more sense to describe y as function of x or vice versa. From interpolation theory, we have 10) and since |d
and since the number of j is O(1/h),
We now turn to the approximation of the square roots of the metric determinants. Observe
Incorporating the above inequality and (2.12) into (2.8) completes the proof. 
Corollary 2.2. Suppose that C is polygonal, that is, that C may be triangulated exactly and
(2.14)
Thus, to understand the rate of convergence of an approximate integral, we must analyze the rate of convergence of each term in the estimate. For each respective term, we ask ourselves the following questions.
(1) What is the partition of unity? In the absence of an exact partition of the chart into triangles, the convergence of the partition of unity term is generally given by the smoothness of the transition functions. Like the convergence of the partition of unity term, this question depends on the smoothness of transition functions. This estimate provides a framework by which we may evaluate approaches for approximating functions on manifolds. The work [18] examines several of these approaches in light of this framework, clarifying the limitations and underlying assumptions of such techniques. These approaches include the expression of a 2-dimensional, polygonal mesh in R 3 as a manifold by constructing charts out of all polygons containing a given vertex [10, 13] and manifold triangulation algorithms proposed by Kalik et al. [12] and Nedelec [17] . Most approaches for triangulating a covering of a manifold will ignore the issue of overlap and gaps formed when triangulating each chart and treat the boundaries of each chart triangulation as if they align exactly. The partition of unity functions is generally ignored in such implementations, and by default, are taken to be the characteristic functions of their corresponding charts (i.e., a disjoint partition is used). The term φ i − φ i,h is then bounded by the measure of the symmetric difference of C i and D i . Thus the accuracy of the triangulation in approximating the boundary curves, which come from the transition functions, bound this term. The partitions of unity term then depends on the smoothness of the transition functions and becomes equivalent to the Jh r term.
Numerical examples
We examine some test cases in which we approximate an integral on a manifold by an integral on a triangulated approximation. In these examples, we do not explicitly construct a partition of unity and implicitly use characteristic functions as the partition of unity. When we do not have an exact partition, the differentiability of the boundary (via the Jh r term) will dominate the convergence of the integral. When we have an exact partition, the differentiability of the chart to surface maps will govern convergence.
Two cylindrical patches.
We consider the example (Figure 3.1) by Borouchaki and George [1] . The chart sets are "polygons" with straight edge boundaries except on their curve of intersection. The first surface patch is given by σ 1 (u,v) = (v,cosu,sinu) on the polygon given by (π/2,2), (0,2), (0,1.1), and (π/2, √ .21). The second surface patch is defined by σ 2 (u,v) = (1.1cosu,v,1.1sinu) on the polygon given by (π/2,0), (π/2,2), (0,2), (0,1), and (arcsin(1/1.1),0). These patches intersect on the curve given by in the first chart and
in the second chart. Because this boundary curve between the charts is not piecewise linear, triangulations will only approximate the true chart sets.
Consider an approximation of the constant function f = 1 on this manifold. Because of the simplicity of this function and the fact that the metric is constant in each chart, the only obstacle to convergence to f in our metric is the convergence of the triangulated sets to the manifold. More specifically, 1 over the triangulated manifold will converge to 1 over the approximate manifold at the rate at which the piecewise, linear triangulated boundary converges to the curved boundary. Note that the boundary curve lies in W 1,1 , that is, its first derivative is unbounded but bounded in integral. We, thus, expect the convergence of the integrals to be of O(h), regardless of the degree of polynomial used. Our results in Table 3 .1 confirm this prediction. Despite the fact that we use a quadrature scheme, precise on polynomials of degree three (called "precision 4 quadrature"), which ordinarily would produce O(h 4 ) convergence, we still observe O(h) convergence to the value of 4.360403.
The unit sphere.
We extend the preceding example to the unit sphere. In the case f = 1, we know the integral to be 4π, the surface area of the unit sphere. Chart 1 is given by σ 1 (u,v) = (cos(u)cos(v),sin(u)cos(v),sin(v)), where 0 ≤ u ≤ π/2 and −π/3 ≤ v ≤ π/3. The parametrization of chart 2 is given by σ 2 (α,β) = (sin(α),sin(β)cos(α),cos(β)cos(α)). Chart 3 is the same as chart 2, save that the third component is the opposite of the third component in chart 2. The boundary of chart 2 (likewise, chart 3) consists of the boundary curves v = π/3 (resp., v = −π/3) of chart 1, transformed into chart 2 coordinates, connecting the points (0, π/6), (π/6,0), (0,−π/6), and (−π/6,0). The curves |β| = arccos( √ 3/2cos(α)) parametrize the boundary in both charts 2 and 3. Observe that these curves have an unbounded derivative which is bounded under the integral sign. Thus, this example resembles the first example in that the bounding curve is W 1,1 -smooth and limits the convergence of any finite-element approximation to O(h), as the results in Table 3 .2 indicate. As before, because these boundary curves are W 1,1 -smooth, we expect the convergence to be of O(h). Because this surface is built from spherical coordinates, we expect and see similar convergence results to that of the sphere. Because of the difficulty in working with the complicated coordinate maps, direct analysis of these maps has been minimized. The discovery of singularities at v = ±π/2 resulted from a numerical sampling script. The alternate parametrizations were constructed indirectly via the application of the above chart map to spherical transition functions. The metric components in different charts were constructed via finite-difference methods, avoiding differentiation of the above expression. Because we use the same spherical coordinates we used in the sphere example, the charts sets are exactly the same as for the sphere. Finally, the "correct integral," used to measure the error, results from a fine numerical approximation, given the difficulty of calculating the integral analytically. The results in Table 3 .3 were obtained using "precision 3" quadrature.
3.4.
Boundary convergence when r = 2. For the sake of completeness, we include two toy examples where, like the previous examples, the convergence of the trianglulated boundaries to the boundary curves of the charts dominates the convergence of the integral. In these two examples, however, the boundary curves lie in W 2,1 and thus the convergence progresses at O(h 2 ) (corresponding to r = 2 in the Jh r term).
In the first example, we consider a single chart set, given by the area bounded by the curves y b = ±(x − x 1.5 ). This boundary consists of an upper half and a lower half, both of which lie in W 2,1 , but not in C 2 . The chart map is just the function Φ(x, y) = (x, y,0) and f = 1. Thus, the only obstacle to convergence is the boundary. Looping over j = 1,...,N − 1 where N ≈ 1/h, we form the rectangle from x j = j/(N + 1) to x j+1 = j/(N + 1) and
, and integrate. Note that this triangulation method violates the framework of our result in that each vertex of a triangle edge on the boundary does not interpolate a W r,1 -segment of y b . However, the area of the difference between this crude triangulation and the one conforming to our framework is of O(h 2 ) and thus, the convergence rates remain unchanged.
The second example closely resembles the first except that y b = ±(x − x 4 ). This boundary curves consists of an upper half and a lower half, both of which lie in C ∞ . However, as predicted by the theorem, we only witness O(h 2 ) convergence. The results for this example and the previous example appear in Table 3 .4.
W k,1 -surfaces.
We examine a case where the smoothness of parametrization map, rather than the behavior of the transition functions or the approximated function, causes the metric determinant approximation to slow the convergence. The following two-patch example uses a surface where the map from the chart to R 3 lies in W k,1 , but not in C k . In the following example, the function being approximated is constant and the manifold is partitioned exactly, so that only the metric approximation term appears in the global convergence estimate. Each chart set is the square [0,1] × [0,1]. The first chart map is σ 1 (x, y) = (x p + x, y, x p + x). The second chart map is σ 2 (x, y) = ((x p + x)(y 2 − 2y + 2), y − 1,(x p + x)(y 2 − 2y + 2)). This surface has continuous first derivatives across the mutual edge y = 0 in chart 1 and y = 1 in chart 2. For a positive integer p, the chart maps have bounded second derivatives. For 1 < p < 2, the chart maps lie in W 2,1 , as the chart map have unbounded second derivatives. Likewise, for 2 < p < 3, the chart maps lie in W 3,1 , as the chart map have unbounded third derivatives. The singularities of these derivatives behave like x p−2 for 1 < p < 2 and x p−3 , for 2 < p < 3 and occur on the line x = 0 in each chart.
We set f = 1. When the chart maps have bounded second derivatives, the inequality (1.4) governs convergence. When the second derivatives are unbounded, a modified version of (1.4) from [19] applies. For p ≥ 3, we expect O(h k+1 ) convergence where polynomials of degree k approximate the chart maps. For 1 < p < 2, we expect O(h k−1+p ) convergence where k ≤ 1. For 2 < p < 3, we expect O(h p ) convergence for k ≥ 2 and O(h 2 ) convergence if k = 1. Thus, we expect O(h p ) convergence when we use a precision 2 quadrature rule on the metric determinant with 1 < p < 2. We further expect that using quadrature rules of greater precision will not improve upon this convergence. The sampling of numerical experiments in Tables 3.5 
Conclusion
This paper has presented a new framework for measuring the convergence of mesh-based approximation of functions on 2-manifolds. This framework elucidates many of the subtle issues of approximation that present obstacles to existing mesh-based approaches. We hope this framework will bring a formalism which unifies our understanding of the many existing, ad hoc approaches to mesh-based approximation on manifolds and surfaces.
