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1. INTRODUCTION
w xSince Kashiwara introduced the theory of crystal base 2 in 1990, one of
the most fundamental problems has been that of describing the crystal
base associated with the given integrable highest weight module as explic-
itly as possible. In order to answer this, many kinds of new combinatorial
w xobjects have been invented; e.g., in 9 some analogues of Young tableaux
were introduced in order to describe the crystal base for classical Lie
algebras, and the description was applied to generalize the so-called
w x w xLittlewood]Richardson rule in 12 . In 7, 8 we gave the new object
``perfect crystals'' and applied them to describe the crystal bases of affine
w xtypes and, moreover, to solve problems in mathematical physics. In 10, 11
Littelmann realized the crystal base for symmetrizable Kac]Moody Lie
w xalgebras by using ``paths'' and in 13 we also have done this for the
yŽ .nilpotent subalgebra U g by the ``polyhedral realization.''q
The present paper is devoted to giving the explicit feature of crystal
bases for integrable highest weight modules in terms of polyhedral realiza-
w xtion. Here we introduce the formulation and background of 13 and this
Ž .paper. Let U g be the quantum algebra associated with the Kac]Moodyq
yŽ .Lie algebra g and U g be the nilpotent subalgebra given by the usualq
Ž Ž . Ž ..triangular decomposition. Furthermore, let L ‘ , B ‘ be the crystal
yŽ . Ž w x. w xbase of U g see 3 . In 4 , Kashiwara introduced the remarkableq
Ž . ‘embedding of crystals C : B ‘ ¤ Z where i is some infinite sequencei
‘ Žfrom the index set I and Z is the Z-lattice of infinite rank see Section
. w x2.2 . In 13 , we tried to describe the exact image of the embedding C ini
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Z‘. This can be carried out by a unified method, called the polyhedral
Ž .realization. With this method under some condition , we succeeded in
Ž .presenting the explicit form of B ‘ as the set of lattice points of some
polyhedral convex cone in the infinite vector space Q‘, which is defined by
a system of inequalities. This system of inequalities is determined only by
the sequence i and the Cartan data of g. In the present paper, we shall try
Ž . Ž .to give a similar description of the crystal B l , where B l is the crystal
Ž . Ž .base of the irreducible integrable highest weight module V l with the
highest weight l.
To discuss our problem more precisely, let us introduce the object R ,l
Ž . Žwhich is a crystal consisting of the one element r l is a weight seel
w x.Example 2.3 below and also 1 and which has the following remarkable
Ž .property: The crystal B ‘ is connected as a crystal graph, but in general,
Ž .the crystal B ‘ m R is not. Furthermore, the connected componentl
Ž .including u m r is isomorphic to the crystal B l , where u is the‘ l ‘
Ž . Ž .highest weight vector in B ‘ Theorem 3.1 . These properties guarantee
Ž . Ž . Žthe existence of the embedding of crystals V : B l ¤ B ‘ m R seel l
w x.also 1 . Combining V and C , we obtain the embedding of crystalsl i
Žl. Ž . Ž . ‘C [ C m id (V : B l ¤ Z m R . Here note that since R consistsi i l l l
of one element, Z‘ m R can be identified with the infinite Z-lattice Z‘ asl
Ž Žl..Ž Ž ..a set. Our goal is to give the explicit form of Im C ( B l in thei
infinite Z-lattice. To complete this, we shall introduce the set of linear
w x Ž Ž ..functions J l see 4.13 , which is uniquely determined by the Cartani
w xdata of g , the sequence i, and the highest weight l. The set S l is thei
set of lattice points in the convex polyhedron defined by the system of
“ “ ‘Ž . Ž . w xinequalities w x G 0 x g Z for any w g J l . Finally, we can showi“Žl.Ž . w x w x Ž .Im C s S l under the assumption S l 2 0 [ . . . , 0, 0, 0 . We shalli i i
apply this to several explicit cases, namely, arbitrary rank 2 Kac]Moody
algebras, A -case, and AŽ1. -case.n ny1
Now let us see the organization of this paper. Section 2 is devoted to
preliminaries and reviews on the theory of crystals and crystal bases. In
particular, in Section 2.1, the crystal R will be introduced and in Sectionl
w x2.2 we shall give the results of 13 . In Section 3, we shall introduce the
Ž . Ž . Ž .surjective morphism F : B ‘ m R “ B l and the embeddings V : B ll l l
Ž . Žl. Ž . ‘¤ B ‘ m R and C : B l ¤ Z m R . Section 4 is the main part ofl i l
this paper. In Section 4.2 we shall construct the polyhedral realization of
Ž .B l explicitly and in Section 4.3 it is applied to give the explicit descrip-
tion of the value «U. In Section 5, we treat rank 2 Kac]Moody algebras.i
Ž .The explicit form of polyhedral realization of B l is given by using
``Chebyshev polynomials.'' In Section 6, we consider the case g s A .n
Furthermore, in this section we shall give an example which does not
satisfy the ``positivity assumption.'' Thus, our conjectural perspective in
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w x13, 3.3 , that the positivity assumption is satisfied automatically, turns out
to be invalid. In Section 7, we treat the higher rank affine case g s AŽ1. .ny1
2. CRYSTALS AND CRYSTAL BASES
2.1. Definition of Crystals
In this subsection, we review several facts on crystals and crystal bases.
The basic notation and the terminologies used in this section and the
w xsubsequent sections follow 13, Sect. 2 .
The definition of a crystal in this paper is slightly modified from
w xdefinitions given in 4, 5, 13 . But there is no difference in their properties.
In what follows we fix a finite index set I and a weight lattice P.
DEFINITION 2.1. A crystal B is a set endowed with the maps
wt : B “ P , 2.1Ž .
 4  4« : B “ Z " y‘ , w : B “ Z " y‘ for i g I , 2.2Ž .i i
Ä 4  4  4  4e : B " 0 “ B " 0 , f : B " 0 “ B " 0 for i g I. 2.3Ž .Äi i
Here 0 is an ideal element which is not included in B. These maps must
Ž . Ž . w xsatisfy the axioms 2.8 ] 2.12 in 13 and
Äe 0 s f 0 s 0. 2.4Ž . Ž . Ž .Äi i
Ž . Ž .The new points in the above definition are 2.3 and 2.4 .
According to the above modification of the definition of crystal, we also
modify the definition of strict morphism of crystals as follows:
Ž .DEFINITION 2.2. i Let B and B be crystals. A strict morphism of1 2
 4  4crystals c : B “ B is a map c : B " 0 “ B " 0 satisfying the1 2 1 2
Ž . w Ž .x  4  4conditions c 0 s 0 13, 2.13 , and the map c : B " 0 “ B " 01 2
Äcommutes with all e and f .Äi i
Ž .ii An injective strict morphism is called an embedding of crystals.
We call B a subcrystal of B , if B is a subset of B and becomes a1 2 1 2
crystal itself by restricting the data on it from B .2
The example of a crystal below will be needed later.
Ž w x .  4 Ž .EXAMPLE 2.3 See also 1 . Let R [ r l g P be the crystall l
Ž . Ž . ² : Ž .consisting of one element given by wt r s l, « r s y h , l , w r sl i l i i l
ÄŽ . Ž .0, and e r s f r s 0.Äi l i l
Ž . Ž . Ž w x.We review the crystal B l , l g P see 3 , which is our main objectq
Ž . Ž .of study. Let V l be the irreducible highest weight module of U g withq
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yŽ . Ž .the highest weight l g P . Let p be a natural projection U g “ V lq l q
Ž . Ž .and set u [ p 1 . This is the unique highest weight vector in V l up tol l
yŽ .constant. We also denote 1 g U g by u .q ‘
Ž .Let A ; Q q be the subring of rational functions regular at q s 0.
Ž . Ž Ž . Ž ..Then the crystal base of V l denoted L l , B l is given by
Ä ÄL l [ Af ??? f u , 2.5Ž . Ž .Ý i i ll 1
i gI , lG0j
Ä Ä  4B l [ f ??? f u mod qL l i g I , l G 0 _ 0 . 2.6Ž . Ž . Ž .½ 5i i l jl 1
Ž .We define integer-valued functions « and w on B l byi i
k Äk« b [ max k : e b / 0 , w b [ max k : f b / 0 . 2.7Ž . Ž . Ž . 4  4Äi i i i
Ž Ž . Ž .. yŽ . Ž wLet L ‘ , B ‘ be the crystal base of the subalgebra U g see 3,q
x.13 . The functions « and w are given byi i
k ² :« b [ max k : e b / 0 , w b [ « b q h , wt b . 2.8Ž . Ž . Ž . Ž . Ž . 4Äi i i i i
w x yŽ . Ž .It was proved in 3 that the natural projection p : U g “ V l sendsl q
Ž . Ž . Ž . Ž . Ž . Ž .L ‘ to L l , and the induced map p : L ‘ rqL ‘ “ L l rqL l sendsÃl
Ž . Ž .  4B ‘ to B l " 0 . The map p has the following properties:Ãl
Ä Äf (p s p ( f , 2.9Ž .Ã Ãi l l i
e (p s p ( e , if p b / 0, 2.10Ž . Ž .Ä Ã Ã Ä Ãi l l i l
p : B ‘ _ py1 0 “ B l is bijective. 2.11Ž . Ž . Ž . Ž . 4Ã Ãl l
Although the map p has such good properties, it is not a strict morphismÃl
of crystals. For instance, it does not preserve weights nor does it necessar-
Ž .ily commute with the action of e as in 2.10 . We shall introduce a newÄi
morphism by modifying the map p in Section 3.1.Ãl
w Ž .xLet ) be the anti-automorphism as in 13, 2.33 . This has the proper-
Ž w x. Ž .U Ž . Ž .U Ž . U Ž .ties see 4 L ‘ s L ‘ and B ‘ s B ‘ . Then we can define « bi
Ž U . U Ž . Ž U . w Ž .x[ « b and w b [ w b . By 6, 6.7 , we havei i i
Ž . Ž .PROPOSITION 2.4. For b g B ‘ and l g P , p b / 0 if and only ifÃq l
U Ž . ² :« b F h , l for any i g I.i i
Ž .2.2. Polyhedral Realization of B ‘
w xIn this subsection, we recall the main result of 13 .
Consider the additive group
Z‘ [ . . . , x , . . . , x , x : x g Z and x s 0 for k c 0 ; 2.12 4Ž . Ž .k 2 1 k k
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we will denote by Z‘ ; Z‘ the subsemigroup of nonnegative sequences.G 0
For the rest of this section, we fix an infinite sequence of indices i s
. . . , i , . . . , i , i from I such thatk 2 1
 4i / i for any k G 1 and a k : i s i s ‘ for any i g I.k kq1 k
2.13Ž .
‘ ‘ wWe can associate to i a crystal structure on Z and denote it by Z 13,i
x Ž . w x2.4 . Let B i g I be the crystal as in 13, Example 2.4 . Iterating thei
embedding
C : B ‘ ¤ B ‘ m B u ‹ u m 0 , 2.14Ž . Ž . Ž . Ž .Ž .ii i ‘ ‘
w x Ž w x.we have the Kashiwara embedding 4 , see also 13
C : B ‘ ¤ Z‘ ; Z‘ u ‹ . . . , 0, . . . , 0, 0, 0 . 2.15Ž . Ž . Ž .Ž .i G 0 i ‘
Consider the infinite dimensional vector space
“‘Q [ x s . . . , x , . . . , x , x : x g Q and x s 0 for k c 0Ž . 4k 2 1 k k
Ž ‘.U Ž ‘ . Ž ‘.Uand its dual Q [ Hom Q , Q . We will write a linear form w g Q
“Ž . Ž .as w x s Ý w x w g Q .k G1 k k j
Ž . Žq.  4For the sequence i s i we set k [ min l: l ) k and i s i andk k l
Žy.  4 Žy.k [ max l: l - k and i s i if it exists, or k s 0 otherwise. We set,k l
“ “‘ Ž .for x g Q , b x s 0, and0
“ ² : Žq .b x [ x q h , a x q x . 2.16Ž . Ž .Ýk k i i j kk j
Žq.k-j-k
Ž ‘.UWe define a piecewise-linear operator S s S on Q byk k , i
w y w b if w ) 0,k k kS w [ 2.17Ž . Ž .k ½ Žy .w y w b if w F 0.k k k
Here we set
<J [ S ??? S S x l G 0, j , j , . . . , j G 1 , 4i j j j j 0 1 ll 2 1 0
“ “‘ ‘ <S [ x g Z ; Q w x G 0 for any w g J .Ž . 4i i
We impose on i the following positivity assumption:
“Žy.if k s 0 then w G 0 for any w x s w x g J .Ž . Ýk k k i
k
w x Ž .THEOREM 2.5 13 . Let i be a sequence of indices satisfying 2.13 and the
Ž . ‘positi¤ity assumption, and C : B ‘ ¤ Z be the corresponding Kashiwarai i
Ž .Ž Ž ..embedding. Then we ha¤e Im C ( B ‘ s S .i i
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Remark. We shall show an example of a sequence i which does not
satisfy the positivity assumption. It will be given at the end of Section 6.
Ž .3. EMBEDDING OF B l
In this section, l is supposed to be a dominant integral weight.
3.1. Morphisms of Crystals
We shall introduce a new morphism of crystals by modifying the map p .Ãl
Let R be the crystal defined in Example 2.3. Consider the crystall
Ž .B ‘ m R and define the mapl
 4  4F : B ‘ m R " 0 “ B l " 0 3.1Ž . Ž . Ž .Ž .l l
Ž . Ž . Ž . Ž .by F 0 s 0 and F b m r s p b for b g B ‘ . We setÃl l l l
ÄB l [ b m r g B ‘ m R F b m r / 0 .Ž . Ž . Ž . 4l l l l
Ž .THEOREM 3.1. i The map F becomes a surjecti¤e strict morphism ofl
Ž . Ž .crystals B ‘ m R “ B l .l
ÄŽ . Ž . Ž .ii B l is a subcrystal of B ‘ m R , and F induces an isomor-l l
ÄŽ . Ž .phism of crystals B l “ B l .Ä
Ž .iii We ha¤e
Ä U< ² :B l s b m r g B ‘ m R « b F h , l for any i g I . 3.2 4Ž . Ž . Ž . Ž .l l i i
The proof of this theorem will be given in the next subsection.
‘ ‘w xLet us denote Z m R by Z l . Here note that since the crystal R hasi l i l
‘w x ‘only one element, as a set we can identify Z l with Z but their crystali i
structures are different. By Theorem 3.1, we have the strict embedding of
Ž w x.crystals see also 1
ÄV : B l ( B l ¤ B ‘ m R .Ž . Ž . Ž .Ž .l l
Combining V and the Kashiwara embedding C , we obtain the following:l i
THEOREM 3.2. There exists the unique strict embedding of crystals
CmidV ilŽl. ‘ ‘6; w xC : B l ¤ B ‘ m R Z m R \ Z l , 3.3Ž . Ž . Ž .i l i l i
Žl.Ž . Ž .such that C u s . . . , 0, 0, 0 m r .i l l
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The main result of the present paper is an explicit description of the
Žl. Ä ‘Ž Ž .. Ž . w ximage of C ( B l as a part in B ‘ m R ¤ Z l , which will bei l i
given in Section 4.
3.2. Proof of Theorem 3.1
Before showing Theorem 3.1, we introduce the following lemmas:
Ž .LEMMA 3.3. For b g B ‘ , suppose that e b / 0. Then we ha¤eÄi
«U e b s «U b i / j and «U e b F «U b .Ž . Ž . Ž .Ž . Ž .Ä Äj i j i i i
Ž . Ž . Ž Ž . .Proof. Let C : B ‘ ¤ B ‘ m B u ‹ u m 0 be the strict em-j j ‘ ‘ j
ÄmŽ . Ž . Ž . Ž .bedding as in 2.14 , which satisfies that for b g B ‘ , C b s b m f 0i 1 j j
U Ž . Ž m U .U Ž . Ž . Ž .where m s « b and b s e b . If i / j, C e b s e C b s e bÄ Ä Ä Äj 1 j j i i j i 1
Äm U UŽ . w Ž .x Ž . Ž .mf 0 by 13, 2.20 and then we have « e b s m s « b . In theÄj j j i j
Äm Äm Ämy 1Ž Ž . . Ž . Ž . Žcase i s j, we have e b m f 0 s e b m f 0 or b m f 0 m GÄ Äi 1 i i i 1 i i 1 i i
U U. Ž . Ž .1 . This implies that « e b F « b .Äi i i
Ž . Ž . Ž .LEMMA 3.4. Suppose that p b / 0 for b g B ‘ . Then e p b s 0 ifÃ Ä Ãl i l
and only if e b s 0.Äi
Ž . Ž . Ž . Ž .Proof. We assume e p b s 0. Since e p b s p e b if p b / 0 byÄ Ã Ä Ã Ã Ä Ãi l i l l i l
Ž . Ž .2.10 , we have p e b s 0. If e b / 0, it follows from Lemma 3.3 that forÃ Ä Äl i i
U Ž . U Ž . ² : Ž .any j g I, « e b F « b F h , l , which contradicts p e b s 0 byÄ Ã Äj i j j l i
Proposition 2.4. Hence, we have e b s 0. On the other hand, it is trivialÄi
Ž . Ž . Ž .that if e b s 0, then e p b s p e b s 0 by 2.10 .Ä Ä Ã Ã Äi i l l i
Ž .Proof of Theorem 3.1. The statement iii of the theorem is an immedi-
ate consequence of Proposition 2.4.
Ž .Let us show i . The surjectivity follows from the one for the map p . SoÃl
we try to prove that F is a strict morphism of crystals. To do this,l
Ž . Ž .according to Definition 2.2 i it suffices to show for u g B ‘ m R ,l
Ž . Ž Ž .. Ž . Ž .1 wt F u s wt u if F u / 0,l l
Ž . Ž Ž .. Ž . Ž .2 « F u s « u for any i if F u / 0,i l i l
Ž . Ž Ž .. Ž . Ž .3 w F u s w u for any i if F u / 0,i l i l
Ž . Ž . Ž .4 e F u s F e u for any i,Ä Äi l l i
Ä ÄŽ . Ž . Ž .5 f F u s F f u for any i.i l l i
Ä ÄŽ . Ž . Ž .Let us show 1 . For u s b m r s f ??? f u m R g B ‘ m R , wel i i ‘ l ll 1Ä Ä ÄŽ . Ž .have F u s p b s f ??? f u since any f commutes with p . It followsÃ Ãl l i i l i ll 1
Ž . Ž Ž .. Ž .immediately that wt u s l y a y ??? ya s wt F u if F u / 0.i i l l1 l
Ž .In the case p b / 0, it follows from Lemma 3.4 that e b s 0 if andÃ Äl i
Ž . Ž .only if e p b s 0. This means if p b / 0,Ä Ã Ãi l l
« b s « p b . 3.4Ž . Ž . Ž .Ž .Ãi i l
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Ž . w Ž .x Ž . Ž .Furthermore, by 1 , 13, 2.8 , 2.7 , and 3.4 we have
² :0 F w p b s h , l q w b . 3.5Ž . Ž . Ž .Ž .Ãi l i i
w Ž .x Ž . Ž .It follows from 13, 2.18 , 3.4 , and 3.5 that
² :« b m r s max « b , « r y h , wt bŽ . Ž . Ž . Ž .Ž .i l i i l i
² :s max « b , « b y w b y h , lŽ . Ž . Ž .Ž .i i i i
s « b s « p b s « F u .Ž . Ž . Ž .Ž . Ž .Ãi i l i l
Ž .Now we have obtained 2 .
Ž . Ž . Ž . w Ž .xThe statement 3 is derived immediately from 1 , 2 , and 13, 2.8 .
Ž . Ž . Ž Ž ..Let us show 4 , namely, e F b m r s F e b m r for any i. First,Ä Äi l l l i l
Ž . Ž . Ž .for u s b m r suppose F u s p b / 0. Then by 2.10 , we haveÃl l l
Ž . Ž . Ž .e F u s e p b s p e b . Thus, it suffices to showÄ Ä Ã Ã Äi l i l l i
e b m r s e b m r . 3.6Ž . Ž .Ž .Ä Äi l i l
Ž . Ž . ² : Ž . Ž . wBy 3.5 we have w b G y h , l s « r , which means 3.6 by 13,i i i l
Ž .x2.20 .
Ž . Ž .Next, we consider the case F u s p b s 0. It suffices to showÃl l
F e b m r s 0. 3.7Ž . Ž .Ž .Äl i l
Ž .If e b m r s 0, there is nothing to show. So we consider the caseÄi l
Ž . Ž . Ž .e b m r / 0. Since e r s 0, we have e b m r s e b m r , which im-Ä Ä Ä Äi l i l i l i l
plies
² :w b G « r s y h , l , 3.8Ž . Ž . Ž .i i l i
w Ž .x ŽŽ . . Ž .by 13, 2.20 . Now, assuming F e b m r s p e b / 0, we shall deriveÄ Ã Äl i l l i
Ä ÄŽ Ž .. Ž . Ž .a contradiction. We have f p e b s p f e b s p b s 0. SinceÃ Ä Ã Ä Ãi l i l i i l
Ž . Ž Ž .. Ž Ž ..p e b / 0, we obtain w p e b s 0 see 2.7 . Thus, taking into ac-Ã Ä Ã Äl i i l i
w Ž . Ž .x Ž . Ž . Ž .count 13, 2.8 ; 2.9 , 2.7 2.8 , and 3.4 , we have
² :0 s w p e b s h , wt p e b q « p e bŽ . Ž . Ž .Ã Ä Ã Ä Ã ÄŽ . Ž . Ž .i l i i l i i l i
² :s h , l q wt b q a q « e bŽ . Ž .Äi i i i
² : ² :s h , l q h , wt b q 2 q « b y 1Ž . Ž .i i i
² :s h , l q w b y « b q « b q 1Ž . Ž . Ž .i i i i
² :s h , l q w b q 1.Ž .i i
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Ž . ² : Ž . Ž .Thus, we have w b s y h , l y 1 s « r y 1 - « r , which contra-i i i l i l
Ž . Ž .dicts 3.8 . Therefore, we have e b m r s 0 and completed the proof ofÄi l
Ž .4 .
ÄŽ .Finally, let us show 5 . Since f commutes with p , for u s b m rÃi l l
Ä Ä Ä Ä ÄŽ . Ž . Ž . Ž .we have f F u s f p b s p f b . Thus, if f u s f b m r , we haveÃ Ãi l i l l i i i l
Ä Ä Ä ÄŽ . Ž . Ž .p f b s F f u , which means 5 . So we consider the case f u s b m f rÃl i l i i i l
Ä Ž . ws 0. In this case, we shall try to show that f F u s 0. It follows from 13,i l
Ž .x2.21 that we have
² :w b F « r s y h , l . 3.9Ž . Ž . Ž .i i l i
Ž . Ž .If F u s p b s 0, there is nothing to show. So we may consider theÃl l
Ž . Ž .case F u s p b / 0. AssumingÃl l
Ä Äf F u s f p b / 0, 3.10Ž . Ž . Ž .Ãi l i l
Ž . Ž Ž ..we shall derive a contradiction. The assumption 3.10 means w p b ) 0.Ãi l
Ž . ² : Ž . Ž . ² :Thus, by 3.5 we have 0 - h , l q w b . This implies w b ) y h , li i i i
Ž . Ž . Ž .s « r , which contradicts 3.9 . Now we obtain f F u s 0. Thus, wei l i l
Ž . Ž .have shown 5 and then i .
Ž . Ž . Ž .Let us show ii . The condition F b m r / 0 is equivalent to p b / 0.Ãl l l
ÄŽl.< Ž . Ž . Ž .Thus, the map f [ F : B l “ B l is bijective by 2.11 . So if weÄBl l
Ä ÄŽ . Ž .show that B l is stable by the actions of e and f , it follows from i thatÄi i
the map f is a strict morphism of crystals. Let us consider the stability ofl
Ä ÄŽ . Ž Ž .. Ž Ž Ž .. .B l , namely, that if F e b m r s 0 resp. F f b m r s 0 for b mÄl i l l i l
Ä ÄŽ . Ž . Ž Ž . .r g B l , then e b m r s 0 resp. f b m r s 0 .Äl i l i l
ÄŽ . Ž Ž ..First, for b m r g B l suppose that F e b m r s 0, which impliesÄl l i l
Ž . Ž . Ž .e p b s 0 by i . Since p b / 0 we have e b s 0 by Lemma 3.4. Thus,Ä Ã Ã Äi l l i
Ž . w Ž .x Ž .we obtain e b m r s 0 in view of 13, 2.20 and e r s 0. Next, forÄ Äi l i l
Ä Ä ÄŽ . Ž Ž .. Ž .b m r g B l suppose that F f b m r s 0, which implies f p b s 0.Ãl l i l i l
Ž . Ž Ž ..It follows from p b / 0 that w p b s 0. Then, we haveÃ Ãl i l
² : ² :w p b s w b q h , l s 0 m w b s y h , l s « r .Ž . Ž . Ž . Ž .Ž .Ãi l i i i i i l
Ä ÄŽ .This means f b m r s b m f r s 0. Now we have completed the proof ofi l i l
Ž .ii and then Theorem 3.1.
EXAMPLE 3.5. Let us consider the simplest example g s sl -case. Let2
ÄnŽ . Ž .  4u be the highest weight vector in B ‘ . Then we have B ‘ s f u . The‘ ‘
Ž .crystal graph of B ‘ is
m0 1 2“ “ “ “ “ “ “ “ ???" " " " " " ""
Äxxwhere s f u .‘"
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Ž . Ž .Next, let us consider the crystal graph of B ‘ m R m g Z . Wem G 0
ÄnŽ . Ž . w Ž .xknow that w f u s yn and « r s ym. Then, by 13, 2.21 we have‘ m
Änq1f u m r if n - m ,‘ mnÄ Äf f u m r sŽ .‘ m n½ Ä Äf u m f r s 0 if n G m.Ž .‘ m
Ž .Thus, the crystal graph of B ‘ m R ism
0 “ 1 “ 2 “ “ “ m ???
xÄwhere x s f u m r . The connected component including 0 s u m r‘ m ‘ m
Ž . Ž .is isomorphic to the crystal B m associated with the m q 1 -dimensional
Ž .irreducible module V m . In the subsequent section, we shall see how to
Ž . Ž remove the vectors cut off from B l in this case, the vectors x N x )
4.m .
Ž .4. POLYHEDRAL REALIZATION OF B l
‘w x4.1. Crystal Structure of Z l
‘w xWe shall give an explicit crystal structure of Z l in a manner similar to
w x Ž .that given in 13 . Fix a sequence of indices i [ i satisfying thek k G1
Ž . Žcondition 2.13 and a weight l g P. In this subsection, we do not
.necessarily assume that l is dominant. As we stated in Section 3.1, we can
‘ ‘w x ‘w xidentify Z with Z l as a set. Thus Z l can be regarded as a subset of
“‘ ‘w x Ž .Q , and then we denote an element in Z l by x s . . . , x , . . . , x , x .k 2 1
“ ‘Ž .For x s . . . , x , . . . , x , x g Q we define the linear functionsk 2 1
“ ² :s x [ x q h , a x k G 1 4.1Ž . Ž . Ž .Ýk k i i jk j
j)k
“Ž i. ² : ² :s x [ y h , l q h , a x i g I . 4.2Ž . Ž . Ž .Ý0 i i i jj
jG1
Here note that since x s 0 for j c 0 on Q‘, the functions s and s Ž i.j k 0
“ “Ž i.Ž . Ž .are well defined. Let s x [ max s x andk : i si kk
“ “ “Ž i. Ž i. Ž i.M s M x [ k : i s i , s x s s x . 4.3Ž . Ž . Ž . Ž . 4k k
“ “Ž i. Ž i. Ž i.Ž . Ž .Note that s x G 0 and that M s M x is a finite set if and only if
“Ž i. ‘ ‘Ž . w x  4 w x  4s x ) 0. Now we define the maps e : Z l " 0 “ Z l " 0 andÄi
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Ä ‘ ‘ Äw x  4 w x  4 Ž . Ž .f : Z l " 0 “ Z l " 0 by setting e 0 s f 0 s 0, andÄi i i
“ “ “Ž i. Ž i.Ä Ž i.f x s x q d if s x ) s x ;Ž . Ž . Ž .Ž .i k k , min M 0k
“Äotherwise f x s 0, 4.4Ž . Ž .i
“ “ “ “Ž i. Ž i. Ž i.
Ž i.e x s x y d if s x ) 0 and s x G s x ;Ž . Ž . Ž . Ž .ÄŽ .i k k , max M 0k
“otherwise e x s 0, 4.5Ž . Ž .Äi
where d is Kronecker's delta. We also define the weight function andi, j
‘w xthe functions « and w on Z l byi i
‘
“ “ “ “Ž i. Ž i.wt x [ l y x a , « x [ max s x , s xŽ . Ž . Ž . Ž .Ž .Ý j i i 0j
js1 4.6Ž .
“ “ “² :w x [ h , wt x q « x .Ž . Ž . Ž .i i i
‘w xWe will denote this crystal by Z l . Note that, in general, the subseti
‘ w x ‘w xZ l is not a subcrystal of Z l since it is not stable under the actionG 0 i
of e 's.Äi
4.2. The Image of CŽl.i
As in the previous sections, we fix a sequence of indices i satisfying
Ž . Ž" .2.13 and take a dominant integral weight l g P . For k G 1 let k beq
“Ž" .Ž .as in Section 2.2. Let b x be linear functions given byk
“ “ “Žq.
Žq .b x s s x y s x , 4.7Ž . Ž . Ž . Ž .k k k
“ “ Žy.
Žy .s x y s x if k ) 0,Ž . Ž .k k“Žy.b x s 4.8Ž . Ž .k “ “Ž i . Žy.½ ks x y s x if k s 0,Ž . Ž .0 k
Ž i. Ž . Ž .where the functions s and s are defined by 4.1 and 4.2 . Sincek 0
² :h , a s 2 for any i g I, we havei i
“Žq. ² : Žq .b x s x q h , a x q x , 4.9Ž . Ž .Ýk k i i j kk j
Žq.k-j-k
¡ Žy.² :Žy . Žy .x q Ý h , a x q x if k ) 0,k k - j- k i i j kk j“Žy. ~b x sŽ .k Žy.¢ ² : ² :y h , l q Ý h , a x q x if k s 0.i 1F j- k i i j kk k j
4.10Ž .
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Ž Ž ..Here note that see 2.16
b Žq. s b , b Žy. s b Žy . if k Žy. ) 0.k k k k
Ã ÃUsing this notation, for every k G 1, we define an operator S s S fork k , i
“ ‘Ž . Ž .a linear function w x s c q Ý w x c, w g Q on Q byk G1 k k k
w y w b Žq. if w ) 0,k k kÃS w [ 4.11Ž . Ž .k Žy.½ w y w b if w F 0.k k k
Ã 2 ÃŽ .An easy check shows that S s S .k k
Ž . Žy.For the fixed sequence i s i , in case k s 0 for k G 1, there existsk
a unique i g I such that i s i. We denote such k by i Ž i.; namely, i Ž i. isk
the first number k such that i s i.k
Here we set
“ Žy. “Ž i. ² : ² :Ž i. Ž i.l x [ yb x s h , l y h , a x y x . 4.12Ž . Ž . Ž .Ýi i i i j ij
Ž i.1Fj-i
w xFor i and a dominant integral weight l, let J l be the set of all lineari
Ã Ã Ž .functions generated by applying S s S on the functions x j G 1 andk k , i j
Ž i. Ž .l i g I ; namely,
Ã Ãw xJ l [ S ??? S x : l G 0, j , . . . , j G 1½ 5i j j j 0 ll 1 0
4.13Ž .
“Ž i.Ã Ãj S ??? S l x : k G 0, i g I , j , . . . , j G 1 .Ž .½ 5j j 1 kk 1
Now we set
“ “‘ ‘w x w x w xS l [ x g Z l ; Q : w x G 0 for any w g J l . 4.14Ž . Ž . Ž . 4i i i
Ž .For a sequence i and a dominant integral weight l, a pair i, l is called
“w x Ž .ample if S l 2 0 s . . . , 0, 0 .i
Ž . Žl. Ž . ‘w xTHEOREM 4.1. Suppose that i, l is ample. Let C : B l ¤ Z l bei i
Ž . Ž Žl.. Ž Ž ..the embedding as in 3.3 . Then the image Im C ( B l is equal toi
w xS l .i
Ž . Ž Žl..Proof. Taking into account 2.6 and Theorem 3.2, the image Im Ci“‘ Žl.Äw x Ž .is a subcrystal of Z l obtained by applying f 's to C u s 0 si i l
Ž .. . . , 0, 0 ; that is,
Žl. Žl.Ä Ä  4Im C s f ??? f C u i g I , l G 0 _ 0 . 4.15Ž . Ž .Ž . ½ 5i i i i l jl 1
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Ä Žl. ‘Ž . Ž . w xBy the explicit description of f in 4.4 , we know that Im C ; Z l .i i G 0“ Žl.Ž . w x Ž .Since the pair i, l is ample, S l 2 0. Thus, the inclusion Im C ;i i
Äw x w xS l follows from the fact that the set S l is closed by the actions of f 's;i i i
“Ä w x w x  4namely, f S l ; S l " 0 for any i g I. Let us show this. For x si i i
“ÄŽ . w x Ž .. . . , x , x g S l and i g I, suppose that f x s . . . , x q 1, . . . , x , x2 1 i i k 2 1
Ž .note that i s i . We shall showk
“Äw f x G 0 4.16Ž .ž /i
“ “ “ÄŽ . w x Ž . Ž .for any w x s c q Ýw x g J l . Since w f x s w x q w G w , itj j i i k k
“Ž i.Ž . Ž .suffices to consider the case w - 0. By the definition of M x in 4.3 ,k
“Ž i.Ž . Ž .we know that k is the minimum in M x . Thus, it follows from 4.4 that
“ “ “ “ “Žy. Ž i. Ž i. Žy.Ž . Ž . Ž . Ž . Ž .Žy .s x ) s x if k ) 0 or s x ) s x ) s x if k s 0.k k k 0 0
“Žy. Žy.Ž . Ž .Thus, by 4.8 we have b x - 0. Therefore, since the function bk k
“ ‘takes an integer value for x g Z ,
“Žy.b x F y1. 4.17Ž . Ž .k
Ã w xIt follows from S w g J l and w - 0 thatk i k
“ “ “ “ “Žy.Ä Ãw f x s w x q w G w x y w b x s S w x G 0.Ž . Ž . Ž . Ž .Ž .ž /i k k k k
Ž Žl.. w xTherefore, we get the inclusion Im C ; S l .i i
w x Ž Žl..Let us show the reverse inclusion S l ; Im C . We first show thati i
‘ Äw x w x w xS l is a subcrystal of Z l . Since we have already shown that f S l ;i i i i
w x  4 w x w x  4S l " 0 for any i g I, it is enough to prove that e S l ; S l " 0Äi i i i
“ “Ž . w xfor any i g I. For x s . . . , x , x g S l and i g I, suppose that e x sÄ2 1 i i
Ž .. . . , x y 1, . . . , x , x ; here note that i s i. We have to showk 2 1 k
“w e x G 0. 4.18Ž .ÄŽ .i
“ “Ž . Ž .Since w e x s w x y w G yw , it suffices to consider the case w ) 0.Äi k k k
Ä Ž . Ž . Ž .Arguing similarly to the f case, by 4.3 , 4.5 , and 4.7 , we havei
“Žq.b x G 1. 4.19Ž . Ž .k
Ã w xIt follows from S w g J l and w ) 0 thatk i k
“ “ “ “ “Žq. Ãw e x s w x y w G w x y w b x s S w x G 0.Ž . Ž . Ž . Ž .ÄŽ . Ž .i k k k k
w x ‘ w xSince S l is included in Z l and is closed under the actions of e ,Äi G 0 i
“ “w xfor any x g S l there exists l c 0 such that e e ??? e x s 0 for anyÄ Ä Äi i i i1 2 l
Ž .i , . . . , i g I. Indeed, we can take l s Ý x q 1. Therefore, to complete1 l j j
“ “w xthe proof, it is enough to show that if x g S l satisfies e x s 0 for anyÄi i
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““ “Ž . w xi g I, then x s 0 s . . . , 0, 0 . Indeed, this implies that for any x g S li“ “there exist i , i , . . . , i g I such that 0 s e e ??? e x or, equivalently,Ä Ä Ä1 2 k i i i1 2 k““ “Žl.Ä Ä w x Ž .x s f ??? f f 0. It follows that S l ; Im F . Now, suppose that x gi i i i ik 2 1 “ “w x Ž .S l satisfies e x s 0 for any i g I and x / 0. By 4.5 , for any i g I weÄi i
have
“ “ “Ž i. Ž i. Ž i.s x F 0 or s x - s x . 4.20Ž . Ž . Ž . Ž .0
““ Ž .By the assumption x s . . . x , x / 0, there exists j G 1 such that x ) 02 1 j
“Ž .and x s 0 for k ) j. Thus we have s x s x ) 0. This implies thatk j j
“Ž i .j Ž . Ž .s x G x ) 0. Then there is no possibility of the first case in 4.20j
“ “Ž i. Ž i.Ž . Ž .for i s i . Now we suppose that s x - s x for this i s i . Hence,j 0 j
“ “ “ “ Žy. “Ž i. Ž i. Ž i.Ž . Ž . Ž . Ž . Ž .Ž i. Ž i.we have 0 - s x y s x F s x y s x s b x and then0 0 i i
“ Žy. “Ž i.Ž .Ž Ž .. Ž Ž ..Ž i.l x s yb x - 0 see 4.12 , which contradicts the definition ofi
w x Ž .S l in 4.14 . Now we have completed the proof of Theorem 4.1.i
U Ž .4.3. Formula for « and Polyhedral Realization of B li
It is important to get the explicit form of «U in the sense of Propositioni
2.4. But a direct computation of «U seems to be difficult. So we applyi
U Ž . Ž i.Theorem 4.1 to calculate the value « b . We define the linear form ji
Ž . ‘i g I on Q by
“ “Ž i. Ž i.² : ² :Ž i.j x s y h , a x y x s y h , l q l x . 4.21Ž . Ž . Ž .Ý i i j i ij
Ž i.1Fj-i
Let us define the set of linear forms JŽ i. byi
Ž i. Ž i.J [ S ??? S j l G 0, j , . . . , j G 1 , 4.22Ž .½ 5i j j 1 ll 1
Ž‘. Ž .and set J [ J see Section 2.2 . Here we introduce the strict positi¤ityi i
assumption for i as follows:
if k Žy. s 0 then w G 0k
for any w s w x g JŽ j. _ j Ž i. N i g I . 4.23 4 Ž .Ý Dk k iž /
k  4jgI" ‘
Remark. Since the form j Ž i. has a negative coefficient for x Ž i., wei
remove j Ž i. from JŽ i. in the definition of the strict positivity assumption.i
Now we have the following theorem:
Ž .THEOREM 4.2. Let i be a sequence of indices satisfying 2.13 and the
strict positi¤ity assumption, and l be a dominant integral weight. Then for
POLYHEDRAL REALIZATIONS OF CRYSTAL BASES 585
“i g I and x g S we ha¤ei
“ “U Ž i.« x s max yw x w g J . 4.24Ž . Ž . Ž . 4i i
Proof of Theorem 4.2. First, let us show that the ampleness is always
satisfied under the strict positivity assumption. To do this, we consider the
following lemma:
LEMMA 4.3. Under the strict positi¤ity assumption for i, we ha¤e
Ã ÃS ??? S x s S ??? S x 4.25Ž .j j j j j jl 1 0 l 1 0
for any l G 0, j , . . . , j G 1, and0 l
“ “Ž i. Ž i.Ã Ã ² :S ??? S l x s h , l q S ??? S j x 4.26Ž . Ž . Ž .j j i j jl 1 l 1
Ž .for any l G 0, j , . . . , j G 1, and i g I, if the left-hand side of 4.26 is1 l
non-zero.
Ž . Ž" .Proof. First we show 4.25 . By the definition of b and b we knowk k
Žy. Ã Žy.that if k ) 0, S s S . Furthermore, even if k s 0, under the positiv-k k
Ãity assumption, S s S because in this case their actions are given byk k
using only b Žq. s b .k k
Ž .Next we shall consider 4.26 . Let us show it by the induction on l. If
Ž . Ž i. ² : Ž i. Ž .l s 0, 4.26 is just the equation l s h , l q j in 4.21 . Now wei
“Ž . Ž .assume 4.26 for l ) 0 and write w x s c q Ý w x / 0 for the bothk k k
Žy. Ã Žq.Ž .sides of 4.26 . First, if k / 0, we have S w s S w since b s b andk k k k
b Žy. s b Žy .. If k Žy. s 0 and w / lŽ i., by the strict positivity assumption,k k
we have w G 0 and thenk
Ã Žq.S w s w y w b s w y w b s S w .k k k k k k
Finally, we consider the case k Žy. s 0 and w s lŽ i.. In this case we have
k s i Ž j. for some j g I. By the explicit form of lŽ i. we have w Ž j. si
Ž i. Ž j. Ã² : Ž .Ž j.y h , a G 0 for j / i in w s l . Thus, if k s i j / i , S w s S wi i k k
by the fact b Žq. s b . If k s i Ž i., the coefficient of x Ž i. in lŽ i. is y1. Ink k i
Ã Ž .this case, S w s w and S w s 0. Then this is not the case of 4.26 .k k
This lemma implies that under the strict positivity assumption, any
w x ² :linear function in J l has a nonnegative coefficient 0 or h , l , whichi i
Ž .means i, l is ample. Therefore, we have
“ “‘Ä w xB l s x g B ‘ m R ; Z l h , l q w x G 0² :Ž . Ž . Ž . l i i
for any i g I and w g JŽ i. . 4.27Ž .4i
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“UŽ . Ž .It follows from Proposition 2.4 and 4.27 that the condition « x Fi
“ Ž i.² : Ž . ² :h , l is equivalent to yw x F h , l for any w g J .i i i
COROLLARY 4.4. Let i be the same as in Theorem 4.2 and l be a
dominant integral weight. Then we ha¤e
“ “Žl.B l ( Im C s x g S m R h , l q w x G 0² :Ž . Ž .Ž .i i l i
for any i g I and w g JŽ i. . 4.28Ž .4i
Furthermore, we also obtain the following combinatorial expression for
the weight multiplicities and the tensor-product multiplicities as follows:
“‘w x Ž . Ž .The weight function of Z l is described explicitly by 4.6 : wt x s l yi
Ž .  < Ž . 4Ý x a . Set W l [ n g P B l / B and denote the weight multiplic-k k i nk
Ž . Ž .ity of n in B l by M . Any n g W l is in the form l y Ý m al, n i i i
Ž .m g Z . Then we havei G 0
Ž .COROLLARY 4.5. For n s l y Ý m a g W l , the weight multiplicity ofi i i
n is gi¤en by
“ ÄM s a x g B l m s x for any i g I . 4.29Ž . Ž .Ýl, n i k½ 5
i sik
Now, we describe the so-called Littlewood]Richardson number cn .l, m
More precisely, for dominant integral weights l, m, and n , let cn be thel, m
Ž . Ž .number of irreducible components V n in the tensor product V l m
Ž .V m . Of course, this is the same as the number of connected components
Ž . Ž . Ž .B n in tensor product B l m B m . To do this we need the following
w xproposition, which is similar to Proposition 3.2.1 in 12 :
PROPOSITION 4.6. For dominant integral weights l and m, an element
Ž . Ž . Ž .u m ¤ g B l m B m satisfies e u m ¤ s 0 for any i g I if and only ifÄi
e u s 0 and e²hi, l:q1¤ s 0 for any i g I.Ä Äi i
w xProof. The argument in the proof of Proposition 3.2.1 12 can be
applied to any integrable highest weight modules for symmetrizable Kac]
Moody Lie algebras.
Here note that the condition e²hi, l:q1¤ s 0 is equi¤alent to the conditionÄi
Ž . ² : Ž .« ¤ F h , l and the explicit form of « is gi¤en in 4.6 . Here we seti i i
“ “Ž i. Ž i.E [ s x : i s i j s x . 4.30Ž . Ž . Ž . 4  4k k 0
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COROLLARY 4.7. For dominant integral weight l, m, and n , we ha¤e
“ “ “n Äc s a x g B m wt x s n y l and z x F h , l² :Ž . Ž . Ž .½l, m i
for any i g I and z g EŽ i. . 4.31Ž .5
5. RANK 2 CASE
In this section, we apply Theorem 4.2 and Corollary 4.4 to the case for
wthe Kac]Moody algebras of rank 2. We adopt the same setting as in 13,
x  4Sect. 4 . Without loss of generality, we can and will assume that I s 1, 2 ,
Ž .and i s . . . , 2, 1, 2, 1 . The Cartan data are given by
² : ² : ² : ² :h , a s h , a s 2, h , a s yc , h , a s yc .1 1 2 2 1 2 1 2 1 2
Here we have either c s c s 0, or both c and c are positive integers.1 2 1 2
Ž .We set X s c c y 2 and define the integer sequence a s a c , c for1 2 l l 1 2
l G 0 by setting a s 0, a s 1 and, for k G 1,0 1
a s c P X , a s P X q P X , 5.1Ž . Ž . Ž . Ž .2 k 1 ky1 2 kq1 k ky1
Ž .where the P X are Chebyshe¤ polynomials given by the generatingk
function
y1k 2P X z s 1 y Xz q z . 5.2Ž . Ž . Ž .Ý k
kG0
X Ž . Ž . Ž .Here define a c , c [ a c , c . Let l s l c , c be the minimall 1 2 l 2 1 max max 1 2
Ž .index l such that a - 0 if a G 0 for all l G 0, then we set l s q‘ .lq1 l max
Ž . Ž .By inspection, if c c s 0 resp. 1, 2, 3 then l s 2 resp. 3, 4, 6 . Fur-1 2 max
thermore, if c c F 3 then a s 0 and a ) 0 for l F l - l . On the1 2 l l maxma x
Ž .other hand, if c c G 4, i.e., X G 2, it is easy to see from 5.2 that1 2
Ž .P X ) 0 for k G 0. Hence a ) 0 for l G 1; in particular, in this casek l
l s q‘.max
Ž .THEOREM 5.1. i In the rank 2 case, for a dominant integral weight
Ž . Žl.l s l L q l L l , l g Z the image of the embedding C is gi¤en1 1 2 2 1 2 G 0 i
by
Žl. ‘Im C s . . . , x , x g Z x s 0 for k ) l , l G x , Ž .Ž .i 2 1 G 0 k max 1 1
a x y a x G 0, l q aX x y aX x G 0,l l ly1 lq1 2 lq1 l l lq1
for 1 F l - l . 5.34 Ž .max
TOSHIKI NAKASHIMA588
Ž . Ž . Ž . Ž .ii For any b g B ‘ , writing C b s . . . , x , x , we ha¤ei 2 1
U U  X X 4« b s x , « b s max a x y a x . 5.4Ž . Ž . Ž .1 1 2 1F l F l l lq1 lq1 lma x
Proof. In order to apply Corollary 4.4, we shall describe the set of
linear functions JŽ‘. and JŽ i. and check that i satisfies the strict positivityi i
assumption.
Ž‘. w xThe set J s J has been given in 13, Lemma 4.2 . In particular, it isi i
shown that the positivity assumption is satisfied. Hence, by Lemma 4.2 in
w x13 , we have
Ž .LEMMA 5.2. i For k G 1 and 0 F l - l , we setmax
w Ž l . s S ??? S S x ; 5.5Ž .k kqly1 kq1 k k
in particular, w Ž0. s x . If k is odd then w Ž l . s a x y a x ; if k isk k k lq1 kql l kqlq1
e¤en then w Ž l . s aX x y aX x .k lq1 kql l kqlq1
Ž . Ž lma xy1 .ii If c c F 3, i.e., l - q‘, then w s yx .1 2 max k kqlma x
Ž . Ž‘. Ž l .iii The set J consists of all linear forms w with k G 1 andi k
0 F l - l .max
Ž .iv The positi¤ity assumption for the sequence i is satisfied.
Now we return to the proof of Theorem 5.1. It remains to describe
“Ž i. Ž i.J s S ??? S j x k G 0, j , . . . , j G 1 i s 1, 2 .Ž . Ž .½ 5i j j 1 kk 1
Here we see the explicit form of j Ž i.:
j Ž1. s yx , j Ž2. s c x y x . 5.6Ž .1 2 1 2
Ž1.  4It is evident that J s yx . The proof of the theorem is completed byi 1
the following lemma:
Ž .LEMMA 5.3. i For 1 F l - l , we setmax
h s S ??? S S j Ž2. ; 5.7Ž .Ž .l ly1 2 1
in particular, h s j Ž2. s c x y x . Then we ha¤e h s aX x y aX x .1 2 1 2 l lq1 l l lq1
Ž .ii If c c F 3, i.e., l - q‘, then h s yx .1 2 max l y1 lma x max
Ž . Ž2.iii The set J consists of all linear forms h with 1 F l - l .i l max
Ž . Ž2.  Ž2.4iv Any element in J _ j has nonnegati¤e coefficients for xi 1
and x .2
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Ž .Proof. We can check ii by direct calculations for c c s 0, 1, 2, 3. The1 2
Ž . Ž . Ž . Ž .statement iv is immediate from i and iii . Thus we shall show i and
Ž . Xiii . Since a G 0, we havel
S aX x y aX x s aX x y aX x y aX bŽ .2 k 2 kq1 2 k 2 k 2 kq1 2 kq1 2 k 2 k 2 kq1 lq1 2 k
s c aX y aX x y aX xŽ .2 2 kq1 2 k 2 kq1 2 kq1 2 kq2
s aX x y aX x ,2 kq2 2 kq1 2 kq1 2 kq2
where we use the relation aX s c aX y aX . Thus we get S h s2 kq2 2 2 kq1 2 k 2 k 2 k
h . Similarly, we obtain S h s h , S h s h , and2 kq1 2 ky1 2 ky1 2 k 2 kq1 2 k 2 ky1
Ž .S h s h . We also have S h s h if j / k, k q 1. These imply i2 k 2 ky1 2 ky2 j k k
Ž .and also iii .
Applying Lemma 5.2 and Lemma 5.3 to Corollary 4.4 we conclude that
“Žl. ‘ Ž ly1.Im C s . . . , x , x g Z w x G 0, l G x andŽ . Ž .Ž .i 2 1 k 1 1
“l G yh x for k G 1, 1 F l - l . 5.8Ž . Ž .42 l max
Ž . Ž . Ž . Ž .Comparing 5.8 with the desired answer 5.3 , and using parts i and ii
of Lemma 5.2, it only remains to show that the inequalities w Ž l . G 0 ink
Ž .5.8 are redundant when k ) 1 and l - l y 1; that is, they are conse-max
quences of the remaining inequalities. This can be shown in the same way
w xas in the proof of Theorem 4.1 in 13 .
Ž .The proof of ii is evident from Theorem 4.2 and Lemma 5.3.
Note that in the cases when l - q‘, or, equivalently, the imagemax
Ž .Im C is contained in a lattice of finite rank, just correspond to the Liei
algebras g s A = A , A , B or C , G .1 1 2 2 2 2
To conclude this section, we illustrate Theorem 5.1 by the example when
Ž1. w xc s c s 2, i.e., g is the affine Lie algebra of type A , following 13 . In1 2 1
Ž . Ž .this case, X s c c y 2 s 2. It follows at once from 5.2 that P 2 s k q1 2 k
Ž . Ž1.1; hence, 5.1 gives a s l for l G 0. We see that for type A ,l 1
B l ( Im CŽl. s . . . , x , x g Z‘ : lx y l y 1 x G 0,Ž . Ž . Ž .Ž .i 2 1 G 0 l lq1
l G x and l q l q 1 x y lx G 0 for l G 1 ,4Ž .1 1 2 l lq1
“ Ž .and for x s . . . , x , x g S we have2 1 i
“ “U U« x s x and « x s max lx y l q 1 x . 4Ž . Ž . Ž .1 1 2 l G1 lq1 l
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6. A CASEn
We shall apply Theorem 4.2 and Corollary 4.4 to the case when g is of
w x  4type A . Let us identify the index set I with 1, n [ 1, 2, . . . , n in then
Ž ² :.standard way; thus, the Cartan matrix a s h , a is given byi, j i j 1F i, jF n
< <a s 2, a s y1 for i y j s 1, and a s 0 otherwise. As the infinitei, i i, j i, j
sequence i let us take the periodic sequence
i s ??? , n , . . . , 2, 1 , . . . , n , . . . , 2, 1 , n , . . . , 2, 1 .^ ‘ _ ^ ‘ _^ ‘ _
w x ‘Following 13, Sect. 5 , we shall change the indexing set for Z from ZG1
w x w x ŽŽ .to Z = 1, n , which is given by the bijection Z = 1, n “ Z j; iG1 G1 G1
“ ‘Ž . .‹ j y 1 n q i . According to this, we will write an element x g Z as a
Ž .doubly indexed family x . We will adopt the convention thatj; i jG1, igw1, nx
w xx s 0 unless j G 1 and i g 1, n ; in particular, x s x s 0 forj; i j; 0 j; nq1
all j.
Ž .THEOREM 6.1. Let l s Ý l L l g Z be a dominant integral1F iF n i i i G 0
weight.
Ž . Ž Žl..i In the abo¤e notation, the image Im C is the set of all integeri
Ž .families x such thatj; i
x G x G ??? G x G 0 for 1 F i F n , 6.1Ž .1; i 2; iy1 i ; 1
x s 0 for i q j ) n q 1, 6.2Ž .j ; i
l G x y x for 1 F j F i F n. 6.3Ž .i j ; iyjq1 j ; iyj
Ž . Ž . Ž . Ž .ii For any b g B ‘ , writing C b s . . . , x , x we ha¤ei 2 1
U  4« b s max x y x . 6.4Ž . Ž .i 1F jF i j ; iyjq1 j ; iyj
Proof. We will follow the proof of Theorem 5.1. So we first describe the
Ž i. Ž .set of linear functions J i s 1, . . . , n, ‘ and check that i satisfies thei
strict positivity assumption. As in the previous section, we set
Ž‘.J [ S ??? S x l G 0, j , j , . . . , j G 1 ,½ 5i j j j 0 1 ll 1 0
“Ž i. Ž i.J [ S ??? S j x k G 0, j , . . . , j G 1 i g I .Ž . Ž .½ 5i j j 1 lk 1
Ž‘. w xThe explicit description of the set J s J is given in 13, Lemma 5.2i i
and it is shown that the sequence i satisfies the positivity assumption; that
is, in this setting any linear form w s Ý w x g J has the propertyk j; i j; i i
Ž . w xw G 0 for any i s 1, . . . , n. Then 6.1 follows from Theorem 6.1 in 13 .1, i
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Therefore, in order to complete the proof, it is sufficient for us to show
that
Ž i.J s yx q x 1 F j F i i g I . 6.5Ž . Ž . 4i j ; iyjq1 j ; iyj
Ž i. Ž .Let us write F for the right-hand side of 6.5 . By the definition, we have
Ž i. Ž i. Ž i. Ž . w xj s yx q x and then j g F . Here for j; i g Z = 1, n ,1; i 1; iy1 G1
we will write the piecewise-linear transformation S as S ; ifŽ jy1.nqi j; i
Ž . w xj; i f Z = 1, n then S is understood as the identity transformation.G1 j; i
By direct calculations, we obtain immediately
S yx q xŽ .p ; q j ; iyjq1 j ; iyj
¡yx q x if p; q s j; i y j and j - i ,Ž . Ž .jq1, iyj jq1, iyjy1
yx q x if p; q s j; i y j q 1 andŽ . Ž .jy1, iyjq2 jy1, iyjq1~s
j / 1,¢yx q x otherwise,j ; iyjq1 j ; iyj
6.6Ž .
where we note that if j s i, yx q x s yx . This implies thatj; iyjq1 j; iyj i; 1
F Ž i. is closed by the action of S and all elements are obtained from j Ž i.,p; q
Ž . Ž .which shows 6.5 . The strict positivity assumption follows from 6.5
“ Ž .immediately. Thus, by virtue of Theorem 4.2 and Corollary 4.4 if x s C bi
we have
U« b s max x y x 1 F j F i ,Ž .  4i j ; iyjq1 j ; iyj
Ž . Ž .which implies ii and then we have i .
As we mentioned in Section 2.2, we give the example which does not
satisfy the positivity assumption.
EXAMPLE 6.2. We consider the case g s sl and take the sequence4
i s ??? 212321, where we do not need the explicit form of `` ??? '' in i. For
“ “ ‘Ž .simplicity, we write x s . . . , x , x for an element x g Z . In this2 1 i
setting, we have b s x y x y x q x , b s x y x q x , and 5Žy. s 1.1 1 2 4 5 2 2 3 4
Ž . Ž .Then S x s x y b s x q x y x , S S x s x q x y x y b s1 1 1 1 2 4 5 2 1 1 2 4 5 2
Ž .x y x , and S S S x s x y x q b s x y x q x y x . Thus we see3 5 5 2 1 1 3 5 1 1 2 3 4
Ž .the form S S S x has a negative coefficient for x , which breaks the5 2 1 1 2
positivity assumption. Furthermore, this case is not ample. Fix l g Pq
Žy. Ã Ã Ã² : ² : Ž .with h , l ) 0. Since b s y h , l q x y x and S S S x s2 2 2 2 1 5 2 1 1
Ž .S S S x , we have5 2 1 1
Ã Ã Ã Ã Žy. ² :S S S S x s x y x q x y x q b s y h , l q x y x ,Ž .2 5 2 1 1 1 2 3 4 2 2 3 4
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“ Ž . w x ² :which implies 0 s . . . , 0, 0 f S l because of h , l ) 0.i 2
7. AŽ1. -CASEny1
In this section we shall treat the affine Lie algebra g s AŽ1. . We willny1
assume that n G 3 since the case of AŽ1. was already treated in Section 5.1
w x w xAs in 13 we will identify the index set I with 1, n in a way such that the
Ž ² :.Cartan matrix a s h , a is given by a s 2, a s y1 fori, j i j 1F i, jF n i, i i, j
< < < <i y j s 1 or i y j s n y 1, and a s 0 otherwise. As the infinite se-i, j
quence we take the periodic sequence
i s ??? , n , . . . , 2, 1 , . . . , n , . . . , 2, 1 , n , . . . , 2, 1 .^ ‘ _ ^ ‘ _^ ‘ _
w xIn the rest of this section, we will use the notation in 13 :
w xj; i k [ k y 1 q j y 1 n y 1 q i .Ž . Ž .
Ž . w x wThus, the correspondence j; i ‹ j; i k is a bijection from Z = 1, n yG1
x w x1 to Z . If there is no confusion, we shall use j; i for j; i 1 . ThisG k
bijection transforms the usual linear order on Z into the lexicographicG k
w xorder on Z = 1, n y 1 given byG1
jX ; iX - j; i if jX - j or jX s j, iX - i .Ž . Ž .
w x Ž .As in 13, Sect. 6 we consider integer ``matrices'' C s c indexed byj; i
w xZ = 1, n y 1 and such that c s 0 for j c 0. With every such C andG1 j; i
any k G 1 we associate a linear form w on Z‘ given by w sC w k x C w k x
Ž . w x Ž .Ý c x . For any j; i g Z = 1, n y 1 , we set s s s C s cj; i j; i j; iw k x G1 j; i j; i 1; i
q c q ??? qc .2; i j; i
w x w xDEFINITION 7.1 13 . An integer matrix C indexed by Z = 1, n y 1G1
Ž .and each of the corresponding forms w is called admissible if itC w k x
Ž Ž . Ž . w x.satisfies the conditions same as 6.2 ] 6.5 in 13
w xs G 0 for j; i g Z = 1, n y 1 , 7.1Ž . Ž .j ; i G1
s s d for j c 0, 7.2Ž .j ; i i , 1
s X X F j for any j; i , with the equality for j c 0, 7.3Ž . Ž .Ý j ; i
X XŽ . Ž .j ; i F j ; i
If s ) 0 then s X X ) 0j ; i j ; i
7.4Ž .X X X Xfor some j ; i with j; i - j ; i F j q 1; i .Ž . Ž . Ž . Ž .
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Let us denote the set of all admissible matrices by C and C for the0
matrix given by c s d . Then we have w s x . The followingj; i j; i, 1; 1 C w k x k0w xlemma is shown in 13 and is used repeatedly in the subsequent argu-
ments.
Ž w x.LEMMA 7.2 Lemma 6.3 13 . The matrix C is the only admissible matrix0
with c s s ) 0.1; 1 1; 1
THEOREM 7.3. For l s Ý l L g P and the sequence i as abo¤e, wei i i q
ha¤e
“ “Žl. ‘w xIm C s x g Z l w x G 0 for any C g C and k G 1,Ž .Ž .i C w k x
l G x y x for j G 1 and 1 F i F n y 1,i j ; i j ; iy1
“  4l q w x G 0 for any C g C _ C . 7.5Ž . Ž .4n C w0x 0
w x Ž .Here note that we treat the matrix C 0 in the third condition of 7.5 . In
this case there is no object corresponding to w s x , but it is removedC w0x 00
from C. Furthermore, by Lemma 7.2 the only matrix with non-trivial c1; 1
Ž .is C . Thus the right-hand side of 7.5 is well defined.0
Proof. Let J be the set of linear forms obtained by applying S 's onk j
w x Ž‘.the linear form x as in 13, Sect. 6 and we denote J by J . Then byk k k
w xLemma 6.2 in 13 , we have
“Ž‘.J s w x C g C . 7.6Ž . Ž .½ 5k C w k x
In order to complete the proof of the theorem, it suffices to show the
following:
PROPOSITION 7.4. We ha¤e
Ž1.  4J s yx , 7.7Ž .i 1; 1
JŽ i. s yx q x N j G 1 1 - i F n y 1 , 7.8 4 Ž . Ž .i j ; i j ; iy1
“Žn.  4J s w x C g C _ C . 7.9Ž . Ž .½ 5i C w0x 0
Ž . Ž .Proof of Proposition 7.4. The proof of 7.7 is trivial. Let us show 7.8 .
Ž i. Ž . Ž .Write F for the right-hand side of 7.8 1 - i F n y 1 . Using the
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double index j; i, the linear form b can be written explicitly in the formj; i
“b x s x y x y x q x ,Ž .j ; i j ; i j ; iq1 jq1, i jq1, iq1
x y x y x q x¡ jy1; iy1 jy1; i j , iy1 j , i 7.10Ž .
“ ~Žy .b x s if j; i ) 2; 1 ,Ž . Ž . Ž .Ž j ; i. ¢0 if 1; 1 F j; i F 2; 1 .Ž . Ž . Ž .
Here note that x means x , x means x if j ) 1, and xj; n jq1; 1 j; 0 jy1; ny1 j, i
means 0 if j F 0, which is a convention different from that used in the
“Ž i. Ž i.Ž . ŽA -case. By the definition of j we have j x s yx q x 1 - in 1; i 1; iy1
“Ž i. Ž i.. Ž . Ž .F n y 1 . Then j x g F . By using the explicit form of b in 7.10 ,j; i
Ž .we obtain a formula similar to 6.6 :
S yx q xŽ .p ; q j ; i j ; iy1
¡yx q x if p; q s j; i y 1 ,Ž . Ž .jq1, i jq1, iy1
~yx q x if p; q s j; i ) 2; 1 ,Ž . Ž . Ž .s 7.11Ž .jy1, i jy1, iy1¢yx q x otherwise.j ; i j ; iy1
This implies that any form in F Ž i. is generated by j Ž i. and the set F Ž i. is
closed under the action of S .p; q
Ž .Before showing 7.9 we consider the following lemma:
Ž .  4LEMMA 7.5. Suppose that C s c g C _ C satisfies c - 0. Thenj; i 0 2; 2
we ha¤e c s c s 1, c s y1, and c s 0 for other j; i.1; 2 2; 1 2; 2 j; i
Proof of Lemma 7.5. By the definition of s , we have c s s y s .j; i 2; 2 2; 2 1; 2
Thus, our assumption c - 0 implies2; 2
0 F s - s . 7.12Ž .2; 2 1; 2
Ž . Ž .It is obtained by 7.3 and 7.4 that
s q s q ??? qs F 1, 7.13Ž .1; 1 1; 2 1; ny1
s q s q ??? qs q s F 2, 7.14Ž .1; 1 1; 2 1; ny1 2; 1
s X X ) 0 for some 1; 2 - jX ; iX F 2; 2 . 7.15Ž . Ž . Ž . Ž .j ; i
Ž . Ž .Since C / C , by Lemma 7.2 we have c s s s 0. Then by 7.1 , 7.12 ,0 1; 1 1; 1
Ž .and 7.13 , we get
s s c s 1 7.16Ž .1; 2 1; 2
s s s s ??? s s s s s 0. 7.17Ž .1; 3 1; 4 1; ny1 2; 2
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Then we have
c s s s ys s y1. 7.18Ž .2; 2 2; 2 1; 2
Ž . Ž . Ž .Furthermore, by 7.14 , 7.15 , and 7.17 we have
s s 1. 7.19Ž .2; 1
Here we need the following lemma to complete the proof of Lemma 7.5:
LEMMA 7.6. If s s 1 and Ý X X s X X s j, we ha¤e s s d forj; 1 Ž j ; i .F Ž j; 1. j ; i k ; i i, 1
Ž . Ž .k; i G j; 1 .
Ž . Ž .Proof. It follows from 7.3 and 7.4 that
s X X F j, 7.20Ž .Ý j ; i
X XŽ . Ž .j ; i F j ; ny1
s X X F j q 1, 7.21Ž .Ý j ; i
X XŽ . Ž .j ; i F jq1; 1
s X X ) 0 for some j; 1 - jX ; iX F j q 1; 1 . 7.22Ž . Ž . Ž . Ž .j ; i
Ž . Ž .Then by applying the assumption of the lemma to 7.20 ] 7.22 we have
s s s s ??? s s s 0 and s s 1, which impliesj; 2 j; 3 j; ny1 jq1; 1
s X X s j q 1.Ý j ; i
X XŽ . Ž .j ; i F jq1; 1
These are the assumptions of the lemma j replaced by j q 1. Therefore,
the induction proceeds and then we get s s s s ??? s s s 0k ; 2 k ; 3 k ; ny1
and s s 1 for k G j.k ; 1
Ž . Ž . Ž . X X X XBy 7.14 , 7.16 , and 7.19 we have s s 1 and Ý s s 2.2; 1 Ž j ; i .F Ž2; 1. j ; i
Ž . Ž .Then by using Lemma 7.6, we have s s d for k; i G 2; 1 and thenk ; i i; 1
¡1 if j; i s 1; 2 , 2; 1 ,Ž . Ž . Ž .~c s s y s s y1 if j; i s 2; 2 ,Ž . Ž .j ; i j ; i jy1; i ¢
0 otherwise,
which is the desired result. Then we finished the proof of Lemma 7.5.
Ž . Žn. Ž .Let us show 7.9 . We write F for the right-hand side of 7.9 . The
explicit form of j Žn. is
“Žn.j x s x q x y x s x q x y x . 7.23Ž . Ž .1; 1 1; ny1 2; 1 1; 2w0x 2; 1w0x 2; 2w0x
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Observing this form carefully, formally we can write
“Žn.j x s S x . 7.24Ž . Ž .1; 1w0x 1; 1w0x
Of course there is nothing corresponding to x s x . But, formally we1; 1w0x 0
have
Žn.F s S ??? S S x l G 0, j G 1, i g I . 7.25Ž .Ž .½ 5j ; i w0x j ; i w0x 1; 1w0x 1; 1w0x k kl l 1 1
“Ž . Ž .By Lemma 7.2, we know that the form w x s Ýc x C g CC w0x j; i j; iw0x
satisfying c / 0 is only x s x , corresponding to the matrix C .1; 1 1; 1w0x 0 0
Moreover, note that only the explicit form of S is different from the2; 2w0x
Ž . Ž w x.y Ž .y Ž w x.yforms of S k G 1 ; namely, 2; 2 0 s 2; 1 s 0 and 2; 2 k s2; 2w k x
w x Ž .y y1; 1 k for k G 1 and then b s 0 and b s b for k G 1 .Ž2; 2w0x. Ž2; 2w k x. 1; 1w k x
But for k G 0 the form w s Ýc x with c - 0 must be xC w k x j; i j; iw k x 2; 2 1; 2w k x
qx y x by Lemma 7.5. Then we have that if c - 0,2; 1w k x 2; 2w k x 2; 2
w s j Žn. s S x , if k s 0,C w0x 1; 1w0x 1; 1w0x“S w x s 7.26Ž . Ž .2; 2w k x C w k x ½ w s x , if k G 1,C w k x k0
which implies that w s x never occurs in F Žn. and F Žn. is stable byC w0x 00
w xthe actions of S . Thus, by Lemma 6.2 in 13 we obtainj; iw0x
“Žn.  4F s w x C g C _ C .Ž .½ 5C w0x 0
Now, we have completed the proof of Proposition 7.4.
Proof of Theorem 7.3. Let us demonstrate that the above proposition
and lemma imply our theorem. In view of Corollary 4.4 and Proposition
7.4, it suffices to show that the sequence i satisfies the strict positivity
Ž‘. w xassumption. We have already shown this for J in 13 . Next, we considerk
Ž i. Ž . Ž1. Ž i.J i s 1, 2, . . . , n . Since j s yx and j s yx q x fori 1; 1 1; i 1; iy1
Ž Ž i.  Ž i.4.1 - i F n y 1, among D J _ j the only linear form which1F iF ny1 i
Ž .has non-trivial coefficients for x 1 F i F n y 1 or x is just yx q1; i 2; 1 2; 2
x , which has a positive coefficient for x . The remaining case is i s n.2; 1 2; 1
“Žn. Žn.Ž .In this case, the explicit form of j is given by j x s x q x y1; 1 1; ny1
“Ž .x . Thus it suffices to show that any linear form w x s Ý c x g2; 1 j; i j; i j; iw0x
Žn.  Žn.4J _ j satisfies c , . . . , c , c , c G 0. Positivities for c ,i 1; 2 1; ny1 2; 1 2; 2 1; 2
Ž .. . . , c are trivial from s s c and 7.1 . If we assume c - 0, we1; ny1 1; i 1; i 2; 1
have c s s y c ) 0. By Lemma 7.2, we get c s d . Now since1; 1 2; 1 2; 1 j; i j; i, 1; 1
C / C , we have c G 0. If we assume that c - 0, we have w s j Žn.0 2; 1 2; 2 C w0x
by Lemma 7.5. Thus, we have obtained the strict positivity assumption and
then completed the proof of the theorem.
POLYHEDRAL REALIZATIONS OF CRYSTAL BASES 597
ACKNOWLEDGMENTS
The author thanks A. Zelevinsky for valuable advice and suggestions. He also acknowl-
edges S. Zelikson for notifying him that the crystal R and the embedding V have alreadyl l
w xappeared in 1 .
REFERENCES
1. A. Joseph, ``Quantum Groups and Their Primitive Ideals,'' Springer-Verlag, BerlinrNew
York, 1995.
2. M. Kashiwara, Crystallizing the q-analogue of universal enveloping algebras, Commun.
Ž .Math. Phys. 133 1990 , 249]260.
3. M. Kashiwara, On crystal bases of the q-analogue of universal enveloping algebras, Duke
Ž .Math. J. 63 1991 , 465]516.
4. M. Kashiwara, Crystal base and Littelmann's refined Demazure character formula, Duke
Ž .Math. J. 71 1993 , 839]858.
5. M. Kashiwara, Crystal base of modified quantized enveloping algebra, Duke Math. J. 73
Ž .1994 , 383]413.
6. M. Kashiwara, Crystallization of quantized enveloping algebras, Sugaku Expositions 7, No.
Ž .1 1994 .
7. S.-J. Kang, M. Kashiwara, K. Misra, T. Miwa, T. Nakashima, and A. Nakayashiki, Affine
Ž .crystals and vertex models, Internat. J. Modern Phys. A. 7, Suppl. 1A 1992 , 449]484.
8. S.-J. Kang, M. Kashiwara, K. Misra, T. Miwa, T. Nakashima, and A. Nakayashiki, Perfect
Ž .crystals of quantum affine Lie algebras, Duke Math. J. 68 1992 , 499]607.
9. M. Kashiwara and T. Nakashima, Crystal graph for representations of the q-analogue of
Ž .classical Lie algebras, J. Algebra 165 1994 , 295]345.
10. P. Littelmann, A Littlewood]Richardson type rule for symmetrizable Kac]Moody alge-
Ž .bras, In¤ent. Math. 116 1994 , 329]346.
11. P. Littelmann, Path and root operators in representation theory, Ann. of Math. 142, No. 3
Ž .1995 , 499]525.
12. T. Nakashima, Crystal base and a generalization of the Littlewood]Richardson rule for
Ž .the classical Lie algebras, Commun. Math. Phys. 154 1993 , 215]243.
13. T. Nakashima and A. Zelevinsky, Polyhedral realization of crystal bases for quantized
Ž .Kac]Moody algebras, Ad¤ . Math. 131 1997 , 253]278.
