Abstract-Owing to its superior properties, such as fast identification and relatively long interrogating range over barcode systems, Radio Frequency Identification (RFID) technology has promising application prospects in inventory management. This paper studies the problem of complete identification of missing RFID tag, which is important in practice. Time efficiency is the key performance metric of missing tag identification. However, the existing protocols are ineffective in terms of execution time and can hardly satisfy the requirements of realtime applications. In this paper, a Multi-hashing based Missing Tag Identification (MMTI) protocol is proposed, which achieves better time efficiency by improving the utilization of the time frame used for identification. Specifically, the reader recursively sends bitmaps that reflect the current slot occupation state to guide the slot selection of the next hashing process, thereby changing more empty or collision slots to the expected singleton slots. We investigate the optimal parameter settings to maximize the performance of the MMTI protocol. Furthermore, we discuss the case of channel error and propose the countermeasures to make the MMTI workable in the scenarios with imperfect communication channels. Extensive simulation experiments are conducted to evaluate the performance of MMTI, and the results demonstrate that this new protocol significantly outperforms other related protocols reported in the current literature.
I. INTRODUCTION
R ADIO Frequency Identification (RFID) devices are widely deployed in many application scenarios, such as supply chain management [1] [2] and inventory control [3] [4] [5] , where the missing tag problem is an important but challenging issue [6] [7] [8] [9] . This issue can be generally classified into three categories: (1) missing-tag event detection protocols focus on detecting whether any RFID tags are missing or not instead of exactly pinpointing which tags are missing [6] [7] [9]; (2) probabilistic missing-tag identification protocols can pinpoint which RFID tags are missing (i.e., find out the ID information of the missing RFID tags), but do not guarantee to report all missing ones (e.g., Protocol 1 in [8] ); (3) complete missing-tag identification protocols focus on pinpointing the ID information of all missing RFID tags and guarantee 100% reporting (e.g., IIP in [10] , Protocols 2 and 3 in [8] ).
This paper focuses on the third sub-problem-complete missing-tag identification, which is of great importance and irreplaceable in some scenarios. For example, in a warehouse that suffers from burglary, it is essential to monitor the items. However, simply detecting the missing-tag event is not enough. In addition, we need to obtain the detailed information (e.g., category, price, etc.) of the missing items so as to assess the seriousness of the loss and take different countermeasures. In this situation, complete missing tag identification protocol is preferred. Despite of its practical importance, the problem of complete identification of missing tags is still underinvestigated and solicits new efficient solutions.
To the best of our knowledge, the existing advanced protocols for addressing the problem of missing tag identification include: (1) the Iterative ID-free Protocol (IIP) proposed in [10] ; and (2) a group of protocols reported in [8] . In what follows, we will present and analyze these schemes, respectively.
The IIP scheme is based on the classical Framed Slotted Aloha communication mechanism. By pseudo-randomly employing a hash function (shared by both the reader and tags), the reader can predict the singleton slots, in which only one tag is expected to respond; the collision slots, in which two or more tags are expected to respond; and the empty slots, in which no tag is expected to respond. Based on the observation of the actual state of each slot, the reader identifies the missing tags. In IIP, for time-efficiency, the tag response is 1-bit. If an expected singleton slot turns out to be empty, the reader asserts that the tag corresponding to this slot is missing. Although many recent studies (e.g., [11] , [12] , and [13] ) have been reported to make use of the collision slots, IIP does not leverage the expected collision slots. The reasons are exemplified as follows. For an expected collision slot, if all tags corresponding to this slot respond as expected, the reader senses a busy slot. On the other hand, if only some of them are missing, and thus at least one tag is present and responds, the reader still senses a busy slot. Clearly, in this case, the reader cannot identify the missing tags. The reader can identify the missing tags during an expected collision slot unless all the tags corresponding to this slot are missing and this slot turns out to be empty. But this probability is very small. Therefore, without loss of generality, IIP only leverages the expected singleton slots. Whereas, the expected empty slots and the expected collision slots that account for nearly 48% are not 0090-6778/14$31.00 c 2014 IEEE used and become wasted, which leads to the deficiency of IIP.
In [8] , Zhang et al. proposed three protocols to identify the missing tags in the multi-reader scenarios. Protocol 2 and 3 in [8] can identify all the missing tags but Protocol 1 cannot. Benefiting from the cooperation among RFID readers, these protocols can reduce the time for identifying all the missing tags by up to 75% when compared to IIP. In the single reader scenarios (or in the scenarios where the number of readers is small), IIP still runs faster than the protocols in [8] .
This paper investigates a "multi-hashing" approach to relieve the deficiency of IIP and proposes the Multi-hashing based Missing Tag Identification (MMTI) protocol. In this protocol, multiple hashing processes are repeated to increase the proportion of the expected singleton slots-improving the utilization of time frame. The challenge is how to guarantee that the achieved singleton slots will not be selected in the next hashing process. Accordingly, we investigate a bitmap to guide the next hashing process. Specifically, since the slot occupation states of the frame is predictable to the reader, it could construct a bitmap, in which '1s' indicate the singleton slots that cannot be selected in the next hashing process; and '0s' indicate the collision or empty slots that can be selected in the next hashing process. The reader then broadcasts this bitmap to guide the next hashing process. To maximize the performance of the proposed MMTI, we investigate the optimization of the involved parameters including frame size and the hashing count. Since the communication channel is error-prone in the real environment, this paper discusses the impact of channel error and investigates the corresponding countermeasures. Sufficient analysis and experiments manifest that MMTI reduces 32% and about 90% of the required execution time, when compared to IIP and Protocol 3 (the best protocol in [8] ), respectively.
The major contributions of this paper are summarized as follows:
1) A Multi-hashing based Missing Tag Identification (MMTI) protocol is proposed to reduce the proportion of the expected empty slots and expected collision slots that are not leveraged and trigger the deficiency of the existing IIP scheme. 2) The optimal parameter settings of the proposed MMTI protocol are thoroughly investigated in order to maximize its performance.
3) The impact of channel errors on the proposed MMTI protocol and the corresponding countermeasures are investigated. 4) The performance of the proposed MMTI protocol is thoroughly evaluated by virtue of extensive simulation experiments and is compared to the other related protocols reported in the current literature, manifesting its superior efficiency. The rest of this paper is organized as follows. The related work is reviewed in Section II. Section III describes the problem to be addressed in this paper and presents the system model. We propose the MMTI protocol and present the related proofs in Section IV. In Section V, extensive simulation experiments are conducted to evaluate the performance of the MMTI protocol. Finally, this paper is concluded in Section VI.
II. RELATED WORK
In the current literature, many studies have been conducted to address various important problems in the field of RFID. Most of the previous work concentrated on the problem of tag identification, which is to identify the IDs from a large number of tags as quickly as possible. The existing tag identification schemes can be generally classified into Alohabased schemes [14] [15] [16] and tree-based schemes [17] [18] [19] . In recent years, a new technical problem of information collection has attracted much attention, which aims to collect the information (e.g., the environment temperature) generated by the sensor-augmented RFID tags [20] , instead of just simple ID information. In [20] , Chen et al. proposed a multi-hashing approach named Multi-hash Information Collection protocol (MIC) to increase the utilization of the time frame. In MIC, the reader assigns tags to slots by using k hashing functions, which is equivalent to "multi-hashing". Intuitively, a single hashing function can generate about 37% singleton slots (when the number of tags is the same as the number of slots). Two hashing functions can generate 37% + (1 − 37%) × 37% singleton slots. The more hashing functions are employed, the more singleton slots can be achieved. Then the reader sends a hash-selection vector to inform the tags which hashing functions they should adopt. However, in MIC, the tags have to store the whole hash-selection vector when searching their proper slots, which poses challenges on the very limited storage capacity of RFID tags, especially for the passive tags.
The missing tag problem, which is of great practical importance, also attracted much attention. In [6] , Tan et al. proposed the Trust Reader Protocol (TRP) to detect the missing-tag event with a given probability when the number of missing tags exceeds a threshold. In [7] , Luo et al. investigated birthday paradox to detect the missing tag event and presented the corresponding energy-time tradeoff. To further accelerate the detection process, a "multi-hashing" method was proposed to increase the utilization of the time frame. The Multi-Seed Missing-tag Detection (MSMD) [9] uses multiple hashing seeds to increase the proportion of the expected singleton slots in the time frame. Specifically, the reader uses a hashing seed to map the tags to slots, which is logically equivalent to a hashing process (multiple seeds correspond to multiple hashing processes). A slot may be an expected singleton using a seed, but a collision using another seed. To maximize the proportion of the expected singleton slots, the reader selects the best hashing seed for each slot such that this slot can be singleton. After that, the reader constructs a seed-selection vector V , which contains f selectors, one for each slot in the time frame. Then, the reader broadcasts the seed-selection vector V to tell the tags to choose the seed thereby guiding their slot selection (i.e., the multi-hashing processes). MSMD also suffers from the storage limitation. The protocols reported in [6] [7] [9] are able to detect the missing-tag event only, but cannot exactly pinpoint which RFID tags are missing.
The Iterative ID-free Protocol (IIP) presented in [10] can completely identify the missing tags and guarantee 100% reporting. As aforementioned, the singleton slots in the IIP protocol are used to verify the presence of the tags. The expected empty slots and collision slots contribute nothing to missing tag identification and are wasted. The inefficiency due to the collision slots has been noticed in [10] , and the authors investigated a method to turn some of the collision slots into singleton slots. However, the empty slots are not discussed and still wasted directly. According to the theoretical analysis in [10] , we find that the expected empty slots and expected collision slots still account for nearly 48% even though they have tried to turn some collision slots into singleton slots. Clearly, IIP still has a large space for improvement. In reality, a single reader usually cannot cover the whole monitoring area. In [8] , Zhang et al. proposed three protocols to identify missing tags in the multi-reader scenarios, where all the readers perform synchronized and parallel scans. Protocol 2 and 3 in [8] can identify all the missing ones while Protocol 1 cannot. Experimental results in [8] demonstrate that Protocol 3 reduces the time for identifying all the missing tags by up to 75% in comparison to IIP. The superiority over IIP benefits from the cooperation of the readers, whereas, in the single reader scenarios, IIP in [10] still outperforms Protocol 3 in [8] .
Actually there is another type of "missing" tag problem [21] , in which the "missing" tags represent the tags that are left unread due to errors in the communication link towards the reader, e.g., caused by the obstacles in the radio path. In other words, the study in [21] investigated the problem of tag identification (i.e., reading the tag IDs) in a scenario with non-perfect communication channels. The authors studied how to minimize the probability of missing (miss-reading) a tag, which is different from the missing tag identification problem addressed in this study.
III. SYSTEM AND PROBLEM

A. Problem Description
Assume each item under monitoring in a warehouse is attached with an RFID tag. An RFID reader located in the center of this warehouse periodically scans the tags within its interrogation range. This scenario is illustrated in Fig. 1 where there is one reader and N tags and all the tags are within the range of this reader. It is worth noting that the proposed MMTI protocol can be easily extended to the multireader scenarios [22] . For the purpose of clarity, we consider the case of a single reader. Let S denote the tag set, where N) . All tags are equipped with the same uniform hash function H(·), and each [10] . Some tags may be missing due to theft or other reasons. The problem studied in this paper is to completely identify all the missing RFID tags in a fast way. Table I summarizes the notations used this paper.
B. Time Slots
The proposed MMTI protocol is based on the slotted Aloha communication mechanism which will be briefed below. The communication between the reader and the tags is in a timeslotted way. The reader synchronizes the slots by broadcasting the end slot command. Each tag has a slot clock which is initialized with a random slot number. A tag down-counts its slot clock one each time when the reader indicates that the current slot has ended. A tag responds when its slot clock reaches zero. According to Philips I-Code [23] , we have the following two claims: (1) if each tag response is at least 10 bits, the reader can distinguish three types of slots: the empty slot in which no tag responds in the slot; the singleton slot in which exactly one tag responds; and the collision slot in which more than one tag responds. (2) if each tag response is less than 10 bits (e.g., 1 bit only), the reader can distinguish two types of slots only: the idle slot in which no tag responds; and the busy slot in which at least one tag responds. The above two claims have also been adopted in the literature [5] [7] [9] [10] .
Based on Philips I-Code [23] , Li et al. [10] presented a method of classifying the time slots based on their length: tag slots, long slots and short slots. The length of a tag slot, denoted as t id , is set to 2.4ms and allows the transmission of a 96-bit tag ID. The length of a long slot, denoted as t l , is set to 0.8ms and affords transmitting a long response containing 10-bit data. The length of a short slot, denoted as t s , is set to 0.4ms and allows the transmission of a short response conveying only 1-bit data. This gives an approximate transmission rate of 96/(2.4 * 10 −3 ) = 40Kb/s [8] .
IV. MULTI-HASHING BASED MISSING TAG IDENTIFICATION PROTOCOL
Recall the state-of-the-art IIP scheme, empty and collision slots accounting for about 48% are wasted and thus trigger its deficiency. To overcome this problem, a method that can increase the proportion of singleton slots is desirable. Inspired by [9] [20], this paper leverages multi-hashing idea to relieve the inefficient of the IIP scheme. But it is worth noting that this paper and literature [9] [20] address different problems. Moreover, the detailed implementation of our multihashing idea is different from that in [9] [20] . Compared with the methods in [9] [20], the proposed MMTI protocol does not suffer the limitation of storage. In this section, we first present the intuitive advantage of multi-hashing that inspires the proposed MMTI protocol. After that, we give the detailed protocol design and investigate the involved parameter settings including the frame size f as well as the hashing count m to maximize its performance.
A. Intuitive Motivation of Multi-Hashing
The MMTI protocol is proposed to reduce the expected empty slots and the expected collision slots. Fig. 2 illustrates the intuitive motivation of multi-hashing. Before exemplifying the basic multi-hashing idea, for the purpose of clarity, we define two types of tags: (1) singleton tag that picks an expected singleton slot in the multi-hashing process; (2) collision tag that picks an expected collision slot. The process that each tag pseudo-randomly picks a slot from a given slot set is referred to as a hashing. As illustrated in Fig. 2 (a), after the first hashing, 4 singleton slots (marked by circle) can be used to identify the presence of the corresponding 4 singleton tags (marked by circle). Whereas, 6 slots (empty or collision) are not used and wasted. Clearly, if the hashing is implemented for just once, the slotted frame is of low utilization.
A multi-hashing method can improve the efficiency. As illustrated in Fig. 2(b) , keeping the singleton mapping (derived from the first hashing) unchanged, we further implement the second hashing between the 6 collision tags and the 6 nonsingleton (empty or collision) slots to improve the utilization of the slotted frame. In other words, the singleton tags will not participate in the second round of hashing. Moreover, only the non-singleton slots can be picked in the second hashing. After that, we can obtain 2 more singleton slots (marked by hexagon).
Note that, the hashing process is just to get a virtual mapping between the slots and the tags. The slotted time frame has not been executed yet. As exemplified in Fig. 2 , after two hashing processes, 6 tags are assigned to exclusive slots. That is, 6 slots are supposed to be singleton in the following actual time frame. If we iteratively implement more hashing processes, more slots will become singleton. So intuitively, the multi-hashing based protocol can better utilize the time slots thereby relieving the deficiency of the IIP scheme.
B. Protocol Design
The proposed MMTI protocol consists of multiple rounds, each of them consists of three phases: Pre-identification phase, Identification phase and Acknowledgment phase. In the Pre-identification phase, the hashing process is iteratively implemented for m times. In an arbitrary hashing process, each non-singleton tag pseudo-randomly chooses a slot from the non-singleton slot set. For clarity of description, we first describe the MMTI protocol with m = 2 (i.e., in each round, the hashing process is iteratively implemented twice in the Pre-identification phase). After the first phase, each 4 4 Tag singleton slot derived from the first hashing singleton slot derived from the second hashing empty slot or collision slot (a) The first hashing (b) The second hashing is used to mark the singleton map derived from the first hashing is used to mark the singleton map derived from the second hashing RFID tag determines a time slot within the following frame and responds in the picked slot. Since the tags have ability to send a 1-bit response to the reader [9] [10] [11] [24] , for the purpose of saving time, the proposed MMTI lets each tag respond only 1 bit information to announce its presence in the picked slot. According to the actual state of an expected singleton slot, the reader identifies the presence of the corresponding tag. Specifically, if an expected singleton slot turns out to be an empty slot, the tag corresponding to this slot is missing. In the Acknowledgment phase, the reader transmits a bitmapAck to inform the tags if they have declared their presence successfully in this round. According to the bitmapAck, each tag determines to participate in the next round or not. In an arbitrary round, the details of three phases are presented as follows.
1) Pre-identification phase:
In the first phase, the proposed MMTI protocol aims to generate (m − 1) bitmaps on the reader side when m hashings are made. Generally, between any two consecutive hashing processes, each bitmap represents the slot occupation states of the current round of hashing, and is used to guide the slot selection of the next hashing. After the bitmaps are generated, they are transmitted one by one. Then the tags go through the (m − 1) bitmaps, one after another, until they find their slots to respond and the announce their presence. The detailed procedures are presented as follows.
The reader first broadcasts a query R, f , where R is a random number (fresh in each round) and f is the frame size. Each tag, say T ag i , receives the query R, f and uses the hash generator H(·), R, f and its ID i to pseudo-randomly pick slot x , where
. This is the first hashing process.
By employing the same H(·), R and f , the reader can predict the locations of the expected empty slots, the expected singleton slots and the expected collision slots after the first hashing process. The reader constructs an f -bits bitmap, in which '1s' represent the expected singleton slots that cannot be selected in the next hashing process; '0s' represent the expected empty slots or expected collision slots that can be selected in the next hashing.
The reader counts the number of non-singleton (empty or collision) slots denoted as z, and broadcasts it together with a new random number R . Each tag receives z and R and computes j = H(ID i , R ) mod z, whose result is within [0, z − 1], where j means that the j th non-singleton slot is the candidate slot that T ag i may pick in the second hashing process. The reader broadcasts the bitmap constructed above. Each tag, say T ag i , receives this bitmap sequentially. T ag i checks the x th bit in this bitmap and finds out the index (denoted as y) of the j th '0' in the bitmap as well. If T ag i finds that the x th bit in the bitmap is '1', it learns that the slot x derived from the first hashing is an expected singleton slot, then it picks the slot x . Otherwise, T ag i picks the slot y , which is equivalent to the second hashing.
Because the reader knows all the parameters, tags-slots mapping results of the above two-hashing processes are predictable to the reader.
2) Identification phase: In this phase, the MMTI protocol actually executes the slotted frame. Similar with IIP [10] , the proposed MMTI leverages the observations of the expected singleton slots to identify the missing tags. Specifically, if the reader receives a response in an expected singleton slot, it can assert the presence of the corresponding tag. On the other hand, if an expected singleton slot turns out to be empty, the corresponding tag must be missing and is pinpointed by the reader. To check if an expected singleton slots is empty or non-empty, 1-bit tag response is adequate.
At the end of this phase, the reader constructs the fbits bitmapAck. If slot k is expected to be a singleton slot, the reader sets bitmapAck[k]='1'. Otherwise, the reader set
3) Acknowledgment phase: When all the slots in the frame have been counted, the reader broadcasts the bitmapAck constructed above. Each tag receives the bitmapAck sequentially and checks whether it has been verified successfully. Specifically, if a tag picked and responded in the slot k , it checks the k th bit in the bitmapAck. If the k th bit is '1', the tag learns that its presence is noticed by the reader, then this tag keeps silent and will not participate in the following rounds. Otherwise, this tag continues to participate in the next round.
In this round, a fraction of the tags are verified and the other tags will participate in the next round. The MMTI protocol repeats the round described above until all the presence of all tags is verified.
In the Pre-identification phase and the Acknowledgement phase, a tag sequentially receives the bitmaps which may be very long. As there is no need for a tag to store the whole bitmap, the long bitmap is divided into segments of 96-bits for transmission in long slots. A segment of the bitmap becomes useless and can be erased after being checked by a tag. Hence, a tag needs to store only one segment (96-bits) at the same time. So the storage requirement is not an obstacle to the proposed MMTI protocol. The expected number of singleton slots derived from the first hashing s 1 The expected number of non-singleton slots derived from the first hashing n1
The expected number of singleton tags derived from the first hashing n 1 The expected number of collision tags derived from the first hashing s2
The expected number of new singleton slots derived from the second hashing n2
The expected number of new singleton tags derived from the second hashing N total
The total number of expected singleton slots derived from two hashing processes, i.e., N total = s1 + s2 T
The whole execution time of this round A random number R is picked in the above protocol design to perform the hashing. It is worth noting that, because the reader knows all tag IDs, instead of randomly picking R, it is able to select an ideal R that can achieve a better mapping between the tags and the slots. Then, the performance of the proposed MMTI can be further improved. But for a fair comparison with the other two main benchmark protocols proposed in [8] , [10] , where R is also picked as a random number, this paper still randomly picks R in each process of hashing.
C. Choosing an Optimal Frame Size f
The MMTI protocol repeats multiple rounds to identify the presence of all tags. In an arbitrary round, let N * denote the number of the tags that should participate in this round. Clearly, N * = N in the first round. In what follows, we will present the detailed analysis of how to choose the optimal frame size f in order to achieve the best time-efficiency in each round. Table II summaries the notations used below.
Theorem 1: For the special case of m = 2 (i.e., two hashing processes are conducted in each round), MMTI achieves the best time-efficiency if we set f = N * in each round. Proof: First, let us consider how many tags are expected to be singleton in this round. In the first hashing process, given the frame size f, each tag has the probability 1 f to select a specific slot during the first hashing process. For N * tags in total, the probability p 1 that a slot becomes expected singleton slot is given as follows:
Since f is normally large, in Eq. (1), p 1 can be simplified to
f . For the clarity of presentation, we denote N * f as ρ, and ρ is referred to as the load factor meaning the number of tags "loaded" in the current frame.
Each of the f slots in the current frame has the probability p 1 to be a singleton slot. Let s 1 be the expected number of the singleton slots derived from the first hashing. We have:
Let s 1 denote the expected number of non-singleton slots derived from the first hashing process. Clearly, s 1 can be written as:
Let n 1 and n 1 denote the expected number of the singleton tags and the expected number of the collision tags, respectively. n 1 and n 1 can be given by:
In the second hashing process, the n 1 collision tags re-select slots from the set of s 1 non-singleton slots. The probability p 2 that a certain non-singleton slot becomes a singleton slot can be given as follows:
Each of the s 1 non-singleton slots has the probability p 2 to be a singleton slot in the second hashing process. Let s 2 denote the expected number of new singleton slots derived from the second hashing process. According to Eq. (6), s 2 is given by:
According to Eqs. (3) and (5), by replacing s 1 and n 1 in Eq. (7), we have:
The expected number, N total , of singleton slots derived from two hashing processes is given as follows:
Then let us consider how long it takes in this round. The size of the bitmap transmitted in the Pre-identification phase and the bitmapAck transmitted in the Acknowledgment phase may be very long. The reader divides them into segments of 96-bits (equivalent to the length of the tag ID) and transmits each segment in a tag slot with length of t id , i.e. 2.4ms. The length of each short slot in the Identification phase is t s , i.e., 0.4ms. The time for transmitting the parameters f , R and z is negligible and can be ignored. Hence, the execution time of this round is:
According to Eqs. (9) and (10), in this round, the average time for identifying the presence of a tag is:
Following [10] , we find the optimal from the average values, without considering the variance. Clearly, the average time for identifying a tag,
, is a function of ρ, where ρ > 0. To obtain the value of ρ that minimizes the
and set the result to zero as follows:
where
In the Appendix-A, we prove that A(ρ) in Eq. (12) is always larger than 0. Hence, we have: ( 
D. Choosing an Optimal Hashing Count m
In the first phase, the proposed MMTI protocol employs a bitmap to guide the next hashing process. We have described the MMTI protocol with the special case of m = 2. Intuitively, we can implement the hashing process for more times in each round to further improve the efficiency. To achieve the MMTI protocol with m = τ , where τ > 2, we just need to iteratively execute the hashing processes in the Pre-identification phase. Can we repeat the hashing process until each tag chooses an expected singleton slot in the frame? In this case, the utilization of the frame is 100%. However, the transmission of a bitmap for guiding the next hashing is not cost-free and generates overhead, and excessive hashing may beget inefficiency instead. In what follows, we will present the analysis to optimize the hashing count m in Pre-identification phase of each round.
In the previous subsection, we have proved that, under the condition of m = 2, the MMTI protocol achieves the best efficiency when f = N * in each round. Hence, we still set f = N * in each round of the MMTI protocol with m > 2. Theorem 2: Under the condition of f = N * in each round. If the hashing process is iteratively implemented for 5 times in the Pre-identification phase of each round, the MMTI protocol achieves the best efficiency.
Proof: We first consider how many tags are expected to be verified in this round. According to Eq. (2), we have:
After the first hashing, we expect to obtain N * × 1 e singleton slots. Then there are N * × (1 − 1 e ) non-singleton (empty or collision) slots remaining.
According to Eq. (8), and due to ρ=1, we have:
That is, after the second hashing process, we expect to obtain
2 non-singleton slots remaining.
We iteratively implement the hashing process for more times to achieve more singleton slots. After each hashing, 1 e of the remaining non-singleton slots are expected to become singleton slots. Let s i denote the number of the new singleton slots derived from the i th hashing process. s i is given by:
In other words, we expect to obtain
more singleton slots from the i th hashing process. Let N m denote the total number of all singleton slots we expect to obtain after implementing hashing for m times in this round. As the singleton slots are used to identify the presence of the corresponding tags, the presence of N m tags can be verified in this round. We have:
Then, let us consider the execution time of this round. In the Pre-identification phase, in order not to 'disturb' the achieved singleton slots in the next hashing, the reader sends a bitmap, which reflects the current slot occupation states in time frame (f slots), to guide the next hashing. Hence, the size of the bitmap reflecting the states of the whole time frame should always be f bits. For m times hashing, the reader needs to broadcast bitmap (f bits) for m − 1 times. Each bitmap is divided into 96-bits segments, and each segment is transmitted in a long slot with length of t id , i.e., 2.4ms. There are f short slots in the Identification phase and the length of a short slot is t s , i.e. 0.4ms. In the Acknowledgment phase, the reader transmits the bitmapAck, which is also divided into 96-bits segments and the transmission of each segment occupies a long slot t id . Thus, the total time of this round, T m , is denoted as:
As a result, the average time for identifying the presence of a tag in this round is:
Since we set f to N * in this round, hence, we get
According to Eq. (20), the average time
Tm
Nm is a discrete function of m, where m = 1, 2, 3, · · ·. We need to find the optimal hashing count m that minimizes Nm . Actually, m is a discrete variable and cannot be set to 5.1696. Hence, the adjacent two points m = 5 and m = 6 are the only two optimal candidates. Tm Nm is 0.5839 ms when m = 5, and 0.5875 ms when m = 6. Clearly, m = 5 is the optimal setting, i.e., the hashing count m is optimized to 5 in each round.
In Theorem 2, it has been proven that 5 times hashing processes are optimal in each round. Intuitively, fewer than 5 hashings decrease the utilization of the time frame (i.e., the proportion of the singleton slots is low). On the other hand, more than 5 hashings increase the slot utilization but cause too much overhead for transmitting the bitmaps, and the added overhead outweighs the gain of slot utilization. The simulation results shown in Table III also validate the above analysis.
E. Impact on Channel Errors
The paper first assumes that there is a perfect communication channel between the reader and tags. However, in the real environment, the communication channel is error-prone [10] [12] [20] [25] [26] . The white noise may corrupt the data exchanged between the reader and tags, e.g., '0' becomes '1' or '1' becomes '0' [10] . The signals are even not detected at all due to path loss. In most literature [12] [20] [26] that consider the channel error, CRC (Cyclic Redundancy Code) is used to verify the correctness of the exchanged data between the reader and tags. Since most previous literature assumes the reader has adequate power to interrogate all tags in its vicinity [20] [22] , this paper assumes that the signals on the readerto-tags link will not be lost. In contrary, the signals on the tags-to-reader link may be lost because of the weak capability of tags. In what follows, we discuss the various channel errors in detail.
1) Channel Errors during Transmission of the Parameters R, f and z:
The correct transmission of the parameters R, f and z is crucial to the proposed MMTI protocol. To ensure the correct transmission of those parameters, the reader can generate a 10-bit checksum [26] of these parameters and appends the checksum to the back of the transmitted parameters. The tags check the correctness of the checksum after receiving the < parameters, checksum >. If the received parameters and the received checksum do not match, the tag will reply an NACK signal so as to force the reader to retransmit the < parameters, checksum >. If the reader senses a strong pulse (may be a single NACK or a mix of multiple NACKs), it will retransmit this binary group until it is transmitted correctly.
2) Channel Errors during Transmission of the Bitmaps: As the bitmaps are used to guide the hashing processes, the correct transmission of the bitmaps is very crucial. To tackle the channel errors during transmission of the bitmaps, we can also use the method of appending a checksum. Specifically, we divide a bitmap into segments of 75-bit, each of which is given a segment number (11 bits), e.g., the segment number of the 10 th segment is "00000001010" (equal to the decimal value '10'). Later on, we will explain the function of the segment number. The reader generates a 10-bit checksum of < segment number, segment > and appends the checksum to the back so as to generate a triple, i.e., < segment number, segment, checksum >. The reader transmits the triples to the tags one by one. Similarly, the tags check the correctness of the received triple by verifying the checksum. For a certain triple, some tags can correctly receive this triple, whereas, some other tags cannot correctly receive it and reply NACK signals to force the reader to retransmit the same triple. Note that, the retransmitted triples do not confuse the tags that have already correctly received the same triple. If a tag successively receives two or more triples with the same segment number, they are treated as the same one. A triple is successfully transmitted only when no NACK signal is replied. Then the next triple is transmitted.
3) Channel Errors when the Tags Reply Responses: Clearly, based on the above countermeasures, we can guarantee that the final virtual mapping between tags and slots is correct and is predictable by the reader. We do not care the channel errors in the expected empty slots and the errors in the expected collision slots, because the proposed MMTI protocol only leverages the expected singleton slots to identify the missing tags. Hence, we only discuss the impact of channel errors occurring in the expected singleton slots. If an expected singleton slot corresponds to a present tag, but due to the channel errors (e.g., path loss), its response is not sensed by the reader, then it is wrongly considered as a missing tag, namely the false positive. On the other hand, if an expected singleton slot corresponds to an actually missing tag, due to the channel errors (e.g., white noise), this missing tag is wrongly verified as a present one, namely the false negative. An efficient method to tackle the false positive (i.e., a present tag is considered as a missing one) is presented below. The reader requests the reported missing tags by their IDs one by one, then the fake 'missing' tags can be filtered out. As for the false negative (i.e., a missing tag is verified as a present one), even if a missing tag is not detected in the current execution, it will be detected with a high probability in the next round of execution, because the missing tag identification is usually periodically executed in reality.
V. PERFORMANCE EVALUATION
A. Simulation Setting
In this section, we evaluate the performance of the proposed MMTI protocol. The execution time for identifying all the missing tags is used as the performance criterion. Since IIP [10] and Protocol 3 [8] are the main benchmarks in this paper, we adopt the same parameter settings in [10] [8] . Specifically, transmission of a segment of 96 bits takes a tag slot (i.e., t id = 2.4ms); transmission of 1 bit response to the reader takes a short slot (i.e., t s = 0.4ms). We run each simulation for 1000 times and collect the average results.
B. Validating the Optimal Hashing Count m
The first simulation set in Table III intends to investigate the impact of different hashing count m on the performance of the proposed MMTI protocol, where we simulate a single reader. We vary the hashing count m from 2 to 6 in the first simulation set. As shown in Table III , the proposed MMTI protocol achieves the best time-efficiency when the hashing count m = 5, which coincides with the proof presented in Section IV-D.
C. Execution Time
In this subsection, we mainly compare the MMTI protocol with the state-of-the-art protocols, Iterative ID-free Protocol (IIP) in [10] and the protocols in [8] . As Protocol 3 is the best one in [8] , we only select Protocol 3 as one of the benchmarks in this paper. The solutions to tag identification problem can also solve the problem of identifying the missing tags, by comparing the collected ID information with the original ID information stored in database. Hence, we also compare the MMTI protocol with the most outstanding tag identification protocols, the Enhanced Dynamic Framed Slotted ALOHA (EDFSA) [16] and the Binary Tree Protocol (BTP) [17] . In [10], the authors presented a lower bound for missing tag identification protocol for the single reader case. Specifically, N tags respond 1-bit announcement to the reader one by one. If we assume no coordination information is transmitted, the execution time is N × t s , which is treated as the lower bound for any missing tag identification protocols. In this paper, we also compare the proposed protocol with this lower bound. As shown in Table IV , extensive simulations are conducted to evaluate the efficiency of the MMTI protocol, where a single reader is simulated. The tag number N varies from 5,000 to 50,000. The simulation results in Table IV demonstrate that the proposed MMTI protocol performs much better than the BTP protocol and the EDFSA protocol. For example, when N is 50,000, the execution time of BTP and EDFSA is 404.46 seconds and 387.80 seconds, respectively. And the MMTI protocol is 29.24 seconds, which outperforms the BTP and EDFSA by 92.78% and 92.47%, respectively. Moreover, the MMTI protocol cuts the execution time by about 32% when compared to the IIP protocol. For example, when N is 50,000, the execution time of the proposed MMTI protocol is 32.3% less than that of IIP. Because Protocol 3 does not possess superiority in the single reader scenarios, it is not surprising that Protocol 3 performs the worst in this simulation set. In multi-reader scenarios, Protocol 3 will show its superiority. But due to the space limitation, we do not present the simulation results of multi-reader case.
D. The Impact of the Tag Number
According to the simulation results shown in Table IV , we can find that the average time taken by the proposed MMTI protocol to verify a tag is approximately the same as the theoretical value obtained in Section IV-D, 0.58 ms per tag in a large scale system (i.e. with tens of thousands of tags). However, when the system is in a small scale, i.e., containing just hundreds of tags, the average time for verifying a tag in simulations is slightly higher than the theoretical value, as illustrated in Fig. 3 . Why does this phenomenon occur? The reason is briefly exemplified as follows. Assume there are just 50 tags in the small scale MMTI system. According to the above description of the MMTI protocol, the bitmap will be 50 bits (shorter than 96 bits) in the first round, but still occupies a tag slot, 2.4 ms. This overhead becomes notable, when N (i.e. the number of tags in the system) is small. Hence, the average time taken for verifying a tag becomes slightly higher than the theoretical value. On the other hand, in a large scale system, this overhead still exists. But, due to the large number of tags, this small overhead is shared by a large number, N , of tags, then this overhead can be ignored. The simulation results approach the theoretical value as the system scales up. As illustrated in Fig. 3 , the MMTI protocol still outperforms the IIP protocol even in a small-scale RFID system.
E. The Impact of Channel Error
Since the communication channel is not always perfect in reality, the channel errors (e.g., white noise, path loss, etc.) often degrade the performance of MMTI or even give rise to the false of the identification results. Hence, it is necessary to evaluate the performance of the proposed MMTI protocol when the channel is not error-free. Let P error denote the probability that each bit of the transmitted parameters or the bitmaps becomes wrong. If the channel error occurs, the retransmission is required.
1) The Impact on the Total Execution Time: In this set of simulation experiments, we investigate the impact of the channel errors on the total execution time of the proposed MMTI protocol under different channel conditions, where P error varies from 0.1% to 1%. The simulation results depicted in Fig. 4 reveal that the MMTI protocol consumes more time in the scenarios with channel errors than in the perfect scenarios. Given a perfect communication channel, the MMTI with CRC consumes more time than the pure MMTI because the transmission of CRC generates extra overhead.
2) The Impact on the Identification Accuracy: If the communication channel is error-free, the proposed MMTI can completely identify all the missing tags without any false. However, as aforementioned, the channel errors lead to false The number N of all tags The ratio of false positive bit error rate 1% bit error rate 0.5% bit error rate 0.1% negative (i.e., missing tags are verified as present ones) and false positive (i.e., present tags are reported as missing ones) of identification. We use the ratio of false negative and the ratio of false positive to evaluate the identification accuracy of the MMTI protocol. The simulation results shown in Figs. 5 (a) and (b) demonstrate that both the ratio of false negative and the ratio of false positive fluctuate around the bit error probability P error , which is normally quite small. As mentioned in Section IV-E3, the relatively small number of false positive tags can be reverified by a sample polling method. Moreover, the small number of false negative tags will be discovered with a high probability in the next execution [10] .
VI. CONCLUSIONS
This paper has studied a practically important problem of missing tag identification, which is very popular in many application scenarios such as warehouse management, supply chain management and prison monitoring. For relieving the deficiency of the state-of-the-art protocols, this paper has investigated the multi-hashing idea to improve the utilization of the time frame and thus proposed a Multi-hashing based Missing Tag Identification (MMTI) protocol. We have further investigated the optimal setting of the parameters f and m to maximize the performance of the proposed MMTI protocol. The impact of channel errors on the proposed MMTI protocol and the corresponding countermeasures are discussed. Extensive simulation experiments have been conducted to evaluate the efficiency of the proposed MMTI protocol. The results manifest that this protocol considerably outperforms the stateof-the-art protocols in terms of time-efficiency.
APPENDIX
A. Proving A(ρ) > 0:
Proof Objective: A(ρ) in Eq. (12) 
Clearly, if we prove that B(ρ) > 0 and C(ρ) = 0, then A(ρ) > 0 is proved.
Step 1: Proving B(ρ) > 0: Step 2: Proving C(ρ) = 0:
We get the derivative of C(ρ) = 1 − ρe −ρ as follows: 
The derivative of ( Tm Nm ) is denoted as ( Tm Nm ) and given as follows:
Obviously, G(ρ) is not equal to 0, hence, if we prove that F (ρ) G(ρ) − F (ρ)G(ρ) is larger than 0, the final proving objective ( 
