Effective ranking functions are an essential part of commercial search engines. We focus on developing a regression framework for learning ranking functions for improving relevance of search engines serving diverse streams of user queries. We explore supervised learning methodology from machine learning, and we distinguish two types of relevance judgments used as the training data: 1) absolute relevance judgments arising from explicit labeling of search results; and 2) relative relevance judgments extracted from user clickthroughs of search results or converted from the absolute relevance judgments. We propose a novel optimization framework emphasizing the use of relative relevance judgments. The main contribution is the development of an algorithm based on regression that can be applied to objective functions involving preference data, i.e., data indicating that a document is more relevant than another with respect to a query. Experimental results are carried out using data sets obtained from a commercial search engine. Our results show significant improvements of our proposed methods over some existing methods.
INTRODUCTION
Research and experiments in information retrieval have produced many fundamental methodologies and algorithms enabling the technological advances in the current commercial search engines. Ranking functions are at the core of search engines and they directly influence the relevance of the search results and users' search experience. In the past, many models and methods for designing ranking functions have been proposed, including vector space models, probabilistic models and the more recently developed language modeling-based methodology [17, 16, 2] . In particular, learning ranking functions within the framework of machine learning have attracted much interest long before the recent advances of Web search [10, 6, 5, 11, 22, 19] . The trend continues to this day and several methods have been proposed incorporating many of the recent advances in machine learning such as SVM and gradient boosting [7, 4, 19] .
Machine learning approaches for learning ranking functions, in particular, the supervised learning approaches, entails the generation of training data, in the form of labeled data explicitly constructed from relevance assessment by human editors. As an example, labels or grades such as perfect, good, or bad, can be assigned to documents with respect to a query indicating the degree of relevance of documents. With labels associated with query-document pairs, we are using the absolute relevance framework where judgments are made with respect to whether a document is or is not relevant to a query. Acquiring large quantities of absolute relevance judgments, however, can be very costly because it is necessary to cover a diverse set of queries in the context of Web search. An additional issue is the reliability and variability of absolute relevance judgments.
One possibility to alleviate this problem is to make use of the vast amount of data recording user interactions with the search results, in particular, user clickthroughs data [1] . Each individual user click may not be very reliable, but the aggregation of a great number of user clicks can provide a very powerful indicator of relevance preference. In this regard, Joachims and his coworkers have developed methods for extracting relative relevance judgments from user clickthroughs data [13, 14, 20, 15, 21] . Particularly, the relative relevance judgments are in the form of whether a document is more relevant than other documents with respect to a query. The benefit for using relative relevance judgments are the potential unlimited supplies of user click-throughs data and the timeliness of user clickthroughs data for capturing user searching behaviors and preferences. The drawback for using relative relevance judgments are that user clickthroughs data tend to be quite noisy, especially we also need to deal with fraudulent clicks. Although there have been some research on how to extract relative relevance judgments from user clickthroughs data, much research is still needed to make the extraction process more effective.
Once relative relevance judgments are extracted from user clickthroughs data, the next question is how to use them for the purpose of learning a ranking function. This falls under the general framework of learning ranking functions from preference data and several algorithms have been proposed in the past: Joachims and his coworkers used RankSVM based on linear SVM for learning ranking functions. To incorporate nonlinear interactions of features in RankSVM, either more complicated features need to be devised or some kind of kernels used [13, 14, 15] . RankNet, developed by a group from Microsoft Research, proposed an optimization approach using an objective function based on BradleyTerry models for paired comparisons and explored neural networks for learning the ranking functions [4] . The closest to our proposed method is RankBoost discussed in [8] , using ideas of Adaboost for learning ranking functions for preference data. The choice for selecting weak learners for RankBoost as discussed in [8] is very limited and is less flexible to deal with the complicated features used in Web search context.
The main contribution of our work is the development of a learning framework for preference data using regression as the basic ingredient. For example, the ranking functions are represented as a combination of regression trees when we use gradient boosting for regression [9] . More interestingly, our experimental results also show that even with absolute relevant judgments, it is more advantageous to first convert them into preference data and apply our proposed methods than to treat the ranking problem with absolute relevant judgments as a regression problem.
The rest of the paper is organized as follows: section 2 develops the main algorithmic contribution of the paper; we start with a brief review of the basic idea of gradient descent in function spaces [9] . We then propose an objective function, the optimization of which will lead to the construction of the ranking function. We apply functional gradient descent methodology to the objective function and transform the problem of learning ranking functions as a sequence of problems of learning regression functions. For concreteness, we use gradient boosting regression as an illustration of the general methodology. In section 3, we present a detailed experimental study using data from a commercial search engine. In the last section, we make some concluding remarks and also point out several directions for future research.
A REGRESSION FRAMEWORK FOR LEARNING FROM PREFERENCE DATA
Our basic premise is that ranking and regression are fundamentally different problems, but regression can be used to solve ranking problems using preference data. Our main contribution is a framework for solving ranking problems with regression using relative judgments and the regression methods used can be be chosen to tailor to the specific applications. For concreteness, we will discuss the framework using gradient descent, and we start with a brief introduction of gradient descent in function spaces [9] . We then propose a new objective function for learning ranking functions using preference data and develop an algorithm that adapts functional gradient descent for optimizing the proposed objective function.
Functional gradient descent
We first give a brief discussion of gradient descent for unconstrained optimization of a multivariate function [3] . To this end, suppose we want to solve min x∈R d F (x), where F (x) is a d-variable function. The idea of gradient descent is to start with an initial guess x 0 of a minimizer, and at each step compute the gradient of the objective function F at the current iterate x k , say ∇F (x k ), and use the negative gradient as the search direction to obtain the next iterate
where α k is the step size which can be chosen, for example, by a line-search.
In the context of regression, we are given a training set
, and we seek to find a function h such that
For simplicity we use the square loss function, i.e., we measure the discrepancy between g i and h(
2 . Then we need to find a function h(x) to solve the following minimization problem,
where H is a pre-defined function class such as the class of polynomials not to exceed certain degree. We can apply gradient descent in function space to minimize the functional L(h), i.e., compute the gradient of L(h) with respect to h at the current iterate h k (x) and form the next iterate as
The problem is that, we can not compute ∇L(h k (x)) at all x, but rather we can only compute it at a finite sample,
The crucial idea of functional gradient descent is to find a function that interpolates/approximates the above sample values and therefore obtain an approximation of the negative gradient −∇L(h k (x)) to form the next iterate. As an illustration, we explain the details of the algorithm when the interpolation/approximation is done by fitting a regression tree to the sample values, as is easily seen other regression methods can also be used here [9] . We summarize the above in the following and label it as GBT (Gradient Boosting Trees). 
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average of the residual in each terminal region.
where η is the shrinkage factor, and I(·) is the indicator function.
There are two parameters M , the number of regression trees and η, the shrinkage factor that need to be chosen by the user. In general, we use cross-validation for choosing the two parameters.
Ranking with relative judgments
As we mentioned before, the relative relevance judgments are in the form of whether a document is more relevant than other documents with respect to a query. We encode this information as follows: given the feature vectors for two query-document pairs x and y (see Section 3 for details on extraction of query-document features), we use x y to mean that x is preferred over y, i.e., x should be ranked higher than y. Simply put, this means that the document represented by x is considered more relevant than that represented by y with respect to the query in question.
We denote the set of available preferences based on the relative relevance judgments as
We formulate the problem of learning ranking functions as computing a ranking function h ∈ H, H a given function class, such that h match the set of preferences, i.e., h(
. . , N, as much as possible. We propose to use the following objective function to measure the risk of a ranking function h,
the motivation is that if for the pair x i , y i , h matches the given preference, i.e., h(x i ) ≥ h(y i ), then h incurs no cost on the pair, otherwise the cost is given by (h(
2 . Direct optimization of the above can be difficult, the basic idea of our regression framework is to fix either one of the values h(x i ) or h(y i ), e.g., replace either one of the function values by its current predicted value, and solve the problem by way of regression.
Remark. To avoid obtaining an optimal h which is constant, we actually need to optimize, for 0 < τ ≤ 1,
Our implementation in the sequel corresponds to setting τ to be a fixed constant.
To this end, we use the idea of functional gradient descent as reviewed in the previous section. We consider
as the unknowns, and compute the gradient of R(h) with respect to those unknowns. The components of the negative gradient corresponding to h(x i ) and h(y i ), respectively, are
Both of the above equal to zero when h matches the pair x i , y i , and therefore, in this case no modification is needed for the components corresponding to h(x i ) or h(y i ). On the other hand, if h does not match the pair x i , y i , the components of the gradient are
The above tells us how to modify the difference of function values, to know how to modify the function itself we need to translate those gradient components into modification to h. We adopt the following simple approach: we set the target value for x i as h(y i ) + τ and that for y i as h(x i ) − τ for some fixed τ . Then, we obtain the following set of data that need to be fitted at each iteration,
where h does not match pair x i , y i . When some feature vectors x i or y i can appear more than once in S, there will be several components of the negative gradient of R(h) that will involve x i or y i . When translating the gradient components to modification of h, we may end up with inconsistent requirements. One approach will be to compute an average taking into account of all the requirements. This is a local approach using information in the training data related to the feature vectors in question. A better alternative approach is to add all the different and potentially inconsistent requirements in the training set, and let the regression methods such as GBT to handle the inconsistency using more global information based on all the training data. We summarize the algorithm, again using GBT for regression as an illustration, as follows which we label as GBrank.
Start with an initial guess h 0 , for k = 1, 2, . . . , 1) using h k−1 as the current approximation of h, we separate S into two disjoint sets,
2) fitting a regression function g k (x) using GBT and the following training data
3) forming (with normalization of the range of h k )
where η is a shrinkage factor.
Remark. We want to point out that the above framework is generic in the sense that it can use any application-specific regression method for learning the regression function g k (x). 1 If the preferences x i , y i are converted from absolute relevance judgments, we multiple τ by the absolute value of grade difference between x i and y i
EXPERIMENTAL RESULTS
We carried out several experiments illustrating the properties and effectiveness of GBrank. We also compared its performance with some existing algorithms such as GBT and RankSVM.
Data Collection
We first describe how the data used in the experiments are collected.
Feature vectors
is generated and the features generally fall into the following three categories:
• Query-feature vector x Q which comprises features dependent on the query q only and have constant values across all the documents d ∈ D, for example, the number of terms in the query, whether or not the query is a person name, etc.
• Document-feature vector x D which comprises features dependent on the document d only and have constant values across all the queries q ∈ Q, for example, the number of inbound links pointing to the document, the amount of anchor-texts in bytes for the document, and the language identity of the document, etc.
• Query-document feature vector x QD which comprises features dependent on the relation of the query q with respect to the document d, for example, the number of times each term in the query q appears in the document d, the number of times each term in the query q appears in the anchor-texts of the document d, etc.
The preference data for training are extracted from the follow two sources: absolute relevance judgments arising from editorial labeling, and relative relevance judgments extracted from user clickthroughs data.
Preference data from labeled data
A set of queries are sampled from query logs, and a certain number of query-document pairs are labeled according to their relevance judged by human editors. A 0-4 grade is assigned to each query-document pair based on the degree of relevance (perfect match, excellent match, etc), and the numerical grades are also used as the target values for GBT regression. We use a data set from a commercial search engine which contains 4,372 queries and 115,278 query-document pairs.
We use the above labeled data to generate a set of preference data as follows: given a query q and two documents d x and d y . Let the feature vectors for (q, d x ) and (q, d y ) be x and y, respectively. If d x has a higher grade than d y , we include the preference x y while if d y has a higher grade than d x , we include the preference y x. For each query, we consider all pairs of documents within the search results except those with equal grades. This way, we generate around 1.2 million preferences in total.
As we will see later, the labeled data not only provide us with preference data, they also allow us to compare GBrank based on converted preference data and GBT regression using the labeled data.
Preference data from clickthroughs data
We also examined a certain amount of clickthroughs data and extracted a set of preference data as follows. For a query q, we consider two documents d 1 
We apply likelihood ratio test (LRT) and compute,
We consider a pair d 1 and d 2 when the above is greater than a threshold, and we say the pair is significant. Among the significant pairs, we apply rules similar to those in [15] such as Skip-Above to extract preference data. In total we extracted 20,948 preferences.
Evaluation Metrics
The output of GBrank is a ranking function h which is used to rank the documents x according to h(x). Therefore, document x is ranked higher than y by the ranking function h if h(x) > h(y), and we call this the predicted preference. We propose the following three metrics to evaluate the performance of a ranking function with respect to a given set of preferences which we considered as the true preferences.
• Number of contradicting pairs: for a pair of documents if the predicted preference is different from the true preference, the pair is a contradicting pair.
• Precision at K%: for two documents x and y (with respect to the same query), it is reasonable to assume that it is easy to compare x and y if |h(
x) − h(y)| is large, and x and y should have about the same rank if h(x) is close to h(y). Base on this, we sort all the document pairs x, y according to |h(x) − h(y)|.
We call precision at K%, the fraction of non-contradicting pairs in the top K% of the sorted list.
2
• Discounted Cumulative Gain (DCG): DCG has been widely used to assess relevance in the context of search engines [12] . For a ranked list of N documents (N is set to be 5 in our experiments), we use the following variation of DCG,
where G i represents the weights assigned to the label of the document at position i, e.g. 10 for Perfect match, 7 for Excellent match, 3 for Good match, etc. Higher degree of relevance corresponds to higher value of the weight. We will use the symbol dcg to indicate the average of this value over a set of testing queries in our 2 Notice that precision at 100% corresponds to the percentage of contradicting pairs. experiments. In our experiments, dcg will be reported only when absolute relevance judgments are available.
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Experiment Design and Results
The following questions guide the design of the experiments we carry out:
1. What is the convergence behavior of GBrank, will the number of contradicting pairs decrease in the training data? in the test data?
2. Quantitatively, what is the effect of the training data size on the performance of GBrank in terms of the three metrics we proposed?
3. When we have absolute relevance judgments, we can also use a regression method such as GBT to learn the ranking function based on the assigned numerical grades [7, 19] . How does GBT learned with absolute relevance judgments compare to GBrank learned with relative relevance judgments converted from the same set of absolute relevance judgments?
4. RankSVM based on linear SVM is a popular method for training ranking functions using preference data. How does GBrank compare with RankSVM?
For GBT and RankSVM, we tuned the parameters to get the best performance. For GBrank, we just used the parameters tuned for GBT: we use 100 trees each with 15 leaf nodes, and the shrinkage factor is set to be 0.05. All the experiments were conducted on a 2.4Ghz 4-cpu AMD server with 4G RAM. GBT training will take about 15 minutes while the training time for GBrank would be a few hours depending on the number of iterations and number of preferences. The testing time for GBT is only a few minutes and that for GBrank would be the number of iterations multiplied by the above time for GBT. Both training and testing time for GBrank could be significantly reduced by using less number of trees for each iteration, e.g. single tree instead of GBT. Our more recent experiments showed that GBrank using single tree with a few hundred iterations achieves comparable dcg-5 while reducing the time complexity a great deal.
Experiments with labeled data
For the first two questions, we generate the training and testing data as follows: we randomly split the labeled data described in section 3.1.1 by query into training set (60% of labeled queries, 71,338 query-documents and 753,976 preferences) and testing set (the remaining 40% queries, 43,940 query-document pairs and 465,893 preferences).
From the left panel of Figure 1 , we can see that the number of contradicting pairs monotonically decreases iteration by iteration during training, which indicates the convergent trend of GBrank. As for now, we always use a validation set to decide when to stop the iteration. The middle panel of Figure 1 shows the number of contradicting pairs on the testing data first decreases and then gradually increases after a certain number of iterations. Since we also have available the absolute relevance judgments, we plot the dcgs against each iteration in the right panel of Figure 1 . The dcg plot is almost a mirror image along the horizontal axis of the contradicting pairs plot on testing data. We mention that we have observed similar trends on other data sets we have tested.
In order to demonstrate the effect of training data size, we randomly sample increasing percentages of training data and generate the corresponding pairwise preference data as described in section 3.1.1. The experimental results on the same testing data are reported as follows:
The left panel of Figure 2 shows the number of contradicting pairs in the testing data decreases with the increasing size of training data. The dcg-5 for different training data size was shown in the right panel of Figure 2 , which indicates a strongly positive correlation between the dcg gain and the increase of training data size.
Although our major concern is about GBrank using relative relevance judgments, it is actually rather instructive to see how it compares with GBT when trained on the same absolute relevance judgments, of course for GBrank, we will need to convert the absolute relevance judgments to relative relevance judgments. This experiment is aimed at the third question. One interesting observation is that GBrank underperforms GBT when the training data size is small. One plausible explanation for this is that to rank objects according to a set of preferences, there needs to be enough overlaps among the preferences, for small amount of data, the overlaps are weak and hence the poorer performance. Why would GBrank outperform GBT when there are plenty of training data? We suspect the deeper reason lies at the fundamental difference between a ranking problem and a regression problem. GBT is designed for regression problems and is therefore not necessarily the optimal choice for ranking problems.
We elaborate on this point a bit more now: ranking web search results is fundamentally a preference learning problem rather than a regression problem, i.e., we just want to rank more relevant results higher than those less relevance ones, we do not need to care about predicting the grades of the documents very accurately. Let us illustrate this using a simple example [19] . Consider two queries q 1 : "harvard university" and q 2 : "college of san mateo". q 1 is more popular than q 2 generating about 13 million search results while results for q 2 are two orders of magnitude less. For simplicity we consider a ranking function h(x) using a single feature x which counts the number of inbound links to a document. Now let us examine the top three results d i1 , d i2 , d i3 , i = 1, 2 , for each of the query. Assume d i1 is ranked perfect, d i2 is ranked excellent, and d i3 is ranked good, and we convert the labels to numerical values as follows,
Since q 1 is very popular, each of the top three results generate high feature values, say, x = 100000, 80000, 50000 while for q 2 the corresponding feature values are x = 1000, 800, 500. Assume x is negatively correlated with the label, i.e., small x values tend to indicate better relevance, then we will need to find a monotonically decreasing function h such that for
The major issue comes from the difference of popularity of the queries. This could partially explain why ranking functions could be better learned using GBranking with preference data than GBT regression with absolute relevance judgments.
In our experiments, we exclude all tied data (pairs of documents with the same grade) when converting preference data from the absolute relevance judgments, which is a significant information loss especially when the training data are small. Adding those tied data will certainly increase the overlaps among the training preferences. Including those tied data in GBrank learning will be part of our future work.
We now turn to the precision at K% metric: Table 1 presents the number of contradicting pairs and precision at K% for GBT learned with all of training data and GBrank learned with the corresponding preference data. This again shows that GBrank outperforms GBT with respect to the precision at K% metric.
To further explore the third and the last questions, we conduct an experimental comparison among GBrank, GBT, and RankSVM in a 5-fold cross-validation setting. Again, the 5-fold splitting is on queries using the data described in section 3.1.1. Figure 3 and 4 show the results using the two metrics, dcg-5 and number of contradicting pairs, for GBrank, GBT, and RankSVM, from which we can see GBrank is the best performer and RankSVM is worse than both GBrank and GBT. Average over the 5-folds, dcg-5 for GBrank is 1.2% better than GBT with p-value equal to 0.0005, and 5.7% better than RankSVM with p-value close to zero. As a baseline comparison, the dcg-5 difference among the top search engines on this data set is about 2-3%.
Experiments with clickthroughs data
We also use the preference data extracted from user clickthroughs data as described in section 3.1.2. The comparison is for RankSVM and GBrank in a 5-fold cross validation setting. For this data set, we can no longer use GBT since we do not have the absolute relevance judgments. Tables 2 and 3 
CONCLUSIONS AND FUTURE WORK
In this paper we proposed a general regression framework for learning ranking functions from preference data. In particular, we developed GBrank, a specialization of our framework using gradient boosting trees as the regression method. When only preference data are available, GBrank provides a more flexible and effective solution to the problem of learning ranking functions. Even when absolute labels are available, our experiments suggest that it is preferable to first convert them into preference data and apply GBrank over them than directly apply GBT to the original aboslute labels.
There are several directions we can pursue to further enhance our approaches: 1) when converting absolute relevance data, we can overweigh the document pairs with larger grade difference. 2) weigh each error term in the loss function defined in Equation (1) with the DCG difference. Specifically, assume we have two documents: d 1 and d 2 . At the current iteration, d 1 and d 2 were ranked at position i and j respectively, where i < j. Suppose the resulted predicted preference contradicts with the true preference. Their dcg contribution with respect to the wrong ordering would be
while that for the correct ordering should be ]. During training, we can weigh each error term according to that difference. When the absolute relevance judgments are not availabe, we can just remove |G(d 1 ) − G(d 2 )|. 3) We mentioned that we can also include the tied data, pairs x i , y i with the same grade. One way to do that is to add the following to the set in Equation (2) to construct the training set for computing the regression function at each iteration,
4) as we mentioned before, our framework including GBrank is very flexible for combining relative and absolute relevance judgments. With any query-document feature vector x i and its grade g i , we just need to add (x i , g i ) to the set in Equation (2), and there is no need to modify the objective function. Such flexibility is desirable considering there are many queries having a single document with absolute relevance judgment(or documents with same absolute relevance judgment), and we could not extract any preference data from that. 
