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I. INTRODUC¸A˜O
As notas presentes tiveram origem em uma proposta
da Sociedade Brasileira de F´ısica (SBF) visando forne-
cer a estudantes no in´ıcio do Curso de F´ısica (terceiro
ou quarto semestre letivo) os elementos que julgasse eu
necessa´rios para uma introduc¸a˜o a` Mecaˆnica Quaˆntica.
Entre as va´rias opc¸o˜es que poderia ter escolhido, mui-
tas ja´ se encontram em textos do Curso Ba´sico (em
geral o quarto volume das colec¸o˜es mais usadas). As-
sim, optamos por uma formulac¸a˜o baseada na estru-
tura alge´brica que se encontra presente tanto na for-
mulac¸a˜o da Mecaˆnica Cla´ssica como na formulac¸a˜o da
Teoria Quaˆntica. Para atingir esse objetivo resolvemos
apresentar como partes iniciais do minicurso a Mecaˆnica
Cla´ssica Lagrangiana, Hamiltoniana e de Poisson para
em seguida introduzirmos o conceito de a´lgebra de Lie
tendo os Pareˆntesis de Poisson como operac¸a˜o de Lie.
As transformac¸o˜es canoˆnicas sa˜o enta˜o tratadas dentro
deste contexto, seguindo a apresentac¸a˜o com definic¸o˜es
de interesse para a Teoria Quaˆntica como, por exemplo,
espac¸o de Hilbert, operadores lineares, equac¸a˜o de auto-
valor. Tendo elementos ba´sicos, a Mecaˆnica Quaˆntica e´
enta˜o introduzida por interme´dio do chamado Problema
de Heisenberg cuja soluc¸a˜o foi apresentada por John Von
Neumann em duas etapas: a cinema´tica e a dinaˆmica.
Tendo a soluc¸a˜o do Problema de Heisenberg, fazemos a
∗ jdavid@fis.unb.br
ligac¸a˜o com a formulac¸a˜o usual em termos da Equac¸a˜o
de Schro¨dinger dependente e independente do tempo. As
notas sa˜o conclu´ıdas com um exemplo simples e a dis-
cussa˜o geral do processo de quantizac¸a˜o realc¸ando a es-
trutura alge´brica com o comutador ou produto de Dirac
como operac¸a˜o dessa a´lgebra.
II. FORMULAC¸A˜O LAGRANGIANA DA
MECAˆNICA CLA´SSICA
A. Vetores base para coordenadas generalizadas
Coordenadas cil´ındricas e esfe´ricas sa˜o dois exemplos
de coordenadas generalizadas q1, q2, q3 em termos dos
quais pode-se descrever o movimento de uma part´ıcula.
Assim, para coordenadas esfe´ricas, tem-se:
q1 = r, q2 = θ, q3 = ϕ.
O processo usado na ana´lise de coordenadas esfe´ricas
e cil´ındricas e´ em geral aplica´vel a qualquer conjunto de
coordenadas. Enta˜o se,
x = x(q1, q2, q3), y = y(q1, q2, q3), z = z(q1, q2, q3),
(1)
forem as equac¸o˜es relacionando as coordenadas cartesi-
anas a`s coordenadas generalizadas q1, q2, q3, o vector
posic¸a˜o r podera´ ser escrito como:
r = x(q1, q2, q3)i + y(q1, q2, q3)j + z(q1, q2, q3)k, (2)
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e os vetores base apropriados para as coordenadas gene-
ralizadas q1, q2, q3 sa˜o definidos por:
b1 =
∂r
∂q1
= h1e1, com h1 =
∣∣∣∣ ∂r∂q1
∣∣∣∣ , (3a)
b2 =
∂r
∂q2
= h2e2, com h2 =
∣∣∣∣ ∂r∂q2
∣∣∣∣ , (3b)
b3 =
∂r
∂q3
= h3e3, com h3 =
∣∣∣∣ ∂r∂q3
∣∣∣∣ . (3c)
Observe que b1, b2 e b3 na˜o sa˜o vetores unita´rios; os
vetores ei o sa˜o. Com os vetores b1, b2 e b3, entretanto,
obte´m-se resultados mais concisos do que com o uso dos
ei (i = 1, 2, 3). Em termos de suas componentes cartesi-
anas, os vetores base bi sa˜o especificados por:
bi =
∂x
∂qi
i +
∂y
∂qi
j +
∂z
∂qi
k (4)
com
hi =
√(
∂x
∂qi
)2
+
(
∂y
∂qi
)2
+
(
∂z
∂qi
)2
Esses vetores base bi geralmente na˜o sa˜o mutuamente
ortogonais. Eles necessitam, entretanto, ser na˜o coplana-
res, ou seja:
b1 · b2 × b3 =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∂x
∂q1
∂y
∂q1
∂z
∂q1
∂x
∂q2
∂y
∂q2
∂z
∂q2
∂x
∂q3
∂y
∂q3
∂z
∂q3
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
6= 0 (5)
Esse determinante e´ conhecido como Jacobiano das co-
ordenadas x, y, z com relac¸a˜o a`s coordenadas q1, q2, q3.
Assim a relac¸a˜o (5) pode ser expressa como:
∂(x, y, z)
∂(q1, q2, q3)
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∂x
∂q1
∂y
∂q1
∂z
∂q1
∂x
∂q2
∂y
∂q2
∂z
∂q2
∂x
∂q3
∂y
∂q3
∂z
∂q3
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
6= 0 (6)
que e´ tambe´m a condic¸a˜o necessa´ria e suficiente para que
se obtenha de (1) as coordenadas generalizadas q1, q2, q3
como func¸o˜es das coordenadas cartesianas (x, y, z), i.e
q1 = q1(x, y, z), q2 = q2(x, y, z), q3 = q3(x, y, z).
(7)
Deve-se notar que as coordenadas generalizadas
q1, q2, q3 sa˜o coordenadas independentes, o que resulta
em
∂qi
∂qj
= δij .
E considerando as relac¸o˜es (1) e (7), segue que
∂qi
∂qj
=
∂qi
∂x
∂x
∂qj
+
∂qi
∂y
∂y
∂qj
+
∂qi
∂z
∂z
∂qj
= δij
ou ainda,
∂qi
∂qj
=
(
∂qi
∂x
i +
∂qi
∂y
j +
∂qi
∂z
k
)
·
(
∂x
∂qj
i +
∂y
∂qj
j +
∂z
∂qj
k
)
= δij
(8)
Comparando a relac¸a˜o (8) com a definic¸a˜o (4) e´ natu-
ral introduzir um segundo conjunto de vetores base, que
notaremos por (b′1,b
′
2,b
′
3), e definidos por:
b′i =
∂qi
∂x
i +
∂qi
∂y
j +
∂qi
∂z
k, com i = 1, 2, 3. (9)
Esses vetores b′i (i = 1, 2, 3) sa˜o chamados de vetores
rec´ıprocos de bi (i = 1, 2, 3). Da relac¸a˜o (8) e (9) segue
que
bi · b′j = bj · b′i = δij . (10)
Observe da definica˜o (9) que
b′i = ∇qi. (11)
B. Velocidade e acelerac¸a˜o em coordenadas
generalizadas
Em termos dos vetores base bi e seus vetores rec´ıprocos
b′i, um vetor A pode ser escrito como:
A =
3∑
i=1
(A · b′i)bi =
3∑
i=1
A′ibi, (12a)
A =
3∑
i=1
(A · bi)b′i =
3∑
i=1
Aib
′
i. (12b)
Uma notac¸a˜o mais conveniente para as relac¸o˜es acima
e´ a seguinte: os vetores rec´ıprocos sa˜o notadas por bi,
as componentes A′i sa˜o notadas por A
i, e as coordenadas
generalizadas por qi. Assim, tem-se:
bi =
∂r
∂qi
, i = 1, 2, 3 (13a)
bi = ∇qi, i = 1, 2, 3 (13b)
A =
3∑
i=1
(A · bi)bi = Aibi, (13c)
A =
3∑
i=1
(A · bi)bi = Aibi, (13d)
onde em (13a) e (13d) eliminamos o sinal de soma e usa-
mos a convenc¸a˜o de soma de Einstein. As componentes
Ai sera˜o chamadas contravariantes e Ai componentes co-
variantes de A.
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Para o vetor velocidade, teremos:
v = vib
i = (v · bi)bi,
v = vibi = (v · bi)bi.
As componentes covariantes de v, vi sera˜o:
vi = v · bi = (x˙i + y˙j + z˙k) ·
(
∂x
∂qi
i +
∂y
∂qi
j +
∂z
∂qi
k
)
,
ou,
vi = x˙
∂x
∂qi
+ y˙
∂y
∂qi
+ z˙
∂z
∂qi
(14)
Por outro lado,
x˙ =
∂x
∂qi
q˙i, (soma em i) (15a)
y˙ =
∂y
∂qi
q˙i, (soma em i) (15b)
z˙ =
∂z
∂qi
q˙i, (soma em i) (15c)
o que resulta em
∂x˙
∂q˙i
=
∂x
∂qi
,
∂y˙
∂q˙i
=
∂y
∂qi
,
∂z˙
∂q˙i
=
∂z
∂qi
. (16)
Problema B.1
1. Mostre que para coordenadas curvil´ıneas ortogonais
(q1, q2, q3) os vetores rec´ıprocos sa˜o bi = 1/h2ibi.
Da´ı obtenha a expressa˜o para o gradiente de uma
func¸a˜o φ nessas coordenadas.
2. Mostre que vi = ∂/∂q˙
i( 12v
2) com v2 = x˙2 + y˙2 + z˙2.
Da definic¸a˜o de componentes contravariantes tem-se para
vi que,
vi = v · bi = (x˙i + y˙j + k˙k) ·
(
∂qi
∂x
i +
∂qi
∂y
j +
∂qi
∂z
k
)
= x˙
∂qi
∂x
+ y˙
∂qi
∂y
+ z˙
∂qi
∂z
= q˙i, (17)
ou seja, as componentes contravariantes da velocidade
sa˜o as chamadas velocidades generalizadas. Note, entre-
tanto, que sa˜o as componentes covariantes da velocidade
multiplicadas pela massa da part´ıcula que sera˜o chama-
das de momenta generalizadas da part´ıcula, i.e.
pi = mvi. (18)
Com relac¸a˜o a` acelerac¸a˜o tem-se tambe´m componentes
covariantes e contravariantes, ou seja, respectivamente,
ai = a · bi,
e,
ai = a · bi,
onde a e´ o vetor acelerac¸a˜o.
Problema B.2
Mostre que para as componentes covariantes de a tem-
se
ai =
d
dt
∂
∂q˙i
(
1
2
v2
)
− ∂
∂qi
(
1
2
v2
)
,
e que v2 pode ser escrito como
v2 =
3∑
i=1
h2i (q˙
i)2.
C. Forc¸as generalizadas
O processo de representar um vetor em termos de coor-
denadas generalizadas repousa no fato que um vetor (no
espac¸o a treˆs dimenso˜es) pode ser especificado dando-se
seu produto escalar com treˆs vetores na˜o coplanares. As-
sim, dado um vetor F que represente uma forc¸a, pode-se
escrever:
F = (F · bi)bi (19)
ou notando as componentes por:
Qi = F · bi (20)
tem-se,
F = Qib
i (21)
As componentes Qi sa˜o denominadas forc¸as generaliza-
das; elas na˜o necessariamente tera˜o a dimensa˜o de forc¸a.
No caso do sistema de coordenadas esfe´ricas, por exem-
plo, (verifique!!),
b1 =
∂r
∂r
= er, b2 =
∂r
∂θ
= eϕ×r, b3 = ∂r
∂ϕ
= k×r.
(22)
E da´ı,
Q1 = F · b1 = F · er = Fr (23a)
Q2 = F · b2 = eϕ · (r× F) (23b)
Q3 = F · b3 = k · (r× F) (23c)
onde se nota que Q2 e Q3 na˜o teˆm a dimensa˜o de forc¸a.
D. Momenta generalizados
De forma semelhante ao caso de F pode-se representar
o momentum de uma part´ıcula p = mv em um ponto
(q1, q2, q3) usando os produtos escalares
pi = p · bi, i = 1, 2, 3 (24)
sendo pi designado por momenta generalizados da
part´ıcula. Com p = mv, tem-se de (24)
pi = p · bi = mv · bi = mvi, (25)
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sendo vi a componente covariante da velocidade V. E
pelo ı´tem 2) do Problema B.1, segue que:
pi = mvi =
∂
∂q˙i
(
1
2
v2
)
=
∂
∂q˙i
(
1
2
mv2
)
,
ou,
pi =
∂T
∂q˙i
, com T =
1
2
mv2. (26)
Problema D.1
Usando coordenadas cil´ındricas, determine os mo-
menta generalizados de uma part´ıcula, deˆ-lhes inter-
pretac¸a˜o f´ısica e verifique se a dimensa˜o e´ de momentum.
Observe que como as componentes contravariantes da ve-
locidade sa˜o
vi = q˙i,
e
T =
1
2
p · v, com p = mv,
tem-se
T =
1
2
(pib
i) · (q˙jbj),
ou,
T =
1
2
piq˙
i. (27)
E. Equac¸o˜es generalizadas de movimento
As equac¸o˜es generalizadas de movimento sa˜o obtidas
a partir da equac¸a˜o F = ma e dos treˆs vetores bi do
sistema de coordenadas generalizadas. Com efeito, tem-
se:
F = ma
F · bi = ma · bi
Qi = mai.
E usando o resultado do Problema B.2, segue que
Qi = m
[
d
dt
∂
∂q˙i
(
1
2
v2
)
− ∂
∂qi
(
1
2
v2
)]
,
ou,
Qi =
d
dt
∂T
∂q˙i
− ∂T
∂qi
, i = 1, 2, 3 (28)
que sa˜o chamadas de equac¸o˜es generalizadas de movi-
mento. Para uma forc¸a conservativa, deriva´vel de uma
func¸a˜o energia potencial U , a forc¸a generalizada sera´:
Qi = F · bi = F · ∂r
∂qi
= −
(
∂U
∂x
i +
∂U
∂y
j +
∂U
∂z
k
)
·
(
∂x
∂qi
i +
∂y
∂qi
j +
∂z
∂qi
k
)
= −∂U
∂x
∂x
∂qi
− ∂U
∂y
∂y
∂qi
− ∂U
∂z
∂z
∂qi
,
ou,
Qi = −∂U
∂qi
. (29)
Com (29) as equac¸o˜es (28) sa˜o escritas como
− ∂U
∂qi
=
d
dt
∂T
∂q˙i
− ∂T
∂qi
, i = 1, 2, 3. (30)
E para uma func¸a˜o energia potencial dependente ape-
nas da posic¸a˜o, pode-se escrever de (30)
d
dt
∂T
∂q˙i
− d
dt
∂U
∂q˙i
− ∂T
∂qi
+
∂U
∂qi
= 0,
ou seja,
d
dt
∂
∂q˙i
(T − U)− ∂
∂qi
(T − U) = 0,
ou ainda,
d
dt
∂L
∂q˙i
− ∂L
∂qi
= 0, i = 1, 2, 3 (31)
onde L = T − U e´ conhecida como func¸a˜o de Lagrange
ou simplesmente Lagrangiana.
As equac¸o˜es (31) sa˜o denominadas equac¸o˜es de La-
grange. Se em adic¸a˜o a`s forc¸as conservativas hou-
ver forc¸as na˜o conservativas atuando sobre a part´ıcula,
as correspondentes forc¸as generalizadas na˜o estara˜o in-
clu´ıdas em (31) e nesse caso as equac¸o˜es de Lagrange [?
] sa˜o expressas como:
d
dt
∂L
∂q˙i
− ∂L
∂qi
= Qnci , (32)
onde Qnci sa˜o as forc¸as generalizadas na˜o conservativas;
as forc¸as conservativas esta˜o inclu´ıdas na func¸a˜o de
Lagrange.
No caso em que no problema em estudo houver forc¸as
dependentes de velocidade que sejam deriva´veis de uma
func¸a˜o energia potencial U(qi, q˙i, t) com a forc¸a genera-
lizada dada por:
Qi =
d
dt
∂U
∂q˙i
− ∂U
∂qi
, (33)
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as equac¸o˜es de movimento sa˜o ainda dadas por (31) com a
Lagrangiana sendo L = T −U(qi, q˙i, t). Neste caso deve-
se notar que e´ habitual definir o momentum conjugado
pi pela relac¸a˜o:
pi =
∂L
∂q˙i
=
∂
∂q˙i
(T − U) = ∂T
∂q˙i
− ∂U
∂q˙i
, (34)
o qual coincide com o momentum generalizado da
part´ıcula, definido na sec¸a˜o II D, no caso em que U
na˜o dependa da velocidade. Para problemas envolvendo
forc¸as magne´ticas, encontra-se que o momentum (ou mo-
mentum conjugado generalizado) definido por (34) e´ (ve-
rifique!)
pi =
∂L
∂q˙i
= (mv + eA) · bi = mvi + eAi
onde A e´ o vetor potencial magne´tico.
Problema E.1
1. Escreva a Lagrangiana e as equac¸o˜es de Lagrange
para uma part´ıcula de massa m sujeita a` forc¸a
central F = Kr2 (r/r), onde K e´ uma constante e
r = |r|.
2. Resolva o problema do oscilador harmoˆnico no
plano usando coordenadas polares e as equac¸o˜es de
Lagrange.
III. FORMAC¸A˜O HAMILTONIANA DA
MECAˆNICA CLA´SSICA
A. Conservac¸a˜o da energia e func¸a˜o de Hamilton
O princ´ıpio da conservac¸a˜o da energia pode ser obtido
diretamente das equac¸o˜es de Lagrange
d
dt
∂
∂q˙i
(T − U)− ∂
∂qi
(T − U) = 0, (35)
onde a energia potencial U pode tambe´m ser uma func¸a˜o
da velocidade. Com efeito, as forc¸as generalizadas de-
riva´veis da func¸a˜o energia potencial dependente da velo-
cidade U(qi, q˙i) sa˜o
Qi =
d
dt
∂U
∂q˙i
− ∂U
∂qi
,
e o trabalho realizado por tais forc¸a˜s generalizadas para
variac¸a˜o dqi nas coordenadas generalizadas e´
dW = Qidq
i, (soma em i) (36)
=
(
d
dt
∂U
∂q˙i
− ∂U
∂qi
)
dqi
=
(
d
dt
∂T
∂q˙i
− ∂T
∂qi
)
dqi,
de onde se tem (
d
dt
∂L
∂q˙i
− ∂L
∂qi
)
dqi = 0, (37)
ou ainda (
d
dt
∂L
∂q˙i
)
q˙idt =
∂L
∂qi
q˙idt. (38)
Utilizando a relac¸a˜o(
d
dt
∂L
∂q˙i
)
q˙idt =
d
dt
(
∂L
∂q˙i
q˙i
)
dt− ∂L
∂q˙i
q¨idt (39)
= d
(
∂L
∂q˙i
q˙i
)
− ∂L
∂q˙i
dq˙i,
em (38), segue que
d
(
∂L
∂q˙i
q˙i
)
− ∂L
∂q˙i
dq˙i − ∂L
∂qi
dqi = 0,
ou,
d
(
∂L
∂q˙i
q˙i − L
)
+
∂L
∂t
dt = 0, (40)
pois
dL =
∂L
∂qi
dqi +
∂L
∂q˙i
dq˙i +
∂L
∂t
dt. (41)
Se a Lagrangiana na˜o depender explicitamente do
tempo, ∂L∂t = 0 e tem-se de (40)
d
(
∂L
∂q˙i
q˙i − L
)
= 0. (42)
Como pi =
∂L
∂q˙i , a relac¸a˜o (42) pode ser reescrita na
forma
d(piq˙
i − L) = 0,
ou seja
(piq˙
i − L) = cte. (43)
Assim, se a Lagrangiana na˜o for explicitamente func¸a˜o
do tempo, a quantidade
H = piq˙
i − L, (soma em i) (44)
conhecida como Hamiltoniana ou func¸a˜o de Hamilton
do sistema e e´ uma constante do movimento.
Vejamos qual o significado f´ısico de H. Para isso, ana-
lisemos o caso de uma part´ıcula carregada sob a ac¸a˜o de
um campo de forc¸a conservativo com energia potencial
U(x, y, z) e um campo magne´tico. Neste caso, como foi
visto na sec¸a˜o II E os momenta conjugados sa˜o:
pi = mvi + eAi, (45)
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com
vi = v · bi, Ai = A · bi
Enta˜o, segue que
H = piq˙
i − L (46)
= (mvi + eAi)v
i − L.
E como L = 12mv
2 − U + ev ·A, tem-se de (46)
H = (mvi + eAi)v
i − 1
2
mv2 + U − eviAi
= mv2 + eAiv
i − 1
2
mv2 + U − eviAi
=
1
2
mv2 + U = T + U,
ou seja, H e´ a energia total do sistema.
B. Equac¸o˜es de movimento de Hamilton
A func¸a˜o de Hamilton ou Hamiltoniana definida por
(44) na˜o e´, como parece indicar sua definic¸a˜o, uma func¸a˜o
expl´ıcita das velocidades generalizadas q˙i. Verifiquemos
esse resultado considerando dH com a hipo´tese que H
seja uma func¸a˜o de qi, q˙i, pi e t. Temos enta˜o
dH =
∂H
∂qi
dqi +
∂H
∂pi
dpi +
∂H
∂q˙i
dq˙i +
∂H
∂t
dt. (47)
Por outro lado, da definic¸a˜o (44) segue que
dH = pidq˙
i + q˙idpi − ∂L
∂q˙i
dq˙i − ∂L
∂qi
dqi − ∂L
∂t
dt. (48)
Como pi =
∂L
∂q˙i , os termos piq˙
i e ∂L∂q˙i q˙
i em (48)
cancelam-se e tem-se
dH = q˙idpi − ∂L
∂qi
dqi − ∂L
∂t
dt. (49)
Comparando (49) e (47) obte´m-se
∂H
∂pi
= q˙i, (50)
∂H
∂qi
= − ∂L
∂qi
, (51)
∂H
∂q˙i
= 0, (52)
∂H
∂t
=
∂L
∂t
. (53)
A equac¸a˜o (52) expressa que H na˜o depende de q˙i, isto
e´, na˜o e´ func¸a˜o expl´ıcita das velocidades generalizadas.
Assim H e´ somente func¸a˜o dos momenta generalizados,
coordenadas generalizadas e eventualmente do tempo.
H = H(qi, pi, t). (54)
Com o uso das equac¸o˜es de Lagrange, a equac¸a˜o (51)
pode ser reescrita. De fato,
d
dt
∂L
∂q˙i
− ∂L
∂qi
= 0 =⇒ d
dt
∂L
∂q˙i
=
∂L
∂qi
ou,
dpi
dt
=
∂L
∂qi
, (55)
que usado em (51) nos da´
∂H
∂qi
= −p˙i. (56)
As equac¸o˜es (50) e (56), i.e.
p˙i = −∂H
∂qi
, i = 1, 2, 3 (57a)
q˙i =
∂H
∂pi
, i = 1, 2, 3 (57b)
constituem o que e´ conhecido como equac¸o˜es de movi-
mento de Hamilton. As equac¸o˜es (57a) sa˜o equivalentes
a`s equac¸o˜es de Lagrange enquanto (57b), que permite
obter as velocidades generalizadas em func¸a˜o das coor-
denadas e momenta generalizados, e´ o inverso de
pi =
∂L
∂q˙i
que define os momenta generalizados como func¸a˜o das
coordenadas e velocidades generalizadas.
Problema B.1
Considere uma part´ıcula carregada em presenc¸a˜ de um
campo ele´trico e magne´tico uniforme dirigido ao longo
do eixo Z. Obtenha a Lagrangeana, a Hamiltoniana, as
equac¸o˜es de Lagrange e as equac¸o˜es de Hamilton.
C. Pareˆntesis de Poisson:
O espac¸o das varia´veis (q1, q2, q3, p1, p2, p3) ≡ (q, p) e´
chamado de espac¸o de fase.
De grande utilidade em mecaˆnica sa˜o os pareˆntesis de
Poisson: se u(q, p, t) e v(q, p, t) sa˜o func¸o˜es no mı´nimo
C2 dos argumentos, define-se seu pareˆntesis de Poisson
{u, v} como
{u, v} =
∑
k
(
∂u
∂qk
∂v
∂pk
− ∂u
∂pk
∂v
∂qk
)
. (58)
Os pareˆntesis de Poisson possuem va´rias propriedades.
Algumas delas sa˜o:
{u, v} = −{v, u}; {u, κ} = 0 com κ = cte(59a)
{u, v1 + v2} = {u, v1}+ {u, v2} (59b)
{u, v1v2} = {u, v1}v2 + v1{u, v2} (59c)
{u, {v1, v2}}+ {v2, {u, v1}}+ {v1, {v2, u}} = 0. (59d)
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A propriedade (59d) e´ conhecida como identidade de
Jacobi.
Problema C.1
1. Verifique as propriedades (59).
2. Verifique se ∂∂t{u, v} = {∂u∂t , v}+ {u, ∂v∂t }.
Com o uso do pareˆntesis de Poisson, as equac¸o˜es de
movimento de Hamilton podem ser reescritas pois
{qk, H} =
∑
j
(
∂qk
∂qj
∂H
∂pj
− ∂q
k
∂pj
∂H
∂qj
)
=
∂H
∂pk
,
{pk, H} =
∑
j
(
∂pk
∂qj
∂H
∂pj
− ∂pk
∂pj
∂H
∂qj
)
= −∂H
∂qk
,
que substitu´ıdas em (57) nos d ao
q˙k = {qk, H}, (60)
p˙k = {pk, H}. (61)
Essas relac¸o˜es constituem as equac¸o˜es canoˆnicas de
movimento escritas em termos dos pareˆntesis de Poisson.
Elas, na realidade, sa˜o casos especiais de uma fo´rmula
geral para a derivada temporal de uma func¸a˜o u(q, p, t).
Matematicamente, tem-se
du
dt
=
∑
i
(
∂u
∂qi
q˙i +
∂u
∂pi
p˙i
)
+
∂u
∂t
,
que com as equac¸o˜es de Hamilton (57) nos da´
du
dt
=
∑
i
(
∂u
∂qi
∂H
∂pi
− ∂u
∂pi
∂H
∂qi
)
+
∂u
∂t
, (62)
= {u,H}+ ∂u
∂t
.
Note que se u na˜o depender explicitamente do tempo,
∂u
∂t = 0 e (62) se reduz a
du
dt
= {u,H}. (63)
E se o pareˆntesis de Poisson de u com H for nulo, segue
que dudt = 0, ou seja, u sera´ uma constante de movimento;
e inversamente, os pareˆntesis de Poisson de constantes de
movimento com H devem ser zero.
A identidade de Jacobi permite que conhecidas duas
constantes de movimento construa-se outra(s) con-
tante(s). Na realidade, considerando-se a identidade de
Jacobi tem-se:
{u, {v, w}}+ {w, {u, v}}+ {v, {w, u}} = 0,
e supondo que u e v sa˜o constantes e w ≡ H segue que
{u, {v,H}}+ {H, {u, v}}+ {v, {H,u}} = 0,
onde usando que {v,H} = 0 e {H,u} = 0 obtem-se
{H, {u, v}} = 0, ou seja, {u, v}, tambe´m e´ uma cons-
tante de movimento. Este resultado e´ conhecido como
Teorema de Poisson e possibilita algumas vezes construir
uma sequeˆncia inteira de constantes de movimento. Mas
tambe´m pode ocorrer que as constantes assim obtidas
sejam func¸o˜es triviais das ja´ conhecidas e portanto de
pouca utilidade.
O que foi apresentado para o caso de uma part´ıcula
com treˆs graus de liberdade pode ser generalizado para
um sistema com f graus de liberdade. Neste caso
o espac¸o de fase sera´ constru´ıdo com 2f varia´veis
(q1, q2, . . . , qf , p1, p2, . . . , pf ) = (q, p). O pareˆntesis de
Poisson para essas varia´veis dara´
{qi, qj} = 0, (64a)
{pi, pj} = 0, (64b)
{qi, pj} = δij , i = 1, 2, . . . , f. (64c)
e os pareˆntesis de Poisson de duas varia´veis dinaˆmicas
f(q, p), g(q, p) anal´ıticas nessas varia´veis podera˜o ser ex-
pressas em termos dos pareˆntesis (64a, 64b, 64c). De um
modo geral, um conjunto de 2f varia´veis (q, p) satisfa-
zendo equac¸o˜es do tipo
q˙k =
∂H
∂pk
, k = 1, 2, . . . , f
p˙k =
∂H
∂qk
, k = 1, 2, . . . , f
para uma func¸a˜o H(q, p, t) sa˜o chamadas de varia´veis
canoˆnicas com q sendo as coordenadas generalizadas e
p os momenta generalizados.
IV. ELEMENTOS MATEMA´TICOS
A. A´lgebra de Lie
Seja um conjunto U = {x, y, z, ...} com estrutura de
espac¸o vetorial definida sobre o corpo dos reais, <. U
e´ dito ser uma a´lgebra de Lie se estiver definida em U
uma lei de composic¸a˜o bilinear tal que a todo par (x, y)
com x, y ∈ U possamos associar o produto x ∗ y ∈ U que
satisfaz as condic¸o˜es
(x1 ∗ x2) ∗ y = x1 ∗ y + x2 ∗ y, (65a)
x ∗ (y1 + y2) = x ∗ y1 + x ∗ y2, (65b)
α(x ∗ y) = (αx) ∗ y = x ∗ (αy), α ∈ R(65c)
x ∗ x = x2 = 0, (65d)
(x ∗ y) ∗ z + (z ∗ x) ∗ y + (y ∗ z) ∗ x = 0, (65e)
sendo essa u´ltima relac¸a˜o denominada identidade de
Jacobi. O produto ∗ e´ dito produto de Lie.
E´ interessante notar que a condic¸a˜o (65d) implica em
0 = (x+ y) ∗ (x+ y) = x ∗ x+ x ∗ y + y ∗ x+ y ∗ y
= x ∗ y + y ∗ x,
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ou seja,
x ∗ y = −y ∗ x, (66)
o que mostra ser o produto de Lie anti-sime´trico.
B. Espac¸o de fase e conjunto de observa´veis
Seja Ω = (q1, q2, q3, p1, p2, p3) o espac¸o de fase de um
sistema f´ısico e A = {f, g, h, . . .} o conjunto de todas as
observa´veis no sistema, i.e. f = f(q, p), g = g(q, p), . . . .
O conjunto A e´ fechado por adic¸a˜o e pela lei de
composic¸a˜o de Poisson ou pareˆntesis de Poisson, no
sentido que ambos, a soma e o pareˆntesis de Poisson
de duas observa´veis sa˜o observa´veis. Ale´m disso o
pareˆntesis de Poisson satisfaz a propriedade (66) e todas
as propriedades (65). Em consequeˆncia, o conjunto A
de todas as observa´veis definidas sobre o espac¸o de fase
constitui uma a´lgebra de Lie [? ].
Qualquer subconjunto de observa´veis que seja fechado
com respeito a` adic¸a˜o e aos pareˆntesis de Poisson tembe´m
constitui uma a´lgebra de Lie, ou mais precisamente uma
suba´lgebra da a´lgebra de Lie de todas as observa´veis.
Uma transfomac¸a˜o de todas as observa´veis
f = f(q, p)
W−→ fζ = fζ(q, p), (67a)
g = g(q, p)
W−→ gζ = gζ(q, p), (67b)
... (67c)
f0 = f, g0 = g, . . . (67d)
e´ dita ser uma transfomac¸a˜o canoˆnica gerada pela ob-
serva´vel W = W (q, p) se as observa´veis transformadas
satisfazem as equac¸o˜es
dfζ
dζ
= {fζ ,W}, (68a)
dgζ
dζ
= {gζ ,W}, (68b)
...
Uma observa´vel transformada e´ dada explicitamente
em termos das observa´veis originais pela se´rie:
fζ = f + ζ{f,W}+ ζ
2
2!
{{f,W},W}+ . . . (69)
= exp
[
ζ
(
∂W
∂pi
∂
∂qi
− ∂W
∂qi
∂
∂pi
)]
f,
e tem-se tambe´m que
h = {f, g} =⇒ hζ = {fζ , gζ}, para ζ > 0.
(70)
Problema B.1
Mostre que a relac¸a˜o (70) e´ verificada.
Pela relac¸a˜o (70) as transfomac¸o˜es canoˆnicas preservam
a estrutura alge´brica de Lie. Ale´m disso, a variac¸a˜o no
tempo de qualquer observa´vel canonicamente transfor-
mada e´ dada por
fζ
dt
≡ f˙ζ = {fζ , Hζ} (71)
como se veˆ colocando-se em (70) h = f˙ e g = H.
Deve-se notar que para h = c, uma constante nume´rica
independente de q e p, tem-se:
{f, g} = c =⇒ {fζ , gζ} = c, (72)
e da´ı, para as componentes de coordenada e momentum
generalizados, obteˆm-se as relac¸o˜es:
{qζi , qζj} = 0, (73a)
{pζi , pζj} = 0, (73b)
{qζi , pζj} = δij . (73c)
Segue, enta˜o, como consequeˆncia de (73) que se duas
observa´veis f e g sa˜o analisadas como func¸o˜es das com-
ponentes da coordenada e momentum generalizados, seu
pareˆntesis de Poisson com relac¸a˜o a qζ e pζ e´ igual ao seu
pareˆntesis de Poisson com relac¸a˜o a q e p, i.e.,
∂f
∂qiζ
∂g
∂pζi
− ∂f
∂pζi
∂g
∂qiζ
=
∂f
∂qi
∂g
∂pi
− ∂f
∂pi
∂g
∂qi
, (74)
o que conduz a`s equac¸o˜es de Hamilton
q˙ζ =
∂Hζ
∂pζ
, p˙ζ = −∂Hζ
∂qζ
, (75)
ou seja, as transformac¸o˜es canoˆnicas preservam a forma
das equac¸o˜es de Hamilton e a forma dos pareˆntesis de
Poisson.
Problema B.2
Mostre que a relac¸a˜o (74) e´ verdadeira e obtenha as
equac¸o˜es (75).
C. Transformac¸o˜es canoˆnicas e a´lgebras de Lie
Considere uma a´lgebra de Lie m-dimensional A com-
posta de todas as combinac¸o˜es lineares reais de m
observa´veis linearmente independentes W1,W2, . . . ,Wm.
Como A e´ fechada com relac¸a˜o ao pareˆntesis de Poisson,
ter-se-a´
{Wi,Wj} = −
m∑
k=1
CijkWk, (76)
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onde os Cijk = −Cijk sa˜o as constantes de estrutura da
a´lgebra.
Considere enta˜o os geradores
Gi =
∂Wi
∂pj
∂
∂qj
− ∂Wi
∂qj
∂
∂pj
, i = 1, 2, . . . ,m (77)
os quais como consequeˆncia de (76) satisfazem as relac¸o˜es
de comutac¸a˜o:
[Gi, Gj ] = GiGj −GjGi =
m∑
k=1
CijkGk. (78)
Tem-se enta˜o (veja (69)) que para uma observa´vel
gene´rica f = f(q, p) a transformada sera´
fα = exp (α1G1 + α2G2 + . . .+ αmGm) f (79)
onde α1, α2, . . . , αm sa˜o paraˆmetros e entende-se que
exp (α1G1 + α2G2 + . . .+ αmGm) = exp(α ·G) (80)
=
∞∑
N=0
1
N !
(α ·G)N .(81)
Diz-se assim que G1, G2, ..., Gm sa˜o geradores de trans-
formac¸a˜o canoˆnica, ou que a transformac¸a˜o canoˆnica e´
gerada pela a´lgebra de Lie A de dimensa˜o m. Neste con-
texto obte´m-se que a generalizac¸a˜o de (70) e´
h = {f, g} =⇒ hα = {fα, gα}, (82)
e a generalizac¸a˜o (71) e´
dfα
dt
= f˙α = {fα, Hα}. (83)
Como uma ilustrac¸a˜o de transformac¸o˜es canoˆnicas ge-
radas por uma a´lgebra de Lie de dimensa˜o finita, consi-
dere a suba´lgebra tridimensional [? ].
A =
{
α1W1 + α2W2 + α3W3 : W1 =
1
4
∑
i
(pipi − qiqi);W2 = −1
4
∑
i
(qiqi + pipi);W3 = −1
2
∑
i
qipi
}
(84)
Para essa a´lgebra A tem-se as relac¸o˜es:
{W1,W2} = −W3, {W2,W3} = −W1, {W3,W1} = W2
(85)
de onde segue que as constantes de estrutura na˜o nulas
independentes sa˜o:
C123 = C231 = −C312 = 1. (86)
Problema C.1
Obtenha as relac¸o˜es (85).
Os geradores Gi associados a a´lgebra A sera˜o:
G1 =
1
2
∑
i
(
qi
∂
∂pi
+ pi
∂
∂qi
)
,
G2 =
1
2
∑
i
(
qi
∂
∂pi
− pi ∂
∂qi
)
,
G3 =
1
2
∑
i
(
pi
∂
∂pi
− qi ∂
∂qi
)
, (87)
e gerara˜o as transformac¸o˜es canoˆnicas no espac¸o de
observa´veis f = f(q, p).
Nesta formulac¸a˜o e´ importante a transformac¸a˜o
canoˆnica gerada pelo Hamiltoniano e pelas a´lgebras de
Lie mais simples associadas ao Hamiltoniano. De fato,
colocando ζ = t, ft = ft(q(0), p(0)) ≡ f(q(t), p(t))
e W = H(q(0), p(0)) em (68) segue que a evoluc¸a˜o
dinaˆmica de toda observa´vel dada pela equac¸a˜o
df
dt
= f˙ = {f,H}
pode ser vista como uma transformac¸a˜o canoˆnica para-
metrizada pelo tempo e gerada pelo Hamiltoniano (veja
equac¸a˜o (68)). Esta transformac¸a˜o canoˆnica especial con-
duz a: q(0)
H−→ qt(0) = q(t) e p(0) H−→ pt(0) = p(t)
com o pareˆntesis de Poisson em (68) sendo calculado
com relac¸a˜o a`s varia´veis canoˆnicas originais q(0), p(0).
A evoluc¸a˜o dinaˆmica de toda observa´vel e´ expressa na
forma de tranformac¸a˜o canoˆnica (69) como
f = f(q(t), p(t))
= exp
[
t
(
∂H
∂pi(0)
∂
∂qi(0)
− ∂H
∂qi(0)
∂
∂pi(0)
)]
· f(q(0), p(0))88
D. Espac¸os de Hilbert
Um espac¸o de Hilbert h e´ um espac¸o vetorial real ou
complexo no qual se define um produto escalar x · y sa-
tisfazendo as propriedades
i) x · (αy + α′y′) = αx · y + α′x · y′, (89)
ii) x · y = y · x (se h real),
x · y = (y · x)∗ (se h complexo) (90)
iii) x · x > 0, x · x = 0 ⇒ x = 0.(91)
Em decorreˆncia da propriedade (90) diz-se que o produto
escalar x · y e´ linear com relac¸a˜o a y e antilinear com
relac¸a˜o a x, se h for complexo.
iv) Considerando a norma do vetor x, ||x|| = √x · x,
(92)
toda sequeˆncia xn ∈ h, com n = 1, 2, . . . , k, tal que
||xn − xn+p|| < εn, com εn n 7→∞−−−−→ 0
e´ convergente em h, i.e.,
∃ x ∈ h tal que ||xn − x|| n 7→∞−−−−→ 0.
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Para descrever esta propriedade, diz-se que h e´ com-
pleto com relac¸a˜o a` definic¸a˜o de norma usada.
E. Operadores
Um operador linear sobre h e´ uma aplicac¸a˜o linear de
h→ h, i.e., uma lei de correspondeˆncia
x −→ y,
que associa a um vetor x ∈ h, o vetor y ∈ h; se σ
simboliza um operador linear escreve-se
x ∈ h =⇒ y = σx ∈ h (93)
e tem-se
σ(x + z) = σx + σz, (94)
σ(αx) = ασx α ∈ C. (95)
Se o operador σ for antilinear a propriedade (95) e´
substitu´ıda por
σ(αx) = α∗σx. (96)
Problema E.1
1. Mostre que se σ for linear e C uma constante com-
plexa (ou real) Cσ = σC.
2. Mostre que se σ for antilinear e C uma constante
complexa, Cσ = σC∗.
F. Observac¸o˜es
• Um operador σ pode ser definido em apenas um
subespac¸o vetorial D(σ) de h; neste caso D(σ) e´
dito ser o domı´nio de definic¸a˜o de σ.
• Uma notac¸a˜o usual, na Teoria Quaˆntica, para o
produto escalar de dois vetores x e y e´:
(x,y). (97)
• Ha´ diferentes tipos de operadores lineares; um de-
les e´ definido da seguinte maneira: Sejam x e y
dois vetores arbitra´rios em h e A um operador li-
near. Considere o produto escalar (y, Ax). Chama-
se enta˜o adjunto ou conjugado hermitiano de A e
nota-se por A†, o operador tal que:
(y, Ax) = (A†y,x) (98)
e se A† for tal que:
(y, Ax) = (A†y,x) = (Ay,x) (99)
diz-se que A e´ hermitiano [? ].
• Um dos exemplos mais importantes do espac¸o de
Hilbert e´ o espac¸o L2 das func¸o˜es reais (ou com-
plexas) da varia´vel real x definidas num intervalo
(α, β) e de quadrado integra´vel no sentido que:∫ β
α
|ψ(x)|2dx <∞. (100)
O produto escalar de ψ e ψ′ ∈ L2 se define como:
(ψ(x), ψ′(x)) =
∫ β
α
ψ∗(x)ψ′(x)dx. (101)
Problema F.1
Verifique se (101) satisfaz as propriedades (89, 90, 91).
• Um exemplo de como a relac¸a˜o (99) e´ aplicada
considerando um espac¸o vetorial espec´ıfico, seja o
operador P que atua no espac¸o L2 das func¸o˜es
ψ definidas no intervalo (0, 1) com as condic¸o˜es
de contorno ψ(0) = ψ(1) = 0, sendo P tal que
Pψ(x) = i ddxψ(x). Calculemos (ψ
′(x), Pψ(x)) −
(Pψ′(x), ψ(x)) o que nos da´:
=
∫ 1
0
(ψ′(x))∗
(
i
dψ(x)
dx
)
dx−
∫ 1
0
(
i
dψ(x)
dx
)∗
ψ(x)dx
= i
∫ 1
0
(
ψ′(x)∗
dψ(x)
dx
+
dψ′(x)∗
dx
ψ(x)
)
dx
= i
∫ 1
0
d
dx
(ψ′(x)∗ψ(x))dx
= i(ψ′(x)∗ψ(x))
∣∣∣1
0
= i(ψ′(1)∗ψ(1)− ψ′(0)∗ψ(0))
e essa expressa˜o e´ nula porque ψ(0) = ψ(1) = 0.
Assim tem-se que nesse espac¸o L2(0, 1), P e´ hermi-
tiano.
• Um tipo de equac¸a˜o que tem importaˆncia na teoria
quaˆntica e´
σx = ax (102)
onde σ e´ um operador, x ∈ h e a e´ um nu´mero. Tal
equac¸a˜o e´ dita de autovalor: x e´ chamado autovetor
de σ correspondente ao autovalor a.
Para o operador P definido no ı´tem anterior tem-se:
Pψ(x) = aψ(x)
i
dψ(x)
dx
= aψ(x) ou
dψ(x)
dx
= −iaψ(x).
o que resulta em ψα(x) = ce
−iax com c = cons-
tante.
Problema F.2
Considerando que ψ(x) esta´ definida no intervalo
−∞ < x < ∞ e ψ(x) x→±∞−−−−−→ 0 determine os poss´ıveis
valores de a.
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V. PROBLEMA DE HEISENBERG.
FORMULAC¸A˜O DE DIRAC
A. Introduc¸a˜o
A Mecaˆnica Quaˆntica de um sistema com f graus de li-
berdade descrito classicamente pelo Lagrangiano L(q, q˙),
onde q = (q1, q2, . . . , qf ), q˙ = (q˙1, q˙2, . . . , q˙f ), ou pelo
Hamiltoniano H(q, p), onde p = (p1, p2, . . . , pf ) pode ser
formulada de seguinte maneira: propoˆe-se encontrar ope-
radores lineares pˆj(t) e qˆj(t) com j = 1, 2, . . . , f , ope-
rando sobre um espac¸o de Hilbert H e satisfazendo as
equac¸o˜es [? ]
dqˆj(t)
dt
= i [H (qˆj(t), pˆj(t)) , qˆj(t)] , (103)
dpˆj(t)
dt
= i [H (qˆj(t), pˆj(t)) , pˆj(t)] , i =
√−1(104)
onde [A,B] = AB − BA e´ chamado de comutador de
A e B, tendo com j = 1, 2, . . . , f e −∞ < t <∞,
[qˆj(t), qˆk(t)] = 0, (105)
[pˆj(t), pˆk(t)] = 0, (106)
[qˆj(t), pˆk(t)] = iδjk. (107)
B. Soluc¸a˜o do Problema de Heisenberg
O´ problema apresentado na secc¸a˜o V A e´ denominado
de Problema de Heisenberg e sua soluc¸a˜o foi apresentada
por J. von Neumann (1931) dividida em duas etapas: a
cinema´tica e a dinaˆmica.
Etapa Cinema´tica: procura-se inicialmente opera-
dores qˆ0k e pˆ
0
k, com j = 1, 2, . . . , f , atuando num espac¸o
de Hilbert e satisfazendo as relac¸o˜es de comutac¸a˜o[
qˆ0j , qˆ
0
k
]
=
[
pˆ0j , pˆ
0
k
]
= 0, (108)[
qˆ0j , pˆ
0
k
]
= iδjk. (109)
von Neumann demonstrou que a soluc¸a˜o e´ a seguinte:
o espac¸o de Hilbert H e´ o espac¸o L2 das func¸o˜es
ψ(q1, q2, . . . , qf ) de quadrado integra´vel em relac¸a˜o aos
argumentos qj , isto e´∫
ψ∗(q1, q2, . . . , qf )ψ(q1, q2, . . . , qf )dq1dq2 . . . dqf <∞
(110)
e os operadores qˆ0j e pˆ
0
j sa˜o dados por
(qˆ0jψ)(q1, q2, . . . , qf ) = qjψ(q1, q2, . . . , qf ) (111)
(pˆ0jψ)(q1, q2, . . . , qf ) = −i
∂
∂qj
ψ(q1, q2, . . . , qf ) (112)
Deve-se notar que essas realizac¸o˜es dos qˆ0j e pˆ
0
j sa˜o as
da Mecaˆnica Ondulato´ria de De Broglie e Schro¨dinger, e
que o produto escalar em H e´ definido [? ] por
(ψ′(q), ψ(q)) =
∫ ∞
−∞
ψ′∗(q1, . . . , qf )ψ(q1, . . . , qf )dq1 . . . dqf .(113)
Etapa Dinaˆmica: Nos casos fisicamente interessan-
tes tem-se H(qˆ0j , pˆ
0
j ) um operador hermitiano obtido do
Hamiltoniano cla´ssico H(qj , pj) e que pelas relac¸o˜es (111,
112) e´ um operador diferencial H(qj ,−i∂/∂qj). Esse ope-
rador satisfaz a equac¸a˜o
i
∂Uˆ(t, t0)
∂t
= H(qj ,−i ∂
∂qj
)Uˆ(t, t0) (114)
com Uˆ(t, t0) um operador tal que Uˆ(t0, t0) = 1 e
Uˆ†(t, t0)Uˆ(t, t0) = Uˆ(t, t0)Uˆ†(t, t0) = 1. (115)
Com o operador Uˆ(t, t0) define-se
qˆj(t) = Uˆ
†(t, t0)qˆ0j (t)Uˆ(t, t0), (116)
pˆj(t) = Uˆ
†(t, t0)pˆ0j (t)Uˆ(t, t0), (117)
os quais satisfara˜o as relac¸o˜es (105, 106, 107) e (103, 104).
Em part´ıcular se,
ψ(q, t) = Uˆ(t, t0)ψ(q, t0), (118)
resulta da equac¸a˜o (114) que
i
∂ψ(q, t)
∂t
= H
(
qj ,−i ∂
∂qj
)
ψ(q, t), (119)
uma equac¸a˜o a` derivadas parciais, denominada Equac¸a˜o
de Schro¨dinger, cujas soluc¸o˜es ψ(q, t) descrevem o estado
[? ] do sistema dinaˆmico cujo Hamiltoniano e´ dado por
H(qˆ0j , pˆ
0
j ).
Problema B.1
Considerando H(qj , pj) um polonoˆmio nos qj e pj,
verifique se qˆj(t) e pˆj(t) dados por (116) e (117) satis-
fazem as equac¸o˜es (105), (106), (107) e (103), (104).
Com o estado do sistema dinaˆmico representado pela
func¸a˜o ψ(q, t) (func¸a˜o de onda, func¸a˜o de estado) o valor
esperado de uma observa´vel f = f(q, p) e´ postulado como
〈f〉 =
∫
ψ(q, t)∗f(q,−i∂/∂q)ψ(q, t)dq. (120)
No operador f(q,−i∂/∂q) os termos envolvendo pro-
dutos de qˆ e pˆ sa˜o ordenados de forma conveniente tal
que fˆ = f(q,−i∂/∂q) seja um operador Hermitiano e
apropriado do ponto de vista experimental. A func¸a˜o de
estado ψ = ψ(q, t) em (120) e´ normalizada, i.e.,∫
ψ(q, t)∗ψ(q, t)dq =
∫
|ψ(q, t)|2dq = 1. (121)
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C. Estados Estaciona´rios
As func¸o˜es de estado da forma
ψ(q, t) = exp(−iEt)ϕ(q) (122)
que satisfazem a Equac¸a˜o de Schro¨dinger (119) descre-
vem estados estaciona´rios. Neste caso tem-se que ϕ(q)
obedece a` equac¸a˜o
H
(
q,−i ∂
∂q
)
ϕ(q) = Eϕ(q), (123)
ou seja, ϕ(q) sa˜o autofunc¸o˜es do operador Hˆ =
H(q,−i∂/∂q) e a energia de sistema E, seu autovalor.
A equac¸a˜o (123) e´ conhecida como Equac¸a˜o de Schro¨din-
ger independente do tempo.
Resolvendo-se a equac¸a˜o (123) obte´m-se um conjunto
de autofunc¸o˜es e correspondentes autovalores. Notando
as func¸o˜es por ϕn(q) e o respectivo autovalor por En, ou
seja,
H
(
q,−i ∂
∂q
)
ϕn(q) = Enϕn(q), (124)
mostra-se que essas func¸o˜es ϕn(q) satisfazem as relac¸o˜es∫
ϕ∗n(q)ϕm(q) = δnm, (125)∑
n
ϕn(q
′′)ϕ∗n(q
′) = δ(q′′ − q′), (126)
onde δ(q′′ − q′) e´ denominada delta de Dirac e tem a
propriedade que∫
ϕ(q′′)δ(q′′ − q′)dq′′ = ϕ(q′). (127)
O conjunto de func¸o˜es que satisfazem as relac¸o˜es
(125) e (126) e´ dito ser um conjunto completo orto-
normal do operador em estudo (no presente caso Hˆ =
H(q,−i∂/∂q)).
D. Um exemplo
Como um exemplo para elucidar alguns dos fatos da
teoria considere uma part´ıcula de massa m dentro de
uma caixa podendo-se movimentar apenas na direc¸a˜o de
x. Este sistema recebe o nome de part´ıcula na caixa
unidimensional; a part´ıcula se encontra confinada entre
duas barreiras de potencial infinito mas e´ livre para se
movimentar dentro da caixa (veja figura 1). Para tratar o
problema com a teoria quaˆntica, comecemos formulando
a teoria claˆssica Hamiltoniana.
Figura 1: Poc¸o de potencial infinito de longitude a.
1. Mecaˆnica Cla´ssica
1. Energia Potencial
V (x) = 0, para 0 ≤ x ≤ a,
V (x)→∞, para x < 0, x > a,
onde a e´ a dimensa˜o da caixa.
2. Energia Cine´tica
T =
p2x
2m
, m = massa da part´ıcula (128)
3. Hamiltoniano
H = T + V (x) =
p2x
2m
+ V (x) (129)
ou seja,
H =
p2x
2m
, para 0 ≤ x ≤ a (130)
H =
p2x
2m
+ V (x), com V (x)→∞ para x < 0, x > a(131)
4. Pareˆntesis de Poisson
{x, px} = 1 (132)
2. Mecaˆnica Quaˆntica
1. Etapa cinema´tica
• x corresponde ao operador xˆ0, Hermitiano;
• px corresponde ao operador pˆ0x, Hermitiano;
• O espac¸o de Hilbert onde os operadores
atuam e´ o espac¸o das func¸o˜es ψ(x) tais que∫ |ψ(x)|2dx <∞.
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Segue que,
xˆ0ψ(x) = xψ(x),
pˆ0xψ(x) = −i
∂ψ(x)
∂x
,
e enta˜o o comutador
[
xˆ0, pˆ0x
]
dara´[
xˆ0, pˆ0x
]
ψ(x) = (xˆ0pˆ0x − pˆ0xxˆ0)ψ(x)
= xˆ0
(
−i ∂
∂x
)
ψ(x)−
(
−i ∂
∂x
)
xψ(x)
= xˆ0
(
−i∂ψ(x)
∂x
)
+ iψ(x) + ix
∂ψ(x)
∂x
= −ix∂ψ(x)
∂x
+ iψ(x) + ix
∂ψ(x)
∂x
= iψ(x),
ou seja, [
xˆ0, pˆ0x
]
= i. (133)
2. Etapa dinaˆmica
• a H(x, px) corresponde o operador Hˆ =
H(x,−i∂/∂x),
Hˆ = −1
2
d2
dx2
+ V (x), (134)
ou seja,
Hˆ = −1
2
d2
dx2
, para 0 6 x 6 a (135)
Hˆ = −1
2
d2
dx2
+ V (x), com V (x)→∞ para x < 0, x > a(136)
• O operador Uˆ(t, t0) e´ determinado por
i
∂Uˆ(t, t0)
∂t
= HˆUˆ(t, t0), (137)
o que resulta em
Uˆ = e−iHˆ(t−t0). (138)
• xˆ(t) e´ obtido de xˆ0 por:
xˆ(t) = eiHˆtxˆ0e−iHˆt; t0 = 0 (139)
• pˆx(t) e´ obtido de pˆ0x por:
pˆx(t) = e
iHˆtpˆ0xe
−iHˆt; t0 = 0 (140)
de onde segue que,
[xˆ(t), pˆx(t)] = i. (141)
• A equac¸a˜o de Schro¨dinger dependente do
tempo e´
i
∂ψ(x, t)
∂t
= H
(
x,−i d
dx
)
ψ(x, t) (142)
e a equac¸a˜o de Schro¨dinger independente do
tempo e´
H
(
x,−i d
dx
)
ϕn(x) = Enϕn(x) (143)
obtida, escrevendo-se ψ(x, t) = e−iEtϕ(x) em
(142).
No presente caso a equac¸a˜o (143) com os ope-
radores de (133) resulta em
− 1
2m
d2
dx2
ϕn(x) = Enϕn(x), para 0 6 x 6 a (144)(
− 1
2m
d2
dx2
+ V (x)
)
ϕn(x) = Enϕn(x), com V (x)→∞ para x < 0, x > a.(145)
Tendo obtido a equac¸a˜o (143), suas soluc¸o˜es
dara˜o a func¸a˜o de estado ϕn(x) e o correspon-
dente valor da energia do sistema En neste
estado.
E. Soluc¸a˜o da equac¸a˜o (143)
Consideremos inicialmente a equac¸a˜o (145). Esta
equac¸a˜o para En finito e ϕn(x) finito, tem seu lado di-
reito finito; o lado esquerdo, no entanto, tende a infinito.
Da´ı a soluc¸a˜o e´ ϕn(x) ser nulo para todo valor de x neste
domı´nio (x > 0, x < a). Assim tem-se
ϕn(x) = 0, para x > 0, x < a. (146)
O f to que ϕn(x) = 0 neste domı´nio de x implica que a
probabilidade de encontrar, por uma medida, a part´ıcula
nesta regia˜o e´ nula pois |ϕn(x)|2 = 0.
Considerando a (144) tem-se que a soluc¸a˜o geral dessa
equac¸a˜o e´
ϕn(x) = C1e
i
√
2mEnx + C2e
−i√2mEnx, (147)
onde C1 e C2 sa˜o constantes a determinar impondo
condic¸o˜es de contorno. No caso, para que haja continui-
dade da func¸a˜o ϕn(x) dentro e fora da caixa e´ necessar´ıo
que
ϕn(0) = ϕn(a) = 0, (148)
o que substituindo em (147) da´
ϕn(0) = C1 + C2 = 0 (149)
ϕn(a) = C1e
i
√
2mEna + C2e
−i√2mEna = 0 (150)
De (149) segue que C1 = −C2, o que substituindo em
(150) da´
se
√
2mEna = 0 =⇒
√
2mEna = npi, n = 0, 1, 2, . . .
(151)
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ou ainda,
2mEna
2 = n2pi2 =⇒ En = n
2pi2
2ma2
, n = 0, 1, 2, . . . .
(152)
Assim, impondo a` part´ıcula a condic¸a˜o de ficar
entre “paredes”de uma caixa a energia ja´ na˜o pode ter
qualquer valor; somente sa˜o permitidos determinados
valores dados por (152) e que portanto dependem das
dimenso˜es da caixa: a energia esta´ quantizada.
Para determinar as autofunc¸o˜es ϕn(x) tem-se de (147)
com C1 = −C2 que
ϕn(x) = Asen(
√
2mEnx), En =
n2pi2
2ma2
(153)
onde A e´ uma constante a determinar.
Substituindo em ϕn(x) o valor de En tem-se que
ϕn(x) = Asen
(npix
a
)
, n = 1, 2, 3, . . .
onde o valor n = 0 foi exclu´ıdo porque corresponde a´
soluc¸a˜o trivial ϕ0(x) = 0. A constante A e´ determinada
usando a condic¸a˜o (121) de normalizac¸a˜o, ou seja,
A2
∫ a
0
sen2
(npix
a
)
dx = 1
o que resulta em A =
√
2/a; assim a func¸a˜o de estado
correspondente ao autovalor En = n
2pi2/2ma2 e´
ϕn(x) =
√
2
a
sen
(npix
a
)
, n = 1, 2, 3, . . . (154)
e o nu´mero n e´ dito ser o nu´mero quaˆntico para o sistema
em estudo.
F. Func¸o˜es Ortogonais
Duas func¸o˜es ψi e ψj das mesmas varia´veis e defini-
das num mesmo intervalo sa˜o ortogonais se satisfazem a
relac¸a˜o ∫
ψ∗i (x)ψj(x)dx = 0, i 6= j.
As func¸o˜es obtidas na secc¸a˜o V E sa˜o todas ortogonais
entre si pois,∫ a
0
(√
2
a
sen
(npix
a
))(√2
a
sen
(mpix
a
))
dx =
2
a
∫ a
0
sen
(npix
a
)
sen
(mpix
a
)
dx
e chamando y = pixa , dy =
pi
adx, tem-se
2
pi
∫ pi
0
sen(ny)sen(my)dy = 0, n 6= m. (155)
Como as func¸o˜es ϕn(x) dadas por (147) sa˜o norma-
lizadas, tem-se que {ϕn} e´ um conjunto ortonormal de
func¸o˜es e escreve-se∫
ϕ∗i (x)ϕj(x)dx = δij (156)
Essa propriedade das func¸o˜es {ϕn(x)} e´ uma carac-
ter´ıstica geral das autofunc¸o˜es de operadores Hermitia-
nos, i.e., autofunc¸o˜es de operador Hermitiano caracteri-
zadas por deferentes nu´meros quaˆnticos sa˜o ortogonais.
Tambe´m e´ uma propriedade geral dos operadores Hermi-
tianos ter autovalores reais.
G. Valor me´dio (valor esperado)
A relac¸a˜o (120) tem um significado que pode ser resu-
mido no seguinte: dado um operador fˆ que corresponde
a uma propriedade f´ısica f e um conjunto de sistemas
ideˆnticos descritos pela func¸a˜o de estado ψ, o resultado
de uma se´rie de medic¸o˜es da propriedade f em diferen-
tes membros do conjunto, em geral na˜o e´ o mesmo. Em
consequeˆncia, obte´m-se uma distribuic¸a˜o de valores e o
valor me´dio e´ dado por:
〈f〉 =
∫
ψ∗(q, t)fˆψ(q, t)dq. (157)
com
∫
ψ∗(q, t)ψ(q, t)dq.
Problema G.1
Considere o estado ϕ2(x) da part´ıcula numa caixa
unidimensional. Determine o valor me´dio do momento
linear px neste estado. Determine tambe´m o valor
esperado (valor me´dio) da energia no mesmo estado.
Explique os resultados obtidos.
H. Formulac¸a˜o de Dirac e A´lgebra de Lie
Consideremos a equac¸a˜o (120) e a soluc¸a˜o
ψ(q, t) = e−iHˆtψ(q, 0), Hˆ = H(q,−i∂/∂q), (158)
da equac¸a˜o de Schro¨dinger dependente do tempo. Enta˜o
a equac¸a˜o (120) pode ser escrita como
〈f〉 =
∫
ψ∗(q, 0)eiHˆtf(q,−i∂/∂q)e−iHˆtψ(q, 0). (159)
Essa equac¸a˜o possibilita definir o observa´vel Hermiti-
ano dependente do tempo
fˆ(t) = eiHˆtf(q,−i∂/∂q)e−iHˆt (160)
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incorporando a dinaˆmica quaˆntica, com as func¸o˜es de
estado permanecendo fixas no tempo. Em particular para
q e −i∂/∂q ter-se-a´
qˆ(t) = eiHˆtqe−iHˆt, (161)
pˆ(t) = eiHˆt
(
−i ∂
∂q
)
e−iHˆt, (162)
de onde segue que
[qˆj(t), qˆk(t)] = 0, [pˆj(t), pˆk(t)] = 0, [qˆj(t), pˆk(t)] = δjk,
(163)
ou seja, retoma-se o Problema de Heisenberg.
Problema H.1
1. Usando a (160) verifique que:
dfˆ(t)
dt
=
[
fˆ(t), Hˆ
]
(164)
2. Sendo fˆ(t), gˆ(t) e hˆ(t) operadores Hermitianos ve-
rifique se:
[
fˆ(t), gˆ(t)
]
= −
[
gˆ(t), fˆ(t)
]
;
[
fˆ(t), κ
]
= 0 (165a)[
fˆ(t), gˆ(t)
]
hˆ(t) + gˆ(t)
[
fˆ(t), hˆ(t)
]
=
[
fˆ(t), gˆ(t)hˆ(t)
]
(165b)[
fˆ(t), gˆ(t) + hˆ(t)
]
=
[
fˆ(t), gˆ(t)
]
+
[
fˆ(t), hˆ(t)
]
(165c)[
fˆ(t), [gˆ(t), hˆ(t)]
]
+
[
hˆ(t), [fˆ(t), gˆ(t)]
]
+
[
gˆ(t), [hˆ(t), fˆ(t)]
]
= 0 (165d)
A relac¸a˜o (164) mostra que os observa´veis (Operadores
Hermitianos) constantes de movimentos sa˜o quantidades
que tera˜o o comutador com Hˆ, o operador Hamiltoniano,
nulo. A relac¸o˜es (165a, 165b, 165c, 165d) mostram que o
comutador (tambe´m chamado de Lei de Composic¸a˜o de
Dirac), associando a cada par de observa´veis quaˆnticas
uma terceira observa´vel, tem todas as propriedades exi-
gida de um produto de Lie. Ale´m disso o conjunto
de todas observa´veis quaˆnticas e´ fechado pela adic¸a˜o e
pelo comutador, e a equac¸a˜o (164) e´ “ideˆntica”a` equac¸a˜o
(63), exceto pelo significado da Lei de Composic¸a˜o, ou
seja, o comutador de Dirac em (164) e o Pareˆntesis de
Poisson em (63). Segue enta˜o que existe uma estru-
tura de a´lgebra de Lie tanto no conjunto de observa´veis
cla´ssicas (func¸o˜es) como de observa´veis quaˆnticos (Ope-
radores Hermitianos). Deve-se notar, no entanto, que a
estrutura completa de a´lgebra de Lie da mecaˆnica cla´ssica
com o Pareˆntesis de Poisson na˜o pode ser preservada em
mecaˆnica quaˆntica com o comutador de Dirac sendo a lei
de composic¸a˜o, e com a correspondeˆncia de Dirac
{f, g} = h =⇒ [fˆ , gˆ] = hˆ. (166)
Na realidade, somente um certo subconjunto de ob-
serva´veis segue a correspondeˆncia de Dirac (166) no sen-
tido que um subconjunto qualquer, formando de treˆs ob-
serva´veis cla´ssicas f, g, h, relacionadas pelo pareˆntesis de
Poisson, da´ um conjunto de observa´veis quaˆnticas fˆ , gˆ, hˆ
relacionadas pelo comutador. Um exemplo de tal sub-
conjunto e´ o formado por observa´veis da forma
f =
1
2
f
(2)
ab XaXb + f
(1)
a Xa + f
(0), (167)
com soma em a e b; a, b = 1, 2, . . . , 2n; f
(2)
ab = f
(2)
ba , f
(1)
a
e f (0) constantes; Xi = qi, Xi+n = pi, sendo o pareˆntesis
de Poisson escrito como
{f, g} = ∂f
∂Xa
Ωab
∂g
∂Xb
, (soma ema, b) (168)
e
Ωab =

1 para a = b− n
−1 para a = b+ n
0 nos outros casos
(169)
VI. CONCLUSA˜O
No presente minicurso apresentamos a formulac¸a˜o
Lagrangiana, Hamiltoniana e de Poisson da Mecaˆnica
Cla´ssica sem o uso de princ´ıpio variacional; a estrutura
de a´lgebra de Lie com o Pareˆntesis de Poisson como
produto de Lie foi realc¸ada em alguns aspectos como
por exemplo no estudo de transformac¸o˜es canoˆnicas.
A Teoria Quaˆntica foi introduzida por interme´dio do
Problema de Heisenberg e a soluc¸a˜o de von Neumann. A
relac¸a˜o entre a soluc¸a˜o de von Neumann e a formulac¸a˜o
usual em termos da equac¸a˜o de Schro¨dinger dependente
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e independente do tempo foi apresentada. Concluindo
o minicurso, o processo geral de quantizac¸a˜o foi apre-
sentado discutindo-se em termos de a´lgebra de Lie para
qual subconjunto de observa´veis a estrutura completa
de a´lgebra de Lie da Mecaˆnica Cla´ssica e´ preservada em
Mecaˆnica Quaˆntica.
Para ampliar o conhecimento dos itens desenvolvidos
no minicurso ha´ va´rios textos, alguns citados na sec¸a˜o
Para saber mais.
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