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Abstract
With the technology advancement in fabrication and processing over the past decades,
the miniaturization of structures down to nano-scale has been successfully applied in many
fields such as high strength automotive parts, ultra-high frequency electromechanical resonators, ultra-light sensors, high efficiency energy harvesting devices and etc. For these
applications, the concept of energy efficiency is of particular significance to designing
high performance and stability nanoscale electromechanical and thermomechanical systems. Similar to traditional engineering fields, effective computational tools can be extremely useful to investigate the properties and behavior, and to expedite the design process
of nano-sized materials and structures. However, the development of these computational
tools relies on physical models that accurately describe the fundamental physics of nanoscale systems, for which many classical continuum models of mechanics, transport and
thermodynamics are no longer valid. Due to the lack of effective computational tools for
nano-scale systems, atom based simulation tools are often adopted. However, atomistic
simulations are computationally costly and become infeasible for systems larger than a few
tens of nanometers. To tackle these challenges, in this research, we aim to develop thermomechanical models based on phonon theories and study the thermal transport and damping
behavior of silicon nano-structures.
In the first part of this research, a computational approach is developed for the
calculation of thermoelectric properties of nanoporous silicon. The approach employs a
ii

phonon Boltzmann transport equation (BTE) for phonon thermal transport analysis and a
non-equilibrium Green’s function (NEGF) for electronic transport analysis. The effects
of doping density, porosity, temperature and nanopore size on thermoelectric properties of
nanoporous silicon are investigated. It is confirmed that nanoporous silicon has significantly higher thermoelectric energy conversion efficiency than its nonporous counterpart.
Specifically, this study shows that, with a n-type doping density of 1020 cm−3 , a porosity
of 36% and nanopore size of 3 nm x 3 nm, the thermoelectric figure of merit of nanoporous
silicon can reach 0.32 at 600 K. The results also show that the degradation of electrical
conductivity of nanoporous silicon due to the inclusion of nanopores is compensated by
the large reduction in the phonon thermal conductivity and increase of absolute value of
the Seebeck coefficient, resulting in a significantly improved figure of merit.
In the second part of this research, we study phonon-mediated intrinsic damping
in single crystal silicon nano-resonators. In such nano-resonators, phonons are modulated
by mechanical strain in both spatial and frequency domains when the strain field varies at
ultra-high frequency level and phonon thermal transport is of partial ballistic and partial diffusive nature. The phonon modulation theory explains that the spatial inhomogeneity in the
strain field induced by vibration results in internal phonon transport and relaxation, leading
to thermoelastic energy dissipation. It also describes the intra-mode phonon scattering due
to modulation of phonon frequency by the strain field, hence the Akhiezer dissipation. To
account for both, a quasi-continuum thermomechanical (QCTM) model is developed. In
the proposed model, the frequency-dependent phonon BTE is adopted and coupled with
elasticity via phonon modulation theory. The mathematical model is implemented numerically by using the finite element method (FEM) and finite volume method (FVM). The
quality factor of silicon nano-resonators under forced vibration is obtained from the numerical solution of the quasi-continuum model. The quasi-continuum model is validated
by comparing the numerical results with those from molecular dynamics (MD) simulations.
iii

In the third part of thesis, the intrinsic damping of silicon resonators is further investigated with focus on the dominant damping mechanisms and applicability of different thermomechanical models at different length scales. At micro-scale, thermoelastic damping is
the primary intrinsic damping source and can be effectively described by the continuum
thermoelasticity (TE) model which captures strain-induced thermal energy perturbation
and re-equilibration through heat transfer along the temperature gradient. At nano-scale,
however, the intrinsic damping is caused simultaneously by multiple energy dissipation
mechanisms, namely the Akhiezer, thermoelastic and surface damping mechanisms. Acknowledging these, the quasi-continuum thermomechanical model proposed in the second
part is adopted to study damping behavior of nano-resonators. Although the QCTM model
reduces theoretically and computationally to the continuum TE model when the resonator
size increases from nanometers to micrometers, the size limit of the QCTM model is a few
hundred nanometers due to its high computational cost. At submicron-scale, transition of
the dominant damping mechanisms takes place. The Akhiezer and surface scattering effects diminish in strength when the vibrational frequency reduces and surface-to-volume
ratio decreases. For such cases, a gray QCTM model that treats phonon dispersion, transport and relaxation holistically is developed to account for these damping characteristics
and at meantime reduce computational cost. The three thermomechanical models are used
to perform a scaling analysis and the damping ratio of resonators at various length scales is
calculated and compared. The results show that while the QCTM accurately captures the
physical behavior, it becomes very time consuming when the resonator length is beyond
100 nm. However, the gray QCTM model, although much more efficient, is shown to be
inadequate in the size range of 100 nm to 1 micron, suggesting the details of phonon dispersion and scattering should still be accounted for in this size range. When the size is larger
than 1 micron, the gray QCTM and classical TE models give consistent results, indicating
that the gray QCTM reduces theoretically and computationally to the classical TE model
iv

at this length scale.
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Chapter 1
Introduction
Advances in nanotechnology as well as nano-machining techniques [1, 2, 3, 4] have
enabled rapid development of novel nano-scale materials, structures and systems exploiting the unique physical properties of materials at the nanoscale. Examples, just name a
few, include nano electromechanical sensors and actuators [5], ultradense data storage using atomic force microscopes (AFM) [6], nanostructured thermoelectric materials [7, 34],
molecular switches [9] and nanowire LEDs [10]. The operation of many such nano devices
involves strong interaction between the mechanical and thermal energy domains. For this
reason, computational thermomechanical analysis is imperative for the design and optimization of nano devices.
The computational modelling of nano-scale thermomechanical analysis is challenging because of the complexity of mechanical, thermal domain and interaction between
them. Depending on the characteristic length of the system, a variety of existing models
are available for mechanical and thermal transport analysis of solid state materials. Along
the vertical characteristic length axis in in Fig. 1 are the mechanical models that can be used
at different scales. The continuum mechanics theory is generally regarded valid above 100
nanometers. When the characteristic length scales down to several tens of nanometers,
1

nanoscale effects, such as quantum effects and surface effects become significant. At this
scale, continuum mechanics can still be used, but the mechanical description must account
for the finite size effect due to the presence of boundary and/or material interface where the
continuum elastic constants are not well defined. Such region is difficult to model within
the framework itself, but can resort to lattice dynamics that describes the motion of individual atoms [11, 12, 13]. However, thermal effects are typically ignored in mechanical
analysis based on classical lattice dynamics. Atomistic models such as molecular dynamics (MD), Monte Carlo (MC) and ab initio models are generally more accurate. However,
they can only be used for very small systems due to the their very high computational cost.
Along the horizontal characteristic length axis in Fig. 1 are the thermal models.
The classical Fourier conduction model is generally considered valid at micro-scale. When
the characteristic length scales down to nano-scale, the phonon theory is developed in the
concept that thermal energy can be viewed as the quantum units of vibrational mode energy from atom oscillation within in the material, or phonons. The transport of phonons
from high to low energy density regions and the ability for them to interact with each
other through scattering mechanisms dictate the transport process and the thermal resistance respectively. The miniature of size down to nano-scale makes less space for sufficient
phonon-phonon scattering process and turned thermal transport towards ballistic nature. At
the scale of hundreds of nanometres, ballistic-diffusive conduction model, which is simplified derivation of the more sophisticated phonon Boltzmann transport model, can be applies
for the transport process that is considered partly ballistic and partly diffusive . When the
characteristic length goes down to the phonon mean free path(MFP), ballistic phonon transport dominates [14, 15]. In this case, the ballistic-diffusion conduction may not be directly
applicable. Instead phonon Boltzmann transport equation (BTE) based on a particle view
of phonon transport can be employed. Within the BTE framework, depending on the level
of phonon transport approximation, gray, semi-gray and non-gray models have been devel2

oped [16, 17, 18, 19]. The gray and semi-gray BTE models adopt a frequency-independent
relaxation time approximation. Although the gray BTE model and its ballistic-diffusive
approximation [20] enable efficient calculations of phonon transport, they ignore the wave
nature of phonons. The non-gray BTE model includes the energy exchange between different phonon modes. However, the non-gray BTE requires detailed local phonon transport
properties at different locations in the material which is difficult to obtain for complex material systems. For the aforementioned transport models based on phonons, the capture
of boundary effects are particularly important for nano-structures. The rapid increase in
surface-to-volume ratio add boundary scattering as a dominant process which can partially
or fully reverse the direction of phonon transport depending on the surface condition. In
addition, when the characteristic length further goes down to less than a few nanometre,
phonon confinement effects takes place which means that the finite size makes transport
properties(especially phonon group velocity) change largely with size. This behaviour is
difficult to model within the aforementioned models themselves, but can resort to lattice
dynamics. While the models become more sophisticated by taking into account more details such as frequency dispersion, various scattering mechanics, phonon confinement and
etc, the model complexity and/or the required computation intensity increase significantly.
However, no mechanics effects are incorporated in them. Lastly, pure atomistic models
such as the molecular dynamics (MD) [21], atomistic Greens function [22] and ab initio models[23] have also been used to compute thermal transport properties of materials.
Again, these pure atomistic calculations are very expensive and can only be employed for
very small systems(less than a few nanometre), and finite system size effect in MD calculations can impair the accuracy of the results.
The interaction between mechanical and thermal energy domain describes the thermodynamic behaviour of system. The diagonal of Fig. 1 are the models for coupled thermomechanical analysis. At the top right corner is the continuum thermomechanical model,
3

which is considered accurate for a system size larger than several hundred nanometres.
The classical thermoelasticity/thermoplasticity theories are adopted, in which the thermodynamic behaviour can be effectively represented by a number of macroscopic thermodynamic state variables such as temperature, heat capacity, second Piola-Kirhoff stress and
etc, and their relations following the general law of thermodynamics. However, when the
system becomes smaller towards the nano-scale, while the laws of thermodynamics still
hold, these macroscopic state variables and their relations are no longer valid. For example,
for thermal transport at nano-scale, the notion of local temperature holds little significant
because it can not be spatially maintained due to insufficient phonon-phonon scattering
process. Instead, microscopic thermodynamic state variables are used, which are phonon
properties. For the characteristic length of tens of nanometre, the thermomechanical models
can be viewed as the incorporation of continuum mechanics with finite size, quantum and
surface effects, phonon based thermal transport and microscopic thermodynamic process
between them. Few complete models exist in this size range because it is very challenge
that: (1) the mechanical description of the nanostructures must both account for the thermal
coupling effect and the finite size effect due to the presence of boundary and/or material
interface; (2) the description of phonon transport must account for a variety of phonon scattering mechanisms along with coupled mechanics and nano effects (e.g. the dominance of
ballistic phonon transport, phonon dispersion and density of states altering due to strain,
boundary/interface transmission and reflection of phonons), which could make the physical
model extremely complex; and (3) the length scales in nanostructured materials can vary
across several orders of magnitude, ranging from a few nanometers of the nanoparticle size
to millimeters of the size of the bulk structure. However, it is worth to mention that the MD
models that are capable of modelling the thermal and mechanical behavior simultaneously,
but are limited to very small nano-structures due to immense computational costs. Therefore, there is still a large gap spanning from several tens to several hundreds of nanometers
4

where a complete thermomechanical model is desired.

Figure 1.1: Current thermomechanical models.
The objective of this research are to: (1) model thermal transport properties of Si
nanoporous materials. (2) develop a quasi-continuum thermomechanical model to bridge
the MD and continuum theories, and apply it to analyse the intrinsic damping mechanism
of single-crystal Si nano-sized resonators. (3) investigate different computational thermomechanical models and perform scaling analysis on single-crystal Si resonators with size
ranging from nano-scale to micro-scale. The research work can be divided as the following
three parts.
In the first part, we develop a computational model, which employs a phonon Boltzmann transport equation (BTE) for phonon thermal transport analysis in nanoporous silicon
medium, and use it to calculate the thermoelectric properties of nanoporous silicon under
the influence of doping, temperature, pore size and etc. The phonon BTE is solved by using
a finite volume method (FVM) to obtain the phonon thermal conductivity kp . The effects
of doping density, porosity, temperature and nanopore size on thermoelectric properties of
5

nanoporous silicon are investigated.
In the second part, we study the theory of phonon-assisted damping to to understand the intrinsic damping of Silicon nano-resonators. The theory explains that the spatial
inhomogeneity in the strain field induced by vibration results in internal phonon transport
and relaxation, leading to thermoelastic energy dissipation. It also explains the modulation
of phonon frequency by strain rate field, and results intra-mode phonon scattering, hence
the Akhiezer dissipation. To account for both along with mechanics, phonon ballistic transport and scattering. we develop a quasi-continuum coupled thermomechanical model, in
that the frequency-dependent phonon BTE transport is adopted and coupled with elasticity
via phonon modulation theory. The model is implemented numerically by combining finite
element method (FEM) and finite volume method (FVM) to obtain the quality factor Q, defined as a ratio of maximum mechanical energy stored and the amount of energy dissipation
during a period of vibration. Nano-scale resonator under forced vibration are investigated.
In the third part, we continue to investigate the intrinsic damping of Silicon resonators, with focus on the bridging different thermomechanical models in size-scale from
nano-scale to micro-scale. At nano-scale, the phonon-mediated damping explains the perturbed phonon distribution by vibrating strain field through phonon modulation. The perturbation is relaxed in the ballistic phonon transport and scattering mechanism that leads
to thermal dissipation. There are three important damping mechanism categorized as
Akhiezer, thermoelastic and surface effects. Acknowledging these, the quasi-continuum
thermomechanical model proposed in the second part is adopted to study damping behavior at nano-scale with results comparison to MD simulation. At submicron-scale while the
quasi-continuum thermomechanical model is still valid, the computational cost is exorbitant. Therefore, we develope a gray quasi-continuum thermomechanical model that treat
phonon energy holistically using gray-BTE equation and exclude Akhizier effects due to its
diminishing strength when resonator size scales up. We compare results with the original
6

quasi-continuum thermomechanical model to verify the size range of its validity. At microscale, the classical model of thermomechanics based on thermoelasticity/thermoplasticity
can effectively describe main intrinsic damping mechanism. We compare results between
the gray quasi-continuum thermomechanical and classical continuum thermomechnical to
investigate the damping behavior and applicable size range of the former model.
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Chapter 2
Computational Modeling and Analysis
of Thermoelectric Properties of
Nanoporous Silicon
2.1

Introduction
Thermoelectric materials enables direct conversion of heat energy into electricity in

a clean, economical and sustainable fashion. They offer great potential in applications such
as power generation, cooling systems and waste heat recovery [78, 46, 31]. However, the
current difficulty in massive application of thermoelectric materials lies in their relatively
low conversion efficiency[42, 102]. The efficiency of thermoelectric materials is evaluated
by the dimensionless figure of merit ZT = S 2 σT /k, where σ is the electrical conductivity,
S is the Seebeck coefficient, k is the thermal conductivity contributed from both electrons
ke and phonons kp , and T is the temperature. The product of S 2 σ is called the power factor.
To increase ZT , thermoelectric materials with lower k and higher power factor are preferred. Many approaches have been proposed to increase ZT in the literature. It has been
8

demonstrated that the ZT of compound semiconductors such as Bi2 T e3 can reach 1.0 [43].
The relatively high ZT of Bi2 T e3 is attributed to the large atomic masses of Bi and T e,
which lead to a low thermal conductivity. Another option to increase ZT is to reduce the
dimensions of the thermoelectric materials. With the help of quantum confinement effects,
superlattices and quantum dots have demonstrated superior performance in experiments.
For example, Bi2 T e3 /Sb2 T e2 thin film superlattices have ZT up to 2.0 [109]. ZT of embedded P bSeT e quantum dots was reported to be larger than 1.0 [51]. One-dimensional
semiconductor materials such as Si and Bi nanowires have also been investigated extensively [95, 52]. It was reported that Si nanowires with diameter ranging from 10nm to
20nm show a high ZT up to 1.0 [34]. The increase of ZT in nanowires is a result of the
large reduction in their thermal conductivity, which is considered due to surface roughness
and phonon drag effect. More recently, it has been shown that nanostructured materials
such as SiGe nanocomposites have a good thermoelectric performance with ZT reaching
1.5 [32, 82]. The mechanism driving the improvement of ZT in those materials mainly
lies in the large reduction of their thermal conductivity due to significant grain boundary
phonon scattering. While the potential is promising, the obstacles of large scale application
of those thermoelectric materials are the limited resources and high-cost fabrication processes. Porous Si has been proposed to be an efficient thermoelectric material ever since it
is found to have very low thermal conductivity [38]. As nano-sized pores become achievable in fabrication of porous Si, it has been shown experimentally that the ZT of p-type
porous silicon with 35% porosity can reach up to 0.4 [104] at room temperature. Moreover,
it is predicted theoretically by using molecular dynamics and ab initio density functional
theory that the ZT of n-type nanoporous silicon with pore size of 1nm × 1nm can reach
around 1.0 [68]. Compared with other thermoelectric materials, nanoporous silicon has
two major advantages: first, Si is an abundant resource on earth and has simple and economical fabrication processes; and second, from device fabrication perspective, connecting
9

nanoporous Si to electrical leads is more straightforward than attaching low-dimensional
materials such as nanowires to the external leads. While the design, optimization, and
fabrication of nanoporous Si for thermoelectric applications can be accelerated through
computational analysis of the material, numerical study on the thermoelectric properties of
nanoporous silicon is still quite limited. How the thermoelectric performance is influenced
by factors such as the porosity, temperature, doping density and pore size remains unclear.
In this chapter, for computational analysis of thermoelectric properties of nanoporous
silicon, a comprehensive computational approach is present, combining non-equilibrium
Green’s function (NEGF)/Poisson equation [45, 110] for electrical transport calculation
and phonon Boltzmann transport equation (BTE) [119] for phonon thermal transport calculation. To the authors’ best knowledge, this is the first time that a complete continuum-level
computational approach is proposed and applied in the investigation of the thermoelectric
performance of nanoporous Si. The NEGF/Poisson model is solved self-consistently by
using the finite difference method (FDM) to numerically calculate the electrical conductivity and Seebeck coefficient of the material while the phonon BTE is solved by using
the finite volume method (FVM) to obtain the phonon thermal conductivity. Meanwhile,
the electronic thermal conductivity is obtained by using the Wiedemann-Franz law [81].
The NEGF/Poisson model used in this chapter has been successfully applied in electrical transport analysis of various nanodevices and nanomaterials [110, 62, 57]. Results
in the literature show that it can well capture the quantum effects including tunneling and
quantum confinement in nanoscale semiconductor materials and devices. It is also demonstrated in this chapter that the numerical results for the electrical conductivity and Seebeck
coefficient match well with the published experimental results [62]. The phonon BTE has
been applied to phonon thermal transport analysis for many nanostructured materials with
demonstrated accuracy and efficiency [85, 80, 73]. Once the electrical conductivity, the
Seebeck coefficient and the thermal conductivity are obtained, the figure of merit, ZT , is
10

obtained straightforwardly. By using the model, the effects of porosity, size of nanopores,
temperature and doping density on the thermoelectric properties of nanoporous silicon are
investigated. Optimal combination of the parameters for a better thermoelectric ZT of
nanoporous Si is also studied.

2.2
2.2.1

Theoretical model and computational procedures
Nanoporous Silicon
Figure 2.1 shows the nanoporous silicon material used in our study. The nanoscale

pores are assumed uniformly distributed in the silicon host material. Due to the uniform arrangement of the pores, a unit cell is taken from the material as the computational domain.
As shown in the figure, L, W , pl and pw denote the length and the width of the unit cell and
the pore, respectively. The porosity is calculated by the ratio between the porous area and
the unit cell area, that is, P = (pl × pw)/(L × W ). The Cartesian x and y directions are
assumed to be aligned with the [100] and [010] directions of the crystal lattice, respectively.
In this chapter, the in-plane (x-y plane) thermoelectric properties (electrical conductivity,
Seebeck coefficient, thermal conductivity and figure of merit) are investigated. The periodic property of the unit cell is used in solving both NEGF and phonon BTE. Details of the
thermoelectric analysis are presented in the following sections.
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Figure 2.1: Left: nanoporous silicon; right: the unit cell taken for computational analysis.

2.2.2

Electrical Conductivity
To numerically measure the current flow in the unit cell, two semi-infinite electron

reservoirs, namely, source and drain, are attached to the unit cell. The current flow in
the simulation domain due to an applied voltage or a temperature difference between the
left and right ends is solved by using a 2-D real-space NEGF formulation coupled selfconsistently with the Poisson equation. The basic material parameters for Si used in the
calculations are as follows: the permittivity of silicon is taken as 11.7ε0 , where ε0 is the
permittivity of free space. The longitudinal and transverse effective masses for silicon are
ml = 0.92m0 and mt = 0.19m0 , respectively, where m0 is the free electron effective mass.
All the three different pairs of valleys in silicon are considered. N-doped Si is considered
in this chapter, hole transport is not included. The real space NEGF formulation is obtained
from the two dimensional effective mass Schrödinger equation which is given by

Hψn = −

h̄2 ∂ 2 ψn
h̄2 ∂ 2 ψn
−
+ U ψn = En ψn ,
2m∗xv ∂x2
2m∗yv ∂y 2
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(2.1)

where h̄ is the reduced Planck constant, H is the Hamiltonian, U is the potential energy
∗

∗

which can be obtained by solving the Poisson equation, mxv and myv are the effective
masses of electrons of v-th valley in the x and y directions, respectively, ψn is the wave
function corresponding to the energy level En . For the clarity of the notations, the superscript v is omitted in the equations shown below. However, it should be understood that the
calculations are carried out for each of the valleys and the contributions from all the valleys
are included to obtained the charge density and current in the material. By discretizing the
domain into a uniform grid, through the finite difference method, the Schrödinger equation
can be expressed in a matrix form as

H(x, y)ψ = Eψ,

(2.2)

where E is the energy in the x-y plane. In the z direction, the depth of the material is
assumed to be very large, the plane wave condition can therefore be applied. The total
energy of the system is expressed as Etotal = E + Ez , where Ez is the continuous energy in
the z direction. In addition, periodic boundary condition is applied on the top and bottom
edges of the 2-D domain in obtaining the Hamiltonian matrix in Eq. (2.2). By definition,
the retarded 2-D real-space NEGF can be expressed as [45, 110],

G(E) = [EI − H(x, y)]−1 ,

(2.3)

where the dimensions of H(x, y) are infinite due to the semi-infinite contacts (source and
drain) to which the unit cell is attached. To truncate it into finite dimensions, a self-energy
function, which describes the interactions between the contacts and the active conductive
region, is introduced. With the self-energy function, the retarded real-space NEGF can be
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rewritten as

G(E) = [EI − H̃(x, y) − Σs − Σd ]−1 ,

(2.4)

where H̃(x, y) is the Hamiltonian with reduced dimensions within the simulation domain,
Σs and Σd are the source and drain contact self-energy matrices, respectively. Procedure of
calculating the self-energy matrices is illustrated in Appendix A. Note that, the tunneling
through the pores is not included in our calculation. In this chapter, we apply a hard-wall
boundary condition on the interface between the pore and silicon host material when composing the system Hamiltonian. In other words, an infinite potential barrier is assumed
within the pore region. When the electron transport is ballistic, H̃(x, y) can be easily obtained without considering any perturbation source. However, if the scattering within the
simulation domain can not be ignored, Eq. (2.4) must be modified to include the scattering effects. In this chapter, to account for electron scattering, the Büttiker probes, which
have been successfully used to model dissipative electron transport in electrical transistors [110], are adopted. In the scattering model, a set of probes are introduced to model the
scattering effects on the charge carrier transport within the material. The probes are treated
like source and drain contacts but with fundamental differences on how they perturb the
Hamiltonian. The source and drain contacts inject or extract electrons from the channel
materials, resulting in a current flow in the channel. However, the Büttiker probes only
change the energy/momentum of the electrons without changing the number of electrons
in the channel material. The probes’ perturbation to the Hamiltonian is also introduced by
self-energy matrices. The modified retarded real-space NEGF in Eq. (2.4) can be written
as

G(E) = [EI − H̃(x, y) − Σ]−1 ,
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(2.5)

where Σ is the sum of self-energy matrices from the source and drain contacts and the
Büttiker probes. Assuming the simulation domain is discretized into Nx × Ny grid points
and the x direction is the transport direction, the first and last column of the grid points are
the source and drain contacts, respectively, and each of the remaining (Nx − 2) grid-point
columns is attached to a Büttiker probe. The strength of the scattering perturbation depends
on the coupling strength associated with the probes. The electrons are perturbed more as
the coupling strength increases. In this chapter, a model presented in Ref. [90] relating the
electron mobility in the material to the coupling strength is exploited. The relation between
the electron mean free path and the coupling strength of probes is given by
t2
λ = 2∆x x2 ,
ti

(2.6)

where λ is the mean free path of electrons and ti is the coupling strength of for the i-th
probe, tx = h̄2 /2m∗x (∆x)2 and ∆x is the mesh size in the x direction. To calculate the
electron mean free path, the relation between the low field mobility and the mean free path
is [110, 90],
s
ξ=λ


F1/2 (Ef i − Ui )F−1 (Ef i − Ui )
e2
,
2πkB T m∗x
F02 (Ef i − Ui )

(2.7)

where e is elementary charge, T is the temperature, ξ is the low field mobility of the material
which can be obtained from experimental data, Ef i is the Fermi level of a certain probe i
and kB is the Boltzmann constant. F0 , F−1 and F1/2 are the Fermi Dirac integrals of order
0, −1 and 1/2, respectively. Once the coupling strength ti is obtained, the self-energy
matrices for source, drain and Büttiker probes can be calculated following the procedures
described in Ref. [110]. The self-energy matrices are also used to obtain the broadening
functions, which represent the electron exchange rates between active conductive region
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and the reservoirs (i.e. source, drain and Büttiker probes). The broadening function for i-th
reservoir is
Γi = j[Σi − Σ†i ],

(2.8)

where † denotes the Hermitian conjugate and j is the imaginary unit. With the retarded
NEGF (Eq. (2.5)) and the broadening matrices (Eq. (2.8)), the spectral functions for the
reservoirs can be computed as

Ai = GΓi G† .

(2.9)

The correlation function Gn (E) measuring the contribution from the reservoirs can then
be calculated by

Gn (E) =

X

Ai (E)F (E, Ef i ),

(2.10)

i

where the Fermi function F (E, Ef i ) is given by
r
F (E, Ef i ) =

2m∗z kB T
F−1/2
πh̄2



Ef i − E
kB T


,

(2.11)

where F−1/2 is the complete Fermi-Dirac integral of order −1/2, m∗z is the electron effective mass in the z direction. Finally, the local electron density is obtained by

n(E) =

1
diag(Gn (E)),
2π∆x∆y

(2.12)

where ∆y is the mesh size in the y direction. Note that an integration of n(E) over the
in-plane energy E is required to obtain the total electron density within the simulation
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domain.
As indicated in Eq. (2.10), to calculate the charge density in the simulation domain,
Fermi levels in all the reservoirs have to be obtained. While the Fermi levels of source and
drain contacts can be easily defined by the external voltages applied, the Fermi levels in the
Büttiker probes have to be calculated numerically. Note that the probes only perturb the
electrons’ energy/momentum without changing their numbers. Therefore, the net current
flow in each probe must be zero, i.e., the current continuity within the simulation domain
must be maintained. To relate the current flow to the Fermi levels within each probe, the
net current density in a certain reservoir can be written as
e X
I =
2πh̄ q
p

Z

T pq (E)[F (E, Ef p ) − F (E, Ef q )]dE,

(2.13)

where I p is the net current density in reservoir p, T pq is the transmission function from
reservoir p to reservoir q. Note that q runs over all the reservoirs including the source and
drain contacts. The transmission T pq is defined as

T pq = T race[Γp GΓq G† ].

(2.14)

To ensure the current continuity, the net current density in each probe must satisfy,

I p = 0,

p = 2, 3, ..., Nx − 1.

(2.15)

The above equation imposes a set of nonlinear constraints on the Fermi levels in the
Büttiker probes. In this chapter, the probe Fermi levels are obtained iteratively by using
Newton’s method. After obtaining the Fermi levels for all the probes, the correlation function can be directly calculated from Eq.(2.10) and the electron density can be obtained by
using Eq.(2.12).
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After the electron density is obtained, the 2-D Poisson equation is solved to obtain
the potential energy in the domain. In an electron dominant case, the Poisson equation can
be written as,

∇ · (εr ∇U ) = e2 (Nd+ − n),

(2.16)

where Nd+ is the doping density, n is the electron density obtained from Eq. (2.12) and εr
is the permittivity of the material. For a better convergence and stability of the numerical
solution, we employ a predictor-corrector approach for solving the Poisson equation. The
details of the approach can be found in Refs. [91, 110]. For the sake of brevity, they are
not repeated here. A self-consistent solution of the electron density and potential profile
is obtained by iterating between the NEGF and Poisson equations. Upon convergence of
the solution, the current density I from source to drain can be calculated with Eq. (2.13).
Finally, the electrical conductance of the material is calculated as G = I/∆V and the
electrical conductivity can be obtained as σ = GL/W , where L and W are the length and
width of simulation domain.

Si

Si

Si

Si

+

N
drain

unit cell

Figure 2.2: Schematic of electrical conductivity calculation of the unit cell.
In the implementation of the computational process described above, a source and drain
regions (i.e. reservoirs) need to be attached to the unit cell in order to apply a voltage
difference and obtain the current density. In addition, extra silicon regions are added to
remove the artificial effect of depletion region caused by the doping difference between the
reservoirs and unit cell. To obtain the electrical conductivity of the unit cell, we first attach
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a source of length (Ls ) and a drain of length (Ld ) to a silicon region of length (2 × LSi ),
as shown in the left part of Fig. 2.2. A small voltage difference (∆V ) is applied between
source and drain contacts, the current density (I1 ) in the domain, denoted as R1 , is calculated by using the NEGF/Poisson model. The electrical conductance of R1 is obtained by
G1 = I1 /∆V . Next the unit cell is inserted in the middle of R1 and the same voltage difference ∆V is applied between the source and drain, as shown in the right part of Fig. 2.2.
The current density (I) and electrical conductance G = I/∆V are then calculated for the
entire material region. Since G = G1 G2 /(G2 + G1 ), the electrical conductance for the unit
cell can be obtained as G2 = G1 G/(G1 − G). The electrical conductivity of the unit cell is
then σ = G2 L/W . By using the scheme described above, the contact resistances related to
the source and drain regions and effects of depletion regions can be effectively eliminated.
Figure 2.3 shows an example of the self-consistent solution of the electron density within
the unit cell. In this case, the doping of the unit cell is 1019 cm−3 and the porosity of the
unit cell is 6.25%. It is clear that the quantum effect induced by the infinite barrier in the
pore region is properly captured. It is important to note that, when the pore size becomes
very small, to remove the non-physical quantum effect caused by the small unit cell size in
y direction, we include multiple unit cells in y direction to obtain accurate results [71].

2.2.3

Seebeck Coefficient
When a temperature difference is applied between the two ends of a thermoelectric

material, different electron energy distributions in the reservoirs results in a flow of charge
carriers in the material. The direct method to compute the Seebeck coefficient of the material is to calculate the open circuit voltage ∆V caused by a temperature difference ∆T
applied at the two ends of the material. By definition, the Seebeck coefficient can then be
obtained by S = −∆V /∆T . In this chapter, with conductance of the material calculated
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Figure 2.3: the electron density profile within the unit cell.

as described in Section 2.2, the Seebeck coefficient can be computed more conveniently by
using an alternative approach [62].
When a temperature and voltage difference, ∆T and ∆V , respectively, are applied
between the ends of the source and drain, as shown in Fig. 2.4, the current density can be
expressed as [62],

I = G∆V + SG∆T.

(2.17)

Note that G has already been obtained by using the NEGF/Poisson model described in
Section 2.2. To obtain the S in Eq. (2.17), a temperature difference ∆T is applied across
the material while ∆V is kept to be zero. By using the NEGF/Poisson model, the current
density I can be calculated, and S can be obtained from S = I/G∆T . It should be noted
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that the S obtained is the Seebeck coefficient of the unit cell combined with source, drain
and the extra silicon regions. To obtain the Seebeck coefficient of the unit cell itself, further
steps are necessary. As shown in Fig. 2.4, the whole simulation domain is divided into two
regions: one is composed of source/drain contacts and the extra silicon region (R1 ), and
the other is the unit cell region (R2 ). With the applied ∆T 6= 0, ∆V = 0, and the current
continuity conditions, the current density flowing in R1 and R2 can be written as,

I = S1 G1 ∆T1 + G1 ∆V1 = S2 G2 ∆T2 + G2 ∆V2 ,

(2.18)

where indexes 1 and 2 denote R1 and R2 , respectively. In addition, the following equations
can be readily obtained,

∆T = ∆T1 + ∆T2 ,

(2.19)

∆V = ∆V1 + ∆V2 = 0.

(2.20)

Combining Eqs. (2.18-2.20), one can obtain

I=

G1 G2 (S1 ∆T1 + S2 ∆T2 )
.
G1 + G2

(2.21)

Knowing I = SG∆T , Eq. (2.21) can be rewritten as

S=

S1 ∆T1 + S2 ∆T2
.
∆T

(2.22)

Equation (2.22) shows that the overall S for the whole region is the average of S values of
its components weighted by the temperature drop in each region. Our calculations show
that the temperature drop across the simulation domain is approximately linear, except for
the regions immediately left and right to the pore along the heat flux direction. Similar
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temperature profiles have also been obtained for Si/Ge and Bi2 Te3 /Sb2 Te3 nanocomposites [120][88]. Moreover, the temperature difference applied between source and drain
contacts in the calculation of the Seekbeck coefficient is set to be small (∆T = 2K).
Therefore, a linear distribution of temperature is assumed across the whole domain. However, it should be noted as an approximation. Therefore, in Eq. (2.22), ∆T1 and ∆T2 are
assumed to be linearly proportional to the length of R1 and R2 , respectively. Next, by
using the the NEGF/Poisson model, an additional simulation is performed on the material
structure R1 shown on the left of Fig. 2.2 with a temperature difference ∆T1 applied at the
two ends and ∆V1 = 0. The current density I1 flowing through R1 is computed from the
simulation. Note that the electrical conductance G1 has already been obtained as discussed
in Section 2.2. Then S1 can be calculated from the following relation

I1 = S1 G1 ∆T1 .

(2.23)

Finally, the Seebeck coefficient for the unit cell, S2 , can be calculated from Eq. (2.22).

source

Si

Si

drain

Figure 2.4: Schematic of Seebeck coefficient calculation.
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2.2.4

Phonon Thermal Conductivity
A phonon BTE based approach is employed to compute the phonon thermal con-

ductivity of porous Si, as shown in Fig. 2.5. In this approach, the bulk thermal conductivity
of doped Si at various temperatures is computed by a refined Callaway model incorporating
various phonon branches and scattering mechanisms. Once the bulk thermal conductivity
is computed, the averaged phonon mean free path is calculated by using the kinetic theory.
The doping and temperature dependent phonon scattering properties are then incorporated
into the BTE to describe the thermal transport in the nanoporous silicon. The diffusive
scattering mechanism is adopted for the Si/pore interface and periodic boundary condition
is applied to the simulation domain boundary. In the numerical solution of BTE, FVM is
used over an unstructured mesh of the domain. Once the solutions are obtained in terms
of the phonon energy density, the thermal conductivity along with heat fluxes and effective temperature profile can be calculated, all of which depend on both doping density and
temperature.
Doping,
temperature
Diﬀusely reﬂective
interface

Phonon
scattering

Reﬁned
Callaway model

Bulk thermal
conductivity,
phonon mean
free path

Boltzmann
transport
equation

Phonon thermal
conductivity of
porous Si

Periodic boundary

Figure 2.5: Theoretical model and procedure for phonon thermal transport analysis.
The thermal model employed in this chapter is based on a refinement of Callway’s
approach [83], which can be characterized by the following: (1) isotropic Debye phonon
spectrum with single averaged group velocity per mode is assumed; (2) full Callaway’s
23

approach with the correction term k2 included to account for the fact that phonon normal
(N ) process plays a role of indirect thermal resistance; (3) relaxation rates τ −1 for different phonon scattering mechanisms are empirical, which are dependent on a number of
intrinsic factors, such as phonon frequency ω and group velocity v, and extrinsic factors
such as doping density n and temperature T ; (4) the scattering mechanisms are assumed
to be independent of each other and follow Matthiessen’s rule; and (5) the phonon thermal
conductivity kbulk is calculated by summing the components over all the longitudinal and
transverse modes, i.e. [83],

kbulk = k1 + k2 ,

(2.24)

Z θj /T
τj,C x4 ex
1 X
3
dx,
Cj T
k1 =
3 j=L,T
(ex − 1)2
0

(2.25)

where k1 and k2 are defined as,

R θj /T
X
[
1
0
k2 =
Cj T 3 R θj /T
3 j=L,T

τj,C x4 ex
dx]2
τj,N (ex −1)2

τj,C x4 ex
dx
τj,N τj,R (ex −1)2

0

.

(2.26)

where x = (h̄ω)/(kB T ) is the dimensionless phonon frequency, θj /T is the upper limit of
dimensionless phonon frequency for the jth mode – longitudinal (L) or transverse (T ), Cj
is the phonon specific heat capacity for the j-th mode, expressed by,

Cj =

kB 4
.
2π 2 vj h̄3
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(2.27)

In Callaway’s formulation, τj,R contains all the resistive scattering mechanisms. Under the
assumption of Matthiessen’s rule, it is given by,

−1
−1
−1
−1
−1
τj,R
= τj,U
+ τj,I
+ τj,B
+ τj,e
,

(2.28)

where the subscripts U, I, B and e denote phonon-phonon U -process, phonon-impurity,
phonon-boundary and phonon-electron interactions, respectively. τj,C is the combined relaxation time of τj,R and τj,N for phonon-phonon N process, which is given by,
−1
−1
−1
τj,C
= τj,R
+ τj,N
.

(2.29)

In our calculations, common form of U -process and N -process for different phonon modes
is adopted [83, 27, 60, 59]. For N -process,

−1
τT,N
= BT,N ωT 4 ,

(2.30)

−1
τL,N
= BL,N ω 2 T 3 ,

(2.31)

where BT,N and BL,N represent the strength of scatterings. For U -process, the form of
scattering rates for U -process was suggested to be proportional to T a e(θ/bT ) for both longitudinal and transverse modes [97] as

−1
τT,U
= BT,U ω 2 T e(θ/3T ) ),

(2.32)

−1
τL,U
= BL,U ω 2 T e(θ/3T ) .

(2.33)
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The scattering rates due to dopant, Si isotope and other impurities are approximated based
on the calculation of scattering rates on point defects as [64],

−1
−1
−1
τj,I
= τj,M
+ τj,R
,

(2.34)

−1
−1
where τj,M
and τj,R
are the scattering rates due to the substitutional mass of impurity point

defects and relative distortion of lattices introduced by impurity atoms, respectively. They
are given as,

−1
τj,M
= (AδM + Ax )ω 4 ,

(2.35)

−1
τj,R
= AR ω 4 ,

(2.36)

where AδM , Ax and AR represent the strength of interactions of mass substitution(both
dopant and Si isotope atoms), unintentional impurities such as oxygen contamination introduced during fabrication, and lattice distortion, respectively. The analytical form of AδM
and AR in Ref. [28] shows that they can be assumed to have a relatively linear dependency
on the doping density n. Their values for bulk silicon doped with phosphorus can be found
−1
in Table II in Ref. [28]. The scattering rate due to phonon-boundary interaction τj,B
is

only included in the thermal conductivity calculation at low temperatures. The boundary
scattering effect of the nanoporous Si is treated in the BTE transport model. The scattering rates due to phonon-electron interaction is classified into two scenarios depending on
whether the electrons are in non-metallic or metallic state. Non-metallic state electrons
are bound to doped or unintentional impurities, whereas metallic state electrons are free
electrons in the conduction band. The change from non-metallic state to metallic state occurs when doping density is increased above a critical level, which is found to be around
3 × 1018 cm−3 for phosphorus-doped silicon [101][33]. In this chapter, we focus on heavily

26

phosphorus-doped degenerate silicon (doping density > 5 × 1018 cm−3 ) for thermoelectric
energy conversion applications. Consequently, electrons are considered to be in metallic
−1
state. In this case, τj,e
can be obtained by using Ziman’s phonon-electron scattering rate

equation for degenerate semiconductors as [127]

−1
τj,e
=

(me ED )2 kB T
xω ,
2πρh̄4 vj2

(2.37)

where the me is the effective mass of electrons, ED is the deformation potential which is
2
proportional to Nd+ 3 [128], ρ is the mass density of silicon. The parameter values used
in our calculations are summarized in Table 2.1.
Table 2.1: Parameters for thermal conductivity calculation of Silicon
Threshold θ from phonon dispersion curve [54]
Transverse

θT = 240 K

Longitudinal

θL = 586 K

Averaged phonon group velocity [54]
Transverse

vT = 5.84 × 103 m/s

Longitudinal

vL = 8.43 × 103 m/s

Three-phonon scattering [54]
N-process for transverse phonons

BT,N = 7.1 × 10−13 /K 4

U-process for transverse phonons

BT,U = 1.0 × 10−19 /sK

N-process for longitudinal phonons

BL,N = 2.4 × 10−24 /sK 3

U-process for longitudinal phonons

BL,U = 5.5 × 10−20 /sK

Eletronic Scattering [28]
me /m0 = 0.9, m0 = 9.1 × 10−31

Effective mass of electron(me /m0

ρ = 2330 kg/m3

Density

By performing numerical integration over all the phonon modes in Eq. (2.24), the
bulk thermal conductivity can be obtained. The averaged phonon mean free path and re27

laxation time can be calculated using the kinetic theory:
3kbulk
,
C αvα
Λ
τ = α,
v

Λ=

(2.38)
(2.39)

where v α is the acoustic phonon group velocity in Si, C α = CT +CL is the acoustic phonon
specific heat. Since the optical phonons contribute little to the thermal conductivity for Si
due to their small group velocity, they are not taken into consideration. Note that the
sound velocity and acoustic phonon specific heat can be calculated by using either lattice
dynamics with interatomic potentials or analytical form of summation over the frequency
range and phonon modes [40], both of which produce consistent results. In our model, the
latter approach is adopted.
After obtaining the bulk mean free path, we solve BTE to obtain the phonon thermal conductivity of nanoporous silicon, and examine the pore size, geometry and boundary
condition effects on the thermal conductivity. These effects are considered less frequencydependent than other scattering mechanism. Furthermore, in this way, such effects are no
longer empirical, which are desirable to perform numerical analysis for engineering design
purposes. In our analysis, the grey BTE model is adopted, which assumes phonons with
an effective group velocity and relaxation rates. For the calculation of cross-plane phonon
thermal conductivity, the grey BTE has been demonstrated to be a reasonably good approximation to the frequency-dependent phonon BTE model in the previous works [41] [73].
However, it should be noted that, as a limitation of the grey-BTE model, phonon confinement effect is neglected in the adoption of a single value of relaxation time and group
velocity. It has been shown that phonon confinement effect in a free-standing quantum well
[30] and semiconductor nanowires [129] results in modification of phonon dispersion and
a reduction in the group velocities and phonon density of states. Thus, the thermal conduc28

tivity of nanoporous Si is expected to be further reduced [99], if the phonon confinement
effect is properly taken into account.
The governing equation of gray BTE model is given in terms of spatial phonon
energy density as [79],

v α (∇r e(r, s) · s) = −

e(r, s) − e0 (r)
,
τ

(2.40)

where e(r, s) is the total phonon energy density at a spatial position r = (x, y, z) over a
path length ds in the direction of unit vector s, defined by,

s = sinθcosφex + sinθsinφey + cosθez ,

(2.41)

where θ and φ are the polar and azimuthal angles, respectively, ex , ey and ez is the basis
vector set in the Cartesian coordinate system. e0 (r) is the averaged equilibrium phonon
energy density given by,
1
e0 (r) =
4π

Z

2π

Z

π

e(r, s)sinθdθdφ.
0

0
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(2.42)
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Figure 2.6: Unit cell computational domain for thermal transport analysis.
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Figure 2.7: Surface roughness effect on thermal conductivity.
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The computational domain is a 2-D square unit cell shown in Fig. 2.1. Periodic
boundary conditions are employed across the outer boundary, and diffusive interface scattering model is employed across the inner porous boundary as shown in Fig. 2.6. Note that,
theoretically the effect of surface roughness at the Si/pore interface on phonon thermal conductivity can be significant for small pore sizes, as shown in Fig. 2.7. However, as discussed
in Ref. [120], even one monolayer surface roughness of a silicon lattice would give Ziman’s
interface specularity parameter≈0, leading to a total diffusive interface condition. For this
reason, we adopt a total diffusive phonon scattering condition at the silicon/pore boundary. On the contrary, our results show that the effect of surface roughness on the electron
flow is small. This is due to the smaller electron mean free path and the stronger quantum
effect over the surface roughness effect when fewer number of subbands conduct [113].
Therefore, the effect of surface roughness on the electrical conductivity is neglected in the
simulations. For the top and bottom outer boundaries, the periodic boundary condition is
expressed as,

e(x, W, s) = e(x, 0, s).

(2.43)

for all x and s. For the right and left outer boundaries, the periodic boundary condition is
expressed as [119],

e(0, y, s) − e(L, y, s) =

C a ∆T
.
4π

(2.44)

This additional term on the right hand side of the equation represents an imposed temperature drop ∆T , so that phonon transport can take place along the horizontal direction.
The diffusive interface scattering across the inner porous boundary is modeled such that
all the directional phonon intensities e(r, s) on the inner boundary are reflected and evenly
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distributed over the solid angles on the Si side, as shown in Fig.2.6. Further details of the
implementation are summarized in the following section. Once the solution to the BTE is
obtained in terms of total phonon energy density e(x, y, s). The local effective temperature
is calculated as,

T (x, y) = 4π

e0 (x, y)
.
Cα

(2.45)

Note that the effective temperature used here represents the local energy density since the
local thermal equilibrium condition breaks down in nanostructures. Furthermore, the average temperature at each vertical plane along the horizontal direction is obtained as,
1
T̄ (x) =
L

Z

L

T (x, y)dy.

(2.46)

0

The averaged heat flux in the horizontal direction is calculated as,
Z

2π

Z

qx (x, y) =
0

π

v α e(x, y, s)sin2 θcosφdθdφ.

(2.47)

0

The effective phonon thermal conductivity is calculated by Fourier’s Law as,
RL
kp =

qx (x, y)dy
.
T̄ (0) − T̄ (L)
0

(2.48)

Following the procedure, we obtain kp as a function of pore size, porosity, doping density
and temperature.

2.2.5

Finite Volume Method of BTE
Among a variety of numerical methods that are used to solve the BTE, the Finite

Volume Method(FVM) can be easily applied to unstructured meshes. It provides greater
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flexibility in treating complex geometries. In addition, integration over the control angles
is calculated exactly and heat flux in control volumes is automatically conserved in FVM.
Therefore, the FVM has been applied to obtain BTE solution for heat transfer analysis
of submicron structures [84]. In this section, the FVM is employed in the computational
analysis. .

periodic boundary
Ge

Heat

Si

periodic boundary

Figure 2.8: Spatial and angular discretization.

As shown in Fig. 2.8, the 2-D domain of the Si-Ge unit cell is discretized into nonoverlapping triangular volumes (or elements). The volume of a given triangular element
is denoted as ∆V . The length of the edges is denoted as ∆Ai , i = 1, 2, 3. Within each
triangular volume, the phonon energy density is defined on the center node of the triangular
volume. The total solid angle, 4π, of the center node is discretized into Nθ × Nφ control
angles along θ and φ directions. The control angles are denoted as ∆Ωmn (1 ≤ m ≤ Nθ ,
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1 ≤ n ≤ Nφ ) with the polar and azimuthal angles spanning from θm to θm+1 and φn to
φn+1 , respectively, as shown in Fig. 2.8. Within each control volume and control angle
∆Ωmn , the phonon energy density is assumed to be constant and denoted as emn . For each
control volume and control angle, the governing BTE, Eq. (2.40), is integrated over ∆V
and ∆Ωmn to yield
Z

Z

Z

α

Z

v (∇r e · s)dV dω =
∆Ωmn

−
∆Ωmn

∆V

∆V

e − e0
dV dω.
τ

(2.49)

Applying the divergence theorem, Eq. (2.49) can be rewritten as
Z

Z

Z

α

Z

v e(s · n)dAdω =
∆Ωmn

−
∆Ωmn

∆A

∆V

e − e0
dV dω.
τ

(2.50)

For a given triangular control volume with a center node P , the phonon energy density in
the control angle ∆Ωmn is denoted as emn
P . Assuming that for a given control angle, facial
intensities are constant on each boundary face of the volume, the following finite-volume
formulation can be obtained from Eq.(2.50) as
X

mn
v α emn
∆Ai DCi
=
i

i=1,2,3

1
mn
mn
(−emn
,
P + (e0 )P )∆V ∆Ω
τ

(2.51)

mn
where emn
is the facial energy density on ∆Ai , i = 1, 2, 3, and the directional weight DCi
i

is given by

mn
DCi

Z

θm+1

Z

φn+1

(s · ni )sinθdθ dφ,

=
θm

i = 1, 2, 3,

(2.52)

φn

mn
ni is the outward normal of the i-th face of the control volume. For 2-D problems, DCi
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can be obtained as

mn
DCi

∆θ sin2θm+1 − sin2θm
=[
−
]
2
4

×[nx (sinφn+1 − sinφn ) − ny (cosφn+1 − cosφn )],

(2.53)

mn
where nx and ny are the x- and y-components of ni . In Eq. (2.52), the sign of DCi
(or

equivalently, the sign of s · ni ) determines whether the phonons are incoming or outgoing
across the faces of control volume.

s
s
s

Figure 2.9: Step scheme for the facial energy density.
The facial phonon energy density emn
is then related to the nodal energy density by a
i
step scheme assuming a downstream facial energy density is equal to the upstream nodal
energy density. For example, as shown in Fig. 2.9, for face 2 of the control volume of
node P , if the azimuthal angle of s is between φ2 and φ3 , one obtains s · n2 > 0, i.e.,
mn
phonons are outgoing and P is the upstream node. Therefore, emn
i=2 = eP . If s is between
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φ4 and φ5 , then s · n2 < 0 and the node I of the neighbor control volume is the upstream
mn
node. Therefore, emn
i=2 = eI . However, as shown in Fig. 2.9, the control angle from φ3

to φ4 overlaps with the face and contains both incoming and outgoing phonons. It is more
involved to determine the facial energy density in this situation. We employ the treatment
which splits the control angle into [φ3 , φ0 ] and [φ0 , φ4 ] as shown in Fig. 2.9, and integrates
the two resultant control angle separately. The facial energy density can be expressed by
the following general expression as

mn
mn mn
mn mn
emn
i Dci = eP Dci,out + eI Dci,in ,

(2.54)

where, for a non-overlapping control angle,

if s · ni > 0,
if s · ni < 0,

mn
DCi,in

θm+1

Z

mn
DCi,out

φn+1

Z

=
θm

φn

θm+1

Z

(2.55)

mn
(s · ni )sinθdθ dφ, DCi,out
= 0.

(2.56)

φn+1

Z

=
θm

mn
(s · ni )sinθdθ dφ, DCi,in
= 0,

φn

For an overlapping control angle, without loss of generality, assuming s · ni > 0 in [φn , φ0 ]
and s · ni < 0 in [φ0 , φn+1 ], we have
mn
DCi,out

mn
DCi,in

Z

θm+1

Z

φ0

(s · ni )sinθdθdφ,

=
θm

Z

θm+1

φn

Z

φn+1

(s · ni )sinθdθ dφ.

=
θm

(2.57)

φ0

Substituting Eq. (2.54) into Eq. (2.51), the finite-volume formulation of the BTE for each
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control volume and control angle can be obtained as
3
X
∆V
mn
(
vα ∆Ai DCi,out
+
∆Ωmn )emn
P
τ
i=1

+

3
X

mn
−
emn
∆Ai DCi,in
I

i=1

∆V ∆Ωmn X
0 0
0 n0
) = 0.
(
∆Ωm n em
P
4πτ
m0 n0

(2.58)

when a control volume face is on the outer interface, the periodic condition given in Eq.
(2.44) and Eq. (2.44) is applied by mapping with the corresponding neighbours and adding
a

mn C ∆T
∆Ai DCi,in
as a source term on the right hand side of Eq.(2.58). In addition, when
4π

a control volume face is on the Si-pore interface, the condition of diffusive reflection is
applied by replacing emn
in Eq. (2.54) with
I
emn
=
I

1 X mn mn
e D
.
π mn P Ci,out

(2.59)

After applying these boundary conditions, Eq.(2.58) for all control volumes are
assembled into the global matrix equation, given by,

Ke = F.

(2.60)

For the global system, there are a total of NV ×Nφ ×Nθ equations, where NV is the number
of control volumes. This system is solved for phonon energy density emn
P .

2.2.6

Electronic Thermal Conductivity
For semiconductor materials, the thermal conductivity contributed from electrons

is ignored since it is quite small compared with that contributed from phonons. However,
as the size of the material decreases, its influence cannot be neglected. With the electrical conductivity results for nanoporous Si obtained in Section 2.2, the electronic thermal
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conductivity ke can be calculated using the Wiedemann-Franz law,

ke = σLz T.

(2.61)

For metals, Lz = 2.45×10−8 W ΩK −2 . For semiconductors, Lz depends on doping density.
The doping density dependent Lz used in our calculations are obtained from Ref. [81].
The total thermal conductivity is the sum of phononic thermal conductivity and electronic
thermal conductivity.

2.3

Results and Discussions
In this section, by using the model introduced in the previous section, the simulation

results for thermoelectric properties of nanoporous silicon are presented. The thermoelectric figure of merit of nanoporous silicon and its bulk nonporous counterpart are compared.
Moreover, the effects of doping density, porosity, temperature and the unit cell/pore size
are investigated.

2.3.1

Model Validation
As a validation of the electron transport model used in this chapter, we compare our

simulation results on the electrical conductivity and Seebeck coefficient of bulk silicon with
the results shown in [103] and ab-initio simulation results shown in [114]. In the simulation,
the unit cell size is set to be 20nm × 20nm, the source (Ls ) and drain (Ld ) regions are both
3nm, the length of extra silicon (LSi ) region is 5nm. The mesh sizes in x direction (∆x)
and in y direction (∆y) are both 0.5nm. The doping density for source and drain is set to be
1020 cm−3 . For comparison, the doping density of extra silicon and unit cell regions varies
from 5 × 1017 cm−3 to 1019 cm−3 . In the calculation of the coupling strength of the Büttiker
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probes, the mobility of silicon with different doping densities is obtained from [103, 114,
26]. Figures 2.10 and 2.11 show the calculated resistivity and Seebeck coefficient of bulk
silicon with different doping densities in comparison with the experimental data and abinitio calculation results shown in Refs. [103] and [114], respectively. It is shown that the
results match quite well with each other.
The thermal conductivity of intrinsic nanoporous silicon has been calculated pre-

39

viously by using the BTE [73]. By excluding the phonon-dopant-impurity and phononelectron scatterings in our model, we calculate the thermal conductivity of undoped nanoporous
silicon with pore size ranging from 100nm to 2000nm (porosity from 0.08% to 32%), and
compare the results with those presented in Ref. [73]. Figure 2.12 shows that the results
shown in Ref. [73] are reproduced by our calculations. As an example, Fig. 2.13 shows the
profile of local energy density within a unit cell. It is clear that local phonon energy is impeded and trapped near the left and right pore boundaries, resulting in a hot and a cold spot.
Thus, phonon thermal conductivity is reduced compared to the bulk thermal conductivity.

2.3.2

Effect of Doping and Porosity
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Figure 2.14: Effect of doping and porosity on the thermoelectric properties of nanoporous
Si.
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Figure 2.14 shows the electrical conductivity, Seebeck coefficient, phonon thermal
conductivity and figure of merit of nanoporous silicon with different doping densities and
porosities at room temperature (T = 300K). The results are obtained with a unit cell
size of 20nm × 20nm and different porosities are obtained by changing the pore size in
the unit cell. As indicated in Fig. 2.14(a), while the electrical conductivity increases with
higher doping density, it decreases with the increase of the porosity. With a doping density
of 1020 cm−3 , when the porosity increases to 36%, the electrical conductivity is reduced by
more than 62% compared to its nonporous counterpart. This reduction in the electrical conductivity is mainly caused by the reduction of media for electron transport and the infinite
barrier of the pores. The absolute value of Seebeck coefficient, as shown in Fig. 2.14(b),
decreases with the increase of doing density. As discussed in Refs. [86, 87], the Seebeck
coefficient mainly depends on the distance from the conduction band edge to the Fermi
level in the material. Increase of the doping density narrows this distance, leading to the
reduction in the Seebeck coefficient. When pores are introduced in the media, it becomes
more difficult for the electrons with low energies to transport within the channel. However, this filtering effect of the nanopore, while increases the absolute value of Seebeck
coefficient of porous silicon, is not as significant as the effect of doping. Figure 2.14(c)
shows the effect of porosity and doping on the thermal conductivity. It is shown that the
porosity has a significant effect on the thermal conductivity. When the porosity reaches
36%, the thermal conductivity is reduced by 94% compared to the bulk value. Note that,
while the thermal conductivity of bulk Si shows an appreciable decrease with the increase
of doping density, the decrease is much smaller for nanoporous Si. This implies that, for
nanoporous Si, phonon scattering at the pore boundary dominates other scattering mechanisms. The figure of merit (ZT ) of nanoporous silicon is shown in Figure 2.14(d). The
ZT is largely enhanced by the inclusion of nanopores. It is clear that the nanopores result
in a much larger reduction in the phonon thermal conductivity than the reduction in the
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electrical conductivity. With doping density near 1020 cm−3 and porosity of 36%, the ZT is
improved by 5 times compared with its bulk counterpart. However, as shown in the figure,
the ZT starts to decrease with further increase of the doping density. This is due to the
increase in the electronic thermal conductivity, ke , which becomes higher with increasing
doping density. When ke reaches to a level comparable to kp , the overall thermal conductivity of the material increases rapidly with the doping density, leading to a decrease in
ZT .

2.3.3

Temperature Effect
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Figure 2.15: Effect of temperature on the thermoelectric property of nanoporous Si.
The effect of temperature on the thermoelectric properties of nanoporous silicon is
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shown in Fig. 2.15. The calculations are performed in the temperature range of 200K to
600K with a porosity P = 16%. For comparison, thermoelectric properties with two different doping densities are computed. It is shown that, when the temperature increases, the
electrical conductivity of the material decreases due to stronger electron scattering at higher
temperature. For Seebeck coefficient, as temperature increases, more electrons with higher
energy contributes to the current flow, leading to an increase in the absolute value of S. For
phonon thermal conductivity, at doping level of 1020 cm−3 , as temperature increases, the
thermal conductivity decreases slightly from 12.7 W/mK to 11.4 W/mK. In this temperature range, while the phonon-pore boundary scattering still dominates the overall phonon
scattering, the thermal conductivity reduction is mainly due to the stronger phonon-phonon
scattering at higher temperature. Finally, the figure of merit, ZT , increases as the temperature becomes higher. As shown in Fig. 2.15, with a doping density of 1020 cm−3 , the ZT
is increased by 7 times when the temperature changes from 200K to 600K. The variation
trend is the same for different doping densities, only the ZT increases more quickly when
the doping density is higher.

2.3.4

Size Effect
In this section, the effect of pore size on the thermoelectric properties is investi-

gated. For a given porosity of the material, the size of the pore is proportional to the size
of the unit cell. Based on the calculated results in the previous two sections, for an optimal figure of merit, we select doping density of 1020 cm−3 and temperature of 600K in the
analysis of pore effect on the thermoelectric properties of nanoporous Si. The simulation
results are shown in Figure 2.16. It is shown that, for a given porosity, the electrical conductivity increases with the increase of nanopore size. However, for a given unit cell size,
the electrical conductivity decreases quickly with the increase of nanopore size (i.e. the
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Figure 2.16: Effect of unit cell size on the thermoelectric property of nanoporous Si.
increase of porosity). Figure 2.16 shows that, for a given porosity, the absolute value of
Seebeck coefficient decreases as the size of unit cell increases. The observed trend can be
explained by using the carrier concentration [86]

n3D

M
=
Lef f

Z
D2D (E)F (E − Ef )dE,

(2.62)

Ec

where n3D is the doping density in the materials, M is the number of subbands introduced
in y direction, Lef f is the effective length in y direction, Ec is the conduction band edge
and Ef is the Fermi level. From Eq. (2.62), since the 2-D density of states only depends
on the effective mass of the sub-bands, the main factor leading to the change of the Fermi
Dirac distribution lies in the ratio between M and Lef f . When the unit cell size decreases,
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with the same porosity, the distance in y direction between two neighboring pores narrows.
For instance, when P = 4%, this distance is 4nm for a unit cell size of 5nm × 5nm
while it is 24nm for a unit cell size of 30nm × 30nm. As discussed in Ref. [86], the
number of sub-bands M in y direction could be reduced to only one when Lef f becomes
smaller than 10nm. After M reaches one, further decrease of the distance between two
neighboring pores will increase M/Lef f . In order to keep n3D the same, the Fermi Dirac
function must decrease, suggesting a larger gap between the band edge and Fermi level.
As a result, the absolute value of Seebeck coefficient becomes higher while the electrical
conductivity decreases. This characteristic may shed a light on the design and optimization
of nanoporous semiconductor materials. With the same porosity, the thermal conductivity
increases with increasing unit cell size. This result shows that phonon transport is less
influenced by the volume fraction of pores, but more by the spacing between the pores
which determines the phonon mean free path of the material. For a given porosity, the
distance between the pores increases with the unit cell size, resulting in a larger phonon
mean path, and consequently a larger thermal conductivity. Finally, combining the above
results, a large increase in the ZT of nanoporous Si compared with its bulk counterpart
is obtained when the nanoporous silicon has a large porosity and small pore size. In the
current study, the highest figure of merit reaches 0.28 with P = 36%.

2.4

Summary
In this chapter, the thermoelectric properties of nanoporous Si are numerically an-

alyzed. A quantum NEGF/Poisson model is used to numerically calculate the electrical
conductivity and Seebeck coefficient of nanoporous Si. Meanwhile, phonon BTE is solved
by using the finite volume method to obtain the phonon thermal conductivity of the material. In addition, the thermal conductivity contributed from electrons is considered by using
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the Wiedemann-Franz law. From the computational analysis, the effects of doping density,
porosity, temperature and pore size on the thermoelectric performance of nanoporous Si
are systematically investigated. The results show that larger porosity, smaller pore size and
higher temperature are all beneficial for improving ZT . In addition, there exists an optimal
doping density for ZT . The degradation of electrical conductivity of nanoporous Si due
to the inclusion of nanopores is compensated by the large reduction in the phonon thermal
conductivity and increase of absolute value of the Seebeck coefficient, resulting in a significantly improved ZT . Results show a ZT of 0.28 can be obtained with doping density of
1020 cm−3 , T = 600K, P = 36% and pore size of 3nm × 3nm.
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Chapter 3
Quasi-Continuum Thermomechanical
Model for Phonon Damping Analysis in
Single-crystal Silicon Nano-Resonators
3.1

Introduction
The quality factor of nano-resonators, which is characterized by the ratio of energy

stored to energy loss over a period of operation time, plays an important role in the performance and stability of nano-electromechanical devices. In general, energy dissipation
in nano-resonators can be categorized into two types: extrinsic dissipation and intrinsic
dissipation. Extrinsic dissipation includes damping caused by the surrounding environment [69], material impurities [123], and structural support [49]. This type of energy dissipation can be reduced or even eliminated through optimized engineering design and manufacturing process. On the other hand, intrinsic dissipation is due to the system’s inherent
properties. For mechanical resonators, intrinsic dissipation mainly includes thermoelastic
damping (TED) [124], Akhiezer damping [24] and surface damping [111]. TED occurs
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when a structural motion induced inhomogeneous strain field results in internal spatial
heat flow, and hence thermal energy dissipation. TED is relatively well understood for
micro-resonators. The classical TED theory [124, 74, 75] predicts a single-peak Lorentian
behavior of the thermoelastic damping ratio in the frequency domain. Khisaeva [61] proposed a TED theory with second sound effects by adding the derivatives of heat flux into
Fourier’s law, which captures non-diffusive (hyperbolic decaying) heat flow effects. Solutions of the modified theory show that the thermoelastic damping ratio contains many other
peaks over the frequency domain [61, 39]. While these models have been successfully
applied to micro-resonators, they are not directly applicable to nano-resonators due to the
fact that the heat flow in nano-scale structures is partially diffusive and partially ballistic in
nature. In addition to TED, Akhiezer damping takes place due to the frequency-dependent
phonon modulation caused by the same strain field and, consequently, the internal heat
flow between the perturbed phonon groups of different frequencies. Such non-spatial but
phonon-frequency-related heat redistribution leads to further energy dissipation. Akhiezer
damping has received much attention in studies of nano-resonators, and has been compared
with TED in terms of their relative importance. A number of research works including
theoretical analysis [24, 44], experiments [70, 66], and molecular dynamics (MD) simulations [66] have concluded that the role of Akhiezer damping becomes significant when the
resonator size becomes smaller than the phonon mean free path.
The thermal transport and dissipation mechanisms become different when the size
of spatial domain reduces to nano-scale and the frequency of vibration reaches gigahertz
level. For thermal transport, both Fourier’s law and its modification with second sound
effect have been shown to be inadequate in the nano-regime [58]. Instead, the phonon
Boltzmann transport equation (BTE) model has been applied to thermal transport analysis
in various nano-scale applications with demonstrated accuracy and efficiency [84, 76, 96],
mainly because it views heat conduction as collective interactions of phonons and cap48

tures both diffusive and ballistic behavior of phonon transport through various scattering
mechanisms. The BTE treatment in nano-scale thermal transport suggests that the intrinsic damping can be theorized in the light of phonon-mediated energy dissipation, in which
the coupling between strain and phonons redefines the phonon distribution, transport and
relaxation, and hence energy dissipation. With the BTE treatment in damping analysis,
it is important to acknowledge that phonon distribution and transportation are spatial and
frequency dependent. By incorporating the spatial dependence in the BTE model, one evaluates the coupling between the spatially inhomogeneous elastic and phonon fields, hence
the nano-scale equivalence of TED. On the other hand, by incorporating the frequency
dispersion in the BTE model, one evaluates the strain-induced local relaxation between
phonon branches/modes, hence the Akhiezer damping. Altogether, the phonons are modulated, both spatially and between dispersion branches, by the strain field through the generalized frequency dependent Grüneisen tensor. The fundamental assumption is that the
coupling between elastic strain field and phonon distribution can be established through
the phonon modulation theory [24, 117]. Several authors [98, 36, 92] have calculated the
mode-dependent Grüneisen parameters that represent the strength of influence. In the light
of this, Kiselev and Iafrate [63] developed a semi-analytical phonon-modulation damping
model for flexural nano-beams and provided a qualitative view of the damping behavior as a
function of beam length, aspect ratio and vibration frequency. However, the semi-analytical
model is based on significant theoretical simplifications such as 1-D Euler-Bernoulli beam
theory, the Debye model for phonon spectrum and 1-D thermal transport assumption. In
addition, the strength of strain-phonon interaction is represented by only two distinctive
Grüneisen parameters for the entire phonon dispersion. Kunal and Aluru [66] have recently investigated the Akhiezer damping of nano-bars using MD simulations and provided a clearer view of its relative importance as compared to surface damping. However,
the atomistic simulation methods such as MD are cumbersome for damping analysis of
49

nano-resonators due to the high computational cost in tracing time history of the dynamic
response.
The above issues lead to the motivation of formulating the holistic damping mechanism, via the phonon modulation theory, into a coupled thermomechanical computational
model for numerical analysis of intrinsic damping in crystalline nano-structures. In this
chaper, we present a quasi-continuum thermomechanical model for this purpose. It should
be noted that, while the proposed model is applied to the intrinsic damping analysis of
single crystal silicon nano-resonators in this chaper, it is a general model and applicable
to other crystalline materials. Solutions of these numerical scheme have be verified with
various existing analytical and experimental works[77][108]. Furthermore, they account
for the complexity of resonator geometry, boundary condition and etc, and provide results
with better accuracy than analytical scheme does.
In the general framework of the quasi-continuum thermomechanical model, illustrated in Fig.3.1, lattice dynamics is adopted to calculate thermodynamic properties of
the crystalline material such as phonon dispersion, mode-dependent Grüneisen parameters and elastic constants. With these properties as parameters, the phonon transport is
described by frequency-dependent BTE to account for details of the phonon dispersion
and phonon-phonon scatterings. This provides the treatment of the phonon redistribution
in the Akhiezer damping. The strain field in the nano-structure is calculated by using the
continuum elasticity theory considering thermal transport induced stress corrections. Furthermore, elastic scattering and structural boundary scattering of phonons are included in
the BTE model. In short, the phonon BTE model is coupled with the continuum elasticity
model through strain-induced phonon modulation and phonon transport induced stress corrections. The coupled thermomechanical model is solved numerically to obtain the quality
factor Q of nano-resonators. The finite element method (FEM) is employed for the discretization of the mechanical equation of motion. The finite volume method (FVM) is used
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for the discretization of the phonon BTE. Both flexural and axial motions are considered
for nano-resonators with different lengths and frequencies. The numerical results obtained
from the quasi-continuum thermomechanical model are compared with those obtained from
MD simulations.

Phonon-stress
correction

Phonon BTE
transport
coupled

coupled

Mechanic of
continuum
elasticity

Strain-phonon
modulation

Figure 3.1: The framework of quasi-continuum thermomechanical model
The rest of the chapter is organized as follows. Section 2 illustrates the theoretical
framework of the phonon-mediated damping theory. In Section 3, the numerical schemes
and solution methods are described in details. Numerical results are presented in Section
4. Finally, Section 5 gives the conclusions.

3.2
3.2.1

Theory
Lattice dynamics calculation
deformation gradient F

Figure 3.2: Deformation applied on the lattice unit cell
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At the atomistic level, the interaction between atoms in the crystal lattices can be
described by empirical interatomic potentials such as the Tersoff [107], Brenner [35] and
Stillinger-Weber [100] potentials. Tersoff empirical interatomic potential is employed for
Si. Typically, the total potential energy U of a N-atom system is given by,

U=

X
α

Uα =

1X
Vαβ ,
2 α6=β

(3.1)

where α and β are the atoms of the system and Vαβ is the bond energy between atoms α
and β. For a crystal lattice under deformation, the phonon dispersion can be obtained by
computing the eigenvalues of the deformation dependent dynamical matrix D(k) for each
wave vector k in the first Brillouin zone [125]
 X
X
0
ik·(R0βα −F−1 ξ )
Φ11
(α, β)eik·Rβα
Φ12
j,k
j,k (α, β)e

1  β
β
D(k) =
 X
X
−1
0
M
ik·R0βα
ik·(Rβα +F ξ )
Φ22
Φ21
j,k (α, β)e
j,k (α, β)e




 (j, k = 1, 2, 3),(3.2)


β

β

where M is the mass of atom, k is the wave vector, R0βα is the vector between the equilibrium positions of atoms α and β, F is the deformation gradient, ξ is the inner displacement
between the 2 Bravais lattices, and Φ denotes the force constants which are the second
derivatives of the potential energy with respect to the displacements of atoms α and β.
Based on the strain dependent reciprocal space quasiharmonic model (QHMK) proposed
in our previous work [125], the phonon frequencies ω can be calculated from the eigenvalues of D(k). By using the QHMK, a set of physical properties, including the dimensionless
phonon frequencies x, phonon density of states D(ω), Helmholtz free energy A, mode specific heat capacity Cv , phonon group velocity vg , mode Grüneisen parameter γij , the second
Piola-Kirchhoff stress tensor Sij and isothermal elastic constants Cijkl , can also be calculated. The properties calculated from QHMK model are summarized in Table.3.1. The
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detailed calculations can be found in Refs. [125, 106].
Table 3.1: Phonon, thermodynamic and elastic properties calculated from QHMK
Physical property

Formula

Dimensionless phonon frequencies
x

h̄ω(λ, k)
,
x =
kB T
vector

λ: phonon branch, k: wave

x2 e x
(ex − 1)2
∂ω
vg =
∂k
1 ∂ω
γij = −
, E: Green-Lagrange strain
ω ∂Eij Z 

1
−x
x + ln(1 − e ) D(ω)dω
A = U0 + kB T
2

Z 
∂U0
1
h̄ω
Sij =
−
h̄ω + x
γij D(ω)dω
∂Eij
2
e −1
∂Sij
Cijkl =
∂Ekl

Mode specific heat capacity Cv

Cv = kB

phonon group velocity vg
Mode Grüneisen parameter γij
Helmholtz free energy A
Second Piola-Kirchhoff stress Sij
Elastic constants Cijkl

The bulk counterparts of these thermodynamic properties are denoted using the
subscript bulk , and are expressed as the weighted average of their mode values over whole
dispersion. The weights are the mode specific heat capacity Cv (ω). For example the total
specific heat capacity Cbulk and average phonon group velocity (vg )bulk are given by,
Z

3.2.2

(Cv )bulk =

D(ω)Cv dω,
Z
1
=
D(ω)Cv vg dω.
(Cv )bulk

(3.3)

(vg )bulk

(3.4)

Strain modulated Boltzmann transport equation
In the damping analysis of nano-resonators, the phonon BTE is the governing equa-

tion of thermal transport. The phonon BTE is given in terms of phonon distribution function
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f (ω, r, t) as [63]
∂ω ∂f
f˙ + vg (s · ∇r f ) +
=
∂t ∂ω



∂f
∂t


,

(3.5)

coll

where r is spatial position, s is the unit directional vector of phonon velocity and the right
hand side of Eq. (4.7) represents the phonon relaxation due to scattering. The equilibrium phonon distribution at ω and T is defined by the Bose-Einstein distribution function,
f0 (ω, T ) = 1/(e(h̄ω)/(kB T ) − 1). In the presence of a strain field, local strain modulates
phonon frequencies ω through the mode Grüneisen parameter γij , and, consequently, distorts the phonon distribution f . The strain modulated phonon frequency is given by [24],
!
ω0 = ω 1 −

X

γij Eij

,

(i, j = 1, 2, 3),

(3.6)

ij

where ω 0 is the modulated phonon frequency. The strain-modulated phonons with frequency ω 0 cause the phonon distribution f to deviate from its original equilibrium f0 and
hence result in an irreversible heat flow towards a new equilibrium distribution f0 (ω 0 , T 0 )
with a different temperature T 0 . In this model, a small perturbation of strain fields is assumed in the damping analysis. Under this assumption, the Green-Lagrange strain Eij
reduces to engineering strain ij , and a linearized approximation is employed for f such
that
∂ω 0 ∂f0 (ω 0 , T 0 )
∂ω 0 ∂f0 (ω, T )
∂ω 0 ∂f
≈
≈
.
∂t ∂ω 0
∂t
∂ω 0
∂t
∂ω

(3.7)

Substituting Eq.(3.7) into Eq.(4.7), we obtain
f˙ + vg (s · ∇r f ) +

X
ij

xex
γij ˙ij
=
(ex − 1)2
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∂f
∂t


,
coll

(3.8)

where x = (h̄ω)/(kB T ). Furthermore, the phonon dispersion curves of the material is
discretized into a set of energy bands. Figure 3.3 shows the discretization scheme of the Si
dispersion curves in [100] direction. The longitudinal acoustic (LA) and transverse acoustic
(TA) branches are uniformly discretized along the k axis. The frequency and wave vector
intervals of band n are denoted as ∆ωn and ∆kn , respectively. The optical branches are
treated as one single band with a center frequency ωo = 9.0 × 1013 rad/s and group velocity
(vg )o = 0. Thus, Eq. (3.8) can be re-written in terms of phonon energy densities of the
discretized phonon energy bands as

ėn + vn (∇r · en s) +

X


(χij )n ˙ij =

ij

∂en
∂t


,

(3.9)

coll

The physical parameters associated with Eq. (4.13) are defined in Table 3.2. With the
phonon energy densities, the effective lattice temperature T at a spatial location can be
defined as

T =

Nb Z
X

1
Cbulk

en dΩ,

(3.10)

4π

n=1

where Nb is the number of energy bands, Cbulk is the bulk specific heat, and Ω is the solid
angle.
For the phonon scattering term on the right hand side of Eq. (4.13), we adopt the
linearized relaxation time approach from the work of Narumanchi et al [84], where ( ∂e∂tn )coll
is defined as


∂en
∂t


= (en0 − en )
coll

−1
τnn
avg



+

Nb
X



m=1,m6=n


1
−1
(Cv )n (Tmn − Tref ) − en (τmn
)avg , (3.11)
4π

where τmn denotes the relaxation time for phonon scattering between band m and band
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Figure 3.3: Discretization of [100]-direction phonon dispersion curves in into energy
bands.
Table 3.2: Variables and phonon properties of the n-th energy band
Property
Phonon energy density en
Equilibrium phonon energy density
en0
Heat capacity (Cv )n
Group velocity vn
Grüneisen parameter (γij )n
Phonon-modulating
(χij )n

parameter

Formula
R
en (r, s, t) = ∆ωn h̄ωD(ω)f dω
Z
1
en0 (r, t) =
en dΩ
4π 4π
Z
(Cv )n =
D(ω)Cv dω
Z∆ωn
1
vn =
D(ω)Cv vg dω
Cn ∆ωZn
1
(γij )n =
D(ω)Cv γij dω
Cn ∆ωn Z
Tref
(χij )n =
D(ω)Cv γij dω,
4π ∆ωn
temperature
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Tref :

reference

−1
)avg denotes the inverse band-averaged relaxation time, and Tmn is defined as the
n, (τmn

interaction temperature between band m and n through phonon scattering. For conservation
of energy, Tmn is defined as [84],

Tmn = Tnm = Tref + 4π

en0 ∆ωm + em0 ∆ωn
.
(Cv )n ∆ωm + (Cv )m ∆ωn

(3.12)

The calculation of the band-averaged inverse relaxation time accounts for different intrinsic
−1
)I , Umklapp and
phonon scattering mechanisms such as phonon-impurity scattering (τnn
−1
)U,N . The calculation is based on the
normal phonon-phonon scattering processes (τmn

following assumptions:
1. The inverse relaxation times are dependent on a number of intrinsic factors such as
phonon frequency ω and group velocity vg , as well as extrinsic factors such as temperature T .
2. The scattering mechanisms are independent of each other and follow Matthiessen’s rule.
−1
)avg for Si isotope impurity scattering can be approximated based on the scattering
3. (τnn

rates on point defects as [55]

−1
(τnn
)avg

=

−1
(τnn
)I

1
=
∆ωn

Z
∆ωn

π
ΓV0 D(ω)ω 2 dω,
6

(3.13)

where Γ is the isotope impurity mass difference parameter and V0 is the volume per
−1
atom. Note that, although (τnn
)avg may also include other scattering mechanisms such

as substitutional dopant impurity scattering [29], phonon-electron scattering [127], and
others under the Matthiessen’s rule, for single crystal Si, these terms are omitted here.
4. Since, for the temperature of interest (200K ≤ T ≤ 600K), the phonon relaxation and
−1
thermal resistance [54, 37] are mainly due to the phonon-phonon U-process, (τmn
)avg

is calculated by summing up all the admissible scatterings taking place within the indi-
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vidual bands ∆ωn as [50, 65].
2
h̄
2γbulk
ωn ωT ωm rc2 (f0 (ωT ) − f0 (ωm ))dωn ,
2
∆ωmn 3πvph (ωn )vg (ωm )
Z
2
1
γbulk
h̄
−1
(τnm )T T L or T LL =
ωn ωm ωL rc2 (f0 (ωm ) − f0 (ωL ))dωn ,
2
∆ωn ∆ωmn 3πvph (ωn )vg (ωm )
Z
2
γbulk
h̄
1
−1
3
ωO (f0 (ωm ) − f0 (ωO ))dωn , (3.14)
ωn ωm
(τnm )T LO,LLO or T LO =
2
∆ωn ∆ωmn 3πvph (ωn )vg3 (ωm )
−1
(τnm
)LT L

1
=
∆ωn

Z

where LT L denotes the U process L + T = L, γbulk is the bulk Grüneisen parameter,
vph (ωn ) is the phase velocity at ωn of the n-th band, and rc determines the integral surface near the first Brillouin zone(FBZ) boundary where the admissible zone-boundary
phonons with frequency ωL and ωT reside, and it is mathematically treated in Ref. [50].
The procedure to determine ∆ωmn is further summarized in Appendix B in Ref. [84]:
given 2 bands n and m, searching for two frequency intervals in ∆ωn and ∆ωm such
that ∆ωmn = ∆ωm ∪ ∆ωn and energy conversation is satisfied for the phonon pairs
within these two intervals (e.g. ωn + ωT = ωm for LT L). Under the Matthiessen’s rule,
−1
the final net band averaged inverse relaxation time (τnm
)avg is given by

−1
(τnm
)avg =

X
−1
(τnm
)(i=LT L,T LL,...) .

(3.15)

i

5. The phonon boundary scattering mechanism of nano-resonators are treated directly in
phonon BTE given in Eq. (4.13). For Si nano-resonators, diffusive scattering is assumed
at the structure boundary [40, 73, 72], i.e., the phonons (vg e) are reflected back at the
boundary and evenly distributed across the interior solid angle of the interface. The
boundary scattering re-directs the irreversible heat flows in regions near the structure
boundary, and hence causing surface damping.
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3.2.3

Phonon perturbed mechanical equation of motion
The dynamics of the nano-resonator with small deformation assumption is charac-

terized by the kinematics equation and equation of motion:

ij =

∂ui
∂xj

(i, j = 1, 2, 3),

σij,j + bi − ρüi = 0.

(3.16)

(3.17)

where u is the displacement, b is the body force. In the nano regime where the theory of
phonon applies, the local process is considered isothermal with a level of thermal adjustment with the surrounding material points[63]. The constitutive relation is derived from
the Clausius-Duhem inequality with the conditions of local isothermal thermal equilibrium
and reversibility of thermodynamic process, given by,

σij =

∂A
∂ij


,

(3.18)

T

where A is the Helmoholtz free energy. Using the quasi-continuum harmonic approach [106]
of lattice dynamics, A is calculated from phonon dispersion,
Z
A = U0 +

1
− h̄ω
( h̄ω + kB T ln(1 − e kB T ))D(ω)dω,
2
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(3.19)

where U0 is the static potential energy of the lattice at equilibrium position. The constitutive
relation can be derived as,
Z
1
∂U0
h̄ω
σij =
− ( h̄ω +
)D(ω)γij dω
∂ij
2
1 − ex
Z
X
X
0
≈
Cijkl
kl −
en (γij )n dΩ.
n

kl

(3.20)

4π

0
Cijkl
is defined as the portion of the elastic constant that corresponds to U0 plus the ground

state phonon energy 21 h̄ω, which is given by
0
Cijkl

∂ 2 U0
−
=
∂ij ∂kl

Z

∂( 12 h̄ωD(ω)γij )
dω.
∂kl

(3.21)

0
Cijkl
can be directly obtained from the thermodynamic property calculations as described in
0
has only three non-zero components
Section 2.2. For 2-D analysis of single crystal Si, Cijkl

C11 , C12 and C44 . In Eq.(4.12), the thermal stress part is directly expressed with the band
phonon energy density en and the Grüneisen parameter (γij )n .
Equations (4.1) and (4.13) form the coupled thermomechanical governing equations
for nano-resonators. The damping ratio ζ is defined as

ζ=

1 Elost
,
2π Est

(3.22)

where Elost and Est are the strain energy loss and the peak strain energy stored per unit
volume per period of vibration, respectively. The quality factor is defined as Q = ζ −1 .
In general, ζ and Q can be evaluated either in the time domain by tracing the system
response [89], or in the frequency domain by finding the generalized eigenvalues [47, 121],
or by calculating the harmonic response under periodic forces [94]. In this analysis, the
harmonic analysis approach is adopted due to its relative small computational cost.
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3.3

Numerical discretization of the governing equations
The boundary value problems, Eq.(4.1) and Eq.(4.13), are discretized by using FEM

and FVM methods, receptively. For the dynamic analysis of the nano-structure, the weak
form of Eq.(4.1) is obtained by using the standard Galerkin’s method, given by
Z

Z

0
(δij )Cijkl
(kl )dV =

ρ(δui )üi dV +
V

V

Z
(δij )
V

Z

XZ
n

!
en (γij )n dΩ dV

4π

Z

+

(δui )bi dV +
V

(δui )fi dA

(i, j, k, l = 1, 2, 3), (3.23)

A

where ü is the acceleration, δu and δ are the variation of displacement and strain, respectively, V and A are the material volume and surface, respectively, f is the surface traction,
and b is the body force. In the 2-D analysis, V is meshed into triangular elements Ve , shown
in Fig.4.2. The integrals in Eq. (3.23) are approximated and discretized into matrix form
using standard shape functions, which are further assembled into the global matrix equation
as

Muu ü + Kuu u + Kue e = F,

(3.24)

where Muu , Kuu and F are the mass, stiffness and force matrices, respectively, Kue is the
phonon-stress coupling matrix.
The phonon BTE, Eq.(4.13), is discretized using the standard FVM. The solid angle
Ω(θ, φ) is discretized into R and S segments in the θ (polar) and φ (azimuthal) directions,
respectively, with ∆Ωrs representing a control angle, as shown in Fig.4.2. The finite volume
spacial discretization of the phonon BTE shares the same mesh with the finite element
discretization for the dynamic structural analysis described above. In FVM, each triangular
element is referred to as a control volume. ers
nP represents the phonon energy density of the
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Figure 3.4: Top: domain discretization of a cantilever nano-resonator. Bottom left: finite element for mechanical analysis. Bottom right: finite volume
for phonon transport analysis.

nth energy band in control volume P and along the direction of ∆Ωrs . ∆Aq is the edge
length. DCrsq,in and DCrsq,out are introduced as the directional weights of phonon intensities at
these edges. The detailed formulation can be found in our previous work Ref. [119]. The
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discretized BTE for a control volume P becomes
"
(∆VP ∆Ωrs ) ėrs
nP +

3
X

#

rs 2

(vg )n ∆Aq DCrsq,out + (∆VP ∆Ωrs −

q=1

∆VP (∆Ω )
−1
)(τnn
)avg ers
nP
4π


3
X  ∆VP ∆Ωrs ∆Ωr0 s0
X
−1
r 0 s0
−
(τnn )avg enP +
(vg )n ∆Aq DCrsq,in ers
nP 0
4π
q=1
r0 s0 6=rs
=

X

1
(Cv )n (Tnm
4π

X
− Tref ) − ers
nP
∆VP ∆Ωrs −
(φij )n ∆VP ∆Ωrs ˙ij . (3.25)
(τnm )avg
ij

m6=n

If control volume P has one or more edges on the structural boundary, the diffusive phonon
reflection gives

ers
nP =

1 X rs rs
e D
.
π rs nP 0 Cq,out

(3.26)

Equations (4.15) and (4.16) are assembled into the global matrix equation as

Cee ė + Kee e + Ceu u̇ = 0,

(3.27)

where Ceu is the phonon-modulation matrix. Combining Eq. (4.17) and Eq. (4.18), the
matrix form of the discretized thermomechanical equation can be written as






















0   u̇   Kuu Kue   u   F 
 Muu 0   ü   0
 . (3.28)

  + 
  + 
  = 
ë
Ceu Cee
ė
e
0
0
0
Kee
0
Next, a harmonic analysis is performed upon the system given in Eq. (4.19) and
damping ratio ζ is evaluated using Eq.(4.6). The harmonic excitation, solutions of dis-
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placement and phonon energy density are expressed in the following form,

F = Fs + Fd e(iωd t) ,

(3.29)

u = us + ud e(iωd t) ,

(3.30)

e = es + ed e(iωd t) ,

(3.31)

where ωd is the frequency of the harmonic excitation, and the subscripts s and d denote the
static and dynamic components, respectively. Note that only the real parts of them have
physical significance. Substitute the dynamic components into Eq.(4.19),












0   ud 
 0
 Muu 0   ud 
−ωd2 



 + iωd 
Ceu Cee
ed
0
0
ed


 

 Kuu Kue   ud   Fd 
+

=
,
0
Kee
ed
0

(3.32)

Equation (3.32) is solved to obtain the solution of ud and ed in complex form. For adiabatic
systems, the Elost is equal to the amount of energy input per unit vibration cycle, given by
Z
Elost =

2π
ωd

Re(Fd e(iωd t) ) · Re(ud e(iωd t) )dt = πFd · Im(ud ).

(3.33)

0

The maximum energy stored per unit period is given by
1
Est =
2

Z

Re(σ T (ud )) · Re((ud ))dV.

V

Finally, Eq.(4.6) is used to calculate the damping ratio ζ.
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(3.34)

3.4
3.4.1

Results and discussions
Thermodynamic properties of single crystal silicon
In our work, the thermodynamic properties of single crystals, calculated from lat-

tice dynamics using Tersoff potential, serves as input parameters of the coupled phonondamping equations. Our calculations are based on the reciprocal space quasiharmonic
model (QHMK) described in Section 2.1 and our previous work [106]. The results have
been validated for phonon density of states D(ω), specific heat capacity Cv and the phonon
group velocity vg in the temperature range of 100K to 500K [119]. Another important
−1
−1
phonon property, relaxation times (τnm
)avg and (τnn
)avg , determines the extent of ther-

mal resistance and phonon energy interaction. For validation, we compute the effective
PNb −1
relaxation time (τn )ef f as a function of ω, which is defined as (τn )−1
ef f =
m (τnm )avg .
Discretizing the acoustic phonon dispersion curve in [100] direction (see Fig. 3.3) into 14
bands, the ω-dependent (τn )ef f of Si at 300K for both LA and TA polarizations are calculated. The results are plotted and compared with those from anharmonic lattice dynamics
calculation using Stillinger-Weber potential [126], as shown in Fig.3.5. While the results
are in general agreement, our results are lower in the higher frequency range, possibly
due to the difference between the Tersoff and the Stillinger-Weber potentials. Nevertheless, our TA results in the higher frequency range agrees well with the empirical relation
−1
τT,U
= BT,U ω 2 T e(θ/3T ) , where BT,U and θ are the calibrated scattering parameter and

Debye temperature respectively [72].
Next, as shown in Fig. 3.6, we compute the dispersion of volumetric Grüneisen pa3
1X
γii in [100] direction at 300K. While our results are consistent with
rameter γV =
3 i=1
the anharmonic lattice dynamics calculation in the literature [36], significant discrepancies
for TA mode are observed when they are compared to the results from ab initio calculations [115, 92] or experimental data [116]. In general, the calculated (γV )T A ([−0.5, −0.3])
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Figure 3.5: Effective relaxation time of Si in [100] direction at 300K: (a) LA; (b) TA.
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Figure 3.6: Dispersion of volumetric Grüneisen parameter in [100] direction

is higher than the experimental results ([−1.3, −0.5]). It is known that such discrepancies
lead to an overestimate of the linear thermal expansion coefficient α [36]. This discrepancy can be attributed to the overestimated TA frequency ωT A produced by the Tersoff
potential. It is worthwhile to note that the Tersoff potential, as well as others such as the
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Stillinger-Weber and the ED potentials, does not accurately account for all the thermodynamic properties simultaneously. While this inaccuracy can be remedied by calculating γij
from more accurate models such as ab initio models, in this chapter, we intend to validate
the QCTM model against MD simulations using the same Tersoff potential. Therefore, it
is expected that such inaccuracy is also presented in the MD results and does not defeat the
purpose of model validation. The bulk thermodynamic properties of Si at 300K used in the
phonon damping calculations are summarized in Table 3.3.
Table 3.3: Thermodynamic properties of single crystal silicon at 300K
Density

ρ = 2328.12 kg/m3

Bulk Grüneisen parameter

γbulk = 0.5973

Phonon group velocity

(vg )LA = 5963.43 m/s
(vg )T A = 1410.07 m/s

Bulk Thermal conductivity

K = 143.26 W/m/K

Specific Heat capacity

(Cv )bulk = 93.2 × 104 J/kg/K

It should be emphasized that the above calculations yield bulk material properties.
However, finite size (surface) effects can be significant when the characteristic dimension
of the nanostructures reduces to a few nanometers. For example, although the bulk elastic
constants can be accurately computed by the QHMK model in the temperature range of
100K to 800K, these bulk values overestimate the stiffness of the nano-resonators with
cross sectional area smaller than 10 nm2 in comparison with MD results. To eliminate this
inaccuracy, finite size elastic constants are determined and validated against MD results
to ensure consistent and accurate mechanical response and strain energy. The procedure is
detailed in Appendix A. In general, finite size effects exist in all thermodynamic properties.
However, due to the lack of efficient theoretical models to incorporate all of such effects,
−1
−1
we use bulk values of D(ω), Cv , vg , (τnm
)avg , (τnn
)avg and γij (ω) in the phonon BTE, and
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finite size elastic constants C11 , C12 and C44 in the mechanical equation. In the following
discussion of numerical results for different damping cases, the finite size effects are further
discussed and the size limit of the bulk property approximation is also shown for individual
damping cases.

3.4.2

Damping ratio of single crystal Si nano-resonators
In this section, the damping ratio of 3 different types of Si nano-resonators subject

to harmonic loading is calculated. The results obtained by using the phonon damping model
are compared to those from MD simulations. The MD simulations were performed using
the LAMMPS code [66]. In all MD simulations, the structure was equilibrated at 300 K
using a Nose-Hoover thermostat with a time constant of 0.1 ps. After equilibration of the
structure for 2 ns, a harmonic force was applied to the atoms within one unit cell distance
from the right end. The system was further evolved as a NVE ensemble for a simulation
time of 200 cycles. A time step of 1 fs was used for all simulations. The energy lost per
unit period Elost is equal to the external work done to maintain harmonic vibration in one
period, and it follows that the external work equals to the increase in the system internal
energy ∆U from the law of thermodynamics. The time history of internal energy is output
from MD simulations and ∆U is measured. The stored strain energy Est is taken as the
same value calculated from Eq. (3.34) in the theoretical model. The equivalence of Est in
both MD and our model is described in Appendix A. The damping ratio ζ is then calculated
using Eq. (4.6).
As shown in Fig. 3.7, the first case we consider is a Si nano-resonator with width
(W) and height (H) much larger than length (L) and subject to a harmonic load in the
x-direction. This case is referred as “Block” resonator case in the following. In the quasicontinuum phonon damping analysis, the resonator is represented as a 2-D plane strain
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Figure 3.7: Phonon damping analysis of the “Block” resonator case: schematic (left) and
an instantaneous profile of xx under the harmonic load (right).
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Figure 3.8: Damping of “Block” resonators: damping ratio ζ verses frequency ωd : (a)
length = 20a0 , (b) length = 10a0 .
model with periodic boundary conditions applied on the top and bottom edges. The resonator has a length ranging from L = 5.4464 nm (10a0 ) to L = 10.8928 nm (20a0 ) and a
height of H = 2.7232 nm (5a0 ). In the MD simulations, a square cross section of 2.7232
nm ×2.7232 nm (5a0 × 5a0 ) with periodic boundary in both y- and z-directions is de69

fined for the resonator. In the harmonic force, ωd is set to vary from 2 GHz to 40 GHz,
and the amplitude F0 is set such that max = 0.02. The phonon damping in this case can
be characterized as primarily Akhiezer damping since the thermoelastic damping is minimal in the presence of a nearly uniform instantaneous strain field as indicated in Fig. 3.7
(right). Furthermore, the surface effects is largely eliminated by the small surface-volume
ratio. Figure 3.8(a) shows a comparison of the damping ratio ζ calculated from the quasicontinuum model and MD simulation for block length L = 10.8928 nm (20a0 ). The results
are generally in accordance with each other and clearly show the Lorentzian behavior: ζ
first increases up to 1.14 × 10−3 at around 12 ∼ 13 GHz and then decreases as ωd becomes
larger. This damping behavior has also been demonstrated by a separate study recently.
In the light of pure Akhiezer damping, an analytical relation between ζ and ωd was proposed in Ref. [117] based on an analytical solution of the single mode Boltzmann transport
equation, which is given by

ζ=

2
ωd τph−ph
1 γef
f (Cv )bulk T
,
2
2π ρ(vg )bulk 1 + (ωd τph−ph )2

(3.35)

where γef f is the effective Grüneisen parameter, (see Eq. (6) in Ref. [117]), τph−ph is a
metrics for assessing the peak Akhiezer damping taking place at ωd τph−ph = 1, and was
found to be of the same magnitude as the effective phonon relaxation time (tens of ps for
Si). For a comparison, by taking γef f = γbulk , and the effective phonon relaxation time
τph−ph from the kinetic theory as

τph−ph =

3K
,
(Cv )bulk (vg )2bulk

(3.36)

where K is the bulk thermal conductivity. ζ from Eq. (3.35) is calculated and plotted in
Fig. 3.8(a). While, from this simple model, the peak ζ occurs at a lower frequency, a similar
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Lorentzian trend is observed. Since the Akhiezer damping is due to phonon redistribution
across the phonon modes (bands) only, it is a local phenomenon and a change in block
length L is expected to have a small effect on ζ. Figure 3.8(b) shows the results of ζ for
a smaller block length L = 5.4464 nm (10a0 ). While the ζ calculated from the quasicontinuum model shows little difference compared to that of L = 10.8928 nm (20a0 ), the
MD result becomes smaller by 10%. This is due to the fact that as the block length reduces,
the surface to volume ratio increases and the phonon properties of the system change from
their bulk values. It has been observed in MD simulations [66] that the presence of surface
in nano-structures significantly reduces the effective phonon phonon relaxation time in low
frequency longitudinal range. While the quasi-continuum model uses the bulk dispersion
relation, density of states, phonon relaxation and Grüneisen parameters in the calculation,
the finite size effect on the material properties directly manifests in the MD results. The
result indicates that, for the “Block” resonators, the lower size limit of the quasi-continuum
model is around 10 nm.
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Figure 3.9: Phonon damping analysis of “Plate” resonator case: schematic (left) and an
instantaneous profile of xx under the harmonic load (right).

The second simulation case is the longitudinal damping of a plate with finite height
in the y-direction. This case is referred to as “Plate” resonator case. The geometry is depicted in Fig. 3.9, with the block length set to be L = 5.4464 nm (10a0 ), finite height
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Figure 3.10: Damping of “Plate” resonators: damping ratio ζ as a function of frequency
ωd : (a) length × height= 10a0 × 5a0 , (b) length × height= 10a0 × 20a0 .
ranging from H = 2.7232 nm(5a0 ) to H = 10.8928 nm (20a0 ). In MD simulations, the
width in the z-direction is set to be W = 2.7232 nm (5a0 ) with periodic boundary condition in the z-direction. The harmonic force F acts along the x-direction with ωd ranging
from 2 GHz to 40 GHz, and F0 set such that max = 0.02. Figure 3.10 shows the damping
ratio ζ calculated from the quasi-continuum model and the MD simulations. Compared
to the results from the “Block” resonator case, the damping ratio ζ is found to be slightly
smaller, with the peak residing between 0.7 × 10−3 and 0.8 × 10−3 . To understand this
behavior, we first inspect the strain filed of xx shown in Fig. 3.9 (right). Contrary to the
“Block” resonator case shown in Fig. 3.7 (right), the strain field is no longer uniform in
the structure due to the effect of top and bottom surfaces, which means spatial transport
of phonons takes place in addition to the intra-mode transport. For the phonons out of
equilibrium, there is competition between the thermoelastic, Akhiezer and surface boundary damping mechanisms. A portion of these phonons flows between different modes as
intra-mode heat flow which leads to the Akhiezer damping, another portion of the phonons
transports spatially in order to reach a new local equilibrium, and some other phonons are
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scattered by the structural boundary, causing combined thermoelastic and surface damping.
A qualitative estimate on the relative contributions of the combined thermoelastic and surface mechanisms can be made by using Zener’s linear thermoelastic damping theory [124]
given by,

ζted

1
=
2π



α2 ET
(Cv )bulk



ωd τth
1 + (ωd τth )2


,

(3.37)

where E is the effective Young’s modulus and τth is thermal diffusion time. In this case,
τth is primarily influenced by the phonon boundary scattering time, given by τth ≈ τb =

H
,
vg

where H is the characteristic length of the structure. For the “Plate” resonators, it can be
shown that ωd τth is on the order of 10−1 ∼ 10−2 and

ωd τth
1+(ωd τth )2

in Eq. (3.37) is calculated to be on the same order of the term

≈ ωd τth . The term
2 (C )
γef
v bulk T
f

ρ(vg )2bulk

α2 ET
(Cv )bulk

in Eq. (3.35).

Therefore, when a significant portion of the phonons undergo spatial transport instead of
intra-mode flow, the contribution of the combined thermoelastic and surface damping is of
2∼ 3 orders of magnitude lower than the Akhiezer damping, which in effect lowers the
total damping ratio ζ.
A comparison between Fig. 3.10(a) and (b) shows that, for the same vibration frequency, the “Plate” resonator with larger height (10a0 × 20a0 ) has a higher damping ratio
ζ as predicted by both MD simulation and the quasi-continuum model. Using the above
reasoning, the strength of combined thermoelastic and surface damping for those phonons
undergo spatial transport is approximately proportional to ωd τth ≈ ωd vHg , so that increase in
the height H leads to increase in the damping strength. Since phonon intra-mode flow and
Akhiezer damping are local phenomena and depends mainly on the frequency and phonon

ω τ
phonon scattering 1+(ωdd τph−ph
, the damping strength is less influenced by the structure
2
ph−ph )
size and boundary. Therefore, the total damping ratio ζ for larger “Plate’ resonators is
slightly higher.
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Comparison between the quasi-continuum and MD results shows that for “Plate”
resonators the quasi-continuum model overpredicts the damping ratio ζ. It is observed
that the overprediction becomes less as the size of the resonator increases. Therefore, it is
expected that discrepancy between the quasi-continuum and MD results is largely due to
the size effects. Similar to the “Block” resonators, for “Plate” resonators with characteristic
lengths smaller than 10 nm, more accurate treatment of the size effects on the phonon
properties used in the quasi-continuum model is necessary.
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Figure 3.11: Phonon damping analysis of “Beam” resonator case: schematic (left) and an
instantaneous profile of xx under the harmonic load (right).
The third simulation case is the damping of a plate in transverse vibration mode.
This case is referred to as the “Beam” resonator case. The geometry is depicted in Fig. 3.11.
The length is set from L = 5.4464 nm (10a0 ) to 21.7856 nm (40a0 ) with aspect ratio fixed
at 2. In MD simulations, the width (W) is set to be W = 2.7232 nm (5a0 ) with periodic
boundary condition in the z-direction. The harmonic force F acts along the y-direction with
ωd ranging from 2 GHz to 20 GHz, and F0 set such that max = 0.02. Figure 3.12 shows
the damping ratio ζ calculated from the quasi-continuum model and the MD simulations.
For 3 different sizes, it is observed that, ζ follows a near-linear relation with ωd . For the
same structural dimensions, ζ of transverse vibration is generally smaller than that of the
longitudinal vibration in the ”Plate” resonator case. This behavior was also observed in
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Figure 3.12: Damping of “Beam” resonators: damping ratio ζ as a function of frequency
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an MD study of Cooper and Nickel nano-resonators [67]. To elucidate the behavior of
ζ, an instantaneous strain profile in the ”Beam” resonator is shown in Fig. 3.11 (right),
which indicates clear strain gradients along both lateral and longitudinal directions. The
varying strain field creates spatial thermal gradient between the dense and sparse phonon
energy regions, causing a dominant spatial phonon transport. For the nano-resonators, it is
clear that the phonon relaxation is mainly achieved by boundary scattering. From Zener’s
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equation (Eq. (3.37)), the combined thermoelastic and surface damping ratio, ζ, increases
proportionally with

ωd τ b
1+(ωd τb )2

≈ ωd τb ≈ ωd vHg . The lower magnitude of ζ compared to the

”Block” and ”Plate” resonator cases is due to the small magnitude of ωd vHg (10−2 to 10−1 ).
It should be noted that the above result implies the weak influence of the Akhiezer effect (or
phonon intra-band transport and scattering) when there are strong spatial thermal energy
gradients and significant boundary scattering.
Figure 3.12 also indicates that, for a given vibration frequency, larger structure size
gives higher damping ratio ζ. This can be readily understood that increase in the height H
leads to increase in τb and ζ. It is observed that the slopes of ζ are generally proportional to
the height H, as shown in Table 3.4. It should be noted that the linear trend in Fig. 3.12(c)
flattens towards the right end. This is due to the fact that the linear relation is only valid
when

ωd τb
1+(ωd τb )2

≈ ωd τb . For larger structures, assuming boundary scattering still dominates,

the slope of ζ is expected to flatten out and approach to a peak value.
Table 3.4: Slope of ζ
Structure size
10a0 × 5a0
20a0 × 10a0
40a0 × 20a0

Model
Quasi-continuum
MD
Quasi-continuum
MD
Quasi-continuum
MD

Slope
1.370 × 10−5
1.333 × 10−5
2.568 × 10−5
2.702 × 10−5
4.248 × 10−5
4.226 × 10−5

In the ”Beam” resonator case, it should also be noted that the group velocity plays
an important role in the thermoelastic and surface damping. Such role of group velocity
on flexural damping is also observed in Cooper and Nickel nano resonators [67]. It is well
known that phonon group velocities reduce due to phonon confinement as the structural
size becomes smaller. They can be approximately calculated by first calculating the vibrational modes of a nanostructure, and then numerically differentiating the modal frequency
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with respect to wave vectors. Therefore, the group velocities depend on finite size elastic
constants and structure boundary. In the ”Beam” resonator case, we have incorporated this
q
C
0
phonon confinement effect using a first order correction vg = Cij0 vg , where 0 denotes fiij

nite size group velocity values. The boundary influence on lower frequency phonon group
velocities is ignored due to its negligible contribution. Comparing the quasi-continuum and
MD results shown in Fig. 3.12, while both results show the same size effect, the two results
match better for the larger resonators. For smaller resonators, the quasi-continuum model
under-predicts ζ, indicating again the size limit of the quasi-continuum model is about 10
nm.

3.5

Summary
In this chapter, a coupled quasi-continuum thermo-mechanical model for intrinsic

damping analysis of nano-scale resonators is presented. The model is based on the theories of phonon modulation, continuum elasticity and the particle picture of phonon thermal
transport. We also present the numerical implementation of the model using combined
FEM and FVM methods for calculating the damping ratio and quality factor of single
crystal silicon nano-resonators under forced vibration. The numerical results are compared with results obtained from MD simulations. The numerical results show that, for
nano-resonators subject to longitudinal vibration the effect of surface-volume ratio on the
damping behavior is significant. For structures with minimum surface-volume ratio, the
damping is primarily Akhiezer damping. The damping ratio exhibits a Lorentzian behavior
as a function of vibration frequency. For nano-resonators with significant surface-volume
ratio, the modulated phonons undergo Akhiezer, thermoelastic and surface mechanisms simultaneously to reach thermal equilibrium. In this case, the damping ratio still shows the
Lorentzian behavior but with a reduced magnitude. For nano-resonators subject to flexu77

ral vibration and having significant surface-volume ratio, the strain profile exhibits strong
spatial gradient during the vibration. In this case, the thermoelastic and surface damping
are dominant and damping ratio varies nearly linearly with the frequency. Comparison of
the results from the quasi-continuum model and MD simulations shows that the lower size
limit of the quasi-continuum model is around 10 nm. Below this size, the finite size effects of the elastic and phonon properties of the nano-resonators must be incorporated in
the quasi-continuum model for accurate prediction of the damping ratio. This aspect of the
quasi-continuum model will be explored in our future work.
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Chapter 4
Scaling Analysis of Computational
Models for Intrinsic Damping
Calculation of Single-crystal Silicon
Resonator
4.1

Introduction
In this chapter, the damping analysis for single-crystal silicon resonators across dif-

ferent length scale is investigated. Quality factor and damping ratio are the metrics for
assessing the energy efficiency of resonator device. The mechanism behind energy dissipation can be classified into two main categories: extrinsic dissipation and intrinsic dissipation. Extrinsic dissipation includes damping between the system and surrounding air[69],
induced material impurities[123], system support damping[49], etc. These types of dissipation can be reduced or eliminated by improved engineering design and manufacturing
process. On the other hand, intrinsic dissipation takes place due to the system inherent
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properties. For mechanical resonators, intrinsic dissipation mainly includes thermoelastic damping[124], Akhiezer damping[24] and surface damping[111]. Intrinsic dissipation
determines the theoretical limit of quality factor a device can achieve after eliminating or
minimizing all extrinsic dissipations.
When studying the intrinsic dissipation mechanism, an important factor to account
for is the resonator size-scale. In different size-scales, dissipation mechanism manifests
itself in different physical models. For micro-resonators, thermoelastic damping is considered as the primary intrinsic damping source, which takes place due to the spatial thermal
energy perturbation induced by vibrating strain field, and results in irreversible spatial heat
flow and dissipation. There is a coupling between the thermal and mechanical fields which
is governed by thermodynamics laws as expressed in terms of macroscopic state variables.
This thermoelastic damping based on classical thermoelasticity (TE) model has been relatively well understood since the 1960s. Its formulation and solution have been analytically
developed by Zener[124] , Ron Lifshitz[74] and Lord and Shulman[75]. The damping ratio
ζ, which is defined as the inverse of quality factor, is shown a Lorentzian relation with the
resonator size, and indicates its peak ζ in the length range of a few micrometers. Furthermore, thermoelastic damping problems for micro-resonators have been sufficiently treated
using finite element numerical scheme, either in the time domain by tracing the system
response[89], or in the frequency domain by modal analysis[47][121] for free vibration
and harmonic[94] analysis for forced vibration. Solutions of these numerical schemes have
been verified with various existing analytical and experimental works[77][108]. This numerical approach accounts for the complexity of resonator geometry, boundary condition
etc, and provides results with better accuracy compared to analytical solutions.
On the other hand, for nano-resonators, the damping problem is of different physical nature, because both thermal transport and damping mechanisms change when the
frequency of vibration reaches the range of gigahertz (resonator size reaches nano-scale).
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For nano-scale thermal transport, it is no longer valid to use Fouriers law that is based
on local temperature, heat flux and entropy. Thermal energy is re-interpreted in terms of
phonons which represent microscopic state of lattice vibrational energy, and their transport
is modeled by the phonon Boltzmann transport mechanism(BTE) that differentiates between microscopic properties across phonon dispersion(modes), introduces various scattering mechanisms, and captures both diffusive and ballistic transport depending on the length
scale of interests. Therefore, the phonon BTE has been applied to thermal transport analysis
in various nano-scale applications with demonstrated accuracy and efficiency[84, 76, 96].
For the nano-scale damping mechanism, it is postulated that the vibrating strain field modulates phonon frequency via generalized frequency-dependent Gruneisen tensor[98, 48],
which perturbs the existing phonon distribution and results in phonon transport and scattering. An important distinction compared to micro-scale thermoelastic damping is that
phonon modulation can lead to both spatial perturbation under the presence of spatially
non-uniform strain and intra-mode perturbation due to the disparity of modulation strength
across the phonon dispersion. While the former is viewed as the nano-scale equivalence
of thermoelastic coupling, the latter is a local phenomenon taking place within the phonon
modes, leading to a term called Akhiezer effect[24]. Previously, Akhiezer effect has been
studied in the subject of acoustic sound attenuation[117, 44, 70] where the low frequency
acoustic sound wave travels through solid material and its amplitude decays. The phonon
modulation was theoretically incorporated into the phonon BTE transport to calculate the
phonon attenuation coefficient. Recently, the research work based on MD simulations[66]
has concluded Akhiezer effect as an important source of damping in nano-resonators whose
size becomes smaller than the phonon mean free path. Recently, Kiselev[63] has studied
damping behavior of nano-resonators under flexural mode. By artificially adjusting the
generalized frequency-dependent Gruneisen tensor, he provided an qualitative comparison
of the relative importances of Akhiezer damping and thermoelastic damping for different
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resonator sizes and aspect ratios. However, the main drawback of this work is that the solution is far from being accurate because it only uses 2 Gruneisen parameters to describe
its disparity across the whole phonon modes. But inspired by the theory, we developed the
quasi-continuum thermomechanical(QCTM) model in chapter 3 that differentiates phonon
dispersion with their distinctive transport properties and modulation strengths, and utilizes
frequency-dependent phonon-BTE model[84] to account for ballistic transport, elastic, inelastic phonon-phonon and phonon-surface scattering. This model is implemented by combining finite element method (FEM) and finite volume method (FVM) to calculate damping ratio of single-crystal Si nano-resonators under forced vibration. From calculating
phonon properties using lattice dynamics of Tersoff(C) inter-atomic potential, the results
for different sized nano-structure under both axial and flexure vibration are in overall good
agreement with the molecular dynamics(MD) simulation results using the same Tersoff(C)
potential.
As the resonator size increases from nano-scale to micro-scale, the damping mechanism gradually transits from the phonon-assisted damping to the classical thermoelastic
damping. However, the computational costs of the FEA-FVM formulation of QCTM model
increase enormously due to: 1. constrained mesh size and solid angles discretization(r and
s) inherent with phonon BTE; 2. the number of phonon bands nBand. For the same
mesh, the global matrix equation of the QCTM model has degrees of freedom that are
r × s × nBand times larger than the classical thermoelasticity FEA formulation does. It
is computationally infeasible to use QCTM model to investigate damping problems at size
scale over 1µm. To tackle the computational issue, we propose a gray quasi-continuum
thermomechanical(gray-QCTM) model based on single-band(gray) phonon BTE transport,
as a transition between the QCTM and classical TE model. It aims to preserve the concept
of phonon modulation, transport and scattering but ignores details of phonon dispersion and
mode interaction(Akhiezer effect). In the gray phonon BTE transport, all phonon modes are
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assimilated into a single band with averaged properties. It has been well applied to thermal
transport analysis in various nano-scale applications[84, 76, 96]. Although the presence of
Akhiezer damping exists in resonators across all size ranges, the significance diminishes
largely when the vibrating frequency falls below gigahertz range[63, 108] and resonator
size becomes larger than a few hundred nanometres. The same FEM-FVM numerical approach is used for the gray QCTM model. The computational cost of gray-QCTM model
is greatly reduced by treating phonon holistically. The QCTM model is used for damping
analysis between nano-scale and micro-scale.
In this chapter, the damping analysis for single crystal silicon resonators across
different length scales is investigated, using the corresponding thermomechanical models
discussed above. The validity and suitable size range of these models are discussed and
the relation between damping ratio and size is determined. Section 2 outlines the thermomechanical models and their numerical implementation for calculating damping ratio ζ.
Section 3 first discusses results of nano-scale resonators with varying sizes, aspect ratios
and support conditions, and then performs a scaling analysis of resonators from nano-scale
to micro-scale. The results are obtained from different models at different length scales and
compared with each other. Finally, section 4 concludes this chapter.

4.2
4.2.1

Thermomechanical models at different length scales
Classical thermoelasticity model at micro-scale and above
At micro-scale and above, the theory of continuum thermoelasticity[56] is used to

model damping problems. It consists of the following thermal and mechanical governing
equations. With small strain and displacement assumption, the local mechanical equation
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is expressed as,

σij,j + bi − ρüi = 0,

(i, j = 1, 2, 3),

(4.1)

where σij is the local stress, bi is the body force, ρ is the material density, and ui is the
displacement. The constitutive law of thermoelasticity relates stress σij to strain εij ,

σij = Cijkl εij − βij (T − Tref ),

(βij = Cijkl αkl ),

(4.2)

where Cijkl is the elastic constants. βij (T − Tref ) is the thermal stress induced by the local
temperature difference, and αkl is the thermal expansion coefficient.
Assuming small perturbation of temperature, the thermal energy equation is given
as,

(Cv )b Ṫ + Tref βij ˙ij = qi,i ,

(4.3)

where (Cv )b is the specific heat capacity per unit mass, qi is the heat flux. Tref βij ˙ij term
represents the local heat fluctuation generated by strain rate due to thermoelastic dissipation. Fourier’s diffusive law dictates thermal transports along the temperature gradient,

qi = −Kij T,i ,

(4.4)

where Kij is the thermal conductivity. Eq. (4.1) to Eq. (4.4) define the classical TE model.
At micro-scale, thermoelastic damping explains the spatial thermal energy perturbation
induced by vibrating strain field which results in irreversible heat flow and thermal dissipation. It is a dominant source of intrinsic damping, mainly because the vibration time-scale
become in phase with thermal diffusive time-scale.
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The finite element(FEM) formation of the model can be found in various past literature works. Applying domain discretization and the standard Galerkin’s FEM formulation,
Eq. (4.1) and Eq. (4.3) are transformed into the global matrix equation,
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where Muu , Kuu and F stand for the mass, stiffness and force matrix respectively. KuT
is the thermal stress matrix and CTu is the matrix of strain rate coupled thermal perturbation. According to the approach developed by Yun-Bo Yi[121], the damping ratio ζ can
be directly calculated based on the normal modes solution of vibration and its corresponding complex eigenvalues eign . The ratio between the real part and imaginary part of eign
defines the value of ζ, which is given as,

ζ = 2|

Re(eign )
|.
Im(eign )

(4.6)

Eq.(4.6) is used to calculate the damping ratio ζ of resonators under free vibration with its
resonant frequencies.

4.2.2

Quasi-continuum thermomechanical model at nano-scale
At nano-scale, innovative thermomechanical modeling is required to characterize

the fundamentally different natures of mechanics, thermal transport and theromechanical
interaction. In this regard, the Quasi-continuum thermomechanical (QCTM) model is developed from the theory of lattice dynamics, statistical mechanics, phonon modulation and
ballistic-diffusive transport. The thermal energy equation is expressed in terms of phonon
energy density instead of local temperature, and the phonon Boltzmann transport equation
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(BTE) is adopted,
∂ω ∂f
∂f
f˙ + vg (s · ∇r f ) +
= ( )coll ,
∂t ∂ω
∂t

(4.7)

where f (ω, r, t) is the phonon distribution function with its frequency ω and group velocity
vg . s is the unit directional vector and r denotes vectors in spatial coordinate. The ( ∂f
)
∂t coll
term on the right of Eq.(4.7) represents the overall strength of phonon scattering. The
equation of phonon modulation under vibrating strain field is given by[24],

ω 0 (r, t) = ω(1 −

X

γij (ω)ij (r, t)),

(4.8)

ij

where ω 0 is the modulated phonon frequency and γij is the frequency dependent Grüneisen
parameter. Eq.(4.8) is substituted into the third term of Eq.(4.7) on the left hand side, which
is further approximated under the small strain assumption[63],
f˙ + vg (s · ∇r f ) +

X

γij ˙ij

ij

∂f0
∂f
= ( )coll ,
∂ω
∂t

(4.9)

where the equilibrium phonon distribution f0 (ω, T ) is defined by the Bose-Einstein distribution function,

f0 (ω, T ) =

ex

1
−1

(x =

h̄ω
).
kB T

(4.10)

Here kB , h̄ and T are the Boltzmann constant, Plank’s constant and temperature respectively. Then, Eq.(4.9) can be rewritten in terms as phonon energy density e(r, s, ω) =
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h̄ωD(ω)f , given by,

ė + vg (s · ∇r e) +

X

T Cv γij ˙ij = (

ij

∂e
)coll ,
∂t

(4.11)

2 x

e
where D(ω) is the density of states and Cv = kB (exx −1)
2 is the mode heat capacity.

The continuum mechanics is still adopted to describe nano-scale mechanics, but the
constitution relation is given by,

σij =

X
kl

0
Cijkl
kl

−

XZ
n

en (γij )n dΩ.

(4.12)

4π

Here the stress tensor σij is derived using the finite-temperature quasicontinuum method[106].
It is interpreted as the derivative of static inter-atomic energy U0 with respect to strain minus the assimilation of phonon energy e multiplied by its Grüneisen parameter over the
dispersion, which forms the constitutive relation. Eq.(4.1) and Eq.(4.11) form the governing equations of QCTM model. Intrinsic damping takes place because phonon energy e
is perturbed away from equilibrium by vibrating strain field via phonon modulation, resulting in phonon transport and relaxation of mixed spatial, local intra-mode and boundary
scattering. The phase difference between phonon redistribution and strain changes leads to
phonon damping.
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Figure 4.1: Discretized bands in the [001]-direction phonon dispersion
In the FEM-FVM numerical scheme of the QCTM model, the phonon dispersion is uniformly discretized into phonon energy bands over the k space, as illustrated in Fig.4.1. n
and ∆ωn are the band index and frequency gap respectively. The discritization accounts for
3 polarizations(Longitudinal acoustic(LA), Transverse acoustic(TA) and optical(O) polarizations). The detailed scheme is illustrated in chapter 3, in which Eq.(4.11) is re-expressed
in terms of the discretized phonon band energy en , given by,

ėn + vn (∇r en · s) +

X

(χij )n ˙ij = (

ij

∂en
)coll ,
∂t

(4.13)

where en , vn , (χij )n are defined in Table.2 in Appendix B. For the right hand side of
Eq.(4.13), we adopt the linearized relaxation time approach from the work of Narumanchi[84],
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in which this term ( ∂e∂tn )coll is defined as,
X 1 Z Tmn
∂en
−1
−1
)coll = (en − en0 )(τnn )avg +
(Cv )n dT − en )(τmn
)avg ,
(
(
∂t
4π Tref
n6=m

(4.14)

−1
where τmn
denotes the inverse of relaxation time for phonon scattering between band m

and band n. Tmn denotes the interaction temperature that would be attained if band m
−1
−1
)avg accounts for
)avg and (τmn
and n are involved in phonon scattering mechanism. (τnn
−1
)I
different phonon scattering mechanisms such as phonon-impurity scattering process (τnn
−1
)U,N . The full treatment of them is detailed in
and phonon-phonon U and N-process (τmn

chapter 3 and the phonon scattering rates are calculated with semi-empirical formulae from
Ref.[65] and [50].
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Figure 4.2: Illustration of domain discretization and numerical formulation at element level
After the phonon band discretization, the finite volume method(FVM) is adopted to reformulate Eq.(4.13) into discretized form in both spatial ∆V and solid angle Ω(r, s) domain
as shown in Fig.4.2. The detailed formulation can be found in chapter 3. The phonon BTE
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equation in numerical form becomes,

rs

[∆VP ∆Ω

]ėrs
nP

+[

3
X

(vg )n ∆Aq DCrsq,out

q=1

∆VP (∆Ωrs )2 −1
+ (∆VP ∆Ω −
)(τnn )avg ]ers
nP
4π
rs

3
X ∆VP ∆Ωrs ∆Ωr0 s0
X
−1
r 0 s0
−
[
(τnn )avg ]enP +
(vg )n ∆Aq DCrsq,in ers
nP 0
4π
q=1
r0 s0 6=rs

=

X

1
(Cv )n (Tnm
4π

m6=n

X
− Tref ) − ers
nP
∆VP ∆Ωrs −
(χij )n ∆VP ∆Ωrs ˙ij ,
(τnm )avg
ij

(4.15)

where ers
nP represents the phonon energy density for the nth band of element P , pointing
at the solid angle direction of Ω(r, s). ∆Ωrs is the segment surface area, Vp is the element
volume, q is the edge index and Aq is the edge length, and P 0 is the neighboring element sharing edge q. Here DCrsq,out and DCrsq,out are introduced as the directional weights of
phonon intensities at these edges, for directing phonon energy transport between neighboring elements. In addition, the phonon boundary scattering mechanism is treated directly in
Eq.(4.15). The diffusive scattering mechanism is adopted at the structure boundary, which
assumes the phonon energy is reflected back and evenly distributed across all the solid angles of the inward side of the interface. The boundary scattering plays a significant role
in the reduction of thermal conductivity of nano-super-lattice[40] and nano-porous[73, 72]
structures, in which the diffusive scattering mechanism has been applied. This boundary
condition is given by,

ers
nP =

1 X rs rs
e D
.
π rs nP 0 Cq,out

(4.16)

Eq. (4.15) and Eq. (4.16) are further assembled into the global matrix equation of phonon
BTE, given by,

Cee ė + Kee e + Ceu u̇ = 0.
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(4.17)

The same FEM formulation is used for the mechanical Eq. (4.1), which is transformed into
the matrix form as,

Muu ü + Kuu u + Kue e = F,

(4.18)

where Kue is the coupled phonon-stress matrix. By combining Eq. (4.17) and Eq. (4.18),
the final numerical formulation of QCTM model is derived as,






















0   u̇   Kuu Kue   u   F 
 Muu 0   ü   0
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  = 
 . (4.19)

  + 
0
0
ë
Ceu Cee
ė
0
Kee
e
0
The same nodal solution approach and Eq.(4.6) are used to calculate the damping ratio ζ of
resonators under free vibration.

4.2.3

Single-band(gray) quasi-continuum thermomechanical model at
submicron-scale
When the structure size scales up from nano-scale to micro-scale, the computational

costs of the QCTM model become a major cumbersome issue due to constrained mesh
size, solid angles discretization(r and s) and the number of phonon bands nBand. At
submicron-scale, a sufficiently fine mesh is required for phonon BTE transport such that
the element size needs to be less than the phonon mean free path of most bands in order
to capture the phonon scattering mechanisms when phonon energy is transported from one
element to the neighbours. This means the number of degrees of freedom in the matrix
Eq.(4.19), which is proportional to the product of the above numerical factors, can reach a
few millions. The above computational difficulty has led us to ways of simplification based
on the damping characteristics that apply at submicron-scale.
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The QCTM model adopts the frequency-dependent phonon BTE treatment to capture phonon dispersion with frequency-dependent properties, strain-induced frequency modulation, spatial transport and scattering, local intra-mode scattering and surface boundary scattering. At nano-scale, thermoelastic, Akhiezer and surface effects are significant
and comparable in resonators under flexure vibration, resulting in a complex damping behaviour. At submicron-scale, however, the role of Akhiezer effects is not as significant
because the time scale of vibration is reduced well below the Akhiezer peak range(10Ghz
to 12Ghz for single crystal silicon material using Tersoff(C) inter-atomic potential). Since
Akhiezer mechanism involves phonon intra-mode scattering, the simplification of the phonon
BTE part within the QCTM model can be tentatively made by taking advantage of this characteristics.
The model simplification, referred to as single-band(gray) QCTM model, is by using single-band phonon BTE approximation instead of the frequency-dependent phonon
BTE. In the past works [40] [73] [93], the gray BTE based thermal transport models have
been applied to various nano-scale applications to study the influence of micro-topology
on local thermal profile and effective thermal conductivity. Gray phonon BTE assimilates
phonon energy over the entire dispersion and treat it holistically. The governing equation
P bands
en , given as,
is expressed in terms of the total phonon energy density et = N
n

ėt + (vg )b (∇r et · s) +

NX
bands X

(χij )n ˙ij = (

n

ij

∂eb
)coll .
∂t

(4.20)

Here, input parameters associated with Eq.(4.20) are defined in Table 2 in Appendix B.
Similar to Eq. (4.13), Eq. (4.20) contains the spatial gradient term of et which is an approximation of phonons collectively traveling in uniform group velocity of (vg )b . The coupling
term with mechanical strain ij is the summation of all phonon modulation strength (χij )n

93

over the phonon bands,
NX
bands X
n

ij

Z
Tref X
Cv γij D(ω)dω ˙ij .
(χij )n ˙ij =
4π ij ∆ω

(4.21)

In Eq. (4.21), the microscopic Grüneisen tensor γij can be related to its macroscopic counterpart (γij )b by,
XZ
s

Cv γij dω = (Cv )b (γij )b ,

(4.22)

∆ω

where (Cv )b is the bulk specific heat capacity. In local isothermal condition, (γij )b is further
related to the thermal expansion tensor αij and elastic constants Cijkl , given by [112],

(Cv )b (γij )b =

X

Cijkl αkl = βij .

(4.23)

kl

Therefore, in the presence of mechanical strain field, Eq. (4.20) becomes,

ėt + (vg )b (∇r et · s) +

Tref X
∂et
)coll .
βij ˙ij = (
4π ij
∂t

(4.24)

The right-hand side of Eq. (4.24) represents the combined effects of various phonon scattering mechanism. In gray phonon BTE, it is effectively approximated by (e0t − et )(τ )−1
b ,
where e0t =

(Cv )b T
4π

is defined as the spatial equilibrium total phonon energy density and

−1
(τ )−1
b is the effective inverse of bulk phonon relaxation time. One should note that (τ )b

does not distinguish between the detailed types of phonon scattering mechanism.
The same FEM-FVM numerical scheme is formulated for the gray QCTM model,
and Eq.(4.6) is used to calculate the damping ratio ζ. The computational cost is significantly lowered, due to the reduced size of system matrix. However, it is important to
note that, by expressing phonon energy and the scattering mechanism in terms of et and
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(et − e0t )(τ )−1
b respectively, the local intra-mode phonon relaxation (Akhiezer effects) is
totally ignored, which can lead to inaccurate results. For example, applying this approach
to phonon damping of nano-resonator yields results of ζ less than one fifth of the QCTM
and MD results. Nevertheless, for resonators at submicron-scale where Akhiezer effect is
less significant, the validity and applicable range of the gray QCTM model are assessed in
the context of damping analysis.

4.3

Results and discussion
In this section, we perform damping analysis of resonators across different length

scales, using the corresponding thermomechanical models proposed in this chapter. The
results of damping ratio ζ are plotted and compared.

4.3.1

Parametric analysis of nano-resonators
For resonators at nano-scale(10nm to 100nm), the QCTM model is used to calcu-

late ζ with varying sizes, aspect ratios, and support boundary conditions. We summarize
the configuration as follows: (1), the material is comprised of single-crystal silicon with
no defects, impurities or dopants; (2), both cantilever and doubly-clamped resonators are
considered, and vibrate freely under the fundamental frequencies and mode shapes; (3),
they have initial temperature of 300K, and are thermally insulated from the surrounding
and support to eliminate possible extrinsic damping; (4), all the input parameters used are
computed from Tersoff(C) potential, as summarized in Appendix B.
In addition, molecular dynamics(MD) simulation is also performed to calculate ζ as
a reference for validation. For MD simulation, we adopt the similar approach as the method
A in Ref.[67]. In brief, the Si structure is generated by arranging atoms on a diamond lattice
with Tersoff(C) inter-atomic potential applied. The structure is equilibrated at 300K using
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a Nose-Hoover thermostat with a time constant of 0.1ps. A time step of 1fs is used for the
entire simulation. After equilibration for 2ns, atoms in the structure are excited with a given
initial velocity profile of the fundamental mode shape. The mode shape and frequency ω1
are obtained by solving Euler-Bernoulli beam theory,
a21 EI 1
( )2 ,
L2 Aρ
a1
a1
a1
a1
ym (x) = v[cosh( x) − cos( x) − m1 (sinh( x) − sin( x))],
L
L
L
L
ω1 =

(cantilever: a1 = 1.8710,

m1 = 0.73410),

(doubly-clamped: a1 = 4.730,

m1 = 0.98250),

(4.25)
(4.26)

where L is the length, ω1 is the fundamental frequency, EI is the effective bending modulus, A is the cross-sectional area and ρ is the density. In addition, v is a velocity scaling
parameter set that the averaged axial strain is about 2%. The system is further evolved
as an NVE ensemble for a simulation time of 200 period of cycles. During the damped
vibration period, the y coordinate of the center of mass ycm is recorded. Its decaying trend
ycm = e−0.5ζω1 t sin(ω1 t) determines ζ.
Before results are presented, a convergence analysis is carried out to study the effects of numerical factors, which are the number of element, discretized solid angles and
phonon bands. At nano-scale, two cases with lengths of 27nm and 50nm are studied. As
shown in Fig.4.3, an element numbers of 200 yields sufficient accuracy. The averaged
meshed element size is under 1nm2 , which is much less than the phonon mean free paths
(lmph = vg τ ) for all discretized phonon bands. The band number influences the accuracy in
calculating the band-averaged phonon relaxation time τij and ζ. It is found that 9 bands in
TA and LA polarizations and 1 optical phonon band produce results with sufficient accuracy. In addition, a minimum number of 6 polar angles is required, while the azimuth angle
has basically no influence because the problem type is 2D. One should note the number
96

2.5

×10 -4

2.5

×10 -4
L = 27.22 nm
L = 54.44 nm

L = 27.22 nm
L = 54.44 nm

2

ζ

ζ

2

1.5

1.5

1
10 2

3.5

10 3

1

10 4

0

5

10

15

element number

band number

(a)

(b)

×10 -4

2.5

20

×10 -4

L = 27.22 nm
L = 54.44 nm

L = 27.22 nm
L = 54.44 nm

3
2

ζ

ζ

2.5

2
1.5
1.5

1

1
0

5

10

15

0

number of polar angle discretization

2

4

6

8

10

number of azimuth angle discretization

(c)

(d)

Figure 4.3: convergence analysis of damping ratio as a function of (a) element number, (b)
band number, (c) number of polar angle, (d) number of azimuth angle
of discretized solid angles used in our studies are less than those used in thermal transport
analysis on nano-size material with inner cavities[93][72] and composite[119][96], because
the interface transition causes more local phonon redistribution over the angles, which requires more discretization of solid angles to capture the effects. For the following analysis,
at least 200 elements, 6 bands in LA and TA phonon branches, and 6 × 3 discretized solid
angles are used.
Fig.4.4 and Fig.4.5 show the results of ζ and frequency for nano-resonators. In
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Figure 4.4: Damping ratio of nano-resonators: (a) cantilever beam (b) doubly clamped
beam (c) cantilever beam with fixed length of 32.4nm (d) cantilever beam with fixed length
of 54.4nm
part (a), a size-dependent analysis is performed, with the length ranging from 10nm to
120nm, fixed aspect ratio of 5 and cantilever support condition. Both QCTM and MD results show ζ stays approximately unchanged at 2.9e−4 within the size range between 10nm
and 40nm, then followed by a gradual decrease when the size goes up towards 120nm. For
a cantilever resonator under its fundamental mode of free vibration, there is clear thermal
gradient to promote phonon transport along both the lateral and axial directions, resulting
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Figure 4.5: Frequency of nano-resonators: (a) cantilever beam (b) doubly clamped beam
(c) cantilever beam with fixed length of 32.4nm (d) cantilever beam with fixed length of
54.4nm
in thermoelastic effects. In addition, the vibrating frequency resides in the range of several gigahertz where Akhiezer effects start to become significant for silicon due to the time
scale of averaged phonon-phonon relaxation and vibration being in phase[66]. In other
words, there are both thermoelastic and Akhiezer effects competing for limited amount
of perturbed phonons. Thermoelastic damping results from phonon spatial transport and
relaxation which, at nano-scale, is mainly dictated by resonator boundaries that scatter
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and reverse the transport direction of phonons, and a qualitative metric for accessing its
strength is given by τb =

witdth
.
vg

Increase in resonator size leads to linear reduction in

frequency, but the case is the opposite for τb . This physically means that the resonator vibrates slower while the phonons are relaxed towards equilibrium at a equally slower rate.
Thus, one should expect the thermoelastic effect remains approximately unchanged. For
Akhiezer damping, it is found the frequency range of its peak strength is between 12Ghz
and 16Ghz by studying the damping of semi-infinite silicon structure with uniform vibrating strain field. Akhiezer effect is related to the averaged phonon-phonon relaxation τph−ph
and vibrating frequency. Therefore, its strength remains within this peak range for smaller
resonators under 40nm and falls out of it for larger resonators. The combined effects on ζ
reflect what part (a) illustrates. In part (b), a similar size-dependent analysis for doublyclamped resonators is performed, with the length ranging from 10nm to 60nm and fixed
aspect ratio of 5. The trend of ζ is similar to that in part (a), but the magnitudes are much
higher due to higher frequency and steeper thermal gradient towards both clamped ends.
Although we analyze the damping behavior from the thermoelastic and Akhiezer
mechanisms, one should recognize that their strength in terms of ζ do not straightforwardly
add up linearly. If both thermoelastic and Akhiezer effects are present in comparable magnitudes, which is the case at nano-scale, the behavior is rather complex in nature[63]. It
is theoretically impossible to separate one from another due to their interplay(i.e. spatially transported phonons can later undergo phonon-phonon scattering locally with those
from different bands and vice versa). Therefore, there is no standard assessment to quantitatively measure their relative strengths. In part (c) and (d), the results for cantilever
resonators with 32.6nm and 54.4nm length respectively and 5 to 10 aspect ratio are shown,
and ζ increases when resonators become thicker. The same MD analysis has been done on
nano-resonators of Copper and Nickel material in the work by Kunal[67] with the similar
behavior found. In this case, larger resonator width leads to linear increase in frequency
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and phonon boundary relaxation time τb . Opposite to the previous cases in part (a) and
(b), the resonator vibrates faster while the phonons are relaxed slower. The two processes
depart from being in phase and thermoelastic effect changes significantly with aspect ratio.
Given the frequency range between 2Ghz and 8Ghz, Akhiezer effect should have a smaller
influence in this case. Therefore, the combined effect sees ζ and resonator width follow
approximately a quadratic relation. From the results in part(c) and (d), one can deduce the
influence of thermoelastic effects on ζ is qualitatively higher than that of Akhiezer effect
for nano-resonators under flexure vibration, meaning the majority of modulated phonons
undergo spatial transport and relaxation instead of intra-band local relaxation.
Compared with the MD results, ζ calculated from the QCMT model follows the
same trend, but the numbers generally differ from 5% to 30%. Besides experimental errors in obtaining the MD results, the QCTM model input parameters such as phonon band
properties are calculated as bulk material properties. For nano-resonators, finite size effects changes these parameters slightly due to large surface-to-volume ratio. For very small
structure, boundary plays an increasingly important role, which not only changes the material properties but also results in surface-related damping, which the QCTM model does
not include. Therefore, MD simulation is more suitable for these cases.

4.3.2

Scaling analysis of resonators across different length scales
Next, the damping behavior of resonators across different length scales is investi-

gated, using the corresponding thermomechanical models proposed in this chapter. The
resonators are made of single-crystal silicon, have varying lengths and a fixed aspect ratio
of 5. They are cantilever at the ends, and vibrate under the fundamental frequencies and
mode shapes. They have initial temperature of 300K, and are thermally insulated from
the surrounding and support. At nano-scale(10nm to 120nm), the QCTM model is used to
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calculate ζ. At submicron-scale(120nm to 1200nm), both QCTM and gray QCTM models are used and compared. The same mesh size and discretized solid angles are used for
both to ensure numerical accuracy. At micro-scale(1200nm to 30µm), the gray QCTM and
continuum TE model are used and compared. All input parameters for the above thermomechanical models are computed from Tersoff(C) potential to provide a consistent analysis.
The calculation is summarized in Appendix B.
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Fig.4.6 and Fig.4.7 show the results of ζ and frequency. Part(a) shows ζ for res102
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Figure 4.7: Frequency: (a) all scales; (b) nano-scale(10nm to 120nm) (c) submicronscale(100nm to 1.2µm) (d) micro-scale(1.2µm to 30µm)
onators at all size scales which are calculated from the three thermomechanical models.
The plot is subdivided into nano-scale, submicron-scale and micro-scale in part (b), (c) and
(d) respectively. As shown in Fig.4.7, the calculated frequencies from all three thermomechanical models are consistent at all size scales.
In part(b), ζ of nano-scale resonators calculated from the QCTM model has already
been validated against MD result. The gray-QCTM and classical TE models under-predict
it because the thermal-mechanical coupling and thermal transport are not valid in this size
103

range.
For the submicron-scale results shown in part(c), ζ for the QCTM model decreases
in the size range from 100nm to 200nm, due to the diminishing influence of Akhiezer effect.
Beyond 200nm, ζ increases again at a slower rate. The larger size strengthens phonon
spatial scattering but weakens phonon boundary scattering. The combined scattering time
scale is less influenced by size, but converges towards a constant material value. Thus as the
resonator vibrates slower, it provides more time for phonons to achieve spatial equilibrium,
leading to increased themoelastic damping. The rise in thermoelastic effects overshadows
the diminish of Akhiezer and boundary effect, which qualitatively explains the overall trend
of ζ in this range. Part (a) presents a overall trend for resonator from 10nm to 1200nm, in
that: (1). the saturation of ζ takes place under 50nm where Akhiezer and thermoelastic
effects are on the comparable scale; (2). from 50nm beyond, ζ follows about 40% fall
and then steadily increase at a linear rate. It is expected to reach to another thermoelastic
peak value taking place at micro-scale. This trend is consistent with the analytical solution
obtained from phonon damping theory(See Fig.1 in Ref. [63]). At both nano-scale and
submicron-scale, the gray QCTM and classical TE models demonstrate a linear increase
in ζ with size. However, the results underpredict ζ compared to the QCTM results. With
the holistic treatment of phonon energy and removal of disparity and scattering between
phonon modes, the gray QCTM model failed to accurately calculate ζ at submicron-scale.
However, it is expected from the curve that both results should converge with the further
increase in size to about 3µm.
Lastly, part(d) shows results of ζ for micro-scale resonators. Due to computational
costs, the QCTM model is not included in this range. Both gray QCTM and classical TE
results continue to increase and reach another peak at above 8µm and decrease as size goes
up further. From 1µm to 8µm, a converging trend of the two models is observed. The
relative difference is large on the onset of micro-scale, partly because the ballistic trans104

port still influences a portion of phonons that travels laterally across the width of 200nm.
However, it should be noted that the gray QCTM model in this size range is inaccurate
itself when compared to the QCTM model, as discussed above. Thus, we conclude neither
the gray QCTM nor classical TE model can describe damping behavior accurately between
1µm and 3µm. However, it is evident in part (d) that ζ over 8µm are converging. Both
curves follow a Lorentzian behavior with a thermoelastic peak that has been characterized
by various research works[74][121][63]. Thermoelastic damping is a dominant damping
source for micro-resonator. At micro-scale, the vibration time-scale is tens to hundreds
times of the phonon relaxation time-scale, allowing sufficient phonon scattering process,
which has completely shifted phonon ballistic transport to diffusive transport along the
thermal gradient characterized by temperature T . And microscopic phonon perturbation
induced by vibrating strain becomes macroscopic thermal perturbation based on classical
thermodynamic laws. Thus the gray QCTM model theoretically converges to the classical
TE model. For brevity, the mathematical derivation is included in Appendix C. At this sizescale and above, the classical TE model can well describe the damping mechanism, which
occurs as the irreversible heat transfer from hot region to cold region during the course of
vibration.

4.4

Summary
In this chapter, damping analysis of single crystal Silicon resonators under free vi-

bration mode is investigated, using different thermomechanical models at different length
scales. The size ranges are categorized into nano-scale(10nm to 120nm), submicronscale(120nm to 1200nm) and micro-scale(1µm to 30µm). At nano-scale, the QCTM model
with its FEM-FVM numerical implementation and MD simulation are used to study relation between damping ratio ζ and resonator size, aspect ratio and boundary condition.
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It is found the QCTM results are in good agreement with MD results, wherein ζ remains
saturated for smaller length under 50nm but decreases gradually for resonators over that
size. The decrease can be explained by the diminishing strength of Akhiezer effects due to
the vibrating frequency shifting away from the Akhiezer peak range. At submicron-scale
while the QCTM model is still valid, its computational cost becomes very high. Therefore,
a gray QCTM model that treats phonon dispersion, transport and relaxation holistically is
developed to account for these damping characteristics and reduce computation costs. Both
the QCTM and gray QCTM models predict ζ increase linearly with size above 200nm, but
differ in magnitude. It suggests the latter is still inadequate to explain damping mechanism
at size-scale between 100nm and 1µm. At micro-scale, the gray QCTM and classical TE
model predict ζ consistently for resonators above 3µm, indicating the gray QCTM reduces
theoretically and computationally to the classical TE model in this size range. Both predict ζ follows a Lorentzian behavior with size and reaches the thermoelastic peak at about
8µm. In all, the damping behavior of resonators at nano-scale and micro-scale is well described by the QCTM and classical TE model. However, transitional gray QCTM model
that ignores details of phonon dispersion, transport and scattering is only accurate above
submicron-scale. Below submicron-scale, the QCTM model should be adopted despite its
high computational costs.
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Chapter 5
Conclusion
Thermomechanical models are developed in this thesis to investigate nano-scale and
submicron-scale thermal transport and damping in nano and micro materials and structures.
First, a multi-scale theoretical and computational model to investigate thermal transport
properties of nano-porous silicon is developed. Based on this model, the effects of doping
density, porosity, temperature and pore size on the thermal conductivity and thermoelectric
performance of nano-porous silicon are systematically investigated. The thermal conductivity is analysed by a model combing refined Callaway model and phonon BTE. For a
given material condition , the doping density and temperature dependent mean free path
of silicon calculated from the refined Callaway model is used in gray BTE with diffusive
scattering porous interface to obtain the effective thermal conductivity of nano-porous silicon. In addition, the thermal conductivity contributed from electrons is incorporated by
using the Wiedemann-Franz law, and a quantum NEGF/Poisson model is used to calculate the electrical conductivity and Seebeck coefficient of nanoporous Si. The results show
that larger porosity, smaller pore size and higher temperature significantly improves the
thermoelectric figure of merit ZT . The reduction in electrical conductivity of nanoporous
silicon due to the inclusion of nanopores is compensated by the reduction in the phonon
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thermal conductivity and increase of absolute value of the Seebeck coefficient, resulting in
a optimal ZT of 0.28 with doping density of 1020 cm−3 , temperature of 600K, porosity of
36% and pore size of 3nm × 3nm.
A coupled quasi-continuum thermomechanical (QCTM) model is developed to investigate the intrinsic damping mechanism of nano-scale resonators. The thermal field is
modelled by incorporating strain-dependent phonon modulation theory into the frequencydependent phonon BTE with detailed phonon scattering mechanism. The mechanical field
is modelled by the continuum elasticity theory with finite-size elastic constants and phonon
stress coupling. The numerical framework of the model is implemented using combined
FEM and FVM methods. Based on the above model, the damping ratio of silicon nanoscale resonators under forced vibration is studies and compared with atomistic calculations
from MD simulation. For periodic nano-scale resonators (”Si Block”) vibrating axially
with uniform strain, both results are in very good agreement, showing a Lorenzian relation of damping ratio versus vibrating frequency, a behaviour primarily characterized by
Akhiezer mechanism. Damping takes place as a result of phonon relaxation between the
phonon modes at local level. For finite-size nano-scale resonators (”Si Plate”) vibrating axially, both results reduces in the magnitudes because the strain is no longer uniform due to
large surface-to-volume ratio and Akhiezer mechanism is weakened. For finite-size nanoscale resonators (”Si Beam”) vibrating transversely, both results predicts a linear relation
of damping ratio versus vibrating frequency. It suggests thermoelastic and surface mechanisms become important due to the strain field exhibiting strong spatial gradient during the
vibration. Damping takes place as a result of phonon relaxation spatially which is aided by
surface boundary. For all finite size nano-scale resonators, there are discrepancies between
the results from the model and MD simulation, which are larger for smaller characteristics
size less than 10nm, because of finite size and phonon confinement effects.
In addition, we perform a damping analysis of silicon resonators by using different
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thermomechanical models at different length scales, categorized into nano-scale(10nm to
120nm), submicron-scale(120nm to 1200nm) and micro-scale(1µm to 30µm). At nanoscale, the QCTM model and MD simulation are used to investigate relation between damping ratio and resonator size, aspect ratio and support boundary. Both results are in good
agreement, which shows the damping ratio remains saturated for smaller length under 50nm
but decreased gradually for larger ones. The decrease can be explained by the diminishing
strength of Akhiezer effects. At submicron-scale, the QCTM model is computationally
simplified into a gray QCTM model that treats phonon dispersion, transport and relaxation holistically. The QCTM and gray QCTM models are used to investigate relation
between damping ratio and resonator size. Both models predict a linear relation for sizes
above 200nm. However, the gray QCTM model underpredicts the magnitude of damping
compared to the QCTM model, which suggests it is still inadequate to explain damping
mechanism at size-scale between 100nm and 1µm. At micro-scale, the gray QCTM and
classical continuum thermoelasticity (TE) models are used to investigate relation between
damping ratio and resonator size. The results are consistent for size above 3µm which indicates that the gray QCTM reduces theoretically to the classical TE model in this size range.
The damping ratio follows a Lorentzian behaviour with size and reaches the thermoelastic
peak at about 8µm. In conclusion, the damping behaviour of resonators at nano-scale and
micro-scale is well described by the QCTM and classical TE model. However, transitional
gray QCTM model that ignores details of phonon dispersion, transport and scattering is
only accurate above submicron-scale. Below submicron-scale, the QCTM model should
be adopted despite its high computational costs.
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Appendices
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Appendix A: Finite size elastic constants computation and
mechanical response comparisons between MD and quasicontinuum model
For nanostructures with characteristic length less than 10nm, finite size effect can
significantly reduce elastic properties away from their bulk value due to diminished atom
bonds at the surface. In this section, we deduce the finite-size elastic constants by comparing the mechanical response from the continuum FEA model and MD simulation. Then
we use them in our quasi-continuum model to evaluate the vibrational strain energy stored
Est in Eq.(4.6), which are used in both our model and MD simulation to calculate damping
ratio ζ.
The case of ”Si Block” has infinite structure width and height, which is essentially
an 1D strain problem. Therefore, only C11 is significant in the analysis. We deduce the
finite size C11 by performing a MD simulation in which the static force F0 is applied on the
right end unit cell atoms in the longitudinal direction. The time-averaged center of mass
x-direction displacements ux of the right end unit cell atoms are computed and linear-fitted
against force of different magnitudes. The resulting gradient k gives the axial stiffness of
the structure(F0 = kux ). C11 =

kL
,
A

where A is the cross sectional area and L is measured

from the left fixed end to the center of mass of the right end unit cell atoms. After C11
is obtained and input in the model, a static FEA mechanical analysis equivalent to MD
simulation is performed. Again the center of mass x-direction displacements of the right
end unit cell atoms are computed and compared with MD results. Once we verify both
mechanical responses are the same(within 2% error), the finite size C11 are incorporated in
the quasi-continuum model and Est is calculated using Eq.3.34 for damping analysis. For
the ”Si Block” with 10 × 5a0 and 20 × 5a0 size, C11 are calculated to be 130.6GPA and
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134.9GPA respectively, which are less than the bulk value.
Table 1: Finite size elastic constants of Si nanostructures
Elastic Constant (GPA)
Bulk MD [106]
Bulk QHKM [106]

C11
138.4
137.3

C12
73.8
73.1

C44
66.8
66.2

Si Block (10 × 5a0 )
Si Block (20 × 5a0 )
Si Plate (10 × 5a0 )
Si Plate (10 × 20a0 )
Si Beam (10 × 5a0 )
Si Beam (20 × 10a0 )
Si Beam (40 × 20a0 )

130.6
134.9
128.6
130.4
128.6
133.9
136.9

N/A
N/A
63.8
67.3
63.8
65.5
67.3

N/A
N/A
N/A
N/A
62.7
64.2
65.9

The case of ”Si Plate” has infinite structure width, but finite nano-scale height.
It can be approximated as plane-strain plate problem, and the effective Youngs modulus
Eaxial along the x direction is significant in the analysis. Since Eaxial depends on both
finite size C11 and C12 , Due to increased surface to volume ratio, C11 should be less than
the values in the ”Si Block” case of the same structure length. C11 and C12 can be deduced
by performing both MD simulation and FEA mechanical analysis under harmonic axial
force and verifying the mechanical responses in terms of the center of mass displacements
ux of the right end unit cell atoms are equivalent. The equivalent values of ux are plotted
in Fig.1(b), which yields to the best-fitted C11 and C12 (128.6GPA / 63.8GPA for size 10 ×
20a0 size, and 130.4GPA / 67.3GPA for size 10 × 20a0 ). Once obtained, Est is calculated
using Eq.3.34 for damping analysis.
The case of ”Si Beam” has similar finite nano-scale size as that of ”Si Plate”, and
a fixed aspect ratio of only 2. It can be approximated by Timoshenko beam model. The
effective Youngs modulus Ebend along the x direction, which also depends on finite size
C11 and C12 , and finite size shear modulus C44 are significant in the analysis. They can
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Figure 1: Mechanical response comparison between MD and the quasi-continuum model:
(a) Si Block ; (b) Si Plate ; (c) Si Beam
be deduced similarly by performing both MD simulation and FEA mechanical analysis
under harmonic transverse force F0 and verifying the mechanical responses in terms of the
center of mass displacements uy of the right end unit cell atoms are equivalent. Due to size
similarity, finite size C11 and C12 are fitted around the values in the case of ”Si Plate” of the
same structure size. The equivalent values of uy are plotted in Fig.1(c), which yields to the
best-fitted C11 , C12 and C44 (128.6GPA / 63.8GPA / 62.7GPA for size 10 × 5a0 , 133.9GPA
/ 65.5GPA / 64.2GPA for size 20 × 10a0 , and 136.9GPA / 67.3GPA / 65.9GPA for size
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40 × 20a0 ). All finite size elastic constants increase towards their bulk values when the size
scales up. Once obtained, Est is calculated using Eq.3.34 for damping analysis.
The finite size elastic constants of Si for different nanostructures in the damping
calculations are summarized in Table 1.
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Appendix B: input parameters for thermomechanical models
Table 2: The nth-band phonon properties in the BTE equation
R
QCTM
band phonon energy density en = ∆ωn edω
R
(phonon band
band heat capacity Cn = ∆ωn Cv dω
R
properties)
band group velocity vn = C1n ∆ωn Cv vg dω
R
Grüneisen parameter (γij )n = C1n ∆ωn Cv γij dω
Tref R
band phonon-modulating coeff (χij )n = 4π
C γij dω
R n v −1
P ∆ω
1
−1
inverse of band relaxation time τmn = ∆ωn ∗ ∆ω∗ τ dω
n
P
∗
(∆ωnm
: admissible phonon band gap, ∗ τ −1 : summation of all possible type of phonon scattering)
P
en
gray QCTM and
total phonon energy density et = nBands
n
PnBands
: summation over all phonon bands including polarization)
classical TE
( n
P
Cn
(bulk properties)
heat capacity (Cv )b = nBands
n
P
averaged group velocity (vg )b = (C1v )b nBands
Cn vn
PnBands n
Cn (γij )n
thermal expansion coeff βij = n
PnBands vn2 Cn
P
thermal conductivity K = n
3
τ −1
m mn
(vg )2b (Cv )b

inverse of effective relaxation time τb−1 =

3K

To provide a consistent analysis across different size scale, we use thermal and mechanical properties(input parameters) derived from Tersoff(C) inter-atomic potential using
the finite-temperature quasi-continuum method[106]. With this technique, we are able to
calculate material properties at multi-scale. First, the phonon dispersion and mode properties are calculated which includes density of states D(ω), frequency ω, velocity vg , mode
heat capacity Cv , mode Gruneisen tensor γij and inverse of relaxation time τ −1 . These
serve as the basis for calculating the mechanical and thermal parameters for the different
thermomechanical models.
The mechanical properties for all models are macroscopic(bulk) properties of elas115

tic constants Cijkl and density ρ. For single crystal Silicon with cubic symmetry, Cijkl has
only three non-zero components C11 , C12 and C44 . It should be noted that, when the structure size is as smaller than a few nanometre, Cijkl starts to differ from its bulk values due
to surface effects. But the deviation is found less than 10% in recent work for Nickel and
Copper nano-resonator of a few nanometre width. Therefore, we expect Silicon structure
to behave similarly and use bulk Cijkl as a good approximation in our analysis.
On the contrary, Thermal parameters differs by the model adopted. For the QCTM
model, phonon dispersion is uniformly discretized into bands over the k space, with n and
ωn being the band index and frequency gap. The nth band phonon properties, summarized
in the upper column of Table.2, are summed or averaged values over ωn . The calculation of
−1
involves selecting the admissible frequency range within both phonon bands m and n to
τnm

take part in various types of phonon scattering and calculating its collectively strength. The
detailed calculation is explained in Ref.[84] and our previous work[122]. In this approach,
interaction between phonon bands is expressed in matrix form, whose index and elemental
values represent the participating bands and the corresponding scattering strength. On the
other hand, Both the gray QCTM and classical TE models adopt macroscopic thermal
parameters, also summarized in lower column of Table.2. Most of them are integrated or
averaged over the entire phonon dispersion, but bulk effective relaxation time (τ )−1
b and
thermal conductivity K are calculated with the relaxation time approximation(RTA). In
this way, we relate bulk parameters to the phonon band parameters, making the results
comparison consistent and meaningful.
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Appendix C: theoretical convergence from gray QCTM to
classical TE model
In this appendix, we derive the convergence from gray QCTM model to the classical
TE model at micro-scale, when sufficient phonon scattering has completely shifted phonon
ballistic transport to diffusive transport along the thermal gradient characterized by local
temperature T . Because the vibration time-scale is tens to hundreds times the phonon
relaxation time-scale, which allows sufficient phonon relaxation, the equilibrium phonon
energy density e0 in the gray QCTM model can be maintained at each material points
over the solid angle. Therefore, the term of phonon spatial gradient in Eq. (4.24) can be
approximated by,

(vg )b (∇r e · s) ≈

(vg )b (Cv )b
∇r T · s.
4π

(1)

By substituting Eq. (1) into Eq. (4.24), multiplying it by (vg )b s and integrating it over the
solid angle, the phonon-strain coupling term drops out, and Eq. (4.24) becomes,

q̇ +

where q =

R
4π

(vg )2b (Cv )b
∇r T · δ = −q(τ )−1
b ,
3

(2)

e(vg )b sdΩ is defined as the heat flow vector and δ is an unit tensor. Eq. (2)

is the modified Fourier’s heat conduction equation with second wave effects[39]. The heat
acceleration term q̇ can be further neglected when the vibration time-scale is much larger
than (τ )−1
b , leading to the classical Fourier’s law,

q+

(vg )2b (Cv )b
∇r T · δ = 0,
3
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(3)

since the BTE equation has isotropic phonon properties for single crystal Silicon, Eq. (3) is
in isotropic form, with the thermal conductivity K =

(vg )2b (Cv )b
.
3(τ )−1
b

The approximation scheme

can be generalized for anisotropic material. The thermal energy equation can be derived by
integrating Eq. (4.24) over the solid angle and substitute Eq. (1) and Eq. (3) into it, which
yields the classical thermal conduction equation with thermomechanical coupling,

(Cv )b Ṫ + Tref βij ˙ij = KT,kk ,
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(k = 1, 2, 3).

(4)
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