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Abstract 
Estimation of State of Charge (SOC) of batteries plays a vital role in Battery Management Systems(BMS). It is important to 
enhance the lifetime of a battery and give the user an accurate estimation of available runtime. This study aims to estimate the 
battery SOC based on current through and voltage across a battery using Support Vector Regression (SVR). Tests are run on 
SIMULINK using a 6V, 4.5 Ah Lead Acid battery. Hyper parameters that decide the accuracy of SVR are estimated using Grid 
Search and Particle Swarm Optimization (PSO). The SVR maintains a high level of accuracy, with a Mean Squared Error (MSE) 
of 0.45% for PSO and 0.95% for GS. 
© 2015 The Authors. Published by Elsevier Ltd. 
Peer-review under responsibility of Amrita School of Engineering, Amrita Vishwa Vidyapeetham University. 
Keywords:State of Charge; Support Vector Regression; Grid Search; Particle Swarm Optimization 
1. Introduction 
Lead Acid batteries are widely used in automobiles and smart grids to store electrical energy.  The State of 
Charge (SOC) of Lead Acid batteries is a very important parameter which indicates the amount of charge left in the 
battery, expressed as a percentage of the total charge capacity of the battery. SOC is an indicator of the available 
runtime of the battery, before it needs recharging, which is of prime importance in portable applications, 
Uninterrupted Power Supplies (UPS) and Smart Grids. Lead Acid batteries should not be charged beyond 80% SOC  
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or discharged below 20% SOC, due to gassing and deposition respectively, to improve the usable lifetime of the 
battery. Hence, SOC needs to be measured or estimated accurately both for its optimum usage in applications as well 
as to improve the usable lifetime of the battery. 
Many techniques for measuring SOC are available, each with their own pros and cons.[1] The most prominent 
methods include Coulomb Counting, artificial neural networks (ANN), Kalman Filters, measuring open circuit 
voltage(OCV) and State Observers. Measuring OCV is difficult to use as an SOC indicator as it is not an online 
method of measuring SOC because a battery needs to be at rest for at least a few hours, which would increase for 
batteries connected in series, before voltage can be measured.[2] Coulomb counting is the most frequently used 
method of estimation, however it suffers from a loss of accuracy, up to 15% over a few cycles of battery usage, due 
to accumulated inaccuracies during discrete integration.[3] State observers, based on modelling the equivalent circuit 
model of a battery have been reported,[4] but they require an accurate modelling of battery parameters, whose values 
may not be readily available as they vary with usage and aging. Estimation methods employing neural networks and 
Kalman Filters,[5] offer a very good performance, but are computationally intensive and may require complex 
processors that are too expensive for field employment. 
Support Vector Machine(SVM) offers an alternative to the above methods for estimating SOC. SVM is a 
Machine Learning algorithm derived from Statistical Learning Theory, which uses kernels to model many learning 
tasks, requiring very less computational complexity.[6] It is used to classify data based on given example data sets, 
called training data. SVM is a rapidly growing technique, finding applications in bioinformatics, handwriting 
recognition and other engineering fields.[7,8,9,10] SVM is used in these applications for classification and 
regression and is an alternative to other traditional learning methods, such as Multilayer Perceptron(MLP) and neural 
networks. 
This study uses Support Vector Regression(SVR) which is derived from SVM for the task of mapping a set of 
different data, called input, to a single value, called target.[11] SVR mapping is modelled based on a set of 
examples, called training data, for which the inputs and their respective targets are known, the accuracy of this 
model is measured based on another set of data, called testing data, which are completely different from the data 
with which the model was trained Here, SVR is used to map battery parameters, namely terminal voltage in volts 
and current in amperes across and through the battery respectively, to  the SOC of the battery. It has been assumed in 
this study that the temperature of the battery remains within an optimum range, without affecting the other battery 
parameters.  
2. System characteristics 
The voltage of a battery decreases nonlinearly with SOC as the battery is being discharged. The voltage of a 
battery decreases rapidly at the beginning of discharge and slowly decreases linearly as it is discharged roughly 
beyond 80% SOC. The battery characteristics for two discharge currents are shown in Fig. 1. 
 
                                                 
 
 
 
 
 
 
 
 
 
 
 Fig. 1. Voltage vs Ampere hour for different currents 
 
The relationship between Voltage and charge in Ampere-hours removed from the battery, depends upon the 
current with which it is charged, as well as whether it is charged or discharged. Hence, neglecting temperature, it is 
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possible to assume that the SOC of a battery varies with change in voltage and charging current or discharging 
current. A set of readings over a range of charge – discharge currents is necessary to train the SVR for regression. 
3. Estimation method 
3.1. Data  from SIMULINK 
The data used for training SVR is obtained from the simulation of the Lead Acid battery, along with the 
associated circuit for charging and discharging, as well as logging experimental data. The battery has a rated 
capacity of 4.5Ah and a nominal voltage of 6V. The battery is charged or discharged using a Controlled Current 
Source, which is controlled using a signal builder. The data, namely terminal voltage(V), current(A) and SOC, is 
measured using the Scope block. The acquired data is saved in a structure format, into the MATLAB workspace, 
where SVR can be implemented.  
Table 1. Table of fist ten readings of data obtained  
No. Voltage(V) Current(A) SOC(%) 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
6.9467 
6.8529 
6.7673 
6.6890 
6.6175 
6.5520 
6.4922 
6.4374 
6.3924 
6.3756 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
99.9932 
99.9873 
99.9813 
99.9754 
99.9695 
99.9636 
99.9576 
99.9517 
99.9458 
99.9399 
 
The battery was discharged from 100% SOC up to 20% SOC and subsequently charged to 100% at currents of 
0.1A, 0.3A, 0.5A, 0.7A, 0.9A, 1A and 1.3A. First ten readings of voltage, current and SOC are shown in Table 1. 
3.2. Support Vector Regression 
SVM is a widely used algorithm to classify data based on given training examples. SVM was later adopted to 
solve regression problems and this new method is called Support Vector Regression(SVR). SVR is used to find 
complex relationships between a set of inputs and a single valued output called target, by optimizing an objective 
function, whose value is minimized as the curve relating inputs to output closely approximated the target value for a 
given set of inputs. Here, the inputs, namely, Voltage and Current are mapped to give the SOC of a battery. The 
input data in a given application need not have a linear relationship with the target value. In such cases, the input 
may be linearly related to the target in a higher dimensional plane. SVR transforms the  set of training data into a 
higher dimensional plane using special functions called kernels.[12] Kernels commonly used are Radial Basis 
Function(RBF), polynomial function, Sigmoid Function, etc. In this paper, RBF kernel is used for transforming the 
data.[13] 
There are two types of regression, namely, ɛ – regression and ʋ – regression. ɛ - regression, which is used for 
implementation, is used to minimize the cost function. The value of the objective function increases every time the 
absolute difference between the actual value and predicted value of target increases beyond the value of ɛ, which is 
called error. The optimization of objective function is performed based on a set of values namely, the regularization 
parameter C, the kernel parameter ɤ if RBF is used and the error ɛ, in the case of ɛ - regression. The best fitting 
curve is obtained based upon the given values of hyper parameters (C, ɤ, ɛ).[14] 
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3.3. Hyper parameter Optimization 
The optimization of the objective functions and hence, the estimation of SOC, depends upon the given values of 
(C, ɤ, ɛ). Their values are crucial to finding the best fitting curve and depend upon the application, but are not known 
beforehand. Hence, several techniques are used to find the set of values to optimize the objective function, namely 
Genetic Algorithm(GA), Grid Search(GS) and Particle Swarm Optimization(PSO). 
GS is the most trivial way of finding the optimal set of hyper parameters. It involves an exhaustive search of the 
hyper parameters in a predefined region of hyper parameter space. GS can hence, be time intensive and still may not 
be guaranteed to find the most optimal set of hyper parameters.[15] 
PSO is inspired by the way in which birds or ants search for food.[16] A set of initial values of the parameters to  
be optimized is taken, and is called a particle. In this study, the set of parameters is (C, Ų, ũ), is initialized with a 
chosen set of values. Many such particles are initialized and if  },....,,{ 21 idiii zzzz   is taken to be the i-th 
particle,   is },....,,{ 21 idiii pppp  taken to be the previous best position of the i-th particle, },....,,{ 21 idiii vvvv   is taken to be the velocity of the i-th particle and g is taken to be index  of the best 
particle, the new velocity and position of the i-th particle at the k-th iteration is given by:
 
)()( 211 kgdgdkididkidkid zpczpcvwv  
                 
                                               (1)
 
11   kidkidkid vzz                                                                                                                       (2) 
Where, w is called the inertia constant and c1 and c2, along with w, are just numbers that are initialized before 
starting the iterations. These values are user defined and can be set arbitrarily. The second term of (1) is called the 
cognition part, where the particle moves depending upon its own best locations and its third term is called the social 
part, where the particle moves depending upon the position of the particle with most optimal solutions.[17] 
3.4. Training SVR 
The Data obtained from SIMULINK is normalized using the base values mentioned in Table 2. The Data is then 
separated into one matrix, containing Voltage and Current as columns and into a single column vector, containing 
the SOC or, target. 
As a first step, GS is employed to find the hyper parameters in the region from (10, 100, 0.006) to (1, 1, 0.006). 
Then, PSO was used to find the most optimal set of hyper parameters. Two particles are initialized, with initial 
values of (1, 50, 0.006) and (10, 150, 0.006). Values of hyper parameters beyond the aforementioned range are not 
feasible to be used as they require a lot of time to train the SVR model. The initial velocities are (1, 10, 0) and (-1, -
10, 0). The inertia constant w, was set at 0.9 and c1 and c2 are set at 1 and 1 respectively. The choice of values for 
these parameters is made arbitrarily, to ensure that they converge at an optimal point and do not skip too many 
points in the hyperparameter space. This choice has been arbitrarily made and these values have been seen to allow 
the particles to converge at an optimal point. The Mean squared error(MSE) between predicted and actual values 
was also found for each of the models. The results of PSO and GS are tabulated in Table 3. 
 
 Table 2 Normalization constants for different parameters 
                                  
 
 
                               
 Voltage Current SOC 
Units (V) (A) (%) 
Values 7 1.3 100 
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Table 3. Tabulation of  hyper parameters found using GS and PSO 
 GS PSO 
C 1 10 
ɤ 50 130 
ɛ 0.0006 0.0006 
MSE 0.95% 0.45% 
3.5. Testing the hypothesis 
Many studies on regression involve the separation of the same dataset into two parts, one containing 70% of the 
data and is used for training, while the rest is taken for testing the hypothesis. This method would work well for 
classification, but it is not an accurate test for regression, because there is no real difference between the readings of 
training data and testing data. In an exemplary embodiment, the testing data in this paper, is taken from a completely 
different simulation on the battery with a randomly selected test load(current drawn from or by the battery). The 
charge – discharge profile of the system is shown in Fig. 2. This profile is used for testing the accuracy of the trained 
hypothesis and serves as a good test for the generalization of the SVR hypothesis. 
 
 
                                                     
 
 
 
 
 
 
 Fig. 2. Plot of Current, Voltage and SOC for the given test load 
4. Results and discussion 
The respective set of hyper parameters obtained using GS and PSO are used to create respective hypothesis using 
SVR for each of GS and PSO. The hypothesis obtained for GS and PSO were tested against the aforementioned test 
profile respectively and plots of the SOC predicted and the actual SOC, obtained from SIMULINK are compared 
and shown in Fig. 3 and Fig. 4, respectively for both the hypotheses. The plots obtained for GS and PSO are found 
to have very large errors when the current suddenly changes from one value to another.  This is because a sudden 
change in current represents a discontinuity and SVR predictions can have large errors around the points of 
discontinuity. These errors are found to exist only for a small period of time around the discontinuity and the 
prediction converges to the actual value of SOC. This problem in discontinuity can be remedied by outliers  
cancellation, where values of SOC that differ largely from the SOC of the previous step can be neglected and 
replaced by the same value of SOC as the previous step. This error around the discontinuity limits the scope of using 
this prediction to cases where the load does not change rapidly. If the load changes continuously, there would be 
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many points of discontinuity leading to a large number of errors. To make a hypothesis that accurately predicts SOC 
even for a continuous change in load would require training using data in which the charging current and 
discharging current vary rapidly and span a large range of the battery’s operation. This would require a large number  
of  training examples and would increase the computational complexity beyond an acceptable level. 
 
 Fig.  3. Plot comparing predicted and actual SOC for hypothesis trained using GS 
 
Fig.  4.  Plot comparing predicted and actual SOC for hypothesis trained using PSO 
 
The Mean Squared Error (MSE) is used to calculate the error in the predictions on SOC based on the difference 
between SOC predictions and actual SOC. The MSE obtained in predictions for GS is 0.95%. The MSE obtained in 
predictions for PSO is 0.45%. This indicates that PSO is more accurate than GS in finding the most optimal set of 
hyper parameters. PSO is much faster in finding the hyper parameters as it does not scan every possible value of 
hyper parameters in a given range and instead finds the hyper parameters based on the location of the most optimal 
particle. It is based on the  above argument that PSO is better than GS. GS has been used between the range of (1, 1, 
0.006) to (10, 100, 0.006), but cannot be used beyond this range because it is found to be extremely slow. PSO, on 
the other hand, can be used comfortably between the range (1,50,0.006) and (10,150,0.006) and hence, converges at 
a more optimal point than GS. Hyper parameters beyond the range of values explored in this study could have 
offered an even greater accuracy, but those hyper parameters were found to require a greater computational load 
than the hyper parameters in the range of the study. 
The hypothesis was created using both the methods for a 6V, 1.3A, 4.5 Ah battery. This hypothesis does not 
apply to batteries with different parameters. To train a hypothesis that would make predictions for a wide range of 
batteries with different parameters would require training examples from each of those batteries. However, the same 
methodology applied for the battery used in this study can be successfully applied to any Lead Acid Battery of a 
different set of parameters. 
5. Conclusion 
The estimation of SOC is very important to find the amount of charge left  in batteries for applications in EHVs 
and power grids, providing an indication of the amount of time left for the battery to be used or the amount of time 
left for charging to complete. However, since a battery’s characteristics are highly nonlinear, it is important to setup 
a robust algorithm to map the nonlinearities for the purpose of accurate estimation. This research work uses SVR to 
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map nonlinearities on a  higher dimensional plane where the relation between the inputs and output may be linear. 
The results obtained for GS and PSO, have a MSE of  0.95% and 0.45% respectively. The results confirm the 
robustness of SVR and hence, show that SVR can be used for accurate estimation even on a load that is different 
from the ones used for training the battery. This research may be extended, in future to cover other battery 
chemistries, such as Lithium-ion batteries or NiCd cells. 
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