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A constitutive model that highlights a special viscoelastic property of materials with cellular microstruc-
tures is developed. We model the microstructure as a regularly arranged system of the same elastic cells
that are mutually interconnected by elastic linkages. The space between cells is ﬁlled by a ﬂuid that may
ﬂow freely within this extracellular space. The macroscopic behavior of the whole structure is studied by
means of continuum mechanics using a differential scheme with internal variables. Here, the internal
variables are chosen as the distances that separate neighboring cells. The evolution equations are derived
from the Clausius–Planck inequality, which considers the internal dissipation to be exclusively due to the
extracellular ﬂuid movement. Special attention is paid to incompressible materials in the context of uni-
axial load. In this context, the importance of the ﬂuid viscosity on material behavior is related to micro-
structural parameters like the cells’ dimensions and the relative stiffness between the cells and matrix
elastic reinforcement.
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An ambitious task of continuum mechanics is to ﬁnd speciﬁc
constitutive equations that depend on the microscopic material
structure. One possible way of studying the inﬂuence of a certain
microscopic structure on the macroscopic behavior of given mate-
rials consists of forming idealized mathematical models of their
microstructure. Though models are motivated by real structures,
they only address several features of structural behavior and ne-
glect others. Models enable us to study the manifestation of certain
aspects of the microstructure at a macroscopic scale in a transpar-
ent form. In this contribution, we present a microstructure-depen-
dent model of a material that is inspired by the structure of
biological tissues in the sense that we orient our efforts towards
the modeling of cellular structures. Tissues may be roughly charac-
terized as a set of biological cells in an extracellular matrix. Both
the matrix and cells are ﬁlled with complicated biopolymer net-
works that contribute to the mechanical properties of the tissue.
Moreover, the structure is ﬁlled with a ﬂuid. When the tissue is de-
formed, the ﬂuid has to move. In addition, the ﬂuid also contributes
to the mechanical properties of the tissue (Guilak et al., 2006). The
manifestation of this aspect of the microstructure at the macro-
scopic scale is investigated in this paper. To this end, we proposell rights reserved.
x: +420 377 634 802.a special mathematical model of the constitutive laws that high-
lights the role of the matrix ﬂow around cells in the mechanical
behavior of cellular structures.
Our model consists of a regularly arranged system of the same
elastic cells that are mutually interconnected by elastic linkages.
The space between cells is ﬁlled with a ﬂuid that may ﬂow freely
within this extracellular space. Though the structure is very simple,
the effect of the ﬂuid ﬂow leads to highly nonlinear viscoelastic
behavior of the whole structure (even if elastic properties of the
structure are linear). Constitutive equations in viscoelastic materi-
als can either be given in integral or differential form. The integral
form proposes a formal expression of the stress as an integral over
time with an integrand function that describes the strain rates at
those times. The differential form replaces the strain history depen-
dence of the stress by dependence on a set of additional variables,
which are called internal variables. Although internal stresses (i.e.,
internal variables having the dimension of a stress) are mostly
used in the literatures (Adolfsson and Enelund, 2003; Hausler
and Sayir, 1995; Nasseri et al., 2002; Peña et al., 2007; Phan-Thien
et al., 1997; Spathis, 1997), a different choice is made in this paper.
Our internal variables are internal lengths that characterize the
current material microstructure. Namely, these internal lengths
are distances that separate neighboring cells.
The mechanical behavior of materials is governed by the Clau-
sius–Planck inequality, which does not allow the difference be-
tween the rate of internal work wint and the rate of Helmholtz
free-energy _U to be negative, i.e.,
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In a purely mechanical context (i.e., an isothermal process), the
Helmholtz free-energy, U, coincides with the strain-energy func-
tion, W. In perfect elasticity, the internal dissipation, Dint, vanishes
(Holzapfel, 2001). However, it is nonzero in viscoelasticity. We de-
rive the behavior law from (1) by introducing the internal variables
into the Helmholtz free-energy expression (Holzapfel, 2001). Never-
theless, it must be completed by a set of differential equations that
govern the trajectories of the internal variables: the evolution equa-
tions. In our model, the evolution equations are based on the
expression of the internal dissipation involved by the extracellular
ﬂuid ﬂow, which is derived considering the material microstructure
and using dimensional analysis tools.
This paper is organized into three parts. Section 2 reviews some
points of nonlinear viscoelasticity and provides formal constitutive
equations of models working with internal variables. In Section 3,
we present the idealized representation of the studied material as a
periodic array of elliptic cells in a parallelepiped pattern, which we
have used in our previous work (Holecˇek and Moravec, 2006). For
simplicity, the neighboring cells are coupled by linear elastic
forces, and elastic forces related to the strain of the cells them-
selves are also linearized. Holecˇek and Moravec (2006) induced
nonlinearity with an additional constraint on the cells’ deformabi-
lity. In the present work, such a constraint is not assumed (the
elastic forces are linear), but the viscosity of the matrix is taken
into account (unlike in our previous work, Holecˇek and Moravec,
2006). Based on the dimensional analysis and a speciﬁc example
taken from Malkin (1994), a nonlinear expression of the viscous
forces related to the ﬂow ﬁlling or draining the extracellular space
is proposed. The expressions of the strain-energy function and the
internal dissipation are given in terms of the work of the elastic
forces and the power of the viscous forces, respectively. Sections
3.5 and 3.6 provide constitutive equations and their special forms
for incompressible materials in context of uniaxial load. In Section
4, the macroscopic viscoelastic properties of the microstructure-
dependent material model are tested by simulating creep, relaxa-
tion and hysteresis. Special attention is paid to the traction test
at multiple strain rates. We note that the dependence of the visco-
elastic behavior on the strain rate is bounded by two analytic elas-
tic laws, and an original yielding behavior is observed. The paper
ﬁnishes with conclusions in Section 5.
2. Nonlinear viscoelasticity
2.1. Integral form
Stress in nonlinear viscoelastic material can be expressed as
Sij ¼
Z t
0
HijklðE; t  sÞdEklds ds; ð2Þ
where S is the second Piola–Kirchhoff stress measure, and E is the
Green–Lagrange strain tensor. In (2), we have assumed EðtÞ ¼ 0 for
t 6 0 (a more general formulation would use the lower limit of the
integral as 1 to indicate that the integration is to be taken before
the beginning of the deformation process). The relaxation function,
H, is a fourth-order tensor. Its components, Hijkl, depend on strain
(this is the origin of the nonlinearity of (2)) and on time.We can split
them into time-independent and time-dependent parts, H ¼
H1 þHD, where the transient strain-dependent coefﬁcients
HDijklðE; tÞ vanish when t tends to inﬁnity. This allows us to split the
stress into an equilibrium and non-equilibrium contribution, i.e.,
S ¼ S1ðEÞ þ SvðtÞ: ð3Þ
The equilibrium stress S1ðEÞ is the resulting stress at inﬁnite time
or when a steady state is reached. Various models of H are usedin the literature (see, e.g., the separable form of Yang et al.
(2000)), but the predominant one is for sure the Prony series of
m + 1 terms whose coefﬁcients are strain-dependent, i.e.,
HijklðE; tÞ ¼ H1ijklðEÞ þ
Xm
a¼1
HaijklðEÞ exp
t
sa
 
; ð4Þ
(see, e.g., O’Dowd and Knauss, 1995; Miller, 2000; Miller and Chin-
zei, 1997). The parameters sa > 0; a ¼ 1; . . . ;m, are called relaxation
times.
2.2. Internal stresses
There is an alternative way of writing the nonlinear viscoelastic
behavior when the relaxation function is approximated by the
Prony series (4). This method replaces the integral (2) by a system
of differential equations. Indeed, we can show without difﬁculty
that the single integral (2) associated with (4) is equivalent to
the system of 2m + 1 equations
Sðt;EÞ ¼ S1ðEÞ þ
Xm
a¼1
Saðt;EÞ; ðaÞ
_Saðt;EÞ þ S
aðt;EÞ
sa
¼ _RaðEÞ; a ¼ 1; . . . ;m; ðbÞ ð5Þ
Sað0Þ ¼ 0; a ¼ 1; . . . ;m; ðcÞ
where
oS1
oE
¼ H1; and oR
a
oE
¼ Ha;
i:e:; S1 ¼
Z t
0
H1
dE
ds
ds and _Ra ¼ Ha _E
 
:
ð6Þ
The demonstration uses the Leibniz integral rule, which is useful to
derive an integral whose bounds and integrand are functions of a
common variable and states that
o
oz
Z bðzÞ
aðzÞ
f ðz; xÞdx ¼
Z bðzÞ
aðzÞ
of ðz; xÞ
oz
dxþ obðzÞ
oz
f ðbðzÞ; zÞ
 oaðzÞ
oz
f ðaðzÞ; zÞ: ð7Þ
In (5), the stresses Sa are called internal stresses, whereby their sum
gives the time-dependent part of the stress Sv of (3). These are not
directly observable from experiments and a computational scheme
is needed to evaluate them (i.e., to solve the system of differential
equations with initial conditions (5bc)). For this reason, they are
also not controllable, i.e., they cannot be adjusted to a prescribed va-
lue during an experimental process. Moreover, the stresses are
sometimes called hidden stresses. The differential equations (5b),
which are often called evolution equations because they govern
the trajectories (i.e., time evolution) of the internal stresses, are also
called rate equations because the right-hand term includes a rate.
The motivation for using the differential form (5) instead of the
integral form (2) relies on the fact that the former is easier to imple-
ment in computational code than the latter. Although the models
used in the literature can appear in slightly different forms because
of the introduction of potentials, incorporating the use of Cauchy
stress or the reduction to unique internal stress, for instance (see,
e.g., Adolfsson and Enelund, 2003; Hausler and Sayir, 1995; Nasseri
et al., 2002; Peña et al., 2007; Phan-Thien et al., 1997; Spathis,
1997), the differential form (5) is popular and has been applied
to a large range of materials. Nevertheless, it is worth emphasizing
that the rate equation (5b) somewhat restricts the material behav-
ior. The differential form (5) is not as general as the integral form
(2) (when assumptions (4) and (6) do not hold). Namely, we can
observe that (i) (5b) is a linear equation, and (ii) Eq. (5b) for various
a are uncoupled, which indicates that each internal stress evolves
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scalar, we note that even the components of Eq. (5b) at a given a
are uncoupled, i.e., _Saij þ Saij=sa ¼ _Raij for each pair i, j.
Current efforts focus on generalizing Eq. (5b). For instance,
Adolfsson and Enelund (2003) propose using a fractional differen-
tial equation instead of the ordinary differential equation. A more
physically method generalizes the notion of internal stresses to
internal variables and derives equations from the Clausius–Planck
inequality.
2.3. Internal variables
We generalize the notion of internal stresses Sa to the notion of
internal variables Aa, whichmeans there is no assumption regarding
the physical dimension and the tensor nature of these variables (we
use bold characters but Aa might also be a scalar). Nevertheless, by
deﬁnition, internal variables are non-controllable state variables. It
has two main consequences on the development of the Clausius–
Planck inequality (1): (i) as state variables, the internal variables
enter the expression of the Helmholtz free-energy U ¼
U E;A1;A2; . . . ;Am
 
(Holzapfel, 2001), (ii) as non-controllable
variables, the internal variables are not coupled to any external-
force variables, and consequently, they do not appear beforehand
in the mechanical work (Maugin, 1999), i.e., wint ¼ S : _E. Using the
chains derivative law for the derivation of U E;A1;A2; . . . ;Am
 
,
the Clausius–Planck inequality (1) can be rewritten as
Dint ¼ S oUoE
 
: _E
Xm
a¼1
oU
oAa
: _Aa P 0: ð8Þ
In order to fulﬁll the inequality (8) in all admissible processes, the
term in parenthesis before _E has to vanish, i.e., the relationship
S ¼
oU E;A1;A2; . . . ;Am
 
oE
ð9Þ
has to be ﬁlled. It remains
Dint ¼ 
Xm
a¼1
oU
oAa
: _Aa: ð10Þ
The expression U ¼ U E;A1;A2; . . . ;Am
 
depends on the material
model, and Eq. (9) gives the material behavior law. Nevertheless,
it has to be completed by m ordinary differential equations, or evo-
lution equations, which govern the trajectories of the m internal
variables AaðtÞ. The evolution equations can be chosen a priori based
on the choice of the internal variables and any knowledge about the
physical processes that are studied. For generality, we write them as
formal equations
fa E;A
1
;A2; . . . ;Am; _E; _A1; _A2; . . . ; _Am
 
¼ 0; a ¼ 1; . . . ;m; ð11Þ
associated with the initial conditions
Aaðt ¼ 0Þ ¼ Aainit; a ¼ 1; . . . ;m: ð12Þ
The complete sets (9), (11) and (12) deﬁne the constitutive equations
of the model. At this level, the only restriction on the choice of U
and the evolution equations fa is their thermodynamic admissibil-
ity, i.e., they have to be such that (10) is never negative. Moreover,
in viscoelastic materials, Haupt (2000) restricts the set of admissible
evolution equations to equations that ﬁll two conditions. First, for
any steady state of strain E, equilibrium solutions exist, i.e.,
faðE;A1;A2; . . . ;Am;0;0;0; . . . ;0Þ ¼ 0 has a solution for each a ¼
1; . . . ;m and any E. Second, the equilibrium solutions possess global
asymptotic stability. These conditions are required to ensure stress
relaxation and the fading memory effect of the viscoelastic
behavior.An interesting case is when the expression of the internal dissi-
pation Dint is known. Then, the evolution equation (11) is given by
(10). A well-known example is the rheological generalized Max-
well model (e.g., Haupt, 2000; Karamanou, 2004; Karamanou
et al., 2006), which consists of an elastic branch (i.e., containing a
single spring) in parallel with m viscoelastic branches according
to the Maxwell model (i.e., containing a spring and a dashpot in
series). The generalized Maxwell model uses the internal variables
Aa ¼ FavTFav , where Fav is the viscous strain issued from the strain
decomposition, F  Fa ¼ FaeFav (no summation on index, F is the
same in parallel branches), in each of Maxwell’s branches,
a ¼ 1; . . . ;m (thus, internal variables are internal strains). F is the
deformation gradient. We recall that E ¼ ðFTF 1Þ=2, where 1 is
the identity tensor and the index T represents matrix transpose.
In the generalized Maxwell model, the Helmholtz free-energy is gi-
ven by the strain-energy function in elastic elements (springs). The
neo-Hookean model can be used: for example,
U ¼ K
2
ðtrC 3Þ þ
Xm
a¼1
Ka
2
trCae  3
 
; ð13Þ
where C ¼ FTF ¼ 2Eþ 1 is the dilatation tensor and Cae ¼ FaeTFae . The
dissipation expression is given by the stress power in viscous ele-
ments (dashpots). For instance, the use of Newtonian viscous dash-
pot leads to the form
Dint ¼
Xm
a¼1
2matr Dav
 2
; ð14Þ
where Dav ¼ ðð _FavÞðFavÞ1 þ ðFavÞTð _FavÞTÞ=2. The comparison between
(14) and (10) gives the evolution equations
ma _Aa þ Ka trðA
a1CÞ
3
Aa  C
 !
¼ 0; a ¼ 1; . . . ;m; ð15Þ
as shown by Karamanou (2004). In (13)–(15), ma (Pa s), K (Pa) and Ka
(Pa) are material coefﬁcients.
An other example is developed in the following section. The dif-
ferential form of the viscoelastic behavior working with internal
variables (i.e., Eqs. (9), (11) and (12)) is applied to cellular struc-
tures, whose evolution equations are derived from (10) while con-
sidering the internal dissipation to be exclusively a result of the
extracellular ﬂuid movement.
3. Model example of a dissipative material with a cellular
microstructure
3.1. Summary of the objectives
Let us consider a material with a cellular microstructure with
the following properties. Cells behave elastically. Moreover, elastic
linkages are used to model the mechanical interactions between
cells. When the material is stretched, the cells deform while main-
taining the equilibrium balance between the inner cells’ and link-
ages’ elastic forces. Now, we imagine that the space between
cells is ﬁlled with a ﬂuid. When the material is stretched, the ﬂuid
ﬂows and ﬁlls or drains the modiﬁed gaps between cells. The equi-
librium balance is delayed by this ﬂow. This speciﬁc viscoelastic
behavior is investigated in this paper and studied with the help
of the constitutive models (9), (11) and (12), whose evolution
equations are given by (10).
This section is organized as follows. First, we introduce the
internal variables of our model: we replace the general set of inter-
nal variables fAaga¼1;...;m used in Section 2.3 by a speciﬁc vector, b,
with three chosen microstructural variables, bi (i.e., A
a is replaced
by the scalar bi with a ¼ i and m ¼ 3). Second, we derive conve-
nient forms of the Helmholtz free-energy, U (by means of the
Fig. 1. Schematic microstructure of the studied material.
Fig. 2. Two-dimensional representation of the RVE at a reference conﬁguration
assuming the symmetry dX  l0 and dY  l0.
Fig. 3. Two-dimensional representation of the deformed RVE.
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account), and the internal dissipation, Dint (exclusively a result of
extracellular ﬂuid movement). Third, we develop the constitutive
equations associated with such a model for incompressible materi-
als in the context of uniaxial load.
3.2. Material model and internal variables
We approximate the studied material as a periodic material, for
which one representative volume element (RVE) can be deﬁned.
We consider a periodic array of inclusions in rectangular pattern
as shown in Fig. 1. At the microscopic scale, the RVE contains
two phases: the cell occupying the central space in the RVE and
the matrix occupying the surrounding remaining space. Both
phases are considered as isotropic material and, consequently,
the macroscopic material is orthotropic. There are three perpendic-
ular planes of material symmetry given by the directions of the
edges of the RVE. Here, moreover, we assume symmetry between
these directions. At the reference state, the RVE is a cube, whose
side-length is denoted as lð0Þ, and the cell is round with a diameter
that is denoted as cð0Þ, as shown in Fig. 2.
In the continuum formulation, the heterogeneities of the RVE
are smoothed. The RVE coincides with the material point x, and
its deformation is stored in the Green–Lagrange deformation mea-
sure E  12 ðC 1Þ, where C  FTF is the dilatation tensor and
F  rx is the deformation gradient. Namely, the deformation of
the RVE’s border is governed by F as described in Fig. 3. The RVE’s
edges are stretched from the reference length lð0Þ to the current
lengths li with
ki  li
lð0Þ
¼ C1=2ii ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃX3
j¼1
F2ji
vuut ; i ¼ 1;2;3: ð16ÞWithin the RVE, we suppose that the cells remain oval-shaped,
with axis that follow the RVE’s edge directions as drawn in Fig. 3.
This constrains the angle formed by the cell’s axis to be the same
as the angle formed by the RVE’s edges. With such a constraint,
the intrinsic deformation of the cells is fully characterized by the
current axis-lengths, ci. The differences between the side-lengths
of the RVE and the axis-lengths of the cell give the extracellular
distances, bi. These last parameters are essential for our model:
they provide the three internal variables of the two-scale material
model. These three variables fully deﬁne the current inner state
of the RVE at a given macro-deformation. Indeed, the cell’s sizes
are functions of the stretches of the RVE’s edges and the internal
variables, i.e.,
ciðki;biÞ ¼ kilð0Þ  bi; i ¼ 1;2;3; ð17Þ
or symbolically, c ¼ cðk; bÞ, where c, b and k are the sets of
ci; bi and ki; i ¼ 1;2;3.
3.3. Strain-energy function
First, let us consider the elastic properties of the material. We
are looking for an expression of the strain-energy function that
depends explicitly on the microstructure. That is, we are looking
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ables, bi, enter the expression of U. However, we have constrained
the orientation of the cell’s axis to be the same as one of the RVE’s
edges (see Section 3.2). We assume that the strain-energy function
is of the separable form
U ¼ Wðk; bÞ þ  ðEÞ: ð18Þ
The former part of (18) is a function of the stretches along the com-
mon directions of the cell’s axis and the RVE’s edges. We recall that
ki  C1=2ii , i.e.,W only depends on the diagonal terms of the dilatation
tensor. The latter part of (18) is function of the fully three dimen-
sional macro-deformation but is independent from the deformation
at themicro-scale. Notice that the neo-Hookeanmodel (for example),
Uneo-HookeanðEÞ ¼ aðtrC 3Þ þ CðdetFÞ; ð19Þ
is of the form (18), where the explicit dependence of W on the
microstructure is neglected, i.e., with WðkÞ ¼ aðtrC 3Þ and
 ðEÞ ¼ CðdetFÞ. We keep the latter expression here, and we assume
U ¼ Wðk; bÞ þ CðdetFÞ; ð20Þ
instead of (18). Moreover, we assume Cð1Þ ¼ 0, such that the latter
part of (20) vanishes for incompressible materials. Finally, we as-
sume the reference conﬁguration to be natural in the following
ways: (i) the strain energyU vanishes at the reference conﬁguration
and (ii) the reference conﬁguration is stress-free. To ensure this, we
assume that (i) and (ii) hold on each part W and  individually.
Namely, with (20), C0ð1Þ ¼ 0 and W, oW=oki and oW=obi vanish at
the reference conﬁguration.
In a general formulation, the dimensions of the RVE and the cell
could be chosen as directionally dependent, i.e., lð0Þi and c
ð0Þ
i , to al-
low geometries constituted of elongated cells at reference state.
It motivates us to express the part W of the strain energy (20) as
an ‘orthotropic’ function instead of an isotropic function. To ensure
that assumptions (i) and (ii) hold, we approximateW as the sum of
quadratic approximations of the elastic works of the cell’s and link-
age’s stretches along the common structural directions, i.e.,
W ¼ 1
2V
X3
i¼1
Kci ci  cð0Þi
 2
þ Kbi bi  bð0Þi
 2 
; ð21Þ
where V  lð0Þ1 lð0Þ2 lð0Þ3 is the reference volume of the RVE; bð0Þi (m) is
the dimension of extracellular space at the reference conﬁguration;
and Kci and K
b
i (Pa m) give the elastic stiffness of the cells and link-
ages, respectively, along the ith direction. For convenience, we
introduce the microstructural (dimensionless) parameters di and
ki as
di  b
ð0Þ
i
cð0Þi
and ki  K
c
i
diK
b
i
: ð22Þ
The introduction of the scale parameter di in the latter expression is
due to the following considerations: the elastic reinforcement of the
phase p ðp ¼ c or bÞ along a given direction i is considered to be
constituted of npi parallel ﬁbers where each ﬁber is constituted of
mpi basic elements (springs). Then, the efﬁcient stiffness of the rein-
forcement is related to the rigidity of the basic element kpi by the
relationship
Kpi ¼
npi
mpi
kpi : ð23Þ
Here, we assume nci ¼ nbi and we consider the numbermpi to be pro-
portional to the reference length pð0Þi ¼ cð0Þi or bð0Þi
 
so the relative
stiffness, ki, gives the ratio between the basic stiffnesses, i.e.,
ki ¼ kci =kbi . Nevertheless, the materials forming each phase are as-
sumed to be isotropic (as stated in Section 3.2). This means that
the rigidity of the basic elements can be considered as independentfrom the space direction, i.e., kci ¼ kc and kbi ¼ kb; 8i ¼ 1;2;3. Con-
sequently, the ratio ki is also independent from the space direction,
i.e., ki ¼ k; 8i ¼ 1;2;3.
Back to our symmetric geometry (square RVE and round cell),
the expressions (21) and (22) are rewritten as
W ¼ 1
2V
X3
i¼1
Kc ci  cð0Þ
 2 þ Kb bi  bð0Þ 2
 
; ð24Þ
and
d  b
ð0Þ
cð0Þ
and k  K
c
dKb
: ð25Þ
It is worth emphasizing that the variables ci and bi in (24) are not
independent from each other, but are instead coupled by (17). In
general, the evolution of bi is not known a priori. Its development
will be provided in the following sections (Sections 3.5 and 3.6).
Nevertheless, if the deformation were homogeneous within the
RVE, i.e., if the cell and the matrix were deformed similarly so
ci ¼ kicð0Þ and bi ¼ kibð0Þ, then the model (24) would become
W ¼
X3
i¼1
lðki  1Þ2; ð26Þ
with
l ¼ 1
2V
Kc cð0Þ
 2 þ Kb bð0Þ 2
 
: ð27Þ
The development of (26) in (20) yields to the form of the strain
energy
U ¼ l trC 3ð Þ  2l C1=211 þ C1=222 þ C1=233  3
 
þ CðdetFÞ; ð28Þ
which is a kind of ‘modiﬁed’ neo-Hookean model. Notice that with
the restriction to the context of uniaxial load (for which one, ki coin-
cides with the principal stretches, and trCcr=2 ¼ kcr1 þ kcr2 þ kcr3 ), the
model (28) would resemble that of an Ogden material,
UOgden ¼
XR
r¼1
ar trC
cr=2  3
 
þ
XS
s¼1
bs trCofC
ds=2  3
 
þ Cðdet FÞ;
ð29Þ
where bs ¼ 0; 8s. Nevertheless, the coefﬁcients ar; bs; cr and ds of
an Ogden material cannot be negative (see, e.g., Ciarley, 1988).
The reason for such restrictions relies on a constitutive inequality
(the demonstration for incompressible materials can be found in
Ogden (1972)). Although (28) is not an Ogden material (because
there is a minus sign in front on the linear term in (28), besides
the fact that ki  C1=2ii are not the principal stretches in general),
its evolution is comparable to that of an Ogden material for the se-
lected class of loading as shown in Fig. 4.
3.4. Internal dissipation
In the previous section, we only considered the elastic properties
of the studied material. Let us now imagine that the space between
cells is ﬁlled with a ﬂuid. When the material sample deforms, the
ﬂuid ﬂows around the cells. Viscous effects are involved in this ﬂow.
Namely, the internal dissipation, which vanishes in perfect elastic
bodies, can no longer be considered to be zero. Its expression is di-
rectly related to the viscous forces that are involved during the
deformation of the RVE. Namely, it is the power of these forces.
At a time t P 0, the gap between neighboring cells, say in the ith
direction, has the characteristic current dimension bi, which in-
creases or decreases with the velocity _bi  dbi=dt. The dissipative
forces, gi, related to the ﬂow ﬁlling or draining this gap may be
estimated to be dependent on bi, _bi, the viscosity g, the ﬂuid density
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Fig. 4. Dependence on the stretch of the strain-energy function (28) (solid curve) and two Ogden models with bs ¼ 0; R ¼ 1; c ¼ 1 (dotted curve) or c ¼ 2 (dashed curve –
such a model is also called a neo-Hookean model) and coefﬁcients l and a chosen as units, in the context of incompressible materials ðCð1Þ ¼ 0Þ and uniaxial load (i.e., with
k  k1 ¼ k22 ¼ k23 ).
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tion of the gap on the perpendicular direction to the coordinate bi),
i.e., gi ¼ giðbi; _bi;g;q; SiÞ. Using dimensional analysis and a compari-
sonwith a speciﬁc solution of the Navier–Stokes equations found by
Malkin (1994) (about the force needed for the extrusion of a ﬂuid
from the space deﬁned by two parallel discs), we obtain the form
gi ¼
gjðcjckÞ2
b3i
_bi; j– ; i; k– i; j – k; ð30Þ
(see also Moravec and Holecˇek, 2009) where j is a (dimensionless)
number (that corrects the surface Si to match the real geometry of
the problem, e.g., j ¼ p=16 in Malkin (1994) example). Note that,
in (30), any dependence on the ﬂuid density q is neglected. For con-
venience, the form (30) is rewritten as
gi ¼ 2sG
ðcjckÞ2
b3i
_bi; j – i; k– i; j – k; ð31Þ
which introduces the characteristic time s and the energy density G
as
s  gj
2G
; and G  K
b
lð0Þ
: ð32Þ
We deﬁne the internal dissipation as the sum of the densities of
powers of the viscous forces, i.e.,
Dintðk;b; _bÞ ¼ 1V
X3
i¼1
Z _bi
0
gi k; b; _b
 
d _bi; ð33Þ
leading to the form
Dintðk;b; _bÞ ¼
X3
i¼1
giðk;b; _bÞ
2V
_bi; ð34Þ
where gi is given by (31) and ci by (17).
3.5. Constitutive equations
Eqs. (9)–(12) are used to derive the constitutive equations of the
model. The expression of the stress is obtained from (9) using the
form (18) of the strain-energy function, i.e.,Sij ¼ oUoEij ¼ k
1
i
oW
oki
dij þ ooEij ; ð35Þ
where dij is the Kronecker delta. On the other hand, the relationship
(10) can be rewritten as
Dint ¼ 
X3
i¼1
oU
obi
_bi ¼ 
X3
i¼1
oW
obi
_bi; ð36Þ
because  is independent from b. We compare (36) with the form
(34) of the internal dissipation to obtain the speciﬁc form of the
evolution equation (11) that govern the trajectories of the three
internal variables biðtÞ, i.e.,
oWðk;bÞ
obi
þ giðk; b;
_bÞ
2V
¼ 0; i ¼ 1;2;3: ð37Þ
We develop (35) and (37) using the expressions (24) and (31) of W
and gi and the constants (32) and (25) to obtain the ﬁnal form of the
constitutive equations as
Sij ¼ kdG1þ d
ci
cð0Þ
 1
 
k1i dij þ
o
oEij
; i; j¼ 1;2;3; ðaÞ
_bi þ l
ð0Þb3i
sðcjckÞ2
kd ci  cð0Þ
 þ bi  bð0Þ  ¼ 0; i; j;k¼ 1;2;3;k– j– i– k; ðbÞ
ð38Þ
where ci linearly depends on bi and ki, as shown in (17). To be com-
plete, the differential equations (38b) have to be associated with the
corresponding initial conditions (12). In general, we consider the
reference state to be the initial state, i.e., kiðt ¼ 0Þ ¼ 1 and
biðt ¼ 0Þ ¼ bð0Þi ; i ¼ 1;2;3: ð39Þ3.6. Restriction to uniaxial loading of incompressible samples
To simulate the material behavior in speciﬁc applications (e.g.,
creep, relaxation or traction test), we restrict ourselves to uniaxial
load along the ﬁrst space direction. The applied boundary condi-
tions are such that S11 is the only nonzero stress component and
the deformation gradient, F, is diagonal. Hence, the RVE’s edge
1882 F. Moravec, M. Holecˇek / International Journal of Solids and Structures 47 (2010) 1876–1887directions coincide with the principal directions of E. Moreover, we
consider only samples from incompressible materials. The edges’
stretches, ki, which now coincide with the principal stretches, are
linked together by the condition of incompressibility
detF ¼ k1k2k3 ¼ 1: ð40Þ
The symmetry of material properties and loading, together with
(40), involves k2 ¼ k3 ¼ k1=21 . The gradient of deformation is rewrit-
ten as
F ¼
k 0 0
0 k1=2 0
0 0 k1=2
0
B@
1
CA; ð41Þ
where the index 1 is omitted to simplify the writing, i.e., k  k1. The
strain symmetry between the second and the third space direction
is also respected at the micro-scale, i.e., the uniaxial loading has also
for consequence
c2 ¼ c3 and b2 ¼ b3: ð42Þ
On the contrary, the incompressible condition does not seem to re-
strict the internal variables. We assume the material to be globally
(macroscopically) incompressible but we do not make any assump-
tion regarding the compressibility of each material phase (forming
the cells and the matrix) separatively.
The behavior equation (9) has to be rewritten to take the incom-
pressibility condition (40) into account. A term involving the hydro-
static pressure p enters the behavior law, i.e., (9) is modiﬁed to
S ¼ oUðE;bÞ
oE
 pF1FT : ð43Þ
Neglecting the contribution of , i.e., using the form (20) with
Cð1Þ ¼ 0, the diagonal components of (43) are
Sii ¼ k1i
oWðk; bÞ
oki
 k2i p; i ¼ 1;2;3; ð44Þ
where F is diagonal. With the restriction to uniaxial load, the
condition
Sjj ¼ 0; j ¼ 2 or 3; ð45Þ
leads to the expression of the hydrostatic pressure as
p ¼ kj oWokj ; ð46Þ
where j can take the value 2 or 3 indifferently. Using the expression
ofW (24) and the constants (25) and (32), the elimination of p from
(44) leads to the scalar expression of the behavior law which relates
the stress to the stretch along the loading direction, i.e., S ¼ SðkÞ
(when omitting the index 11 for the stress component, i.e.,
S  S11). We rewrite this asP ¼ PðkÞ, whereP ¼ kS is the engineer-
ing stress (i.e., the component P11 of the ﬁrst Piola–Kirchhoff stress
measure) which measures the ratio between the current tensile
force and the reference sample surface. This yields
P ¼ Gkd
1þ d
c1
cð0Þ
 1
 
 k3=2 c2
cð0Þ
 1
  
: ð47Þ
On the other hand, the strain symmetry (42) allows us to rewrite
the system of Eq. (38b) as the system of two differential equations
_b1 þ l
ð0Þb31
sc42
kd c1  cð0Þ
 þ b1  bð0Þ   ¼ 0;
_b2 þ l
ð0Þb32
sðc1c2Þ2
kd c2  cð0Þ
 þ b2  bð0Þ   ¼ 0;
ð48Þ
associated with the initial conditions (39) and where
c1 ¼ lð0Þk b1 and c2 ¼ lð0Þk1=2  b2; ð49Þdue to Eq. (17). It is worth emphasizing that differential equations
in the system (48) are coupled and strongly nonlinear. Namely,
replacing c1 and c2 by their expressions (49), we rewrite (48) as
_b1 ¼
lð0Þb31 kdl
ð0ÞkðtÞ  b1ð1þ kdÞ þ bð0Þ  cð0Þkd
 
s lð0ÞkðtÞ1=2  b2
 4 ;
_b2 ¼
lð0Þb32 kdl
ð0ÞkðtÞ1=2  b2ð1þ dÞ þ bð0Þ  cð0Þkd
 
s lð0ÞkðtÞ  b1
 2
lð0ÞkðtÞ1=2  b2
 2 :
ð50Þ
We observe that Eq. (47) is also nonlinear, whereby its nonlinearity
is hidden behind b1 and b2, i.e.,
P ¼ Gkd
1þ d
lð0ÞkðtÞ  b1ðtÞ
cð0Þ
 1
 !
 kðtÞ3=2 kðtÞ
1=2  b2ðtÞ
cð0Þ
 1
 ! !
:
ð51Þ
In general, the system (50) is non-autonomous: the macro-stretch,
k, depends on time and we could even have no analytical expression
of this dependence (namely, when we control the stress evolution
PðtÞ). This makes the general analysis of the system complicated.
Special cases with speciﬁc dependence of the strain on the time
(e.g., constant strain or constant strain rate) are investigated in
the following section. The solution is discussed in terms of strain/
stress relationship because, from the mechanical view point, we
are more interested in the observable macroscopic response of the
material than the intermediate solution bi. Nevertheless, these re-
sults are intimately linked. For example, the existence of a relaxed
conﬁguration results from the existence of attractive ﬁxed points
in the phase space of (50) when stress or strain is kept constant.
Additionally, the occurrence of hysteresis in the strain/stress rela-
tion (see Section 4.1) results from the existence of limit cycles of
the system (50) when stress or strain is oscillating.
4. Results
4.1. Relaxation, creep and hysteresis
We perform numerical simulations of mechanical tensile tests
on a cubic sample with a unit side-length by numerically solving
the system of Eqs. (50) and (51) when controlling the stretch evo-
lution, kðtÞ, or the normalized stress evolution P0ðtÞ  PðtÞ=G,
where the constant G is given by Eq. (32). When the loading is ap-
plied in terms of stretch (i.e., when we control the evolution kðtÞ),
the system (50) can be solved independently from (51). This is
accomplished by calculating b1 and b2, and then inputing them
into Eq. (51) to calculate P0. On the contrary, when we control
the evolution P0ðtÞ, the system (50) has to be treated in coupling
with Eq. (51): internal variables, b1 and b2, and stretch, k, are cal-
culated simultaneously.
First, we test the material behavior when the stretch, respec-
tively, stress, is kept constant. We see in Fig. 5 that the trajectory
ðb1ðtÞ; b2ðtÞÞ tends to an attractive ﬁxed point. As a result, stress de-
creases and, respectively, strain increases until a stationary solu-
tion is achieved. Also, the sample relaxes and, respectively, creeps,
as shown in Fig. 6.
Second, we test the material behavior during the repeated cy-
cles of loading/unloading processes described in Fig. 7. Fig. 9 shows
that the material answer differs during the loading and the unload-
ing phases and draws hysteresis loops. A permanent loop is reached
after more or fewer cycles depending on the loading parameters
and material constants. This phenomenon is called preconditioning
(this term is used in experimental mechanics of biological tissues
for instance). Here, preconditioning results from the existence of
limit cycles of the system (50), which is illustrated by Fig. 8.
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Fig. 5. When the stretch (left) or the stress (right) is kept constant, the trajectory ðb1ðtÞ; b2ðtÞÞ trends toward an attractive ﬁxed point. With the chosen loading constants
(k ¼ 1:2 in the left panel,P=G ¼ 0:2219 in the right), the ﬁxed point is the same for both ﬁgures but the path followed depends on which quantity is kept constant (stretch or
strain) since it inﬂuences the shape of Eq. (50) (it inﬂuences both their dependencies on bi and t).
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Fig. 6. During the relaxation test (left), a constant strain of 20% is imposed on the material sample such that the stretch, k, has a constant value of 1.2. Immediately after the
strain is applied, the normalized stress reaches a maximum value (1.3314 for the chosen material constants). Then, it decreases (it ‘relaxes’) and trends toward a limit value
(0.2219 for the chosen material constants). During the creep test (right), a constant tensile stress is applied to the material sample. Here, the value of constant stress is chosen
from the previous experiment ðP0 ¼ 0:2219Þ such that the stationary states of both the relaxation and creep simulations are the same. The delay in the stress in the relaxation
test, with respect to the strain in the creep test, reaches its equilibrium value depending on the time constant s. As s decreases, the stationary solution is achieved more
quickly. The dependence on s is lost as the time scale changes from t to t0 ¼ t=s, so the plots can be obtained with any value of s with d ¼ 0:5 and k ¼ 10.
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simulated to study the mechanical behavior of the sample at short
(immediate behavior) and long time (relaxed behavior) as dis-
cussed in Section 4.2.4.2. Traction tests at constant strain rate
A series of traction tests are simulated by imposing a stretch,
kðtÞ, on the material sample at various constant strain rates, i.e.,
at various values of the ratio s/T, where s is the material time con-
stant (32), and T is a loading time parameter. Here, T is chosen as
the period needed to reach the value k ¼ 2. Fig. 10 shows that all
curves P0ðkÞ are contained in a bounded cone of solutions. More-
over, the curves are tangent to the upper bound at small strains,
whereas they trend toward the lower bound when the strain in-
creases. The upper and lower bounds are elastic laws; they do
not depend on any time parameter. Their expressions,
P0immðkÞ and P01ðkÞ, can be derived from Eq. (51) in which the
internal variables, bi, are not a solution of (50) any more but take
speciﬁc values as discussed below.The immediate elastic law is given by the behavior of the mate-
rial whose matrix would not deform. Instead of solving (50), we
force the internal variables to maintain their initial values (39)
while the expression of Pimm is derived from (51), i.e.,
bimm1 ¼ bimm2 ¼ bð0Þ; ðaÞ
Pimm ¼ Gkd ðk 1Þ  k3=2 k1=2  1
  
: ðbÞ ð52Þ
This behavior is tangent to our material behavior at short times be-
cause the cells are purely elastic, whereas a viscous ﬂuid ﬁlls the
space between cells. Consequently, the immediate deformation of
the sample is fully supported by the cells. Indeed, the deformation
of the matrix, here expressed in terms of changes in the extracellu-
lar distances, bi, is delayed by the viscosity of the ﬂuid, g, which is
proportional to the time constant s as shown in (32). The larger s,
the longer the material behavior remains tangent to the immediate
elastic behavior.
After an inﬁnitesimally small delay, the ﬂuid starts to ﬂow, and
the deformation is redistributed to allow changes in the extracellu-
lar distances, bi. The redistribution progresses in compliance with
the deformation loading.
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Fig. 8. Limit cycle in the phase space of (50) when the stretch evolutes as drawn in Fig. 7, with d ¼ 0:5; k ¼ 10 and s ¼ 10 s.
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Fig. 9. Hysteresis corresponding to the loading/unloading process’s applied strain oscillating between the values 0% and 20% (left) or a normalized stress oscillating between
the values 0 and 0.3 (right) as described in Fig. 7, with d ¼ 0:5; k ¼ 10 and s ¼ 10 s. In the ﬁrst case, the permanent loop is already reached at the second cycle; whereas it is
reached at the third cycle in the latter case.
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Fig. 7. To simulate loading/unloading process, a strain oscillating between the values 0% and 20% (left) or a normalized stress oscillating between the values 0 and 0.3 (right)
in a run of 60 s and approximated as polynomials of the third degree is applied to the material sample. In the right panel, we plot the stretch evolution when the sample is
loaded in terms of oscillating stress.
1884 F. Moravec, M. Holecˇek / International Journal of Solids and Structures 47 (2010) 1876–1887– If the material sample’s strain is constant over time (i.e., if we
simulate relaxation test as illustrated in Fig. 6 left), the changes
in extracellular distances can only occur at the expense of the
cells’ dimensions as shown by (49) when k is constant (see
Fig. 11). The deformation redistribution from cells to the extra-
cellular space progresses until a balance is found. Then, the con-
ﬁguration becomes stationary.
– If the material sample’s strain increases over time (traction
test), the micro-strain redistribution is more complex and will
be discussed later. Nevertheless, in all cases, the progression
of the micro-strain redistribution is governed by the fact that
the extracellular space makes up for lost time, and the tendencytoward a balanced conﬁguration prevails after enough time. In
such a balanced conﬁguration, the extracellular distances, bi,
take on the values b1i ðkÞ which minimize the energy, U, at the
given macro-deformation k, i.e., b1 is the solution ofoUðk;bÞ
obi
				
k
¼ 0; i ¼ 1;2;3: ð53ÞThe relaxed elastic law is given by the behavior of the material
whose microstructure would be in such balanced state. Internal
variables, bi, are replaced by the solutions b
1
i from (53) while the
expression of P1 is derived from (51), i.e.,
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Fig. 11. Evolution of the sample’s, cell’s and matrix’ stretches along the tensile (left) and the normal direction (right) during the relaxation test with
k ¼ 1:2; d ¼ 0:5 and k ¼ 10. The immediate deformation of the matrix is zero (i.e., bi t ¼ 0þ
  ¼ bð0Þ), and the immediate sample deformation is fully supported by the cells.
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Fig. 12. Evolution of the stretches of the sample, cell and matrix along the tensile (left) and the normal direction (right) during the traction test at a constant strain rate with
s=T ¼ 5; d ¼ 0:5 and k ¼ 10. Initially, the tangent of the matrix stretches is horizontal: i.e., the matrix does not deform immediately. During the middle time (period B), it
makes up for lost time as shown by the steep slope of the tangent of b1=b
ð0Þ. During this period, the deformation of the matrix even occurs at the expense of the deformation of
the cell. Finally, over a long time (period C), the cell and matrix both deform in a similar (balanced) way.
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Fig. 10. Stress–stretch relationship during the traction test for various values of the ratio s/T. As s/T increases, the curveP0 ðkÞ remains tangent to the upper boundP0immðkÞ for
a longer period of time. As s/T decreases, the curve becomes tangent to the lower bound P01ðkÞ more rapidly. At the limits, P0ðkÞ ’ P0immðkÞ when s/T goes to inﬁnity, while
P0ðkÞ ’ P01ðkÞ when s/T moves toward zero, with d ¼ 0:5 and k ¼ 10.
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 
;
b12 ¼ bð0Þ 1þ kðdþ1Þkdþ1 k1=2  1
  
;
ðaÞ
P1 ¼ Gkd ðk1Þk
3=2 k1=21ð Þð Þ
1þkd : ðbÞ
ð54Þ
We observe that the right-hand term of the dynamic system (50)
vanishes at the solution b11 ;b
1
2
 
of (53) and, if the stretch is kept
constant (relaxation test), b11 ; b
1
2
 
coincides with the stationary
solution (i.e., ﬁxed point) of (50). Additionally, Eq. (53) is a restric-
tion of (37) in the case where there is no viscous force and no dis-
sipation, i.e., gi ¼ 0 and Dint ¼ 0. Thus, the relaxed elastic behavior
corresponds to the elastic behavior the medium would have if no
viscous ﬂuid were ﬁlling the extracellular space.
Fig. 10 shows that the move from one tangent to the other is so
sharp that a local stress maximum can appear. This is an echo of
the ﬁght between the two trends that inﬂuence the micro-strain
redistribution during the traction test. First, the traction effect
would make the cell deformation larger to mimic the whole sam-
ple deformation. Second, the existence of a balanced conﬁguration
would make the cell deformation smaller to allow greater changes
in matrix which makes up for lost time. Consequently, although
both changes in cell dimensions and extracellular distances could
theoretically increase over time because the whole sample’s strain
increases over time, we observe that in some cases, the changes in
the cell dimensions decrease (in comparison with the immediate
deformation). This strongly depends on the material constants
and the loading parameters. The current value of the sample’s
strain is especially signiﬁcant. For instance, the former situation
is encountered at small (but ﬁnite) strains, whereas the latter situ-
ation is encountered at larger strains as shown in Fig. 12. Like the
changes in the micro-strain redistribution, a local maximum is
then observed in the evolution of macro-stress PðkÞ.
Finally, we may conclude by stating that, as P is bounded by
Pimm and P1, the inﬂuence of the matrix ﬂow (and namely of its
viscosity g (or s)) on the material behavior is bounded. Moreover,
the size of the space between bounds depends on the microstruc-
ture. It can be quite large so the effect of the matrix ﬂow is not neg-
ligible (e.g., the example plotted in Fig. 10); however, it can be very
narrow as well. Indeed, we note the relationship
Pimm ¼ ð1þ kdÞP1: ð55Þ
The distance between the two elastic laws P1ðkÞ and PimmðkÞ has
the microstructural parameters k and d. Notably, if kd 1, these
two laws coincide. This could be also noticed from (54a). Because
bð0Þðdþ 1Þ ¼ dlð0Þ, then b1i  bð0Þ (i.e., the relaxed conﬁguration coin-
cides with the immediate one) when kd 1. This means that the
material behaves elastically at any strain when kd 1. The larger
and the smoother the cells, the less sensible this effect is on the
ﬂuid viscosity.
5. Conclusions
A microstructure-dependent model that highlights dissipation
due to the ﬂow of the extracellular matrix around the cells has been
developed. This model works with four material constants: G (Pa), s
(s), d (–) and k (–). The ﬁrst works as a scaling (normalizing) param-
eter; the second is related to the viscosity of the extracellular ﬂuid;
and the last two give information about the microstructure (geom-
etry and stiffness). The inﬂuence of the microstructural parameters
on the macro-behavior is shown, for example, Eq. (55): for various
microstructures, the difference between the immediate macro-
behavior (i.e., the tangent behavior at t ¼ 0) and the macro-behav-
ior at inﬁnite time may or may not be important.
This model is macroscopically viscoelastic, and we opted for a
differential form that works with internal variables to expressthe constitutive equations. For simplicity, the elastic components
of the materials have been linearized; we use the simplest linear
spring model for the elastic reinforcement of cells and linkages,
so that the Helmholtz free-energy is simply a quadratic function
of the internal variables. However, except for extreme cases (i.e.,
the cases of perfect ﬂuid or a non-deformable matrix, which lead,
respectively, to linear elastic behaviors (54b) and (52b)) the inter-
nal variables are not linear functions of the strain or the strain rate.
Indeed, the viscous components, represented by the viscous forces
gi (30), are highly nonlinear. Thus, the viscoelastic material behav-
ior is highly nonlinear as well. An expression of the model nonlin-
earity is, for example, the yielding behavior observed in Fig. 10 (a
local maximum of stress is observed during the traction test at a
constant strain rate). This nontrivial behavior also results from
the couplings between internal variables (it is worth emphasizing
that, unlike in (5b) and (15), the evolution equations (38) and (50)
for i = 1–3 are coupled).
Currently, the differential form of the viscoelastic behavior is
preferred to the integral form because it is easier to implement
in computational codes. Nevertheless, ‘classical’ differential mod-
els are phenomenological: the internal variables are suitable stres-
ses or strains developed from a mathematical basement (e.g., the
stress or strain decomposition S ¼P Sa and F ¼ FeFv ). We try to
bring more physical support to constitutive equations by deﬁning
the internal variables as speciﬁc microstructural parameters (we
recall that our task is to build a microstructure-dependent model).
Of course, this step is only possible by assuming a dramatic simpli-
ﬁcation of the material microstructure (which for a majority of real
materials is extremely complicated, highly irregular and governed
by complicated dynamic system laws with many degrees of free-
dom) to a set of a ﬁnite (and small) number of parameters. Though
the proposed model is inspired by the structure of biological tis-
sues, the goal is not to model their mechanical behavior realisti-
cally. Nevertheless, it can be used to model the effect of ﬂuid
ﬂows in biological tissues, as well as to provide a strategy for
developing two-scales continuum models of dissipative materials.Acknowledgements
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