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I. INTRODUCTION AND REVIEW OF LITERATURE 
The main object of this analysis is to determine pro­
curement quantities and reorder points for a sample of farm 
equipment repair parts at minimum cost given some specified 
service to warehouses, dealers, and farmers. The method 
developed for the sample will be applied on a large scale so 
as to determine procurement quantities and reorder points for 
all repair parts at one of many plants of a large company. 
The factory involved manufactures repair parts for its own 
products and is the only factory producing these specific re­
pair parts. 
The data available to estimate demand is limited to 
annual factory sales records (in numbers of repair parts) for 
the previous 10 years or less and therefore this analysis is 
particularly concerned with developing a method that can be 
applied when demand information is limited and does not appear 
to follow a known distribution function. Since shortage 
penalties, or costs to the company in terms of good will, are 
difficult to estimate. these costs will be allowed to vary 
over several arbitrary values for each repair part. A prob­
ability stock-out policy, i.e., the probability that the 
factory warehouse will have zero stock of the repair part, 
will be associated with each shortage cost. The costs to be 
included in the analysis in addition to shortage costs are 
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storage costs, set-up costs, reorder costs, unit costs, and 
costs of money. 
As Dvoretzky, Kiefer, and Wolfowitz state in an early 
article, "The ,inventory problem Is the general problem of what 
quantities of goods to stock in anticipation of future demand. 
Loss is caused by inability to supply demand (e.g. , a store 
loses sales, soldiers in battle run out of ammunition) or by 
stocking goods for which there is no demand" (21, p. 187). 
They then state, "It is already clear, however, that an opti­
mum policy must strike a balance between overstocking and 
understocking." 
The limitations and significance of inventory management 
are made clear by Magee, "The power of improved inventory 
management is limited ... by the basic nature of the con­
flict among the objectives of a business. Better sales 
through improved service to customers, lower costs through 
smoother production operations, and lower investment needs 
through reduced inventories are all legitimate business aims, 
but they are in fundamental conflict. The best an inventory-
control system can do is make the conflict evident in order 
to force a business decision which balances objectives, and 
then assure that the balance arrived at will be faithfully 
observed in day-to-day operations. (But making decisions 
more intelligently and making action respond to them does 
not mean that the decisions are necessarily easier, that the 
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"basic conflicts are eliminated, or that the essential risk of 
the business is reduced.)" (35, p. 15). 
In aggregation, inventories can affect business fluctua­
tions such as the depression in the early 1920's. Much has 
been written on the subject of inventories and their aggre­
gate effects; but since this analysis is confined to the firm, 
no further mention will be made of the aggregate effect. 
At the plant studied here, repair parts inventory, which 
is only a portion of the total inventory, amounted to about 
6,900,000 dollars in 1959. The interest alone on this value, 
figured at 10 percent for just one year, amounts to 69,000 
dollars. When warehousing costs and obsolescence risks are 
added to this figure, it is obvious why there is a strong 
tendency by management to reduce inventories. Yet, at the 
same time, there is the conflicting desire of production 
flexibility and maintained capacity along with increased 
sales and service to customers. A demand-cost analysis is 
necessary to quantify a proper balance of these conflicting 
objectives and is the subject of this dissertation. 
Before proceeding into the analysis itself, a brief his­
tory of operations research and a review of literature of in­
ventory policy will be presented. Operations research will 
be defined in the following way: "Operations research is a 
scientific method of providing executives with a quantitative 
basis for decisions regarding the operations under their 
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control" (4, p. 9). Operations research principles were used 
as far back as the time of Julius Caesar and Plato although 
no significant developments occurred until the twentieth cen­
tury since very little quantitative information was available. 
The development of economic-lot-size equations in 1915, a 
study of Naval operations during World War I, and statistical 
quality control and statistical studies in retailing initiated 
operations research into the twentieth century. The British 
in World War II applied operations research ("operational re­
search" ) to the war effort. When the United States entered 
the war in December, 19^ 1, OR teams were formed and operations 
research was applied to many segments of the over-all opera­
tion. It has been since World War II that operations research 
has taken hold in business. The development was slow at 
first due to suspicions of businessmen about a new scientific 
technique they did not understand. However, societies, 
university programs, and consulting firms have inspired a 
widespread use of operations research, and today it is a 
permanent part of many large companies and is steadily growing. 
Since inventory policy is of such great importance, it 
is not surprising that operations research has concentrated 
in this area. As early as 1915, F. W. Harris developed 
economic-lot-size equations that minimized the sum of inventory 
carrying and set-up costs under very restricted conditions 
including known constant demand. Although much was added by 
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1950 to the literature on inventory policies, most of the 
present techniques have been developed since 1950. Therefore, 
the review of literature will describe the fundamental pub­
lished contributions to inventory-production policies since 
1950. A history of developments before 1950 is presented by 
Whitin (57). 
The procurement-manufacturing-warehousing-selling se­
quence requires decisions at several stages. These decisions 
can be classified as ordering, production rate, and schedul­
ing decisions (50). Ordering and production rate decisions 
both are concerned with balancing the costs of holding inven­
tories against the advantages to be obtained by holding in­
ventories. These advantages are lot size (saving of fixed 
costs incurred for each lot purchased, manufactured, or 
shipped), uncertainty (protection against runout when demand 
cannot be predicted exactly), smoothing (avoidance of factory 
over-time, investment in excess capacity, and rapid fluctua­
tions in production), and price (price speculation on inven­
tories). Although this dissertation is primarily concerned 
with lot-size and uncertainty advantages and their relation 
to ordering decisions, the literature has included combina­
tions of all or parts of each of the three above-mentioned 
decisions. Therefore, the fundamental contributions to be 
reviewed must include a mixture of these decisions even 
though the present analysis is confined to ordering decisions. 
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The fact that the literature is so varied is explained in a 
statement by Pinkham, "There are nearly as many methods of 
production and inventory control as there are production-and-
inventory-control problems" (44, p. 185). 
In 1951, an article was published by Arrow, Harris, and 
Marschak considering the determination of the best maximum 
stock and the best reordering point (5). Known demand, known 
demand distributions, costs of ordering, and costs of de­
pletion were all included in this study for both the static 
and dynamic cases. The dynamic case is the consideration of 
the probability distribution of sales and the decision rules 
for not only one period, as in the static case, but for 
succeeding periods. Arrow, Harris, and Marschak Inaugurated 
the use of functional equations to describe the process. 
In 1952, two articles by Dvoretzky, Kiefer, and Wolfo-
witz were published (20, 21). They approached the problem 
for known demand distributions and unknown demand distribu­
tions. The latter being known to the extent that they be­
longed to a set of distribution functions. The general 
solution of the inventory problem using the strategy approach 
and a steady-state approach was developed. Although the 
existence and uniqueness of the solutions of the nonlinear 
functional equations were demonstrated, no practicable com­
putational procedures were presented for the many-commodity 
and cascading-sequence cases. In 1953 an article was 
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published by Dvoretzky, Kiefer, and Wolfowitz (22) in which 
they studied when the S-s policy is optimal. (S-s is a policy 
for reordering quantity S-x whenever the stock on hand x falls 
below a value s_. ) 
Whitin wrote one of the early books on inventory manage­
ment which was published in 1953 (57). He gives preliminary 
mathematical attacks upon particular aspects of the general 
problem. Whitin considered the interaction between lot size 
and buffer stock. He also included a discussion on quantity 
discount on purchased quantities. The basic relation used by 
Whitin was originally discovered by Wilson and others over 
20 years earlier. 
Work in the theory of dynamic programming by Bellman was 
published in 1953 (13). He has concentrated his efforts in 
this area since then including a recent book on dynamic pro­
gramming (12). Bellman has made it theoretically and com­
putationally feasible to approach the inventory problem by 
calculus of variations. 
Modigliani and Hohn (37) in an article published in 1955 
considered the problem of planning production rates and.in­
ventory levels for a single product over time so as to mini­
mize the over-all sum of inventory costs plus the production 
costs incurred within each period. It is an economic balance 
problem between the costs of carrying inventory forward from 
slack periods versus the costs of high levels of production 
during peaks of demand. Many authors have expanded on the 
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Modiglian-Hohn problem. 
The review of literature could continue indefinitely but 
most of the research has been development or alterations of 
the above mentioned work. For example, quadratic criterion 
functions, variable delivery times, variable reordering costs, 
seasonal demand, space limitations, and servomechanism theory 
are just a few of the many developments. One of these, 
servomechanism theory, has been developed utilizing methods 
related to the methods included in the present investigation. 
Weiner developed an autocorrelation scheme as a method 
of sales forecasting and incorporated it into a servomechanism 
approach to production control (55). The servomechanism 
method utilizes a feedback to adjust production or purchases 
to sales. Simon (29, 49), Holt (29, Vassian (53), and 
Pinkham (44) have all contributed to the development of the 
servomechanism approach. Also, in an analysis related to 
servomechanism theory, Morse (41) considers the techniques 
of the theory of Markov processes for operating decisions 
based on inventory counts made at the ends of finite periods 
of time. In a later article, Galliher, Morse, and Simond 
consider classes of inventory systems Involving random, cap­
tive demand and assume a continuous review of inventory and 
replenishment of stock in lots of a specified size (42). 
Autocorrelation is the forecasting mechanism for demand into 
the present approach. It will be incorporated in a model by 
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Beckmann and Muth to determine optimal reorder points and pro­
curement quantities under the assumption of continuous review 
of stock in inventory (11). 
For a complete bibliography of inventory literature see 
(7, 8, 14, 17, 45, and 46). 
In the next chapter the operation and organization of 
the plant and company will be studied. Chapter 3 explains in 
detail how all parameters included in the analysis are esti­
mated. Chapter 4 describes the mathematical model, the method 
of solution, and the interpretation of the results of the 
empirical application. Chapter 5 explains the procedure for 
expanding the complete method to a large-scale operation in­
cluding short-cut methods for approximating the parameters. 
The final chapter gives an evaluation of the optimal policies, 
a comparison of the optimal policies to the present policies, 
the conclusion reached, and a summary. 
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II. GENERAL DESCRIPTION OF THE OPERATION 
The purpose of this chapter is to describe briefly the 
organization of the company and the operation of the plant 
under study with particular emphasis on the repair part opera­
tion. 
The farm equipment company cooperating on this project 
had a net sales to dealers from many different pieces of farm 
equipment and associated repair parts of 5^ -2,000,000 dollars 
in a recent year. In the industry about 15 percent of total 
net sales is from repair part sales. This company is not too 
different from the industry in this respect. The company 
employs about 30,000 persons. Production is centered in 19 
factories throughout the world, 14 of which are in the United 
States. 
Distribution of products includes such storage facilities 
as factory warehouses, branch warehouses, sub-branch ware­
houses , and dealers. There are 19 districts throughout the 
United States and Canada with one branch warehouse in each 
district responsible for whole goods and repair parts service. 
Within the 19 districts are located 58 sub-branch warehouses. 
Almost 5,000 dealers handle the whole goods and repair parts 
for direct sale to customers. The dealers order goods from 
the branch and sub-branch warehouses. Sub-branch orders go 
through the branches and then to the factory. Branch orders 
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go direct to the factory. The company owns all the factories, 
branch warehouses, and sub-branch warehouses, but the dealers 
are independent of the company. 
Sales in terms of shipments from this particular factory 
amounted to 60,000,000 dollars in 1959 including different 
types of corn harvesting, cotton harvesting, and tillage 
equipment. The plant manufactured and warehoused approxi­
mately 25,400 items (sales of 7,100,000 dollars) for the fiscal 
year ending October 31, 1959. Only 15,000 repair parts had 
activity, i.e., parts were shipped from the factory warehouse 
to a branch warehouse or dealer store in 1959. Forty percent 
of the total parts stored had no demand at the factory level 
that year. As was mentioned earlier, the value of the repair 
parts inventory was 6,900,000 dollars in 1959. 
The plant assembles and ships certain types of farm 
equipment as complete machines. Other types of implements 
are not assembled but shipped in several bundles and assembled 
at the destination. Thus a part may be manufactured in the 
shop (production area) for one of two purposes : (1) for 
assembly at the factory or at the destination and (2) to be 
stored as a repair item. This inventory analysis is confined 
to repair items. 
A typical part will be traced through the complete opera­
tion from the time it is initially designed. First of all, 
the production engineering department must develop a farm 
implement. The development, specification and alterations 
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of the implement and its parts are a function of the produc­
tion engineering department. The mechanical engineering de­
partment must then determine the tooling and machinery 
necessary to produce each part when the decision is made to 
start production. The types of equipment used in assembly 
are also determined by the mechanical engineering department 
providing the complete farm implement is assembled at the 
factory. The sales department must estimate the demand for 
both the complete machine and its repair parts so as to deter­
mine an initial production quantity. This estimate is used 
by the purchasing department as a basis for purchasing the 
necessary steel and other materials for the manufacture of 
the implement. The production planning department must 
schedule each part for production in the shop. The foreman 
in the shop receives a schedule of items to be produced each 
month. If the part is for repairs, it is transported to the 
warehouse upon completion in the shop. If the part is to be 
used for assembly, it is transported directly to the assembly 
area. 
The industrial engineering department is responsible for 
developing incentive wage rates on the basis of time and 
motion studies and standard data. The mechanical engineering 
department develops the most efficient method of factory lay­
out and production. Payroll, general accounting, machine 
accounting, and systems analysis are all responsibilities of 
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the works auditor. The plant engineer handles plant protec­
tion, grounds upkeep, utilities, etc. 
To better understand the complete operation of the repair 
parts system, the procedure of ordering, producing, and stor­
ing will be discussed. Repair parts are classified by the 
sales department into the following three groups: Class A 
parts are all repair items having an annual unit sales of 
1,000 pieces or more and/or 300 dollars or more dollar sales 
(at dealer price); Class B parts are all repair items which 
have annual unit and dollar sales of less than 1,000 pieces 
and 300 dollars respectively, with the exception that all 
items with unit sales of three or less during the last 2 year 
period are excluded from the category; and Class C items are 
items representing unit sales of zero to three pieces in the 
preceding 3 years. The 25,400 repair items are proportioned 
among the three groups as of 1958 in the following way: 
1,400 items in Class A, 17,000 items in Class B, and 7,000 
items in Class C. It might be interesting to note that 6 per­
cent of all repair items account for 75 percent of the annual 
unit and dollar sales, and 9% percent of all repair items 
account for the remaining 25 percent of the unit and dollar 
volume. This has been the basis generally for establishing 
the three classes of repair parts. 
Class A repair parts production requirements are esti­
mated on an annual basis using the following method: On 
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May 1 each year orders are due for the first quarter (Novem­
ber 1 to February 1). Changes can be made in these orders 
until September 1. On August 1, orders for Class A repair 
items are due for the second quarter (February 1 to May 1). 
Changes in these orders can be made until December 1. This 
system continues throughout the year. For example, consider 
the fiscal year 1960-61: 
Original Changes 
Quarter order due made until 
1st Quarter 1960-61 May 13 i960 September 1, i960 
2nd Quarter 1960-61 August 1, i960 December 1, i960 
3rd Quarter 1960-61 November 1, i960 March 1, l§6l 
4th Quarter 1960-61 February 1, i960 June 1, 1961 
By a "change" is meant the revision of that order to in­
clude any unexpected increases or decreases in demand during 
the period beginning when the order is due and ending when 
no further changes can be made. A question might be raised 
here to the effect, "Is the cost of changing the order worth 
the saving in the revision of the demand estimate?" This 
question will be dealt with later. 
The quarterly estimates of Class A items are determined 
by experienced personnel in the sales department using their 
best judgment as to expected quarterly sales. 
Class B items are estimated using a formula explained 
by Marshall and Boggess (36) and developed by Whitin (57). 
The formula used is: 
C = a + d N a 
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where a is the usage during lead time, d is a value corres­
ponding to 10 percent stock-out based on the Poisson distri­
bution function, and C is the reorder point. (The assumption 
of a Poisson function is questionable as to validity as will 
be seen in Chapter III. Also, the effect of variable short­
age costs, storage costs, and set-up costs are not signifi­
cantly considered in the above formula. Large variations in 
these costs may occur for repair items.) The value a is 
estimated by averaging the previous three year sales. 
If Class B repair parts have anticipated dollar sales of 
between I-50 dollars, 5 year's supply is ordered. If the 
anticipated dollar sales is in the range 51-300 dollars, 3 
year's supply is ordered. If anticipated dollar sales is 
over 300 dollars, one year's supply is ordered. (Note that 
when an item's sales is over 300 dollars it is a Class A 
item; however, due to a one year lag in classifying repair 
parts, some items may fall into this category.) 
Class C repair parts are ordered on a "best judgment" 
basis including a number of intuitive factors as a basis for 
the judgment. 
Now that the method of classification and estimation of 
demand for repair parts has been explained, the succeeding 
steps of ordering will be described. Class B repair parts 
at or below the reorder point are determined and listed by 
the IBM department. The sales department compares this 
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listing with the orders already made for each repair part. 
Those items not already on order are placed on order. One 
copy of these handwritten orders is sent to the IBM depart­
ment. IBM punches cards and lists three copies of the orders 
sending one each to sales, production planning, and purchas­
ing. Orders for Glass A and Class C parts are sent directly 
to IBM where they are also listed in three copies for sales, 
production planning, and purchasing. 
The bill of material (list of quantity of material to 
produce each part) for Class A parts is the responsibility of 
the purchasing department. Production planning is responsible 
for the bill of material for Class B and C parts which is 
later released to purchasing. Purchasing then determines the 
material requirements that must be purchased. Production 
planning, in the meantime, integrates the bundle orders with 
repair orders for Classes A, B, and C and schedules a pro­
duction date for the shop. Changes may come through from the 
sales department before the part is produced thus necessitat­
ing rescheduling. 
As to timing, the purchasing department has 120 days lead 
time on Class A parts and 90 days lead time on Class B and C 
parts. Production planning schedules parts for one month and 
gives this schedule to the shop each month. Schedules are 
not released to the shop unless the material ordered by pur­
chasing has been received. When a repair part completes the 
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production process Including painting and inspection, it is 
shipped to the warehouse. The warehouse employees count and 
inspect the items and place them in pallets, bins, or other 
containers. Daily records of repair parts received are main­
tained at the warehouse and released to sales each day. Sales 
then updates the amount available for shipment. 
When an order is received by sales for a repair component 
from a branch or sub-branch warehouse, records of amount 
available for shipment are reduced and the order is forwarded 
to the factory warehouse. The warehouse employees locate the 
repair parts by means of a locator system, pick the items from 
the storage area, pack the items for shipping, and load them 
into the carrier. Upon shipment, the sales department updates 
records of stock on hand. The traffic department is respons­
ible for selecting and scheduling the transportation to be 
used. Periodically, inventory counts are made in order that 
discrepancies between amount actually on hand and the sales 
department records may be corrected. 
It should be noted that this study is confined to Class 
A and Class B repair items. 
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III. ESTIMATION OF PARAMETERS 
This chapter describes in detail the various methods used 
and assumptions made in estimating demand, shortage penalties, 
storage costs, unit costs, set-up and reorder costs, and the 
rate of interest. As was stated earlier, this analysis in­
volves an optimal reorder-point and procurement quantity in­
ventory policy primarily concerned with lot-size and 
uncertainty advantages as related to ordering decisions. 
Smoothing and price advantages are omitted as are certain 
production-rate and scheduling decisions. In addition to a 
description of the parameters included in the inventory model, 
this chapter includes a description of some omitted variables 
that might affect the complete production-inventory operation. 
A. Demand 
Demand variability is one of the most important and dif­
ficult elements to consider in formulating preferred supply 
policies. Demand in this particular problem constitutes a 
request on the factory warehouse of a certain repair item by 
a branch or sub-branch warehouse. This request is rarely 
satisfied by other branch or sub-branch warehouses ; that is, 
requests go from dealer to branch or sub-branch to factory 
or dealer to factory but not laterally (except possibly at 
the dealer level). 
<3 
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Data available to estimate these requests are annual 
factory sales for up to the previous 11 years. Factory sales 
do not necessarily represent demand in that many requests 
may be made of the factory when the factory stocks may in fact 
be zero at the time of the request. However, since the sales 
are given on a yearly basis, there is a good chance that the 
factory warehouse will fill the order the same year and thus 
the request will be included in the annual sales figure. 
Requests by branch and sub-branch warehouses and even 
dealers do not necessarily represent the demand by the farm­
ers since stocking and reordering policies by the dealers, 
branch warehouses, and sub-branch warehouses determine when 
requests are made. Three years of annual sales data were 
available giving shipments from branch and sub-branch ware­
houses to dealers. The method of least squares has been used 
to predict annual factory warehouse sales. A linear rela­
tionship is assumed in a one-variable scheme. Several differ­
ent variables were tried which are branch and sub-branch 
annual sales the same year, a lag of one-year branch and 
sub-branch sales, and a two-year lag of branch and sub-branch 
sales. The following results were obtained for 25 repair 
parts with annual sales greater than 1,000 : 
Yx = annual factory sales in 1959 
Y2 = annual factory sales in 1958 
Y3 = annual factory sales in 1957 
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Xx = annual branch and sub-branch sales in 1959 
X2 = annual branch and sub-branch sales in 1958 
X3 = annual branch and sub-branch sales in 1957 
Yx = 69.806 + .956 Xi (1) 
( 2 )  
(3) 
(4) 
(5) 
( 6 )  
Y2 = -1567.816 + 1.504 X2 
Y3 = -1732.895 + 1.649 X3 
Yi = -1647.95 + 1.589 X2 
Y2 = -584.991 + 1.371 X3 
Yx = -581.602 + 1.444 X3 
The t test was performed on the coefficients under the 
null hypothesis HQ: (2> = 1. All the coefficients were signi­
ficantly different from one at the 95 percent level. The 
correlation coefficients are : 
Thus it appears that branch sales are a good predictor of 
factory sales but factory sales are greater than branch sales 
for all instances except the first one. Factory sales may 
be greater than branch sales possibly because branches 
happen to be ordering buffer stock during this period. 
Equation r 
1 
2 
3 
4 
I 
.998 
.996 
.992 
.995 
.993 
.990 
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The following results were obtained for 22 repair parts 
with annual sales less than 1,000: 
Y a. = 34.345 + -654 Xx (7) 
Yz = 34.941 + .856X2 (8) 
Y3 = 18.419 + 1.027 x3 (9) 
Y2. = 49.430 + .629 X2 (10) 
Y2 = 50.039 + .752 X3 (11) 
y3. = 61.326 + .550 X3 (12) 
Again testing HQ :(3 = 1, the coefficient of Equation 9 is 
not significantly different from one at the 95 percent level. 
Equations 7# 8, 10, 11, and 12 did have coefficients signifi­
cantly different from one at the 95 percent level. Correla­
tion coefficients are : 
Equation r 
7 .897 
8 .941 
9 .963 
10 .831 
11 .935 
12 .822 
It appears that branch sales are greater than factory 
sales although the r's aire high. The correlation coefficients 
are not as high as in the previous case probably because sales 
of the more inactive items are more erratic. It is possible 
that there is autocorrelation in the residuals which might 
cause a downward bias in the estimates of the coefficients. 
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Or it is possible that in the few years studied branches were 
decreasing their inventory levels. 
Reorder points at the factory are presently being deter­
mined using the Poisson distribution function (24). It is 
assumed that annual factory warehouse demand is described by 
a Poisson process. This means that the probability of more 
than one unit being demanded at a time is zero. Also, for a 
small period the probability of a demand for one unit is 
proportional to the length of time with a proportionality 
factor independent of time. The assumption of a Poisson 
function appears to be unrealistic which may be due to the 
reasoning that follows. 
A particular repair part may be used on one type of farm 
machine or it may be used on 10 types of farm machines. 
A particular repair item may be used in one place on a machine 
or it may be used in several places on a machine. Sales of 
machines vary from year-to-year and may contain trends or 
cycles. Components can be altered over time in order to make 
themmore durable. As mentioned above, factory sales depend 
also on stocking and reordering policies of branches, sub-
branches, and dealers. Upon aggregating all of these influ­
ences, it would seem that no one distribution could represent 
factory warehouse demand for all repair items. This conclu­
sion appears to hold in actuality. Repair part sales con­
tains trends and cycles and it would seem that demands are 
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not independent of each other from one year to the next. (See 
Figures 1 and 2 for sales of a few typical items.) 
Various other methods of estimating demand were studied. 
Attempts were made to locate data on the expected life of 
farm equipment repair parts so as to compare such data with 
annual factory sales. No such data were found. Suggestions 
were made by staff members of the economics and statistics 
departments at Iowa State University to the effect that least 
squares methods might be applicable for demand prediction of 
repair items.1 Variables such as machines on farms, age dis­
tribution of machines on farms, time, and one- and two-year 
lags on repair sales were considered for demand estimation. 
Such regressive schemes appeared very unsatisfactory possibly 
due to the inaccuracy and nonavailability of the data for the 
above mentioned variables. Some schemes gave negative demand 
predictions. In one scheme it appeared that large numbers of 
machines on farms meant a low demand for repair parts. No 
scheme incorporating two or more variables appeared satis­
factory. 
Only one regressive scheme appeared at all satisfactory. 
That was the use of a one-year lag for annual factory sales 
of repair parts at the factory warehouse as a variable to 
predict the following year's sales for the factory warehouse. 
-"Tintner, G. and Hartley, H., Ames, Iowa. Data from 
statistical analysis. Private communication. 1959. 
Figure 1. Repair part sales 
25 
5000 
CO 
L±j 
-J 
4000 
u_ 
< 3000 
- Part *10 
- Part *29 
•• Part *38 
2000 
1949 1951 1953 1955 1957 1959 
YEAR 
Figure 2. Repair part sales 
27 
3000 
Part * I 
Part # 37 
Part ^ 19 
— Part ^ 11 
2500 (Z) 
LJJ 
I 
< 
CO 
£ 2000 
o 
i— 
u 
< 
1500 
< 
3 
Z 
1000 -
500 
1949 1951 1953 1955 
YEAR 
1957 1959 
28 
This autoregre s s ive scheme or first order stochastic differ­
ence method has been used to predict annual demand at the 
factory level. 
Consider the model 
xt + 1 = b + &%t + "^  t + i 
where a and b are constants, Xt is the general term of the 
series, and the + x are assumed nonautocorrelated with 
common variance G~2 and mean zero. 
Many questions have been raised pertaining to assumptions 
about the residuals and the effectiveness of the general 
scheme. It is often assumed that the disturbances are auto-
correlated and are given by a Markov process. Orcutt and 
Cochrane investigated the loss of efficiency in estimating 
the regression coefficients for a certain linear regression 
model and attributed this loss to the presence of auto-
correlated disturbances (18). Wold stated that many of the 
series in Orcutt and Cochrane's model were evolutionary and, 
therefore, the loss of efficiency is not necessarily attri­
buted to autocorrelated disturbances (58). Gurland pointed 
out that the loss of efficiency in estimating regression 
parameters may be attributed to the incorrect specification 
of the initial conditions in the series of disturbances 
constructed by Orcutt and Cochrane even if evolutionary series 
are permitted (27). Gurland also considers the asymptotic 
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behavior of the estimates for any fixed sample size. Wold 
only considered the asymptotic behavior of the estimates for 
large sample sizes. 
Gartaganis questions the appropriateness of correlogram 
analysis for series containing trends. He then states, "In 
addition, there seems to be no a priori reason for a popula­
tion not to be stationary as long as it contains series with 
both increasing and decreasing trends" (26). He warns that 
random components are much more influential than is commonly 
accepted. 
Hurwicz states that lagged values in small samples give 
rise to least squares bias (30). Koyck expands this considera­
tion to include large samples (33). Klein in a recent article 
considers the problem of allowing sufficient degrees of 
freedom in the statistical estimates of the parameters, the 
possibility of intercorrelation among variables if there is 
more than one variable, and the large amount of work involved 
in estimating the individual coefficients (32). Fuller and 
Martin in work unpublished to date discuss a simpler method 
of computing coefficients.1 
This discussion has been included to show some of the 
many questions that have been raised concerning autocorrela­
tion and serial correlation. The assumptions of independent 
F^uller, W. and Martin, J., Ames, Iowa. Data from 
statistical analysis. Private communication, i960. 
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errors with mean zero and common variance <y2, unbiased esti­
mates of the a's using least squares, and the appropriateness 
of the small sample case all may be partially invalid. Even 
if the assumptions do not hold precisely, it does not neces­
sarily prove that there is any significant effect on the 
optimal reorder points and procurement quantities. Simon and 
Holt state, "The criterion is not whether the forecast error 
is small, but whether the forecast, combined with the decision 
rule, results in low production and inventory costs. It may 
turn out that refinement of the forecast beyond a certain 
point is not terribly important" (50). 
A sample of 45 repair parts was selected. The sales of 
these parts at the factory warehouse appears in Table 1. The 
autoregressive equations used to predict demand appear in 
Table 2 along with their empirical correlation coefficients. 
Quenouille has developed a large sample goodness of fit test 
for autoregressive schemes such as the one used here. The 
following discussion of the test is taken from Tintner (52, 
pp. 285-286). 
The discussion of Quenouille1s test is limited to first 
order linear stochastic difference equations of the following 
type : 
xt + 1 = b + a%t + t + 1 
Assume that such an autoregressive scheme has been fitted 
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using the first autocorrelation coefficient r%. The follow­
ing test functions can be shown to be independent of the first 
autocorrelation coefficient in the population and also can be 
shown to be independent of each other: 
Rs = rg - 2r1rg-1 + r,1rs_2 (s = 2, 3> • • • ) 
These functions in the limit are normally and independ­
ently distributed with mean zero and variance : 
2 \ 2  
Vs = 
(1 - rg) 
N - s 
The following variables are in the limit distributed 
like DC2 with 1 degree of freedom. 
JÎ 
vs 
(S = 2, 3, ...) 
The quantity 
k+! j j B 
is in the limit distributed like DC2 with k degrees of 
freedom. 
The above test was made on each of the 45 autoregressive 
schemes. Of these 45, seven tests gave significance at the 
5 percent level. Of these seven, one was significant at the 
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1 percent level. The results of the test are given in Table 3. 
It appears that the first order autoregressive scheme 
works. That is, predicting demand for repair items using a 
lag of one year appears successful. It should be remembered, 
however, that Quenouille1 s test is a large sample test and 
its validity is questionable for such a short series. In 
addition, the test is not very efficient. Also, some rather 
strong assumptions have been made about the residuals. 
Less success was achieved in applying the "t" test (51, 
p. 45). Only nine of the 45 coefficients are significant at 
the 5 percent level and only 14 of the 45 are significant at 
the 10 percent level (see Table 5). It appears that the co­
efficients are not significantly different from zero. 
B. Storage Costs 
Storing and managing an inventory gives rise to a set of 
charges defined as storage costs. These costs arise from the 
physical problems of warehousing, materials handling, periodic 
maintenance (or material in stock, record keeping, etc.). 
Also included in storage costs are interest charges on money 
invested and obsolescence risks. 
Repair items are stored in sections of two warehouses. 
One building (say, Building 1) contains 94,636 square feet 
in repair items and the second (Building 2) contains 32,060 
square feet in repairs. Building 2 is somewhat removed from 
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Building 1, and transportation from the shop or from Building 
1 is quite costly. Therefore, Building 2 holds those parts 
that are very inactive (Class C). Repair items in Building 1 
occupy 26 percent of the floor area and items in Building 2 
occupy 62 percent of the floor area. There are instances 
when Class A and B repair parts are stored in Building 2 due 
to a lack of space in Building 1. This lack of space may be 
a result of increased storage of whole goods or possibly an 
increased storage of repair items. Since no systematic method 
is used in determining when and what parts go to Building 2, 
no effort has been made to separate the storage costs. (Class 
A and Class B components are not sufficiently affected to 
warrant a separation of costs.) 
The costs associated with holding repair items include : 
1. Costs of maintenance of machinery, 
material handling equipment, trucks, trailers, 
and perishable tools used in the warehouse. 
2. Maintenance costs for building and grounds 
and expenses of fire inspection, disinfectants, etc. 
3. Costs of heat, power, and light including 
maintenance of the systems and wages of engineers 
and firemen In the powerhouse. 
4. Labor costs of handling material, transport­
ing material, and inspecting and counting items 
received from the shop. Also overtime expenses, 
travel and night shift bonuses, and fringe benefits 
(pensions, accident compensation, etc.) are in­
cluded. 
5- Insurance and taxes on repair items in 
stock. 
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6. Superintendence, general clerical, and 
general office supply expenses. 
7. Watchmen and janitor wages. 
8. Annual and rotating inventory costs. 
9. Depreciation on buildings and equipment. 
10. Interest costs on money invested on items 
in stock. 
Obsolescence costs, which will be described later, are 
not included in storage costs. 
No effort was made to determine the increase in step-
function type costs such as insurance or taxes. No considera­
tion was made of the great jump in costs that will result when 
the two warehouses reach capacity and storage space must be 
rented or constructed. These latter costs cannot be adequately 
determined using the nonrandom sample that was selected. 
The 10 listed costs amounted to 303,070 dollars in 1959. 
Upon dividing this storage cost by the square feet used for 
bin storage and then for pallet storage, the per square foot 
cost of each storage area was obtained. Repair parts stored 
in the picking location (bin area) require aisle space amount­
ing to one-half of the total bin area. Repair parts stored 
in pallets or other containers require aisle space amounting 
to one-fourth of the total pallet area. The aisle space is 
not included in the divisors used above since aisles should 
be included as a per part cost of storage. 
Repair items may be stored only in the pallet area, 
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only in the bin area, or both in the pallet and bin area. If 
the part is stored in the bins only, the bin storage cost is 
used. If the part is stored in the pallet area only, the 
pallet storage cost is used. If both areas are used for 
storage of a part, the pallet area storage cost is used since 
any increase in amount stored would be placed in the pallet 
area. 
The method of estimating pèr part storage cost in the bin 
area is as follows : The cost per square foot of bin storage 
discussed above was multiplied times the number of square 
feet in the base of the bin (width times length). This figure 
was multiplied times the proportion of height that the bin 
occupies. The resulting value was divided by the average 
number of parts per bin for one year. The average number of 
parts per bin was computed by physically measuring the number 
of parts in a cubic foot, then determining the number of parts 
in the bin when it is at capacity, and finally dividing by 
two: 
Parts per cubic ft. x cubic ft. 
. . . . in bin Avg. parts per bin = 
2 
(cost/sq. ft.) x (sq. ft. in base) x 
(prop, of ht. the bin occupied by) 
Storage cost/part = 
Average number of parts per bin 
Pallet storage costs were estimated in the same manner 
with the exception that the costs were based not on the 
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average parts per pallet but the total parts per pallet. 
To each per item storage cost was added a 10 percent of 
unit cost interest charge. (See discussion on p. 40.) 
Obsolescence cost is considered to be zero. 
C. Set-up and Reorder Costs 
The cost of set-up is that cost attributed to adjusting 
production facilities to produce units ordered. This adjust­
ment includes such values as reinstating and repairing tool­
ing, plant rearrangement, and plant overhead and general 
administrative expenses attributable to set-up. 
The plant maintains a list of set-up charges incurred 
during the previous year for items produced that year. The 
high, low, and average set-up costs are given. In many cases 
there is a large difference between high and low set-up costs. 
Thus, the set-up charge may vary significantly from one set­
up to the next. In this analysis, the average set-up cost 
was used. A 35 percent charge for fringe benefits has been 
added which include such costs as pensions, accident compen­
sation, etc. Also added to the set-up cost is a 10 percent 
charge for plant overhead and general administrative expense. 
This figure was estimated by a "best guess approximation" 
and is probably conservative. 
The above mentioned list of set-up costs includes labor 
costs of changing tooling, fringe benefits, and plant overhead 
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and general administrative expenses. Cost of additional de­
sign and production engineering, cost of initial tooling (if 
old has been scrapped), and cost of acquisition of tools 
have not been included since they were not available. 
Reorder costs include these expenditures incurred at all 
requisition processing levels to process an order for a re­
pair item. The procedure for reordering has been described 
in Chapter II. The costs associated with this process will 
now be presented: 
Cost per order 
(dollars) 
1. Listing of Class B repair parts 
by IBM .004 
2. Comparison of this list to orders 
already made (by sales department 
employees) .004 
3. Writing orders not already placed 
(by sales department employees) .094 
4. Listing by IBM of orders placed .013 
5. Costs of assembly breakdown, schedul­
ing, computation of bill of material, 
and posting (by production planning 
employees ) .270 
Total .395 
The total cost of reordering comes to .395 dollars per 
order, however an overhead charge must be applied. This 
charge was estimated by applying a percentage to hours of 
labor utilized in reordering. The percentage includes costs 
of utilities, communications, depreciation of facilities 
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and office equipment, and supervision (using the sales de­
partment as a basis). This overhead was applied to labor for 
all departments although the overhead may vary somewhat from 
department to department. The resulting order cost comes to 
.795 dollars. 
By combining reorder and set-up costs, the fixed cost of 
ordering is determined. In the case of purchased parts, only 
the reorder cost will be applied. 
D. Unit Costs 
Unit production costs must be determined for each repair 
part in order to determine the most economic procurement 
quantity and reorder point. Unit costs in the company are 
presently estimated by applying an overhead rate to the number 
of hours of productive labor consumed in producing the com­
ponent . To labor and its overhead are added material costs 
(including overhead for storage and receiving), warehousing 
costs, and an experimental and engineering charges resulting 
in the total unit cost. 
Each repair item may go through one or more of 17 differ­
ent manufacturing processes. These processes are assembly, 
automatics, drilling, cold press, hot press, dry grind, heat 
treatment, impactor, lathe work, milling, painting, revacycle, 
sawing, gate shear, washing, arc weld, and spot weld. The 
overhead rate depends on the type of process since certain 
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processes have larger overhead costs than others. By multiply­
ing the process overhead rate by the labor cost of each pro­
cess , the overhead charge can be estimated for each item. 
Routing cards are available for each part which show the 
labor grade, hours of labor per part, and the type of process 
required for each part. The total productive labor charge is 
the sum of the products of the labor-grade wage rate and the 
number of hours employed of each grade in producing the part. 
As stated above, the overhead rate pertaining to each process 
is applied to the labor cost of that process to obtain the 
overhead charge. The overhead charges for each process 
employed for each part are combined with the total labor 
charge. To this figure is added the material costs, material 
overhead charge, and an experimental and engineering cost 
(determined by applying a fixed percent to the total costs 
above). The resulting value is the total unit cost. 
The various costs associated with production included to 
approximate the overhead rate are : 
1. Maintenance costs on general machinery, 
perishable tools, welding equipment, die's and jig's 
fixtures, material handling equipment, and furnaces. 
2. Costs of maintenance of buildings and 
grounds including fire inspection, etc. 
3. Costs of heat, power, and light and the 
associated expenses of maintenance of the systems 
and wages of engineers and firemen in the power­
house . 
4. Superintendence, general clerical, and 
office supply expenses (including salaries of 
foremen). 
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5. Costs of lubricants, heat treating supplies, 
and grinding wheels. 
6. Labor costs associated with handling 
materials, inspection, repairs on returned goods, 
and defective work and material. Also included 
are premiums and allowances, overtime penalties, 
travel expense, night shift bonuses, and employee 
benefits. 
7. Wages of watchmen and janitors. 
8. Insurance and taxes. 
9. Depreciation of building and equipment 
(other than above). 
10. Miscellaneous expenses. 
E. Effective Interest Rate 
The effective interest rate represents the time prefer­
ence for money in the mind of the decision-maker. The se­
lected rate should reflect the earning ability of funds in 
the time period preceding that for which the future costs 
apply. Costs to be incurred in the future should be dis­
counted to the present. 
The rate to be applied was determined in the following 
way: the average postwar cost of permanent capital for the 
company is 10 percent. This figure represents an average 
12.50 percent earnings/price ratio for common stock and 
interest rates at 2.75 percent to 4.8 percent on long-term 
debentures of the company. The combination of debt and 
equity funds is nearly impossible to separate in any specific 
project; therefore, it is generally necessary to use a 
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weighted average. Debenture funds can be obtained at about 
4.8 percent and seasonal bank funds at an effective rate of 
6.50 percent, but investments in Inventory involving usual 
business risk cannot be made only with such borrowed funds. 
Inventory investments must involve a substantial portion of 
equity capital. 
As was seen earlier, 10 percent was applied to unit cost 
and this charge included as an additional storage cost. The 
10 percent rate of interest is also used as the discount rate 
on reorder, set-up, storage, and unit costs. This rate is 
r = = . 90909 
1 + .10 
for one year. 
F. Shortage Penalties 
When supply exceeds demand, there is a storage cost. 
When demand exceeds supply, there is a shortage penalty, i.e., 
a shortage cost. The shortage penalty in this study is the 
loss of the customer's good will and his possible future un­
willingness to do business with the company. Such a shortage 
penalty is very difficult to measure precisely. In the model 
used here, the shortage penalty is related to the mean demand 
per year but is based on a per day shortage independent of 
the amount of shortage for one day. 
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One method of determining a value for shortage penalties 
would be to consider such questions as, "To what extent can 
the part be obtained elsewhere?" and "How effective would the 
machine be without the part?" By presenting a questionnaire 
of such inquiries to "specialists" along with multiple choice 
answers, parts might be ranked as to shortage penalties since 
shortage penalties vary from item to item. Management may 
be willing to allow more stock-outs on items that are easily 
obtainable at any hardware store as compared to parts only 
obtainable through the company. But the precise value of a 
shortage penalty is very difficult to estimate. In this 
study, the shortage cost is allowed to vary over four values 
for some items giving a solution for each value. Upon 
achieving a solution, a percent stock-out can be determined. 
When management suggests a desired stock-out policy, the 
corresponding reorder point and procurement quantity is 
available for each item in the sample computed. 
It is emphasized that the shortage is factory warehouse 
shortage and does not necessarily signify that the farmer is 
requesting a part that is not available. As was seen earlier, 
however, there is a relationship among shortages at the 
various levels of demand. It is entirely possible that the 
factory warehouse has no stock on hand of a particular 
item while the branch warehouses or dealers have the item on 
hand. Since shortage penalties are not precisely measurable 
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in terms of loss of good will anyway, the decision here is 
for management to determine a stock-out policy at the factory 
warehouse realizing that this policy is related to loss of 
good will but this relationship is not exactly known. 
Why are shortage penalties included if they are so un­
certain? If inventory models and policies were developed 
without such considerations, costs would be minimized at the 
expense of good will and therefore profits would decrease. 
G. Obsolescence Risk 
The probability that a repair part is rendered valueless 
depends upon the extent to which the part is used on equip­
ment of all types and the possibility that the item will be 
replaced by technological changes. Obsolescence risk is 
often included in storage costs ; but as was seen in this 
analysis, no value was given to obsolescence risk and there­
fore it is considered to have a zero cost. 
It might be possible to classify repair parts as to 
obsolescence risk and attach some value to this factor. 
Karr (31) used a questionnaire approach similar to that used 
in estimating shortage penalties to classify items and 
attach values to each classification. Chambers, Bond, and 
Leake (15) developed a method for evaluating obsolescence 
costs. They arrived at the expected obsolescence cost by 
multiplying the number of pieces in inventory at time t by 
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the expected cost of design changes per piece in inventory 
at time t and then averaged over t. They concluded that the 
company under study appeared to overemphasize the effects of 
obsolescence. 
Petersen and Steger (43) estimated obsolescence cost at 
5 to 7 percent for the case of air frame spares. High value 
parts were more critical than low value parts as to obsoles­
cence cost. Obsolescence risk, it would seem, should be much 
lower in a farm equipment company than in the military air­
craft industry. 
Obsolescence risk certainly varies from one repair item 
to another. Obsolescence risk can be considered negligible 
on all components except those that fall in the following 
categories: (1) high value items that are used only on one 
machine and (2) those items that are under consideration for 
design change even though the change is not certain. Items 
in these two categories could be reordered on an emergency 
order system in which the delivery lag is very short and 
order quantities are very small. 
H. The Sample 
The sample of repair parts was not selected at random. 
Only Class A and Class B items with a "long" sales history 
were included in the sample. Class C items are not included 
either in the sample or the analysis. A few items were 
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dropped from the Initial sample in that certain costs were 
not available for the analysis. Forty-five repair items are 
used in much of the analysis however the sample was reduced 
due to lack of funds for computing reorder points and pro­
curement quantities for all items. 
I. Delivery Lag 
The period from the time repair parts are ordered from 
the factory by the sales department until they are received 
at the factory warehouse is the delivery lag. Here the lag 
is assumed to be one year, however it may vary somewhat but 
not enough to include in the system variable delivery times 
(10). 
The one year lead time requirement allows production to 
be more flexible in integrating repair parts and parts for 
whole goods for simultaneous production. Thus, fewer set­
ups are required. It should be noted, however, that once an 
order is made it cannot be changed as is the case under the 
system now followed at the plant. 
J. Seasonal Demand 
The farm equipment industry is definitely a seasonal 
industry. Demands are much higher during certain seasons 
than others. If orders are not placed any more often than 
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once every year, the significance of seasonal demand is not 
important since the amount on hand at the reorder point is 
determined to cover one year (with the desired probability). 
Those items requiring orders more often than once a year 
are definitely affected by seasonal demand. It is recom­
mended that an investigation be made on these items to deter­
mine how the reorder points and procurement quantities should 
be altered to meet the seasonal demand. 
Problems of seasonal demand have been studied by 
Schupack (48), Wagner and Whitin (54), and Eagle (23). 
K. Contract Pricing 
When parts or raw materials are purchased in large quan­
tities, it is sometimes possible to obtain a reduction on 
the per unit price. This reduction was not considered sig­
nificant enough to include in this analysis. 
L. Other Considerations 
The inventory-production control problem must include 
many factors to assure minimization of costs. As has been 
stated earlier, this analysis is concerned only with 
optimizing a portion of the complete problem. In particular, 
problems of production smoothing have partially but not 
completely been accounted for. A few of the omitted factors 
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of the subproblem have been mentioned. Several of the omitted 
factors that can effect the complete problem will be named: 
1. Stabilization of the labor force. 
2. Tooling availability. 
3. Material availability. 
4. Machine loading. 
5. In-process inventories. 
6. Information flow. 
7. Job sequencing. 
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IV. THE MODEL AND ITS APPLICATION 
A. The Model 
The model to be applied to the problem is one developed 
by Beckmann and Mut h with a few minor alterations (11). This 
model considers optimal policy under uncertainty of demand 
for the problem of long delivery lags. The solution depends 
on the previously described variables which are : the average 
demand per year, the annual storage cost, the set-up and re­
order cost or fixed ordering cost, the unit cost or propor­
tional ordering cost, the per day shortage penalty, and a 
one year delivery lag. It is assumed that all costs and the 
mean demand remain constant over a period of time since these 
values are computed annually and order quantities may be for 
much larger amounts. The optimal policy is of the simple 
type : order a fixed amount, the order size, whenever the 
level of stock plus outstanding orders reaches a specified 
level, the reorder point. Some variation is allowed in this 
policy in that the level of stock on hand is reviewed monthly 
and the stock level may fall below the order point between 
reviews. Therefore the order size may be somewhat larger 
or somewhat smaller depending on whether the order is made 
when the stock level is slightly above or slightly below the 
reorder point. 
Demand on the warehouse is described by a Poisson process. 
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The probability of more than one unit being demanded at a 
time is zero. For a short period of time the probability of 
demand is proportional to the length of time with a pro­
portionality factor independent of the length of time. The 
time intervals between successive demands obey a negative-
exponential distribution and the number of units demanded dur­
ing any time interval of fixed length is subject to a Poisson 
distribution. 
Future demand is at any time independent of the past. 
Demand is assumed postponable. Unsatisfied demand is con­
sidered negative stock. 
The storage costs are assumed to be based on the maximal 
amount stocked. Storage costs include costs of money invested 
in the inventory. 
The set-up and reorder costs are those costs attributed 
to adjusting production facilities to produce units ordered 
and the costs of processing an order to produce more items. 
These costs are independent of the order size. Ordering can 
take place at any time. 
The unit costs are the costs of producing the part in 
the shop. 
The shortage penalties assessed due to losses of good 
will and concessions that must be made to waiting customers 
are associated with the frequency of being out of stock 
rather than the amount of shortage per day. 
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The delivery lag is one year and is the lag between the 
ordering of components and the receipt of these components. 
Storage costs, set-up and reordering costs, and unit 
costs are discounted for one year at 10 percent. Costs are 
treated as arising upon delivery. 
Let this stock on hand (positive or negative) plus orders 
outstanding be called net stock. The actual data computed 
vary somewhat from the assumptions in the model as was seen 
in Chapter III. 
As will be seen, the optimal value of the reorder point 
and order size may be found by minimizing the initial expected 
discounted total cost with respect to these two parameters. 
The notation of Beckmann and Muth is followed: 
t = time in days as units 
x(t) = stock 
X = mean demand per year 
K = set-up and reordering cost 
k = unit cost 
oC = yearly interest rate 
c = storage cost per unit of maximal amount stocked 
l(x) = expected loss, a function of the stock level only 
n = order size 
s = reordering point 
C* = c/x 
A* = A/x 
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T = the lag (1 year) 
A = penalty per day of shortage independent of the 
amount of shortage 
( yy )y e->s 1 
p(y) = probability that y units will be 
y •' demanded during T 
-? • * + 
S = s + n = maximal stock. 
The function l(x) will be derived first. After a sale 
of one unit the expected loss is either l(x-l) or, if an 
order of n units is planned, l(x-l + n) + K + kn. Let 
(n) = ° according as n = 0. The ordering policy for the 
stock level x - 1 will be such as to minimize with respect 
to n the quantity l(x + n - 1) +K ^ (n) + kn. 
Either one item will be demanded or no demand will arise 
during a small time interval dt. The discounted loss dt 
units of time later is 
e-^dt mj_nn []_(x + n - 1) + K S(n) + kn] (1) 
with probability Xdt or e-0^ l(x) with probability (1-Xdt) 
An amount y will be demanded with probability 
( XT )? p(y) = 
y! e*r 
during a period of length T. The probability of a shortage 
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during the time interval from T to T + dt is therefore P(x) = OO 
p(y) and the expected discounted penalty e~^  ^A P(x). 
x+i 
The expected loss at time t may be expressed in terms of the 
expected loss at time t + dt. No penalty arises during dt, 
when x = 0, and the carrying cost is c maxt (x(t)) dt. 
l(x) = e""*<dt ^2 - Xdt) minn [l(x + n - 1) 
+ K S(n) + kn] dt + e-0*^  X dt l(x) (2) 
+ e_e<T A P(x) dt + c max x dt 
As dt—> 0, the following recursive relation is ob­
tained: 
l(x) = minn [l(x + n - 1) + K % (n) + kn] 
(3) 
+ A* -p P(x) + C* max x 
Except when no inventory or an infinite inventory is 
optimal, there exists one largest net stock level at which 
it pays to place a positive order. This means that there 
exists a maximal x, say x - s, such that the minimizing n 
in Equation 3 is positive. 
l(s + 1) = -f[l(S) + K + k (S - s)] 
(4) 
+ A* -p P(S) + C* S 
where 
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1 (S) + K + k(S - s) = minn l(s + n) + K S(n) + kn . (5) 
For s+l<x = S, Equation 3 assumes the form 
l(x) = l(x - 1) + A* ^  P(x) + C* S . (6) 
Solving Equation 6 gives 
n-i 
1(8) = n^_1 1 (s +1) + A* YL p(s + j)_p n-i-j 
j=i 
+ ~ S(1 - -p"-1) 
1 
(T)  
Substituting 1 (s +1) from Equation 4 yields after some 
light calculation 
n-i 
1(3) = fn (K + kn) + P(S - j).p j+i 
1 -^n 1 - jpn j=o T 
C* S 
+ • 
1 
" t 
Equation 8 expresses the conditional expected loss given 
a present net stock S, as a function of the maximal stock S 
and the order size n. The optimal inventory policy is com­
pletely satisfied by requiring that Equation 8 be a minimum 
with respect to S and n. 
The problem is to determine 
n-i 
min —=$2 (K + kn) + — P(S - j)~DJ+1 
l _ ^ ) n  1  -  n  J = o  N  
c (9) 
+ aLJf 3 ' 
54 
The two conditions of minimality are that the first dif­
ferences of this expression with respect to S and n be 
approximately zero. 
n-i 
H-t>J p(s - j + 1) - -S-s— — 0 (10) 
1 - n j=ol 
n-i 
A* J?j+1 [P(S - n) - P(S - j)] - K -j=o \ 
n-i 
k(n - z_ -P J+1 ) j=o ' 
(11) 
In Equation 10 A* p (S - j + 1)-^  ^is the discounted 
penalty times the probability that a shortage arises (T + j)/^  
days from now, given the present net stock is S. The first 
term of Equation 10 is therefore the discounted marginal 
penalty, and c/«< is of course the marginal cost of a maximal 
stock of S units. 
Equations 10 and 11 are rearranged in the following 
manner for ease in computation : 
n-i 
>J+1 P(S - j + 1)^- -j=o A* 
- &<«.) (12) 
n-i n^ i 
<S2 (S,n) = P(S - n) 2Z -P J+1 - ZT-P d+1 P(S - j) j=o 1 j=o * 
n-i (13) 
— K/A* + k/A* (n - j+1) = $2(n) j=o \ 
Œi (S,n) = Z^ J+1 p ^ =^- (1 - ^  n) 
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B. Computation of Solutions 
The IBM 650 computer was used to estimate the four func­
tions in Equations 12 and 13 and to arrive at solutions. 
Figures 3 and 4- show the four functions graphically. It is 
noted that (D^  and (02 are generated as n varies given some 
value of S. (n) and <PZ (n) are dependent only on n. 
The intersection of x (n) and (Bj. (S,n) for the various 
values of S and n are plotted in Figure 5. Likewise the 
intersection of (n) with Œ2 (S,n) for the various values 
of S and n are plotted in Figure 5- It is the intersection 
of Fx and F2 that gives the optimal maximum stock level and 
procurement quantity. (The shape of (S,n) and Q52 (S,n) 
is somewhat different from what Beckmann and Muth show.) 
Certain approximations were necessary to make the com­
putation of the solutions feasible. It is seen that for X's 
larger than 100 a great amount of computation is necessary to 
determine (S,n) and Œ2 (S,n) even on a large computer. 
Since it was desired in this analysis to determine optimal 
procurement quantities and reorder points in such a way that 
the complete procedure can be applied on a large scale, it 
was necessary to require all X's to be less than 100 by 
using division factors of 10, 100, and 1,000 as appropriate. 
Accordingly, proportional costs such as storage and unit 
costs must be changed by a multiplication factor. The 
Figure 3. Graph of Œ1 (S,n) and (p± (n) 
u 
052 002 OSI 001 OS 
i r 
(U'OOZ)1 jjj 
i r 
(u'OOl) ^  
ZÇ 
2" 
£ •  
Y 
s e 
9--^  
I' 
8 
6 
Figure 4. Graph of Œ2 (S,n) and Cp2 (n) 
59 
150 H (200,n) 
c\j 
O-
100 
(VJ 
50 
( '00, n) 
()o (n) 
J L 
50 100 150 200 280 
Figure 5. Graph of Fx and F2 
61 
62 
resulting reorder point and procurement quantity must be 
changed by the multiplication factor. This alteration does 
violate the assumptions in that when a multiplication factor 
is included, the demands are assumed to be in terms of this 
factor. 
Since (n) and <PZ (n) are almost linear, they are 
assumed linear for computational purposes. Also, Fx and F2 
are assumed linear for the same reason. QJ1 (S,n) was com­
puted for a small S and a large S which are designated as Si 
and S2 respectively. With each of the two S's are associated 
a range of n's, say, set nx and set n2, that will assure an 
intersection of @1 (Sx,n) and <fi (m) and an intersection 
QL> (S2,n) and (fi (n2). Due to the shape of Œx and (H2, it is 
possible that certain sets of n's and the corresponding S's 
will not result in intersections of the CD1 s and Cp 1 s. That 
is true because the 0 1 s may always be greater than or less 
than the CD's. However, once the intersections are achieved, 
the two intersections of ^  and <p [that is, 1 (n%) with 
(Di (Sj.,n) and cP1 (n2) with 0^  (S2,n) ] are plotted to form 
Fx. The two intersections of (D2 and <P Jthat is, <p 2 (n*) 
with (D2 (Sx,n) and 2 (n2) with Œ2 (S2,n| are plotted to 
form F2. 
Each set of n's is in terms of consecutive integers, 
but a more accurate calculation is necessary. Thus, the 
value of n at the intersection must be taken to several 
decimal places. In order to accomplish this accuracy, the 
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CD1 s and C$) •s are assumed linear "between the two consecutive 
n's at which the intersection occurs. Between these n's, 
two points are obtained for each of the two intersecting 
functions. Using an equation for a straight line, the four 
points are used to find the two equations. These two equa­
tions are solved simultaneously to determine the more accurate 
value of n. Certain characteristics of the two equations 
make them easily solvable. Assume the following notation: 
na = value of n before the intersection of cPx (n) 
= value of n before the intersection of (Hi (S,n) 
nb = value of n after the intersection of <$i (n) 
n^  = value of n after the intersection of (Di (S,n) 
yx = value of Cp x (n) before the intersection 
y{ = value of (Hi (S,n) before the intersection 
y2 = value of 4*i (n) after the intersection 
y^  = value of Œi (S,n) after the intersection. 
In this special case it is seen that 
nà = "a 
"b " nt> 
(nb ~ na) = 1 
Let the two equations be: 
(ya - yi)(n - na) 
y = + yx (14) 
nb ~ na 
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(yâ - yi) , , . . 
y = (n - n" ) + y{ . (15) 
Upon solving (14) and (15) simultaneously, the following 
equation results giving the more accurate value of n: 
(yi 
" 
yi) Mr-nj = + nx . (16) 
(y{ - yx) + (y2 - y^) 
This result gives a more accurate value for the point of 
intersection of <S> x (n) and Œx (Si,n). The same procedure 
must be used to determine the intersections of cP1 (n) and 
@1 (S2,n), <#2 (n) and CB2 (Sx,n), and Cp2 (n) and C2 (S2,n). 
Upon finding these points it is possible to determine the 
equations for Px and P2. It is the intersection of and F2 
that results in the optimal maximum stock, reorder point, 
and procurement quantity. 
The method used to determine the intersection of Fx and 
F2 is somewhat similar to that employed above. 
Let Fi be defined by 
S2 - Si 
S - Si = (n - nT) (17) 
nll " nI 
and F2 by 
S« - S{ 
si = —; :— (n - np (18) 
nii" n] 
where 
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rij is the value of n at the intersection of (P x (n) 
and (Si,n). 
njj is the value of n at the intersection of (fix (n) 
and (S2,n). 
n^  is the value of n at the intersection of <j) 2 (n) 
and 0J2 (S1#n). 
n^  is the value of n at the intersection of cj) 2 (n) 
and 0S2 (S2,n). 
In this particular case, S2 = S{ and S2 = S^ . Solving 
Fjl and F2 simultaneously gives: 
(nj - n')(Sa - Si) 
S = — — + Si . (19) 
(ni " ni' + (nil ' "ll' 
Upon finding S, the optimal maximum stock level, n the 
procurement quantity can be found by substituting in Equation 
17: 
nII ~ nT 
n = nj + (S - Si) . (20) 
S2 - Si 
The reorder point, s is found by subtracting n from S. 
To better understand this computational technique, Part 
I-au (with A = 10.96 dollars per day) of Table 4 will be 
employed as an example to explain the procedure. After the 
program has been entered in the computer and then the 
parameters, output cards are punched out and listed on the 
tabulator. 
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The listing is of the following form: 
n S @1 (S,n) d>! (n) Œa (S,n) <$2 (n) 
32 100 .0009549 .0026499 .0454790 .1578114 
33 100 .0014555 .0027299 .0705653 .1601195 
34 100 (.0021885) (.0028097) .1079183 .1624950 
35 100 (.0032467) (.0028893) (.1626375) (.1649378) 
36 100 .0047520 .0029687 (.2416413) (.1674478) 
37 100 .0068604 .0030480 .3537850 .1700249 
134 200 .0017694 .0099885 .4007866 .7173007 
135 200 .0026250 .0100528 (.5911753) (.7258003) 
136 200 .0038420 .0101171 (.8604134) (.7343541) 
137 200 .0055467 .0101812 1.2350090 .7429620 
138 200 (.0078996) (.0102451) 1.7482803 .7516241 
139 200 (.0110967) (.0103089) 2.4406317 .7603402 
140 200 .0153735 .0103726 3.3594697 .769HOO 
For S = 100, the intersection of (D^  (S,n) and x (n) is 
evidently somewhere between n = 3% and n = 35- To find exactly 
to several decimal places (five) the value of n, substitute 
the appropriate values in Equation 16. 
The values to be substitutes are : 
na = 34 = 34 
% = 35 = 35 
6? 
yx = .0028097 
y2 = .0028893 
y I = .0021885 
yJL = .0032467 
Substituting these values gives: 
n 
(.0021885 - .0028097) 
+ 34 
(.0021885 - .0028097) + (.0028893 - .0032467) 
n = 34.63265 
Thus the point of intersection of and x is S = 100 and 
n = 34.63265. The same computation is accomplished for Œ2 
and 4) 2 giving the results S = 100 and n = 35-03007. The 
intersections for S = 200 are computed in the same manner re­
sulting in the following : for @1, x, S = 200 and n = 
138.74760 and for 02, <$>2, S = 200 and n = 135.51642. 
After some experimentation it is fairly easy to predict 
for each S the set of n's that will include an intersection 
if there is an intersection for that particular S. In this 
instance, at S = 100 the n's range consecutively from 25 to 
50 and at S - 200 the n's range consecutively from 125 to 
150. 
Now, is assumed a straight line defined by the points 
S = 100, n = 34.63265 and S = 200, n = 138.74760. F2 is also 
assumed a straight line defined by the points S = 100, n = 
35.03007 arid S = 200, n = 135* 51642. The next step is solve 
Fx and F2 simultaneously to determine at what S and n they 
intersect. 
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Using the same notation of Equation 19 gives the follow­
ing: 
nx = 34.63265 nXI = 138.74760 
Sx = 100 S2 = 200 
n^  = 35.03007 = 135.51642 
Sx = 100 S2 = 200 
Substituting in Equation 16 results in the optimal S : 
(34.63265 - 35.03007) (200 - 100) 
S = + 100 
(34.63265 - 35.03007) + (135.51642 - 138.74760) 
S = 110.95 — 111 
Substituting into Equation 20 to find the optimal n: 
n = 34.63265 + 74760 - 34.63265) _ _ 
(200 - 100) 
46.04 — 46 
The reorder point, s, is then: 
s = S - n = 111 - 46 = 65 
Since this particular component (Part 1) had an original 
mean of 470 instead of 47, the values of S,n, and s must be 
multiplied by 10. Thus : 
S = 110 n = 460 s = 650 
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It is seen that the quantity ordered is on the average 
almost one year's supply; so orders will be placed a little 
more often than once a year. 
A few problems arose in the calculation of these three 
values. Due to the S-shape of the OS's, it is possible that 
no intersection occurs with certain S1s. <P (n) may always be 
less than or always greater than CD (S,n). Therefore not just 
any chosen S will give a solution. Another problem (that 
will be discussed later) is the serious problem of one of the 
three values, S,n, or s becoming optimum at a negative value. 
Obviously, negative results are meaningless with the possible 
exception that zero stock be a solution for negative results. 
The importance of computing n to several decimal places 
should not be underestimated. Fi and F2 are of such form 
that the slightest change in the points defining Fj. and F2 
will change the S,n, and s values considerably. 
C. Discussion of Results 
Reorder points and procurement quantities were computed 
for seven of the 45 repair items analyzed, however several 
more items with negative solutions are presented in addition 
to the above seven (see Table 4). A few of the seven terms 
have four different shortage penalties and the others have 
less than four. 
One component, Part 1, was analyzed in great detail. The 
70 
effect of varying one parameter while holding all others 
constant was studied. In this way, it will be possible to 
observe what actually occurs as parameters change, and it 
will be shown at what ranges of values there are great effects 
on the solution. Also, the cause of negative solutions can 
be more closely analyzed. Figures 6, 7, 8, 9, and 10 show 
the graphical presentation of the results in Table 4. 
Figure 6 shows the effects on S,s, and n of varying the 
combined set-up and reorder cost, K. The shortage cost was 
set at 2.00 dollars per day. All other parameters are as 
they were actually measured. When K is as low as 5.00 
dollars, the value of n is negative. Or when curves S and s 
intersect, n is zero and the solutions start being negative. 
As K becomes smaller, the solutions become greatly negative. 
As K becomes large, S and n rise rapidly at first and then 
they have a small positive slope. The reorder point changes 
a little at low values of K but then becomes almost horizontal. 
So the effects of K after it reaches 50.00 dollars are quite 
small. The increase in S,s, and n agrees with what is 
intuitively expected. That is, an expensive fixed cost of 
production results in fewer production runs. 
At the actual cost, K = 10.25 dollars, less than one 
year's supply is ordered when the reorder point is reached. 
When K = 30.00 dollars, almost two year's supply is ordered. 
At K = 300.00 dollars, on the average four years of stock 
Figure 6. Effect of changing set-up and reorder 
cost 
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is ordered when the stock level reaches the reorder point. 
In other words, the stock level becomes as low as the order 
point at which time another four year supply (approximately) 
is ordered. 
The reorder point itself varies from s = 540 to s = 600 
which is a change of from .17 to .04 as to probability of 
stock-out. For example, at K = 10.25 (the actual case), the 
reorder point is 600 and the probability that the demand will 
exceed 600 until an order is received again is .04. At 540, 
the probability is .17. 
It might seem unusual that the reorder point should de­
crease as the fixed cost of production increases, but the time 
between orders becomes large and thus the stock level reaches 
the reorder point fewer times. For instance, when the reorder 
point is 540, the probability of stock-out is .17 but only 
once every four years due to the large procurement quantity. 
When the reorder point is 600, the probability of stock-out 
is .04 about every year. Thus the policy at 600 gives a 
probability of shortage of only .04 and at 540 there is a 
probability of shortage of .17. 
Let two items be identical except that one has a K = 
10.25 dollars and the other has a K = 300.00 dollars. It is 
possible that the policy of a .17 probability stock-out every 
four years (for one year) is more desirable than a policy of 
a .04 probability stock-out about every year. 
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Figure 7 illustrates the effect of varying k, the unit 
cost, while holding all the other parameters at their actual 
value. (A, the shortage cost remains at 2.00 dollars per 
day.) As k increases, S and n rise slowly at first and then 
sharply. Although S and s never intersect, n approaches S 
as k becomes larger making s small. At k = 20.00 dollars, 
s = 10, and at k = 25.00 dollars, s becomes negative. There­
fore, at the point S = n, the system begins to break down. 
It is evident that items with unit costs less than 20.00 
dollars, in this special case, give negative and therefore 
meaningless solutions. 
The actual unit cost of 2.90 dollars results in a reorder 
point of 600 and a stock-out probability of .04. The cor­
responding procurement quantity is 410 units. If the unit 
cost were 20.00 dollars, the reorder point is 10 and the pro­
curement quantity 13,180. On the average, that is a policy 
of ordering approximately every 32 years and the 32nd year 
the stock-out probability is almost 1.00. That is the prob­
ability that the factory will always be short of the part 
that year is 1.0. Undoubtedly, obsolescence risk would have 
a very significant effect for such a policy. As the pro­
curement quantity becomes large, possibly an obsolescence 
cost should be included in the storage cost. (A later 
discussion shows that an increase in the storage costs re­
duces the procurement quantity.) 
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Figure 8 presents the effect of varying c, the storage 
cost, while holding the other parameters constant. Again, 
shortage cost is 2.00 dollars per day. As might be expected, 
low storage costs result in large procurement quantities. 
At a point between c = .55 dollars and c = .60 dollars, S 
intersects s causing n to be negative. Assume that asso­
ciated with this part was a large obsolescence risk expressed 
in terms of a percent of unit cost that must be added to the 
unit storage cost. It is evident that a positive solution 
would not result under these circumstances. Storage costs 
would be far too great using the present computational method 
for a part with a predicted demand of 4700 instead of 470 
assuming that all other items remain the same. Storage costs 
would rise to 3.43 dollars which would give negative solu­
tions . 
It is seen that a change in storage costs from c = .01 
dollars to .05 dollars reduces the procurement quantity by 
1710 or approximately a 3-1/2 year supply. A change in stor­
age costs from c = .50 dollars to c = .55 dollars reduces 
the procurement quantity by only 70. So if storage costs are 
low, it is important that they be measured very accurately. 
As they become large, the affect is not as great. A general 
method of applying a percentage of unit cost to determine 
storage cost based on an average of all repair part storage 
costs would not be satisfactory due to the great changes in 
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solutions effected by small changes in storage costs. Since 
obsolescence cost should be included in storage cost, any 
general method of averaging over all repair parts to obtain 
an obsolescence cost would also not be satisfactory. The 
diversity of obsolescence risk over all repair items requires 
a more accurate measurement considering how sensitive the 
model is to storage costs. 
One final comment on Figure 8 is to call attention to 
the linearity of the reorder point and what little affect 
storage costs have on the reorder point. This is what might 
be expected since storage costs have their greatest affect 
on the procurement quantity and not the reorder point. 
Figure 9 presents the probability that demand will exceed 
the reorder point during the one year delivery lag as it is 
related to shortage penalties. For example, with a 1.00 
dollar per day shortage cost is associated a .051 probability 
that demand will exceed the reorder point. When shortage 
costs are less than 912.50 dollars (2.50 dollars per day), 
there is a great affect on the probability of a stock short­
age associated with only small changes in the shortage cost. 
Conversely, when shortage costs are greater than 7,300 dollars 
(20.00 dollars per day), there are very small changes in the 
probability of a stock shortage as the shortage cost varies. 
For instance, an increase from 20.00 dollars per day (7,300 
dollars) to 50.00 dollars per day (18,250 dollars) decreases 
the probability by only .002. An increase from .50 dollars 
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per day (182.50 dollars) to 1.00 dollar per day (365.00 
dollars) decreases the probability by .059. When management 
makes a decision to stock items with a probability of short­
age of some specified amount, it is at the same time fixing 
a dollar value to the loss of good will due to the shortage. 
Figure 10 shows the effects of varying the shortage cost 
while holding all other parameters constant. S,n, and s all 
have approximately the same form. In this particular case, 
n always remains less than the reorder point. Apparently n 
is never negative unless S and s intersect at a shortage cost 
less than .50 dollar per day; however, it appears that S is 
always greater than s. Changes in shortage costs in a range 
of small shortage costs have a much greater effect on the 
solution than, when the shortage costs are large. Smaller 
shortage costs than those already shown may give much more 
drastic changes in the reorder point and procurement quantity. 
As is expected, an increase in shortage costs increases the 
reorder points. 
Figure 11 shows the effect of changing the interest 
rate, <=< , in the model only. 
Since shortage penalties are usually very difficult to 
assess, it is more realistic to select the probability that 
demand exceeds the reorder point. To accomplish this using 
this model, some experience must be obtained, in order to 
choose the correct shortage cost that corresponds to desired 
Figure 11. Effect of changing interest rate 
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probability of stock-out. 
In Table 4, the values in parenthesis below each order 
point is the probability that demand exceeds that figure dur­
ing the delivery lag. A few of the repair items (and their 
solutions) that were analyzed and resulted in negative solu­
tions are listed. In many cases, repair items that gave 
negative results were tested in detail by applying wide ranges 
of shortage costs, S's, and n's without success. 
Now that the model has been derived, the method of com­
putation described, and the results discussed, the next 
chapter will describe the application of the method and model 
on a large scale basis including a description of short-cut 
methods that could be employed to approximate parameters. 
89 
V. APPLICATION OF THE METHOD ON A LARGE SCALE 
The object of this chapter is to describe briefly how 
the complete system might be applied to a large inventory-
production problem on a practical basis. By a practical 
basis is meant a relatively inexpensive method of estimating 
parameters and computing optimal procurement quantities and 
reorder points. Also, these optimal policies must be deter­
mined with approximately the same personnel now available, 
but an addition in computing facilities is required. 
Since unit costs are presently available at the factory 
level these same costs can be applied in the derivation of 
optimal procurement quantities and reorder points. 
As for set-up costs, these values have recently been 
computed for many of the items. As more and different items 
are produced from year to year, set-up costs will become 
available for larger and larger numbers of items. Eventually, 
almost all repair components will be produced and the corres­
ponding set-up costs will be available. The set-up cost is 
essentially composed of labor costs. Only a small percent 
(10 percent) was applied to the set-up cost in this analysis 
to account for the various other costs that should be in­
cluded. A more detailed study will give a larger percentage. 
The reorder cost, having already been determined, need not 
be recomputed. 
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To measure storage costs utilizing the method of this 
investigation would undoubtedly be too expensive and im­
practicable. Instead of measuring each repair item physically 
to estimate its space requirements and thus the unit storage 
cost, it would be more feasible to classify repair items by 
size and evaluate a storage cost for each classification. 
Personnel familiar with the various repair parts could 
review a listing of the items and classify them by size. 
Approximately five categories would be sufficient. Several 
items from each category could be selected as representative 
which could be physically measured to estimate an average 
unit storage cost for the classification. A statistical 
approach would be to draw a random sample and estimate the 
mean and variance for each classification. The per square 
foot cost has been estimated using the costs listed in 
Chapter III. As was shown, to each unit storage cost must be 
added the interest on the money invested and the obsolescence 
costs. These two additions depend directly on the particular 
item involved. The interest charge is determined by taking 
10 percent of the unit cost. The determination of obsoles­
cence costs is much more difficult. 
Obsolescence risk varies considerably depending on the 
item. This variance may have a definite effect on the stor­
age cost and also on the optimal procurement quantities and 
reorder points. The best method would be to estimate 
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obsolescence cost by multiplying a percentage obsolescence 
risk by the unit cost. However, a fixed percentage applied 
to all items is not satisfactory in view of the sensitivity 
of the optimal policies to the storage cost. Thus an overall 
average obsolescence risk does not meet the accuracy re­
quirements. 
Possibly the answer to establishing a good obsolescence 
cost estimation criteria would be to make a detailed study. 
Over a period of time obsolete repair components could be 
analyzed as to when and why they became obsolete. The re­
sults may show that the larger number of machines the repair 
item is used on, the smaller the obsolescence risk. As men­
tioned above, obsolescence risk should be in terms of a 
percentage with cost evaluated by taking this percentage 
times the unit cost. In this way, high cost items will be 
given a larger obsolescence cost than low cost items as 
should be the case. Many items will have almost a negligible 
obsolescence risk such as those items used on many different 
machines and at the same time have a low demand. However, 
items used on old pieces of equipment only and having a low 
demand may have high obsolescence risk. Most of these items 
were not included in the study in that they are Class C items. 
Class C items should not be included in a system for the 
determination of optimal procurement quantities and reorder 
points. The "best guess" method of determining procurement 
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quantities and. reorder points should continue to be used. 
Therefore, obsolescence cost can be considered zero unless 
the repair part is used on one or two machines or that there 
is a strong possibility of a design change. For these items, 
a scale with values of obsolescence risk ranging from one per­
cent to 10 percent could be employed. It should be noted 
that low unit cost items will have a low obsolescence cost 
even if the risk is high. High unit cost items with low risk 
may have a high obsolescence cost. Again, this analysis used a 
zero obsolescence cost in the model since only Class A and 
Class B items were studied, but a detailed analysis of the 
causes of obsolescence may reveal a more appropriate method 
of measurement. 
Another cost difficult to estimate is the shortage cost. 
These costs in this study were varied for several of those 
repair parts selected for the computation of reorder points 
and procurement quantities. As was discussed in Chapter IV, 
with each shortage penalty is associated a probability of 
stock-out, as the shortage penalty (and probability of 
stock-out) varies, the reorder point and procurement quantity 
changes. When management sets a probability of stock-out 
level, the reorder point but not the procurement quantity 
can quite easily be found. As will be noted in Chapter VI, 
the reorder points of the system now used and the optimal 
method do not differ as greatly as the procurement quantities. 
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When management sets a probability of stock-out, it is 
essentially setting a value of service to the farmer and a 
per day shortage cost. For the model developed by Beckmann 
and Muth, it would be more feasible to set a per day short­
age cost than to set a probability level. Experience in 
determining the shortage costs associated with probability 
levels will eliminate this problem. 
The estimation of demand using autocorrelation can be 
adopted quite readily to an electronic computer. The follow­
ing year's sales may be estimated by punching all previous 
year's sales on cards, programming the computer, and then 
listing the predictions. If some other probability distri­
bution such as the normal were to be assumed, the variance 
could be computed. The autocorrelation scheme is readily 
applicable to a large scale program. A large computer can 
compute the predicted demand and calculate the variance for 
15,000 repair parts in not more than four days after the 
necessary cards have been punched. Although the Poisson 
distribution was assumed in this analysis, a normal distri­
bution is readily adaptable to the model and may possibly 
be more realistic. 
In initiating the optimal policy reordering method into 
the production-inventory process, it may be more convenient 
to estimate the mean using a regression technique or even 
an average of annual sales for the previous three or four 
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years. A linear regression scheme with three observations 
is presently being used at the plant. A comparison of pre­
dicting demand using a regression scheme with three observa­
tions, a three year average, and autocorrelation is shown 
in Figure 12. Autocorrelation is the best method of the 
three although it may be somewhat more expensive and should 
be included in the system shortly after the method is 
initiated into the production-inventory process. Also, 
changing to the normal or some other distribution may be 
found to be more suitable as more information is available 
in analyzing demand. 
Now that the method of estimating the parameters has 
been described for application to a large scale problem, the 
complete method will be summarized. Optimal reorder points 
and procurement quantities are to be determined by the com­
puter section for all repair items by employing the estimated 
demand and the various costs. The determination of these 
policies will not be accomplished for all components within 
a short period of time but will be a gradual process be­
ginning with those items that have all necessary costs avail­
able. Every year the optimal reorder points and procurement 
quantities will be recomputed for those items with two or 
less years of stock on hand. Each month the computer section 
will review all items and list those that are at or below 
the reorder point. The items selected from the review will 
Figure 12. Comparison of three predicted demands 
for a few repair parts 
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be listed, and sent to the sales department. The sales de­
partment will use the list to order the optimal procurement 
quantities referring to the listing of procurement quantities 
and reorder points previously determined by the computer 
section. 
The order is sent to production planning a year in ad­
vance of the delivery date giving production planning the 
needed flexibility to schedule repair items for production 
along with items produced for whole goods. Once an order is 
made it cannot be changed, but a new order may be sent in 
the few instances that less than one year's stock is ordered. 
In this case, the order previously placed must not be com­
bined with the new order. Thus the production planning de­
partment upon receipt of the order is assured that orders 
placed will not be altered. It is emphasized that this 
system cannot be initiated entirely at once because the load 
on production planning and the computer section would be too 
great. An allowance of at least three years is necessary to 
incorporate all repair parts into the optimal ordering policy. 
Over this period almost all repair items would have the 
necessary inputs available to derive the optimal ordering 
policy. 
In computing the reorder points and procurement quanti­
ties, the computer section must first predict the mean demand 
if the Poisson distribution is assumed and the mean demand 
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and variances if the normal distribution is assumed. The 
storage costs, in the meantime, must be determined using the 
above described five-classification method. The unit, re­
order, and set-up costs will be available through normal 
operations. After the parameters have been entered on the 
cards, the reorder points and procurement quantities can be 
computed. 
As was mentioned above, certain repair items rendered 
negative solutions. These meaningless solutions may have 
been due to coding or possibly the assumptions of linearity 
made in the computational scheme. A more complex program 
for the computer may solve the problem of negativity. De­
riving optimal policies with this model without coding would 
be quite expensive in that demands may be up in the 10,0001 s 
and computations would become lengthy. 
The inventory problem here is only one of many conceiv­
able inventory problems (9) as may be seen from the following 
incomplete list of possible assumptions in an inventory 
model: 
1. Demand The stochastic process describing demand 
may be 
1.1 evolutive 
1.2 stationary 
1.2.1 with autocorrelation 
1.2.2 Poisson 
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Demand may be for one or several units at a time, the 
number of items demanded being given by a distribution. 
2. Unfilled demand may be 
2.1 backlogged 
2.2 lost at once 
2.2.1.1 with certainty 
2.2.1.2 with a probability depending on the 
expected delivery time 
3. Ordering 
3.1 at any time 
3.2 at the beginning of periods only 
4. Outstanding orders 
4.1 one only 
4.2 any number 
5. Order size 
5.1 specified at time of ordering 
5.2 specified at time of delivery 
6. Delivery 
6.1 instant 
6.2 after a fixed time 
6.3 after a lag whose size is distributed 
6.3.1 independently of other orders out­
standing 
6.3.2 so as to maintain the sequence of 
orders 
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7. Object of policy minimize expected value of cost 
7.1 including penalties 
7.1.1 per unit time 
7.1.2 discounted over all future time 
7.2 subject to a fixed probability or fixed aver­
age size of shortage 
Further distinctions may be drawn regarding the shape 
of the various cost functions involved and the extent of the 
information available to the inventory management. 
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VI. EVALUATION, SUMMARY, AND CONCLUSION 
A. Evaluation 
The sixth and final chapter of this study presents a 
comparison of the optimal policies to the present policies, 
an evaluation of the optimal policies including advantages 
and limitations, and the summary and conclusions. 
A comparison of the optimal policies and the present 
policies is somewhat difficult in that this analysis has 
combined Class A and Class B repair items into one class 
whereas the policies now in effect differ between Class A 
and Class B repair items. Class B items are presently 
ordered on a reorder point basis and Class A items are 
ordered by experienced personnel on somewhat of an annual 
basis. Figures 13 and 14 show the differences in the re­
order points and procurement quantities for the two systems. 
Figure 13 shows the Class A items as to procurement 
quantities and reorder points of the present system and for 
the optimal system. Since the present method of ordering 
does vary somewhat, it is assumed for comparison that the 
reorder point is the predicted one year supply (predicted 
by a preceding three year sales in which the variable is 
years in a linear regressive scheme). The procurement 
quantity is assumed always equal to the reorder point. The 
effect of using the Class B method on Class A items is also 
Figure 13. Comparison of reorder points and re­
order quantities for Class A items 
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Figure 14. Comparison of reorder points and re­
order quantities for Class B items 
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shown in the figure. 
Figure 14 shows the difference in the present reorder 
system and the optimal system in the case of Class B repair 
items. This comparison is more accurate in that the present 
policies for ordering Class B items are more definite than 
in the previous case. The difference in both the reorder 
points and the procurement quantities is noted. The conclu­
sion is that the present policies are quite different from 
the optimal, minimum cost policies for the items studied. 
(It should be noted that to make this comparison the prob­
abilities of stock-out were varied in estimating the values 
for the present methods so that these probabilities were 
identical to the optimal policy probabilities.) 
The limitations and advantages of this analysis will be 
listed which will be followed by the summary and conclusion. 
The limitations may seem quite numerous, however the limita­
tions in the present methods are much greater in number not 
to mention the limitations of an intuitive approach of deter­
mining a reorder system. The limitations listed include 
certain assumptions that were made but that may not hold. 
1. Demand may not in fact be the same as the frequency 
of shipments from the factory on which this analysis is 
based. Demand and shipments were assumed identical. 
2. The autoregressive scheme used to predict demand 
may not be realistic in that the series of part sales was not 
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of such length that great confidence could be put in the re­
sults of Quenouille1s test. 
3. The assumption that the errors in the autoregressive 
scheme follow a Poisson distribution for all repair com­
ponents probably does not hold. Some items have a greater 
variance and some a much smaller variance. Possibly the 
distribution of the errors is not in any way similar to a 
Poisson distribution. The possibility of autocorrelated 
errors should also be noted. 
4. One great limitation in all complete inventory-
production models is the difficulty in estimating shortage 
costs. It is not known what probability of stock-out is 
assumed in this particular model until some shortage cost is 
tried and the results obtained. 
5. The absence of obsolescence risk in the model is 
another limitation. Obsolescence cost should be included 
with the holding cost, however one overall average obsoles­
cence cost based on a percent of unit cost is not satisfactory 
in that such obsolescence values may vary from one percent 
to 99 percent of the unit cost. As was seen, this would 
have a tremendous effect on the optimal reorder points and 
procurement quantities. 
6. The validity of a one year delivery lag that must 
remain constant under all conditions is questionable. In 
certain instances it may be longer or shorter. 
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7. The omission from the analysis of contract pricing, 
stabilization of the labor force, tooling availability, 
material availability, machine loading, in-process inven­
tories, information flow, and job sequencing shows that all 
requirements of a totally optimal model have not been met. 
It is doubtful that any model has as of yet been developed 
to include all of these factors. The major costs for an in­
ventory analysis have been considered and estimated thus 
initiating a first step towards approaching the problem of 
scientific inventory control at the plant under study. 
8. Probably the greatest limitation as far as applying 
this particular method to a large scale problem is that the 
model did not give positive results for all items analyzed. 
This limitation does not mean there are no models available 
that will give optimum solutions for all items. 
The advantages of an analysis such as this one include: 
1. The results that were obtained enable a comparison 
of what is an optimal, minimum cost approach as compared to 
the present methods used. It was seen that the present 
methods are not by any means optimal when compared to 
policies taking the essential costs into account. 
2. This study has described methods of estimating the 
important costs involved in inventory control both on a very 
accurate but costly basis and on a large scale, inexpensive, 
basis. These methods can be used, if not for this model, 
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at least for some alternative model that might be adopted. 
3. This analysis shows how scientific techniques can 
be applied in a practical situation to enable a more sound 
basis for management decisions. 
4. A study such as this demonstrates the necessity of 
applying theory to practical problems in order to determine 
the usefulness of the theory developed. In this way, models 
can be tested and corrected. 
5. This investigation has shown how theory must many 
times be altered in order for it to be usable. 
6. This analysis shows how an autoregressive scheme 
can be used to predict demand and incorporated into an in­
ventory model. In this problem, the residuals followed a 
predetermined distribution and not the demands themselves. 
B. Summary and Conclusion 
As was stated at the beginning of this study, the object 
of the analysis was to determine optimal procurement quanti­
ties and reorder points for a sample of farm equipment repair 
parts at minimum cost given some specified service to ware­
houses, dealers, and farmers. A farm equipment company was 
studied which produces repair parts for its own products. 
Policies were derived for a few repair items at the factory 
warehouse leve1. 
An autoregressive scheme was developed to predict annual 
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demand and was Incorporated into a mathematical model devel­
oped by Beckmarm and Muth. Various methods of estimating 
parameters of the model were described in detail along with 
the limitations of these estimates. The problem was not only 
one of illustrating the operation of such a method, but in­
cluded an analysis as to the practicability of applying the 
optimal policy system to a farm equipment factory on a large 
scale basis. 
Set-up costs, reorder costs, unit costs, storage costs, 
and shortage costs were all estimated in detail for a sample 
of 4-5 repair parts. An IBM 650 computer was used to calcu­
late optimal reorder points and procurement quantities for 
several of the repair items. In some cases shortage costs 
were varied to see the effect on stock-out probabilities, 
the reorder points, and the procurement quantities. Short­
cut methods for both the calculation of reorder points and 
procurement quantities and the estimation of parameters were 
developed in order that the complete method might be applied 
to a large number of repair items on a practical basis. 
Separate studies were made on one repair part to analyze the 
effects of varying one parameter while all the others were 
held constant. The results showed that most of the parameters 
had critical ranges in which slight changes in the parameters 
resulted in large changes in the solutions. It was seen 
that fixing a probability of stock-out is essentially 
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identical to setting a shortage cost. 
Several of the repair items gave negative results. These 
unusable solutions were attributed to one of three causes: 
(1) the coding used for large demand items ; (2) the methods 
used in arriving at the results after the computer calculated 
the major portion of the empirical data; or (3) the mathe­
matical model assumed was not restricted to only positive 
results. Since one item not coded gave negative results, 
the first cause is questionable. The second cause, if it is 
a cause, could be eliminated by developing a highly complex 
program in which the inputs are fed into a large computer and 
the optimal reorder points and procurement quantities are 
punched out directly. An alternative to the third cause is 
an alteration of the Muth and Beckmann model or the con­
sideration of a new model. It is most likely that this third 
cause is the significant one in that accurate and sensible 
results were derived for the one repair item studied in 
great detail (Part 1). 
Since the optimal policies computed for the several 
items are definitely different from the policies presently 
used, it is recommended that investigation be undertaken to 
develop a program that gives direct results from the com­
puter. If negative solutions are still obtained for some of 
the items, it is recommended that another model with fixed 
delivery times be adopted. 
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APPENDIX 
Table 1. Annual factory sales 
Part 
no. 1949 1950 1951 1952 1953 
1 117 433 697 695 623 
2 5538 7694 7757 6649 7035 
3 19084 18917 19980 13039 11107 
4 4840 4624 2751 1729 1731 
5 1119 1196 2012 1494 1855 
6 2742 3258 ' 3065 1648 1735 
7 1488 1532 172 126 227 
8 4997 6396 6884 $S 9 4477 6848 7215 6865 
10 2039 3765 5022 3022 2813 
11 634 1013 1873 1685 1424 
12 13701 8444 7661 5959 5457 
13 31 124 172 131 237 
14 1572 6091 12086 4836 3326 
15 44 642 305 
16 1295 866 1052 
17 111 66 
10 67 
19 102 940 
20 
21 108 791 630 787 676 
22 1895 2543 2424 1897 784 
23 67 207 538 
24 265 733 432 235 
25 2011 2654 2354 1389 
26 319 643 787 1340 674 
27 970 1475 1554 1263 907 
28 1024 1356 1354 1272 924 
29 1988 4333 4197 3942 3366 
1954 1955 1956 1957 1958 1959 
581 895 1144 1148 577 222 
5001 6396 6727 4870 5807 5979 
15317 16326 12557 17316 12456 12205 
1659 1787 1233 1136 989 1052 
3042 1518 1008 1353 2235 1463 
1450 1435 1242 1164 1227 948 
160 183 187 367 273 285 
4648 8662 10501 4358 4488 5980 
4862 8785 13603 3535 5212 5907 
1849 2869 l66l 2992 2601 3296 
1311 1468 1720 2432 1793 1775 
4602 6986 5921 7295 7245 7326 
167 189 149 144 126 30 
2670 1762 974 794 1262 1018 
101 113 128 385 292 343 
869 780 600 400 449 410 
47 29 8 20 12 22 
17 30 55 79 88 97 
1389 787 1236 919 727 805 
12 42 52 76 106 31 
1037 IO65 1045 1108 1151 1080 
613 748 684 645 339 
797 868 1247 551 370 417 
116 201 132 187 188 219 
1679 1634 767 1091 1037 1128 
639 975 677 4l6 412 358 
686 285 312 592 644 371 
617 246 313 516 423 382 
2852 3013 3020 4463 5539 5049 
Table 1 (continued) 
Part 
no. 19^ 9 1950 1951 1952 1953 1954 1955 1956 1957 1958 1959 
30 1844 3199 2203 946 661 1095 2013 3158 7446 9450 11798 
31 510 648 3091 3846 2656 1750 3291 2566 2452 2189 2517 
32 400 3982 5035 1634 638 1429 2817 3837 6970 6362 9753 
33 186 437 1698 1822 4251 4780 6007 
34 23 27 11 37 37 21 10 12 47 
35 13 6 11 93 25 85 38 120 66 
36 1275 1807 2432 3133 2579 2120 2014 1582 
37 433 432 367 498 424 479 503 345 
38 5483 3497 5223 4533 3315 3370 4002 2795 
39 1187 2245 2014 3447 3015 2146 1090 1746 2251 2363 
40 5477 8269 6214 5209 9208 8341 5482 5756 7767 8444 
41 3412 6084 5151 4721 7645 7451 4105 3910 6564 5814 
42 55 85 27 49 58 36 110 
43 172705 131360 116408 73615 45456 65181 34422 103628 86874 91534 
44 5593 8229 3175 2903 1897 1794 1169 4905 2820 2124 
45 10 35 30 0 7 22 54 
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Table 2. Demand prediction equations 
i960 
Part no. b a prediction 
1 362.746 .4902 471.570 
2 5784.085 .0957 6356.275 
3 10608.953 .2763 13981.194 
4 277.184 .7082 1022.210 
5 1688.647 .0172 I713.8H 
6 200.165 .7999 958.470 
7 129.273 .4697 263.138 
8 5683.232 .1019 6292.594 
9 7002.083 -.0339 68OI.836 
10 2571.551 .1458 3052.108 
11 1079.380 .3713 1738.438 
12 4609.685 .2839 6689.536 
13 115.350 .2146 121.788 
14 1754.601 .4883 2251.690 
15 322.924 -.1365 276.104 
16 165.974 .6494 432.228 
17 7.605 .5140 18.913 
18 22.876 . 6808 88.914 
19 1032.676 .0697 1088.784 
20 57.982 .0593 59.820 
21 626.466 .3698 1025.850 
22 25.229 . 8616 317.311 
23 365.051 .4622 548.788 
24 166.361 .3797 249.515 
490.028 .6378 1209.466 
26 504.651 .2724 602.170 
27 83.769 .8347 393,443 
28 29.168 .8839 366.818 
29 2389.295 .4326 4573.492 
30 9.179 .5924 13.918 
31 1853.240 .2815 2561.776 
32 1573.317 .8073 9446.914 
33 902.545 1.0308 7094.561 
34 .8934 .2677 .893 
35 56.847 -.0275 55.032 
36 1261.033 .4453 1965.498 
37 702.790 -.5968 496.894 
38 4159.595 -.0810 3133.200 
39 1678.451 .2722 2301.660 
40 8020.867 -.1215 6994.921 
41 5828.310 -.0206 5708.542 
42 103.608 -.8280 194.688 
43 43402.728 .4313 82881.342 
44 2046.069 .3264 2739.343 
45 21.500 .1850 31.490 
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Table 3. Results of Quenouille1 s test 
Part no. 7;= Xl OCj XÎ 
1 5.3546 5.3866 6.8261 7.3983 
2 .0212 .5886 1.6755 2.7525 
3 .2453 .2967 .4061 .5718 
4 .0454 .1854 9.9785* 10.3499* 
5 1.8214 1.8242 1.8242 2.7076 
6 .0000 6.7706** 8.8009* 9.2883 
7 16.1339* 20.0716** 20.3071** 21.8770** 
8 3.5880 3.5922 4.8737 4.9607 
9 1.6752 2.2085 3.0125 4.7980 
10 .0335 2.9485 2.9981 3.9850 
11 2.2463 2.3920 4.1595 5.4945 
12 .0000 7.4262 7.4894 9.1377 
13 .0667 .1474 2.5064 2.6145 
14 .4844 1.4677 1.7442 3.2357 
15 1.4539 3.5743 4.2884 
16 2.3826 2.8138 2.8687 
17 .0000 23.2059** 65.3597** 
18 .2294 1.3168 1.5072 
19 1.2400 1.3136 3.6915 
20 .0688 .2877 
21 3.8862 4.3600 7.5501 9.9433* 
22 .9210 1.0441 9.5607* 11.8299* 
23 1.9416 3.0623 3.4525 
24 .0390 2.7410 3.8975 9.8491* 
25 .0059 4.3132 7.7870 9.6092* 
26 .3662 .4237 .4899 1.1444 
27 1.1322 1.2126 2.3462 3.4109 
28 1.7952 2.7636 3.2000 3.8992 
29 1.3351 3.0797 3.0930 3.6833 
30 5.0033 5.0088 
31 7.6880** 7.8724* 11.6708** 12.9440* 
32 .1350 .8987 .9006 .9803 
33 1.3968 2.3730 5.9286 
34 1.0138 7.5716* 7.5716 9.0261 
35 2.5517 2.9117 5.1409 
36 3.3605 4.3489 4.5559 
37 .7072 .7124 3.4642 
38 .4345 3.1055 3.6587 
S^ignificant at .05. 
-^ Significant at .01. 
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Table 3 (c ontInued) 
Part no. X Î  x î  Xs X Î  
3 9  .8789 3.5633 3.5706 4.6860 
40 4.2568* 4.2599 5.2053 5.2057 
41 2.5578 2.5878 2.6028 3.4330 
42 .5944 .5944 3.1977 
43 .0033 6.4449* 6.6062 7.1893 
44 .0689 .4640 .6102 1.3516 
45 2.4151 2.7963 3.9186 
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Table 4. Optimal reorder points and procurement quantities 
Part no. S n 
Part 1: 
a 550 
b 1010 
c 1200 
d 1330 
e 1410 
f 1480 
g 1660 
h 1900 
j i960 
k 2240 
1 2210 
m 2280 
n 870 
P 890 
q 940 
r 1010 
s 1180 
t 1440 
u 2280 
V 4550 
w 13190 
X -28100 
y - 2060 
z 4540 
aa 3370 
ab 2840 
ac 2380 
ad 2160 
ae 1650 
af 1010 
ag 700 
ah 630 
aj 570 
ak 950 
al 980 
am 1000 
an 1010 
ap 1020 
aq. 1030 
ar 1040 
as 1060 
at 1090 
au 1110 
av 1100 
70 620 
410 600 
610 590 
740 590 
830 580 
900 580 
1090 570 
1340 560 
1400 560 
1590 650 
1670 540 
1740 540 
260 610 
280 610 
330 610 
410 600 
590 590 
860 580 
1740 540 
4120 430 
13180 10 
-30110 2010 
- 2810 750 
3970 570 
2790 580 
2260 580 
1790 590 
1570 590 
1050 600 
410 600 
100 600 
30 600 
- 30 600 
400 550 
400 580 
410 590 
410 600 
410 610 
420 610 
420 620 
430 630 
440 650 
460 650 
450 650 
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Table 4 (continued) 
Part no, 
aw 
ax 
ay 
az 
ba 
bb 
be 
bd 
be 
bf 
bg 
bh 
bj 
bk 
bl 
bm 
bn 
bp 
bq 
br 
bs 
17a 
17b 
17c 
17d 
17e 
19a 
19b 
31a 
31b 
31c 
31d 
35a 
35b 
35c 
35d 
39 
45a 
45b 
45c 
45d 
36a 
36b 
S n s 
1100 450 650 
1110 460 650 
1110 450 660 
1180 490 690 
1210 510 700 
1240 530 710 
1250 540 710 
1240 520 720 
880 270 610 
930 330 600 
1010 410 600 
1140 550 590 
1300 720 580 
1460 890 570 
1430 830 600 
1670 1090 580 
1890 1320 570 
2030 1460 570 
2210 1650 560 
1270 670 600 
3190 2680 510 
140 111 29 
139 109 30 
139 108 31 
138 107 31 
214 183 31 
1600 400 1200 
1500 300 1200 
6900 3500 3400 
7500 4000 3500 
8200 4600 3600 
85OO 4900 3600 
110 40 70 
112 41 71 
113 41 72 
115 43 72 
3700 1200 2500 
135 97 38 
135 96 39 
134 95 40 
135 95 40 
70 - 101 31 
42 - 123 31 
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Table 4 (continued) 
Part no. S n s 
36c 
- 57 88 31 
36d - 23 - 52 29 
37a 52 12 64 
37b 51 - 13 64 
37c 50 12 62 
37d 50 11 61 
12? 
Table 5« Results of t test 
Significance level 
Part no. t .05 .10 .20 
1 1.7408 Na N Sb 
2 .2802 N N N 
3 .8390 N N N 
4 5.9017 S S . s 
5 .0508 N N N 
6 3.898I S S S 
7 2.2218 N S S 
8 .2961 N N N 
9 - .0988 N N N 
10 .4337 N N N 
11 1.5510 N N S 
12 2.1974 N S S 
13 .6184 N N N 
14 1.5596 N N S 
15 - .3704 N N N 
16 3.1833 S S S 
17 5.0392 S S S 
18 1.3554 N N N 
19 - .2617 N N N 
20 .1219 N N N 
21 2.1525 N S S 
22 4.3080 S S S 
23 1.5407 N N S 
24 1.0799 N N N 
25 2.1850 N S S 
26 .8158 N N N 
27 3.6260 S S S 
28 4.8012 S S S 
29 1.5629 N N N 
30 .7669 N N N 
31 1.0449 N N N 
32 2.4794 S S S 
33 4.6100 S S S 
34 .7375 N N N 
35 - .0710 N N N 
36 1.3147 N N N 
37 -I.I695 N N N 
aN = nonsignificant. 
bS = significant. 
128 
Table 5 (continued) 
Significance level 
Part no. t .05 .10 .20 
38 - .1964 N N N 
39 .8512 N N N 
40 
- .3271 N N N 
41 - .0625 N N N 
42 -1.2547 N N N 
43 1.9445 N S S 
44 .9549 N N N 
45 .2562 N N N 
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Table 6. Coded values of parameters 
Part no. X c b K k 
A 
T (per day) 
Part 1: 
a 47 • 3430 .10 0 5.00 2.90 1 2.00 
b 47 .3430 .10 0 10.25 2.90 1 2.00 
c 47 .3430 .10 0 15.00 2.90 1 2.00 
d 47 .3430 .10 0 20.00 2.90 1 2.00 
e 47 .3430 .10 0 25.00 2.90 1 2.00 
f 47 .3430 .10 0 30.00 2.90 1 2.00 
g 47 .3430 .10 0 50.00 2.90 1 2.00 
h 47 .3430 .10 0 100.00 2.90 1 2.00 
J 47 .3430 .10 0 150.00 2.90 1 2.00 
k 47 .3430 .10 0 200.00 2.90 1 2.00 
1 47 .3430 .10 0 250.00 2.90 1 2.00 
m 47 .3430 .10 0 300.00 2.90 1 2.00 
n 47 .3430 .10 0 10.25 .50 1 2.00 
P 47 .3430 .10 0 10.25 1.00 1 2.00 
q 47 .3430 .10 0 10.25 2.00 1 2.00 
r 47 .3430 .10 0 10.25 2.90 1 2.00 
s 47 .3430 .10 0 10.25 4.50 1 2.00 
t 47 .3430 .10 0 10.25 6.00 1 2.00 
u 47 .3430 .10 0 10.25 10.00 1 2.00 
V 47 .3430 .10 0 10.25 15.00 1 2.00 
w 47 .3430 .10 0 10.25 20.00 1 2.00 
X 47 .3430 .10 0 10.25 25.00 1 2.00 
y 47 .3430 .10 0 10.25 50.00 1 2.00 
z 47 .0100 .10 0 10.25 2.90 1 2.00 
aa 47 .0300 .10 0 10.25 2.90 1 2.00 
ab 47 .0500 .10 0 10.25 2.90 1 2.00 
ac 47 .0800 .10 0 10.25 2.90 1 2.00 
ad 47 .1000 .10 0 10.25 2.90 1 2.00 
ae 47 .1700 .10 0 10.25 2.90 1 2.00 
af 47 .3430 .10 0 10.25 2.90 1 2.00 
ag 47 .5000 .10 0 10.25 2.90 1 2.00 
ah 47 .5500 .10 0 10.25 2.90 1 2.00 
aj 47 .6000 .10 0 10.25 2.90 1 2.00 
ak 47 .3430 .10 0 10.25 2.90 1 .50 
al 47 .3430 .10 0 10.25 2.90 1 1.00 
am 47 .3430 .10 0 10.25 2.90 1 1.50 
an 47 .3430 .10 0 10.25 2.90 1 2.00 
ap 47 .3430 .10 0 10.25 2.90 1 2.50 
aq 47 .3430 .10 0 10.25 2.90 1 3.00 
ar 47 .3430 .10 0 10.25 2.90 1 3.50 
as 47 .3430 .10 0 10.25 2.90 1 5.00 
at 47 .3430 .10 0 10.25 2.90 1 10.00 
au 47 .3430 .10 0 10.25 2.90 1 10.96 
av 47 .3430 .10 0 10.25 2.90 1 12.41 
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Table 6 (continued) 
Part no. X c b K k T (per day) 
aw 47 .3430 .10 0 10.25 2.90 1 13.40 
ax 47 .3430 .10 0 10.25 2.90 1 15.00 
ay 47 .3430 .10 0 10.25 2.90 1 20.00 
az 47 .3430 .10 0 10.25 2.90 1 50.00 
ba 47 .3430 .10 0 10.25 2.90 1 100.00 
bb 47 .3430 .10 0 10.25 2.90 1 150.00 
be 47 .3430 .10 0 10.25 2.90 1 200.00 
bd 47 .3430 .10 0 10.25 2.90 1 250.00 
be 47 .3430 .03 0 10.25 2.90 1 2.00 
bf 47 .3430 .06 0 10.25 2.90 1 2.00 
bg 47 .3430 .10 0 10.25 2.90 1 2.00 
bh 47 .3430 .15 0 10.25 2.90 1 2.00 
bj 47 .3430 .20 0 10.25 2.90 1 2.00 
bk 47 .3430 .25 0 10.25 2.90 1 2.00 
2 64 1.5600 .10 0 8.24 11.00 1 
3 14 149.0000 .10 0 87.84 820.00 1 
4 10 1.4200 .10 0 7.48 7.00 1 
5 17 .6400 .10 0 4.79 5.00 1 
6 96 .0960 .10 0 8.66 .90 1 
7 26 .1060 .10 0 5.54 .70 1 
8 15.1500 .10 0 23.72 79.00 1 
9 68 15.0500 .10 0 23.50 78.00 1 
10 30 8.1900 .10 0 32.43 61.00 1 
11 17 3.4500 .10 0 3.85 26.00 1 
12 67 1.5500 .10 0 20.44 4.00 1 
13 12 3.1720 .10 0 2.05 6.4o 1 
14 22 5.9100 .10 0 46.36 49.00 1 
15 28 .7560 .10 0 6.95 3.4o 1 
16 43 .7900 .10 0 7.63 7.10 1 
17a 19 .0106 .10 0 7.82 .07 1 .50 
17b 19 .0106 .10 0 7.82 .07 1 1.00 
17c 19 .0106 .10 0 7.82 .07 1 1.50 
17d 19 .0106 .10 0 7.82 .07 1 2.00 
18 89 .0444 .10 0 8.17 .24 1 
19a 11 50.7200 .10 0 23.58 367.00 1 2.00 
19b 11 50.7200 .10 0 23.58 404.00 1 2.00 
20 6o 
.3987 .10 0 67.99 3.24 1 
21 10 47.8400 .10 0 17.30 389.00 1 
22 33 .6300 .10 0 8.23 3.40 1 
23 55 1.0000 .10 0 13.25 7.40 1 
24 25 .8440 .10 0 31.27 6.50 1 
25 12 .8000 .10 0 6.17 6.00 1 
26 60 .1560 .10 0 6.82 1.20 1 
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Table 6 (continued) 
A 
Part no. X c oC b K k T (per day) 
27 39 .6870 .10 0 5.74 3.80 1 
28 37 .6190 .10 0 3.57 3.80 1 
29 46 .8200 .10 0 7.09 4.00 1 
30 14 .6214 .10 0 8.57 5.45 1 
31a 26 .5600 .10 0 7.59 3.00 1 1.00 
31b 26 .5600 .10 0 7.59 3.00 1 1.37 
31c 26 .5600 .10 0 7.59 3.00 1 2.05 
31d 26 .5600 .10 0 7.59 3.00 1 2.74 
32 94 .4400 .10 0 7.09 3.00 1 
33 71 9.6400 .10 0 54.93 6.00 1 
34 1 .1128 .10 0 8.33 .67 1 
35a 55 .2480 .10 0 3.94 2.06 1 1.50 
35b 55 .2480 .10 0 3.94 2.06 1 2.00 
35c 55 .2480 .10 0 3.94 2.06 1 2.50 
35d 55 .2480 .10 0 3.94 2.06 1 3.00 
36 20 1.2400 .10 0 15.54 11.00 1 
37 50 1.1700 .10 0 13.84 6.90 1 
38 39 6.2700 .10 0 15.08 48.00 1 1.50 
39 23 9.6400 .10 0 42.83 78.00 1 
40 70 5.6300 .10 0 6.23 41.00 1 
41 57 6.6000 .10 0 16.03 44.00 1 
42 20 .7480 .10 0 8.41 3.10 1 
43 83 59.4000 .10 0 62.50 460.00 1 
44 27 23.3200 .10 0 28.70 187.00 1 
45 31 .3440 .10 0 71.28 2.94 1 
