Introduction 1
Viewed for a long time as a peripheral issue, Cybersecurity is now at the forefront of everyday 2 computer system and network operations, and of research in Computer Science and Engineering. Union published its recommendation for security and privacy. In addition, the organisations that 6 operate systems that come under cyberattack can not only lose market share and lose the trust of 7 the end users, but they also have to increase their operating costs both in terms of means to defend 8 themselves but also in increased energy consumption and operating costs [1] and CO 2 impact [2, 3] .
to a IoT based economy and understand how distributed ledgers (Blockchain) may improve IoT based 48 systems. It will design and implement virtualised self-aware honeypots to attract and analyse attacks.
49
The project will design SerCPN [47] , a network that manages specific distributed IoT devices based 50 on the Cognitive Packet Network (CPN). It will use the implementation of Software Defined Networks
51
(SDN) based on CPN [48] [49] [50] using measurements that create the system self-awareness [7, [51] [52] [53] [54] .
52
These SDNs will use "Smart" Packets (SP) to search [21, 55] for secure multi-hop routes having good 53 quality of service (QoS) and measure their security and performance, and will use Reinforcement
54
Learning with Random Neural Networks [56] to improve the network overall performance, including 55 all three criteria of high security, good QoS and low energy consumption [57, 58] . It may be possible 56 to extend these schemes with genetic algorithms which use an analogy between network paths and 57 genotypes [59] [60] [61] . Several SerCPN network clusters may be interconnected via end overlay network
58
[62], with adaptive connections to Cloud and Fog servers [63, 64] for network data analysis and 59 visualisation.
60
Combining energy aware routing and QoS [65, 66] with security, we can also address network 61 admission [67] to enhance security. Wireless IoT device traffic may also be specifically monitored and 62 adaptively routed in a similar manner as it accesses .
63
The project will deliver a number of platforms that comprise the main technical outputs of 64 the project, including Platforms for (i) IoT Data Acquisition, (ii) Ad-hoc Anomaly Detection, (iii) 3 of 14 "on board sensing and communications" for food. This Use Case will be supported by third parties.
83
We take into account diverse, numerous and powerful cyber attacks. the subnet, thanks to data gathered from its SFEs. It will also be able to route packets to neighbouring 207 subnets (via the appropriate border node). In the case of flows having destinations outside their own 208 subnet and neighbouring subnets, routing requests will be sent to a Second Level controller.
209 Second (and higher) level SerCPN controllers will see the lower level subnet as a single meta-node.
210
They will be able to designate routing paths via meta-nodes that they control. Security and QoS 
Routing Criteria

217
In the case of a SDN based implementation for SerCPN, routing decisions are reflected by creating 218 appropriate rules for given flows. The routing decisions will be taken by an "oracle", which is fed with 219 security, QoS and energy data, which will be stored in a Cognitive Security Memory (CM 
254
The widest group of security measures will be taken as part of Group 3, requiring an estimate of 255 the probability that a given flow is part of network attack. Some of the verifications that may be used 256 include:
257
• Checking if the source or destination of the flow is on the public blacklist of IP addresses known 258 to be sources of attack.
259
• Checking if a DNS name appearing in a DNS request of a customer appliance is on the public 260 blacklist of domains known to be sources of attack.
261
• Introducing simple (lightweight) prevention without using statistics, e.g.:
262
-Detection of very high bitrate (exceeding predefined threshold)
263
-Detection of access to random IP addresses (IP scan)
264
-Detection of non-standard use of protocols (ssh, DNS, NTP etc.)
265
-Spam detection (e-mails sent from devices we don't expect doing so, or in amounts 266 exceeding expected numbers)
267
We should also consider gathering information about whether a given node (SFE or client device) is 268 often the aim of unsuccessful attacks. Such data may be useful for evaluating its trust level.
269
The next group, Group 4, considers criteria for routing decisions based on QoS parameters.
270
Throughput of given links, delay and jitter, loss rates in case of wireless links should be measured and 271 forwarded to the CM.
272
Group 5 includes data on power consumption and energy usage. Since energy awareness is not a 273 of primary concern to WP3, we will not focus on this point but keep it in mind for further work.
274
Thus the factors listed in Group 1 through Group 4 will be used to create the CGF [85] for SerCPN 275 optimisation.
276
The data listed above are directly used by 1st level SerCon(s). Data gathered by the higher level 277 SerCon(s) will be meta-data describing the subnet as a whole. Its detailed content will be worked 
Implementation of data acquisition and routing decisions 282
The SerCPN Routing Engine (SRE) will be distributed in one or more SDN controllers as a plugin 283 module, using the RNNs to implement the decision oracles, enabling a semi-distributed way of taking 284 decisions, but using the advantages of the semi-centralisation of the SDN architecture. Linking specific
285
RNNs to SFEs will reflect the physical network topology. The role of a single RNN will be to specify,
286
at the time of decision making, which output node should be used for a given SFE, regarding a flow 287 having a given destination. Data will be gathered by the SRE in three ways: 288 1. Upon request from the controller, 289 2. As unsolicited (asynchronous) messages from SFE to controllers, and 290 3. In the form of Smart Packets (SPs).
291
Requests from controller may be implemented in OpenFlow or other standard protocols, e.g. SNMP.
292
The same applies to asynchronous messages from the SFEs. able to receive and copy from the corresponding ACK, the data that was collected by a SP on its path.
300
Such nodes can then store and exploit the data that has been collected by each SP that visited the node.
301
On the other hand, in SerCPN, sending of SPs and routing over the network is controlled by the SREs,
302
each of which have a CDE.
303
SPs will be used for data which is not available otherwise, such as delay on the link or total delay 304 between two adjacent nodes including the delay inside nodes, and for data which can be sent by nodes 305 directly (asynchronously or by request) but which are less urgent (e.g. energy usage process, and its probability density function serves as an approximation of the queue length distribution.
352
The features that are in favour of the diffusion approximation are:
353
• The diffusion model of a single server assumes general interarrival and service time distributions,
354
going beyond "Markov-exponential" models,
355
• Mathematical network models may have any topology, including a hierarchical topology, and 
374
In addition, numerical problems and development of software related to the solution of these large 375 time-dependent models cn be efficiently handled [91, 97] . Models of specific control aspects, such as 
