Cartesian-based CFD methods are quite powerful in preliminary aerodynamic design. Very complex geometries can be quickly analyzed since grid generation is practically automatic and rapid. This capability makes this CFD method extremely applicable to aerodynamic design optimization. This paper presents a response surface based optimization scheme using a Cartesian CFD method. The method is applied to several different design optimization problems on a sample aircraft configuration. The results are presented and discussed. The advantages and disadvantages of the optimization method are also debated.
List of Symbols C D cruise drag coefficient C L cruise lift coefficient n number of design variables N p number of sample function evaluations required to define response surface Background The CART3D 1 analysis package, which was developed primarily at NASA Ames Research Center and the Courant Institute in New York, is an Euler method which uses adaptively refined Cartesian meshes. In the mesh generation process, the Cartesian mesh is refined repeatedly and automatically up to a user-specified maximum level. The mesh refinement process is driven by the local curvature and detail of the solid surface geometry; in other words, more mesh points are added in the regions of high surface curvature to better resolve the solution in these regions. Figure 1 shows a sample mesh on a complex geometry.
The flow solver itself is very robust and efficient, taking full advantage of Cartesian mesh properties and inherent multigrid capability. This allows for quick and virtually automatic analysis of very complex geometries. Hence where Euler analysis is sufficient in terms of fidelity, the method is very suitable for preliminary design and optimization methods. The ability to make very general design changes to a complex aircraft configuration without having to spend hours or days to generate a computational mesh makes this CFD method even more attractive for optimization. One optimization scheme that is easily and straightforwardly applied is the response surface method 8 . For optimization problems where the number of design variables is relatively small (~2-10), the response surface methodology can be very effective and efficient if the response surface fit is representative of the actual function that the surface is mimicking.
Method A response surface is essentially a simplified multidimensional surface fit to what is usually a more complex function. Often the function is highly nonlinear, computationally expensive to evaluate, and/or difficult to differentiate explicitly. To compute the fit, the function is evaluated at several nonplanar sample points, the number of which is determined by the dimension and nature of the response surface function. Using these sample points, a surface fit with a known and usually 2 American Institute of Aeronautics and Astronautics simple mathematical representation is identified which allows for the estimation of not only the value of the function but also the gradient at other points in space. In lieu of the actual function, this response surface can be used with a gradient-based optimizer with user-defined objective and constraint functions to estimate the function's optimal point. When this method is applied to an actual optimization problem, the accuracy of the response surface is ultimately determined by the difference between the actual optimal function value and the response surface optimal value. This accuracy can be controlled in a number of ways.
The primary way to improve response surface accuracy is selecting more appropriate function sample points. The region of multidimensional space that is spanned by these points is often known as the "trust region" of the response surface. Ensuring that the optimal point is within this trust region to avoid extrapolation and also that the trust region is small enough to foster accuracy is the key to the response surface optimization method. Since the general location of the optimal point of the function may not be known before the optimization process is applied, the selection of a proper trust region may actually require several iterations on the trust region size and location.
Another important property of an effective trust region is that it must be large enough to filter out function noise. In some cases, the computation of the function itself is limited in accuracy due to the nature of the computation. A computation that is discrete in nature, such as discretized CFD methods, can sometimes introduce noise into the calculation of the function. Another source of noise can be insufficient convergence of computations involving iterative methods, again such as CFD methods. Insufficient convergence can occur when the computation either cannot converge or simply requires too much time to converge to the necessary level of accuracy. One advantage of the response surface method over say a purely gradient-based method is that it usually can filter out such function noise while direct gradient estimation (such as finite-differencing) is usually strongly adversely affected by this noise.
The type of the curve fit used is also key to the response surface methodology. Clearly the function must be able to sufficiently mimic the actual complex function and be able to produce an optimal point. A common surface fit used in optimization is the simple second order, multidimesnional polynomial. The actual function is evaluated at the necessary number of nonplanar points and the quadratic multidimensional surface that includes all of these points is identified. This involves solving a linear system for the coefficients of the quadratic function terms making the process very simple and efficient. The quadratic surface fit is also assured of having an optimal point, provided the original optimization problem is well posed.
To estimate the function optimum, the optimal point on this quadratic surface fit is identified by a process which again is usually simple and efficient since the response surface is quadratic. For the problems presented in this paper, a nonlinear constrained optimizer, SNOPT 3 , is utilized to locate this optimal point. SNOPT employs a quasi-Newton based methodology that uses quadratic subproblems to estimate the Hessian of the function. Clearly since the response surface is already quadratic, SNOPT works extremely well for these types of problems. Other nonlinear optimizers can be effective, but this particular one was selected because it is simple to use and can easily handle nonlinear constraints.
Once computed, the values of the design variables that correspond to the response surface optimum are then evaluated in the actual function. The result is compared with the response surface optimal value to determine the accuracy of the response surface. If necessary, the trust region is modified and the entire process repeated until the accuracy of the response surface near the optimum is sufficient.
To allow for nonlinear constraints, multiple response surfaces can be computed. For example, in the problems presented in the next section, the objective was to minimize drag at a constant cruise lift. Both lift and drag are nonlinear functions of the design variables and therefore response surfaces were computed for each function. In this case, this does not increase the computational workload of the method because lift and drag are computed simultaneously in each flow solver solution anyway. This should also work for other nonlinear functions. For example, if a pitching monent constraint were introduced, a response surface could be built using the already computed pitching moments at no additional computational cost.
Sample Optimization Problem
The response surface based optimization method coupled with the CART3D Euler solver has been applied successfully to several supersonic and transonic business jet configurations with many different kinds of design variables. Unfortunately, most of these results cannot be presented here because the configurations are proprietary. However, to demonstrate the method, a sample generic problem was identified with an appropriate objective function, set of constraints, and set of design variables.
The configuration that was the focus of this sample problem was a generic swept wing business jet with a 4000 nautical mile range at a cruise Mach number of 1.5. The model of the configuration used in the opti-American Institute of Aeronautics and Astronautics mization problems is shown in Figure 2 . This aircraft configuration was originally designed using a powerful multidisciplinary design optimization (MDO) tool developed primarily by Dr. Ilan Kroo of Stanford University. The method does not employ a high-fidelity aerodynamic analysis method and often Euler optimization is used to further improve a developed design. Note that the geometric model in Figure 2 is quite complex; it includes the full empennage, the nacelles, pylons, and even the nacelle inlet spikes. The model was intentionally complex to demonstrate the impressive capability of the CART3D Euler package to handle very complex geometries with relative ease.
The results from three separate optimization problems on this configuration are presented in the next section. For all these problems, the configuration was optimized at the cruise Mach number of 1.5 and cruise lift coefficient of 0.188. This lift constraint represented the only nonlinear constraint enforced in each problem. The objective function was the cruise drag which was minimized. Geometric constraints, such as the cabin diameter, were also enforced as simple bounds on the design variables. The design variables themselves differed for each sample optimization problem.
The first problem was a fuselage tailoring to minimize cruise wave drag. The fuselage cross-sectional area was varied at several lengthwise locations and Akima splines were used between stations to define the full shape of the fuselage. The radius was appropriately minimally constrained at the cabin and cockpit locations. The minimum values were extracted from the original MDO problem constraint values.
The second problem optimized the wing spanwise twist and camber distributions in the presence of the newly optimized fuselage. The wing root, break, and tip incidences were varied to minimize cruise lift-dependent drag. The camber level of the root, break, and tip airfoil sections were also varied. The actual sectional camber shape was held constant based on results from the original MDO problem and previous experience with business jet wing design.
The third and final problem represented an engine integration problem. The nacelle orientation, the pylon orientation, and pylon camber were varied to further reduce cruise drag. No inlet optimization was performed because the nacelle interior and spike were not even included in the drag computation. The interior of the nacelle was assumed to be strictly part of the propulsion system and was therefore not included in any aerodynamic optimization problems presented here. However, inlet optimization could prove to be another powerful capability of this optimization method and will be researched in the future.
These three problems represent the wide variety of problems that can be addressed with this methodology. The complexity of the geometry is no longer a limiting factor with this Euler solver when compared to a more standard structured grid CFD method. As will be shown in the next section, each optimization problem proved to be effective and efficient at reducing the cruise drag of the aircraft configuration.
Note that the empennage design was held constant for each optimization. The empennage size and location were somewhat arbitrary for this configuration as only minor sizing work had been completed. Ideally, the empennage would be sized properly and included in the optimization problems. This would involve including a trim constraint which could be easily managed with a pitching moment response surface. It would also mean the horizontal tail incidence would be a necessary design variable for each optimization case. But in order to avoid the task of properly sizing the tail and to keep the number of design variables small, the tail was instead held constant for all cases. While the trim constraint was ignored for these problems, the optimization methodology itself was still shown to be effective. 
Results
As discussed in the previous section, three optimizations were performed in series on the baseline configuration shown in Figure 2 . For each case, the cruise drag was minimized at the cruise lift coefficient of 0.188 and cruise Mach number of 1.5. The optimization results are presented and discussed in the following subsections.
For all the cases shown here and in the optimization work, the Cartesian mesh had about 1.5 million cells which is not highly refined but certainly not coarse. Grid sensitivity studies performed before any optimization was attempted showed that the next level of refinement (resulting in about 3.0 million cells) produced drag and lift numbers very similar (within 1-2%) to the 1.5 million cell solutions. True accuracy was not the goal of this exercise at this point; the demonstration of the method was.
Baseline Configuration
For comparison, the baseline configuration was first analyzed. The drag polar on this configuration is shown in Figure 3 . The upper surface pressure contours are shown in Figure 10 at the end of this paper. The optimized configurations will be compared to these results to demonstrate the effectiveness of the response surface method with these optimization problems. Of course for true aircraft design, the trim constraint would have to be included, but was not to avoid the tail sizing problem discussed in the previous section. Note that the baseline configuration was not originally designed to be trimmed anyway.
Fuselage Tailoring
The baseline fuselage was defined by 7 longitudinal sections and the nose and tail locations. These sections are shown in Figure 4 as dark lines and are circular in cross-section. The geometry between these stations was defined by Akima splines. The fuselage was also defined as axisymmetric.
By varying the radii of these stations, the fuselage area distribution was optimized to minimize wave drag. These 7 radii and the aircraft angle of attack comprised the 8 design variables used in this first optimization problem. The trust region was modified only once after an initial guess to find the optimal geometry. Table I shows the quality of the response surface fit at the optimum point. The table shows that the fit was quite good which suggests that the trust region was small enough to accurately represent the design space in the region of the optimum.
A comparison of drag polars between the baseline and the optimized configurations is given in Figure 5 . As expected, the optimized fuselage had lower zero-lift wave drag as demonstrated by the mostly consistent reduction in drag at all lift conditions. The reduction in drag at the cruise lift condition was about 5 counts, which is certainly significant for this long range aircraft design. The resulting pressure contours with this optimized fuselage are given in Figure 11 . The major difference is on the fuselage near the nacelles where the radius has been reduced. This reduction reduces volume wave drag and also fuselage/nacelle interference drag. 
Wing Optimization
The second problem completed was the wing twist and camber optimization. The design variables included both the wing incidence and camber level at the wing root (centerline), break, and tip. These sections are highlighted in Figure 6 . The wing geometry was then linearly lofted between these spanwise stations. Along with these six design variables, the angle of attack was also included to enforce the cruise lift constraint. Minimizing the drag with these seven variables produced a significant improvement in cruise performance as shown by the resulting drag polar given in Figure 7 . In this plot, the two polars from Figure 5 are compared to the drag polar of this new configuration with an optimized fuselage and wing. As expected, the lift-dependent drag was reduced significantly (about 9 counts) so that the new optimized configuration has an inviscid drag that is a total of 14 counts lower than the baseline. The upper surface pressure contours on this new configuration are given in Figure 12 . The wing pressures have clearly changed which result in a better a spanwise distribution of lift and therefore lower the lift-dependent drag. Table II below shows the accuracy of the final response surface indicating excellent accuracy.
Nacelle Integration
The final optimization successfully performed on this aircraft utilized only five design variables: the angle of attack, the pylon incidence (with respect to the fuselage), the pylon parabolic camber level, and the nacelle cant and yaw angles as shown in Figure 8 . This optimization represented a simple nacelle integration problem. As before, the drag was minimized at constant cruise lift. The resulting drag polar is given in Figure 9 which shows a further reduction in wave drag of about 5 counts, which again is significant. The optimized geometry and pressure contours given in Figure 13 show that the nacelle/fuselage interference drag has been reduced by better aligning the nacelles with the local fuselage contours and therefore the local flow direction. 
Full Configuration Optimization
As an experiment to determine the limits of the response surface method, a much larger optimization problem was attempted. For this larger problem, all 17 geometric design variables from the three previous optimizations (7 fuselage radii, 6 wing design variables, and 4 nacelle integration variables) were combined with the angle of attack for a grand total of 18 design variables. The same objective and lift constraint were used and the initial trust region was determined using the final trust regions of the three previous optimization problems. With 18 design variables and a quadratic surface fit, 190 solutions were needed to define the response surface. As in the previous three problems, a minimum point (with its corresponding design variable values) were found on this response surface. The results were disappointing but not unexpected. The difference between the response surface estimation of drag and the actual values were significantly higher than what was seen in the smaller optimization problems as shown in Table IV . The trust region was not sufficient for accuracy and in fact some "optimal" variables based on the response surface were found to be outside the trust region. To properly complete this optimization, the trust region would have to be resized and the process repeated. This was not done because it was considered outside the scope of this paper; the trust region would most likely have to be altered many times before an accurate response surface could be defined. This example demonstrates where the efficiency of the response surface method degrades as the number of design variables increases.
Comparison of Results
A summary of the results is presented in Table V . To compute the total aircraft drag, a constant viscous term was added. This viscous term was estimated using the original design results to have a value of 110 counts. It is assumed that the viscous drag does not change significantly for each configuration, which is a reasonable assumption with thin wings, high Reynolds numbers, and the high Mach number.
As can be seen in the table, the increase in performance realized by optimizing 17 geometric design variables is significant with an 8% increase in lift-to-drag ratio. Further design work with more design variables could probably increase the performance of the aircraft even more, but such an exercise is beyond the scope and intent of this paper.
Discussion
For the design problems presented in this paper, the response surface based optimization scheme was very effective and efficient. In fact, the method was found efficient for all problems the author has attempted that involved a supersonic cruise Mach number. Though nonlinear, the objective and constraint functions at supersonic Mach numbers are well-behaved for this type of aircraft and therefore a quadratic surface fit works quite well. This is evidenced by the fact that for all successfully completed problems presented here, the trust region had to be modified at most two times before the optimal geometry was discovered.
Another advantage of this method is that since all the sample function evaluations necessary to determine a response surface can be run independently, the scheme applies quite nicely to parallel computing systems. In fact, for the work in this paper, all cases were run on all of the nine available pentium-based machines running Linux. Each solution ran on either one 2.0Ghz processor or on dual 1.0 Ghz processors and took about an hour to complete in most cases. Since the solutions all run independently, the problem is perfectly scalable and could be run on as many processors as the number of necessary cases to compute the response surface.
Another advantage of the response surface method is that it can robustly handle "noisy" functions. For many possible reasons, CFD codes sometimes cannot produce smooth variations of functions with respect to small changes in input design variables. One source possible for this type of noise in a computed function is a lack of tight convergence due to limited computation time or simply the complexity of the geometry and computational mesh. Other possible noise sources include the discrete nature of CFD codes, lack of numerical precision of the computer itself, and the occasional near singularity in the numerical solution. By fitting a smooth function over a broad range of the design variable space, such noise is filtered out allowing gradient-based methods to work quite well on the response surface where they may not be effective on the actual surface.
However, the response surface method has its disadvantages. One such disadvantage is the large number of solutions required to compute a fit in many dimensions. For example, the number of points ( )required to compute a quadratic surface fit varies with the number of dimensions (design variables in this case) according to the following relation: (1) where n is the number of design variables. The n 2 term buried in this equation makes the number of points grow rather quickly when the number of design variables becomes greater than about 10. Of course this is comparable to a typical gradient based optimization scheme with finite differences used to compute the sensitivities. But the difference here is that the response surface may need to be computed several times as the trust region grows to encompass and shrinks to accurately estimate the optimum. Intuitively, the number of trust region iterations required to determine an optimum often increases with the number of design variables. For this reason, it is clear that the response surface methodology can become quite inefficient as the number of design variables increases significantly.
Another significant disadvantage of the response surface method is its inability to mimic highly nonlinear functions. For example, based on the experience of the author, the use of quadratic response surfaces for minimizing drag of an aircraft at transonic flight conditions is extremely inefficient and often ineffective. The flow features in this speed regime are simply too sensitive to small changes in geometry and flight condition and therefore the response surface must be very small to even partially capture these nonlinearities. Larger trust regions often produce very poor representations of the design space and therefore become completely ineffective. The need for a relatively small trust region requires many iterations on the trust region location in the design space to locate the optimum, making the method very inefficient.
Despite these disadvantages, the results presented in the previous section imply that for certain cases, the response surface based optimization scheme is efficient, effective, and robust. The relative ease in applying the method makes it attractive for these cases. The most difficult part of the problem is determining a proper trust region. However, when compared to other optimization methods, this difficulty is not daunting. For example, the prospect of determining a proper step size (as in 
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Future Work
The response surface based optimization methodology was found to be ineffective for some problems not presented here. To fully take advantage of the robust and efficient Cartesian-based Euler CFD methods, enhanced response surface schemes and other optimization schemes must be explored. One possibility for enhancing the response surface method is to investigate other kinds of surface fit definitions. Clearly the quadratic surface is very limited when trying to mimic highly nonlinear functions. One other possibility is to use a Kriging 7 surface fit.
Other optimization schemes should also be explored. For example, direct gradient-based optimization has been found to be effective in the work by Cliff 2 . The author has not attempted to used optimization with finite differencing with the CART3D Euler solver, but some preliminary investigations show some promise. Using the complex step method 6 to compute gradients is a very attractive alternative, though it would require some minor work on the flow solver code. An adjoint method 4 could prove extremely useful and efficient, but this would require major work on a new flow solver. For cases where gradients are difficult or impossible to compute, a Nelder-Mead 5 simplex method (also known as a polytope method) could prove effective. Preliminary implementations of this optimization scheme show that while it is quite robust, it can be slow and inefficient however. It is also difficult to enforce nonlinear constraints with this optimization scheme. However, the optimization method itself could be enhanced to handle nonlinear constraints in a more effective manner.
Conclusions
Based on the results presented in this paper and those not presented but compiled by the author, the CART3D package was found to be a very powerful, robust, and efficient flow solver that lends itself extremely well to both preliminary and detailed aerodynamic optimization. The ability to easily and arbitrarily make major changes to complex geometries without having to address mesh generation issues is extremely advantageous. For supersonic aircraft, the response surface based optimization scheme coupled well with this Euler solver. The method was efficient and effective for all component optimizations that were performed.
However, due to its nature, the response surface method is only efficient with a relatively small number of design variables; more than ten design variables becomes somewhat inefficient. American Institute of Aeronautics and Astronautics 
