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Abstract
We address the study of well posedness on Lebesgue spaces of sequences for the following fractional
semidiscrete model with finite delay
∆αu(n) = Tu(n) + βu(n− τ) + f(n), n ∈ N, 0 < α ≤ 1, β ∈ R, τ ∈ N0, (0.1)
where T is a bounded linear operator defined on a Banach space X (typically a space of functions like
Lp(Ω), 1 < p < ∞) and ∆α corresponds to the time discretization of the continuous Riemann-Liouville
fractional derivative by means of the Poisson distribution. We characterize the existence and uniqueness
of solutions in vector-valued Lebesgue spaces of sequences of the model (0.1) in terms of boundedness of
the operator-valued symbol
((z − 1)αz1−αI − βz−τ − T )−1, |z| = 1, z 6= 1,
whenever 0 < α ≤ 1 and X satisfies a geometrical condition. For this purpose, we use methods from
operator-valued Fourier multipliers and resolvent operator families associated to the homogeneous prob-
lem. We apply this result to show a practical and computational criterion in the context of Hilbert
spaces.
Keywords: Fractional differences; Delay equations; Well-posedness; Maximal regularity;
Operator-valued Fourier multiplier.
1. Introduction
Time delay equations appear in computational and applied contexts that have been the subject of
research of many authors in the last decades. For instance, Fu and Li in [17], studied the well posedness
of evolution equations with infinite delay in Lebesgue, Besov and Triebel-Lizorkin scales of vector-valued
Banach spaces. Other references in this line of research are [8], [13], [15], [29] and [30]. See also the
bibliography therein. In the semidiscrete case, there is also a big amount of investigation where the
study of such equations naturally arises. In a first survey by H. Bateman [7] their relevance in several
practical fields of interest was explained. Some of such applications appear in the theory of the compound
pendulum, surges in springs and connected systems of springs, equations of Born and von Ka´rma´n and
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elastic waves in a lattice. More recently, Hu and Li in [18] and Z. Yu in [40] examined the qualitative
behaviour of the solutions of nonlocal semidiscrete equations with delay, which concerns the distribution
of the mature population of a single species. Also, in [27] Mallet-Paret studied the existence of traveling
waves for semidiscrete equations that include the well-known versions of the Nagumo and KPP-Fisher
equations, highlighting their practical usefulness and main differences with the continuous case.
The first studies concerning well posedness (or maximal regularity) of evolution equations using
operator-valued Fourier multipliers methods are due to Amman [3] and Weis [35]. Some other authors
continued this avenue of research. See for instance [4], [10], [11], [12] and [31]. More recently, methods
from operator-valued Fourier multipliers were used in [23], [24], and [25] to successfully characterize the
existence and uniqueness of `p-solutions for discrete time fractional models.
Discrete fractional tools arise as a necessity of modelling the behavior of dynamical systems that have
a non-local character in their nature, but that have been realized until now as local. The appearance of
such dynamical systems concern, generally speaking, to nano-evolutions i.e. mathematical models that
represent evolutions at a nano-level of interest, and which become nowadays more important because
of the rapid development of nano-technologies. First studies are due to Tarasov [33, 34] in the field of
nano-mechanics and physics, and to Wu, Baleanu et.al. [36], [37] in the study of the chaotic behavior
of discrete fractional models. It is worthwhile to observe that fractional differences do not only exhibit
the advantages of memory effects, as the continuous case does, but they also involve fewer numerical
computations, as the recent research of Wu, Baleanu and Xie [38] reveals.
In [24], the authors considered the discrete time fractional operator corresponding to the discretization,
via the Poisson distribution, of the continuous Riemann-Liouville fractional derivative of order α defined
on R+; see [22, Theorem 3.5] and Definition 2.3 below. The same discrete time fractional operator has
been considered in the paper [23], where it appears in connection with the study of well posedness for
semidiscrete fractional problems without delay. A variant of this problem for equations defined on Z was
proposed in [25] for the analysis of maximal regularity of semidiscrete equations in case of unbounded
operators. Numerical consequences using results of maximal regularity have been also recently studied
by Kovacs, Li and Lubich in [19] and Akrivis, Li and Lubich [2].
However, none of these studies include the analysis of well posedness for semidiscrete equations with
finite delay. This is a very difficult task, because the underlying sequence of operators that defines the
homogeneous problem, and that completely determines the behavior of the associated non linear models
is, in general, hard to find.
Nevertheless, in this paper, we have success in discovering the underlying sequence of operators and to
find a complete characterization for the well posedness in Lebesgue spaces of sequences for a very general
model that involves both, discrete time delays and fractional differences. Notably, our characterization is
given only in terms of the data of the proposed model. In addition, our method will provide a practical
and computational criterion in the setting of Hilbert spaces, that satisfies the characterization given.
More precisely, we consider the following linear fractional model with finite delay ∆
αu(n) = Tu(n) + βu(n− τ) + f(n), n ∈ N, 0 < α ≤ 1, β ∈ R,
u(j) = 0, j = −τ, ...0, τ ∈ N0,
(1.1)
where T is a bounded linear operator defined on a Banach space X and f : N → X. It is important to
observe that the context of Banach spaces allows to model fractional dynamical systems that do not only
involve a discrete time variable but also a continuous space variable, because in the practice X is usually
a space of functions like e.g. X = Lp(Ω) where Ω is an open subset of RN . For some examples of bounded
operators T in the above setting, see the recent paper [26] and references therein.
Our plan in this paper is the following: In Section 2, we introduce some basic concepts related to
fractional differences and operator-valued multiplier theorems that will be later needed. In Section 3,
we introduce the new concept of ατ -resolvent sequence of bounded operators. This family of bounded
operators denoted by {Sα(n)}n≥τ , incorporates the delay in its definition and will be crucial for obtaining
an explicit representation of the solution for the fractional equation (1.1). We succeed in showing that
the sequence
u(n+ 1) = Sα(n+ 1)u(0) + β
τ∑
j=1
Sα(n− τ + j)u(−j) + (Sα ∗ f)(n), n ∈ N0,
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solves (1.1) with initial condition u(0) = x0 and a finite number of delays u(j) = xj , j = −τ, ...,−1.
Finally, in Section 4 we address the study of well posedness for (1.1). It is notable that we provide a
characterization of this fact in terms of the R-boundedness of the operator-valued symbol associated to
the abstract model.
More concretely, we show that when X is a UMD space and some conditions on the resolvent
family such as supn∈N0 ‖Sα(n)‖ < ∞ are satisfied, the well posedness of (1.1) is equivalent to the R-
boundedness of the sets
{
z1−α(z − 1)αM(z) : |z| = 1, z 6= 1} and {z−τM(z) : |z| = 1, z 6= 1} , where
M(z) := (z1−α(z − 1)α − T − βz−τ )−1. Our characterization provides new insights in the study of the
behavior and regularity of the solutions of a wide class of discrete time equations with delay. In particular,
it provides a useful a priori estimate for the solutions, namely, there exists a constant C > 0 (independent
of f ∈ `p(N0;X)) such that the following inequality holds
‖∆αu‖`p(N0;X) + ‖u‖`p(N0;X) + ‖Tu‖`p(N0;X) ≤ C‖f‖`p(N0;X). (1.2)
Concerning this last estimate, it has been recently highlighted by Akrivis, Li and Lubich [2] that the
combination of discrete maximal regularity and energy estimates is very useful to derive optimal-order
error bounds for the time-discrete approximation of quasilinear parabolic equations by backward difference
formulas. As pointed out by Li in [20], this estimate can be regarded as the stability of the parabolic
projection onto the finite element space. These results are required for instance in [21] to establish optimal
Lp((0;T );Lq) error estimates of finite element methods for parabolic equations.
In order to illustrate our results, we finish this paper showing a practical criterion that ensures, under
some assumptions on the operator T , the well posedness of (1.1) when X is a Hilbert space. More
concretely, we prove the folowing: If X is a Hilbert space and T ∈ B(X) satisfies the following condition
on the size of their norm
||T || < wα,β,τ := min|z|=1 |fα,β,τ (z)| < 1 where fα,β,τ (z) := z
1−α(z − 1)α − βz−τ ,
then (1.1) has maximal `p-regularity.
Finally, we remark that the study done in this paper was motivated by recent studies on semidiscrete
mathematical models that prove that they can serve as a new microstructural basis for fractional nonlocal
continuum mechanics and physics [33], [34]. Fractional order semidiscrete equations can be also used
to formulate adequate models in nanomechanics [34], [36] and therefore further studies in this class
of semidiscrete equations deserve to be investigated. Our contribution in this paper provides a new
qualitative advance in this line of research, that incorporates tools from operator theory and allows the
analysis of well posedness for a very general but still simple model. The study of more complex dynamical
systems that include unbounded operators is still an open problem. This task will be the objective of
forthcoming works.
2. Preliminaries
We denote by `p(N0;X), 1 ≤ p <∞, the Banach space consisting of all vector-valued and p-summable
sequences f : N0 → X. The forward Euler operator ∆ : `p(N0;X)→ `p(N0;X) is defined by
∆f(t) := f(t+ 1)− f(t), t ∈ N0.
We also denote ∆0 ≡ I, where I is the identity operator. Observe that ∆ is a bounded operator with
‖∆‖ ≤ 2.
The following definition was presented in [23, Formula 2.2] in the context of abstract Cauchy problems
on time difference equations. It corresponds to an special case of fractional sum proposed by Atici and
Eloe in [6]. It has been recently observed that it coincides with the notion of Cesa´ro sums of order α > 0
and possess an strong connection with certain algebra homomorphisms.
Definition 2.1. Let α > 0 be given and f : N0 → X. We define the fractional sum of order α as follows
∆−αf(n) =
n∑
k=0
kα(n− k)f(k), n ∈ N0, (2.1)
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where
kα(j) =
Γ(α+ j)
Γ(α)Γ(j + 1)
, j ∈ N0.
Remark 2.2. We note that allowing α < 0 in the above definition, we get the concept of fractional
difference in the sense of Gru¨nwald-Letnikov. Observe that this definition corresponds to discretization
by means of the backward Euler operator, see the comments after Definition 2.1 in [23].
The following notion is similar to the concept of a fractional derivative in the sense of Riemann-
Liouville, see [28] and [5]. It is interesting to observe that it coincides with the sampling by means of the
Poisson distribution of the continuous fractional difference of the same order. See [23, Theorem 3.5].
Definition 2.3. Given f : N0 → X, the fractional difference operator of order α > 0 (in the sense of
Riemann-Liouville) is defined by
∆αf(n) := ∆m ◦∆−(m−α)f(n), n ∈ N0,
where m− 1 < α < m, m = dαe.
We finish this section recalling several well-known concepts and notations concerning the discrete
setting that will be useful in the development of this work.
Given f, g ∈ `p(N0;X) we define the convolution product
(f ∗ g)(n) :=
n∑
j=0
f(n− j)g(j), n ∈ N.
We now recall the notions of Z-transform and discrete time Fourier Transform.
1. The Z-transform of a vector-valued sequence f : N0 → X is defined by
f˜(z) :=
∞∑
j=0
z−jf(j),
where z denotes a complex number. Note that convergence of the series is given for |z| > R with
R sufficiently large.
2. The discrete time Fourier transform of a vector valued sequence f : Z→ X is defined by
f̂(z) :=
∞∑
j=−∞
z−jf(j), where z = eit, t ∈ (−pi, pi),
whenever it exists.
Remark 2.4. Note that the Z-transform around the unit circle in the complex plane corresponds to the
discrete time Fourier transform, whenever both exists.
The following Fourier multiplier theorem for operator valued symbols is due to S. Blunck [9]. This
theorem is stated for the UMD class of Banach spaces. For more information about these spaces see [3,
Section III.4.3-III.4.5]). We will first recall the notion of R-bounded sets in the space B(X,Y ) of bounded
linear operators from X into Y endowed with the uniform operator topology.
Definition 2.5. Let X and Y be Banach spaces. A subset T of B(X,Y ) is called R-bounded if there is
a constant c ≥ 0 such that
‖(T1x1, ..., Tnxn)‖R ≤ c‖(x1, ..., xn)‖R, (2.2)
for all T1, ..., Tn ∈ T , x1, ..., xn ∈ X, n ∈ N, where
‖(x1, ..., xn)‖R := 1
2n
∑
j∈{−1,1}n
∥∥∥ n∑
j=1
jxj
∥∥∥,
for x1, ..., xn ∈ X.
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For more information about R-bounded sets and their properties see [1, Section 2.2] and [14]. In what
follows we denote T := (−pi, pi) \ {0}.
Theorem 2.6. [9, Theorem 1.3] Let p ∈ (1,∞) and let X be a UMD space. Let M : T → B(X) be
differentiable and such that the set{
M(t), (z − 1)(z + 1)M ′(t) : z = eit, t ∈ T}
is R-bounded. Then there is an operator TM ∈ B(lp(Z;X)) such that
(̂TMf)(z) = M(t)f̂(z), for all z = e
it, t ∈ T. (2.3)
The converse of Blunck’s theorem also holds but the Banach space X does not need to be a UMD
space.
Theorem 2.7. [9] Let p ∈ (1,∞) and let X be a Banach space. Let M : T → B(X) be an operator
valued function. Suppose that there is an operator TM ∈ B(lp(Z;X)) such that (2.3) holds. Then the set
{M(t) : t ∈ T}
is R-bounded.
3. ατ -resolvent families
In this section, we introduce an operator theoretical method to study the linear fractional difference
problem {
∆αu(n) = Tu(n) + βu(n− τ) + f(n), n ∈ N, τ ∈ N0, β ∈ R
u(i) = xi, i = −τ, ..., 0 (3.1)
where T ∈ B(X). More concretely, we study the existence and uniqueness of solutions of equation (3.1)
for 0 < α ≤ 1 and T ∈ B(X). To proceed, we need to introduce the notion of an ατ - resolvent sequence of
operators that allows us to obtain an explicit representation for the solution of equation (3.1) by means
of a kind of variation of parameters formula. We begin with the following definition.
Definition 3.1. Let T be a bounded operator defined on a Banach space X, 0 < α ≤ 1 and τ ∈ N0.
T is called the generator of an ατ -resolvent sequence if there exists a sequence of bounded and linear
operators {Sα(n)}n≥−τ ⊂ B(X) that satisfies the following properties
(i) Sα(0) = I, Sα(−1) = 0, Sα(−2) = 0, ..., Sα(−τ) = 0,
(ii) Sα(n+ 1) = k
α(n+ 1)I + T (kα ∗ Sα)(n) + β(kα ∗ Sτα)(n) for all n ∈ N0,
where we denote Sτα(n) := Sα(n− τ).
Remark 3.2. Note that Definition 3.1 corresponds to the resolvent sequence defined in [23] when β = 0.
Example 3.3. Suppose that {z1−α(z − 1)α − βz−τ}z∈C ∈ ρ(T ), where ρ(T ) denotes the resolvent set
of T and C is a circle centered at the origin of the complex plane that encloses all singularities of
zn
(
z1−α(z − 1)α − βz−τ − T )−1 in its interior. Then the formula
Sα(n) :=

1
2pii
∫
C
zn
(
z1−α(z − 1)α − βz−τ − T )−1 dz n ∈ N,
0 n = −τ, ..., 0,
(3.2)
defines an ατ - resolvent sequence of operators with generator T .
Before obtaining an explicit solution of problem (3.1) in terms of the ατ -resolvent family we need the
following Lemma stated in [23, Lemma 3.6].
5
Lemma 3.4. Let 0 < α < 1, a : N0 → C and S : N0 → X be given. Then
∆α(a ∗ S)(n) = (a ∗∆αS)(n) + S(0)a(n+ 1), n ∈ N0, (3.3)
holds.
Now we are ready to prove the main result of this section.
Theorem 3.5. Let f : N0 → X be given. Given 0 < α ≤ 1 the unique solution of (3.1) with initial
conditions u(j) = xj , j = −τ, ..., 0 can be represented by
u(n+ 1) = Sα(n+ 1)u(0) + β
τ∑
j=1
Sα(n− τ + j)u(−j) + (Sα ∗ f)(n), n ∈ N0.
Proof. To prove the assertion we define
v(n) =

Sα(n)u(0) + β
∑τ
j=1 Sα(n− 1− τ + j)u(−j), n ≥ 1,
xn n = −τ, ..., 0.
(3.4)
Let us check that v is a solution of (3.1) with f = 0. Indeed, given n ∈ N we have
∆αv(n+ 1) = ∆αSα(n+ 1)u(0) + β
τ∑
j=1
∆αSα(n− τ + j)u(−j), n ∈ N0, (3.5)
where, by definition
∆αSα(n) = ∆
αkα(n) + T∆α(kα ∗ Sα)(n− 1) + β∆α(kα ∗ Sτα)(n− 1), n ∈ N.
Note that ∆αkα(n) = 0, therefore using Lemma 3.4 we obtain
∆αSα(j + 1) = T∆
α(kα ∗ Sα)(j) + β∆α(kα ∗ Sτα)(j) (3.6)
= T (∆αkα ∗ Sα)(j) + kα(0)TSα(j + 1) + β(∆αkα ∗ Sτα)(j) + kα(0)βSτα(j + 1)
= TSα(j + 1) + βS
τ
α(j + 1),
for all j ∈ N0. Hence ∆αSα(n) = TSα(n) + βSτα(n) and we have for all n ∈ N
∆αv(n) = TSα(n)u(0) + βS
τ
α(n)u(0) + β
τ∑
j=1
(TSα(n− τ + j − 1) + βSτα(n− τ − j − 1))u(−j)
= Tv(n) + βv(n− τ).
Then, we conclude that (3.4) is the solution of the equation (3.1) with f = 0. Now, let us define
w(n) =
 (Sα ∗ f)(n− 1), n ≥ 1,
0 n = −τ, ..., 0.
(3.7)
We get using Lemma 3.4 and 3.6 that
∆αw(n) = ∆α(Sα ∗ f)(n− 1) = T (Sα ∗ f)(n− 1) + β(Sτα ∗ f)(n− 1) + f(n)
= Tw(n) + β
n−1∑
j=0
Sα(n− 1− τ − j)f(j) + f(n) = Tw(n) + βw(n− τ) + f(n),
for all n ∈ N. Observe that the last equality holds since Sα(n) = 0, for all n = −τ, ..., 0. Therefore, w
solves (3.1) with homogeneous initial conditions w(j) = 0, j = −τ, ..., 0.. We conclude that u = v + w
solves (3.1). Indeed,
∆αu(n) = ∆αv(n) + ∆αw(n) = Tv(n) + βv(n− τ) + Tw(n) + βw(n− τ) + f(n)
= Tu(n) + βu(n− τ) + f(n), n ≥ 1
and u(j) = xj , for all j = −τ, ..., 0 and the theorem is proved.
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4. A characterization of maximal lp-regularity
Let T ∈ B(X) be given and f : N0 → X be a vector valued sequence. In this section, we consider the
discrete time evolution equation of fractional order with finite delay τ ∈ N0: ∆
αu(n) = Tu(n) + βu(n− τ) + f(n), n ∈ N,
u(j) = 0, j = −τ, ...0.
(4.1)
By Theorem 3.5, the solution of equation (4.1) can be represented by
u(n) = (Sα ∗ f)(n− 1), n ∈ N, 0 < α ≤ 1.
Also note that, by Lemma 3.4,
∆αu(n) = T (Sα ∗ f)(n− 1) + β(Sτα ∗ f)(n− 1) + f(n) 0 < α ≤ 1. (4.2)
Definition 4.1. Let 1 < p < ∞, 0 < α ≤ 1 and T ∈ B(X) be given. We say that equation (4.1) has
maximal lp-regularity if f ∈ lp(N0;X) implies u, ∆αu ∈ lp(N0;X).
Observe that in view of (4.2), the notion of maximal `p-regularity is equivalent to have that
(Kαf)(n) := T
n∑
j=0
Sα(n− j)f(j) and (Pαf)(n) :=
n∑
j=0
Sα(n− j − τ)f(j) = (Sτα ∗ f)(n)
define bounded operators Kα,Pα ∈ B(lp(N0;X)) for some p ∈ (1,∞).
Remark 4.2. Note that if (4.1) has maximal `p-regularity then, by choosing f(j) = 1 for j = 0 and 0
otherwise, we obtain that the associated ατ -resolvent family must be p-summable.
In what follows we will need the following hypothesis:
(H)α sup
n∈N0
‖Sα(n)‖ <∞ and (z − 1)αz1−αI − βz−τ − T is invertible for all |z| = 1, z 6= 1. (4.3)
We denote D := {z ∈ C : |z| ≤ 1 } and we define the set
Ωα,β,τ := {z ∈ C : z = (w − 1)αw1−α − βw−τ , w ∈ ∂D, w 6= 1 }.
Theorem 4.3. Let 0 < α ≤ 1, p > 1 and X be a UMD space. Let T ∈ B(X) be such that (H)α holds.
Then the following assertions are equivalent.
(i) Equation (4.1) has maximal lp-regularity.
(ii) The sets
{
z1−α(z − 1)α
(
z1−α(z − 1)α − T − βz−τ
)−1
: |z| = 1, z 6= 1
}
and{
z−τ
(
z1−α(z − 1)α − T − βz−τ
)−1
: |z| = 1, z 6= 1
}
are R-bounded.
Proof. We first prove that (ii) =⇒ (i). Let us define N(t) = z1−α(z− 1)α
(
z1−α(z− 1)α−T − βz−τ
)−1
and S(t) = z−τ
(
z1−α(z − 1)α − T − βz−τ
)−1
. We write z = eit and denoting fα(t) = e
it(1− e−it)α we
have N(t) = fα(t)(fα(t) − T − βe−itτ )−1 and S(t) = e−itτ (fα(t) − T − βe−itτ )−1. Now, a calculation
gives
N ′(t) = f ′α(t)(fα(t)− T − βe−itτ )−1 − (fα(t)− T − βe−itτ )−2(f ′α(t) + iτβe−itτ )fα(t)
S′(t) = −iτe−itτ (fα(t)− T − βe−itτ )−1 − (fα(t)− T − βe−itτ )−2(f ′α(t) + iτβe−itτ )e−itτ ,
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where f ′α(t) = ifα(t) +
iα
eiα−1fα(t) = ifα(t) +
iα
eit−1fα(t). Therefore,
N ′(t) = iN(t) +
iα
eit − 1N(t)− iN(t)
2 − iα
eit − 1N(t)
2 − iτN(t)S(t),
and
S′(t) = −iτS(t)− iN(t)S(t)− iα
eit − 1N(t)S(t)− iτS(t)
2.
We finally get
(z − 1)(z + 1)N ′(t) = [iα(z + 1)(z − 1) + iα(z + 1)]N(t)− [i(z − 1)(z + 1) + iα(z + 1)]N(t)2
− iτ(z + 1)(z − 1)N(t)S(t),
and
(z − 1)(z + 1)S′(t) = −iτ(z − 1)(z + 1)S(t)− i(z + 1)(z − 1)N(t)S(t)− iα(z + 1)N(t)S(t)
− iτ(z + 1)(z − 1)S(t)2,
where z = eit, t ∈ (−pi, pi). We conclude from [1, Proposition 2.2.5] that the sets{
(z − 1)(z + 1)N ′(t) : z = eit, t ∈ T} and {(z − 1)(z + 1)S′(t) : z = eit, t ∈ T}
are R-bounded. Therefore, by Theorem 2.6 there exist operators Tα, Uα ∈ B(lp(Z;X)) such that
(̂Tαf)(z) = N(t)f̂(z), z = e
it, t ∈ T, (4.4)
(̂Uαf)(z) = S(t)f̂(z), z = e
it, t ∈ T, (4.5)
for all f ∈ lp(Z;X). From the identity
T (z1−α(z − 1)α − T − βz−τ )−1 = (z1−α(z − 1)α − βz−τ )(z1−α(z − 1)α − T − βz−τ )−1 − I
and (4.4) we obtain that the left hand side in the identity
T (z1−α(z−1)α−T−βz−τ )−1fˆ(z) = (z1−α(z−1)α−βz−τ )(z1−α(z−1)α−T−βz−τ )−1fˆ(z)−Ifˆ(z), (4.6)
defines a bounded operator on lp(Z;X) given by Rαf(n) = Tαf(n)− βUαf(n)− f(n).
For f ∈ lp(Z;X) we define the operator
Kαf(n) =
 T (Sα ∗ f)(n) n ∈ N,
0 otherwise.
(4.7)
Note that the Z-transform of Sα(n) exists by hypothesis (4.3) and it satisfies
((z − 1)αz1−α − T − βz−τ )S˜α(z) = zI, (4.8)
for all |z| > 1. By hypothesis (H)α, the left hand side is invertible for |z| = 1, z 6= 1 and therefore,
in view of (4.6), the discrete Fourier transform of Kαf(n − 1) coincides with Rαf(n) for all n ∈ N, by
uniqueness. Moreover, we define
Pαf(n) =
 (S
τ
α ∗ f)(n) n ∈ N,
0 otherwise,
(4.9)
and considering the second equation in (4.4) we have that the discrete Fourier transform of Pαf(n − 1)
coincides with Uαf(n) for all n ∈ N, by uniqueness. It proves (i).
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Conversely, suppose (i). Let f ∈ lp(Z;X) be given and define
Kαf(n) =
 Kαf(n) n ∈ N0,
0 otherwise,
(4.10)
and
Pαf(n) =
 Pαf(n) n ∈ N0,
0 otherwise.
(4.11)
Let
Tαf(n) := Kαf(n− 1) + f(n), and Uαf(n) := Pαf(n− 1), n ∈ Z.
Then, for z = eit, t ∈ (−pi, pi) we have
T̂αf(z) =
∑
j∈Z
z−jTαf(j) =
∞∑
j=1
z−jKαf(j − 1) +
∑
j∈Z
z−jf(j)
= z−1
∞∑
j=0
z−jKαf(j) +
∑
j∈Z
z−jf(j)
= z−1
∞∑
j=0
z−jKαf(j) + f̂(z).
By hypothesis (Hα), (4.8) and the analytic continuation principle we have that the Z-transform S˜α(z)
exists for |z| = 1, z 6= 1 and therefore
T̂αf(z) = z
−1T Ŝα(z)f̂(z) + f̂(z),
where
Sα(n) =
 Sα(n) n ∈ N0,
0 otherwise.
(4.12)
Hence, (4.8) and (4.6) imply
T̂αf(z) = T (z
1−α(z − 1)α − βz−τ − T )−1f̂(z) + f̂(z)
= (z1−α(z − 1)α − βz−τ )(z1−α(z − 1)α − βz−τ − T )−1f̂(z)− f̂(z) + f̂(z)
= (N(t)− βS(t))f̂(z).
On the other hand,
Ûαf(z) = z
−1
∞∑
j=0
z−jPαf(j) = z−1z−τ Ŝα(z)f̂(z).
Hence, (4.8) implies
Ûαf(z) = S(t)f̂(z).
Then, N(t) and S(t) are R-bounded as a consequence of Theorem 2.7.
Remark 4.4. In case that X is a Hilbert space, condition (ii) of Theorem 4.3 can be replaced by (ii)′
sup
|z|=1,z 6=1
‖z1−α(z − 1)α
(
z1−α(z − 1)α − T − βz−τ
)−1
‖ <∞ and
sup
|z|=1,z 6=1
‖z−τ
(
z1−α(z − 1)α − T − βz−τ
)−1
‖ <∞.
9
Corollary 4.5. If the hypothesis of Theorem 4.3 hold, then u,∆αu, Tu ∈ `p(N0;X) and there exists a
constant C > 0 (independent of f ∈ `p(N0;X)) such that the following inequality holds
‖∆αu‖`p(N0;X) + ‖u‖`p(N0;X) + ‖Tu‖`p(N0;X) ≤ C‖f‖`p(N0;X). (4.13)
We now illustrate this theorem with the following examples.
Example 4.6. Let us consider the simple scalar difference equation studied in [16, Section 2.5] that can
be labeled into the scheme of (3.1)
u(n+ 2)− u(n+ 1) = −λu(n) + f(n), n ∈ N0, (4.14)
where λ > 0 and u(1) = 0, u(0) = 0. The explicit solution of (4.14) with f = 0 has the form:
u(n) = λn1
[
a1 + a2
(
λ2
λ1
)n]
.
In our context, this equation can be reformulated as follows
∆u(n) = −λu(n− 1) + f(n− 1). (4.15)
where u(0) = 0 and u(−1) = 0. The autonomous version of (4.15) was studied in [32]. Observe that
equation (4.14) follows the scheme of (3.1) with α = 1, T = 0, τ = 1 and β = −λ. To study (4.15) we use
Theorem 4.3. We first compute the family {Sα(n)}n≥−1 that defines the solution u of (4.15). Indeed,
using the inverse Z-transform we get
Sα(n) =
1
2pii
∫
C
zn−1z(z − 1 + λz−1)−1dz = 1
2pii
∫
C
zn+1
z(z − 1) + λdz =
1
2pii
∫
C
zn+1
(z − λ1)(z − λ2)dz
= (λ1
n+1 − λ2n+1) 1
λ1 − λ2 = λ1
n+1
(
1−
(
λ2
λ1
)n+1)
1
λ1 − λ2 ,
where C is a circle centered at the origin of the complex plane that encloses all singularities of zn(z− 1 +
λz−1)−1 in its interior, λ1 = 1+
√
1−4λ
2 and λ2 =
1−√1−4λ
2 . As a consequence, supn∈N0 ‖Sα(n)‖ <∞ and
then (4.3) holds whenever |λ2| ≤ |λ1| < 1, that is, for all 0 < λ < 1. Moreover, in this case, we have that
sup
|z|=1
∣∣∣∣ 1z2 − z + λ
∣∣∣∣ ≤ sup|z|=1 1|z − λ1| |z − λ2| ≤ 1(|1− |λ1||)(|1− |λ2||) <∞, (4.16)
and then the sets {(z−1)((z−1)+λz−1)−1 : |z| = 1, z 6= 1} and {z−1((z−1)+λz−1)−1 : |z| = 1, z 6= 1}
are bounded and (ii) of Theorem 4.3 holds. We conclude that, for all 0 < λ < 1, equation (4.15) has a
solution in `p(N0). In [16, Section 7.1], an exhaustive analysis of the solutions of equation (4.15) when
f = 0 has been done which agrees with the condition on the parameter λ provided by our abstract result.
In the next example, we provide an interesting criterion that ensures, under some assumptions on the
operator T , the maximal `p-regularity of equation (3.1).
Example 4.7. Let X be a Hilbert space and T ∈ B(X) satisfying the following condition
(C) ||T || < wα,β,τ := min|z|=1 |fα,β,τ (z)| < 1 where fα,β,τ (z) := z
1−α(z − 1)α − βz−τ .
By condition (C) and an application of the minimum principle, we obtain that fα,β,τ (z) ∈ ρ(T ) and
(fα,β,τ (z)− T )−1 =
∞∑
n=0
Tn
(fα,β,τ (z))n+1
,
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whenever |z| ≤ 1. Hence there exists a circle Γ centered at the origin of radius R < 1 such that σ(T ) ⊂
Int(Γ) and therefore
Sα(n) :=

1
2pii
∫
Γ
zn
(
z1−α(z − 1)α − βz−τ − T )−1 dz n ∈ N,
0 n = −τ, ..., 0,
defines an ατ -resolvent family. Observe that by condition (C) we have
||(fα,β,τ (z)− T )−1|| ≤ 1|fα,β,τ (z)| − ||T || <
1
wα,β,τ − ||T || . (4.17)
As a consequence, for all n ∈ N, we have
||Sα(n)|| < R
n+1
wα,β,τ − ||T || ,
and then supn∈N ||Sα(n)|| <∞. Moreover,
sup
|z|=1,z 6=1
‖z1−α(z − 1)α(fα,β,τ (z)− T )−1‖ <∞ and sup
|z|=1,z 6=1
‖z−τ (fα,β,τ (z)− T )−1‖ <∞.
By Theorem 4.3, we deduce that under condition (C) the following equation
∆αu(n) = Tu(n) + βu(n− τ) + f(n),
with homogeneus initial conditions u(i) = 0, for all i = −τ, ..., 0 has maximal `p-regularity. Observe that
for some values of α, β, τ the only operator T that satisfies condition (C) is T = 0. See Figure 1 obtained
with MATLAB.
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Figure 1: f1,−1,2(z), |z| = 1
As an application of the criterion shown, we consider the equation
∆u(n) = Tu(n)− λu(n− 1) + f(n), λ > 0, (4.18)
where α = 1, β = −λ and τ = 1. Then fα,β,τ (z) = f1,−λ,1(z) = z − 1 + λz−1 and it can be easily
computed that min|z|=1 |f1,−λ,1| = λ. See the figure below. As a result, we get that for all T ∈ B(X)
defined on a Hilbert space X such that ||T || < λ < 1 equation (4.18) has maximal `p-regularity.
11
-0,25 0 0,25 0,5 0,75 1 1,25 1,5 1,75 2 2,25 2,5 2,75 3 3,25 3,5 3,75 4 4,25 4,5 4,75 5 5,25 5,5 5,75 6 6,25 6,5 6,75 7 7,25 7,5 7,75 8 8,25 8,5 8,75 9 9,25 9,5 9,75 10 10,25 10,5 10,75 11 11,25 11,5 11,75 12 12,25 12,5 12,75 13 13,25 13,5 13,75 14 14,25 14,5 14,75 15 15,25 15,5 15,75 16 16,25 16,5 16,75 17 17,25 17,5 17,75 18 18,25 18,5 18,75 19 19,25 19,5 19,75 20 20,25 20,5 20,75 21 21,25 21,5 21,75 22 22,25 22,5 22,75 23 23,25 23,5 23,75 24 24,25 24,5 24,75 25 25,25 25,5 25,75 26 26,25 26,5 26,75 27 27,25 27,5 27,75 28 28,25 28,5 28,75 29 29,25 29,5 29,75 30 30,25 30,5 30,75 31 31,25 31,5 31,75 32 32,25 32,5 32,75 33 33,25 33,5 33,75 34 34,25 34,5 34,75 35 35,25 35,5 35,75 36 36,25 36,5 36,75 37 37,25 37,5 37,75 38 38,25 38,5 38,75 39 39,25 39,5
-2,25
-2
-1,75
-1,5
-1,25
-1
-0,75
-0,5
-0,25
0,25
0,5
0,75
1
1,25
1,5
1,75
2
2,25
2,5
2,75
3
3,25
3,5
3,75
4
4,25
4,5
4,75
5
5,25
5,5
5,75
6
6,25
6,5
6,75
7
7,25
7,5
7,75
8
8,25
8,5
8,75
9
9,25
9,5
9,75
10
10,25
10,5
10,75
11
11,25
11,5
11,75
12
12,25
12,5
12,75
Figure 2: f1,−0.5,1(z), |z| = 1
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