Abstract. In the paper, the Bismut derivative formula is established for multidimensional SDEs driven by additive fractional noise ( 1 2 < H < 1), and moreover the Harnack inequality is given. Through a Lamperti transform, we will show that the Harnack inequality also holds for one-dimensional SDEs with multiplicative fractional noise. As applications, the strong Feller property is derived and an invariant probability measure is founded for a discrete semigroup. Finally, we will establish the Driver integration by parts formulas for SDEs driven by additive fractional noise (0 < H < 1) and present the shifted Harnack inequalities. As a consequence, the law of solution has a density with respect to the Lebesgue measure.
Introduction
The Bismut derivative formula [6] and the Driver integration by parts formula [11] are two important tools in stochastic analysis. Let ∇ be the gradient operator and P t stand for the diffusion semigroup. Using the two formulas, one can estimate the commutator ∇P t − P t ∇, which plays a key role in the study of flow properties [14] . Based on martingale method, coupling argument or Malliavin calculus, the Bismut derivative formula has been widely studied and applied in various fields, for instance, see [12, 33, 36] and references therein. Whereas, by using a new coupling argument, [34] established general results on integration by parts formula and applied them to various models including degenerate diffusion process, delayed SDEs and semi-linear SPDEs.
On the other hand, dimensional-free Harnack inequality, initiated in [29] , has various applications, see, for instance, [7, 25, 26, 30, 31] for strong Feller property and contractivity properties; [1, 2] for short times behaviors of infinite dimensional diffusions; [7, 15] for heat kernel estimates and entropy-cost inequalities. In general, one can establish this type of Harnack inequality by using the method of derivative formula (e.g. [1, 17, 25, 29] ) or the approach of coupling and Girsanov transformations (e.g. [4, 13, 24, 32] ).
In this article, we are concerned with the stochastic differential equations driven by fractional Brownian motion. By using the theory of rough path analysis introduced in [18] , Coutin and Qian [8] proved an existence and uniqueness result with Hurst parameter H ∈ ( ). Based on a fractional integration by parts formula [35] , Nualart and Rȃşcanu [21] established the existence and uniqueness result with H > 1 2 . For the regularity results about the law of the solution, one can see [16, 19, 23] and references therein. Recently, Fan [13] established the Bismut derivative formula and Harnack inequality for SDEs driven by fractional Brownian motion with H < 1 2 , and Saussereau [28] proved transportation inequalities for the law of the solution with H > The main purpose of our work is to study the Bismut derivative formula and the Driver integration by parts formula for SDEs driven by fractional Brownian motion. First, using coupling argument and the Girsanov transform for fractional Brownian motion, we will show that, in the case of H > 1 2 , the Bismut derivative formula holds for multidimensional equation when the diffusion coefficient is constant. Based on the derivative formula, the Harnack inequality will be given for multidimensional equation with additive fractional noise, and for one-dimensional equation with multiplicative fractional noise. As applications of the Harnack inequality, the strong Feller property is derived and an invariant probability measure is founded for a discrete semigroup. Finally, we will establish the Driver integration by parts formulas for SDEs driven by fractional Brownian motion with H ∈ (0, 1). Consequently, the shifted Harnack inequalities and the existence of the density with respect to the Lebesgue measure for solution are presented.
The paper is organized as follows. In section 2, we give some preliminaries on fractional Brownian motion. In section 3, we will prove the Bismut derivative formula for multidimensional SDEs with additive fractional noise (H > 1 2 ), and moreover obtain the Harnack inequality. Through a Lamperti transform, we will show that the Harnack inequality also holds for onedimensional SDEs with multiplicative fractional noise. The remains of the part is devoted to establishing the strong Feller property and invariant probability measure. Finally, section 4 discusses the Driver integration by parts formulas and, as a consequence, shows the shifted Harnack inequalities and the existence of the density with respect to the Lebesgue measure for solution.
Preliminaries
In this part, we recall some basic facts about fractional Brownian motion. For more details, one can refer to [22] .
Brownian motion with Hurst parameter H ∈ (0, 1) defined on the probability space (Ω, F , P), i.e., B H is a centered Gauss process with the covariance function EB
In particular, if H = For each t ∈ [0, T ], we denote by F t the σ-algebra generated by the random variables {B H s : s ∈ [0, t]} and the P-null sets.
Let E be the set of step functions on [0, T ] with values in R d and H be the Hilbert space defined as the closure of E with respect to the scalar product
can be extended to an isometry between H and the Gauss space H 1 associated with B H . Denote this isometry by φ → B H (φ).
On the other hand, it follows by [10] that the covariance kernel R H (t, s) can be written as
0+ is α-order left-sided Riemann-Liouville derivative, α ∈ (0, 1). For more details on fractional calculus, one can refer to [27] . In particular, if h is absolutely continuous, we get
In the paper, we are interested in the following stochastic differential equations driven by fractional Brownian motion on R d :
where b : We will establish the Bismut derivative formula and the integration by parts formula for P T , and moreover present some applications.
Bismut derivative formula
In this part, we fix 1 2 < H < 1 and deal with the equation (2.1) with additive noise. Assume the diffusion coefficient σ is equal to the unit matrix I d .
Next we give some assumptions on the drift coefficient b: (H1): b is differentiable, and |∇b| ≤ K 1 , |∇b(x) − ∇b(y)| ≤ K 2 |x − y|, ∀x, y ∈ R d , where K 1 and K 2 are positive constants.
The aim of the part is to establish a Bismut derivative formula for P T which will imply the Harnack inequality. For f ∈ B b (R d ), x, y ∈ R d , T > 0, we will consider
exists and satisfies
, where
Proof. We restrict ourselves to the case d = 1 for simplicity. The proof will be divided into two steps.
Step 1. For every ǫ > 0 and y ∈ R, let us introduce the following coupled stochastic differential equation
Obviously the equation (3.1) has a unique solution. In view of (3.1) and (3.2), we conclude that
Observe that, by the Gronwall lemma,
and
where
Next we will show thatB H is a fractional Brownian motion under some probability space.
First note that
). In fact, by the definition of η, we have
Hence, it follows from the condition of |b
By [21, Theorem 2.1], it follows that X have α-order Hölder continuous paths for all α ∈ (0, H). Therefore, the process η also have α-order Hölder continuous paths for all α ∈ (0, H). It implies
). According to the integral representation of fractional Brownian motion and the derived above fact, we deduce thatB
Now we are in position to prove that (B H t ) 0≤t≤T is an F t -fractional Brownian motion with Hurst parameter H under the new probability R ǫ P . Due to the Girsanov theorem for the fractional Brownian motion (see e.g. [10, Theorem 4.9] or [20, Theorem 2] ), it suffices to show that ER ǫ = 1.
Recalling the facts: in case of
we can get
where we use the change of variables θ = r s for the first integral and C 0 is a positive constant. What remains to be dealt with is the term
where we use the mean value theorem for the function F in the second relation andX r = X r + θ 1 (X ǫ r − X r ),X s = X s + θ 1 (X ǫ s − X s ), 0 < θ 1 < 1. By (H1) and (3.3), we obtain
where δ is taken such that 0 < δ < 1 2 . Now, we can estimate
Moreover, the above estimate follows that
As a consequence, we obtain E exp 1 2
1−δ . Using the Fernique theorem, we know that, the right-hand side of (3.6) is finite when ǫ is small enough. Consequently, the Novikov condition yields that ER ǫ = 1.
Step 2. From step 1, we have already known that, for small enough ǫ, (B H t ) 0≤t≤T is an F tfractional Brownian motion with Hurst parameter H under the probability R ǫ P . So, under R ǫ P , the law of the process (X = X x T , we get
Hence, (3.7) implies that
. Next we will show that
Since f is bounded, it suffices to prove that
Without lost of generality, in the remaining proof, we suppose that ǫ ≤ 1. Indeed, noting that, for all x ∈ R, |e x − 1 − x| ≤ x 2 e |x| and x 2 ≤ e |x| hold, we deduce that
Using the Hölder inequality, the C r inequality and (3.5), the above inequality yields that
which shows that (3.9) is true. Noting that (3.5) and E( B H 2 ∞ + B H 2 H−δ ) < ∞, we may write (3.9) as follows
In view of (3.4), M T can be decomposable as
(3.11)
For the term J 1 , making use of the Jensen inequality, we obtain
where we use the mean value theorem in the last expression and θ 2 ∈ (0, 1). The dominated convergence theorem implies that the right-hand side of (3.12) goes to 0 as ǫ tends to 0. Similar to the treatment of J 1 , for J 2 , we conclude that
as ǫ tends to 0. For the term J 3 , we get
where we apply the mean value theorem in the last relation andX r = X r + θ 3 (X ǫ r − X r ),X s = X s + θ 3 (X ǫ s − X s ), θ 3 ∈ (0, 1). We first claim that
In fact, noting thatX s −X r = X s − X r + θ 3 r−s T ǫy, by (3.3) we get
where we use the fact: B H have β-order Hölder continuous trajectories for all 0 < β < H and choose 1 2 < β < H here. Consequently, (3.15) follows from the dominated convergence theorem. In order to prove (3.14) converges to 0, as ǫ tends to 0, combined with (3.15), it suffices to give a majorizing function due to the dominated convergence theorem. Notice that
where C 8 , C 9 and C 10 are positive constants. Due to (3.12), (3.13) and (3.14), the proof is complete.
Remark 3.2
The Bismut derivative formula presented in Theorem 3.1 can be easily extended to the following equation
where the stochastic integral exists pathwise under proper assumptions.
As applications of the Bismut derivative formula derived above, we may get the explicit gradient estimate and the dimensional free Harnack inequality for P T . By the Fernique theorem, there exists a positive constant λ 0 such that 
, we get 
(3.16)
Now we turn to calculate Ee
A simple calculus shows that
Therefore, we get
(1) By (3.16) and (3.18), we get, for α ≥
Let |y| ≤ 1, we derive the desired result. (2) The part of the proof follows the arguments of [5,
, it follows from (3.16) and (3.18) that
where we take α = 
Remark 3.4
The Harnack inequality in Corollary 3.3 is local in the sense that |x−y| is bounded by a constant. How to establish a global Harnack inequality is an interesting problem.
The Harnack inequality for one-dimensional equations with multiplicative noises can be derived from Corollary 3.3. Now we assume that d = 1 and consider the stochastic differential equation
We give the following assumptions on the coefficients: (H2) (i) b and σ are both twice differentiable, and the functions themselves and their derivatives are bounded;
(ii) There exist two constants d 3 and
Under the above assumptions, [21] shows that there exists a unique adapted solution to equation (3.19) whose paths are Hölder continuous of order H −ǫ for every ǫ > 0. Note that the stochastic integral appears in equation (3.19) can be considered as pathwise integral. See [35] for more details. SetP T f (x) := Ef (X x T ), where (X x t ) t∈[0,T ] is the solution to equation (3.19) with initial value x.
Theorem 3.5 Assume (H2) holds. Let p > 1 and f ∈ B b (R) be positive function. Then, there exists two positive constantsĀ 1 andĀ 2 such that the Harnack inequality
Proof Put F (y) := (x) ). Hence, due to the assumption, we deduce that the coefficient
is twice differentiable and moreover,
are both bounded. Then, by (2) of Corollary 3.3, we conclude that there exist two positive constantsĀ 1 andĀ 2 such that, for each g ∈ B b (R),
and g = f • F −1 . Then applying (3.21) to the particular choices z 1 , z 2 and g, we get the desired result. Indeed, first we have
Substituting (3.23) and (3.24) into (3.22) and taking expectation give
The Gronwall lemma yields
Now we will show that R d |x| 2 P n T (x 0 , dx) n≥1 is bounded by using an induction argument. When n = 1, it follows from (3.25) that R d |x| 2 P T (x 0 , dx) ≤ C 13 + C 14 |x| 2 . Suppose that
holds, then by (3.25) we have
Therefore, we have, for any n ≥ 1, 27) and moreover,
Using the Chebyshev inequality, we obtain
which shows the tightness of {µ n } n≥1 . So, by the Prohorov theorem, there exists a probability µ and a subsequence µ n k such that µ n k → µ weakly as n k → ∞. For simplicity of notation, we denote µ n → µ weakly as n → ∞. Now we will prove that µ is invariant for (P n T ) n≥1 . Denote C b (R d ) by the set of all bounded continuous functions on R d . For any f ∈ C b (R d ), by (3) of Corollary 3.3, we know that P n T f ∈ C b (R d ), ∀n ≥ 1. Moreover, we deduce that, for all l ∈ N, µ(P The proof is complete.
Integration by parts formula
In this part, we will establish the Driver integration by parts formulas for SDEs driven by fractional Brownian motion. As a consequence, the shifted Harnack inequalities are presented. In contrast to known Harnack inequality, in the shifted Harnack inequality, a reference function is shifted rather than the initial point. Now consider the following SDE with additive fractional noise on R d : dX t = b(t, X t )dt + dB By [20] and [21] , we know that the equation (4.1) has a unique solution. Remark 4.4 In [34] , the author showed that the study of the Driver integration by parts formula and shift Harnack inequality was in general more difficult than that of the Bismut derivative formula and Harnack inequality. Moreover, he gave some applications of integration by parts formula and shift Harnack inequality, for instance, to estimate the density with respect to the Lebesgue measure for distributions and Markov operators.
