Abstract-In this paper, an optimization-based adaptive Kalman filtering method is proposed. The method produces an estimate of the process noise covariance matrix Q by solving an optimization problem over a short window of data. The algorithm recovers the observations h(x) from a systemẋ = f (x), y = h(x) + v without a priori knowledge of system dynamics. Potential applications include target tracking using a network of nonlinear sensors, servoing, mapping, and localization. The algorithm is demonstrated in simulations on a tracking example for a target with coupled and nonlinear kinematics. Simulations indicate superiority over a standard MMAE algorithm for a large class of systems.
I. INTRODUCTION
In mobile robotics and sensor networks the need for adaptive and robust filtering methods is increasing with the growing use of large networks of cheap mobile agents with simple sensors. For instance, [1] and [2] discuss the application of adaptive filtering to localization of mobile robots. Examples in the field of visual servoing include [3] where an adaptive extended Kalman filter is applied to improve pose estimates, and the recent contributions in [4] where a similar approach is used to enhance robustness of position and orientation estimates of moving 3D objects.
A thorough treatment of the fundamentals of Kalman filtering can for instance be found in the classic series [5] where some adaptive methods of filtering are also outlined. The adaptive Kalman filtering schemes most frequently found in the literature are Innovationbased Adaptive Estimation (IAE) and Multiple Model Adaptive Estimation (MMAE). A neat summary of both strategies is found in [6] . IAE methods estimate the covariance matrix of the process noise Q and/or the measurement noise R and utilize the fact that for the right values of Q and R the innovation sequence of the Kalman filter is white noise. By tuning Q and/or R and studying the resulting innovation sequence one can get an idea of the appropriate values of the covariance matrices. An early example of IAE is found in [7] , while more recent attempts are for instance [8] and [9] . However convergence to the "right" values of Q and R is not guaranteed with IAE and most algorithms require estimation made over rather large windows of data to achieve reliable covariance measurements, making the method impractical for rapidly changing systems.
Division of Optimization and Systems Theory, Department of Mathematics, KTH 100 44 Stockholm, Sweden karasalo,hu@math.kth.se MMAE methods handle model uncertainty by implementing a bank of several different models and computing the bayesian probability for each model to be the true system model given the measurement sequence and under the assumption that one of the models in the model bank is the correct one. The state estimate can be either the output of the most probable model or a weighted sum of the outputs of all models. This method is suitable for applications such as fault detection where one has some a priori information on the system dynamics. For instance, if the dynamics of an engine is well known, each model in the bank can represent the engine dynamics if one or several components fail. If the probability of one of the failure models gets to high an alarm is raised. Examples of MMAE algorithms are found in for instance [10] and [11] .
Since MMAE works under the assumption that one of the models in the model bank is the right one it is an unsuitable method for systems with unknown dynamics. It has been shown in the work of Li et al. that using too large a model bank actually decreases performance since in that case the true model would get too much competition from false models. See for instance [12] . Therefore safeguarding with a lot of plausible system models is not an option. Attempts with dynamic model banks have been made in for instance [12] and [13] , but to the extent of our knowledge all such algorithms assume one large model bank, hopefully including the true model (which may vary over time) and then studies different subsets of this large bank. Therefore some way of guessing possible models beforehand is still needed. Convergence results for MMAE methods in general are still lacking.
In this paper we present a novel adaptive Kalman filtering method, Optimization-based Adaptive Estimation (OAE), that estimates Q componentwise for measurable states at each time step. The method is based on solving an optimization problem to find the Q -value that minimizes both bias and oscillation of the state estimate. The approach is scalable and requires no a priori knowledge of the system dynamics. Q is computed over short windows of data making the algorithm suitable for rapidly changing systems and on line applications. Intended applications include path following, servoing, localization and tracking of a target or signal with unknown dynamics.
The paper is organized as follows. In Section II we introduce notation and review the basics of Kalman filtering. Section III derives the OAE method, which is the main contribution of this paper. In Section IV we evaluate OAE in simulation compared with an MMAE approach. Finally, Section V summarizes the paper and provides concluding remarks.
II. PRELIMINARIES
Consider a linear discrete-time system (1) where x(k) ∈ R n , y(k) ∈ R m , A ∈ R n×n , B ∈ R n×s and C ∈ R m×n . w(k) and v(k) are random process noise and measurement noise, respectively, and are assumed to be independent, gaussian noise with covariance matrices
Here, E(·) is the expectation value of (·). Define the estimation error and its covariance matrix by
Then, given initial estimatesx 0 and P 0 , the well known discrete Kalman filter is the recursive procesŝ
and the estimatex(k) minimizes E(e(t k ) T e(t k )). R(k) and Q(k) play important roles in the recursions. Convergence to the optimal estimatex(k) requires correct values of both matrices. In this paper, we assume that R(k) is known and focus on the estimation of Q(k). Basically, too small values of the elements in Q(k) yields a biased estimate while too large values yields an estimate that oscillates around the true state.
In the next section we derive the OAE method that finds a Q(k) value that locally minimizes both bias and oscillations.
III. AN OPTIMIZATION APPROACH TO FINDING Q
Consider the systeṁ
where f (x) represents the system dynamics which are assumed unknown, h(x) = (h 1 (x) . . . h N (x)) T is the measurement vector and v is a gaussian measurement noise with unknown covariance. In this section, we derive the OAE approach to Kalman filtering, which recovers h(x) = (h 1 (x) . . . h N (x)) T , and possibly their derivatives. From now on we use the notation h(x) = (h 1 . . . h N ) T for brevity. f (x) and h(x) of (9) may be nonlinear and coupled but we will use n -dimensional linear systems of the type (1) as a system model for each component h i , i = 1, . . . , N, and adaptively design filters for each of the N linear systems separately. Associated with each such linear system, we define a state vector
Denoting the output of system i by y i , we get, for i = 1, . . . , N, (10) where
The unknown properties of the underlying system (9), such as coupling and nonlinearity, are modeled as an added scalar gaussian noise w i (k). As Q i (k) is the covariance of w i (k), each of the Kalman filters has a scalar covariance matrix Q i to be estimated. Viewing the entire N-dimensional vector h(x), this in a sense means assuming a diagonal covariance matrix. This is an assumption frequently used in the literature.
Modeling the dynamics of each component h i separately allows for scalability without increasing model complexity. Let us illustrate the concept and the notation with an example.
Example 1: Consider tracking a target in 3D, such as an airplane or helicopter whose planned trajectory is unknown but whose position (x 1 x 2 x 3 ) T can be observed (N = 3). Applying the OAE approach, we would have a measurable state vector h(
T representing the position of the target, and need to model the dynamics of h 1 , h 2 and h 3 separately. Introduce state vectors h i and linear systems A i , B i ,C i for i = 1, 2, 3. For tracking in 1D a natural model for the target dynamics is a random walk model of order n = 2 where the noise w represents the unknown acceleration of the target. Therefore, we let (10) be realized as
Here δ is the sampling rate, h 1 i corresponds to the position and h 2 i to the velocity of the target. OAE computes state estimatesĥ i = (ĥ 1 iĥ i 2 ) T for each component h i and the final output is the complete
T of the 3D position and its derivatives.
The idea of OAE is to, at each iteration k, compute an, in some sense, optimal value of Q i (k) for each component model i, and apply separate Kalman filters to each component. To emphasize that we are dealing with scalars we will from now on use q i to denote the process noise covariance for h i . The rest of this section will be devoted to deriving the OAE approach to computing q i (k).
A. General Idea of OAE
As mentioned in the preliminaries, a too small estimate of the process noise causes bias while a too WeC07.3 large estimate causes oscillation. For very large values of q i (k),ĥ i may even have a larger mean amplitude of oscillation around the true value h i than the noisy sample data y i so that the Kalman filter actually adds disturbances rather than filtering them out. This is illustrated in Figure 1 of q i (k) lies somewhere between these extremes. We want to find a q i (k) such that both the bias and the mean amplitude are small. Therefore we define a cost function
where a i (q) is a measure of the amplitude ofĥ i , and b i (q) is a measure of the bias ofĥ i , compared to the true value h i . ε ∈ (0, 1) is a scalar weight. Note thatĥ i is a function of q through the Kalman recursions (8) . As will be seen further down, a i (q) and b i (q) will actually be functions ofĥ i and thereby implicit functions of q. Denote by (q i (k)) * the minimizer of (13) . The most critical part is to construct a i (q) and b i (q) without prior knowledge of the true vector h(x). In the following our approach is described.
B. Measure of Bias and Amplitude
First, recall that the output of system i is modeled as
is a zero mean gaussian noise, y i is not biased. Therefore y i (k) andĥ i (k) can be compared to measure the bias ofĥ i (k). This is done simply by fitting second order polynomials to y i (κ) andĥ i (κ), where κ ∈ [k ± ∆], where ∆ is a positive integer. We define the vectors f y i and fĥ i as the discretizations of these polynomials with sampling points defined by κ. Locally, f y i can be considered a non-biased estimate of h while f h is a smoothing ofĥ i on the interval κ. The bias measure can now be defined as
where · is the Euclidean norm. Note that, for large values of q,ĥ i may oscillate rapidly enough for f y i − fĥ i to change sign within the window κ. In such cases, b i (q) is not a measure of bias but a measure of amplitude of the oscillations. Therefore b i (q) punishes bias for small values of q and enhances punishment on amplitude for large values of q. The construction of a i (q) follows along the same lines as that of b i (q). Note that if the amplitude ofĥ i is high, the mean distance betweenĥ i and fĥ i is large. Therefore, let
This choice of bias and amplitude measurements has proved to be robust in simulations and is easy to implement. In the next section it is shown that the resulting expression for J i (q) is actually a convex quadratic function in h(q). However, from a theoretical viewpoint, other cost functions might be a more reasonable choice. The best choice of measurements a i (q) and b i (q) should be investigated further in future work. If no knowledge of the tracked system is available beforehand, the most natural choice of weight is ε = 0.5.
C. Derivation of J i (q)
First, expressions for f y i and fĥ i are given. Let κ = 1, . . . , 2∆ + 1 and let y i (κ) be measurement data. A second order polynomial has the form
and the coefficients α 0 , α 1 and α 2 are determined in a least squares sense by minimizing
Using matrix notation (17) takes the form
. . .
Denote the matrix in (18) by K and the left hand side vector by y i (κ). Noting that
Note that K is singular for ∆ = 0. From now on it is assumed that ∆ > 0, or a minimum of 3 measurements in y i (κ) for each computation of J i (q). This yields, with I ∈ R (2∆+1)×(2∆+1) denoting the identity matrix, 
For the special case ε = 0.5 we get
The particular choices of a i (q) and b i (q) yield the following result.
Proposition 1:
The function J i,κ as defined by (21) is convex inĥ i .
Proof: J i,κ is a quadratic function in the argument h i . For convexity inĥ i , it suffices that M is positive definite. For idempotent matrices such as K it holds that the eigenvalues are either 0 or 1. Since K is also symmetric, it is positive semidefinite. It follows that
Although Proposition 1 is not sufficient for convexity in q, it facilitates implementation of the algorithm. Aŝ h i as a function of q depends on input data and is defined by the Kalman recursions, the optimization problem is in general not convex in q, and thus in most cases we get a locally optimal solution. Our method can be summarized as follows:
Given ∆ and the interval κ = k − ∆, . . . , k + ∆, for each measurement y i (k) and each model i let
The value (ĥ i (k)) * corresponding to (q i (k)) * is chosen as the output estimateĥ i (k).
Next we illustrate how OAE works with an example.
D. A Simple Example
In this section J(q) is derived for a simple example, assuming h(x) ∈ R (N = 1) and using a first order one dimensional random walk as a system model (n = 1):
For a scalar state variable h, all matrices of the Kalman filter are scalar and the recursions boil down tô
We will give an analytic expression for the cost function J i,κ (q) for this example with the shortest possible window, κ = 1, 2, 3. With initial valuesĥ 0 , P 0 and assuming a constant measurement noise covariance matrix R, we get
With ε = 0.5 the explicit expression for the cost function reads
With a model order bigger than 1, such as for instance (12) in Example 1, the Kalman recursions become more complex, and increasing the window size ∆ increases the number of terms in the cost function. In the general case, the cost function J(q) consists of a sum of 2(2∆+1) quotients of polynomes in q with increasing degree for larger indices.
As mentioned before, in general J(q) is not convex, and consequently the best we can hope for is a locally optimal solution. However, if we limit the domain to an interval q ∈ [q min , q max ] we can find the optimal solution on the interval with an accuracy determined by the chosen discretization of [q min , q max ]. Computationally this method requires the use of a small value of ∆ and a simple model such as (24) to be applicable online.
Choosing the optimal q on an interval may be viewed as a kind of MMAE with a very large model bank given by the discretization of the interval. The advantages of this approach over regular MMAE are that here accuracy increases with the number of models, and the problem of convergence to zero for model probabilities is eliminated.
IV. SIMULATION RESULTS

A. Evaluation of Performance
To evaluate the method we have performed simulations on both smooth (S) and non smooth (NS) trajectories with different levels of noise. The smooth trajectories were generated by adding a random number of sines and cosines with varying amplitudes and periods and the non smooth trajectories by adding a random number of piecewise constant functions. In both cases we let the parameter η describe the pace of change in the trajectories. In the smooth case, increasing η decreases the period while in the non smooth case it decreases the length of each constant piece of the trajectory. Examples of 1D trajectories generated with this procedure are shown in Figure 2 . A curve in 3D, for instance, is represented by three such sets, one for each state component.
The final simulated data is generated by adding a gaussian noise with standard deviation σ . To summarize, a simulated data set is defined by (S/NS, η, σ ) and generally sets with large values of η and σ are more challenging.
We let η = {0.05, 0.10, 0.15, . . . , 0.50}, σ = {0.05, 0.20, 0.35, . . . , 1.40} and generate 100 data sets of the type (S, η, σ ) and (NS, η, σ ) respectively for each combination (η, σ ). To evaluate OAE we let it run on each of the data sets, using the system model (12) with δ = 1. Since we assume no a priori knowledge of system dynamics, we let ε = 0.5. Note that for a fixed value of ε, ∆ is the only tuning parameter of OAE. For all 20000 investigated trajectories we let ∆ = 5 to investigate sensitivity to tuning.
For comparison we run an MMAE algorithm on the same sets, using a model bank of 4 models of the type (12) . The characteristics of each model in the bank are defined by its value of Q. We use Q 1 = 0, Q 2 = 10 −1 , Q 3 = 10 0 , Q 4 = 10 1 . The choices of Q-values and number of models for the model bank will inevitably effect performance of MMAE. For some of the investigated trajectories performance might increase by adding or removing models or using other Q-values. However, the sensitivity to the choice of model bank is one of the drawbacks with MMAE and since we allow no alterations of OAE for different trajectories, we keep the model bank constant for MMAE. To get an in some sense fair comparison we impose an upper bound q max = 10 on (23) so that both methods will employ Q-values on the interval [0, 10]. is measured as the relative error e(η, σ )
where e = e OAE forĥ =ĥ OAE and e = e MMAE forĥ MMAE . To get a robust analysis, 100 data sets are generated for each pair (η, σ ) and the averagē e(η, σ ) over the 100 runs is measured. The resulting error differenceē MMAE (η, σ ) −ē OAE (η, σ ) is plotted in Figure 4 for all pairs (η, σ ).
1) Smooth Curves:
, that is, for 99% of the tested pairs. See the left plot of Figure 4 . Averaging over all runs and all pairs (η, σ ), the error of OAE is 83% of the error of MMAE for the smooth test cases.
2) Non Smooth Curves: (ē MMAE −ē OAE ) > 0 for 87 out of the 100 tested pairs (η, σ ), see the right plot of Figure 4 . MMAE was on average the better choice for σ > 0.5, η ∈ [0.2, 0.3]. Averaging over all runs and all pairs (η, σ ), the error of OAE is 85% of the error of MMAE for the smooth test cases. 
B. Example: Tracking a Platform With Unicycle Dynamics
In this section we demonstrate OAE in a tracking application where the true target kinematics are both nonlinear and coupled. We assume the target has unicycle kinematics:
where (x 1 , x 2 ) is the position of the target and φ is its heading. (u, ω) are control inputs. In terms of (9), we have, with state vector
The task for the tracking device is to track the target position using noise contaminated observations y = h(x) + v, obtained from range sensors. The tracking device has no information on the true target kinematics f (x, u, ω) or control (u, ω). With no a priori information, a natural choice is to model the target kinematics as a random walk (RW) of the type (12).
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The model uncertainty w with covariance Q represents nonlinearity of the true model and coupling between states. For highly nonlinear and coupled true target kinematics such as (29), a good estimate of Q is essential.
With the notation introduced in Section III, we get
The dynamics of h 1 and h 2 are modeled as (12) and estimatesĥ 1 = (ĥ 1ḣ1 ) T andĥ 2 = (ĥ 1ḣ1 ) T are computed using OAE. 1) Tracking using OAE: Target tracking is performed for a target with the kinematics (29), traveling along a path generated by plugging in the control 2) Estimation of non measurable states: According to the assumptions made, φ is not measurable. However, using a second order RW model, OAE outputs estimates of (ẋ,ẏ) as well. Therefore we can compute a rough estimateφ = arctan(ẏ/ẋ). For both example trajectories, this estimate is plotted together with the true value in Figure 6 .
V. CONCLUSIONS
A novel adaptive Kalman filtering method was presented in this paper. An estimate of the covariance matrix Q was found by solving an optimization problem over a short window of data. No a priori knowledge of system dynamics is needed and the method is scalable to N dimensions. Trajectory tracking simulations show satisfying performance for a large class of trajectories and superiority over the reference method, a standard MMAE algorithm. Possible extensions of this work include introducing dynamic weights in the cost function J(q). Alternative designs of a(q) and b(q) should also be evaluated.
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