During the past two decades, percolation has long served as a basic paradigm for network resilience, community formation and so on in complex systems. While the percolation transition is known as one of the most robust continuous transitions, the percolation transitions occurring in complex systems are often of different types such as discontinuous, hybrid, and infinite-order phase transitions. Thus, percolation has received considerable attention in network science community. Here we present a very brief review of percolation theory recently developed, which includes those types of phase transitions, critical phenomena, and finite-size scaling theory. Moreover, we discuss potential applications of theoretical results and several open questions including universal behaviors.
I. INTRODUCTION
What are complex systems? A complex system consists of many constituents which generate emerging behaviors through diverse interactions [1, 2] . One of the powerful ways of examining the intrinsic nature of a complex system is to observe how such emerging patterns change by the small perturbation applied to the system. In complex systems, such a change or response is so sensitive to the details of the perturbation that it is extremely diverse. In such a case, it is not adequate to predict definitely how much the change would be. Recently, Parisi argued [3] that the prediction for the responses to small perturbations in complex systems cannot be made definitely but can be in a probabilistic way. He showed examples of protein structures in biological systems and spin glasses in physical systems. In the case of proteins, subject to small external perturbations such as the change in pH or the substitution of a single amino acid, they would fold to a completely different 3D structure but with practically the same free energy. In the case of the disordered magnetic systems, each spin responds to a slowly varying external field by changing its orientation, forming a series of bursts, known as Barkhausen noise [4] . The number of spin bursts depends on the disorder strength of the system, following a power-law distribution at a critical strength of disorder. The prediction of the number of spin bursts in this case can only be probabilistic. The stock market is another example of complex systems. Stock prices are determined as a result of the complicated interplay between numerous investors, and the price changes were also found to exhibit a power-law distribution [5] . All these examples aptly illustrate how the concept of probabilistic prediction may apply as a new paradigm in modern science. Other examples can also be found in fields as diverse as meteorology and geology [6] .
At the brink of the 21st century, two papers heralding * bkahng@snu.ac.kr the beginning of a new science of network, which were for small-world networks by Watts and Strogatz (WS) [7] and for scale-free (SF) networks by Barabási and Albert (BA) [8] , were published. Since then, complex network research has flourished, not only as an active research field but also as a common platform on which the systems approach to various complex systems in a wide variety of multidisciplinary fields such as the natural, social, and information sciences can be potentially unified [9] [10] [11] . A complex system is represented by a graph or network whose nodes and links stand for its constituents and interactions, respectively. In such complex networks, there is no regular structure and position, but nodes are connected randomly to other nodes. The origin of such a random graph was proposed by Erdős and Rényi (ER) long ago [12] . Separation between nodes in a giant cluster on a macroscopic scale is counted by the number of hops across nodes, so-called Hamming distance. The average distance between two nodes is short, being logarithmically or double logarithmically proportional to the system size, i.e., the number of nodes in the system, denoted as N . Such complex networks are small-world in general term.
Complex networks observed in the real world such as the World Wide Web [13] and Internet [14] are heterogeneous in their structures: A few nodes (called hubs) are connected with many other nodes and the rest many nodes are connected with a few other nodes. The number of connections, called degree, of each nodes form a powerlaw or a heavy-tailed distribution. The networks with a power-law degree distribution are called SF networks [8] .
To check if the formation of SF-type networks is an intrinsic characteristic in complex systems, we examined the diameter change by the deletion of a single node for various real-world SF networks. We found that the diameter changes are indeed diverse and their distribution exhibits a power-law decay with an exponent less than three. Thus, the variance of the distribution diverges as N → ∞. Thus, we cannot predict definitely how much the diameter changes by the deletion of a single node, but do in a probabilistic way [15] . A percolation transition of complex networks is an appropriate instance of exhibiting structural complexity [16] [17] [18] [19] [20] . At a percolation threshold, the cluster size distribution follows a power law with an exponent less than three. Thus, one cannot predict the mean cluster size definitely at the percolation threshold. Percolation transition is known as one of the most robust continuous transitions. However, diverse types of percolation transitions such as explosive, discontinuous, hybrid, and infinite-order phase transitions are observed in complex networks. Such diverse types of percolation transitions are shown schematically in Fig. 1 . In this paper, we introduce properties of those percolation transitions briefly. This paper is organized as follows. We introduce in Sec. II several models of complex networks and their main features. In Sec. III, we briefly review the percolation theory on regular lattice and of complex networks. Next, we review several research works of the explosive percolation model in Sec. IV and of the hybrid percolation transition in Secs. V and VI. Finally Sec. VII is devoted to summary and discussion.
II. NETWORK MODELS
Complex networks may be classified into two types: random networks with Poissonian degree distribution and SF networks with power-law degree distribution. Here we introduce a few prototypical models for those types of networks.
A. The Erdős and Rényi model
A simplest model for random networks was proposed by Erdős and Rényi (ER) [12] . In the ER model, N nodes are present from the beginning and edges are added one by one between a pair of nodes selected randomly at each time step. Due to the random choices, the distribution of the number of edges incident on each node, called the degree distribution, follows the Poisson distribution,
where k denotes degree, the number of edges connected to a certain node and k is its average over all nodes. The mean distance between two nodes, denoted as , depends on the system size N as
of the ER network is shorter than that of hypercubic lattice in Euclidean space ∼ N 1/d , where d is spatial dimension.
B. Scale-free network models
It was revealed that many real-world networks such as the World-Wide Web, Internet, the coauthorship, the protein interaction network display power-law or heavytailed behaviors in the degree distribution. The powerlaw behavior is written as
where k min is the smallest degree for which the power law holds. Such networks are called SF networks [8] . Thanks to recent extensive studies of SF networks, various properties of SF network structures have been uncovered [21] . For SF networks, the mean distance between two nodes is given as
We remark that when 2 < λ < 3, d increases with the system size N as ln ln N , a significantly slower than the ln N derived for the ER random networks. Thus, SF networks with 2 < λ < 3 are called ultra-small networks [22] . How are SF network models constructed? Here we introduce several models. First, the configuration model was introduced by Molloy and Reed [23, 24] . In this model, degree of each node is pre-assigned and represented by stubs or half-links, following a power law with the exponent λ, Eq. (3). Then two stubs are selected from different nodes and connected by an edge. This process is repeated until all stubs are connected. This model can produce a SF network without generating any degree-degree correlation.
Secondly we introduce the static model [25] , which includes N nodes from the beginning. Nodes are indexed by an integer i (i = 1, . . . , N ) and assigned the weight w i = i −µ , where µ is a control parameter in [0,1). Next, we select a pair of nodes (i, j) with probabilities p i ≡ w i / k w k and p j ≡ w j / k w k , respectively, and add an edge between them unless they are already connected. This process is repeated until L = N K edges are made in the system, where K is a control parameter. Then the mean degree becomes 2K. However, because edges are connected to a vertex with frequency proportional to the weight of that vertex, the mean degree of vertex i is given as
Then it follows that the degree distribution follows the power law,
, where λ is given by λ = 1+1/µ. This model is useful for analytic calculations. However, this model generates degree-degree correlation when the degree exponent is in the range 2 < λ < 3.
To construct SF networks with no degree-degree correlation, Chung and Lu (CL) introduced a model [26] , which is a simple modification of the static model. The CL model is similarly defined but the weight is given as
III. PERCOLATION
Percolation was first introduced in the 1950s to describe the flow of a fluid in a disordered medium [27] . However, the basic idea of percolation was effectively considered in the early 1940s in the study of gelation in polymers [28] [29] [30] . After those pioneering works, the concept of percolation was applied to a variety of natural and social phenomena and systems such as the spread of disease in a population [31] , conductor-insulator composite materials [32] , stochastic star formation in spiral galaxies [33] , dilute magnets [34] , the resilience of systems [16, 35, 36] , the formation of public opinion [37, 38] , and nonvolatile memory chips [39, 40] . Percolation has long served as a model for diverse phenomena and systems. The percolation transition, that is, the formation of a giant cluster on a macroscopic scale, is known as one of the most robust continuous transitions. [9, 41] . For instance, polymerization was modeled as percolation on the Bethe lattice [42, 43] .
Until recently, percolation has been studied mainly on regular lattices such as a square lattice in two dimensions. Each site (bond) on the square lattice is occupied by a conductor with probability p, which is a control parameter. Occupied sites at the nearest neighbors are regarded as connected, so current can flow between them if one site is charged. The system is located between two electrodes that are connected externally to a voltage source. As p is increased, the connected conductors form a cluster. When p is increased beyond a certain threshold p c , the largest cluster can span the system, so pathways exist through which current can flow from the top to the bottom. Thus, p c is called a percolation threshold or a transition point. Unlike the case in spin models, the percolation transition is a geometric phase transition from an unconnected to a connected state. The fraction of occupied sites belonging to the spanning cluster becomes the order parameter of the percolation transition, which is denoted as m(p).
The order parameter m(p), that is, the fraction of nodes belonging to the giant cluster, emerges at the percolation threshold p c and increases continuously from zero as the control parameter p is increased beyond p c . Near the percolation threshold, the order parameter exhibits critical behavior in the limit N → ∞ as follows:
where a is a constant, and β is the critical exponent of the order parameter. The susceptibility is defined as The percolation transition can be represented in terms of a spin model using the formalism of the q-state Potts model of Kasteleyn and Fortuin [44] . At p c , the cluster sizes are very inhomogeneous. The size distribution of finite clusters behaves as n s (p) ∼ s −τ e −s/s * for p = p c , where s * is a characteristic cluster size and scales as
At p = p c , n s (p) ∼ s −τ . Thus, the first and second moments of n s (p) become
respectively, where the primed summations go over finite clusters. Using the identity
one can show that the singular behavior of the first and second moments of n s (p) becomes equivalent to m(p) and χ(p), respectively. Thus, the critical exponents become
and
respectively. In percolation, the linear size of a typical cluster is the correlation length, denoted as ξ. For p < p c , there are many finite clusters in the system. The total number of clusters per N is given as s n s (p), which leads to
clusters in the system. Thus, one can obtain a hyperscaling relationνσ = (τ − 1). Similarly, one can obtain another hyperscaling relation, α+2β =ν.
A. Network formation
There have been a few attempts to describe scalefree networks in the framework of equilibrium statistical physics [45] [46] [47] [48] [49] . In this approach, various mathematical tools developed in equilibrium statistical physics may be used to understand network structures. To proceed, one needs to define equilibrium network ensembles with appropriate weights, where one graph corresponds to one state of the ensemble. In a canonical ensemble, the number of links L is fixed: Given a degree distribution,
Then the number of links obtained through the relation, L = k N/2, can be fixed. A degree sequence specifies the number of nodes with degree k as P d (k)N [23, 50] .
A grandcanonical ensemble can be also defined, where the number of links is a fluctuating variable while keeping the SF nature of the degree distributions. The grandcanonical ensemble for SF random graphs is realized in the static model introduced in Ref. [25] or in its generalized version investigated in Refs. [51] . The name 'static' originates from the fact that the number of nodes is fixed from the beginning. Here each node i has a prescribed normalized weight p i and a link is assigned to a pair of nodes i and j with probability p i p j [26, 52, 53] . After the edge attaching process is repeated N K times with K a parameter controlling the total number of links, distinct nodes i and j are connected by a link with probability f ij given as
A graph can be defined by the adjacency matrix A the elements of which are A ij = 1 if node i and j are connected and A ij = 0 otherwise. Given the occupation probability f ij , the probability that a graph with an adjacency matrix A is formed is given as
(e 2N Kpipj − 1), (13) where
The expected value of a given quantity O is obtained by averaging over all possible adjacency matrices as
If we use p i = i −µ / N j=1 j −µ with 0 ≤ µ < 1 as the node selection probability in the static model, the ensemble of the obtained graphs finds the expected degree distribution to behave asymptotically as a power-law. To see this, we define the generating function of degree k i of node i as g i (ω) ≡ ω ki . Then it becomes
where f ij is in Eq. (12) . Using this generating function, we can calculate the expected degree of node i as
and other quantities such as the mean degree as k = i k i /N 2K. The approximations are valid as long as K N 1−µ [20] . Thus, the total number of links presenting in the system is determined stochastically with mean value L = k N/2 K. g(ω) = (1/N ) i g i (ω) becomes the generating function of the degree distribution. The expansion of g(ω) around ω = 1 has a leading singular term (1 − ω)
where the degree exponent λ is related to µ by λ = 1 +
B. Potts model formulation
The q-state Potts model attracted much attention due to its rich and general critical behaviors, including the Ising model at q = 2 and the Ashkin-Teller model at q = 4 [54] . In particular, the q → 1 limit of the Potts model corresponds to the bond percolation problem, which can be applied to the study of percolation in random graphs [20] as reviewed in this section.
Consider the q-state Potts Hamiltonian given by
where K is the interaction strength appearing in Eq. (12), H is an external field, δ x,y is the Kronecker delta function, and σ i = 1, 2, . . . , q is the Potts spin. The partition function Z N (q, H) can be written as
where r ≡ q − 1, P graph (A) is in Eq. (13), and Tr denotes the sum over all q N spin states. With no external field (H = 0), we have Z N (q, 0) = e N K(1−M2) q C , where C = s n A (s) is the total number of clusters in a graph of adjacency matrix A.
If we define the magnetization of the Potts model as
qδ σi,1 − 1 with · · · the ensemble average as in Eq. (14), it is evaluated in the limit q → 1 as
where we have introduced the cluster size distribution P (s) ≡ A P graph (A) s N n A (s) and it is related to the n s in Eq. (9) by n s = n A (s) = P (s)/s. If we take the limit H → 0 satisfying s H → 0 for all cluster size s smaller than the average largest cluster size S and S H → ∞, the magnetization in Eq. (20) is related to S as
In the same limit, the susceptibility is obtained as
which is equal to the average sizes of clusters, except for the largest cluster. The total number of clusters C is related to the number of loops N loop by N loop = L − N + C. Using Eq. (19) with H = 0, one can evaluate the number of loops per node as
C. Percolation transition of SF networks
To evaluate the magnetization, the susceptibility, and the number of loops in Eqs. (20), (22), and (23), respectively, the partition function Z N (q, H) should be obtained. To this end, we associate an r-dimensional vector S(σ i ) of unit length to each spin value σ i , where S(1) = (1, 0, . . . , 0) and S(σ i ) with σ i = 2, 3, . . . , q point to the remaining r corners of the r-dimensional hypertetrahedron [54] . Then the Kronecker delta function in Eq. (18) is represented as a dot product between S's, δ σi,σj = 1 q (r S(σ i ) · S(σ j ) + 1). Using this, we can rewrite the interaction term in Eq. (18) 
The perfect square term can be linearized by using the Gaussian integral with respect to auxiliary variables, which leads the spin vectors to be decoupled in the partition function. Applying the standard saddle point approximation, we find the partition function represented as [20] 
with
where
and y is determined by the condition that F (y, H) is minimum at y or (∂/∂y)F (y, H) = 0. In the r → 0 limit, F (y, H) in Eq. (25) is represented as [20] 
(e −hi − 1 + h i ), (27) where
Using Eqs. (24) and (27) in Eq. (20), we obtain the magnetization
The susceptibility in Eq. (22) is evaluated as
With H → 0, a non-zero solution of Eq. (28) exists if
Also, the number of loops is
where y is given by Eq. (28) with H = 0. Setting H = − ln z, one finds that the magnetization m(1, H) in Eq. (20) is related to the generating function P(z) of the cluster size distribution P (s) as
D. Critical behaviors
We characterize the critical behaviors depending on the degree exponent λ. The range of µ (λ) is divided into the three regions, (I) 0 ≤ µ < 1/3 (4 < λ ≤ ∞), (II) 1/3 < µ < 1/2 (3 < λ < 4), and (III) 1/2 < µ < 1 (2 < λ < 3). In these regions, Eq. (28) is expanded differently in powers of y, giving different critical behaviors and cluster size distributions [20] as summarized below.
i) The order parameter: When K > K c for (I) and (II) or K > 0 for (III),
where ∆ ≡ K/K c − 1 for (I) and (II).
ii) The susceptibility or the mean cluster size:
For (III), the mean cluster size does not diverge at any value of K. 
iii) The number of loops: When K > K c for (I) and (II) or K > 0 for (III),
iv) The cluster size distribution P (s) of a node belonging to a cluster of size s: The distribution P (s) near K c takes the form
with s c ∼ (K − K c ) −1/σ . The critical exponents τ and σ are evaluated as shown in Table I. v) The largest cluster size S in finite systems at K c (N ):
IV. EXPLOSIVE PERCOLATION Percolation transitions have been considered to be continuous. Recently, interest in whether discontinuous percolation transition (DPT) exists or not has been triggered and boosted by the explosive percolation (EP) model [56] . The EP model, motivated by a mathematical invention, is a variant of the ER model by adopting the so-called Achlioptas process. In this model, a system begins with N isolated nodes. For each edge attachment, two pairs of nodes that are not yet connected are chosen randomly and one of those pairs is taken and connected by some rule. In the rule, the chosen pair produces a smaller connected cluster than the other pair produces. This selection rule can be extended to arbitrary m pairs of node candidates [57, 58] . Among those m pairs of node candidates, one pair of nodes, which produces the smallest cluster is taken and connected. We refer to this rule as the m-optional Achlioptas process. The original EP model is the case m = 2. The Achlioptas process suppresses the growth of large clusters so that the percolation threshold is delayed and the medium-size clusters become abundant in the system before the threshold. As a result, once a percolation threshold is passed, the size of the largest cluster is drastically increased by coalescence of medium-size clusters [59] [60] [61] . Thus, percolation transition of the EP model was regarded as a discontinuous transition when it was first introduced. The authors of Ref. [56] provided a simple argument for their claim that the EP model exhibits a discontinuous percolation transition. The EP model was first introduced on a basis of the ER network and was extended to the square lattice [62, 63] and scale-free networks [64, 65] . Results obtained from different embedded spaces were similar to that from the ER network. As many variants of the EP model generated abrupt percolation transitions [66] [67] [68] [69] , it was required to clarify the transition type of the EP model.
The authors of [70] introduced a modified EP model in which the rate equation for the evolution of cluster sizes can be constructed. Even though this approach could not provide an analytic solution determining the type of EP transition, it could provide a refined numerical value of the critical exponent of order parameter. They obtained the nonzero value β ≈ 0.05 for the modified EP model. Thus, they claimed that the EP transition is actually continuous. However, because the numerical value β ≈ 0.05 is too small, more careful analysis based on another type of EP model was needed. At that stage, two mathematicians argued that the number of clusters that participate in the emergence of a macroscopic-scale giant cluster should be extensive to the system size N for the EP model with local rule (finite m) [71] . Thus, they supported the claim that the EP model is actually continuous [72, 73] . Moreover, they presented a strong argument that any percolation model with local rule does not guarantee a discontinuous transition.
The percolation transition in the ER model follows the mean-field solution of ordinary percolation. From this perspective, it would be interesting to consider how the EP transition in Euclidean space is related to that on a random graph. Motivated by this, we introduced the so-called spanning-cluster-avoiding (SCA) model [74] . In this model, the target pattern in the Achlioptas process is taken as a spanning cluster instead of giant cluster, following the convention of percolation in Euclidean space.
Specifically, we consider a bond percolation problem on d-dimensional Euclidean lattice. A bond that creates a spanning cluster when it is occupied is called a bridge bond. At each time step, m unoccupied bond candidates are chosen randomly; among them, if there is at least one non-bridge bond, we occupy it definitely. In this case, if there are multiple non-bridge bonds among the candidates, we occupy one of them randomly. In the early time steps, occupied bonds are rare, so the density of bridge bonds is zero. With increasing time step, the density of bridge bonds is increased, and the probability for the emergence of a spanning cluster is increased. The order parameter is the fraction of sites that belong to the spanning cluster. Using the scaling formula for the density of bridge bonds [75] , the percolation threshold of the SCA model could be analytically calculated for any m potential bonds in the Achlioptas process. This analytic result leads to the following conclusion: the EP transition is continuous for m < m c and discontinuous for m > m c , where m c ∼ ln N if the spatial dimension is less than the upper critical dimension d c = 6, and the EP transition is always continuous otherwise. Subsequently, it was concluded that the transition of the original EP model [56] is continuous as a mean-field solution of the SCA model.
V. HYBRID PERCOLATION TRANSITION
A hybrid phase transition is a type of phase transition exhibiting properties of both second-order (critical phenomena) and first-order (jump of the order parameter) phase transitions at the same transition point. In spin systems, such a type of phase transition occurs at the so-called critical endpoint in the systems with competing interactions such as the Ashkin-Teller model on scale-free networks [76, 77] . Recently, similar hybrid percolation transitions (HPTs) have been obtained, for instance, restricted percolation model [78] [79] [80] , k-core percolation [81] [82] [83] [84] and the cascade failure (CF) model on interdependent networks [85] [86] [87] . For such models, the order parameter m(t) behaves as
where m 0 and r are constants, β m is the critical exponent of the order parameter, and t is a control parameter such as the number of edges per node and the mean degree of a given network. In such cases, the HPT occurs at t c as edges are added (or deleted) one by one following a given rule from a certain point far below (above) the percolation threshold. Such a transition is called the HPT in cluster merging (pruning) processes.
A. HPTs in cluster merging processes
As we described, a discontinuous percolation transition in the cluster merging process can occur when a global rule is considered. For example, for the SCA model, one has to check whether each bond candidate can make a spanning cluster if it is attached [74] . Another example is the model in which a discontinuous percolation transition is generated by controlling only the largest cluster [88] . That is, one needs global information to generate a discontinuous percolation transition. However, while the order parameter is increased rapidly in such discontinuous percolation transitions, critical behavior hardly appears. Thus, the question of whether an HPT can occur in cluster merging processes was raised. Recently, the authors of Ref. [79] slightly modified an existing model [78] and successfully generated a hybrid percolation transition.
The model is defined as follows: At the beginning, the system consists of N isolated nodes. At each time step, we first rank the clusters by ascending order of cluster size. If multiple clusters of the same size exist, they are randomly sorted. The restricted set of clusters R(t) at time t is defined as the subset consisting of a certain number of smallest clusters (say k clusters) and is denoted as R(t) ≡ {c 1 , c 2 , · · · , c k }. Further, k is determined as the value satisfying the inequalities
, where s (t) is the number of nodes in the cluster c . We note that the number of nodes in R(t) varies with the time step t. Here the time step t is defined as the number of edges added to the system per node. This model is called a restricted ER model, because when g = 1, the model is reduced to percolation in the ordinary ER model. We remark that this restricted ER model is a slightly modified version of the original model [78] in which the number of nodes in the set R is fixed as gN . Thus, some nodes in a cluster on the boundary between the two sets R and R (c) belong to the set R, and the others in the same cluster belong to the set R (c) . However, for the modified model, all the nodes in the cluster are counted as elements of the set R. This modification enables one to solve analytically the phase transition for t > t c without changing any critical properties. This restricted ER model exhibits an HPT at a transition point t c . The order parameter m(t), that is, the fraction of nodes belonging to the giant cluster, increases rapidly from zero at t − c to a finite value m 0 at t c . The interval ∆t = t c − t − c ∼ o(N )/N . Thus, in the thermodynamic limit, this interval reduces to zero, and the order parameter is regarded as jumping discontinuously at t c . For t > t c , m(t) increases gradually following formula (38) . Moreover, the size distribution of finite clusters, n s (t), exhibits power-law decay at t c with the exponent τ (g) in the range 2 < τ (g) ≤ 2.5. Thus, the critical exponents of the HPT vary continuously depending on the control parameter g. Such critical behaviors of the HPT in the cluster merging process have been observed for the first time.
Recently, we investigated the critical behaviors of the HPT arising in the restricted percolation model in two dimensions using finite-size scaling theory [80] . We obtained the correlation exponent ν g which determines the transition point of finite systems using the scaling relation. We found that the exponent satisfies the hyperscaling relation with other critical exponents. Moreover, we found that the size distribution of finite clusters follows a power law at the transition point with exponential cutoff due to finite size effect. Another correlation length exponent ν s is necessary to characterize the finite-size scaling behavior of the size distribution of finite clusters. We noticed that the two correlation length exponents ν g and ν s are different. In fact, they are the same in the secondorder transition. We examined the shapes of giant and finite clusters, which are almost compact with the fractal dimension D g = D s = 2 = d (Fig. 2) . This seems to be related to the property β = 0 of the first-order transition. On the other hand, in equilibrium spin models, the critical behavior can be understood using the renormalization group (RG) transformation of the singular part of the free energy function f . That is, f (t, h)
), where t and h are reduced temperature and external field, respectively and t = yt t and h = y h h, where y t = 1/ν, y h = D, and is the scale factor of coarse-grained length. D is the fractal dimension satisfying D = d−β/ν. On the other hand, for a discontinuous transition, y t = y h = d, because of β = 0. In short, for the HPT, there exist two ν exponents ν g and ν s , and D = d. While those two correlation length exponents satisfy their own hyperscaling relations with other critical exponents, it seems that we need a single theoretical framework for the HPT within which those critical exponents are unified.
B. HPTs induced by cascading dynamics
The cascading failure (CF) model on interdependent networks [89] [90] [91] [92] [93] [94] [95] [96] [97] and k-core percolation [81-83, 98, 99] are the paradigmatic models of the HPTs in pruning processes. In this CF model the process is controlled by the mean degree t of the networks. When a node on one layer fails and is deleted, it leads to another failure of the counterpart node in the other layer of the network. Subsequently, links connected to the deleted nodes are also deleted from the networks. This process continues back and forth, always eliminating the possibly separated finite clusters until a giant mutually connected component (GMCC) remains or the giant component gets entirely destroyed as a result of the cascades. As nodes are deleted in such a way, the behavior is similar to that at a second-order phase transition until the transition point t c is reached from above. Beyond that, as t is further decreased infinitesimally, the percolation order parameter drops suddenly to zero indicating a first-order phase transition. Thus a HPT occurs at t = t c as shown in Fig. 1 . This transition may be regarded as a transition to an absorbing state.
The k-core of a network is the connected cluster of nodes in which each node has at least k neighbors in the cluster. If a node is removed from the k-core, its neighbors with exactly k neighbors in the k-core must be deleted from the k-core. Thus, similar to the CF model, removal of a node leads to another removal of nodes successively, and the size of the k-core is reduced.
For the phase transitions in these models, the mean degree t of the network is the control parameter and the size m of the giant cluster (GMCC or k-core) relative to the system size is the order parameter. Here we consider only ER networks. The process starts from a network with a sufficiently large mean degree where a giant cluster exists. The relative size of the giant cluster decreases as the edges are deleted one by one, and it suddenly collapses from a finite value to zero at a certain critical mean degree t c . Thus the phase transition is discontinuous. However, the process near t c also shows singularities that are usually found in continuous phase transitions. For instance, the leading term of m(t) as a function of the mean degree t near t c is described as Eq. (38) with a fractional power β m = 1/2.
The deletion of an edge or a node causes an avalanche of the separations of nodes from the giant cluster. This can be viewed as the response on the perturbation in complex systems. The mean size of the avalanche is finite if t > t c , i.e., the number of separated nodes are finite even in the thermodynamic limit and the relative size of the giant cluster also remains finite after the avalanche. However, as t approaches t c , the mean avalanche size diverges and the giant cluster can vanish entirely by a single avalanche. The size and duration time of the avalanche and the size of the giant cluster are the main quantity of interest. The avalanche size distribution follows a power law and the size distribution of the giant cluster is bimodal near t c . The duration time of the infinite avalanche exhibits a scaling on the system size as
, which is universal across diverse models. Their numerical values and relations encode the essence of the HPTs. Unlike the ordinary percolation, the cluster size distribution is trivial in these models. Each node outside the giant cluster is isolated, and thus the cluster size distribution does not play an important role.
To describe the HPT of the CF model and k-core on the interdependent networks, we need two sets of critical exponents. The set {β m , γ m ,ν m } is to describe the behavior of the order parameter, and the other set, {τ a , σ a , γ a ,ν a }, is to describe the behavior of the avalanche size distribution. Here the subscripts m and a refer to the order parameter and avalanche, respectively. The exponent β m describes the growth of the order parameter near t c and defined with Eq. (38) . The finite size scaling of the order parameter m − m 0 ∼ N −βm/νm definesν m . The exponent γ m is for the fluctuation of the order parameter:
The exponent τ a and σ a are defined by the finite avalanche size distribution p a (s) ∼ s −τa G(s/s * ), where s is the avalanche size and G expresses the cutoff at s * ∼ (t − t c ) −1/σa . The mean size of the finite avalanche s ∼ (t − t c ) −γa and its finite size scaling s ∼ N −γa/νa define the exponents γ a andν a . The numerical values of the exponents are reported in [100] for the CF model and [101] for the k-core percolation.
One could expect that the power-law behavior of the avalanche size distribution in these models may replace the role of the power-law behavior of the cluster size distribution in the ordinary percolation. In that case the two exponents γ m and γ a must have the same value. However, it turns out that they are different in both models. Instead, the two sets of exponents are related by a scaling relation 1 − β m = γ a . This is because the mean size of the finite avalanche is essentially the mean decrement of the size of the giant cluster by an infinitesimal decrement of the mean degree which is implemented as a deletion of an edge [100, 101] . The exponentsν m and ν a represent the behavior of the size scales of the models similarly to the correlation length exponent of the models in Euclidean spaces. The two exponents in the CF model have different values while they have the same value in the k-core percolation. This indicates that the CF model has two different size scales diverging at t c but it is not a general property of the HPT.
An important perspective to understand the ordinary percolation is to study it in terms of the branching process. This idea is also important for the HPTs. The hybrid nature of the transition is represented as a crossover from a critical branching process to a supercritical branching process in a single infinite avalanche [102] while a giant cluster of the ordinary percolation near t c is described as a simple critical branching process. The mechanism underlying the crossover is universal over various models [102] including not only the pruning processes of the CF model and the k-core percolation but also epidemic models such as SWIR model [86, 87, 103, 104] and the threshold model [85] . Removal of a node from the giant cluster triggers an avalanche which is basically a branching process. The branching process near t c forms a critical process in its early stage. Nodes are separated from the giant cluster by the critical process but some nodes remaining in the giant cluster become vulnerable during the process. As time goes on, the branching process forms large loops owing to the finite size of the network and the accumulated vulnerable nodes are eventually separated by the branching process. This later stage of the process is supercritical. The mean branching ratio is larger than unity and the avalanche size grows exponentially during a short time. For the CF model and k-core percolation, the vulnerability of a node is measured in terms of the number of neighbors in the giant cluster. The time to the crossover scales as N 1/3 in ER networks. The scaling is independent of the details of the dynamic rules [102] and closely related to the fact that the giant cluster of ER network near t c is locally tree-like and its linear size is order of N 1/3 [105] .
VI. MUTUAL PERCOLATION AND RELATED PERCOLATION PROBLEMS IN MULTIPLEX NETWORKS
The CF model on interdependent networks [89] invokes explicitly the dynamical steps of cascades. An equivalent formulation based purely on graph-topological notions [106] , commonly known in the name of "mutual percolation," has also been studied quite extensively on multiplex networks [107] . In this formulation, the key graph-theoretic notion is the mutual connectivity. Given a multiplex network of more than one layers where nodes are linked via more than one type of links, a pair of nodes is said to be mutually connected, if there exists a connected path between the two nodes in each and every layer. The set of nodes for which every pair is mutually connected defines the mutually connected component or mutual component, for short. The extensive mutual component, if exists, is called the giant mutually connected component (GMCC) or giant mutual component. The mutual percolation problem deals with the existence of GMCC in multiplex networks and the associated phase transition and critical phenomena.
The mutual percolation on multiplex random networks is amenable to analytic treatment based on generalization of the mean-field-type argument developed for singlelayer percolation problems [106] . It has spawned many studies of variations of the model; to name just a notable few, the partially-mutual percolation [106, 108] , the antagonistic percolation [109] , the redundant interdependency model [110] , not to mention the studies of mutual percolation on various network settings [93, 95, [111] [112] [113] . As seen from the results of CF model, a key feature of the mutual percolation and its variants is the generic emergence of discontinuous, often hybrid, percolation transition for the emergence of GMCC (or its generalized counterpart). Despite numerous effort, the physics behind it is still not fully understood. Specifically, how and why discontinuity and critical scaling co-appear, what different critical fluctuations responsible for them are, and how the two are intrinsically related, if ever, are not fully clear yet.
The presence of discontinuity suggests possibility of bistability of percolating cluster. A few models have been proposed that display bistable percolating cluster based on the mutual percolation [109, 114, 115] . In Ref. [114] , the notion of multiplex viability was introduced and two different percolation processes establishing the viability were proposed to display the bistability, which could be interpreted as the hysteresis arising from the forward (activating) and backward (deactivating) processes. The mutual percolation was identified, at least formally for the case on random networks, as a particular limit of the deactivating percolation process of the multiplex viability model [114] , opening the possibility for studying the critical properties of the mutual percolation via the multiplex viability model.
Mutual percolation is a simplest structural phase transition model for multiplex networks with cooperativelyor conjunctively-coupled layers, and as such serves as the key problem towards further understanding of multiplex complex system dynamics with cooperative layers [116, 117] . Classical percolation problems can also be studied on multiplex networks [118] [119] [120] , which are relevant for problems with complimentary or disjunctively coupled layers [121, 122] .
VII. SUMMARY AND DISCUSSION
Since the two pioneering models, the WS model and the BA model, were published in late last century, the subject of complex networks impacted diverse issues in social and scientific area [123] in a short time period. The citation number of each paper exceeds more than 30,000 times during the past 20 years as of April 2018, which may reflect the scientific impacts of those two papers.
Among diverse issues in network science, in this review article we focused on the percolation transition of complex networks. Using the static model, we constructed SF random graphs in which edges are attached between two nodes with the probability proportional to the product of two vertex weights. This model enables us to calculate structural properties of percolating clusters using the Potts model formalism. We presented the method how to derive thermodynamic quantities including the critical exponents of percolation transition of SF networks.
Percolation transition is known as one of the most ro-bust continuous transitions. We introduced several models which exhibit a discontinuous or hybrid percolation transition. Those models include global dynamic rule, which is indeed the necessary condition to generate such types of percolation transitions. Cascading dynamics is another important factor to generate a discontinuous or hybrid phase transition. We introduced several models which exhibit such types of percolation transitions induced by cascading dynamics. We showed some universal behaviors in those models.
In this review article, we limit our interest to the static case, in which the number of nodes in a system is fixed throughout the dynamics. In the real world, however, the number of nodes in the system can change with time. For instance, the coauthorship network [124] and the protein interaction network contain such a factor. In these growing networks, percolation transition is known as an infinite-order transition [125] [126] [127] [128] , belonging to the socalled Berezinskii-Kosteritz-Thouless (BKT) universality class [129] [130] [131] . Recent works showed that the BKT transition is vulnerable when the growth of large clusters is suppressed and abnormal phase transitions occur [132, 133] .
Finally, since the two papers [7, 8] on complex networks were published in late last century, a huge number of papers regarding percolation transition have been published. Thus, it is almost impossible to trace them all comprehensively. Here we have reviewed papers based on our publications ranging from the ordinary percolation transition on SF networks to abrupt percolation transitions such as the EP models and hybrid percolation models from our viewpoints. Therefore, many important papers are missing in the main text and the list of references. More detailed reviews of the explosive percolation and the hybrid percolation, and open challenges can be found in Refs [134] [135] [136] .
