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ABSTRACT 
Identification of Polyadenylation Sites within Arabidopsis Thaliana 
Manal Kalkatawi 
Machine Learning (ML) is a field of artificial intelligence focused on the design and 
implementation of algorithms that enable creation of models for clustering, classification, 
prediction, ranking and similar inference tasks based on information contained in data. 
Many ML algorithms have been successfully utilized in a variety of applications. The 
problem addressed in this thesis is from the field of bioinformatics and deals with the 
recognition of polyadenylation (poly(A)) sites in the genomic sequence of the plant 
Arabidopsis thaliana. During the RNA processing, a tail consisting of a number of 
consecutive adenine (A) nucleotides is added to the terminal nucleotide of the 3’-
untranslated region (3’UTR) of the primary RNA. The process in which these A 
nucleotides are added is called polyadenylation. The location in the genomic DNA 
sequence that corresponds to the start of terminal A nucleotides (i.e. to the end of 3’UTR) 
is known as a poly(A) site. Recognition of the poly(A) sites in DNA sequence is 
important for better gene annotation and understanding of gene regulation. In this study, 
we built an artificial neural network (ANN) for the recognition of poly(A) sites in the 
Arabidopsis thaliana genome. Our study demonstrates that this model achieves improved 
accuracy compared to the existing predictive models for this purpose. The key factor 
contributing to the enhanced predictive performance of our ANN model is a 
distinguishing set of features used in creation of the model. These features include a 
number of physico-chemical characteristics of relevance, such as dinucleotide 
thermodynamic characteristics, electron-ion interaction potential, etc., but also many of 
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the statistical properties of the DNA sequences from the region surrounding poly(A) site, 
such as nucleotide and polynucleotide properties, common motifs, etc. Our ANN model 
was compared in performance with several other ML models, as well as with the PAC 
tool that is specifically developed for poly(A) site recognition in Arabidopsis thaliana 
and rice. The comparison analysis shows that our model performs better compared to the 
others available, and achieves on average 93% accuracy. 
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Chapter I 
Introduction 
Machine Learning (ML) is a field of artificial intelligence focused on the design and 
implementation of algorithms which enable creation of models for clustering, 
classification, prediction, ranking and similar inference tasks based on information 
contained in data (Alpaydin, 2004). These are generic problems not tied specifically to 
any particular application domain. ML models learn (tune their parameters and 
structures) based on information contained in data available during the learning process 
(Nilsson, 1998). The quality of the resulting model can be evaluated/assessed using 
different performance measures (Alpaydin, 2004). 
ML has many applications that solve problems from different fields (Alpaydin, 
2004). For example, in classification problems we are mainly concerned with assigning 
an input instance to the correct group. A simple example is digit or letter recognition. For 
decision problems, a model could be formulated frequently as a series of questions and 
answers that are organized in a form of a tree that leads to a leaf node where the final 
classification (class assignment) is performed (Tan et al., 2005). Robotics, control 
systems, medical diagnosis, web search engines, traffic regulation, image and signal 
processing, automotive and aviation industry, marine vehicles, chemical and other 
industries, different approximation tasks, etc. found very good use of ML models 
(Mitchell, 2006). In this study we focus on application of ML to a problem of genomic 
signal recognition, specifically to the problem of recognition of the so called poly(A) 
sites in the genome of a model plant Arabidopsis thaliana (Ji et al., 2007). This belongs 
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to a class of problems studied in the field of bioinformatics. Because of that, our ML 
model will be influenced by the characteristic of this particular problem that is reflected 
through the features and the datasets used to build the model. 
ML algorithms can be divided into two main types: those based on supervised 
learning, and those based on unsupervised learning. The former is characterized by 
learning algorithms that, in the classification problem, receive input training data with 
labels that indicate the correct results, which give feedback about the error during the 
learning process and then allow the model in the training to improve performance, and 
hopefully to improve its ability to classify previously unseen instances correctly; this type 
of learning is common in classification, as well as in regression (function approximation) 
problems (Ozgur, 2002). On the other hand, unsupervised learning algorithms learn to 
recognize patterns in the data without providing specifically labeled training data. This 
can be achieved by two approaches: firstly, by reinforcement learning, where a model 
learns and acts based on previous rewards given in case of successes or punishments in 
case of failure (Sutton and Barto, 1998); secondly, by clustering, where the learning 
process aims to find similarities between instances within the training data (Ozgur, 2002). 
The choice between supervised and unsupervised algorithms of ML depends on the 
problem that has to be solved and the data that are used. Artificial neural networks 
(ANN), decision trees and Support Vector Machines (SVM) are some of the most 
common techniques for supervised learning (Ozgur, 2002). K-nearest neighbors 
clustering and k-means clustering are examples of techniques that use unsupervised 
learning (Rojas, 1996). ANN is the chosen algorithm to be implemented in this study and 
is tuned and optimized to suite the specified problem that we focus on. 
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Despite many successful applications of ML algorithms across various fields, there 
are some common problems associated with them. For example, if the model is too 
simple it may not capture sufficient information from data and for that reason does not 
work well with the unseen data. This problem is called under-fitting. Over-fitting, on the 
other hand, can be described as over-training (over-adjusting) of the model to the 
particular training data set which does not representing well the whole class of data for 
which the model is intended. This also causes a reduction of the prediction accuracy 
(Smith, 1996). This particular problem can be partly solved by different methods such as 
early stopping, regularization, structure simplification, etc. (Sarle, 1995).  
The problem addressed in this study is from the field of bioinformatics and deals 
with the recognition of polyadenylation (poly(A)) sites in the genomic sequence of the 
model plant Arabidopsis thaliana. Recognition of the poly(A) sites in DNA sequence is 
important for better gene annotation and understanding of gene regulation. In this study, 
we built an artificial neural network (ANN) for the recognition of poly(A) sites in the 
Arabidopsis thaliana genome. Our study demonstrates that this model achieves improved 
accuracy compared to the existing predictive models for this purpose. The key factor 
contributing to the enhanced predictive performance of our ANN model is a 
distinguishing set of features used in creation of the model. These features include a 
number of physico-chemical characteristics of relevance, such as dinucleotide 
thermodynamic characteristics, electron-ion interaction potential, etc., but also many of 
the statistical properties of the DNA sequences from the region surrounding poly(A) site, 
such as nucleotide and polynucleotide properties, common motifs, etc. Our ANN model 
was compared in performance with several other ML models trained on the same data, as 
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well as with the PAC tool that is specifically developed for poly(A) site recognition in 
Arabidopsis thaliana and rice (Ji et al., 2010). Detailed comparison analysis shows that 
our model performs better compared to the others available, and achieves on average 
93% accuracy.  
The thesis is organized in the following way. Chapter I provides this introduction. 
Chapter II lays out the overview of the background necessary for our study. It describes 
ANN and some other ML techniques such as, decision trees, random forest trees, 
Bayesian network, rule based and SVM, that have been used to compare their 
performance with our ANN model. Chapter III describes the design and structure of the 
model that will be used as well as the implementation details. Chapter IV presents the 
biology background of poly(A) prediction problem together with a description of poly(A) 
data that was used during this study, also it mentions a review of some studies done on 
the same field. Chapter V explains generation of the features from poly(A) data and how 
these features used in the ANN model. Chapter VI discusses the computational 
experiments conducted and the performance measures used. Chapter VII reports the 
results obtained from the experiments and the comparison with other available models, as 
well as analysis and discussion of those results is provided. The thesis concludes in 
Chapter VIII with potential areas for future research.  
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Chapter II 
Background 
In this chapter we describe ANN, the class of ML algorithms we used in this study for 
recognition, in some detail. We explain the basic architecture of ANN and discuss 
different training algorithms used in building an ANN. We also discuss some remedies 
we applied to the problem of over-fitting. Finally, we explain the basic ideas behind some 
other ML techniques that we used in this study: decision trees, random forest trees, 
Bayesian networks, rule based models and SVM. 
II.1. Artificial Neural Networks (ANN) 
ANN is an artificial structure inspired by functioning of neurons in brain. From a 
biological perspective, human brain is a network of interconnected neurons (Russell and 
Norvig, 2002). Neurons ability to process information can be described by means of 
functions that receive some input signals and based on them it produces an output which 
in biological neurons are represented by two states, commonly referred to as either firing 
or not firing. Some neurons receive inputs from biological sensors, while most of the 
neurons receive their inputs as a set of output signals from other neurons. If the input 
signal of a neuron goes over a specific threshold, that neuron fires which may cause firing 
for other neurons. A part of that neuron’s processing may be memorized as a set of 
thresholds and weights assigned to each input. The main idea behind ANN is to utilize a 
well-structured collection of artificial neurons each of which mimics the biological 
neuron information processing. However, there are some basic differences between brain 
and ANN reflected in the number of neurons, the connection between neurons, and the 
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processing of information. For instance, in human brain there are approximately 100 
billion neurons, while very large ANN contain typically several thousands neurons 
(Colton, 2004b). Another difference is the level of complexity of neuronal interactions 
present in the brain as compared to ANN. 
ANN learns from training examples and its parameters are configured (trained) for a 
specific problem that is being addressed, such as, recognition/classification or function 
approximation. An ANN consists of a number of interconnected neurons, that are objects 
used to process information in order to make the model learn for a specific application. 
Neurons are also known as nodes or units and these names are often used interchangeably 
(Bishop, 1996).  
In the following subsections we present the ANN as an ML model. We explain ANN 
in terms of its architecture, different training algorithms, and different stopping criteria. 
II.1.1. ANN Architecture 
A basic component of ANN is a block (node) that usually has many inputs and one output 
(Anthony and Bartlett, 1999). ANN consists of a number of nodes organized into layers. 
A node contains the so-called activation function, a summation block, and weighted links 
that bring signals into the node and pass signals outside the node. A node also has an 
associated value known as the activation value. If there are two nodes j and i, these nodes 
may be connected by a direct link that has a weight value of Wji and propagate the 
activation value of node j, aj. Since the nodes are connected to each other, the links form 
the input and the activation value form the output. In order to calculate the activation 
value of node i, we first compute a weighted sum of its incoming links and then apply an 
activation function g to that weighted sum: 
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(II.1) 
where n is the number of incoming links. 
 (II.2) 
 
Figure II.1: Model for ANN’s neuron 
Activation function is used to determine whether the node fires or not. It fires when 
it produces a value near to 1 when the right inputs are given, and gives a value near to 0 
(does not fire) when the wrong inputs are given. ANN requires the activation function to 
be nonlinear because otherwise it will make its nodes produce a weighted sum similar to 
a simple linear function. As a nonlinear function, the activation function can be the 
threshold, sigmoid, or some other functions. The former produces an output of 1 when 
the output is positive and 0 otherwise. The latter is differentiable, which allows for 
application of some special techniques for updating weights in the learning process 
(Russell and Norvig, 2002). The sigmoid function is defined as: 
 
(II.3) 
A set of nodes may form a layer. An ANN usually has an input, several hidden and 
an output layer. 
• Input layer consists of a number of nodes in which each node represents 
information, known also as feature or attribute, about an input sample. 
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These values are propagated to the nodes in the next layer through the 
weighted links (Colton, 2004b). 
• Hidden layers:  An ANN can have several hidden layers. The first hidden 
layer consists of a number of nodes that take input from the input layer. 
Commonly, each node in the input layer is connected to each node in the 
hidden layer and carries its activation value, and then each node computes 
the weighted sum to produces its output. The second and subsequent hidden 
layers take as inputs outputs from the previous hidden layer (Colton, 
2004b).  
• Output layer consists of a number of nodes that take input from the nodes in 
the last hidden layer. Commonly, each node in the last hidden layer is 
connected to each node in the output layer and carries its activation value, 
and then each node computes the weighted sum and produces its output. The 
output value from the output layer in classification ANN determines the 
category of a sample that traverses through the network (Colton, 2004b). 
 The aforementioned explanation of the network layers describes the general 
structure of ANN as Figure II.2 shows. However, there are two main categories of ANN 
based on the direction of the information flow within ANN: acyclic or feed-forward 
network, and cyclic or recurrent network. The former is a network where the data is 
propagated in a feed-forward manner and there are no feedback connections between the 
layers. The latter, on the other hand, is a network where the output of the nodes can be 
fed back into the nodes in a previous layer. A side effect of this type of ANN is that it 
exhibits a simple form of short-term memory (Rios, 2010). 
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Figure II.2: General structure of ANN 
II.1.2. Training Algorithms 
ANN has to be trained in order to produce a set of desired outputs for a set of inputs. The 
training means that the ANN model has to be tuned to fit the purpose of the task in 
question. This tuning may include adjustment of structure (example is network pruning) 
and/or adjustment of network parameters. There are different training algorithms that are 
used to adjust the weights of ANN in order to tune it for the desired task. Training 
algorithms can be categorized as: 
• Supervised learning in which an ANN is provided with both the training 
inputs and the desired outputs. The main issue of this type of learning is 
error convergence which is minimizing the error between the ANN 
produced output and the desired one. Backpropagation algorithm is an 
example for supervised learning and can be used for pattern recognition 
(Anthony and Bartlett, 1999). 
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• Unsupervised learning in which the ANN received a set of input training 
data without information on the desired outputs. Then, the ANN attempts to 
organize the input data by grouping instances appropriately (Atiya, 1990). 
An example is self-organizing map (SOM) network type. 
Reinforcement learning in which the ANN learns from actions provided to the 
environment and feedback returned form it. It is rewarded if the action is good and 
punished if the action is bad, the action is selected randomly each time, and based on that 
the parameters are adjusted (Rios, 2010). 
II.1.3. Avoiding Over-fitting 
One of the major problems that face ML training algorithms is over-fitting. For example, 
if the ANN is too complex it can easily be over trained on training examples, which 
weakens the generalization ability of the ANN (Sarle, 1997). If we have control on the 
number of training examples, and our data sufficiently well represent the problem in 
question, we can avoid over-fitting by having training examples that equal to at least 30 
times the number of weights in the ANN (Sarle, 1997). However, for a fixed number of 
training examples there are many methods for avoiding over-fitting, such as, model 
simplification, jittering, early stopping, and weight decay. 
Model simplification is a method that focuses on reducing the complexity of the 
model. In the case of ANN, this is characterized by the number and the size of weights, 
and therefore by the number of nodes and layers. The more weights in the ANN relative 
to the size of training examples, the more chances of over-fitting (Sarle, 1997). 
Sometimes we add artificially noise to the training examples. This is called jittering. 
Jittered examples can be created by doing some small changes in the existing examples 
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and take the same output of the original example to be the output for the jittered example. 
Jittering is a method for increasing the number of training examples. However, if the 
jittered examples are obtained by adding too much noise they can be considered as 
garbage in the training data (Sarle, 1997). 
Early stopping is a method that is used to stop the training before an over-fitting 
happens. This method can be achieved by dividing data into three subsets: training, 
validation and testing. During training, the performance of ANN is assessed on the 
validation set periodically, and once the validation error starts to raise the training should 
stop (Sarle, 1997).  
Weight decay is a penalty method used to make too large weights to converge to 
smaller absolute values. This is based on the logic that the large weights can cause hidden 
nodes and output nodes to produce values that are too far of the correct output. The 
penalty is usually the sum of squared weights multiplied by decay constant (Sarle, 1997). 
For several other methods for avoiding over-fitting please refer to (Sarle, 1997). 
II.2. Decision Trees 
Decision tree is an ML technique that is used for classification and regression. It is 
widely used since it is a powerful, simple and based on a number of questions that require 
answers in order to reach a decision about the output value (Russell and Norvig, 2002). 
As a classification method it is structured in a form of a tree with number of nodes and 
these can be one of two: 
• Leaf Node: which contains a class/prediction for a testing sample. 
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• Decision Node: which is an intermediate node contains one of the attributes 
that used to build the decision tree; it has a branch and a sub-tree for each 
possible value of that attribute. 
A simple example of decision tree from the real life is if an employee wants to travel 
for a vacation, this decision based on several questions and answers as illustrated in 
Figure II.3. This decision tree relates to the decision process that employees take to 
travel. First check if they have a vacation credits, then if they have enough money, finally 
if there is available reservation flight to the destination. If all these conditions satisfied an 
employee could travel, if one condition could not satisfied an employee cannot travel.  
 
Figure II.3: Example of decision tree for traveling decision of an employee 
During the training process, the main challenge is to determine the structure of a 
decision tree. This is not a simple task, but there are algorithms developed for this 
purpose, such as Hunt’s algorithm, CART, ID3, C4.5, SLIQ, etc.; in this study we used 
C4.5 and CART (Classification and Regression Trees). The testing process is conducted 
by traversing the testing sample through the decision tree starting from the root until 
reaching a leaf node (Tan et al., 2005). 
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CART algorithm builds a binary decision tree by splitting each terminal node to two 
child nodes until reaching a leaf node. The main issue here is to choose the best split 
among all possible splits and Gini index can be used to find the best split (Tan et al., 
2005). It is defined as follows: 
 
(II.4) 
where p(j|t) is the relative frequency of class j at node t. The attribute with the smallest 
Gini index is chosen for the split. 
C4.5 algorithm is used for building a decision tree for binary or multi class data. For 
each attribute, we calculate the information gain provided by that attribute using entropy, 
and then calculate the gain in information that resulted from that attribute (Tan et al., 
2005). The calculation is computed as follow: 
 
(II.5) 
 
(II.6) 
where ni is the number of records at child node i and n is the number of records at node p. 
II.3. Random Forest Trees 
Random forest is a collection of classification trees. Each tree takes N samples randomly 
with replacement, where N is the number of the training samples. A tree takes randomly 
m<M features, where M is the total number of features. Each tree gives a prediction for 
the testing sample i.e. vote. The forest chooses the prediction that has the most votes 
(Breiman, 2001). 
26 
 
 
II.4. Bayesian Network 
Bayesian network is a probabilistic graphical model in which the graphical structure is 
used to represent attributes and relations between them (Ben-Gal, 2007). Bayesian 
network can be represented by a directed acyclic graph (DAG) in which the edges 
between the nodes contain arrows to represent the dependencies. DAG is a set of nodes 
and directed edges; the nodes represent random attributes and the edges represent direct 
dependencies between these attributes. For illustration, let us assume we have two nodes 
Xi and Xj. The edge from Xi to Xj represents statistical dependence between these nodes, 
which means that a value taken by attribute Xj depends on the value taken by Xi. Xi is 
considered as parent for Xj, while Xj is considered as child for Xi; the set of children is 
known as “descendants” whereas the set of parents is known as “ancestors”. For each 
node, the conditional probability distribution is computed and it depends only on the 
parent of the node. If the node has no parent we say that it is unconditional otherwise it is 
conditional. If the attributes are discrete the computed conditional probability can be 
represented in a table known as CPT (Conditional Probability Table) (Ben-Gal, 2007). 
Probabilities of the Bayesian network is calculated by: 
 
(II.7) 
where X1, X2, …, Xn are set of nodes in the Bayesian network, and θ represents the set of 
parameters of the network. This set contains the parameter θxi|πi for each Xi conditioned 
on πi, the set of parents of Xi.  
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II.5. Rule Based Classifier  
 
Rule-Based classifiers perform classification of samples by using a set of “if…then…” 
rules. If a sample satisfies the condition in the rule then the sample is labeled by the 
consequent of that condition (Qin et al., 2009). There are many algorithms that can be 
used with Rule-Based classification, such as, decision tree, decision table, sequential 
covering and Learn-One-Rule (Tan et al., 2005). 
Decision table consists of four parts: the first part represents the conditions, the 
second part is the conditions’ options, the third part is the different actions that may be 
taken and the fourth part is the selection of the action. Developing a decision table for a 
classification purpose can be summarized in the following steps: 
• Determine the number of conditions that could affect the classification; each 
condition is a row 
• Determine the number of actions that could be taken; each action is a row 
• Determine the number of options, possible value, for each condition and 
multiply these numbers to be the columns number 
After building the decision table, the conditions can be examined and the action can be 
taken (Ligƒôza, 2006). 
II.6. Support Vector Machines 
Support Vector Machines (SVM) are frequently used classification technique (although 
SVM can also be used for regression and ranking) that construct an N-dimensional hyper-
plane, which separates the data optimally into two categories (Hastie et al., 2009). SVM 
is similar to classical multilayer perceptron neural networks (Sherrod, 2006). A predictor 
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variable in SVM is called an attribute, while a transformed attribute that is used for 
defining the hyper-plane is called a feature. The process of selecting the most 
representative features is called feature selection, whereas the set of features, row of 
predictor values, which define one case of SVM data, is called a vector. The goal of SVM 
is to find the best hyper-plane that separates clusters (if that is possible) of vectors in 
which the cases with one category are on one side of the plane and the cases with other 
category on the other side of the plane. Vectors located beside the plane are called 
support vectors (Sherrod, 2006). 
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Chapter III 
Implementation of the ANN Model 
In this chapter we provide a detailed description of the ANN we built, optimized and used 
in this study. We explain the main structure of the ANN with all the layers, nodes and 
links. In addition, we will examine the training data processing. Also, the early stopping 
technique for avoiding over-fitting will be discussed. Finally, we will show how the 
testing is conducted. It is worth to mention that the final program code is produced using 
C language, while the training process is done using MATLAB (7.11.0 R2010b, The 
MathWorks Inc., Naatick, MA, 2010). 
III.1. ANN Structure 
As mentioned before, an ANN is our selected supervised ML algorithm for building a 
prediction model. The main structure of the ANN is shown in Figure III.1. 
 
Figure III.1: An abstract structure of our ANN. WIH is the weight on the link between the input and the 
hidden layer, while WHO is the weight on the link between the hidden and the output layer. 
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Instances in the input data are represented by feature vectors. A feature vector 
consists of elements each of which having a value of a particular feature that 
characterizes the instance considered. Input layer is a series of nodes in which each one 
represents a feature; thus the number of nodes is equal to the number of features used to 
describe the input data. An extra node in the input layer can be added to introduce a bias. 
After a number of trials experimenting with the data, the hidden layer is chosen to be 
a one-layer structure and the number of the nodes was selected to be one half the number 
of nodes in the input layer. Each node in the input layer is connected to each node in the 
hidden layer. The links are assigned individual weights that are initialized randomly and 
then adjusted and changed during the learning process. The weight of a link is a number 
that is multiplied with input values and gives the weighted input. These weighted inputs 
are then added together and applied as arguments to the activation function in the nodes 
of the hidden layer. We selected sigmoid function in this model with a threshold equal to 
0.5.  
Output layer contains two nodes; one used to represent the positive outputs and the 
other used to represent the negative outputs. Each node in the hidden layer is connected 
with a weighted link to the each node in the output layer. Each weight value is multiplied 
with the hidden nodes’ value and then added together and applied to the sigmoid function 
in the output units. Then, the values of the output units are compared to each other to find 
the greatest value, which is reported as the prediction output. If the negative output node 
has a larger value than the positive one, then the predicted output is negative; if the 
positive output node has a larger value than the negative one, then the predicted output is 
positive. Since the selected learning algorithm for ANN for this specific model is 
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backpropagation, as it is one of the most frequently used ANN training algorithm, the 
training output is compared to the desired output and then the weights are adjusted 
according to the results. This step is required to reduce the error between the actual and 
the desired output. For each output node Ok, where k is either 1 or 2, and for the instance 
of input data E, the error is calculated as follows: 
 (III.1) 
where tk is the target output of instance E. The new value for the output node is used to 
calculate the error in the hidden layer; for each hidden node Hk the error is calculated as 
follows: 
 (III.2) 
where Wki is the weight value between the output node and the hidden one. After 
calculating the error in the output and the hidden layer the weights are updated in order to 
reduce the error. To update the weights between input and hidden layer, we multiply the 
value of input node, xi by the value of the hidden node Hi and by the learning rate η (that 
chosen to be equal to 0.01 in our case) as follows: 
 (III.3) 
The update of the weights between the hidden and the output layer is given by:  
 (III.4) 
The method of calculating the error is the sum of the square errors (Colton, 2004a). 
The aim of adjusting the error is to find a final set of weights in the ANN that minimizes 
the error and this process is continued until a stopping criterion is reached, as will be 
explained in Section III.3.   
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III.2. Processing Training Data 
Training data is a part of the original data. It is used as an input to the ANN during the 
training. Based on the prediction error that ANN makes on this data, its weights are 
adjusted during the training to result in the trained ANN that hopefully will be able to 
correctly recognize the unseen instances in the remaining part of the data.  
During the processing of the training data a feature matrix is created from the 
information in the data. Feature matrix is an n X m matrix, where m is the number of 
columns that represent the features/attributes extracted from the data, and n is the number 
of rows that represent the number of instances in the training data. Feature matrix usually 
has a different range of values for each column, thus, normalizing the values of the 
matrix can help the ANN learn in a more efficient way. There are different normalizing 
techniques, such as, min-max normalization, z-score normalization or normalization by 
decimal point (Han et al., 2006). Min-max normalization that maps feature values within 
the interval [0, 1] has been applied in this model. This normalization is based on the 
following equation: 
 
(III.6) 
III.3. Stopping Criteria 
To avoid the previously described problem of over-fitting, we applied “early stopping” 
method that is known as “stopped training”. The data set is divided into three 
independent sets: training, validation and testing. The training set is used for training the 
ANN, while validation set is used to estimate the generalization error, i.e. the error of the 
model over unseen data. This error can be estimated by the average error on the 
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validation set during the training process. The test set still remains the unseen part of the 
data used to evaluate the performance of the model. The generalization error generally 
reduces during the training process. The training continues until this error reaches an 
inflection point on the validation set.  
Early stopping method in our study works as follow: 
• Divide the training data into training and validation sets; validation set is 
chosen in this case to be 20% of the training one  
• Compute the validation error rate periodically during training 
• Stop training when the validation error rate starts to increase. 
To define the stopping criteria, quotient of generalization loss and progress has been 
used, as proposed in (Prechelt, 1998). To describe this criteria formally, we need to 
define several variables: Eva(t) is the validation error measured after epoch/iteration t, and 
Eopt(t) is the lowest validation error during the training until epoch t and can be computed 
by: 
 (III.7) 
Now we can define the generalization loss GL at epoch t (GL(t)) as the relative 
increase in the validation error over the minimum one as given by: 
 
(III.8) 
It is obvious that if the generalization error becomes higher than a specific threshold, 
training can be stopped. However, it is assumed that the over-fitting does not begin while 
the training error decreases slowly. Thus the generalization error has a chance to be 
repaired. To express this notion, a training progress within a specific training stripe of 
length k, Pk(t), it is chosen to be 5 in this model and can be calculated as follows based on 
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the training error Etr, which is calculated over the training set : 
 
(III.9) 
“That is how much was the average training error during the strip larger than the 
minimum training error during the strip” (Prechelt, 1998). Now we can use the quotient 
of generalization loss and progress as a stopping criterion if it exceeds certain threshold 
α: 
 
(III.10) 
III.4. Testing of ANN Model 
To measure the performance of the model, the ANN is used for prediction on data in the 
test set (previously unseen data). Once ANN structure is selected, the main outcome of 
the ANN training is the set of values of ANN weights. Hence for testing, the same 
structure of the ANN is used but with fixed learned weights. For each testing input 
instance its feature vector is normalized based on normalization parameters from the 
training phase; after that the feature vector passes through the ANN and the predicted 
output is compared with the actual one. If the instance is positive and that matches the 
prediction, then the output is a true positive (Tp); however, if the prediction is negative, 
then the output is a false negative (Fn). If the instance is negative and is predicted to be 
such, then the output is a true negative (Tn), but if it is predicted to be positive, then the 
output is a false positive (Fp). 
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Chapter IV 
Poly(A) Site Recognition Problem and Data Description 
In this chapter we present a signal recognition problem from the field of bioinformatics to 
which we applied the ANN model that was build as described in Chapter III. We aim to 
recognize the poly(A) sites in genomic sequence of one of the plant species, Arabidopsis 
thaliana, a small flowering plant that is used as a model organism in plant biology and 
genetics (Loke et al., 2005). Identification/recognition of poly(A) sites is not a new 
problem and several other studies dealt with computational predictions of these sites (Ji et 
al., 2010). 
IV.1. Biology Background 
Deoxyribonucleic acid (DNA) is a basic molecule that exists in all living cells. The DNA 
is a chain of four types of nucleotides: Guanine (G), Cytosine (C), Adenine (A) and 
Thymine (T) (Hartl and Jones, 2005). There are three types of processes that in 
succession lead to the production of a protein. These processes are transcription, RNA 
processing, and translation. Transcription is a process where a copy of a DNA segment, 
the primary transcript, is produced. During transcription, the T nucleotide from DNA is 
converted to Uracil (U) nucleotide in RNA. RNA processing results in another sequence 
of nucleotides, derived from the primary transcript that is referred to as mature RNA 
(mRNA). During translation, the synthesis of a protein occurs based on information 
contained in mRNA sequence (Gregory, 2006). 
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Figure IV.1: Protein synthesis from DNA  
The polyadenylic acid tail or poly(A) tail is a stretch (150-200) of A nucleotides 
added to the primary RNA to a terminal nucleotide of the 3’-untranslated region (3’UTR) 
during the RNA processing. This tail is a part of the protection mechanism of the primary 
RNA from degradation (Bernstein and Ross, 1989). The addition of these A nucleotides 
is called the polyadenylation process. The site where the start of the poly(A) tail is added 
to RNA is called the poly(A) site. Our goal is to recognize sites in the genomic DNA 
which corresponds to the RNA poly(A) sites,. The poly(A) sites are typically located 10-
30 nucleotides downstream of the so-called poly(A) signals. Poly(A) signals are 
hexamers, the most frequent one being AAUAAA (Loke et al., 2005). Recognizing 
poly(A) tails in mRNA sequences is relatively simple since poly(A) tail consists of a long 
stretch of A nucleotides. However, a more challenging and useful problem is to find the 
sites in the primary DNA genomic sequence that corresponds to the poly(A) sites in the 
RNA (see Figure IV.2 for an illustration of the polyadenylation process). 
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Figure IV.2: mRNA in Eukaryotes and the addition of the poly(A) tail 
In human genomic DNA sequences, around 93% have AATAAA or single 
nucleotide variants of this motif as the poly(A) signal (Ahmed et al., 2009). However, the 
poly(A) signal frequencies in plants differ from those in humans. Our primary task is to 
develop an ML model that can efficiently recognize such sites in Arabidopsis thaliana. 
The poly(A) signals in Arabidopsis can be characterized with three particular features: 
cleavage sites (CS, always present), near upstream elements (NUE, sometimes present), 
and far upstream elements (FUE, sometimes present). The CS represents the end of 
3’UTR and corresponds to the RNA location where the addition of the poly(A) tail 
occurs. In DNA this site is usually a dinucleotide YA within a T-rich region in DNA. Y 
letter stands for either C or T nucleotide. The NUE is a region located between -10 and -
30 nucleotides; ‘-‘ refers to upstream region relative to CS and it represents the poly(A) 
signal of 6 to 10 nucleotides within an A-rich region. The FUE is a region located 
between -60 to -100 nucleotides from poly(A) site. This region is full of TG dinucleotides 
and/or TTGTAA motifs (Loke et al., 2005).  
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Figure IV.3: Nucleotide distribution of 3’UTR region of plant poly(A) signals. CS some times called 
Cleavage Element (Loke et al., 2005) 
As mentioned previously, in Arabidopsis the variability of the poly(A) signals is 
much different than in human.  For example, in Arabidopsis the signal AATAAA 
contributes only 10% of poly(A) signals (Loke et al., 2005), while in human this motif 
contributes to over 90% of the poly(A) signals (Ahmed et al., 2009). For this reason we 
decided to use the top 50 most frequently found hexamers in the regions where NUE is 
located and use them in studying the poly(A) sites. 
IV.2. Data Source and Description 
There are several data sets that can be used to study the poly(A) sites. A positive data set 
is selected to contain real poly(A) sites. A negative data set is selected so that the real 
poly(A) sites are not present or that they are highly unlikely to be present. For the 
positive data set we used a data from (Loke et al., 2005) and it data can be downloaded 
from (http://www.users.muohio.edu/liq/links.html). The data is derived from Arabidopsis 
transcript sequences including expressed sequence tag (EST) and cDNA that were 
downloaded form GenBank. Those transcript sequences that contain poly(A) tail were 
trimmed, and then filtered in order to remove low-quality sequences. 8,160 sequences 
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contain real poly(A) sites that were identified by having a stretch of A nucleotides within 
10 nucleotides after the CS. Each of these sequences is of length of 400 nucleotides with 
301 nucleotides upstream the CS and 99 nucleotides downstream. The data set that 
contains these 8,160 sequences is named 8K data set.  
Negative data does not contain poly(A) sites or they are highly unlikely to be present 
in that dataset. Hence, sequences have been chosen from different area of gene loci that 
satisfy this condition, such as, 5’-untranslated region (5’UTR), 3’UTR, coding sequences 
(CDS), and intron sequences. The data was extracted from The Arabidopsis Information 
Resources (TAIR) (http://www.arabidopsis.org); the sequences from the 5’UTR, 3’UTR, 
CDS and intron regions were preprocessed and those of length greater than or equal 400 
nucleotides were chosen. Then the longer sequences were trimmed to the length of 400 
nucleotides. That resulted in 1,539 samples from 5’UTR, 2,264 samples from 3’UTR, 
23,642 samples from CDS, and 12,186 samples from the intron regions. After that, the 
chosen sequences were filtered to retain those that contained poly(A)-like signal in the 
upstream region and poly(A)-like site in the position of 301. Based on a study done in 
(Loke et al., 2005), the 50 most common variant of the poly(A) signals, shown in Table 
IV.1, were searched within 10-30 nucleotides upstream CS; if that condition was 
satisfied, we checked if positions 300 and 301 in the sequence contains poly(A)-like site. 
That was applied by studying the CS in the 8K dataset and calculating the frequency of 
the dinucleotides just before the CS, as shown in Table 4.2. For the filtering we chose the 
dinucleotides of the frequency greater than 1%, and these appear to be: AA, AT, CA, CC, 
CT, GA, GT, TA, TC, TG and TT. After the filtering process, it resulted in 279 samples 
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from 5’UTR, 463 samples from 3’UTR, 2,640 samples from CDS, and 3,612 samples 
from the intron regions. 
Table IV.1: 50 Most common poly(A) signals in Arabidopsis genomic DNA 
AATAAA TATAAA AAAATA TAAATT ATCAAA AAAAGA ATAAAA TAAAAA TAAAAT ATGAAA 
ATTTAT AATTTT TAATAA ATATAA AATGAA TTTAAT ATGAAT TTTATA AAATAA AAAAAT 
TTAATA ATAAAG TTTATT TATTTT ATAAT AATATA TTATAT GAATAA TTATAA AATATT 
ATAATA TAATAT AAAAAA AATCAA TATATT ATATAT AAATTT AAAATT TTTTAT AAAGAA 
TATATA TAAATA AAATAT ATTAAT TAATTT AATAAT AAGAAA TATAAT AATTTA AATTAT 
 
Table IV.2: Frequency of dinucleotide before CS 
AA AC AG AT CA CC CG CT GA GC GG GT TA TC TG TT 
2.52 0.79 0.58 1.99 24.3 1.64 0.68 4.60 11.82 0.35 0.50 1.3 34.59 3.24 2.63 8.28 
  
 
Figure IV.4: Representation of the poly(A) sequences used and the location of the poly(A) signal 
 
Regarding 3’UTR data, we shuffled nucleotides a hundred times using the uShuffle 
tool (Jiang et al., 2008). This tool randomly shuffles the sequences keeping preserved the 
counts of nucleotides, dinucleotides and trinucleotides. For 3’UTR we preserved the 
counts of trinucleotides. We have made some alteration to the uShuffle code to ensure it 
accepts a file of sequences as input instead of one sequence, as well as to allow 
specifying the number of shufflings. We shuffled the 3’UTR data since the poly(A) site is 
located in this region and we want to use this data as a negative one. Chromosome 1 of 
Arabidopsis was also used as a negative data for studying poly(A) sites. The forward 
strand of chromosome 1 was scanned to extract sequences of length 400 nucleotides, 
overlapped and preprocessed to remove nucleotides other than A, T, C and G. That 
resulted in 30,263,312 samples. We give labels for all theses data sets to be used in the 
rest of the text for simplicity as shows in Table IV.3. 
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Regarding our ANN model, the data set that was used for training and testing 
consists of 16,320 samples each one of length 400 nucleotides, arranged as a positive 
sample followed by a negative one. ‘P’ labels the positive samples, while ‘N’ labels the 
negatives ones. First half of the data has been used for training, while the other half is 
used for testing. 20% of the training data randomly selected is used as a validation set; 
thus, 1,632 samples are used for validation, 6,528 samples are used for training and 8,160 
samples are used for testing. The 8,160 positive samples were taken from D8k data set. 
The 8,160 negative samples have been chosen as follows: 279 samples from D5UTR-PA 
sequences, 463 samples from D3UTR-PA sequences with nucleotides shuffled a hundred 
times and with preserved trinucleotide distribution, 2,472 samples from DCDS-PA, 2,472 
samples from DIntron-PA sequences and 2,473 samples from Arabidopsis DChr1 extracted 
randomly from the reserve positive strand. 
Table IV.3: Labels for different data sets 
Data Label Data Description 
D8K 8K data set that contain real poly(A) site sequences. 
D5UTR Negative sequences from 5’UTR. 
D5UTR-PA Negative sequences from 5’UTR filtered to have the poly(A) signal 
in the upstream region and the poly(A) site in positions 300 and 301. 
D3UTR Negative sequences from 3’UTR. 
D3UTR-PA Negative sequences from 3’UTR filtered to have the poly(A) signal 
in the upstream region and the poly(A) site in positions 300 and 301. 
DIntron Negative sequences from the intron region. 
DIntron-PA Negative sequences from the intron regions filtered to have the 
poly(A) signal in the upstream region and the poly(A) site in 
positions 300 and 301. 
DCDS Negative sequences from CDS. 
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DCDS-PA Negative sequences from CDS filtered to have the poly(A) signal in 
the upstream region and the poly(A) site in positions 300 and 301. 
DChr1 Negative sequences from chromosome 1. 
DTest The second half of data that is used for testing the ANN model. 
DTrainAll The first half of data that is used for training the ANN. 20% of this 
training data represents the validation data.  
DVal  The validation data that was used in the ANN model. 
DTrain The training data that was used in the ANN model 
(DTrain=DTrainAll\ DVal ) 
 
IV.3. Review of Computation Prediction of Poly(A) Sites 
The problem of prediction of poly (A) sites has received considerable attention among 
researchers in the field. This body of work resulted not only in publication of different 
results, but also in a number of prediction tools that can be used for prediction purposes.  
In this section we present a very brief survey of the work reported so far. 
In (Ji et al., 2007) a Generalized Hidden Markov Model (GHMM) was created in 
order to predict poly(A) sites in Arabidopsis mRNA. The program is named poly(A) site 
sleuth (PASS). The data that was used in order to evaluate the performance of the model 
consists of 568 randomly chosen samples from D8K data set to measure the sensitivity 
(Se), and several negative control data sets to measure the specificity (Sp). The negative 
data sets included 5’UTR sequences, intron sequences, CDS sequences, and randomly 
generated samples from D8K data set that preserve the trinucleotide distribution. The 
study examined two factors in testing: threshold which is a user defined value used in 
determining whether a nucleotide is a poly(A) site or not, and the distance between the 
predicted site and the actual site. For distance of zero, the study claims Se and Sp of 97% 
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for the CDS sequences and the randomly generated sequences at the threshold of 4, while 
Se and Sp of 82% is claimed for 5’UTR at the threshold of 5.2, and 72% at the threshold 
of 6 for the intron sequences. These results differ due to the thresholds selected and the 
considered distances from the actual poly(A) site. 
 In (Koh and Wong, 2007) a predictive model for poly(A) sites was built using 
WEKA package (Hall et al., 2009). The learning method that they used is SMO and it 
represents the WEKA implementation of SVM using John Platt’s sequential minimal 
optimization algorithm (Platt, 1998). The data set that was used is a combination of 
positive samples with EST-supported poly(A) sites, and negative samples of CDS 
sequences, 5’UTR and intron sequences. The features that were used in this model are: 
single nucleotide, dinucleotides, trinucleotides, a motif of length 5 consisting of 4 A 
nucleotides with one single nucleotide variant at the end, and a motif of length 7 of G or 
U nucleotides. They compared their results to PASS and showed that they obtained better 
results for 5’UTR and intron sequences for different thresholds but the same prediction 
interval, the distance between the predicted site and the actual site. On the other hand, 
PASS had better or sometimes equal results for CDS sequences (Koh and Wong, 2007).  
 In (Ji et al., 2010) another prediction model of poly(A) sites was created for Arabidopsis 
and rice and was named PAC. PAC is implemented as a modular Bayesian network 
model built for training using WEKA. It is based on K-gram patterns, Z-curves, position-
specific scoring matrices and first-order inhomogeneous Markov sub-model. Entropy and 
information gain were used as feature selection techniques. The uniqueness of the model 
is in its modular structure where each sub-model can be expanded or replaced. The 
positive data that was used for training contains 487 randomly extracted sequences from 
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D8K data set. The negative data contained 100 sequences form each 5’UTR sequences, 
intron sequences, CDS sequences, and 3’UTR sequences randomly generated to preserve 
the trinucleotide distribution, as well as 1100 sequences randomly chosen from D8K 
datasets extracted from sequences at least 10 nucleotides beyond CS. However, the data 
that was used for testing contained 35 long sequences combined from many sequences 
from D8K dataset in order to have many poly (A) sites within a sequence, 154 sequences 
of known multi-Poly (A) sites, and 100 sequences from each 5’UTR set, intron set, CDS 
set, and 3’UTR set (the 3’UTR set was generated using Markov model of order 3 based 
on the trinucleotide distribution of the natural 3’UTR sequences). The best result that 
they report is 95% for both Se and Sp within a prediction distance of 5 nucleotides from 
CS. Since PAC is the latest published model for predicting the poly(A) sites in 
Arabidopsis, we used it for comparison with the performance of our own ANN model. 
IV.4. Comment 
The study performed here is based on a previous study on poly(A) signal recognition on 
human genomic DNA. Recognition of poly(A) signals due to its close proximity to 
poly(A) sites can help in the identification of poly(A) sites. The results of that study are 
submitted and are currently under revision (Manal Kalkatawi, Farania Rangkuti, Boris R 
Jankovic, Allan Kamau, Rajesh Chowdhary, John AC Archer, Vladimir B Bajic. 
Identification of poly(A) signals within human genomic DNA sequence. Bioinformatics, 
2011). Due to the fact that in human genome it is estimated that around 93% AATAAA 
or single nucleotide variants of this motif appear as poly(A) signals (Ahmed et al., 2009), 
we focused on the prediction of poly(A) signals in that project. The uniqueness of that 
model is the use of some features that have not been used in other similar models. The 
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model developed can recognize nine most common poly(A) signals in human genomic 
DNA. The method is implemented as a free web-based system publicly accessible at 
http://cbrc.kaust.edu.sa/dps. Compared to other reported predictive models, our model 
achieves better sensitivity and specificity and, moreover, provides a consistent level of 
accuracy for nine poly(A) variants. For the current study, the set of feature used in the 
above-mentioned paper was further extended to better suit the problem of poly(A) site 
recognition in Arabidopsis. 
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Chapter V 
Feature Generation 
The features that were used to characterize data in this study contain many of those that, 
to the best of our knowledge, have never been used for description of data in the poly(A) 
site recognition problem in plants and represent a unique aspects of our study. There are 
407 features that we used. These features can be divided into groups, as we will discuss 
in details in the following sections. 
V.1. Dinucleotide Thermodynamic Properties 
Dinucleotide thermodynamic properties data was obtained from a public database 
described in (Friedel et al., 2009). The database contains various thermodynamic and 
structural dinucleotide properties. In total, there are 125 dinucleotide properties that we 
initially considered as potential features to describe the data. These features are used as 
frequency-based, i.e. the numerical value corresponding to a dinucleotide is multiplied 
with the number of such dinucleotides found in a sequence. We used only those features 
that correspond to DNA characteristics, excluding those that correspond to RNA. The 
final set of the dinucleotide properties contributed to 110 features to be used. 
V.2. Mono/Di/Tri Nucleotide Frequency 
Mono/di/trinucleotide group of features consists of a total of 84 features: 4 single 
nucleotide patterns {A, C, G, T} extracted from both upstream and downstream regions, 
16 dinucleotide patterns {AA, AC, … TT} extracted from both upstream and 
downstream regions, and 64 trinucleotide patterns {AAA, AAC, … TTT} extracted from 
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both upstream and downstream regions. This group of features is a frequency based as 
well, representing the individual count of the found mono/di/trinucleotide in the 
sequence. 
V.3. Position Frequency Matrix (PFM) 
Position frequency matrix (PFM) is a matrix of the number of nucleotide per position 
(Schones et al., 2005). In our case PFM is a matrix in which the number of rows is equal 
to the number of symbols in DNA (i.e. 4 symbols) and the number of columns equal to 
the number of positions in the aligned sequence set. In this case we have four rows that 
represent the nucleotides, A, T, C and G, and 400 columns that represent the positions in 
the aligned sequences. To calculate PFMs, we first determine each element of the matrix 
as the total number of individual nucleotides found in that position across all sequences in 
the aligned set. This matrix is usually called position frequency matrix (PFM). 
For illustration, see the following example: 
Sequence #1: ATATCCGTTA 
Sequence #2: AATGGGCTAA 
Sequence #3: CGAATCCAAA 
From the above three sequences that we will considered aligned we determine the 
corresponding PFM: 
Positions 
 
Symbol 
1 2 3 4 5 6 7 8 9 10 
A 2 1 2 1 0 0 0 1 2 3 
C 1 0 0 0 1 2 2 0 0 0 
G 0 1 0 1 1 1 1 0 0 0 
T 0 1 1 1 1 0 0 2 1 0 
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Nonetheless, the features based on PFM for the description of our data have been 
determined separately for upstream and downstream regions for better study of the full 
sequence. In the upstream region, a window of 10 nucleotides with overlap of 5 
nucleotides was applied. Starting from the 5’ end of the upstream region, a window of 10 
nucleotides is taken and PFM is calculated for it; then another 10 nucleotide is taken 
starting from the fifth nucleotide in the previous window, and so on until PFMs for the 
whole upstream region are calculated. Since there are 301 nucleotides in the upstream 
region, we made the last PFM of length of 11 nucleotides. This process is done on both 
positive and negative data. That resulted in 118 features. 
The process for PFM generation in the upstream region can be illustrated as Figure V.1 
shows: 
 
Figure V.1: PFM in the upstream region of sequences 
 
In the case of downstream region, a window of 6 nucleotides with overlap of 3 
nucleotides was applied. Starting from CS, a window of 6 nucleotides is taken and PFM 
is calculated for it, then another 6 nucleotides is taken starting from the third nucleotide 
in the previous window, and so on, until PFMs for the whole downstream region are 
determined. There are 99 nucleotides in the downstream region; this process is done on 
both positive and negative data. That resulted in 64 features used.  
The process for PFM generation in the downstream region of the sequences is depicted in 
Figure V.2: 
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Figure V.2: PFM in the downstream region of sequences 
 
V.4. Electron-Ion Interaction Potential (EIIP) 
Another set of features used is electron-ion interaction potentials (EIIP) of nucleotides 
(Veljkovicacute and Slavicacute, 1972). The values of EIIP of the nucleotides A, C, G 
and T, are shown in Table V.1: 
Table V.1: EIIP of nucleotides (Nair and Sreenadhan, 2006) 
 EIIP 
A 0.1260 
C 0.1340 
G 0.0806 
T 0.1335 
 
This feature has been used as a frequency-based one where the total number of a 
specific nucleotide found in the sequence is multiplied by the corresponding EIIP value. 
That would results in a matrix of rows that represent the four nucleotides and a column 
that represents the EIIP value of each nucleotide multiplied by the number of times it was 
found in the sequence, as shown in the following example: 
50 
 
 
 
Sequence: ATATCCGTTA 
EIIP values: 
 EIIP 
A 0.1260*3= 0.378 
C 0.1340*2= 0.268 
G 0.0806*1= 0.0806 
T 0.1335*4= 0.534 
 
V.5. Common Motifs 
Dragon Motif Finder (DMF) is used to extract the most common motif families 
(collection of very similar short sequences) from a specific region of the set of sequences 
based on position weight matrix (PWM) (Huang et al., 2005). In the case of our model, 
DMF has been used for three regions of the sequence and those regions were chosen 
based on studies of poly(A) sites sequences in (Loke et al., 2005) as Figure IV.3 shows.  
The first region is the surrounding region of the CS, from -5 to +5; ‘-‘ refers to the 
upstream region where counting starts from the CS, while ‘+‘ refers to the downstream 
region. Motif length was chosen to be 5 nucleotides and the threshold of PWM that 
describes the collection of motifs is selected to be 0.85. The consensus sequences of the 
motif families identified were: TTTTA, TTGAA, TATCA, TTTGT, A(G,T)ATT, 
T(A,G)C(A,C)A, TGTGT, TCTAT, TATCT and GAAGA. 
The second region is in the upstream part, from 1 to -30. The motif length was 
chosen to be 6 nucleotides and the threshold of PWM as 0.85. The consensus sequences 
51 
 
 
of the motif families identified were: ATAAAT, (A,T)ATTTT, T(C,G)TTTT, TATCTT, 
ATTT(C,G)A, TATTAA, (A,C,T)AA(C,G)AA, (A,C,G)(C,G)AAA(C,T), 
(A,T)(C,G,T)AATG and AGACAA.  
The last region is in the downstream segment from 1 to +20. The motif length was 
chosen to be 6 nucleotides and the threshold of PWM as 0.85.  The consensus sequences 
of the motif families identified were: AA(A,C)AAA, (A,T)AT(A,C)AA, TAAATT, 
ATGATT, T(G,T)TGAA, GAAGAT, (A,C)CAA(A,G,T)(A,T), TT(C,T)CAT, AAGTAT 
and ATAATT. 
Each region contributed ten motif families, each described by a PWM, and that results in 
30 features that were used for data description. These features were obtained as matching 
score of the sequences in those regions produced by the respective PWM models. 
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Chapter VI 
Computational Experiments 
In this chapter we will present computational experiments we performed in order to 
compare our ANN model with the other ML models. For the first two sections, WEKA 
software was used for data mining (Hall et al., 2009). Decision trees, random forest trees, 
Bayesian networks, rule-based classification and SVM were the other ML models used to 
compare their performance with our model based on the same data. Moreover, we used 
some feature selection algorithms to reduce the number of features in a hope to improve 
prediction performance of the models tested. We also performed several experiments to 
explore the effects of different negative training data. We also discuss different 
performance measures that were used in order to test the prediction power of models that 
were trained. 
VI.1. Different Machine Learning Techniques 
In this section, we are going to present how we used some ML algorithms in order to 
compare their performance results with the results of our ANN model using the same data 
sets. The results are reported in Chapter VII. 
Decision tree in WEKA has been applied using two different algorithms, CART and 
C4.5. The same data is used for all the models, as previously described in Section IV.2.1 
DTrainAll data was used for training, while DTest data was used for testing. 
In its suite of available algorithms, WEKA also supports random forest trees with 
bagging. The bagging will randomly select samples and features. The number of trees 
that are used in building the random forest may affect the result. For this computational 
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experiment we used 10, 50 and 100 trees. Further increase of the number of trees did not 
improve the results. We also used the Bayesian network model, as well as the Rule-Based 
classification with decision table. Our final model for comparison was based on SVM. 
We used the SVMlight package (Joachims, 1999). SVMlight has been run on SPARC 
system. 
VI.2. Feature Selection 
Feature selection is a method for reducing the dimension of the data and thus simplifying 
the predictive models when they are too complex. However, reducing the number of 
features may affect the prediction performance both negatively (if it is reduced too much 
or if the critical features are reduced) or positively (for example, if this reduces the 
number of correlated features or is irrelevant / noisy features are eliminated).  
There are different methods for feature selection, for example, individual feature 
ranking, feature subset selection, and feature extraction/construction (Guyon and 
Elisseeff, 2003). We applied the first two for all the compared models, as the following 
subsections discuss. 
VI.2.1. Individual Feature Ranking 
Individual feature ranking is a feature selection technique that functions by discovering 
the most relevant individual features relative to a specific criterion. For our experiments 
we used the information gain. Information gain provides a measure of how well a specific 
attribute can contribute in separating training samples into correct classes. In order to 
calculate information gain for an attribute, we use the amount of information that 
attribute can provide which is known as entropy as explained by Equations (II.5) and 
(II.6).  
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VI.2.2. Feature Subset Selection 
Another technique for feature selection is feature subset selection. Here we examine the 
space of all possible feature combination and choose a subset from all the features that 
give better predictive power. Different methods can be used in order to apply feature 
subset selection, for instance, filters, wrappers and embedded methods; in this study we 
used the first two methods. Filter is a preprocessing step that is independent of training 
the model. It uses evaluation criterion, such as correlation coefficient or test statistics in 
order to choose the feature subset. On the other hand, wrapper is a method for selecting 
subset of the features based on the predictive power of that subset on the training model, 
i.e. learning model is used as part of process to select the feature subset. Thus, wrapper is 
a time consuming method since it includes learning model, while a filter is much faster. 
However, since the filters does not evaluate the quality of the combination of features on 
the model that will use them, it generally produces lees good selection of features 
(Sondberg-madsen et al., 2003). For searching for the best subset of attributes, we have 
used greedy search. 
VI.3. Exploration of Different Negative Training Data 
Before using the data that has been described in Section IV.2.1., a number of negative 
data sets were tried to get the best model that can predict different unseen data more 
accurately. We shuffled nucleotide sequence of the D8K dataset to make three different 
‘negative’ data sets. First, we used uShuffle tool (Jiang et al., 2008), as mentioned in 
Chapter IV and shuffled the D8K data set of poly(A) site a hundred times while preserving 
the count of single nucleotides. Second, we also shuffled the D8K dataset but this time 
preserving the count of dinucleotides. In the third shuffling experiment, we preserved the 
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count of trinucleotides. Now, we trained 3 ANN models using D8K data set as the positive 
data, and these different shuffled sets as negative. Half of this data was used for training 
and the other half for testing.  
Another experiment was conducted by using the same negative data sets as described 
in Section IV.2.1., but with the difference that we did not shuffle 3’UTR data and we 
used samples from chromosome 1 extracted from the positive strand and not the reverse 
one. Then we trained the ANN model using half of the data for training and the other half 
for testing. 
We tested trained ANN models using the negative data sets we have i.e. DChr1, 
D5UTR, D5UTR-PA, D3UTR, D3UTR-PA, DIntron, DIntron-PA, DCDS, and DCDS-PA. It is worth to 
mention that the samples used in the training were excluded from those that were used for 
testing. 
VI.4. Performance Measures 
There are a number of performance measures that have been used in order to measure the 
efficacy of the model. The measures that have been used in this study are specificity (Sp), 
sensitivity (Se), accuracy (Acc), positive predictive value (ppv), negative predictive value 
(npv) and Mathews correlation coefficient  (MCC). These measures is calculated as 
follows:  
 (VI.1) 
 (VI.2) 
 (VI.3) 
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 (VI.4) 
 (VI.5) 
 (VI.6) 
Here, Tp stands for True positive, Tn stands for True negative, Fp stands for False 
positive, and Fn stands for False negative as previously explained in details in Chapter 
III.  
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Chapter VII 
Results and Discussion  
In this chapter, we report the results of the experiments that we conducted. Then we 
present the final results obtained and compare them to the other tested models, namely 
the PAC model, after performing tests on the same data. Then we will discuss those 
results. 
VII.1. Results 
VII.1.1. Experimental Results 
In this section we will report the performance results of different ML models used as well 
as the comparison of performance between the models. Table VII.1 provides the 
performance of different models. It also shows the results after applying different feature 
selection methods. For individual feature ranking using information gain on WEKA, we 
got the information gain value for all 407 features. If we used the features that have 
information gain value greater than or equal 0.1, then we have 49 features out of 407, 
whereas features with information gain greater than 0.01 will result in 282 features 
selected, while selecting features with information gain greater than 0 will results in 383 
features. On the other hand, for feature subset selection, filters resulted in ten features, 
whereas using wrapper with each of the tested models resulted in 26 features. For the 
information gain values for all the features, and for the selected features from filters and 
wrapper please see Appendix. The comparison is based on DTest data. 
58 
 
 
Table VII.2 shows results obtained by the SVM model at different score thresholds, 
while Table VII.3 shows the results of exploring different negative training data for the 
ANN model. 
Table VII.1: Models’ performance on DTest using all 407 features and features resulted from different 
feature selection methods. Yellow highlighted cases show the best performing model. 
 All features 
407 
Information 
Gain 49 
Information 
Gain 282 
Information 
Gain 383 
Filter Wrapper 
Random 
Forest – 
10 trees 
Tp=3706 
Fn=359 
Tn=3410 
Fp=685 
Se=91.16% 
Sp=83.27%  
Acc=87.20% 
Tp=3689 
Fn=523 
Tn=3572 
Fp=376 
Se=87.58% 
Sp=90.47% 
Acc=88.98% 
Tp=3753 
Fn=312 
Tn=3497 
Fp=598 
Se=92.32% 
Sp=85.39% 
Acc=88.84% 
Tp=3713 
Fn=352 
Tn=3412 
Fp=683 
Se=91.34% 
Sp=83.32% 
Acc=87.31% 
Tp=3699 
Fn=495 
Tn=3600 
Fp=366 
Se=88.19% 
Sp=90.77% 
Acc=89.44% 
Tp=3748 
Fn=458 
Tn=3637 
Fp=317 
Se=89.11% 
Sp=91.98% 
Acc=90.50% 
Random 
Forest – 
50 trees 
Tp=3733 
Fn=480 
Tn=3615 
Fp=332 
Se=88.60%  
Sp=91.58% 
Acc=90.04% 
Tp=3665 
Fn=432 
Tn=3663 
Fp=400 
Se=89.45% 
Sp=90.15% 
Acc=89.80% 
Tp=3771 
Fn=294 
Tn=3685 
Fp=410 
Se=92.76% 
Sp=89.98% 
Acc=91.37% 
Tp=3722 
Fn=343 
Tn=3606 
Fp=489 
Se=91.56% 
Sp=88.05% 
Acc=89.8% 
Tp=3697 
Fn=419 
Tn=3676 
Fp=368 
Se=89.82% 
Sp=90.90% 
Acc=90.35% 
Tp=3730 
Fn=348 
Tn=3747 
Fp=335 
Se=91.46% 
Sp=91.79% 
Acc=91.62% 
Random 
Forest – 
100 trees 
Tp=3748 
Fn=448 
Tn=3647 
Fp=317 
Se=89.32% 
Sp=92% 
Acc=90.62% 
Tp=3663 
Fn=421 
Tn=3674 
Fp=402 
Se=89.69% 
Sp=90.13% 
Acc=89.91% 
Tp=3761 
Fn=304 
Tn=3708 
Fp=387 
Se=92.52% 
Sp=90.54% 
Acc=91.53% 
Tp=3724 
Fn=341 
Tn=3661 
Fp=434 
Se=91.61% 
Sp=89.4% 
Acc=90.5% 
Tp=3687 
Fn=418 
Tn=3677 
Fp=378 
Se=89.81% 
Sp=90.67% 
Acc=90.24% 
Tp=3743 
Fn=331 
Tn=3764 
Fp=322 
Se=91.87% 
Sp=92.11% 
Acc=91.99% 
Decision 
Trees – 
CART 
Tp=3596 
Fn=549 
Tn=3546 
Fp=469 
Se=86.75% 
Sp=88.31% 
Acc=87.52% 
Tp=3636 
Fn=537 
Tn=3558 
Fp=429 
Se=87.13% 
Sp=89.24% 
Acc=88.16% 
Tp=3589 
Fn=476 
Tn=3556 
Fp=539 
Se=88.29% 
Sp=86.83% 
Acc=87.56% 
Tp=3596 
Fn=469 
Tn=3546 
Fp=549 
Se=88.46% 
Sp=86.59% 
Acc=87.52% 
Tp=3594 
Fn=485 
Tn=3610 
Fp=471 
Se=88.1% 
Sp=88.45% 
Acc=88.28% 
Tp=3569 
Fn=495 
Tn=3600 
Fp=496 
Se=87.81% 
Sp=87.89% 
Acc=87.85% 
Decision 
Trees – 
C4.5 
Tp=3443 
Fn=600 
Tn=3495 
Fp=622 
Se=85.15% 
Sp=84.89% 
Acc=85.02% 
Tp=3570 
Fn=580 
Tn=3515 
Fp=495 
Se=86.02% 
Sp=87.65% 
Acc=86.82% 
Tp=3480 
Fn=585 
Tn=3515 
Fp=580 
Se=85.6% 
Sp=85.83% 
Acc=85.72% 
Tp=3453 
Fn=612 
Tn=3499 
Fp=596 
Se=84.94% 
Sp=85.44% 
Acc=85.19% 
Tp=3627 
Fn=603 
Tn=3492 
Fp=438 
Se=85.74% 
Sp=88.85% 
Acc=87.24% 
Tp=3503 
Fn=612 
Tn=3483 
Fp=562 
Se=85.12% 
Sp=86.10% 
Acc=85.61% 
Bayesian 
Networks 
Tp=3659 
Fn=1140 
Tn=2955 
Fp=406 
Se=76.24%  
Sp=87.92%  
Acc=81.05% 
Tp=3547 
Fn=1547 
Tn=2548 
Fp=518 
Se=69.63% 
Sp=83.10% 
Acc=74.69% 
Tp=3650 
Fn=1161 
Tn=2934 
Fp=415 
Se=75.86% 
Sp=87.6% 
Acc=80.68% 
Tp=3660 
Fn=405 
Tn=2955 
Fp=1140 
Se=90.03% 
Sp=72.16% 
Acc=81.06% 
Tp=3673 
Fn=749 
Tn=3346 
Fp=392 
Se=83.06% 
Sp=89.51% 
Acc=86.01% 
Tp=3709 
Fn=382 
Tn=3713 
Fp=356 
Se=90.66% 
Sp=91.25% 
Acc=90.95% 
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Rules – 
Decision 
table 
Tp=3636 
Fn=761 
Tn=3334 
Fp=429 
Se=82.69% 
Sp=88.59% 
Acc=85.41% 
Tp=3636 
Fn=761 
Tn=3334 
Fp=429 
Se=82.69% 
Sp=88.59% 
Acc=85.41% 
Tp=3636 
Fn=429 
Tn=3334 
Fp=761 
Se=89.44% 
Sp=81.41% 
Acc=85.41% 
Tp=3636 
Fn=429 
Tn=3334 
Fp=761 
Se=89.44% 
Sp=81.41% 
Acc=85.41% 
Tp=3512 
Fn=618 
Tn=3477 
Fp=553 
Se=85.03% 
Sp=86.27% 
Acc=85.64% 
Tp=3512 
Fn=618 
Tn=3477 
Fp=553 
Se=85.03% 
Sp=86.27% 
Acc=85.64% 
Our 
Model - 
ANN 
Tp=3622 
Fn=458 
Tn=3993 
Fp=88 
Se=88.77% 
Sp=97.84% 
Acc=93.309% 
Tp=3366 
Fn=714 
Tn=3319 
Fp=761 
Se=82.5%  
Sp=81.34%  
Acc=81.92% 
Tp=3515 
Fn=565 
Tn=3942 
Fp=138 
Se=86.15%  
Sp=96.61%  
Acc=91.38% 
Tp=3588 
Fn=492 
Tn=3918 
Fp=162 
Se=87.94%  
Sp=96.02%  
Acc=91.98%  
Tp=3476 
Fn=604 
Tn=3110 
Fp=970 
Se=85.19%  
Sp=76.22 
Acc=80.71% 
Tp=3040 
Fn=1040 
Tn=3596 
Fp=484 
Se=74.50% 
Sp=88.13%  
Acc=81.32% 
 
Table VII.2: SVM result on DTest with zero threshold and -1 threshold using all features. The case with the 
threshold of -1 results in more Fp and more Fn than our ANN-model and shows weaker performance and 
our ANN model. 
 0 Threshold -1 Threshold 
SVM Tp=3917 
Fn=163 
Tn=3711 
Fp=369 
Se=96% 
Sp=90.95% 
Acc=93.48% 
Tp=3419 
Fn=661 
Tn=3991 
Fp=89 
Se=83.79% 
Sp=97.81% 
Acc=90.81% 
 
Table VII.3: Performance of ANN models differs in their negative training data. Shuffled1 model refers to 
the model obtained using shuffled the D8K data set of poly(A) site a hundred times with preserving the 
count of single nucleotide; Shuffled2 model was based on preserved the count of dinucleotide; Shuffled3 
model used negative data with preserved count of trinucleotide. Mixed negative data refers the using of 
D5UTR, D3UTR, DIntron, DCDS and DChr1 as negative training data. 
Models 
Testing Data 
Shuffled1 Model Shuffled2 Model Shuffled3 Model Mixed Negative 
Data Model 
 
DTest  
(4,080) 
 
Tp=3998 
Fn=82 
Tn=4045 
Fp=35 
Se=97.99%     
Sp=99.14%     
Acc=98.56%    
ppv=0.9913 
npv=0.9801  
MCC=0.9713 
 
Tp=3737 
Fn=343 
Tn=3863 
Fp=217 
Se=91.59%  
Sp=94.68% 
Acc=93.13% 
ppv=0.9451  
npv=0.9184 
MCC=0.8631 
 
Tp=3462 
Fn=618 
Tn=3833 
Fp=247 
Se=84.85% 
Sp=93.94% 
Acc=89.39% 
ppv=0.9334 
npv=0.8611  
MCC=0.7912 
 
Tp=3827 
Fn=253 
Tn=3551 
Fp=529 
Se=93.79% 
Sp=87.03% 
Acc=90.41% 
ppv=0.8785 
npv=0.9334 
MCC=0.8101 
 
DChr1  
(30,263,312) 
 
Tn=23789567 
Fp=6473746 
Sp=78.608% 
 
 
Tn=27113481 
Fp=3149832 
Sp=89.59% 
 
Tn=28462566 
Fp=1800747 
Sp=94.049% 
 
Tn=28149807 
Fp=2113506 
Sp=93.016% 
60 
 
 
D5UTR (1539) 
 
Tn=205 
Fp=1334 
Sp=13.32% 
(1539) 
 
Tn=1099 
Fp=440 
Sp=71.41% 
(1539) 
 
Tn=1383 
Fp=156 
Sp=89.86% 
(1260) 
 
Tn=1005 
Fp=255 
Sp=79.76% 
 
D5UTR-PA (279) 
 
Tn=12 
Fp=267 
Sp=4.3% 
 
(279) 
 
Tn=170 
Fp=109 
Sp=60.93% 
 
(279) 
 
Tn=231 
Fp=48 
Sp=82.79% 
(279) 
 
Used all for 
training 
 
D3UTR (2264) 
 
Tn=358 
Fp=1906 
Sp=15.81% 
(2264) 
 
Tn=1436 
Fp=828 
Sp=63.42% 
 
(2264) 
 
Tn=1893 
Fp=371 
Sp=83.61% 
(1801) 
 
Tn=1044 
Fp=757 
Sp=57.96% 
D3UTR-PA (463) 
 
Tn=40 
Fp=423 
Sp=8.63% 
 
(463) 
 
Tn=231 
Fp=232 
Sp=49.89% 
 
(463) 
 
Tn=331 
Fp=132 
Sp=71.49% 
(463) 
 
Used all for 
training 
 
DIntron (12186) 
 
Tn=3761 
Fp=8425 
Sp=30.86% 
(12186) 
 
Tn=10349 
Fp=1837 
Sp=84.92% 
 
(12186) 
 
Tn=11242 
Fp=944 
Sp=92.25% 
(9713) 
 
Tn=9185 
Fp=528 
Sp=94.56% 
DIntron-PA (3612) 
 
Tn=1057 
Fp=2555 
Sp=29.26% 
(3612) 
 
Tn=2806 
Fp=806 
Sp=77.68% 
 
(3612) 
 
Tn=3121 
Fp=491 
Sp=86.4% 
(1139) 
 
Tn=1102 
Fp=37 
Sp=96.75% 
 
DCDS (23642) 
 
Tn=4364 
Fp=19278 
Sp=18.45% 
(23642) 
 
Tn=15905 
Fp=7737 
Sp=67.27% 
 
(23642) 
 
Tn=21286 
Fp=2356 
Sp=90.03% 
(21169) 
 
Tn=20841 
Fp=328 
Sp=98.45% 
DCDS-PA (2640) 
 
Tn=256 
Fp=2384 
Sp=9.69% 
(2640) 
 
Tn=1480 
Fp=1160 
Sp=56.06% 
 
(2640) 
 
Tn=2234 
Fp=406 
Sp=84.62% 
(167) 
 
Tn=165 
Fp=2 
Sp=98.8% 
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VII.1.2. Comparison with the other Model 
The other comparison study has been done against the latest published model, PAC, for 
the recognition of poly(A) sites in Arabidopsis. Many data sets were used for 
comparison. We first used DTest, DChr1, D5UTR, D5UTR-PA, D3UTR, D3UTR-PA, DIntron, DIntron-PA, 
DCDS, and DCDS-PA. Table VII.4 illustrates all the results of this experiment. 
Table VII.4: ANN Model performance on different data sets compared to PAC 
Model 
Testing Data 
ANN model ANN model with 
threshold 0.5 
PAC 
 
DTest 
(4,080) 
Tp=3622 
Fn=458 
Tn=3993 
Fp=88 
Se=88.77% 
Sp=97.84% 
Acc=93.309 
ppv=0.9762 
npv=0.8971 
MCC=0.8697 
 
Tp=3290 
Fn=790 
Tn=4034 
Fp=47 
Se=80.63% 
Sp=98.84% 
Acc=89.74% 
ppv=0.9859 
npv=0.8362 
MCC=0.8083 
Tp=3384 
Fn=696 
Tn=1961 
Fp=2113 
Se=82.94% 
Sp=48.13% 
Acc=65.55% 
ppv=0.6156 
npv=0.7380 
MCC=0.3315 
 
DChr1 
(30,263,312) 
Tn=28880161 
Fp=1383152 
Sp=95.429% 
 
Tn=29458969 
Fp=804344 
Sp=97.342% 
Tn=29048579 
Fp=1214733 
Sp=95.98% 
D5UTR (1260) 
 
Tn=1174 
Fp=86 
Sp=93.17% 
(1260) 
 
Tn=1216 
Fp=44 
Sp=96.5% 
(1539) 
 
Tn=410 
Fp=1129 
Sp=26.64% 
 
D5UTR-PA (279) 
 
Used all for training 
(279) 
 
Used all for training 
 
(279) 
 
Tn=57 
Fp=222 
Sp=20.43% 
 
D3UTR (1801) 
 
Tn=1329 
Fp=472 
Sp=73.79% 
(1801) 
 
Tn=1496 
Fp=305 
Sp=83.06% 
(2264) 
 
Tn=862 
Fp=1402 
Sp=38.07% 
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D3UTR-PA (463) 
 
Used all for training 
(463) 
 
Used all for training 
 
(463) 
 
Tn=138 
Fp=325 
Sp=29.80% 
 
DIntron (9713) 
 
Tn=9547 
Fp=166 
Sp=98.29% 
(9713) 
 
Tn=9656 
Fp=57 
Sp=99.41% 
(12186) 
 
Tn=1225 
Fp=10961 
Sp=10.05% 
 
DIntron-PA (1139) 
 
Tn=1117 
Fp=22 
Sp=98.068% 
(1139) 
 
Tn=1132 
Fp=7 
Sp=99.38% 
(3612) 
 
Tn=340 
Fp=3272 
Sp=9.41% 
 
DCDS (21169) 
 
Tn=21080 
Fp=89 
Sp=99.579% 
(21169) 
 
Tn=21141 
Fp=28 
Sp=99.86% 
(23642) 
 
Tn=20895 
Fp=2747 
Sp=88.38% 
 
DCDS-PA (167) 
 
Tn=165 
Fp=2 
Sp=98.802% 
(167) 
 
Tn=167 
Fp=0 
Sp=100% 
(2640) 
 
Tn=2294 
Fp=346 
Sp=86.89% 
 
VII.2. Discussion 
Based on the results we obtained, it appears that overall, the ANN model has better 
performance than any other ML models that we used for comparison experiments 
including decision trees, random forest trees, Bayesian network, and rule-based classifier. 
However, the tuned SVM model produced results comparable to our ANN model in 
terms of accuracy (Acc = 93.48) while our ANN model produces Acc = 93.3%. SVM 
model obtained higher sensitivity but lower specificity than the ANN model. However, 
when we select approximately the same number of FP predictions with the SVM model 
as we obtained with the ANN model (SVM Fp=89, ANN Fp=88), our model achieves 
accuracy of 93.3% while the SVM model achieves only 90.8%. Since in this type of 
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problems we prefer to have higher specificity (see comments on genomic scale prediction 
later) to reduce the number of false positive hits, the ANN model appears to be more 
suitable.  
Regarding feature selection, there is an obvious different effect on the performance 
of different models. Using different subsets of features causes the results of different 
models to vary. However, when using all the features the ANN performs the best.  
Despite the fact that experimenting with different negative training data performed 
well on the DTest data as Table VII.3 showed, they perform badly for most of the testing 
data that we used i.e. DChr1, D5UTR, D5UTR-PA, D3UTR, D3UTR-PA, DIntron, DIntron-PA, DCDS, and 
DCDS-PA. Hence, we did not choose any those models as final model for our study.  
Our ANN model performs better than PAC in all the data sets. In the case of DTest 
this difference in accuracy is about 20% in absolute scale. Chromosome 1 of Arabidopsis 
contains a small number (several thousands) of true poly(A) sites [some of them may 
have been the part of the negative data we used], but this is a negligible proportion to 
affect the results due to the size of Chromosome 1 that has over 30,000,000 base pairs. 
Our model makes approximately one (wrong) prediction every 38 nucleotides, whereas 
PAC makes it every 25 nucleotides. While this is a noticeable improvement, it is still not 
good enough for genome annotation and scanning. This also shows that the specificity of 
genome scanning in such cases has to be well over 99% in order not to flood predictions 
by false positives. 
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Chapter VIII 
Conclusion and Future Research  
The study was undertaken to design a model for identification of poly(A) sites in the 
Arabidopsis thaliana genome. Our ANN model was tuned and optimized in order to 
recognize poly(A) sites efficiently and it competes well with the other existing models 
built for the same problem. Overall, this goal has been achieved by having a performance 
significantly higher than the latest published model, PAC, as demonstrated on variety of 
testing data. Moreover, we were the first to use specific sets of features not previously 
employed in poly(A) site recognition, which is probably one of the reason to achieve 
improved model performance.  
Regrettably, although the performance of our ANN model was for 50% better than 
the performance of the PAC model in the scanning of Arabidopsis chromosome 1, the 
achieved performance shows that it is plagued by large number of false positives. Thus, 
more research and work need to be done in order develop better predictive models of 
poly(A) sites in plants.  
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APPINDIX 
1. Information Gain Values of All the Features 
Value Feature Name 
0.287313     317 59_Pos_USE_PWM 
 0.191448     318 1_Neg_USE_PWM 
 0.183018     101 116_Thermodynamics 
 0.180584       8 8_Thermodynamics 
 0.17812      110 125_Thermodynamics 
 0.173232       7 7_Thermodynamics 
 0.172217      13 13_Thermodynamics 
 0.172193      54 57_Thermodynamics 
 0.171244      76 79_Thermodynamics 
 0.168708      11 11_Thermodynamics 
 0.167379      21 21_Thermodynamics 
 0.164907      33 36_Thermodynamics 
 0.163069      38 41_Thermodynamics 
 0.16257       34 37_Thermodynamics 
 0.161245      75 78_Thermodynamics 
 0.161158      15 15_Thermodynamics 
 0.159875      16 16_Thermodynamics 
 0.159465     109 124_Thermodynamics 
 0.159436     108 123_Thermodynamics 
 0.159116      72 75_Thermodynamics 
 0.157325      25 26_Thermodynamics 
 0.157048      32 35_Thermodynamics 
 0.156412       4 4_Thermodynamics 
 0.15386       73 76_Thermodynamics 
 0.153473      36 39_Thermodynamics 
 0.151612      84 87_Thermodynamics 
 0.150006      74 77_Thermodynamics 
 0.14895       19 19_Thermodynamics 
 0.143425      43 46_Thermodynamics 
 0.142945      88 91_Thermodynamics 
 0.134885     107 122_Thermodynamics 
 0.134586      55 58_Thermodynamics 
 0.133512     102 117_Thermodynamics 
 0.12699       26 27_Thermodynamics 
 0.125003       5 5_Thermodynamics 
 0.123194      66 69_Thermodynamics 
 0.122345       3 3_Thermodynamics 
 0.119847      22 22_Thermodynamics 
 0.11947       87 90_Thermodynamics 
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 0.114226      62 65_Thermodynamics 
 0.112917      35 38_Thermodynamics 
 0.112603      44 47_Thermodynamics 
 0.111896     175 TA_Freq 
 0.111376      98 107_Thermodynamics 
 0.109566     316 58_Pos_USE_PWM 
 0.107074      82 85_Thermodynamics 
 0.106897     174 T_Freq 
 0.106246      63 66_Thermodynamics 
 0.100776      93 96_Thermodynamics 
 0.099802     185 TG_Freq 
 0.098291      24 25_Thermodynamics 
 0.097208      67 70_Thermodynamics 
 0.095652      86 89_Thermodynamics 
 0.094764     104 119_Thermodynamics 
 0.094456      23 23_Thermodynamics 
 0.094071      18 18_Thermodynamics 
 0.091901      42 45_Thermodynamics 
 0.091457     189 TGT_Freq 
 0.091169     103 118_Thermodynamics 
 0.090593      58 61_Thermodynamics 
 0.088783      65 68_Thermodynamics 
 0.088643      60 63_Thermodynamics 
 0.087945     190 TT_Freq 
 0.08714       61 64_Thermodynamics 
 0.082537      80 83_Thermodynamics 
 0.081984     193 TTG_Freq 
 0.081752     153 G_Freq 
 0.080205      90 93_Thermodynamics 
 0.076238      89 92_Thermodynamics 
 0.076202      47 50_Thermodynamics 
 0.074854     194 TTT_Freq 
 0.073962      64 67_Thermodynamics 
 0.072845     377 EIIP 
 0.072476      96 99_Thermodynamics 
 0.070906      94 97_Thermodynamics 
 0.066882      12 12_Thermodynamics 
 0.064645      56 59_Thermodynamics 
 0.064636     105 120_Thermodynamics 
 0.064276     376 59_Neg_USE_PWM 
 0.063701      91 94_Thermodynamics 
 0.062977     132 C_Freq 
 0.062794     176 TAA_Freq 
 0.062284       1 1_Thermodynamics 
 0.061863      81 84_Thermodynamics 
 0.061232      70 73_Thermodynamics 
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 0.061185     127 AT_Freq 
 0.059213     143 CG_Freq 
 0.058197      59 62_Thermodynamics 
 0.057157      51 54_Thermodynamics 
 0.054318     159 GC_Freq 
 0.053761      46 49_Thermodynamics 
 0.052562     191 TTA_Freq 
 0.05239      131 ATT_Freq 
 0.051785      39 42_Thermodynamics 
 0.050972     179 TAT_Freq 
 0.050179      78 81_Thermodynamics 
 0.049785     195 1_Pos_DSE_PWM 
 0.049469      57 60_Thermodynamics 
 0.049249      20 20_Thermodynamics 
 0.048858     375 58_Neg_USE_PWM 
 0.048588     308 50_Pos_USE_PWM 
 0.047992     144 CGA_Freq 
 0.047846      17 17_Thermodynamics 
 0.047027     310 52_Pos_USE_PWM 
 0.046581     322 5_Neg_USE_PWM 
 0.04637      301 43_Pos_USE_PWM 
 0.045114     323 6_Neg_USE_PWM 
 0.04492      312 54_Pos_USE_PWM 
 0.044776     304 46_Pos_USE_PWM 
 0.04459      302 44_Pos_USE_PWM 
 0.044509     321 4_Neg_USE_PWM 
 0.044432      40 43_Thermodynamics 
 0.044065     307 49_Pos_USE_PWM 
 0.043763     303 45_Pos_USE_PWM 
 0.04347      300 42_Pos_USE_PWM 
 0.043441     309 51_Pos_USE_PWM 
 0.043364      79 82_Thermodynamics 
 0.043215     305 47_Pos_USE_PWM 
 0.043082     319 2_Neg_USE_PWM 
 0.042974     111 A_Freq 
 0.042322     117 AC_Freq 
 0.042205      97 100_Thermodynamics 
 0.041396     320 3_Neg_USE_PWM 
 0.04134       37 40_Thermodynamics 
 0.041095      69 72_Thermodynamics 
 0.040445     311 53_Pos_USE_PWM 
 0.040321      41 44_Thermodynamics 
 0.040149     106 121_Thermodynamics 
 0.039989     325 8_Neg_USE_PWM 
 0.039043      28 30_Thermodynamics 
 0.03826      324 7_Neg_USE_PWM 
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 0.037527      52 55_Thermodynamics 
 0.037247     326 9_Neg_USE_PWM 
 0.037024     367 50_Neg_USE_PWM 
 0.037007     299 41_Pos_USE_PWM 
 0.036882     328 11_Neg_USE_PWM 
 0.03672       92 95_Thermodynamics 
 0.036436     154 GA_Freq 
 0.036313     112 AA_Freq 
 0.036072     306 48_Pos_USE_PWM 
 0.035148     313 55_Pos_USE_PWM 
 0.034626     329 12_Neg_USE_PWM 
 0.03394       48 51_Thermodynamics 
 0.033926     369 52_Neg_USE_PWM 
 0.033298      29 32_Thermodynamics 
 0.033096     128 ATA_Freq 
 0.032844     368 51_Neg_USE_PWM 
 0.03255      327 10_Neg_USE_PWM 
 0.032482     198 4_Pos_DSE_PWM 
 0.032341     197 3_Pos_DSE_PWM 
 0.031916      71 74_Thermodynamics 
 0.031557     178 TAG_Freq 
 0.031403     116 AAT_Freq 
 0.031028     164 GG_Freq 
 0.030922     370 53_Neg_USE_PWM 
 0.030652     298 40_Pos_USE_PWM 
 0.03055      360 43_Neg_USE_PWM 
 0.030481     130 ATG_Freq 
 0.030322     183 TCG_Freq 
 0.030085     180 TC_Freq 
 0.029863      30 33_Thermodynamics 
 0.029828     366 49_Neg_USE_PWM 
 0.029664      77 80_Thermodynamics 
 0.029636     361 44_Neg_USE_PWM 
 0.029517     138 CC_Freq 
 0.029477     186 TGA_Freq 
 0.028826     169 GT_Freq 
 0.028744      10 10_Thermodynamics 
 0.028369     331 14_Neg_USE_PWM 
 0.028184      31 34_Thermodynamics 
 0.027986     227 1_Neg_DSE_PWM 
 0.027938     113 AAA_Freq 
 0.027729     334 17_Neg_USE_PWM 
 0.02768      330 13_Neg_USE_PWM 
 0.027444     333 16_Neg_USE_PWM 
 0.026864     120 ACG_Freq 
 0.026751     362 45_Neg_USE_PWM 
74 
 
 
 0.026635     359 42_Neg_USE_PWM 
 0.025794     259 1_Pos_USE_PWM 
 0.025749     371 54_Neg_USE_PWM 
 0.025551     314 56_Pos_USE_PWM 
 0.025439     297 39_Pos_USE_PWM 
 0.025412     315 57_Pos_USE_PWM 
 0.02504      363 46_Neg_USE_PWM 
 0.024958      85 88_Thermodynamics 
 0.02485      332 15_Neg_USE_PWM 
 0.024831     200 6_Pos_DSE_PWM 
 0.024683     163 GCT_Freq 
 0.024112     122 AG_Freq 
 0.023795      95 98_Thermodynamics 
 0.023665     100 109_Thermodynamics 
 0.023617     173 GTT_Freq 
 0.023474     165 GGA_Freq 
 0.023143     358 41_Neg_USE_PWM 
 0.022991     196 2_Pos_DSE_PWM 
 0.022512     296 38_Pos_USE_PWM 
 0.022405     199 5_Pos_DSE_PWM 
 0.02215      182 TCC_Freq 
 0.022061     365 48_Neg_USE_PWM 
 0.021797     364 47_Neg_USE_PWM 
 0.020721      50 53_Thermodynamics 
 0.020681     147 CGT_Freq 
 0.020582     372 55_Neg_USE_PWM 
 0.020307     335 18_Neg_USE_PWM 
 0.019931       6 6_Thermodynamics 
 0.019643     119 ACC_Freq 
 0.019531     201 7_Pos_DSE_PWM 
 0.019489     142 CCT_Freq 
 0.019065     295 37_Pos_USE_PWM 
 0.018841     205 11_Pos_DSE_PWM 
 0.01884       14 14_Thermodynamics 
 0.018265     187 TGC_Freq 
 0.017713     172 GTG_Freq 
 0.017422     114 AAC_Freq 
 0.017373     374 57_Neg_USE_PWM 
 0.016968     150 CTC_Freq 
 0.016892     337 20_Neg_USE_PWM 
 0.016791     373 56_Neg_USE_PWM 
 0.016782     145 CGC_Freq 
 0.016679     338 21_Neg_USE_PWM 
 0.016665     188 TGG_Freq 
 0.016643     204 10_Pos_DSE_PWM 
 0.016502     220 26_Pos_DSE_PWM 
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 0.016491     141 CCG_Freq 
 0.015763     149 CTA_Freq 
 0.015734     336 19_Neg_USE_PWM 
 0.015671      49 52_Thermodynamics 
 0.015255     207 13_Pos_DSE_PWM 
 0.015141     202 8_Pos_DSE_PWM 
 0.014772     270 12_Pos_USE_PWM 
 0.014501     170 GTA_Freq 
 0.014458     339 22_Neg_USE_PWM 
 0.014262     152 CTT_Freq 
 0.014253     206 12_Pos_DSE_PWM 
 0.014133      83 86_Thermodynamics 
 0.014131     157 GAG_Freq 
 0.014063     210 16_Pos_DSE_PWM 
 0.014042       2 2_Thermodynamics 
 0.013855      45 48_Thermodynamics 
 0.013505     271 13_Pos_USE_PWM 
 0.01349      177 TAC_Freq 
 0.013453     357 40_Neg_USE_PWM 
 0.013286     192 TTC_Freq 
 0.013199     231 5_Neg_DSE_PWM 
 0.013196     125 AGG_Freq 
 0.013188     158 GAT_Freq 
 0.012856     115 AAG_Freq 
 0.012822     355 38_Neg_USE_PWM 
 0.012789     209 15_Pos_DSE_PWM 
 0.012783     232 6_Neg_DSE_PWM 
 0.012689     203 9_Pos_DSE_PWM 
 0.012601     269 11_Pos_USE_PWM 
 0.012355     294 36_Pos_USE_PWM 
 0.012289     148 CT_Freq 
 0.011929     156 GAC_Freq 
 0.011867     137 CAT_Freq 
 0.011808     208 14_Pos_DSE_PWM 
 0.011703     356 39_Neg_USE_PWM 
 0.011564     233 7_Neg_DSE_PWM 
 0.011557     229 3_Neg_DSE_PWM 
 0.011473     266 8_Pos_USE_PWM 
 0.011399     230 4_Neg_DSE_PWM 
 0.011316     225 31_Pos_DSE_PWM 
 0.011305     162 GCG_Freq 
 0.011125     161 GCC_Freq 
 0.011068     265 7_Pos_USE_PWM 
 0.011018     275 17_Pos_USE_PWM 
 0.010792     166 GGC_Freq 
 0.010763     224 30_Pos_DSE_PWM 
76 
 
 
 0.010673     264 6_Pos_USE_PWM 
 0.01066      221 27_Pos_DSE_PWM 
 0.010623     214 20_Pos_DSE_PWM 
 0.010527     252 26_Neg_DSE_PWM 
 0.01048      237 11_Neg_DSE_PWM 
 0.010339     241 15_Neg_DSE_PWM 
 0.010292     236 10_Neg_DSE_PWM 
 0.010284     276 18_Pos_USE_PWM 
 0.010146     340 23_Neg_USE_PWM 
 0.010145     223 29_Pos_DSE_PWM 
 0.010134     260 2_Pos_USE_PWM 
 0.010129     160 GCA_Freq 
 0.010014     219 25_Pos_DSE_PWM 
 0.009567      27 28_Thermodynamics 
 0.009501     135 CAC_Freq 
 0.00949      234 8_Neg_DSE_PWM 
 0.009406     124 AGC_Freq 
 0.009387     238 12_Neg_DSE_PWM 
 0.009357     354 37_Neg_USE_PWM 
 0.009288     272 14_Pos_USE_PWM 
 0.009261     226 32_Pos_DSE_PWM 
 0.009057     216 22_Pos_DSE_PWM 
 0.009024     155 GAA_Freq 
 0.008806     261 3_Pos_USE_PWM 
 0.008743     228 2_Neg_DSE_PWM 
 0.008654     240 14_Neg_DSE_PWM 
 0.008644     213 19_Pos_DSE_PWM 
 0.008629     277 19_Pos_USE_PWM 
 0.008591     267 9_Pos_USE_PWM 
 0.008522      99 108_Thermodynamics 
 0.008513     121 ACT_Freq 
 0.00846      222 28_Pos_DSE_PWM 
 0.008412     126 AGT_Freq 
 0.008398     292 34_Pos_USE_PWM 
 0.008311     212 18_Pos_DSE_PWM 
 0.008249     268 10_Pos_USE_PWM 
 0.008007     211 17_Pos_DSE_PWM 
 0.00788      263 5_Pos_USE_PWM 
 0.007763     217 23_Pos_DSE_PWM 
 0.007693     146 CGG_Freq 
 0.007567     215 21_Pos_DSE_PWM 
 0.007254     274 16_Pos_USE_PWM 
 0.007227     242 16_Neg_DSE_PWM 
 0.007176     235 9_Neg_DSE_PWM 
 0.007128     184 TCT_Freq 
 0.007066     262 4_Pos_USE_PWM 
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 0.006899     280 22_Pos_USE_PWM 
 0.006683     253 27_Neg_DSE_PWM 
 0.006653     273 15_Pos_USE_PWM 
 0.006558     133 CA_Freq 
 0.006543     293 35_Pos_USE_PWM 
 0.006358     279 21_Pos_USE_PWM 
 0.006336     278 20_Pos_USE_PWM 
 0.006197     281 23_Pos_USE_PWM 
 0.006178     239 13_Neg_DSE_PWM 
 0.006163     151 CTG_Freq 
 0.006126     123 AGA_Freq 
 0.005804     136 CAG_Freq 
 0.005712     254 28_Neg_DSE_PWM 
 0.005623     246 20_Neg_DSE_PWM 
 0.005443     129 ATC_Freq 
 0.005363     139 CCA_Freq 
 0.005307     134 CAA_Freq 
 0.005075     218 24_Pos_DSE_PWM 
 0.005039     171 GTC_Freq 
 0.004974     251 25_Neg_DSE_PWM 
 0.004874     257 31_Neg_DSE_PWM 
 0.004873     291 33_Pos_USE_PWM 
 0.004625     380 Region#2_Motif#3 
 0.004566      68 71_Thermodynamics 
 0.004558     378 Region#2_Motif#1 
 0.004389     341 24_Neg_USE_PWM 
 0.004297     382 Region#2_Motif#5 
 0.004238     343 26_Neg_USE_PWM 
 0.003929     384 Region#2_Motif#7 
 0.00385      243 17_Neg_DSE_PWM 
 0.003774     140 CCC_Freq 
 0.003718     258 32_Neg_DSE_PWM 
 0.003692     181 TCA_Freq 
 0.003558     351 34_Neg_USE_PWM 
 0.003533     255 29_Neg_DSE_PWM 
 0.003518     342 25_Neg_USE_PWM 
 0.003483     353 36_Neg_USE_PWM 
 0.003375     244 18_Neg_DSE_PWM 
 0.003097     118 ACA_Freq 
 0.003095     256 30_Neg_DSE_PWM 
 0.002988     167 GGG_Freq 
 0.002974     397 Region#3_Motif#10 
 0.00279      248 22_Neg_DSE_PWM 
 0.002742       9 9_Thermodynamics 
 0.002671     284 26_Pos_USE_PWM 
 0.002592     249 23_Neg_DSE_PWM 
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 0.00259      386 Region#2_Motif#9 
 0.002559     247 21_Neg_DSE_PWM 
 0.002558      53 56_Thermodynamics 
 0.002519     393 Region#3_Motif#6 
 0.002491     282 24_Pos_USE_PWM 
 0.00233      245 19_Neg_DSE_PWM 
 0.002235     352 35_Neg_USE_PWM 
 0.002086     287 29_Pos_USE_PWM 
 0.002017     250 24_Neg_DSE_PWM 
 0.001915     388 Region#3_Motif#1 
 0.001841     346 29_Neg_USE_PWM 
 0.001749     385 Region#2_Motif#8 
 0.001642     405 Region#1_Motif#8 
 0.001626     390 Region#3_Motif#3 
 0.001419     403 Region#1_Motif#6 
 0.001384     401 Region#1_Motif#4 
 0.001366     381 Region#2_Motif#4 
 0.001285     395 Region#3_Motif#8 
 0.001262     396 Region#3_Motif#9 
 0.001232     398 Region#1_Motif#1 
 0.000848     389 Region#3_Motif#2 
 0.000749     387 Region#2_Motif#10 
 0            406 Region#1_Motif#9 
 0            399 Region#1_Motif#2 
 0            407 Region#1_Motif#10 
 0            285 27_Pos_USE_PWM 
 0            350 33_Neg_USE_PWM 
 0            404 Region#1_Motif#7 
 0            402 Region#1_Motif#5 
 0            400 Region#1_Motif#3 
 0            283 25_Pos_USE_PWM 
 0            349 32_Neg_USE_PWM 
 0            289 31_Pos_USE_PWM 
 0            344 27_Neg_USE_PWM 
 0            288 30_Pos_USE_PWM 
 0            168 GGT_Freq 
 0            379 Region#2_Motif#2 
 0            383 Region#2_Motif#6 
 0            290 32_Pos_USE_PWM 
 0            392 Region#3_Motif#5 
 0            394 Region#3_Motif#7 
 0            286 28_Pos_USE_PWM 
 0            347 30_Neg_USE_PWM 
 0            345 28_Neg_USE_PWM 
 0            391 Region#3_Motif#4 
 0            348 31_Neg_USE_PWM 
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2. Features Extraxted from Filter Method 
                     1_Thermodynamics 
                     7_Thermodynamics 
                     11_Thermodynamics 
                     21_Thermodynamics 
                     66_Thermodynamics 
                     TG_Freq 
                     TGT_Freq 
                     58_Pos_USE_PWM 
                     59_Pos_USE_PWM 
                     1_Neg_USE_PWM 
3. Fethures Extraxted from Wrapper Method 
                     57_Thermodynamics 
                     65_Thermodynamics 
                     88_Thermodynamics 
                     97_Thermodynamics 
                     TAG_Freq 
                     TCA_Freq 
                     TG_Freq 
                     4_Pos_DSE_PWM 
                     15_Pos_DSE_PWM 
                     26_Pos_DSE_PWM 
                     42_Pos_USE_PWM 
                     44_Pos_USE_PWM 
                     48_Pos_USE_PWM 
                     51_Pos_USE_PWM 
                     56_Pos_USE_PWM 
                     59_Pos_USE_PWM 
                     1_Neg_USE_PWM 
                     4_Neg_USE_PWM 
                     7_Neg_USE_PWM 
                     11_Neg_USE_PWM 
                     13_Neg_USE_PWM 
                     17_Neg_USE_PWM 
                     20_Neg_USE_PWM 
                     22_Neg_USE_PWM 
                     Region#2_Motif#6 
                     Region#3_Motif#10 
