Abstract-This paper describes a new design method for lapped orthogonal transforms (LOTs) that can provide a desired tradeoff between coding efficiency and resilience to transmission errors. Traditionally, LOT bases have been designed to maximize the coding efficiency solely. When certain coefficients are lost due to impairments in the transmission channel, the reconstructed image is often unsatisfactory. Previously, we have developed a maximally smooth recovery method for the reconstruction of images from incomplete LOT coefficients. The reconstruction quality depends on the LOT basis used. In this paper, we describe a new LOT-basis design method, which maximizes the weighted average of a coding gain and a reconstruction gain, with the latter being defined according to the maximally smooth recovery method. A coder using the designed basis with a high weighting factor toward the reconstruction gain can achieve significantly better reconstruction quality than a LOT basis that is designed to optimize the coding efficiency only. The newly designed bases are evaluated by their redundancy-rate-distortion performance. Simulation results show that the new bases are more efficient than the bases designed previously by Hemami, in that the new bases require fewer redundancy bits to achieve the same reconstruction quality under the same channel error pattern.
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I. INTRODUCTION
T O COMBAT transmission errors in an image communication system, one approach is to use multiple description coding (MDC) [3] - [5] . The idea of MDC is to introduce correlation between coded descriptions so that the reconstruction quality is satisfactory, even if some descriptions are lost. Previously, we have presented a MD coder using lapped orthogonal transforms (LOTs). The coder achieves the MDC objective by splitting the LOT coefficient blocks, so that each description contains a subset of coefficient blocks that are interleaving with coefficient blocks in other descriptions. A maximally smooth recovery (MSR) method has been developed, which can recover a pixel block from either all or a partial set of coefficient blocks that carry information about the considered pixel block [1] . The reconstruction quality under a given loss pattern depends on the LOT basis used. We have evaluated the reconstruction quality obtained with the LOT-DCT basis, which is optimized for coding efficiency [6] , [7] , as well as Manuscript with a set of bases designed by Hemami [2] , which are optimized for achieving a tradeoff between coding efficiency and reconstruction quality. We have found that, indeed, using bases designed with a higher weighting on the reconstruction gain, a better reconstruction quality can be achieved at an increased loss of coding efficiency. In the LOT basis design of [2] , a mean-reconstruction method was assumed. Because our MSR method can achieve significantly better reconstruction quality than the mean-reconstruction method, we expect that LOT bases designed based on the MSR method would be more efficient in a redundancy-rate-distortion (RRD) sense. That is, to achieve the same distortion measure under a given loss pattern, fewer redundancy bits (extra bits compared to a basis designed for maximizing the coding efficiency) should be required. Motivated by this rationale, we have developed a new LOT basis design method, which uses a new measure of the reconstruction gain defined based on the MSR method.
In the LOT basis design method of [2] , [8] , and [9] , a recursive method-which designs one basis function at a time-was used. Because increasingly more constraints are imposed for higher order basis functions, this algorithm often fails to converge to a solution that satisfies all the constraints. To circumvent this problem, we used a commercial optimization package named "LINGO," which can guarantee convergence to a local optimum, because all basis functions are simultaneously found at one time. We also developed a new approach for designing the quantization matrix for LOT coefficients by projecting LOT basis functions onto DCT basis functions and making use of the DCT quantization matrix. Using the new basis and quantization matrix design methods, together with the MSR method, we can achieve significantly better RRD performance than with the bases designed by Hemami [2] . In other words, with the new set of LOT bases, a higher reconstruction quality can be obtained with the same redundancy, or lower redundancy is needed to achieve a given reconstruction quality. In practice, the LOT basis can be selected based on the loss characteristics of the channel and the affordable bit rate.
The organization of this paper is as follows. Section II reviews the definition and properties of the LOT. Section III introduces our LOT design algorithm. We first describe the design method to optimize the coding efficiency only, and then extend it to consider the reconstruction quality. Then Section IV describes a method for designing the quantization matrix for a given LOT basis. Section V presents simulation results, which compare the RRD performance achievable by the new set of bases and that of the bases designed by Hemami, all using the MSR method for image reconstruction. Finally, Section VI summarizes the main contribution of this paper.
II. REVIEW OF CONSTRAINTS ON LOT BASIS
In this section, in order to understand the proposed LOT basis design method, we review the constraints that LOT basis functions have to satisfy to form a orthonormal basis. We limit our discussion to one-dimensional (1-D) LOTs and only to the type of transform in which the overlapping block length is twice the number of coefficients. One can easily construct separable two-dimensional (2-D) LOTs from such 1-D LOTs.
In a 1-D LOT, a signal is divided into blocks of length , and each block overlaps with samples in its left and right adjacent blocks, respectively. The 1-D LOT maps samples in each block into coefficients by a matrix . The matrix can be represented as (1) where submatrices and are each a matrix, and the basis functions (row vectors of ) can be written as for (2) For the basis functions to form an orthonormal set, they must satisfy the following constraints [8] :
Equation (3) can be rewritten as
When designing a LOT basis, a common assumption is that one half of the basis functions are symmetric (even) and the other half are anti-symmetric (odd). This symmetry property appears to be correct intuitively since the whole block transform process is symmetric or anti-symmetric at the center of each block. However, a more powerful justification for the symmetry property is that the optimization problem defined by the LOT constraints in (3) admits a nonempty set of feasible solutions. The symmetry property of the basis functions in LOT can be expressed by for (5) where is called the counter-identity or interchange matrix . . .
. . .
satisfying and . Then, the LOT basis functions can be rewritten as . The basis , indexed with odd index , is symmetric, and is anti-symmetric with even index. Using the symmetry property of (5), the constraints (3) can be revised as (7) But, when is odd in the first equation of (7), this condition is obsolete, since it is always satisfied. Therefore, the final constraints on LOT basis functions are for even number for (8)
III. ERROR-RESILIENT LOT BASIS DESIGN
In this section, we describe the proposed LOT basis design method. We first consider how to design the basis to maximize the coding efficiency. In the next subsection, we will consider how to take into account of reconstruction quality.
A. Design for Maximizing the Coding Performance
In block transform coding (TC), instead of quantizing the samples in a block of the input signal with a desired number of bits per sample, which is referred to as pulse-code modulation (PCM), we quantize the transform coefficients, with a different number of bits for each depending on its variance. Under the same average bit rate, the mean-square error resulting from quantizing the coefficients is lower than the error by PCM:
. A common measure of the transform coding gain over PCM is given by [10] ( 9) where is the variance of the th transform coefficient. Note that the numerator in (9) is the average energy in the transformed coefficients, which is identical to the input signal variance, due to the total energy conservation property of any unitary transform. The denominator is the geometric mean of the transform coefficient variances, which depends on the transform basis. It is well known that, in the case of nonoverlapping block transforms, the optimal transform-which minimizes the geometric mean or, equivalently, maximizes the coding gain of (9)-is the Karhunen-Loeve transform (KLT).
To maximize the coding efficiency with the LOT, the LOT basis functions can also be designed by minimizing the geometric mean of the LOT coefficient variances. The coefficient variances depend on the covariance matrix of the original signal as well as the transform basis functions. It is well known that the image data can be approximated well by a stationary zero-mean Markov-1 model. In this paper, following [8] , we model each 1-D input block for LOT , composed of samples, using a Markov-1 process with correlation given by , where indicates the th sample in , is the sample variance, and is the correlation coefficient between two adjacent samples, . We assume the signal process is stationary, so that the above correlation is independent of block index . Let be represented as , with
representing the left half block and the right half block, then the covariance matrix can be expressed as where and are submatrices, respectively, defined by [8] . . .
The th coefficient of the th transformed block is represented as for Its variance is for (11) where odd, even.
Substituting (11) into (9), the coding gain can be written as
In order to maximize given in (13), the numerator term, which measures the average variance (energy) of the coefficient, should be maximized, and the denominator, which is the geometric mean, should be minimized. However, the numeratoris a constant by (11) and LOT properties in (4), Therefore, we only need to minimize the denominator term, which has the effect of concentrating the signal energy in the fewest number (low-frequency elements) of LOT coefficients.
Cassereau developed a recursive LOT design algorithm to minimize this denominator term [8] . This procedure starts with the first basis function in (2), which is obtained by maximizing under the LOT constraints in (8) for . When the optimum is found, is optimized for the maximum variance , subject to the constraints in (8) for and . This process repeats until all basis functions are obtained. The resulting LOT basis functions depend on the assumed Markov-1 model because it relies on the signal covariance matrix given in (12) . The intersample correlation coefficient is usually set to 0.95 since this value has been found to work well for image signals.
With the above recursive algorithm, the low-order functions can usually be found in feasible regions based on LOT constraints. However, it becomes more difficult to find the higher order LOT basis functions, since the feasible regions for their optimum solutions are narrowed by increased constraints. To circumvent the above problems, we do not use the recursive algorithm by which all basis functions are found sequentially; rather we generate all basis functions simultaneously. We will describe this algorithm in Section III-B, after we extend the objective function to include a reconstruction gain.
B. Design to Consider Both Coding and Reconstruction Performance
Hemami [2] was the first to consider the design of LOT basis to achieve a desired tradeoff between coding and reconstruction performance. A mean-reconstruction method was assumed by which a lost coefficient block is reconstructed by averaging its adjacent coefficient blocks. The author defined the meansquared error (MSE) of reconstructed coefficients as the reconstruction gain, while the coding gain is given by the denominator in (9) . A set of LOT bases T6, T7, T8, T9 was obtained by using different weighting factors between the above two terms.
In our previous work [1] , an MSR method has been developed for image reconstruction when certain coefficient blocks are lost. This method converts the reconstruction problem into an energy-minimization problem. One term in the energy function was derived from the constraints imposed by received LOT coefficient blocks. The other term made use of the fact that the image intensity values do not change abruptly between adjacent pixels except at edges of imaged objects. This reconstruction algorithm can be applied to any LOT basis. We have found that T6-T9 bases in [2] can yield better reconstruction quality than the LOT-DCT basis in [6] , even though the T6-T9 bases were not designed based on our reconstruction method. In this section, we describe an approach for LOT basis design based on the MSR method.
We start by defining a reconstruction gain as (14) where is the variance of the estimation error for coefficient . Comparing the above measure to that in (9), we see that it is the reciprocal of the coding gain but with the transform coefficient variance replaced by the estimation error . Maximizing (14) is equivalent to maximizing the numerator and minimizing the denominator. The former has the effect of equally distributing the error across the transform coefficients. The latter will reduce the mean-square reconstruction error as much as possible. To obtain a tradeoff between the transform coding gain and the reconstruction gain, we use a modified objective function as (15) where is a weighting factor which controls the emphasis placed on the reconstruction quality.
In the following, we derive the MSE for the th reconstructed coefficient using the MSR method. In Fig. 1 , we consider a sample block , and two boundary samples outside :
and . The essence of the MSR method is to make the reconstructed image as smooth as possible, subject to the constraint imposed by the available transform coefficients. When none of the coefficients are available, a reconstructed sample tends to be equal to the average of its left and right samples. where the error covariance matrix is odd even.
Substituting (17) into (14), the reconstruction gain becomes
We show in Appendix A that the sum of MSEs for all reconstructed coefficients is identical with any LOT basis, but the individual reconstructed coefficient MSE may differ. By maximizing the numerator in (14), the MSE is equally spread over all coefficients. Finally, substituting (13) and (19) into (15), and considering the constraints given in (8), the LOT basis design problem can be formulated as the following constrained optimization problem: maximize subject to for even number for
where depends on the precision of the computation, in general on the order of less than 10 , and it is adjusted for the optimal solutions to exist in the feasible region specified by the constraints. In order to solve this optimization problem, we use the commercial optimization software package, "LINGO" [11] . With this optimization tool, all basis functions can be simultaneously found with guaranteed convergence to a local maximum of , which satisfies all the constraints. After the solution is obtained, we reorder the basis functions based on the coefficient variances calculated using (11) , so that the basis function leading to the th largest variance is given index .
Using the above procedure, we have designed a set of LOT basis, with chosen from the set, 2, 8, 19, 28, 49, 58 . The resulting LOTs designed by these s are called M2, M8, M19, M28, M49, and M58. The correlation coefficient is set to . The basis functions for some of these bases are given in Appendix B. The resulting values of , , and for different values of are given in Table I . We can see that, when is increased, is decreased but is slowly increased. For comparison, we also list and values calculated according to (13) and (19), for the LOT-DCT basis and Hemami's bases. We see that the new basis set has a better tradeoff between coding efficiency and the reconstruction performance, than Hemami's bases. For example, comparing M8 with T6 and T7, or comparing M28, M49, and M58 with T8 and T9, at the same or higher coding gain, the new basis provides a higher reconstruction gain.
In Fig. 2 , we show the basis images for different LOT bases. Comparing the M2 basis with the LOT-DCT basis, we see that the low-order basis images of M2 basis are quite different from those of the LOT-DCT basis, although the high-order basis images are similar. Specifically, the low-order basis functions in M2 include more high frequency than LOT-DCT. For the M8 and M19 bases, which are designed with more weighting to the reconstruction gain, the low-order basis functions contain more high frequency than those in the M2 basis, while the high-order basis functions contain more low frequency. In other words, these basis functions more equally distribute the signal energy over all LOT coefficients, and thereby contribute to improved reconstruction performance.
IV. QUANTIZATION MATRIX DESIGN FOR LOT
Given a LOT basis, one must design the quantization matrix properly to achieve good coding efficiency. Our design is based on the recommended JPEG quantization matrix, given in [12] . This matrix is designed by evaluating visual sensitivity to the DCT basis of length 8. Ideally, we should also run subjective tests to determine the visual sensitivity for different LOT basis functions. To circumvent this expensive procedure, we determine the quantization step-size for each LOT basis function based on its projection onto all DCT basis functions. Recall that the th LOT basis function was represented by (2) , and its subvectors and can be decomposed by DCT-8 basis functions for , as where and are the projection of or on
The second equation is derived by using the LOT symmetry property of (5). For a pixel block , we have
The ( , )th coefficient in the coefficient block can be written as
Note that is the ( , )th DCT coefficient for
. If is the step-size for quantizing according to the JPEG quantization table denoted by , then the maximum quantization error for is . Then, from (21), the maximum quantization error for the LOT coefficient would be Therefore, we set the quantization step size for the LOT coefficient according to
V. SIMULATION RESULTS BASED ON THE OPTIMIZED LOTS
In this section, the performance of LOT bases designed in Section III-B are compared with other LOTs, in terms of their coding efficiency and reconstruction quality for real image signals. The coding scheme is as follows. In the encoder, an input image is divided into overlapping pixel blocks. Each pixel block is transformed by LOT, and the resulting LOT coefficients are quantized and run-length coded, similar to the processing done in the JPEG coder [12] . For the quantization of transform coefficients, we use a uniform quantizer for each LOT coefficient, but with different step sizes for different coefficients, as with the JPEG coder. For the run-length coding step, the LOT coefficient is ordered based on the variances calculated from the actual image data, and the Huffman table is generated from the statistics of run-length symbols collected for the image to be coded. In the bit rates quoted below, we do not consider the bits required to code the information regarding coefficient ordering and Huffman table. As the number of bits required to code such information will be similar, no matter which LOT basis is used, consideration of them will not affect the relative coding efficiency achievable by different LOT bases. The coded bit streams resulting from different LOT coefficient blocks are split into four descriptions using the interleaved splitting pattern described in [1] . Specifically, the first description is composed of even-even indexed coefficient blocks, the second description the even-odd blocks, the third description the odd-even blocks, and finally, the fourth description the odd-odd blocks. Before comparing the coding performance for each LOT, we need to evaluate whether the quantization matrix designed according to (22) is appropriate. For this purpose, we applied coding to the test image, Lena (256 256, 8 bpp, using the LOT-DCT, T6, T7, T8, and T9 bases. For the LOT-DCT basis in [6] and [7] , the JPEG quantization matrix is used because these basis functions are generated by the cosinusoidal function like DCT. For bases T6, T7, T8, and T9, quantization matrices given in [2] were used. We also applied the quantization matrix designed according to (22) for these bases. the coding efficiency for these two quantization-matrix types. The coding distortion (i.e., due to only quantization error) is fixed at about 33 dB in peak signal-to-noise ratio (PSNR). Table II also gives the PSNRs of reconstructed images from a partial set of descriptions using the MSR method. We can see that, except for the LOT-DCT basis, our new quantization matrix design method leads to higher coding efficiency, i.e., lower bit rate at same or better image reconstruction quality. For the LOT-DCT basis, our quantization matrix leads to slightly lower coding efficiency than the JPEG quantization matrix. Therefore, in the remaining simulations, we use the quantization matrices designed according to (22) for all LOT bases, except the LOT-DCT basis for which we use the JPEG quantization matrix. For the LOT bases designed in Section III-B, Table III compares the coding efficiency and the reconstruction quality, under different channel loss patterns. The M2 basis is optimized for coding performance. Comparing its results with the LOT-DCT basis in Table II , we see that the M2 basis is slightly better than LOT-DCT in coding efficiency, and in the mean time provides slightly better reconstruction quality. On the other hand, the M58 basis is optimized for reconstruction performance. Comparing this basis with the T8 and T9 bases in Table II , we see that the M58 basis gives better image reconstruction quality under all loss patterns, and yet requires lower bit rate than the T8 and T9 bases. To measure the loss of coding gains by considering the reconstruction gain, we define the redundancy bit rate as the extra bit rate required by a chosen basis against the reference bit rate required by a reference LOT basis, at a given coding distortion. The relative redundancy is defined as the ratio of the redundancy TABLE VI  M2 LOT BASIS FUNCTIONS   TABLE VII  M8 LOT BASIS FUNCTIONS bit rate over the reference bit rate. The M2 basis is chosen as the reference basis because it has the highest coding efficiency. Therefore, the reference bit rate is 0.765 bpp, for a coding distortion of 33 dB. As expected, the LOT bases designed by giving higher weights to the reconstruction performance require more redundancy bit rates. Table III lists for each basis, its redundancy TABLE VIII  M19 LOT BASIS FUNCTIONS   TABLE IX  M28 LOT BASIS FUNCTIONS bit rate and relative redundancy. Fig. 3 shows the relation between the relative redundancy and the reconstruction quality, in various loss patterns for two sets of LOT bases. SET1 is composed of the bases M2, M8, M19, M28, M49, and M58, and SET2 consists of bases LOT-DCT, T6, T7, T8, and T9. We can see that, for all loss patterns, the new LOT bases in SET1 For visual evaluation, Figs. 4 and 5 present reconstructed images corresponding to the three loss patterns given in Table III , using M2, M8, and M58 bases in SET1. The reconstructed images using the less efficient bases are noticeably better than using the most efficient basis M2. The M8 basis, which has a redundancy bit rate of 0.144 bpp (or a relative redundancy of 18.8%) can give satisfactory results when up to two descriptions are lost. However, the M2 basis starts to show visible artifacts even when only one description is lost. On the other hand, the M58 basis, with a redundancy bit rate of 0.505 bpp (or 66%), can yield acceptable reconstruction even if three out of four descriptions are lost.
To verify whether the constructed new bases also work well for other images, we applied them to two other test images: "MIT" and "People" (the image size is 256 256. These images contain more high frequency content than "Lena." The results are summarized in Fig. 6 and Tables IV and V. Again, we see that the M8 basis leads to good compromise between the coding efficiency and reconstruction quality. For these two images, with the same basis, the redundancy bit rates over their respective reference bit rates are about the same as those for "Lena." However, because the reference bit rates are higher than for "Lena," the relative redundancy rates are much lower.
Recall that the proposed basis design method depends on the correlation coefficient, , in the Markov-1 model. The M2 to M58 bases are designed using , because this value has been shown to be appropriate for image signals. The actual correlation coefficient for the three test images are 0.96 for "Lena," 0.94 for "MIT," and 0.93 for "People." From results shown in Tables III and IV, or in Figs. 4-6 , we see that the bases designed using yield the desired tradeoff between the coding efficiency and the reconstruction quality, even when the actual images have slightly different values than 0.95. And, as shown in Fig. 3 , these new bases have better RRD performance than the bases in SET2.
VI. CONCLUDING REMARKS
This paper presents the design of LOT bases for achieving a desired tradeoff between the coding efficiency and reconstruction quality. By choosing a proper weighting factor, the bases designed using our method can be more error-resilient than the conventional LOT basis (e.g., the LOT-DCT) that is designed to optimize the coding efficiency. Compared to the set of bases designed by Hemami, our LOT bases give better reconstruction quality at a given coding efficiency, or vice versa. In addition to the basis design method, we also presented a new quantization matrix design method. Compared to the quantization matrices proposed by Hemami, the new quantization matrices lead to increased coding efficiency for same LOT bases.
Although the new basis set presented here are designed using a reconstruction gain defined based on our MSR method, it is expected to yield good reconstruction performance for other reconstruction methods that make use of spatial interpolation. This is because the proposed reconstruction gain essentially assumes a sample is reconstructed from the average of its adjacent samples. In this study, we have only evaluated the reconstruction quality when the coder is working in a multiple description mode, where a description is either completely lost or intact. But, because the reconstruction of a pixel block only depends on the nearby received coefficients, a good reconstruction performance is expected even if the loss is more randomly distributed. This has been shown previously in [1] , when a suboptimal set of LOT bases is used.
Although the basis design process is quite complex, a set of bases can be designed in advance. In practice, the basis to be used can be chosen based on the channel environment (including the channel bandwidth and the loss characteristics), and the desired reconstruction image quality. The complexity of the encoding and decoding process is the same no matter which basis is used. Compared to a conventional LOT-based codec, which uses direct-inverse decoding, the MSR algorithm is more complex, but only needs to be invoked in the presence of channel errors.
APPENDIX A
In this Appendix, we show that the sum of MSEs for all reconstructed coefficients is identical with any LOT basis, if the error covariance matrix has the following form:
where , , , and are matrices, and . Proof: From (1) and (16), the sum of MSEs for all coefficients is since since by (4) Because , then the above equation using (4) is again reduced to Therefore, the sum of all MSEs only depends on the error covariance matrix , which is independent of the transform basis. With our definition of in (16), , and therefore the above result is applicable.
APPENDIX B
Tables VI-X list LOT bases designed with different weights between coding efficiency and reconstruction quality. For each basis function, , we only present . The other half can be derived from (5) . Note that all LOT basis functions found from (20) are rearranged in decreasing order of the coefficient variances.
