The paper is devoted to the non parametric estimation of the mode of an unknown pro babili ty distri bu tion.
Introduction.
Suppose that the random variable (r.v.) X has an absolutely continuous distribution with density f. Given an i.i.d. sample Xl' .. " Xn from X, we want to estimate the mode () = inf{x : f(x) = sup f(t)}. t A natural estimator of () is the sample mode ()n = inf{x : fn(x) = supfn(t)} ,
t where fn is the kernel density estimator (2) with the smoothing parameter h and the kernel f'Y. Hereinafter the symbol Ie denotes the density of the distribution of a random variable e, and D denotes a variance.
Given the estimator (1), the question is which kernel f'Y to choose? We answer this question in theorem 1 below.
Conditions for consistency and asymptotic normality of the estimator (1) were found in [1] [2] [3] [4] , [8] . It was pointed out in [3] that, under appropriate assumptions on f and f'Y'
Relation (3) may be obtained on the basis of the following observation valid for smooth functions I and I'Y (see [1] ):
(0::; T::; 1).
This implies that (4) Moreover, it is not hard to verify that
if the functions I and I'Y are "smooth" enough and h is "small" (see [12] for more information on ratios of type (4)).
Relation (3) 
I'Y .
Eddy [3] suggested to chose h = h( n) in such a way that the 2-nd term on the right-hand side of (3) dominates the I-st one, and then to look for a kernel I~ such that (5) It is shown in [3, 5] that Epanechnikov's kernel is the solution to problem (5) in the class of absolutely continuous distributions. The assumption that the I-st term on the right-hand side of (3) is negligible with respect to the 2-nd one means that h « n-1 / 7 . In contrast to (*), this implies that
• Hence, Eddy's approach can hardly be regarded as a natural one. In this article we suggest a different approach to the problem of choosing the optimal values of the parameters hand I'Y'
Optimal kernels.
Denote by h,. the value of h that minimises the right-hand side of (3). It is easy to see that (6) 
where (8) Inspired by (3) and (7), we formulate the problem of minimising the functional Rb)
over the class D of distributions with absolutely continuous densities. A similar problem was treated in [5] , but instead of D, the authors of [5] considered the class of nonnegative kernels 9 (vanishing outside some symmetric interval [-T;T]) such that the derivative g' changes its sign only once.
Remark. Note that the functional (8) The interest in this topic is facilitated by a tendency to use the so-called improved nonnegative density estimators (INDE) instead of kernel density estimators (2) with generalised kernels f.y (for more information on INDE see [1, 7, 9, 13, 15, 16] ). For every known INDE in, the decay rate of the bias and of the MSE is the same as those of the kernel density estimator:
as n --t 00. If the distribution of X has a heavy tail then the MSE of INDE may be asymptotically smaller than the MSE of the classical kernel densityestimator (see [13] ).
Since the bias of f~(x) decays like O(hk),weexpectthat Ei~(x)-f(x) --t cl(x)hkmk.
The variance of any known estimator of J'(x) decays (under appropriate assumptions) like c2(x)v/nh 3 . Therefore, arguments similar to those yielding (6) and (7) show that the optimal choice of h is c3(x)(v/nmD 1 /(3+2k). In that case
The problem is to find a density that minimises Rk(J).
where TJ TJk. Then for any even kEN (12) The assertion of Theorem 1 is a consequence of (12) It is shown in [3, 6] that min v(J) = v(e*) , where -yE'D 4 (14) 4 (15) The biases of the estimators fn and f~ with kernels (14) and (15) + 1)(2k + 3) ]. Since the functional (10) is invariant under a replacement of, by c" we may suppose that
Denote by V* the set of densities from V which obey the conditions
Let us show that (16) for every function 9 E V* .
Then, since f~(±l) = 0, we have
Because of (i) and (ii),
Therefore, which implies that
, 2
The function 9 is nonnegative. Hence h (x) ~ 0 if x¢:. [ -1; 1] , and relation (16) immediately follows from (17) .
0
The approach suggested above is close to that of [2] , ch. 5, where the problem of minimising the functional (EJ-y(-,))kE,k was considered. The optimal kernel (11) might also be found using tools of the calculus of variations [6] if we restricted ourselves to a class of absolutely continuous functions vanishing outside finite symmetric intervals and noticed that assumptions (i), (ii) for those functions could be rewritten in the form (i') / xg'(x)dx = -1, (ii') / Xk+lg'(x)dx = -3/(2k + 3).
5
