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Abstract 
Weakly bound CHht interactions, due to the abundance of C-H bonds and 7t 
systems that exist in larger organic molecules, are an important driving force in the 
construction of biomacromolecules, supramolecular assemblies and crystal packing of 
organic compounds. To assist in the characterization of CH/ 7t interactions, a density 
functional theory (DFT) study has been conducted to determine a quick and cheap 
method for accurate determination of the binding energy and rotational constants for 
CH/ 7t interactions . Seven complexes were used in this study: five benzene-HY complexes 
(where Y= C =CH, Cl, F, Br and C =N) and two fluorobenzene-HY complexes (where Y= 
C =CH and Cl). The two DF T levels, roB97XD and M06-2X, were found to precisely 
replicate the binding energies for the benzene and fluorobenzene complexes compared to 
the "gold standar d" theory level, coupled cluster theory (CCSD(T)) with a complete basis 
set (CBS) extrapolation. roB97XD is the best level for calculating binding energies when 
the optimization is BSSE corrected, and M06-2X is best when the optimization is BSSE 
uncorrected. For prediction ofrotational constants, roB97XD was the best overall DF T 
level, performing better for the benzene complexes when BSSE uncorrected, but was 
more accurate for the fluorobenzene complexes when BSSE corrected. Overall roB97XD 
is recommended as the best DFT level for predicting binding energies and rotational 
constants for CH/ 7t interactions. 
The concentration of C02 in the atmosphere has increased dramatically over the 
years as a result of burning of coal, natural gas and oil. To reduce the excess C02 in the 
atmosphere, C02 capturing devices (that rely on non-covalent interactions to bind the 
C02) have been created. One way to recycle the captured C02 is to use it as a "green" 
v 
supercritical solvent. Supercritical C02 has unique properties that can allow it to dissolve 
molecules containing fluorine atoms by mechanisms that are not fully understood. With 
the aim of understanding interactions between fluorinated species and C02, a study of 
1 ,  1 -difluoroethylene-C02 was done. The experimental structure of 1 ,  1 -difluoroethylene­
C02 was determined from the experimental rotational constants A= 5696.6440(9) MHz, 
B= 1 1 2 1 . 8 5748(24) MHz and C= 939 .4 1 86(4) MHz. The structure of 1 , 1 -
difluoroethylene-C02 followed the same trend as other fluorinated ethylene-C02 
complexes, with the C02 molecule interacting in the same plane as the fluoroethylene. 
The fluorinat ed ethylene-C02 complexes have similar parameters such as a C--F 
interaction distance ranging from 2 .90 A to 2 .95 A, and an F--C=O angle that ranges 
from 83 ° to 8 9°. 
Lastly, a modification was made to the chirped-pulse Fourier-transform 
microwave (CP-FTMW) spectrometer by the ad dition of a mixing controller. The mixing 
controller was constructed to improve the intensity of the transitions for dimers, radicals, 
and ionic species by allowing variation of sample concentration and pressure in "real 
time". Using the mixing controller, the radical, C4 ff, and the dimer, fluorobenzene­
acetylene, were observed for the first time on the CP-FTMW spectrometer. The mixing 
controller has made it possible to observe other radical/ionic species on the CP-FTMW 
spectrometer (such as C5 ff radical) .  
vi 
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CHAPTERl 
Introduction and Background of Computational and 
Experimental Studies on Non-Covalent Interactions 
1. I. Non-Covalent Interactions 
In the 1 870s, van de r Waals 1 discove red a "new type of bond" that exists between 
gas molecules. These new bonds requi re less ene rgy to b reak compa red to covalent 
bonds. Fo r example, an 0-H covalent bond fo rming from a reaction between a hyd rogen 
gas molecule and an oxygen gas molecule has a binding ene rgy of 1 1 0 kcal/mol.2 On the 
othe r hand, two wate r molecules fo rming a non-covalent hyd rogen bond have a 
significantl y lowe r binding ene rgy of 7 .0  kcal/mol. 3 Also the smalle r ene rgy value fo r  the 
wate r complex suggests that the non-covalent bond doesn't requi re a lot of ene rgy to 
dissociate the complex. The newly discove red inte raction between these gas molecules is 
called a van de r Waals inte raction. In 1 930,  soon afte r quantum mechanics was c reated, 
F ritz London was able to desc ribe non-covalent bonds mo re tho roughly th rough repulsion 
and att raction between molecules.4 
A non-covalent inte raction can be b roken down into th ree diffe rent ene rgy 
cont ributions : elect rostatic, induction and dispe rsion, that all can occu r at the same time. 
Elect rostatic inte ractions are the most common cont ribution to non-covalent inte ractions. 
This particula r inte raction occu rs between two species with a pe rmanent multipole 
moment such as a pe rmanent cha rge o r  dipole moment. An elect rostatic inte raction can 
occu r between the cha rges of the species, such as a cation and anion ionic inte raction, o r  
between a cha rge-dipole o r  a dipole-dipole inte raction. Induction is the second type of 
inte raction that can cont ribute to a non-covalent bond. An inductive inte raction occu rs 
between a species with a pe rmanent charge o r  dipole moment that causes anothe r species 
to have an induced cha rge o r  dipole moment. An example of this type of inte raction is 
between a pola r molecule and a non-pola r molecule. The pola r molecule induces a dipole 
2 
moment in the non-polar molecule and in result forms an attractive interaction. The last 
type of interaction, which is always occurring between molecules, is called a dispersion 
interaction. Dispersion arises from the charge distributions of the molecules fluctuating as 
the electrons move around in the electron clouds . The motions of the electrons within 
each of the molecules are correlated in such a way that instantaneous dipole moments are 
created in the charge clouds . The average effect of this correlation is a lowering of the 
energy, and since the correlation effect becomes stronger as the molecules approach each 
other, the result is an attraction between the two molecules. 5•6 The easier it is for a species 
to form an induced charge or dipole moment with another molecule (measured by the 
molecular polarizability),  the more likely they are to form a non-covalent interaction.4 
Prior to the 1 980 ' s, chemists could provide evidence of non-covalent bonds 
through solution NMR spectroscopy, IR studies or X-ray crystallography. 7•8 •9 Microwave 
spectroscopists could only determine the structures of the most strongly bound non­
covalent interactions through a technique called Stark modulation microwave 
spectroscopy. 1 0• 1 1  During the late 1 970 ' s  and early 80 ' s, the Fourier-transform microwave 
spectrometer was created to observe and characterize weak non-covalent interactions in 
the gas phase. 1 0• 1 2 Microwave spectroscopy features superior, high spectral resolution that 
can determine the structure of weak non-covalent interactions occurring within 
molecules/molecular clusters with unprecedented precision. 1 3 
To complement experimental analysis, chemists have relied on ab initio 
techniques to predict the structure of weakly bound non-covalent interactions and the 
binding energy (how tightly a complex binds) of the non-covalent interactions. Today, 
3 
spectroscopists use microwave spectroscopy along with ab initio predictions to identify 
and rationalize experimental structures for weakly bound complexes. 
1. II. Importance of Non-Covalent Interactions 
The study and characterization of non-covalent interactions are crucial for the 
field of supramolecular chemistry. Supramolecular assemblies that range from 
nanometers (nm) to micrometers (µm) are constructed through non-covalent interactions 
between two or more molecules. 14 An example of a supramolecular assembly is a host­
guest complex (also known under the name of molecular recognition) . 1 5 The assembly 
involves a large host molecule that encompasses the smaller guest molecule and is held 
together by non-covalent interactions such as hydrogen bonding. Characterizing the non­
covalent structures occurring between the two molecules and the binding energy involved 
in a host-guest complex is crucial for constructing synthetic receptors, transport agents, 
and enzyme models . 1 6• 1 7  
Biochemists, in  addition to supramolecular chemists, observe the vital role that 
weak non-covalent interactions play in protein stability. 1 8 Specific proteins, such as 
enzymes, interact through non-covalent bonds to maintain metabolic activity and sustain 
life. An example of a non-covalent interaction is between an enzyme and a sugar 
molecule. The interaction occurs when the active site of an enzyme becomes ionized due 
to the particular pH within the body and an electrostatic interaction is formed between the 
two molecules. Other non-covalent interactions, such as hydrogen bonding, are key to 
specific folding for proteins due to their abundance in the human body. 1 9 An example of 
hydrogen bonding within the body is the double helix formation of DNA. The helix is 
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due to strong and weak hydrogen bonding between the base pairs that make up the 
DNA. 1 8 The importance of these non-covalent interactions in large biological systems, 
along with their roles in chemical and biological recognition processes, has led to an 
increase in the number of theoretical and experimental studies devoted to quantification 
and characterization of these interactions. 20 
Due to the larger size of biological systems and supramolecular assemblies, the 
systems are hard to characterize in detail through theoretical and experimental studies. 
However, smaller molecules of less than 10 heavy atoms that contain the same types of 
interactions as the larger systems can be easily studied with high level theoretical and 
experimental studies. Therefore, our research group theoretically calculates the binding 
energy and experimentally determines the structure of non-covalent interactions between 
small molecules, focusing specifically on weak hydrogen bonding. Determining the 
physical properties and structures of weak non-covalent interactions between smaller 
molecules can allow chemists to build a better understanding of the larger biological 
systems and underlying principles for formation of supramolecular assemblies . 
1. III. Specific Non-Covalent Interactions 
A hydrogen bond is one of the most abundant non-covalent interactions, 
especially in the dynamic processes involved in biochemical reactions. 2 1 They are one of 
the strongest non-covalent interactions, with a binding energy of 3 -7 kcal/mol . Evidence 
of weaker hydrogen bonding has accumulated to prove hydrogen bonding can occur 
between a 7t system and an X-H bond (where X = 0, N or halogen) , between a lone pair 
and a C-H bond (CH/n, n =a lone pair) and between a n  system and a C-H bond.22 
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Motohiro Nishio, a physical organic chemist, has further developed the idea of CHht 
interactions. He has published several experimental studies, books and reviews on these 
weak CHht interactions .22•23 •24 Nishio has developed four different classes for hydrogen 
bonding. The different classes of hydrogen bonds are labeled as interactions between 
hard acid/base (HA and HB) or soft acid/base (SA and SB) . Pearson' s  acid base concept25 
(hard soft acids and bases -HSAB) was created in order to better explain stability 
between compounds, reaction mechanisms and pathways. A hard or soft acid is electron 
deficient and can act as an electron acceptor. A hard or soft base is electron rich and can 
act as an electron donor. Whether a species is a hard or soft acid/base depends on the 
charge state, the size of the molecule and polarizability. A hard acid/base molecule is 
small, polar, and has a low polarizability. The soft acid/base molecules have the opposite 
characteristics, being larger molecules that are non-polar and with a higher polarizability. 
Figure I. I is a table from Nishio' s review22 on CHht interactions representing the four 
types of hydrogen bonds and the importance of the different energy contributions. The 
Table I Four types of hydrogen bonds 
Energy/kcal mol-1 ES ER DlSP CT 
H1\'HB 3 7 Important Important Unimportant Moderate 
HJ\1SB 2 4 lmporwnt Mod�rate "nimportanl Moderate 
SA/HB c-4 Important Moderate Unimportant Moderate 
SA/SB 1.5-2.5 Less imporram Unimp0rtant /111porra11t Moderate 
HA: hard acid. HB: hard base. SA: sort acid. SB: soft base. ES: electrostatic, ER: exchange repub;ion. DTSP: London dispersion term. CT: charge­
transfor. 
Figure 1.1: The four types of hydrogen bonds classified according to their energy 
contribution to the total binding energy: (ES) electrostatic energy, (ER) exchange repulsion 
energy, (DISP), London dispersion energy and (CT) charge transfer energy. HA/BB is an 
"classical" hydrogen bond, HA/SB is an Xllhr bond, SA/BB is a CH/n (n being a lone pair) 
and SA/SB is a CH/1t bond.22 
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total binding energy of a complex can be sub-divided into four different energy 
contributions : electrostatic (ES), exchange repulsion (ER), dispersion (DISP) and charge 
transfer (CT) . The energy due to electrostatic and dispersion interactions was discussed in 
section 1 . I .  Exchange repulsion and charge transfer will be explained below. 
Exchange repulsion has two different components : an attractive effect and a 
repulsive effect. The attractive effect occurs when two molecules overlap and allow 
electrons to freely move between molecules increasing the uncertainty in their position 
and allowing the momentum and energy to decrease. The repulsive effect occurs between 
the electrons of the same spin repelling one another which results in an increase in the 
energy of a complex. 26' 27 
The charge transfer contribution between two molecules arises when one is an 
electron acceptor with a high electron affinity (A) and the other is an electron donor with 
low ionization potential (B) .  Between the two molecules, A and B, an electronic charge is 
either fully transferred or partially transferred contributing to the total binding energy of a 
complex.28 
Nishio breaks down the hydrogen bonding types into "classical" hydrogen bonds, 
XHht bonds, CH/n bonds ( n = a  lone pair) and CH/n bonds (Figure 1 . 1 ) .  For a 
"classical" hydrogen bond between a HA and HB, the most important energies are the 
electrostatic and exchange repulsion (charge transfer isn't  significant because it 
contributes the same amount to all four hydrogen bond types) . As the binding energies 
for the hydrogen bonds decrease down Figure 1 . 1 ,  the electrostatic and exchange 
repulsion energies become less relevant and the contribution from the dispersion energy 
7 
becomes the most important for the weakest non-covalent interactions. Complexes with 
the largest contribution from the dispersion energy, CHht interactions, become harder to 
model because of the very weak interaction between the molecules, meaning the 
complexes can be floppy with low binding energies and large amplitude motions.  
Advancement in ab initio calculations allow weak non-covalent interactions to be 
characterized by their different energy contributions from electrostatic, exchange 
repulsion, London dispersion and charge-transfer.29'30 Our research group uses ab initio 
calculations to predict the total binding energy between two molecules that are held 
together by weak non-covalent interactions, with particular interest in CHht interactions . 
Chapter 2 focuses on the ab initio predicted binding energies of CHht and XHht 
interactions. 
The HA/SB bonds, also known as XHht interactions, occur between an X-H bond 
(X = 0, N or halogen) and a 7t system. An example of an XH/n bond is seen in Figure 1 .2 
between an HF molecule and a benzene molecule. 3 1  The small, polar, H-F molecule 
interacts with the larger, non-polar benzene molecule to form an XH/n bond. The H atom 
Figure 1 .2 :  An XHht interaction, determined through microwave spectroscopy,31 occurs 
between the H atom of an H-F molecule (that is electron deficient due to the fluorine atom) 
and a benzene ring (that is electron rich). 
8 
in the H-F molecule is electron deficient due to the bound fluorine atom and acts as an 
electron acceptor from the electron rich n system in the benzene molecule. The binding 
strength of an XH/n complex is less than a "classical" hydrogen bonded complex, with a 
binding energy ranging from 2-4 kcal/mol .  The binding strength of an XH/n interaction 
can be determined through higher level ab initio calculations. Besides the energy, the 
structures of XH!n interactions can be determined through ab initio calculations and 
experimental techniques such as microwave spectroscopy, IR spectroscopy, X-ray 
diffraction and NMR spectroscopy.9•3 1 •32•33 •34•35 Our research group uses ab initio 
predicted structures and microwave spectroscopy to determine accurate structural 
parameters of XH!n interactions . The technique used to experimentally determine the 
structure of a non-covalent interaction between a fluorinated ethylene and C02 through ab 
initio and microwave spectroscopy, is discussed further in Chapter 3 .  
CH!n interactions are the weakest o f  the hydrogen bonding series with typical 
binding energies of 1 .5 -2 . 5  kcal/mol. The prototypical CH!n interaction, determined 
through microwave spectroscopy, 36 is seen in Figure 1 .3 between an acetylene molecule 
and a benzene molecule. Both the molecules are non-polar but form a complex that is 
bound through electrostatic, induction and dispersion interactions. The very first CH/n 
interaction was seen by Nishio et al. between bulky alkyl and phenyl groups (such as 
methane and benzene) . 37 The highly versatile groups suggested that CH/n interactions 
play an important role in many biological systems. Given the number of potential 
electron deficient C-H acceptors in a supramolecular assembly or in organic compounds, 
CH!n interactions are considered an important driving force for molecular recognition 
and crystal packing of organic compounds. 38 •39 
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Figure 1 .3 :  Prototypical CHht interaction, determined by microwave spectroscopy, 36 
between an electron deficient C-H bond in an acetylene molecule attracted to an electron 
rich 1t-system in the benzene molecule. 
The broad contribution of CHhc interactions in chemistry make them an important 
system to study. CHht interactions, being the weakest of the hydrogen bonds, have large 
dispersion contributions to the overall binding energy because of the highly quantum 
mechanical nature of electron correlation. Dispersion forces are hard to characterize 
computationally and experimentally. The simplest ab initio type of calculation, Hartree­
Fock (discussed further in Chapter 2), struggles in predicting the proper CH/n interaction 
between molecules since its description of dispersion interactions is incomplete. Higher 
level ab initio calculations, such as MP2 or CCSD(T), have been developed to accurately 
model dispersion interactions between molecules, especially CH/n interactions . 38 The 
higher ab initio levels describe the nature of the CH/n bonds more accurately by a much 
more complete description of the electron correlation occurring between the two 
molecules .  Electron correlation occurs between two electrons trying to occupy the same 
space but repelling each other in a correlated fashion because two electrons cannot 
occupy the same space. The energy due to the correlation of the electrons repelling each 
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other is the electron correlation energy. By modeling the electron correlation precisely, 
the total binding energy of a complex can be more accurately determined by higher level 
ab initio calculations for CH!n interactions . 1 8 •40 The main problem with higher level ab 
initio calculations is the cost and time it takes for them to run. Higher level ab initio 
calculations are not practical on systems beyond 8 - 1 0  heavy atoms.  For example, a 
CCSD(T) calculation on such systems can take a week or more to complete, whereas a 
standard MP2 level calculation would take about a day to complete. Therefore, Chapter 2 
discusses a relatively inexpensive series of theoretical calculations that could possibly 
determine the accurate binding energy and predict an accurate structure for CH!n 
interactions in as little as one third the time it takes for even an MP2 calculation to 
complete. 
1. IV. Halogenated Alkanes and Alkenes Interacting with C02 
Carbon dioxide (C02) is formed as a result of any form of carbon being burned 
and any hydrocarbon being decomposed into C02 .4 1  The amounts of C02 produced in the 
world have increased dramatically over the years with the burning of coal ,  natural gas 
and oil . The higher amounts of C02 in the atmosphere affect the temperature on the 
Earth. 42 Some, but not all, of the C02 can be recycled and used as a supercritical solvent, 
refrigerant (in the form of dry ice) , beverage carbonation or used in fire extinguishers. 43 
C02 is a greenhouse gas which is a molecule that absorbs and emits within the 
infrared range. When the C02 molecule absorbs IR radiation emitted from the Earth, it 
radiates the energy back to the surface warming the surface of the Earth. 44 As the C02 
molecules are absorbing and emitting IR radiation in the atmosphere, it is possible for 
C02 to react with other gas molecules. Specific gas molecules that could interact with 
1 1  
C02 in the atmosphere are chlorofluorocarbons (CFCs) . CFCs are known to play an 
important role in the depletion of the ozone layer.45 The CFCs interact with UV radiation 
and release chlorine atoms that cause a chain reaction which results in destruction of 
large numbers of ozone molecules. C02 molecules, because they absorb IR radiation and 
warm the surface of the Earth, coincidently will cool the atmosphere in the higher 
altitude. As the CFCs approach the higher altitude, they begin to interact more with the 
clouds due to the colder temperatures .  The increased interaction causes more Cl atoms to 
be released and increases the amount of ozone that is destroyed. It is possible that an 
interaction could occur between the CFCs and the C02 molecules but experimental data 
on these complexes have not been determined. Therefore, it is important to first identify 
if there is a possible interaction between C02 and CFCs. If an interaction is occurring 
between the two molecules, it is possible that the greenhouse ability of C02 is enhanced. 
Figure 1 .4 is an example of a CFC-C02 interaction predicted by ab initio calculations.46 
Figure 1 .4 :  The possible interaction occurring between a ChCF molecule and a C02 
molecule in the atmosphere.46 
Diao et al. predicted the interaction between CFCs and C02 to study halogen bonding, 
(which is important to atmospheric chemistry) the design and synthesis of specific 
supramolecular complexes and is relevant to other studies involving CFCs interaction in 
large systems.46 Therefore, our research efforts can add information to these areas 
12 
studying CFCs by experimentally determining interactions occurring between 
halogenated alkane/alkenes and C02• Specifically the non-covalent structure of the 
complex forming between 1 ,  1 -difluoroethylene and C02 will be discussed in Chapter 3 of 
this thesis. 
One possible solution to the abundance of C02 in the atmosphere is to capture the 
C02 using supramolecular assemblies. These capturing devices are being built for the 
industrial flue gas streams to extract the C02 before entering the atmosphere . The C02 
capturing devices are in the form of metal organic frameworks (MOFs) .47,48 A MOF is a 
1 - to 3 -dimensional complex of metal ions coordinated to organic molecules .  Zeolites are 
common ligands that coordinate to metal ions that form MOFs used to capture C02 
molecules. A zeolite is mainly constructed of aluminosilicate minerals that can be created 
naturally or synthetically. An example of a C02 capturing MOF is shown in Figure 1 . 5 .49 
The MOF is made up of a Cu2+ metal ion coordinated to a zeolite. The blue atom in the 
Figure 1 .5 :  C02 molecules (black and yellow) are captured by the MOF,49 made up of Cu
2+ 
(blue) and a synthetic zeolite (red and grey). The C02 molecules are captured by 
coordination to the Cu
2+ ion and non-covalent interactions that occur between C02 
molecules, or non-covalent interactions between C02 and the MOF. 
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MOF is the Cu2+ metal ion and the red and grey atoms form the zeolite. It is possible for 
the C02 to be captured through coordination with the metal ion, and non-covalent 
interactions that occur between the MOF and C02 itself. In order to have a better 
understanding of molecules that interact with C02, ab initio and experimental studies 
have been conducted to structurally portray non-covalent interactions with C02. 
Experimental studies to determine the structure of C02 interacting with halogenated 
alkanes/alkenes can improve the description of interactions involved in the capture of 
C02 in a MOF. Also ab initio studies on the binding energy between halogenated 
alkanes/alkenes and C02 can determine how well C02 can bind to halogenated 
molecules, helping to improve the design of C02 capturing devices. 
Instead of capturing or trying to get rid of C02, the molecule can be recycled and 
used as a supercritical solvent. Supercritical C02 has been considered a "green" 
alternative to volatile organic solvents due to its properties of being nonflammable, non­
toxic, abundant and relatively inert. 50·5 1 C02 as a solvent can be applied to fabrication of 
semiconductor devices52 and can aid in polymerization of molecules53 via the low critical 
pressure and temperature of C02. As a supercritical solvent, C02 can dissolve a wide 
range of molecules in particular molecules containing several fluorine atoms.  54 The 
understanding of why supercritical C02 dissolves molecules containing many fluorine 
atoms is still being developed. Therefore studying the interactions between fluorine 
containing molecules and C02 is important for understanding the underlying principle 
behind fluorinated polymers being able to dissolve in supercritical C02. In Chapter 3 of 
this thesis, the structure of 1 ,  1 -difluoroethylene-C02 is experimentally determined and 
the structures for all the fluorinated ethylene (with one to three fluorine atoms)-C02 
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complexes are discussed. The experimental structural data will add information to the 
characterization of fluorine-C02 interactions that might be occurring in the supercritical 
fluid. 
Overall ,  C02 can be viewed as a threat to the Earth with the damaging effect it 
has as a greenhouse gas . Further knowledge of C02 forming non-covalent interactions 
with other molecules in the gas phase might aid in the research for C02 capturing devices 
as well as create a better understanding of how C02 acts in the atmosphere. More 
importantly, understanding how supercritical C02 interacts with the molecules in the 
liquid state, particularly fluorinated species, can improve the application of C02 as a 
supercritical fluid. Altogether, the different applications of C02 prove that the study of 
the interaction between C02 and halogenated alkane/alkene molecules is very important. 
Chapter 3 of this thesis deals with the ab initio and experimental studies of the 1 ,  1 -
difluoroethylene-C02 complex. Previous studies in our lab have concluded that the C02 
molecule prefers to interact with the fluorinated ethylenes in the same plane as the 
fluoroethylene molecule. 55'56 With use of the microwave spectrometers at EIU, the 
structure for 1 ,  l -difluoroethylene-C02 can be determined and structural parameters such 
as distances and angles between the two molecules can be compared for all the 
fluorinated ethylene-C02 complexes. 
15 
References 
1 Van der Waals, J. D .  Over de Continuiteit van den Gas- en Vloeistoftoestand (on the 
continuity of the gas and liquid state) . PhD Dissertation, Leiden, 1 873 . 
2 Brown, T . ;  LeMay, H . ;  Bursten, B . ;  Murphy, C . ;  Woodward, P .  Chemistry: The Central 
Science. 1 2th ed. ; New York, 20 1 2 ; App. C .  
3 Lodish H . ;  Berk A. ;  Zipursky S .  Molecular Cell Biology. 4th ed. ;  New York, 2000; sec. 
2 .2 .  
4 Hobza, P . ;  Muller-Dethlefs, K. Non-Covalent Interactions Theory and Experiment. 1 st 
ed. ; Cambridge, 201 0;  pp 1 -2 .  
5 Stone, A. The Theory of Intermolecular Forces. 2°d. ;  Cambridge, 20 1 3 ;  p 4.  
6 Hobza, P . ;  Muller-Dethlefs, K. Non-Covalent Interactions Theory and Experiment, 1 st 
ed. ; Cambridge, 20 1 0; pp 3-4.  
7 Freeman, W. A. "Structures of the p-xylylenediammonium chloride and calcium 
hydrogensulfate adducts of the cavitand 'cucurbituril', C36H36N24012" .  Acta Cryst. Sec. B. 
1984, 40, 3 82 .  
8 Okawa, H . ;  Numata, Y. ;  Mio, A . ;  Ki da, S .  "Non-covalent interactions in  metal 
complexes. IL Induction of asymmetry of cobalt (III) complexes with amino acid-Schiff 
bases. Importance of CH . . .  7t interaction in determining configuration of complexes". 
Chem. Soc. Jap. 1980, 53, 2248-225 1 .  
9 Leopold, K. ; Fraser, G. ; Novick, S . ;  Klemperer, W. "Current Themes in Microwave and 
Infrared Spectroscopy of Weakly Bound Complexes". Chem. Rev. 1994, 94, 1 807- 1 827.  
1 0 Legon, A. "The properties of hydrogen-bonded dimers from rotational spectroscopy". 
Chem. Soc. Rev. 1991, 1 9, 1 97-237 .  
16 
1 1  Townes, C . ;  Schawlow, A. Microwave Spectroscopy. Dover Publications, New York, 
1 975 .  
1 2 Balle, T . ;  Flygare, W. "Fabry-Perot cavity pulsed Fourier transform microwave 
spectrometer with a pulsed particle source". Rev. Sci. Int. 1981,  52, 3 3 -45 .  
1 3 Hobza, P . ;  Muller-Dethlefs, K .  Non-Covalent Interactions Theory and Experiment, 1 st 
ed. ;  Cambridge, 20 1 0; pp 2 1 -23 . 
1 4 Steed, J . ;  Atwood, J .  Supramolecular Chemistry. 2nd ed. ;  U K, 2009 ; p 465 .  
1 5 Gellman, S .  "Molecular Recognition". Chem. Rev. 1997, 9 7, 1 23 1 - 1 232 .  
1 6 Conn, M. ;  Rebek, J. "Self-Assembling Capsules" . Chem. Rev. 1997, 9 7, 1 647- 1 668 .  
1 7  Zhang, J . ;  Sun, H . ;  Ma, P .  "Host-Guest Interaction Mediated Polymeric Assemblies : 
Multifunctional Nanoparticles for Drug and Gene Delivery". ACS Nano. 2010,  4, 1 049-
1 059 . 
1 8 Hobza, P . ;  Zahradnik, R. ; Muller-Dethlefs, K. "The World ofNon-Covalent 
Interactions : 2006" . Chem. Comm. 2006, 71 , 453 . 
1 9 Jadhav, S . ;  Bankar, S . ;  Granstrom, T . ;  Ojamo, H . ;  Singhal, R. ; Survase, S .  "Enhanced 
stability of alcohol dehydrogenase by non-covalent interaction with polysaccharides". 
App. Micro. Biotech. 2014, 1 - 1 0 . 
20 Desfran9ois, C . ;  Carles, S . ;  Schermann, J .  "Weakly Bound Clusters of Biological 
Interest" . Chem. Rev. 2000, 1 00, 3943-3962 . 
2 1 Grabowski, S .  "What is the Covalency of Hydrogen Bonding?".  Chem. Rev. 201 1 , 1 1 1 ,  
2597-2625 .  
2 2  Nishio, M. ;  Hirota, M. ;  Umezawa, Y. The CH!n Interaction: Evidence, Nature, and 
consequences . 1 st ed. ;  New York, 1 998 ;  pp 80-89.  
17 
23 Nishio, M. "The CHht hydrogen bond in chemistry. Conformation, supramolecules, 
optical resolution and interactions involving carbohydrates". Phys. Chem. Chem. Phys. 
201 1 , 13 ,  1 3 873 - 1 3900.  
24 Nishio, M. The CH/n Interaction. http ://www .tim.hi-ho.ne.jp/dionisio/ (accessed May 
20 1 4) 
25 Pearson, R. "Hard and Soft Acids and Bases". J Chem. Soc. 1963, 85, 3533 -3 539 .  
26 Stone, A. The Theory of Intermolecular Forces. 2°d. ;  Cambridge, 20 1 3 :  p 5 .  
27 Brdarski, S . ;  Karlstrom, G .  "Modeling of the Exchange Repulsion Energy". J Phys. 
Chem. A 1998, 1 02, 8 1 82-8 1 92 .  
28 Mulliken, R. "Molecular Compounds and their Spectra. II". J Am. Chem. Soc. 1952, 
74, 8 1 1 -824. 
29Morokuma, K.; Kitaura, K. "Energy Decomposition Analysis of Molecular 
Interactions" in Politzer, P . ;  Truhlar, D. Chemical Applications of Atomic and Molecular 
Electrostatic Potentials .  New York, 1 98 1 ;  pp 2 1 5 -242 . 
30 Morokuma, K. ; Umeyama, H. "The Origin of Hydrogen Bonding. An Energy 
Decomposition Study". J Am. Chem. Soc. 1977, 99, 1 3 1 6- 1 3 32 .  
3 1 Baiocchi, F . ;  Williams, J . ; Klemperer, W. "Molecular Beam Studies of C6F6, C6F3H3, 
and C6H6 Complexes of HF. The Rotational Spectrum of C6H6-HF". J Phys. Chem. 
1983, 8 7, 2079-2084. 
32 Read, W.; Campbell, E. ;  Henderson, G. "The rotational spectrum and molecular 
structure of the benzene-hydrogen chloride complex". J Phys. Chem. 1983, 78, 3 50 1 -
3 508 .  
18  
33 Rzepa, H . ;  Webb, M. ;  Slawin, A. ; Williams, D .  "n facial hydrogen bonding in the 
chiral resolving agent (S)-2,2,2-trifluoro- 1 -(9-anthryl)ethanol and its racemic 
modification". J. Chem. Soc. ,  Chem. Com. 1991 ,  765-768 . 
34 Atwood, J . ; Hamada, F . ;  Robinson, K. ; Orr, G . ;  Vincent, R. "X-ray diffracti�n 
evidence for aromatic 7t hydrogen bonding to water". Nature 1991 ,  349, 683 .  
35 Nesbitt, D .  "High-Resolution Infrared Spectroscopy of  Weakly Bound Molecular 
Complexes". Chem. Rev. 1988, 88, 843 -870.  
36Ulrich, N . ;  Seifert, N . ;  Dorris, R. ; Peebles, R. ; Pate, B. ;  Peebles, S .  
"Benzene · ·  · acetylene : a structural investigation of the prototypical CH · ·  · n  interaction". 
Phys. Chem. Chem. Phys. 2014, 1 6, 8886 .  
37 Kodama, Y. ; Nishihata, M. ;  Nishio, M. ;  Nakagawa, N.  "Attractive Interaction between 
Aliphatic and Aromatic Systems". Tetrahedron Lett. 1977, 24, 2 1 05-2 1 08 .  
38 Nishio, M . ;  Hirota, M. ; Umezawa, Y .  The CH/n Interaction: Evidence, Nature, and 
consequences . 1 st ed. ;  New York, 1 998 ;  pp 2-3 . 
39 Nishio, M. ;  Umezawa, Y. ; Hirota, M. ; Takeuchi, Y. "The CH/n Interaction: 
Significance in Molecular Recognition". Tetrahedron 1995, 51, 8665-870 1 .  
4° Karthikeyan, S . ;  Ramanathan, V. ;  Kumar Mishra, B .  "Influence of the Substituents on 
the CH . . .  1t Interaction: Benzene-Methane Complex". J. Phys. Chem. A. 2013, 1 1 7, 
6687-6694. 
41 Braunstein, P . ;  Matt, D . ;  Nobel, D. "Reactions of Carbon Dioxide with Carbon-Carbon 
Bond Formation Catalyzed by Transition-Metal Complexes" . Chem. Rev. 1988, 88, 747-
764. 
19 
42 Horvath, I . ;  Anastas, P .  "Innovations and Green Chemistry". Chem. Rev. 2007, 1 0 7, 
2 1 69-2 1 73 .  
43 Shakhashiri, Chemical o f  the week: Carbon Dioxide, C02 . 
http ://scifun.chem.wisc.edu/chemweek/chemweek.html, (accessed April 20 1 4) .  
4 4  Hileman, B .  "The greenhouse effect" . Environ. Sci. Tech. 1982, 1 6, 90A-93A. 
45 Good, D.; Francisco, J .  "Atmospheric Chemistry of Alternative Fuels and Alternative 
Chlorofluorocarbons" . Chem. Rev. 2003, 1 03,  4999-5023 . 
46 Diao, K. ; Wang, F . ;  Wang, H. "Ab initio theoretical study of the interactions between 
CFCs and C02". THEOCHEM 2009, 913, 1 95 - 1 99.  
47 Sumida, K. ; Rogow, D. ;  Mason, J . ;  McDonald, T . ;  Bloch, E . ;  Herm, Z . ;  Bae, T. ; Long, 
J .  "Carbon Dioxide Capture in Metal-Organic Frameworks". Chem. Rev. 2012, 1 12, 724-
78 1 .  
48 Pera-Titus, M. "Porous Inorganic Membranes for C02 Capture : Present and Prospects". 
Chem. Rev. 2014,  1 1 4, 1 4 1 3 - 1 492. 
49 Hudson, M.; Queen, W.; Mason, J. ;  Fickel, D.; Lobo, R. ; Brown, C .  "Unconventional, 
Highly Selective C02 Adsorption in Zeolite SSZ- 1 3". J. Am. Chem. Soc. 2012, 1 34, 
1 970- 1 973 . 
50 Beckman, E .  "Supercritical and near-critical C02 in green chemical synthesis and 
processing". J. Supercritical Fluids 2004, 28, 1 2 1 - 1 9 1 . 
5 1 Jutz, F . ;  Andanson, J . ;  Baiker, A. "Ionic Liquids and Dense Carbon Dioxide : A 
Beneficial Biphasic System for Catalysis". Chem. Rev. 201 1 ,  1 1 1 ,  322-3 5 3 .  
52 Romang, A . ;  Watkins, J .  "Supercritical Fluids fo r  the Fabrication o f  Semiconductor 
Devices :  Emerging or Missed OpporturJities?". Chem. Rev. 2010,  1 1 0, 459-478 .  
20  
53 Kendall, J . ;  Canelas, D . ;  Young, J . ;  DeSimone, J. "Polymerizations in Supercritical 
Carbon Dioxide". Chem. Rev. 1999, 99, 543 -563 . 
54 Rindfleisch, F . ;  DiNoia, T . ;  McHugh, M. "Solubility of Polymers and Copolymers in 
Supercritical C02".  J Phys. Chem. 1996, J OO, 1 55 8 1 - 1 5587 .  
55 Christenholz, C .  L. ; Peebles, S .  A.  unpublished observations (2013) 
56 Dorris, R. E.; Peebles, R. A. unpublished observations (2013) 
2 1  
CHAPTER 2 
Computational Studies of Weak Non-Covalent 
Interactions : Density Functional Theory (DFT) 
Calculations of Binding Energies and Structures 
2. I. Theory of Computational Chemistry 
Computational chemistry is a set of techniques used for investigating chemical 
problems on a computer. Properties commonly investigated are the molecular geometry, 
energies of the molecules, and other physical properties (such as dipole moment, 
polarizability, charge distribution, etc) . 1 The program GAUSSIAN2 was created by John 
Pople and co-workers in order to calculate these properties on a computer. GAUSSIAN is 
now the most widely used ab initio program in computational chemistry.3 The simplest 
method used in computational chemistry is the Hartree-Fock method. Hartree-Fock 
method uses a primary approximation that doesn't consider the electron correlation 
explicitly within the molecule or the complex, but includes the net effect of electron 
correlation. The second approximation in the Hartree-Fock method is in the description 
of the wavefunctions . Wavefunctions are described by linear combinations of atomic 
orbitals (LCAO) which are used to generate molecular orbitals (MO) . The description of 
the MOs can be improved by increasing the size of the basis sets . A basis set is a 
collection of mathematical functions that describe the shape of the orbitals in an atom. 
Therefore, as the basis set size increases, the more functions a basis set has, and the better 
the description of the MOs. 1 The smallest basis set used in this thesis is 6-3 1 1  G++(2d, 
2p) , and the larger basis sets include aug-cc-pvXz, where X = d, t, and q.  The largest 
basis set that can be used in computational chemistry is called the complete basis set 
(CBS) .  This provides the results that would be obtained using an infinitely large basis set. 
CBS involves several calculations that extrapolate energies to the infinite basis set limit.4 
CBS calculations use GAUSSIAN 097 and follow the procedure outlined in reference [5] 5 
and in Appendix I .  
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M0ller-Plesset perturbation theory (MP2)6 is the most common ab initio theory 
level that includes a reasonable description of electron correlation. MP2 calculations are a 
large improvement over Hartree-Fock calculations in the attempt to account for the 
correlation effect between electrons. The MP2 theory level and the basis set 6-3 1 1  G 
++(2d, 2p) have been routinely used by our research group, to predict weak non-covalent 
interactions, specifically CHht interactions. The information used from such an MP2 
calculation includes the energy, rotational constants and dipole moment components of 
each predicted structure. With this ab initio information, we can predict the rotational 
spectrum for the lowest energy structure to aid in assigning the experimental spectrum 
(discussed further in Chapter 3) .  
2 .  I. a .  Energies of Weak Non-Covalent Interactions 
The total energy of a complex, in hartrees (Eh), is an important calculated value in 
ab initio calculations . The total energy of the complex is broken down into kinetic and 
potential terms. The kinetic energy can be broken down into vibrational, translational and 
rotational motion. The potential energy can also be broken down into energies of bond 
stretching, bond bending, conformational energy, hydrogen bonds, etc. Energies are 
useful because they can predict the molecular processes that are likely to occur or will 
occur. Computational chemistry techniques define energy so that the system with the 
lowest energy structure is the most energetically stable structure.4 Therefore, when 
predicting the most stable experimental structure in the gas phase, identifying the lowest 
energy structure is the goal .  In order to find the lowest energy structure, probable 
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Figure 2.1: Setup of an ab initio calculation for benzene-acetylene using Gauss View 5.0.9 
and GAUSSIAN 097• (A) The panel used to construct the molecules/complex and (B) the 
window used to view the assembled molecule/complex. 
demonstrates a prediction for the interaction between a benzene molecule and an 
acetylene molecule (HCCH). Figure 2 . 1 -A is the panel used to construct the 
molecule/complex and Figure 2 . 1 -B is the window to view the constructed 
molecule/complex. Once the predicted geometries are "optimized" by the program (the 
structure adjusted until the forces acting on all atoms are zero), the total energy for each 
structure is calculated. The optimized structures and energies are then tabulated into an 
Excel worksheet and the relative energies of all the structures are obtained by subtracting 
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the most negative energy value from each structure. For easy comparison, the energy 
values are converted into frequency units of cm-1 • Structures with relative energies closer 
than 20-30 cm-1 of the lowest energy structure are all likely to be observed in 
experimental studies; energy differences larger than this mean it is unlikely those 
structures will have significant population in the molecular beam.  
Another use for the computed total energies of  a complex is to  calculate the 
binding energy of the complex. The binding energy, also known as the interaction energy, 
describes how tightly a complex is bound and is calculated using Equation 2 . 1 .  
Binding Energy = Eoimer - Emolecule 1 - Emolecule 2 (2 . 1 )  
The binding energy is equal to the energy of each molecule within the complex (Emoiecuie) 
subtracted from the total energy of the complex (Ectimer) . When two molecules interact, a 
non-covalent bond occurs and the energy for the bound complex is lower (more 
favorable) than when the molecules are separate.4 Therefore, calculating the binding 
energy of a complex is important for understanding the nature of weak non-covalent 
bonds and is an indication of how easily the complex can be formed. 
Calculations using finite basis sets contain small errors in the calculation of 
energy. As molecules A and B interact, the basis functions for A and B begin to overlap. 
When the functions overlap, the monomers borrow extra basis functions from each other 
to artificially lower the energy and hence some of this energy lowering is incorrectly 
counted in the binding energy. The basis set superposition error (BSSE) arises from the 
inconsistent treatment of the basis set for each monomer as the intermolecular distance is 
varied. 8 GAUSSIAN 09 can correct for BSSE by separately calculating the effect that 
monomer A has on monomer B and vice versa, correcting the overall energy for this 
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effect to give a new energy called the BSSE corrected energy. BSSE corrections will be 
larger for the more incomplete basis sets (basis sets with a lower number of basis 
functions) . For this thesis, smaller basis sets are used to calculate the binding energy and 
rotational constants for weak non-covalent interactions, therefore BSSE corrections may 
be important for calculating accurate binding energies and rotational constants for weak 
non-covalent complexes .  
2.  l b .  Rotational Constants 
The lowest energy structure, being energetically favored, is most stable and has 
the highest probability of being observed in the gas phase. The ab initio calculation used 
to determine the lowest energy structure also provides rotational constants for the 
structure. The rotational constants of a specific structure depend on the moments of 
inertia and the moments of inertia depend on the position of the atoms with respect to an 
a, b and c axis, where the center of mass of the complex lies at the origin of the axis 
system. Figure 2.2 shows an example for the structure of 1 ,  1 -difluoroethylene-C02 in the 
b 
a 
Figure 2.2 : 1 , 1 -difluoroethylene-C02 complex orientated in the principal axis system where 
the molecule lies in the a, b plane and the c axis is perpendicular to the a, b plane. 
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a, b plane. The axes are orientated in such a way that the moment of inertia around the a-
axis (Ia) is the smallest and the moment of inertia around the c-axis (Jc) is the largest (Ia < 
lb < le) . The moment of inertia (I) is expressed by a summation of the product of mass 
distribution (m) and the atom' s  perpendicular distance from the specific axis (r) of 
rotation seen in Equation 2.2.  The subscript on Ix represents the specific principal axis 
and the subscript, i, is the specific atom within the molecule.  The different moments of 
(2 .2) 
inertia (Ia. lb and le) for the complex can be used to calculate the rotational constants A, B 
and C. For instance, the rotational constant, B, is related to the moment of inertia around 
the b-axis, h shown in Equation 2 .3  where h is Planck's  constant. Similar relationships 
(2 .3)  
exist for Ia and le, leading to rotational constants A and C,  respectively. Different 
relationships may exist between the 3 moments of inertia depending on the symmetry of a 
molecule or complex. For example, benzene-HCCH complex,9 in Figure 2 . 3 ,  belongs to 
the point group of C6v and has a relationship between moments of inertia of Ia < lb = le (it 
is a prolate symmetric top). Since the moments of inertia around the b and c axis are the 
same, then the rotational constants B and C are equal . Asymmetric top molecules (where 
the moments of inertia are Ia < lb< le) give different values for all three rotational 
constants. This particular molecule is the most common type and will be important in 
Chapter 3 .  
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R{H . . .  rr) = 2 .4921 {1 )  A 
� � 
Benzene-HCCH 
Figure 2.3: Experimental structure for benzene-HCCH9 complex with C6v symmetry, 
known as a prolate symmetric top, where lb= le. 
Rotational constants are the core to rotational spectroscopy through their 
connection to the structure, and they play an important role in appearance of the 
rotational spectrum itself. The rotational constants, for a specific complex, are expressing 
how much energy it requires to rotate in the gas phase. The rotational constants determine 
the spacing between the rotational transitions shown in Figure 2 .4 .  Figure 2 .4 is an 
example of a generated predicted rotational spectrum from SPCA T 1 0 for the complex 1 ,  1 -
difluoroethylene-C02, and viewed through ASCP _ L 1 1 • SPCA T uses predicted rotational 
constants and dipole moment components of a structure to construct a predicted 
spectrum. Assigning an experimental spectrum using such a predicted spectrum is 
discussed further in Chapter 3 .  
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Figure 2.4: A predicted rotational spectrum for 1 , l -difluoroethylene-C02 using the 
rotational constants (A, B, and l) and the dipole moment of the complex obtained from the 
ab initio calculations. 
2. I c. Dipole Moment 
The third parameter calculated by an ab initio calculation is the dipole moment 
(µ) of a complex. A dipole moment has three components, µa which is the projected 
dipole moment parallel to the a-axis, µb is the projected dipole moment parallel to the b­
axis and µc is the projected dipole moment parallel to the c-axis .  Different dipole moment 
components will give rise to very different patterns of lines in a rotational spectrum. 
Chapter 3 discusses the different dipole moment components and their use in assigning 
an experimental rotational spectrum. 
2. II. Density Functional Theory (DFT) 
Recently, density functional theory (DFT) has acquired attention throughout 
several fields of chemistry because of the speed and accuracy of the calculation for a 
broad range of problems. The overall goal for DFT calculations was to find a functional 
with good accuracy for all problems (a so called "universal functional"). 1 2 DFT relies on 
a theorem proved by Kohn and Hohenberg 1 3 • The theorem states that if you know the 
electron density of a system, then you can determine all ground state properties only as 
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long as you know how that property depends on the electron density.4 DFT is unlike 
normal ab initio computational calculations since it relies on the electron density of a 
system to predict the energy of a complex instead of using the Schrodinger equation 
where the Hamiltonian operates on the wavefunction to calculate the energy. DFT 
calculations express the electron density as a linear combination of basis functions, 
similar to the Hartree-Fock approach. Instead of molecular orbitals formed in the Hartree­
Fock method and MP2 approach, Kohn-Sham orbitals (similar to molecular orbitals) are 
formed from the electron density of the system and the orbitals are used to compute the 
energy of the system. DFT has many different types of methods for solving a broad range 
of problems. For example the DfT levels CAM-B3LYP and LC-c:oPBE have been 
designed to describe weak interactions between molecules, such as van der Waals 
interactions, more accurately than other DFT levels such as B3LYP.4 
For weak non-covalent interactions, the dispersion energy often contributes 
significantly to the total energy of the complex. In order to describe dispersion energy, an 
accurate contribution of the electron correlation is crucial fo.r calculating correct 
intermolecular interactions and energies.4 Electron correlation arises from the effect when 
two negatively charged electrons approach one another and because they cannot occupy 
the same space they repel each other. As the electrons repel one another their motions are 
correlated and the effect that one electron has on the other electron is crucial for 
calculating an accurate energy for non-covalent interactions since there is an attractive 
interaction associated with this electron correlation. The electron correlation descriptions 
in DFT levels are continuously being developed, therefore improving the dispersion 
energy description that can be a significant portion of the overall energy. 
3 1  
Here at EIU, we mainly focus on small molecules interacting by weak non­
covalent interactions. A useful tool for the lab would be a cheap and easy calculation 
used to predict weak non-covalent interactions that occur in our spectrometer. DFT 
calculations, being quick and cheap, are the main focus of this chapter. 
2. III. Previous work with CHht Interactions 
Structures for fluorobenzene-HCCH1 4 and benzene-HCCH9 dimers were 
experimentally determined by our lab previously. The experimental structures for these 
two complexes are shown in Figure 2 . 5 .  They both have a weak hydrogen bond that 
interacts with the aromatic 7t system, known as a CH/n interaction. As previously stated 
in Chapter 1 ,  a CH/n interaction is where the hydrogen atom in a C-H bond accepts 
electrons from the electron rich benzene ring. It can be seen in Figure 2 .5  that the 
interaction distance between the hydrogen atom and the benzene ring, for both dimers, is 
R(H • • •  n) = 2.4921(1) A R(H ... 7t) = 2.49(5) A 
Benzene-HCCH F luorobenzene-HCCH 
Figure 2.5: Benzene-HCCH9 and fluorobenzene-HCCH14 experimental structures with 
H . . .  n interaction distance. 
effectively the same at a distance of 2 .49 A. The interaction distance of 2 .49 A is similar 
to the CH/n distance found in a crystal structure between benzene-HCCH (2 .447 A). 1 5 
Interaction distances for the gas phase complexes agree with the literature value for the 
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solid state benzene-HCCH complex. It is probable that the weak binding of the CHht 
interactions causes the similar interaction distance for the two gas phase structures and 
the crystal structure. Therefore, identification of the binding energies for weakly bound 
complexes could allow better understanding of the similar CHht interaction distances.  
However, accurate binding energies of weak CHht complexes are difficult to calculate 
because of the small energy changes involved and the many corrections needed to obtain 
accurate energies. In the literature calculations using the coupled cluster theory 
(CCSD(T)) with the CBS precisely determine what is considered to be the best value for 
the binding energy of weak non-covalent interactions. 1 6' 1 7  The only problem with 
CCSD(T)/CBS is the time and resources it takes to perform a calculation. Even though a 
CCSD(T)/CBS calculation can require 2-3 weeks of CPU time, we have calculated 
CCSD(T)/CBS binding energies to compare to the DFT calculations. The outcome of the 
binding energy study will hopefully identify a particular DFT level that can accurately 
predict the binding energies of CHht interactions quicker and at a lesser cost than the 
current methods. 
In addition to a focus on calculating the binding energy, this chapter investigates 
the application of DFT calculations in predicting rotational constants for CHht bonded 
complexes. MP2 is the standard technique used for predicting rotational constants but it is 
possible that a DFT calculation could be more accurate at predicting the rotational 
constants in a shorter time frame. The time frame for an ab initio optimization is 
described by the number of structures that can be "optimized" in a particular amount of 
time. The ab initio calculation that can "optimize" the most number of structures in the 
shortest amount of time is determined to be the quickest calculation. For example, an 
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MP2/6-3 1 1  G++(2d, 2p) calculation (for the fluorobenzene-HCCH complex) does 1 1 .4 
optimization steps per hour, whereas a roB97XD/6-3 1 1  G++(2d, 2p) calculation does 4 7 .6  
optimization steps per hour. MP2 calculations clearly take longer when determining the 
lowest energy structure of the complex compared to a DFT calculation using the same 
basis set. If DFT calculations can precisely predict the rotational constants, an accurate 
rotational spectrum can be constructed in a shorter time frame to aid in assigning an 
experimental spectrum. Also, speeding up the calculation allows access to other useful 
information that is very resource intensive, such as that available from anharmonic 
frequency calculations or potential energy surface scans. 
2. IV. Binding Energies Predicted by DFT Calculations for CHht Interactions 
Recent ab initio work, in the literature on CH/n interactions, led us to six DFT1 6• 1 7 
calculations to consider, along with the "gold standard" CCSD(T)/CBS calculation. The 
basis sets that accompany the theory levels were also obtained through literature 
research. 1 6 The basis sets used were 6-3 1 1  G++(2d, 2p ) ,  aug-cc-pvdz, aug-cc-pvtz, and 
aug-cc-pvqz. The amount of time a calculation takes is proportional to the number of 
basis functions. Figure 2 .6  shows the number of basis functions for each of the different 
basis sets. For the basis sets aug-cc-pvXz, where X = d, t and q, the number of basis 
functions dramatically increase from d < t < q. Aug-cc-pvqz, having the most basis 
functions, took the longest time at 1 .9 days for fluorobenzene-HCCH, where aug-cc-pvtz, 
having half the number of basis functions, only took 0 .3  days to finish. Having a quick 
calculation was one of the main goals, therefore, aug-cc-pvqz was disregarded for the 















N u m ber  of Basis Set Functions for 
F luorobenzene-HCCH 1042 
• 6-3 1 1G++2d2p • a u g-cc-pvdz • a ug-cc-pvtz • a u g-cc-pvqz 
Figure 2.6: The number of basis functions for the fluorobenzene-HCCH complex for a 
variety of different basis sets. The higher the number of basis functions, the better the 
description of the resulting molecular orbitals and the better the results but the longer it 
takes for the calculation to complete. 
goal for the DFT calculations was to determine if BSSE corrected energies were better 
for predicting the binding energies rather than just standard, BSSE uncorrected 
calculations . BSSE corrections take considerably more time than BSSE uncorrected 
calculations. Therefore, BSSE corrected energies were calculated only with the basis sets 
6-3 1 1 G++(2d, 2p) and aug-cc-pvdz. Since BSSE corrections can overcorrect the binding 
energy,8 sometimes uncorrected binding energies can be systematically better due to a 
cancellation of errors, so this possibility was explored. 
Altogether, over 540 calculations were computed using MP2 (for the rotational 
constants study), DFT and CCSD(T) calculations . Table 2 . 1 summarizes the number of 
calculations computed for each of the seven complexes. Not all seven complexes are 
CHht interactions, some are XHht interactions where X= 0, N or a halogen. CHht 
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interactions are very weak and relatively few systems have so far been studied by gas 
phase spectroscopy. The first complex, fluorobenzene-HCCH14, was the first aromatic 
CH!n interaction observed in our lab and was the first complex to use DFT calculations to 
calculate the binding energy. Benzene-HCCH9 was the second CH/n interaction 
calculated with DFT calculations . Five known XH!n interactions were added to the study 
"d  1 f 1 . h" d 1 8 1 9 20 2 1 22 XH! . 
. to prov1 e a tota o seven comp exes m t 1s stu y. ' ' ' ' n mteract10ns are 
similar to CH!n interactions, being categorized as weak hydrogen bonding except that 
XH!n complexes are usually bound slightly stronger. The complexes labeled with BZ are 
the benzene complexes and FBZ are the fluorobenzene complexes. 
Table 2.1: The number of calculations performed on GAUSSIAN 097 for each of the seven 
different complexes. 
Complex Number of Calculations 
FBZ-HCCH14 1 88 
BZ-HCCH9 8 8  
BZ-HC11 8 54 




As mentioned earlier, the binding energies calculated with DFT calculations were 
compared to the "gold standard" CCSD(T)/CBS binding energies. For the CCSD(T)/CBS 
binding energies, the geometries of each complex were optimized at the MP2/aug-cc-
pvdz level and the energies of the complexes were calculated at the SCF23 and CCSD(T) 
levels using the basis sets auc-cc-pvdz and aug-cc-pvtz for both levels. The energy was 
extrapolated to the CBS limit24 by the procedure used by Scheiner, reference [5] , and 
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discussed in Appendix I. The binding energies for all seven complexes at the 
CCSD(T)/CBS level are given in Table 2 .2 .  
Table 1.2: The CCSD(T)/CBS calculated binding energies fo r  all seven complexes i n  kJ/mol. 
CCSD(T)/CBS Bindin2 Ener!!v (kJ/mol) 
BZ-HCCH 1 1 . 83 
BZ-HCN 20.0 1 
BZ-HF 20.24 
BZ-HCl 1 7 .96 
BZ-HBr 2 1 .85  
FBZ-HCCH 1 0 .26 
FBZ-HCl 1 6 .04 
The binding energies for each complex are calculated at six different DFT levels 
and summarized in Table 2 .3 . The corresponding graphs of the binding energies are 
shown in Figures 2 .7  and 2 . 8 .  The red dotted lines in Figure 2 .7  and 2 . 8  are the 
CCSD(T)/CBS binding energy for each complex.  
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Table 2.3: The binding energies (kJ/mol) of the seven complexes calculated at each DFT 
level. 
BZ- FBZ- FBZ-
Binding Energies in kJ/mol HCCH BZ-HCN BZ-HF BZ-HCI BZ-HBr HCCH HCI 
M06 
M06/6-3 1 1G++( 2d2p)  9 .82 16.77 17.42 15 .06 13.20 8 .76 1 5 . 10 
M06/a ug-cc-pvd z 10.92 17 .34 15 .76 15 .36 14.44 10.75 15.34 
M06/a ug-cc-pvtz 9 .50 16 .18  16 .62 13 .90 12 .58 8 .52 13 .63 
X3LYP 
X3LYP /aug-cc-pvdz 6 . 70 12.75 13 .63 8 .95 7 .59 5 .44 8 .39 
X3LYP /aug-cc-pvtz 5 .00 1 1 .47 12.80 7.86 6 . 5 7  3 .69 7 . 15 
wB97XD 
w B97XD/6-31 1G++( 2d2p)  13 .53 2 1 . 1 3  2 1 .03 1 9 . 1 6  1 8 . 7 0  12.42 17.34 
w B97XD/a ug-cc-pvdz 1 5 . 24 22. 17 19 .81 19.10 19.33 14 . 2 1  17 .33 
w B97XD/a ug-cc-pvtz 13 .04 20.34 19.69 17.48 17 .62 1 1 .06 15.68 
CAM B3LYP 
CAM B3 LYP/6-3 1 1G++(2d2p)  6 .50 13.80 16.21 10.83 9 . 18 5 . 00 9 . 29 
CAM B3 LYP/a ug-cc-pvdz 7 . 84 14. 5 2  1 5 . 1 5  10.48 9 . 09 6 .38 9 . 16 
CAM B3 LYP/a ug-cc-pvtz 6.03 1 3 . 1 5  14.46 9 .33  7 . 99 4 . 54 7 .93 
M062x 
M062X/6-3 1 1G++(2d2p)  12 .77 20.94 23. 10 19.53 18.28 1 1 .48 17.03 
M062X/a ug-cc-pvdz 15.03 22.30 22.00 19.97 1 9 . 7 1  1 3 . 8 3  17.43 
M062X/a ug-cc-pvtz 12.44 20.65 22.50 18.20 1 7 . 29 1 1 .04 15 .68 
LCwPBE 
LCw P B E/6-3 1 1G++( 2d2p)  6 .92 14.58 16.43 11 .89 10 .21  5 . 3 5  9 . 68 
LCw P B E/a ug-cc-pvdz 8 .59 15.80 15.92 12. 18 10.96 6 . 94 10.04 
LCw P B E/a ug-cc-pvtz 6 .22  13 .63 14.77 10.08 8 .89 4.64 7 .95 
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The accuracy of the DFT levels used to calculate the binding energies can be 
judged by the percent difference between the DFT calculated binding energies and the 
CCSD(T)/CBS calculated binding energies. Equation 2 .4 shows the standard equation for 
the percent difference calculation. The percent difference was calculated by taking the 
01 n·ff BEoFT-BEccSD(T) CBS 100 70 i erence = x 
BEccSD(T)CBS 
(2 .4) 
binding energy difference between the DFT calculated binding energy (BEoFT) and the 
CCSD(T)/CBS binding energy (BEccso(T) css) , dividing it by the CCSD(T)/CBS binding 
energy and multiplying by 1 00.  Table 2 .4 summarizes the percent difference of the 
binding energies for each complex and DFT calculation. Figure 2 .9  plots the percent 
difference for the seven complexes where each column represents a specific DFT level . 
Comparing the binding energies in Figure 2 .7  and 2 . 8  to the CCSD(T)/CBS 
values, it is clear that the DFT calculations X3LYP, CAM-B3LYP, M06 and LC-coPBE 
all underestimate the CCSD(T)/CBS calculated binding energy. The two DFT 
calculations that best predicted the binding energy were coB97XD and M06-2X. Figure 
2 .9 shows the percent difference of the predicted binding energy with respect to the 
CCSD(T)/CBS calculated binding energy. Ideally a percent difference of zero for a DFT 
calculation is the best. The DFT level M06-2X, with the aug-cc-pvtz basis is the most 
accurate calculation. The theory level coB97XD is very close to M06-2X but there is no 
absolute DFT theory level that predicts binding energy the best. Hence, binding energies 
for these types of complexes are apparently calculated most accurately at the M06-
2X/aug-cc-pvtz level, with an expectation that the binding energy value would typically 
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lie within 1 1  % of the CCSD(T)/CBS value (excluding the BZ-HBr complex for reasons 
discussed in section 2. IV. b). 
Table 2.4: The calculated percent difference of the BSSE uncorrected binding energies with 
respect to the CCSD(T)/CBS value for each complex at different DFT levels. 
% Difference from CCSD(T) CBS BZ-HCCH BZ-HCN BZ-HF BZ-HCI BZ-HBr FBZ-HCCH FBZ-HCI 
M06 (%) (%) (%) (%) (%) (%) (%) 
M06/6-3 11G++(2d2p) -17.0 -16.2 -3.0 -25.6 -39.6 -14.6 -5.9 
M06/a ug-cc-pvdz -7.7 -13.4 -12.3 -24.1 -33.9 4.7 -4.4 
M06/a ug-cc-pvtz -19.7 -19.1 -7.5 -31.3 -42.4 -16.9 -15.0 
X3LYP 
X3 LYP/a ug-cc-pvdz -43.4 -36.3 -24.1 -55.8 -65.3 -47.0 -47.7 
X3L VP /a ug-cc-pvtz -57.7 -42.7 -28.7 -61.1 -69.9 -64.1 -55.4 
w897XD 
wB97XD/6-3 11G++(2d2p) 14.3 5.6 17.1 -5.4 -14.4 21.0 8.1 
wB97XD/a ug-cc-pvdz 28.9 10.8 10.3 -5.7 -11.5 38.5 8.0 
wB97XD/a ug-cc-pvtz 10.2 1.7 9.6 -13.6 -19.4 7.8 -2.2 
CAMB3LYP 
CAMB3 LYP/6-3 11G++(2d2p)  -45.0 -31.0 -9.8 -46.5 -58.0 -51.2 -42.1 
CAM B3 LYP /a ug-cc-pvdz -33.7 -27.4 -15.6 -48.2 -58.4 -37.8 -42.9 
CAMB3 LYP/a ug-cc-pvtz -49.0 -34.3 -19.5 -53.9 -63.4 -55.7 -50.6 
M062x 
M062X/6-3 11G++(2d2p) 7.9 4.7 28.6 -3.5 -16.4 11.9 6.2 
M062X/a ug-cc-pvdz 27.1 11.4 22.5 -1.3 -9.8 34.8 8.7 
M062X/a ug-cc-pvtz 5.1 3.2 3.2 11.2 -20.9 7.6 -2.2 
LCwPBE 
LCw PBE/6-3 11G++(2d2p) -41.5 -27.2 -8.5 -41.2 -53.3 -47.8 -39.6 
LCw PBE/a ug-cc-pvdz -27.4 -21.0 -11.4 -39.8 -49.8 -32.3 -37.4 
LCw PBE/a ug-cc-pvtz -47.4 -31.9 -17.8 -50.2 -59.3 -54.8 -50.4 
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Figure 2.9 The percent difference values for all BSSE uncorrected DFT calculations, color coded for each complex shown on the right. 
Each column represents the specific DFT level. 
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2. IV. a. BSSE Corrected Binding Energies Calculated by DFT Theory Level 
As stated earlier, one of the goals was to determine if making the extra effort to 
carry out BSSE corrections for the DFT calculations improved the prediction of the 
binding energy of a complex. Therefore we carried out the same calculations for the 
seven complexes at the six DFT levels using the BSSE counterpoise correction function 
in GAUSSIAN 09. Table 2 .5  is a summary of the BSSE corrected binding energies for 
each complex. The following figures, Figures 2 . 1 0  and 2 . 1 1 , are the corresponding 
graphs of the DFT binding energies, with the CCSD(T)/CBS binding energies for each 
complex again highlighted by the red dotted line. Figures 2 . 1 2  and 2 . 1 3  illustrate the 
difference between BSSE uncorrected binding energies and BSSE corrected binding 
energies for FBZ-HCCH. 
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Table 2.5: The BSSE corrected binding energies in kJ/mol for each complex at different 
DFT levels. 
BSSE Corrected Bind ing BZ-
BZ-HCN BZ-HF BZ-HCI BZ-HBr 
FBZ-
FBZ-HCI 
Energies in kJ/mol HCCH HCCH 
M06 
M06/6-3 11G++(2d2p)  8 . 1 1  15 . 19 15 . 13 12 .84 11.66 7 .55  12 .53 
M06/a ug-cc-pvdz 8 .42 14.83 14 .60 13.65 12 .78 7 . 8 1  13 . 3 1  
X3LYP 
X3L VP /a ug-cc-pvdz 4 . 52 12 .65 12 .21 7.65 6.33 3 . 16 6.95 
wB97XD 
wB97XD/6-3 11G++(2d2p )  12.57  20. 11 18.93 17 .37 17.40 11.30 15.27 
wB97XD/a ug-cc-pvdz 12 .42 19 .75 18 .37 17 . 34 17 .55  11.23 15.44 
CAMB3LYP 
CAMB3 LYP/6-3 11G++(2d2p )  5 .65 12 . 76 14 .26 9.27 8.04 4.03 7.61 
CAMB3 LYP/a ug-cc-pvdz 5 .49 12 .39 13.63 9 . 10 7 . 74 3 . 92 7 .66 
M062x 
M062X/6-3 11G++(2d2p )  11.79 19 .85 20.97 17.77 16. 94 10 .41 15.01 
M062X/a ug-cc-pvdz 11.62 19 .41 20.26 17.88 17.36 10.65 15 .33 
LCwPBE 
LCw PBE/6-3 11G++(2d2p) 5 .88 13.23 14.22 10.08 8 .86 4 . 17 7 .65 
LCw PBE/a ug-cc-pvdz 5 . 74 13 .02 14.02 10. 12 8 . 96 4.06 7.85 
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Figure 2.10: The BSSE corrected binding energies at all DFT levels for (A) BZ-HCCH, (B) BZ-HCN, (C) BZ-HF and (D) BZ-HCl. The red 
dotted line represents the CCSD(T)/CBS calculated binding energy for each complex. 
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Figure 2.11: The BSSE corrected binding energies at all DFT levels for (A) BZ-HBr, (B) FBZ-HCCH and (C) FBZ-HCI. The red dotted 
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Figure 2.12: The BSSE uncorrected binding energies for FBZ-HCCH with the aug-cc-pvdz 


























BSSE Corrected Binding Energies FBZ-HCCH 
Figure 2.13: The BSSE corrected binding energies for FBZ-HCCH with emphasis on the 
aug-cc-pvdz basis set highlighted by the black arrows. 
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The percent difference of the BSSE corrected binding energies are calculated the 
same way as previously stated in Equation 2 .4 .  Table 2 .6  and Figure 2 . 1 4  summarize the 
percent difference for each complex at all the DFT levels. 
The effect that the BSSE correction has on the predicted binding energies is 
observed in Figures 2 . 1 2  and 2 . 1 3 .  A pronounced difference can be seen in the BSSE 
corrected figure (Figure 2 . 1 3) compared to the B SSE uncorrected figure (Figure 2 . 1 2) for 
FBZ-HCCH. The black arrows in the two figures show a large variation for each DFT 
calculation using the aug-cc-pvdz basis set. The change in binding energy using the aug­
cc-pvdz basis set has the largest impact when BSSE corrected. The reason for the large 
variation between BSSE uncorrected and BSSE corrected calculations is actually easy to 
explain. Aug-cc-pvdz is the smallest, and therefore the most incomplete, basis set. 
Earlier, Figure 2 .6 illustrated the number of basis functions per basis set. Aug-cc-pvdz 
has the least number of basis functions meaning that it is the most incomplete basis set. 
Consequently, aug-cc-pvdz basis set does not describe the molecular orbitals well and so 
the lowering of the energy by BSSE is the most pronounced in this case. Hence, when 
BSSE corrections are applied, the effect is largest for the aug-cc-pvdz basis set. 
For the overall effect of the BSSE corrected binding energies, Figures 2 . 1 0  and 
2 . 1 1 illustrate the same pattern seen for the DFT predicted BSSE corrected binding 
energies as for the BSSE uncorrected binding energies. The two DFT levels that are the 
most accurate are coB97XD and M06-2X. The percent difference in Figure 2 . 1 4  compares 
how well each calculation predicted the binding energies of each complex. coB97XD 
appears to predict the binding energy the best throughout the seven complexes studied 
with no comparable difference between the two basis sets . 
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Table 2.6: The percent difference of the BSSE corrected binding energies for each complex 
at different DFT levels. 
BSS E  corrected % Difference from Bz- FBZ- FBZ-
CCSD(T) CBS HCCH Bz-HCN Bz-HF Bz-HCI Bz-HBr HCCH HCI 
M06 
M06/6-3 11G++(2d2p)  -31.4 -24 . 1  -15 .8 -38.1 -46 .6 -26 .4 -2 1.9 
M06/a ug-cc-pvdz -28 .8  -25 .9  - 18 . 7  -34.2 -4 1.5 -23 .9  -17.0 
X3LYP 
X3 LYP /a ug-cc-pvdz -6 1.8 -36.6 -32.0 -65 .6 -71.0 -69.2 -56.6 
wB97XD 
wB97XD/6-3 11G++(2d2p)  6 .3  0 .5  5 .4 -24. 5  -20 .4 10. 1  -4 .8 
wB97XD/a ug-cc-pvdz 5 .0 - 1.2 2 . 3  -23 . 7  -19.7 9.5 -3 .7  
CAMB3LYP 
CAMB3 LYP/6-3 11G++(2d2p )  -52.2 -36.2 -20.6 -62.4 -63 .2 -60. 7  -52.6 
CAMB3 LYP/a ug-cc-pvdz -53.6 -38 . 1  -24 . 1  -62 .2 -64 .6 -6 1.8 -52 .3  
M062x 
M062X/6-3 11G++(2d2p)  -0 .3  -0 .8 16 . 8  -25 . 8  -22 . 5  1 . 5  -6.4 
M062X/a ug-cc-pvdz -1 .8 -3.0 12 . 8  -24 .3  -20.6 3 . 8  -4.4 
LCwPBE 
LCwPBE/6-3 11G++(2d2 p )  -50.3  -33.9 -20. 8  -62 .2 -59 .5  -59.4 -52 .3  
LCw PBE/a ug-cc-pvd z -51.5 -34.9 -2 1.9 -6 1.2 -59.0 -60. 5  -5 1. 1 
so 
Percent Difference for BSSE Corrected Binding Energies 
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Figure 2.14: The percent difference values for the BSSE corrected binding energies, at all the DFT levels, color coded for each complex 
shown on the right. A single column is shown for each DFT calculation. 
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2. IV b. Discussion and the BZ-HBr Complex 
As the "gold standard", CCSD(T)/CBS calculations are considered to calculate 
the most reliable binding energies. To compare the precision of the DFT calculated 
binding energies as a whole to the CCSD(T)/CBS calculated binding energies, a scatter 
plot of the seven complexes was constructed (Figure 2 . 1 5) .  A binding energy for each 
DFT calculation at the 6-3 1 1  G++(2d, 2p) basis set was plotted for all seven complexes, 
as well as the CCSD(T)/CBS binding energy for each complex.  The graph shows a 
pattern in the CCSD(T)/CBS binding energies that is replicated by the DFT calculations 
with one exception. The one exception is the BZ-HBr complex. The CCSD(T)/CBS 
calculations were initially calculated without BSSE corrections shown by the dark blue 
line in Figure 2 . 1 5  since literature indicated this correction is typically small (a few tenths 
of a kJ/mol) . 1 6• 1 7 The CCSD(T)/CBS predicted binding energy for BZ-HBr complex did 
not seem to fit in well with the other BZ complexes . Therefore binding energies for all 
the complexes were re-calculated using the CCSD(T)/CBS level with BSSE corrections. 
Figure 2 . 1 5  illustrates the BSSE corrected CCSD(T)/CBS binding energies for all the 
complexes shown by the faint pink line. The other complexes changed only a relatively 
small amount, but the BZ-HBr binding energy dropped by almost 6 kJ/mol bringing the 
HBr result into line with the trend seen for the other HX species . This highlights the 
significant deficiencies in the standard basis sets for elements in the 4th row of the 
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Figure 2.15-A: The trend in BSSE uncorrected binding energies for each complex, color coded for each DFT calculation, BSSE 
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Figure 2.15-B: The trend in binding energies for each complex, color coded for each BSSE corrected DFT calculation, BSSE uncorrected 
CCSD(T)/CBS calculation and BSSE corrected CCSD(T)/CBS calculation. 
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Overall the BSSE uncorrected DPT calculated binding energies can reliably 
reproduce the trend shown for the binding energies calculated by CCSD(T)/CBS 
calculations in Figure 2 . 1 5-A. Most DPT calculations systematically underestimate the 
binding energy for all seven complexes. For instance, the binding energies calculated at 
the M06/6-311  G++(2d, 2p) level when BSSE uncorrected systematically underestimated 
the CCSD(T)/CBS binding energies by typically 20-40% (Figure 2 . 1 5 -A) . For BSSE 
uncorrected binding energies, M06-2X/aug-cc-pvtz is the best calculation at predicting 
the binding energies compared to CCSD(T)/CBS (Figure 2 .9  and 2 . 1 5 -A) . When BSSE 
corrected, roB97XD is the best DPT calculation for predicting accurate binding energies 
(Figure 2 . 1 4) .  Figure 2 . 1 5-B illustrates the precise and accurate determination of the 
binding energy for the DPT level, roB97XD, compared to the BSSE corrected 
CCSD(T)/CBS calculation. Given that both the calculations are relatively inexpensive 
DPT calculations, it seems best to use the M06-2X/aug-cc-pvtz level when not correcting 
for BSSE, and roB97XD/aug-cc-pvdz when correcting for BSSE in calculating the 
binding energies since these give results comparable to CCSD(T)/CBS values. 
The real question is why are these two theory levels consistently the most 
accurate at predicting the binding energy? roB97XD is a dispersion corrected calculation 
while M06-2X is a hybrid calculation made up of two different functionals that are better 
at predicting the dispersion energy.25 It is probable that the two calculations have the best 
description of dispersion energy between all the DPT calculations . A previous study of 
the influence of substituents on the benzene-methane complex (a dimer formed between 
two non-polar molecules) concluded the same results as our study. 1 6 They compared their 
DPT calculated binding energies with the CCSD(T)/CBS calculated binding energies. 
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The research group found that M06-2X is best when BSSE uncorrected and roB97XD is 
the best when BSSE corrected. Therefore, the results for the preferred DFT calculation 
for a wider range of complexes agree with that study and provide a cheap and quick 
method for predicting the binding energy of a weak CH!n interacting complex. 
2. V. Rotational Constants Predicted by DFT Calculations 
The computational study described above was mainly to identify a fast and 
reliable way to determine the binding energy of a weakly bound CH/n complex. 
However, in the process of using the several DFT levels described above to calculate the 
binding energy, data on calculated rotational constants was also generated, allowing 
comparison with the experimental rotational constants. 
Rotational constants are very important to our research because they are used to 
predict the rotational spectrum and as a guide for where to search and also aid in the 
initial spectral assignment. MP2 theory level is the current ab initio level used in the lab 
but it doesn't  always predict the rotational constants or most stable structure well 
(particularly for some of the more recently studied fluorinated ethylene complexes seen 
in Chapter 3) .  Another graduate student in our lab is working on the next complex 
involved with CH/n interactions: 1 ,2-difluorobenzene-HCCH. Several complications 
have inhibited the graduate student from assigning an experimental spectrum for the 
difluorobenzene-HCCH complex. Therefore, if we could find a DFT calculation that 
could compute better rotational constants and distortion constants (discussed in Chapter 
3) ,  it could be useful for her and future thesis projects . 
5 6  
The same basis sets and DFT levels discussed in the binding energy study were 
used for the rotational constants study. The only difference for this study is the additional 
use of the MP2 level . MP2 calculations used only the 6-3 1 1  G++(2d, 2p) basis set because 
even with this smaller basis set, it takes considerably longer than the DFT calculations. 
All seven complexes used for the binding energy study were again used as our data set. 
The only difference between the BZ complexes and the FBZ complexes is the different 
rotational constants compared. The BZ complexes are all symmetric tops, in that they 
have C6v symmetry which makes the moment of inertia along the b and c axis equal (lb = 
le). If lb and le are the same then the rotational constants B and C are equal . Therefore, the 
only important rotational constant for the BZ complexes is the B rotational constant since 
the a-axis is perpendicular to the benzene ring and the mass rotating about the a-axis does 
not change, thus the rotational constant A is the same as the C rotational constant for the 
benzene monomer (which is the same for all BZ complexes) . However, this is not the 
case for the FBZ complexes. The fluorine substituted on the benzene ring disrupts the C6v 
symmetry, making the molecule an asymmetric top. Thus for the FBZ complexes, A, B 
and C rotational constants are all needed to describe the intermolecular parameters 
between the two molecules. 
Summarized in Table 2.7 and 2 .8  are the predicted rotational constants for each 
complex at the MP2 and different DFT levels.  The tables are broken down into just the B 
rotational constants for the BZ complexes and the A, B and C rotational constants for the 
FBZ complexes, respectively. In the binding energy study, the percent difference from 
the CCSD(T)/CBS level was used to determine which DFT calculation is more accurate 
at predicting the binding energy. Percent difference is used again for the rotational 
57 
constants but instead of CCSD(T)/CBS level to compare to, we will use the experimental 
rotational constants since all seven complexes have been studied by microwave 
spectroscopy.9• 1 4• 1 8• 1 9•20•2 1 •22 Equation 2.5 is a modification of Equation 2.4, where the 
percent difference is the difference between the experimental (RC Experimental) and the 
predicted rotational constants (RCnrr). 
01 D'ff RCoFT-RCExperimental lOO i'O 1 erence = x RCExperimental (2.5) 
Tables 2.9 and 2. 1 0  summarize the percent difference values for the A, B and C 
rotational constants and the B rotational constants, respectively. Also in Figures 2. 1 6  and 
2. 1 7, the percent difference is presented in graph form. Each column in Figure 2. 1 7  
represents a MP2 or DFT calculation. 
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Table 2. 7:  The BSSE u ncorrected predicted and experimental rotational constants A, B and C for the FBZ complexes. 
FBZ-HCCH FBZ-HCI 
A (MHz) B (M Hz) C (MHz) A (MHz) B (MHz) C (MHz) 
MP2 
M P2/6-3 11G++2d2p 1792.9 1131.8 918.4 1898 1145.7 955.1 
M06 
M 06/6-3 11G++(2d2p) 1814.3 1094.1 895.4 1975.4 1065.6 912.5 
M 06/a ug-cc-pvd z 1764.5 1168.1 934.2 1968.3 1053.8 905.7 
M06/a ug-cc-pvtz 1793.1 1134.6 916.2 1977.2 1065.7 912.3 
X3LYP 
X3 LYP/a u g-cc-pvdz 1823 965.9 813.4 2240.9 816.1 759.5 
X3LYP/a ug-cc-pvtz 1856.5 940 798.5 2234.4 823.l 762.2 
wB97XD 
w B97XD/6-3 11G++(2d2 p)  1766 1184.6 942.3 1904 1092.6 916.6 
w B97XD/a ug-cc-pvdz 1748.9 1186.2 941.8 1893.4 1086.8 913.3 
w B97XD/a ug-cc-pvtz 1822 1326.3 1049.1 1915.8 1075.9 907 
CAMB3LYP 
CAM B3 LYP/6-3 11G++(2d2p) 1838.5 999.5 835.9 2089.8 924.8 825.5 
CAM B3 LYP/a ug-cc-pvdz 1799.1 1035.4 855.2 2107.6 897.6 809.1 
CAM B3 LYP/a ug-cc-pvtz 1839.9 999.4 835.9 2099 911.2 815.8 
M062x 
M062X/6-3 11G++(2d2p) 1822 1326.3 1049.1 1862.1 1153.5 948.6 
M062X/a ug-cc-pvdz 1752.6 1268.9 994.6 1851.4 1147 944.7 
M 062X/a ug-cc-pvtz 1786.7 1299.1 1020.2 1867 1149.9 947.1 
LCwPBE 
LCw P B E/6-311G++(2d2p) 1840.8 1004.2 839.1 1950.1 1028.1 878.8 
LCw P B E/a ug-cc-pvdz · 1804.5 1043 860.6 1934.l 1029.6 879.5 
LCw P B E/a ug-cc-pvtz 1839 998.8 834.7 1962.1 1006.7 865.2 
Experimental 1803.40879(18) 1086.62639(16) 887.51313(14) 1863.8635(18) 1107.99873(58) 918.09242(29) 
5 9  
Table 2.8: The BSSE uncorrected predicted and experimental rotational constant B for the BZ complexes. 
BZ-HCCH BZ-HCN BZ-HF BZ-HCI BZ-HBr 
B (MHz) B (MHz) B (MHz) B (MHz) B (MHz) 
MP2 
M P2/6-311G++2d2p 1199.2 1252.6 2034.5  1294 808 . 3  
M06 
M 06/6-311G++(2d2p) 1102.2 1199.6 2048.2 1220.5  762.6 
M 06/a ug-cc-pvd z 110 1.6 12 10.9  1966 .4 1240.4 780.6 
M 06/a ug-cc-pvtz 1 101.5  1195 . 1  2067.6 1222.2 769.2 
X3LYP 
X3 LYP/a ug-cc-pvd z 1075 .3  1147 .9  1950. 7  1110.5  678 .5  
X3 LYP/a ug-cc-pvtz 1049.4 1143 . 3  1957.9 1109.2 676.9 
wB97XD 
w B97XD/6-3 11G++(2d2p) 1163.9  1203 . 5  2036. 7  1208.6 760.9  
w B97XD/a ug-cc-pvd z 1170.9 1202 .8 2016 . 1  12 12.3  766.9  
wB97XD/aug-cc-pvtz 1160.2 1203 .9  2038.5  12 10. 3  760 . 1  
CAMB3LYP 
CAM B3 LYP/6-3 11G++(2d2p)  1090 1175 . 1  2020.6 1164.8 7 12 .5  
CAM B3 LYP/a ug-cc-pvdz 1102.2 1179.8 2002.9  1154.4 709 .8 
CAM B3 LYP/a ug-cc-pvtz 1090.2 1177.9 202 1.7 1156.5 707.2 
M062x 
M062X/6-3 11G++(2d2p) 1192. 8  1246 .2 2 141.3  1270. 5  792.4 
M062X/a ug-cc-pvdz 1203.8  1247 2 105.9 1272. 3  799.5 
M062X/a ug-cc-pvtz 1196.4 1245 .9  2 144 . 1  1266. 1  792.4 
LCwPBE 
LCw P B E/6-3 11G++(2d2p) 1098.2 1191.2 203 7 . 1  1197 . 7  734.2 
LCw P B E/aug-cc-pvdz 1117.9 1197.8 20 10.9  1196.2 744.8 
LCw P B E/aug-cc-pvtz 109 1.9 1191.6 2045.7  1184 731.7  
Experimental 1148.89656(25)  12 19 .9108(4) 2048. 540(2) 1237 .6836(5 )  777.8957(1)  
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Table 2.9:  The percent difference of the BSSE uncorrected predicted rotational constants 
from the experimental rotational constants for the FBZ complexes. 
BSSE u nco rrected % Diffe rence Va l ues 
FBZ-HCCH FBZ-HCI 
A (%) B (%) C (%) A (%) B (%) ·C (%) 
M P2 
M P2/6-311G++2 d 2 p  -0 . 6  4 .2  3 . 5  1 . 8  3 .4 4 .0  
M06 
M06/6-311G++(2 d 2 p )  0 . 6  0 .7  0 .9  6 .0  -3 .8  -0 .6  
M06/a ug-cc-pvd z -2 .2  7 .5  5 .3  5 . 6  -4 .9  -1 . 3  
M06/a ug-cc-pvtz -0.6 4.4 3 . 2 6 . 1  -3 .8 -0 . 6  
X3LVP 
X3 LYP/a ug-cc-pvd z 1 . 1  -11 .1  -8 .3  20.2 -2 6 . 3  -17 . 3  
X3 LYP/a ug-cc-pvtz 2 . 9  -1 3 . 5  -10.0 1 9 . 9  -2 5 . 7  -17 . 0  
w897XD 
w B97XD/6-311G++(2 d 2 p )  -2 .1  9 . 0  6 .2  2 .2  -1 .4 -0.2 
wB97XD/a ug-cc-pvd z -3 .0  9 . 2  6 .1  1 .6  -1 .9  -0 .5  
wB97XD/a ug-cc-pvtz 1 .0  2 2 . 1  1 8 . 2  2 . 8  -2 . 9  -1 .2 
CAM B3LVP 
CAM B 3 LYP/6-311G++(2d2p)  1 . 9  -8.0 -5 .8  12.1 -16 . 5  -10.1 
CAM B 3 LYP/a ug-cc-pvdz -0.2 -4. 7  -3 . 6  1 3 .1 -19 . 0  -11 .9  
CAM B3 LYP/a ug-cc-pvtz 2 .0 -8.0 -5.8 1 2 . 6  -17 .8 -11 . 1  
M062x 
M062X/6-311G++(2 d 2 p )  1 . 0  2 2 . 1  18.2 -0.1 4.1 3 . 3  
M062X/a ug-cc-pvd z -2 . 8  16 .8  12 .1  -0 .7  3 .5  2 .9  
M062X/a ug-cc-pvtz -0.9 1 9 . 6  14.9 0.2 3 .8 3 .2 
LCwPBE 
LCw P B E/6-3 11G++ ( 2 d 2 p )  2 . 1  -7 .6  - 5 . 5  4 . 6  -7 .2 -4 . 3  
LCw P B E/a ug-cc-pvd z 0 .1  -4 .0 -3 .0  3 .8 -7 .1 -4 .2 
LCw P B E/a ug-cc-pvtz 2 .0 -8 .1 -5 .9 5 . 3  -9 .1 -5 .8  
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Table 2.10:  The percent difference of the BSSE uncorrected predicted rotational constants 
from the experimental rotational constant, B, for the BZ complexes. 
BSS E u nco rrected % Diffe re n ce Va l u e s  
BZ-HCCH BZ-HCN BZ- H F  BZ-HCI BZ-HBr  
8 (%) 8 (%) 8 (%) 8 (%) 8 (%) 
MP2 
M P2/6-3 11G++2d 2 p  4.4 2 . 7  -0.7 4.6 3 . 9  
M06 
M06/6-31 1G++(2d2p)  -4 . 1  - 1 . 7  0 . 0  - 1 .4 -2 .0 
M 06/a ug-cc-pvd z -4 . 1  -0 . 7  -4 .0 0 .2  0 . 3  
M 06/a ug-cc-pvtz -4 . 1  -0.7 0.9 - 1 . 3  - 1 . 1  
X3LYP 
X3 LYP/a ug-cc-pvd z -6.4 -5.9 -4 . 8  - 1 0 . 3  - 1 2 . 8  
X3 LYP/a ug-cc-pvtz -8.7 -6.3 -4.4 -10.4 - 1 3 .0 
wB97XD 
w B97XD/6-3 1 1G++(2d2p)  1 . 3  - 1 . 3  -0 . 6  - 2 . 4  -2 .2  
w B97XD/a ug-cc-pvd z 1 . 9  -1 .4  -1 .6  -2 . 1  - 1 .4 
w B97XD/a ug-cc-pvtz 1 .0  - 1 . 3  -0.5 -2 .2  -2 . 3  
CAMB3LYP 
CAM B 3 LYP/6-3 1 1G++(2d2p)  -5 .1  -3 .7  - 1 . 4  -5 .9  -8 .4  
CAM B 3 LYP /a ug-cc-pvd z -4. 1  - 3 . 3  -2 .2  -6 .7  -8 .7 
CAM B3 LYP/a ug-cc-pvtz -5 . 1  -3 .4 - 1 . 3  -6 .6 -9 . 1  
M062x 
M 062X/6-31 1G++(2d2p)  3 . 8  2 . 2  4 . 5  2 . 6  1 . 9  
M 062X/a ug-cc-pvd z 4 .8  2 .2 2 . 8  2 . 8  2 . 8  
M 062X/a ug-cc-pvtz 4 . 1  2 . 1  4 . 7  2 . 3  1 . 9  
LCwPBE 
LCw P B E/6-3 1 1G++(2 d 2 p )  -4 .4 -2 .4 -0.6 -3 .2 -5 .6  
LCw P B E/a ug-cc-pvdz -2 .7  - 1 . 8  - 1 . 8  -3 .4 -4 . 3  
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Figure 2.16:  The percent difference values for the BSSE uncorrected rotational constants A, 
B and C of the complexes (A) FBZ-HCCH and (B) FBZ-HCI. 
63 
� 
Percent Difference of the B Rotationa l Constant for BZ 
Complexes 
6 ����������������������������������
4 II LI I I I I I I I I I I I I I I I I I II I• I I I I I I 
2 1• •1 I I I I I I I I I . I I I I I I I 
0 1•.-1 1 •• 1w•1.•.1 I 
c 
� -2 I I II •11 I 11 I I 
:i: 0 -4 I I 1 • I • • I• I I 
-
c 
cu u .... 
cu 
Cl. 
-6 I I I I I I Ir • 1 • •I I I I I I '11  •I •I I I I I I I I • 1 
-8 I I I I I I I •11 •I I I I I I II II II I I I I I I I I 
- 10 -+---+-�-+---+-�+---+----+--.+----...�-+---+-�+---+---�t---+----+�-+---+-�-+---+-�+---+---�t---+----< 
- 12 +--+�-+--+�-+--1-�+--.+--11+--1-�+--1-�+--1-�+--1-�+--+�+--+�+--+�+--l----l
- 14 
�� � �� � � � � � � �� � � � �� � � � � � � � �� � �  �v � �v � Q�- :-., � Q�- �· �v � Q�- :-., �v � Q�- foV v � Q�- �v �v � Q�-� � � c � � c � � � c -� � � c -� � � c � � � c r-X e:,X CJ ,CJ CJ ,CJ .:j. r-X CJ ,CJ �· r-X CJ ,CJ �· r-X CJ ,CJ v r-X CJ ,CJ "yv ".; ,:>Q/, ,:>� ,;)Q/, ,;)� "yv ,:>Q/, ,:>� �� "yv ,:>Q/, ,:>� "yv ,:>Q/, ,:>� "yv ,:>Q/, ,:>� '.?..,. '.?..,. � � � � ,,_..,. � � ,,_..,. � � ,,_..,. � � ,,_..,. � � 
'<:f '<:f <;::,� <;::,� -4..q_"'\ -4..q_"'\ '<:f"J �"'\ �"'\ '<:f"J -4..q_"'\ -4..q_"'\ '<:f"J -§' -§' '<:f"J �«> �«> � � � � fr fr  � � �  � � # -§' �# � $ $ � � "-:! \-:! ��� �<o �<o �'?-v �<o � �(;)<o � � �$ �c �c � � � � � '� � 
• BZ-HCCH 
• BZ- H C N  
• BZ- H F  
• BZ- H C I  
• BZ- H Br 
Figure 2.17: The percent difference values for the BSSE uncorrected rotational constant B, color coded for the different benzene 
complexes. Each column represents a specific MP2 and DFT calculation. 
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2. V. a. BSSE Corrected Rotational Constants using DFT Calculations 
As previously reported for the binding energy study, BSSE corrected calculations 
did estimate the binding energies significantly better than BSSE uncorrected calculations. 
However, it was still of interest to see if there was a difference between the BSSE 
corrected and uncorrected calculations when predicting rotational constants. Even though 
BSSE corrections involve an energy correction to compensate for the incomplete basis set 
for a complex, rotational constants will also be affected since a slightly different optimum 
geometry for the complex will be obtained. In a BSSE uncorrected calculation, each 
optimization step calculates the energy and the forces acting upon the complex. If the 
forces acting on the complex are higher than the threshold then the geometry of the 
complex is varied to lower these forces. When the complex meets all force requirements 
the calculation is complete and the last calculated energy is the final energy of the 
complex. On the other hand, for BSSE corrected calculations, the corrected energy is 
calculated at each optimization step. If the energy calculated is different than the energy 
of the BSSE uncorrected complex it is possible that the pathway taken to minimize the 
forces acting on the complex is different and the final geometry can vary slightly. If the 
geometries vary so do the rotational constants. Therefore, we looked at the predicted 
rotational constants and percent difference from experimental values using the BSSE 
corrected MP2 and DFT levels. As in the binding energy study, only the basis sets 6-
3 1 1  G++(2d, 2p) and aug-cc-pvdz were used because any larger basis sets would have 
taken twice as long to calculate. 
In Table 2. 1 1 ,  the predicted rotational constant, B, for the BZ complexes are 
reported. In the following table, Table 2. 1 2, the predicted rotational constants for FBZ-
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HCCH and FBZ-HCI are reported. The percent differences are reported in Tables 2 . 1 3  
and 2 . 1 4  as well as represented in graph form in Figures 2 . 1 8  and 2 . 1 9 . 
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Table 2.1 1 :  The BSSE corrected predicted and experimental rotational constants for the BZ complexes. 
BSSE Corrected Rotat iona l  
Constants 
BZ-HCCH BZ-HCN BZ-HF BZ-HCI BZ-HBr 
B (M Hz) B (MHz) B (MHz) B (MHz) B (MHz) 
MP2 
M P2/6-3 1 1G++2d2p 1156.7 1209.0 1982.4 1228.7  771.9  
M06 
M06/6-3 11G++(2d2p) 1091.7 1 199.6 2048.2 1206.4 755.7  
M06/a ug-cc-pvdz 1085.7 1 187.0 19 17 . 8  1222 . 1  768.2 
X3LYP 
X3 LYP/a u g-cc-pvdz 1025.9 1147.9 19 15 .9  1086 . 7  664 . 1  
wB97XD 
wB97XD/6- 3 11G++(2d2p) 1163.9 1202 .6 2036 . 7  1206 . l  759.S 
wB97XD/a u g-cc-pvd z 1153.2 1189.4 1983.4 1200. 5  759. l 
CAMB3LYP 
CAM B3 LYP/6-3 11G++(2d2p)  1090.0 1175 . 1  2020.6 1 143 .5  699.9 
CAM B3 LYP/a u g-cc-pvdz 1068.3 1153.0 1972 .0 113 1.2 694.3  
M062x 
M 062X/6-3 11G++(2d2p) 1192.8 1246 .2 2 141.3  126 1.4 792.4 
M062X/a u g-cc-pvdz 1182 1232.2 2088.8  1258 . 3  785 .8 
LCwPBE 
LCw P B E/6-3 1 1G++(2d2p) 1098.2 1191.2 203 7 . 1  1165.4 717.3 
LCw P B E/a u g-cc-pvdz 1074.9 1166 .6 1979. 5  1165.4 723.2 
Experimental 1148 .89656(25) 12 19.9108(4) 2048 .540(2) 1237 .6836 ( 5 )  777.895 7 ( 1) 
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Table 2.12:  The BSSE corrected predicted and experimental rotational constants for the FBZ complexes. 
BSSE Corrected Rotat i o n a l  FBZ-HCCH FBZ-HCI 
Consta nts 
A (MHz) B (MHz) C (MHz) A (MHz) B {MHz) C (MHz) 
MP2 
M P2/6-3 1 1G++2d2p 1746.0 122 1.6 962 .6 1896.5  1087.2 9 13 .8  
M06 
M06/6-3 1 1G++(2d2p)  176 1.6 1230.0 968. 7  1970.5  1053 . 7  902.7  
M06/a u g-cc-pvdz 1742.0 12 16.2 957.9 1968.3  1053 . 8  905 . 7  
X3LYP 
X3 LYP/a u g-cc-pvdz 1874.2 885 . 1  764.0 2264. 7  792.0 741. 1 
wB97XO 
w B97XD/6-3 11G++(2d2p) 1765 .7  1180.5  939.5 1900.4 1082.0 908 .2 
w B97XD/a ug-cc-pvdz 1748.3 1173.6 933.6 1889.0 1079.5  907 . 1  
CAMB3LYP 
CAM B 3 LYP/6-3 11G++(2d2p) 1848.6 974.6 820.4 2 113.4 897.0 806 .8 
CAM B3 LYP/aug-cc-pvd z 1826. 1  970 .3  8 15 . 7  2 126.7 873.2 791.8 
M062x 
M062X/6-3 11G++(2d2 p )  1822.0 1326 . 3  1049. 1  1858.5  1145.2 942 . 1  
M062X/a u g-cc-pvdz 1770.9 128 1.6 1008.3 1845 .9  1139.9 938.4 
LCwPBE 
LCw P B E/6-3 11G++(2d2p)  185 1.6 975.2 820.8 1934.8 10 12.3  864 . 1  
LCw P B E/aug-cc-pvdz 1805.8 995.4 828.2 194 1.4 999.8 859 .1  
Experimental 1803 .40879( 18)  1086 .62639( 16 )  887 .513 13 ( 14)  1863 .863 5 ( 18 )  1107 .99873(58)  9 18.09242(29) 
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Table 2.13 : The percent difference of the BSSE corrected predicted rotational constants 
from the experimental constants for the FBZ-HCCH and FBZ-HCI. 
BSS E co rrected % Diffe re nce Va l ues 
FBZ-H CCH FBZ-HCI 
A (%) 8 (%) C (%) A (%) 8 (%) C (%) 
M P2 
M P2/6-3 1 1G ++2 d 2 p  -3 . 2  1 2 . 4  8 . 5  1 . 8  - 1 . 9  -0.5 
M06 
M 06/6-3 1 1G++(2 d 2 p )  -2 . 3  1 3 . 2  9 . 2  5 . 7  -4 . 9  -1 .7  
M06/a ug-cc-pvd z -3 .4 1 1 . 9  7 . 9  5 . 6  -4 . 9  - 1 . 3  
X3LYP 
X3 LYP/a ug-cc-pvd z 3 . 9  - 1 8 . 5  - 1 3 . 9  2 1 . 5  - 2 8 . 5  - 1 9 . 3  
wB97XD 
wB97XD/6-3 1 1G++(2 d 2 p )  -2 . 1  8 . 6  5 . 9  2 . 0  - 2 . 3  - 1 . 1  
w B97XD/a ug-cc-pvd z -3 . 1  8 .0 5 .2  1 .3  -2 .6  -1 .2  
CAMB3LYP 
CAM B 3 LYP/6-3 1 1G ++( 2 d 2 p )  2 . 5  -10 .3  -7 . 6  1 3 . 4  - 1 9 . 0  -12 . 1  
CAM B 3 LYP/a ug-cc-pvd z 1 . 3  -10.7 -8 . 1  14. 1 -2 1 . 2  - 1 3 . 8  
M062x 
M062X/6-3 1 1G++( 2 d 2 p )  1 . 0  2 2 . 1  1 8 . 2  -0.3 3 .4 2 . 6  
M 062X/a ug-cc- pvd z - 1 . 8  17 .9  13 .6  - 1 . 0  2 . 9  2 . 2  
LCwPBE 
LCw P B E/6-3 1 1G ++( 2 d 2 p )  2 . 7  -10 .3  -7 .5  3 .8  -8 .6  -5 .9  
LCw P B E/a ug-cc- pvd z 0 . 1  -8.4 -6.7 4 . 2  - 9 . 8  -6.4 
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Table 2.14:  The percent difference of BSSE corrected predicted rotational constant from 
the experimental rotational constant for the BZ complexes. 
BSSE co rrected % Difference Va l ues 
BZ-H CCH BZ-HCN BZ-HCI BZ-H F BZ-HBr 
B B B B B 
MP2 
M P2/6-3 1 1G++2 d 2 p  0 . 7  -0.9 -0.7 -3 . 2  -0.8 
M06 
M 06/6-3 1 1G++(2 d 2 p )  -5 .0 -1 .7  -2 .5  0.0 - 2 . 9  
M06/a ug-cc-pvd z - 5 . 5  -2 .7  -1 .3  -6 .4  -1 .2  
X3LYP 
X3 LYP/a ug-cc-pvd z -10.7 -5 .9  -12 .2  -6 .5  -14 .6  
wB97XD 
wB97XD/6-3 1 1G++(2 d 2 p )  1 . 3  - 1 . 4  - 2 . 5  -0.6 -2 .4 
w B97XD/a ug-cc-pvd z 0.4 - 2 . 5  - 3 . 0  - 3 . 2  -2 .4  
CAMB3LYP 
CAM B 3 LYP/6-3 1 1G ++( 2 d 2 p) -5 . 1  -3 .7  -7 .6  - 1 . 4  - 1 0 . 0  
C A M  B 3 LYP /a ug-cc-pvd z -7.0 -5 .5 -8 .6 -3 .7 -10 .7  
M062x 
M 062X/6- 3 1 1G++( 2 d 2 p )  3 . 8  2 . 2  1 . 9  4 . 5  1 . 9  
M 062X/a ug-cc-pvd z 2 . 9  1 . 0  1 . 7  2 .0 1 . 0  
LCwPBE 
LCw P B E/6-3 1 1G++(2 d 2 p )  -4 .4 -2 .4 -5 .8  -0 .6  -7 .8  
LCw P B E/a ug-cc-pvdz -6.4 -4 .4 -5 .8  -3 .4 -7 .0 
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Figure 2.18:  The percent differences for the BSSE corrected rotational constants A, B and C 
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Figure 2.19: The percent difference values from Table 2.12 for the BSSE corrected rotational constant B, color coded for each complex 
shown on the right. Each column represents one MP2 or DFT calculation. 
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2. V. b. Discussion 
The DFT calculations predict the FBZ rotational constants comparably well to the 
typical MP2 predictions, but are much faster. The FBZ complexes, maybe because there 
are only two complexes to compare, do not show any better performance from the DFT 
level than from MP2. Figures 2 . 1 6-A and B both have a different conclusion, but overall 
illustrate that specific BSSE uncorrected DFT levels are better than MP2. FBZ-HCCH, in 
Figure 2 . 1 6-A, shows that M06/6-3 1 1  G++ (2d, 2p) predicts the rotational constants more 
accurately than the MP2 level. All three rotational constants for MP2 have a percent 
difference below 5% whereas the M06/6-3 1 1  G++ (2d, 2p) level has a percent difference 
for all three rotational constants less than 1 %. On the other hand, the FBZ-HCl complex 
in Figure 2 . 1 6-B shows that roB97XD/6-3 1 1 G++(2d,2p) is better than the MP2 
calculation. The percent difference for both levels are similar to the difference shown in 
Figure 2 . 1 6-A. When BSSE uncorrected, FBZ complexes do not reveal a DFT level that 
is consistently better than the standard MP2 level . 
The next step is to observe if BSSE corrected DFT calculations do a better job at 
predicting the rotational constants than the standard MP2 level for the FBZ-HCl complex. 
The main difference between the FBZ complexes in Figure 2 . 1 8-A and B is the larger 
difference for the predicted rotational constant A .  The A rotational constant is mainly 
dependent on the FBZ monomer structure. If the ab initio geometry of the FBZ ring 
differs slightly from the literature structure, the moment of inertia around the a-axis can 
change significantly and the rotational constant A will be dramatically affected. °Therefore 
the value of A has little to do with intermolecular structural parameters. On the other 
hand, the rotational constants B and C are more important because they are dependent on 
73 
the intermolecular separation and more dependent on the intermolecular interaction than 
the A rotational constant. 
Figure 2 . 1 8-A, for FBZ-HCCH, shows that the BSSE corrected MP2 calculations 
have a percent difference greater than 1 0%. The highest percent difference for the DFT 
levels is 22% for the M06-2X level but the rest of the DFT levels have a percent 
difference less than 1 5%. The DFT level roB97XD was the most accurate with a percent 
difference less than 1 0% and predicted the rotational constants better than the MP2 
calculation for the FBZ-HCCH complex. Figure 2 . 1 8 -B shows the MP2 calculation 
predicts the rotational constants for FBZ-HCl with a percent difference much less than 
5%. Most DFT levels also had a percent difference close to , or less than, 5%.  The DFT 
level, roB97XD, was the closest to MP2 with a percent difference around 2% for FBZ­
HCI. 
In summary, for the FBZ complexes, it seems that the rotational constants are 
predicted with better accuracy when calculated at the roB97XD level and BSSE 
corrected. Even though roB97XD is better than the MP2 calculation for BSSE corrected 
rotational constants, there was no consistency with the BSSE uncorrected calculations. 
Therefore we can conclude that the rotational constants for FBZ complexes are better 
calculated when BSSE corrected due to the consistency of the predicted rotational 
constants in our data set. 
The BZ complexes are slightly easier to compare, with only one rotational 
constant (B) to consider and B is dependent only on the intermolecular separation. Figure 
2 . 1 7  shows the percent difference for the B rotational constant at the MP2 and all the 
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DFT levels .  A more easily apparent pattern is observed for the B rotational constant 
percent difference. All the BSSE uncorrected DFT calculations had a percent difference 
of at most 1 4%, usually better than 1 0% and the best case is 2% for the coB97XD DFT 
level . coB97XD is the most consistent at accurately predicting the rotational constants 
compared to the MP2 level with MP2 having a percent difference around 4% and the 
coB97XD having a percent difference around 2%. lf we compare t.he data to the BSSE 
corrected calculations in  Figure 2 . 1 9, the BSSE corrected DFT calculations lack the 
apparent pattern found for the BSSE uncorrected calculated rotational constants 
difference. The MP2 level, in this case, is actually better at predicting the rotational 
constants than the DFT calculations. For predicting rotational constants for weak non­
covalent interactions in the C6v symmetry complexes, BSSE uncorrected coB97XD is the 
best. 
Overall, if a DFT calculation is used to predict the rotational constants, BSSE 
uncorrected coB97XD DFT level is found to be the best calculation. Even though the 
rotational constants for the FBZ complexes were shown to be predicted well when BSSE 
corrected at the coB97XD level, the results were not consistent. Also the fact that we only 
had two FBZ complexes to compare made the results less informative than the BZ 
complexes. 
The results presented for the DFT calculations have already been used to predict 
future structures and their rotational constants . The most important prediction the DFT 
calculations have been used for is the 1 ,2-difluorobenzene-HCCH complex.26 Significant 
work has been done in order to assign the rotational spectrum for the 1 ,2-
difluorobenzene-HCCH complex. Internal rotation of the HCCH subunit within the 
7 5  
complex complicates the spectral assignment. Therefore, with the recent findings above, 
DFT calculations are providing a less expensive method by which we have been able to 
explore potential tunneling pathways and aid in the analysis of the 1 ,2-difluorobenzene­
HCCH spectrum. DFT calculations have been also shown to have an impact on predicting 
the lowest energy structures for 1 ,  1 -difluoroethylene-C02. Chapter 3 will discuss the 
problems that were encountered with MP2 calculations in predicting the lowest energy 
structure and the results from application of the DFT levels are discussed in this later 
chapter. 
2. VI. Conclusion 
DFT calculations have shown importance in calculating accurate binding energies 
and the rotational constants for CHht interactions. The results show that the BSSE 
uncorrected roB97XD, overall, accurately predicts the binding energies and rotational 
constants. Unfortunately, sometimes roB97XD performed better when BSSE corrected 
(as in the case of binding energies and rotational constants for the FBZ complexes) and 
sometimes when BSSE uncorrected (rotational constants for BZ complexes). In the case 
of the BZ complexes it is possible that BSSE corrections are overcorrecting for the 
rotational constants and therefore makes the BSSE corrected values worse. Another DFT 
calculation that shows potential is the M06-2X level. This hybrid method does well with 
predicting the binding energy when BSSE uncorrected but does a better job at predicting 
rotational constants when BSSE corrected. Overall, the two DFT calculations, roB97XD 
and M06-2X, are shown to be the best for predicting binding energies and roB97XD 
calculation is the best for predicting the rotatfonal constants. Future studies have already 
been initiated using what has been learnt ion this chapter about DFT calculations in 
7 6  
predicting new CH/n interactions, such as phenylacetylene-HCCH complex,27 or 
comparing non-aromatic complexes involving CH/n interactions, such as 
chlorodifluoromethane-H CCH28 complex. 
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CHAPTER 3 
Ab initio and Microwave Study of H2C=CF2-C 02 
Complex 
3. I. Microwave Spectroscopy Theory 
The next method used to study and understand weak non-covalent interactions is 
by systematic variation of simple alkanes/alkenes interacting with C02; this variation 
involves increasing the number of halogen atoms on the alkane/alkene.  By focusing on 
the interaction of C02 and halogenated alkanes/alkenes, further information of weak non­
covalent interactions with C02 can be applied to environmental issues, such as trapping 
C02 in MOFs discussed in Chapter 1 .  In order to understand these weak interactions in 
the gas phase, the molecule can be rotationally excited by polarized radiation in the 
microwave frequency range (6- 1 8  GHz) . The resulting experimental spectrum will be 
used along with a predicted rotational spectrum to fit spectroscopic parameters (such as 
rotational constants) by assignment of quantum numbers to each rotational transition. For 
the experimental spectrum in this chapter, gas molecules from a tank filled at �2 . 5 atm 
are pulsed into a vacuum chamber ( � 1 0- 1 0 atm) through a 0 . 8  mm pinhole which causes 
the molecules to expand adiabatically. When expanded adiabatically, the weak non­
covalent interactions occurring in the mixture are isolated due to the collision-less 
expansion of the gas mixture. Once the microwave radiation hits the isolated complex, 
the dipole moment of the complex is aligned with the electromagnetic wave, generating 
torque within the molecules. The generated torque allows the change of rotational angular 
momentum that is quantized according to the complex' s  rotational energy levels. 
Excitation radiation causes transitions between energy levels and simultaneously 
generates a rotational spectrum, where the peaks relate to the difference in energy 
between the two energy levels. 1 Once the experimental spectrum is obtained, quantum 
numbers are assigned according to the total rotational angular momentum (J), and the 
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experimental rotational constants (A, B, C) are determined by fitting measured transition 
frequencies to an appropriate Hamiltonian. The structure of the complex is determined 
from the experimental rotational constants through the moments of inertia already 
discussed in Chapter 2 .  
3.  II .  Spectrometers 
For determination of experimental structure in this study, two different types of 
microwave spectrometers were used: a chirped-pulse Fourier-transform microwave (CP­
FTMW) spectrometer2'3 and a Balle-Flygare4 resonant cavity Fourier-transform 
microwave (RC-FTMW) spectrometer5 • 
The CP-FTMW spectrometer at EIU uses an arbitrary function generator (AFG) 
to generate a chirped pulse of frequencies sweeping between 0 and 240 MHz in 1 µs 
(component 1 ,  Figure 3 . 1 ) . The chirped pulse is mixed with microwave radiation from a 
microwave synthesizer (component 2, Figure 3 . 1 )  at any given frequency in the 6-20 
GHz range. The mixer, component 4 in Figure 3 . 1 ,  outputs both a sum and a difference 
between the two frequencies resulting in a total bandwidth of 480 MHz centered at the 
given microwave frequency ("center frequency") .  The mixer generates a band of 
frequencies 240 MHz both above and below the specified center frequency that can range 
from 6-20 GHz. The bandwidth of microwave radiation is then amplified by a 1 0  Watt 
solid-state amplifier (component 5 ,  Figure 3 . 1 ) , pulsed into the vacuum chamber by a 
microwave horn antenna (component 6, Figure 3 . 1 )  and passed through the gas pulse 
coming from the pulsed nozzle (component 7, Figure 3 . 1 ) . The molecules will be 
rotationally excited if the range of frequencies being pulsed into the chamber contains 
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one or more rotational transition frequencies of the species under study. The rotationally 
excited molecules quickly relax back into the lower rotational levels, and emitted 
radiation, in the form of a Free Induction Decay (FID) , is detected by a second 




1 2  
Figure 3 . 1 :  Schematic outline of the chirped-pulse Fourier-transform microwave (CP-
FTMW) spectrometer.2•3 
microwave horn antenna (component 6 '  Figure 3 . 1 )  and passed to a low-noise amplifier 
(component 1 0, Figure 3 . 1  ) .  The collected and amplified signal is sent to an oscilloscope 
where it is averaged and Fourier-transformed into a frequency domain spectrum. The 
oscilloscope displays only the offset frequeneies from the center frequency, therefore a 
series of scans in overlapping 480 MHz sections must be combined to determine the 
absolute frequency of each transition. The spectrum is combined using a peak picking 
program written in LabView6 by Ashley Elliott. 7 Lab View combines the segmented 
spectra, each typically with 2000-5000 averaged FID ' s, into a single spectrum usually 
spanning about 6- 1 8  GHz. 
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Figure 3.2 : Schematic outline of the Balle-Flygare resonant cavity Fourier-transform 
microwave (RC-FTMW) spectrometer.4 
The RC-FTMW spectrometer (Figure 3 .2) uses microwave radiation at 
frequencies between 4 and 1 8  GHz but with a much smaller excitation bandwidth ( 1  
MHz) than the CP-FTMW spectrometer. The microwave radiation enters the vacuum 
chamber and reflects between two spherical mirrors which have been tuned to resonate at 
that frequency. The mirrors allow the microwave radiation to build in power through 
constructive interference without need of a large microwave amplifier, like in the CP-
FTMW spectrometer. A gas mixture is pulsed into the chamber and as it expands it is 
rotationally excited after a small µs delay (which can be tuned according to the 
preference of the species being observed) . The radiation from the molecules relaxing to 
the lower rotational levels in the form of an FID, is collected by a microwave antenna and 
this signal is amplified by a low-noise amplifier and sent to the computer where it is 
averaged and Fourier-transformed into a frequency domain signal . The high amount of 
power distributed over a small bandwidth that is available using the RC-FTMW, allows 
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us to observe weaker transitions that cannot be seen on the CP-FTMW spectrometer. 
Also, slightly higher resolution is possible using the RC-FTMW ( 1 0  kHz) relative to the 
CP-FTMW (50 kHz) . Figure 3 . 3  compares the same line measured on both the 
spectrometers . The two instruments at EID complement one another, allowing a full 
experimental spectrum to be quickly measured and assigned by the CP-FTMW, and the 
RC-FTMW can be used to measure weaker transitions and also expensive isotopically 
labeled complexes . 
A. B.  
10949 10950 1 0951 10952 10953 1 0954 1 0955 10949 10950 1 0951 1 0952 10953 10954 10955 10956 
Frequency (MHz) Frequency (MHz) 
Figure 3.3. The large signal to noise ratio effect on the same measured frequency (A) RC-
FTMW and (B) CP-FTMW. The much higher resolution available on the RC-FTMW is also 
apparent. 
3. III. Assigning Spectra 
As previously stated in Chapter 2, the rotational constants for a complex are 
related to the moments of inertia. Ab initio calculations allow us to identify the lowest 
energy structure and predict the rotational constants, and dipole moment of the structure 
we are most likely to observe in the CP-FTMW spectrometer. The predicted rotational 
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constants and dipole moment are inputted into a program called SPCA T8 and a predicted 
rotational spectrum is generated and viewed using the graphical viewer ASCP _L9. 
The various intensities of transitions in a spectrum are related to the dipole 
moment selection rules. Previously, a-type, b-type and c-type dipole moments were 
discussed in Chapter 2. The different dipole moment components interacting with the 
electromagnetic radiation will generate torque in different directions . This gives rise to 
transitions occurring between different rotational energy levels and the quantum numbers 
will change according to the different dipole moment types . These transitions are grouped 
according to their interaction with the polarization radiation, and are named: a-type, b­
type and c-type. The transitions are defined as J'K-l 'K1 ' � J"K-l "K1 ", where J is the total 
rotational angular momentum quantum number (J" is the lower energy rotational level 
and J' is the higher energy rotational level) .  K-1 and K1 are additional quantum numbers 
needed to give a unique label to each rotational sublevel. Table 3 . 1  and Figure 3 .4 
summarize the dipole moment selection rules for each type of dipole moment. 
The selection rules for the different dipole moment components give rise to 
specific patterns that occur in the spectrum. The easiest to assign are the a-type 
transitions, which can be seen in Figure 3 . 5-A highlighted by the white lines. The a-types 
show a distinct triplet pattern in the l , l -difluoroethylene-Ne10  complex for one K-1 = 0 
transition (center line) and two K1 = l  transitions (the outer two lines) . The next type are 
b-type transitions which are shown in Figure 3 . 5-B and most relevant for my assigned 
spectrum. These b-type transitions are a little more difficult to assign and several 
different kinds of patterns are possible 1 1 . To name a few, the transitions for the 
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Table 3.1: Dipole moment selection rules for K_1 and K1 of each type of dipole moment (a, b 
and c). 
Dipole Moment Allowed 'r. 
Selection Rules Transitions ' ' ' 
a L1K-1=0 ' '  ' ' 
L1K1= ± 1  ' . ' '  
h L1K-1= ± 1  ' � ' '  
L1K1= ± 1  
c L1K-1= ± 1  
L1K1= 0 
Figure 3.4. Allowed transitions (JK-I KI) 
color coded with respect to the specific 
dipole selection rules in Table 3.1: a-type 
(red), b-type (blue) and c-type (purple). 
J'1. J' �J"o. J", are 2C apart and the lowest transition ( 1 1 1  �Ooo) can be found at the 
frequency of A + C. For the transition J'o. J' � J''! , J", they are spaced by 2B and the lowest 
transition is found at 3B + 2C - A. The final pattern is for the transitions J'2• (J'-IJ �J"!, (J"- IJ 
and J'2. (J'-2) �J"1• J", they
.have a splitting pattern of (B;C) ]']" and the lowest transition 
can be found at (3A + C + (B-c)) + (B + C)(J" - 1 ) . 1 1  The c-type pattern was not used for 2 
any assignment in my spectra but an example is shown for the 1 ,  1 -difluoroethylene-N e 1 0 
complex in Figure 3 . 5-C.  Another pattern that was helpful in assigning my 1 , 1 -
difluoroethylene-C02 spectrum was the assignment of the Q branch which is shown in 
Figure 3 . 5-D. A Q-branch (where Al = 0) is relatively easy to spot by the "mountain" 
type pattern. P-branch transitions can also occur (when Al =  - 1 )  but are usually not 
intense enough to be seen; however, a few are seen in my 1 , l -difluoroethylene-C02 
spectrum. The most intense transitions usually occur for an R-Branch transition (Al = 1 ) . 
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8. ) I 
Figure 3.5: Splitting patterns for the dipole moment selection rules. (A) An a-type triplet 
formation for 1,1-difluoroethylene-Ne10, (B) b-type transitions for 1,1-difluoroethylene-C02, 
(C) c-type transitions for 1,1-difluoroethylene-Ne10 and (D) a Q-branch for the 1,1-
difluoroethylene-C02 complex. 
3. III a. Centrifugal Distortion Constants 
When assigning the spectrum with quantum numbers, J'K-/K/ �J"K_/'K1 ", we are 
assuming that we have a rigid molecule; however, this is not the case . When the molecule 
is rotating around a specific principal axis, the faster the molecule spins, the longer the 
bonds will get and the more distorted the molecule becomes. If the mass distribution 
becomes distorted, the moments of inertia change. This centrifugal distortion is a problem 
since the rotational constants are related to the moment of inertia and this depends on the 
rotational state of the molecule. Therefore, distortion constants provide a J-dependent 
correction to the moment of inertia. The distortion constants become more significant for 
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higher J transitions because the molecules are rotating faster and the distortion effects are 
larger. Also different distortion constants are needed to account for different distortions 
of the molecule as it rotates about the different axes. The distortion constants that are 
relevant to my spectrum are labeled L1J, L1K, L1JK, bJ, and bK. An example of how the 
distortion constants appear in the energy expression with respect to their J and K-
dependence for a prolate symmetric top is shown by Equation 3 . 1 ,  1 2 where E is the 
rotational energy for a specific J level, h is Planck's  constant, A and B are rotational 
constants, K is a quantum number describing the projection of J on the symmetry axis 
(K1 and K1 for an asymmetric top like 1 , 1 -difluoroethylene-C02) and L11, L1K, L1;K are the 
distortion constants. 
3. Ill b. Spectral Fitting Process 
Once the appropriate distortion constants are included in the fit, a program SPFIT 
calculates how well the different transitions and distortion constants reproduce the 
measured spectrum. SPFIT8 uses several different files in this fitting process. First, 
SPFIT uses a Jin file listing all measured transitions with their frequencies and quantum 
numbers . The predicted rotational constants and distortion constants are included in a .par 
file. Once SPFIT is run, a SPFIT output file ( .fit) is created. The output file contains fitted 
rotational constants, distortion constants (with uncertanties) and a RMS value (Equation 
3 .2) .  The RMS is used as a guide to the quality of the fit. The calculation takes into 
account the frequency assigned (uobs) , the frequency predicted (uca1c) and the number 
RMS = (3 .2) 
9 1  
of lines assigned (n) . For a fit to be considered valid, the RMS should be below 4 kHz, 
because that is the measurement reproducibility of the spectrometer. If the RMS is below 
4 kHz (and no individual transitions have a Dobs- Deale significantly higher than 4 kHz) 
then the fit is satisfactory. 
3. IV. Structural Fit 
In order to determine a structure for the dimer, more than just one set of rotational 
constants are needed. Experimental data for additional isotopically labeled species is 
needed for a reliable structure fit. When isotopically labeled atoms are substituted into the 
complex, the mass of the complex changes, and therefore so do the moments of inertia 
around the principal axes. This systematically changes the prinicipal axis system to lie at 
the new center of mass for each isotopically labeled species but it does not change the 
distances between the atoms. By adding additional isotopic moments of inertia to the 
experimental data, they provide us with more information with which to obtain an 
accurate structure. 
Two different types of fits are used to determine the actual structure that 
corresponds to the experimental spectrum. The first technique used is an "inertial fit" 
using a program called STRFIT. 1 3  An input file is created containing internal coordinates 
(principal axis coordinates) of each of the atoms in the two monomers (using literature 
bond distances and angles) . The distance and angles between the two monomers are 
given ab initio internal coordinates to begin with. The input file also consists of the 
rotational constants for the parent species, rotational constants for the isotopically labeled 
species and their masses. STRFIT then varies the predicted intermolecular distance and 
angles to give the optimum fit. The output file of the program provides coordinates for 
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the atoms along with the optimum distances and angles that were varied. STRFIT can use 
up to all three rotational constants or any combination of the three during the fit. For 
example, if the STRFIT input file contains only the rotational constants A and B, it would 
only calculate the coordinates of the complex using the moment of inertia around the a 
and b axis (10 and h). The use of different combinations of the rotational constants allows 
us to check the consistency of the structure and estimate a more realistic uncertainty for 
the angles and distances varied. The fit using the combination of rotational constants that 
gives the smallest RMS is usually taken as the final experimental structure. 
The next method used for determining an experimental structure is Kraitchman 
analysis (using the KRA program) . 1 4' 1 5  The program KRA is similar to STRFIT, however 
the input file for KRA does not consist of any assumed structural parameters . KRA uses 
the mass difference between the parent species and the isotopically labeled species, along 
with their corresponding rotational constants, to determine the actual principal axis 
coordinates of the substituted atoms in the complex. The coordinates produced from 
STRFIT and KRA are compared. If the KRA coordinates and the inertial fit (STRFIT) 
coordinates are in good agreement, then the structure is confirmed. 
3. V. Planar Moment 
The planar moment is a useful tool to determine if a complex is planar. The 
(3 .3 )  
planar moment Pxx, where x = (a, b, or c)  is shown in Equation 3 .3 .  The planar moment 
describes the mass distribution along a specific principal axis and is easily calculated 
from the moments of inertia. A rigid complex with all atoms lying still in a plane of 
symmetry ideally has a value for the out of plane moment (P xx) of zero . However, this is 
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not the case because the atoms are continuously moving during low energy vibrations . If 
the atoms are moving in this way, then the atoms will spend some time out of the plane of 
symmetry. Therefore, a planar complex wou,ld be expected to have one planar moment 
very close to zero . In this thesis, the planar moment, P cc , is important because the 1 ,  1 -
difluoroethylene-C02 complex is located in the a, b plane. 
3.  VI. Stark Effect 
The last experimental parameter of interest is the dipole moment of the complex. 
The technique used to find the dipole moment is called the Stark1 6 effect. Stark effect is a 
technique that measures how a rotational transition is perturbed as an electric field is 
applied to rotationally excited molecules. When a molecule is rotationally excited without 
an electric field, the total angular momentum, J, has a total of (2 J + 1 )  possible M 
sublevels that are degenerate. However, when an electric field is applied, the degeneracy 
of these M sub levels is partially lifted. The higher the applied electric field, the more the 
M sublevel transitions shift from the "zero field" transition. The "zero field" transition is 
the frequency of the transition when there is no applied electric field. The shift in the M 
sublevel transitions is measured by the change in frequency relative to the "zero field" 
transition (�u ). Figure 3 .6-A shows the 2 � 1  "zero field" transition (green) and B shows 
the peak that applies to that transition. The red arrow in Figure 3 .6-A corresponds to the 
peak in C, and this represents a negative shift in frequency (�u) from the "zero field" 
transition. The blue arrow in Figure 3 .6-A corresponds to the peak in D and that 
represents a positive shift relative to the "zero field" transition. By calculating the �u at a 
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A. 
With Electric Field 
--- /M/•2 
No Field �:<<�--...... �- /M/•l · · · · · · · · ·-.....-- /M/:-0 ·� 
--- /M/•l 
--- /M/:-0 
Figure 3.6: Color coded representation of the different M sublevel transitions. (A) The M 
sublevels with respect to the J transition (B) a "zero field" transition (green arrow) (C) a 
negative Au from the "zero field" transition (red arrow) and (D) is a positive Au from the 
"zero field" transition (blue arrow). 
particular elect�ic field (a), we can determine the dipole moment (µ) shown in Equation 
3 .4. 
(3 .4) 
Here at EIU, the electric field in the RC-FTMW spectrometer is created by two 
steel plates located inside the vacuum chamber and placed about 3 1  cm apart. A +/-
voltage is applied to the top and bottom steel plates respectively. The voltage difference 
between the two plates causes the expanding gas to experience an electric field. The 
electric field is calculated by Equation 3 . 5 .  An approximate electric field is calculated 
using total voltage applied to the steel plates (V) divided by the distance 
9 5  
Electric Field = V/d (3 .5 )  
between the two plates ( d) . A precise value of E can be obtained by a calibration using 
OCS and assuming µ (OCS) = 0 .7 1 5 1 9(3) D . 1 7 
As previously stated, �u is the change in frequency relative to the "zero field" 
transition, A and B are the Stark coefficients, M is the sublevel, µ is the dipole moment 
and E is the electric field applied. The Stark coefficients allow us to predict the shifts of 
the transitions when an electric field is applied and are determined using a program called 
ASYSPEC1 8 using the experimental rotational constants .  The experimental dipole 
moment components are determined using the program QST ARK. 1 9 QST ARK works 
with an input file that consists of the experimental rotational and distortion constants, the 
predicted dipole moment, and the frequency for each transition when a specific electric 
field is applied. The dipole moment components are varied until the best quality fit is 
obtained. The experimental dipole moments and uncertainties are tabulated in the output 
file given by QSTARK. 
3. VII. Previous Studies of Fluorinated Ethylene-C02 Complexes 
As a spectroscopist, there are several ways to analyze the weak interactions 
between small molecules . One method is to study the complexes of a simple molecule 
such as C02 with a variety of other simple molecules, and to systematically vary the 
substituents on that molecule to explore how that affects the binding properties and 
structure of the complex. Our lab has been observing the interactions between 
halogenated alkanes and alkenes with C02 . C02 has been chosen because of its 
abundance and the importance it holds as a greenhouse gas . Many of these weak non-
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covalent interactions between fluorinated molecules and C02, might bear atmospheric 
significance, as discussed in Chapter 1 .  20 Also discussed in Chapter 1 is the importance 
that weak interactions with C02 have on the development of devices that capture C02.  
With the abundance of C02 produced from oil, natural gas and coal, a device that could 
capture C02 would decrease the amount of C02 in the atmosphere. Therefore there is 
great interest in studying and understanding simple interactions of C02. Studying the 
various structures, and binding strength between C02 and halogenated alkane/alkenes 
could increase the knowledge of how C02 weakly interacts with other molecules .  
Some previous complexes of C02 studied by our lab are shown in Figure 3 .7 .  In 
2008 and 20 1 1 Mike Serafin and Amelia Sanders looked at HCF3-C0/ 1 and H2CF2-
C02 22, respectively (Figure 3 .  7-A). The possibility of fluorinated ethylenes 
Amel i a  Sanders: 
H2C Fi-C02 
A. 
B .  
"CO o n  the Side" 
Cori C h r isten holz :  H 2C=C FH-C02 
2 
Rachel Dorris:  H FC=C F2-C02 
Figure 3.7: Previously studied interactions between C02 and (A) fluorinated alkanes by 
Amelia Sanders22 and Mike Serafin21 , (B) ethylene-C0/3 and fluorinated ethylenes by Cori 
Christenholz24 and Rachel Dorris25• 
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interacting with C02, was considered when the paper on ethylene-C02 was discovered. 
The assignment of H2C=CH2-C02 in the infrared region of the spectrum was previously 
publi�hed in 1 995 by R. E. Miller.23 However, Miller et al. reported internal rotation of 
the ethylene subunit with respect to C02 . Fluorination of the ethylene molecule would 
break the required symmetry and therefore would prevent internal rotation. Continuing 
our research by fluorinating the ethylene, Cori Christenholz, in 20 1 3 , assigned two 
different structures for H2C=CFH-C02 (VF-C02 (VF = vinyl fluoride))24 in one spectrum 
(Figure 3 .7-B) .  Seeing two different structures in one spectrum for the same complex is 
very rare. Hopeful to have the same outcome as VF-C02, another fluorine atom was 
added to the ethylene to produce 1 ,  1 -difluoroethylene. The goal of this chapter is to 
observe how the interaction with C02 is changed by the addition of another fluorine atom 
to the ethylene. The complex under study is 1 , 1 -difluoroethylene-C02 (H2C=CF2-C02 
(DFE-C02)) .  Accompanying this research, Rachel Dorris later assigned a spectrum for 
the complex trifluoroethylene-C02 (HFC=CF2-C02 (TFE-C02))25 , shown in Figure 3 .7-
B'. Comparison of all three complexes allows a study of the differences in structure and 
binding strength as the amount of fluorination increases. 
3.  VIII. DFE-C02 Predictions 
Ab initio calculations for the DFE-C02 complex were performed using 
GAUSSIAN 0926 at the MP2/6-3 1 1 G++(2d, 2p) level . To predict the lowest energy 
structure for DFE-C02, the previous VF-C02 and ethylene-C02 structures were taken 
into account. Figure 3 . 8  shows all the possible structures that were considered for DFE­
C02. The two lowest energy structures (I and II) look similar to ethylene-C02 with the 
C02 located above the plane of the ethylene and Structure III looks similar to one of the 
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experimental structures found for VF-C02. The relative energy difference between I and 
II is 23 cm- 1 and the relative energy difference for structures I and III is 46 cm- 1 , which is 
close to the difference in energy for the lowest energy structure and the experimentally 
determined structure (42 cm- 1 ) for theVF-C02 complex. 24 
1 1 1  
IV  v 
Figure 3.8: Ab initio structures of the possible DFE-C02 complex in order of increasing 
energy (1-V). 
As previously shown in Figure 3 .  7, VF was only found experimentally to interact 
with the C02 in the plane. Therefore, it is probable that the two lowest energy structures 
for DFE-C02 may not actually be the lowest energy structures (which is in agreement 
with other recently studied fluorinated alkene complexes) .24 Excluding the first two non­
planar structures (I and II), the next most stable planar structure is Structure III. Structure 
III is favorable because the structure is similar to one of the experimental VF-C02 
structures (Figure 3 .7-B).  The energies, rotational constants and dipole moments for the 
predicted Structures I-V are tabulated in Table 3 .2 .  
9 9  
Table 3.2: Predicted energy, rotational constants, and dipole moments for the predicted 
DFE-C02 Structures 1-V shown in Figure 3.8. 
Structure Structure Structure Structure Structure 
I II III IV v 
Relative Ener2v (cm-1) 
till 0 .00 23 .2  45 .6  55 .6  383 
Rotational Constants 
A 4 1 05 4062 5672 4879 56 1 0  
B 1 50 1  1 420 1 1 30  1 377 754 
c 1 360 1 3 04 942 1 337  665 
Dipole Moment 
(Debye) 
µa 0. 1 2  0 .39 0.03 1 . 1 7  1 .32  
µb 0.99 1 . 1 9  1 .30  0 . 8 5  0.00 
µc 0 .83  0 .00 0.00 0.00 0 .00 
It can be seen from the relative energies that V is the least stable structure and is 
significantly less stable than Structures I-IV, therefore it is highly probable that it will not 
be formed in the spectrometer. Since two structures were observed in the experimental 
spectrum for VF-C02 that had a relative energy difference from the lowest energy non-
planar structure of 42 and 55  cm-1 ,24'27 it is probable that any of the Structures I-IV could 
form in the gas phase. Therefore to experimentally determine the accurate structure the 
rotational constants and dipole moments must be compared for Structures I-IV. The first 
obvious difference between the four structures is the large difference in the rotational 
constants and dipole moment for Structure IV. The rotational constants for Structure IV 
show a more symmetric top characteristic where the B and C rotational constants are 
much more similar and this pattern would be easily spotted when fitting the quantum 
numbers for the spectrum. Also the strongest dipole moment component for Structure IV 
is µa which will give rise to an a-type triplet pattern which is easily recognized (see 
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Figure 3 .5-A) .  Structures I-III all have µb as the strongest dipole moment component 
which will complicate assignment of the spectrum since the patterns will be harder to 
recognize. However, the rotational constants for Structures I and II compared to structure 
III are very different. The rotational constants for Structure III have a difference greater 
than 200 MHz compared to Structure I and II, so it should be possible to distinguish 
between these different structures. The real issue for the four structures is the 
distinguishing difference between Structures I and II since the rotational constants 
between the two are very similar and both have strong µb dipole moment components. 
However Structure I also has a strong µc that can be identified by experimentally 
determining the dipole moment components of the structure. 
3. IX. DFE-C02 Experimental Data 
3. IX a. DFE-C02 Experimental Rotational Spectrum 
The rotational spectrum of the DFE-C02 complex was scanned initially in 240 
MHz steps on the CP-FTMW spectrometer at Eastern Illinois University.2 The program 
Lab VIEW6 was used to combine the overlapping 480 MHz sections to construct a 
complete spectrum from about 6 to 1 8  GHz. The DFE (98%, Synquest Labs) and C02 
(99.7%, Sigma Aldrich) were both delivered to the nozzle at 1 % concentration with 
He/Ne as a carrier gas ( 1 7 .5% He : 82 .5% Ne, BOC Gases) at a pressure of about 2 .5  
atm. The spectrum was averaged with 4 chirps per gas pulse to  give a total of 5000 
averaged FIDs.  The program used to view the experimental spectrum was SVIEW _L28 , 
the program used to view the predicted rotational spectrum was ASCP _ L9 and 
SPCAT/SPFIT8 were used to fit the experimental lines with the predicted spectrum. 
Additional transitions were measured using the RC-FTMW spectrometer. The RC-
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FTMW spectrometer, having the best signal to noise ratio, was also used to locate the 
isotopically substituted species. The four isotopically substituted species were : 1 3C 
substitutions on both carbon atoms in the ethylene molecule (in natural abundance), an 
enriched 1 3C ( 1 3C02 : 99% 1 3C, <3%, Aldrich) on the C02, and an enriched sample of 
doubly substituted C 1 802 (C 1 802 : >95% 1 80, Aldrich) . 
The complete DFE-C02 experimental spectrum is shown in Figure 3 .9 .  The DFE 
monomer29 in the spectrum is responsible for the most intense lines in the scan. On a side 
note, the DFE-C02 complex had strong intensity relative to the monomer lines with the 
most intense dimer lines actually visible in the un-zoomed scan. From the intensity of the 
dimer lines compared to the DFE monomer lines, it is estimated that 1 % of the DFE 
monomers are forming a complex with C02 . Zooming in on the 8 GHz to 1 4  GHz range 
(Figure 3 . 1 0) ,  several b-type and Q-branch transitions for the DFE-C02 complex can be 
observed. Figure 3 . 1 0  shows the strongest b-type transitions for the DFE-C02 complex. 
The strong b-type dipole moment is the reason for the b-type pattern in the experimental 
rotational spectrum. Three different b-type patterns were seen in the entire experimental 
spectrum. The different b-type transitions were J'1, Kl �J"o, Kl, J'2, Kl �J"1, Kl; J'o, Kl 
�J"1, Kl and J'1, Kl �J"2, Kl , where K1 = 1 for all .  A list of those b-type transitions and 
their frequencies are listed in Table 3 .3 color coded in blue. In addition, Table 3 .3 lists 
several Q-branch transitions (highlighted in red) found in the DFE-C02 experimental 
scan. In Figure 3 . 1 0, the triplet formation from the DFE-Ne10 discussed earlier can also 
be seen between the transitions 2 12� 1 0 1 and 3 1 3 �202 . Transitions that are in the DFE-
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Figure 3.9: Full experimental DFE-C02 spectrum from 6 to 18.5 GHz. The region in the box 
is shown in Figure 3.10.  
C02 spectrum but not seen in Figures 3 .9  and 3 . 1 0  are the 1 3C transitions for the DFE 
monomer which are relatively strong and at about the same intensity as the dimer 
transitions . DFE-H20 was initially predicted but not observed in the DFE-C02 
experimental scan. 
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Figure 3 . 1 0 :  A zoomed i n  section of the experimental spectrum from 8 GHz to 1 4  GHz with 
the strongest b-type dimer transitions labeled. Part of a Q-branch is appearing close to the 
515�404 transition. The triplet appearing around 9300 MHz is due to the formation of the 
DFE-Ne complex.10 
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Table 3.3 :  The 38 measured rotational transition frequencies for DFE-C02• The difference · 
between measured frequency and predicted frequency is shown by Av. The transitions are 
color coded into groups (blue) R-branch and (red) Q-branch transitions. 
Transition Frequency (MHz) Av (MHz) 
8 1 7  (;:- 7  26 5572 .5485 0 .00 1 1 
5 1 4  (;:-Sos 6 1 80.3 840 0 .00 1 5  
505 (;:- 4 1 -1  6379.8472 0.00 1 4  
I 1 1  (;:- Ooo 6636 .0542 0.0008 
32 1 (;:-4 1 -1  6705 .3 875 -0.0004 
6 1 5 (::-606 6863 .9627 -0.0008 
7 1 6(::-701 77 1 0 . 7820 -0.0007 
9 1 8  (;:- 827  8340.3754 0 .0005 
220 (;:- 3 1 3 8369.94 1 7  0 .0022 
2 1 2 (::- 1 0 1 85 1 4 .8803 0 .0008 
8 1 1(;:- 8os 8735 .0655 -0.0008 
606 (;:- 5 1 5  8736.6685 0 .0004 
633 (;:- 7  26 9049 .5 1 45 -0.0004 
9 1 s(;:-909 9945 .944 1 0 .0004 
3 1 1 (;:- 202 1 0304.4966 0 .0000 
707 (::- 6 1 6  1 1 099.0254 -0.0005 
I 0 1 9 (;:- 92x 1 1 1 5 3 .7729 -0 .00 1 6  
1 0 1 9(;:- l 00 1 0 1 1 345 . 1 666 0 .0005 
921(;:-9 1 s  1 1 743 .80 1 6  0 .0008 
826(::- 8 1 7  1 1 9 1 5 . 5976 -0.00 1 3  
4 1 -1 (::- 303 1 20 1 1 .7325 0 .0002 
725 (::-7 1 6 1 2 1 76 .35 1 0  0 .0007 
624(::-6 1 5  1 2494.5627 0 .0005 
523 (;:-5 14 1 2838 .0 1 32 0 .0025 
422(::-4 1 3  1 3 1 75 .8742 0 .0029 
8os (;:- 7 1 7  1 3446.83 1 4  0 .0027 
32 1 (;:-3 12 1 3480.6370 -0.0025 
5 1 5  (;:- 40-1 1 3647.53 1 0  0 .00 1 0  
220(::-2 1 1  1 3729.4997 0 .00 1 8  
22 1 (;:-2 1 2 1 427 1 .366 1  0 .000 1 
322(::-3 1 3  1 4548.23 6 1  0 .0020 
423 (::-4 1 4 1 49 1 9 .2 1 57 -0.000 1 
6 1 6  (;:- 505 1 5226.6788 0 .0003 
524 (;:-5 1 5  1 53 85 .5 892 -0.00 1 7  
625 (::-6 1 6 1 5948 .6202 -0.0003 
7 1 7  (;:- 606 1 6767.0682 -0.003 1 
22 1 (::- 1 1 0 1 8029.0489 -0.0036 
220 (;:- l 1 1  1 82 1 6 . 8046 -0.00 1 8  
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3. IX b. DFE-C02 Experimental Spectrum for Isotopically Substituted Species 
Figure 3 . 1 1 shows the DFE-C02 complex with the labeled atoms that have been 
isotopically substituted. A total of four different spectra for isotopically labeled species 
were observed on the RC-FTMW spectrometer. There were three singly substituted 1 3C 
spectra at position 1 and 4 on the ethylene and position 7 on the C02• The spectra for 1 3C 
substitutes on the ethylene were found in natural abundance (about 1 %) and the 1 3C02 
spectra was found with an enriched sample. The last isotopically labeled complex was a 
doubly substituted 1 80 on the C02 (also with an enriched sample) .  The isotopic species 
found in natural abundance required about 2000 averaged FIDs to have a sufficient 
amount of intensity for accurate frequency measurement. The enriched isotopic species 
only needed about a hundred averaged FIDs to determine the frequencies of the 
transitions. The transition frequencies and corresponding quantum numbers for each 
isotopic species are summarized in Tables 3 .4 to 3 .7 .  The 1 3C spectra measured in natural 
abundance (for C 1 and C4) only had 7 and 6 lines, respectively; the 1
3C7 and 1 808, 9 
enriched samples separately had 2 1  lines for each. 
Figure 3.1 1 :  The positions of isotopic substitution in DFE-C02• C1 and C4 are on the 
fluorinated ethylene and C7 and 08,9 are located on the C02• 
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Table 3.4: The transitions and frequencies for 13C in natural abundance on the ethylene at 
position 1 (H213C=CF 2-C02). 
Transition Frequency (MHz) Au (MHz) 
505 �414  6432 . 8 8 8 8  -0 .0049 
l 1 1  �Ooo 6503 .7020 -0 .0029 
2 1 2 � 1 01 8367.6006 0 .00 1 1 
606�5 1 5  8773 . 8503 0 .0040 
3 1 3 �202 1 0 1 4 1 .5277 0 .0026 
414�303 1 1 832.62 1 7  -0 .0023 
5 1 5 �404 1 3452 .3378 0 .0005 
Table 3.5 : The transitions and frequencies for 13C in natural abundance on the ethylene at 
position 4 (H2C=13CF 2-C02). 
Transition Frequency (MHz) Au (MHz) 
1 1 1 �000 663 1 .2097 -0 .0009 
2 1 2 � 1 01  8 5 0 1 .2754 -0 .000 1 
606 �5 1 5  866 1 .2394 -0 .000 1 
3 1 3 �202 1 0283 .0 1 2  0 . 00 1 9  
414�303 1 1 983 .0948 -0 .0008 
5 1 5 �404 1 36 1 2.243 1 -0 .0002 
Table 3.6: Transitions and frequencies for an enriched 13C sample on the C02 at position 7 
(H2C=CF i-13C02). 
Transition Frequency (MHz) Au (MHz) 
5 14� 505 6 1 55 . 8073 -0 .0029 
505 �414  6245 .986 1 -0 .00 1 6  
l 1 1 �000 6626 .6 1 77 -0 .0005 
6 1 5 �606 6822.0002 0 .0040 
21 2 � 1 01  8487.0864 0 .00 1 8  
606 � 5 1 5  8577.7877 0 .0028 
3 1 3 �202 1 0260. 1 852 -0 .0033 
701 �6 1 6  1 09 1 6 .6297 0 .0003 
4 14�303 1 1 952.453 1 0 .0009 
725 �7 1 6  1 223 1 .4228 -0 .00 1 7  
624 �61 5  1 2549.796 1 0 .00 1 1 
523 � 5 14  1 2890.4879 0 .0039 
422 �41 3  1 3223 . 8472 0 .0002 
8os �7 1 1  1 3242.9583 -0 .0006 
32 1 �3 12 1 3523 .5 1 89 0 .0023 
5 1 5 �404 1 3574.3354 0 .00 1 2  
220 �2 1 1  1 3767.65 88  0 .0003 
22 1 �2 12 1 4298 . 1 3 90 -0 .0026 
322 �3 1 3  1 4569 .0524 -0 .0020 
423 �414  1 4932.0 1 74 -0 .00 1 1 
6 1 6 � 505 1 5 1 39 .9839 -0 .00 1 4  
107 
Table 3.7: Transitions and frequencies for an enriched sample of doubly substituted 180 on 
Transition Frequency (MHz) Al> (MHz) 
505�414 6140.2150 0.0011 
111�000 6290.7301 0.0023 
615�606 6533.3916 0.0012 
212�101 8083.1527 0.0014 
606�515 8390.4379 0.0003 
313�202 9789.6521 -0.0016 
707�616 10644.6937 -0.0002 
414�303 11416.9460 -0.0004 
725�716 11488.9679 0.0014 
624�615 11789.9962 0.0014 
523�514 12117.2659 -0.0011 
422�413 12440.6596 -0.0005 
321�312 12733.2233 -0.0011 
80&�717 12883.5568 0.0003 
220�211 12972.5721 0.0044 
515�404 12975.7815 -0.0004 
221�212 13494.6194 -0.0022 
322�313 13761.4763 -0.0001 
423�414 14119.0729 0.0007 
616�505 14480.6745 -0.0008 
524�515 14568.6562 -0.0029 
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3. IX c. Experimental Fitted Parameters 
The transitions for the DFE-C02 parent and isotopic substituted species were 
fitted in the program SPFIT with a Watson A-reduction Hamiltonian in the Ir 
representation30 and the calculated spectroscopic parameters are summarized in Table 
3 . 8 .  Table 3 . 8  consists of the experimental rotational constants (A, Band C), the fitted 
distortion constants (L1J, .JK, L1JK, bJ, bK), the number of transitions fitted (N), the standard 
deviation of the experimental fit (�unns) and the planar moment (P cc) derived using 
Table 3.8: The predicted and experimental spectroscopic parameters for the DFE-C02 
parent and isotopically substituted DFE-C02 species. 
Constant Ab initio DFE-C02 
for Parent Species 
Structure 
III 
A[MHz] 5672 5696.6440(9) 
B [MHz] 1130 1121.85748(24) 
C [MHz] 942 939.4186(4) 
AJ [kHz]" - 1.6572(20) 
AJK [kHz]" - 0.405(20) 
AK[kHz]" - 16.75(11) 
oJ [kHz]' - 0.2896(5) 
OK [kHz]"'b - 6.90(1) 
N - 38 
Avrms [kHz) - 1.5 
P cc [u AzJ - 0.61469(23) 
a . • j Fixed at parent values m C fits 



























predicted rotational constants for Structure III given previously in Table 3 .2 .  Those 
predicted rotational constants for Structure III are compared to the experimental 
rotational constants in Table 3 . 8 .  The predicted and experimental rotational constants are 
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in good agreement to one another indicating that the experimental spectrum belongs to 
Structure III. As previously stated, the rotational constants for Structure III were 200 
MHz different than Structure I and II. Thus by the good agreement between the ab initio 
and experimental constants Structure III is confirmed as the experimental structure. Also 
the planar moment of the species (P cc) shown in Table 3 . 8  range from 0 .604 u A2 to 0 .6 1 6  
u A 2 . A planar moment close to zero signifies an experimental structure that i s  planar. 
This rules out Structures I and II which both have non-planar structures. 
The parent distortion constants were fixed in fits for the isotopically labeled 
species where only limited data was available. The only difference was for the H2C=CF2-
1 3C02 and the H2C=CF2-C 1 802 complexes where larger data sets allowed fitting of more 
distortion constants. 
3. IX d. DFE-C02 Structure Fit 
As stated in section 3 .  IV. ,  we use the program STRFIT 1 3 to obtain an 
experimental structure for the DFE-C02 complex. The dimer structure is constructed 
using literature values for the monomer distances and angles.29'3 1 The monomer structures 
are unchanged during the fit and only selected intermolecular distance and angles 
between the two molecules are allowed to vary. The STRFIT program calculates the 
moment of inertia from the experimental rotational constants and adjusts the selected 
structural variables to best reproduce the experimental moments of inertia for all isotopic 
species. Figure 3 . 1 2  shows the two angles and the one distance that were varied for the 
DFE-C02 complex. Summarized in Table 3 . 9  are the ab initio calculated values for the 
intermolecular angles and distance, as well as the inertial fit parameters obtained from 
110 
STRFIT. The last column of Table 3 .9 gives the standard deviation of each fit. The best 
fit (fitting Ia, le for each isotopic species) has a standard error of 0 . 1 0 1  u A 
2 . 
Figure 3.12: The three variables used for structure fitting. 
Table 3.9: The predicted and experimental distance and angles for DFE-C02 structure. 
Cr-F Distance F--C1=09 Angle Cr-F-C4 Angle 
aCJ/uAL 
(A) (0) (0) 
Inertial Fit (ro) 
la, lb, le 2 .96(7) 87.. 3 ( 1 .4) 1 28 .2(6. 1 )  0 .474 
Ia, lb 2.959(27) 88 .2(5) 1 28 .4(2 .2) 0 . 1 2 1  
Ia, le 2 .958(22) 88 . 3 (4) 1 27 .9( 1 . 8) 0 . 1 0 1  
lb, le 2 .955(29) 85 .6(6) 1 28 .2(2 .4) 0 . 1 84 
Ab initio for 
Structure III 
re 2 .958 89. 1 1 26 .6  -
a Standard deviation of the fit 
To confirm that the inertial fit is providing sensible values for the intermolecular 
distance and angles, we use another program, KRA. This program uses only the rotational 
constants for the parent DFE-C02 species, the isotopically labeled DFE-C02 species, and 
the change in mass of each isotope relative to the parent species to calculate the 
coordinates for the isotopically substituted atoms. For example, if we have DFE-C02 that 
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has one carbon atom that is 1 3C instead of 1 2C,  the mass difference from the parent 
species is just 1 .0033 5483 amu. KRA provides an independent confirmation of the 
structure without any assumptions of the relative alignment of the monomers since any 
other structure would have very different principal axis coordinate values for the 
substituted atoms.  
Summarized in Table 3 . 1 0  are the principal axes coordinates for the substituted 
carbon atoms in the DFE-C02 complex obtained from ab initio, inertial fit (STRFIT) and 
KRA. The coordinates for the inertial fit and KRA are in very good agreement indicating 
that the structure determined by the STRFIT program is the correct experimental 
structure. 
Table 3.10: The ab initio, inertial and KRA principal axis coordinates for the three 
substituted carbon atoms for DFE-C02 complex. 
Coordinates (A.) Carbons in DFE-C02 Complex 
C1 C4 C1 
H213C=CF2 H2C=13CF2 13C02 
Ab initio 
a 1 . 5078 1 . 57 1 9  -2 .3255  
b 1.3972 0 .0778 0 .0676 
c 0 .0040 -0 .00 1 1 0 .0023 
Inertial Fit (la, let 
a 1 . 5 58  1 . 59 1 -2 .32 1 
b 1 .4 1 5  0 . 1 07 0 .068 
c 0 .000 0 .000 0 .000 
KRA 
Jal 1 . 5245 ( 1 0) 1 .5 899( 1 0) 2 . 3098(7) 
lb/ 1 .4 1 8 8 ( 1 1 )  0 .085 ( 1 7) 0 .064(24) 
lei 0.0000 0 .0000 0 .0000 
"Uncertainties for the inertial fit coordinates are estimated to be less than 0.010 A. 
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Figure 3 . 1 3  summarizes the final DFE-C02 experimental structure, labeled with 




2 958 A 
a 
Figure 3.13: The best fitted distance and angles by STRFIT (red) and the ab initio distance 
and angles (blue) for DFE-C02• 
3. IX e. Experimental Dipole Moment of DFE-C02 
The last experimental data determined for DFE-C02 is the dipole moment. As 
previously stated in the "Stark Effect" section (3 .  V.), varying the electric field that is 
applied to the complex will cause the rotational transitions to split into many components 
and shift in frequency. Table 3 . 1 1 is the output file given by QSTARK. As previously 
stated, QSTARK calculates the experimental dipole moment of the structure . Table 3 . 1 1 
summarizes the DFE-C02 "zero field" transition frequencies, the observed frequencies at 
a particular electric field squared ( f: 2) and the difference between the experimental 
frequency shifts (f).v) and the frequency shifts predicted from the program ASYSPEC. 
Figure 3 . 1 4  shows plots of/). v against e 2 for each "zero field" J transition. The linear 
plots signify the shifts obey the 2"d order relationship shown earlier by Equation 3 .4 .  The 
ab initio and experimental DFE-C02 dipole moments are shown in Table 3 . 1 2 .  
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Table 3.1 1: QSTARK output file consisting of the "zero field" transition frequency, the 
observed frequencies at the particular electric field and the calculated shift in frequency 
(Av) from the observed minus the predicted frequency. 
Transition M-sublevel Electric Field' (V'/cm') Observed Frequencies Observed - Predicted b.v 
(MHz) 
212�101 M=O 
0.0 8514.8803 0.0009 
3213.4 8514.8674 0.0073 
4857.3 8514.8561 0.0059 
10438.3 8514.8216 0.0050 
18120.9 8514.7733 0.0029 
27904.9 8514.7158 0.0042 
39790.5 8514.6434 0.0033 
53777.7 8514.5555 -0.0006 
69866.4 8514.4583 -0.0013 
88056.7 8514.3481 -0.0025 
M=I 
0.0 8514.8803 0.0009 
3213.4 8514.9272 -0.0002 
4857.3 8514.9512 -0.0008 
!0438.3 8515.0321 -0.0032 
18120.9 8515.1485 -0.0016 
27904.9 8515.2992 0.0030 
39790.5 8515.4785 0.0048 
53777.7 8515.6956 0.0131 
69866.4 8515.9221 -0.0007 
31ff-202 M=I 
0.0 10304.4880 -0.0086 
3213.4 10304.6720 -0.0158 
4857.3 10304.7740 -0.0115 
10438.3 10305.!027 -0.0143 
18120.9 10305.5618 -0.0108 
M=2 
0.0 10304.4880 -0.0086 
3213.4 10304.5722 -0.0060 
4857.3 10304.6140 -0.0060 
10438.3 10304.7543 -0.0075 
18120.9 10304.9490 -0.0080 
27904.9 10305.2072 0.0017 
39790.5 10305.5151 0.0077 
4,.f-303 M=I 
0.0 12011.7351 0.0028 
3213.4 12011.6808 0.0070 
4857.3 12011.6546 0.0107 
10438.3 12011.5481 0.0057 
18120.9 12011.4059 0.0033 
27904.9 12011.2261 0.0014 
39790.5 12011.0038 -0.0048 
53777.7 12010.7442 -0.0101 
6,,.f-51, M=3 
0.0 8736.6680 -0.0001 
18120.9 8736.7052 0.0031 
27904.9 8736.7237 0.0032 
39790.5 8736.7446 0.0018 
53777.7 8736.7728 0.0037 
69866.4 8736.8026 0.0033 
M=4 
0.0 8736.6680 -0.0001 
10438.3 8736.6396 -0.0023 
18120.9 8736.6214 -0.0013 
27904.9 8736.5969 -0.0012 
39790.5 8736.5676 -0.0007 
53777.7 8736.5305 -0.0027 
69866.4 8736.4861 -0.0068 
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Figure 3.14: The tabulated change in frequency from the "zero field" transition versus the electric field squared for transitions (a) 212�101 
(b) 313�202 (c) 414�303 and (d) 606�S1s· 
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Table 3.12: The ab initio (for Structure Ill) and experimental dipole moment components 
parallel to the a-axis (µ3), b-axis (µb), c-axis (µc), and the total dipole moment. 
Ab Initio Experimental 
µa 0 .026 0 .064( 1 8) 
µb 1 .30  1 .3449( 1 5) 
µc 0 .00 0 .000 
µTotal 1 .34  1 .409(6) 
3. X. Discussion 
3. X a. DFT for Predicting the Lowest Energy Structure for Fluorinated 
Ethylene-C02 Complexes 
Previously in Chapter 2, the lab ' s  interest in DFT calculations and how well they 
predict the weak non-covalent CHhr interactions compared to the standard MP2 
calculation that has been employed for many years is discussed. It has been noted that the 
structure observed in the DFE-C02 spectrum (Structure III, Table 3 .2), was not the lowest 
energy structure predicted by the MP2 ab initio calculations . The same situation was 
observed for VF-C02,24 with the second and third most stable structures actually seen in 
the experimental scan while the predicted most stable structure has not yet been assigned. 
This however, did not occur for TFE-C02 because the complex only had two possible 
predicted structures and the lowest energy structure was actually the one observed.25 
Even though the MP2 calculations predicted the fluorinated ethylene-C02 dimer 
structures well, it is possible that the MP2 calculations have difficulties in predicting the 
relative energies well . Therefore, using the knowledge gained from the application of 
DFT calculations to the complexes in Chapter 2, the study is extended to fluorinated 
ethylene-C02 complexes. The DFT levels used here were the same used in Chapter 2 .  
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The only exception is that 6-3 1 1  G++(2d, 2p) was the only basis set used for 
determination of relative energies because it was the quickest basis set for determining 
the lowest energy structure. Table 3 . 1 3  summarizes the various relative energies 
calculated for the predicted structures for VF-C02 and DFE-C02• CAM-B3LYP and LC­
mPBE were the only two DFT calculations that identified the experimental structure to be 
the lowest energy structure for DFE-C02 and VF-C02• 
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Table 3.13: The calculated predicted relative energy values for VF-C02 and DFE-C02. The 
DFT calculations were performed only using the basis set 6-311G++(2d, 2p). 
VF-c<>z 
COzAbove c<>zon the Endb C02 on the Sldec 
MP2/6-311G++(2d, 2p) 
Energy (cm-1) 0 42 SS 
CAM-B3LYP/6-311G++(2d, 2p) 
Energy (cm-1) - 0 S2 
(1)897XD/6-311G++(2d, 2p) 
Energy (cm-1) 0 6S 73 
M06/6-311G++(2d, 2p) 
Energy (cm-1) 0 - 26 
M062X/6-311G++(2d, 2p) 
Energy (cm-1) 0 9S lSS 
LQdPBE/6-311G++(2d, 2p) 
Energy (cm-1) 7S 0 31 
DFE-COz I II Ill IV 
MP2/6-311G++(2d, 2p) 
Energy (cm-1) 0 23 46 56 
CAM-B3LYP/6-311G++(2d, 2p) 
Energy (cm-1) 3 204 0 9S 
(1)897XD/6-311G++(2d, 2p) 
Energy (cm-1) 0 14 71 142 
M06/6-311G++(2d, 2p) 
Energy (cm-1) 0 66 22 24 
M062X/6-311G++(2d, 2p) 
Energy (cm-1) 0 107 103 65 
LQdPBE/6-311G++(2d, 2p) 
Energy (cm-1) - 112 0 72 
• The (-) identifies those calculations that couldn't identify a structure that meets all force requirements. 
b "End" structure in Figure 3.7B. 
c "Side" structure in Figure 3.7B. 
118 
It is a possible that these DFT calculations predicted the relative energies so well 
because they can predict the rotational constants more accurately than the MP2 level . 
Therefore, DFT calculated rotational constants for the lowest energy structures for all 
three fluorinated complexes were compared to the experimental rotational constants. 
CAM-B3LYP was found to predict the rotational constants better than LC-roPBE. Table 
3 . 1 4  shows the difference in the predicted rotational constants from the experimental 
rotational constants for the best DFT calculation, CAM-B3L YP/aug-cc-pvdz and 
Table 3.14 : The difference between the predicted and experimental rotational constants for 
the fluorinated ethylene-C02 complexes at the MP2 and the best performing DFT 
calculation, CAM-B3L YP/aug-cc-pvdz. 
VF-C02 DFE-C02 TFE-C02 
MP2 (6-311G ++ (2d, 2p)) (MHz) (MHz) (MHz) 
LlA -160.47 -25.09 -70.98 
f:.B -62.72 8.07 6.75 
t:.c -49.78 2.82 3.27 
CAM-B3LYP (aug-cc-pvdz) 
LlA 52.20 42.05 40.68 
f:.B 14.09 -6.42 0.43 
t:.c 7.87 -5.51 -0.17 
the standard calculation, MP2/6-3 1 1 G ++ (2d, 2p) . CAM-B3LYP/aug-cc-pvdz was the 
most accurate calculation when predicting the rotational constants for VF-C02 and TFE-
C02 compared to MP2 . On the other hand, it doesn' t  predict DFE-C02 as well as MP2 
calculations, although this is mainly for the A rotational constant. For the CAM-B3LYP 
calculation, A was underestimated by 42 MHz compared to the MP2 level that 
overestimated by 25 MHz, which is still considered an accurate prediction. Overall, 
119 
CAM-B3LYP was the most accurate at predicting the energy and the rotational constants 
for the fluorinated ethylenes when compared to the MP2 calculation. These DPT results 
are opposite to the conclusions of Chapter 2 which showed that CAM-B3L YP couldn' t  
accurately predict the rotational constants for the weak hydrogen bonded complexes. It is 
possible that it could be due to the different weak non-covalent interactions that are 
occurring for the fluorinated ethylene-C02 complexes and CAM-B3LYP is a better DPT 
level for describing those particular interactions . 
3. X b. Experimental Determination of the Structure for DFE-C02 
Even though the MP2 calculations did not predict the lowest energy structure for 
DPE-C02, it did predict the experimental spectroscopic parameters well .  In Table 3 .2 and 
Table 3 . 8 ,  we can compare the ab initio rotational constants to the experimental rotational 
constants. The structure that is closest to all three rotational constants is Structure III. The 
predicted rotational constants are in good agreement with a percent difference for the A, 
Band Crotational constants of 0.4%, 0 .7% and 0.3% respectively. The accurate 
prediction of the rotational constants indicates that Structure III is the experimentally 
observed structure. Also in Table 3.8 are the planar moment calculations for the DPE­
C02 species and the isotopically labeled DPE-C02 species. Ideally we would expect a 
planar molecule to have a planar moment of zero . However, this is  not the case because 
molecules are continuously vibrating and atoms are moving in and out of the plane, 
which make the out of plane planar moments non-zero . The planar moment for the DPE­
C02 molecules range from 0 .604 u A2 up to 0 .6 1 6  u A2. The planar moments for all 
isotopic species for DPE-C02 agree with each other indicating a planar structure and 
eliminating predicted structures I and II that are non-planar. Comparison of the principal 
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axis coordinates obtained from different structural calculations in Table 3 . 1  O ;  provide 
further evidence of Structure III as the observed structure. The carbon coordinates shown 
in Table 3 . 1 0  agree well between the ab initio calculations, the inertial fits and KRA . 
KRA, being independent of any assumed structure, agrees well with the inertial fit. 
Finally, all the ab initio dipole moment components for Structures I-V are compared to 
the experimental dipole moment components. Structure III agrees the best with the 
experimental dipole moment components seen in Table 3 . 1 2 .  Overall ,  the overwhelming 
agreement between experimental and predicted data confirms that we have chosen the 
correct experimental structure, Structure III, for the DFE-C02 complex. 
Figure 3 . 1 5  summarizes all the fluorinated ethylene-C02 structures that have been 
assigned by our lab .  Two main isomers can be seen throughout the three different 
complexes, where each isomer describes the position of the C02 with respect to the 
fluorinated ethylene. VF-C02 has both isomers where the C02 lies on the side of the 
ethylene, parallel to the double bond ("side" isomer) , and the other isomer is  where the 
C02 is on the end of the fluorinated ethylene interacting with a fluorine and a hydrogen 
atom ("end" isomer) . DFE-C02, on the other hand, has only a side isomer and TFE-C02 
has an end isomer because they are the only possible ways to put C02 in the plane and 
still have F· · · C  and H· · · O interactions. A and B in Figure 3 . 1 5  are the two side isomers 
for VF-C02 and DFE-C02, respectively. C and D in Figure 3 . 1 5  show the end isomers for 
VF-C02 and TFE-C02, respectively. If we compare all four structures in Figure 3 . 1 5 , we 
can observe a similar fluorine-carbon distance. The fluorine-carbon distance ranges from 
2 .90 A up to 2 .96 A for all four structures .  The interaction distance can be explained due 
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Figure 3.15: The structures of various fluoroethylene complexes with C02 for (A) VF-




to the van der Waals radii overlap. The radius for a carbon atom is 1 .70 A and the radius 
for a fluorine atom is 1 .4 7 A. 32 The difference between the sum of van der Waals radii 
and experimental C · · · F distance ranges from 0.2 1 -0.27 A. Since the average distance is 
shorter than the sum of the two radii it is highly probable that the weak interacting 
complex is due to van der Waals interactions. A parameter that does seem to vary widely 
between the different structures is the angle . If we observe the angles of the C--F-C for 
all four structures (Figure 3 . 1 5) ,  we see a trend between the side isomer and the end 
isomer. The side isomer structures have the C02 at the same distance from the ethylene as 
the end isomer, however their relative position to the fluorine atom varies. The side 
isomer, because the H and F are further apart on the ethylene, has more room for the C02 
to vary the angle of the interaction, thus giving a bigger angle that ranges from 1 28° to 
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1 3 1 °  compared to a smaller C-F--C angle for the end isomer. The angle is most likely to 
vary due to a possible O· · · H interaction occurring between the ethylene hydrogen and the 
oxygen of the C02 . When the C02 is positioned at the end of the fluorinated ethylene, the 
C02 molecule has limited space for forming non covalent interactions with the 
fluorinated ethylene due to the smaller distance between the H and F atom on the 
fluorinated ethylene. Therefore the end isomer has a smaller angle that ranges from 1 1 1 ° 
to 1 1 2° .  Lastly, it is interesting that the F--C=O bond angle is similar throughout the four 
different structures in Figure 3 . 1 5 . The angles for the four structures range from 83°  to 
89° .  However, the F--C=O angle in the side isomer is  closer to 90° compared to the end 
isomer with angles of 89° and 88° .  The end isomer is possibly pulling the oxygen on the 
C02 closer to the hydrogen decreasing the angle to less than the 90° .  Overall, DFE-C02 
fits into the fluorinated ethylene-C02 series well . 
3. X c.  Continuing the Fluorinated Ethylene-C02 Series 
It is possible to complete the fluorinated ethylene-C02 series by looking at the 
fully fluorinated ethylene molecule (tetrafluoroethylene-C02 (TTFE-C02)) .  Ab initio 
calculations at the MP2/6-3 1 1  G++(2d, 2p) level were carried out for the two TTFE-C02 
structures shown in Figure 3 . 1 6 . Two different structures were possible for TTFE-C02, 
where the energy difference between the two structures is 1 59 cm-1 • The difference 
between the TTFE- C02 structures and the other fluorinated ethylene-C02 structures is  
the addition of the fourth fluorine atom. With the addition of the fourth fluorine atom to 
the ethylene, the same planar interactions that occurred for VF, DFE, and TFE-C02 
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A. B. 
E = O cm-1 µ= 0.13 Debye 
E = 159 cm-1 µ = 0.0083 Debye 
Figure 3.16: Predicted structures, energy and total dipole moment for TTFE-C02 at the 
MP2/6-311G++(2d, 2p) level. 
(C · · · F and 0 · · · H) can't  occur for the TTFE- C02 structures. Thus non-planar structures 
with a large energy gap between the two possible structures are seen. The dipole moment 
for the lowest energy structure is only 0 . 1 3  Debye. Having such a small dipole moment 
could be problematic .  On the CP-FTMW spectrometer, a dipole moment of 0 . 1 3  Debye is 
likely too small to see. Therefore TTFE-C02 is not an easily accessible complex. 
The other possible candidate to add to our fluorinated ethylene-C02 series is 1 ,2-
difluoroethylene (available as trans or cis). However, there are some complications in 
obtaining 1 ,2-difluoroetheylene due to its possible greenhouse properties.  Fluorinated 
ethylenes in general are greenhouse gases33, therefore, 1 ,2-difluoretheylene is a hard 
compound to obtain but needed to finish the series of fluorinated ethylenes .  
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3. XI. Conclusion 
Further ab initio calculations showed that the DFT method, CAM-B3 LYP using 
the 6-3 1 1 G++(2d, 2p) basis set, may be a better ab initio calculation for predicting the 
relative energies of the fluorinated ethylene-C02 complexes. It correctly predicted the 
relative energy structure ordering for VF-C02 and DFE-C02. Also the DFT method using 
the aug-cc-pvdz basis set produced rotational constants that predicted the experimental 
rotational constants more accurately than the MP2 method. Of the five predicted 
structures for DFE-C02, Structure III agreed best with the experimental data. For 
rotational constants, Structure III was the structure closest to the determined experimental 
rotational constants . Also the planar moment suggested a planar structure for DFE-C02, 
which agrees with Structure III. Lastly the experimental dipole moment components 
agreed the best with Structure III. Overall, the experimental data proved that Structure III 
was the observed structure in the gas phase. The DFE-C02 complex is consistent with the 
structures experimentally seen for VF-C02 and TFE-C02 and has very similar structural 
parameters . It is observed that the weak interaction between the carbon-fluorine and the 
oxygen-hydrogen is due to van der Waals interaction. Further studies of fluorinated 
ethylenes could be achieved through observation of the cis or trans- 1 ,2-difluoroethylene­
C02 dimer structures .  
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CHAPTER4 
Equipment Modifications: Construction and Testing of 
a Mixing Controller for C4H. and Fluorobenzene­
Acetylene Dimer 
4. I. Introduction to Equipment Modifications 
4. I a. Previous Modifications to the CP-FTMW Spectrometer 
Since the first signal was seen on the CP-FTMW spectrometer at EIU in 2009, 
several modifications have been made to the spectrometer. Up to now, the CP-FTMW 
spectrometer has been used to observe rotational spectra for monomer and dimer species 
in the gas phase. The first significant modification to the CP-FTMW spectrometer was 
the addition of a pulsed discharge nozzle (PDN) seen in Figure 4 . 1 as a first step towards 
A. Gas flowing into the 
�zzle 
Metal Electrodes 
for the PON 
Nozzle 
B. 
Figure 4.1: (A) An illustration of the pulsed discharge nozzle (PDN) made up of two metal 
electrodes that sit perpendicular to the gas flow in order to create an electrical spark that 
moves through the gas molecules. (B) The actual PDN in the CP-FTMW spectrometer. 
creation of radicals and ionic species.  The PDN creates an electrical charge via the two 
metal electrodes and causes an electrical spark that passes through the gas flowing from 
the nozzle. As the gas is hit with the electrical spark the molecules fragment into smaller 
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molecules .  Once the molecules are broken apart they can aggregate and reform into new 
species, for example acetylene can be used to form the 4 carbon chain radical (C4H- ) .  The 
new species can then be probed with microwave radiation and have their structures 
determined. 
The second modification to the CP-FTMW spectrometer was addition of an 
electron gun. The electron gun shown in Figure 4.2,  sits perpendicular to the gas flow 
10mm 
Figure 4.2: The electron gun will be used to collide molecules with excess electrons to form 
anion species. 
and strikes the expanding gas molecules with a beam of electrons. The electrons collide 
with the gas flowing from the nozzle and can form new species, in particular anions. Both 
the PDN and the electron gun will allow us to observe intermediates or reactive species 
that are normally hard to observe and isolate. 
4. I b. Background on Radicals and Ionized Species 
Radicals and ionized species can often be formed as intermediates of reactions. 1 
They are also important in reactions within the atmosphere2 and have been observed as 
interstellar molecules .  3,4 
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Most chemical reactions involve smaller elementary reactions which produce 
intermediates that are unstable and very reactive, (such as radicals, cations and anions) 
which can make it difficult to identify the intermediates . The lack of stability of the 
intermediates makes them sensitive to the pressure and concentration when formed in the 
gas phase. 5 The CP-FTMW spectrometer, accompanied by the PDN and the electron gun, 
is designed to produce and determine the structure of the unstable and reactive 
intermediates in the gas phase. 
4. l c. Problems Related to the Formation of Intermediates and Dimers on the 
CP-FTMW Spectrometer 
Intermediates that are very reactive and unstable form in less abundance and can 
be quick to react with other species in the chamber before being observed by microwave 
spectroscopy. 6 Therefore, a spectrometer with a large signal to noise ratio would aid in 
assigning the transitions of weaker intensity for the species. 
Our current lack of ability to vary the concentration and pressure of the gas 
mixture entering the spectrometer can lead to problems in getting the best intensity for 
the desired transition. An example of the current sample delivery system for the CP­
FTMW spectrometer is shown in Figure 4 .3 -A. The sample tank, shown on the left of 
Figure 4 .3-A, contains a gas mixture at a particular concentration and a particular 
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Figure 4.3: Two different methods used to deliver gas to the nozzle on the CP-FTMW 
spectrometer. (A) Normal method, where a gas is at a fixed concentration and pressure 
passing through the nozzle into the chamber and (B) ideal method, where the concentration 
and pressure can be varied in "real time" for the gas species before being delivered to the 
nozzle. 
particular concentration is too high for a dimer or intermediate species to form, then the 
tank must be emptied and a new sample must be made. The entire process to optimize a 
particular dimer or intermediate could take a week or more, which is impractical . A new 
sample delivery system, Figure 4 .3-B, has been introduced to improve the intensity of the 
transitions by allowing the concentration and pressure to be adjusted in "real time". 
Figure 4 .3-B shows an example of a sample delivery system where a new piece of 
equipment is positioned between the sample tank and the CP-FTMW spectrometer. This 
newest modification to the CP-FTMW spectrometer will allow more intense transitions 
for a particular species and quicker optimization of dimers and intermediates. 
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4. II. MKS Flow Meter System 
An MKS Flow Meter System, also known as the mixing controller, is a new 
system that will allow us to vary the pressure and concentration of the gas flow in "real 
time". The mixing controller set up, in Figure 4.4, is made up of several different 
components : 3 main sample tanks, 3 flow controllers (FC), a pressure transducer, a 247 
control panel, a 250 control panel and a tube to deliver the gas to the nozzle shown by the 
red arrow in Figure 4.4 adjacent to the pressure transducer. 
Figure 4.4: The actual setup for the MKS Flow Meter System : 3 main sample tanks, 3 flow 
controllers (FC), a pressure transducer, a 250 control panel, a 247 control panel and a tube 
leading the gas to the nozzle on the CP-FTMW spectrometer (red arrow). 
Figure 4 .5-A illustrates the pathway for the gas flow starting at the main tanks. 
The first main tank (Tank 1 )  flows through flow controller 1 (FC 1 ) .  For our setup, the 
first main tank is always the carrier gas which is pure Ar or He/Ne. The other tanks, Tank 
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2 and 3 ,  are filled with different gases needed for producing a particular species or dimer. 
For example, in the case of the complex fluorobenzene-acetylene, Tank 1 would be Ar or 
He/Ne, Tank 2 would contain fluorobenzene and Tank 3 would contain acetylene. The 
gas flows into each flow controller (FC), where the gas flow is adjusted by monitoring 
the mass of the gas and controlled by the 24 7 control panel. From here, the gas is mixed 
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Figure 4.5 : The setup for the MKS Flow Meter flowing gas from the main sample tanks 
through the flow controllers (FC) past the pressure transducer and out to the nozzle (red 
arrow). (A) shows a simplified schematic and (B) is the actual MKS Flow Meter setup with 
respect to the CP-FTMW spectrometer. 
controlled by the 250 control panel . The mixed gas is then sent through a tube to the 
nozzle for injection into the spectrometer. Figure 4 .5 -B is the actual setup of our flow 
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controllers with respect to the gas tanks and the pressure transducer. The gas flows from 
the main sample tanks on the left, through each flow controller, collects in the sample 
line under the pressure transducer and then exits to the nozzle, shown by the red arrow. 
4.Il a. Basic Operations 
Figure 4 .6  is an overview of how the flow of each gas is controlled through the 
247 control panel and the overall pressure of the system is controlled by the 250 control 
panel. Figure 4 .6-A illustrates the two control panels attached to their corresponding 
instruments (flow controllers and pressure transducer, respectively) . 
Major Digit Window 
Figure 4.6: The 247 and 250 control panels that regulate the flow rates and total pressure of 
the gas, respectively. (A) The pressure transducer is controlled by the 250 control panel, 
which communicates with the 247 control panel and in turn regulates the flow controllers. 
(B-C) The front and back of the 247 control panel, respectively. (D) The front of the 250 
control panel. 
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Figure 4 .6-B is a close up of the 247 control panel that regulates the flow entering 
and leaving each of the flow controllers . Each flow controller has its own channel on the 
247 control panel. In order to monitor each of the channels separately the far right knob 
must be adjusted to the desired channel . The on-off switch for each flow controller is 
located on the front of the 247 control panel adjacent to the digital read out. Below the 
on-off switches, the set point spring-loaded switches for each of the different flow 
controllers, that control how fast or slow the gas is flowing in seem (standard cubic 
centimeters per minute) , are located. The set point can be varied on the 24 7 control panel 
by lifting up on the spring-loaded set point switch and rotating the screw to the right of 
the set point switch clockwise to the desired set point. 
Once the desired gas flow is adjusted through each of the flow controllers, the gas 
from the main sample tanks is collected and mixed in the closed system under the 
pressure transducer. The pressure transducer regulates the total pressure which is 
controlled by the 250 control panel . The pressure of the system can be adjusted to a 
desired set point. The upper-left knob on the 250 control panel (Figure 4 .6-D) allows for 
the pressure to be varied easily and quickly. It is important that the pressures of the main 
sample tanks must be higher than the desired set pressure for the mixing controller. If the 
sample tanks are lower in pressure than the desired pressure, then a negative flow will be 
displayed on the flow controllers and gas will flow back into the tanks. In order to 
compensate for the problem, all the main tanks must be set at least 0 . 500 atm higher than 
the total desired pressure. 
The 250 control panel also communicates with the 24 7 control panel . The 250 
alerts the 24 7 when the pressure has gone above the desired set pressure and the 24 7 
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relays to the flow controllers to shut off. Once the pressure has dropped past the desired 
set pressure the 250 alerts the 24 7 to turn the flow controllers back on. The flow 
controllers continue to cycle on and off until the desired pressure within the system is 
stabilized. 
4. II. b. Gas Correction Factor (GCF) 
The gas flow through each flow controller is measured according to the mass of 
the gas .  Each flow controller has a factory setting calibrated to the mass of N2 gas . Thus 
if a different carrier gas and gas mixture is used, we need to take into account the mass 
difference. A gas correction factor (GCF) must be applied to each flow controller to 
correct for the mass difference. The GCF is applied to each flow controller by calculating 
the scaling correction factor (SCF) and applying it to the knobs on the back of the 247 
(Figure 4 .6-C). The GCF for a pure gas is calculated using Equation 4 . 1 and GCF for a 
mixture of gases is calculated using Equation 4 .2 .  The GCF for a pure gas X (GCFx) is 
GCFx = 
(0.3 106 cal/L°C) (s) 
(dx) (Cpx) 
(4. 1 )  
calculated by applying the standard density multiplied by the specific heat for N 2 (0 . 3 1 06 
cal/L °C), the molecular structure correction factor for gas X (s = 1 .030 for monotomic, 
1 .000 for diatomic, 0 .94 1  for triatomic and 0 .880  for polyatomic gases), the standard 
density of gas X (dx) in g/L at 0° C and the specific heat of gas X (Cpx) in cal/g°C . 
GCF 
_ (0.3 106 cal/L°C) (a1 s1  +a2 s2 + . .  · an sn) 
m - (a1 d1 Cp1 +az dz Cpz +  . .  ·andn Cpn) 
In Equation 4.2, the GCF for a mixture of gas (GCFm) is calculated by the calibration 
(4.2) 
factor for N2, like in Equation 4 . 1 ,  the molecular structure of the gas (s), standard density 
139 
(dx), specific heat (Cpx) and a new variable ax which is the fractional flow of each gas .  For 
instance, in a tank filled with the same ratio of three gases ( 1 :  1 :  1 )  the variable ax for each 
gas would be 0 .3 3 .  
Another factor that must b e  taken into account i s  the temperature at which the 
flow controller was initially calibrated. In the factory, the flow controllers are calibrated 
to a reference temperature of O °C or 273 . 1 5  K. Equation 4 .3  shows the temperature 
correction for a different calibration temperature. The temperature corrected GCF takes 
into account the GCF at a new calibrated temperature, T x, with respect to the reference 
temperature of 0° C (Ts) . The GCFs are applied to the 247 control panel by a scaling 
Temperature Corrected GCF = GCF x Tx 
Ts 
control factor (SCF) knob located on the back of the 247 control panel for each flow 
controller (Figure 4.6-C).  Equation 4.4 illustrates the SCF calculation for each flow 
(4.3)  
controller. The SCF is calculated by the temperature corrected GCF, from Equation 4 .3 ,  
SCF = Gauge Factor x GCF(Temperature Corrected) (4.4) 
multiplied by the gauge factor. The gauge factor is a factory setting that is applied to the 
flow controllers with different flow ranges . Our flow controllers have a flow range of 500 
seem (standard cubic centimeters per minute) , and the gauge factor for our flow 
controllers is therefore given in the manual as 50 .  The SCF ' s  are applied to the 247 
control panel by rotating the SCF knobs to the desired value (Figure 4.6-C) . The knobs 
have a major scale and a minor scale. The major scale is the displayed digit within the 
window (shown by the red arrow in Figure 4.6-C), which can range from 0-9 and is 
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equivalent to 0-900. The minor scale has the digits 0-90 in increments of 1 0  and 1 0  white 
marks in between each value representing 1 .0 SCF. Altogether the minor scale ranges 
from 0 to 99.  Combining the major and minor scales, the SCF can scale from 0 to 999. 
For example, if the SCF was 1 82 for a gas mixture, the knob would be rotated 3 60° 
clockwise until the displayed digit in the window reads 1 .  The knob is then rotated further 
until the black mark on the knob is lined up with the second white dash mark past the 
number 80 .  The SCF is now set at 1 82 .  
4. II c. Calculation of  the Concentration of  Each Gas 
The next step is to determine the concentration being delivered to the nozzle and 
the corresponding set point values needed for those particular concentrations. Dan 
Obenchain at Wesleyan University, has set up an Excel sheet that calculates the set point 
values needed for a flow controller to obtain a desired concentration at the nozzle (Figure 
4.7) .  As previously stated, the first flow controller (FC 1 )  is flowing the pure carrier 
flow of channel l Tan k/Chan nel 
I nitia l  concentration desired concentration 
(Tank) (Nozz le/Final)  
1 5 2 5.00% 0.00% 
3 5.00% 1.00% 
Set  the i n itial now of c ha nnel 1. This value should be between O and 500 seem, but usually 
Partia l Flow 
0.00 
3 . 7 5  
I f  either of these a r e  red, 
around 50- 100 seem . Only the cells highlighted in blue need to be changed . The in pink are what than the pa rtia l  flow i s  
the set- poi nts should read for channels 2 and 3 ( for the respective tan k s ) .  too high(above 50) 
Total flow 18.8 
either reduce the flow of 
channel l or increase the 
concentration i n  the 
ta nk . 
Ratio to channel 1 
These values go into the 
247 as the respective 
channel set points 
Figure 4. 7 :  An Excel sheet created to calculate the set point values of each flow controller 
according to the desired final concentrations that must be delivered to the nozzle. 
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gas at a steady flow. The flow of FC 1 is set at a standard flow of 1 5  seem (top left 
column, Figure 4.7) .  The initial concentrations are tabulated as percentages and inputted 
into the column "Initial Concentration". The "desired concentration" column can be 
varied to obtain a particular final concentration that will be delivered to the nozzle. The 
"Ratio to channel l "  column in pink gives the corresponding set point values for each 
flow controller that must be inputted into the 24 7 control panel. The set point values are 
calculated by the partial flow of flow controllers 2 and 3 with respect to the flow of the 
carrier gas flowing through flow controller 1 .  The set points are inputted into the 24 7 
(Figure 4.6-B) by first changing the channel display with "display channel" knob on the 
right to the appropriate channel. Then the set point spring loaded switch for the 
appropriate channel is lifted and the screw to the right is rotated clockwise until the 
display reads the desired set point. 
4. II d. Atmospheric Calibration and Pressure Transducer (722B) Calibration 
In order to use the pressure reading displayed on the 250 control panel correctly, 
the pressure reading was first calibrated to atmospheric pressure. The first step is to check 
the mixing controller for any leaks by evacuating and closing the system completely. If 
leaks are present in the closed system then the pressure will increase by more than 0 .00 1 
atm every few minutes. If the system has no leaks, then the pressure will remain the same 
or fluctuates no more than 0 .0 1 0  atm in an hour. Once the setup has been checked for 
leaks, the device is zeroed by the screw on the 250 control panel under the label (Z) 
(Figure 4.6-D) . To zero the mixing controller, the closed system is evacuated for about 30  
minutes . After 30  minutes, the system i s  isolated off from the vacuum pump and the zero 
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screw on the 250 control panel is rotated until the output on the 250 control panel reads 
0 .000. 
For our system, we wanted to calibrate the pressure to atmospheric pressure for 
simplicity. To do this, the system was opened to atmospheric pressure for 1 5  minutes. 
The reading should ideally be around 1 .000 atm because standard atmospheric pressure is 
nearly 1 .000 atm. However, this is not the case for our mixing controller, the displayed 
pressure was less than 1 . 000 atm. To calibrate the pressure of the system to atmospheric 
pressure, the SP AN screw on the 250 control panel was rotated until the display read 
1 .000 atm. Once the system was calibrated, it was closed off from the atmosphere and 
evacuated. 
After the system was calibrated to atmospheric pressure, the pressure transducer 
(722B) itself is calibrated. The mixing controller was connected to another pressure 
transducer (reading in mbar) that is used for control of the sample on the CP-FTMW 
spectrometer. The set point for FC 1 was set at 1 0  seem and the pressure for Tank 1 set to 
7 PSI  (the first mark) on the regulator (Model 2280 Air Products) . FC 1 was turned on 
and the gas began to flow through FC 1 and throughout the closed system until it was 
steady. Once the pressure was steady, the pressure reading for the closed system was 
simultaneously recorded for both the mixing controller pressure transducer and the CP­
FTMW pressure transducer. The pressures were continuously recorded as the pressure in 
Tank 1 was increased in steps of 7 PSI until about 42 PSI  (the 6th mark on the regulator) . 
The entire process was repeated three more times to test reproducibility. Further detailed 
information on the atmospheric calibration, 722B calibration and setup are found in my 
user manual for this system, found in Appendix IL 
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4. III. MKS Flow Meter With the CP-FTMW Spectrometer 
As previously stated, dimers and intermediates such as radicals, cations and 
anions are the main species we intend to study on CP-FTMW spectrometer. Radicals and 
dimers will be the main focus in the testing of the mixing controller in this thesis .  
The known radical species C4H · 7 and dimer species fluorobenzene-acetylene8 
were used in this thesis because they have never been observed on the CP-FTMW 
spectrometer. The probable cause for not observing these species on the CP-FTMW 
spectrometer prior to construction of the mixing controller is that a less than optimum 
sample concentration of gases was used to form the species. By using the mixing 
controller, the gas can be easily diluted before entering the CP-FTMW spectrometer 
making it more likely the species will be observed. The overall goal for the mixing 
controller is therefore observation of the C4H - and the fluorobenzene-acetylene dimer for 
the first time on the CP-FTMW spectrometer. 
4. III a. C4H· Species 
C4H · was the first species studied with the mixing controller and is formed from 
discharging acetylene. The first step for producing the C4H ·  on the CP-FTMW 
spectrometer was to optimize the radical on the more sensitive instrument, the RC­
FTMW spectrometer. Once the radical was optimized on the RC-FTMW spectrometer, 
the mixing controller was moved to the CP-FTMW spectrometer starting with the 
optimum settings from the RC-FTMW trial .  
However, before looking for the C4H ·  radical on the RC-FTMW spectrometer, the 
acetylene dimer transition 202� 1 0 1 at 7423 .3 1 6  MHz9 was optimized. The initial 
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concentration of acetylene (>99%, Praxair) in Tank 1 was 5 .47% in Ar. The SCF for 
acetylene was calculated at 77 and the pure Ar had an SCF of 82 .  The acetylene dimer 
was found to have the best signal at 1 .00% acetylene in Ar at a total pressure of 2 . 300 
atm. The appearance of the acetylene dimer concludes that the pulsed discharge nozzle 
assembly (Figure 4 . 1 )  is not interrupting the formation of the dimer species and therefore 
the cooling that is necessary to stabilize the reactive species is unaffected. Therefore, the 
pulsed discharge nozzle should not interfere in the production of C4H - . 
The same conditions for the acetylene dimer were used for C4H·  optimization. 
The C4H · radical transition observed was the J' � J", 312 � 1 12, where F' �F is 1 �O at 
9497 .6 1 6  MHz.7 Table 4 . 1 shows the pressure and concentration variation for the 
acetylene/ Ar mixture and the set points for the flow controllers along with their 
corresponding concentrations . 
Table 4.1: Optimization of the C4H· radical on RC-FTMW spectrometer. 
Pressure Set Point Channel l Channel 2 % Concentration of 
(atm) (Ar) (5.5% Acetylene/Ar) Acetylene/ Ar I ntensity (pW} 
2 .300 15 25.00 1.00% O .OOE+OO 
2 .100 15 16 .00 0.60% 3 .80E+04 
2 .100 15 11.10 0.50% 1.10E+05 
3 .000 15 11.10 0.50% 1.50E+06 
2 .900 15 11.10 0.50% 2 .50E+05 
3 .100 15 11.10 0.50% 2 .40E+03 
3 .300 15 11.10 0.50% 3 .20E+04 
3 .500 15 11.10 0.50% 1.30E+04 
2 .100 15 11.10 0.50% 1.10E+05 
2 .100 15 8 .75 0.40% 8 .05 E+04 
2 .100 15 6 .40 0.30% 7 .80E+04 
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The 1 .00% acetylene concentration did not deliver any signal,  so the. 
concentration of acetylene was diluted to 0 .60% at a total pressure of 2 . 1 00 atin. A signal 
was observed at a weak intensity of 3 . 80 x 1 04 pW (pico Watts) . At 0 .60% concentration, 
the signal for the C4H ·  was further optimized using various RC-FTMW settings. This 
consisted of varying the size of the gas pulse that flows into the chamber ("mol-pulse" in 
ms) and the delay of time between opening the nozzle and hitting the molecules with 
microwave radiation ("MW-delay" in µs). The C4H ·  radical had the best signal intensity 
with a mol-pulse of 0.45 ms and a MW-delay of 0 .30  µs .  Once the radical was optimized, 
the concentration was decreased slightly to 0 .50% acetylene. Here a stronger line with an 
intensity of 1 . 1 0  x 1 05 p W was seen, however it still was not the optimum signal . The 
concentration stayed consistent at 0 .50% of acetylene and the pressure was varied from 
2 .900 atm to 3 . 500 atm. The best signal seen was at a pressure of 3 .000 atin with a signal 
of 1 . 50 x 1 06 pW. Even though 3 . 000 atin was the best, the pressure was dropped back to 
2 . 1 00 atln because at the higher set pressure the sample of acetylene would quickly 
deplete and as long as an intense signal was observed (that allowed for optimization), a 
lower pressure could be used. The concentration of acetylene was further diluted to 
0 .40% and then to 0.30%. The intensity dropped along with the concentration therefore 
concluding the optimization on the RC-FTMW spectrometer. In summary, the best 
optimized signal for C4H ·  was at an acetylene concentration of 0 .50% and a pressure of 
2 . 1 00 atln. 
The next step was to attempt to observe a C4H ·  signal on the CP-FTMW 
spectrometer. Table 4.2 shows the different concentrations and pressure used for the 
mixing controller attached to the CP-FTMW spectrometer. The results from the RC-
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Table 4.2: The pressure and concentrations for the C4H· radical on the CP-FTMW 
spectrometer. 
Channel l Channel 2 
Pressure Set Point % Concentration of 
(atm) (Ar) (5.5% Acetylene I Ar) Acetylene/ Ar I ntensity (mV) 
2 . 900 15 1 1 . 10 0.50% 0.00 
2 .900 15 4 .80 0.25% 0. 18 
2 .900 15 2 .40 0. 13% 0.20 
FTMW optimization were used, starting with 0 .50% of acetylene and a set total pressure 
of 2 .900 atm. However, no signal was observed. The concentration was decreased to 
0.25% of acetylene at the same pressure. A weak signal was observed at 0 . 1 8  m V shown 
in Figure 4 .8-A. Since the signal was so small, confirmation that the line was real and not 
just noise was needed. The discharge nozzle was turned off, which means the C4H · 
radical will no longer form and so the signal should disappear. When the discharge 
nozzle was turned off, the signal disappeared (illustrated by the lack of signal seen by the 
black arrow in Figure 4 .8 -D). The disappearance proves that the radical is being produced 
because it is only forming when the PDN is on. Another way to make sure the signal is 
real is to move the center frequency by several MHz and remeasure the frequency of the 
transition for C4H · .  If the absolute frequencies of the signal are identical then C4H · is 
being produced within the CP-FTMW spectrometer. The center frequency was varied 
several times and gave consistent results (Figure 4 .8 -B and C) confirming production of a 







Different Trials of Producing the C4H ·  on the CP-FTMW 
Spectrometer 
� 0.0004 -0.25% Acetylene Concentration 
-0.25% Acetylene Concentration 








9490 9492 9494 9496 9498 9500 9 502 9504 
Frequency (MHz) 
Figure 4.8 : (A-C) Multiple measurements of C4H· at 0.25% acetylene at a total pressure of 
2.900 atm. (D) The PDN turned off and no signal is observed, shown by the black arrow. 
Each C4ff scan is offset vertically by an arbitrary intensity to separate them for ease of 
viewing. 
Once it was decided that a real signal was seen, the concentration was decreased 
further to 0 . 1 3% acetylene and the signal was observed with a slightly larger intensity at 
0.20 m V. The concentration was further diluted but the C4H - did not produce a stronger 
signal than 0.20 mV. Therefore the optimization of C4H· on the CP-FTMW spectrometer 
was concluded. The best signal that was observed on the CP-FTMW spectrometer was 
with a concentration of 0 . 1 3% acetylene at a pressure of 2 .900 atm. 
In summary the C4H·  was seen on the CP-FTMW spectrometer for the first time 
with a weak intensity of 0 .20 mV. A probable cause for the weak intensity of the C4H -
could be due to the carrier gas for acetylene. Ar i s  a noble gas that likes to  complex with 
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many molecules such as acetylene1 0• 1 1  and so Ar complexing with acetylene precursor or 
the C4H · radical itself, could reduce the intensity of the C4H - signal . The intensity of 
C4H ·  could be increased if the carrier gas was changed to He/Ne. He/Ne does not 
complex with acetylene as frequently as Ar does. However the pure Ar does create a 
colder expansion for the molecules, making it easier for the reactive species to form and 
if the species can be observed in Ar, then it should certainly be seen using He/Ne. 
4. III. b. Fluorobenzene-Acetylene Dimer 
After observing C4H · for the first time, we were optimistic about seeing 
fluorobenzene-acetylene dimer. The SCF for acetylene was the same as in section 4. III. a 
but an SCF for fluorobenzene needed to be calculated. However, fluorobenzene was 
different from acetylene because the fluorobenzene, from Sigma Aldrich at 99%, was in 
the form of a liquid instead of a gas. A drop of fluorobenzene (about 0 . 1 mL) sat at the 
bottom of a teflon tube and Ar from the CP-FTMW spectrometer manifold flowed over 
the fluorobenzene at a pressure of 2 .500 atm. Pure Ar was again the carrier gas flowing 
through the flow controller with an SCF of 82.  The 5 .47% acetylene in Ar tank was at the 
FC 3 position with the same SCF of 77. The fluorobenzene loop was attached to FC 2 
with a SCF of 1 .  
The first dimer to be observed was fluorobenzene-Ar (322 � 2 l l  transition) 1 2 with 
fluorobenzene flowing at 1 . 5% concentration and with the acetylene channel turned off. 
A weak signal was observed at 270 µ V at a pressure of 2 .500 atm. The presence of 
fluorobenzene-Ar concluded that the spectrometer was working properly and that there 
was sufficient cooling in the molecular expansion to observe dimer formation. 
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The final step was to search for the fluorobenzene-acetylene dimer transition, 
32 1 �2 12 at a frequency of 8842 .330  MHz8 • The desired concentration was set to 1 .00% 
for fluorobenzene and acetylene/ Ar with a total pressure of 2 .500 atm. A weak signal of 
200 µV averaged with about 2000 FIDs was observed. The intensity of the transition was 
very weak compared to the first scan of fluorobenzene-acetylene on Professor Brooks 
Pate' s CP-FTMW spectrometer at the University of Virginia (UVa) . Even though the 
scan from UVa was 1 .4 million averages (and hence had a much better signal to noise 
ratio), the signal is still somewhat weak on our CP-FTMW spectrometer. The weaker 
intensity again could be due to the Ar carrier gas instead of Ne which was used in the first 
scan at UV a. 8 It is possible again that Ar is affecting the intensity of the fluorobenzene­
acetylene complex due to formation of Ar complexes with acetylene and/or 
fluorobenzene. Another possible intensity issue could stem from the ratio of acetylene to 
fluorobenzene. Initially, when fluorobenzene-acetylene was scanned at UVa, 
fluorobenzene had a concentration of 0 . 1 % and acetylene had a concentration of 0.2%. 8 
Therefore, further studies where the ratio of acetylene to fluorobenzene is varied, and 
changing the carrier gas to He/Ne, might increase the intensity of the fluorobenzene­
acetylene transition. Additionally, benchmark tests of the spectrometer' s  performance 
should be carried out to ensure optimum settings of timing and to check proper 
functioning of components (like the low noise amplifier) . 
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4. IV. Conclusion 
A new mixing controller has been built and tested and now allows for easier 
variation of concentration and pressure in "real time". Our goal was to see C4H - and 
fluorobenzene-acetylene dimer on the CP-FTMW spectrometer for . the first time. We 
were successful in seeing both species but they had relatively low intensity. The signal 
intensity issues will almost certainly be improved by changing the carrier gas to He/Ne 
and by varying the relative ratio of fluorobenzene and acetylene flowing into the CP­
FTMW spectrometer. We now have confidence in application of the mixing controller in 
formation of radicals and dimer species. We can further our research by observing new 
and unseen intermediates and dimers on the CP-FTMW spectrometer using the PDN and 
electron gun. Recently the mixing controller was used for observing and optimizing the 
C5H ·  on the RC-FTMW spectrometer. 1 3 The radical was found with strong intensity and 
we have high hopes for producing the C5H ·  radical on the CP-FTMW spectrometer. 
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APPENDIX I 
Procedure for CCSD(T)/CBS Calculations on Benzene . . .  HX Complexes 
The calculations for extrapolation to the complete basis set (CBS) limit follow the 
procedure outlined in Scheiner, S. "Extrapolation to the complete basis set limit for 
binding energies of noncovalent interactions'' ,  Comput. and Theor. Chem. 2012,  998, 9-
1 3 .  
The structures o f  all complexes and monomers were optimized initially at the MP2/aug-
cc-p VDZ level with the default optimization criteria and then single point energies of all 
monomers and dimers were calculated, both at the HF and CCSD(T) levels, using both 
the aug-cc-pVDZ and aug-cc-pVTZ basis sets (for a total of four calculations per 
species) . No basis set superposition error (BSSE) corrections were included originally (it 
was expected that these would be very small, and in the case of the benzene complexes 
they were, except for the HBr complex, where basis set incompleteness is clearly a 
significant issue (perhaps not surprisingly)) .  BSSE corrections were later included by 
rerunning only the dimer calculations (at the HF and CCSD(T) levels with the aug-cc-
pVDZ and aug-cc-pVTZ basis sets) with the Counterpoise=2 keyword (more details on 
the procedure are given below) . 
Extrapolation scheme for BSSE uncorrected calculations 
The CBS extrapolated values of the monomer and dimer energies are calculated at the HF 
and CCSD(T) levels using the following equations taken directly from the Scheiner 
reference. 
(Al . 1 )  
i i  
where a. =  3 .4 and Ef F and Ef Fare the energies of each species calculated with the aug-
cc-pVDZ and aug-cc-pVTZ basis sets, respectively. A similar equation is used for the 
CCSD(T) calculations 
(Al .2) 
where /J =  2 .4 for CCSD(T) (a similar expression is used for MP2, but with /J =  2 .2 
instead) ; the Ei,orr and E�orr values are the correlation energy (tabulated as "DE ( C o r r ) " 
in the Gaussian output) . The CCSD(T) extrapolated energy for each species is then 
obtained using 
ECCSD(T) _ EHF + Ecorr CBS - CBS CBS 
Once values are computed for the two monomers and the dimer in this way, the 
interaction energy (!1£) of the complex can be calculated using the simple relation 
CCSD(T) . CCSD(T) ( ) CCSD(T) ) !J.E = EcBs (Dimer A · · · B) - EcBs Monomer A - EcBs (Monomer B 
Extrapolation scheme for the BSSE corrected calculations 
(Al .3) 
(Al .4) 
HF BSSE corrected energies for the dimer are output near the end of the file (along with 
the actual counterpoise correction) and can be used directly; the relevant output for 
benzene . . .  HCCH (with the triple zeta basis) is given below 
Rounterpo i s e : corrected energy = - 3 0 7 . 5 4 9 2 9 0 5 4 8 1 3� 
Counterpoi s e : B S S E  energy = 0 . 0 0 1 7 6 3 9 6 8 0 2 4  
CCSD(T) BSSE corrected energies are much more complicated - the easiest way to 
obtain the values of interest (correlation energy, T4 and TS corrections) are via a grep 
command. Note that during the course of  a counterpoise correction calculation in 
i i i  
Gaussian, there will be output for a total of 5 separate calculations - the first calculation 
in each case is the one that we need (the dimer energy calculated in the dimer basis) since 
we will add in the counterpoise correction later individually. 
g rep ' DE ( C o r r ) ' b z - h c c h t e s t_e g y c c s dtd z_C P . l o g  
DE ( C o rr ) = 
DE ( C o rr ) = 
DE ( C o rr ) = 
DE ( C o r r ) = 
DE ( C o r r ) = 
DE ( C o r r ) = 
DE ( C o r r ) = 
DE ( C o r r ) = 
DE ( C o r r ) = 
DE ( C o r r ) = 
DE ( C o r r ) = 
DE ( C o r r ) = 
DE ( C o rr ) = 
jDE ( C o r r ) = 
DE ( Co rr ) = 
DE ( C o rr ) = 
DE ( C o r r ) = 
DE ( C o r r ) = 
DE ( C o r r ) = 
DE ( C o r r ) = 
DE ( C o r r ) = 
DE ( C o r r ) = 
DE ( C o r r ) = 
DE ( C o rr ) = 
DE ( C o rr ) = 
DE ( C o r r ) = 
DE ( C o r r ) = 
DE ( C o r r ) = 
DE ( C o rr ) = 
DE ( C o rr ) = 
DE ( C o r r ) = 
DE ( C o r r ) = 
DE ( C o r r ) = 
DE ( C o r r ) = 
DE ( C o r r ) = 
DE ( C o r r ) = 
DE ( C o r r ) = 
DE ( C o r r ) = 
DE ( C o r r ) = 
DE ( C o r r ) = 
DE ( C o rr ) = 
DE ( C o rr ) = 
DE ( C o rr ) = 
DE ( C o rr ) = 
DE ( C o r r ) = 
DE ( C o rr ) = 
DE ( C o r r ) = 
DE ( C o r r ) = 
OE ( C o r r ) = 
DE ( C o r r ) = 
DE ( C o r r ) = 
OE ( C o r r ) = 
DE ( C o r r ) = 
DE ( C o r r ) = 
OE ( C o r r ) = 
DE ( C o r r ) = 
OE ( C o rr ) = 
OE ( C o r r ) = 
DE ( C o r r ) =  
- 1 . 0 9 9 9 8 1 9  
- 1 . 1 3 3 6 3 2 3  
- 1 . 1 3 7 0 1 7 6  
- 1 . 1 4 0 1 5 9 0  
- 1 . 1 4 0 5 7 3 9  
- 1 . 1 4 0 6 2 9 9  
- 1 . 1 4 0 6 3 2 8  
- 1 . 1 4 0 6 2 9 6  
- 1 . 1 4 0 6 3 1 0  
- 1 . 1 4 0 6 3 1 4  
- 1 . 1 4 0 6 3 1 7  
- 1 . 1 4 0 6 3 1 9  
- 1 . 1 4 0 6 3 2 0  
- 1 . 1 4 0 6 3 2 01 
- 0 . 8 2 4 2 2 1 8 1  
- 0 . 8 4 8 5 9 1 9 9  
- 0 . 8 5 0 5 7 2 6 1  
- 0 . 8 5 2 6 6 4 2 7  
- 0 . 8 5 2 9 1 5 9 5 
- 0 . 8 5 2 9 4 7 9 6  
- 0 . 8 5 2 9 4 9 9 1  
- 0 . 8 5 2 9 4 7 8 5  
- 0 . 8 5 2 9 4 8 7 7  
- 0 . 8 5 2 9 4 8 9 9  
- 0 . 8 5 2 9 4 9 1 7  
- 0 . 8 5 2 9 4 9 2 6  
- 0 . 2 7 2 2 4 0 8 3  
- 0 . 2 8 1 2 2 1 1 2  
- 0 . 2 8 2 8 3 8 7 9  
- 0 . 2 8 3 9 0 3 9 2 
- 0 . 2 8 4 0 5 3 3 2  
- 0 . 2 8 4 0 6 4 2 0  
- 0 . 2 8 4 0 6 4 4 2  
- 0 . 2 8 4 0 6 3 9 3  
- 0 . 2 8 4 0 6 4 1 9  
- 0 . 2 8 4 0 6 4 2 9  
- 0 . 2 8 4 0 6 4 3 7  
- 0 . 8 2 2 1 2 8 2 4  
- 0 . 8 4 6 4 1 7 7 4  
- 0 . 8 4 8 4 2 3 0 3  
- 0 . 8 5 0 5 1 4 0 0  
- 0 . 8 5 0 7 6 4 9 9  
- 0 . 8 5 0 7 9 6 8 2 
- 0 . 8 5 0 7 9 8 7 3  
- 0 . 8 5 0 7 9 6 6 9  
- 0 . 8 5 0 7 9 7 6 3 
- 0 . 8 5 0 7 9 7 8 3  
- 0 . 8 5 0 7 9 8 0 1  
- 0 . 8 5 0 7 9 8 1 0  
- 0 . 2 7 1 5 2 3 5 7  
- 0 . 2 8 0 4 9 2 8 8  
- 0 . 2 8 2 1 2 5 0 1  
- 0 . 2 8 3 1 8 5 7 7  
- 0 . 2 8 3 3 3 4 9 9  
- 0 . 2 8 3 3 4 5 5 9  
- 0 . 2 8 3 3 4 5 7 4  
- 0 . 2 8 3 3 4 5 4 3  
- 0 . 2 8 3 3 4 5 7 1  
- 0 . 2 8 3 3 4 5 7 1  
E ( Co rr ) = 
E ( CORR ) = 
E ( CORR ) = 
E I CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E I CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( C o r r ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E I CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( Co rr ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E I CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( C o r r ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( Co rr ) = 
E I CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
E ( CORR ) = 
g rep ' T 4 ' b z - h c c h t e s t  e g y c c s d t d z  C P . l o g  
tt4 1 c c s o ) = - o . 5 6 2 9 0 5 9 0 0 - otj -
T4 ( C C S D ) = - 0 . 4 1 9 6 8 1 1 2 D- 0 1  
T 4 ( C C S D ) = - 0 . 1 3 5 7 5 8 0 5 0- 0 1  
T 4  ( C C S D ) = - 0 . 4 1 5 3 7 3 0 8 D - 0 1  
T 4 ( C C S D ) = - 0 . 1 3 4 8 2 1 0 9 D- 0 1  
- 3 0 8 . 6 5 1 0 3 6 4 2  
- 3 0 8 . 6 8 4 6 8 6 8 1  
- 3 0 8 . 6 8 8 0 7 2 0 8  
- 3 0 8 . 6 9 1 2 1 3 5 0  
- 3 0 8 . 6 9 1 6 2 8 4 3  
- 3 0 8 . 6 9 1 6 8 4 3 7  
- 3 0 8 . 6 9 1 6 8 7 3 1  
- 3 0 8 . 6 9 1 6 8 4 1 1  
- 3 0 8 . 6 9 1 6 8 5 5 3  
- 3 0 8 . 6 9 1 6 8 5 8 8  
- 3 0 8 . 6 9 1 6 8 6 2 2  
- 3 0 8 . 6 9 1 6 8 6 4 2  
- 3 0 8 . 6 9 1 6 8 6 5 0  
- 3 0 8 . 6 9 1 6 8 6 5 4  
- 2 3 1 . 5 5 1 0 8 8 0 8  
- 2 3 1 . 5 7 5 4 5 8 2 7  
- 2 3 1 . 5 7 7 4 3 8 8 8  
- 2 3 1 . 5 7 9 5 3 0 5 5  
- 2 3 1 . 5 7 9 7 8 2 2 3  
- 2 3 1 . 5 7 9 8 1 4 2 4  
- 2 3 1 . 5 7 9 8 1 6 1 8  
- 2 3 1 . 5 7 9 8 1 4 1 3  
- 2 3 1 . 5 7 9 8 1 5 0 4  
- 2 3 1 . 5 7 9 8 1 5 2 6  
- 2 3 1 . 5 7 9 8 1 5 4 4  
- 2 3 1 . 5 7 9 8 1 5 5 4  
- 7 7 . 0 9 7 6 2 1 2 9 8 
- 7 7 . 1 0 6 6 0 1 5 9 0  
- 7 7 . 1 0 8 2 1 9 2 6 5 
- 7 7 . 1 0 9 2 8 4 3 8 8  
- 7 7  . 1 0 9 4 3 3 7 9 1  
- 7 7 . 1 0 9 4 4 4 6 7 7  
- 7 7  . 1 0 9 4 4 4 8 9 6  
- 7 7 . 1 0 9 4 4 4 4 0 5  
- 7 7 . 1 0 9 4 4 4 6 6 5  
- 7 7 . 1 0 9 4 4 4 7 6 7 
- 7 7 . 1 0 9 4 4 4 8 4 1  
- 2 3 1 . 5 4 7 5 7 5 0 1  
- 2 3 1 . 5 7 1 8 6 4 5 1  
- 2 3 1 . 5 7 3 8 6 9 8 1  
- 2 3 1 . 5 7 5 9 6 0 7 7  
- 2 3 1 . 5 7 6 2 1 1 7 6  
- 2 3 1 . 5 7 6 2 4 3 5 9  
- 2 3 1 . 5 7 6 2 4 5 5 1  
- 2 3 1 . 5 7 6 2 4 3 4 6  
- 2 3 1 . 5 7 6 2 4 4 4 0  
- 2 3 1 . 5 7 6 2 4 4 6 0  
- 2 3 1 . 5 7 6 2 4 4 7 8  
- 2 3 1 . 5 7 6 2 4 4 8 8  
- 7 7 . 0 9 6 5 5 9 5 7 7  
- 7 7 . 1 0 5 5 2 8 8 8 6  
- 7 7 . 1 0 7 1 6 1 0 1 9  
- 7 7 . 1 0 8 2 2 1 7 7 7  
- 7 7 . 1 0 8 3 7 0 9 9 5  
- 7 7 . 1 0 8 3 8 1 6 0 2  
- 7 7 . 1 0 8 3 8 1 7 4 7  
- 7 7 . 1 0 8 3 8 1 4 4 0  
- 7 7 . 1 0 8 3 8 1 7 1 3  
- 7 7 . 1 0 8 3 8 1 7 1 8  
De l t a = - 3 . 3 7 D - 0 2  
D e l t a = - 3 . 3 9 D - 0 3  
D e l t a = - 3 . 1 4 D - 0 3  
De l t a = - 4 . 1 5 D - 0 4  
D e l t a = - 5 . 5 9 D - 0 5  
De l t a = - 2 . 9 3 D - 0 6  
De l t a =  3 . 2 0 D - 0 6  
D e l t a = - 1 . 4 2 D - 0 6  
D e l t a = - 3 . 4 6 D - 0 7  
De l t a = - 3 . 4 0 D - 0 7  
D e l t a = - 2 . 0 2 D - 0 7  
De l t a = - 8 . 2 7 D- 0 8  
De l t a = - 4 . 2 3 D - 0 8  
D e l t a = - 2 . 4 4 D - 0 2  
D e l t a = - l . 9 8 D - 0 3  
D e l t a = - 2 . 0 9 D - 0 3 
D e l t a = - 2 . 5 2 D - 0 4  
De l t a = - 3 . 2 0 D - 0 5  
D e l t a = - l . 9 4 D - 0 6  
D e l t a =  2 . 0 5 D - 0 6  
O e l t a = - 9 . 1 6 D - 0 7 
De l t a = - 2 . 2 1 D - 0 7  
D e l t a = - l . 7 8 D - 0 7  
D e l t a = - 9 . 4 6 D - 0 8 
D e l t a = - 8 . 9 8 D - 0 3  
D e l t a = - l . 6 2 D - 0 3  
D e l t a = - l . 0 7 D - 0 3  
D e l t a = - l . 4 9 D - 0 4  
D e l t a = - l . 0 9 D - 0 5  
De l t a = - 2 . 1 9 D - 0 7  
D e l t a =  4 .  9 2 D - 0 7  
D e l t a = - 2 . 6 1 0- 0 7  
D e l t a = - 1 . 0 2 0 - 0 7  
D e l t a = - 7 . 3 9 D- 0 8  
De l t a = - 2 . 4 3 D - 0 2  
D e l t a = - 2 . 0 l D - 0 3  
D e l t a = - 2 . 0 9 D - 0 3  
D e l t a = - 2 . 5 1 0 - 0 4  
D e l t a = - 3 . 1 8 D - 0 5  
D e l t a = - l . 9 2 D - 0 6  
D e l t a =  2 . 0 4 D - 0 6  
D e l t a = - 9 . 3 8 D - 0 7  
D e l t a = - 2 . 0 2 D - 0 7  
D e l t a = - l . 8 3 D - 0 7  
D e l t a = - 9 . 2 3 D - 0 8  
D e l t a = - 8 . 9 7 D - 0 3  
De l t a = - l . 6 3 D - 0 3  
D e l t a = - 1 . 0 6 D - 0 3  
De l t a = - l . 4 9 D - 0 4  
D e l t a = - l . 0 6 D - 0 5  
D e l t a = - 1 . 4 5 D - 0 7  
D e l t a =  3 . 0 7 D - 0 7  
D e l t a = - 2 . 7 3 D - 0 7  
D e l t a = - 5 . 4 l D - 0 9  
iv 
g r e p  ' T 5 '  b z - h c c h t e s t  e g y c c s d t d z  C P . l o g  
tt5 1 ccso 1 - 0 . 1 1 1 0 5 8 0 2 0 - ozj -
T 5 ( C C S O ) - 0 . 6 9 6 8 5 5 7 5 0 - 0 3  
T 5 ( C C S O ) - 0 . 5 0 3 8 5 7 8 0 0 - 0 3 
T 5 ( C C S O ) - 0 . 7 0 1 8 4 9 7 2 0 - 0 3  
T 5 ( C C S O ) - 0 . 5 0 5 6 4 4 0 1 0 - 0 3  
Once these values are tabulated, the BSSE corrected energy (extrapolated to  the CBS 
limit) is calculated in the usual way for the HF level (simply using the counterpoise 
corrected energy in the extrapolation scheme (equation Al . l )) .  For the CCSD(T) level, 
we chose to include the counterpoise correction directly as part of the sum 
[ DE ( Co r r ) +T 4 +T  5 +B S S E  energy] ; this resulting correlation energy value is then 
extrapolated in the usual way using equation (Al .2) and added to the extrapolated HF 
value using equation (Al .3 ) .  Note that the same results are obtained if the CCSD(T) 
energy is calculated by addition of the sum [DE  ( C o r r ) + T 4 + T 5 +B S S E  e n e rgy] to 
the CBS extrapolated value of the HF energy, and then the resulting overall CCSD(T) 
dimer energy extrapolated to the CBS limit. 
The treatment to obtain the overall interaction energy is then the same as the case for the 
BSSE uncorrected approach outlined above. 
v 
Final notes : 
• It is possible (in some cases) for the CBS extrapolated value of the binding energy 
to be higher than the uncorrected value (see Table 1 and 2 in the Scheiner paper 
for other examples) 
• The counterpoise correction should get smaller as the basis set increases from DZ 
to TZ 
• Changes to the energies that result from counterpoise correction will change the 
CBS extrapolated value of the complex energy, so it is easy to see why the 
counterpoise correction is needed (since it is the corrected energies for the dimer 
that are included in the extrapolation equation (A. 1 .3))  
• The energy output from a CCSD(T) calculation is interpreted as follows (all 
values in hartrees) : 
Quantity Value Explanation 
E(RHF) -307.620943 1 Hartree-F ock energy 
DE( Corr) -1 . 322282 1 Correlation energy 
E(Corr) -308 .9432252 1 = E(RHF) + DE(Corr) 
T4(CCSD) -7 .4870872E-02 
T5(CCSD) l . 6223405E-03 
= E(Corr) + T4(CCSD) + 
CCSD(T) -309 .0 1 647374 T5(CCSD) 
vi 
APPENDIX II 
Setup of the 247 and 250 Control Units 
A. 
Figure A2.1: Back of the (A) 247 controller with stars indicating the SCF control knobs. 
The box indicates the screws which is used to increase or decrease the number of decimal 
places on the display of the 247 control panel and (B) the 250 controller with red arrows 
indicating the interface cable that connects the 247 to the 250 control panel. The green 
arrow shows the cable that connects the pressure transducer to the 250 control panel. 
Above in Figure A2. l ,  the back of the 24 7 controller (A) and the 250 controller 
(B) is illustrated. The interface cables (Figure A2. 1 -A and A2. l -B) connect the 247 and 
250 controllers together (red arrow) . The cable, CB700- 1 8- 1 0  connects the pressure 
transducer to the 250 control panel (green arrow). For the 247 controller, there are 4 
different channel connections. Each channel connects to one of the flow controllers with 
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the cable CB259-5- 1 0 . For the 4 channels, there are knobs above each channel that are 
used to input the scaling factor (SCF) ; the SCFs are adjusted according to the mixture 
running through each flow controller. The SCF is found using the gas correction factor 
(GCF) discussed in the "Atmospheric and Pressure Transducer (722B) Calibration" 
section of this manual. The "Decimal Places" setting shown on the back of the 247 
control panel (illustrated by the blue box, Figure A2. 1 -A) is very important. The decimal 
places on the back of the 247 controller for each channel should be read as 00.0 .  This will 
allow for easier variation of the concentration. Before attaching the power cords to the 
247 and 250 control panels, four DIP switches located inside the 247 controller need to 
be adjusted according to your preference. The 247 contains DIP switches that allow the 
proper amount of voltage to be 
Figure A2.2: The position of the DIP switches select the voltage; +5 V is selected by setting: 
OPEN, CLOSED, OPEN, OPEN inside the 247 controller. 
applied in order to achieve communication between the 247 and 250.  The 247 is 
originally set up to ratio all channels to the flow of channel 1 .  The DIP switches inside 
the 24 7 control panel allow proper voltage to the 250 control panel to enable the channels 
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to ratio with respect to the pressure reading on the 250 control panel . These DIP switches 
are found inside the top of the 247 shown in Figure A2.2 .  The original settings for the 
DIP switches (reading left to right) are: CLOSED, OPEN, OPEN, OPEN. Figure A2 .2 
shows the DIP switches setting for +5 V which gives OPEN, CLOSED, OPEN, OPEN. 
Figure A2.3 : Front of the 250 controller. 
The pressure reading on the 250 controller must be zeroed (corresponding to an 
evacuated system) before the flow controllers can flow any gas. The 250 controller 
should be turned on with the following settings (Figure A2.3 ) :  pressure "Set Point" knob 
reading 0 .00 atm and set to "Int.", the "Input" switch set to 1 0  V, the "Phase Lead" set 
between 1 and 3 sec, the "Gain" on 20%, the "Bias" screw should be turned fully counter 
clockwise (CCW) and the "CMAE" (far right knob) on "Manual" and set to 5 .00 V (the 
number 5 should be displayed in the window of the knob) . These settings are summarized 
in Table A2. 1 .  The 250 and 247 control panels should be allowed to warm up for 20-30 
minutes before zeroing. 
x 
Table A2.1 :  The required 250 control panel settings. 
External Control ler- Front of the 250 Control ler 
- · -
Control Position 
Power Switch Off; On ( if in use) 
I NT/EXT I NT 
lOV I 1V I O .lV lOV 
P h a se Lea d  1.5  SEC 
G a i n  20% 
Bias  F u l ly CCW 
CMAE Selecto r M a n u a l  
CMAE:  M a n u a l  k n o b  s .oo v 
P ressu re Set Poi nt 0.000 atm 
Figure A2.4 : Front of the 247 controller. 
Figure A2 .4 shows the required settings for the front of the 247 controller. Each 
channel ( 1 -4) should be set to "Ratio" (switches on the bottom row) and the flow "Set 
Points" should all read 00.0 seem. (This is all done by adjusting the "Display Channel" to 
the appropriate channel and toggling the left hand switch for each channel up to the "Set 
Point") . If the set points do not read 00.0 seem, the zero screw (Z) for each channel to the 
left of the set point switches can be rotated clockwise or counter clockwise (with the 
switch still toggled to "Set Point") until all the flow controllers read 00.0 seem. 
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The complete closed system should look like Figure A2. 5  where the flow 
controllers are hooked up to the 24 7 controller unit and all the cables are connected 
properly (Figure A2.5 ) .  The system should have a vacuum pump attached to it in order 
for the pressure transducer to be zeroed. The system should be evacuated and leaks in the 
closed system are found by 
Figure A2.5 : Complete closed system with an attached vacuum pump where the gas tanks 
are connected to the flow controllers and the 247 and 250 control panels are connected to 
the flow controllers and pressure transducer respectively. 
isolating the system from the vacuum pump and checking for fluctuation in the pressure 
reading. If the system is leak free, the chamber can be reopened to the vacuum and 
evacuated for an hour to purge old samples from the surface of the tubing. After this time, 
the zero screw on the 250 control panel (Z) can be rotated clockwise to zero the pressure 
transducer and the "CMAE" knob (on the 247 controller) should be turned to "AUTO". 
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Atmospheric and Pressure Transducer (722B) Calibration 
In order to use the pressure reading on the 250 controller, the unit should first be 
calibrated to atmospheric pressure. In order to do so, a second pressure transducer (part of 
the existing sample manifold) is introduced to the system. Flow controller 1 (channel 1 )  
is connected to an Ar tank, and the scaling factor is set to 8 1  for the pure Ar. (The scaling 
factor can be found by using the manual equation given in the 247 manual (pages 48-52) 
or using the Excel spread sheet "GCF calculator New Version 6-3 -20 1 3 .xlsx" ("GCF for 
1 mixture" tab) in the L: drive under the folder "Misc Tools". The set point for channel 1 
is set at 1 0  seem. The main valve on the tank should be turned on but the exit valve 
should be closed. The pressure set point is set by dialing the top left "Set Point" knob to 
the desired pressure on the 250 control panel . The set point can't  be higher than the 
pressure in the tank because it will give a negative reading and cause back flow of the gas 
into the tank from the sample line. Once the setup is leak proof and zeroed, then the 
system can be opened to atmospheric pressure. The pressure reading will be below 1 .000 
atm on the 250 control panel but by using the "SP AN" screw on the 250 controller we 
can set the pressure to read 1 .000 atm (assuming atmospheric pressure is 1 .000 atm) . The 
system is closed once again and evacuated. The system is isolated from the vacuum pump 
and the pressure is increased on the Ar tank regulator. Flow controller 1 is then turned on 
(using the appropriate switch on the 247 controller) and the displayed pressure on the 250 
should increase. When the pressure on the· 250 stabilizes, the pressure on the 250 control 
panel is recorded, along with the actual reading from the other pressure transducer 
located on the CP-FTMW spectrometer manifold. The pressure on the Ar tank should be 
increased in increments and both the pressure on the 250 control panel and CP-FTMW 
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manifold pressure should be recorded. The values will give a linear relationship of the 
manifold pressure (in mbar) vs. 250 control panel pressure reading (in atm) . Using a 
linear trend line, an equation representing the relationship between the two pressures can 
determined and later used to calculate the actual pressure of the system. This allows us to 
know what pressure we have typically used on the CP-FTMW manifold corresponds to 
the desired pressure on the mixing controller. 
*The pressure reading on the 250 will overshoot the desired set pressure. This is  okay and 
will change when the nozzle is attached to the mixing controller. 
Using the Mixing Controller with the Spectrometer 
Using the mixing controller as part of the spectrometer setup requires similar 
setup procedures .  The difference is that it is now connected to the nozzle rather than 
closed off. The set point pressure for the 250 should be set to the value required at the 
nozzle. The pressure of each tank should then be increased to 0 .500 atm above this 
desired set point pressure . The way to find each tank ' s  pressure is to run them separately 
through the mixing controller and adjust the pressure to the desired pressure on the 250 
controller. 
Before measuring the pressure of each tank, the SCF must be calculated. For each 
channel used, the scaling factor should be set and the set point for each channel can be set 
to 1 0  seem on the 24 7 control panel. The current setup requires that channel 1 flows only 
pure Ar (or another carrier gas) , while channel 2 and 3 hold the mixture of. gases under 
study. (Scaling factor for mixture of gases can be tabulated in tab 3 in the Excel file: 
"GCF calculator New Version 6-3 -20 1 3 .xlsx" .) 
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The set points for each flow controller are calculated by the desired nozzle 
concentrations. The set points for channel 2 and 3 can be calculated using tab 1 of the 
same Excel file : "GCF calculator New Version 6-3 -20 1 3 .xlsx". Figure A2 .6  shows a 
I n itial concentration desi red concentration 
flow of c h a n nel 1 Ta n k/C h a n nel 
( Nozzle/Final)  
Partial F low Ratio to c h a n nel 1 
(Tan k) 
1 5  5 .00% 0.00% 0 .00 
3 5 .00% 1 .00% 3 .75  
Set t h e  i nitia l flow o f  c h a n nel 1 .  T h i s  v a l u e  should be between 0 a nd 500 seem, b u t  u sual ly 
I f eithe r  of these are red , 
These values go i nto the 
arou n d  50-100 seem. O nly the cel ls highl ig hted i n  blue need to be c ha nged . The in  pin k a re what 
than the partial flow is 
247 as the respective 
the set-points should read fo r c h annels 2 and 3 (for the respective ta nks) . 
too h igh (above 50) c h a n nel setpoints 
either red uce the flow of 
c h a n nel  1 or i nc rease the 
concentration i n the 
Total flow 1 8 . 8  
tan k .  
Figure A2.6: An Excel sample spreadsheet for calculating the set point values for the 
desired nozzle concentration. 
demonstration of the spreadsheet. The far left column ("flow of channel 1 ") is the flow of 
channel 1 in seem (standard cubic centimeters per minute) and the flow is set to a 
stan.dard value of 1 5  seem. The percentage in the pink column ("Ratio to channel l ") 
gives the required set points for channels 2 and 3 .  This will allow proper dilution of the 
gases when mixing in the closed system to be delivered to the nozzle at the desired 
concentration. The "Initial concentration" is inputted as a percentage of the gas under 
study and the "desired concentration" is the final concentration you desire to be delivered 
to the nozzle. An example of the entire process is given for the dimer fluorobenzene-
actyelene. Channel 1 (flow controller 1 )  is your carrier gas (Ar), channel 2 (flow 
controller 2) is flowing fluorobenzene and channel 3 (flow controller 3) is flowing 
acetylene. If the initial concentration is 5 .0% for fluorobenzene and 5 .47% for acetylene, 
these values would be entered under the column "Initial concentration (Tank)" for the 
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appropriate tanks/channel. The next step is to vary the desired concentration for the 
nozzle under the column "desired concentration". The desired concentration for 
fluorobenzene is 0 . 1 % and the desired concentration for acetylene gas is 0 .2%. The 
values under the "Partial flow" and "Ratio to channel 1 "  column will change and the 
values under the pink column ("Ratio to channel 1 ") are the set point values set for each 
appropriate channel, 2 . 1 2  seem and 3 . 8 8  seem respectively. The set point values are set 
by adjusting the "Display Channel" knob on the 24 7 to the appropriate channel . The 
toggle switch for the desired channel is lifted to "Set Point" and the screw to the right of 
the switch is rotated clockwise or counter clockwise until the required set point is 
displayed on the 24 7 control panel. 
Before starting up the flow controllers for the experiment, the sample line should 
be evacuated. Once all the values are input on the 2471250 controllers, the flow 
controllers can be turned on and gas will begin to flow to the nozzle. Once the gas starts 
flowing the pressure begins to cycle by first overshooting the pressure and then 
undershooting the pressure. After about 5 - 1 0 minutes (assuming a 1 0  Hz repetition rate 
for the nozzle) the pressure begins to stabilize. At this time the signal should also 
stabilize on the spectrometer. When measuring a transition at a new pressure or 
concentration the system must be evacuated and allowed to cycle through for at least 5- 1 0  
minutes to stabilize the mixture before the transition can be reliably measured again. 
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Quick Check List when Varying the Concentration and/or Pressure on the Mixing 
Controller 
� Varying the set point pressure (the total pressure delivered to the nozzle) during 
an experimental scan:  
o Tum flow controllers off 
o Evacuate the system 
o Isolate the system from vacuum pump 
o Tum set point to the new desired pressure 
• If the tanks are no longer 0 .500 atm or more higher than the 
desired total pressure then the pressure of each tank must be 
increased to 0 .500 atm above the total pressure. (See sections 
"Using the Mixing Controller with the Spectrometer" .)  
o Tum flow controllers back on 
� Varying the desired concentration delivered to the nozzle by adjusting the flow set 
points on the 24 7 controller: 
o Tum off the flow controllers 
o Evacuate the system 
o Isolate the system from the vacuum pump 
o Change the flow controllers set point 
o Tum back on the flow controllers 
o Allow the pressure to cycle for about 5 - 1 0  minutes before continuing 
measurements 
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