The Wide-Field Imaging Interferometry Testbed (WIIT) is a wide-field spectral imaging Michelson interferometer developed at the NASA/Goddard Space Flight Center. WIIT is operational and effectively demonstrates imaging and spectroscopy over fields-of-view larger than the narrow primary beam footprint of a conventional Michelson interferometer. At the heart of this technique is the "double-Fourier" approach whereby the apertures and a delay line are both moved to collect interferograms over a 2D wide field detector grid simultaneously; one interferogram per detector pixel. This aggregate set of interferograms, as a function of baseline and delay line, is algorithmically processed to construct a single spatial-spectral cube with angular resolution approaching the ratio of the wavelength to the longest baseline. Herein we develop the mathematical spatial-spectral imaging model and the baseline processing algorithm and show results using simulated data and using WIIT testbed data.
INTRODUCTION
Michelson imaging interferometry has historically been used for narrow field-of-view imaging and spectroscopy where it is generally accepted that the field-of-view is limited to the angular extent of the core of the primary beam of +/-λ/D, where λ is the wavelength and D is the diameter of a single aperture. However this is not a fundamental physical limitation but arises due to the past application of the VanCittert-Zernike theorem and the use of single pixel or small format detectors. Herein a physical optics model of wide-field Michelson imaging interferometry is employed with large format detectors to develop algorithms for reduction of the wide-field Michelson interferometry datasets to construct the resultant hyperspectral image cube. We show and discuss results with both simulated data and with laboratory testbed data using the Goddard Wide-Field Imaging Interferometry Testbed (WIIT) [1] [2] [3] .
Classical Michelson imaging interferometry allows for high spatial and spectral resolution imaging over a small field of view (FOV). The introduction of the double-Fourier Michelson [4] technique expands the FOV, allowing for wide field imaging and spectroscopy of each pixel of the high resolution wide-field image. In double-Fourier wide field imaging interferometry the fields are combined in the pupil plane but the data is collected in an in-focus wide format focal plane. A baseline algorithm converts the collected data to a hyperspectral data cube consisting of 2D high-resolution wide format images, one image per wavenumber. A detailed mathematical analysis has been developed [5] that includes polarization and other effects. Herein we develop an optics model for the purpose of developing the implementation of the inverse algorithms for estimating the hyperspectral image data cube and ultimately for deconvolution to estimate image cubes with missing or attenuated spatial frequencies. The treatment is via scalar field theory with no polarization effects. The advantage of this approach is that the construction of the dataset and the wide-field imaging algorithms can be grasped in a straightforward manner with a limited number of equations and derivations, however, note that this approach does not fully capture all possible limitations and effects.
Model of Michelson Wide-Field Imaging Interferometry
The physical optics model of propagation through the interferometer is based on propagating the scalar, incoherent, electric fields from the target field-of-view (FOV), through the interferometer culminating in a focal plane image. Let the scalar electric field, at the plane of the interferometer's entrance pupil ( Figure-1 ), due to a single emission point on a distant source at a single optical wavenumber, be given by:
where
( ) is a vector of the sky angles, i.e. angular offsets from the line of sight pointing of the interferometer, and thus !," Uniformly distributed, and random, due to each source point having an phase which is uncorrelated with all others over all sky angles and wavenumbers, since. sources, atomic or molecular, generally radiate independently of each other.
Each distant source evolves, over a distance scale that is large relative to the radiators characteristic size, to a spherical wave. At large distances from the radiator, with respect to the aperture, the spherical wave is effectively a tilted plane wave since the phase curvature becomes vanishing small at the aperture. This is 
i2!" z which yields for equation (1): 
Equation-3 takes the form of a 3-dimension (3D) Fourier transform of the complex phasor
) and where z c ! t is an overall time delay due to the propagation distance of the source emitted light to the aperture. The time-averaged intensity, to which an optical detector would respond to, is given as the averaged modulus squared of equation-3.
The Michelson interferometer, as used herein, sums the electric fields from two separate spaced subapertures, with a temporal delay between the two fields and subsequently bring these two fields to focus on an array detector. The detector is assumed to be a pixelated device that responds to the modulus squared of the electric field, or equivalently to times long with respect to the inverse of the optical frequency. . The optical fields represented by equation-3 can be propagated from the pupil to the focal plane, and the focal plane intensity, mapped to sky angle, and without belaboring the mathematics can be shown to be [6] :
The sky object radiance is represented by O ! !,"
( ) and it has the units of Watts/meter 2 /steradian/wavenumber or equivalent physical units that are independent of the interferometer. The PSF as used herein is dimensionless and normalized such that when integrated over all sky angles and wavenumbers, is unity. The modulation term, 1 ± sin 2!"
has both a "plus" and "minus" component due to the Michelson having two output channels and such that the sum of the two cancels the sine term to conserve energy. The overall factor of "2" is due to each apertures PSF being normalized to unity separately. If both the baseline and delay is zero, 
The detector measurement model is then given as equation-4 integrated over the finite footprint of a detector element projected on the sky with the sampling function folded in and with detector noise effects as:
In equation-5 "rect" represents a square detector sky footprint of length and width !! , and the summation over the delta functions represents a square N x N sampling lattice with the sample spacing equal to the detector sky footprint, i.e. 100% fill factor. n j,k represents additive noise at the j, k-th pixel or detector element.
Defining the point response function as the PSF convolved with the detector footprint, and defining a
{ } allows equation-5 to reexpressed as:
for each baseline and delay, where O M is the modulated sky radiance and PRF is the point response function. The argument in curly braces is the 2D convolution of the point response function with the modulated sky radiance integrated over wavenumbers. Equation-6 represents a discretely sampled image for each baseline vector and each delay line position.
Arranging the sampled data as a (j,k) image versus discretely sampled delay line positions results in a data cube such that each frame appears as an image and the 3 rd axis is the delay line direction. Moving the baseline vector, either via rotation of the Michelson apertures and/or re-spacing of the apertures, results in a set of baseline cubes, each of which contains a series of discretely sampled images versus delay line position. The noise term is detector noise, such as read noise, dark current noise, and photon noise, and the detector is quantized in terms of photo-electrons per analog to digital unit (ADU) and detector quantum efficiency is folded in as well as spectral response of the optics. The units
( ) would be detector counts per pixel at a given baseline and delay line position.
Thus the goal of Michelson wide-field interferometric imaging can be succinctly stated as: given a set of
This is an inverse problem due to the integral form, however, in practice the number of baselines and the maximum baseline length effectively spatially filter the spatial frequencies that are present in the estimated sky spectral radiance and limits the finest angular resolution to !! min~"min B max = 1 # max B max . The length of the delay line limits the spectral resolution in wavenumbers to !!~1 L max and the delay line sampling limits the range of wavenumbers to a maximum wavenumber of ! max~N L 2L max . From equation-4 it is apparent that sources further from the line-of-sight pointing center must have a longer delay line to reach the center of the fringe, i.e. the argument of the sine term reaches zero at L = ! ! ! ! B , therefore in the direction of the baseline vector the full FOV is given by FOV ! 2 L max B max . The maximum length of the delay line needs to long enough to capture the center of the fringe plus at least its ½ maximum length, hence the approximation. Estimation of the sky spectral radiance, within these limits, recovers what is known as the "dirty" image cube, i.e. the filtered version with missing and/or attenuated spatial frequencies. Knowledge of the PSF and PRF can ultimately be employed to deconvolve the dirty image cube, thereby enhancing (amplifying) the existing spatial frequencies, and in limited cases by adding in new spatial frequency content not present in the original observed data. Additionally simultaneous knowledge of both the spatial and spectral response allows for true 3D deconvolution and allows for energy to move between wavenumber frames of the dirty image cube.
Construction of the Wide-Field Michelson Interferometer Dirty Data Cube
The interesting problem is the inverse problem of constructing the sky brightness distribution, i.e. by L . The baselines are realized by stepping the spacing between the two collecting apertures in a discrete fashion, i.e. the apertures are moved and stopped and then the delay line is cycles through its range and a focal plane image collected at each delay line position, a baseline cube is stored as a disk file, then the baseline mirrors are moved and the cycle repeated. This effectively generates the data described by equation-6 with a few caveats. Noise in the detector and instrumental errors can cause systematic and random effects in the data collection and in the estimation of the sky spectral radiance. These effects will be later described but first the basic image construction process is derived.
Let the continuous form of equation-6, i.e. equation-4, be represented as the sum of two integrals, where we have arbitrarily chosen the "+" term for brevity:
Denote the average over the delay line length as I Ave Let the interferograms, with the time averaged removed at each baseline, and at focal plane pixel be defined as:
Equation-9 can be converted to its complex form by evaluating its Hilbert transform with respect to L to yield its quadrature and combining the quadrature term with equation-9 to show:
Equation-10 is interpreted as a form of the complex visibility. Fourier transforming over L with ! ! as the Fourier variables yields:
Define the inverse Fourier transform with respect to baseline, ! B , but with ! ! ! " as the conjugate Fourier variable as:
and noting there is only a finite set of discrete baselines
implies that:
Inserting equation (13) into (12) and re-arranging yields:
and remove the dummy prime notation to arrive at the complex dirty beam:
The dirty image cube is given by PSF d
( ) and estimated from:
This suggests that the dirty image cube, at each wavenumber, can be constructed from the set of baseline cubes via: (1) Renormalization of the interferograms via equation-9, (2) use of the Hilbert transform to construct the complex fringe per equation-10, (3) 1D Fourier transform along each of the delay line interferograms, (4) followed by a discrete inverse 2D Fourier transform across the set of baselines.
In the discretely sampled focal plane the sampling is !! " " 2D 
and ( ) plane into a larger grid actually performs three tasks simultaneously: (i) the shifting of the values to the centers defined by the baselines effectively puts the spatial frequency information into the correct location within the UV-plane, (ii) shifting of the value and its complex conjugate insures that the resultant inverse FT is real valued, i.e. its imaginary component is zero, and (iii) shifting into a larger grid yields higher resolution sampling in the final dirty image cube.
This procedure is performed for each wavenumber and the results used to estimate the dirty image cube. In practice it is more efficient to use discrete Fourier transform techniques since the grids are sparse and filling in the UV-planet is accomplished by both shifting the interferometers baseline length and rotating it. The shifting and rotation can be accomplished by either rotating the entire interferometer, in which case the detector rotates with the baseline direction, or, via rotating the source as in the WIIT laboratory testbed. In this case the baseline vector stays fixed as does the detector. However, both cases are handled the same since for image construction for WIIT the detector and baseline direction remain fixed.
Note that I Ave ! ! ( ) is sampled at lower resolution than the result from equation (16) and is subsequently interpolated to the same grid. This is straightforward since it does not contain any interference fringes, therefore its spatial frequencies are limited to the spatial frequencies of the primary beam, and numerous band-limited interpolators exist, see e.g. the discussion in [7] for a discussion of band-limited interpolators.
Processing to Construct WIIT Dirty Image Cube
The WIIT (Figure-2 ) has been described elsewhere in detail [1, 2, 3] and will be only briefly reviewed herein from a processing point of view. Light from the source module (lower right), with selectable test scenes, reflects off the collimating parabola (left) and enters the two moving reflective apertures of WIIT. The source module is at the focus of the collimating parabola. These apertures move top-to-bottom in figure-2 but actually side-to-side with WIIT laying on an airtable. The apertures are mounted on a sliding rail and the center-to-center distance between the apertures is defined to the baseline. A series of relay optics fold the beams from each of the two apertures around to the beamsplitter that subsequently combines the two beams in the pupil plane. A lens brings them to focus onto the CCD camera. The optical delay is accomplished by an actuated moving carriage; the carriage has laser metrology that provides differential path length positions between the two arms of the interferometer. The source scene can be rotated to provide 2D baselines and hence emulation of two interferometric dimensional imaging. Figure-4 shows an Optical Systems Characterization and Analysis Research (OSCAR) simulation of the image construction process with WIIT. OSCAR is the Optical System Characterization and Analysis Research software and developed for simulating telescopes, imaging sensors, interferometers and coronagraphs. OSCAR takes as input a design of the instrument, at various levels of fidelity, and an input scene as a FITS file and passes the scene through a simulation of the sensor. It incorporates diffraction and spectral effects as well as a host of other effects. The upper left panel of figure-4 is the input object to OSCAR consisting of two point sources on a 512 x 512 grid -these sources are not evident in the figure hence circles have been drawn around them to place them; each source is a single pixel. The spectrum is assumed to be a Gaussian extending from 0.5 -0.7 microns FWHM. The 2 nd panel from the left in the top row shows an example of a single 32 x 32 frame from the simulated baseline cube at B=30mm. The subsequent panels continuing to the right and from left-to-right in the 2 nd and 3 rd rows down from the top are the image reconstructions at various wavenumbers within the spectral band pass. The lower right inset shows the UV-plane coverage as the modulus squared of the Fourier transform of the reconstructed image at the peak of the spectrum. Note the fringing from lower left to upper right cause by two point sources. The dirty image construction as shown in figure-4 is not a stressing case since the sources are fairly widely separated, both have the same spectrum and are not extended and there is no noise in the data. size. The reconstructed image data is sampled on 624 x 624 grid with 0.096 arcsecond sampling per pixel and represents 26x times the resolution.
Processing of Simulated data to Dirty Image Cube

Summary, Conclusions and Future Work
We have described on-going work with Wide-Field Imaging Interferometry and algorithm development with the WIIT testbed. A Hilbert transform based algorithm has been developed to estimate the visibility amplitudes and phases in a relative sense across the wide field of view. Results have been shown with simulated inputs that assist in the design, development and optimization of the algorithm, and to better understand the algorithms performance and limitations. A result has been shown with observed WIIT laboratory data that appears promising.
