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A b s tra c t
Circadian rhythms are daily internal predictive biological cycles. Numerous studies 
have associated human circadian gene polymorphisms with phenotypic changes and 
multiple disease risks. Subsequent replications have often been negative in other pop­
ulations, possibly due to poor linkage disequilibrium (LD) between the reported single 
nucleotide polymorphisms (SNPs) and underlying phenomena, or differing LD across 
populations. Alternatively, non-human circadian studies have reported population- 
specific effects, often expressed as latitudinal clines.
Genome-wide genotyping results can produce distinctions. Haplotypes including sep­
arate association SNPs can unify multiple results. Strong LD across populations im­
proves the likelihood of population-specific effects. Unusual patterns can possibly pre­
dict undiscovered effects. The importance of in silico techniques increases as ongoing 
projects seek to sequence all common SNPs.
The present study has examined the variation patterns of 35 upstream, downstream, 
and core clock genes. 20 genes displayed unusual results using multiple screening 
measures. A possible 7-gene African-population haplogroup network was identified. 
While selection across the class of circadian genes was ruled out, CLOCK  and FBXW11 
are candidates for balancing and positive selection, supported by multiple genome- 
wide frequency spectrum distributions.
CLOCK  was examined in a UK-based sample in the most dense diurnal preference 
candidate gene study yet performed. An eveningness haplotype independent of the 
previously reported 3111C allele was identified. This haplotype and 3111C combined 
were important for intermediate preference. Strong LD, including 3 haplogroups and a 
122-SNP 3111C haplotype shared by all 3 HapMap populations, united distinct associ­
ation study results into population-specific phenotypes unlikely to be due to differing 
or poor LD across populations.
The eveningness association was age-dependent. A non-linear relationship between
ageing and diurnal preference was also uncovered, particularly for morning function­
ing and evening sleepiness.
A possible circadian-climate interaction was examined. 14 genes had strongly impacted 
LD patterns. Near-exact relationships between climate (but not latitude) SNPs and 
diurnal preference were found in PERI and PER2, while an extrapolated relationship 
affected PER3. Strong relationships demonstrated negative or even opposite results in 
other populations.
Combined, these results suggest that human circadian phenotypes, and possibly re­
lated disease risks, are likely altered by the environment. This raises the importance 
of future multiple-population studies, but predicts increased complexity in their inter­
pretation.
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FBXW11P1 F-box and WD repeat domain containing 11 
pseudogene 1
ENSG00000230870
GNB2L1 (RACK1) guanine nucleotide binding protein 
(G protein), (3 polypeptide 2-like 1
ENSG00000204628
GNB3 guanine nucleotide binding protein (G 
protein), (3 polypeptide 3
ENSG00000111664
GRP gastrin-releasing peptide ENSG00000134443
GSK3A glycogen synthase kinase 3, a ENSG00000105723
KAT2B (PCAF) K(lysine) acetyltransferase 2B ENSG00000114166
MAPK3 mitogen-activated protein kinase 3 ENSG00000102882
M A PT microtubule-associated protein tau ENSG00000186868
NCOA3 (ACTR) nuclear receptor coactivator 3 ENSG00000124151
N M U neuromedin U ENSG00000109255
HUG O  Gene Names xx i
Gene________________________Description__________________Ensembl Human ID
N O N O non-POU domain containing, octamer-binding ENSG00000147140
PBEF1 (NAMPT) nicotinamide 
phosphoribosyltransferase
ENSG00000105835
PDCL2 phosducin-like 2 ENSG00000163440
PPARA peroxisome proliferator-activated receptor a ENSG00000186951
PPARD (PPARp) peroxisome proliferator-activated 
receptor 8
ENSG00000112033
PPARG peroxisome proliferator-activated receptor y ENSG00000132170
PPP5C protein phosphatase 5, catalytic subunit ENSG00000011485
PRKCZ protein kinase C, C ENSG00000067606
RARA retinoic acid receptor, a ENSG00000131759
RARB retinoic acid receptor, p ENSG00000077092
RARG retinoic acid receptor, y ENSG00000172819
RBM4 (LARK) RNA binding motif protein 4 ENSG00000173933
RHO rhodopsin ENSG00000163914
RP3- (RP3-467L1.4 known processed transcript ENSG00000236266
467L1.1 anti-sense to PER3)
RP3- (transmembrane phosphatase with tensin ENSG00000244627
449017.1 homology known processed pseudogene)
S U M 0 2 SMT3 suppressor of mif two 3 homolog 2 ENSG00000188612
S U M 0 3 SMT3 suppressor of mif two 3 homolog 3 (S. 
cerevisiae)
ENSG00000184900
TAC1 (Substance P precursor) Protachykinin-1 
Precursor
ENSG00000006128
TFEB transcription factor EB ENSG00000112561
THRA thyroid hormone receptor, a (erythroblastic 
leukaemia viral (v-erb-a) oncogene homolog, 
avian)
ENSG00000126351
THRB thyroid hormone receptor, p (erythroblastic 
leukaemia viral (v-erb-a) oncogene homolog 2, 
avian)
ENSG00000151090
TMEM165 transmembrane protein 165 ENSG00000134851
VIP vasoactive intestinal peptide ENSG00000146469
W DR5 WD repeat domain 5 ENSG00000196363
WEE1 WEE1 homolog (S. pombe) ENSG00000166483
Y_RNA (AC069200.3 RFAM projected Y RNA 
pseudogene)
ENSG00000238585
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1.1 Circadian rhythm concepts
C i r c a d i a n  r h y t h m s  are internal predictive biological cycles that are roughly 24 
hours in duration. In humans, these rhythms have a pronounced effect upon the 
sleep-wake cycle [57], body temperature [235], and mood [24] among numerous sys­
tems. Light is the most effective synchronisation factor to the external environment 
in humans, though other factors may aid in the daily synchronisation of circadian 
rhythms [142]. These cycles can be used to help predict and prepare for regularly 
patterned external events such as sunrise. Humans have greater visual and colour 
sensitivity using cone cells in daylight compared to rod cells in night-time, and spend­
ing energy and maximising opportunities during the daytime is understandable from 
a conservation perspective. In a changing environment with differing day length, an 
internally changing predicted timing of this day length is a more evolutionarily parsi­
monious solution compared to a rigid 24-hour 'hourglass' timer that is only accurate at 
certain portions of the year in temperate climates. The result is a clock rhythm that can 
be reset to an appropriate start point given sufficient light timed appropriately [138]. In 
the absence of direct molecular observation of the clock components, circadian rhythms 
can be observed through downstream outcomes that are linked to the core clock, such 
as fluctuations in core body temperature.
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Circadian rhythms have been shown to exist in most taxonomic domains, with evid­
ence for free-running rhythms recently emerging for the final domain archaea [304]. A 
core set of genes are required at a minimum to maintain oscillations. The molecular 
and physiological organisation of the so-called C O R E  C L O C K  varies when comparing 
distant organisms. However, some basic tenets appear to hold across all cases.
Rhythms are a time-keeping mechanism based on a cyclical molecular reaction with a 
repeating interval (known as x or P E R I O D  L E N G T H ) of approximately 24 hours. These 
cycles have properties that resemble the oscillation of a pendulum. The minimum and 
maximum parameters of the oscillation (equivalent to the extreme left and right posi­
tions of a pendulum clock) can be used to describe the intensity or a m p l i t u d e  of the 
full oscillation. A pendulum oscillation with greater amplitude would have a higher 
angle of motion. The position of the oscillation at a given point in time is known as the 
circadian P H A S E . This can be measured in degrees relative to a defined start point of 
the cycle. If the extreme left swing of a pendulum was defined as zero degrees, then 
the phase of the extreme right swing would be half of the total cycle or 180°. Similar 
to a sine wave, circadian oscillations have high-point acrophases and low-point nadirs. 
Circadian phase can be defined in hours as well, by convention starting at subjective 
dawn. Different timing conventions are used depending on the availability of envir­
onmental cues. Zeitgeber time (ZT) is used when light-dark, temperature, or other 
environmental cycles are presented to the organism. Circadian time (CT) is used when 
environmental cycles are masked.
The parameters of the oscillation, including the relative phase, can be changed with an 
external stimulus. This is similar to a hand pushing on a pendulum that changes the 
pendulum's beat cycle. Such a P H A S E  S H IF T  can be achieved in humans given a dose 
of light of sufficient intensity. The phase shift achieved with a set intensity of light var­
ies depending on the relative circadian phase when that light is administered. Light 
administered in a human's subjective night will shift circadian phase more so than 
the equivalent amount administered in the subjective daytime. This can be measured 
through a series of experiments with the resulting function termed a p h a s e  r e s p o n s e  
C U R V E  (PRC) [138]. Similarly, light of increasing intensity at a set circadian phase will 
induce increasing phase shifts, with the resulting function termed a D O S E  R E S P O N S E
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C U R V E  [25]. Of note, phase shifts are possible given light of normal room light intens­
ity [23]. This suggests that electric lighting in the evening may alter the normal phase 
relationship between human circadian rhythms and solar time that existed prior to the 
industrial age. The input parameter of light is integrated across much of the circadian 
cycle however, including much more intense sunlight (albeit during the less import­
ant subjective daytime) [138], This diminishes, but potentially does not eliminate, the 
effects of evening electric light.
Sunlight and darkness define an exogenous diurnal pattern with a daily cycle length. 
Biological responses to this environmental input include, but are not limited to, cir­
cadian rhythmicity. DIURNAL RHYTHMS are a response to the direct (acute) effects of 
light and dark. An arbitrary gene responding to diurnal patterns may have a high 
mRNA concentration during the daytime and a low concentration during the night. 
These concentration changes are reactive rather than predictive to changes in an en­
vironmental stimulus. In contrast, circadian rhythms produce effects that persist in 
the absence of a light-dark cycle. One of these effects was noted as early as 1729 by 
de Mairan in mimosa, a light sensitive plant with leaves that angle towards the sun 
[53]. Even in constant darkness, leaf tracking persisted for several days. Constant con­
ditions thus provide a means of separating predictive circadian from reactive diurnal 
phenomena. In constant darkness (free of environmental signal), an organism's circa­
dian free-running  PERIOD does not exactly equal 24 hours and is indicative of an 
observable downstream output dependent on the biological clock. Constant light of a 
fixed intensity will also expose a free-running period. However, the period length will 
be altered depending on the intensity of the light. Increasing the light intensity in con­
stant conditions affects the free running period lengths of day-active and night-active 
organisms differently in a correlation known as Aschoff's rule. Human circadian exper­
iments are typically carried out in dim light to account for this and to separate circadian 
effects from the potential direct (acute) effects of bright light.
Robust timing signals persist in the varying conditions found in the world. Increased 
temperature will increase the free energy available and hence the overall speed of bio­
logical reactions (within a range of temperature that does not denature the biological 
reactants). Temperature compensation is a distinguishing property of the molecular re­
actions generating circadian rhythmicity, providing a general stability of reaction times
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across a range of temperatures. This general conservation of period length does not im­
ply that reaction to and predictions of temperature changes are not possible or useful 
outcomes of a biological clock. Rather, the relative timing of downstream countermeas­
ures to temperature changes is maintained within a clock that would otherwise slow in 
colder conditions (eg a typical night). Indeed, 2 circadian oscillators have been detected 
in Arabidopsis which drive differential gene expression. One oscillator is preferentially 
sensitive to light-dark cycles over temperature cycles, while the other oscillator is pref­
erentially sensitive to temperature over light [186].
Temperature appears to affect the clock independently of temperature compensation in 
ectotherms. The effects of temperature on core clock genes include alternative splicing 
in 2 model organisms. Distinct promoters in Neurospora drive the expression of long 
and short versions of the clock genefrq. The ratio of these transcripts is sensitive to tem­
perature [43]. Strains exclusively expressing either version oifrq  still maintain temper­
ature compensation, with the s-frq strain having period lengths 1-2 hours greater than 
the 1-frq strain over a range of temperatures [56]. Temperature compensation mechan­
isms within Neurospora includes differential phosphorylation of FRQ by casein kinase 
2, affecting FRQ degradation levels [184]. Temperature-dependent alternative splicing 
in Drosophila per has been shown to affect behavioural output, with relatively more day­
time activity shown in colder environments. Colder temperatures increase the relative 
frequency of transcripts lacking 89 bases in the downstream mRNA untranslated re­
gion (3' UTR), potentially increasing mRNA stability and leading to a phase-advance 
in activity [175].
In strict homoeotherms that do not hibernate, temperature entrainment (as measured 
by activity rhythms) has been mixed at best in a number of organisms (reviewed in 
[238]). However, at least 2 more recent studies implicate temperature in peripheral 
clock control (see Page 7). 12-hour cycles of colder (24°C) light and warmer (37°C) dark­
ness administered to intact mice will invert Per2 and Dbp oscillations in the liver and 
kidney relative to the SCN. Normal non-inverted temperature oscillations had minimal 
effects. In situ hybridisations indicate that Dbp expression is inverted even in non-SCN 
brain tissues including the cortex. Peritoneal temperature rhythms of mice in warm 
night conditions have acrophases close to the nadirs of mice in constant temperature 
(24°C) conditions [28]. In mouse liver ex-plants engineered to lack peripheral rhythms,
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a 150 minute heat shock of 40°C was found to induce Per2-linked luciferase expression. 
This response was gated in lung ex-plants with oscillations, with the strongest differ­
ences displayed at phases of low Per2 expression. A number of heat shock related genes 
were found to oscillate in phase with Per2 in the liver, and anti-phase to a cold-induced 
gene [148].
The 'hourglass' model of a clock inert to all changes has less biological utility than 
a clock that reacts to and aids in prediction of important changes such as the light- 
dark cycles that vary with seasons away from the Equator. Thus, the clock machinery 
uses input parameters such as light to synchronise with the solar day through a phe­
nomenon known as E N T R A I N M E N T . Regularly-timed natural entrainment signals will 
produce output period lengths that are 24 hours in average length rather than the 
length of the free-running period, which could be greater or less than 24 hours. A 
lack of entrainment to the natural environment can have noticeable consequences. The 
downstream effects of misaligned rhythms and eventual entrainment are experienced 
in a reduction of sleep quality followed by slow adaptation to a new time zone after 
jet-lag. Much attention has been focused on mitigating these societal problems. While 
circadian rhythms research can be conducted through a lens of mechanics and counter­
measures surrounding artificial situations such as jet-lag and night work, the biological 
utility of entrainment across dynamic enviromnental conditions, conserved across di­
verse taxonomic domains, may provide a fruitful line of inquiry in understanding the 
dynamics of a properly functioning clock.
Circadian rhythms in humans are likely to be of evolutionary importance as they routinely 
redefine homoeostasis in numerous systems. When human behavioural patterns are 
chronically misaligned with the environmental cycle, sub-optimal sleep and reduced 
waking performance are only the acute effects experienced in a host of potential risks. 
Further circadian rhythms study may provide better understanding of diverse linked 
diseases including metabolic syndrome and cardiovascular disease [226], Alzheimer's 
disease [301], cancer [183], and Huntington's disease [195], among others [14]. Per­
haps the advents of electric light and industrial era lifestyles have highlighted a central 
biological vulnerability. Direct confirmation and molecular identification of this vul­
nerability in a dynamic system of multiple genes across disparate situations is difficult.
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Human circadian parameters such as period length and output parameters such as di­
urnal preference have a natural variability due, at least partially, to genetic variability. 
Tlie discovery of non-random genetic variability in human circadian rhythms may aid 
in understanding their evolutionary utility.
1.2 Mammalian circadian anatomy and physiology
The system surrounding the production and use of circadian rhythms can be divided 
into different components. The biological measurement of environmental signals can 
be described as the input pathway. The integration of these signals into a robust bio­
logical rhythm, including the actual proteins whose concentrations mark this rhythm,
occurs in the core clock. Finally, this signal is used in modifying various downstream
*
pathways such as behaviour. Generally, a core clock gene has been defined as crit­
ical to the maintenance of free-running period. The present study also considers input 
pathway genes and other non-core circadian genes in analyses. This is because the ae­
tiology of diseases associated with circadian disorder may not respect these traditional 
core clock boundaries. It is possible that these disease associations are due merely to 
chronic mistiming from inappropriate input signals rather than other problems such as 
systemic desynchronisation.
While the present study focuses entirely on clock genetics and behavioural outputs, 
a brief overview of the underlying mammalian anatomy and physiology is provided. 
The environmental input provided by light is detected though classical photo-receptors 
in retinal ganglion cells as well as melanopsin (OPN4) and transferred to the cent­
ral pacemaker through the dedicated retinohypothalamic tract (RHT) independent of 
conscious visual perception and the optic chiasm [86]. The blue spectrum associated 
with maximum melanopsin sensitivity in rats exhibits a stronger circadian resetting 
response in humans compared to white light of equal intensity. Interestingly, crypto­
chromes (which are core mammalian clock gene members) are used in plants and lower 
organisms for blue light detection [169]. Melanopsin is not required to maintain a 
functional clock. Melanopsin knock-out mice have similar period lengths and activ­
ity rhythms compared to wild-type mice. Phase shifting is attenuated however, with 
a blue light pulse producing a reduced phase delay relative to controls. As knock-out
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mice had a residual phase delay, there is evidence for other non-OPN4  photoreceptor 
input [219].
The central pacemaker structure, known as the S U P R A C H I A S M A T I C  N U C L E U S  (SCN) 
has approximately 10,000 neurons and is found symmetrically in both brain 
hemispheres. SCN removals and transplants have indicated a critical role for complex 
circadian outputs in mammals such as activity rhythms in hamsters [233]. The SCN 
has different components. The core SCN includes retinal input pathways, while the 
rhythmic outer shell includes different afferent and efferent connections and 
neurotransmitters. Shell neurons are each thought to contain a functional clock, albeit 
with different phases than their neighbours. A precise phase is believed to be 
determined at a network level, with core neurons passing phase shifting information 
and synchronising shell neurons via neuropeptides that include Substance P (SP, a 
product of TAC1), gastrin-releasing peptide (GRP), and vasoactive intestinal 
polypeptide (VIP) (Figure 1.1) [8].
SCN neurons can also be divided into those that express clock genes, and those that 
do not. This was recently done in mice, comparing P erl-expressing neurons to neur­
ons lacking Perl expression. Perl neurons had higher variability in firing rates across 
the day compared to non-Perl neurons, leading to periodic silencing in the afternoon. 
Mathematical modelling and ion channel blockers indicate the involvement of calcium- 
dependent potassium channels. There is a temporal dissociation between Perl expres­
sion and firing rate differences [19].
Signals are then passed to other brain regions dealing with sleep/wake regulation, ther­
moregulation and other areas. One connection is to the pineal gland, where various 
hormones including melatonin are produced. Melatonin is a night-tracking hormone, 
and likely serves as a peripheral signal that serves to synchronise diurnal responses 
within tissues lacking direct external signal input. It could serve as an internal ana­
logue of a day-night signal, as structural models of melatonin docked in a receptor 
resemble rhodopsin (RHO) [201]. Although their precise nature is unclear, signals that 
could include melatonin, sympathetic nervous activity and changes in body temperat­
ure can be passed to the rest of the body, which contains peripheral oscillators in most 
tissues that may integrate the phase information produced by the SCN.
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FIG U R E  1 . 1 : SCN organisation overview. Light information travels via the retinohypo- 
thalamic tract (RHT) to a subset of core neurons within the suprachiasmatic nucleus 
(SCN). Core neurons express Perl and Per2 in response to phase shifts. This inform­
ation is transmitted to neurons within the SCN shell via neurotransmitters including 
substance P, gastrin-releasing peptide (GRP), and vasoactive intestinal polypeptide 
(VIP). Molecular clocks within individual shell neurons are thought to synchronise to
these signals. Figure from [8].
SCN core neuron SCN shell neuron
Peripheral oscillators have been found in many tissues and are comprised of clock 
genes also found in the SCN. These clocks are locally important, rather than merely 
mimicking SCN activity. A liver-specific disruption of Arntl (Section 1.3.2) affected 
glucose homoeostasis, while non-liver cycles such as feeding behaviour and locomotor 
activity were unaffected. The knock-out did not affect PER2 (Section 1.3.3) expression 
in the liver, which could be driven by external signals [157]. Local signals, such as 
restricted feeding schedules running counter to centralised signals, can override SCN 
phase information within peripheral oscillators [47]. Such food-entrainable oscillators 
do not require the circadian clock as it is currently recognised, however. Mouse-wide 
knock-outs of Arntl and Perl/Per2  retain the ability to alter their food-anticipatory 
activity both in light-dark and in constant darkness conditions despite a loss of core 
rhythmicity [272]. Despite this unknown component, mutations in canonical genes 
such as Clock can alter the expression of hundreds of genes in tissues such as the liver 
and skeletal muscle. These genes are often unique within different tissue samples [187].
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1.3 Mammalian circadian genes
Mammalian circadian genes can be roughly divided into positive and negative reg­
ulators, kinases, and secondary candidate genes. An overview is depicted in Figure 
1.2. The molecular mechanisms of circadian rhythms involve a series of positive and 
negative feedback loops involving several core clock genes where, loosely, increased 
translation of certain peptides decreases the transcription of core clock genes, produ­
cing a cyclical reaction with a roughly 24-hour duration. Additional feedback loops are 
thought to strengthen core reaction resilience and integrate environmental and endo­
genous inputs [280]. Core clock genes can be defined as critical to the maintenance of 
free-running period. Gene knock-out organisms may produce diurnal activity changes 
consistent with environmental signals, but fail to maintain these patterns in constant 
darkness.
Multiple genes with overlapping roles have been identified within the core clock (eg 
C RY1/CRY2, CLOCK/NPAS2). These pairings could provide some level of redund­
ancy and fine-level tuning of circadian output. However, altered promoter access of 
individual genes could affect gene expression in a simpler manner. Broad concentra­
tion changes for the exact function of an individual gene can be achieved through copy 
number variation: one study has estimated that 18% of expression level differences in 
15,000 genes are attributable to CNVs [273]. Finer level control could be available at a 
transcript level for specific genes. Transcripts containing all functional domains for a 
gene could be blocked through competitive inhibition by transcripts containing recog­
nition domains but with functional domains that are either absent or reduced in effi­
ciency. Transcripts lacking nuclear localisation signals, such as one version of ARNTL2, 
have been shown to affect transcriptional activity [256]. A second example is provided 
by CLOCK peptides in the mouse liver. While no overall circadian concentration dy­
namics were found, a mixture of isoforms was present at different levels that changed 
throughout the circadian day. Differential phosphorylation could not account for all 
of the isoforms. Most of the interactions with other circadian proteins were due to the 
full-length, more phosphorylated version of CLOCK [160].
Non-circadian pleiotropic activity is another possible explanation for the maintenance
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FIGURE 1.2: Overview of core clock genes. The core clock mechanism is comprised 
of transcription-translation feedback loops. Positive arm proteins such as ARNTL 
(BMAL1) and CLOCK induce the expression of negative arm proteins including CRY1 
and PER2. The negative arm proteins then repress expression of the positive arm pro­
teins, completing the loop. Post-translational modifications such as phosphorylation 
and core protein degradation through ubiquination tagging have been shown to affect 
clock properties. The clock integrates a number of environmental input signals and 
modifies the expression of downstream genes, leading to phenotypic changes. Figure
from [280].
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of circadian pairs such as CRY1 /CRY2. Alternatively, genetic pairs could be inter­
preted as necessary for differential input and output signals to and from the core clock. 
Insights could be gained by comparing and contrasting functional domains between 
genes. For instance, many core genes contain bHLH (basic helix-loop-helix) and PAS 
(per-amt-sim) domains. Proteins carrying both domain types typically work in dimer 
pairs, usually with a different PAS protein. Circadian links to and from the immune 
system could be probed by examining any PAS dimerisation to NFIL3, a paralogue 
of CLOCK recently implicated as a master gene responsible for natural killer cell gen­
eration with over-expression increasing cell production [83]. NFIL3 is a repressor of 
circadian genes containing D-box elements (Section 1.3.1). The Drosophila orthologue
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of NFIL3, vrille, negatively regulates the CLOCK  orthologue Clk [97], while Nfil3 oscil­
lations in phase with Arntl have been noted in the mouse SCN and liver [293].
1.3.1 C o n s e rv e d  c is  b in d in g  e le m e n ts
While circadian genes are traditionally classified by membership in positive or negative 
feedback loops, it is also possible to organise them by temporal profiles and common 
promoter characteristics. This approach was taken by Ueda and colleagues, who used a 
system topology and bioinformatics approach to identify simple organising principles 
underlying circadian dynamics [294]. Central in the topology are 3 cis elements in 16 
clock and clock-controlled transcription factors that are conserved between mice and 
humans (Table 1.1). e-box/E'-BOXes, D-BOXes, and RREs (Rev-ErbA/ROR binding 
elements) lead to different expression phases for the genes that contain them. These 
phases are distinct for each element type. Genes containing multiple elements such 
as C ryl  have intermediate phases that fall in between the expected phase for either 
element alone. Each element group can also be classified according to what cis ele­
ment it regulates (boxed rows in Figure 1.3). Within each element type, acrophases 
for repressors (red genes) preceded activators (green genes). The relative timing of 
repressors versus activators affects the amplitude of downstream genes containing a 
given cis element. D-box genes had particularly strong amplitudes due to relatively 
large acrophase differences between the repressor Nfil3 and the activator Dbp. A  com­
parison of repressor over-expression indicated a more central role for E/E'-boxes in 
circadian rhythms. E/E'-boxes are also found in the most core clock genes, leading the 
authors to conclude that they play a crucial role in rhythmicity.
E-boxes may be supported by an additional non-canonical E-box 5-6 bases downstream. 
This combined EE-element is conserved in mammals for all 3 Per genes. The CLOCK- 
/  ARNTL complex binds to the canonical E-box, but not to the novel E-box. Mutations 
in either E-box or changes in the distance between the 2 elements abolished rhythmi­
city in luciferase promoter assays [199]. The identity of any possible binding protein 
is unknown, or even if the novel segment is required for recognition binding or other 
purposes such as hydrogen bond scaffolding and/or steric clearance supporting the 
canonical E-box.
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Table 1.1: Cis binding elements occurring in clock and clock-controlled genes. Biolu­
minescence assays indicate similar timing patterns for all genes containing each spe­
cific element. Cryl, which contains both E'-box and RRE elements, has an acrophase 
in between the expected timings for the 2 separate elements. Clock also contains a con­
served but apparently non-functional E'-box element. Certain genes contained mul­
tiple copies of elements. Data from [294].
Element Sequence Genes
E-box /  E'-box CACGTG /  CACGTT Bhlhe40, D tp , N r ld l  (2), N rld2  
(2), Perl, Rory /  Bhlhe41, C ryl,  
Per2
D-box 
(.DBP/NF1L3 
binding)
TTA[T/C]GTAA N r ld l ,  N rld2 , Perl, Per2, Per3 
(2), Rom  (3), Rorp
RRE 
(N R 1D 1/R O R  
binding)
[A/T]A[A/T]NT[A/G]GGTCA Arntl, Clock, Cryl (2), Npas2, 
Nfil3 (2), Rory
Figure 1.3: Relative timing of clock gene expression. Genes which contain specific 
cis elements (top row) have peak expression at different times (X axis). Genes which 
control expression of E/E'-box, D-box, and RRE genes are grouped in rows 2, 3, and 
4 respectively. For all elements, repressor genes (red) peak prior to activator genes 
(green). The relative repressor/activator timing can affect downstream gene amp­
litude, with the largest amplitudes observed for D-box containing genes. Figure from
[294],
1 day
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Recently, a novel sequence motif known as the CLEAR element has been located in 
the promoters of 68 of the 96 known lysosomal genes. It centrally incorporates the E- 
box, and like the E-box it is a palindromic sequence (GTCACGTGAC). The bHLH gene 
TFEB was shown to bind to the CLEAR element and regulate the lysosomal pathway. 
TFEB over-expression and under-expression increased or decreased lysosomal gene ex­
pression respectively. Lysosomal production was increased with TFEB over-expression. 
The CLEAR genetic network was also induced by the lysosomal storage of sucrose. In­
terestingly, over-expression of TFEB in HeLa cells led to increases in a number of circa­
dian repressor genes. Expression of BHLHE40, BHLHE41, CRY1, N R 1D 1 , and NR1D2  
increased at least three-fold. PER3 expression was notably increased with a 37.7 fold 
change, the 6th highest in this microarray-based assay [253]. Lysosomal dynamics may 
thus influence the core clock. A putative D-box (TTATGTAA) is centred 17 bases up­
stream from the Ensembl transcript TFEB-001 (ENST00000230323), suggesting a pos­
sible interaction of the clock on lysosomal function that remains to be explored. The EN­
SEMBL PROJECT ([76], h t tp : / / www.ensembl. org) regularly produces human and other 
genome databases, integrating gene, transcript, and SNP co-ordinates, among other 
information.
1.3.2 P o s it iv e  re g u la to rs
A R N TL/A R N TL2  and CLOCK/NPAS2  are both sets of paralogues. All 4 genes are more 
distantly related paralogues. Each of these PAS domain proteins binds in a dimer with 
other PAS proteins. All share 7 InterPro domains relating to basic helix-loop-helix, PAS, 
and nuclear translocation domains. CLOCK  contains an 8th domain, a transcription 
elongation factor, which largely extends the bHLH domain. This domain increases 
mRNA cleavage by enhancing RNA polymerase II activity. PAS domain genes can be 
subdivided into a-class environmental sensors (including CLOCK) and (3-class substrate 
partners (including ARNTL)  [93]. Additional catalytic activity is thought to reside at the 
C-terminus. Each protein within a dimer is thought to bind to a portion of an E-box to 
enhance transcription [108]. Dimerisation also promotes translocation of the proteins 
from the cytosol into the nucleus. These genes also play additional widespread roles.
A number of core clock gene interactions are introduced in the secondary genes section.
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A R N T L
ARNTL  (formerly BMAL1) is a core clock gene required for rhythmicity in mammals. A 
mouse knock-out model lacking the bHLH domain led to arrhythmic activity patterns 
in constant darkness. As these mice retained Arntl2 genes, the authors further con­
cluded that the circadian role of Arntl is non-redundant (though they did not exclude a 
circadian role for Arntl2) [29].
ARNTL works as a dimer with either CLOCK or NPAS2 to enhance transcription of E- 
box genes. Both genes require their PAS A and PAS B domains for this to occur. Dimer- 
isation with intact PAS domains leads to phosphorylation of both ARNTL and CLOCK. 
Dimerisation of all combinations of ARNTL/ARNTL2 with CLOCK/NPAS2 also led 
to phosphorylation, with the possible exception of ARNTL2/NPAS2. Phosphorylation 
leads to transcriptionally active dimers, while de-phosphorylation via CRY1 or CRY2 
leads to transcriptionally inactive forms [51].
CRY1, CRY2, and PER2 can all bind to ARNTL. In contrast, only PER2 could bind to 
CLOCK. ARNTL-PER2 interaction was increased with over-expression of CRY1, with 
a stronger effect observed for CRY2. PER2 did not affect ARNTL-CRY1 /2  interactions, 
indicating that CRY proteins are stronger circadian repressors than PER2. PER2 binds 
to the ARNTL N-terminus near the PAS A domain. CRY1 binds near the PAS B do­
main, with CRY2 overlapping but positioned more towards the C-terminal. CREBBP 
and EP300 (both involved with transcriptional machinery) may bind near the extreme 
C-terminus 1158]. Another study suggests however that CRY1 binding is highly de­
pendent on the last 43 amino acids (which are also required for transcriptional activa­
tion). CRY1 binding could constitute an 'off-mode', while EP300/CREBBP binding to 
the C-terminal could constitute an 'on-mode' [140].
Numerous post-translational modifications affect ARNTL. CLOCK acetylates its part­
ner ARNTL at Lys 537, leading to an increase of CRY1 recruitment to ARNTL/CLOCK 
and coincidental to a reduced transcription rate for the circadian positive feedback arm
[104]. CSNKle phosphorylates ARNTL, as shown in vitro by the dominant-negative 
CSNKle (K38A). This also leads to reduced ARNTL/CLOCK E-box activation [68]. 
CSNK2c< phosphorylates ARNTL at Ser 90. Mutation of this position or gene silencing 
of CSNK2a resulted in lower ARNTL nuclear translocation [284].
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ARNTL2
ARNTL2  has received less attention than ARNTL. ARNTL or ARNTL2 combined with 
NPAS2 show similar transcriptional activation of a synthetic M34 promoter (similar to 
a Drosophila per E-box). However, ARNTL2/CLOCK shows over 3 times the activa­
tion of ARNTL/CLOCK. Northern blots indicated expression within the mouse SCN
[108]. The same group found that intact Arntl was required for the maintenance of 
free-running mouse activity patterns, thus potentially minimising the circadian rel­
evance of Arntl2  [29]. Phylogenetic analysis comparing mouse, rat, and human ver­
sions of ARNTL  and ARNTL2  to the paralogue Drosophila cycle gene indicates strong 
cycle/'ARNTL conservation and a 20-fold greater cycle/ARNTL2 amino acid substitution 
rate. This could indicate a novel functional role for ARNTL2  relative to that maintained 
from cycle to ARNTL  [211].
CLOCK
CLOCK has multiple roles in the molecular mechanisms of circadian rhythms. Mouse 
mutagenesis studies produced a mutation that lengthened circadian period [300]. The 
CLOCK-ARNTL dimer has been shown to activate the expression of clock genes, in­
cluding CRY1 and CRY2. These peptides then interact with the dimer to repress out­
put. CLOCK also affects gene expression through H3 and H4 HISTONE ACETYLTRANS- 
FERASE (FtAT) activity in mice by use of its carboxy-terminal glutamine-rich region. 
Post-translational histone modifications are known to affect promoter access and relat­
ive transcription rates through remodelled chromatin structure [60]. The same group 
found that CLOCK acetylates ARNTL, which improves the affinity of the dimer for 
CRY1 and increases transcriptional repression [104]. Additionally, CLOCK adds a 
SUMO group on ARNTL at Lys 259 (located between the PAS domains) coincidental 
with circadian activation timing. SUMO groups typically are used to tag proteins for 
ubiquitin-associated degradation. A mutation on this residue resulted in a loss of 
ARNTL rhythmicity [35]. This could involve the factors SU M 02/3, shown independ­
ently to be required for SUMOylation of the same ARNTL site [163].
HAT activity plays an important role in the circadian functions of CLOCK  [72]. While 
ARNTL/CLOCK binding to Perl E-boxes has minimal oscillation, RNA polymerase II
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binding does. This coincides with H3 histone acetylation near the Perl promoter, with 
the same mechanisms noted in the Per2 promoter. The HAT protein EP300 differentially 
co-precipitates with CLOCK from mouse liver, with maximal binding during the day­
time. The addition of ARNTL/CLOCK increased the expression of luciferase Perl pro­
moter assays, which was further amplified with the introduction of EP300. EP300 alone 
could not increase expression, indicating the presence of an ARNTL/CLOCK/EP300 
complex. When CRY proteins were introduced, the increase in promoter expression 
was blocked. The authors proposed a mechanism where a HAT-active ARNTL/C- 
LOCK/EP300 complex is reduced through the displacement of EP300 by CRY, leading 
to a circadian oscillation of HAT-mediated chromatin remodelling.
The HAT activity of CLOCK complements the histone deacetylase activity found in 
SIRT1, with implications for the metabolically important NAD+ (NICOTINAMIDE AD­
ENINE DINUCLEOTIDE) salvage pathway (Page 42).
CLOCK is an a-class PAS domain protein predicted to contain an environmental sensor. 
ARNTL/CLOCK dimers rapidly translocate to the nucleus following a serum shock, 
accompanied by CLOCK phosphorylation. This was mediated by the Ca2+-dependent 
protein kinase C pathway, through the subunits PRKCa and PRKCy. The mRNA for 
these subunits was known to peak in the SCN in the subjective night, corresponding 
to the active portion of the phase response curve. CLOCK was found to be an interme­
diary in this Ca2+ phase resetting pathway, which leads to an immediate induction of 
Perl [261].
The CLOCK promoter region upstream of the Ensembl transcript ENST00000381322 (in 
contrast to the ENST00000309964 transcript) is guanine-enriched with 3 G-quadruplex 
motifs (G3 +N i.7 G3 +Ni-7 G3 +Ni-7 G3 +), which could be used to stabilise four-stranded 
DNA structures that act as repressor elements. No in vitro evidence for this has been 
provided [317]. ENST00000381322 contains a NR1D1/ROR response element (RRE) 
gccttgTGACCCACTTTattcct centred 213 bases upstream of the transcription start site. 
A proven miRNA target exists within bases of the rsl801260 (3111C) polymorphism
[139], potentially affecting mRNA stability. mRNA stability could differ between the 
Ensembl transcripts. The 2 transcripts encoding the full gene have identical coding re­
gions, but have substantially different lengths (4,059 versus 11,450 bp) largely due to 
the 3' UTR.
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NPAS2
NPAS2 is a paralogue of CLOCK , with high amino acid similarity and a potential over­
lapping role in circadian rhythm maintenance. Both genes pair with ARNTL  and are 
central to the positive arm of the main feedback loop activating E-box elements. Free- 
running periods are maintained in Clock and Npas2 mouse knock-out models, but not 
a double knock-out model [54]. Luciferase promoter assays are driven with increas­
ing ARNTL + NPAS2 expression vector concentrations, and reduced in the presence 
of increasing CRY1 concentrations. In situ assays measuring Per2 hybridisation were 
used to compare wild-type and Npas2-deficient mice. Regions known to not contain 
elevated Npas2 concentrations, such as the CA1, CA2, and CA3 fields of the hippocam­
pus produced Per2 oscillations in both groups. Certain forebrain regions with elevated 
Npas2 concentrations in wild-type mice did not oscillate in the mutant group, includ­
ing the somatosensory cortex, piriform cortex, caudate putamen, and dentate gyrus 
[236]. While NPAS2 and CLOCK  may contain overlapping circadian functions, NPAS2 
appears to be specifically required in certain tissues for the maintenance of peripheral 
oscillations.
As an a-class PAS gene, NPAS2 would be predicted to have an environmental sensor. 
NPAS2 has been shown in mammals to differentially bind DNA in response to carbon 
monoxide concentrations. Carbon monoxide can attach to haem groups that associ­
ate with each PAS domain. The PAS A CO association rate constant is «  10 times 
greater than the PAS B constant. Both bound and unbound versions of NPAS2 required 
ARNTL for in vitro DNA binding. Both also required a high NADPH/NADP redox ra­
tio as well, indicating a requirement independent of CO status (and possibly paralleling 
a recently discovered CLOCIC/NAD+ interaction). A titration curve for NPAS2/CO- 
binding matched a titration curve for DNA binding inhibition. In the presence of 
high CO concentrations or low NADPH/NADP ratios, DNA binding was reduced and 
ARNTL/ARNTL dimers increased. The authors believe that CO concentrations of 3 
to 30 pM found by others in a range of neuronal cells would be sufficient to regulate 
NPAS2 activity [59]. CO concentrations also form part of a relationship between NPAS2 
efficiency and haem concentrations. Haem synthesis was shown to be under circadian 
control. Vitamin B12 and haem compete for NPAS2 binding, ultimately affecting Perl
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and Perl expression in a feedback loop [129]. Haem is also important in the function of 
NR1D1  and NR1D2  (Page 32).
The chromatin remodelling effects demonstrated for ARNTL/CLOCK have been ex­
tended to ARNTL/NPAS2 [48]. While CLOCK has intrinsic HAT properties [60], both 
NPAS2 and CLOCK recruit HAT proteins including ACTR (NCOA3), CREBBP, and 
PCAF (KAT2B) into complexes. Acetylation of a H4 histone near the Perl promoter co­
incides with maximal mRNA expression. Complex associations vary with time, includ­
ing an EP300/NPAS2 association that also correlates with Perl expression. Interactions 
were shown to occur through the LxxLL motif on the C-terminal end of NPAS2 (in a 
similar location as the intrinsic CLOCK HAT properties investigated by Doi). Over­
expression of CREBBP and/or EP300 enhanced NPAS2- and CLOCK-based promoter 
activation assays.
1.3.3 N e g a tiv e  re g u la to r s
Positive regulators induce the expression of negative regulators. Increasing PER and 
CRY concentrations limit the production of the positive regulators, creating a feedback 
loop.
Cryptochromes are found in a wide variety of organisms including plants where they 
function as blue light receptors. Unexpectedly, an early mouse liver immunoblot study 
placed CRY1 proteins in the mitochondria (and not in the nucleus). CRY2 was placed 
largely in the nucleus, but with a minority of protein found in the mitochondria. This 
was confirmed in human fibroblasts [146], though this could have been due to assay 
effects [152]. While CRY1 is now clearly understood to enter the nucleus, any mito­
chondrial function for CRY1 is unknown. Assuming that CRY1 is truly found within 
the mitochondria, then one possibility could be another NAD+ interaction with the 
core clock. The same authors later produced mouse knock-outs of C ryl  and Cn/2 with 
a free-running period shortening of 1.3 hours and lengthening of 0.8 hours respect­
ively compared to wild types. The Cry genes to some extent therefore counteract each 
other. However, on another level they provide redundancy: double knock-out mice are 
entrainable under light-dark conditions but are arrhythmic in constant darkness [296].
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Like the positive regulators, the PER genes contain PAS domains (though lack an ad­
ditional bHLH domain). Phylogenetic analysis of PAS genes indicates that all 3 PER 
genes are a-class PAS genes that are predicted to contain environmental sensors [93]. 
Outside of the PAS domains, PERI contains a histamine H3 receptor domain (InterPro 
domain IPR003980).
CRY1
While previous work indicated a photoreceptor role for cryptochromes in plants and 
Drosophila, a light-independent role for Cryl  and C ry l  within the mouse core clock 
has been established [92]. ARNTL/CLOCK induction of Perl E-box luciferase assays 
was reduced with the introduction of CRY1 or CRY2 in constant darkness, with sim­
ilar effects found using light. CRY1 consistently displayed stronger repression of E-box 
activation compared to CRY2. CRY1 and CRY2 both strongly bind to PER2 in yeast 
assays. A strong ARNTL interaction found with CRY1 is absent with CRY2, while a 
modest CLOCK interaction with CRY2 was absent in CRY1. These differential inter­
actions could be a factor in the opposite C r y l /C r y 2 free-running period length effects 
independently reported in mice [296].
CRY/PER dimers play a role in the core mammalian clock [152]. CRY1 and CRY2 both 
showed stronger independent inhibition of ARNTL/CLOCK Perl E-box luciferase in­
duction compared to PERI. Immunoprecipitation indicated heterodimer formations 
for all 6 CRY(1, 2) + PER(1, 2, 3) combinations. Co-expression of CRY1 or CRY2 with 
PERI or PER2 in cell lines yielded near complete translocation of the PER proteins from 
the cytosol to the nucleus. CRY proteins, in contrast to PER proteins, did not require 
heterodimers to translocate into the nucleus (however a subsequent study showed a 
CRY1 preference for the cytoplasm when a rat PER2 nuclear localisation signal was 
removed [191]). Nuclear concentrations of CRY1 and CRY2 within mouse SCN cells 
showed circadian patterns peaking at CT12-CT16, which overlapped with previously 
observed PERI and PER2 profiles. Differential effects of PER and CRY were observed 
on promoter assays involving either ARNTL/CLOCK or ARNTL/NPAS2. Whereas 
CRY1 and CRY2 could reduce either assay, none of the PER proteins could inhibit 
the ARNTL/NPAS2 assay. The authors suggested that the PER proteins interact with 
CLOCK, while the CRY proteins interact with either the E-box or ARNTL.
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Eide described the CRY/PER complex and located CRY phosphorylation sites [68]. 
PERI and PER2 bound CRY1 near the C-terminal domains. Neither the PER PAS do­
mains nor the most extreme («  70) C-terminal bases were required for CRY1 or CRY2 
binding, although stronger interactions were noted for the whole protein. The CRY 
binding domain was also independent of a CSNKle binding domain in the centre of 
PER. Immunoprecipitation of CRY1 with CSNKle occurred only in the presence of 
PERI or PER2 with intact CRY binding domains, indicating that CSNKle/CRY inter­
actions require a PER scaffold. Localisation studies of CRY1 and CSNKle in the ab­
sence of PERI indicated that the proteins were largely sequestered in the nucleus and 
cytosol respectively. With the introduction of PERI, CSNKle translocated to the nuc­
leus. Combined with truncation studies, this indicated that CRY1/PER1 are required 
as a complex to translocate CSNKle into the nucleus. The authors then established that 
CRY1 could be phosphorylated by CSNKle, but largely only in the presence of PERI 
or PER2 with intact CRY binding domains. CRY1 phosphorylation status did not affect 
Perl promoter repression.
Additional CRY1 and CRY2 phosphorylation may be due to observed autophosphoryla­
tion properties. Both proteins appear to directly bind ATP, a necessary prerequisite. In­
creased ATP concentrations yielded greater autophosphorylated proteins, while light 
had no effect. Absorption assays indicated a lack or trace amount of flavin for both 
CRY1 and CRY2, which would be required for blue light excitation [215]. The loss of 
flavin directly contradicts an earlier paper by the authors, who had previously isolated 
both flavin and pterin cofactors for CRY1 and CRY2 [113].
CRY2
CRY1 and CRY2 appear to play differing roles. The 2 genes have divergent C-terminal 
ends. In addition, C njl  was shown to oscillate in the mouse SCN, while Cry2 did not. 
Both genes display circadian rhythms in skeletal muscle, albeit with different phases
[152]. There is some evidence that CRY2 may aid in circadian photoreception as meas­
ured in humans in a small sample [288]. Within the macula and peripheral retinal, CRY2 
mRNA expression levels were 11 times those of CRY1. CRY2 was located in most cells 
of the ganglion cell layer (among others) through immunohistochemistry, which is the 
same tissue that melanopsin is located. The high expression of CRY2 in the ganglion
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cell layer cytosol may lend weight to a non-circadian role in these cells. While human 
CRY2 photoreception remains a (low) possibility, no attempt was made simultaneously 
locate melanopsin within the same cells or trace connections to the SCN. CRY2 could 
conceivably play a secondary role gating OPN4 activity.
CRY2 has been shown to affect the kinase activity of CSNKle through the interme­
diary protein phosphatase 5 (PP5, with the catalytic component PPP5C), while CRY1 
likely exhibits identical effects [221]. Pp5  mRNA was shown to be present in the mouse 
SCN. Like Csnklz, Pp5 concentrations within the SCN were steady throughout the day. 
CSNKle has been known to require dephosphorylation of up to 8 sites for catalytic 
activity to occur. PP5 was shown to reduce the levels of CSNKle phosphorylation in 
vitro in the presence of radio-labelled ATP. This in turn increased the phosphorylation 
of casein. PP5 contains 3 tetratricopeptide domains which the authors had previously 
demonstrated bound CRY2. These domains inhibit PP5 catalytic function. CRY2 bound 
CSNKle only in the presence of PP5, indicating a three-protein complex. Phosphoryla­
tion of PER2 by CSNKle was reduced by increasing the presence of CRY2, indicating 
that CRY2 inhibits PP5 which in turn inhibits CSNKle. In PP5  down-regulated fibro­
blasts, phosphorylated forms of PERI and PER2 were reduced, as were the amplitudes 
of PERI/2 rhythms. A potential period length increase was also noted. The authors 
believe that other phosphatases will be discovered in the core clock to either regulate 
or counteract the effects of the known kinases.
PERI
PERI is known to be involved in the immediate response to light stimuli presented 
in the subjective night. P er l-driven fluorescence was increased nine-fold following a 
30 minute phase-advancing light pulse in mouse SCN neurons. Neurons from the an­
imals treated with light fired at 2.4 times the rate of control animal neurons. A linear 
correlation was established between Perl fluorescence and firing rates. P er l-expressing 
neurons also had higher firing rates for phase-delaying light. Patch clamp recordings 
indicated a depolarised membrane for light-induced neurons that can be mimicked in 
control neurons by blocking potassium channels. Blocking channels in light-induced 
neurons had minimal effect, indicating an association between light, Perl, and reduced 
outward potassium currents. The initial Perl induction occurs in the SCN core (also the
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site of retinohypothalamic connections) largely within VIP-expressing neurons before 
proceeding a few hours later to SCN shell neurons [150].
Like a number of clock genes, PERI is linked to the cell cycle. In irradiated colon cancer 
cells with over-expressed PERI, apoptosis was increased relative to control cells, which 
displayed an expected G2/M  cell cycle arrest. Using higher radiation doses expected 
to produce apoptosis, cells with siRNA-reduced PERI expression had lower apoptosis 
rates. siRNA (Small Inhibitory RNA) interferes with transcription efficiency by com­
plementary binding to RNA transcripts. Following radiation, PERI localised primarily 
in the nucleus. PERI also immunoprecipitates with CHEK1 (as does TIMELESS), with 
stronger interactions following radiation. Increased PERI expression down-regulated 
WEE1, which is known to negatively regulate cell cycle progression from the G2 to 
M phase. WEE1 is a known clock controlled gene, positively regulated by ARNTL /  
CLOCK in mice. PERI over-expression suppressed cancer growth in multiple human 
cell lines, including breast, colon, endometrium, and lung samples. PERI expression 
was reduced when sampling cancerous breast and lung tissue samples in single time- 
point assays [84].
Brown and colleagues have noted size differences in PERI and PER2 protein complexes 
at different times of the day in mouse liver nuclear extracts [27]. During the night, both 
proteins are associated with complexes that exceed 1 megadalton. Smaller complexes 
form during the day. Focusing on PERI, mass spectroscopy indicated the signatures 
of CRY1, CRY2, and the previously unconnected proteins NONO and WDR5. Both 
novel proteins co-immunoprecipitate with either PERI or PER2. Each protein main­
tains stable concentrations throughout the day, including in the SCN. In the case of 
NONO however, the size of protein complexes in the mouse liver varies with the time 
of day. Nono is thought to be involved with splicing and transcript repression. Mod­
erate Nono attenuation led to dampened rhythms with a period length reduced by 2 
hours. Stronger attenuation led to 20-fold blunted oscillations. Wdr5 appears to have 
less influence on the clock. Down-regulation of Wdr5 minimally altered Arntl, Clock, 
and C ryl  mRNA expression, while Perl  and N r l d l  levels were delayed by 2 hours. Of 
note however were oscillations of H3K4 and H3K9 histone methylation of the N r l d l  
promoter, indicating another potential level of circadian chromatin remodelling inde­
pendent of CLOCK HAT activity.
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PERI protein levels are phase delayed by 6-8 hours in the mouse SCN relative to PERI 
mRNA levels, indicating post-translational regulation. One gene found to enhance 
PERI protein levels is LARK  (RBM4) [147]. LARK protein (but not mRNA) oscillates 
in the mouse SCN under constant darkness, largely in phase with PERI protein levels. 
When LARK1 is over-expressed in culture, PERI protein expression (but not mRNA 
concentration) is increased. ARNTL and CLOCK were able to induce expression us­
ing a luciferase construct containing the Perl promoter and 3' UTR. When LARK1 and 
LARK2 were introduced, expression rose 2.8 and 5-fold, indicating a potential inter­
action between LARK and the Perl 3' UTR. Mutation of a 3' UTR secondary structure 
hairpin abolished Perl induction by LARK. LARK modestly but significantly affects the 
period length of cell cultures. Over-expression of LARK1 increases Perl period length 
by 0.3 hours, while under-expression of Larkl and Lark2 via siRNA shortened period 
length by 0.3 hours. Perhaps more importantly, the post-translational mechanisms used 
by LARK have identified yet another avenue of circadian network regulation.
PERI and PER2 stability are affected by phosphorylation via CSNK18 and CSNKle. 
PERI is phosphorylated in culture in the presence of CSNKle, but not when CSNKle 
has been altered via K38R into an inactive form. Phosphorylation of PERI reduced its 
half-life from 24 to 12 hours in culture [136]. The authors later extended their work 
to CSNK15, which differs with CSNKle at 8 amino acids [33]. Here, both CSNK18 and 
CSNKle could phosphorylate PERI and PER2 in culture. In cells transfected with PERI 
or PER2 alone, phosphorylation was noted after 16-24 hours. C SN K lb  co-transduction 
with PERI or PER2 augmented any endogenous phosphorylation. Half-life estimates 
indicated an increased degradation rate for both PERI and PER2 in the presence of 
either kinase.
PER2
Mouse mutants lacking 2 exons coding conserved portions of the Per2 PAS B and PAC 
domains display shortened period lengths and eventual arrhythmicity in dark-dark 
conditions [319]. Individual mice generally lost activity rhythmicity after 2 - 1 8  days. 
This was not due to changes in overall activity levels, and implied a gradual loss of 
clock functionality (and possible semi-redundant compensation). Rhythms returned
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following a light pulse. Within the SCN under light-dark conditions, P erl rhythms per­
sisted, although peak Per2 expression levels were blunted. Perl peaks were similarly 
blunted, but Per3 and Clock patterns were similar to control animals and indicated dif­
fering levels of Perl influence on other clock genes. A specific nuclear localisation signal 
and CRYl-binding domains within PER2 are essential for CRY1 translocation into the 
nucleus [191]. This signal has been isolated to amino acids 778-794. When PER2 and 
CRY1 are expressed together, PER2 predominantly localised to the nucleus. Following 
removal of a CRYl-binding domain at amino acids 1157-1257, both PER2 and CRY1 loc­
alised in the cytosol. It is thought that a PER2 domain somewhere between amino acids 
435 and 512 may block access to the nuclear localisation signal until CRY1 docking with 
PER2 alters protein conformation and structurally exposes the signal domain.
Post-translational control of PER2 is likely to be more complex than an on-off phos­
phorylation state. A molecular screen for PER2 phosphorylation sites revealed 21 loc­
ations. Phosphorylation of Ser659 (site of the ASPS mutation) stabilised PER2, while 
other phosphorylation events destabilised PER2 in human cell lines [297]. In gen­
eral, phosphorylation of period affects overall protein stability, and hence concentra­
tion, accounting for some of the post-translational effects required for the time delays 
found between transcript and protein concentrations [228], Later studies have identi­
fied phosphorylation targets important for BTRC- and FBXWll-mediated ubiquitina- 
tion (Section 1.3.5).
A region of the PER2 promoter from -386 to -105 was found to affect the relative phase 
of a luminescent reporter assay [3]. Removal of this region phase-advanced the os­
cillations by approximately 2 hours. No further identification was provided, but it 
is plausible that a histone could be involved given the chromatin remodelling effects 
demonstrated with CLOCK and SIRT1.
Haem interactions have been noted for a number of circadian genes, including NPAS2, 
NR1D1, and NR1D2. Two haem sensors have been identified in PER2, affecting de­
gradation [312]. PER2 is reduced and degraded in the presence of Fe(III)-haem, which 
is rescued with a proteosome blocker (indicating likely ubiquitination). This was unaf­
fected by C SN K le  status, likely indicating a separate non-phosphorylation mechanism. 
Haem bound to both PAS domains as well as a C-terminal region domain (amino acid 
841). Only oxidised haem bound to the C-terminal domain, which would only occur
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in certain redox states. CRY1 was found to compete with haem for C-terminal interac­
tion, with haem-binding either preventing or disrupting CRY1 binding. The circadian 
amplitude of NR1D1  expression was increased in the presence of hemin, consistent 
with reduced PER2 concentration and hence reduced NR1D1  inhibition. The use of a 
mutated PER2 unable to bind haem resulted in down-regulated NR1D1  levels. PER2 
bound with haem (rather than CRY1) on the C-terminal is thought to be more unstable 
and prone to ubiquitination.
Certain phase shift mechanisms within the SCN may involve the reduction of PERI and 
PER2 transcript levels by Neuropeptide Y [82]. Addition of NPY to hamster brain slices 
in the subjective day reduced levels in a transient manner happening more quickly 
for Perl. Concentrations eventually returned to expected baselines. NPY time-courses 
and effects appeared to mirror opposite results previously found for light exposure. 
Light increases Perl and Perl SCN concentrations, while NPY reduces them. Light in 
the subjective daytime can block NPY-induced phase shifts, while nighttime NPY can 
reduce light-induced phase shifts.
More recent work has examined evening blue light exposure driving PER2 expression 
in humans [32]. PERI could be collected from oral mucosa cells and displayed a circa­
dian rhythm. An evening light pulse consisted of blue, green, or no light. Following 
the light pulse, significant differences were found with the blue-light, but not the green- 
light group, indicating a specialised acute light effect. Measurements the next morn­
ing displayed a non-significant trend with blue-group concentrations lower than the 
other two groups. SCN-mediation of the acute effects can not be proven with this non- 
invasive technique. While acute melatonin changes to light have long been recognised, 
this study was notable for the early PER! changes recorded outside of the brain.
PER3
PER3 appears to play a different role relative to PERI and PER2. This is reflected in 
SCN expression studies examining PER gene rhythmicity and response to photic sig­
nalling in hamsters [94]. Two regions of the SCN can be separated by the RHT neural 
innervations that transmit signals from the retina. Most of the fibres travel to spe­
cific sub-regions of the SCN. In the hamster, this was marked by areas that expressed
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calbindino2 8 K transcripts. SCN regions with vasopressin transcript expression did not 
overlap with calbindin expression. Rhythmic Perl and Per2 expression was found in the 
vasopressin region (but not the calbindin region), while light pulses affected Perl and 
Per2 expression in the calbindin region (but not the vasopressin region). Light pulses 
during the subjective night (but not day) induced Perl and Per2 expression in the cal­
bindin region (which expressed low Arntl levels). Per3 expression was different in both 
regions. Rhythmicity was found in the vasopressin region, but Per3 amplitudes were 
lower. A larger difference was recorded in the calbindin region, where Per3 expression 
was constant and high.
PER3 promotes the nuclear translocation of PERI and PER2, even in Cry double-knockout 
mice [310]. PER3 was found to form heterodimers with PERI and PER2 in cell cul­
ture. Serum shock increased nuclear entry of PER1-PER3 and PER2-PER3 dimers. Do­
mains that promote nuclear localisation (amino acids 726-734) and cytoplasmic local­
isation (330-389) were confirmed to affect PER3 localisation. Removal of the nuclear do­
main reduced the entry of PER1-PER3 and (to a lesser extent) PER2-PER3 dimers into 
the nucleus. PERI SCN expression and localisation were observed using Cry  double­
knockout mice. High expression and nuclear localisation of PERI occurred in controls 
for CT12-16. This was replicated in double-knockouts, consistent with PERI and PER2 
nuclear localisation independent of CRY in cell culture (although low PERI levels at 
CT2-6 in controls were not examined in knockouts). PER3 could thus serve to modu­
late PERI and PER2 nuclear entry and hence effects that occur in the nucleus. Dimer- 
isation with PER3 within the nucleus could also alter availability of PERI and PER2 for 
CRY-mediated interactions.
A difference separating PER3 from PERI and PER2 may be a lack of direct interac­
tions with CSNKle, affecting phosphorylation (Section 1.3.4) [161]. Perl knockout 
mice produced constantly abundant, hypo-phosphorylated PER3 protein. Per3 tran­
script levels remained rhythmic in Perl knockout mice, as were PER3 protein levels in 
Per2 knockout mice. Without PERI, most PER3 protein was found in the cytoplasm. 
CSNKle co-precipitated with PERI and PER2, but not PER3. Finally, the casein-kinase 
binding domain found in PER2 was swapped with an equivalent region in PER3 in a 
cell-culture assay. The levels of co-precipitation with CSNKle changed appropriately. 
The authors concluded that PER3 interactions with CSNKle (but not necessarily with
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other kinases) are mediated by PERI. A PERI requirement for CSNKle-mediated phos­
phorylation could reconcile Lee's results with prior findings that CSNK18 and CSNKle 
phosphorylation of PER3 aided in its nuclear translocation [4].
Methylation of CpG islands may play a role in PER3 expression. In a study of chronic 
myeloid leukaemia patients, 6 clock genes, including PER3, had altered expression 
levels relative to controls. While 40% of the patients displayed methylated PER2 pro­
moters, all patients had methylated PER3 promoters. The frequency of CpG methyla- 
tions varied as a function of disease state [313].
PER3 does not appear to be required to maintain a functional clock. P e r l /P e r l  double­
knockout mice are arrhythmic. However, the phenotypic differences found in single 
Perl or Per2 knock-out mice are similar to those found with double knockouts includ­
ing Per3. Any functional redundancy between Per3 and the other Per genes should 
have produced an additively worse phenotype in the Perl/P er3  and Per2/Per3  double­
knockouts [11].
1.3.4 K in a s e s
CSNK18 and CSNKle have been shown in vitro to phosphorylate the PER genes and 
bind PERI and PER2 tightly. This generally aids in their degradation via the ubiquin- 
ation cycle. CSNK18 and CSNKle phosphorylation of PER3 aids in its nuclear translo­
cation [4]. Phosphorylation by CSNK1S or CSNKle was essential for time-dependent 
PERI degradation [192]. While the 2 kinases have been thought to have some level of 
redundancy in circadian functions, differences have been noted in mouse liver knock­
out phenotypes. Whereas CsnklS knock-outs increased PER2 half-life and increased 
Per2-luciferase period length in vitro, no analogous effect was noted for Csnkle [73]. 
Nevertheless, human mutations affecting circadian phenotypes have been noted for 
both genes. The differing outcomes of degradation and translocation of phosphorylated 
protein targets presumably indicate site-dependent phosphorylation effects.
CSNK16 and C SN K le  are likely involved in a number of non-circadian pleiotropic inter­
actions. These genes could highlight another potential relationship between the clock 
and the cell cycle (Section 1.4.1). CSNK18 and CSNKle have elevated centrosome con­
centrations during interphase and elevated spindle concentrations during mitosis. This
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may be due to specific interactions with two proteins known to localise partners in spe­
cific intracellular locations [264]. IC261, a drug that specifically blocks CSNK18 and 
CSNKle has been shown to block the cell cycle at mitosis [17]. This drug also increases 
period length in fibroblasts [69].
CSNK1D
CSNK18 contains a COOH-terminal domain between amino acids 317 and 342 thought 
to contain 6 phosphorylation sites. Removal of this inhibitory domain increased en­
zymatic activity 10-fold [90]. Crystallographic results suggest that CSNK18 should self- 
dimerise in vivo, potentially involving phosphorylated COOH-domain residues and the 
catalytic domain, blocking substrate binding [170].
During interphase, CSNK18 is largely excluded from the nucleus, mainly co-localising 
with Golgi bodies and the endoplasmic reticulum. K38M (essential in ATP-binding) 
and T176I (which also abolishes catalytic activity) mutations produced largely nuclear 
localisation, while the COOH-domain had minimal effects (but may itself target the 
nucleoli). Protein kinase activity was suggested for the localisation changes, and could 
be used as additional level of regulation. The authors have noted that CSNK18 over­
expression is toxic to cells [188].
Both CSNK18 and CSNKle physically associate, phosphorylate, and promote the in­
stability of PERI and PER2. PER2 appears to retain more stability than PERI following 
phosphorylation [33].
CSNK1E
CSNKle phosphorylates PERI, PER2, and PER3 in vitro. Over-expression of CSNKle 
and the three PER proteins leads to translocation of PERI and PER3 (but not PER2) 
to the nucleus, even though the most stable CSNKle immunoprecipitation interaction 
appeared to be with PER2 [281]. PER3 functional differences relative to PERI and PER2 
are also suggested to arise from a lack of a direct interaction with CSNKle, however
[161]. CSNKle phosphorylation of PER2 leads to degradation at a specific site via BTRC
[69].
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CSNKle and associated orthologues have been associated with circadian phenotypic 
mutations in Drosophila, Syrian hamsters, and humans (Section 1.5.5). The fiy gene 
dbt was isolated with 3 mutant phenotypes. dbts and dbtL mutants shortened and 
lengthened circadian period respectively, while the lethal dbt13 mutant abolished per 
and tim rhythmicity. Accumulation of hypo-phosphorylated PER protein indicated 
that the non-oscillating gene dbt is a necessary circadian component promoting PER 
degradation [228]. The same authors went on to demonstrate the sequence homology 
between dbt and human CSNKle [144]. The tau mutation in hamsters, which con­
fers a 22 hour period in heterozygotes, was positionally cloned to a non-synonymous 
Arg-Cys missense mutation in CSNKle [172]. This mutation has profound impacts on 
health in older carriers (Section 1.4.2).
CSNKle has been shown to phosphorylate ARNTL, CRY1 and CRY2 (though only 
when bound in a PERI or PER2 protein complex). ARNTL phosphorylation by CSNKle 
was consistent with increased ARNTL transcriptional activity. This suggested that the 
casein kinases have circadian roles in addition to their traditional role in period gene 
phosphorylation. In the absence of PERI, CRY1 was largely confined to the nucleus 
and CSNKle was largely confined to the cytoplasm. When the three proteins were 
expressed, a tri-meric complex promoted the translocation of CSNKle to the nucleus 
[68].
Casein Kinase 2
Casein Kinase 2 consists of 4 subunits. In humans the catalytic components CSNI<2al 
and CSNK2a2 combine with the regulatory component CSNI<2(3 (located within the 
Major Histocompatibility Complex) to form the entire structure. It is a central circadian 
component in 3 diverse model organisms, suggesting strong functional conservation. 
In Arabidopsis, a mutation in a subunit shortened period length in 4 measured clock- 
controlled proteins, with transgenic plants flowering early [275]. A CI<2a mutation 
in Drosophila affects PER phosphorylation, delaying PER nuclear translocation. This 
mutation lengthens period length [167]. The most compelling evidence for CSNK2 
comes from Neurospora, where 2 circadian temperature compensation mutant strains 
were mapped to the a and (31 subunits. The (31 mutation was shown in particular to 
play a role in temperature compensation due to temperature-dependent differential
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phosphorylation of FRQ. Given the shared role of CSNK2 and the relatively high pro­
tein sequence homology of the fly compared to Arabidopsis (77%) and Neurospora (72%)
[167], CSNK2 m ay play a role in mammalian circadian rhythms. This was recently con­
firmed in mice using an RNA interference screen investigating PER2 phosphorylation 
candidates. Over-expression of either a-subunit led to either period shortening (CK2a) 
or lengthening (CK2a'). The authors believe m any other phosphorylation candidates 
exist. They did not address any possible tem perature compensation, bu t did propose a 
model where PER2 phosphorylation affects PER2/CRY nuclear localisation [174].
1.3.5 Secondary , u p s tre a m , d o w n stre a m , a n d  c a n d id a te  gen es  
B asic  h e lix - lo o p -h e lix  tra n scr ip tio n  factors (BH L H E40/41)
BHLHE40 (DEC1) and BHLHE41 (DEC2) can be classified based on their basic helix- 
loop-helix domains. These are also present within ARNTL, ARNTL2, CLOCK, and 
NPAS2. Unique among known clock genes is the repression-related orange domain. 
Specialisation is likely, given the NOR1 orphan nuclear receptor and anti-freeze do­
mains found in BHLHE41 but not BHLHE40.
BHLHE40 and BHLHE41 each have complicated regulators and molecular interactions 
that are presumably pleiotropic to any circadian functions. Expression regulators in­
clude cellular differentiation, growth, and death, development, oncogenesis, growth 
factors, hypoxia, hormones, cytokines, light, and infection. Early expression following 
various insults suggests utility in response mechanisms. Among num erous other roles, 
BHLHE40 appears im portant as a negative regulator in lymphocyte activation. Both 
genes require at least two regions for transcriptional repression activity [311].
Both genes suppress CLOCK/ARNTL-induced Perl-prom oter luciferase expression, 
w ith stronger effects found for Bhlhe41. Suppression was through competition for E- 
boxes a n d /o r  interactions w ith ARNTL. Both genes express circadian profiles in the 
SCN under constant darkness. Bhlhe41 phase peaks were 4 hours later than Bhlhe40, 
in the middle of the subjective day. Within the SCN, only Bhlhe40 responded to light
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pulses, in a phase-dependent m anner equivalent to the active portion of the phase re­
sponse curve. The authors suggest that a cyclic AMP response element upstream  of 
Bhlhe40 m ay be activated ultimately due to calcium signals from the RHT [110].
The effects of BHLHE40 and BHLHE41 are specific to E-box-binding and do not affect 
genes carrying only E'-boxes. Over-expression of BHLHE40 in hum an fibroblast-like 
cells following serum shock phase-delayed expression of ARNTL, BHLHE40, BHLHE41, 
DBP, N R1D1, and PERI. BHLHE40 and PERI displayed immediate early induction. 
CRY1 and PER2, which both lack exact E-boxes, were not affected. Period lengths in­
creased for all tested genes, including CRY1 and PER2. The three applicable genes with 
positive results tested in a BHLHE40-null model (BHLHE41, DBP, and PERI) displayed 
phase-advanced expression. BHLHE41 knock-down affected fewer genes, w ith phase- 
advances noted for BHLHE40 and DBP. Fewer genes were tested, and over-expression 
experiments (which affected more genes using BHLHE40) were not performed. A slight 
but significant free-running activity period length increase of 0.15 hours was noted in 
BHLHE40-null mice. Larger effects occurred for phase-advancing light pulse exper­
iments, w ith null mice re-entraining 3 days earlier than controls following a 6-hour 
phase-advancing shift of the light-dark cycle [200].
A BHLHE41 P385R m utation produced a short sleep phenotype in two individuals that 
was replicated in mice and flies. Mice w ith 385R had no difference in period lengths 
compared to wild-type or Bhlhe41-null mice. 385R mice had 1.2 hour increases in activ­
ity lengths compared to the other two groups. Despite lowered sleep duration and 
continuity, 385R mice sleep depth was similar to controls. The m utation was found 
to reduce the repressive activity of BHLHE41 on CLOCK-ARNTL-induced luciferase 
activity [99].
N u c le a r  recep tor g e n e s  (N R 1 D 1 /2 , R O R A /B /C )
Nuclear receptors are a family of genes that bind a hormone or metabolic signal in 
the cytosol, trans-locate to the nucleus, and bind to specific DNA sequences via zinc 
fingers to affect gene expression. ROR[a,(3,y], RAR[a,(3,Y], NR1D[1,2] (Rev-erb [a,(3]), 
and PPAR[a,p,y] are all members of the same nuclear receptor transcription factor sub­
family, based on a phylogenetic study on hum an, mouse, and rat sequences. Members
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of this Thyroid Hormone Receptor-like sub-family are often clustered together in syn- 
teny blocks conserved between all species. For instance, RARa is a near neighbour to 
NR1D1 in hum ans, which physically overlaps another member THRa [318]. This over­
lap may help to explain the "dram atic" cycling of the thyroid hormone receptors THRa. 
and (3 noted in mice, which m ay alter basal metabolic rate [314]. This study found that 
25 of 49 total nuclear receptor genes possess diurnal rhythm s in at least one mouse 
tissue. Given that all of these genes are themselves transcription factors, clock alter­
ation of nuclear receptors could have an amplified effect on differential gene expres­
sion. Some of these genes therefore appear to be downstream  clock-controlled genes, 
while others (certain ROR, RAR, and NR1D genes) are capable of altering clock para­
meters that may indicate differential environmental clock inputs. Some evidence exists 
indicating that nuclear receptors and transcription factors as gene classes may have un­
dergone recent evolution in hum ans (see Page 81). Recent w ork suggests that a region 
containing NR1D1 and a portion of THRa (Build 36 Chr. 17 35,500,000 - 35,600,000) may 
have Neandertal ancestry in some non-Africans [91].
The ROR and NR1D groups are thought to oppose each other by binding to the same 
Rev-erba/ROR binding element (RORE or RRE) promoter sequence. While structur­
ally similar, RORa constitutively activates genes, while NR1D1 and NR1D2 reduce this 
activity and suppress gene expression [78]. The RRE precedes a num ber of clock genes 
including ARNTL , CLOCK, CRY1, NFIL3, NPAS2, and RORy. This promoter element in­
fluences the peak phase expression of these genes, w ith activation in phase w ith  ARNTL  
and anti-phase to PER2 expression (Section 1.3.1). The 60-base A rn tl promoter region 
increases luciferase-construct activity in the presence of RORa and decreases activity in 
the presence of NR1D1 [293].
N rld l  concentrations diurnally oscillate anti-phase to A rntl transcripts in the mouse 
liver. In Nr M l-null m utant mice, A rntl transcript concentrations accumulate, indicat­
ing a normally repressive role for N r ld l  on Arntl. Other changes were noted for Clock 
and C ryl. W heel-running activity rhythms are significantly shorter for in both dark- 
dark and light-light conditions. PERI and PER2 promote A rntl production through re­
pression of N r ld l . Perl/2  double-mutant mice produced constitutively elevated N r ld l  
concentrations [227]. NR1D1 and NR1D2 are sensors for haem  concentrations (shown 
to be under circadian control [129]). W hen haem  is depleted, NR1D1 interaction w ith
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the co-repressor NCoR is reduced, potentially affecting genes w ith RRE promoter ele­
ments. Depletion of haem decreased the NCoR occupancy of the ARN TL  RRE. NR1D1 
and NR1D2 could function as recruiters of NCoR to RRE promoter elements [231].
Following a genomics-based approach for an ARNTL  activator to complement its NR1D1  
repressor, RO Ra was identified [254]. This was predicted 10 years earlier by authors in 
partially overlapping institutions [78], illustrating the silo effects often found in re­
search. Rom  co-transfection increased Arati-luciferase construct expression 16-fold. 
Rory increased expression 5-fold. Ror[3 results were negative, possibly due to the non­
neuronal nature of the HeLa cells. RORa and RORy were shown to physically compete 
with NR1D1 and NR1D2 at the A rntl RRE. In Rom  m utant mice, A rntl peak phase con­
centrations in the SCN were reduced. Despite muscle coordination problems, average 
daily activity in Rom  m utant mice was similar to controls. Rom  m utants had a small 
but significant decrease in free-running activity period length.
Ror(3 was independently linked as a gene influencing circadian rhythm s in mice [7]. A 
circadian rhythm  of Ror[3 is present in the pineal gland and retina, though not the SCN 
(contrary to SCN oscillations found in another report [276]). Ror|3 null-m utant mice 
display several abnormalities (including a severely deformed retina), which appear to 
match the mouse m utation vacillans. Circadian responses remain intact, however, and 
m utant mice can entrain to light-dark schedules. Free-running activity period lengths 
were significantly longer in constant darkness (in contrast to the shortened period in 
Rom  mice).
D -b o x  b in d in g  g e n e s  (D B P  an d  N FIL3)
DBP and NFIL3 each bind to D-boxes. While both genes bear structural similarities to 
the Drosophila clock gene vrille, the proteins compete for D-box binding with opposite 
results. Dbp and Nfil3 both exhibit circadian rhythmicity in constant darkness. Their 
proteins display peak expression anti-phase to each other in mice, both in the SCN and 
in the liver. DBP activates D-box gene expression, while NFIL3 represses expression. 
Hetero-dimers were not observed between the two proteins. In Cry double-mutant 
mice, Nfil3 expression is consistently low in the SCN, while Dbp expression is consist­
ently high due to CLOCK/ARNTL E-box activation of Dbp expression [190].
34 Chapter 1. Introduction
DBP is a leucine zipper transcription factor of particular importance in the liver. Like 
other PAR dom ain proteins, it binds to specific DNA sequences. Dbp-null mice have 
rhythmic activity patterns, both in light-dark and constant darkness conditions. How­
ever, the free-running activity period length is significantly shortened by approxim­
ately 30 minutes. In light-dark conditions, null mice display lower activity levels dur­
ing the dark phase. Dbp is expressed in a circadian m anner within the SCN. The peak 
phase of liver transcription is delayed relative to the SCN. As null m utants retain circa­
dian rhythms, Dbp is not considered a core clock member [171].
A num ber of E-boxes before and after the DBP transcription start site are thought to 
modulate expression. The dam pened rhythm s of ARNTL /  CLOCK in fibroblast m od­
els cannot explain the elevated am plitude changes in DBP E-box occupancy and gene 
expression. A num ber of chromatin modelling changes were observed that also con­
tribute to expression changes, including H3 acetylations and methylations. Rhythmic 
ARNTL-CLOCK E-box binding appears to be required for this chromatin m odulation 
[240].
CSNKle has been shown to physically associate w ith NFIL3, leading to phosphoryla­
tion at Serl82 in chick pineal cells. Phosphorylation led to increase NFIL3 degrad­
ation and lowered the nucleus affinity of NFIL3. This may influence light-induced 
phase delays of P erl expression. Nfil3 is up-regulated by a lengthened light stimulus. 
Per2 expression is simultaneously down-regulated, possibly due to NFIL3 repression 
of the Per2 D-box. PER2 expression could increase following NFIL3 phosphorylation 
by CSNKle [61].
NFIL3 is a m aster gene for natural killer cell production, whose removal in mice ab­
olishes production in certain situations. Nfil3 expression remained high throughout 
natural killer cell development, suggesting to the authors that it is also useful for cell 
function. Higher Nfil3 expression resulted in more natural killer cell production [83].
DBP and NFIL3 have expression levels that are anti-phase to each other and have op­
posite effects on D-box genes. This suggests at least the temporal isolation of their 
downstream metabolic and imm unity pathways. Any possible sensor feedback from 
one of these systems on the clock via D-box genes w ould likely be at the expense of the 
other system.
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M e la to n in  recep tor g e n e s  (M T N R 1 A , M T N R 1B )
Given the photoperiod information encoded by melatonin and the potential im port­
ance of melatonin receptors in circannual rhythm s (Section 1.4.3), the downstream  
melatonin receptor genes M TN R 1A  and M TNR1B  were included in the current ana­
lysis.
Both genes encode G-protein coupled receptors that m ay influence the abnormal 
melatonin profiles displayed in m ultiple cancer types, seasonal affective disorder, and 
A lzheim er's disease. The C-terminal dom ains have been shown to m odulate receptor 
function and desensitisation. Following melatonin exposure, receptors become re­
fractory both through signal uncoupling and internalisation of the receptors. The C- 
terminal regions contain several possible phosphorylation sites that could influence 
sensitivity [259].
M tn rla  distribution includes the SCN and other brain and peripheral tissues. It can 
couple w ith num erous G-proteins to influence multiple responses such as the cAMP 
signal transduction cascade and m ultiple potassium  channels. The distribution of 
M tn rlb  appears to be less diffuse, and includes the SCN, cerebellum, retina, kidney, 
ovary, and cardiac vessels. Downstream  effects include cAMP and cGMP inhibition 
[305].
H um an M TN R1A  distribution in the brain has been m apped [307]. Several areas of 
the hypothalamus were m arked, w ith stronger results found within the SCN, para­
ventricular nucleus, periventricular nucleus, supraoptic nucleus, and diagonal band of 
Broca. Areas within the pituitary were also stained, particularly in the pars tuberalis. 
Co-localisation of M TN R 1A  and arginine vasopressin and oxytocin was found, poten­
tially highlighting interactions w ith blood pressure, water balance, reproduction, and 
the hypothalamic-pituitary-adrenal axis. A co-localisation w ith corticotropin-releasing 
hormone was also noted, potentially affecting stress response. H um an M TNR1B  ex­
pression is relatively high in the retina, w ith lower expression in the whole brain and 
hippocampus. No expression was found in the pituitary, liver, or spleen [239].
A non-significant trend was recently reported between sunshine duration and the 
M TNR1B  Single Nucleotide Polymorphism  (SNP, Page 62) rs4753426 [50]. This SNP
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has been associated w ith diabetes risk. Using a subset of 760 HGDP samples (Section
1.7.1.3), a p-value of 0.07 was reported. The authors found a stronger correlation within 
Chinese populations. In the present climate study (Chapter 5), rs4753426 alleles dis­
played poor correlation with the 4 HGDP M TNR1B  climate SNP outliers (including 1 
robust SNP) when examining all HapM ap 3 haplotypes or CHB haplotypes alone. The 
3 HGDP SNPs that tag rs4753426 also displayed average latitude-based allele results.
Secondary kinase genes (GSK3B, MAPK1, PRKCA, PRKCG)
GSJC3(3 is an orthologue of the Drosophila clock gene shaggy. GSK3|3 activity is inhib­
ited by lithium or phosphorylation and is involved in multiple signalling pathways. 
The effects of lithium on the mouse clock via GSK3p expression and phosphorylation 
were studied [122]. Free-running activity period lengths in constant darkness were sig­
nificantly increased following lithium treatment. A phase delay was also observed in 
light-dark conditions after administration. Direct effects on GSK3(3 could not be estab­
lished due to low levels detected in the SCN. The authors found a num ber of other 
effects, but used Gsk3u (another shaggy orthologue) as a proxy for both genes.
A closer examination followed in a hum an cell line [105]. Two GSK3 inhibitors shortened 
circadian period (in contrast to the mouse period lengthening caused by lithium). Knock­
down with siRNA reduced GSK3fi transcript levels, while GSK3a levels were unaltered. 
A period shortening found in the hum an U20S cell line was replicated in mouse prim ary 
fibroblasts. The authors suggested that the opposite period length decreases found for 
Drosophila shaggy and mammalian lithium administration could be due to the different 
role of Drosophila tim  and non-GSK3 lithium  targets. At any rate, period length differ­
ences have now been detected in fly, mice, and hum an results.
GSK3(3 protein levels exhibited no circadian oscillation in mouse SCN or liver tissues. 
However, the phosphorylation level of Ser-9 did in both tissues. Ser-9 phosphorylation 
is known to negatively regulate kinase activity. Lithium administration or serum shock 
of hum an fibroblast cultures produced similar results. Lithium phase delayed ARNTL, 
DBP, and PER2 expression, while GSf(3|3 over-expression phase advanced the three 
genes. GSK3B and PER2 co-immunoprecipitated at ZT14, near the expected PER2 peak. 
The PER2 N-terminal region through the PAS-B dom ain (amino acids 1-317) bound to
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GSK3{3. GSK3[3 was shown to phosphorylate PER2. Reduced GSK3(3 activity lowered 
PER2 nuclear localisation [117].
GSK3(3 has been shown to phosphorylate CRY2 at Ser-553. This in turn  required a CRY2 
phosphorylation at Ser-557 by an unknow n kinase (though not MAPK). The Ser-553 
phosphorylation contributes to an unstable CRY2 that is degraded by the proteosome 
[96].
GSK3(3 also directly affects NR1D1 [315]. siRNA silencing of GSK3fi resulted in a nearly 
complete loss of NR1D1 protein. This was due to NR1D1 phosphorylation sites at 
amino acids 51 and 59, located in a GSK3j3 consensus site. M utation of these sites led to 
a longer half-life of NR1D1 following lithium  administration. NR1D1 phosphorylation 
at these sites otherwise target the protein for ubiquitin degradation. These m utations 
also blocked expected lithium -m ediated changes in DBP and PER2 expression. ARNTL  
oscillations were dam pened in these cells with degradation-resistant NR1D1. ARNTL  
expression is modified by a RRE prom oter element that binds NR1D1 (Section 1.3.1). 
GSK3p-mediated degradation of NR1D1 w ould likely comprise an im portant role in 
clock architecture.
M APK1 (formerly p42 or ERK2) is a member of the MAPK/ERK calcium-activated sig­
nal transduction pathway. Some confusion may arise as a singular MAPK has often 
been referenced in the literature, despite other paralogues. For example, Obrietan 
binned results from erk-1 (M APK3) and erk-2 [209]. The current study only explores 
any possible impact of M APK1.
M apk appears to be associated w ith light signalling in the mouse SCN [209]. MAPK was 
activated w ithin the SCN following early subjective night light exposure, in a dose- 
dependent manner. Light exposure during the subjective day did not affect protein 
levels. MAPK levels exhibited circadian oscillations within the SCN, although these 
oscillations had low amplitudes relative to light-induced changes.
MAPK has been shown to phosphorylate CRY1 and CRY2 in mice, affecting inhibi­
tion of ARNTL-CLOCK [252]. MAPK co-immunoprecipitates w ith CRY1 and CRY2. 
MAPK phosphorylated CRY2 at Ser265 and Ser557, but only w hen MAPK itself was 
phosphorylated (upstream enzymes include MAP kinase kinase kinase). MAPK phos­
phorylated CRY1 at Ser247. M utations of the 3 CRY sites reduced this phosphorylation.
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CRY1 257 and CRY2 265 m utants had reduced inhibition of ARNTL-CLOCK relative to 
controls (though only at low concentrations). The m utations did not affect CRY pro­
tein stability or localisation. The authors have also previously dem onstrated ARNTL 
phosphorylation by MAPK.
PRKCa and PRKCy  facilitate the phase resetting actions of CLOCK  [261]. CLOCK  PAS 
domains are a-class, and likely function as environmental sensors (Section 1.3.2). Serum 
shock of cell culture promoted the rapid translocation of CLOCK into the nucleus 
through heterodimerisation w ith ARNTL. Serine and threonine phosphorylations of 
CLOCK were also recorded. These phosphorylations were blocked by protein kinase 
C inhibitors, while a PRKC activator produced a similar phosphorylation effect as the 
serum  shock. CLOCK was phosphorylated by PRKCa and particularly PRKCy. PRKC 
inhibition reduced phase shifting. Both PRKCa. and PRKCy are found in the SCN with 
transcripts peaking at light-sensitive phases. CLOCK translocation was found to be up ­
stream of PERI light induction. Both PRKCa and PRKCy require Ca2+ as a co-activator, 
indicating an early role of calcium in the acute response cascade.
Further work indicates that PRKCa regulates PER2 stability and localisation [124]. Prkca 
transcripts produced circadian variations in mouse SCN tissue under constant dark­
ness. Prkca-null mice had normal activity period lengths in constant darkness. Similar 
to other upstream  m utant mice (including Opn4 and the possibly related PrkcC,, Section 
1.3.5), period lengths differed in constant light. A larger period length increase was 
noted for control mice, indicating a lowered light sensitivity for Prkca-null mice. Phase 
delays were lower than expected when light was administered early in the activity 
period. In the SCN, PRKCa and PER2 co-immunoprecipitated, w ith greater amounts 
recorded following longer light exposure. Increased PRKCa in cell culture reduced the 
relative am ount of PER2 entering the nucleus (whereas the previous study indicated an 
increase of CLOCK). When protein synthesis was blocked, PER2 half-life was extended 
with the addition of PRKCa.
A more central role for PRKCa has recently been suggested [243]. Mass spectroscopy 
was used to search for proteins that associate w ith ARNTL during phases of suppressed 
ARNTL-CLOCK activity in m ouse fibroblasts. The third and fourth most common 
complexed proteins were GNB2L1 (formerly RACK1, which recruits protein kinase C 
to substrates) and PRKCa. GNB2L1 and ARNTL co-immunoprecipitated in multiple
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tissues. Across different phases, ARNTL, GNB2L1, and PRKCa were all found within 
the nucleus. The three proteins joined in 400 kilodalton complexes only during phases 
of suppressed ARNTL-CLOCK activity. GNB2L1 and PRKCa were found to inhibit 
ARNTL-CLOCK, bu t only in the presence of both proteins. Shorter period lengths oc­
cur w hen either Gnb2ll or Prkcv. is blocked by hairpin RNA constructs in fibroblasts.
U b iq u itin -r e la te d  d eg ra d a tio n  g e n e s  (BTR C , FBXL3, FB X W l'l)
Three genes have particular influence on CRY and PER degradation through ubiquitin- 
related pathways. BTRC and FBXW11 (BTRC2) affect PER, while FBXL3 affects CRY. 
These genes identify and attach PER and CRY to more general ubiquitination ma­
chinery such as cullins.
Forward-genetics screenings on m ouse rhythmicity by two independent groups iden­
tified nearby Fbxl3 mutations [263,85]. Godinho discovered a Cys358Ser m utation that 
dam ped expression and increased the period lengths of Arntl, P erl, Per2, and C ryl in 
mouse SCN slices. Protein cycling was also affected, and additional changes for Dbp 
and N r ld l  were noted in liver expression patterns. The m utation affects a likely es­
sential portion of a leucine-rich C-terminal dom ain affecting the recognition of phos- 
phorylated target proteins m arked for the ubiquination cycle. Free-running activity 
rhythms in homozygotes were extended to approximately 27 hours, w ith luciferase- 
based SCN rhythms also significantly lengthened. CRY1 degradation was reduced. 
The prolonged maintenance of CRY1 increases CRY-mediated negative feedback, ex­
plaining the patterns noted in the other clock genes. A second paper by this group 
explored the impact of FBXL3 and ubiquitination on CRY1 and CRY2 protein oscilla­
tions [30]. Over 70 m ammalian F-box genes exist, each targeting specific substrates for 
ubiquitination. FBXL3 was found to specifically target CRY1 and CRY2, controlling 
their degradation. Nine other F-box genes had no effect on CRY (including BTRC), 
but FBXL3 co-immunoprecipitated w ith both CRY proteins. CRY2 half-life was re­
duced with FBXL3 expression, while half-life was increased by FBXL3-knoclc-down. 
Moreover, CRY2 was efficiently ubiquitinated only when FBXL3 was present in vitro. 
Silenced FBXL3 in mouse and hum an cell cultures removed CRY1 oscillations and de­
creased PERI and PER2 expression. FBXL3 itself did not oscillate. The authors believe
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that post-translational modifications of CRY could regulate their recognition by FBXL3 
as noted in other F-box interactions.
Siepka's Iie364Thr FBXL3 loss-of-function m utation also produced a lengthened period 
in mice, averaging approximately 26.2 hours. This m utation was also located in the 
C-terminal domain, between the 10th and 11th leucine repeat regions. While mouse 
CRY1 and CRY2 protein concentrations were not lower in m utants (after accounting 
for phase), transcript concentrations were lower in the liver and cerebellum. Increased 
FBXL3 expression led to a lowered half-life of CRY1 which was blocked by a proteo- 
somal inhibitor.
BTRC and FBXW11 are both orthologues of the Drosophila core clock gene slimb. This 
gene promotes degradation of per via ubiquitination following per phosphorylation 
by dbt [145]. Shirogane identified both genes in a study of PERI turnover [262]. PERI 
accumulated in the presence of CSNKle and a proteosome-inhibitor. This highlighted 
a proteosome dependence for CSNKle-mediated phosphorylation and degradation of 
PERI. BTRC and FBXW11 were the only 2 of 21 tested F-box proteins found to inter­
act w ith PERI in an in vitro screening. The BTRC-PER1 interaction was m uch lower in 
cells w ith inactive CSNKle, suggesting a dependence on PERI phosphorylation. When 
protein translation was blocked, RNA-interference of either BTRC or FBXW11 led to a 
modest increase in PERI concentration, while interference w ith both genes led to large 
PERI increases. Mutations w ithin the N-terminal region of PERI (Thr-121, Ser-122, and 
Ser-126) greatly reduced binding of a PERI fragment to BTRC. CSNKle over-expression 
did not affect this fragment, likely also indicating a location for CSNKle-mediated 
phosphorylation. BTRC over-expression increased luciferase expression linked to an 
E-box promoter (consistent w ith increased expression of ARNTL  and CLOCK). Over­
expression of C SN K le  further increased activity, consistent w ith a combined BTRC- 
CSNKle effect on PER stability. Mouse PER3 was found to also associate w ith BTRC. 
WEE1 is among the handful of genes known to interact w ith BTRC, possibly highlight­
ing another link between circadian genes such as PERI and the cell cycle (Section 1.4.1). 
BTRC has been described as an "im portant player in cancer biogenesis", w ith potential 
effects also noted for FBXW11 [80].
While Fbxzull was not tested, similar Btrc effects have been found by Eide for P erl 
in rats [69]. A proteosome-inhibiting drug mitigated the increased degradation of
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artificially hyper-phosphorylated PER2. An over-expressed BTRC which lacked a F- 
box blocked PER2 ubiquitination. Over-expression likely excluded PER2 interaction 
with endogenous BTRC (and presum ably FBXW11). CSNK1E phosphorylation sites 
in PER2 were identified between amino acids 582-606. The deletion of this region 
abolished PER2 ubiquitination, again suggesting a phosphorylation dependence for 
BTRC-mediated ubiquitination. PER2 and BTRC co-immunoprecipitated, bu t only in 
the presence of CSNK1E. PER2 amino acids 477-482 were required for BTRC binding, 
and are similar to a known BTRC recognition motif. Removal of these amino acids also 
reduced the degradation of artificially hyper-phosphorylated PER2.
The circadian dynamics of BTRC have been tested (human cell lines w ith down-regulated 
FBXW11 could not be constructed) [237]. Down-regulation of BTRC led to a significant 
period lengthening of 26.0 hours. Expression of BTRC lacking a F-box also produced 
a lengthened period of 26.5 hours in fibroblasts. This suggested dominant-negative 
inhibition in agreement w ith results in Eide's rat cells and in Drosophila.
OPN4
M elanopsin is an im portant upstream  photoreceptor involved w ith entrainm ent to 
light signalling. Opn4-null mice were found to be healthy with no obvious anatom ­
ical eye defects. Null mice could entrain to a 12-hour light-dark schedule, and free- 
running activity period lengths in constant darkness were not different from controls. 
This indicated that OPN4  is not a core clock gene. Phase-shifting effects were detec­
ted, however. Expected phase delays were reduced relative to controls, using three 
different irradiances. Constant light is expected to increase the observed period length 
relative to constant darkness. Null mice had shorter period lengths at 100 lux relative 
to controls, despite equal period lengths observed in constant darkness. Together, this 
indicated that O pn4-m i\l mice have reduced sensitivity to light input [219].
Mice lacking rods and cones have been tested for a response to a 15-minute light pulse 
in the ocular transcriptome. Roughly 30% of all genes tested were affected, with near 
equal num bers of up- and down-regulated genes. These differences subsided by 120 
minutes. Only a transient short isoform of Opn4 that lacked the 3' terminal region was 
detected. Intracellular signalling cascade genes were over-represented. 8 of these genes
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co-localised w ith OPN4 in ganglion cells. Of these, Prkc( was examined in further de­
tail and appears to be involved w ith Opn4 signalling. The light-induced expression 
profile of PrkcZ, was similar to Opn4. The two genes also co-localised in retinal pig­
ment epithelium. PrkcZ was not expressed in the SCN of controls. Null-m utants for 
either gene shared similar phenotypes. A phase delay response was reduced in PrkcC,- 
null mice, w ith a near-exact reduction of light-induced Perl expression in the SCN. As 
with Opn4-null mice, period lengths were unaffected in constant darkness but shorter 
than expected in constant light. The authors believe that PRKCC is unlikely to regulate 
OPN4, due to unaltered Opn4 ganglion cells in Prkc'(-rmll mice. Some of the remain­
ing 7 intracellular signalling cascade genes may also be involved w ith OPN 4  signalling 
[224]. Additional OPN4 signalling mechanisms likely involve calcium release. Even 
when studied in a HEK293 cell line model, m elanopsin triggers the release of internal 
calcium stores following a light stimulus [151].
SIRT1
S1RT1 is a NAD+-dependent deacetylase acting upon histones and other proteins. SIRT1 
proteins exhibit diurnal rhythm s that peak at ZT16, in spite of near-constant transcript 
concentrations. Post-translational regulation affecting stability is thought to account 
for the protein changes, which were observed in three different types of cell lines. 
SIRT1 expression increased the m agnitude of luciferase reporter oscillations based on 
ARNTL-, PER2- and DBP- (but not NR1D1-) based promoters. Deacetylation (based 
on H363) was required for these effects. Sirtinol, which blocks SIRTl-based deacetyla­
tion, dam ped the oscillations of the ARNTL-luciferase reporter, as did siRNA-based 
interference. siRNA also dam pened the PER2 and (to a lesser extent) the DBP report­
ers. Small phase advances were produced for the 3 reporters. Using SirU-knockout 
non-synchronised mouse fibroblasts, concentrations were lower for A rntl, Clock, C ry l, 
P erl, Per2, and Rory transcripts. Only ARNTL and CLOCK protein concentrations were 
reduced, while CRY1 and PER2 protein concentrations were increased. Generally sim­
ilar results were found in synchronised cells. ARNTL and CLOCK were found to co- 
immunoprecipitate w ith SIRT1, w ith maximal CLOCK interaction at ZT4 (simultan­
eous to PER2-SIRT1 interactions). PER2 was found to acetylate in a circadian manner. 
SIRT1 combined with NAD+ could remove the acetylations. PER2 protein half-life was
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increased in the absence of SIRT1. Deacetylation of PER2 led to increased degrada­
tion, which could be blocked w ith a proteosome inhibitor [10]. PER2 deacetylation by 
SIRT1 w ould presum ably therefore increase interactions w ith BTRC and FBXW11. The 
authors did not test for possible acetylation of PERI or PER3.
A second link between SIRT1 and the core clock uncovered by Nakahata is the op­
position of CLOCK  acetyltransferase and SIRT1 deacetylase activities [197]. In contrast 
to the prior results, no SIRT1 diurnal protein (or transcript) rhythm s were detected 
in mouse fibroblasts or liver extracts. Nevertheless, SIRT1 deacetylation activity was 
found to oscillate, w ith a peak at ZT16 (possibly due to oscillations in NAD+). His­
tone H3 Lys9 and Lysl4 had previously been shown by the authors to be acetylated by 
CLOCK. A circadian rhythm  of H3 acetylation at the Dbp transcription start site was 
lost following the application of two separate SIRT1-inhibitors. This constantly high 
H3 acetylation was replicated in fibroblasts from mice with S ir tl-null livers. SIRT1 
was recruited to two Dbp E-boxes in a tim e-dependent m anner that coincided with 
the presence of ARNTL and CLOCK. Like the previous study, SIRT1 was found to 
co-immunoprecipitate w ith CLOCK and ARNTL in liver extracts. This presum ably in­
dicated a SIRT1 complex w ith the ARNTL-CLOCK dimer (which directed SIRT1 to 
E-boxes). PER2 did not co-immunoprecipitate w ith SIRT1. SIRT1-CLOCK binding 
occurred at all phases and did not require SIRT1 functional aminotransferase ability 
(H363). The m iddle portion of CLOCK (amino acids 450-570) and the N-terminal region 
of SIRT1 (1-231) were required for interaction. ARNTL Lys537, known to be acetylated 
by CLOCK, was specifically deacetylated by SIRT1 and m odulated by NAD+ concen­
tration. This could indicate ARNTL m odulation by metabolic properties. ARNTL acet­
ylation changes led to differences in phosphorylation which could impact ARNTL sta­
bility.
Nakahata proceeded to examine the NAD+circadian rhythm s connecting SIRT1 and 
metabolism to the core clock [198]. Reduction of NAD+ to NADH is known to inhibit 
SIRT1 activity. NAD+ production relies on the rate-limiting enzyme N A M PT, an im­
portant gene in the NAD+ salvage pathw ay and hence metabolism. NAD+ was shown 
to have a circadian rhythm  in phase w ith SIRT1 deacetylase activity and anti-phase 
to H3 and ARNTL acetylation. NAD+ rhythmicity does not exist in Clock-m utant or 
Cry double-knoclcout mice. Ncimpt contains 3 E-boxes that respond to and physically
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associate w ith ARNTL-CLOCK. Like PER2, CLOCK and SIRT1 are thought to inter­
act, driving chromatin remodelling at the Nam pt promoter. Nampt in turn  regulates 
the clock. N am pt-m hibition  lowered NAD+ concentrations, leading to 3-4 hour phase 
advances in Per2 and Dbp and increased oscillation amplitudes of expression. ARNTL 
deacetylation was also hindered.
TIMELESS
Despite a core clock role in Drosophila, the mammalian importance of TIMELESS has 
been questioned, in part due to unchanged activity rhythms in heterozygote mice [87], 
potentially indicating a functional displacement by the cryptochrome genes. Within 
the rat SCN, TIMELESS knock-down abolished neuronal firing rhythms. TIMELESS 
co-precipitated w ith PER 1, 2, and 3 proteins. Full-length TIMELESS protein concen­
trations oscillated w ithin the SCN, but truncated versions did not [15]. M ammalian 
TIMELESS has been shown to inhibit PERI promoter activation by CLOCK-ARNTL. 
This inhibition was antagonized by the introduction of CRY1 or CRY2, indicating a 
functional antagonism between the seemingly related actions of CRYs and TIMELESS. 
This could be due to cross-regulation of PERI by different systems [92].
CRY2 may be linked to the cell cycle through the intermediary TIMELESS [295]. The 
authors state that confusion has arisen due to 2 Timeless splice forms, of which only the 
rarer long form oscillates in the SCN and can affect C ry l, Cry2, P erl, Per2, and Per3 ex­
pression levels. Moreover, TIMELESS is phylogenetically more related to the Drosophila 
gene dTimeout rather than dTim. Immunoprecipitation assays from cell lines indicated 
both CRY2/TIMELESS and TIMELESS/CHEK1 (a cell cycle checkpoint gene) interac­
tions. Introduction of TIMELESS siRNA in HeLa cells down-regulated PER2 expres­
sion by 50% relative to controls. TIMELESS expression peaked during the S phase of 
the cell cycle in fibroblasts, w ith increased CHEK1 interactions following ultraviolet in­
sults. Down-regulation of TIMELESS via siRNA interference reduced damage-induced 
phosphorylation of a CHEK1 site known to be altered in the presence of DNA damage. 
A CRY2 link to cell cycle checkpoints through TIMELESS highlights potentially another 
circadian aspect of cell cycle regulation.
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1 .4  C i r c a d i a n  d o w n s t r e a m  p a t h w a y s
1.4.1 N o rm al p h y s io lo g y
Sleep is the most obviously affected phenom enon downstream of the clock. Total sleep 
time, sleep latency, and density of REM and slow-wave sleep are all affected by circa­
dian timing [57, 58]. Sleep pressure is minimal upon awakening after sleep inertia has 
subsided. Sleep pressure increases with the hours awake and is dissipated upon the 
next sleep bout. Timed properly, downstream  phenomena boost waking performance 
across the daytime and increase sleepiness just prior to bedtime. A forced desynchrony 
laboratory protocol can examine the downstream  effects of the clock and the sleep ho- 
moeostat separately. Scheduled days are significantly longer or shorter than 24 hours, 
although the ratio of scheduled wake to sleep remains 2:1. Dim light is used to min­
imise entrainment, allowing sleep dynamics to be examined at all circadian phases. 
While normally-timed sleep consolidates sleep and wake bouts, misaligned sleep is 
shorter and more fragmented. A relatively narrow circadian time-frame maximises the 
utility of both states.
Downstream clock effects can be found in m ost tissues. Many of the core clock genes are 
transcription factors. These in turn  affect other transcription factors, such as nuclear re­
ceptors (Section 1.3.5). Cascading effects are possible that can affect sizeable minorities 
of the transcrip tome in m ultiple peripheral tissues. Peripheral oscillators are thought 
to be normally entrained to central SCN endocrine a n d /o r neuronal signals. Peripheral 
oscillator effects can be uncovered using cues such as food availability timed anti-phase 
to the expected pattern as predicted by central zeitgebers such as light.
Akhtar has examined the circadian dynamics of the mouse liver [5]. Approximately 
9% of the transcripts tested display circadian patterns. Among the genes were several 
core clock members. Genes w ith low and high amplitude changes tended to peak at 
specific times. Low amplitude genes tended to peak near CT18, while high amplitude 
genes peaked near subjective ligh t/dark  transition times at CT02 and CT14. Only 10% 
of the cycling liver genes were also rhythmic within the hypothalamus, indicating a 
largely tissue-dependent nature. Several genes that cycled in both tissues had peak 
phases that were hours apart. Yet the SCN was important in the maintenance of liver
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rhythms. When the SCN was lesioned, m uch of the amplitude differences observed 
between cycling and non-cycling genes were lost. Of note, both Per2 and A rntl main­
tained significant liver rhythms following SCN lesioning. Genes from m any functional 
groups cycled within intact animals, including metabolism, scaffolding, and endocyt- 
osis. Genes within each group peaked at different phases, suggesting to the authors 
that functional cascades of genes could be temporally gated.
Panda has found similar percentages of cycling mouse liver genes, along w ith tran­
scriptional peaks near subjective daw n and dusk [218]. Largely distinct sets of cycling 
SCN and liver genes were also confirmed. Within the SCN, peptide synthesis and de­
gradation transcripts display circadian rhythms, included 20 cytoplasmic and 13 mi­
tochondrial ribosomal proteins. 12 F-box-containing genes associated w ith ubiquitin 
and protein degradation were also cycling. Peak phases were at different times, which 
could indicate targeted degradation of different proteins at different phases. Tran­
scripts for rate-limiting enzymes in a num ber of pathways were noted. Several path­
ways were under circadian control, including haem biosynthesis, neuropeptide sig­
nalling, neuronal excitability, energy metabolism, and xenobiotic metabolism. Agree­
m ent w ith previous Drosophila results for these pathways indicated evolutionary con­
servation over 600 million years.
Key genes regulating mitosis w ithin the cell cycle are under circadian control [181]. 
Mouse livers were observed after partial hepatectomies were performed. A large in­
crease of cellular division accompanies liver regeneration. While S-phase kinetics were 
largely unaltered, M-phase timing indicated potential circadian regulation. Three genes 
involved in the timing of mitosis (Cyclin B l, Cdc2, and W eel) showed circadian expres­
sion peaks. Weel contains 3 upstream  E-boxes. A fragment containing these E-boxes 
produced substantially increased luciferase activity in the presence of both CLOCK 
and ARNTL, likely indicating direct circadian control of this key mitosis gene. In Cry- 
deficient mice, liver regeneration efficiency is reduced but not eliminated, suggesting 
that cell cycle efficiency is affected. Key clock genes continue to cycle within regenerat­
ing liver cells at expected phases, and a drug which inhibits liver cell division did not 
affect the clock.
Models of hum an circadian gene variation have been constructed using adult skin 
fibroblasts [26]. Other tissues have been used w ith varying success, including blood
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monocytes and hair root keratinocytes. Lentiviral transfection was used to introduce 
an A rntl promoter whose circadian cycles could be examined by bioluminescence. The 
standard deviations of intra-individual recordings were smaller than the standard de­
viations of inter-individual recordings. Mice w ith lengthened free-running periods also 
produced longer periods of fibroblast activity, although the length ratios were not 1:1. 
Different lentiviral concentrations produced different circadian amplitudes of biolu­
minescence. Nevertheless, the technique provides an efficient means of at least qualit­
atively screening for period length Quantitative Trait Loci (QTL, Page 63) differences. 
The cycles highlight similar activities for clock genes in peripheral tissues. The in vitro 
system, which lacks the SCN neural connections to other brain areas, also presum ably 
allows for the testing of circadian dynamics in the absence of acute sleep homoeostatic 
effects. This may be im portant w hen studying diurnal preference polymorphisms that 
impact sleep structure (eg [299]).
1.4.2 A b n o rm a l p h y s io lo g y
Genotypic alterations of circadian rhythm  genes have been implicated as risk factors 
for a num ber of hum an diseases. Other diseases include altered circadian phenotypes, 
some of which are introduced in this section. Physiological study of C/oc/c-mutant mice 
has uncovered hundreds of C/oc/c-regulated genes in multiple tissues. Tau-mutant ham ­
sters have large alterations that can lead to cardiovascular and renal diseases.
The Clock m utation in mice leads to a free-running period of approximately 27 hours in 
homozygotes. Rhythmicity is eventually lost in constant darkness, but can temporarily 
be restored following a bright light pulse [300]. One of the microarray studies examin­
ing Clock m utants has focused on transcripts in liver and skeletal muscle tissues [187], 
Wild-type mice in constant darkness displayed significant rhythm s in 716 liver genes 
(10.5% of genes tested) and 267 skeletal muscle genes (3.4%). Of these rhythmic genes, 
71% of liver genes and 78% of skeletal muscle genes had significantly different expres­
sion intensities in Clock m utant mice. The majority of these genes were down-regulated, 
and m any genes displayed dam pened rhythms. A minority of genes in both tissues 
also shifted peak phase times w ith no change in average expression levels. Many of the 
genes regulated by Clock are non-rhythmic. Approximately 200 liver and 750 skeletal
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muscle non-rhythmic gene expression levels were significantly different between wild- 
type and m utant mice. Most of these were down-regulated. Several functional categor­
ies of genes are affected by the Clock m utation w ithin these tissues alone, including 
cell-cycle regulation, signal transduction, and metabolism.
The tau mutation leads to a shortened free-running period of 20 hours in homozy- 
gotic golden hamsters. Heterozygotes have a period of approximately 22 hours [234], 
The cardiovascular and renal implications of this C snkle point m utation have been ex­
amined [178]. 17-month old heterozygotes that lived in 24-hour light-dark cycles con­
tained significant amounts of interstitial fibrosis and collagen deposition in myocardial 
tissues. Heart weight-body weight ratios were also elevated in heterozygotes com­
pared to wild types. Among the physiological changes in heterozygotes were decreases 
in systolic, diastolic, and mean arterial blood pressure and reduced peak aortic velocit­
ies. 4-month old heterozygotes displayed normal cardiovascular pathology, suggesting 
that older heterozygotes develop cardiovascular problems only after an extended bout 
of adverse circadian interaction w ith a 24-hour light-dark cycle. Num erous kidney 
problems were also detected, including proteinuria and cellular apoptosis. Heterozy­
gotes were also raised on a 22-hour 12:10 light dark cycle similar in length to their 
free-running period from ages 4-17 months. Importantly, these animals displayed nor­
mal cardiac and renal phenotypes that were indistinguishable from wild-types raised 
on a 24 hour day.
In hum ans, CLOCK  polymorphisms have been associated with obesity and metabolic 
syndrome in a British population [257]. 3-SNP haplotypes were significantly associated 
with waist circumference, hip circumference, body mass index, and leptin levels. An­
other group has associated CLOCK  haplotypes w ith non-alcoholic fatty liver disease 
in Argentinians [266]. The present study indicates that these phenotypes are due to 
different phenomena (Table 4.9).
Breast cancer is one of multiple forms of cancer associated w ith shift work. A meta- 
anaiysis of 13 studies examining airline crew and night shift work has found a com­
bined odds-ratio breast cancer risk of 1.44 for airline crew work and 1.41 for night work 
across all studies [183]. Blind wom en (with no perception of light) have a lower preval­
ence of breast cancer compared to sighted women. This was also observed using only 
post-menopausal or non-shift-worker results. Among blind women, no perception of
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light individuals displayed a lower risk trend compared to blind wom en with light 
perception [77]. Breast cancer diagnoses are elevated in spring and fall in both hemi­
spheres, based on 2.9 million results. This seasonality increases with higher latitudes 
[210].
Certain Alzheim er's disease patients display worsened behavioural symptoms in the 
afternoon and evening, referred to as 'sundow ning' [301]. Core body tem perature was 
recorded over 72 hours (albeit w ithout controlling for sleep or activity patterns). Com­
pared to age-matched controls, ambulatory male Alzheim er's patients had delayed 
core body tem perature acrophases (16.37 hours versus 14.92 hours). Patients who dis­
played the most sundowning had delayed acrophases relative to those w ith less fre­
quent symptoms, which was not attributed to disturbed sleep-wake cycles. Previous 
studies have indicated a relationship between Alzheim er's disease and SCN pathology.
Actigraphy results differ for H untington's disease patients compared to controls [195]. 
Patients display significantly higher night activity and n igh t/day  activity ratios com­
pared to controls in recordings over 48 hours in a home setting. Total activity was un­
affected. Activity patterns were also tested in a mouse model of Huntington's disease. 
Young, pre-symptomatic mice show similar activity patterns compared to controls in 
both light-dark and dark-dark conditions. Free-running activity period lengths were 
also similar. In older affected mice, the proportion of daytime activity levels in light- 
dark conditions was increased compared to controls. Total activity levels were similar. 
In dark-dark conditions, V4 of affected mice were arrhythmic. The remaining mice had 
significantly reduced activity rhythm  amplitudes and unaffected period lengths. mB- 
mallb  RNA concentrations within the SCN were analysed from dark-dark conditions. 
No significant rhythm  was detected for model mice. Circadian patterns of P erl expres­
sion were affected in a num ber of brain regions.
1.4.3 C irca n n u a l rh y th m s
Circannual rhythm s allow seasonal anticipation in certain species. One of the most 
studied vertebrate models is the Soay sheep, which displays a circannual prolactin 
rhythm  affecting the timing of pelage molting and downstream reproductive physiology. 
The length of melatonin secretion depends on the length of the photoperiod. 8-hour
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melatonin signals given daily (mimicking sum m er light-dark conditions) over 3 months 
can synchronise circannual rhythms. W hen the pineal gland (which synthesises melaton­
in) is severed from upstream  circadian pathways, circannual rhythms become asyn­
chronous. Lincoln has examined the importance of melatonin patterns by severing 
neural connections between the hypothalam us (the site of num erous melatonin recept­
ors) and the pituitary gland (which secretes prolactin) [168]. Following pre-conditioning 
in a short photoperiod to mimic a winter state, animals were m easured across 144 
weeks of constant 16:8 long photoperiod days. Animals displayed a free-running pro­
lactin circannual rhythm  averaging 40.9 weeks. This cycle produced circannual pelage 
molting rhythms, which dam pened along w ith prolactin rhythms later in the experi­
ment. The phase of the prolactin circannual rhythm  was reset by placing the animals in 
short photoperiod conditions. The circannual prolactin rhythm  did not coincide w ith 
any detectable changes in circadian rhythmicity. M elatonin patterns were recorded on 
8 long photoperiod occasions. No changes in m elatonin cycle duration or amplitude 
were observed. The authors proposed a m odel of tissue-autonomous circannual timers 
synchronised by circadian-controlled melatonin signals.
Attempts to identify circannual rhythms in hum ans have been mixed at best. A prop­
erly designed study examining a predictive pattern in hum ans is logistically difficult to 
perform. Seasonal patterns that m ay merely be reactive are more possible to observe. 
Early studies by Horne have indicated a 1-hour oral peak tem perature delay and a re­
duced tem perature rise in June relative to December in British participants [111]. Van 
Dongen was among the investigators to find no link between seasonal variations and 
circadian rhythms [63]. 6 Dutch teenagers were studied every 3 m onths across a year. 
This early constant-routine study lasted 24 hours and used 100 lux lighting conditions. 
All participants were verified as neither extreme morning or evening types. No dif­
ferences were found for rectal tem perature, cortisol, or subjective alertness rhythm s 
across seasons. But Van Dongen has also found delays in March relative to September 
for rectal tem perature and the timing of slow wave sleep onset [62]. This study used 
monthly recordings in a laboratory setting. The cohort of 6 Germans was older (22 to 
39 year-olds) and included a moderate evening-type and a m oderate morning-type.
Other parameters w ith circadian associations have displayed seasonal patterns, how ­
ever. Hermida has demonstrated seasonal rhythm s in plasma fibrinogen (a risk factor
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for heart attack and stroke) within blood pressure dippers and non-dippers [101]. Both 
Spanish hypertensive groups displayed seasonal rhythms, but the non-dippers had 
consistently higher fibrinogen concentrations. Kantermann has dem onstrated differ­
ences in mid-sleep times and sleep duration across the year [131]. The amplitudes of 
various lymphocyte concentration diurnal rhythm s are blunted depending on the sea­
son (albeit using a small sample in this early study). This could affect immunity [164]. 
Among the diseases primarily m aintained by person-to-person contact are rotaviruses 
and influenza. Both diseases display clear seasonal patterns of infection, w ith infection 
timing and m agnitude altered by latitude [64].
Among num erous seasonal rhythm s cited in a review by Foster [79] is a level of repro­
ductive fitness for 3,000 wom en as studied by Lummaa in a rural region of Quebec from 
1850 to 1879 [173]. Women born in June had 7 more grandchildren compared to women 
born in October. The seasonal trend was complicated, possibly involving a combina­
tion of tem perature and available food stocks in harsh pre-m odern conditions. Fitness 
differences were due to a num ber of reproductive statistics including the num ber of 
children raised to adulthood and m arried and the range of reproductive years. Daugh­
ters of the wom en also had greater reproductive rates, indicating multi-generational 
effects. Reproductive fitness in this culturally homogenous region was not due the age 
of death of the first generation women. Foetal and early development, as influenced by 
seasonal factors, were likely causes of these large differences that spanned generations.
1 .5  H u m a n  d i u r n a l  p r e f e r e n c e
Shift work, along with jet lag, disrupts the natural timing of the sleep homoeostat 
relative to the circadian clock, leading to reduced sleep quality and duration. This 
behaviour-induced phenom enon can be classified as an extrinsic circadian sleep dis­
order [308]. Intrinsic circadian sleep disorders include A D V A N C E D  S L E E P  P H A S E  S Y N ­
D R O M E  ( A S P S )  and D E L A Y E D  S L E E P  P H A S E  S Y N D R O M E  ( D S P S ) .  These both involve dis­
rupting optimal circadian timing of the natural drive for sleep or the 'sleep homoeo­
stat', resulting in lower sleep quality and waking performance. ASPS involves a rel­
atively early circadian phase compared to when an individual w ould like to sleep or
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when societal pressures dictate, resulting in early awakenings. DSPS m ay be the phen­
otypic opposite of ASPS, where an individual cannot fall asleep w hen initially attem pt­
ing to and may have difficultly waking up in the morning. When given the choice of 
self-selected bed times and wake times, ASPS and DSPS patients will choose earlier 
and later times respectively and will not suffer from sleep-related problems such as in­
somnia and sleepiness during wake time. DSPS is believed to be more prevalent than 
ASPS.
ASPS and DSPS are potentially extreme cases of M O R N I N G N E S S  and e v e n i n g n e s s  
(ME). Individuals displaying morningness by definition tend to awaken early on a nor­
mal day-night sleeping schedule, while evening types find it difficult to wake up in the 
morning. Morning types have difficulty staying awake in the evening, while evening 
types tend to fall asleep m uch later. These differences extend to subjective daytime 
schedules and preferences such as the optimal time for work. Clearly some portion 
of schedule differences m ay be due to societal pressures such as fixed employment 
hours. This is reflected in different sleeping habits for fixed and free schedule days (eg 
weekdays versus weekends). However some differences m ay be endogenous, perhaps 
due to differences in circadian input, the core clock, a n d /o r  downstream  processing. 
This has proved the case, w ith a body of literature dating from the 1970s indicating a 
circadian role within hum an diurnal preference. The developm ent of questionnaires 
assessing diurnal preference has provided an inexpensive and efficient mechanism to 
study a downstream  phenotype of the core clock w ithin humans.
The identification of novel hum an diurnal preference polymorphisms is useful in char­
acterising and validating the role of particular genes w ithin the core clock machinery. 
By examining the patterns of phenotypic variability associated w ith these polym orph­
isms, it may be possible to ask broader questions regarding the nature of circadian 
rhythms. For instance, the long and short Drosophila tim  isoforms provide a variable 
output of diapause depending on temperature (Section 1.8.1) [286]. H um an circadian 
variability may highlight similar underlying phenomena w ith differing evolutionary 
utility under differing environments. Diurnal preference has been implicated in sus­
ceptibility to Seasonal Affectiveness Disorder [126]. Alternatively, extreme diurnal 
preference may merely represent statistical outliers of a neutral trend.
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1.5.1 O rig in a l c h a ra c te risa tio n
Interest in diurnal preference can be found as early as 1900 in a survey of and re­
commendations for university student habits by O'Shea [213]. O'Shea noted inter­
individual differences in mental energies available for study within university stu­
dents. The vast majority of roughly 300 respondents believed that they studied best in 
the m orning from 7 AM through noon, peaking from 9 -1 1  AM. 2 individuals subject­
ively performed best at 5 AM and 18 individuals in the 'afternoon' in this open-ended 
question. Of those who had studied late into the evening, 40 individuals believed that 
they retained their knowledge into the m orning while 58 individuals d id  not.
Perhaps the most im portant diurnal preference study in recent times is that of H O R N E  
A N D  O S T B E R G  [112], who adapted and validated a Swedish ME questionnaire for use in 
a British population. Ostberg had previously adapted a similar questionnaire for shift 
work and found that m orning types did not cope with shift work as well as evening 
types. Thus, these individual preferences could translate into differences in fitness for 
duty. A 22-question survey was given to 150 participants aged 18-32. Based on a factor 
analysis that maximised potential ME discrimination through an expected step-wise 
distribution of scores, 3 questions were removed and the remaining 19 questions differ­
entially weighted. The questionnaire was then validated though ambulatory oral tem­
perature readings within 48 individuals averaged across 3 weeks. Self-administered 
readings were taken every 30 m inutes from awakening until bedtime with the excep­
tion of eating, smoking, and exercise. Sleep logs were recorded, and no activity was 
controlled. The rudim entary design of this early study, combined with the mixed use 
of moderate and definite diurnal preference types have potentially contributed to the 
large inter-individual differences found in the validation. However, some interesting 
findings may exist. Peak times of oral tem perature rhythms were significantly different 
between the morning types (19:32) and evening types (20:40), w ith the intermediates 
in between (though not significantly different at 20:25). A noticeable 'post-lunch dip ' 
was detected in the intermediates, bu t not in the other groups. Bed times (1:39 aver­
age difference) and wake times (1:54 average difference) were significantly different 
between morning and evening types, though sleep length was not. Intermediate types 
were statistically different from both groups for wake time. However, intermediate bed 
times were only 4 minutes later than morning type bed times. This did not translate
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into significant sleep length differences. In this early, crude study, intermediates appear 
to have sleep-wake and oral tem perature dynamics that have some unique character­
istics and are not merely mid-values between the extremes. The authors believe that 
intermediates were composed of "afternoon types" and "both m orning and evening 
types".
1.5.2 D iu rn a l p re fe ren ce  m e a su re m e n t
ME, as measured by the Horne-Ostberg (HO) questionnaire, is a continuous trait in 
studied groups. A range of scores from low (extreme eveningness) to high (extreme 
morningness) is possible. These scores were originally grouped into five classifica­
tions comprising definite and moderate morning or evening types along w ith a middle 
neither (intermediate) category. More recent studies typically use extreme outliers of 
approximately 5% in the distribution, optionally with 5% intermediate types falling 
in the exact m iddle of the distribution (eg [128]). Due to age-related changes (Section 
1.5.4), these studies will take outliers across a range of ages after calculating an age 
versus diurnal preference score regression line. With the HO score on the y-axis, m orn­
ingness outliers will be found on the top of a plot, above a line running parallel to the 
main regression line. Eveningness outliers will be found on the bottom  of the plot.
A second questionnaire has been prominent in recent studies. The M unich ChronoType 
Questionnaire (MCTQ) is a shorter instrum ent focused m ainly on various bed-time and 
wake-time param eters [246]. Key in its design is a separation of fixed (eg weekday) and 
free (eg weekend) sleep schedules. This allows for a separation of weekday social cues 
and sleep debt effects that can be mitigated on the weekends. Questions relating to 
indoor and outdoor light exposure can aid in the estimation of phase-resetting effects. 
This can vary in rural outdoor environments compared to city office environments.
There are basic design trade-offs when deciding between the use of the HO and MCTQ 
questionnaires. The M unich questionnaire favours a simplified design focused on m id­
sleep times. This avoids the complications arising from seasonal bed-time and wake­
time differences which clearly exist (eg [131]). A separation of fixed and free sleep times 
will minimise the effects of social norms such as work schedules. Less focus on wak­
ing activity questions could also reduce cross-cultural differences. These effects were
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acknowledged by Horne and Ostberg, who cited studies from 1969 and 1975 indicating 
age-related bed time changes and peak oral tem perature delays of an hour in the British 
summertime [112]. But they also argued that there was more to the determination of 
oral tem perature peak time than bed-times and wake-times (which w ould determine 
mid-sleep time), and purposely excluded further bed-time and wake-time questions. 
Only a fraction of the peak time variance could be accounted for by either bed-time 
or wake-time, but the use of more varied question types increased the predictability of 
peak time.
A num ber of population studies have confirmed diurnal preference variations across 
different cultures. An overview of the Surrey cohort is provided in Section 2.2. Paine 
has examined Maori and non-Maori New Zealanders aged 30 to 49 [217]. No significant 
mean HO score differences were found when comparing ethnicity or gender. Age was 
associated with increasing morningness, as has been the case w ith a num ber of stud­
ies. Using the redefined diurnal preference cut-off scores of Taillard (shifted towards 
morningness relative to original HO categories, see Page 57), eveningness was signific­
antly associated w ith self-reported night work, unemployment, and poor/fa ir general 
health. The largest screening is by Roenneberg, w ith over 50,000 European responders 
[244]. Based on the MCTQ, the bulk of the mid-sleep time distribution spans over 4 
hours. Age relationships are quite clear w ith morningness adolescent trends, an even­
ingness peak in the early 20s, followed by a generally linear trend towards increasing 
morningness with age. Gender differences are pronounced in this distribution for 20 to 
30 year-olds and narrow with age. German members of this cohort have been used to 
assess longitudinal mid-sleep time differences within a time zone [245]. Times differed 
across longitudes, which differ in their relative solar day but probably not in their so­
cial schedules. This indicated that solar cues are still more im portant than social time 
for circadian entraimnent. Participants in more urban settings, who presum ably spent 
less time outdoors, had later chronotypes and lower longitudinal relationships.
1.5.3 L in k s to  p h y s io lo g y
Horne and Ostberg observed relative differences in the circadian phases of morning 
and evening types.
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An improvement in the understanding of these disorder spectra came from Duffy and 
colleagues, who have linked them to endogenous circadian properties [65]. The authors 
used dim  light and forced desynchrony light-dark cycles of 20 or 28 hours to minimise 
external influences and observe the free-running properties of the clock, including the 
natural endogenous period of the oscillation. Self-rated m oderate m orning types on the 
HO questionnaire had shorter circadian periods, earlier wake times, and earlier relative 
circadian phases when compared w ith self-rated m oderate evening types. The authors 
note in their discussion that m orning types will tend to sleep during their circadian 
nadir, while evening types tend to wake soon after their circadian nadir. Khalsa and 
others had demonstrated that light exposure during this time-frame alters the phase 
angle of entrainment in humans. This could lead to the relative difference in ME circa­
dian phases observed by Horne and Ostberg.
Duffy's period length results indicated differences between morning and evening types 
that are intrinsic and cannot be explained by societal pressures. In animals, period 
length changes have been attributed to genetic mutations such as a Csnkle  alteration in 
tau m utant hamsters [172]. Together, this suggested at least a partial genetic compon­
ent for diurnal preference phenotypes. Subsequent studies have linked diurnal prefer­
ence to other phenomena, such as seasonal affective disorder and seasonal variations 
in mood and behaviour in Europeans [126].
1.5.4 A ge-re la ted  changes
ME has been correlated w ith age, with older people tending to display increasing m orn­
ingness relative to younger adults (eg [217]). This implies that, in addition to potential 
genetic influences, non-genetic factors dynamically alter diurnal preference through an 
individual's lifetime.
Chronotype as measured by the MCTQ indicates that individuals have early chrono- 
types as children who delay to a maximum eveningness post-puberty. This evening­
ness peak occurs earlier in women, who generally mature faster than men. Both sexes 
then gradually increase in morningness w ith age. Men m aintain more eveningness 
relative to wom en until age 50 (coinciding w ith menopause). As these patterns are
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similar to sexual development, Roenneberg and colleagues have suggested that endo­
crine factors m ay directly or indirectly be involved in the non-genetic m odulation of 
diurnal preference [244].
Other factors could be involved however. Shorter sleep with age could promote early 
light exposure and maintenance of morningness, although the order of causation is un­
clear and the similar morningness found in children and older adults does not corres­
pond to similar sleep architecture. Protocols which saturate sleep opportunities indic­
ate that older individuals have a reduced sleep capacity relative to younger individuals 
[141]. Older individuals m ay respond differently than younger individuals to a given 
light stimulus of fixed wavelength and intensity due to decreases in crystalline lens 
transmittance and pupil area w ith age. A 45 year-old has been shown to have half of 
the circadian light perception as a 10 year-old. Perception continues to degrade through 
life, w ith a 95 year-old having a tenth of their childhood perception abilities [292].
One of the earlier age-oriented diurnal preference studies was perform ed by Taillard 
[278]. An initial Horne-Ostberg focus on students and dearth of evening types in 
middle-aged populations prom pted Taillard to investigate a cohort of 566 French m iddle- 
aged (51.2 year-old average) non-shift-workers. Principal component analysis identi­
fied 3 clusters of Horne-Ostberg questions. Cluster scores indicated new  ME classific­
ation cut-off scores that were higher in this population. As expected, a morningness 
increase w ith age was observed. The new classifications identified more middle-aged 
evening types than w ould be expected using original Horne-Ostberg criteria. Despite 
the 3 clusters explaining different variance proportions in the m iddle-aged population, 
and individual questions weighted to minimise student variance in the original Horne- 
Ostberg validation, the Taillard study merely shifted the cut-off scores.
While current diurnal preference studies use frequency cut-offs based on age-score 
regression lines to define extreme types across different ages, a reliance on question 
weights scaled for students remains. Implicit in this assum ption and in linear regres­
sion m ethods is a united phenotype rising monotonically w ith age, despite m ultiple 
potential inputs including sleep capacity and period length.
A num ber of studies have examined sub-components of the Horne-Ostberg question­
naire in order to identify sub-phenotypes. The present study builds on the w ork of
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Monk, who also examined sub-component dynamics related to ageing [193]. A factor 
analysis of questions was performed in a population of middle-aged and young adult 
(20 to 60 year-olds) participants. This yielded 3 groups of questions, which were largely 
identical (with 4 question misclassifications) in  a second population of young adults (19 
to 38 year-olds) and older adults (65 to 93 year-olds). Question num bers were identical 
to the original Horne-Ostberg questions, although some of the language used differed 
in M onk's study. Monk classified these question groups as Factor 1 (circadian phase /  
morning functioning, questions 5, 6, 7, 9 ,11 ,15 ,17 , and 19), Factor 2 (evening sleepi­
ness, questions 2 ,10 ,12 ,14 ,16 , and 18), and Factor 3 (morning alertness /  inability to 
sleep late, questions 1, 3,4, 8, and 13).
Both study groups showed different age effects for the different factors, which were 
all significant. Each factor had identical relative orders in both study groups. Ordered 
by decreasing m agnitude, these were 3) morning-alertness /  inability to sleep, 1) circa­
dian phase /  morning functioning, and 2) evening sleepiness. Monk argued that these 
differing factor m agnitudes m ay indicate differing levels of age-associated changes.
Factor definitions were similar to other cohorts focused on young adults. Similar results 
found within factor questions could be due to the identification of 3 sub-components 
that contribute to a combined diurnal preference phenotype. This m ay be why Horne 
and Ostberg's original range of questions explained more oral tem perature peak time 
variance than bed-times and wake-times alone. These differences m ay also be missed in 
the MCTQ, which was designed in part to avoid over-reliance on wake-time questions 
found in the HO questionnaire.
The present study uses Monk factor definitions (with scores unadjusted for age) to 
examine the phenotypic nature of the novel CLOCK  eveningness haplotype. The factors 
were also used in a re-examination of age versus HO score dynamics across the entire 
Surrey cohort.
1.5.5 D iu rn a l p re fe ren ce , A SPS, a n d  D S P S  p o ly m o rp h ism s
Duffy has demonstrated endogenously-generated period length differences between 
morning and evening types that cannot be explained by behavioural differences [66].
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This highlights the need to identify mutations, including those affecting circadian period 
a n d /o r  phase, when studying ME.
Katzenberg identified a CLOCK  polymorphism  associated with eveningness (a large 
focus of the present study) [133]. Located in the 3' UTR, the author suggests that an 
immediate effect of C L O C K  3111c (rsl801260) could be mRNA stability changes. Al­
ternatively, rsl801260 could be in linkage disequilibrium with a causative SNR This 
SNP is also very close to a proven microRNA target for miR-141 [139]. rsl801260 was 
originally typed in a middle-aged (50.0 ± 7.9 yo) population (95% Caucasian of largely 
European ancestral background referred to as the W I S C O N S I N  S L E E P  C O H O R T ). The 3 
point HO score difference in C carriers was m odest but significant. Several papers have 
sought to address ME preferences a n d /o r  DSPS associations to 3111C/T. Iwase found 
an association in a younger Japanese population of DSPS patients (DSPS 28.0 ± 9.7 yo, 
controls 33.1 ± 8.1 yo). DSPS and N-24 patients had higher frequencies of the T allele 
compared to controls [123]. Mishima found a C allele association w ith eveningness in 
Japanese (35.5 ± 0.5 yo) [189]. Robilliard found no association with eveningness, and 
also no evidence of a 3111C/T functional role, in a largely European ancestry popula­
tion (35 ± 13 yo) sampled in the UK or a group of DSPS patients from the Netherlands 
[242]. Pedrazzoli also found no association w ith either DSPS or eveningness in a young 
Brazilian population [223]. Lee found an association in a young Korean population, 
though this was conditional on GNB3 825 genotype [162]. This m ay have been a post- 
hoc conclusion as little explanation was offered on the role of GNB3 beyond a prior 
link to seasonality by the same authors and a link to diurnal preference that they could 
not replicate. A subsequent paper by the same authors found no association between 
CLOCK 3111 and seasonality [216].
Two explanations short of phenotypic variability between populations could help ex­
plain the differences in rsl801260 results. The first is the difference in age between 
Katzenberg's cohort and other European ancestry studies. Czeisler has demonstrated 
period length conservation across age [49] despite increasing morningness with age. 
W hen contrasted with Duffy's period length association w ith diurnal preference [65], 
this conservation predicts age-related differences in ME. Jones has shown that an even­
ingness PLR3 Variable Num ber Tandem Repeat (VNTR, Page 62) association was strongest 
in the youngest cohort, thus further illustrating the dynamic nature of the phenotype
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[128]. A slowing of m orningness trends w ith age in  a middle-aged population such as 
Katzenberg's could be a series of genetic polymorphisms or non-genic factors underly­
ing older extreme eveningness completely independent of younger eveningness factors 
such as the PER3 VNTR. However, this does not account for the rsl801260 association 
found in the younger Japanese cohorts. A second explanation could be European and 
East Asian population differences in the accuracy of rsl801260 describing a causative 
SNP or other genetic anomaly. But phenotypic variability m ay still be present when 
considering the opposite alleles responsible for Japanese eveningness and DSPS, as­
suming that both findings are accurate and both DSPS and eveningness share common 
mechanisms.
A VNTR in PER3 has been linked to DSPS and eveningness in Europeans [9], w ith the 
shorter 4-VNTR elevated in both eveningness and DSPS individuals. Interestingly, a 
dissociation between eveningness and DSPS alleles is present in a second population 
and gene within a single study [225]. In Brazilians, the opposite 5-VNTR allele was 
associated w ith DSPS, though HO score trends were consistent w ith European results 
when examining morningness-eveningness. In Japanese, a PER3 haplotype involving 
V647G was associated w ith DSPS [67]. The 647 Gly allele (rsl0462020 G), found only on 
the DSPS haplotype (H4, 4-VNTR) in Japanese, has been associated with morningness 
in a European population [126].
A missense S408N variation in C S N K lz  m ay be associated w ith DSPS [282]. The N  
allele is found in controls at 12% and at 6% for DSPS patients in a Japanese population. 
This relatively rare allele is believed to be protective against DSPS, buttressed by an in 
vitro assay showing differential kinetics for C S N K lz  on a-casein.
Xu described a threonine to alanine change in CSNK18 associated with an ASPS-affected 
family but not in over 250 controls [309]. Thr44 is conserved across hum an and mouse 
versions of CSNK18 and CSNKle, as well as the Drosophila gene dbt. The m utation 
resulted in approximately 25% CSNK18 phosphorylation efficiency for PER proteins 
compared to wild-type protein, as measured in a bacterial assay. The effects of Ala44 
were confirmed using transgenic mouse and fly C SN K lh  constructs. Interestingly, these 
showed opposite phenotypic effects, w ith a reduced period in mice and a lengthened 
period in flies.
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Toh and colleagues identified a serine to glycine substitution in PER2 that associated 
w ith familial ASPS [291]. PER2 has also been associated w ith morningness through 
a 5' untranslated region polym orphism  by Carpen [36]. 111G (rs2304672) is elevated 
in m orning types, potentially impacting RNA secondary structure and translational 
efficiency. PER2 2114A (rs2304670) has been associated w ith eveningness in a Japanese 
population [180].
Carpen has also detected a silent polym orphism  in PERI that is associated w ith extreme 
morningness [37]. 2434C (rs2735611 G) was also elevated, but not significant, in DSPS 
participants. In a notable negative PERI finding (as discussed in Section 5.3.11) G2548A 
(rs2253820) was not associated w ith diurnal preference in the m iddle-aged Wisconsin 
Sleep Cohort [134].
A num ber of core clock genes have been implicated in circadian abnormalities such 
as extreme morningness-eveningness in recent years. It is reasonable to speculate that 
further polymorphisms in known clock genes and future polymorphism s in currently 
unknow n clock genes will continue to be discovered.
1 .6  B a s i c  g e n e t i c  c o n c e p t s
Due to the cross-discipline nature of the current work, an overview of certain included 
genetic principles is required.
1.6.1 H a p lo ty p e s
H um an chromosomes can be divided into the sex chromosomes (X and Y) and all oth­
ers (chromosomes 1 - 22, known as the A U T O S O M E S ) .  Within most cells, each autosomal 
chromosome is D I P L O I D , w ith representation in 2 copies, each originating from a differ­
ent parent. Thus each parent transmits a long continuous segment of DNA in the form 
of a full chromosome. This segment can be considered as a complete unit, or H A P L O ­
T Y P E , that has similar patterns of inheritance within the child. The uniform nature of 
the haplotype can be used to understand the underlying patterns of genetic variation. 
H idden signals originating from unknow n variations found within know n haplotypes
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can be detected through linkage disequilibrium (Section 1.6.4) and genetic hitch-hiking 
(see page 83). Chromosomes X and Y are not diploid across both sexes and present stat­
istical challenges w hen trying to describe background patterns of inheritance. Because 
of this, all genome-wide calculations used in the current work only employ autosomes.
1.6.2 M u ta tio n s  a n d  v a ria b ility
Over time, variations between different copies of the same DNA segment can accumu­
late. These can arise from DNA copying errors or environmental insults. If variation 
errors are not corrected by DNA repair enzymes and are transmitted to germ line cells, 
they can be propagated to descendants. Num erous classes of variants exist, ranging 
from single base changes to whole segments of DNA that can be deleted or duplic­
ated as copy num ber variants (CNVs). Variable N um ber Tandem Repeats (VNTRs) 
are intermediate length repetitive blocks of sequence. One of the m ost widely studied 
classes of variants is single nucleotide polymorphisms (SNPs). While the definition 
of SNPs has been expanded to include multiple base polymorphism s w ithin key data­
bases such as the NIH Single Nucleotide Polymorphism Database (dbSNP), all SNPs 
used in this study are point mutations. Most extant variants within the hum an genome 
are thought to be neutral, w ith no effect on the reproductive fitness of their carriers. 
These can be used to trace the histories and m igration patterns of individuals' ancest­
ors through population genetics. Other variants could be useful or deleterious, due 
to non-synonymous amino acid changes in protein translation or changes in protein 
expression levels, among num erous other possibilities. If these variants have a strong 
effect, they could affect the reproductive fitness of their carriers through natural selec­
tion. Importantly, neutral variants in one set of environmental conditions could become 
useful or deleterious if the environment changes.
Despite a commonly held belief, non-neutral m utations can occur outside of promoters 
and non-synonymous sites. For instance, UTR polymorphisms can affect the structure 
of mRNA and lower overall free energy which m ay lead to longer mRNA half-lives and 
additional translation. MicroRNA binding sites, found in 3' UTR sequences and per­
haps impacting > 30% of hum an genes, have been more strongly conserved (see Section
1.7.3.3) relative to control sequences in hum ans [39]. Over 40 diseases are believed to be
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associated w ith silent mutations. Within the translated region of genes, most synonym­
ous yet non-neutral mutations are believed to be associated w ith alternative splicing. 
Additional effects can be found w ith altered protein folding. One case involving a syn­
onymous m utation may be due to the use of rare codons w ith low matching tRNA 
concentrations. A translational pause is thought to occur, affecting folding dynam ­
ics [220]. Nucleosomes, which can alter chromatin access through post-translational 
modifications, also are attracted to specific DNA sequences. In this C H R O M A T I N  R E ­
M O D E L L I N G , sequence mutations could affect nucleosome positioning and hence pro­
moter access [258]. Enhancers m ay be thousands of bases away from genes, as is the 
case w ith multiple convergent adult lactose digestion m utations (see Section 1.7.3.1). 
Large non-genic regions of the genome are now known to be pervasively transcribed 
[71]. It w ould therefore be wise to not rely on screens based solely on non-synonymous 
and promoter polymorphisms (assuming all such mutations were even known). The 
use of haplotypes in screens to analyse sections of DNA emitting signals tied to hidden 
features can mitigate some of these complexities. However, causative factors arising 
from other phenomena just beginning to be understood are unlikely to be identified in 
candidate gene studies using current technologies.
One means of associating a continuous trait such as diurnal preference to specific m uta­
tions is a Q U A N T I T A T I V E  T R A IT  L O C I (Q T L )  analysis. In contrast to dividing results 
between cases and controls, a QTL analysis can be used to differentially weight in­
dividuals, loosely analogous to constructing a slope between x- and y- variables. As 
associated haplotypes generally decay w ith distance, QTL analyses are often used to 
localise phenotypic effects.
1.6.3 D e riv e d  a lle les
Determining which allele of a SNP was the novel m utation is useful in understand­
ing the history and potential importance of that SNP. The Minor Allele Frequency 
(MAF), which by definition measures the frequency of the less common allele in a SNP, 
provides some utility. A spontaneous m utation on a single haplotype starts a novel, 
rare SNP. Over time the SNP may increase in frequency as that haplotype is passed to
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descendants. For neutral mutations, this is a random  process that produces an expec­
ted distribution of frequencies for a pool of SNPs within a population. Any particular 
SNP may become more or less frequent across generations. If the SNP is undergoing 
positive selection (see 1.7.3.1), the novel allele may be transmitted through a population 
non-randomly and relatively quickly. Late in this process, the original allele now is the 
minor allele, and a 99% frequency is interpreted as a 1% MAR Particularly im portant 
alleles may completely replace the old allele w ithin a population in a process known as 
F I X A T IO N . Notably, fixated (and hence monomorphic) derived alleles therefore contain 
information and can be used to inform certain analyses. (In this study, fixation refers 
only to the 100% presence of a derived allele w ithin a population.)
Knowledge of which allele was novel (known as a D E R I V E D  A L L E L E ) would aid in this 
circumstance. While the MAF w ould be 1%, the equivalent derived allele frequency 
(DAF) would be 99%. While the frequency for a SNP in neutral settings can random ly 
drift higher, this frequency is less likely to fall w ithin the expected distribution of neut­
ral allele frequencies and may w arrant additional investigation. Derived alleles can be 
inferred w ith knowledge of which base was present in an ancestral species (eg another 
hominid species). In practise, they are deduced by comparing the hum an SNP to the 
equivalent base in a closely related species such as a chimpanzee. The base not present 
is likely to be the derived allele.
Humans and chimpanzees do not share exact synteny of their chromosomes. Within 
both species, segments may have reversed or shifted to different chromosomes. A use­
ful resource found witiiin the UCSC Genome Browser [132] has taken this into account 
and produced a map of hum an SNPs with projections to the appropriate base found 
in primate orthologues. The snpl290rthoPt2Pa2Rm2 table comparing hum an dbSNP 
129 alleles with equivalent chimpanzee, orangutan, and macaque bases was used in a 
num ber of analyses in the present study to infer derived alleles. The closest available 
species with an existing and matching base was used.
Patterns of SNPs with unusually regular a n d /o r  high DAFs m ay be used to infer demo­
graphic histories and potential sites of selection (see 1.7.4.2). Additionally, fixated or 
near-fixated derived alleles can be associated with particular haplotypes found in other 
populations. In the present study, genes containing high concentrations of SNPs with
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> 95% DAF have been examined. Any haplotypes linked to these SNP alleles have 
been identified, which could play im portant roles in local population adaptation.
1.6.4 L inkage  d ise q u ilib r iu m
Genetic variability within a population is maintained in part through chromosomal 
cross-overs, which involves the swapping of DNA segments between the 2 copies of a 
chromosome within a single cell. As a general rule, the likelihood of a cross-over event 
occurring between 2 variants increases with the distance between the variants. The 
likelihood varies in practise as higher frequencies of cross-overs occur near R E C O M B I N ­
A T I O N  H O T S P O T S . This complicates the study of haplotype transmission across several 
generations, w ith individual chromosomes becoming a patchwork of num erous found­
ing haplotypes. Recombination hotspots have been recorded in m ultiple populations 
through dense SNP genotyping [120]. Some genes (including NPAS2) contain multiple 
recombination hotspots, making prediction of SNPs on the 3' end of the gene based on 
5' SNPs difficult. Other genes (including CLOCK) contain no recombination hotspots.
Traditional SNP genotyping does not record which chromosome each allele came from, 
further complicating haplotype study. However, it is possible to statistically reconstruct 
the most likely haplotype of m ultiple SNPs w ith increasing likelihood given sufficient 
SNPs and tested individuals in a process known as P H A S I N G  [270]. This is most eas­
ily accomplished using parent-child trios to reconstruct parental haplotypes, bu t it can 
also be calculated using non-relatives w ithin a population. The alleles from 2 SNPs 
within a haplotype can have a shared ancestral relationship ranging from complete in­
dependence, where one SNP cannot predict the other SNP, to complete dependence, 
where one SNP can always predict another SNP. This ancestral relationship measure is 
known as L I N K A G E  D I S E Q U I L I B R I U M  or LD. (Note that the term 'LD7 is used in a dif­
ferent context in this work than the traditional circadian use of Light-Dark cycle). The 
level of LD between two SNPs is often expressed by the r2 value. R 2 can be calculated 
based on un-phased genotypes within individuals. Values above 0.8 are often used as a 
threshold for one SNP to accurately predict another SNP's alleles. C O M P L E T E  L D  within 
this study refers to a set of polymorphic SNPs that have an exactly identical inheritance 
pattern across all haplotypes within a given population sample. These relationships are
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based on phased haplotype allele pairings and go beyond traditional genotyped r2 = 1 
criteria.
1.6.5 C o m m o n  d isease  co m m o n  v a ria n t h y p o th e s is
M ultiple strategies based on 2 fundam ental genetic hypotheses exist for the successful 
characterisation of novel diurnal preference polymorphisms. If several genes can con­
tribute to ME and the more extreme phenotypes of ASPS and DSPS, it is likely that sev­
eral smaller genetic contributions can accumulate into extreme phenotypes. With 5% 
outliers defining extreme diurnal preference in some studies, these phenotypes can be 
very common. Both of these points are consistent w ith a C O M M O N  d i s e a s e  C O M M O N  
V A R I A N T  (CDCV) hypothesis for the sub-clinical phenotypes of ME and possibly ASPS 
and DSPS (though ASPS is m uch rarer). The CDCV hypothesis suggests that m utations 
underlying common diseases should be detectable at reasonably high frequencies, and 
are likely additive across m ultiple risk genes. Importantly, these mutations have been 
passed down through generations, leading to elevated frequencies within a popula­
tion. Under a CDCV scenario, m utations would be detectable using tagging SNPs that 
describe regions of DNA on the same haplotype with similar inheritance patterns.
Num erous recent genome-wide association study results w ith unexpectedly low odds- 
ratios that only explain a fraction of observed variability (most notably in schizophrenia 
research) support the more recent R A R E  V A R I A N T S  H Y P O T H E S I S . In this framework, 
phenotypic variability m ay be due to multiple rare and sometimes spontaneous m uta­
tions that do not share common inheritance (elevated linkage disequilibrium) w ith the 
surrounding haplotypes. This m ay be due to environmental insults or genetic struc­
tural variability. Genetic screens designed for one scenario m ay be poor at detection 
of variations due to the other scenario. The signal m ay be diluted from either scenario 
due to events that are not due to sequence changes (eg DNA methylation) or involve 
short a n d /o r  distant phenomena (eg microRNA interactions).
In the current study, CLOCK genotyping tags were mainly designed for a CDCV scen­
ario, but w ith some precautions for rare variants. SNPs were assayed across the gene, 
tagging all common and most rare SNPs found for CEU. A common SNP tagging 
scheme could have used approximately 3 SNPs, bu t the employed design using 19 tags
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allowed rare CEU haplotypes to be detected as well as rare recombinations of otherwise 
common haplotypes.
1 .7  P o p u l a t i o n  g e n e t i c s  c o n c e p t s
Population genetics seeks to understand the migration histories of disparate popula­
tion groups across the earth. Early hum an studies relied on microsatellite sampling 
of the Y chromosome and mitochondria. Typically, members of several contemporary 
population groups are sampled to infer the movements of past ancestral populations. 
The wide availability of SNP data across the genome has allowed for a finer study of 
genetic detail, leading to a more accurate description of past events. This detail is neces­
sary to properly interpret the importance of genetic and association study differences 
spanning multiple populations.
In the current study, the use of population genetics data provides a means of testing 
the durability of the core clock across a num ber of demographic histories. These pop­
ulation groups will have experienced a num ber of environmental conditions. The dis­
covery of adaptations to deal w ith extreme conditions will shed light on the recent his­
tory of the clock within hum ans. But it m ay also shed light on contem porary pressures 
placed on the clock through insults such as shift work and jet-lag. These environmental 
adaptations m ay be im portant in dealing w ith adversity. They m ay also place limits on 
how well the clock can cope w ith the unnatural demands currently placed on it. The 
strategy of using evolution to understand contemporary illness forms the basis of the 
field of evolutionary medicine.
1.7.1 O n lin e  reso u rces
Genotyping and sequencing costs have been dramatically reduced in recent years. To­
gether with the completed sequencing of the hum an genome, it is now logistically feas­
ible to query thousands of differences between large num bers of individuals from dif­
ferent populations. Large databases such as dbGaP have emerged as repositories of 
m ultiple G E N O M E - W I D E  A S S O C I A T I O N  S T U D I E S  (GWAS). Open access, freely re-usable
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data sets allow for studies designed w ith improved accuracy and reduced costs based 
on prior results.
M any research projects, including the current study, have been enriched by directly 
including open data sets to ask novel questions. Dense SNP m aps have im proved on 
earlier population genetics studies based on limited micro-satellite data, revealing a 
complex tapestry of genetic admixture associated with population migration unseen at 
lower resolutions. In one study, Hellenthai and colleagues used data from the H um an 
Genome Diversity Project [34] to track the migration patterns of 53 populations [100]. 
They used shared segments of chromosomal variation found in m ultiple populations 
alone, without the bias of a predefined model such as the Out-of-Africa hypothesis. The 
authors were able to confirm the Out-of-Africa hypothesis and reveal novel insights 
including m ultiple waves of migration to the Americas and admixture between the 
Orcadians of northern Europe and the Yakuts of north-eastern Asia.
The unequal transfer of variation in different chromosomal regions presents a com­
plicated reality w hen studying phenotypes across populations. True phenotypic dif­
ferences, including signatures of natural selection, will be buried within m any neutral 
changes due to dem ography alone. A number of resources spanning m ultiple popula­
tions have been used in the current study to investigate the nature of these differences.
1.7.1.1 HapM ap
The HapM ap Project is an international collaboration that has produced dense genome- 
wide SNP data across multiple population groups [120], [121]. A prim ary goal of the 
project is to measure LD patterns within and between population groups. These LD 
patterns can then be used to identify T A G G IN G  S N P S  that can accurately predict the 
genotype of other SNPs, reducing the cost of sampling large haplotypes. The m ain 
project (Phase I and II data) has typed over 3 million SNPs in 270 individuals in an 
attempt to discover genome-wide LD and optimal tagging SNPs across 3 major pop­
ulation groups: Northern and Western European ancestry individuals living in Utah 
(CEU), Yorubans from Ibadan, Nigeria (YRI), and a combined East Asian population 
(JPT+CHB) comprised of Japanese from Tokyo and H an Chinese from Beijing. CEU 
and YRI data was obtained using 60 trios comprised of 2 parents and a child, which
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aids in the accuracy of phasing haplotypes. The combined JPT+CHB population group 
consists of 90 unrelated individuals, half of which are Han or Japanese. All analyses 
in the current study omit all haplotypes from the trio children. Occasionally, homozy­
gotes identified for target haplotypes are children (whose lymphoblastoid samples are 
also available to order from the Coriell Institute).
The Phase II data set represents the m ost comprehensively dense SNP m ap for m ul­
tiple individuals publicly available today and provides the bulk of the data used in the 
present study 's in silico analyses. LD analysis of this data has been used to produce 
gene chips of hundreds of thousands of tagging SNPs designed to capture the major­
ity of the variability found across all 3 million SNPs. GWAS data derived from these 
chips are valuable but suffer from some data loss due to imperfect LD between tagging 
SNPs and missing Phase II SNPs. Significantly to the current study, tagging SNPs can 
vary in their descriptive pow er from describing a handful of SNPs to several dozen 
or more. This m ay degrade the signal of underlying natural selection which can alter 
the frequency of nearby SNPs through genetic hitch-hiking (see 1.7.4.1). Phase II data 
has also been used by the HapM ap Project to calculate local recombination rates and 
hotspots referenced in the current work.
Eleven populations have been used in Phase III, the latest HapM ap data set. This data is 
currently in draft form and consists of 1.3-1.6 million SNPs per population (as of Draft 
Release 2). 1,387,466 SNPs are autosomal consensus SNPs (found in all populations 
with polymorphisms found in at least population). It thus provides a means of ex­
amining haplotypes in m any more populations at relatively high resolution, but may 
not provide an unbiased signal of selection due to the reduced tagging SNPs. Many 
of these samples may be used in the final form of the next-generation 1000 Genomes 
Project (see 1.7.1.6). Currently, Phase III data consists of unrelated individuals, parent- 
child trios, and single parent-child duos, even within the same population. All data 
used in this study consists of pre-phased haplotypes provided by HapM ap in Draft 
Phase 2. All children have been removed, except in the case of duos, where the haplo­
type of the missing parent has been constructed from the child and included, yielding 
3 chromosomes per duo. Table 1.2 provides an overview of HapM ap samples.
In addition to providing efficient tagging SNPs for a diurnal preference genotyping
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Table 1.2: HapMap Phase II and III population overview. Data is used from Phase II 
Release 24 and Phase III Draft Release 2 (1,387,466 consensus SNPs). Only unrelated 
haplotypes (ie from no children) are included. Phase III haplotypes may include 1 
child haplotype from duos missing a parent (see text). All Phase III analyses used
consensus SNPs.
Population Description Phase II Haplotypes Phase III Haplotypes
/  Autosomal SNPs
ASW African ancestry in Southwest USA 126
Utah, USA residents
CEU with N orthern and 120 3,849,034 234Western European 
ancestry
Chinese in
CHD Metropolitan Denver, 
Colorado, USA
170
GIH Gujarati Indians in Houston, Texas, USA 176
JPT+CHB
Japanese in Tokyo, 
Japan + Han Chinese 
in Beijing, China
180 3,879,488 340
LWK Luhya in Webuye, Kenya 180
MEX
Mexican ancestry in 
Los Angeles, 
California, USA
104
MKK Maasai in Kinyawa, Kenya 286
TSI Toscans in Italy 196
YRI Yoruba in Ibadan, Nigeria 120 3,762,311 230
study that are valid for m ultiple population groups, the HapM ap Project can aid in fur­
ther analysis of clock gene variability. One immediate advantage is a direct comparison 
of Japanese and European haplotypes for circadian genes, which can help address the 
discrepancies found in earlier results. In the case of CLOCK, over 150 SNPs across the 
entire gene have been typed. This allows LD and haplotype comparisons involving 
over a fifth of the SNPs in CLOCK  reported in dbSNP vl29 (688), including rsl801260 
(3111C). These haplotypes may point to not only any possible causative SNP, but also 
other non-SNP genetic anomalies such as small deletions [102], CNVs, or possibly rarer 
SNPs, indels, and non-coding RNA (ncRNA) genes and target sites. These features 
along with unknown SNPs should exist in LD with the HapM ap SNPs, thus providing 
a knowable haplotype signature for an unknow n causative feature. Association studies
Chapter 1 Introduction 71
based on these haplotypes should contain stronger LD association w ith unknown caus­
ative features compared to the weaker LD found in traditional studies of known non- 
synonymous and prom oter SNPs, thus providing greater sensitivity and specificity. As 
more genome-wide results become available describing these relationships (often dir­
ectly using HapM ap samples), choosing SNPs already typed in the HapM ap project, 
which are increasingly being used for these studies, gains immediate access to poten­
tially causative features. HapM ap results span all known and currently unknown clock 
genes, allowing for the study of interactions between clock genes. Finally, the millions 
of typed SNPs within HapM ap provide a background to test if a potential trend found 
within a clock gene is more likely to be significant or merely a statistical fluke due to 
the complicated demographic patterns that accompany population migration.
1.7.1.2 P er leg e n
The Perlegen study is a precursor to the HapM ap project conducted by Perlegen Sci­
ences [103]. 1.6 million SNPs were typed in 23 African-Americans, 24 European- 
Americans, and 24 Asian-Americans. Both HapM ap and Perlegen have sought to 
identify tagging SNPs. Common SNPs, which are found in more haplotypes than rare 
SNPs, are more likely to be ideal tagging SNPs and may be over-represented in these 
surveys. This may lead to a potential problem know n as ascertainment bias when using 
genotyping surveys in an attem pt to sample the true frequency of all SNPs within a ge­
nomic region (see Section 1.7.4.5). Perlegen was an earlier study w ith less knowledge 
about SNP frequencies than HapM ap and relied on "resequencing-by-hybridisation" 
for SNP choices. It has been suggested that the Perlegen study should therefore suffer 
less ascertainment bias than HapM ap and be more representative of the true genome 
than HapM ap [42]. Conversely, the Perlegen study typed fewer than half of the Phase 
II HapM ap SNPs in a fraction of the individuals. The prim ary use of the Perlegen data 
set in the current study is therefore largely limited to confirming natural selection sig­
nals found in HapM ap. Some SNPs and a m inority of individuals overlap both studies. 
Both data sets can be combined for homozygotic haplotype individuals typed in both 
studies, as was the case w ith CLOCK, yielding a more informative haplotype.
The raw  data sets have since been removed or relocated from the original website, but 
are available from the author on request. Among the variables listed for each SNP is
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the reason for inclusion in the data set. C L A S S  A  S N P S  were discovered by sequencing a 
small panel of individuals. This method should theoretically suffer the least ascertain­
m ent bias. In the present study, certain selection tests have been repeated using only 
Class A SNPs in order to verify results found in CLOCK  and FBXW11.
1.7.1.3 H u m a n  G e n o m e  D iv e r s ity  Project
The H um an Genome Diversity Project (HGDP) is comprised of 1,064 cell lines derived 
from multiple populations, accompanied by sex, population name, and geographical 
origin data [34]. These samples were collected in support of standardised population 
genetics studies, and were intentionally biased to include males to aid in the Y chro­
mosomal analyses often used in population genetics. The HGDP panel has been used 
in a num ber of studies that have discovered environmental clines associated w ith hu ­
m an genetic variation (discussed in 1.8.2). A subsequent paper by Rosenberg defined 
a subset of samples that eliminates cell lines vastly different than others from their 
population (likely due to mislabelling) and likely first- and second-degree relatives fol­
lowing genetic testing [247]. Li and colleagues genotyped over 660,000 SNPs in 938 
individuals across 51 populations to study the genetic variation associated w ith popu­
lation migration [166]. Their raw  data from 1,043 individuals is freely available.
The present study uses the subset of Li samples recommended by Rosenberg for fre­
quency analyses. The num ber of samples per population varies and can introduce 
errors when analysing frequencies as the smallest sample is one individual represent­
ing a population. A m inim um  count of 10 individuals per population was chosen for 
analysis inclusion to minimise frequency errors yet m aintain geographic diversity and 
include several Chinese minority groups with n  &  10. This yielded 975 individuals (617 
males) from 45 populations.
1.7.1.4 S e a ttle S N P s
The SeattleSNPs Project is an ongoing effort to sequence genes relevant to hum an heart, 
lung, and blood physiology with a particular focus on inflammation pathways. To 
date, 327 genes have been sequenced mainly in African- and Caucasian-American co­
horts, though cohorts have changed through the years. Sequenced genes of potential
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interest to circadian researchers include OPN4, PPARA, and PPARG. A  summ ary page 
lists Tajima's D, which is a useful measure for detecting signatures of natural selec­
tion (discussed in 1.7.4.3). Tajima's D is traditionally calculated using sequenced data. 
SeattleSNPs data are included in the present study as a validation of Tajima's D values 
calculated from HapM ap and Perlegen data which could suffer from ascertainment bias 
(see 1.7.4.5). Several genes were not sequenced across their entire length. Subsequently 
the validation is based on the minimal distance spanning all sequencing sections. As 
the sequenced lengths could vary w idely genes were excluded if distance information 
was not available online (eg for AGT).
1.7.1.5 W ellco m e Trust C ase C on tro l C o n so r tiu m
The Wellcome Trust Case Control Consortium (W T C C C ) is a GWAS effort aimed at sev­
eral diseases. Among the highlights of this work is the study of 500,000 SNPs within 
3,000 British individuals as a combined control group used in multiple association stud­
ies [303]. This control group is comprised of 1,500 individuals from the UK Blood Ser­
vice and another 1,500 from the 1958 British Birth Cohort, thus providing perhaps the 
largest British cohort available at a m oderately high SNP density. Summary data used 
to be freely available, though it has since required an application for download. In ad­
dition to the SNPs typed from the Affymetrix 500K platform, frequencies for a num ber 
of additional SNPs have been inferred based on LD relationships found in HapM ap 
CEU haplotypes.
The present study uses the WTCCC sum m ary data to validate the applicability of SNP 
frequencies found in 60 HapM ap CEU individuals (European ancestry living in Utah, 
USA) as a proxy for British population SNP frequencies in the CLOCK  genotyping 
study.
1.7.1.6 1000 G e n o m e s  P roject
Currently in pilot status, the 1000 Genomes Project has the potential of fundamentally 
altering future association studies. The goal of the project is to sequence 1,000 gen­
omes using next-generation sequencers that have dramatically improved the time and
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cost constraints associated with the initial sequencing of the hum an genome. These 
machines typically read 30 to 50 bases per run and require a num ber of passes over 
the same region to faithfully capture any SNPs. Used together w ith an initial genome 
template, the millions of associated reads from a sequence can be re-assembled based 
on overlaps. Given the short read lengths, CNVs and structural changes larger than a 
few bases may be lost. Ongoing pilot projects include sequencing of HapM ap Phase II 
samples to determine the minimal num ber of passes required to capture know n SNPs, 
including low and high sequencing coverage of different samples. W hen the project 
is complete, a resource will be created where practically all common SNP variants in 
regions capable of undergoing sequencing will be known for m ultiple world-wide pop­
ulations, and appropriate tagging SNPs to describe this variation can be chosen for use 
in association studies.
The present study uses 1000 Genomes pilot data to identify more potential SNPs asso­
ciated w ith certain HapM ap haplotypes. The pilot is still in progress however, and a 
num ber of SNPs expected from HapM ap genotyping data are not present in the equi­
valent sequencing of the same samples. A set of CEU and YRI parent-child trios have 
been sequenced at higher coverage producing data sets that are occasionally employed, 
most notably in the construction of the CLOCK  eveningness haplotype (Appendix C).
1.7.2 P o p u la tio n  m ig ra tio n  a n d  lin k a g e  d ise q u ilib r iu m
Relative LD, and the underlying genetic history behind it, can vary within popula­
tions for a num ber of reasons. Recombination will degrade LD to differing degrees. 
A novel SNP will arise on a varied genetic background, w ith the corresponding older 
SNP alleles also found on other wild-type haplotypes. Structural changes introduced 
by CNVs may duplicate or eliminate SNPs, bringing rare variation into otherwise com­
mon haplotypes. LD can also vary between population groups. Novel SNPs and CNVs 
can arise in a migrant population (eg East Asian) after the population split off of a 
founding population (eg Sub-Saharan African). These SNPs are known as P R IV A T E  
S N P S .
A genetic B O T T L E N E C K  can occur during this split as only a subset of SNPs and haplo­
types present in the founding population are represented in the m igrating population.
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Even if both alleles of an evolutionarily neutral SNP are present after a population 
split, the reduced level of genetic diversity w ithin the smaller m igrant population may 
lead to the elimination of one allele and the monomorphic fixation of the other allele 
in future generations through random ness alone. (In this study, fixation refers only 
to the 100% presence of a derived allele within a population.) The altered allele fre­
quencies encountered after a population has gone through a genetic bottleneck can 
sometimes change dramatically and som ew hat unpredictably in a process known as 
S U R F I N G . New m utations originating in a m igrating population front m ay increase in 
frequency more quickly than in geographically stationary populations [143]. Typically, 
founder populations (eg Africans) have weaker LD than migrating populations that 
have experienced bottlenecks.
Further interpretation problems arise w hen 2 previously isolated population groups 
combine through A D M I X T U R E  to produce a hybrid population (eg African-Americans). 
For these reasons, care is required w hen comparing populations for genetic differences 
as most differences will likely be due to neutral demographic changes. Nevertheless, 
population geneticists have spent considerable effort developing theory and corres­
ponding tests to detect natural selection that is distinct from neutral demographic drift.
1.7.2.1 A n a ly s is  o f  M o le c u la r  V aria tion
W hen association study results differ across cohorts, determining the cause is under­
mined by differing population histories. LD between a m arker SNP and a causative 
factor m ay be affected by genetic drift. This nuisance factor can increase in regions of 
high recombination. By definition, recombination hotspots decrease the predictability 
of one SNP's alleles by a second SNP. This lessens the ability to detect hidden signals 
located w ithin specific haplotypes. Overall population drift, regardless of the cause, 
can be m easured by the 'Analysis of Molecular Variation' (A M O V A )  [75]. M utations 
in haplotypes are noted, and similar in concept to an analysis of variance, co-variance 
can be attributed to either between- or w ithin-population differences. Grouping of 
populations is also possible (eg by continents), so a third variance category of within- 
population groups can be m easured. AMOVA is implemented w ithin the program  
Arlequin [74].
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Studies of genome-wide genetic structure and admixture have noted that contributions 
from parent populations to migrating populations are not uniform  across the entire 
genome [166]. Thus while a homogeneous population such as the H an Chinese may 
have fewer study complexities compared to a highly admixed population, various re­
gions of Han chromosomes will have different proportions of parental population in­
put. AMOVA measurements are therefore necessary across the genome to truly under­
stand genetic drift, let alone population-specific selection.
In the present study, AMOVA has been calculated using HapM ap Phase III haplotypes. 
A genome-wide background has also been calculated to gauge the relative importance 
of each circadian gene. This can then add to the interpretation of prior conflicting res­
ults. For instance, the PER3 VNTR has been shown to have partially conflicting results 
in Brazilians w hen compared to a largely British-based cohort [225]. M easured gene- 
wide, haplotype m utations w ithin PER3 are highly uniform across continental groups 
(albeit w ith no South American groupings) as shown in Chapter 3 (Table 3.4). 3.4% of 
PER3 AMOVA variance originates between the m easured continental groups, which is 
less than nearly 99% of the genomic results. This implies that PER3 is remarkably uni­
form between three continental regions, at least w hen m easured across the entire gene. 
Any possible signal arising from causative genetic differences between the Brazilian 
and British cohorts w ould therefore be limited in  physical distance.
1.7.2.2 Fst  an d  re la ted  m ea su re s
Among the most common m ethods used to compare relative allele frequencies between 
populations is F s t - This statistic is based on expected heterozygote frequencies as pre­
dicted by the Hardy-Weinberg theorem. Significantly large Fst values (up to a max­
imum of 1) indicate an excess of homozygotes within a sub-population, which leads to 
large inter-population frequency differences. Low values (to a m inim um  of 0) indicate 
similar expected heterozygote frequencies and hence sub-population allele frequen­
cies. Fst values can be interpreted as a genetic distance between 2 populations [125]. A 
num ber of formulas exist for Fst calculation. This study uses the one provided by the 
program Genepop [248].
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Genepop by default also provides a num ber of less popular statistics that are similar 
to Fst- Fis and Fit each use the same terms as Fst, but alter the terms to arrive at 
different statistics. Collectively, the 3 values are known as F-statistics. Fst indicates 
reduced heterozygosity within a Subpopulation relative to the Total population. Fis 
indicates reduced heterozygosity due to Inbreeding within a Sub-population. Fit in­
dicates Inbreeding within the Total population. Two methods of Fis calculations are 
provided. The Weir & Coclcerham and Robertson & Hill m ethods produced exactly 
identical outlier classifications in this study and are not detailed. 1 - Qintra and 1 - Qinter 
estimate allele diversity between individuals and allele diversity among individuals 
w ithin populations respectively. Both term s are shortened to Qintra and Qinter hereafter. 
Qintra calculates the observed heterozygosity w hen averaged over individuals found 
within a population, while Qinter calculates the expected heterozygosity within popu­
lations [248]. In practice, the 4 non-FsT results contained num erous outliers due to rare 
derived alleles that did not translate into useful haplotype differentiators. As the calcu­
lations are also related to Fst, they were only included in the results for completeness 
and outlier genes were not further examined. Fst low percentile outliers also produced 
spurious results typically due to rare alleles and were omitted.
Fst values for individual SNPs m ay provide only minimal relevance. In regions of 
the genome m arked in an outlier scan [109], actual outlier SNPs have been dwarfed 
by other SNPs having typical background Fst values. For this reason, the present 
study has looked for a high proportion of outlier Fst SNPs within a gene and then 
examined the haplotypes that contain these outlier alleles. A background distribution 
of all autosomal Fst values has also been calculated to more accurately define outlier 
status, which was set at the 99th percentile. Genes with at least 10 times more outlier 
SNPs than expected by chance (10%) were considered for further analysis.
1.7.3 N a tu ra l se lec tio n
A driving theory behind a major school of population genetics is Kim ura's neutral the­
ory of molecular evolution, which holds that most polymorphism  does not affect or­
ganisms enough to affect the num ber of offspring they produce (reproductive fitness). 
For example, the vast majority of the 691 SNPs believed to exist w ithin CLOCK  (as of
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Ensembl release 55) are unlikely to affect the function of CLOCK, let alone the repro­
ductive fitness of their carriers. A minority of polymorphisms could affect function, 
however. Obvious vulnerable areas include non-synonymous m utations affecting pro­
tein structure and hence efficiency, promoter mutations affecting overall gene expres­
sion, and UTR m utations affecting mRNA half-life stability. Major changes, both good 
and bad, could affect the dynamics of the genetic networks that CLOCK  is involved in, 
leading to phenotypic changes that could range from beneficial to dire.
Natural selection can be generally defined as the non-random  transmission of geno­
types from one generation to the next due to differences in reproductive fitness. A 
num ber of factors in this process m ay be involved, including any polymorphism  affect­
ing overall survival to reproductive age and the num ber of progeny from individuals 
with one genotype relative to individuals with another genotype competing for limited 
resources. Regions of the genome under selection should be of functional importance, 
and presum ably m ay include differences that cause diseases affecting reproductive fit­
ness. Differences in reproductive fitness need not be large for natural selection to occur, 
and can produce large signals w hen amplified across m any generations [206].
Selection can occur both on novel polymorphisms and on pre-existing neutral poly­
m orphisms if the environment or another external factor changes. An excellent ex­
ample of this involves Native American populations and a heat/latitud inal d ine  asso­
ciated with salt retention and hypertension (see Section 1.8.2) [316]. Northeast Asian 
populations, which Native American populations presum ably descend from, had ad­
opted cold-tolerant phenotypes. Ancestral populations then proceeded to cross the 
land bridge across the Bering Strait, where the limited migrating population may have 
produced a genetic bottleneck. Despite any advantage for cold-tolerant phenotypes 
when their ancestors travelled in near-glaciated conditions, Mesoamericans were found 
to have genotype frequencies similar to Africans.
Several forms of natural selection exist, however the following sections will only intro­
duce those forms that are potentially involved in aspects of the current work.
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1.7.3.1 P o s it iv e  se le c t io n
P O S IT IV E  S E L E C T I O N  acts on a m utation that increases genetic fitness. Depending on 
the relative increase of genetic fitness (selection coefficient), the frequency of the m uta­
tion can rise rapidly across relatively few generations. M utations with particularly 
strong selection coefficients may proceed to eliminate the other allele(s) within the pop­
ulation (fixation). One example of positive selection is the acquired trait of adult lactose 
digestion linked to the LCT gene. Lactose tolerance could help w ith nutrition for dairy 
pastoralists, indicating a relatively recent phenomenon associated w ith the rise of ag­
riculture. Nutritional improvements could help survival rates, increasing the years 
available for reproduction or increasing the energy available to care for offspring. 2 
mutations found in 4 populations were identified as causative in Europeans: C/T(- 
13910) and G/A(-22018) [70]. Strikingly, these mutations, located in M C M 6  introns, 
are thousands of bases distant from the LCT promoter and were later verified to in­
fluence LCT promoter activity in hum an intestinal cell assays. This implies that any 
search for causative m utations affecting a gene cannot be restricted to exon and pro­
moter searches. In a sign of convergent evolution, independent m utations have been 
implicated in East Africans that also enhance the LCT promoter [290].
Though long suspected, positive selection on LCT was only recently proven [22]. 2 
techniques were used, based on SNPs typed across 3 megabases surrounding LCT. 
High Fst values were detected w hen comparing affected to non-affected populations, 
indicating possible positive selection. Non-pastoral populations w ould be unlikely to 
have SNPs in LD with the causative variant at the same frequency as pastoral popula­
tions. A second test, term ed PeXcess/ uses a similar technique combined with haplotype 
length and frequency information. Positive selection on novel m utations originates 
on a single haplotype (see genetic hitch-hiking in Section 1.7.4.1). This long haplo­
type spreads more rapidly than expected under neutral conditions. Recombination will 
eventually break dow n haplotypes. On average, neutral haplotypes at higher frequen­
cies (and hence older due to the additional generations required to propagate) should 
have shorter lengths. Positive selection can be detected by estimating if the length of 
the haplotype is longer than expected given its frequency. Pexcess exploits this by search­
ing for long runs of SNPs having large differences between affected and non-affected 
populations.
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1.7.3.2 B a la n c in g  se le c tio n
B A L A N C I N G  S E L E C T I O N  describes a situation where a heterozygote individual has in­
creased genetic fitness over any homozygotic allele carriers w ith the net effect of in­
creasing genetic variability. This can be due to a num ber of possible reasons, most 
notably frequency-dependent selection, temporally or spatially heterogeneous selec­
tion, and heterozygotic advantage (potentially through pleiotropy). P L E IO T R O P Y  refers 
to instances where a gene affects multiple phenotypes. The time-frame for balancing 
selection can range from relatively short to long, w ith extreme examples such as fre­
quency dependency for the sex chromosomes transcending the divergence of multiple 
species.
Alleles under frequency-dependent selection affect genetic fitness through their relative 
frequency within a population. Rare alleles have high fitness, while common alleles 
have lower fitness leading to a stable intermediate frequency. For the sex chromosomes, 
frequency dependency is m aintained due to the relative advantage of the rarer version 
[38].
Heterogeneous selection pressures may induce mixed signals in organisms. In theory, a 
thermal gradient could produce such a pressure for organisms in the m iddle of a cline 
facing both seasonal heat and cold pressures. Spatially heterogeneous selection has 
been noted in Pseudomonas fluorescens m utants present in homogeneous (via constantly 
shaken) and heterogeneous cultures (no shaking). One m utant was present in the ori­
ginal homogeneous environment. After shaking ceased, 2 additional m utants were 
found w ith different niche preferences. The relative frequency of the first m utant rose 
once the niches were destroyed by shaking, only to return again once shaking ceased 
[232].
H E T E R O Z Y G O T E  A D V A N T A G E  occurs in the case of the HBB variant HbS. Homozygotic 
carriers of HbS develop sickle cell anaemia. However HbS also confers malaria resist­
ance in a case of pleiotropy. Heterozygotic HbS carriers would be at an overall advant­
age in endemic malarial environments despite the consequences for HbS homozygotes. 
This is the case in the Gambia, where HbS carriers have a 0.10 odds ratio of contracting 
severe malaria relative to non-carriers [1].
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1.7.3.3 N e g a t iv e  s e le c t io n
N E G A T I V E  S E L E C T I O N  involves the removal of deleterious alleles from particularly sens­
itive areas of the genome, also known as purifying selection. One of the goals of 
the M ammalian Genome Project is to locate common regions of high conservation 
across m ultiple species. Regions that are particularly conserved relative to the expected 
am ount of genetic drift between species are likely of particular utility to all organisms 
and the site of purifying selection. Ultra-conserved elements are defined as regions of 
200 or more base pairs with absolute sequence conservation between hum an, mouse, 
and rat. 481 such segments were identified, w ith polymorphism as m easured by dbSNP 
entries over the total length at levels twenty-fold lower than expected. High conserva­
tion with other genomes such as the chicken and dog indicate that ultra-conserved ele­
ments have undergone purifying selection for over 300 million years. These elements 
are typically found in or near RNA processing, transcription, and development genes. 
The exact nature of these elements is unclear, bu t it is noteworthy that 5 such elements 
are located within the circadian gene BTRC [18].
Another notable study searching for both negative and positive selection was per­
formed by Bustamante and colleagues [31]. The authors detected synonymous and 
non-synonymous polymorphism s by using exon-specific amplification on 39 hum ans 
and 1 chimpanzee. Their statistical technique, known as McDonald-Kreitman analysis 
using Poisson random  field, was based on the long-standing McDonald-Kreitman test. 
This test compares the ratio of 2 types of polymorphism (typically synonymous and 
non-synonymous polymorphisms) both w ithin and across species. Unexpectedly high 
rates of non-synonymous m utations may indicate positive selection and low rates neg­
ative selection. One weakness of this approach is the focus on amino acid substitutions, 
which ignores other phenom enon such as promoter effects (eg positive selection on LCT  
expression due to causative mutations thousands of bases upstream  [70]) and the pos­
sible consequences of pervasive transcription outside of protein-coding regions [71]. 
This reduces the utility of the test in a circadian context, as overall mRNA and protein 
concentrations due to prom oter efficiency and overall stability are likely to be im port­
ant in clock dynamics. Moreover, multiple non-synonymous changes will be required
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to sizeably affect the statistic relative to background levels. Nevertheless, w hen ex­
amining classes of genes, Bustamante reported that both transcription factors and nuc­
lear hormone receptors (among other classes) have an excess of rapidly evolving genes. 
Examining potential negative selection, the authors reported that 13.5% of informat­
ive loci have lower than expected non-synonymous mutations. Among the genes be­
lieved w ith >99% certainty to have undergone negative selection (ie fewer than expec­
ted non-synonymous changes) was CLOCK. The authors note in their m ethods that an 
alternative explanation to negative selection could be strong balancing selection that 
prevents non-synonymous mutations from becoming fixated and affecting between- 
species comparisons.
In the present study, McDonald-Kreitman values are not calculated. While it is possible 
to modify the test to not rely on amino acid substitutions, the time scales considered 
pre-date the population separations for the HapM ap populations (see the next section), 
reducing the utility of the available data. Further, available comparable genome-wide 
chimpanzee data was limited. The methods used in the current study are tuned for 
recent changes and will likely not detect relatively ancient selection that occurred in 
pre-modern humans.
1.7.4 D e te c tin g  n a tu ra l se lec tio n
Num erous tests based on decades of theory w ork have been proposed for the detec­
tion of natural selection. These tests have strengths and weaknesses w hen attempting 
to distinguish selection events from demographic forces such as genetic bottlenecks, 
migration, and population expansion which can produce similar signals. Tests are of­
ten best applied w hen searching for particular types of selection on certain time scales. 
As noted in a review on positive selection, tests can exploit signatures which are only 
appropriate for changes at certain times (Figure 1.4) [251]. With time, these signatures 
will decay. Contemporary population admixture will dilute distinct demographic and 
selection histories experienced from differential migration. Recombination will even­
tually dilute the distinctly long and common haplotypes associated w ith positive se­
lection on LCT (see Page 79). The current work focuses on population genetics and 
migration to examine the effects of multiple environmental conditions on the clock.
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FIGURE 1.4: The time frame of natural selection signatures within humans. Individual 
tests are optimised for different signatures which are lost over time. From [251].
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Furthermore, distinct and intact haplotypes visible from relatively recent history aid in 
the identification of hidden signatures. This allows for improved odds for the detection 
of selection events arising from m any more evolutionary histories (eg 5 environmental 
patterns experienced by 5 hum an populations) compared to older events (eg 2 histories 
from chimpanzee versus hum an sequence divergence). For these reasons, the current 
work does not focus on the detection and interpretation of the older signatures found 
in Figure 1.4.
1.7.4.1 G e n e tic  h itc h -h ik in g
Version 130 of dbSNP contains over 17 million potential hum an SNPs. Even before con­
sidering other forms of genetic variation such as copy num ber variants, this presents 
a daunting task when attem pting to discover causative polymorphisms that change 
multi-gene phenotypes. But the true cause may not be a SNP, or could be an undoc­
umented SNP. One way to prioritise the search would be to focus on changes large 
enough to be associated with evolution. The odds of success for a search based on 
recent selection are strengthened due to tell-tale signatures associated with G E N E T I C  
H I T C H - H I K I N G . This is crucial to the current work.
A novel beneficial m utation will arise on a single haplotype which will contain a num ­
ber of pre-existing neutral SNPs (Figure 1.5). These SNPs are likely to share alleles with 
other haplotypes, though prior recombination may have made the overall allele pattern
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somewhat distinctive. As the beneficial m utation propagates through a population, so 
too will the original haplotype. Selection will favour the mutation, and the haplotype 
frequency will in turn increase. This frequency rise will be at the expense of haplotypes 
that were present at the time of the m utation which are identical except for the novel 
mutation, so w ith time the m utation will gain LD relative to its neutral haplotype. The 
haplotype frequency and structure will be higher and longer than param eters expected 
through random  genetic drift. This unexpected genetic uniformity, sometimes accom­
panied by high frequency derived alleles, w ithin a region is known as a S E L E C T IV E  
S W E E P  and the focus of a num ber of positive selection tests. The hitch-hiking SNPs 
present an amplified opportunity to identify the haplotype associated with the m uta­
tion, as a num ber of them  will be typed by chance in genomic screens such as HapM ap. 
This allows not only identification of the region of an im portant mutation, bu t also 
highlights which samples are m ost likely to contain the mutation. HapM ap samples 
have the additional practical benefit of lymphoblastoid cell lines available for order 
from the Coriell Institute, allowing for further molecular characterisation.
With time, the SNP signatures associated w ith hitch-hiking will degrade as recombin­
ation and novel polymorphisms will blur the distinctiveness of individual haplotypes. 
Statistically, recombination will degrade the signal first on the edges and then closer to 
the centre of the haplotype. This can help in the interpretation of broad hitch-hiking 
signals, which can span multiple genes that could be the source of the signal. Signals 
are likely to be the strongest closer to the m utation. Eventually, haplotypes will have 
properties similar to those associated w ith genetic drift, m inimising the utility of this 
signature w hen studying ancient mutations.
1.7.4.2 A lle le  fr e q u e n c y  sp ec tru m
The A L L E L E  F R E Q U E N C Y  S P E C T R U M  is a sum m ary measure of allele frequencies within 
a genetic segment. For instance, a region containing 4 SNPs m ay have 3 SNPs with 
allele frequencies of 5% and a 4th w ith 50% (Figure 1.6). This region therefore contains 
75% of the SNPs w ith allele frequencies of 5%, and 25% of the SNPs w ith allele frequen­
cies of 50%. This can be summarised to produce a histogram w ith allele frequencies as 
the x axis and the proportion of SNPs having those allele frequencies as the y axis. 
This histogram can be constructed in different ways. The M I N O R  A L L E L E  F R E Q U E N C Y
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Figure 1.5: The signature of genetic hitch-hiking. Neutral SNPs in LD with a hidden, 
beneficial mutation will rise in frequency as the haplotype of the mutation spreads 
across a population. These SNPs can be used to locate the associated haplotype. From
[38].
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( M A F )  S P E C T R U M  runs from 0 to 50% on the x axis and is determined solely by minor 
allele status within a SNP. It is sometimes referred to as a F O L D E D  S P E C T R U M  as low 
frequency alleles could indicate a new, rare allele or the remnants of an old, common 
allele that has nearly fixated. If the derived alleles are known, then a more informative 
plot can depict the D E R I V E D  A L L E L E  F R E Q U E N C Y  ( d a f )  S P E C T R U M . In this case, the 
frequencies extend beyond 50% on the x axis which separate SNPs in the U N F O L D E D  
S P E C T R U M  that can have m uch different demographic histories.
The allele frequency spectrum can be perturbed by different genetic forces. A neutral 
environment is defined as a region lacking selection within a population of a constant 
size undergoing no sub-division (ie migration that prevents random  mating from hap­
pening throughout the population). Under these idealised conditions, the frequency 
spectrum has an expected distribution that decays from rare to common frequencies 
[206] (shown in blue in Figure 1.6 Right). Selection can alter this distribution. Negat­
ive selection will reduce SNP diversity w ithin a region and tend to shift the spectrum 
to rare alleles, producing an excess on the left side. Positive selection, due to the ef­
fects of genetic hitch-hiking surrounding a m utation, will raise the relative num ber of
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F IG U R E  1.6: Allele frequency spectrum overview. Left: The allele frequencies found 
within a genetic segment are tabulated and summarised in bins. Middle: The sum­
mary results are plotted with the allele frequency as the x axis and the fraction of 
SNPs in the region with that frequency as the y axis. Right: The distribution of neutral 
SNPs from a stable population displays an expected distribution (blue). Selection and 
demographic forces can alter the expected frequency. Here, balancing selection intro­
duces an over-abundance of intermediate frequency alleles (red). The x-axis refers to 
derived allele frequency of any particular SNP, while the y-axis refers to the percentage 
of SNPs found within a DNA segment having that derived allele frequency.
SNPs with high allele frequencies and produce an excess on the right side. This de­
pends on the relative timing of the mutation, as new rare polymorphisms produced 
after a mutation is well established will produce an opposite effect. Balancing selection 
will produce an excess of intermediate frequency alleles (shown in red in Figure 1.6 
Right) as neutral SNPs associated with 1 of the 2 (or more) mutation states have fre­
quencies that are elevated yet tempered by the opposite mutation state. Demographic 
forces such as population growth (rare allele excess) and subdivision (intermediate al­
lele excess) complicate the interpretation of these results, however [206]. Of note, these 
demographic forces are likely to be experienced throughout much of the genome, in 
contrast to the local changes due to selection.
The effects of selection on the allele frequency spectrum eventually degrade but persist 
longer that hitch-hiking signatures are readily identifiable. Three key selection tests 
used in the current study rely on these allele frequency spectrum changes.
1.7.4.3 Tajima's D test
TAJIMA'S D is one of the most often used of the frequency spectrum class of tests for 
selection. Genetic drift within a stable population (random mating with no population 
growth or migration) will produce an expected range of values in a beta distribution
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centred at zero [279]. Values within 2 standard deviations of 0 support the null hypo­
thesis of no selection and a stable population. Excessively negative values, which cor­
respond to rare allele enrichment, could indicate positive or negative selection or pop­
ulation growth. Excessively positive values, corresponding to intermediate frequency 
allele enrichment, could indicate balancing selection or population subdivision. Calcu­
lations are based on the folded allele frequency spectrum w ith no regard for derived 
allele status. It is based on 2 different estimates of the population genetics param eter 
0 , which describes the expected level of genetic diversity within a population.
A quantitative description of © estimation rooted in coalescent theory is beyond the 
scope of the present work, bu t a qualitative introduction is provided. 0  describes a 
steady-state param eter where the level of incoming genetic diversity (through novel 
mutations) within a population will be exactly offset by a loss of diversity (through 
alleles random ly lost through genetic drift) [125]. An increase in population w ould 
increase the probability of novel m utations therefore increasing diversity, while a de­
crease in population w ould remove a portion of the alleles thereby reducing diversity. 
U nder steady-state conditions however, calculations of 0  (based on the num ber of se­
gregating sites or nucleotide diversity) should produce the same result. The num ber 
of segregating sites (S) is a simple count of bases that vary w ithin a sample of chromo­
somes (n). As this will increase w hen more chromosomes are counted, an estimate of 
0  based on segregating sites is scaled by n. This estimate is based on absolute changes 
and is independent of allele frequencies. In contrast, an estimate of 0  based on nucle­
otide diversity (ti) is not. k  describes the m ean num ber of pairwise differences between 
2 random ly chosen chromosomes. Pairwise differences for a single SNP across a pop­
ulation can be counted as the num ber of alleles in one state m ultiplied by the num ber 
of alleles in the other state w ithin a SNP (eg A,T,T,T,T,T = 1 x 5  = 5. A,A,T,T,T,T = 2 x 
4 = 8). The overall value will rise for intermediate frequency SNPs and be maximised 
if the m inor allele frequency at every SNP is 0.50. When these 2 estimates of 0  suffi­
ciently diverge in the overall Tajima's D statistic, the null hypothesis of genetic drift in 
a constant population becomes untenable.
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1.7.4.4 Fu and Li's D and F tests
Fu and Li have developed additional neutrality tests based on the allele frequency spec­
trum  which gain further insight by using the unfolded spectrum and derived allele 
status [81]. Values for F U  A N D  L I 'S  D  A N D  F tests have similar predictions to Tajima's D 
values, w ith negative values indicating possible negative selection, positive selection 
w ith recent fixation, or population expansion and positive values indicating possible 
balancing selection or population subdivision.
Derived allele status aids in the separation of old from new polymorphisms in a pop­
ulation. Old polymorphisms, which have additional time to propagate in a neutral 
steady-state environment, are shared throughout more of a population compared to 
new, rare polymorphisms. The genealogy of a set of haplotypes can be modelled as a 
tree w ith current haplotypes on the bottom, leading up with individual branch points at 
the site of novel mutations. This tree can be traced back to a single ancestral haplotype 
in a modelling process known as c o a l e s c e n t  t h e o r y ,  which underpins a large com­
ponent of current theoretical population genetics. Old mutations, shared among m any 
current haplotypes, are found in the middle of this tree and are referred to as internal 
branches (arranged similar to m iddle columns w ithin a data table). Newer m utations, 
which are singletons in the population, are placed on the outside of the tree and are re­
ferred to as external branches (arranged similar to outer left and right columns within 
a data table). Fu and Li make use of the steady state variable © (which is a balance 
of new polymorphisms minus losses due to genetic drift) in  a different m anner than 
Tajima. They reason that in a steady-state environment, new polymorphisms should 
exactly equal 0  to maintain overall equilibrium. W hen this steady state is violated, an 
enrichment of new  polymorphisms (external branches) will lead to significantly negat­
ive values, while an enrichment of old polymorphisms (internal branches) will lead to 
significantly positive values. Fu and Li's D measures this by comparing estimates of © 
based on old polymorphisms to estimates of © based on new polymorphisms. The au­
thors note that the D distribution is skewed left, and that the calculated significance of 
negative values is likely close to true values bu t the right-tailed significance of positive 
values may be too conservative. Fu and Li's F statistic uses m uch of the same theory 
to compare the normalised difference between the num ber of external (singleton) poly­
morphisms and the total nucleotide diversity (it) across old and new polymorphisms.
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Although these 2 statistics can be computed in a less accurate m anner without an out­
group (known as D* and F*), all calculations in the present study use data from the 
UCSC genome browser to determine derived allele status. For each SNP, the closest 
available species (chimpanzee, orangutan, or macaque) with an existing and matching 
base was used.
1.7.4.5 Ascertainm ent bias
Population genetics is rooted in theory describing ideal circumstances, such as steady 
population sizes w ith completely random  mating. This signifies a field still developing 
more complicated models that incorporate the dynamic complexity found in reality. 
Particularly w ith the current absence of large numbers of fully sequenced hum an gen­
omes, all population tests are theoretical estimates that are affected to varying degrees 
by confounding variables. The use of dense (but still incomplete) SNP surveys such 
as PlapMap provides m any opportunities but is hampered by certain problems. Ascer­
tainment bias is one of the largest confounders of the present work.
A S C E R T A I N M E N T  b i a s  is a potentially uneven SNP sampling strategy that may skew 
the allele frequency spectrum  in genome-wide studies such as Perlegen and HapMap. 
These studies were designed to locate tagging SNPs that can efficiently describe other 
SNPs within the region so that future studies would not need to genotype all of the 
known SNPs. New SNPs continue to be discovered every day, so both studies had to 
design tags based on limited information. This was particularly the case w ith Perlegen, 
which preceded HapM ap. A num ber of different strategies have been used to discover 
and choose the SNPs to test, including sequencing within certain populations and us­
ing SNPs found in prior studies. These strategies have changed throughout the process, 
particularly for HapMap. Sequencing is potentially more likely to include rare alleles. 
Additionally, the projects were focused on typing more common SNPs that have a bet­
ter chance of elevated LD and hence greater efficiency as tag SNPs. The end result is a 
potential under-reporting of rare alleles which could alter the allele frequency spectrum 
towards more common alleles.
Because Perlegen used more sequencing and lacked hindsight about which SNPs were 
more likely to be common, it is regarded as being less prone to ascertainment bias
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compared to HapM ap according to Clark [42]. This study contrasted Perlegen (final 
results) and HapM ap (Phase I Release 16c) results and found greater heterozygosity 
for the HapM ap data, indicating a greater bias towards common alleles. Clark used a 
correction based on the frequency spectrum and num ber of individuals typed for the 
original ascertainment screening. The corrected heterozygosity values for Perlegen and 
HapM ap had similar values, bu t the overall variance of the distributions widened. The 
use of screening individuals only negates the benefit of the larger sample sizes available 
in the main HapM ap study. Moreover, the effects of individual genotyping errors will 
be more pronounced in the subset, introducing further experimental error.
Many of Clark's HapM ap findings may be out of date due to an increase in typed SNPs. 
While release 16c had approximately 1.1 million SNPs per population, the current re­
lease 24 has 3.9-4.0 million SNPs per population. HapM ap Phase II attempted to gen­
otype most of the SNPs found in dbSNP at the time. Moreover, the choice of SNPs has 
since become more independent with the inclusion of gene chip data from Affymetrix 
and Illumina. The minor allele frequencies found in HapM ap ascertainment samples 
are much more uniform than the actual full population genome-wide m inor allele fre­
quencies calculated w ithin the present study. Nevertheless it is clear that problems may 
exist and that any potential findings in the present study should be supplem ented with 
mechanisms that may have caused unusual frequency spectra.
The extent of ascertainment bias w ithin the present study is explored by comparing 
HapM ap and Perlegen Tajima's D results to sequenced SeattleSNPs (Section 1.7.1.4) 
Tajima's D results. Perlegen Class A SNPs (Section 1.7.1.2) are also used to repeat cer­
tain CLOCK and FBXW11 analyses using only SNPs discovered by sequencing. In these 
cases, only Class A SNPs (both w ithin CLOCK or FBXW11 and across all autosomes) 
are used.
1.7.4.6 D epaulis and Veuille H and K tests
The HapMap Project has shown that the hum an genome contains LD regions that de­
scribe the inheritance patterns of SNP alleles. The num ber of possible haplotypes is 
dependent on the num ber of (polymorphic) SNPs (segregating sites or S) within a re­
gion for a particular population sample. Given a segment of 10 SNPs, there are 10! (3.6
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million) possible haplotype combinations. In reality far fewer haplotypes are observed 
w ithin a population, which allows for tagging SNPs derived from HapM ap data to 
efficiently describe other unm easured SNPs in m any regions. Depaulis and Veuille de­
scribed 2 simple statistics that measure haplotype diversity and can identify potential 
selection signatures or demographic events [55].
Both tests are conditioned on the sample size and S. Unlike other tests such as Tajima's 
D, the D E P A U L I S  A N D  v e u i l l e  H  A N D  K  T E S T S  do not depend on estimates of 0 , provid­
ing a complementary mechanism to other methods. Haplotype testing m ay also avoid 
the potential pitfall of ascertainment bias w hen using long segments. Conrad meas­
ured SNPs in individuals from 52 populations and found a high concordance of mi­
crosatellite heterozygosity w ith haplotype (>20 kb) heterozygosity, even in highly di­
verse African populations where bias should be the worst (Spearman's p = 0.96) [44].
The haplotype num ber test (K) simply measures the num ber of haplotypes found within 
a sample. The haplotype diversity test (H) is related to the frequency distribution of all 
present haplotypes. Each individual frequency is squared and included in a global 
sum. The global sum  is then subtracted from 1. In the case of 2 haplotypes within a 
population, this w ould lead to 1 - (0.52 + 0.52) = 0.5. Num erous low frequency haplo­
types w ould impact the sum  less, w ith values closer to 1.
Significantly low values could be due to population subdivision or bottlenecks, balan­
cing selection, or incomplete hitch-hiking. Significantly high values could indicate pop­
ulation expansion, ancient balancing selection, or complete hitch-hiking. Values can be 
tested relative to distributions produced by coalescent-based sim ulation program s such 
as ms [114] using identical sample sizes and segregating sites. As haplotype distribu­
tions are dependent on recombination, these tests should only be used w ith m easured 
and simulated regions where recombination is negligible.
Other haplotype-based selection tests have since been developed, and Sabeti's exten­
ded homozygosity haplotype test [250] is likely more powerful at detecting the hitch­
hiking associated with positive selection. In this test, a new haplotype associated with 
positive selection is shown to be statistically longer and more uniform than expected 
relative to its frequency. However, this test was not designed to detect balancing selec­
tion, which is based on 2 or more coalescent branches that could have similar length
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and frequency properties. Moreover, values depend on subjectively assigning a core set 
of SNPs. In practise, this led to widely differing values depending on the SNPs chosen 
within CLOCK .
The Depaulis and Veuille H and K tests were used in the present study as a comple­
m entary test to allele frequency spectrum methods for measuring potential balancing 
selection in CLOCK.
1.8 Environmental clines
Environmental variations can be a driving force for evolution. Among the factors that 
generally change w ith increasing latitude are light and tem perature variability, either 
of which may exceed a species' ecological niche. Evolution m ay provide a species the 
tools to counteract such forces and increase its habitat. Circadian rhythm s also dir­
ect a species' behaviour and biochemical synchronisation to a specific temporal niche. 
This niche m ay involve restricted light a n d /o r  tem perature ranges. It is possible that 
geographic and circadian responses may interact - this has been the case in a num ber 
of ectotherm studies. A num ber of non-circadian hum an environmental clines have 
been discovered in recent years. Differential PER3 association results have been attrib­
uted to the possible effects of latitude [225]. Intriguingly, a latitudinal cline has been 
noted for HO scores in a Brazilian population (Mario Pedrazzoli, unpublished data). 
Assuming no population stratification issues (ie differential LD due to mixed founder 
populations) or differential genetic drift between populations, this could be the cause 
of discrepancies for CLOCK  and PER3 and w arrants further investigation.
1.8.1 Non-human circadian environmental clines and natural selection sig­
natures
Circadian rhythms are widespread w ith proven evolutionary importance. In the cy­
anobacterium Synechococcus, rhythmicity is present despite the unicellular nature of the 
organism and species doubling times well under 24 hours [194]. Synechococcus strains 
having rhythmic period lengths similar to an imposed light-dark cycle length have been 
shown to have a greater reproductive fitness than other strains w ith less similar period
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lengths when the strains directly competed against each other [214]. Adverse circadian 
physiology has been linked to endothermic mammalian life expectancy through car­
diovascular and renal problems in tau-m utant hamsters. W hen heterozygote m utants 
were exposed to 22 hour light-dark cycles (equal to the intrinsic circadian period of 
the tau mutant) rather than 24 hour cycles, no cardiovascular or renal problems were 
observed. SCN-ablated heterozygotes were healthier than non-ablated heterozygotes, 
indicating that no rhythm  was better than a poorly synchronised rhythm  [178].
If circadian rhythms integrate changing environmental input to provide a smoothed 
predictive mechanism for responding to the environment, then perhaps it is not sur­
prising that environmental differences have been associated with circadian polymorph­
isms. A variant affecting alternative splicing in the D r o s o p h i l a  t i m  gene displaying evid­
ence for natural selection and latitudinal clines in frequency has been associated with 
diapause (a protective response more suitable than normal metabolism in colder peri­
ods) [286]. Latitudinal clines in circadian polymorphisms have been noted in a num ber 
of species, including a polyglutamine repeat within the avian C l o c k  gene for passerine 
birds [127] and in the Chinook salmon orthologues O t s C l o c k l a  and O t s C l o c k l b  [212]. 
Temperature changes the expression level and phosphorylation of CLK independently 
of light within zebrafish [156]. Another D r o s o p h i l a  latitudinal cline has been found 
within the p e r  gene for a Thr-Gly repeat length polymorphism. In this case, tem perat­
ure appears to be more im portant than photoperiod (which is determined by latitude) 
as shown by populations collected at altitude and on northern- versus southern-facing 
slopes [155]. Tem perature-dependent alternative splicing in p e r  has been shown to af­
fect behavioural output in D r o s o p h i l a ,  w ith relatively more daytime activity shown in 
colder environments. [175].
1.8.2 Human non-circadian environmental clines
Testing environmental clines affecting the distribution of hum an circadian polym orph­
ism invokes a num ber of assumptions. From a population genetics standpoint, samples
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are typically obtained from contemporary individuals as proxies for migrating ancest­
ors. A similar issue arises w hen trying to associate contemporary environmental meas­
ures with past climate differences that could have driven non-neutral genetic poly­
morphism. LD between a tagging SNP and the causative effect m ay change across 
populations, particularly if a m igrating population has gone through a genetic bottle­
neck. If a m utation has occurred in the m idst of a migration, LD changes m ay be even 
more problematic. While m any tag SNPs are old enough to be found in Neandertals 
(Figure S31 of [91]), their arrangement in specific haplotypes will have varying im port­
ance if a recently arisen m utation is found only in certain populations (ie as a private 
SNP). In spite of these issues, a num ber of studies have associated current environ­
mental dines w ith hum an genetic polymorphism.
H um an populations migrating out of Africa w ould leave one set of challenges (eg heat 
adaptation and tropical diseases such as malaria) only to face others (eg cold adapta­
tion and winter food shortages). Ruiz-Pesini examined mitochondrial DNA m utations 
and found evidence for purifying selection for populations from colder climates [249]. 
A key element of mitochondrial biochemistry is the trade-off between ATP production 
efficiency and heat production due to leakage in the electron transport chain. Migration 
to colder climates should have produced a new optimal trade-off w ith increased heat 
production. This was the case, w ith key non-synonymous changes affecting proton 
pum ping conserved across high-latitude m itochondrial haplotypes. Moreover, these 
haplotypes have been associated with m odern disease risk. For instance, one high lat­
itude haplogroup was associated w ith protection from Alzheim er's and Parkinson's 
diseases as well as increased longevity. This may be due to the reduced oxidative stress 
arising from diminished ATP production. Thus, m odern ailments can trace some risk 
to past evolutionary constraints associated w ith climate, a common theme in additional 
hum an evolutionary cline studies [316,95].
Different populations, such as African-Americans, have elevated hypertension risks re­
lative to others, such as European-Americans. Young attributed this differential risk to 
selection pressures faced in the Out-of-Africa expansion [316]. Early hum an popula­
tions lived in a hot environment with salt scarcity. Water and salt loss associated with 
sweating favoured increased salt consumption and arterial tone to m aintain blood pres­
sure in hot environments. A shift to colder climates increased the importance of heat
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maintenance over relative w ater and salt consumption, shifting blood pressure dynam ­
ics. Latitude differences accounted for 47% of the variation in blood pressure found in 
35 contemporary populations, w ith increasing values at higher latitudes. Including the 
frequency of GNB3 825T, a polym orphism  w ith known hypertensive properties, Young 
was able to account for 64% of blood pressure variation. By itself, GNB3 825T is not 
associated w ith hypertension, as higher 825T frequencies are found in lower latitudes. 
These lower latitudes are also associated w ith lower average blood pressures. The ef­
fect is only visible w hen accounting for latitude. Importantly, the authors showed that 
GNB3 825 can be viewed as a biological countermeasure to the latitudinal changes as­
sociated with increased blood pressure. Thus an individual (eg an African-American) 
adapted to hot and salt-scarce environments (carrying genotypes such as GNB3 825T) 
w ould experience elevated hypertension risk only in cold environments (notwithstand­
ing the effect of m odern diet).
Framing this phenom enon in the current circadian study context, any circadian envir­
onmental adaptations existing in hum ans m ay not be phenotypically observable until 
changing the environment. Notably, GNB3 825 is the same SNP that was conditionally 
required for a diurnal preference association w ith CLOCK 3111 in a Korean population 
[162]. This study has a num ber of potential flaws (see page 59) and should be inter­
preted w ith caution. However, if hum an circadian environmental clines were to exist, 
these results under Young's logic w ould suggest that extreme diurnal preference could 
involve an inappropriate response to biologically unexpected environmental condi­
tions.
Young's results demonstrate a link betw een blood pressure and tem perature more so 
than latitude. Heat and hum idity act in concert to affect 'heat-stress' alleles. As Young 
points out, heat-adapted alleles are more common in rainforest-adapted M buti com­
pared to the savannah-dwelling San. This m ay be an im portant nuance for circadian 
researchers currently searching for the effects of latitudinal clines, which could im­
pact the pacemaker through over-dramatic photoperiodic changes. A more appropriate 
measure m ay be climate, which has been demonstrated to be im portant in other sys­
tems. Young's study also highlights the risks associated w ith heat, which could play an 
im portant potential circadian role opposite to cold-induced energy conservation. The 
only primates currently know n to hibernate are tropic dwellers undergoing aestivation,
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including the M adagascan fat-tailed dw arf lemur [52].
A third study by Hancock focused on a relationship between climate and genes of 
suspected importance in metabolism [95]. The authors reasoned that adaptations re­
lated to climate could impact metabolism, such as an association of basal metabolic 
rate w ith tem perature noted in hum ans and other species that can improve cold adapt­
ation. A hum an metabolic link to climate is strengthened by Drosophila work, includ­
ing one study describing 9 metabolic genes w ith latitudinal clines [260]. Genes were 
chosen through an algorithm based on suspected metabolic syndrome links with fur­
ther weight on adequate HapM ap tag SNP coverage. One of eight genes added to the 
study outside of the algorithm was CLOCK, shown to have adverse metabolism in the 
m utant Clock mouse model and links to metabolic syndrome in humans. Like Young's 
study, these results were based on SNP results obtained from the HGDP panel (see 
1.7.1.3). Tag SNPs were chosen to represent regions of each gene.
One of the m ain analyses, repeated in the present study, bears mention. A set of con­
trol SNPs was typed to separate the effects of climate from the neutral genetic drift 
associated with population migration. Control SNP frequencies for populations were 
paired with Principal Component Analysis (PCA) composite measures including the 
top 2 PCA variables for summ er and winter climate. An empirical null distribution 
was constructed based on Spearm an's rank correlations (also known as SPEARMAN'S p 
or RHO), which relies on the relative ranking of the environmental variable compared 
to the SNP frequency across all populations to infer the strength of association. This 
association need not be linear (as expected in the case where an environmental variable 
passes a certain threshold where no further biological response is possible or w hen 
SNPs become fixated), p-values of test SNPs were based on Spearman's p values relat­
ive to the empirical null distribution.
Several SNPs and genes were associated in the Hancock study, including a summer cli­
mate PCA association with the CLOCK  SNP rsl979605. No explanation was given for 
this association. All told, 32 genes (of 82 candidates) had at least 1 association w ith the 5 
categories (latitude, winter and summer climate PCA components 1 and 2). The choice 
of candidate genes based on links to metabolic disorders indicates a partial association 
of current disease with past evolution in reaction to climate. The authors note that dif­
ferent aspects of climate may be associated because heat- and cold-tolerance could be
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based on different systems (eg sodium  retention and energy metabolism) and genes. 
The authors further note that traditional population genetics tests such as Fst (which 
detects candidate SNPs based on extreme differences in frequency betw een popula­
tions) m ay be insensitive to the observed effects. For instance, latitudinal associations 
were the strongest for the gene RAPTOR.  The 6 associated SNPs had unrem arkable Fst 
values compared to other HapM ap SNPs.
One advantage of the Hancock study design was the use of several environmental vari­
ables to frame a composite image of climate more informative than individual vari­
ables such as latitude. Even tem perature alone m ay not adequately describe climate, 
as precipitation can differ between tropical deserts and rain forests. Seasonal variabil­
ity can differ between locations as well, for instance with coastal environments having 
dam pened extremes due to the heat capacity of the surrounding ocean. Any possible 
influence of climate could be through a num ber of factors. Climate m ay play a direct 
impact on individuals via extreme events such as droughts or cold waves. Or it could 
control other factors such as available biomass, w ith cascading effects on carrying ca­
pacity, population density and disease transmission.
While the use of contemporary climate data from the last few decades is an obvious 
trade-off for explaining past climate, it nevertheless provides a more nuanced view 
compared to latitude w hen considering non-glaciated periods of the current geological 
epoch. Young's Mesoamerican salt/heat-stress allele frequencies (see Page 78) are com­
parable to African allele frequencies in contem porary climates.
1.8.3 Climate data sources
Given past associations of circadian properties to environmental param eters such as 
tem perature in non-hum an species, a search w ithin hum ans is w arranted, particularly 
given the past hum an association of these param eters in non-circadian systems. Cli­
m ate measures offer a more nuanced test of potential population differences in cir­
cadian properties than single measures such as latitude or insolation. Non-circadian 
studies have detected current signals of past selection despite potential climate altera­
tions. As in the Hancock study (which included latitude and longitude), it is wise to
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also include param eters that m ay influence climate that are relatively stable within the 
time-frame of past m odern hum an migrations.
Original geographic co-ordinates for the HGDP populations studied were provided 
in [34]. Precise co-ordinates for collected specimens yielded a 1° x 1° square, while 
samples collected over a large area (eg Han) yielded larger rectangles encompassing 
the entire collection area. In the latter case, longitude and latitude mid-points were 
used as single points in PCA analysis. Environmental variables for each population 
were averaged for all co-ordinates within each appropriate collection square.
INSOLATION is a measure of solar radiation encountered by an object. This raw  solar 
power, here measured as kilow att-hours/m etre2/day , is related to tem perature bu t can 
differ due to object reflectance, heat capacitance and atmospheric effects, among other 
factors. Insolation param eters were obtained from the NASA Surface meteorology 
and Solar Energy Release 6.0 Data Set, available at h ttp ://eosw eb .larc .nasa .gov /sse /. 
These are m onthly averages (July 1983 - June 2005) of insolation from 1,195 ground- 
based collection sites interpolated to produce 1° x 1° grid values across the globe. In­
solation has been used in a study of global PER3 VNTR frequency variation as it m ay 
have had the potential to alter circadian tem perature compensation and sleep para­
meters [196]. Given the differential effects of light dosage at a given phase (DRC) and 
differential effects of a given light dosage at different phases (PRC), insolation differ­
ences could also play a role in resetting effects. However, insolation intensity is pro­
portional to the cosine of the angle of an object to the sun, which will reduce intensity 
in winter. Moreover, the duration of light received for different latitudes is equal across 
a year- high latitudes merely distribute the light into uneven constant light and con­
stant darkness increments compared to near 12-hour light-dark periods on the equator. 
Therefore any insolation analysis is best achieved using seasonal parameters. Like all 
of the climate parameters, insolation is binned into sum m er (June - August) and winter 
(December - February) values under the assum ption that climate effects on selection 
will be most pronounced w hen the values are the m ost extreme. Southern hemisphere 
measurements reverse the summ er and winter designations.
The rem ainder of the climate param eters were obtained from [203], which 
was downloaded from h ttp ://w w w .c ru .u ea .ac .u k /c ru /d a ta /tm c /. Following 
a website breach, the presumably unaltered data set is now available at
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h ttp ://w w w .c ru .u ea .ac .u k /c ru /d a ta /h rg /. These data represent m onthly averages 
for collection of several variables from 1961 to 1990 at 10' x 10' interpolated resolu­
tion for non-Antarctic land areas. The multiple sources used include direct national 
meteorological services data, World Meteorological Organisation published average 
results, and extrapolations from various previously published sources. Various qual­
ity control checks and weighting for higher quality data sets were used to construct 
a simple-to-use, tabular, and united data set. All data provided was used, with the 
exception of mean diurnal tem perature range, which was transformed into separate 
minim um  and maximum tem perature values. Individual param eters used included el­
evation, mean tem perature, diurnal m inim um  temperature, diurnal maximal temper­
ature, w ind speed at 10 metres, precipitation, coefficient of variation of precipitation, 
num ber of days w ith >0.1 m m  rain per month, relative humidity, sunshine percent­
age (relative to maximum daylength), and the num ber of days w ith ground frost per 
month. Elevation (averaged into a single point across all grid points) was retained to 
separate elevated plateaus (potentially affecting both tem perature and precipitation) 
from low-lying coastal areas. This could provide useful information given elevation 
influence on the Drosophila per gene cline for a Thr-Gly repeat length polymorphism 
[155].
The geographic param eters of latitude, longitude, and elevation were thus combined 
w ith 3-month seasonal averages for 11 variables for use in separate summ er and winter 
principal components analyses.
1.9 Study aims
The goal of the projects described in this thesis was to discover systematic patterns in 
the variation of circadian genes. Num erous association studies have firmly identified 
the importance of circadian polymorphisms in a wide variety of diseases. Like many 
results in the post-genomic era however, replication has often proved problematic. The 
existence of multiple population data sets containing millions of SNPs enables the con­
struction of dense circadian haplotypes heretofore impossible to sample in practice. 
These haplotypes can serve as signals for possible hidden phenomena and as connec­
tions between previously incomparable results.
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Chapter 3 examines variation and possible natural selection signatures detectable from 
the recent past (circa 75,000 years). Population migrations have brought numerous 
biological challenges, possibly for the circadian system as well. These challenges m ay 
have left their mark on certain genes, which w ould highlight systematic weak points 
that could be prime candidates for understanding contemporary illness. A num ber of 
screens were used to identify unusual haplotypes and gauge their rarity w hen pos­
sible through genome-wide results. M ultiple screens w ithin each gene were compared 
alongside positive association study results to identify single effects. Natural selection 
was tested in all 35 genes, which identified CLOCK  as one of the m ost likely candidates 
across the genome according to these techniques.
Chapter 4 focuses on CLOCK. This gene is emblematic of m any of the more studied 
circadian genes, w ith multiple positive yet conflicting association study results. Gene- 
wide variation was detailed to understand how comparable past results across different 
populations truly are. The patterns detected were used in the design of the most-dense 
candidate gene diurnal preference study ever performed. A novel eveningness haplo­
type was identified. While previous negative eveningness findings regarding the 3111C 
polymorphism were extended, a novel role for 3111C haplotypes in a UK-based pop­
ulation was identified. 3 strongly conserved yet phenotypically distinct haplogroups 
shared across populations were detailed. This highlighted the need to develop models 
that describe and predict these distinctions.
Chapter 5 explores a possible link between circadian genetic variation and climate as a 
means of resolving the phenotypic differences found in m ultiple association studies. A 
num ber of potentially relevant SNPs are identified. The climate model is compared to 
a latitudinal cline model. A link between diurnal preference SNPs and climate outliers 
is shown in 3 genes. Negative and opposing results are identified in other populations, 
including a singular link between morningness, eveningness, and climate in PER2.
Chapter 2
P a rtic ip a n ts  a n d  M e th o d s
2.1 Recent variation and selection signatures
2.1.1 Extreme derived allele frequencies
D ERIVED and ancestral alleles were obtained from the UCSC Genome Browser 
snpl290rthoPt2Pa2Rm2 table ( f t p : //hgdow nload. c s e . u c s c . edu /go ldenPath / 
h g l8/d a tab ase ) [132]. The allele shared w ith the chimpanzee was assumed 
as ancestral, w ith the orangutan or the macaque (in that order) as altern­
ates. For unknown reasons, CSNK2[3 is located in a multi-megabase region 
where SNP alleles were not assigned derived status by UCSC. In this in­
stance, the ancestral allele of each SNP w as determined by examining an un­
published reconstructed hum an ancestral sequence obtained from the 1000 Gen­
omes Project (f t p : / / f t p . lOOOgenomes. e b i . a c .u k /v o l l / f tp / te c h n ic a l / r e f e r e n c e /  
an c es tra l_ a lig n m en ts /). Custom scripting merged SNP derived status w ith HapM ap 
Phase 2 release 24 allele frequencies ( h t tp : / /hapmap. n c b i . nlm . n ih . gov/downloads/ 
freq u en c ies/2 0 0 8 - 10_phaseII/fw d_strand /non-redundan t/) [119] for SNPs within 
5 kbp flank of Ensembl build 54 co-ordinates [76]. Only variable SNPs and fixated de­
rived SNPs (ie the Derived Allele Frequency, DAF, = 100%) were considered for the sep­
arate populations CEU, CHB, JPT, and YRI. An extreme derived frequency was defined 
as > 95% (including 100%). Genes which contained at least 10% extreme DAF SNPs
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within any individual population were considered for further common analysis (see 
Section 2.1.6).
2.1.2 Extreme Fst
F st (defined in Section 1.7.2.2) was calculated to identify regions of strong divergence 
between populations (and hence possible areas of local adaptation). As outlier regions 
have been dwarfed by average results in a genomic scan [109], the present study has 
looked for a high proportion of outlier Fst SNPs w ithin a gene and then examined the 
haplotypes that contain these outlier alleles.
GenePop v4 [248] was used to calculate Fst on the 4 HapM ap Phase 2 release 24 pop­
ulations. GenePop Fis, Fit/ Qinter/ and Qintra were also provided. However, as outlier 
SNPs for these statistics (which are related to Fst) generally appeared spurious (eg due 
simply to rare or private alleles) they were only recorded and not considered for further 
analysis. F st calculations separately considered all-population and the three two-way 
inter-population combinations for each SNP. Fit, Qinter/ and Qintra were calculated as 
single all-population statistics. Fis was calculated across all populations and the 3 in­
dividual populations using both Robertson & Hill [241] and Weir & Cockerham [302] 
techniques. Both Fis calculations produced identical classifications and Fis results were 
merged together.
Custom scripting was used to calculate all statistics for HapM ap consensus SNPs. Genome- 
wide thresholds were established at the 1st, 5th, 95th, and 99th percentiles of each stat­
istic. Genome-wide distributions for all statistics used across the study were calcu­
lated on autosomes only. The percentage of SNPs exceeding a statistic threshold for 
all studied circadian genes was noted. Genes that contained at least 10% (ten times 
the expected amount) of their SNPs exceeding the Fst 99th percentile w ithin any Fst 
test were considered for further common analysis. 1st percentile Fst results appeared 
largely spurious, often due to rare or private alleles.
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2.1.3 Complete LD
All clock genes (HapMap Phase 2 release 24, Ensembl 54 co-ordinates with 5 kb flank) 
were phased into haplotypes using Phase 2.1.1 [269] considering each population inde­
pendently. Complete LD was defined for 2 SNPs when every parent haplotype w ithin a 
population exhibited the same inheritance pattern for both SNPs. Only SNPs that var­
ied within a population were considered, therefore complete LD occurred w hen only 
2 patterns for 2 or more SNPs were found within a population (ab and AB) regardless 
of derived SNP status. Complete LD groups of 10 or more SNPs within a gene (with 5 
kb flanking sequence) for any population were noted. Individual genes could contain 
multiple complete LD groups. CLOCK  complete LD analysis was performed separately 
and is described in Section 2.3.1.
2.1.4 Analysis of molecular variance (AMOVA)
AMOVA calculations [75] used HapM ap Phase 3 release 2 data, which provides sev­
eral populations to improve inter-group calculations. Populations were grouped into 
African- (ASW, LWK, MKK, YRI), Asian- (CHB, CHD, GIH, JPT), and European-derived 
(CEU, MEX, TSI) populations. While the admixed Mexican ancestry population does 
not cleanly fit the European-derived category, in practice haplotype and allele frequen­
cies most strongly fit this designation. All AMOVA calculations were performed with 
Arlequin 3.11 [74] using custom scripting for clock gene sequences (5 kb flank) and 
13,887100-SNP autosomal genomic bins. Inter-group, within-group-between-population, 
and within-population co-variance components were recorded for all clock genes and 
compared to autosomal bin percentiles. Genes w ith inter-group co-variance above the 
97.5th percentile were considered for further common analysis, (using Phase 2 haplo­
types and populations for greater resolution).
2.1.5 Frequency spectrum selection signatures
Tajima's D [279], and Fu and Li's D and F [81] calculations were performed using the 
Compute program  of the Libsequence suite [289], w ith separate custom scripting on 
each HapM ap (release 24) and Perlegen [103] data set. Perlegen results are based
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on the earlier hum an genome UCSC Genome Browser build hgl7 , w ith different co­
ordinates to the then-current hg l8  on which HapM ap was based. For this reason, 
gene co-ordinates using Ensembl also differed, w ith v53 used for HapM ap and v37 (the 
latest hg l7  compatible build) used for Perlegen. Derived allele status from the UCSC 
snpl290rthoPt2Pa2Rm2 table was back-ported to hg l7  co-ordinates for the Perlegen 
results. SNPs were excluded if an ancestral SNP was unavailable. Only segments w ith 
at least 2 SNPs were included. Populations were studied using all remaining autosomal 
genes w ith 5-kb flanks, as well as 100-kb autosomal genome segments irrespective of 
gene content. As individual frequency spectrum results could differ between tests, 
composite measures combining Tajima's D and Fu and Li's D and F percentiles were 
calculated by summing all 3 percentiles into a single score for each distribution gene or 
segment. These were then compared to combined clock gene percentile scores to gauge 
genome-wide uniqueness unlikely to be due to individual test anomalies.
Additional tests considering the impact of genetic and physical distances on CLOCK  
results incorporated the HapM ap recombination m ap available online (http: //hapmap. 
ncbi.nlm.nih.gov/downloads/recombination/2008-03_rel22_B36/) and included 
genes and segments with ±10% differences for physical and genetic distances for the 
2 outerm ost SNPs in each region relative to CLOCK. A  third set of results for CLOCK  
(also performed on FBXW11) considered only Perlegen SNPs categorised as Class A (ie 
discovered by array-based genomic sequencing). A list of these SNPs was available on­
line (http: //genome .perlegen. com), although the entire Perlegen data set has either 
since been removed or relocated and is available from the author on request.
Depaulis and Veuille H and K tests [55] were recorded to provide haplotype-based 
measures of potential selection. Values for CLOCK  were compared to 10,000 coalescent 
simulations using ms [114] assuming no recombination and equivalent sample sizes 
and segregating sites. Recombination param eters are im portant in haplotype-based 
tests. No recombination is a reasonable assum ption for CLOCK, which contains no 
hotspots and has strong LD well beyond the immediate region (Figure 4.1).
288, 289, 248, and 254 autosomal genes from the SeattleSNPs project ( h t tp : / /p g a .g s . 
Washington. edu/sum m ary_stats .html) were used to measure the extent of ascertain­
ment bias found in Tajima's D values derived from HapM ap CEU, YRI and the Perlegen 
European- and African-American cohorts, respectively. Comparison regions spanned
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from the first to last SNP found in each SeattleSNPs gene as the project frequently did 
not sequence entire genes.
2.1.6 Common outlier haplotype analyses
Identifying haplotypes that may contain hidden features is more im portant than enu­
merating extreme SNPs within a gene, which are likely to be merely neutral m ark­
ers of an underlying phenomenon. Extreme trends (including Fst, DAF, and climate 
signatures) could potentially extend well beyond a 5 kb flanking sequence of a gene. 
Alternatively, high recombination rates could obscure haplotypes within large genes. 
LD blocks for all considered genes (including 100 kb flanking sequence) were calcu­
lated with Haploview using standard param eters [16]. For each extreme trend, the LD 
blocks found in between the 2 outerm ost SNPs were noted. This region could define 
the likely limits of where any possible causative m utation is located. The edges of the 
LD blocks could extend beyond the outerm ost SNPs, and multiple LD blocks could be 
denoted. As causative haplotypes could be rare within an individual population, all 
populations were considered and the largest genomic segment arising from any pop­
ulation was used. This segment was then re-phased for all populations and could be 
considered the region for any existing possible causative polymorphisms.
The cohesiveness of trend haplogroups relative to other haplotypes was qualitatively 
assessed using identity-by-state neighbour-joining trees constructed w ith MEGA 4 [285]. 
Identity-by-state does not presum e any ancestral relationships among the haplotypes. 
Rather, these trees are used to display the relative num ber of SNP differences between 
haplotypes to gauge if possible haplogroup trends are overwhelmed by other (pre­
sumably neutral) SNP differences. Haplogroups in LD blocks well under 100 kb were 
re-phased to assess their structure in 100 kb blocks. If a haplogroup was not diffuse, 
then representative homozygotes were identified whenever possible. Multiple effects 
a n d /o r  positive association study results were examined to identify the proportion 
of haplotypes found within the trend haplogroup and potentially unify multiple phe­
nomena. Association study SNPs were also examined for their context as outliers in 
the trend.
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Average recombination rates used in some analyses were computed based on values 
provided online by HapM ap. Average rates were ranked relative to 10 kb average 
autosomal bins.
Allele frequency differences between matching and anti-matching haplogroups were 
computed in genes w ith im portant trends or association study results, AMOVA and 
non-spurious climate results. All SNPs within a trend LD region having absolute fre­
quency differences of 95% or greater within any HapM ap Phase 2 population were 
recorded. The overall frequencies of any of these SNPs found in HapM ap Phase 3 pop­
ulations were then plotted relative to distance in order to gauge how reproducible the 
haplogroups were in independent populations.
Nine genes were examined for any possible frequency relationships between haplogroups 
largely confined to YRI in the common outlier haplotype analyses. Proxies for these 
haplogroups in HGDP populations were determined by examining LD between HGDP 
SNPs and other haplogroup SNPs within HapMap. A null demographic distribution 
assessing inter-chromosomal allele frequency relationships was constructed by ran­
domly selecting a SNP in each 5 MB autosomal HGDP block where at least 50 SNPs 
were present. The 554 selected SNPs were compared to each other using Spearman's 
p (Rho) calculations of HGDP population allele frequencies for SNP pairs, resulting in 
over 150,000 measurements. Each comparison is assumed to have minimal direct (non- 
epistatic) linkage, and nearly 145,000 of the comparisons are between chromosomes.
2.2 Surrey diurnal preference cohort
The CLOCK  genotyping study was performed on the Surrey Diurnal Preference Cohort, 
which has been used in a num ber of prior studies. The total group consists of 1,590 in­
dividuals selected from a UK-based population in two collection periods at the London 
Science Museum. While the participants are largely of British origin, all visitors to the 
exhibit were invited to participate. This included donation of a cheek swab for DNA 
sampling and completion of a num ber of questionnaires, including the Horne-Ostberg 
Diurnal Preference Questionnaire. An overview of age versus HO score is shown in 
Figure 2.1. Similar to other cohorts studying post-adolescents (eg [217]), m easured
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FIGURE 2.1: Diurnal preference cohort overview. 1,590 participants completed Home- 
Ostberg Questionnaires. Measured morningness increases with age as shown by the 
regression line (slope = 0.29, intercept 41.2). Extreme morning types (green) and even­
ing types (red), each with n=80, were chosen for genotyping based on distance from 
the regression line while also including a broad age range. Intermediate types chosen 
for genotyping (blue asterisks) adhered closely to the regression line.
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m orningness increases with age. A regression line can be constructed describing this 
phenomenon with a slope of 0.29 and intercept of 41.2. A slightly higher slope exists 
for males (0.31, intercept 40.1) compared to females (0.28, intercept 42.0). Extreme types 
were selected for genotyping based on distance from the overall regression line, while 
also incorporating a broad range of ages. Each group consisted of 80 individuals, or 
approximately 5% of the total cohort. A group of 80 intermediate types with scores 
closely adhering to the regression line were also chosen.
While the overall population tends to have a higher score with age, the maximal values 
are relatively stable across all age groups, though the minimal values tend to increase 
with a few exceptions. The HO questionnaire may contain a ceiling for morningness 
and may not effectively separate the extreme morningness individuals from the m oder­
ate morningness individuals (Simon Archer personal communication). The net result 
in practice is a study cohort rich in older eveningness individuals (> 10% of 60+ yo) 
and poor in older morningness individuals (two participants 60+ yo). A higher rate of
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participation for younger individuals has also allowed for greater selectivity (< 4%) in 
individuals under 40 years old.
The rate of age-associated morningness appears to change, as shown by Figure 2.2. 
Sliding bins of ten-year HO score averages were calculated that indicated a flattened 
rate from approximately ages 40 to 60. This trend was present in both males and fe­
males, replicates results using five-year bins (not shown) and was well outside of the 
standard errors of the mean. Some of the largest gender differences appear to occur 
just prior to the onset of this plateau. A reversal of increased m orningness in the upper 
age range should be treated w ith caution given the smaller sample sizes and potential 
selection bias of individuals active enough to participate in this m useum-based survey.
The age-morningness discontinuity that begins near age 40 in both sexes provides a 
convenient division for age-related analyses and is therefore used in the present study. 
Further age divisions are not used due to the lower survey coverage found in older 
individuals (Figure 2.1).
Discontinuous age-associated morningness increases could reflect the involvement of 
multiple processes. M onk's HO score factor analysis (discussed in Section 1.5.4) pre­
dicts different age effects for 3 separate processes [193]. Factor 3 (morning alertness/in­
ability to sleep late) showed a more linear trend in the Surrey cohort compared to 
Factors 1 (circadian phase/m orning functioning) and 2 (evening sleepiness), which 
both contributed to the overall score discontinuity (Figure 2.3). Extreme types in this 
cohort cannot fully capture extreme values for the 3 factors. While the genotyped m orn­
ing and evening types tended to have outlier factor scores, other extreme types dis­
played more average values and even occasionally had values on the opposite side of 
the regression line (Figure 2.4).
Aii overview of genotyped participants' genders and ages is provided in Table 2.1.
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F ig u r e  2.2: HO score-age relationship based on 10-year sliding average bins
(n=l,590). Top: A flattened morningness trend was found in both genders from ap­
proximately ages 40 to 60. Increased gender differences are prominent just prior to 
this plateau. Bottom: Combined results (middle line) accompanied by standard errors
of the mean (SEM).
Age
All --------  Male   Female
Age 
All +- SEM
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FIGURE 2.3: HO score versus age Monk factor analysis. 10-year sliding bin averages (± 
SEM) were calculated in the Surrey cohort (n=1,590) for the 3 diurnal preference factors 
as categorised by Monk [193]. Factor 3 lacks the discontinuity found for ages 40-60 
in the overall scores. Top: Factor 1 (circadian phase/m om ing functioning). Middle: 
Factor 2 (evening sleepiness). Bottom: Factor 3 (morning alertness/inability to sleep
late).
Age 
All +- SEM
Age 
Al +-SEM
Age 
Al +-SEM
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FIGURE 2.4: Genotyping sample Monk factor analysis overview. Genotyping cat­
egories reflect overall HO score results, shown for the 3 HO factors as proposed by 
Monk [193]. All factors showed increased morningness with age as calculated by lin­
ear regression. Top: Factor 1 (circadian phase/m om ing functioning, m=0.11, b=19.1). 
Middle: Factor 2 (evening sleepiness, m=0.07, b=14.3). Bottom: Factor 3 (morning 
alertness/inability to sleep late, m=0.08, b=9.3).
Age
Eve * Int * Morn * Other
Age
Eve * Int * Morn * Other +
Age
Eve * Int * Morn * Other
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Table 2.1: Surrey cohort age and gender overview
Gender Age M orning n Intermediate n Evening n  Other n  
Female <30 10 l l  13 306
30-39 15 6 10 149
40-49 13 12 7 175
50-59 3 4 8 69
60+ 1 8 6 55
All 42 41 44 754
Male <30 11 13 9 246
30-39 10 5 11 134
40-49 11 12 5 126
50-59 5 7 6 55
60+ 1 2 5 35
All 38 39 36 596
2.3 CLOCK diurnal preference screening methods
2.3.1 LD analysis
176, 169 and 174 SNPs for CEU, JPT+CHB, and YRI, respectively, were obtained by 
downloading HapM ap Build 24 genotypes [121] using Ensembl co-ordinates for CLOCK  
(± 5 kb). LD plots were generated using HaploView [16]. Groups of SNPs w ith com­
plete LD on phased haplotypes within each population were recorded using custom 
scripts. Derived and ancestral alleles were obtained from the UCSC Genome Browser 
snpl290rthoPt2Pa2Rm2 table [132]. The allele shared w ith the chimpanzee was as­
sumed as ancestral, w ith the orangutan or the macaque (in that order) as alternates. 
Derived or ancestral status for each complete LD group was based on the majority of 
derived allele counts of SNPs found within that group. Haplotypes were calculated us­
ing PHASE 2.1.1 [269j separately for each population using the subset of 162 consensus 
SNPs successfully typed in all populations. Additional haplotypes were constructed 
for the 10 populations in HapM ap Phase III (Draft 2 release) using 52 consensus SNPs. 
Major haplotype groups were determined by visual inspection of a neighbour-joining 
tree constructed w ith MEGA 4 [285]. Phase 3 haplogroup membership was determined 
(in decreasing order of priority) by exact matching to known Phase 2 haplotypes, SNP 
allele matches to all universal Phase 2 LD group SNPs, or closest similarity to Phase 2 
haplotypes. A median-joining netw ork was constructed w ith Network 4.5 [12].
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Three independent and exclusively derived complete LD group were discovered in 
CLOCK. These may have arisen randomly, or could alternatively indicate signatures of 
3 independent hitch-hiking events. Additional tests were performed in order to under­
stand the relative frequency of such a phenom enon across the genome using identical 
SNP bins. Exclusive LD group scoring used consensus SNPs from pre-phased HapM ap 
Build 22 files with 168 SNP bins comparing chromosome 4 55,934,579-56,166,779 to all 
autosomes. The highest num ber of derived alleles with complete LD was located, and 
a score of the product of the num ber of derived SNPs multiplied by num ber of haplo­
types containing those SNPs was obtained. These haplotypes were then excluded from 
further scoring. For the remaining haplotypes, the process was repeated for the second 
and third groups such that the longest complete LD SNP groups could only be derived 
in 1 haplotype set and ancestral in the other 2 haplotype sets. All 3 sub-scores were 
then added together for a final score for the region. For example, complete LD groups 
A, B, and C could contain 20,10, and 5 derived alleles within a 168-SNP region for 120 
haplotypes. The total score w ould be (20 x 120) + (10 x 120) + (5 x 120) = 4,200. The 5 
derived alleles found in LD group C w ould be required to be ancestral in group A and 
B derived haplotypes.
2.3.2 Selection of SNPs and genotyping
19 tagging SNPs were chosen for complete LD coverage describing 113 of 122 variable 
CEU SNPs spanning CLOCK  (Table 2.2, Figure 2.5). Genotyping was performed in 3 
groups (each w ith n = 80, «  5% of the total cohort of 1,590), selected from a UK-based 
population for extreme evening or m orning and intermediate diurnal preference, as 
described earlier. All SNPs were typed in the morning and evening cohorts, while the 
6 SNPs uniquely defining the most common evening group haplotype were also typed 
in the intermediate group. SNPs were assayed using TaqMan SNP Genotyping Assays 
(Applied Biosystems, Foster City, CA). All SNPs listed in this study were annotated 
according to the positive (antisense) strand. Multiple test corrections used Bonferroni 
corrections for haplotypes and 10,000 label swaps for SNPs (as Bonferroni correction as­
sumes independence of tests, which is not the case in this region of high SNP LD). QTL 
measurements considering unadjusted diurnal preference scores [112] used PLINK ver­
sion 1.02 [229]. Excessive heterozygosity was calculated using Genepop version 4 [248].
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TABLE 2.2: CLOCK genotyping SNPs, using NCBI Build 36 co-ordinates. SNP groups 
A, D, and B correspond to LD groups LD1, LD2, and LD4 respectively in the results. 
IDs refer to Applied Biosystems assays.
*: Minor transcript (ENST00000435527 or ENST00000479384).
SNP Position SNP Class SNP Group (Total SNPs) TaqMan ID
rs534654 55984977 Downstream IND1 (1) 769781 10
rs6858749 55985194 Downstream F(2) C 29101685 10
rsl0462028 55993057 Downstream, 3' UTR IND2 (1) 1836976 10
rs3805148 56001567 Intronic,Downstream* IND4 (1) C 27519005.10
rs3736544 56004749 Synonymous,Upstream* B (29) C 22273263 10
r s l7777927 56007390 Intronic,Upstream* IND6 (1) C 33131018_10
rs6849474 56013219 Intronic C (12) C 11821338 10
r s l1240 56014107 Intronic D (9) C 8746730_10
r s l1725422 56016460 Intronic IND7 (1) 1836986 10
r s l1932595 56018354 Intronic IND9 (1) 296556 10
rs4340844 56023613 Intronic,Downstream* A (46) C 31137420.10
rsl522113 56026528 Intronic E (5) C 8746610.10
r s l1931061 56033550 Intronic B (29) C 26405969 10
rs2070062 56050355 5 'UTR D (9) C 15860670 10
rs7658446 56056186 Intronic C (12) 1836979 20
rs l2648271 56062879 Intronic G (2) 251897 10
rs6554281 56072655 Intronic IND12 (1) C 29101701.10
rs6850524 56076754 Intronic IND13 (1) C 11821294.10
rs7691799 56106498 5' UTR, Intronic A (46) C 31137521.10
2.4 Population climate signatures
2.4.1 Geographic co-ordinates and population samples
Original descriptions and geographic co-ordinates for populations in the H um an Gen­
ome Diversity Project (HGDP) were obtained from [34]. Only a subset of HGDP parti­
cipants was used, eliminating individuals w ith sibship, population identification, and
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FIGURE 2.5: Genotyping SNP spatial and LD coverage. 705 SNPs are present in En­
sembl 54 (NCB1 b36 co-ordinates), including 26 specific to Ensembl (eg Watson and 
Venter SNPs). 122 of these SNPs have been typed in HapMap and are variable in 
CEU. Complete LD is indicated by the different colour groups at the HapMap SNPs 
level. Tag SNPs representing these LD groups are depicted in the third level, while 
rsl801260 (a member of Group D) is highlighted. Group counts indicate (SNPs in LD 
/  Number of SNPs typed). Other represents the remaining 9 independent SNPs not 
typed in this study. C L O C K  exons locations obtained from Ensembl 56 and depicted 
using b36 co-ordinates are shown above. 26 regions contain 1 or more overlapping 
Ensembl exons which are not all visible at this resolution.
+HH 1----- H -+ *
rs !801260
Tags -
HapMap -
Ensembl -
559 8oOooS600OOoo5602OOoo560<OOoo5606OOon 608OOon6loOO>00
E54 (583) 
A (46/2) 
B (29/2) 
C (12/2) 
D (9/2) 
E (5/1)
>00
F(2/1) 
G(2/1) 
IND1 (1/1) 
IND2 (1/1) 
IND4 (1/1) 
IND6 (1/1)
>00 >00 >00
IND7 (1/1) 
IND9 (1/1) 
IND12 (1/1) 
IND13 (1/1) 
Other (9/0)
other collection issues per the recom m endations of [247]. G enotyping data using II- 
lum ina 650Y arrays (660,918 m arkers) for 1,043 HGDP individuals [166] w as d ow n­
loaded from h ttp : / /h a g s c .o rg /h g d p / . Only populations w ith  definite geographic co­
ordinates and a m inim um  of 10 ind iv iduals w ere used, yielding a final sam ple of 975 
ind ividuals (617 males) from 45 populations. Table 2.3 sum m arises the individuals w ho 
m et all criteria and for w hom  data w as available. SNP analyses w ere lim ited to auto- 
somes. A 10 individual m inim um  w as chosen as a balance betw een allele frequency 
inaccuracy and the inclusion of several C hinese m inority populations. Likewise, the 
4 non-C olum bian A m erican populations included relative pairs, b u t w ere included to 
m axim ize geographic diversity.
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Table 2.3: HGDP population summary. 975 individuals from 45 populations were 
used for climate signature calculations. Collection co-ordinates and regions are from 
[341. Regions: AM: America, AS: Asia, EU: Europe, ME: Middle East, NA: North 
African, OC: Oceania, SA: Sub-Saharan Africa.
Population n Co-ordinates Population n Co-ordinates
Adygei EU 17 44N, 39E M buti Pygmy SA 15 IN , 29E
Balochi AS 25 30-31N, 66-67E Melanesian OC 19 6S, 155E
Bantu Kenya SA 12 3S, 37E Miao AS 10 28N, 109E
Basque EU 24 43N, 0 M ongolian AS 10 48-49N,
118-120E
Bedouin ME 48 31N, 35E Mozabite NA 30 32N, 3E
Biaka Pygmy SA 32 4N, 17E Orcadian EU 16 59N, 3W
Brahui AS 25 30-31N, 66-67E Oroqen AS 10 48-53N,
122-131E
Burusho AS 25 36-37N, 73-75E Palestinian ME 51 32N, 35E
Cambodian AS 11 12N, 105E Panthan AS 17 32-35N, 69-72E
Colombian AM 13 3N, 68W Papuan OC 23 4S, 143E
Dai AS 10 21N, 100E Pima AM 25 29N, 108W
Druze ME 47 32N, 35E Russian EU 25 61N, 39-41E
French EU 29 46N, 2E Sardinian EU 28 40N, 9E
Han AS 34 26-39N,
108-120E
She AS 10 27N, 119E
Hazara AS 24 33-34N, 70E Sindhi AS 25 24-27N, 68-70E
Italian Bergamo 
EU
13 46N, 10E Surui AM 21 11S, 62W
Japanese AS 29 38N, 138E TuAS 10 36N, 101E
Kalash AS 25 35-37N, 71-72E Tujia AS 10 29N, 109E
Karitiana AM 24 10S, 63W Uygur AS 10 44N, 81E
LahuAS 10 22N, 100E Yakut AS 25 62-64N,
129-130E
Makrani AS 25 26N, 62-66E Yi AS 10 28N, 103E
M andenka SA 24 12N, 12W Yoruba SA 24 6-10N, 2-8E
Maya AM 25 19N, 91W
2.4.2 Climate data sources, PCA, and LD calculations
A single geographical co-ordinate set was used directly as latitude and longitude vari­
ables within the Principal Component Analysis (PCA). If the co-ordinates for a popu­
lation spanned a range of latitudes a n d /o r longitudes, a single average position was 
used for direct input and the range of co-ordinates used for additional climate data.
Insolation param eters were obtained from the NASA Surface meteorology and Solar
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Energy Release 6.0 Data Set, available at h ttp ://eosw eb.larc.nasa.gov/sse/. Single-co­
ordinate populations used a single 1° x 1° point. Multiple-co-ordinate populations av­
eraged data across all 1° x 1° points. The remainder of the climate param eters were ob­
tained from [203]. This data set is available online at
h ttp ://w w w .cru .uea.ac .uk/c ru /d a ta /h rg / , but was temporarily unavailable and may 
have been re-worked following a data breach. The original set used in the current study 
is obtainable from the author by request. Full 1° x 1° grid data (up to 36 10-minute 
points) were used for each population, w ith multiple-co-ordinate populations using 
averaged data across all appropriate complete 1° x 1° grids. Mean elevation considered 
all available grid points. Individual param eters used included elevation, mean temper­
ature, diurnal m inimum  temperature, diurnal maximal temperature, w ind speed at 10 
metres, precipitation, coefficient of variation of precipitation, num ber of days w ith >0.1 
m m  rain per month, relative humidity, sunshine percentage (sunshine percentage of 
maximum daylength), and the num ber of days w ith ground frost per month.
Insolation and climate data were obtained for summer and winter, defined as June 
to August, and December to February respectively. Southern hemisphere locations 
reversed these designations. All dynamic variables were averaged across months to 
obtain 14 single-point summ er and winter measurements. PCA calculations were per­
formed using R version 2.9.2 [230].
Allele frequencies were calculated for all autosomal HGDP SNPs within each popula­
tion, with minor allele status determined by the combined allele frequency across all 
populations. Spearman's p calculations considering MAF correlation w ith PCA val­
ues were performed on all autosomal HGDP SNPs for summer and winter principal 
components 1 and 2 separately using R via Rpy and custom scripting. Extreme outlier 
SNPs were scored based on Spearm an's p values relative to all other autosomal SNPs. 
Extremely low percentile SNPs were included due to the possibility of an inappropriate 
m inor allele designation or a reversed phenomenon (ie a beneficial change originates 
in a cold climate).
Due to sparse array coverage (particularly in high LD regions such as near CLOCK), ex­
treme climate SNPs were noted within a 100 kb flanking region of each considered cir­
cadian gene. Pairwise SNP r2 calculations were performed using Haploview using ex­
treme climate SNPs and all SNPs within 20 kb of each circadian gene for the 3 HapM ap
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Phase 2 populations separately. While the ultimate range of flanking sequence where 
functional changes are likely is unknown, this extended range increased the likelihood 
of any SNP taggable by HGDP SNPs being present for smaller genes. The percentage 
of all polymorphic SNPs within a population that could be described by an extreme 
climate SNP (r2 > 0.8) was recorded. If 2 or more climate SNPs were extreme for any 
individual summer or winter principal component, then the combined percentage of 
all polymorphic SNPs that could be described was recorded. Genes where at least 10% 
of all SNPs could be described by extreme climate (1st or 99th percentile on autosomal 
Spearman's p results) tag SNPs for any HapM ap Phase 2 population were included in 
the common outlier haplotype process described previously (Section 2.1.6). Climate re­
lationships that did not appear to be spurious were also examined in HapM ap Phase 3 
populations using alleles associated with matching and anti-matching haplogroups as 
described on Page 106.
For analysis of the PER3 climate SNP rs228654, gene-wide haplotypes were constructed 
for each HGDP population separately using PHASE on 13 SNPs (rs228729, rs697686, 
rs875994, rs228682, rs707467, rs228642, rs228644, rsl0864316, rsl0462018, rsl0462020, 
rsl0127838, rsl0462021, rs228654). The two rs228654A haplotypes were then com­
pared to phased HapM ap PER3 haplotypes (with 5 kb flanking sequence) found in 
CEU, JPT+CHB, and YRI. This led to specific and exclusive haplotypes that could be 
compared with the results of Ebisawa PER3 haplotypes [67] and previously genotyped 
University of Surrey samples (Simon Archer, personal communication). PLINK di­
urnal preference QTL analysis used 225 Surrey cohort samples w ith HO scores unadjus­
ted for age and the SNPs r s l0462020, rs228697, rs57875989, rs2640909 and rsl0462021. 
DSPS comparisons used previously generated University of Surrey genotype results 
for rs228697 with 23 participants.
Latitude-associated circadian tag SNPs were determined by calculating Spearman's p 
considering HGDP population minor allele frequencies versus latitude alone in place 
of climate PCA variables. All outlier tag SNPs (1st or 99* autosomal percentile) within 
100 kb of a circadian gene that tagged at least 1 HapM ap Phase 2 SNP (r2 >  0.8, 20 kb 
flank) were recorded.
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3.1 Extreme derived allele frequencies
T A B L E  3.1 shows a sum m ary of high derived allele frequency (DAF) SNPs found for 
each tested circadian gene. The sum m ary includes SNPs fixated as monomorphic 
derived alleles within a population. Eight genes had >  10% SNPs that were considered 
extreme (with a DAF >  95%): BHLHE40, CSNKlh, DBP, FBXL3, FBXW11, M TNR1A,  
MTNR1B, and PRKCy. Some high DAF and even fixated SNPs are to be expected in an 
average gene. W hen also including fixated SNPs, 10% could be considered elevated but 
not necessarily extraordinary. All 8 of these genes had at least a 12% absolute difference 
between the largest and smallest population results for the gene, however. This could 
indicate population-specific effects occurring later in the time scale detectable using 
these techniques (Figure 1.4). Notable in  this regard are CSNK1§ and FBXW11, which 
each have > 19% absolute differences between JPT+CHB and YRI. As SNP percentages 
rely on the num ber of SNPs sampled, some small genes such as BHLHE40 could be in­
cluded by chance, while large genes including RORa  (with 93 extreme JPT+CHB SNPs) 
are excluded.
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Table 3.1: Extreme derived allele SNPs summary. SNPs having derived allele fre­
quencies >  95% (including fixated derived alleles) are listed based on HapMap Phase 
II release 24 results with 5 kb flanking sequence. Each column lists the percentage 
of extreme SNPs within a gene, followed by the actual number of extreme SNPs and
subset of fixated SNPs.
CEU J+C YRI CEU J+C YRI
ARNTL 3.3 3.4 0.6 M TN R1A 16.1 12.5 3.5
(6,2) (6, 6) (1,0) (5,0) (4,4) (1,0)
ARNTL2 0.6 1.9 0.6 MTNR1B 8.6 13.9 0.0
(1,0) (3,2) (1,0) (3,0) (5,5) (0,0)
BHLHE40 0.0 14.3 0.0 NFIL3 3.2 3.5 7.1
(0,0) (2,2) (0,0) (1,1) (1,1) (2,1)
BHLHE41 0.0 0.0 0.0 NPAS2 4.4 6.2 4.4
(0,0) (0,0) (0,0) (13,10) (18,10) (13,3)
BTRC 0.5 0.5 0.0 NR1D1 0.0 0.0 0.0
(1,1) (1,1) (0,0) (0,0) (0,0) (0,0)
CLOCK 1.1 1.2 0.6 NR1D2 5.7 5.9 5.7
(2,1) (2,2) (1,1) (2,2) (2,2) (2,2)
CRY1 0.8 2.3 0.0 OPN4 1.6 1.6 3.2
(1,1) (3,0) (0,0) (1,0) (1,1) (2,0)
CRY2 0.0 0.0 0.0 PERI 0.0 0.0 0.0
(0,0) (0,0) (0,0) (0,0) (0,0) (0,0)
CSNK16 21.9 22.6 3.6 PER2 4.4 2.2 4.4
(7,7) (7,1) (1,1) (2,1) (1,1) (2,0)
C SN K le 7.7 5.1 2.8 PER3 2.3 3.3 2.3
(6,3) (4,2) (2,1) (2,2) (3,2) (2,2)
CSNK2al 2.4 3.9 1.6 PRKCa 3.5 3.9 1.8
(3,3) (5,1) (2,1) (29,21) (33, 28) (14,6)
CSNK2a2 3.3 5.2 7.3 PRKCy 13.9 9.1 0.0
(2,2) (3,2) (4,2) (5,1) (3,2) (0,0)
CSNK2$ 0.0 0.0 2.6 RORa 5.9 6.1 2.2
(0,0) (0,0) (1,1) (89,58) (93, 63) (32,21)
DBP 14.3 0.0 0.0 ROR(3 1.3 3.2 1.0
(1,0) (0,0) (0,0) (4,3) (10,3) (3,0)
FBXL3 2.2 0.0 14.3 R O R y 1.8 1.8 1.8
(1,0) (0,0) (6,1) (1,1) (1,1) (1,1)
FBXW11 4.8 19.7 0.7 S1RT1 0.0 0.0 0.0
(7,5) (29,7) (1,0) (0,0) (0,0) (0,0)
GSK3fl 4.6 6.8 1.0 TIMELESS 5.6 6.9 1.5
(9,9) (13,4) (2,2) (4,4) (5,4) (1,0)
MAPK1 0.8 0.8 0.8
(1,1) (1,1) (1,1)
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3.2 Extreme Fst
Extreme F-statistic (Section 1.7.2.2) gene results for HapM ap Phase 2 populations are 
summarised in Table 3.2. The left columns indicate results using a threshold of the 
upper or lower 1st percentile relative to autosomal SNPs, while the right columns used 
relaxed thresholds of the upper or lower 5* percentile. A result is listed if a gene 
contains at least three times the SNPs exceeding a threshold than expected by chance 
(ie 3% of all SNPs within a gene for the 1% threshold tests or 15% for the 5% threshold 
tests). Fis results at these thresholds produced identical classifications based on either 
Robertson & Hill or Weir & Cockerham methods. Results for Fis were therefore merged.
Table 3.2: Extreme F statistic results. Individual F-statistic tests for genes with at 
least triple the SNPs above expected autosomal thresholds. Left columns: 1st and 99th 
percentile test results with >  3% of a gene's SNPs represented. Right columns: 5th and 
95th percentile test results with >  15% of a gene's SNPs represented. (SNPs) denotes 
the actual number of SNPs exceeding the threshold. Within-population Fis results are
combined. J+C: JPT+CHB.
Gene Statistic (Threshold) Percent
(SNPs)
Statistic (Threshold) Percent
(SNPs)
ARNTL J+C Fis (1%) 5.66 (6)
ARNTL2 CEU Fis (99%) 4.35 (5)
BHLHE40 CEU Fis (5%) 18.18 (2)
BHLHE41 All Fst (99%) 25.0 (1) YRI Fig (95%) 25.0 (1)
J+C YRI Fst (99%) 50.0 (2) All Fit (95%) 50.0 (2)
All FST (95%) 50.0 (2)
CEU YRI Fst (95%) 50.0 (2)
J+C YRI Fst (95%) 50.0 (2)
BTRC YRI Fis (1%) 8.84 (13) CEU J+C Fst (95%) 18.12 (25)
CRY1 All FIS (5%) 22.68 (22)
YRI FIS (5%) 16.67 (15)
CEU J+C FST (95%) 20.0 (17)
CRY2 All Qinter (1%) 
All Qintra (1%)
5.13 (2)
5.13 (2)
CEU J+C Fst (95%) 15.15 (5)
CSNKlh All Fit (99%) 15.79 (3) J+C YRI Fst (95%) 31.25 (5)
All Fst (99%) 15.79 (3) All Fit (95%) 36.84 (7)
CEU J+C Fst (99%) 7.69 (1) All Fst (95%) 42.11 (8)
CEU YRI Fst (99%) 5.56 (1) CEU YRI Fst (95%) 27.78 (5)
C SN K lz All Fit (1%) 5.36 (3)
CSNK2al All Qinter (1%) 3.57 (2) CEU Fis (95%) 21.95 (9)
All Qintra (1%) 3.57 (2) All Qintra (5%) 16.07 (9)
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Gene Statistic (Threshold) Percent
(SNPs)
Statistic (Threshold) Percent
(SNPs)
CSNK2a2 J+C F]S (1%) 5.0(2) CEU Fis (95%) 27.91 (12)
DBP All Fis (5%) 20.0 (1)
J+C Fis (95%) 40.0 (2)
YRI Fis (5%) 40.0 (2)
All Fir (95%) 20.0 (1)
All Fst (95%) 20.0 (1)
CEU J+C Fsx (95%) 20.0 (1)
CEU YRI Fst (95%) 40.0 (2)
FBXL3 AH Fis (99%) 5.71 (2)
CEU Fis (99%) 3.57 (1)
J+C Fis (99%) 6.9 (2)
F B X m i All Fit (95%) 21.6 (27)
All Fst (95%) 16.8 (21)
CEU YRI Fst (95%) 15.7 (19)
J+C YRI Fst (95%) 15.45 (19)
GSK3£> J+C Fis (1%) 6.06 (6) All Fis (95%) 20.63 (33)
CEU YRI Fst (99%) 10.76 (17) J+C FIS (5%) 35.35 (35)
CEU J+C Fst (95%) 16.52 (19)
MAPK1 J+C Fis (99%) 6.25 (5) CEU Fis (95%) 30.26 (23)
CEU YRI Fst (1%) 3.23 (3) J+C FIS (5%) 16.25 (13)
All Qmter (95%) 22.45 (22)
M TNR1A All Fis (1%) 4.76 (1) All Fis (5%) 28.57 (6)
J+C Fis (1%) 6.25 (1) CEU Fis (5%) 30.0 (6)
All Frr (1%) 4.76 (1) J+C Fis (5%) 50.0 (8)
All Qintra (99%) 28.57 (6) All Frr (5%) 23.81 (5)
All Qinter (95%) 23.81 (5)
All Qintra (95%) 42.86 (9)
MTNR1B All Fis (1%) 3.33 (1) CEU Fis (95%) 18.52 (5)
All Fis (99%) 3.33 (1) YRI Fis (5%) 34.62 (9)
CEU Fis (99%) 18.52 (5) YRI Fis (95%) 15.38 (4)
YRI Fis (1%) 3.85 (1) All Qintra (95%) 23.33 (7)
All Qinter (1%) 3.33 (1)
All Qintra (1%) 3.33 (1)
NFIL3 J+C Fis (1%) 22.22 (4) J+C Fis (5%) 22.22 (4)
CEU J+C Fs t (1%) 5.0 (1) CEU J+C Fst (5%) 15.0 (3)
All Qinter (1%) 4.76 (1) AH Qintra (95%) 19.05 (4)
All Qmtra (1%) 4.76 (1)
NR1D1 All Qinter (5%) 16.67 (2)
AH Qintra (5%) 16.67 (2)
NR1D2 All Frr (1%) 4.17 (1)
CEU YRI Fst (1%) 4.17 (1)
PERI All Fis (99%) 5.26 (1) CEU J+C Fst (95%) 18.75 (3)
YRI Fis (99%) 6.67 (1) All Q ^er (5%) 31.58 (6)
All Fit (99%) 5.26 (1) All Qintra (5%) 31.58 (6)
All Qinter (1%) 10.53 (2)
All Qintra (1%) 15.79 (3)
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Gene Statistic (Threshold) Percent
(SNPs)
Statistic (Threshold) Percent
(SNPs)
PER2 All Fst (5%) 22.86 (8)
PER3 CEU Fis (99%) 4.48 (3) AH Qinter (95%) 16.67 (12)
All Qinter (99%) 9.72 (7) All Qintra (95%) 15.28 (11)
PRKCa All Fst (1%) 3.99 (28)
PRKCy All Fis (1%) 4.0 (1) All FIS (95%) 16.0 (4)
All FIS (99%) 8.0 (2) YRI Fis (95%) 18.18 (4)
CEU Fis (1%) 5.26 (1) All Fit (95%) 28.0 (7)
CEU Fis (99%) 5.26 (1) All Fst (95%) 16.0 (4)
YRI Fis (99%) 9.09 (2)
All Frr (99%) 8.0 (2)
All Fst (99%) 8.0 (2)
CEU YRI Fst (99%) 12.0 (3)
J+C YRI Fst (99%) 8.7 (2)
All Qinter (1%) 8.0 (2)
All Qintra (1%) 8.0 (2)
ROR[3 CEU Fis (1%) 8.16 (16) CEU Fis (5%) 20.92 (41)
All Fit (1%) 3.4 (9)
R O Ry CEU Fis (1%) 5.26 (2)
All Fit (1%) 4.44 (2)
J+C YRI Fst (1%) 4.76 (2)
All Qintra (99%) 4.44 (2)
SIRT1 All Fis (99%) 3.7 (1) CEU FIS (95%) 33.33 (7)
All Fst (1%) 3.7 (1) YRI Fis (5%) 25.0 (5)
All Fst (99%) 14.81 (4) All Fst (95%) 37.04 (10)
AH Qinter (1%) 3.7 (1) CEU J+C FST (95%) 47.83 (11)
All Qintra (1%) 3.7(1) CEU YRI Fst (95%) 15.38 (4)
CEU J+C Fsx (99%) 43.48 (10) All Qintra (5%) 18.52 (5)
CEU YRI Fst (99%) 15.38 (4)
YRI Fis (1%) 5.0 (1)
TIMELESS J+C Fis (99%) 3.03 (1) J+C Fis (5%) 51.52 (17)
In practice, m any F-statistics contain redundant results, particularly w hen using results 
from both ends of a distribution for each test. Moreover, m any extreme results were 
due to rare derived alleles that did not translate into useful haplotype differentiators. 
While all extreme F-statistic tests are summ arised in Table 3.2, only genes excessively 
exceeding the 99th percentile for Fst results were included in further examinations. The 
five genes BHLHE41, CSNKlh, GSK3fi, PRKCy, and SIRT1 were found to have > 10% of 
all eligible SNPs with 99th percentile Fst results. Absolute 99th percentile Fst thresholds 
were 0.526 for all populations, 0.494 for CEU versus JPT+CHB, 0.591 for CEU versus 
YRI, and 0.659 for JPT+CHB versus YRI. The use of percentiles rather than absolute Fst
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values more accurately describes outlier SNPs relative to neutral SNPs in distributions 
that vary across population comparisons.
The five genes have excessive amounts of population-specific alleles, which could in­
dicate localised selection in response to population-specific challenges. These genes 
were included in the common haplotype analyses in order to identify any haplogroups 
responsible for the outlier Fst values. Any such haplogroups may harbour causative 
mutations, particularly if multiple screening measures consistently identify the same 
haplogroups or positive association study results are linked to the same haplogroups.
3.3 Complete LD groups
34 complete LD groups within 12 genes were detected in the circadian gene screening 
(Table 3.3). These are blocks of at least 10 SNPs within a population that are transferred 
exactly across all parental haplotypes. W hen noted, some LD groups (eg LD2) included 
SNPs involved within a single haplotype recombination. In these instances, member­
ship was otherwise normal on either side of the recombination. M ultiple LD groups 
that sometimes physically overlapped were found in several genes. Cross-population 
LD group assignment was based initially on the population w ith the highest num ber of 
SNPs for the group. If additional populations had multiple smaller complete LD SNPs 
overlapping the first population, then the largest block was included.
A derived or ancestral status for each LD group was computed based on the majority 
of block SNPs having either individual derived or ancestral classifications. While the 
SNP count within a LD group is dependent on the choice of HapM ap SNPs assayed, 
in general a higher num ber of SNPs w ould be more unusual (eg 69 exactly transferred 
BTRC JPT+CHB SNPs in LD3). A higher derived haplotype frequency would gener­
ally indicate additional time for recombination. Therefore a frequency of 96.1% for 
JPT+CHB FBXW11 LD17 group (with 11 SNPs) is likely to be more unusual than the
3.3% JPT+CHB FBXW11 LD16 group (with 18 SNPs).
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Table 3.3: Circadian gene complete LD group summary. Each complete LD group 
represents at least 10 exactly transferred SNPs across an entire HapMap parental pop­
ulation sample. Gene SNP Percentage (Count) indicates the proportion (or number) 
of polymorphic SNPs witiiin a gene (with 5 kb flanking sequence) that are LD group 
members. The representative SNP indicates a derived allele marking the LD group, 
while the haplotype frequency is based on the derived (unfolded) frequency of the LD 
group. Derived status is based on the majority of SNPs within an LD group.
Group Representative 
SNP Allele
Gene SNP 
Percentage 
(Count)
Haplotype
Frequency
ARNTL LD1 rs7123257T CEU 12.3 (16) 2.5
YRI 7.5 (11) 30.8
LD2 rs4146388T J+C 17.4 (19) 47.2
BTRC LD3 rsl7687831 C CEU 38.0 (52) 51.7
J+c 51.1 (69) 12.8
YRI 29.6 (47) 9.2
LD4 rs7091024C CEU 10.2 (14) 11.7
J+ c 11.1 (15) 67.8
LD5 rs4917940T YRI 6.3 (10) 1.7
CLOCK LD6 r s l056545 A CEU 48.4 (60) 37.5
J+c 52.2 (59) 62.8
YRI 38.1 (56) 16.7
LD7 rs4580704G CEU 24.2 (30) 35.0
J+c 18.6 (21) 22.8
YRI 13.6 (20) 20.8
LD8 rsl801260G J+c 8.8 (10) 15.0
YRI 6.8 (10) 15.8
CRY1 LD9 rs4081670A CEU 15.7 (14) 39.2
J+C 21.0 (17) 2.8
LD10 rs8192433G CEU 27.0 (24) 58.3
J+C 21.0 (17) 71.1
YRI 12.5 (12) 38.3
LD11 r s l1615815 A CEU 12.4 (11) 2.5
J+c 16.0 (13) 26.1
LD12 rsl7038932T CEU 12.4 (11) 1.7
C S N K ls LD13 rs7284582 C CEU 21.4 (12) 3.3
CSNK2a2 LD14 r s l875522T YRI 26.3 (10) 4.2
FBXW11 LD15 rs2541044A CEU 37.5 (33) 9.2
J+c 33.7 (30) 0.6
YRI 8.7 (10) 39.2
LD16 rs839308 G CEU 20.5 (18) 0.8
J+c 20.2 (18) 3.3
LD17 rs4868130C CEU 13.6 (12) 90.0
J+ c 12.4 (11) 96.1
YRI 12.2 (14) 35.0
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Group Representative 
SNP Allele
Gene SNP 
Percentage 
(Count)
Haplotype
Frequency
GSK3(3 LD18 rs9819836G YRI 18.0 (27) 6.7
LD19 rs9784393T CEU 16.4 (19) 6.7
J+C 24.8 (26) 3.9
LD20 rs6808874 T CEU 16.4 (19) 5.8
YRI 11.3 (17) 35.8
LD21 rs3732361G CEU 12.9 (15) 70.0
LD22 rs6769435A CEU 12.1 (14) 75.0
J+ c 13.3 (14) 95.0
LD23 rs9853463T J+C 10.5 (11) 98.9
MAPK1 LD24 rs3810610 T CEU 23.8 (19) 51.7
J+ c 16.3 (14) 57.2
YRI 14.6 (12) 33.3
LD25 rs2276005 G CEU 18.8 (15) 0.8
J+ c 11.6 (10) 21.1
LD26 rs8139376A CEU 15.0 (12) 43.3
J+C 15.1 (13) 20.0
RORp LD27 rs6560399T CEU 6.5 (13) 17.5
J+C 13.1 (26) 3.3
LD28 rs912201 G CEU 8.5 (17) 56.7
J+ c 9.0 (18) 19.4
YRI 5.2 (13) 82.5
LD29 r s l0217741G J+C 7.5 (15) 3.9
LD30 rs7872957 C CEU 6.5 (13) 36.7
J+c 5.0 (10) 16.7
LD31 rsl0869427 A CEU 6.5 (13) 45.8
J+c 5.5 (11) 79.4
LD32 rsl3293006A J+C 5.0 (10) 25.0
SIRT1 LD33 rsl0997860C J+C 47.8 (11) 15.0
TIMELESS LD34 rs774027 A CEU 41.7 (15) 48.3
J+c 36.1 (13) 67.8
3.4 Whole-gene population variation (AMOVA)
AMOVA results comparing African- (ASW, L.WK, MKK, YRI), Asian- (CHB, CHD, GIH, 
JPT), and European-derived (CEU, MEX, TSI) HapM ap Phase 3 populations are shown 
in Table 3.4. Each column lists a proportion of overall variance, which collectively sums 
to 100%. Strong variance within 1 category necessarily reduces variance in the other 2 
categories. Variance percentiles relative to 100-SNP autosomal sequences are listed in 
parentheses. Using an among groups threshold of the 97.5th percentile (21.24% of total
Chapter 3 Recent Variation and Selection Signatures 127
variance), 5 genes are considered unusual: BHLHE41, CSNK1S, F B X W U , PRKCy, and 
SIRT1. In this outlier screening, absolute values are of less importance w hen identi­
fying possible regions w ith  geographically-localised effects. The choice of the 97.5th 
percentile is arbitrary given that the true extent of potential spatial selection in hum ans 
is unknown. CSNKlh  is highlighted by being the only gene found above the 99th per­
centile.
3.5 Frequency spectrum selection signatures
3.5.1 General distribution characteristics
Overall HapM ap frequency spectrum  distributions are shown in Figure 3.1. 100 kb 
autosomal genomic segment results are depicted for Tajima's D (Figure 3.1 Top), Fu 
and Li's D (Figure 3.1 Middle), and Fu and Li's F (Figure 3.1 Bottom). As expected for 
results based on a sample of genotypes rather than direct sequencing, distributions are 
shifted rightwards, indicating excessive interm ediate frequency results (possibly due to 
ascertainment bias; Sections 1.7.4.3 and 1.7.4.5). Tajima's D results are shifted > 2 from 
their theoretical m edian of 0. JPT+CHB has the greatest shift, followed by CEU, likely 
due to population bottlenecks not experienced by YRI. Perhaps more surprisingly, CEU 
and JPT+CHB also have increased rare outliers relative to YRI as seen most clearly in 
the Tajima's D and Fu and Li's D results. Positive Fu and Li's D results drop precipit­
ously for all 3 populations, raising the practical consideration that experimental error 
may obscure true positive Fu and Li's D outliers.
Figure 3.2 shows an autosomal comparison of 100 kb genomic segments compared to 
Ensembl genes (5 kb flank). Segment positions were contiguous (ie chromosome 1 po­
sitions 1 - 100,000,100,001 - 200,000) and only included segments w ith at least 2 SNPs 
with known derived alleles. Tajima's D distributions (Figure 3.2 Top) are largely con­
cordant using both methods. However in a phenom enon previously undescribed to the 
author's knowledge, the two distributions differ for Fu and Li's D (Figure 3.2 Middle) 
and F (Figure 3.2 Bottom) - strikingly so w ith Fu and Li's D. This m ay indicate weak 
selection acting on genic regions, although an effect of variable gene lengths cannot
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Table 3.4: HapMap Phase 3 Analysis of Molecular Variance (AMOVA) results (5 kb 
flank). Each column lists the percentage of allelic variance explained for each gene fol­
lowed by the relative percentage compared to 13,887100-SNP genomic results. Groups 
are comprised of African- (ASW, LWK, MKK, YRI), Asian- (CHB, CHD, GIH, JPT), and 
European-derived (CEU, MEX, TSI) populations.
Gene Among Groups Among 
Populations 
Within Groups
Within Populations
ARNTL 8.76 (43.08) 2.70 (73.05) 88.54 (52.93)
ARNTL2 7.41 (27.16) 1.97 (41.77) 90.61 (74.95)
BHLHE40 9.54 (51.30) 1.85 (34.95) 88.62 (53.83)
BHLHE41 21.31 (97.55) 3.90 (93.18) 74.80 (1.97)
BTRC 11.62 (69.93) 4.47 (96.23) 83.92 (18.74)
CLOCK 11.13 (66.18) 1.85 (35.21) 87.02 (38.53)
CRY1 10.76 (63.12) 2.00 (43.28) 87.24 (40.33)
CRY2 12.09 (73.41) 3.50 (89.28) 84.41 (21.13)
CSNKlh 26.37 (99.40) 2.53 (67.38) 71.10 (0.76)
CSN K le 9.39 (49.79) 2.44 (64.30) 88.17 (49.23)
CSNK2o.l 16.13 (90.38) 1.43 (14.12) 82.45 (12.97)
CSNK2o2 8.93 (44.92) 2.86 (77.50) 88.21 (49.62)
CSNK2fi 7.96 (33.85) 1.56 (19.80) 90.48 (73.39)
DBP 8.34 (38.32) 3.60 (90.44) 88.06 (48.09)
FBXL3 18.15 (94.40) 1.95 (40.41) 79.90 (6.96)
FBXW11 22.85 (98.34) 1.33 (10.48) 75.82 (2.48)
GSK3p 16.66 (91.60) 2.39 (62.33) 80.94 (9.12)
MAPK1 5.64 (9.96) 1.41 (13.42) 92.95 (93.50)
M TNR1A 14.11 (83.93) 0.69 (0.28) 85.20 (25.48)
MTNR1B 11.27 (67.37) 0.81 (0.73) 87.91 (46.71)
NFIL3 12.09 (73.42) 0.16 (0.01) 87.75 (45.08)
NPAS2 7.12 (23.76) 3.10 (82.95) 89.78 (66.02)
NR1D1 7.95 (33.71) 5.13 (98.01) 86.92 (37.88)
NR1D2 9.12 (46.97) 4.28 (95.28) 86.61 (35.21)
OPN4 7.34 (26.28) 2.50 (66.39) 90.16 (70.17)
PERI 7.62 (29.46) 4.44 (96.10) 87.94 (46.96)
PER2 12.44 (75.65) 0.65 (0.21) 86.91 (37.83)
PER3 3.41 (1.05) 2.79 (75.61) 93.80 (97.08)
PRKCa 6.31 (15.47) 1.38 (12.30) 92.31 (89.81)
PRKCy 21.72 (97.88) 2.07 (47.26) 76.20 (2.67)
RORa. 9.89 (54.79) 1.92 (39.01) 88.19 (49.44)
RORp 11.95 (72.45) 3.13 (83.50) 84.92 (23.76)
R O R y 4.83 (5.00) 1.76 (30.26) 93.41 (95.71)
S1RT1 21.43 (97.64) 4.34 (95.69) 74.23 (1.70)
TIMELESS 10.03 (56.28) 2.70 (72.97) 87.27 (40.51)
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FIGURE 3.1: HapMap 100 kb segment frequency spectrum distribution (release 24 
autosomes). Top: Tajima's D, Middle: Fu and Li's D, Bottom: Fu and Li's F. Red: CEU,
Green: JPT+CHB, Blue: YRI.
3000
2500 -
CEUJPT+CHBYRI
2000 -
3000 -
3000 -
2500
T^ ima’s D
Fu and Li's D
Fu and Li's F
130 Chapter 3. Recent Variation and Selection Signatures
be excluded. As this result is outside of the current chronobiology scope, it is not de­
scribed further. A practical result however is the rarity of any gene being a potential Fu 
and Li's D or F outlier in both the gene and 100 kb segment distributions.
These frequency spectrum results were based on a sample of genotypes rather than 
direct sequencing and could therefore be confounded by ascertainment bias (Section 
1.7.4.5). Correlations of Tajima's D values generated via SeattleSNPs sequencing com­
pared to CEU, YRI and Perlegen's European- and African-American cohorts in equi­
valent regions had adjusted r2 values of 0.60,0.42,0.55 and 0.32 respectively, each w ith 
p < 2 x 10 -16.
3.5.2 Circadian outlier results
Four genes out of the thirty-five tested have limited results (due to < 3 polymorphic 
SNPs of known derived state). BHLHE41 and C S N K ls  have no Perlegen results, while 
CSN Kld  only includes African results from Perlegen. CSNK2fi has no results from 
either cohort.
33 of 392 composite gene tests (8.4%) score in the upper or lower 2.5th percentile, in­
cluding 20 in the lower group (Table 3.5) and 13 in the upper group (Table 3.6). It is 
important to note that absolute values for tests such as Tajima's D will differ between 
HapM ap and Perlegen due to a variety of reasons, including sample size, and should 
not be directly compared.
A number of the lower group outliers are relative to 100 kb segments w ithout an ac­
companying gene outlier classification. These classifications m ay be suspect due to the 
differences in Fu and Li's D and F results between genes and genomic segments, par- 
, ticularly for excessive segment counts in the left side distributions. A complete list of 
results can be found in Table A .l, including the total num ber of segments and genes 
tested for each population. Approximately 31,000 Ensembl genes and 26,000 segments 
were tested for HapMap.
As a class, hum an circadian genes do not appear to be systematic targets for positive 
and balancing selection in a timespan measurable by frequency spectrum methods.
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F IG U R E  3.2: HapMap JPT+CHB segment /  gene frequency spectrum comparison (re­
lease 24 autosomes). Top: Tajima's D, Middle: Fu and Li's D, Bottom: Fu and Li's F. 
Red: Ensembl genes (5 kb flank), Green: 100 kb genomic segments.
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However, m ultip le data  sets ap p ear to su p p o rt the no tion  of positive selection acting on 
F B X W U  and  balancing selection acting on C L O C K  in bo th  Europeans an d  East Asians.
Tlie strongest evidence for selection is in  C L O C K ,  w here all 4 East A sian an d  E uropean 
com posite scores are outliers. In  F B X W 1 1 ,  3 of 4 com posite scores are outliers. In  
A sian Perlegen results, F B X W U  sub-scores are m ixed, w ith  Fu an d  Li's D and  F values 
unexpectedly positive.
All b u t 1 of the Perlegen C L O C K  SNPs are Class A  SNPs (ie discovered by array-based 
genom ic sequencing) [103], indicating th a t this region should  no t suffer excessive ascer­
tainm ent bias relative to all Perlegen results. A  second evaluation of ascertainm ent bias 
w as perform ed by repeating  the Perlegen 100 kb segm ent calculations using  only Class 
A SNPs for C L O C K  and  all autosom al Chinese- and  E uropean-A m erican segm ents. Ex­
cluding this SNP, scores w ere largely unchanged, w ith  differences of less than  0.05 in  
all 9 tests and  overall results relative to Class A -only 100-kb genom ic SNP bins sim ilar 
(Chinese-Am ericans = 99.8%, European-A m ericans = 99.7%). 55 of 59 F B X W 1 1  Per­
legen SNPs are Class A. F B X W U  European-A m erican Class A -only 100-kb genom ic 
results are slightly im proved at 0.46%.
Also of note, B T R C  (a paralogue of F B X W 1 1 )  spans b o th  negative outlier status in  YRI 
and  positive outlier s tatus in  CEU, although only single com posite m easures are avail­
able for either classification.
Localised effects m ay be p resen t for East A sian A R N T L  carriers. How ever, balancing 
selection signatures w ould  likely require evidence in  m ultip le population  g roups due 
to the tim e required  to achieve in term ediate frequency status w ith in  a population . 
European A R N T L  results are only average, a lthough  A frican results are som ew hat el­
evated (Table A .l).
3.6 Common outlier haplotype analyses
3.6.1 Plot conventions
N eighbour-joining trees have been used  to depict identity-by-state sim ilarities betw een 
haplotypes and  are n o t m ean t to  infer identity-by-descent or any ancestral causality.
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Table 3.5: Negative frequency spectrum test outliers (< 2.5th percentile). Exceed­
ingly negative results may indicate evidence of positive selection. The right three 
columns indicate measured values for Tajima's D, Fu and Li's D and F followed by 
percentile rankings relative to background distributions (S: autosomal 100 kb segment 
genomic distribution, G: Ensembl autosomal gene distribution with 5 kb flank). The 
three percentiles were then added for each gene or segment leading to a composite per­
centile ranking which each dock gene was measured against. ASN: Perlegen Asian- 
Americans, AFR: Perlegen African-Americans, EUR: Perlegen European-Americans.
C om posite Tajim a's D Fu and  Li's D Fu an d  Li's F
B H L H E 4 1 YRI S 1.81 0.500 (4.82) 0.929 (3.08) 0.933 (2.49)
B T R C YRI S 1.83 -0.312 (0.67) 1.430 (8.17) 0.745 (1.68)
C R Y 1 ASN S 1.67 -0.303 (7.58) -1.675 (0.40) -1.397 (0.79)
C S N K l h J+C S 1.57 -1.133 (1.72) 0.670 (5.75) 0.009 (2.32)
C S N I < 2 a l AFR S 0.92 -0.085 (4.35) -1.104 (0.36) -0.896 (0.54)
F B X L 3 YRI S 0.52 -0.057 (1.33) 0.473 (1.24) 0.317 (0.79)
F B X W 1 1 CEU G 1.65 -0.603 (5.36) -0.454 (2.83) -0.624 (2.11)
S 0.74 -0.603 (2.61) -0.454 (0.88) -0.624 (0.80)
EUR G 1.02 -1.185 (2.94) -1.255 (1.48) -1.491 (1.35)
S 0.51 -1.185 (1.74) -1.255 (0.54) -1.491 (0.53)
J+C G 0.23 -1.615 (0.73) -1.769 (0.74) -2.032 (0.48)
S 0.20 -1.615 (0.75) -1.769 (0.48) -2.032 (0.29)
M T N R 1 A EUR S 1.80 -0.302 (6.20) -0.674 (1.40) -0.655 (1.59)
O P N 4 AFR G 1.21 -0.649 (5.23) -1.865 (0.44) -1.734 (0.69)
S 0.23 -0.649 (1.03) -1.865 (0.09) -1.734 (0.11)
P E R 2 AFR S 0.82 -0.183 (3.40) -0.905 (0.55) -0.789 (0.64)
R O R y AFR s 0.79 -0.545 (1.38) -0.280 (1.87) -0.451 (1.21)
S I R T 1 YRI s 0.42 -0.233 (0.83) 0.503 (1.29) 0.262 (0.70)
AFR G 2.25 -0.465 (7.37) -1.104 (1.86) -1.056 (2.00)
s 0.46 -0.465 (1.68) -1.104 (0.36) -1.056 (0.39)
T a b l e  3.6: Positive frequency spectrum test outliers (> 97.5th percentile). Exceedingly 
positive results may indicate evidence of balancing selection. Results are relative to 
genes (G) or segments (S). See Table 3.5 legend for details.
C om posite Tajima's D Fu and  Li's D Fu and  Li's F
A R N T L J+ c G 99.60 4.342 (99.18) 2.567 (93.94) 4.103 (99.69)
ASN G 99.91 3.462 (99.31) 2.278 (98.13) 3.340 (99.84)
S 99.65 3.462 (98.55) 2.278 (94.93) 3.340 (99.54)
B T R C CEU G 97.97 3.319 (94.75) 2.287 (89.65) 3.337 (97.68)
C L O C K CEU G 99.98 4.252 (99.72) 2.803 (98.81) 4.189 (99.99)
S 99.90 4.252 (99.60) 2.803 (96.48) 4.189 (99.89)
EUR G 99.91 3.314 (99.15) 2.241 (98.15) 3.254 (99.87)
S 99.49 3.314 (98.71) 2.241 (93.87) 3.254 (99.54)
J+C G 99.91 4.190 (98.70) 2.905 (98.05) 4.233 (99.83)
S 99.67 4.190 (97.57) 2.905 (94.72) 4.233 (99.21)
ASN G 99.84 3.104 (97.45) 2.358 (99.07) 3.236 (99.69)
S 99.66 3.104 (95.50) 2.358 (98.56) 3.236 (99.07)
P R K C a J+C G 98.23 3.117 (86.73) 3.096 (99.42) 3.695 (98.30)
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Rather, these trees are used to display the relative num ber of SNP differences between 
haplotypes to gauge if possible haplogroup trends are overwhelmed by other (presum­
ably neutral) SNP differences. Each point on the tree represents an individual haplo­
type. Points relatively close to each other indicate relatively fewer SNP allele differ­
ences compared to points more distant to each other.
All neighbour-joining trees in this chapter and throughout the present work share com­
mon conventions that are omitted from m any figure legends for brevity. All trees fea­
ture HapM ap Phase 2 Release 24 genotype data manually phased into reconstructed 
haplotypes. Red circles depict CEU haplotypes, green rectangles represent JPT+CHB 
haplotypes, and blue triangles denote YRI haplotypes. Some plots include multiple cat­
egories for haplotypes (eg BHLHE40 derived versus non-derived rsl1925620-rsl 1915014 
haplotypes). Typically the category of interest is displayed w ith symbols and all other 
haplotypes are omitted. The general relationships of the omitted haplotypes are still 
present as tree branches that lack symbols. W here noted in visually distinct plots, a 
second haplotype category m ay be depicted using hollow symbols.
The terms 'm atch' and 'anti-m atch' are often invoked in the present study to describe 
haplotypes of interest that contain m ultiple outlier SNPs. For example, three alleles A, 
B, and C may be associated w ith outlier status. Matching haplotypes w ould therefore 
contain ABC, while anti-matching haplotypes w ould contain abc. Other haplotypes 
that do not contain these combinations (eg aBc) are neither matching nor anti-matching. 
The matching and anti-matching haplotypes are of interest as they are most likely to 
identify potentially causative phenomena. Coriell samples can be identified contain­
ing all markers, which are therefore more likely to contain full haplotypes and hence 
maximise the chance of causative mechanism detection in vitro.
Some genes that appear to have distinct haplogroups in HapM ap Phase 2 (3 popu­
lations, > 3 million SNPs) are also plotted spatially for HapM ap Phase 3 results (11 
populations, > 1 million SNPs) to test if haplogroups are maintained across diverse 
populations. The spatial comparison may also help estimate the relative boundaries of 
haplogroup decay and hence the limits of any possible causative phenomena. These 
plots are often in pairs (eg Figure 3.22 Top depicts SNPs related to FBXW11 extreme 
DAF SNP haplotypes, while Figure 3.22 Bottom depicts all other SNPs in the region). 
Any HapM ap Phase 2 SNP w ith absolute allele frequency differences of >  95% between
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the matching and anti-matching haplogroups is depicted in the top plot if it was also 
sampled in HapM ap Phase 3. All other SNPs sampled in Phase 3 are found in the lower 
plot.
3.6.2 ARNTL
Despite 4 recombination hotspots (Chromosome 11 13,273,001-13,276,001, 13,301,001- 
13,306,001,13,308,001-13,312,001, and 13,327,001-13,331,001 using both the original hg l7  
and converted hgl8  co-ordinates), ARNTL  contains 2 complete LD groups. The LD re­
gion, of moderate size relative to other outlier genes examined, contains 73 consensus 
SNPs in 48 kb and is centred near the ARNTL 5' UTR (Chr. 11 13,226,790 - 13,274,540). 
LD groups 1 and 2 are shown in Figure 3.3.
Recombination and haplotype diversity is high even within the region, particularly 
for YRI. LD2, comprised mainly of CEU and JPT+CHB SNPs, is notable for w hat it 
does and does not capture. The largest YRI complete LD2 sub-group contains 3 of 19 
possible SNPs. LD2 exact matches and anti-matches describe 96.7% of CEU and 99.4% 
of JPT+CHB haplotypes, but only 23.3% of YRI haplotypes. This African versus non- 
African trend, the first of multiple detected in the screenings, is replicated using the 13 
available LD2 SNPs sampled in the 11 HapM ap Phase 3 populations. African-origin 
HapM ap 3 populations have a higher proportion of LD2-unaffiliated haplotypes using 
all 13 SNPs (Figure 3.4 Left) and w ith a relaxed grouping of 10 or more SNPs (Figure
3.4 Right). The unaccounted haplotypes are not due to LD1, which has a maximum 
derived frequency of 9.1% in YRI using at least 5 of 6 HapM ap Phase 3 SNPs.
Three haplotypes at the present resolution dominate Phase 2 CEU and JPT+CHB res­
ults, although the haplotypes decay at the resolution of the climate screening (Section
5.3.1). A LD2 matching haplotype (representative homozygote NA18532) comprises 
18.3%, 44.4%, and 5.8% of total CEU, JPT+CHB, and YRI results respectively. Two 
LD2 anti-match haplotypes (homozygotes NA06993 and NA18542) collectively include 
69.2%, 43.9% and 1.7% of CEU, JPT+CHB, and YRI total haplotypes.
In contrast to high LD2 frequencies, LD1 is a relatively rare haplogroup which could in­
dicate minimal relevance at a population level. Yet collectively the two groups strongly 
highlight one specific region of ARNTL  (Chr. 11 13,253,137 - 13,273,670). All LD1 and
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FIGURE 3.3: A R N T L  LD region LD group haplotypes. Left: LD1 matches. Right: LD2 
matches (solid, left region) and anti-matches (hollow, right region). Exact matches and
anti-matches are shown.
FIGURE 3.4: A R N T L  LD2 HapMap 3 membership. Left: Exact membership, Right: 
Membership based on >  10 of 13 SNPs. Green: Match (all derived alleles in LD2), 
Blue:
100 
80 
60 
40
20 
0
LD2 markers are in this region, and 35 of 38 consensus SNPs in the region are mem­
bers of either group. Of the 3 exceptions, rs7119852 is monomorphic in all populations, 
while rsl2273558 and rsl6912672 are monomorphic in CEU and JPT+CHB. This 20 kb 
region includes the first 5' UTR exon. Two structural variants (Database of Genomic 
Variants IDs 71283 and 71284) 145] are also present in the 5' UTR and intronic region 
albeit at rare frequencies. The first 8 LD2 SNPs (through rs2403662) are affected by a 
recombination in the JPT+CHB individual NA18524 but otherwise have identical pat­
terns to the remainder of LD2 SNPs.
Anti-match (all ancestral alleles in LD2), Red: Other. African-origin populations: 
ASW, LWK, MKK, YRI.
ASWIVMCMKKTM CEU CMBCMD GIH JPT MEX TSI ASW LWK MKK YRI CEUCHBCHDGIH JET HEX TSI
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LD2 is related to multiple SNPs associated w ith bipolar disorder in a Caucasian Amer­
ican cohort [177]. Four significant SNPs were genotyped in HapMap. Both SNPs within 
the LD region (rsl481892 and rs7107287) are LD2 members. In these SNPs, bipolar risk 
is increased on the anti-match allele (ie the LD2 derived haplotypes m ay possibly de­
crease bipolar risk). Outside of the LD region, the other two contrast SNP risk alleles are 
weighted towards the LD2 anti-match haplotype, but only in CEU. 75 of 82 rs4757142 A 
alleles and 80 of 86 rsl982350 G alleles are located on exact LD2 anti-match haplotypes.
LD2 could be related to the Type 2 diabetes risk haplotype rs7950226 A - rsll022775 
C in British families of European descent [306]. rs7950226 is outside of the LD region, 
and r s l1022775 is substantially further away in a gene with sizeable recombination. 
Nevertheless, 41 of 49 AC haplotypes were LD2 exact anti-matches in CEU. Specificity 
was lower however, w ith only 41 of 88 CEU LD2 anti-match haplotypes carrying the 
AC risk alleles.
A third potential implication of the LD2 anti-match haplotype is a relationship w ith 3 
tagging SNPs in the climate screening for ARNTL  (Section 5.3.1). Combined, these 3 
findings may be due to a single effect located in a region containing the first 5' UTR 
ARNTL  exon, potentially linking diabetes and bipolar risks in the gene to a correlation 
w ith climate.
3.6.3 BHLHE40
Two derived SNP alleles (rsll925620 C and rsll915014 A) are fixated in JPT+CHB, w ith 
elevated frequencies in CEU (94.2%). The LD block containing these SNPs spans only 
3 SNPs and 1,174 bp (also including rslll30215). This suggests either a statistical fluke 
(2 SNPs are required to achieve > 10% extreme DAF results in this 14-SNP segment) or 
a functional sequence block that has been lost to recombination. Ancient impact with 
a signal lost to recombination is unlikely however given the intermediate frequencies 
found in YRI (71 - 72%). Other extreme DAF genes w ith notable population frequency 
differences have shown strong signals across longer haplotypes (eg FBXW11 in Fig­
ure 3.22). Haplotypes were som ewhat differentiated at the gene level (Figure 3.5 Left). 
These distinctions were lost using 100 kb haplotypes, w ith ancestral haplotypes present
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F igure  3.5: B H L H E 4 0  extreme DAF haplotypes. Left: 14 SNPs with 5 kb flanking 
sequence. Right: 100 kb centred sequence with 121 SNPs.
from the upper left to the lower right of the tree (Figure 3.5 Right). The average recom­
bination rate for the 100 kb region is elevated at 4.06 cM /M b. This rate is at the 91.33st 
percentile relative to 10 kb autosomal segments, but is raised due to 2 hotspots on the 
periphery of the segment. Given these equivocal results, BHLHE40 was not examined 
in further detail.
3.6.4 BHLHE41
BHLHE41 is another relatively small gene, which contains rs3809140, a SNP found in 
the 99th percentile of all-population Fst results. rsl048155, adjacent in Phase 2 results 
to rs3809140, is also found in the 99th percentile of JPT+CHB versus YRI Fst results. 
The gene is a potential AMOVA outlier. Nine SNPs across 19 kb (Chr. 12 26,153,404 
- 26,171,981) form the LD region. This small LD region nevertheless spans the 4,885 
bp gene, with the two JPT+CHB versus YRI Fst SNPs the only HapM ap SNPs assayed 
within the gene itself.
Fst haplogroups are shown in Figure 3.6. Matching haplotypes are tightly grouped 
for JPT+CHB versus YRI Fst SNPs (Figure 3.6 Right). Matching versus anti-matching
A
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FIGURE 3.6: B H L H E 4 1  region Fst haplotypes. Left: All-population Fst rs3809140 G 
matching versus anti-matching (hollow symbols) haplotypes. 9 SNPs across 19 kb 
are depicted. The bottom haplogroup is anti-matching. Right: JPT+CHB versus YRI 
Fst rsl048155 G - rs3809140 G matching versus anti-matching haplotypes. Bottom: 
JPT+CHB versus YRI Fst haplotypes with 100 kb centred sequence and 117 consensus
SNPs.
frequencies are 55.0% and 28.3% for CEU, 78.3% and 9.4% for JPT+CHB, and 3.3% and 
88.3% for YRI. A m ong the m atching partic ipants is the hom ozygote NA07056. H ow ­
ever, these haplogroup distinctions do not extend for long distances. A 100 kb segm ent 
is show n in Figure 3.6 Bottom. W hile anti-m atching haplotypes are m oderately distinct 
from m atching haplotypes, anti-m atching haplotypes found in the left region of the 
sm aller tree tend to split regions in the larger tree. W hen haplogroup allele frequencies 
are com pared, rsl0842678 is also associated in CEU and JPT+CHB, w hile rs4963954 and 
rs7972367 are associated w ith JPT+CHB. These five total SNPs span  Chr. 12 26,157,898 
-26,169,711.
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F igure 3.7: B H L H E 4 1  HapMap 3 JPT+CHB versus YRI Fst SNP frequencies. Top: 4 
SNPs found to have >  95% absolute frequency differences in JPT+CHB for JPT+CHB 
versus YRI Fst rsl048155 G - rs3809140 G matching versus anti-matching haplogroups. 
Lower minor allele frequencies indicate increase matching alleles. Bottom: The re­
maining 61 SNPs in the surrounding 100 kb (non-LD) block. See Section 3.6.1 for
details.
A HapMap Phase 3 spatial comparison of SNPs with >  95% absolute frequency differ­
ences in JPT+CHB for JPT+CHB versus YRI Fst rsl048155 G - rs3809140 G matching 
versus anti-matching haplogroups is shown in Figure 3.7. Unsurprisingly, frequency 
maintenance is modest, though the haplogroups likely explain the AMOVA outlier 
status of BHLHE41, with pronounced overall frequency differences between African- 
and Asian-origin frequencies in the immediate region.
No known positive association study results exist for BHLHE41, apart from a family- 
specific short sleeping mutation [99] that probably exists at very low frequencies in the
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F ig u re  3.8: B T R C  region JPT+CHB overview.
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3.6.5 BTRC
B T R C  contains 3 com plete LD groups. Additionally, a high proportion  of SNPs w ere 
tagged in the clim ate screen (Section 5.2), and  w eak evidence exists for both posit­
ive selection in YRI and  balancing selection in CEU (Section 3.5.2). LD3 w as the m ost 
p rom inent LD group w ith  69 JPT+CHB SNPs, w hich is the num erically  strongest result 
w ith in  a gene. The LD block for JPT+CHB is show n in Figure 3.8.
Figure 3.9 depicts the LD region tree, including 220 consensus SNPs across 237 kb. 177 
of these SNPs are polym orphic, of w hich 60.5% are m em bers of an  LD group. Each 
LD group is confined exclusively and  com pletely to distinct regions of the tree. C ertain 
haplogroups are tightly conserved across all populations. O ne haplo type (representat­
ive hom ozygote NA12249) is found in all 3 populations. W hile rare a t 8.4%, the hap lo ­
type w as m aintained using 3 independen t constructions. Conversely, in tra-population  
haplogroup differences can be high. Using the 3 closest JPT+CHB neighbours, 50% 
of all SNPs differ betw een LD3 and  LD4. LD3 and LD5 haplo types differ by at least 
45.8%. LD4 and  LD5 are m ore similar, differing by at least 13.4% of all 238 JPT+CHB
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FIGURE 3.9: B T R C  region LD group haplotypes. Left to right: LD3, LD4, LD5 and un­
affiliated or recombined haplotypes. LD groups segregated into distinct haplogroups. 
All CEU and JPT+CHB haplotypes were members of exactly 1 LD group. On the 
right sub-figure, 21 YRI haplotypes (17.5%) were not members of any LD group. A 
JPT+CHB phasing error on NA18940 affected LD3 and LD5 results. True CEU recom­
binations shortened the complete LD groups, affecting NA12815 (LD3) and NA12004 
(LD5). 220 consensus SNPs span 237 kb.
V. V
SNPs. Considering only polymorphic JPT+CHB SNPs, these minimal differences rise 
to 78.8%, 72.2%, and 21.2% respectively.
All CEU and JPT+CHB haplotypes in Figure 3.9 were members of exactly 1 LD group 
(as defined within their populations). The right sub-figure includes 4 potential CEU 
and JPT+CHB haplotype recombinations. The presence of both JPT+CHB NA18940 
haplotypes indicates a likely phasing error, which disrupted LD groups present in the 
genic region. The CEU haplotypes indicate recombination between LD3 and LD5. Re­
combination for NA12815 (in the LD5 region) was peripheral. NA12004 recombination 
was more pronounced, occurring near rsl 2248356 and approximately 85 kb beyond the 
first JPT+CHB and YRI LD3 SNP. Major recombination appears to be rare. 17.5% of YRI 
haplotypes were not members of any LD group.
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T able 3.7: BTRC region LD group haplotype frequencies. 
LD Group CEU JPT+CHB YRI
LD3 52.5 12.8 9.2
LD4 11.7 67.8 71.7
LD5 35.8 19.4 1.7
None 0.0 0.0 17.5
LD group membership differs for the 3 HapM ap populations (Table 3.7). CEU con­
tains elevated LD3 and LD4 group membership. Roughly half of the CEU haplotypes 
are either LD4 or LD5. Both halves of CEU results are therefore located on opposite 
sides of the 2 largest haplogroup differences, leading to intermediate frequencies for 
LD3-defining SNPs. JPT+CHB and YRI memberships are similar except for a LD5- 
unaffiliated haplogroup trade-off. Despite low membership, LD3 still affects SNP fre­
quencies in JPT+CHB and YRI. The derived version of LD3 contains 43 derived and 
35 ancestral alleles across all populations, possibly indicative of an origin on standing 
variation. Paradoxically, low LD3 membership therefore leads to elevated frequencies.
LD group membership also leads to differences in the unfolded SNP frequency spec­
trum  (Figure 3.10). In agreement with frequency spectrum selection signatures (Tables
3.5 and 3.6), CEU has elevated intermediate frequencies relative to the average Ensembl 
autosomal gene (Figure 4.3 Middle). YRI frequencies are elevated in the low region and 
particularly so relative to YRI genes in the high region. LD3 SNPs comprise 81.0% of 
YRI SNPs having derived frequencies of 80% or greater, w ith no other LD group in­
volved at such elevated frequencies. 88.9% of YRI SNPs with a derived frequency of 
90% or greater are LD3 members.
LD3 membership frequencies are largely preserved in HapM ap 3 populations. Winter 
PCA 2 matching versus anti-matching haplogroup frequency differences are shown in 
Figure 5.6. The five defining SNPs are all LD3 members.
From a practical standpoint, BTRC is an efficient candidate for potential genotype ana­
lysis, w ith complete LD groups covering m any of the SNPs within the region and 
exclusively categorising most haplotypes. LD groups 3, 4, and 5 can be exclusively 
defined by rsl0786635 C, rs7091024 C, and rs4917940 T, using forward alleles and ac­
counting for all populations and recorded recombinations. The unaffiliated YRI hap­
lotypes can be identified by their unique T-G-C result. Strong LD m ay be suggestive,
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Fig u r e  3.10: B T R C  region frequency spectrum. All polymorphic SNPs found within 
each population are included. CEU intermediate and YRI low and high SNP frequen­
cies are elevated relative to average genes (Figure 4.3 Middle). LD3 SNPs comprise 
81.0% of YRI SNPs having derived frequencies of 80% or greater, with no other LD 
group involved at such elevated frequencies. 88.9% of YRI SNPs with a derived fre­
quency of 90% or greater are LD3 members. See Figure 1.6 for an allele frequency
spectrum overview.
Individual SN3 Frequency Bin
but does not definitively lead to biological relevance. LD group membership does vary 
across populations, leading to opposite frequency spectrum results for CEU and YRI. 
Intriguingly, membership in LD3 directly correlates w ith two BTRC climate signatures. 
LD3 and one of the climate signatures strongly correlate with rs941991, a SNP located 
in one of the five ultra-conserved regions of BTRC (Section 5.3.2).
3.6.6 CLOCK
Results for CLOCK, including 3 complete LD groups and frequency spectrum signa­
tures are considered separately in Chapter 4.
3.6.7 CRY1
CRY1 contains 4 complete LD groups (LD9-12). Four climate PCA signature SNPs 
are also associated with CRY1 SNPs (Section 5.3.3). Both associated LD blocks end
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T a b l e  3.8: C R Y 1  region LD group haplotype frequencies. YRI members of LD12 are
not included in YRI LD10 totals.
LD Group CEU JPT+CHB YRI
LD9 39.2 2.8 17.5
LD10 56.7 71.1 21.7
LD11 2.5 26.1 34.2
LD12 1.7 0.0 16.7
None 0.0 0.0 10.0
at the same SNP (rs7296460 at 106,045,900). The complete LD block starts at rsl0861683 
(105,905,690). This is near the 5' start of CRY1 (105,909,275) but is considerably dow n­
stream of the climate LD block starting site (rsl0492214 at 105,818,888). The present 
section focuses on the complete LD block of 141 consensus SNPs. Qualitatively, LD 
group assignments are identical, but the climate block (considered in Section 5.3.3) in­
cludes more disparate haplotypes w ithin each LD group assignment.
The 4 LD groups completely and exclusively account for all CEU and JPT+CHB haplo­
types (Figure 3.11). 10% of the YRI haplotypes aren 't described by any LD group. For 
reasons that are unclear, the YRI LD12 haplotypes can also be classified as LD10 using 
YRI criteria, but identical CEU LD12 haplotypes are anti-match to LD10. The YRI LD10 
SNPs overlap with JPT+CHB LD10 SNPs and largely mirror a non-member CEU set. If 
the 2 CEU LD12 haplotypes were ignored, the 10 non-member CEU SNPs would then 
be classified as LD10. rs8192433 G identifies LD10 without LD12 haplotypes, while 
LD12 haplotypes can be identified by rsl7038932 T.
Population membership within each LD group is listed in Table 3.8. JPT+CHB haplo­
types cluster in LD10 and LD11. Four haplotypes account for 81.1% of JPT+CHB res­
ults. Three haplotypes in LD10 (representative homozygotes NA18532, NA18970, and 
NA18550 in decreasing order) account for 57.8% of JPT+CHB haplotypes and 41.7% of 
CEU haplotypes. A JPT+CHB LD11 haplotype (23.3%, representative NA18555) is not 
found in CEU however, despite a 4.2% presence in YRI.
Without additional evidence, 3 of the 4 CRY1 LD groups are not considered further. 
Minimal positive association study results exist for CRY1. rsl861591, a SNP associated 
w ith heroin addiction in Caucasian Americans [205], is a member of LD10. Based on 
control group frequencies, the association appears to be with the non-LDIO allele A. 
LD11 is largely similar to 2 climate signatures (Section 5.3.3).
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F ig u r e  3.11: CRY1 region LD group haplotypes. Top left to bottom right: LD9, LD10, 
LD11, LD12, and no affiliation haplotypes. LD12 haplotypes were a subset of LD10 for 
YRI but anti-matching for the more stringent CEU SNPs.
3.6.8 CSNK1D
CSNK18 contains 7 extreme DAF SNPs and 3 SNPs in the 99th percentile of all-population 
Fst results. The whole gene is an extreme AMOVA candidate, the only such candidate 
above the 99th percentile. The percentage of extreme DAF SNPs is the highest of any 
tested gene for CEU (21.9%) and JPT+CHB (22.6%).
The gene is outside of any LD block in all 3 populations. The 5 kb flanking region 
was used for comparisons, which contains 28 consensus SNPs across 38 kb (Chr. 17 
77,790,579 - 77,828,343).
rs7225270, one of the 7 DAF SNPs, is fixated in all 3 populations. The remaining 6 SNPs
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FIGURE 3.12: C S N K l b  region extreme DAF and All Fst haplotypes. Left: 5 kb flank 
DAF rs7406428 A - rsll868977 A - rs6502091 C - rs7213159 T - rs6416862 C haplotypes. 
Middle: All population Fst 99th percentile rs7406428 A - rsl 1868977 A - rs6502091 
C haplotypes. Right: DAF haplotypes at 100 kb resolution. Hollow symbols: Anti­
matching ancestral haplotypes, including the CHB individual NA18564.
are also fixated in CEU, b u t are p resent on a single JPT+CHB haplo type in the CHB ind i­
v idual NA18564. The DAF SNP rs7503114 w as not successfully assayed in YRI. Despite 
this, clear differences exist in the C S N K 1 6  tree for ancestral DAF haplo types (Figure 3.12 
Left). Ancestral haplotypes, including NA18564, are sparse and  located well below  a 
single derived haplo type containing 37.5% of CEU, 63.3% of JPT+CHB, and 26.7% of 
YRI results (representative hom ozygote NA07034). Three of the DAF SNPs are also 
All Fst SNPs w ith  the sam e alleles (rs7406428, rs l 1868977, and  rs6502091). Ancestral 
hap lo types are sim ilar to DAF ancestral haplotypes (Figure 3.12 M iddle). Fully ances­
tral DAF haplotypes are found in 0.6% of JPT+CHB and 38.3% of YRI results. The less 
stringent fully ancestral F st hap lo types are found in 0.6% of JPT+CHB and 55.8% of YRI 
results. W hen the LD region is expanded  to 100 kb, ancestral DAF haplo types gener­
ally rem ain discretely segregated. D erived haplotype distinction is m arkedly  reduced, 
likely du e  to the effects of a nearby strong LD region (Figure 3.12 Left).
A Phase 3 com parison is im possible as m onom orphic SNPs have been apparently  scrubbed 
from  the FTP data, despite release notes to the contrary for PLINK data. This m akes 
it difficult to separate QC-rejected SNPs from  fixated SNPs (which could also be con­
founded if the fixations are due to structural variants). In any event, rs7405631 w as
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the only new  SNP found w ith  >  95% absolute frequency differences betw een the YRI 
DAF m atching and  anti-m atching haplogroups w ith in  the 100 kb block. NA18564 also 
contains rs7215409 A ,  un ique am ong JPT+CHB haplotypes. The expanded  region con­
taining all DAF and  Fsx-related SNPs spans 39 kb (Chr. 17 77,788,066 - 77,826,653). 
Three SNPs are significantly associated w ith  C S N K I S  expression in  YRI lym phoblast- 
oid cells: rsll31633, and  rs7213159, and  rs7215409 [274]. rs7213159 T is an  extrem e 
DAF allele. rsll31633 A is found  on ancestral DAF haplo types in  all 26 instances. 26 of 
45 ancestral DAF haplotypes carry  rsll31633 A. 31 of 34 rs7215409 A alleles are com ­
pletely ancestral DAF haplotypes, w ith  the rem aining 3 A alleles on  partia lly  ancestral 
haplotypes. 31 of 45 ancestral DAF haplotypes carry  rs7215409 A.
Despite extrem e AMOVA, DAF, and  Fst results, C S N K 1 S  m ay be of peripheral im port­
ance in a com plicated region. Two structural variants th a t sp an  m ultip le genes (Data­
base of G enom ic Variants IDs 5043 and  73078) overlap C S N K 1 S .  Variation 5043, the 
sm aller variation, spans 207 kb and  7 additional genes dow nstream . The Fst an d  DAF 
SNPs first occur ju st dow nstream  of the start of Variation 5043 (77,799,835). A  large 
LD block is found  just upstream  in  all 3 populations. In  CEU, this block spans 140 kb 
(Figure 3.13), centred over C C D C 5 7 .  Two sm aller structural variants (34300 and  73079), 
the pseudogene A C 1 3 2 8 7 2 . 4  (found anti-sense to exon ENSE00001609886), an d  the gene 
A C 1 3 2 8 7 2 . 5  are found  w ith in  C S N K l b .  A  clim ate signature likely unrela ted  to DAF and  
Fst results also exists for C S N K 1 S  (Section 5.3.5). O n the o ther hand , the frequencies of 
C S N K 1 S  ancestral haplotypes (nearly confined to A frican-origin populations) bear a 
strik ing resem blance (Figure 3.37) to  the frequencies of C L O C K  H ap logroup  3 (Section
4.1) in m ost H apM ap Phase 3 an d  HGDP populations.
3.6.9 CSNK1E
C S N K l e  contains a sm all single com plete LD group. The LD region spans 65 con­
sensus SNPs across 104 kb (Chr. 22 37,022,326 - 37,125,883). The gene is com plic­
ated  an d  includes 13 pro tein  coding transcripts in  Ensem bl v57. The longest transcrip t 
ENST00000400206 includes five 5 ' UTR exons th a t largely overlap RP3-449017.1 (a p ro ­
cessed pseudogene for T P T E ) .  The com plete LD SNPs are found  in  the 5 '  UTR region.
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FIGURE 3.13: C S N K 1 5 200 kb flank CEU LD. C S N K 1 5 is located 11 kb downstream 
of the 140 kb LD block (Chr. 17 77,644,472 - 77,784,714) and upstream of the next LD
block.
The SNPs are all upstream  of the rem aining C S N K l z  transcripts and  are m ainly in RP3- 
449017.1.
M atching LD13 haplo types are show n in Figure 3.14. O verall LD13 frequencies, in­
cluding 2 near-m atching JPT+CHB haplotypes, w ere 3.3%, 12.8%, and  25% for CEU, 
JPT+CHB, and YRI respectively. N o particu lar haplotype w as dom inant. The m ost 
frequent haplo type contained 15 of 57 m atches (heterozygote carriers NA18635 and 
NA18961).
W hile the haplo types form  a d istinct region of the tree, any possible phenotypic o u t­
com e is unclear. M atching hap lo type status bears little consequence on the 3' region 
of C S N K l z .  This portion  of the gene (Chr. 22 37,013,583 - 37,025,045) contains 4 SNPs 
positively associated w ith  various studies: rsl35745, rsl005473, rsl534891 (a 1.09th per­
centile sub-threshold w in ter PCA 1 clim ate SNP), and S408N [282]. rsl534891 is also 
associated w ith prostrate cancer in a C aucasian A m erican population  [320].
3.6.10 CSNK2A2
The com plete LD group LD14 is found in C S N K 2 a 2 .  67 SNPs across 69 kb are found 
in the interm ediately sized LD region (Chr. 16 56,723,306 - 56,792,268). A m inority  of 
haplo types are m atching, all found in the bottom  branch of Figure 3.15. 5.0%, 10.0%, 
and  4.2% of CEU, JPT+CHB, and  YRI haplo types contained m atching LD14 alleles. 
Three anti-m atching haplo types w ere m ore prom inent, each containing over a third of
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FIGURE 3.14: C S N K l e  region LD13 matching haplotypes.
FIGURE 3.15: C S N K 2 < x 2  region LD14 matching haplotypes. Solid symbols: matching 
haplotypes. Hollow symbols: anti-matching haplotypes.
each population's results. The 45.8% CEU haplotype is found in NA11882, the 35.0% 
JPT+CHB haplotype is found in NA18537, while the 40.0% YRI haplotype is found in 
NA18504.
No positive association study results appear to currently exist for CSNK2cn2. A  linkage 
peak associated with bedtime overlaps with CSNK2a2 [89]. The LD region is near the 
middle of the elevated linkage region (48.5 - 62.0 Mb). This is the strongest linkage 
association in the entire 100K GWAS study, but none of the five tested CSNK2a2 SNPs
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FIGURE 3.16: D B P  region extreme DAF matching haplotypes. rsl 1880333 C matching 
versus anti-matching (hollow symbols) haplotypes are depicted. Left: 26 consensus 
SNP, 45 kb LD region. Right: 73 consensus SNP, 100 kb region.
w ere ind iv idually  significant or identified for com parison.
3.6.11 D B P
rs l 1880333, a single extrem e DAF SNP in CEU, is enough to highlight this sm all gene. 
The derived allele C is found in 95.0% of CEU, 77.2% of JPT+CHB, an d  50.8% of YRI 
results. The su rround ing  LD region is com prised of 26 consensus SNPs across 45 kb 
(Chr. 19 53,795,259 - 53,840,593) and  includes the entire 6,776 bp gene.
rs l 1880333 C haplogroups are show n in Figure 3.16 Left. N either m atching nor anti­
m atching haplotypes appear distinguishing. Some consistency found am ong anti­
m atching haplotypes is lost at 100 kb resolution w ith 73 consensus SNPs (Figure 3.16 
Right).
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3.6.12 FBXL3
FBXL3 includes 6 extreme DAF SNPs. This is the only tested circadian gene exceeding 
the 10% threshold for DAF SNPs in YRI. YRI, which has the greatest genetic diversity 
in HapM ap due to fewer presum ed genetic bottlenecks, contains fewer extreme DAF 
SNPs in general. The pattern of 6 YRI extreme DAF SNPs within 41 consensus SNPs 
is rare. 2.2% (1,887 of 86,982) of 41-SNP consensus autosomal SNP blocks contain 6 or 
more YRI extreme DAF SNPs. The subset w ith no CEU or JPT+CHB SNPs is rarer still 
at 0.1% (128 of 86,982). (The CEU DAF SNP in Table 3.1 was not a consensus SNP).
The LD region is of moderate size (47 consensus SNPs in Chr. 13 76,467,673 - 76,503,165) 
but nevertheless spans the entire gene. LD region haplotypes are depicted in Fig­
ure 3.17 Left. Haplotypes containing all 6 derived alleles (rs9635010 G, rs7982885 T, 
rs9573978 A, rs9573982 T, rs9573983 A, and rs7336541 A) segregate on the top of the 
tree, distinct from the hollow symbol haplotypes that contain ancestral alleles for all 6 
SNPs. NA18992 is a homozygote for the upper ancestral haplogroup. No homozygotes 
exist for the lower ancestral haplogroup, but carriers include NA18529, NA18540, and 
NA18547. Ancestral haplotypes remain tightly grouped and distinct from the derived 
haplotypes at 100 kb resolution (Figure 3.17 Right).
Haplotypes carrying all 6 derived alleles comprise 91.7%, 71.1%, and 99.2% of CEU, 
JPT+CHB, and YRI haplotypes respectively. Completely ancestral haplotypes are found 
in 5.8%, 26.1%, and 0.0% of the same populations.
Three extreme DAF SNPs were also sampled in HapM ap Phase 3: rs7982885, rs9573983, 
and rs7336541. African-origin populations retain a low frequency for ancestral allele 
haplotypes (Figure 3.18). LWK and YRI (with a nearly doubled size of 230 haplotypes) 
do not include any carriers of all 3 ancestral alleles. These haplotypes are most prom ­
inent in East Asian populations.
A link appears to exist between the ancestral haplotypes and a summ er PCA 2 climate 
signature, at least in  populations with sizeable ancestral haplotype frequencies (Section 
5.3.8).
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FIGURE 3.17: F B X L 3  region extreme DAF haplotypes. Left: The 35 kb, 47 consensus 
SNP LD region. Right: A 100 kb, 100 consensus SNP block centred on F B X L 3 .  Solid 
symbols: Exact derived allele haplotypes. Hollow symbols: Exact ancestral allele hap­
lotypes.
FIGURE 3.18: F B X L 3  extreme DAF HapMap 3 membership. Percentages of pop­
ulations carrying the derived extreme DAF haplotype rs7982885 T - rs9573983 A - 
rs7336541 A. Blue: All derived alleles. Red: All ancestral alleles. Green: Other.
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FIGURE 3.19: FBXWll region haplogroup. Haplogroup 1 (solid symbols, top) is 
defined as all haplotypes containing at least 27 of the original 29 extreme derived 
alleles. The right-most hollow JPT+CHB haplotype is also included. Haplogroup 2 
(hollow symbols) contains all other results. The LD region contains 166 SNPs span­
ning 185 kb.
3.6.13 FBXWU
FBXWU  contains 3 complete LD groups, 29 extreme DAF SNPs (largely associated 
with JPT+CHB), and high inter-group AMOVA differentiation (98.34^' percentile). As 
detailed in Section 3.5.2, FBXW U  has unusually low frequency spectrum scores which 
could indicate evidence for positive selection in East Asians and Europeans. The LD 
region is among the largest examined, with 166 consensus SNPs spanning 185 kb (Chr. 
5171,217,660 -171,402,587). Nevertheless, 1 haplogroup cluster is particularly tight and 
encompasses the majority of CEU and JPT+CHB haplotypes (Figure 3.19). This cluster 
(referred to as Haplogroup 1) contains 90% of CEU and 95% of JPT+CHB haplotypes. 
By contrast, only 35% of YRI haplotypes are included. A single haplotype (represent­
ative homozygote NA11992) comprises 23%, 33%, and 4% of CEU, JPT+CHB, and YRI 
results respectively. The remaining haplotypes contain more diverse allele differences 
and are referred to as Haplogroup 2.
Haplogroup 1 can be predicted by including all haplotypes that contain at least 27 of the
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FIGURE 3.20: FBXW11 region extrem e DAF (left) and LD17 (right) hap lo types. Solid 
sym bols indicate exact m atches for e ither category. H ollow  sym bols d eno te  exactly o p ­
posite results for LD17, o r 2-3 m ism atches from  an  exactly opposite  resu lt of the DAF 
alleles. H ap lo types m atch ing  27 /29  DAF alleles or population-specific LD17 alleles 
exactly p red ic ted  H ap log roup  1 m em bership.
29 extreme derived alleles found for JPT+CHB (Figure 3.20). An additional JPT+CHB 
haplotype, which is the right-most hollow JPT+CHB symbol in Figure 3.19, is also 
grouped with Haplogroup 1 as its branch originates in proximity of the haplogroup. 
This individual (NA18637) appears to be a phasing error as the 2 haplotypes break the 
otherwise intact LD groups 15 and 17 that were originally calculated using the shorter 
sequence with 5 kb flanking regions.
LD group 17 also largely predicts membership in Haplogroup 1 (Figure 3.20). When 
using only population-specific definitions of the LD group (12,11, or 14 SNPs for CEU, 
JPT+CHB, and YRI respectively), LD group 17 exactly predicts membership. After re­
moval of 3 YRI-specific SNPs (rsl0475993, rsl0516092, rsl0866655), all 13 remaining 
group members are also JPT+CHB extreme DAF SNPs (Table 3.9).
LD Groups 15 and 16 each affect a small minority of Haplogroup 2 haplotypes (Figure 
3.21). With a minimal predictive power for the dominating haplogroup, they are not 
considered further.
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Table 3.9: FBXW11 extreme DAF and LD17 SNPs (5 kb flanking sequence). The 29 
JPT+CHB extreme DAF SNPs are listed, h LD17 member. 2: Variable in Haplogroup 1. 
Derived allele frequencies are for CEU, JPT+CHB, and YRI respectively. Additionally, 
rsl0475993, rsl0516092, rsl0866655 are YRI-specific members of LD17. The 7 fixated 
JPT+CHB SNPs (Chr. 5 171,218,887 - 171,237,643) overlap the two-exon FBXWU 3' 
UTR region (Chr. 5 171,221,161 -171,228,243).
SNP DAF SNP DAF
2r s l1957010 T 99.2 /  100.0 /  60.2 rs839292C 90.8 /  99.4 /  60.8
2rs l7074088 A 99.2 /  100.0 /  71.6 1 r s l0866654T 91.4 /  96.1 /  35.0
rs6865189 C 100.0 /  100.0 /  52.5 rsl098019C 90.8 /  99.4 /  60.2
r s l7074102 C 100.0 /  100.0 /  90.0 rs839276T 90.8 /  99.4 /  60.2
^82111007 G 90.0 /  96.1 /  65.0 rs839273G 90.8 /  99.4 /  61.2
2rs l0077092 A 100.0 /  100.0 /  45.0 1rs6897918 C 90.0 /  96.1 /  34.2
r s l0052973 A 100.0 /  100.0 /  95.0 1rs l0040841 T 90.0 /  96.1 /  35.0
r s l0475991 A 100.0 /  100.0 /  60.0 1rs4868132 T 90.7 /  96.1 /  35.0
rs2569091 C 90.8 /  99.4 /  50.0 1 r s l420418 C 89.8 /  96.1 /  35.0
rs2541043 A 90.8 /  99.4 /  50.0 1 r s l0475994T 90.0 /  96.1 /  35.8
rs839282C 90.8 /  99.4 /  60.8 2rs2541049T 87.5 /  95.5 /  60.8
rs863401 T 90.7 /  99.4 /  60.0 12rs l0068589 C 90.0 /  95.6 /  36.2
1rs7722589A 90.6 /  96.7 /  35.3 1rs4867660 A 88.9 /  96.1 /  35.2
1rs4868130C 90.0 /  96.1 /  35.0 1rs6555980 G 90.0 /  96.1 /  35.6
12rs9313563 G 89.8 /  95.4 /  35.7
Figure 3.21: FBXW11 region LD15 (left) and LD16 (right) haplotypes. All LD group 
members are located in subsets of Haplogroup 2. Hollow symbols indicate exactly
opposite results.
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Tlie m ost extreme derived alleles are 7 SNPs that are fixated in  JPT+CHB (Table 3.9). 
Five of these are fixated in CEU, b u t frequencies are lower in YRI. While these fix­
ated SNPs cannot predict haplogroup structure, their location (Chr. 5 171,218,887 - 
171,237,643) overlaps the F B X W U  3' UTR region, which occurs on 2 exons (Chr. 5 
171,221,161 -171,228,243). The 7 final exons (Chr. 5 171,221,161 - 171,237,620) in this re­
gion are also largely duplicated in the retrotransposon pseudogene FBXW U P1  located 
on Chromosome 21. The LD region (Chr. 5 171,217,660 - 171,402,587) starts close to the 
3' UTR region in this negative strand gene.
JPT+CHB samples contain the highest num ber of extreme DAF SNPs. While there are 
fewer CEU extreme SNPs, other DAF group SNPs remain elevated in frequency partic­
ularly relative to YRI. Across the LD region, the 37 JPT+CHB extreme SNPs is a higher 
proportion of consensus SNPs (21.6%) compared to both CEU (4.7%, 8 SNPs) and YRI 
(0.6%, 1 SNP). The average CEU DAF for these 37 SNPs is 92.2% however, which is el­
evated relative to YRI (50.7%) and not substantially lower than JPT+CHB (97.7%). The 
8 extreme SNPs found in the extended region 5' of F B XW U  generally contain derived 
alleles for Haplogroup 1 haplotypes, although the trend is less absolute than in the 
genic region.
17 extreme DAF SNPs were also genotyped in HapM ap Phase 3 populations. In non- 
African populations the extreme trend is replicated, with these SNPs displaying sys­
tematically elevated frequencies (Figure 3.22 Top). As a class, they explain the majority 
of inter-continental differences detected in the AMOVA screening. The non-extreme 
SNPs are shown at the bottom  of the figure. The order found in non-African SNPs on 
the right of this plot is generally due to LD15-associated SNPs.
The Phase 3 haplotypes were then compared to Phase 2 Haplogroup categories. HapM ap 
3 pre-phased haplotypes contain 13 extreme DAF SNPs (as the Phase 2 fixated region 
was poorly represented in non-Africans, presum ably due to the exclusion of mono- 
morphic SNPs). 97.7% of all Phase 3 haplotypes either directly m atch a Phase 2 hap­
lotype or all the DAF SNPs within a haplotype. Haplogroup 1 mem bership (inferred 
from Phase 2) for these haplotypes is shown in Table 3.10. The African-origin popu­
lations (ASW, LWK, MKK, and YRI) have Haplogroup 1 frequencies of 55% or fewer. 
All non-African origin populations have frequencies of at least 92%. This non-African
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FIGURE 3.22: FBXW11 region HapMap Phase 3 derived allele frequencies. Top: 17 
Phase 3 SNPs classified as extreme DAF SNPs in JPT+CHB. Bottom: All other SNPs. 
The extreme SNPs (which associate with Haplogroup 1) are differentiated between 
non-African and African- (ASW, LWK, MKK, YRI) derived populations, explaining 
much of the inter-continental AMOVA difference.
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TABLE 3.10: FBXW11 HapMap 3 Haplogroup 1 frequencies. Membership was determ­
ined for 97.7% of all Phase 3 haplotypes that directly match either a Phase 2 haplotype 
or all of the DAF SNPs within a haplotype, using the Phase 2 classification.
ASW 54.92 CEU 92.70
LWK 32.72 CHB 96.43
MKK 45.96 CHD 95.88
YRI 36.61 GIH 97.70
JPT 96.51
MEX 95.10
TSI 93.75
differentiation, qualitatively similar to CSNK16 and CLOCK H aplogroup 3 (see Section
4.1) results, is considered further in Section 3.7.
3.6.14 GSK3B
GSK3fi contains 17 SNPs above the 99th percentile for CEU versus YRI Fst results, along 
with 6 complete LD groups (LD18 - LD23). The LD region for the complete LD groups 
has been extended 13 kb on the 3' end to match the Fst LD region. This is a substantial 
291 kb region fully incorporating the gene with 219 consensus SNPs (Chr. 3121,015,946 
-121,306,856).
CEU and JPT+CHB haplotypes in particular segregate into distinct haplogroups in the 
upper left and right tree regions (Figure 3.23 Left). All haplotypes containing the de­
rived versions of all 17 CEU versus YRI FSt 99th percentile SNPs are found in the left 
haplogroup (Figure 3.23 Right). Anti-matching Fst haplotypes are found in most tree 
regions, including the haplogroup on the right.
LD groups are shown in Figure 3.24. SNPs for the different LD groups are all inter­
woven. Some tem poral distinctions m ay be present. Most haplotypes are matching 
(ie derived) for LD23. Notably, 2 JPT+CHB haplotypes from NA18947 and NA19005 
are among the LD23 anti-matching haplotypes. Most of the LD22 matching haplotypes 
also match either LD20 or LD21. While 108 SNPs are members of exactly 1 LD group, 
5 SNPs are shared between LD19 and LD22 albeit w ith opposite alleles: rs9859778, 
rs334566, rs334536, rs6771023 and rs968824. 163 of the 164 Fst m atching haplotypes are 
also LD21 matching haplotypes, which in turn  are members of the less general LD22
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FIGURE 3.23: GSK3(3 region all and  FsT-specific haplo types. Left: All hap lo types. 
Right: H aplo types contain ing  the derived  alleles for all 19 CEU versus YRI Fst 99th
percentile SNPs.
TABLE 3.11: GSK3(3 region hap log roup  frequencies. M atching and  an ti-m atching fre­
quencies are show n, along w ith  represen tative hom ozygotes.
CEU JPT+CHB YRI Representative
Fst 69.2 /  30.0 45.0 /  52.8 0.0 /  95.8 NA18949
LD18 0.0 /  100.0 0.0 /  100.0 6.7 /  93.3 NA19099
LD19 6.7 /  93.3 3.9 /  96.1 21.7 /  74.2 NA19200
LD20 5.8 /  94.2 48.9 /  50.0 35.8 /  64.2 NA18542
LD21 70.0 /  30.0 45.6 /  53.9 1.7 /  97.5 NA18949
LD22 75.0 /  24.2 95.0 /  3.9 40.8 /  32.5 NA18542
LD23 100.0 /  0.0 98.9 /  1.1 75.0 /  25.0 NA18542
and LD23 haplogroups. This is reflected in Table 3.11, where homozygotes for the vari­
ous LD groups are duplicated.
9 of 16 CEU versus YRI Fst 99th percentile SNPs are also LD21 SNPs for the same al­
lele: rs6805251 C, rsl3321783 T, rs9873477 A, r s l732170 C, rs2319398 C, rs6795653 T, 
rs9878473 T, rs6438552 A, and rs6438553 A. Nearly 70% of CEU haplotypes fall in the
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FIGURE 3.24: GSK3(3 region LD g roup  haplo types. Top left to bo ttom  right: LD18 - 
LD23. LD23 is dep icted  using  an ti-m atching haplo types.
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relatively tight 219-SNP Fst matching haplogroup. Yet nearly half of the JPT+CHB hap­
lotypes are members of LD20. NA18542 is a member of a single LD20 haplotype com­
prising 32.2% of all JPT+CHB results, the most frequent haplotype and slightly more 
common than a 31.1% JPT+CHB Fst/LD 21 haplotype. While the 2 haplotypes contain 
non-consensus differences, the consolidation of JPT+CHB into tight yet distinct results 
is striking compared to the most frequent CEU (15.0%) and YRI (7.5%) haplotypes in 
this large region. GSK3(3 had average frequency spectrum  results for all populations.
Two SNPs are known to affect GSK3fi in lymphocytes. rs334558 (also referred to as -50 
T /C ) is a promoter SNP w ith a T allele associated with higher transcription. rs6438552 
T (-157 T /C ) increases the level of alternatively spliced transcripts lacking exons 9 and 
11. The alternatively spliced transcripts are associated w ith increased Tau phosphoryla­
tion. This leads to an increased risk of Parkinson's disease in rs334558 T - rs6438552 T 
carriers in both Australian and Chinese populations, but only after stratification for 
Tau (M A P T ) haplotypes. The authors also identified 2 other potential splicing acceptor 
sites that were not significant in exon capture: rsl3312998 and rs7633279 [154].
rs6438552 A (the forward, derived allele) is one of the Fst and LD22 SNPs. rs334558 
A (the forward, derived allele) is also largely associated w ith the Fst group. The SNP 
could not be assayed in CEU and the A allele was found in only a single YRI haplotype. 
Of 60 JPT+CHB rs334558 A haplotypes, 54 are Fst exact matching and 5 are exact anti­
matching. The 2 possible splice SNPs are also LD group members: rsl3312998 is a LD19 
member and rs7633279 is a LD20 member.
rs334558 A - rs6438552 A haplotypes were associated w ith Parkinson's disease inde­
pendent of M A P T  status in Greeks [130]. rs334558 A has been extended to other dis­
eases, including late-onset Alzheim er's disease in a Spanish population [179], and an 
earlier onset for Italian bipolar disorder I carriers [20]. But the allele was protective 
against bipolar disorder II in Polish females, w ith a non-significant trend noted for 
schizophrenia [277]. With this last exception, the Fst haplogroup thus includes m ul­
tiple disease risks, yet has increased from near non-existence in YRI to over two-thirds 
of CEU haplotypes. For rs6438552, the CEU versus YRI Fst of 0.6577 is greater than 
99.52% of all m easured autosomal SNPs.
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But despite multiple disease associations and the identification of potential causat­
ive SNPs, GSI<3(3 also has m ultiple negative or different association results for dif­
ferent populations. In Brazilians, 3 LD21 /  Fst SNPs are not associated w ith schizo­
phrenia: rs6805251, rs6438552, and rs9878473. A three-SNP rs7624540 A - rs4072520 A 
- rs6779828 A haplotype was protective, however [267]. The LD19 match - LD22 anti­
match - LD22 anti-match haplotype is consistent with LD19. But all SNPs were negat­
ive in a Japanese schizophrenia study, including rs334558, rs2037547 (LD19), rsl719889 
(LD22) and rs334559 (LD22) [118]. A Chinese schizophrenia study also runs counter to 
results expected from Brazilians and Greeks: all SNPs are negative, including rsl2630592 
(Fs t ), rs2319398 (FST/LD21), rs4624596, rs4688054, and rsl0934503 (LD20), and rs6769435 
(LD22) [185].
The mixed GSI<3f3 results are reminiscent of population differences for CLOCK  (Chapter 
4) and represent the core problem of understanding phenotypic differences across pop­
ulations. Differential LD could be an issue, bu t shouldn't be in this case if potential 
causative mechanisms are tested directly. Moreover, 291-SNP haplotypes are shared 
between CEU and JPT+CHB (albeit at rare frequencies) in all of the possible non-LD18 
haplogroups.
3.6.15 M APK1
MAPK1  contains 3 complete LD groups (LD24 - LD26). The LD region is large, span­
ning 158 consensus SNPs and 156 kb (Chr. 22 20,436,535 - 20,592,369), including the 
entire gene.
The 3 complete LD group haplotypes each occupy distinct regions of the tree (Figure 
3.25). YRI has different properties on both LD25 and LD26. No YRI haplotypes (and 
hence LD group SNPs) exist for LD25, which is dominated by JPT+CHB. 29 YRI hap­
lotypes are classified as LD26 owing to their exact SNP pattern. But while 12 SNPs are 
common to CEU and JPT+CHB and precisely divide the populations, at best only 3 YRI 
SNPs within the group w ould form complete LD patterns (similar to results for LD2 in 
ARNTL). A  fraction of haplotypes were not affiliated w ith any haplogroup (Figure 3.25 
Lower Right). Unlike similar situations w ith CLOCK  and CRY1, a small portion of CEU 
(5 haplotypes) and JPT+CHB (3 haplotypes) were unaffiliated.
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FIGURE 3.25: MAPK1 region LD24 - LD26 haplo types. U pper left to  low er right: LD24, 
LD25, LD26, and  unaffiliated haplotypes. LD26 show s com plete 12-SNP m atches only
d ue  to non-affiliation w ith  YRI.
MAPK1  complete LD group assignments are shown in Table 3.12. Owing to the pleio- 
tropic nature of the gene combined with minimal study in hum an chronobiology, the 
LD group effects are not examined further. However, the 2 largest complete LD groups 
are both associated with climate signatures (Section 5.3.9).
3.6.16 MTNR1A
Five CEU extreme DAF SNPs occur within MTNR1A: rs6553008, rs6820205, rs2119883, 
rsl 1132402, and rsl3110929. These comprise 16.1% of CEU SNPs. All but rs6820205
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TABLE 3.12: MAPK1 LD group  h ap lo type  frequencies. All hap lo types w ere classified 
in  a t m ost 1 LD group . U naffiliated h ap lo types inc luded  a sizeable YRI percentage 
an d  a m ino rity  of CEU an d  JPT+CHB h aplo types.
CEU JPT+CHB YRI
LD24 51.7 57.2 33.3
LD25 0.8 21.1 0.0
LD26 43.3 20.0 24.2
Other 4.2 1.7 42.5
are elevated or fixated w ithin JPT+CHB as well. rs6820205 is elevated in YRI, while 
rslll32402 and rsl3110929 had no results.
The accompanying LD region is small, at 27 consensus SNPs across 31 kb (Chr. 4 
187,693,337 - 187,724,014). rs6553008 is outside any LD block, leaving only rs6820205 
and rs2119883 for testing. At this resolution, ancestral SNP haplotypes do not substan­
tially segregate from derived haplotypes either with two ancestral alleles (Figure 3.26 
Left) or one or more ancestral alleles (Figure 3.26 Right). Haplotypes containing ances­
tral alleles were also undistinguished within a 100 kb block containing 86 consensus 
SNPs (Figure 3.26 Bottom).
3.6.17 MTNR1B
Like M TNR1A, MTNR1B  contains extreme DAF SNPs. Five are fixated in JPT+CHB: 
rs4388843, rs6483208, rsl2272268, rs6483209, and rs7127128. rs6483208, rsl2272268, and 
rs7127128 are extreme in CEU, while rs6483209 had no results. 13.9% of JPT+CHB SNPs 
are thus fixated derived alleles.
The LD region is small, w ith 40 consensus SNPs spanning 25 kb (Chr. 11 92,341,244 
- 92,366,127). rs6483209 was not a consensus SNP. Haplotypes containing completely 
derived or ancestral versions of the remaining 4 haplotypes are shown in Figure 3.27 
Left. All but one ancestral haplotypes were distinctly segregated, which was largely 
maintained at a 100 kb resolution w ith 134 consensus SNPs (Figure 3.27 Right).
Ancestral status has minimal impact on r s l0830963 G, which has been associated with 
Type 2 diabetes risk (eg [268]), despite haplotype segregation and the fact that r s l2272268 
is located 89 bases downstream  of r s l0830963. While all ancestral haplotypes carry the 
C allele, 220 of 350 extreme DAF haplotypes also carry C. At this resolution, 90% of G
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FIGURE 3.26: MTNR1A region extreme DAF haplotypes. Left: Haplotypes containing 
both ancestral alleles for rs6820205 (T) and rs2119883 (C). Right: Haplotypes contain­
ing at least 1 ancestral allele. Bottom: Haplotypes containing at least 1 ancestral allele
at 100 kb resolution.
carriers are a single haplotype found in the upper region of Figure 3.27 Left (22.5% CEU, 
46.7% JPT+CHB, 4.2% YRI, representative homozygote NA12239). If the true causative 
effect described by rsl0830963 is distinguished between the upper and lower derived 
haplogroups, then a more accurate SNP may be rs3781638. The upper haplogroup con­
tains T, while G is found on nearly all other haplotypes.
The ancestral haplotype has a modest association with rsl396374 G, a robust climate 
allele (Table 5.2). 21 of 56 G alleles are found on ancestral haplotypes. The 21 carriers 
comprise 61.7% of all ancestral haplotypes. 30 G alleles are found on extreme DAF 
haplotypes (8.6% of total extreme DAF haplotypes).
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FIGURE 3.27: MTNR1B region extreme DAF haplotypes. Left: Haplotypes containing 
rs4388843 - rs6483208 - rsl2272268 - rs7127128 derived (GTCA, solid symbols) or anti­
match (AGGG, hollow symbols) haplotypes. Right: Anti-match haplotypes at 100 kb
resolution.
3.6.18 PRKCG
PRKCy  contains 5 CEU extreme DAF SNPs: rs7246179 A, rs2242245 T, rs2242244 T, 
rs3810247 G, rs6509830 A. rs6509830 A is also found in all-population, CEU versus 
YRI and JPT+CHB versus YRI Fst 99th percentiles, along with rs6509831 G. rs3810247 
G (another DAF SNP) is a third CEU versus YRI Fst SNP. Somewhat unusually, the 
ancestral A allele for rs6509831 is found in all CEU and JPT+CHB haplotypes, while 
the derived G allele is elevated in YRI and responsible for the Fst designation. PRKCy  
is also an AMOVA outlier.
The 3 Fst SNPs are the final 3' SNPs of the 29 consensus SNP, 33 kb LD region (Chr. 19 
59,074,665 59,107,213). The 5' end of the Fst LD region was extended from 59,081,933 to 
match the DAF region, which includes the full 25 kb gene. Trees for the LD region are 
shown in Figure 3.28. Matching versus anti-matching haplogroups are not particularly 
segregated for all-population and JPT+CHB versus YRI Fst comparisons (Figure 3.28 
Left) or the more stringent CEU versus YRI Fst comparison (Figure 3.28 Middle). How­
ever, the 3 most frequent haplotypes (representative homozygotes NA18620, NA18532, 
NA18558) are matching haplotypes that collectively account for 44.1% of CEU, 72.7%
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of JPT+CHB, and 7.5% of YRI results. These haplotypes are also matching for the most 
stringent DAF comparison (Figure 3.28 Right). Unlike other extreme DAF genes, an­
cestral haplotypes were inconsistent and no haplotype included all 5 ancestral alleles. 
The 3 prim ary matching haplotypes are lost at a 100 kb, 65 consensus SNP resolution 
(Figure 3.28 Bottom).
No additional YRI SNPs associated with the CEU versus YRI Fst matching or anti­
matching haplogroups (CEU and JPT+CHB could not be compared). Comparisons are 
also Impossible for DAF haplotypes. rs2242244, a DAF SNP, is associated w ith behavi­
oural disinhibition in m ultiple ethnic groups in juvenile Americans [255].
3.6.19 RORB
RORp contains 6 complete LD groups (LD27-LD32). The LD region including all of 
these groups includes 300 consensus SNPs across 233 kb (Figure 3.29 Left). A recom­
bination hotspot is located in the region and increases haplotype variability. The gene 
was rephased on either side of the hotspot (Build 36 co-ordinates Chr. 9 76,348,267 - 
76,353,267). The 5' segment (76,202,754 - 76,349,535,157 consensus SNPs across 147 kb) 
includes all LD29 and LD32 SNPs (Figure 3.29 Left). The 3' segment contains the re­
maining LD group SNPs and was extended to include the LD region surrounding the 
association SNP rs968357 (Figure 3.29 Bottom, 76,350,635 - 76,461,598, 177 consensus 
SNPs across 111 kb).
LD matching haplogroups are shown in Figure 3.30, using single colour matching hap­
logroups. LD32 spans diverse regions of the tree (Figure 3.30 Left) and portions of LD28 
are also members of LD27, LD30, and LD31 (Figure 3.30 Bottom). Non-membership for 
LD27, LD30, and LD31 combined was 0.0% for CEU, 1.1% for JPT+CHB, and 28.3% for 
YRI. The largest population differences were for LD28 (CEU 56.7%, JPT+CHB 19.4%, 
YRI 82.5%) and LD31 (CEU 45.8%, JPT+CHB 78.9%, YRI 20.8%) which essentially com­
plement each other. Membership within a 5' LD group has little determination of 3' 
LD group membership (and vice versa) with the exception of LD27 versus LD32. 2 of 
56 LD27 haplotypes are also LD32 haplotypes, while 2 out of 101 LD32 haplotypes are 
LD27 haplotypes.
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FIGURE 3.28: PRKCy region extrem e DAF an d  F st haplotypes. Left: H ap lo types con­
ta in ing  rs6509830 A - rs6509831 G m atch ing  and  anti-m atching (hollow  sym bols) h ap ­
lo types found  in A ll-population  and  JPT+CHB versus YRI F st com parisons. M iddle: 
CEU versus YRI F st hap lo types, w hich  also inc lude rs3810247 G. Right: Extrem e DAF 
rs7246179 A - rs2242245 T - rs2242244 T - rs3810247 G - rs6509830 A m atch ing  hap lo ­
types. Bottom: Extrem e DAF hap lo types at 100 kb resolution.
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FIGURE 3.29: ROR[3 region hap lo type overview . Left: The orig inal 233 kb region. 
Right: The 147 kb 5' region contain ing  LD29 and  LD32. Bottom: The 111 kb 3 ' region 
contain ing  the rem ain ing  4 LD groups.
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FIGURE 3.30: ROR(3 region LD g roup  haplo types. O nly m atch ing  hap log roups are 
show n. Left: LD29 (black), LD32 (red). Green: NA11882 overlap. Right: LD27 (black), 
LD30 (red), LD31 (green). Bottom: LD28 (blue).
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At least 3 positive association study results exist for ROR|3, all of which are partially 
linked to different LD groups. The first 2 studies used SNPs largely in the 5' seg­
ment. Berrettini linked 4 SNPs to nicotine dependence in a Swiss population [21]. 
rsl0869409, a LD29 SNP, was the third most significant GWAS SNP across 2 cohorts 
and more significant than the single SNP most of the paper was devoted to. Three 
other SNPs were also associated, including rs7846903 (LD29) and rsl3293006 (LD32). 
M ansour linked rsl0491929 (a LD32 SNP) to both schizophrenia and bipolar disorder I 
in Caucasian-Americans [176]. Among the 2 SNPs also associated w ith bipolar disorder 
I was the LD29 SNP rsl0217594. Study p-values were only nominally significant how ­
ever. Neither study reported the risk alleles, lowering their utility. CEU m inor allele 
haplotypes do not make sense for control populations, and recombinant CEU haplo­
types do not exist that would allow for both LD29 and LD32 designations. Together, 
these studies do suggest at least one 5' causative site that is associated w ith either LD29 
or LD32 and independent of the 3' region. McGrath linked 4 ROR(3 SNPs along with 
multiple LD blocks w ith bipolar disorder I in a prim arily juvenile Caucasian-American 
population [182]. Unlike the previous two studies, risk haplotypes are easily identifi­
able and all SNPs are on the 3' side of the recombination hotspot. One of the SNPs was 
rsl 157358, a LD27 SNP (albeit a non-consensus SNP not successfully typed in YRI). 
The four-SNP risk haplotypes are a sub-set of the LD27 matching haplogroup (Figure 
3.31). Also included are 13 YRI haplotypes that include the successfully typed por­
tion of the risk haplotype (rs3750420 T - rs3903529 A). W hen including YRI, the risk 
haplotype (representative homozygote NA12891) is found in 12.5% of CEU, 2.2% of 
JPT+CHB, and 10.8% of YRI. Three outliers exist in the upper tree: NA11994, NA12155, 
and NA18558. NA11994 is eliminated when also considering M cGrath's separate ana­
lysis of LD block risk SNPs. With NA11994 excluded, all 32 of the risk haplotypes are 
LD27 members, and 57.1% of LD27 members are risk haplotypes.
If a single causative m utation links the 3' McGrath results to the 5' Berrettini and Man- 
sour results, it w ould involve LD29 haplotypes as no non-NA11994 McGrath haplo­
types are LD32 members. This is less likely than two separate mechanisms, however. 
21 of 32 McGrath haplotypes are LD29 members. These constitute only 24.7% of LD29 
haplotypes. McGrath's bipolar disorder I results may be linked to climate through the 
LD27 /  Winter PCA 1 SNP rsl570500, which is slightly sub-threshold (98.55th percent­
ile).
Figure 3.31: ROR(3 M cG rath b ipo lar d iso rder haplotypes. All hap lo types are LD27 
m em bers. The u p p e r  2 ou tliers are NA12155 and  NA18558. The low er outlier 
NA11994 is excluded based  on separate  LD block risk groups. The m ain  hap logroup  
includes the  hom ozygote NA12891.
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3.6.20 SIRT1
SIRT1 was highlighted in 3 separate screens: a complete LD group, 3 Fst 99th percentile 
groups (combined populations, CEU versus JPT+CHB, and CEU versus YRI), and ex­
cessive AMOVA differences. While the gene is 34 kb long, the LD region (centred 29 kb 
downstream) spans 287 kb and 228 consensus SNPs (Chr. 10 69,233,817 - 69,520,472).
Within SIRT1, LD33 is an 11-SNP group in JPT+CHB. The equivalent CEU group in­
cludes 6 SNPs, and YRI has minimal association with 3 SNPs forming a sub-group. 
Nevertheless, these SNPs predict the largest CEU and JPT+CHB differences (Figure 
3.32 Left). All exact LD33 haplotypes were tightly grouped near the bottom of the 
tree, with anti-match haplotypes dispersed on the top half. This cleanly divides all 
JPT+CHB haplotypes. Two of three non-exact CEU haplotypes differ by a single SNP, 
and the third (NA12750, the black circle) is similar to many YRI haplotypes that do not 
belong to either category. LD33 contains 75%, 15%, and 0% of CEU, JPT+CHB, and YRI 
haplotypes. Apart from NA12750, the remainder of CEU and JPT+CHB haplotypes are 
anti-matches, but only 32.5% of YRI haplotypes fall within the anti-match region.
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FIGURE 3.32: SIRT1 region LD33 and  all-population  Fst 99th percentile hap lo types. 
Left: LD33 m atch (solid sym bols) and  anti-m atch (hollow  sym bols) hap lo types. Black 
circle: CEU NA12750. Right: All F st 99th percentile hap lo types (rs l 1596401 T - 
r s l0997868 A - rsl0997870 T - rsl467568 G). CEU-YRI FST 99th percentile hap lo types
use identical alleles.
These large inter-population haplogroup differences lead to 4 All-population Fst 99th 
percentile SNPs (Figure 3.32 Right), rsl 1596401 T, rsl0997868 A, rsl0997870 T, and 
r s l467568 G are also alleles within LD33, leading to an exact match of carriers with 
LD33 (117 haplotypes). The anti-match haplotype CCGA is found in all non-LD33 
members. The 4 alleles are identical for the CEU-YRI Fst 99th percentile SNPs (not 
shown).
Ten SNPs were found in the 99th percentile of CEU versus JPT-CHB Fst comparisons. 
These 10 SNPs are identical to the 10 LD33 consensus SNPs (Table 3.13). One combina­
tion of 6 derived and 4 ancestral alleles matched all 116 exact matching haplotypes for 
both LD33 and CEU versus JPT+CHB Fst (Figure 3.33 Left). A haplotype containing 
the opposite alleles matched all 218 LD33 exact anti-match haplotypes.
Within the entire LD region, there are 142 polymorphic CEU SNPs and 134 polymorphic 
JPT+CHB SNPs. Allele frequencies of these SNPs can be compared for LD33 match 
versus anti-match haplogroups. 40.8% of CEU SNPs and 41.7% of JPT+CHB SNPs have 
frequency differences of >  95% between the 2 haplogroups.
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TABLE 3.13: SIRT1 LD33 and  CEU versus JPT+CHB F st SNP m em bersh ip . CCCT- 
GGATGC (LD33 exact m atch) and  TTGCACCGAT (LD33 exact anti-m atch) collect­
ively describe 97.5% of CEU and  all JPT+CHB haplo types. *: A ll-population  and  CEU 
versus YRI F st 99th percentile SNPs.
Derived Allele Ancestral Allele LD33 Allele
rs3758391 C T Derived
rsl 0997860 T C Ancestral
r s l885472 G C Ancestral
r s l15964014 T C Derived
rs l0997866 G A Derived
rs7069102 C G Ancestral
rsl0997868!f A C Derived
rs l0997870* T G Derived
rs l467568* G A Derived
rsl0997875 T C Ancestral
Figure 3.33: SIRT1 region CEU versus JPT+CHB Fst 99th percentile hap lo types. Left: 
Fs t  hap lo types CCCTGGATGC (solid sym bols) and  TTGCACCGAT (hollow  sym ­
bols). Right: LD33 population-specific m atch (solid sym bols) and  an ti-m atch (hollow
sym bols) hap lo types.
176 C hapter 3. Recent Variation and  Selection Signatures
SNPs that could be categorized as largely different (> 95%) or not (< 95%) between the 
haplogroups in either population were then characterised in HapM ap 3 populations. 
38 large difference and 55 smaller difference SNPs were assayed in HapM ap 3 (Fig­
ure 3.34). SNPs are arranged by overall minor allele frequency, w ith 6 near-even SNPs 
flipped in the large difference plot for clarity. Significant structure is maintained for the 
LD33-related SNPs for non-Africans, explaining m uch of the extreme AMOVA results 
detected in SIRT1. High frequencies are found for CEU and TSI. Intermediate frequen­
cies exist for GIH and MEX (with some structural decay), while CHB, CHD, and JPT 
contain low frequencies. African-origin populations contain less structure across the 
LD33-related SNPs.
rs3758391 T is correlated w ith better cognitive functioning in a geriatric Dutch popu­
lation [153]. This is both a LD33 and a CEU versus JPT+CHB Fst 99th SNP. Perhaps 
surprisingly, the C allele is associated with the 2 SNP groups. rs3578391 also differ­
entiates in the matching versus anti-matching all population Fst 99% haplotypes for 
non-Africans as well. All T alleles are found on CCGA anti-matching haplotypes. C 
is found on 90 of 91 CEU and 27 of 27 JPT+CHB matching haplotypes. YRI (with no 
matching haplotypes) has 81 C alleles on anti-matching haplotypes. The allele that has 
beneficial effects in a European population is thus largely excluded in CEU due to a 
tight LD33 haplogroup most readily found in Europeans (75.0% CEU, 22.5% JPT+CHB, 
0.0% YRI).
rs3758391, along w ith the other LD33 SNPs, is also correlated w ith a climate signature 
(Section 5.3.14).
3.6.21 TIMELESS
TIMELESS includes the complete LD group LD34. The LD region for the 16 SNPs 
is short but concentrated in 41 consensus SNPs spanning 23 kb (Chr. 12 55,100,837 - 
55,123,683, Figure 3.35 Left). CEU and JPT+CHB haplotypes are more consolidated 
than YRI (which did not include the LD group). Over half of the total results are 
found in a matching haplotype (CEU 31.7%, JPT+CHB 48.9%, YRI 3.3%, homozygote 
NA18577) and an anti-matching haplotype (42.5% CEU, 27.8% JPT+CHB, 9.2% YRI, ho­
mozygote NA06985). Haplogroup distinctions are still present using a 100 kb segment
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FIGURE 3.34: SIRT1 reg ion  H apM ap  Phase 3 m inor allele frequencies. Top: 38 SNPs 
w ith  Phase 2 CEU a n d /o r  JPT+CHB LD33 frequency differences of >  95% relative to 
non-LD33 haplo types. Bottom: 55 SNPs w ith  LD33 frequency differences < 95%. O nly  
SNPs tha t are po lym orph ic  w ith in  ind iv idual popu la tions are show n.
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FIGURE 3.35: TIMELESS region LD34 haplo types. Left: LD region (41 consensus 
SNPs, 23 kb). Right: 100 kb block (129 consensus SNPs). Solid sym bols: m atching 
haplotypes. H ollow  sym bols: anti-m atch ing  haplotypes.
with 118 consensus SNPs, despite 171 total haplotypes (Figure 3.35 Right).
LD34 distinctions are largely preserved in HapM ap 3, particularly for non African- 
origin populations (Figure 3.36). Four SNPs with average MAF > 47% were flipped 
for clarity (rs774047, rs703829, rs774033, and rs774039). These SNPs were the highest 
frequency SNPs for YRI in the top plot. Higher frequencies in the plot denote lower 
LD34 matching frequencies.
While 41.7% of TIMELESS CEU SNPs are included in LD34, the 23 kb region delim­
its a small area of potential importance. Despite this, positive association results and 
potential causative mechanisms are both correlated with LD34.
M ansour has identified 3 TIMELESS SNPs that potentially link to schizophrenia risk 
(rs774026) and bipolar disorder risk (rs2279665, rs2291738) in an American population 
[1771. The latter 2 SNPs have been assayed in HapMap. rs2291739 was also nearly sig­
nificant for bipolar disorder. The 13 kb spanning the 4 SNPs is all w ithin the TIMELESS 
LD region. The strength of the correlation is uncertain as a recent publication by the 
same group did not include these SNPs [176], although it is possible that a poor tag 
SNP may have missed the region.
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FIGURE 3.36: TIMELESS H apM ap  3 LD34 SNP frequencies. Top: 11 SNPs w ith  Phase 
2 LD34 m atch ing  versus anti-m atch ing  h ap log roup  frequency differences of >  95%. 
H igher frequencies indicate few er LD34 m atch ing  alleles. Bottom: The rem ain ing  8
SNPs.
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TABLE 3.14: LD34 rs2291738 an d  rs2291739 alleles. A verage percen tage of SNP alleles 
found  in  LD34 m atch ing , anti-m atching, o r o the r haplo types. rs2291738 is associated 
w ith  b ipo lar d iso rder an d  po ten tia lly  affects splicing. rs2291739 is a  near-significant
b ipo lar d iso rder SNP.
rs2291738 All C All T CEU/JPT+CHB C CEU/JPT+CHB T
Match 4.98 69.88 7.46 93.50
Anti-match 95.02 23.83 92.54 6.50
Other 0 6.29 0 0
rs2291739 A11A AUG CEU/JPT+CHB A CEU/JPT+CHB G
Match 5.94 75.56 8.92 100
Anti-match 94.06 17.04 91.08 0
Other 0 7.41 0 0
rs2279665 is a LD34 member. rs2291738 and rs2291739 are both reasonably related to 
LD34 (Table 3.14), particularly when excluding YRI (which has reduced LD in the re­
gion). rs2279665 and rs2291738 are both validated SNPs that affect splicing dynamics 
[202]. rs2279665 contains a SC35 regulatory sequence, while rs2291738 contains an ac­
ceptor sequence. rs2279665 and rs2291738 are both among the >  95% frequency differ­
ence SNPs found in Figure 3.36.
If a phenotypic change w ith potential mechanisms is related to LD34, then the import­
ance of rs774047 may potentially increase. rs774074 is a member of LD34 located 641 bp 
downstream of rs2291738. This SNP (Q831R, A2634G) was found to not be associated 
with diurnal preference in middle-aged Americans [222]. Opposing results have been 
found for CLOCK 3111C (see Chapter 4) and PERI rs2735611/rs2253820 (see Section 
5.3.11) between the older Wisconsin Sleep Cohort population and the younger Uni­
versity of Surrey population. Given a possible LD34 phenotypic result and validated 
splicing mechanisms, it is quite plausible that a diurnal preference association would 
exist for rs774047 in other samples. The non-synonymous m utation may add a third 
level of importance to LD34.
3.7 African-origin haplogroup frequency analysis
A num ber of genes examined in this chapter have contained haplotypes largely con­
fined to African-origin populations, as seen in detail in Phase 2 YRI and confirmed
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in Phase 3 populations. Genetic diversity is elevated within Africans relative to non- 
Africans. Population bottlenecks and associated effects such as surfing (Section 1.7.2) 
complicate the ability to conclusively separate causative phenomena from demographic 
fluctuations. That said, patterns are present in m ultiple genes that span different chro­
mosomes if not large regions devoid of any practical genetic linkage. Any such pat­
tern could provide insight regarding the reported differences in tau and phase shifting 
between African- and Caucasian-Americans [265].
One example is CSNK16 versus CLOCK. CSNK16 contains 3 Phase 2 SNPs that are 
Fst and extreme DAF outlier SNPs (Section 3.6.8). Of these, rs7406428 and rs6502091 
were assayed in Phase 3, and rs6502091 was assayed in HGDP. CLOCK  Haplogroup 3 
was completely confined to YRI, despite 3 other tightly linked gene-wide haplogroups 
shared across all populations (see Section 4.1). Haplogroup 3 membership can be de­
termined in Phase 3 populations by using ancestral alleles of 3 defining haplogroup 
SNPs: rslll33391 T, rsl801260 A, and rs9312662 T. HGDP membership can be inferred 
using rsll931061 G - rs3817444 C haplotypes, which were found in all 56 YRI H ap­
logroup 3 haplotypes and only 1 non-Haplogroup 3 haplotype. Haplotype frequencies 
are shown for Phase 3 (Figure 3.37 Top) and HGDP (Figure 3.37 Bottom) populations. 
Low frequencies within HGDP likely contain errors due to haplotype counts as low as 
20 per population. However, all populations containing > 10% frequencies for either 
gene are African-origin: Kenyan Bantus, M andenka, Mozabite, Biaka and M buti Pyg­
mies, and Yoruba. The Mozabite are N orth Africans with reduced CSN Klh  (21.7%) and 
CLOCK  (10.0%) frequencies. While the haplotypes are found north of the Sahara, fre­
quencies drop further in Palestinians, the largest M iddle Eastern population assayed 
(CSNK16 6.9%, CLOCK  0.0% in 102 haplotypes).
Eight haplogroup frequencies were compared using HGDP populations. These HapM ap 
Phase 2 haplogroups can generally be represented using SNPs found in HGDP (Table 
3.15). One exception is MAPK1, where false positive haplotypes m ay overwhelm true 
frequencies. Lower false positive frequencies were not found using haplotypes ranging 
from 1 to 16 SNPs.
Spearman's p comparisons of HGDP population haplogroup frequencies are shown
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FIGURE 3.37: CSNKlb and  CLOCK frequencies. Both genes contained  H apM ap  Phase 
2 hap lo types nearly  or com pletely  confined to  YRI: CSNK1S F st 99th percentile an ­
cestral hap lo types (Chr. 17, Section 3.6.8) an d  CLOCK H ap log roup  3 (Chr. 4, Section
4.1). Top: H apM ap Phase 3 CLOCK (red, rsll931061 G - rs3817444 C) an d  CSNK15 
(green, rs7406428 G - rs6502091 T) hap lo type frequencies. Bottom: 45 H G DP p o p u la ­
tion  frequencies for CSNK15 (rs6502091 T) versus CLOCK (as inferred  b y  r s l  1931061 G
- rs3817444 C haplotypes).
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Table 3.15: HGDP African haplogroup definitions. Non-LD group members are 
neither matching nor anti-matching. P: positive, FP: false positive. rs839276 has a
forward strand C allele.
Haplogroup HGDP Alleles HapM ap 2
Relationship
ARNTL  LD1 rs7104985 C Exact
BTRC non-LD3,4, or 
5
rsl0883617Trs7090670 A 
rs4919545 G rsl0786637 C 
rs9420838C rs9420843 T 
rs3127244 A
Exact
CLOCK Haplogroup 
3
r s l1931061 G rs3817444 C P: 56 /  56 
FP: 1 /  364
CSNK1S D A F/Fst 
Ancestral
rs6502091T Exact
FBXW U  DAF 
Ancestral
rs863401C rs839276 G Exact
GSK3(3 LD23 
Ancestral
rs9872321 T rs9834346 G Exact
M APK1  non-LD24, 
25, or 26
rs7290469G rsl892846 C 
rs9610417C
P: 57 /  59 
FP :39 /  361
MTNR1B  DAF 
Ancestral
rs4601728 G rsl2290860 A 
rs4753073G rsl597023 G 
rsl447352 G
P: 66 /  68 
FP: 0 /  352
SIRT1 non-LD33 rs4379726C rsl2778366 T 
r s l2355259 C
P: 81 /  82 
FP: 6 /  338
in Table 3.16. With the exceptions of GSK3[i and M APK1 , the remaining 7 gene hap­
logroup frequencies have elevated relationships within populations relative to a back­
ground distribution of >150,000 SNP MAF comparisons. 19 of the 21 non-GSI<3(3 or 
MAPK1  comparisons had Spearman's p values above the 95th percentile. Seven com­
parisons were above the 99th percentile. While GSJ<3(3 relationships are elevated, only 
the CLOCK  comparison exceeds the 95th percentile. Of the genes w ith elevated relation­
ships found on the same chromosomes, ARNTL  and MTNR1B  are separated by over 70 
Mb and BTRC and SIRT1 are separated by over 30 Mb.
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Table 3.16: HGDP haplogroup frequency relationships. Haplogroups are defined in 
Table 3.15. Spearman's p comparisons of haplogroup population frequencies are relat­
ive to a distribution of >150,000 SNP MAF comparisons. All genes are either found on 
separate chromosomes or separated minimally by 30 Mb.
Spearman's p Percentile
ARNTL BTRC 0.6343 97.50
CLOCK 0.6989 98.81
CSNK1S 0.6483 97.87
F B XW U 0.7101 98.98
GSK3fi 0.4604 90.06
MAPK1 0.0005 47.82
MTNR1B 0.5858 96.03
SIRT1 0.7632 99.58
BTRC CLOCK 0.8467 99.94
CSNK1S 0.6649 98.24
FBXW U 0.6151 96.97
GSK3(3 0.4680 90.50
MAPK1 0.2661 75.25
MTNR1B 0.6179 97.06
SIRT1 0.7142 99.02
CLOCK CSNKlh 0.6493 97.89
FBXW U 0.6482 97.87
GSK3fi 0.6084 96.77
MAPK1 0.3677 83.67
MTNR1B 0.6663 98.26
SIRT1 0.7498 99.46
CSN Klb FBXW U 0.5250 93.53
GSK3fi 0.4544 89.70
MAPK1 0.2337 72.14
MTNR1B 0.5245 93.51
SIRT1 0.5845 95.98
FBXW11 GSK3p 0.4310 88.22
MAPK1 0.1638 65.31
MTNR1B 0.7368 99.32
SIRT1 0.8290 99.90
GSK3fi MAPK1 0.3823 84.79
MTNR1B 0.4737 90.82
SIRT1 0.4480 89.31
MAPK1 MTNR1B 0.3755 84.28
SIRT1 0.1546 64.37
MTNR1B SIRT1 0.7493 99.45
Chapter 4
C L O C K  D i u r n a l  P r e f e r e n c e  
S c r e e n i n g
4.1 LD and derived allele analysis
S N Ps located inside and w ithin 5 kb on each side of CLOCK were obtained from 
HapM ap Phase 2 release 24. The pattern of LD between these SNPs within a region 
including 100 kb of flanking sequence on either side is illustrated in Figure 4.1. 162 con­
sensus SNPs were used to construct 73 distinct haplotypes. Seven of these haplotypes, 
encompassing 32% of all haplotypes, were found in at least 2 population samples, in­
cluding 1 haplotype (containing the 3111C allele and comprising 10% of all chromo­
somes) present in all 3 cohorts. A median-joining network and a neighbour-joining 
tree, incorporating all inferred haplotypes, are shown in Figure 4.2. In both represent­
ations, 4 distinctive haplogroups (named 1-4) were identified. Despite their substantial 
geographic separation, all 3 population samples contained representatives from H ap­
logroups 1, 2 and 4. By contrast, Haplogroup 3 was only found in the YRI population. 
Interim data from HapM ap Phase 3 (which includes 10 populations at a lower resolu­
tion) confirmed the existence and universal geographical distribution of Haplogroups 
1, 2, and 4 at frequencies unlikely to be explained by admixture. The 3 most common 
Phase 3 haplotypes (representative homozygotes NA12892, NA12750, and NA12154, 
from Haplogroups 1, 2, and 4, respectively) were present nearly universally (29/30),
185
186 C hapter 4. CLOCK  D iurnal Preference Screening
FIGURE 4.1: CLOCK and NPAS2 LD overview. LD in CLOCK (top) and its paralogue 
NPAS2 (bottom), including 100 kb of flanking sequence, in the CEU HapMap cohort. 
Red indicates high levels of LD between 2 SNPs. Black triangles indicate Haploview-
defined blocks of LD.
with average frequencies of 26.7%, 10.7%, and 20.7%, respectively. All haplotypes that 
included the 3111C allele belonged to Haplogroup 2. The strong conservation of gene- 
wide 3111C CLOCK haplotypes across diverse population groups indicated that past 
discrepancies in 3111C association studies were unlikely to be due to LD differences 
between populations.
In spite of very high conservation of haplotypes amongst all 3 HapM ap Phase 2 pop­
ulation groups, intra-population differences between haplogroups were also high. For 
instance, at least 52 of the 122 SNPs that varied within the CEU population differed 
between haplotypes found in Haplogroup 1 and Haplogroup 2. Nonetheless, within 
Haplogroup 2, 1 haplotype was perfectly conserved amongst all 3 ethnic groups. To­
gether, the LD patterns within and between populations suggested the maintenance of 
deep coalescent branches within multiple populations.
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FIGURE 4.2: CLOCK LD, haplogroups, and DAF integration. Complete LD groups 
are preserved across populations, are interwoven, and define haplogroup differen­
tiation. Top left is a plot of SNPs in 3 complete LD groups for CEU (European) in 
relation to derived allele frequency in CHB (Han Chinese). Below the plot are shown 
nucleotide positions on chromosome 4; the structures of the genes in the region are 
indicated above the figure. 14 SNPs found within the LD groups in their ancestral 
version are shown with ancestral allele frequencies. In Europeans and East Asians, 
each haplogroup is defined by 1 derived LD group and 2 ancestral LD groups (eg any 
occurrence of the derived allele 3111C, part of group LD2, travels with ancestral ver­
sions of groups LD1 and LD4 on its haplotype, which is found in Haplogroup 2 on the 
top right; see Appendix B for details). Boxed graphs to the top right and bottom show 
identity-by-state comparisons of CEU (n = 120, red), JPT+CHB (East Asians, n =180, 
green), and YRI (Yoruba Nigerians, n = 120, blue) haplotypes (162 consensus SNPs, 
5-kb flank) by neighbour-joining and median-joining. Median-joining node sizes (bot­
tom panels) are proportional to the frequency within each population, with each edge 
equal to 1 SNP difference unless indicated by a different number. The extrapolated 
eveningness haplotype is denoted by an asterisk.
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Table 4.1: C onservation  of com plete LD g roups across popu la tions. Sum ­
m ary  of the 3 H apM ap LD groups w ith in  th e  larger LD reg ion  (C hrom osom e 4
55,934,579-56,166,779). The deriv ed  versions of LD G roups LD1, LD2, an d  LD4 
are exclusively fo und  in  H ap log roups 1, 2, an d  4 of F igure 4.2, respectively. 
*: JPT+CHB groups 1 an d  4 ignoring  a recom bination  b reak  of
NA18611 betw een  rsl0517346 and  rsl2500686 (leading to  the  single 
hap lo type ou tlier in  F igure 2). NA18611 SNPs are consisten t on
bo th  sides of th e  recom bination  for the  ap p ro p ria te  LD groups, 
t :  YRI G roup  4 includes 10 SNPs tha t are also fo u n d  in  a derived  sta te  in  H ap ­
logroup  3 of F igure 4.2. This hap log roup  includes 60% of SNPs th a t are exclusively 
ancestral alleles in  all h ap lo types an d  do n o t follow  these LD groups (data n o t show n). 
This m ay  ind icate a pool of ancestra l stand ing  v aria tion  fo u n d  p rio r to  the  3 po ten tia l
hitch-hiking events.
LD1 LD2 LD4
Total SNP Membership 79 34 38
Derived /  Ancestral Alleles 6 4 /1 5 2 9 / 5 3 8 / 0
CEU SNP Membership 49 28 36
JPT+CHB SNP Membership 71* 21 33"
YRI SNP Membership 66 13 20+
Haplogroup 1 Version Derived Ancestral Ancestral
Haplogroup 2 Version Ancestral Derived Ancestral
Haplogroup 4 Version Ancestral Ancestral Derived
Examination of derived alleles indicated 3 groups of SNPs in complete LD w ith each 
other (groups LD1, LD2, and LD4). (These LD groups correspond respectively to LD6, 
LD8, and LD7 across all tested genes as labelled in Table 3.3). The LD groups were 
physically interwoven and largely conserved between all 3 HapM ap populations. 67% 
of all HapM ap SNPs within 5 kb of CLOCK were included in 1 of these LD groups 
for at least 1 population, with complete LD extending through the surrounding region 
(Table 4.1, Appendix B). Figure 4.2 shows how European (CEU) LD group membership 
can largely predict the major derived allele frequency patterns found in H an Chinese 
(CHB).
The derived versions of each SNP LD group explained m uch of the divergence of H ap­
logroups 1, 2, and 4. Each LD group was only derived in a single haplogroup, while 
each haplogroup possessed 1 derived and 2 ancestral LD groups. Thus, Haplogroups 
1, 2, and 4 corresponded to the derived versions of LD groups LD1, LD2, and LD4 re­
spectively. By contrast, Haplogroup 3 did not appear to be associated w ith any regular 
large-scale pattern of SNP group inheritance. In the other haplogroups, these patterns 
contributed to an elevation of intermediate frequency CEU, CHB, and JPT derived al­
leles within CLOCK  relative to overall HapM ap Ensembl gene distributions (Figure
C hapter 4 CLOCK  D iurnal Preference Screening 189
4.3).
While LD between individual SNPs in the CLOCK  gene and surrounding regions may 
vary across populations, it is possible to select 3 cosmopolitan positive-strand SNPs 
(rslll33391 C, rsl801260 G, and rs9312662 C) defining the 3 haplogroups (1, 2 and 4) 
that account for most chromosomes in the non-African HapM ap samples. Haplogroup
3, which is found only in YRI and lacks the complete LD structure of the other hap­
logroups, can nevertheless be defined by rs6820823 G.
LD groups LD1, LD2, and LD4, which were independent and complete, segregated into 
3 exclusive haplogroup lineages. These m ay have arisen randomly, or could alternat­
ively indicate signatures of 3 independent hitch-hiking events. In order to understand 
the relative frequency of such a phenomenon, a simple genomic w indow test of all 168- 
SNP autosomal bins was devised. The num ber of derived SNPs found in complete LD 
was multiplied by the num ber of haplotypes containing those derived SNPs. This was 
performed 3 times, and added into a final score. Exclusivity of derived allele groups 
was tested by allowing only SNP groups that had ancestral versions on all previously 
counted haplotypes. Table 4.2 indicates the relative percentile for the high LD region 
surrounding CLOCK (Figure 4.1) w hen compared to 168-SNP bins from all autosomes. 
The CEU and JPT+CHB regional group results, each using all of their available haplo­
types for the 3 groups, scored at the 99.6% and 99.7% percentiles of the bins, respect­
ively. The YRI group, with 64 of its 120 haplotypes found within Haplogroups 1,2, and
4, had results w ithin the top 97.1% of the bins. When measuring this effect for bins that 
had used all available haplotypes (120 CEU haplotypes or 180 JPT+CHB haplotypes), 
CEU and JPT+CHB scored at the 98.7% and 99.5% percentiles respectively.
4.2 Genotyping and haplotype prediction
Genotype frequencies for 19 SNPs chosen for complete LD coverage of CLOCK, in vo­
lunteers selected for extreme morningness or eveningness, are shown in Table 4.3. Av­
erage frequencies were comparable w ith those of CEU and Wellcome Trust Case Con­
trol Consortium control subjects Wellcome Trust Case Control Consortium [303]. Phas­
ing of these SNPs led to the identification of a 19-SNP haplotype that was the most
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Figure 4.3: CLOCK derived  allele frequency (DAF) spectrum . DAF
spectrum  d isp lays excessive in term ediate  frequencies w ith in  CLOCK for
CEU, CHB, and  JPT popu la tions and  is largely explained by  the com ­
plete LD groups. This could indicate the  presence of balancing selection. 
Top: H apM ap CLOCK (5 kb flank) DAF spectrum , show ing  the p ropo rtion  of total 
H apM ap release 26 (Phase 2+3) SNPs in  the region (y-axis) hav ing  a derived  allele 
frequency in 10% bins (x-axis). Red: CEU, Green: CHB, Blue: JPT, Purple: YRI. 
M iddle: Average d istribu tion  for the  sam e popu la tions across
all Ensem bl release 50 au tosom al genes (5 kb flank) w ith  
20 or m ore know n derived  and  variable release 26 SNPs.
Bottom: CHB DAF spectrum  (CLOCK 5 kb flank w ith  113 SNPs, release 24, 
Phase 2 only). C om plete LD groups w ith in  JPT+CHB are separated  by  colour and  
com prise 86% of CHB polym orphic SNPs w ith in  the  region w h en  excluding the 
NA18611 recom bination (see A ppendix  B). M uch of the aberran t in te rm edia te  DAF 
spectrum  can therefore be explained by the com plete LD groups, lead ing  to  h igh 
Tajima's D values. Some SNPs w ere  no t successfully typed  in  all ind iv iduals, a ltering  
their frequency and  leading to LD groups spann ing  2 bins. G roup  1 also includes a 
m inority  of SNPs found in  the ir ancestral form.
CEU (128 SNPs) | 
CHB (120 SNPs) | 
JPT (116 SNPs) | 
YRI (150 SNPs) |
J aU 1 _
0-10% 10-20% 20-30% 30-40% 40-50% 50-60% 60-70% 70-60% 80-90% 90-100% 
Derived Allele Frequency Bins
CEU (12.920 Genes)
CHB (12.108 Genes)
JPT (11.835 Genes)
YRI (13,995 Genes)
0-10% 10-20% 20-30% 30-40% 40-50% 50-60% 60-70% 70-80% 80-90% 90-100% 
Derived Aflele Frequency Bins
JPT+CHB LD Group 1 | 
JPT+CHB LD Group 4 | 
JPT+CHB LD Group 2 | 
JPT+CHB Other SNPs |
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Han Chinese (CHB) Derived Allele Frequency Bins
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Table 4.2: CLOCK LD g ro u p  genom ic frequency. R elative stren g th  of
3 exclusive LD SNP groups w ith in  the h ig h  LD region (C hrom osom e 4
55,934,579-56,166,779) su rro u n d in g  CLOCK com pared  to  all autosom es.
168 consensus SNPs w ere  u sed  in  each b in  from  the p re-phased  H apM ap  Build 
22 files. The h ighest n u m b er of derived  alleles w ith  com plete LD w as  located, 
an d  a score of (num ber of derived  SNPs m ultip lied  by  n u m b er of hap lo types 
contain ing  those SNPs) w as ob ta ined . These hap lo types w ere  then  excluded 
from  fu rthe r scoring. For the rem ain ing  hap lo types available, the  process w as 
repeated  for second an d  th ird  g roups such  th a t the longest com plete LD SNP groups 
cou ld  on ly  be derived  in  1 h ap lo type  set an d  ancestral in  the o ther 2 hap lo type 
sets. All 3 sub-scores w ere then  a d d e d  together for a final score for the region. 
M ax D erived H ap lo types involved  only  b ins w here  all hap lo types w ith in  the b in  
(120 for CEU or 180 for JPT+CHB) w ere  u se d  in  1 of the 3 exclusive LD groups.
Population Score
Derived 
Haplotypes 
Used (Possible)
Percentile 
(Bin Count)
Max Derived 
Haplotypes Percentile 
(Bin Count)
CEU 3,696 120 (120) 99.6 (11,535) 98.7 (1,449)
JPT+CHB 5,710 180 (180) 99.7 (11,535) 99.5 (1,368)
YRI 1,360 64 (120) 97.1 (11,535) N /A
All 5,665 364 (520) 99.6 (11,535) N /A
common haplotype in the eveningness group and found to be present twice as often 
in chromosomes of exheme evening types (18%) when compared to extreme morning 
types (9%), and which is therefore designated the eveningness haplotype (Table 4.4). 
The single possible CEU extrapolated HapM ap version of this haplotype, predicted 
to be independent of 3111C and comprising 12.5% of CEU chromosomes, is found in 
Haplogroup 1 and can be reduced to 6 tagging SNPs without overlap w ith other CEU 
haplotypes. By combining HapM ap and Perlegen data for the homozygotic individual 
NA10861, a corresponding 218-SNP extrapolated haplotype can be constructed (the SI 
and S2 SNP subset found in Appendix C). With the exception of 1 SNP, the evening­
ness haplotype is identical to the most common (48.9%) JPT+CHB haplotype. In the 
lower-resolution HapM ap Phase 3 data set, this is the most common haplotype (range 
12.2-59.4%).
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TABLE 4.3: CLOCK genotyping results. Genotyping results for 19 SNPs (6 in interme­
diates). SNPs are arranged in their physical order, starting with the 3' end. An asterisk 
indicates WTCCC projected imputed results based on CEU HapMap LD patterns.
SNP Position Genotypes Morning Inter­mediates Evening CEU WTCCC
TT 3.8 5.2 5.0 3.7
rs534654 55984977 CT 27.5 41.6 21.7 31.9
CC 68.8 53.2 73.3 64.4
c c 21.3 8.2 19.0 36.7 27.5
rs6858749 55985194 CT 53.8 76.7 58.2 40.0 51.2
TT 25.0 15.1 22.8 23.3 21.4
AA 16.5 9.1 11.9 11.5
r s l0462028* 55993057 AG 44.3 40.3 42.4 44.4
GG 39.2 50.6 45.8 44.2
CC 13.9 0.0 16.5 15.0 12.6
rs3805148* 56001567 AC 59.5 75.6 54.4 43.3 48.0
AA 26.6 24.4 29.1 41.7 39.4
AA 12.7 13.0 13.3 12.1
rs3736544* 56004749 AG 39.2 50.6 43.3 46.9
GG 48.1 36.4 43.3 41.0
GG 0.0 0.0 0.0 0.0 0.3
r s l7777927* 56007390 CG 39.7 94.3 23.1 20.0 11.1
CC 60.3 5.7 76.9 80.0 88.7
AA 8.9 10.4 16.7 9.1
rs6849474* 56013219 AG 35.4 44.2 31.7 43.5
GG 55.7 45.5 51.7 47.5
GG 7.7 5.3 10.0 7.6
r s l1240* 56014107 CG 43.6 38.7 35.0 39.5
CC 48.7 56.0 55.0 52.9
AA 1.3 1.3 0.0 0.4
r s l1725422* 56016460 AG 22.5 30.8 10.0 11.1
GG 76.3 67.9 90.0 88.5
GG 22.5 9.0 10.3 23.3 16.7
r s l1932595 56018354 AG 45.0 56.4 48.7 40.0 49.0
AA 32.5 34.6 41.0 36.7 34.3
CC 13.8 13.9 16.7 12.9
rs4340844* 56023613 AC 45.0 50.6 41.7 48.3
AA 41.3 35.4 41.7 38.7
AA 1.3 1.3 0.0 0.4
rsl522113* 56026528 AG 17.5 15.2 10.0 11.7
GG 81.3 83.5 90.0 87.8
GG 13.9 11.8 11.9 12.1
rsll931061* 56033550 AG 43.0 51.3 44.1 46.9
AA 43.0 36.8 44.1 41.0
GG 8.9 0.0 5.1 10.0 7.6
rs2070062* 56050355 GT 43.0 92.2 38.5 35.0 39.5
TT 48.1 7.8 56.4 55.0 52.9
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SNP Position Genotypes M orning Inter­mediates Evening CEU WTCCC
CC 9.2 12.0 16.9 9.1
rs7658446* 56056186 CT 50.0 65.3 32.2 43.5
TT 40.8 22.7 50.8 47.5
CC 5.0 1.3 10.7 16.7 7.6
r s l2648271* 56062879 CG 42.5 70.0 58.7 25.0 40.8
GG 52.5 28.8 30.7 58.3 51.6
CC 0.0 0.0 3.3 0.1
rs6554281* 56072655 CT 13.8 21.8 3.3 10.9
TT 86.3 78.2 93.3 88.9
CC 9.0 18.8 21.7 16.3
rs6850524* 56076754 CG 74.4 56.3 46.7 50.1
GG 16.7 25.0 31.7 33.6
AA 11.5 10.5 16.7 12.9
rs7691799 56106498 AC 52.6 60.5 41.7 48.3
CC 35.9 28.9 41.7 38.8
4.3 Correlation with diurnal preference
Individuals w ith intermediate diurnal preference, selected from the same study pop­
ulation as the extremes, were analysed w ith regard to the 6 tagging SNPs that make 
up the eveningness haplotype. Correlations between both SNPs and haplotypes, and 
diurnal preference are shown in Table 4.5. Using the 3 combined cohorts, rsl2648271 
represented a significant quantitative trait locus (QTL) for eveningness (Beta = -6.756,
TABLE 4.4: CLOCK 19-SNP h ap lo ty p e  frequencies w ith in  extrem e eveningness and  
m orn ingness groups. SNPs use  fo rw ard  s tran d  n o ta tion  and  are o rdered  p e r  Table 4.3.
H ap lo types w ith  > 2% frequency  in  either cohort are show n.
H aplotype Evening M orning
GCGCGCACGACGAACCTGA 18.1 8.8
GTAAGCGGGGAGACTGTGC 8.8 12.5
ATGAACGCGAAGGATGCCC 8.1 4.4
ATGAACGCGAAGGATGTCC 6.9 8.1
GCGCGCACGGCGAACCTGA 5.6 11.3
GCGAACGCGAAGGATGTCC 4.4 10.0
GTAAGCGGGGAGACCGTGC 3.1 0.6
GTAAGGGGGGAGACTGTCC 3.1 9.4
ATGAACGCGAAAGATGTCC 2.5 0.0
GTACGCGGGGAGACTGTGC 2.5 1.3
GCACGCGCAACAAATGTGA 1.9 4.4
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TABLE 4.5: CLOCK d iu rn a l preference QTL SNP (upper) an d  h ap lo type  (lower) p re ­
dictors. The hap lo types are com prised  of the  fo rw ard  s tran d  alleles for rs6858749 -  
rs3805148 -  rsl7777927 -  rsll932595 -  rs2070062 -  rsl2648271.
SNP Beta P-value P (Corrected)
rs6858749 -0.432 0.843 1.000
rs3805148 -0.333 0.882 1.000
rsl7777927 5.840 0.033 0.164
r s l1932595 3.360 0.104 0.424
rs2070062 2.656 0.262 0.773
rsl2648271 -6.756 0.003 0.018
Haplotype Beta P-value P (Corrected)
CCCAAC -8.825 0.003 0.032
TAGGCG 7.676 0.026 0.308
CCCAAG 7.581 0.036 0.436
TACGAG -33.710 0.129 1.000
CCCGAC 4.127 0.246 1.000
CACAAG 3.645 0.284 1.000
TACAAG -2.704 0.402 1.000
TAGACG -3.946 0.607 1.000
TACGCG -0.396 0.898 1.000
T a b le  4.6: CLOCK M onk questionnaire sub-g roup  QTL results. TAGGCG is the  o p ­
posite hap lo type of CCAAAC and  contains 257G. QTL Beta an d  (unad justed  p-values) 
are show n, w ith  positive betas ind icating  a m orn ingness association.
CCAAAC TAGGCG
1. Circadian phase /  morning functioning -3.794 (0.017) 4.907 (0.008)
2. Evening sleepiness -2.228 (0.007) 2.044 (0.034)
3. Morning alertness /  inability to sleep late -1.735 (0.004) 0.613 (0.388)
p = 0.003, 0.018 multiple test correction). The 6-SNP predictor of the eveningness hap­
lotype also produced a significant QTL value (Beta = -8.825, p  = 0.003, 0.032 multiple 
test correction). This association w as only significant in participants below 40 years of 
age (p = 0.004 versus 0.953).
The nature of the eveningness haplotype phenotype was explored using Horne-Ostberg 
question sub-groups as defined by Monk [193]. The strongest CCAAAC correlation is 
with Factor 3 (morning alertness, p < 0.004, Table 4.6). CCAAAC was also the strongest 
Factor 2 haplotype, bu t had a weaker correlation to Factor 1 than TAGGCG (p < 0.008). 
This exactly opposite haplotype was the only other Monk sub-group QTL association 
with an unadjusted p-value below 0.01. It includes the forward strand rs2070062 C 
(257G) and contains positive beta values, indicating an association w ith morningness.
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Table 4.7: Selected diploid CLOCK results. Diploid frequencies for the 6-SNP even- 
ingness haplotype and 257G (rs2070062, in any haplotype) are shown. 257G was in 
complete LD with 3111C in CEU, JPT+CHB, and YRI, while CCCAAC associated with
eveningness.
Diploid Category Evening Intermediate M orning
CCCAAC + 257G 12.7% 53.8% 7.5%
CCCAAC + CCCAAC 2.5% 0.0% 0.0%
CCCAAC + Other 29.1% 2.5% 13.8%
257G + 257G 5.1% 2.5% 8.8%
257G + Other 26.6% 35.0% 36.3%
Other + Other 24.1% 6.3% 33.8%
The T257G (rs2070062) polymorphism  was confirmed to be in 100% LD with C3111T 
in all 3 Phase 2 HapM ap populations, in concordance with a prior CLOCK  genotyping 
study in a Brazilian population [223]. The derived versions of these 2 SNPs were found 
only in Haplogroup 2. Heterozygotes carrying the eveningness haplotype on one chro­
mosome and 257G (and, hence, 3111C) on the other were overrepresented amongst 
individuals with intermediate diurnal preference. This could imply an interaction 
between the evening haplotype and Haplogroup 2, which collectively contributes to­
wards an intermediate diurnal preference (Table 4.7). When haplotypes were grouped 
according to (1) the eveningness haplotype, (2) all haplotypes containing 257G, and (3) 
all others as a single test of overall heterozygosity, only the intermediate cohort dis­
played significantly higher than expected heterozygosity (p < 0.0001). This suggests a 
possible heterozygote advantage in the maintenance of intermediate diurnal preference 
involving the eveningness and 257G/3111C haplotypes.
4.4 Additional balancing selection analysis
Heterozygotic advantage provides phenotypic support for potential balancing selec­
tion. The major CLOCK frequency spectrum  results are included w ith other clock gene 
results and characterisation of ascertainment bias in Section 3.5. Additional tests were 
performed to verify the integrity of these results.
Neighbouring genes within 500 kb of either end of CLOCK  in East Asians and Europeans 
(both according to HapM ap and Perlegen) all had lower values for Tajima's D, Fu and 
Li's D and F, indicating that genetic hitch-hiking due to selective pressure on other
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T a b le  4.8: CLOCK D epaulis and  Veuille H  an d  K hap lo type-based  selection tests rel­
ative to  10,000 sim ulations
Population Segregating Sites K (p-value) H  (p-value)
CEU 122 27 (0.005) 0.90208 (0.013)
JPT+CHB 122 22 (< 0.0001) 0.72012 (< 0.0001)
YRI 146 47 (0.447) 0.94014 (0.089)
genes cannot explain the high values for CLOCK. CLOCK  was further compared to all 
25 Ensembl genes w ith < 10% differences in both physical and genetic distance. CEU 
and JPT+CHB CLOCK  scores were the highest overall, and exceeded 73/75 and 74/75 
individual tests. Results were largely concordant in the equivalent genomic bin ana­
lyses of similar physical and genetic distances, w ith overall rankings of 99.8% (CEU, 
464 segments) and 99.4% (JPT+CHB, 463 segments), although JPT+CHB had a some­
w hat lower individual value for Tajima's D (93.3%).
A scan of the CLOCK  region using Sweep [250] yielded unstable results dependent on 
the choice of core SNP counts and window positions. Sweep is typically used for pos­
itive selection detection, where the newly emergent haplotype has strong LD relative 
to the existing background. The unstable results were likely due the interwoven nature 
of the LD groups w ith individual windows containing different ratios of LD group 
SNPs. Potentially compounding these results, ancestral alleles for SNP LD groups 
were associated w ith 2 distinct and extended haplogroups, as opposed to a presum ­
ably less structured background from which a dom inant derived haplogroup emerged 
(Appendix B).
Depaulis and Veuille H and K tests were recorded to provide separate haplotype-based 
measures of potential selection. Relative to 10,000 coalescent simulations w ith equi­
valent sample sizes and segregating sites and no recombination, CEU and JPT+CHB 
results were significantly lower in both measures (Table 4.8). JPT+CHB results were 
highly significant, w ith values lower than all simulations in both tests.
4.5 Haplogroup relationships to prior studies
Phenotypic associations have been reported for all 3 haplogroups (Table 4.9), including 
a different relationship w ith metabolic syndrome for each haplogroup even within the
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Table 4.9: Selected CLOCK associations and notable features arranged by hap­
logroup.
Haplogroup Phenotype /  Feature Population Reference
1 Eveningness UK-based (current study)
1 Major haplotype in East Asians
HapM ap
JPT+CHB (current study)
1 Sleep duration
Central
Europe [6]
1 Non-alcoholic Fatty Liver Disease Argentinians [266]
1 Metabolic syndrome: no effect British [257]
2 Eveningness
Caucasian-
Americans [133]
2 Eveningness Japanese [189]
2 Schizophrenia Japanese [283]
2 Metabolic syndrome: protection British [257]
4 Metabolic syndrome: risk British [257]
4 Agreeableness
Italians,
Americans,
Dutch [287]
same study [257]. In this British population study by Scott, all SNPs used within the 3- 
SNP haplotypes were LD group members. rs4864548, rsl801260 and
rs3736544 were members of LD1, LD2, and LD4 respectively. Different outcomes resul­
ted from derived Haplogroup 4 (metabolic syndrom e risk), Haplogroup 2 (protection), 
and Haplogroup 1 (no effect). The presence of 3 phenotypic associations in this in­
dependent study suggests m ultiple causative effects associated w ith the haplogroups 
rather than the presence or absence of a single phenomenon.
The existence of 3 distinct haplogroups and their associated pleiotropic effects provides 
a larger framework for understanding the mixed results of previous CLOCK  association 
studies and the current one. Given Scott's results and the presence of haplotypes ex­
actly shared across 3 diverse populations, the prior mixed results for CLOCK may not 
be due to the imperfect LD across each population.
Extrapolated versions of the eveningness haplotype and the most likely haplotype can­
didate for a sleep duration QTL (rsll932595 - rsl2649507) [6] differ by a single SNP 
(rsll932595). Derived alleles for this SNP are found in all haplogroups at differing 
frequencies and could explain the mixed replication results found in that study. The 
eveningness haplotype is practically indistinguishable (161/162 SNPs) from the major 
one found in 49% of chromosomes from the JPT+CHB cohort (Japanese and Chinese).
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This haplotype (disregarding an additional single SNP) matches 62% of JPT+CHB hap­
lotypes. By contrast, the 3111C-containing haplogroup is found in 15% of the JPT+CHB 
cohort. A haplotype that includes, but is not limited to, the eveningness haplotype 
has been associated w ith non-alcoholic fatty liver disease risk in an Argentinian cohort 
[266]. The same haplogroup was, however, the only one not to associate w ith metabolic 
syndrome risk in a British population [257], or BMI in a central European population 
[6] and indeed has majority status in the Japanese population. Likewise, variable ef­
fects of 3111C on diurnal preference have been reported in different populations [242], 
[189]. Nonetheless, there is evidence for balancing selection in CLOCK  in the JPT+CHB 
populations as well, where the eveningness haplotype (Haplogroup 1) is found at a 
very high frequency. If the extreme eveningness described here is due in  part to sleep 
duration changes, then East Asians will likely exhibit this phenotype on Haplogroup 2 
rather than Haplogroup 1.
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P o p u l a t i o n  C l i m a t e  S i g n a t u r e s
5.1 General climate PCA components
T HE proportion of climate variable variance explained by each principal component 
is shown in Figure 5.1. The first 2 principal components explained much of the 
variance found in both the winter (Figure 5.1 Left) and summer (Figure 5.1 Right) vari­
ables. Subsequent analyses focused on the 4 summer and winter PCA 1 and PCA 2 
signatures.
FIGURE 5.1: C lim ate PCA scree plots. Each p lo t denotes the p ropo rtion  of clim ate vari­
able variance explained  by  the 10 largest p rincipal com ponents. Left: W inter, Right:
Sum m er.
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Biplots depicting relative PCA variable contributions and population vectors are shown 
in Figure 5.2 Top and Figure 5.2 Bottom for winter and summer components respect­
ively. Each individual climate variable is shown in red. A variable's relative contribu­
tions to PCA 1 and PCA 2 are reflected in the different x-axis and y-axis components of 
each red arrow respectively. Individual populations are shown in black. Relative pop­
ulation intensity for PCA 1 and PCA 2 are depicted based on a population's x-axis and 
y-axis location respectively. Each axis produces a cline w ith which SNP minor allele fre­
quencies are compared. For example, a SNP associated w ith winter PCA 1 (Figure 5.2 
Top, x-axis) w ould tend to have a low MAF for Russians (on the left) and a higher MAF 
for M andenka (on the right). As Spearman's p is based on ranking, this need not be 
a linear relationship for a strong correlation (as MAF could be saturated after passing 
a certain environmental threshold). An excessively low ranking could also imply an 
inverse order with a higher MAF at low PCA values rather than neutral variation.
The winter PCA 1 grouping tends to be comprised of temperature-related variables, 
while the winter PCA 2 grouping is associated with precipitation. These groupings 
reverse for the summ er components. Based on the scree plots, the summ er PCA 1 and 
2 values are of closer importance in describing climate than the winter PCA 1 and 2 
values.
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FIGURE 5.2: C lim ate PCA biplots. Red arrow s signify vectors for ind iv idual clim ate 
variable contribu tions to PC I (x axis) and  PC2 (y axis). Black labels are the relative 
PC values for ind iv idual popu la tions. Top: W inter, M iddle: A bbreviations, Bottom:
Sum m er.
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TABLE 5.1: Overlapping climate SNP percentages. The percentages of outlier SNPs 
that are found in two different principal component categories relative to one or two 
categories are shown. For example, 25.71% of the Summer PCA1 99% outlier SNPs are 
also found in the latitude 1% outlier (L 1) category.
L l L 99 W 21 W2 99 W1 1 W1 99 S21 S2 99
SI 1 0.00 17.84 0.00 0.00 2.13 0.00 0.00 16.30
SI 99 25.71 0.00 0.03 0.02 0.00 4.19 22.91 0.00
S21 43.42 0.00 0.06 0.09 0.00 10.68
S2 99 0.00 38.64 0.05 0.08 7.37 0.00
W l l 0.00 20.57 0.00 0.16
W1 99 22.90 0.00 0.25 0.06
W21 0.64 0.00
W2 99 0.00 0.61
Spearman's p distributions were calculated based on 644,192 autosomal SNP frequen­
cies in 45 populations. SNPs falling in the upper and lower 1st percentile of certain 
categories were sometimes found in other categories, m ost notably in opposite ends of 
the two summer principal component groups (Table 5.1). The use of m ultiple principal 
components in an extreme distribution screening will by nature raise the num ber of 
false positive results. While the true num ber of SNPs potentially affected by climate 
is unknown, the use of 1st percentile cut-offs identifies 7.39% of all SNPs in the HGDP 
autosomal sample.
Latitude results are not considered in the present study aside from a list of significant 
clock gene tag SNPs (Table 5.11). While latitude-derived SNPs overlap certain principal 
component SNPs, other components (notably w inter PCA 2) are nearly completely dis­
tinct.
5.2 Circadian climate SNP and gene candidates
Due to the variable SNP chip coverage across the genome, a SNP was considered a cir­
cadian tag if it was located w ithin 100 kb of a circadian gene and described a HapM ap 
SNP of any population within 20 kb of a circadian gene w ith a r2 > 0.8.
19 tag SNPs describing 12 genes were considered 'robust' (Table 5.2). These SNPs fall 
w ithin the upper or lower 0.1st percentile of all Spearman's p autosomal climate cal­
culations. Approximately 644 autosomal SNPs are in each distribution tail. Across all
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categories, 5,088 unique SNPs (0.78%) are above one or more thresholds.
Table 5.2: Robust circadian climate tag SNPs. HGDP tag SNPs in the upper or lower 
0.1st percentile of all Spearman's p autosomal climate calculations. Distance is indic­
ated to the closest edge of the Ensembl gene. HM2 Tagged indicates the count of CEU, 
JPT+CHB, and YRI SNPs tagged respectively (r2 > 0.8, within 20 kb flank). Tagged 
SNPs are combined across the 3 populations.
Distance PC Percentile
(Spear­
m an's
p)
HM2
Tagged
HM2 Tagged SNPs
ARNTL rs4757144 0 W2 99.934
(0.5041)
11,5,1 r s l982350 rs4757142 
rs4757144 rs4757145 
rs7396943 rs9633835 
rsl0741616 rsl0766077 
rsll022762 rsll823635 
r s l1824092
ARNTL2 r s l1048980 0 S2 99.958
(0.5996)
6,7 ,1 rs7301841rsl0431268 
rsll048975 rsll048980 
rsll048982 r s l1048983 
rsl2231701
CRY1 r s l2320535 -89,332 S2 0.050
(-0.5677)
1,2,1 rs2374655 rs3759317
rsl861745 -83,503 S2 0.041
(-0.5743)
1,3,1 rs2374655 rs3759317 
rs7134492
rs3759317 -14,893 S2 0.049
(-0.5689)
4,15,1 rs2287162 rs2300448 
rs2374655 rs2374656 
rs3741891 rs3759317 
rs3809236 rs3809239 
rs4482128 rs4616135 
rs4964513 rs7134492 
rs7303842 rs7311527 
r s l1615681 rsll615815 
rsll829762
CRY2 rs4756026 -35,069 S2 99.985
(0.6329)
1,1,1 rsll038675
r s l1038668 -30,103 S2 99.975
(0.6156)
6 ,1 ,1 rsl401417 rs7121775 
rsll038675 rsll038689 
rsl2364060 rs!7787136
CSNK2a.l rs205908 0 W2 99.912
(0.4921)
4,2 ,1 rs68488 rsl57814 
rsl57816 rs205907 
rs205908
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Distance PC Percentile
(Spear­
m an's
P)
HM2
Tagged
HM2 Tagged SNPs
FBXL3 rs9573972 -9,718 S2 0.068
(-0.5572)
11,11, 
1
rs7336541 rs7982885 
rs9565310 rs9573972 
rs9573976 rs9573977 
rs9573978 rs9573982 
rs9573983 rs9634731 
rs9635010 rs9635011
MAPK1 rs8135758 -37,541 SI 0.083
(-0.6886)
1,6 ,1 rsl967938 rs2876980 
rs8136405 rs8140233 
r s l7759598rsl7759796
rs9610417 0 S2 99.915
(0.5755)
7 ,9 ,2 rs2876981 rs3810606 
rs3810608 rs9607272 
rs9610216 rs9610271 
rs9610417 rs9610470 
rs9610487 rs9610496
MTNR1B rsl396374 26,374 S2 0.080
(-0.5298)
1,1 ,1 rs7942988
NR1D2 rs7611018 -65,550 W1 99.988
(0.7165)
1 ,7 ,1 rs954748 rsl567579 
rsl567580 rs3935253 
rs4490300 rs4602333 
rs4858564
rs7610892 9,977 SI 99.964
(0.6685)
4,11, 7 rsl533140 rsl567582 
rs4078155 rs4292186 
rs4293661 rs4578971 
rs4858561 rs6550825 
rs6550826 rs6800790 
rs7610892rs7610993 
rs9831760 rs9843244 
rsl0865791 rs!1129130
OPN4 rsl986382 20,042 SI 99.946
(0.6547)
1,1 ,1 rs3740345 rs3802663
PER3 rs228654 0 SI 0.010
(-0.7293)
7,8 ,1 rsl70631 rs228654 
rs228657 rs228689 
rs228690 rs228692 
rs228697rsl773157 
rs2640909
RORa rsl7270571 0 SI 0.022
(-0.7186)
2 ,1 ,2 rsl7270571 rsl7270578
rsl0220727 0 SI 0.095
(-0.6851)
2 ,1 ,2 rs9302220 rsl0220727
rs4775362 0 S2 0.099
(-0.5437)
1,2 ,1 rs4775362 rs9788745
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Table 5.3 shows genes where upper or lower 1st percentile tag SNPs collectively de­
scribe at least 10% of the polymorphic SNPs for any HapM ap population. 13 genes 
are tagged by 19 total principal component outliers (summer PCA 1: 4 high and 1 low, 
summ er PCA 2: 4 high and 2 low, w inter PCA 1: 3 high and 1 low, winter PCA 2: 4 
high). It should be noted that these are likely conservative estimations. Hancock's cli­
mate metabolic gene screening criteria, while using two statistical methods, included 
single SNPs with a 5th percentile threshold [95].
M ultiple categories w ithin one gene could reflect a structured low relationship due to 
a strong relationship in another category rather than multiple functional regions. A 
lack of LD in some HapM ap populations is to be expected if a causative haplotype 
is infrequent in those populations. The percentage of SNPs tagged within a HapM ap 
population is also a conservative estimate based on the total num ber of polymorphic 
SNPs. In certain cases the possible num ber of SNPs that could be tagged given the 
available tag SNPs (of any percentile) was substantially lower (eg 65 maximum tagged 
SNPs of 92 possible in PER3).
Table 5.3: Tagged circadian climate genes. HGDP tag SNPs list SNPs in the upper 
or lower 1st percentile of Spearman's p autosomal SNP results for particular climate 
principal components. Tags are within 100 kb flanking sequence of circadian genes, 
with tagged SNPs within 20 kb flanking sequence. All genes listed had at least 10% 
of polymorphic SNPs collectively tagged (r2 > 0.8) for that particular population. The 
tagged column indicates the percentage followed by the count of tagged SNPs.
Principal
Compon­
Tag SNPs Tagged
Percent­
ent age
(SNPs)
ARNTL CEU W2 99th rs4756763, rs7942486, rs4757144 10.19 (16)
BTRC CEU W2 99th rsl0883617, rs9420838, rs9420843, 
rs3127244, rs918263
52.29 (80)
J+C W 11st r s l1190945 60.13 (92)
W2 99th rsl0883617, rs9420838, rs9420843, 
rs3127244, rs918263
60.78 (93)
YRI W2 99th rsl0883617, rs9420838, rs9420843, 
rs3127244, rs918263
42.46 (76)
CRY1 CEU SI 99th r s l2320535, rsl861745, rs3759317, 
rsll829762
13.79 (16)
S2 1st rsl2320535, rsl861745, rs3759317, 
r s l1829762
13.79 (16)
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Principal
Compon­
Tag SNPs Tagged
Percent­
ent age
(SNPs)
J+C SI 99th rsl2320535, rsl861745, rs3759317, 
r s l1829762
50 (53)
S21st rsl2320535, rsl861745, rs3759317, 
rsll829762
50 (53)
CRY2 CEU SI 1st rs4756026, rsll038668 14.63 (6)
S2 99th rs4756026, rsll038668, rs7121775 14.63 (6)
J+c S2 99th rs4756026, rsll038668, rs7121775 21.43 (9)
YRI S2 99th rs4756026, rs l 1038668, rs7121775 12.24 (6)
CSNKlh CEU W 11st rs4789846 16.67 (2)
J+c W 11st rs4789846 14.29 (2)
CSNK2al CEU W2 99th rs205908, rsl88205 11.11 (9)
J+c W2 99th rs205908, rsl88205 16.05 (13)
CSNK2£> J+c SI 99th rs2242660, rs805286 21.88 (14)
YRI SI 99th rs2242660, rs805286 27.12 (16)
FBXL3 CEU S2 1st rs9573972, rs9573974, rs700361 52 (26)
J+c S21st rs9573972, rs9573974, rs700361 56.52 (26)
YRI S21st rs9573972, rs9573974, rs700361 12.5 (6)
MAPK1 CEU S2 99th rs9610417, rs2876980 22.77 (23)
J+c W 11st rs2298432 21.5 (23)
NR1D2 CEU SI 99th rs4578971, rsl0865791, rs7610892, 
r s l533140
32.14 (18)
W1 99th rs7611018, rs9883834, rs3935253, 
rsl567580
17.86 (10)
J+c SI 99th rs4578971, rsl0865791, rs7610892, 
rsl533140
31.58 (18)
W1 99th rs7611018, rs9883834, rs3935253, 
rsl567580
12.28 (7)
YRI Si 99th rs4578971, rsl0865791, rs7610892, 
rsl533140
28.13 (18)
W1 99th rs7611018, rs9883834, rs3935253, 
rsl567580
14.06 (9)
PERI J+c SI 99th rs2253820, rs3027267 14.29 (4)
52 99th rs3027279, rs3202848 32.14 (9)
PER2 CEU 52 99th rs6431587, rs4663868 16.07 (9)
J+C S2 99th rs6431587, rs4663868 16.36 (9)
YRI S2 99m rs6431587, rs4663868 31.15 (19)
SIRT1 CEU W2 99th rsl2355259, rs597889 51.35 (19)
J+C W2 99th rsl2355259, rs597889 47.06 (16)
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5.3 Climate candidate gene analyses
For an overview of plot conventions and terms such as 'anti-match haplotype', please 
see Section 3.6.1.
5.3.1 ARNTL
ARNTL  contains 2 complete LD groups. The CEU LD2 anti-match haplotype is related 
to bipolar disorder and possibly related to Type 2 Diabetes risk alleles (Section 3.6.2). 
Three tag SNPs, including the robust SNP rs4757144, link ARNTL  to the winter PCA 
2 99* percentile. Only 10% of CEU SNPs are tagged, which is expected given the 4 
HapM ap recombination hotspots that are located within the gene. The climate LD re­
gion is located in the 5' end of ARNTL  (Chr. 11 13,234,508 - 13,301,221, 110 consensus 
SNPs). It includes all of the LD1 and LD2 SNPs and overlaps m ost of the complete LD 
region.
Haplotypes that contain all 3 tag SNP alleles (rs4756763 A - rs7942486 T - rs4757144 A) 
are tightly grouped in an otherwise diverse tree (Figure 5.3 Left). All 108 ATA hap­
lotypes are also LD2 anti-match haplotypes (Figure 5.3 Right). 108 of 201 LD2 anti­
match haplotypes are ATA haplotypes. Like LD2-diabetes risk, the reduced specificity 
is population-specific. 78 of 88 CEU haplotypes match. JPT+CHB specificity is lower 
(30 of 95), while YRI specificity is the w orst (0 of 18, although no ATA haplotypes exist 
in YRI). Most LD2 anti-match results are contained in 3 haplotypes at this resolution. 
Two haplotypes (representative homozygotes NA07055, NA12004) collectively contain 
72 of 78 and 28 of 30 ATA-specific haplotypes for CEU and JPT+CHB respectively. A 
third haplotype (representative NA18542) is the most frequent non-ATA haplotype, 
containing 2 of 10 CEU and 29 of 65 JPT+CHB non-ATA/LD2 anti-match haplotypes.
A lack of climate anti-match haplogroup specificity within HapM ap 2 makes a spatial 
comparison difficult in HapM ap Phase 3 populations. Two Phase 3 haplotypes com­
pletely match HapM ap 2 climate haplotypes over all 53 comparable SNPs within the 
LD region. These 2 haplotypes have the highest average haplotype frequencies for all
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FIGURE 5.3: ARNTL LD region climate haplotypes. Left: Winter PCA 2 rs4756763- 
rs7942486-rs4757144 haplotypes. Solid: matching ATA haplotypes. Hollow: anti­
matching GGG haplotypes. Right: LD2 exact anti-match haplotypes. All matching 
climate haplotypes were also anti-matching for LD2 SNPs.
o
353 HapM ap 3 haplotypes (12.7% and 11.3%) and differ only at rs7950226 (representat­
ive homozygotes NA12749 and NA12890). HapM ap 3 frequencies for these haplotypes 
are shown in Figure 5.4.
A winter PCA 2 association with Type 2 diabetes risk [306] is mediocre at best. The 
closest association is with CEU (consistent with the British families of European des­
cent cohort), where 37 of 49 rs7950226 A - rsl 1022775 C haplotypes are full climate hap­
lotypes (ATA), but only 37 of 78 climate haplotypes are also diabetes risk haplotypes. 
The most frequent diabetes haplotype spanning the region is a climate haplotype (CEU 
homozygote NA12044), but the second-most frequent haplotype is a climate anti-match 
(JPT+CHB homozygote NA18978). rsl 1022775 is well outside of the climate LD region 
at 13,330,340.
The authors also found a separate risk for hypertension distinct from diabetes on the 
haplotype rs6486121 C - rs3789327 C - rs969485 A. Of note, 2 of these SNPs were also 
sub-threshold climate SNPs. rs6486121 T is a winter PCA 2 allele at the 98.26th percent­
ile and rs969485 G is a summer PCA 1 allele at the 98.15th percentile.
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FIGURE 5.4: ARNTL region H apM ap  3 clim ate hap lo type frequencies. Both hap lo ­
types m atched  Phase 2 rs4756763 A - rs7942486 T - rs4757144 A clim ate hap lo types 
across all 53 com parab le SNPs and  differ only  a t rs7950226. Red: Found in hom ozy­
gote NA12749. Green: Found  in hom ozygote NA12890.
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rs7950226, a tag SNP also associated with prostrate cancer in Caucasian-American men 
[320], does not segregate with matching or anti-matching climate haplotypes.
In contrast with these studies, a winter PCA 2 association with bipolar disorder risk 
[177] is strong. A haplotype can be constructed based on the alleles inferred from 
the Caucasian American controls, using forward alleles. The 4 risk alleles available 
in HapM ap can be combined into a rsl481892 C - rs7107287 G - rs4757142 A - rsl982350 
G haplotype. Across all populations, 91.2% (103 /  113) of bipolar CGAG haplotypes 
are also climate ATA haplotypes, while 94.5% (103 /  109) of climate haplotypes are also 
bipolar haplotypes. When restricted to CEU, the association improves. 98.7% (75 /  76) 
of CEU bipolar haplotypes are also climate ATA haplotypes, while 96.2% (75 /  78) of 
climate haplotypes are also bipolar haplotypes.
5.3.2 BTRC
BTRC contains 3 complete LD groups (Section 3.6.5). These include the numerically 
strong LD3 group, which is comprised of 69 JPT+CHB SNPs. The associated LD region 
contains 220 consensus SNPs across 237 kb (Chr. 10 103,089,567 - 103,326,392). The 
weak but opposite CEU balancing and YRI positive selection signatures (Section 3.5.2) 
can be traced to differential LD3 group membership (Figure 3.10).
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Table 5.4: BTRC winter PCA 2 tag SNPs. All tag SNPs were members of the derived 
version of the complete LD group LD3 (see Section 3.6.5) for at least 1 population.
SNP Derived /  Winter PCA 2 /  LD3 allele LD3 populations
ancestral 
alleles
r s l0883617 C / T Derived JPT+CHB, YRI
rs9420838 C / T Ancestral CEU, YRI
rs9420843 C / T Derived CEU, JPT+CHB
rs3127244 G / A Derived CEU, JPT+CHB, YRI
rs918263 A / G Derived JPT+CHB
Five tag SNPs link the BTRC region to the 99th percentile of the w inter PCA 2. All 3 
populations are tagged, including at least 42.5% of all SNPs. The JPT+CHB tagging is 
the strongest for any gene, both in terms of SNPs tagged (93) and the percentage of 
SNPs tagged (60.8%). A single tag (rslll90945) links 60.1% of JPT+CHB SNPs to the 
w inter PCA 1 1st percentile.
Winter PCA 2 tags are directly related to LD3 membership. All 5 tag SNPs are members 
of LD3 in at least 1 population (Table 5.4). Haplotypes that include all 5 associated 
alleles nearly match LD3 assignment, while the 5 opposite alleles nearly match all other 
haplotypes (Figure 5.5). When climate classification is relaxed to a majority of the 5 tag 
SNPs, LD3 membership exactly matches winter PCA 2 status.
LD3 membership is nearly required for winter PCA 1 membership. 22 of 23 JPT+CHB 
LD3 haplotypes are also PCA 1 haplotypes, accounting for the signature presence within 
JPT+CHB. The sole exception is NA18940. This was a phasing error relative to 5 kb 
flanking sequence results (Section 3.6.5). The other NA18940 haplotype is located in 
the upper region of the tree (Figure 5.5 Right), accounting for 1 of the 3 non-LD3 PCA 
1 haplotypes. Of the 2 remaining non-LD3 haplotypes, CEU NA07055 appears to be a 
legitimate LD5 haplotype and CEU NA12815 is a known minor recombination. All 3 
YRI PCA 1 haplotypes are also LD3 haplotypes.
Winter PCA 1 membership is not required for LD3 membership, however. Only 32 of 63 
CEU LD3 haplotypes are also PCA 1 members. Only a single PCA 1 tag is present, link­
ing only JPT+CHB in contrast to 5 PCA 2 tags linking all 3 populations. The JPT+CHB 
PCA 1 and PCA 2 haplotypes are nearly identical. Taken together, this suggests that the 
winter PCA 1 low percentile signature is likely to be an after-effect of the winter PCA
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FIGURE 5.5: BTRC region clim ate hap lo types. Left to Right: LD3 m atches (see Section 
3.6.5), w in te r PCA 2 exact m atches, w in te r PCA 2 m ajority  m atches, and  w in ter PCA 
1 exact m atches. PCA 2 and  PCA 1 resu lts are in the u p p e r and  low er 1st percentiles, 
respectively. Solid sym bols are m atches, w hile  hollow  sym bols are an ti-m atches (only
PCA 2 is show n).
2 high percentile signature, rather than a true second climate signature within BTRC. 
An ordered signature within one principal component would necessarily re-rank the 
comparisons in the three other principal components, potentially polarising the other 
results more so than random  frequency fluctuations. This effect also appears to be 
present in the exact matching of CRY1 summ er PCA 1 high percentile and summer 
PCA 2 low percentile alleles.
Winter PCA 2 allele structure, as determined by categorisation within HapM ap Phase 
2 populations, is largely preserved in Phase 3 populations (Figure 5.6 Top). Half (37 
of 76) of the SNPs assayed in both studies had exact matching versus anti-matching 
haplogroup allele frequency differences of 95% or more in at least one HapM ap 2 pop­
ulation. Inter-population patterns are largely maintained across the entire LD region. 
Alleles associated with exact winter PCA 2 haplotypes (rsl 0883617 C - rs9420838 T -
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FIGURE 5.6: BTRC H apM ap 3 w in te r PCA 2 LD region SNP frequencies. Top: 39 SNPs 
found to have >  95% abso lu te frequency differences in  any  Phase 2 p o p u la tio n  for 
w in te r PCA 2 rsl0883617 C - rs9420838 T - rs9420843 C - rs3127244 G - rs918263 A 
m atching versus an ti-m atching hap logroups. H igher m ino r allele frequencies indicate 
increased w in ter PCA 2 alleles. Bottom: The rem ain ing  37 SNPs.
rs9420843 C - rs3127244 G - rs918263 A) are found at higher frequencies for European- 
origin populations and lower frequencies in African-origin populations.
Only one positive association study result exists for BTRC that can be compared to 
climate haplotypes (albeit very crudely). rsl6405 is a 3' UTR indel associated with 
hepatocellular carcinoma in Chinese [40]. This indel was found in NA19240 and not 
in NA12878 in the May 2009 high coverage trio sequencing pilot of the 1000 Genomes 
Project. NA19240 carries all anti-matching winter PCA 2 alleles, while NA12878 is a 
heterozygote for the five tag SNPs.
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Winter PCA 2 matching and anti-matching haplotypes are strongly associated with 
the alleles of rs941991. This SNP is located w ithin 1 of the 5 ultra-conserved regions 
(uc_309, Build 36 co-ordinates Chr.10 103,256,753 - 103,257,556) found within BTRC 
[18]. These regions are likely to have undergone negative selection. rs941991 and the 5 
climate SNPs were sequenced in the March 2010 1000 Genomes Project Pilot 1 release. 
The majority of the participants were also genotyped in HapM ap Phase 2. Across all 
populations, all 59 winter PCA 2 m atching /  LD3 derived CTCGA 1000 Genomes hap­
lotypes contained rs9419919 T alleles. 257 of 258 anti-matching /  ancestral TCTAG 
haplotypes contained rs9419919 C alleles.
5.3.3 CRY1
Four CRY1 SNP alleles are associated w ith climate signatures: rs!2320535 C, rsl861745 
T, rs3759317 C, and rsll829762 A. All 4 SNPs associate with high summ er PCA 1 and 
low summer PCA 2 signatures. The first 3 SNPs, each well under the 0.1st percentile, 
are robust summer PCA 2 SNPs. 53 JPT+CHB SNPs (50%) are collectively tagged by 
the 4 SNPs.
CRY1 contains 4 complete LD groups, discussed in Section 3.6.7. Only rsll829762, a 
member of LD11, directly overlaps w ith the complete LD region. The climate region 
(223 consensus SNPs, Chr. 12 105,818,888 - 106,045,900) is expanded on the 5' end by 
over 86 kb. The region still maintains distinct LD grouping albeit w ith more diverse 
haplotypes.
Both LD9 and LD10 contain a minority of haplotypes with 3 of 4 tag alleles (5.5% and 
7.2% respectively). However, all 78 haplotypes containing the 4 alleles are members of 
LD11 (Figure 5.7 Left). 85.7% (78 /  91) of all LD11 haplotypes contain all 4 tags. Within 
the core region of LD11, this figure rises to 98.7% (78 /  79). The remaining core LD11 
haplotype contains 3 of 4 tags.
Haplotypes containing all 4 tags are found in 2.5%, 23.9%, and 26.7% of CEU, JPT+CHB, 
and YRI respectively. Approximately half of the JPT+CHB and YRI results are found 
in single haplotypes specific to their populations (JPT+CHB homozygote NA18558 and 
YRI homozygote NA19138).
FIGURE 5.7: CRY1 region clim ate haplo types. Left: rsl2320535 C - rsl861745 T - 
rs3759317 C - rs l  1829762 A sum m er PCA 1 and  2 clim ate hap lo types. Right: LD11
h ap lo types (see Section 3.6.7).
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SNPs associated with all 4 climate alleles are generally preserved in HapM ap 3 pop­
ulations (Figure 5.8 Top). When removing SNPs specific only in JPT+CHB (Figure 
5.8 Middle), the pattern is most clear. Asian- and European-origin populations have 
stable frequencies across the entire region. African-origin populations have higher fre­
quencies of climate tag associated alleles, particularly upstream of a discontinuity (and 
downstream of the anti-sense CRY1 gene). GIH frequencies of JPT+CHB specific associ­
ated SNPs have similar patterns to European-origin populations rather than East-Asian 
populations.
r s l2315175 is associated with prostate cancer in Caucasian Americans [320]. The SNP 
is not linked to summer PCA haplotypes. It is tagged however by rsl 1113154, a winter 
PCA 1 1% SNP. This signature did not tag enough HapM ap SNPs to merit detailed 
analysis.
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FIGURE 5.8: CRY1 H apM ap 3 clim ate LD region SNP frequencies. Top: 27 SNPs 
found  to have >  95% abso lu te  frequency differences in any  Phase 2 popu la tion  for 
rsl2320535 - rsl861745 - rs3759317 - rsll829762  clim ate m atch ing  versus an ti-m atching 
hap logroups. H igher frequencies indicate increased clim ate alleles. M iddle: The sam e 
p lo t w ith o u t 8 SNPs significant only in JPT+CHB. Bottom: The rem ain ing  66 SNPs.
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FIGURE 5.9: CRY2 region climate haplotypes. Summer PCA 1 includes rs4756026 T 
and rsll038668 T. Summer PCA 2 also includes rs7121775 C. Left: Summer PCA 11%, 
Right: Summer PCA 2 99%. Exact matches are shown.
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5.3.4 CRY2
CRY2 is marked by 2 sum m er PCA 1 low  percentile SNPs: rs4756026 T and rsl 1038668 
T. Both alleles are also robust sum m er PCA 2 high percentile markers. Sum m er PCA  
2 is also tagged by rs7121775 C. CRY2 w as not detected in any outlier screening. The 
clim ate LD region is of interm ediate size and contains 78 consensus SN Ps across nearly  
73 kb (Chr. 11 45,789,511 - 45,862,181).
PCA 1 1st percentile haplotypes are largely localised (Figure 5.9 Left), w ith  50 grouped  
haplotypes and 6 outly ing haplotypes. W hen including rs7121775 for sum m er PCA  
2 99th percentile haplotypes, these outliers are rem oved (Figure 5.9 Right). Sum m er 
PCA 2 haplotype m em bership is 22.5%, 12.8%, and 0% for CEU, JPT+CHB, and YRI re­
spectively. This is largely com prised of a single haplotype (representative hom ozygote  
NA12814) found in 16.7% of CEU and 12.2% of JPT+CHB haplotypes.
Table 5.5 lists CRY2 PCA haplotype frequencies in H apM ap Phase 3 populations. Like 
Phase 2, a single haplotype dom inates PCA 2 (198 of 202 m atches at this low er resol­
ution). N A 12814 is also a hom ozygote for this haplotype in H apM ap Phase 3. This 
haplotype is not the m ost num erous in either study. Should a correlation betw een  cir­
cadian phenotypes and both latitude and clim ate signatures be proven, this haplotype  
provides one m eans of disentangling the results. By either PCA haplotype m easure,
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T able 5.5: CRY2 climate HapMap 3 frequencies. Summer PCA 1 haplotypes include 
rs4756026 T and rsll038668 T. Summer PCA 2 haplotypes also include rs7121775 C.
Sum m er PC A  11%  Sum m er PCA 2 99%
ASW 4.8 3.2
CEU 21.8 20.5
CLIB 9.5 8.9
CHD 9.4 8.8
GIH 11.4 11.4
JPT 12.2 10.5
LWK 3.9 1.7
MEX 10.6 8.7
MKK 15.7 7.3
TSI 26.1 25.6
YRI 1.3 0.0
M aasai K enyans h ave quadruple the m em bership of Luhya K enyans, w h ich  w ou ld  not 
be expected u sin g  latitudinal clines.
H apM ap Phase 3 populations retain a m oderate association for sum m er PCA 2 hap­
lotype alleles as determ ined in  Phase 2 populations (Figure 5.10). A  relatively sm all 
m inority (7 of 35) of H apM ap 3 SN Ps are associated w ith  large sum m er PCA 2 m atch­
ing  versus anti-m atching haplogroup differences. These SN Ps tend to be stable in  the 
LD region, particularly closer to CRY2. A frican-origin populations had less stable fre­
quencies across the entire LD region.
Three of the four know n CRY2 positive  association study SNPs correlate w ith  the sum ­
m er PCA 2 signature in  CEU and JPT+CHB.
rs2292912 is associated w ith  prostrate cancer in  a Caucasian A m erican population  [320]. 
The risk allele C is the major allele in this C /G  negative strand SNP. Based on CEU and  
control group frequencies, this appears to be the HapM ap G allele. A  tenuous associ­
ation w ith  clim ate m ay exist. N early  all copies of the protective allele (HapM ap C, Zhu  
G) are found on  sum m er PCA 2 anti-m atching haplotypes (CEU 30 of 30, JPT+CHB 107 
o f 108, YRI 90 of 97). The risk allele G, w h ile  found on  all m atching haplotypes, is also  
found at higher frequencies on  som e anti-m atching haplotypes.
rsl401417 has been sh ow n  to increase prostate cancer risk in C hinese [41]. CC carriers 
had a 1.7 fold risk increase relative to GG, w h ich  increased to 4.1 fold w h en  factoring  
in insulin  resistance. rsl401417 is an am biguous C /G  negative strand SNP. U sin g  the
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FIGURE 5.10: CRY2 region HapMap 3 summer PCA 2 SNP frequencies. Top: 7 
SNPs found to have >  95% absolute frequency differences in any Phase 2 population 
for summer PCA 2 rs4756026 T - rsl 1038668 T - rs7121775 C matching versus anti­
matching haplogroups. Higher minor allele frequencies indicate increased summer 
PCA 2 alleles. Bottom: The remaining 28 SNPs.
positive strand, 75.6% of CHB are CC carriers, w h ile  2.2% of CHB are GG carriers, 
w hich should  presum ably flip the results for a deleterious trait. In either case, the 
minor allele G is associated w ith  the sum m er PCA 2 haplotypes in CEU and JPT+CHB 
(Table 5.6).
A cancer association for rsl401417 has been replicated in an all-fem ale largely Caucasian  
American population. rsl401417 C (again presum ing a flipped allele in HapM ap), 
rsl 1038689 G, and rs7123390 A w ere all associated w ith  non-H odgkin's lym phom a  
[1071. rsl 401417 and rsl 1038689 have 100% absolute allele frequency differences betw een  
the sum m er PCA 2 m atching and anti-m atching haplogroups for both CEU and JPT+CHB
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TABLE 5.6: CRY2 summer PCA 2 rsl401417 G membership. rsl401417 has been associ­
ated with prostate cancer in a Chinese population [41] and non-Hodgkin's lymphoma 
in a largely Caucasian-American population 1107]. rsl401417 G membership in sum­
mer PCA 2 haplotypes versus other haplotypes is shown. All PCA 2 haplotypes were 
G carriers, while YRI contains no PCA 2 haplotypes.
CEU JPT+CHB YRI
Sum m er PCA 2 27(93.1% ) 23(88.4% ) 0(0% )
Other 2 3 13
(YRI has no m atching haplotypes and is not com parable). rs7123390 has a 100% differ­
ence for JPT+CHB and a sub-threshold difference of 93.0% in CEU. This raises the CEU  
rs7123390 M AF from the 24.2% found in the other SNPs to 29.2%. O verall MAF values  
are identical for the 3 SN Ps in  JPT+CHB (14.4%) and YRI (10.8%).
rsll038689 , rs7123390 and the 3 sum m er PCA 2 SNPs w ere all assayed in H apM ap  
Phase 3. Both risk alleles are largely associated w ith  fully-m atching clim ate haplotypes  
in  non-Africans (Figure 5.11 red and green). M ost of the m inor alleles are found on  
the major m atching haplotype (red), particularly for the m ost relevant CEU results. A ll 
other haplotypes carrying the risk alleles (including any partially tagged  clim ate hap­
lotypes) are represented in blue. The frequencies of m atching clim ate haplotypes are 
depicted w ith  the overlaid black lines. N early  all o f the available m atching haplotypes  
contain the risk alleles.
5 .3 .5  CSNK1D
CSNKlh, an AM OVA outlier gene, contains extrem e DAF and related all-population  
99th percentile F st SNPs. The gene is in  a com plicated region, and external factors could  
im pact h aplotype structures (Section 3.6.8). O utside of any LD block, the 5 kb flanking  
region contains 28 consensus SN Ps across 38 kb (Chr. 17 77,790,579 - 77,828,343).
rs4789846 T is a w inter PCA 1 1% SNP. The 2 tagged SN Ps are en ou gh  to exceed  
thresholds for CEU (16.7%) and JPT+CHB (14.3%). rs4789846 T haplotypes are sh ow n  
in  Figure 5.12 Left. These are found in  11.7% of CEU, 23.9% of JPT+CHB, and 0.8% 
of YRI results. 52 of 58 total rs4789846 T carriers are a single  haplotype (representat­
ive  hom ozygote N A 18572). G iven the larger D A F /F st context (Figure 5.12 M iddle), 
rs4789846 T does not capture the potentially  m ore relevant phenom ena. It m ay be a
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Figure 5.11: CRY2 HapMap 3 rsll038689 G  and rs7123390 A frequencies. rsll038689 
G  and rs7123390 A are associated with non-Hodgkin's lymphoma in a Caucasian 
American population [107]. The allele frequencies found based on the major summer 
PCA 2 haplotype (red), other summer PCA 2 matching haplotypes (green), and all 
other haplotypes (blue) are shown. Black lines indicate the frequency of summer PCA 
2 haplotypes within each population. NA12814 is a homozygote for the presumed 
major risk haplotype. Top: rsll038689. Bottom: rs7123390.
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clim ate outlier due to a higher proportion of allele differences w ith  ancestral Fst haplo­
types (hollow  sym bols) than the m ain derived Fst haplogroup. 100 kb block haplotypes  
are found throughout the tree (Figure 5.12 Right), indicating less potential relevance  
com pared to 100 kb DAF haplotypes (Figure 3.12 Right).
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FIGURE 5.12: CSNKlb region climate haplotypes. Left: Winter PCA 1 rs4789846 T 
haplotypes. Middle: Fst 99th percentile rs7406428 A - rsl 1868977 A - rs6502091 C hap­
lotypes. Right: Winter PCA 1 rs4789846 T haplotypes (100 kb segment, solid symbols).
5.3.6 CSNK2A1
CSNK2al w as not identified in any prior outlier screenings. rs205908 C (a robust SNP) 
and r s l88205 C are both tags for the w inter PCA 2 99th percentile. The LD region is 
som ew hat large at 147 consensus SN Ps w ithin  89 kb (Chr. 20 394,852 - 483,497). The 
first 65 kb of the block exists as a single H aploview  block present on ly  in CEU, how ever, 
resulting in a tree w ith  som ew hat d iffuse haplotypes (Figure 5.13 Left). rs205908 C 
haplotypes tended to congregate in the upper right, w ith  m inor exceptions in each  
region, rsl 88205 C haplotypes w ere a m inor subset of rs205908 C haplotypes. A nti­
match TA haplotypes occupied  nearly the rem ainder of the tree. C om bined m atching  
CC and CA haplotypes w ere found in 58.3%, 25.0%, and 18.3% of CEU, JPT+CHB, and 
YRI respectively. Anti-m atch haplotypes had sim ilar frequencies for JPT+CHB (75.0%) 
and YRI (77.5%), but m any of these haplotypes are located on different regions of the 
tree.
The tree w as d iv ided  into 4 regions (Figure 5.13 Right): HG1 (red), HG2 (green), H3
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FIGURE 5.13: CSNK2<xl region climate haplotypes. Left: Winter PCA 2 haplotypes 
rs205908 C - rsl88205 C /A  (solid symbols) and anti-match TA haplotypes (hollow 
symbols). Right: Haplogroup divisions HG1 (red), HG2 (green), HG3 (blue), and HG4
(magenta).
(blue), and HG4 (m agenta). HG1 contains 92.0% (126 /  137) of clim ate haplotypes, 
w hile 2.3% (3 /  129) of HG1 are not clim ate haplotypes. CEU m em bership in HG1 
(55.8%) w as elevated relative to JPT+CHB (22.8%) and YRI (17.5%). The m ost frequent 
HG1 haplotype (a CA m atching haplotype) is found in the h om ozygote NA12760.
HG2 is elevated in JPT+CHB (67.8%) com pared to CEU (25.0%) and YRI (29.2%). HG2 
contains a higher proportion of haplotypes than HG1. Three haplotypes contain m ost 
JPT+CHB HG2 results, the m ost frequent of w hich  is found in the hom ozygote NA18524.
HG3 in turn has reduced non-African m em bership (11.7% CEU, 2.2% JPT+CHB, 48.3% 
YRI). HG3 thus has sim ilarities to other genes studied  w here certain haplogroups have  
reduced non-African m em bership. H aplogroup m em bership w as determ ined for Phase 
3 populations using the 28 overlapping SNPs. 95.2% of HapM ap 3 haplotypes either 
m atched or had 1 difference w ith  a Phase 2 haplotype and unam biguously m apped to 
a haplogroup (Figure 5.14). HG1, HG2, and HG3 w ere elevated  in European-, Asian-, 
and African-origin populations respectively. M exicans had a surprising proportion of 
HG4 outlier haplotypes.
W ithout additional outlier data, it is unclear if the haplogroup structure found in CSNK2al 
is related to a legitim ate clim ate signature. On the one hand, rs205908 C haplotypes  
are elevated in certain populations. G iven that rs205908 T segregate in both HG2 and
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FIGURE 5.14: CSNK2<xl region HapMap 3 haplogroup frequencies. Haplogroups are
arranged per Figure 5.13 Right.
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HG3, any causative effect associated w ith  clim ate should be found in HG1. But roughly  
equal proportions of HG2 are found in A sian-origin populations com pared to HG1 
in European-origin populations. In the absence of balancing selection evidence, HG1 
could also be explained so lely  by surfing or a non-African pressure against HG3 hap­
lotypes.
5.3.7 CSNK2B
CSNK2fi w as not detected in the previous outlier screening. The gene is linked to the 
sum m er PCA 1 99th percentile by rs2242660 A  and rs805286 G through JPT+CHB and 
YRI tagged SNPs. rsl266071 A, a 1st percentile allele also in the region, had m in­
im al HapM ap tagging effects. AG m atching m em bership is 20% for CEU, 38.8% for 
JPT+CHB, and 68.3% for YRI. Anti-m atch GA m em bership is 62.5%, 55.0%, and 15.0% 
respectively.
Clim ate haplotype m em bership for the 215-SNP 146 kb LD region (Chr. 6 31,680,460 
- 31,826,581) is sh ow n  in Figure 5.15. H aplotypes segregated to opposite sides of the 
tree, w ith a single YRI exception. M atching haplotypes are generally diffuse, particu­
larly com pared to the upper-right portion of the tree. The 2 tags are on opposite sides  
of an 8 kb gene, separated by 82 kb. The LD region spans 9 CEU H aploview  LD blocks.
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FIGURE 5.15: CSNK2fi region climate haplotypes. rs2242660 - rs805286 AG summer 
PCA 1 haplotypes are depicted. Hollow symbols: GA anti-match haplotypes.
JPT+CHB and YRI both have stronger LD, including single 54-SNP blocks that encom ­
pass CSNK2fi. Anti-m atch haplotypes m aintained tighter LD using  this block and the 
single tag rs805286 (not show n). The m ost frequent haplotype (representative hom ozy­
gote NA18633) is an anti-match found in 10% of CEU, 17.2% of JPT+CHB, and 0.0% of 
YRI haplotypes.
A HapM ap Phase 3 com parison of SN Ps that associated w ith  AG m atching or GA anti­
m atching Phase 2 CEU or JPT+CHB haplotypes is sh ow n  in Figure 5.16 Top. Each SNP  
show n had absolute haplogroup frequency differences of 95% or greater. Several of 
the YRI-specific SN Ps had low  penetration in A sian-origin populations. Reflecting the 
low er overall LD, relationships are not as strong as other candidates studied. N ever­
theless, in the im m ediate vicinity of CSNK2fi, African-origin populations tend to asso­
ciate w ith AG haplotypes (higher frequencies). A  region 3' o f CSNK2fi (approxim ately  
31,760,000 - 31,770,000) is strongly affected by the clim ate haplotypes relative to the 
background distribution (Figure 5.16 Bottom).
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FIGURE 5.16: CSNK2(3 region HapMap Phase 3 minor allele frequencies. Top: 32 SNPs 
found to have >  95% absolute frequency differences in Phase 2 CEU or JPT+CHB 
rs2242660 - rs805286 climate matching and anti-matching haplogroups. AG climate 
haplotypes are associated with higher frequencies. Three SNPs with average MAF > 
47% have been flipped in the top graph for visual clarity. Bottom: The remaining 126
SNPs.
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5.3.8 FBXL3
Six YRI extrem e DAF SN Ps exist near FBXL3, w hich  is a rare occurrence. Within auto­
som al consensus SNP blocks of the sam e size, only 0.1% contain 6 or more extrem e 
DAF YRI SN Ps but none for CEU and JPT+CHB. African-origin ancestral haplotype  
frequencies are low, particularly relative to East A sian frequencies (Section 3.6.12).
Three clim ate SN Ps link FBXL3 to the 1st percentile of sum m er PCA 2: rs9573972 C, 
rs9573974 G, and rs700361 C. rs9573972 w as considered robust. W hile over half o f CEU
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and JPT+CHB FBXL3 SN Ps are tagged, on ly  12.5% of YRI SNPs are. H aplotype m em ­
bership w ith  all 3 alleles is 5%, 15.6%, and 15.8% for CEU, JPT+CHB, and YRI respect­
ively. The inverse haplotype (TAT, in  k eeping w ith  the 1st percentile ranking) provides  
larger differences w ith  87.5%, 67.8%, and 27.5% m em bership. A  discrepancy b etw een  
YRI m atching and anti-m atching frequencies is largely due to 53 TAC haplotypes.
In CEU and JPT+CHB (but n ot YRI), clim ate haplotype m em bership is related to ex­
treme DAF ancestral haplotype m em bership (Figure 5.17). 30 o f 34 com bined CEU and  
JPT+CHB CGC clim ate haplotypes also contain all 6 ancestral extrem e DAF alleles. The 
rem aining 4 haplotypes contain 5 of 6 ancestral alleles. W hen rs9573974 is relaxed to  
include the A  allele, the entire bottom  portion of the tree is tagged, including all com ­
plete ancestral haplotypes (Figure 5.17 M iddle), albeit w ith  the addition  of further YRI 
extrem e DAF haplotypes. Five o f the six  DAF SN Ps have clim ate m atching versus anti­
m atching haplogroup absolute frequency differences of 100% for CEU and JPT+CHB. 
rs7336541 also has a 100% JPT+CHB difference, but on ly  a 50% difference in  CEU. The 
derived allele rem ains 0% in  the anti-m atching group, but is m issing  in  som e m atching  
haplotypes. The five SN Ps polym orphic in  YRI all have neglig ib le (5.3%) haplogroup  
differences.
The single YRI haplotype that d oes not contain all 6 derived  alleles (NA18913, the bot­
tom m ost triangle w ith  five ancestral alleles) is tagged  by all 3 clim ate SNPs. 18 false  
positive YRI haplotypes are also tagged, 14 of w hich  are a single haplotype w ith  car­
riers including N A 18501, N A 18502, and NA18517. G iven that the clim ate tags are not 
YRI extrem e DAF SN Ps them selves, this could  be due to standing variation. W hether 
or not other factors are in volved , the net result affects the population  frequencies w ith in  
the m ain (upper core) portion o f the tree (Figure 3.17 Left).
Weak haplogroup m aintenance is m aintained in non-African H apM ap Phase 3 p o p ­
ulations (Figure 5.18). The 100 kb region sh ow n  extends w ell beyond  the LD region  
(76,467,673 - 76,503,165). Poor African-origin m aintenance of Phase 2 sum m er PCA  
2 m atching versus anti-m atching associated-alleles is apparent throughout the region. 
G iven that m oderate associations exist for non-African populations (Figure 5.18 M iddle), 
a clim ate effect for FBXL3 could  still be present if  incom plete LD exists b etw een  caus­
ative extrem e DAF haplotypes and clim ate tags. In A frican-origin populations, the
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FIGURE 5.17: FBXL3 region climate haplotypes. Left: Haplotypes containing all 3 
summer PCA 2 1st percentile alleles rs9573972 C, rs9573974 G, and rs700361 C. Middle: 
Haplotypes with a climate allele majority. Right: Haplotypes containing ancestral 
alleles of 6 extreme DAF SNPs (Section 3.6.12).
rem aining clim ate SN P alleles w ou ld  point to derived extrem e DAF haplotypes in a 
random  m anner consistent w ith  standing variation.
5.3.9 MAPK1
MAPK1 contains 3 com plete LD groups, the m ost frequent of w hich are LD24 and LD26 
(Section 3.6.15). SNPs from this gene w ere also detected in Hancock's clim ate m etabolic 
gene study using different techniques [95]. MAPK1 plays a role in num erous pathw ays, 
and it is im possib le to isolate any circadian functionality using the current m ethods.
Two clim ate signatures have been linked to MAPK1: rs2298432 A is a w inter PCA 1 
1st percentile signature, w h ile  rs2876980 C and the robust rs9610417 T associate w ith  a 
sum m er PCA 2 99th percentile signature. Additionally, rs8135758 A is a robust sum m er  
PCA 1 1st percentile SN P that tagged few  H apM ap SNPs (one being the rs2876980 tag).
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FIGURE 5.18: FBXL3 HapMap 3 summer PCA 2 100 kb segment SNP frequencies. 
Top: 13 SNPs found to have >  95% absolute frequency differences in any Phase 2 
population for summer PCA 2 1st percentile rs9573972 C - rs9573974 G - rs700361 C 
matching versus anti-matching haplogroups. Higher minor allele frequencies indicate 
increased summer PCA 2 alleles. Middle: The same SNPs in non-African populations.
Bottom: The remaining 20 SNPs.
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FIGURE 5.19: MAPK1 region climate haplotypes. Top left to bottom right: rs2298432 A 
winter PCA 1 1st percentile haplotypes, LD24 haplotypes (Section 3.6.15), rs2876980 C 
- rs9610417 C (or T) summer PCA 2 99th percentile haplotypes, and LD26 haplotypes.
These signatures largely associate w ith  the 2 m ost prom inent com plete LD groups: 
rs2298432 A  haplotypes (Figure 5.19 Top Left) are similar to LD24 haplotypes (Fig­
ure 5.19 Top Right), w h ile  sum m er PCA 2 allele carriers (Figure 5.19 Bottom Left) are 
sim ilar to LD26 haplotypes (Figure 5.19 Bottom Right). N o haplotype carried both  
rs2876980 C and rs9610417 T, a lthough the rem ainder of haplotypes not sh ow n  in Fig­
ure 5.19 Bottom Left all carried the TC sum m er PCA 2 anti-match haplotype.
The w inter PCA 1 signature is found in 43.3% of CEU haplotypes and 52.2% of JPT+CHB 
haplotypes, but no YRI haplotypes. All 146 carriers are also LD24 carriers based on
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their population-specific groupings (w hich include 9 haplotypes w ith  20 of the 2 1 LD24 
derived version SNP alleles). 71.2% of LD24 haplotypes are also w inter PCA 1 haplo­
types. M isclassifications are m ainly due to YRI, w ith  40 of 59 L D 24/non-w inter PCA 1 
haplotypes. 9 of 10 CEU and 19 of 25 m isclassifications are due to a single haplotype  
(representative hom ozygote NA19160). 83.9% of CEU and 91.3% of JPT+CHB LD24 
haplotypes are also w inter PCA 1 carriers.
A ll 79 sum m er PCA 2 allele carriers are also LD26 m em bers based on  their population- 
specific groupings (2 YRI assignm ents use 10 of 12 alleles). 69.9% of LD26 haplotypes 
contain a sum m er PCA 2 allele. The strongest association is in  CEU (90.4%, 47 of 52), 
fo llow ed  by JPT+CHB (58.3%, 21 o f 26), and YRI (37.9%, 11 of 29).
If a single effect underlies both clim ate signatures, it w ou ld  likely rest w ith  the w inter  
PCA 1 signature haplotypes w hich  have less decay at the resolution o f H apM ap sam pling. 
A  single haplotype (representative hom ozygote NA06993) com prises 101 of 146 w inter  
PCA 1 haplotypes. This is the m ost frequent CEU (38.3%) and JPT+CHB (30.6%) haplo­
type, although JPT+CHB non-consensus SNP inconsistencies exist for this 158 consensus- 
SNP region. The LD26 region is also more d iffuse than the LD24 region, reflected in  an  
absence o f expected rs2876980 C - rs9610417 T sum m er PCA 2 haplotypes. In contrast, 
rs2298432 C w ou ld  be found in  all non-LD24 haplotypes (including LD26).
HapM ap 3 spatial m aintenance o f Phase 2 w inter PCA 1 allele associations is intact (Fig­
ure 5.20). O nly 4 Phase 2 SN Ps had >  95% differences b etw een  m atching rs2298432 A  
haplogroups and C anti-m atching haplogroups. Spatial criteria w ere therefore relaxed  
to >  85%. The first SNP in  the figure had a M AF > 49% and w as flipped for v isual 
clarity. Two additional SN Ps (rs2006893, rs5755694) clearly flip associations in all non- 
African populations but do not in African-origin populations so  are left as is. 14 SN Ps 
associate w ith  the looser criteria. 46 other SN Ps are also present. A sian-origin p op u ­
lations have the h ighest clim ate associations for the 1st percentile PCA, w h ile  African- 
origin populations have the low est associated frequencies. rs2298432 itself (the second  
SNP) w as not m easurable in  Phase 2 YRI. In Phase 3 populations, the SN P w as not d e­
tectable in LWK or YRI and has m arkedly low er frequencies in  the rem aining African- 
origin populations relative to the other SNPs.
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FIGURE 5.20: MAPK1 HapMap 3 winter PCA 1 SNP frequencies. Top: 14 SNPs found 
to have >  85% absolute frequency differences in any Phase 2 population for winter 
PCA 1 1st percentile rs2298432 A matching versus anti-matching haplogroups. Higher 
minor allele frequencies indicate increased winter PCA 1 alleles. The first SNP has 
been flipped for clarity. Two SNPs with reversed non-African associations are left as 
is. Bottom: The remaining 46 SNPs.
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5.3.10 NR1D2
Eight tag SN Ps link NRID2  to tw o clim ate signatures. U nlike m ost other genes w ith  
m ultiple signatures, the tags are distinct and nearly describe d istinct tagged SNPs. 
Sum m er PCA 1 99th percentile tags include rs4578971 T, r s l0865791 C, rs7610892 C, and 
rsl533140 G. These SN Ps collectively  tag m ore of the HapM ap SN Ps than the 4 w inter  
PCA 1 99th percentile tags (rs7611018 C, rs9883834 G, rs3935253 T, and rsl567580 C). 
C ollectively, there are 26 sum m er PCA 1 H apM ap tagged SN Ps and 10 w inter PCA 1 
tagged SNPs, w ith  rs6770052 and rs6778577 shared betw een the signatures.
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Table 5.7: NR1D2 climate haplogroup frequencies. The summer PCA 1 haplogroup 
is sub-divided based on the lower right tree in Figure 5.21.
______________________________________CEU JPT+CHB YRI
Sum m er PCA 1 M atching (left) 24.2 40.6 4.2
M atching (right) 7.5 5.0 34.2
Anti-m atching 53.3 36.7 29.2
_____________________  Other 15.0 17.8 32.5
Winter PCA 1 M atching 6.7 0.6 32.5
Anti-m atching 90.8 99.4 64.2
Other 2.5 0.0 3.3
The LD region consists o f 138 consensus SNPs across 147 kb (Chr. 3 23,877,737 - 24,024,512). 
Winter PCA 1 and sum m er PCA 1 haplotypes are sh ow n  in  the Figure 5.21 Top Left and  
Figure 5.21 Top Right plots respectively  The trees w ere diverse, particularly for sum ­
m er PCA 1 m atching haplotypes, w hich  are found in op p osin g  branches separated by  
a relatively dense anti-m atching haplogroup. The first 2 w inter tags are com pletely re­
dundant in  terms o f tagged SN Ps for each population  and are w e ll upstream  o f NR1D2 
(rs7611018: -65,550, rs9883834: -59,780). With these tags rem oved, the LD region con­
sists o f 86 consensus SN Ps across 81 kb (Chr. 3 23,943,431 - 24,024,512) depicted  in  
the bottom  row  of Figure 5.21. The sum m er anti-m atching haplogroup is m ore d is­
tinct. W hile 2 branches rem ain for m atching haplotypes, these branches split prior to  
the anti-m atching haplogroup. The shorter LD region, w h ich  still extends 19 kb 5' of 
NR1D2, is u sed  hereafter.
Clim ate haplogroup frequencies for this region are sh ow n  in  Table 5.7. The sum m er  
ma telling left haplogroup is enriched w ith CEU and JPT+CHB haplotypes, w h ile  the  
sum m er m atching right haplogroup is enriched w ith  YRI haplotypes. C om bined sum ­
mer m atching frequencies are roughly sim ilar b etw een  the populations and tem pered  
by the h igh  frequency of unclassified haplotypes. The w inter classification does pro­
duce sizeable differences for YRI, w ith  m inim al unclassified haplotypes. Winter m atch­
ing h aplotypes strongly overlap w ith  sum m er m atching right haplogroup m em bers. 47  
of 48 w inter haplotypes are also sum m er haplotypes. The one exception  is a JPT+CHB 
outlier located near the sum m er anti-m atching haplogroup. M atching right haplogroup  
m em bers are m ostly w inter m em bers for CEU (8 of 9) and YRI (39 of 41), but not 
JPT+CHB (0 o f 9). The m ost com m on w inter and sum m er (right haplogroup) haplo­
type is found in 6.7% of CEU and 17.5% of YRI (representative hom ozygote NA19152).
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FIGURE 5.21: NR1D2 region climate haplotypes. Top row: Full LD region. Bottom 
row: Shortened LD region (excluding rs7611018 and rs9883834). Left column: Winter 
PCA 1 haplotypes (rs7611018 C, rs9883834 G, rs3935253 T, and rsl567580 C). Right 
column: Summer PCA 1 haplotypes (rs4578971 T, rsl0865791 C, rs7610892 C, and 
rsl533140 G). Hollow symbols: Anti-matching haplotypes.
M any of the com bined com parison SN Ps are found w ith  regular frequencies (CEU 39%, 
JPT+CHB 53%, YRI 41%) just upstream  of NR1D2, potentially im pacting the promoter. 
Moreover, the m ost frequent JPT+CHB haplotype (28.3% representative hom ozygote  
NA18537) is found in the left sum m er group, possib ly  com plem enting the second m ost 
frequent JPT+CHB haplotype (25.6%, representative h om ozygote N A18552) found in  
the dense sum m er anti-m atching haplogroup. H ow ever, the 2 sum m er haplogroups  
have 31 Phase 2 SN Ps w ith  absolute frequency differences >  95%, in contrast to 21 
SN Ps w hen  com paring com bined sum m er m atching versus anti-m atching haplotypes. 
W hile it is plausible that 2 causative effects could be present, the m ost parsim onious
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FIGURE 5.22: NR1D2 HapMap 3 winter PCA 1 SNP frequencies. Top: 7 SNPs found to 
have >  95% absolute frequency differences in CEU or YRI for winter PCA 2 99th per­
centile rs3935253 T - rsl567580 C matching versus anti-matching haplogroups. Higher 
minor allele frequencies indicate increased winter PCA 2 alleles. Bottom: The remain­
ing 30 polymorphic SNPs.
explanation for the 2 divergent sum m er m atching haplogroups is a spurious tagging of 
the left haplogroup due to the right haplogroup's association w ith  the w inter signature.
A Phase 3 spatial com parison of the w inter PCA 1 signature is sh ow n  in Figure 5.22. 
Stable frequencies are present throughout the gene. African-origin populations have  
the highest frequencies, w ith very low  East A sian frequencies. Som e possib le popu la­
tion structure is not captured, including the aforem entioned upstream  structure and  
w ithin the gene itself. The internal pattern frequencies are inverted relative to the 
winter signature, w ith  high frequencies in East A sians and low  frequencies in African- 
origin populations.
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N o  know n positive association stu d y results exist for NR1D2.
5.3.11 PERI
PERI contains 2 clim ate signatures, prim arily linking JPT+CHB SNPs. Like NR1D2, 
the tags are distinct and highlight different haplotypes. rs2253820 T and rs3027267 A  
are found in the sum m er PCA 1 9 9 *  percentile, w hile  rs3027279 T (using a forward  
strand) and rs3202848 T are found  in  the sum m er PCA 2 9 9 *  percentile. The com bined  
LD region is o f m oderate size  w ith  76 consensus SNPs across 81 kb (Chr. 17 7,968,318 - 
8,049,056).
The trees for PCA 1 and PCA 2 m atching haplotypes are d iverse (Figure 5.23 Left and  
Right). The region spans 4 CEU, 2 JPT+CHB, and 4 YRI H ap lov iew  LD blocks. N o  
haplotype is assigned to both groups. CEU, JPT+CHB, and YRI m em bership are 10.0%, 
28.3%, and 8.3% for SI and 29.1%, 5.6% and 0.0% for S2 respectively. Single consensus  
SNP haplotypes com prise the m ajority o f each haplogroup (albeit w ith  som e m inor 
non-consensus SNP variants). 69.9% of SI haplotypes can be represented b y the hom o­
zygote  N A 18571 (6.7% CEU, 23.9% JPT+CHB, and 0.0% YRI). For S 2 ,77.8% of m atching  
haplotypes are found in  the hom ozygote N A 07022 (25.8% CEU, 2.2% JPT+CHB, 0.0% 
YRI). The 2 haplotypes have the h ighest average frequencies of all 100 haplotypes in  
the region.
H apM ap Phase 3 allele associations are m odest. 4 of 38 polym orphic H apM ap 3 SN Ps 
have >  95% frequency differences b etw een  SI m atching and anti-m atching haplogroups 
(Figure 5.24 Top). rs2735611 pairs w ith  the nearby tag rs2253820 w ith in  exon 18, and  
rs2304911 (slightly dow nstream ) pairs w ith  the 3' tag rs3027267. This discontinuity  
reflects the fact that all 4 tags each identify  d istinct SNPs w ith in  Phase 2 populations.
rs2253820, the strongest tag (and nearly robust) at the 99.887* percentile, is sh ow n  next 
(Figure 5.24 M iddle) w ith  a relaxed criteria o f >  80% haplogroup frequency differences. 
The LD region im proved som ew hat, but prim arily in A sian-origin populations and  
w ith  3 SN Ps flipped to reflect their status in  A sian sum m er PCA 1 m atching haplotypes.
Sum m er PCA 2 associations are im proved (Figure 5.24 Bottom). These associations are
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FIGURE 5.23: PERI region climate haplotypes. Left: Haplotypes containing both sum­
mer PCA 1 99th percentile alleles rs2253820 T and rs3027267 A. Right: Haplotypes 
containing the summer PCA 2 99th percentile alleles rs3027279 T and rs3202848 T.
m ainly just dow nstream  of PERI (w hich is anti-sense), and do not include African- 
origin populations however.
D espite lim ited HapM ap 3 allele associations, rs2253820 is not only linked to diurnal 
preference, but m ay also link to a nearby causative allele (Table 5.8). rs2735611 G (PERI 
T2434C) is 114 bp distant from rs2253820 and has been linked to m om in gn ess in a UK- 
based population [37]. All 903 rs2735611 G haplotypes w ithin  H apM ap 3 also contain  
rs2253820 T, w hile  only a single M exican h aplotype w ith  rs2253820 T lacks rs2735611 G. 
The m ost frequent HapM ap 2 rs2735611 G haplotype is also the m ost frequent sum m er  
PCA 1 haplotype (found in N A18571) and overall H apM ap 2 haplotype.
rs2253820 (PERI G2548A) w as not associated w ith  diurnal preference in a m iddle-aged  
Am erican population [134]. This is opposite the result found in CLOCK 3111, w here 
studies by the sam e groups found a positive association (for eveningness) in the Am er­
ican population [133], but not in the UK-based population [242]. A n alternative in­
terpretation is a phenotypic even ingness skew  in the older Am erican population  for 
CLOCK 3111 and PERI 2548 (due to a lack of m orningness). G iven the age-specific
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FIGURE 5.24: PERI HapMap 3 summer PCA 1 and 2 SNP frequencies. Top: 4 
SNPs found to have >  95% absolute frequency differences in any Phase 2 population 
for summer PCA 1 rs2253820 T - rs3027267 A matching versus anti-matching hap­
logroups. Middle: 7 SNPs using only rs2253820 T and >  80% absolute frequency dif­
ferences. Bottom: 7 SNPs with >  95% absolute frequency differences in any Phase 
2 population for summer PCA 2 rs3027279 T - rs3202848 T matching versus anti­
matching haplogroups (38 total SNPs).
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T able 5.8: PERI rs2253820 - rs2735611 haplotypes. rs2253820 T is a near-robust 
(99.887th percentile) summer PCA 2 allele and associated in a 2-SNP haplotype with  
autism in a predominantly Caucasian population [204]. rs2735611 G has been asso­
ciated with morningness in a UK-based population [37], Forward strand alleles and 
absolute counts are listed, with frequencies in parentheses.
Population rs2253820 T rs2735611 G TG H aplotype
ASW 59 (46.8%) 59 (46.8%) 59 (46.8%)
CEU 41 (17.5%) 41 (17.5%) 41 (17.5%)
CHB 117 (69.6%) 117 (69.6%) 117 (69.6%)
CHD 122 (71.8%) 122 (71.8%) 122 (71.8%)
GIH 39 (22.2%) 39 (22.2%) 39 (22.2%)
JPT 130 (75.6%) 130 (75.6%) 130 (75.6%)
LWK 71 (39.4%) 71 (39.4%) 71 (39.4%)
MEX 47 (45.2%) 46 (44.2%) 46 (44.2%)
MKK 136 (47.6%) 136 (47.6%) 136 (47.6%)
TSI 29 (16.5%) 29 (16.5%) 29 (16.5%)
YRI 113 (49.1%) 113 (49.1%) 113 (49.1%)
effects for the CLOCK even ingness haplotype in  the present w ork, these tw o  sets o f op ­
posite results further h igh light a potentially dynam ic genotypic-phenotypic relation­
ship for diurnal preference across age.
rs2253820 has also been linked to autism , albeit in  a 2-SNP haplotype along w ith  rs885747 
[204]. This w as the on ly  significant haplotype w ith in  PERI for this prim arily Caucasian  
population. rs885747 is also associated w ith  prostate cancer in  Caucasian Am ericans 
[320]. M atching and anti-m atching sum m er PCA 2 haplogroups have rs885747 absolute  
frequency differences of 88.8% in CEU and 100% in JPT+CHB (YRI is not com parable). 
rs2289591, a second prostate cancer SNP, appears to be unrelated to clim ate haplotypes.
By them selves, the rs2253820 alleles are not particularly specific to regions of the H apM ap  
Phase 2 tree, although a fair num ber of the rs2253820 C haplotypes w ere sum m er PCA  
2 haplotypes in CEU. W ith the lim ited num ber o f associated alleles found in  H apM ap 3 
(Figure 5.24 M iddle), there is likely  only a sm all region w here a causative SNP cou ld  be 
located. rs2253820 and rs2735611 are both located in  exon  18. This exon  is the funda­
m ental difference b etw een  the tw o  m ain Ensem bl transcripts ENST00000317276 (PERI- 
201) and ENST00000354903 (PERI-202). F ollow ing exon  18, PERI-201 continues to 
form the entire 23 exon protein. PERI-202 extends exon 18 beyond  the endpoint found  
in PERI-201, incorporating m ore am ino acids in translation as w ell as a contiguous 3' 
UTR before termination. PERI-202 thus loses any functional dom ains beyond the PAS
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fold. A  nearby SN P could  be responsible, as the exon  18 extension occurs 100 bases after 
rs2253820. Two intervening SN Ps are kn ow n  in Ensembl: rs3027189 and rs3027190, of 
w h ich  rs3027190 is h om ozygou s for all HapM ap 2 populations. rs2253820 itself m ay be  
responsible, as EST database searches have identified it as w ith in  a putative SF2 splice  
regulatory sequence [202]. A  rare structural variant (Database of G enom ic Variants ID 
49944) also en d s at rs2253820.
5.3.12 PER2
Two tags link PER2 to the sum m er PCA 2 99th percentile: rs6431587 A  and rs4663868 
T. Collectively, they form  a 101 kb LD region (Chr. 2 238,740,551 - 238,841,125) w ith  91 
consensus SNPs. A  single haplotype com prising a sm all m inority of CEU (0.8%) and  
JPT+CHB (5.0%) m atched both tags, in a region of h igh  variability (Figure 5.25 Left).
W hile rs4663868 is inside PER2, rs6431587 is 63 kb upstream . The intervening sequence  
spans 4 CEU, 4 JPT+CHB, and 3 YRI H ap lov iew  LD blocks. rs4663868 is a stronger 
marker. A t the 99.898th percentile, it is nearly a robust SNP and m atches SN Ps from  
YRI and all the tagged SN Ps from  CEU and JPT+CHB. rs6431587 exclusively  tags 9 
YRI SNPs, but no YRI haplotypes m atched both  tag alleles. PER2 w as subsequently  
rephased around the H ap lov iew  YRI rs4663868 LD block extended  5 kb beyond the 3' 
gene end. This LD block includes 50 consensus SNPs in  52 kb (Chr. 2 238,810,699 - 
238,863,064).
The sm aller LD region is sh ow n  on the right of Figure 5.25. A s expected, the region  
contains m ore consolidated  haplotypes. W hereas the m ost frequent haplotype in the 
larger region has frequencies o f 16.7% in  CEU and 3.9% in JPT+CHB, the m ost frequent 
shorter haplotype is found in  37.5% of CEU and 16.7% of JPT+CHB. A t this resolution, 
m atching haplotypes are still infrequent but are found in a distinct portion of the tree. 
34 of 35 rs4663868 T carriers are on a single haplotype (representative h om ozygote  
NA18523) found in 7.5% of CEU, 7.2% of JPT+CHB, and 10.0% of YRI.
Spatial m aintenance of allelic associations in H apM ap 3 is preserved (Figure 5.26). A l­
leles associated w ith  rs4663868 T span m ost of PER2, although com pared to other tested  
genes the region is short and the population  frequency differences are subtle.
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FIGURE 5.25: PER2 region climate haplotypes. Summer PCA 2 99th percentile match­
ing haplotypes are shown. Left: rs6431587 A - rs4663868 T (101 kb, 91 consensus 
SNPs). Right: rs4663868 T (52 kb, 50 consensus SNPs).
Yet am ong these subtle variations is rs2304672, w hich  is the final 3' associated SN P in  
Figure 5.26 Top (PER2 is a negative strand gene). This SNP (PER2 C111G) has been as­
sociated w ith m om ingness, w ith  the G allele significantly enhanced in extrem e m orn­
ing types (14%) com pared to extrem e even ing types (3%) [36]. Based on allele fre­
quencies, the HapM ap alleles for this C /G  SNP appear to be from the reverse strand, 
w ith the H apM ap C allele equivalent to the Carpen G allele. In this case, extrem e 
m orningness should be associated w ith  rs4663868 T and the N A 18523 haplotype (Table 
5.9). The alleles are exactly equivalent in 7 populations and nearly equivalent in the 
rem aining 4 populations. N early all o f the CT associations are found in 2 haplotypes  
for the 26 HapM ap 3 SNPs in the region. O ne haplotype (61.5% of CT results w ith  
hom ozygote NA18147) is concentrated in non-African populations. The other haplo­
type (32.7% of CT results) is concentrated in African-origin populations. The 2 haplo­
types differ on ly  at rs2304668. rs2304672 w as also the m ost strongly associated SNP  
for depression vulnerability in a Sw edish-based population  [159], m odestly  associated  
w ith bipolar disorder in an Caucasian-Am erican sam ple (along w ith  rs4663868) [149], 
and is 1 of 2 SN Ps associated w ith  schizophrenia in a Caucasian-Am erican sam ple  
[176]. In addition to the proposed secondary structure stability m echanism  afforded  
by rs2304672 [36], the SNP m ay be causative due to a splicing m echanism  change [202] 
(see h t t p :/ /m a n c a la . c b io . u c t . a c . z a /~ v ic to r ia /u p lo a d _ p ic s /r s 2 3 0 4 6 7 2 .png).
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FIGURE 5.26: PER2 HapMap 3 summer PCA 2 SNP frequencies. Top: 7 SNPs found 
to have >  95% absolute frequency differences in any Phase 2 population for summer 
PCA 2 99th percentile rs4663868 T matching versus anti-matching haplogroups (52 kb 
region). Higher minor allele frequencies indicate increased summer PCA 2 alleles.
Bottom: The remaining 16 SNPs.
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A lso am ong the clim ate haplogroup-associated SN Ps w as the syn on ym ou s rs2304670, 
located in an alanine-coding position  2 am ino acids aw ay from the ASPS m utation  
[291]. rs2304670 A (PER2 2114) has been associated w ith even ingness in a Japanese 
population  [180]. The forward strand T carriers are also nearly identical to correspond­
ing alleles in the other 2 SN Ps (Table 5.9), potentially underlining a link betw een  British 
m orningness, Japanese even ingness, and clim ate variation.
A ny results reported by Cruciani [46] regarding PER2 positive selection are unlikely to 
be due to these alleles. Of the 3 Cruciani tag SN Ps used that are also in dbSNP, all w ere  
sub-threshold for rs4663868 T haplogroup differences.
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T a b l e  5.9: PER2 rs4663868 - rs2304670 - rs2304672 haplotypes. rs4663868 T is a near- 
robust (99.898th percentile) summer PCA 2 allele. rs2304670 T is associated with even­
ingness in Japanese [180]. The HapMap rs2304672 C allele appears to be equivalent 
to Carpen's G allele (associated with momingness in a British-based population [36]) 
and is also associated with depression vulnerability in a Swedish-based population 
[159]. Absolute counts are listed, with frequencies in parentheses.
Population rs4663868T rs2304670 T rs2304672C TTC H aplotypes
ASW 9 (7.1%) 9 (7.1%) 9 (7.1%) 9 (7.1%)
CEU 26 (11.1%) 27 (11.5%) 25 (10.7%) 24 (10.3%)
CHB 10 (6.0%) 10 (6.0%) 10 (6.0%) 10 (6.0%)
CH D 7 (4.1%) 7 (4.1%) 7 (4.1%) 7 (4.1%)
GIH 23 (13.1%) 23 (13.1%) 23 (13.1%) 23 (13.1%)
JPT 11 (6.4%) 10 (5.8%) 10 (5.8%) 10 (5.8%)
LWK 14 (7.8%) 15 (8.3%) 15 (8.3%) 14 (7.8%)
MEX 4 (3.8%) 4 (3.8%) 4 (3.8%) 4 (3.8%)
MKK 16 (5.6%) 20 (7.0%) 16 (5.6%) 16 (5.6%)
TSI 16 (9.1%) 17 (9.7%) 16 (9.1%) 16 (9.1%)
YRI 21 (9.1%) 21 (9.1%) 21 (9.1%) 20 (8.7%)
5.3.13 PER3
PER3 w as not am ong the genes identified in the LD tag screening. H ow ever, rs228654 
w as one of the low est sum m er PCA 1 SN Ps in the genom e (0.01st percentile). This SNP  
is located in the sam e H aploview -defined  LD block as the rs57875989 VNTR in  all 3 
HapM ap Phase 2 populations (m inim al B36 co-ordinates: 7,783,891 - 7,828,595). Six of 
the eight other tagged SN Ps from  Table 5.2 are also found in  all 3 LD blocks. A d d i­
tionally, r s l70631 is located in  the CEU LD block. O nly r s l773157 is com pletely out­
side of the LD block. rs228654 tags rs2640909, w h ich  has been  associated w ith  sch izo­
phrenia in a Caucasian-Am erican sam ple [176]. A lso  in  this b lock (though not tagged) 
is rsl012477, w hich  is linked to prostate cancer in  Caucasian A m ericans [320].
The know n processed transcript RP3-467L1.1 is also located in this region. This tran­
script has been m apped anti-sense to PER3, w ith  2 exons that partially overlap betw een  
the 2 sequences that could potentially  affect PER3 translation efficiency.
Two of the rs228654 tagged SN Ps have been previously  genotyped  by  Ebisawa [67] and  
U niversity of Surrey researchers (Sim on Archer, personal com m unication): rs228697 
(C2590G /  P864A) and rs2640909 (T3110C /  M1037T). G iven the nearby features and  
the availability of prior Surrey genotyp ing and diurnal preference data, rs228654 w as  
investigated in further detail.
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The rs228654 m inor allele across all H G DP populations is A  (using forward co-ordinates), 
This allele is found in  populations w ith  low er sum m er PCA 1 w eigh ts (eg Kenyan  
Bantus), but is com pletely  suppressed in  populations w ith  higher w eigh ts (eg Yoruba). 
In Figure 5.2 Bottom, these are populations found to the right of «  1.5 (X-axis values in  
black). The 13 SN Ps spanning PER3 in  the H G DP sam ple (see Page 118) w ere u sed  to 
infer rs228654A haplotypes in each population . Two rs228654A haplotypes w ere found: 
CCTCATAACTCAA (average frequency 5.3%, range 0.0 - 28.3%) and TCTCATAACT- 
C A A  (average frequency 0.2%, range 0.0 - 5.0%). These haplotypes w ere then com pared  
to corresponding H apM ap Phase 2 PER3 haplotypes (w ith 5 kb flank). O nly the former 
haplotype m atched H apM ap haplotypes (5.0% CEU, 7.8% JPT+CHB, and 0.0% YRI). 
These w ere the on ly  haplotypes containing rs228697G (Ebisawa's A864). rs228654 is 
also in com plete LD w ith  r s l70631, rs228689, and rs228657 for all H apM ap popula­
tions. W hile the VNTR w as not gen otyp ed  w ith in  H apM ap, rs228654A haplotypes  
appear to be otherw ise exclusively  equivalent to Ebisawa's H3 haplotype (V647, A864, 
VNTR4, T1037, H1158), w h ich  w as not significantly associated w ith  Japanese DSPS or 
N -24 patients.
The VNTR and 4 SN Ps w ere then used  in  a diurnal preference QTL analysis for 225 
Surrey cohort ind ividuals w ith  pre-existing genotype data. The expected  rs228654A  
haplotype TG4CA (rsl0462020 - rs228697 - rs57875989 - rs2640909 - rs!0462021) w as  
the m ost robust PER3 diurnal preference even ingness haplotype (Table 5.10), although  
other rs228697G m inor haplotypes w ere constructed in this cohort. In previously  gen o­
typed DSPS patients, rs228697G alleles are present in 5 of 46 Surrey genotypes (10.9%), 
w hich  is double the frequency o f CEU (5.0%).
Phenotypic differences for rs228697G haplotypes (and hence rs228654A) are supported  
by a rs228697 eveningness association found in  a Caucasian-Am erican bipolar disorder 
proband cohort [149]. rs228654 m ay thus sign ify  a secondary feature that augm ents the 
VNTR phenotype.
647 G ly (rsl0462020 G) has been  associated w ith  m orningness in  a European pop u la­
tion [126]. In Ebisawa's study, this allele w as on ly  found on  the DSPS-associated H4  
haplotype [67]. The on ly  haplotype to contain rsl0462020 G in  the Surrey cohort had a 
non-significant QTL w ith  a negative-oriented (eveningness) beta value.
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T able 5.10: PER3 diurnal preference QTL. 225 previously genotyped University of 
Surrey samples were used to investigate the possible association of rs228654A with di­
urnal preference using extrapolated data (see text for details). The expected rs228654A 
haplotype TG4CA (rsl0462020 - rs228697 - rs57875989 - rs2640909 - rsl0462021) was 
the most robust PER3 diurnal preference eveningness haplotype.
H aplotype QTL Beta P-value
TG4CA -8.50 0.0288
TC5TA 3.32 0.0935
TG4TA 13.88 0.0980
GC4CG -2.72 0.2632
TC4TA -1.60 0.4026
TC4CA 2.46 0.5615
TC4CG -2.20 0.6962
5.3.14 SIRT1
SIRT1 w as previously associated w ith  a com plete LD group, 3 Fst 99th percentile groups, 
and excessive AM OVA differences (Section 3.6.20). The LD33 haplotypes produce a 
tight cluster in CEU and JPT+CHB, but are absent in  YRI. SNP alleles that are largely  
defined b y  LD33 haplogroup m em bership in CEU and JPT+CHB provide consistent 
frequencies for non-A frican-origin populations (Figure 3.34 Top). These frequencies 
are h igh  in CEU and TSI but lo w  in  CHB, CH D, and JPT across the 287 kb LD region.
Two alleles link SIRT1 to the w inter PCA 2 99th percentile: rsl2355259 T and rs597889 
G. These SN Ps collectively tag 51.4% of CEU and 47.1% of JPT+CHB SIRT1 SNPs. Both  
alleles m ap to LD33 m em bership (Figure 5.27). rs597889 alleles exactly m atch LD33 
haplotype assignm ents in  both  CEU and JPT+CHB. rsl2355259 alleles exactly m atch  
LD33 assignm ents in  JPT+CHB. A  single CEU LD33 haplotype (of 90) d oes not m atch  
rsl2355259 T in N A 12043. rsl2355259T - rs597889G haplotypes have frequencies of 
74.1%, 15.0%, and 0.0% in  CEU, JPT+CHB, and YRI respectively. These tag SN Ps there­
fore also associate w ith  the 3 Fst 99th percentile groups p reviously  described in  Section  
. 3.6.20.
A  portion o f the YRI anti-m atch C A  haplotypes are neither LD33 m atching nor anti­
m atching. A s w ith  LD33-associated SNPs (Figure 3.34), these tags differ for African- 
origin populations. The anti-m atch CA haplotype frequency is low er than expected  
for Phase 2 YRI (68.3%). In Phase 3 African-origin populations, YRI has the greatest 
difference b etw een  the m inor allele frequencies (33.3%).
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Figure 5.27: SIRT1 region climate haplotypes. Left: Winter PCA 2 99th percentile 
rsl 2355259- rs597889 TG matching (solid symbols) and CA anti-matching haplotypes 
(hollow symbols). Right: LD33 matching and anti-matching haplotypes (see Section
3.6.20).
African versus non-African differences are readily apparent in the H apM ap Phase 3 
associated allele p lots (Figure 5.28). N on-A frican m aintenance of w inter PCA 2 associ­
ated alleles is particularly strong across 38 HapM ap 3 SNPs. 76 other SN Ps are show n  
in the low er plot. Six SN Ps, each w ith  average MAF > 48%, have been flipped for 
consistency. African frequencies do not carry full associations w ith  w inter PCA 2, al­
though certain SN P subgroups m aintain consistent frequencies for all African-origin  
populations. M exican frequencies are slightly  unstable, and appear to be influenced by  
African-based adm ixture. A sian- and European-origin frequencies have particularly 
large frequency differences yet m aintain sim ilar allele associations desp ite the vari­
ations found in the African-origin populations.
rs3758391 T is associated w ith  better cognitive functioning in a geriatric Dutch p opula­
tion [153] (Section 3.6.20). This is associated w ith  3 Fst SNP 99th percentile categories, 
and the C allele is a m em ber of LD33. The SN P is also am ong the SN Ps associated w ith  
the w inter PCA 2 signature in non-Africans. Its position is denoted by an asterisk in 
Figure 3.34.
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FIGURE 5.28: SIRT1 HapMap 3 winter PCA 2 SNP frequencies. Top: 38 SNPs found to 
have >  95% absolute frequency differences in any Phase 2 population for winter PCA 2 
99th percentile rsl2355259 T - rs597889 G matching versus anti-matching haplogroups. 
*: Location of rs3758391 (associated with cognitive functioning [153]). Higher minor 
allele frequencies indicate increased winter PCA 2 alleles. Six SNPs has been flipped 
for clarity. Bottom: The remaining 76 SNPs.
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5.4 Latitude-associated SNPs
For convenience, a table of SN Ps found in the upper or low er 1st percentile of Spear­
man's p calculations based on absolute latitude is provided (Table 5.11). O nly SN Ps that 
have tagged at least 1 H apM ap SN P in any population  are included. 19 of the 29 SNPs 
w ould  also be tagged using clim ate upper or low er 1st percentile thresholds. FBXL3 
(which also included elevated extrem e DAF results) is the m ost prom inent gene based  
on size  that is tagged w ith  both techniques. BHLHE41 is also tagged highly  in propor­
tion to its size. This gene contained elevated  Fst and AMOVA results, although a low
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num ber o f available SN Ps cou ld  indicate a statistical aberration. Differential ph en o­
typic results can provide a m eans o f testing the valid ity of both the clim ate and latitude  
influence m odels. M ost of the strongest latitude-associated SN Ps have their strongest 
clim ate association w ith  sum m er PCA 2, w ith  the rem ainder prim arily w inter PCA 1. 
Phenotypic associations linked to the other 2 principal com ponent groups could there­
fore provide support for clim ate associations independent o f latitudinal effects.
T able 5.11: Latitude-associated SNPs. A ll tags with at least 1 tagged HapMap 2 SNP 
are shown. Tag counts are combined across all populations. Climate values list tire 
single strongest result of any principal component.
D istance Tagged
SN Ps
Latitude Clim ate
ARNTL2 r s l1048956 -61,924 1 0.671 (99.87%) S2 0.561 (99.87%)
r s l1048980 0 7 0.707 (99.96%) S2 0.600 (99.96%)
BHLHE41 rsl871553 20,091 3 -0.689 (0.05%) S 2 -0.447 (0.77%)
rs2343074 23,639 3 -0.696 (0.04%) S2 -0.492 (0.31%)
rsl471506 32,388 6 -0.636 (0.18%) S2 -0.414 (1.32%)
rsl466467 52,526 1 0.620 (99.59%) S2 0.428 (97.89%)
CRY1 rsl2320535 -89,332 2 -0.577 (0.56%) S2 -0.568 (0.05%)
r s l861745 -83,503 3 -0.556 (0.80%) S2 -0.574 (0.04%)
r s l1113154 -3,253 3 0.633 (99.68%) W1 -0.562 (0.81%)
CSNKlz r s l1089885 14,958 3 0.583 (99.16%) W 2 0.332 (98.04%)
FBXL3 rs9573972 -9,718 12 -0.591 (0.43%) S2 -0.557 (0.07%)
rs9573974 -4,253 12 -0.575 (0.58%) S2 -0.506 (0.23%)
rs599115 0 3 0.584 (99.17%) S2 0.484 (99.24%)
rs2073840 38,306 3 0.652 (99.80%) S2 0.533 (99.74%)
FBXW11 rs702097 -14,331 6 -0.684 (0.06%) S2 -0.487 (0.35%)
MAPK1 rs9610417 0 10 0.586 (99.20%) S2 0.575 (99.91%)
NPAS2 rsl3025524 0 2 0.616 (99.55%) SI -0.552 (3.03%)
rsl3017465 15,923 13 0.585 (99.19%) W1 -0.457 (3.56%)
rs2278725 16,450 13 0.585 (99.19%) W1 -0.457 (3.56%)
PERI rs3027279 -16,216 2 0.615 (99.55%) S2 0.537 (99.77%)
rs3202848 20,953 8 0.619 (99.58%) S2 0.553 (99.84%)
PER2 rs6431587 -62,637 9 0.617 (99.56%) S2 0.494 (99.37%)
PRKCa rs956952 0 27 -0.546 (0.92%) W1 0.479 (96.01%)
rs2138004 0 27 -0.576 (0.58%) W1 0.520 (98.26%)
RORa r s l2907068 -30,452 2 0.623 (99.61%) W1 -0.592 (0.45%)
r s l1071557 0 22 -0.543 (0.96%) W1 0.548 (99.08%)
rs4775359 0 8 -0.556 (0.80%) W1 0.536 (98.77%)
r s l1071587 0 2 0.590 (99.26%) W1 -0.559 (0.84%)
rs930358 0 2 -0.543 (0.97% ) W 1 0.460 (94.51% )
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The 3 PER gene clim ate SN Ps linked to k now n diurnal preference SN Ps are sh ow n  w ith  
their latitude rankings in  Table 5.12. rs2253820 and rs4663868 are nearly identical to 
their respective diurnal preference SNPs in  all H apM ap 3 phased haplotypes. rs228654 
is projected to influence diurnal preference d u e to extrapolated haplotypes that con­
tained the strongest QTL results for previously  generated U niversity o f Surrey results. 
The PER3 VNTR has been  previously  show n to not have a latitudinal cline [196]. W hile  
the SN Ps are robust or nearly robust (> 99.886th percentile), none o f the clim ate tags nor 
their associated diurnal preference SNPs are detected  u sin g  latitude SN Ps w ith  upper  
or low er 1st percentile thresholds.
TABLE 5.12: Selected PER SNP latitude associations. Spearman's p values are shown 
with relative percentiles in parentheses.
Latitude PC Group Clim ate
PERI rs2253820 -0.403 (7.33%) Sum m er 1 0.629 (99.89%)
PERI rs4663868 0.523 (97.80%) Sum m er 2 0.569 (99.90%)
PER3 rs228654 0.411(92.23% ) Sum m er 1 -0.729(0.01% )
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6.1 Recent variation and selection signatures
A  num ber o f interesting genetic patterns have been detected in  the current study  
u sin g  m ultip le outlier screens. By them selves, any of these patterns are likely to 
be random , particularly in sm aller genes or for com plete LD groups that lack genom ic  
background inform ation. H ow ever, w h en  m ultiple lines of evidence or positive asso­
ciation study results poin t to the sam e haplogroups, the patterns have m ore probable 
relevance. The current w ork  has provided  utility  by identifying regions of likely influ­
ence, possib le im proved LD relationships, and the identity of specific h om ozygotes - 
even  w h en  exam ining old  association data. Additionally, m any of these hom ozygotes  
w ill obtain sequence-level data resolution in the next few  years, and lym phoblastoid  
cell lines exist at the Coriell Institute for direct study of the causative effect found w ith in  
those hom ozygotes.
Genetic research is g o ing  through a transitionary phase after m any of the expected com ­
m on disease com m on variant results have n ot been  borne out, have not been  replicated, 
or have explained m inim al variance in p o lygen ic traits. Rare variants and other m ech­
anism s such as R N A  genes and m ethylation  patterns m ay be responsible for som e of 
the expected variance. N otably  absent from  the current results are proven  links to ASPS 
or DSPS outside of the PER3 VNTR and CLOCK 311 IT (w hich incidentally  contained  
DSPS alleles opposite of the expected even ingness alleles in Brazilian PER3 [225] and
249
250 C h a p te r  6. C o n c lu s io n s
Japanese CLOCK [123] results). M any of the published results have in vo lved  fam ily- 
specific m utations akin to the rare variants hypothesis. Yet w h en  exam ining diurnal 
preference and m any association stu d y risks, haplotypes have often been com m on. For 
exam ple, the CLOCK assay w as designed w ith  markers spaced across the gene in  order 
to identify expected rare or recom bined haplotypes. Instead, a low er resolution ver­
sion  of the even ingness h aplotype w as found to be the m ost com m on haplotype across 
the H apM ap 3 populations. This is understandable g iven  the h igh  fraction of the p op ­
ulation classified as extrem e types. The CLOCK result raises hope for the continued  
applicability of the com m on d isease com m on variant paradigm  as applied  to diurnal 
preference studies. It rem ains to be seen  w hether additive extrem e effects can com bine  
to form ASPS or DSPS phenotypes, or rare singular events such  as stop m utations are 
required.
A  notable finding in  recent years is the expanded locations w here causative p henom ­
ena have been discovered. This has been dem onstrated prom inently w ith  adult lactose  
digestion  and positive selection on  the LCT gene, w here causative m utations have been  
found as far as 22,000 bases upstream  [70]. A  reliance o n  im m ediate prom oter and non- 
synonym ous m utation scanning risks the lost detection of m any possib le phenom ena, 
even  assum ing a com m on d isease com m on variant structure. The current m ethodo­
logy  seeks to understand h idden  signals that w o u ld  be present anyw here w ith in  the 
haplotype region, particularly as detected through genom ic outliers. A n  overall goal in  
this interm ediate resolution approach w ou ld  be to prioritise and focus candidate gene  
studies as inform ed by  genom e-w ide data set outliers and integrated association study  
results.
SN Ps affecting alternative sp licing w ere often am ong the correlated features in  these  
results and are possib ly  under-appreciated. M ultiple transcripts are the norm  for the 
studied  circadian genes. In Ensem bl 58, there are 10 ARNTL  protein-coding transcripts 
w ith  9 different am ino acid lengths, 2 additional processed transcripts, and 3 retained  
introns. A  transcript containing a docking dom ain  but lacking a catalytic dom ain  
could conceivably inhibit a transcript containing both  dom ains. A lternative splicing  
has already been dem onstrated to affect ARNTL2 transcriptional activity in  hum an tis­
sue culture cells [256], The em ergence of next generation tools such as R N A -Seq w ill 
allow  these situations to be explored. U se of standardised sam ples w ill also a llow  the
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direct com parison of patterns detected by consortium s such  as the 1000 G enom es Pro­
ject w ith  suspected  haplotypes.
Four genes in the screening are notable for m ultip le results, three o f w h ich  are in  h igh  
LD regions.
CSNK16 w as m arked b y  excessive extrem e DAF SNPs, all-population Fst SNPs, and  
AM OVA results. AM OVA results w ere the strongest of any circadian gene. Extreme 
D A F SN Ps w ith in  CEU and JPT+CHB w ere also the h ighest by percentage. Three SNPs 
w ere DAF and Fst outliers due to the sam e alleles: rs7406428 A , rsll8 6 8 9 7 7  A , and  
rs6502091 C. The nature o f these hap lotypes is clear w h en  exam ining JPT+CHB fre­
quency data: a num ber of SN Ps are nearly fixated on derived alleles save for a single  
ancestral haplotype found in  the CHB in d iv id u al NA18564. A ncestral haplotype fre­
quencies w ere correlated w ith  haplotype frequencies in other genes, m ost strongly w ith  
BTRC (98.24th percentile). But these results m ay be confounded b y  other effects in the 
vicinity, includ ing a large upstream  LD block.
BTRC and FBXW11 are paralogues and are each orthologues of the Drosophila clock  
gene shnb. U sin g  HEK293T cells, b oth  proteins have been sh ow n  to affect PERI abund­
ance in concert w ith  casein k inase I. Over- and under-expression o f BTRC enhances and  
suppresses expression of an ARNTL/CLOCK  54-m er E-box responsive elem ent respect­
ive ly  [262]. LD3 w ith in  BTRC w as the m ost prom inent com plete LD group in the study, 
exactly linking 69 JPT+CHB SN P alleles w ith in  the 5 kb flanking region alone. Five LD3 
markers are also w inter PCA 2 outliers, tagging over half o f the CEU and JPT+CHB 
polym orphic SNPs. This haplogroup w as largely responsible for the frequency spec­
trum  producing w eak  but op p osite  natural selection  results. U nusually, p ositive se ­
lection trends in Africans and balancing selection  trends in Europeans w ere observed. 
Stronger positive selection  ev idence exists for FBXW11 in  East A sians and Europeans. 
In addition, FBXW11 as a w h o le  has elevated  AMOVA values d u e to a strongly con­
served haplogroup found in  90% of CEU and 95% of JPT+CHB, but on ly  35% of YRI 
haplotypes. This haplogroup is supported  by both a com plete LD group and 29 ex- 
h em e DAF SNPs, h igh lighting FBXWU  u sin g  4 different screens. W hile neither of 
these paralogues appear to be major focuses o f hum an circadian association studies, 
the present results along w ith  proven  PERI interactions in hum an tissue culture cells 
strongly su ggest future attention.
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SIRT1 is sim ultaneously  h igh lighted  b y  com plete LD, 3 Fst 99th percentile groups, and  
AM OVA results. These can be traced to LD33 and 10 SN Ps found in  the CEU versus  
JPT Fst group, w h ich  also links SIRT1 to the w inter PCA 2 99th percentile. SIRT1, a 
N A D +-dependent histone deacetylase, has been  sh ow n  to counter-act CLOCK (a h is­
tone acetyltransferase) in  regulating the N A D + salvage pathw ay and linking m etabolic  
pathw ays to circadian rhythm s [198]. SIRT1 has also been  sh ow n  to be involved  in  
PER2 deacetylation and degradation [10]. SIRT1 w as also notable for being  the m ost 
consistently linked circadian gene for African-enriched haplogroup frequency associ­
ations. Five genes had SIRT1 haplogroup frequency relationships stronger than the 99th 
percentile relative to random  genom ic relationships (Table 3.16).
A  relationship betw een  African-enriched haplogroups in  7 genes separated b y  either  
distinct chrom osom es or at least 30 m egabases w as uncovered. It is difficult to prove  
functional relationships for this haplogroup m aintenance w ith  the current techniques 
d ue to genetic bottlenecks and possib le surfing effects. H ow ever, the original hap­
logroups found in  H apM ap w ere duplicated in  the independent H G DP sam ples using  
independent phasing for each population. Population frequency com parisons w ere el­
evated relative to a random  gen om e-w id e SN P distribution, su ggestin g  a relationship  
unlikely to be explained b y  dem ographic fluctuations (particularly for 7 independent 
locations). These genotypic observations are consistent w ith  phenotypic results. Period  
length differences have been  noted  for African- and Caucasian-Am ericans [265], su p ­
porting different phenotypes for Africans versus non-Africans. If a relationship ex­
ists b etw een  environm ental differences and circadian phenotypes, this inter-gene hap­
logroup m aintenance w o u ld  su ggest a possib le m echanism  for differential diurnal pref­
erence results. G roups o f gene haplotypes m ay be favoured in  certain environm ents, 
w ith  extrem e diurnal preference arising if one or m ore o f those haplotypes are m iss­
ing. W hile flaw s exist in  the study, this m ay explain  w h y  CLOCK 3111 affected diurnal 
preference on ly  after accounting for GNB3 825 status in  Koreans [162].
6.2 CLOCK
Three gene-w ide haplogroups w ere sh ow n  to have h igh  conservation across the 3 H apM ap  
populations, desp ite large intra-population differences. The w idespread  geographic
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distribution and h igh  frequency of all w ell-defined  major haplogroups indicate an an­
cient origin for these haplotype lineages, each conserved through strong LD across the 
entire gene, and beyond. There w as also a very strong conservation of haplotypes  
containing 3111C. These observations m ake cryptic population  stratification, or differ­
ences in  com m on variability, un likely  explanations for the discrepancies betw een  prior 
reports of phenotypic association w ith  CLOCK variants (prim arily 3111C).
CLOCK appears to p ossess a num ber of characteristics that are typical consequences of 
long-term  balancing selection, including an overabundance of interm ediate frequency  
SN Ps (Figure 4.3) and the m aintenance of d ivergent haplotypes (through extrem e LD  
am ong haplogroups) across m ultip le population  groups (Figure 4.2, A ppendix  B) [206]. 
The finding that heterozygosity  w ith  respect to the even ingness haplotype on one chro­
m osom e, and the 257G allele on  the other, w as significantly overrepresented in ind i­
viduals w ith  interm ediate diurnal preference strengthens the case for balancing selec­
tion on the CLOCK gene. The current report therefore provides the first strong case for 
balancing selection in  a hum an clock gene. Tajima's D  and Fu and Li's D  and F values  
for European and East A sian populations w ere consistently h igh  (Table 3.6), w h ile  the 
m aintenance of 3 in terw oven  y et exclusive com plete LD groups of SNPs, each rem inis­
cent of genetic hitch-hiking, across all populations provides a m echanism  for these h igh  
values. Values w ere h igh  in  all tests relative to em pirically-derived null distributions, 
indicating that alternative hypotheses w ith  genom ic signatures such as population  con­
tractions cannot be responsible for these local effects. D epaulis and Veuille H  and K 
tests confirm ed these results u sin g  independent haplotype-based m easures. W hile the 
even ingness haplotype w as tw ice as prevalent in  extrem e even ing  types com pared to 
extrem e m orning types, its major phenotypic contribution in European populations 
likely involves the m aintenance of interm ediate diurnal preference.
There are 3 in terw oven  groups of SN Ps independently  dem onstrating com plete long- 
range LD shared b etw een  m ultip le populations across the w orld. Yet, for any particular 
haplotype, SNPs present in any one o f these LD groups are only present in  a derived  
form  w h en  the other tw o  LD groups p ossess SN Ps that are ancestral (Figure 4.2, A p ­
pendix  B). The m ost parsim onious explanation for these 3 distinct long-range com plete  
LD groups is the d ivergence of 3 independent haplogroup lineages (1 ,2  and 4). In order 
for all 3 lineages to have m aintained such strong non-overlapping LD over such a long
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period, each group w ou ld  have to carry at least one distinctive, functionally relevant 
polym orphism  w ith in  or around CLOCK that w as subject to selective forces. Theoret­
ical w ork suggests that m ultip le-locus balancing selection  can m aintain strong LD over  
m uch larger regions than single-locus effects [137]. Strong LD through the region can­
not elim inate the p ossib ility  that selection has acted on  neighbouring genes rather than  
CLOCK. H ow ever, all 12 frequency spectrum  tests had their h ighest local gene values  
at CLOCK for Europeans and East A sians.
D espite a prior association b y  H ancock [95], CLOCK d oes not sh ow  evidence of clim ate 
associations using the techniques in  this study. It is unclear w hether this is due to no  
relationship or the com plexities associated w ith  balancing selection and 3 phenotypic- 
ally distinct haplogroups. A  sub-threshold link tags 70 JPT+CHB SN Ps (51.1% of all 
polym orphic SN Ps), 69 o f w hich  w ere LD1 m em bers. The tag SNP r s lll3 3 4 0 3  is loc­
ated dow nstream  of the LD region at 56,170,870 and w a s found in  the 95.64th percentile  
of the Sum m er PCA 1 distribution. rs9312661 is an LD1 m em ber in all populations  
and is found w ithin  CLOCK, but had average results. H aplogroup 3, as m easured b y  a 
rsl 1931061 G - rs3817444 C haplotype proxy, had elevated  but still sub-threshold res­
ults. Winter PCA 1 results w ere in  the 96.40th percentile.
6.3 Diurnal preference and ageing
The association b etw een  the n ew ly  described CLOCK haplotype and even ingness w as  
only significant in  ind ividuals under 40 years of age. This parallels a report regarding  
an association betw een  a coding region variable num ber tandem  repeat polym orphism  
in PER3 and diurnal preference [128]. The d iscovery o f an age-dependence for the as­
sociation betw een  a polym orphism  in  another clock gene and diurnal preference adds  
w eigh t to the notion  of a general d issociation betw een  diurnal preference and genotype  
past the range of life expectancy that is likely to be under the influence of evolutionary  
forces.
This age-dependence m ay explain  the discrepancy found betw een  this stu d y and that 
of Katzenberg [133], w h o  studied  the m iddle-aged  W isconsin Sleep Cohort. This w as a 
largely Caucasian-Am erican group w ith  a m ean age o f 50. The eveningness haplotype
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contains 311 IT, contradicting K atzenberg's findings w here it w a s  suggested  that the 
C allele confers increased even in g  preference. Indeed, over 90% of the ind ividuals  
identified as interm ediates by stringent criteria (ie on  or directly near the age regression  
line) carry the 257G /3111C  haplogroup on  at least one chrom osom e (com pared to 45% 
of the CEU individuals).
CLOCK w as not the on ly  discrepancy b etw een  these tw o cohorts. K atzenberg found  
no diurnal preference association for PERI w h en  studying G 2548A [134]. Carpen iden­
tified a m orningness association w ith  T2434C [37]. By studying  LD patterns across 11 
populations, it is n ow  clear that Katzenberg's rs2253820 and Carpen's rs2735611 are d e­
scribing nearly identical phenom ena, w ith  rs2253820 T and rs2735611 G found together  
on  903 of 904 haplotypes (Table 5.8).
The dynam ics of the relationship b etw een  diurnal preference versus age rem ain to 
be determ ined. Two stud ies add further w eigh t to the notion, how ever. Older par­
ticipants have reduced REM and non-REM  sleep com pared to younger ind ividuals in  a 
laboratory environm ent w ith  extended  sleep  opportunities [141]. O n a daytim e sched­
u le, earlier aw akenings d u e to reduced sleep  requirem ents w o u ld  lead to earlier light 
pulses and augm ent increasing m orningness w ith  age. Light transm ittance through the 
eyes also changes w ith  age. A gein g  has been  sh ow n  to increase crystalline lens light 
absorption and decrease p u p il area [292]. This study has sh ow n  a 10-fold reduction  
in circadian photoreception in a 95-year-old relative to a 10-year-old. This reduction  
happens throughout adulthood, w ith  a 45-year-old show n to retain 50% of ch ildhood  
photoreception. These changes m ay m anifest them selves sooner than possib le neuro- 
anatom ical changes that could  directly im pact sleep need.
A  reduced level o f circadian photoreception in  45-year-olds m ay correspond to a negat­
ive CLOCK even ingness relationship in  ind iv iduals 40 years old  and over in the current 
study and an altered PER3 even ingness relationship in the sam e cohort [128]. Q ues­
tions relating to m orning a lertness/inab ility  to sleep late w ere the strongest question­
naire sub-group association w ith  CLOCK even ingness (Table 4.6). This sub-group w as  
unique w ith  its linear age increase for 40-60-year-olds in the Surrey general cohort (Fig­
ure 2.4). It w as also the sub-group m ost largely associated w ith  ageing in  M onk's study  
[193]. Presumably, polym orphism s that largely affect the other tw o  M onk question  
groups w ill sh ow  differing age dynam ics for 40 to 60-year-olds.
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A s M onk has argued and the U niversity of Surrey results confirm, the different com ­
ponent factors differ in the m agnitude of their age effects. These sub-com ponent ef­
fects m ay be lost even  in  large chronotype questionnaires that sh ow  a nearly linear 
trend from ages 20 to 70 [244]. The results argue against m erely shifting Horne-Ostberg  
thresholds across all questions w h en  exam ining older populations [278]. Based on  the 
results for Factors 1 and 2 and com bined scores (Figure 2.2), one practical recom m end­
ation w ou ld  be to design  stu d y age groups to include 18-40,40-60, and 60+ year-olds.
6.4 Potential CLOCK LD group molecular mechanisms
CLOCK is located in a region of relatively lo w  recom bination g iven  the strong, inter­
w o v en  LD groups and a single major inter-LD group recom bination (NA18611) out of 
210 possib le individuals. M oreover, know n structural variation is low. Currently, tw o  
structural variants exist in the Database o f G enom ic Variants ( h t tp : / /p r o  j e c t s . t c a g . 
c a /v a r ia t io n / )  [116]. A n  A lu  insertion has been noted in  Craig Venter's sequence in  
an intron at 56,066,719 [165]. A  194-base intronic insertion o f unstated sequence occurs 
at 56,001,217 in a Korean ind iv idual [2]. In contrast, Variation_5043 deletes approxim ­
ately two-thirds of CSNK1S a long w ith  the com plete rem oval o f 7 other genes in  8 out 
of 95 sam ples.
Short indels also appear to p lay a m inim al role. Recent 1000 G enom es p ilot data for 
the h igh  coverage trio children NA 12878 (CEU, H aplogroup 1 w ith  the even ingness  
haplotype and H aplogroup 2) and NA 19240 (YRI, H aplogroups 2 and 3) have produced  
a set o f indel calls w ith  a m axim um  length of about 11 bases. N early all indels are 
located w ith in  introns. The on ly  2 rem aining indels are located w ith in  the m idd le  of 
the N A 12878 3' UTR, found in  the longer Ensem bl transcript (ENST00000309964). The 
first is a 10-base "A" repeat at 55,995,517 w hich  appears to double the length  of an  
existing "A" repeat. The second indel is an AG insertion at 55,995,807.
1000 G enom es p ilot SN P data from the h igh  coverage CEU trio and the YRI child w ere  
u sed  to search for non-synonym ous SNFs w ith in  CLOCK. Betw een the 4 ind ividuals, all 
4 haplogroups are covered along w ith  the even ingness haplotype. H igh  coverage ind i­
viduals w ere used  as older low  coverage p ilot data has om itted several SNPs expected
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Ta b l e  6.1: Non-intronic CLOCK SNPs. Haplogroup listings denoted by an asterisk 
are projected as the most likely by 1000 Genomes high coverage pilot data of the CEU 
trio (NA12878, NA12891, NA12892) and the YRI child NA19240, representing all hap­
logroups.
SNP Position C onsequence H aplogroup G ene
rsl048004 55994966 3' UTR 2* CLOCK
1KG-1 55995339 3' UTR 3* CLOCK
rs3749474 55995442 3' UTR 1 CLOCK
1KG-2 55995487 3' UTR 3* CLOCK
r s l801260 55996126 3 ' UTR 2 CLOCK
rs3736544 56004749 Synonym ous 4 CLOCK
rs6855837 56014001 N on -syn on ym ou s M ainly 3 CLOCK
rs2070062 56050355 5' UTR 2 CLOCK
r s l1729220 56062553 Y_RNA R N A  G ene 1* ENSG00000238585
1KG-3 56101596 7SK R N A  G ene 2* ENSG00000223305
rs7691799 56106498 5 ' UTR 1 CLOCK
1KG-4 56106534 5 ' UTR 3* CLOCK
from H apM ap data of the sam e individuals. W hile the 4 ind ividuals are sm all subsets 
o f entire haplogroups, any causative SN P w o u ld  likely be universal or near-universal 
w ith in  a haplogroup, particularly g iven  the strong LD that rem ains am ong neutral 
markers. Table 6.1 lists all non-intronic CLOCK SN Ps projected to be com m on enough  
to merit consideration. The on ly  n on -syn on ym ou s m utation is rs6855837, w hich  w as  
sam pled in  H apM ap. The m utation is present in  37 of 56 H aplogroup 3 haplotypes, 
along w ith  1 haplotype each in  H aplogroups 2 and 4. W hile this is a relatively h igh  
frequency for H aplogroup 3, it is not universal, and therefore m ay be less likely to be  
a source driving the derivation and m aintenance of the 3 other haplogroups. The on ly  
other non-synonym ous m utation  detected  is rsl2108463, w hich  is found in.NM lL This 
SN P is 5 kb from the 3' end of the LD region, is m onom orphic in  CEU and JPT+CHB, 
and the T allele is found in 27 of 56 H aplogroup 3 haplotypes. Y_RNA  and 7SK are pro­
jected R N A  p seudogenes, w ith  919 and 237 genom ic locations w ith in  Ensem bl (v56) 
respectively. It is possib le that additional com m on 3' UTR SN Ps exist as Ensem bl tran­
script definitions of the 3' UTR have changed m ultiple times.
C ausative effects are therefore unlikely  to be due to coding sequence changes. A s pre­
v iou sly  noted, rsl801260 is located w ith in  bases of a proven m icroR N A  target [139], 
potentially  affecting m R N A  stability. But perhaps a more im portant m R N A  stability  
factor rests w ith  the lengths of the transcripts them selves. The tw o  Ensem bl transcripts
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that span all of CLOCK on ly  differ at the 5' (1 exon  pair sw ap , 1 exon insertion) and 3' 
UTR (lengthened in 1 transcript) ends. These differences lead to a near tripling in length  
o f ENST00000309964 (11,450 bases) com pared to ENST00000381322 (4,059 bases). This 
extra R N A  length leads to a low ering of transcript free energy, and hence increased  
stability. U sing standard param eters, the Vienna R N A  fold ing package [106] predicts 
-3238.42 k ca l/m o l for ENST00000309964 and -1163.84 k ca l/m o l for ENST00000381322. 
Therefore any polym orphism  w h ich  favours the production of either transcript could  
affect m R N A  stability.
The exon  ENSE00001488171 is the first 5' UTR exon of ENST00000381322, and is re­
placed by another exon in  ENST00000309964. This could  be due in part to an intronic 
sp licing elem ent know n as InlOO, located in the fo llow in g  intron (56,098,830-56,098,931 
on the negative strand) [98]. A t approxim ately 100 bases, InlOO is a com plicated feature 
w h ose m echanics are not fu lly  understood but involve a U /C  rich region that interacts 
w ith  polypyrim id ine tract b inding protein along w ith  a "decoy" 3' splice site that in­
hibits actual sp licing activity for a 5' upstream  exon  splice site. InlOO has been  proven  
biochem ically in  CASP2. CLOCK w as am ong 482 genes that contained a putative InlOO 
site along w ith  EST evidence for skipping of the im m ediately prior exon. The on ly  
1000 G enom es p ilot SN P located w ith in  this region is rs4864546- a m em ber of LD1 but 
also found in  som e H aplogroup 3 haplotypes. A t 56,098,884 it is alm ost exactly in  the 
m iddle o f the elem ent. H ow ever, g iven  the 100 base length, it is  unclear o f h ow  an  
im portant of a role rs4864546 could  p lay on  a putative InlOO site.
rs2070062, a LD2 m em ber in all populations, is a proven SF2 splicing SN P ( h t t p : / /  
m ancala . c b io . u c t . a c . z a /~ v ic to r ia /u p lo a d _ p ic s /r s 2 0 7 0 0 6 2 . png). rs3736544 (LD4 
in all populations) is a potential SRp55 splicing site based on database m atching [208].
6.5 Climate
W hile m any haplotype differences h ighlighted in  this stu d y concern Africans versus 
non-Africans, challenging environm ents for sleep  exist elsew here. A  stu d y b y  N ilssen  
has exam ined sleep ing issues in  Russians and N orw egians recruited to w ork  in  Sval­
bard, the northernm ost settlem ent in the w orld  [207]. This stu d y w a s som ew hat crude,
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including a higher proportion of R ussian shift-workers (male 68%, fem ale 47%) versus  
N orw egians (m ale 49%, fem ale 26%) and using  retrospective questions. Over 50% of 
the N orw egians cam e from  above the Arctic Circle, w h ile  the Russians w ere m ostly  
from  the south  and also included  Ukrainians. Unsurprisingly, the Russians reported  
m ore sleep ing problem s. H ow ever, problem s w ere m uch more likely for the Russians 
in  the polar w inter rather than w ith  the m idn ight sun, and typically issues involved  fall­
ing asleep. A ny shift-w ork m orning com m ute resetting effects w o u ld  likely be b lunted  
in the w inter relative to the sum m er. The N orw egians w ere m ore balanced in  the tim ­
ing of their sleep com plaints. For R ussian m ales, 27.8% had a w inter problem  and 8.8% 
had a sum m er problem . In N orw egian  m ales, this w as 6.8% and 6.5% respectively. For 
N orw egians, participants from  southern N orw ay  had tw ice the sleep ing  problem s as 
participants from  Finnmark, w hich  w as n ot explained by the length  of stay on  Sval­
bard.
If clim ate d oes im pact circadian phenotypes, there is likely to be a continuum  of effects, 
w here w inter and sum m er pressures are both  important. For exam ple, the N orw egi­
ans adapted for Arctic w inters m ay trade off advantages for w arm er situations. This 
could  be involved  w ith  the single case study report w here a DSFS patient w as cured, 
for at least tw o years, fo llow in g  a m ove  from  Paris to Rio de Janeiro [88]. Early and  
late chronotypes m ay respond differently to seasonality as studied  by Kantermann in  
German D aylight Saving Time transitions [131]. W hile an artificial challenge, the early  
chronotypes adapted m ore easily  to the spring transition. A  non-significant trend su g ­
gests an easier fall transition for late chronotypes. The com bined 55,000 m em ber cohort 
sh ow ed  a seasonality in  sleep  duration, w ith  m id-sleep  tim es m uch closer to d aw n  in  
the summer. Diurnal preference has also been  linked to seasonal variations in m ood  
and behaviour [126].
Clim ate, as opposed  to latitude, exacts direct physiological challenges. A  Drosophila 
latitudinal cline has been  found w ith in  the per gene for a Thr-Gly repeat length p o ly ­
m orphism . In this case, tem perature appears to be m ore im portant than photoperiod  
(w hich is determ ined by  latitude) as sh ow n  by  populations collected at altitude and on  
northern- versus southern-facing slopes [155]. M utations w ith  latitudinal clines w ere  
sh ow n  to affect diapause in Drosophila timeless [286]. In all likelihood, this counter­
m echanism  is m ore necessary for seasonal clim ate extrem es rather than photoperiod
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extrem es. In hum ans, heat pressures are present in  salt and w ater avid ity  differences 
[316], w hile  cold pressures are present in  coronary throm bosis risk [135]. If extrem e 
photoperiods constituted a major risk for hum ans, then a rigid hourglass rather than a 
resetting clock w ou ld  be favoured, at least to the extent that m igrating populations  
could evo lve  b lunted phase-shifting m echanism s relative to equatorial populations. 
Com bined, this suggests a m ore relevant possib le hum an circadian phenotypic interac­
tion w ith  clim ate rather than latitude.
Clim ate is also linked to know n diurnal preference phenotypes, unlike latitude, using  
frequencies from  45 populations. PERI, PER2, and PER3 are all linked to robust or near- 
robust (99.89th percentile) clim ate SNPs, w hile  the h ighest available latitudinal result is 
the 97.80th percentile (Table 5.12). Climate calculations included 4 PCA distributions, 
raising the possibility  of m ore false-positive associations relative to the single latitude  
distribution. H ow ever, on ly  0.78% o f all H G DP SN Ps w ere found in  one or m ore robust 
outlier categories, w hich  is still m ore stringent than a 1% cut-off for latitude. O f course  
the elevated latitude results indicate that m any of these effects m ay be detected u sin g  
latitude, w hich  largely overlap certain clim ate categories (Table 5.1). This is particu­
larly the case w h en  using  few er population sam ples. H ow ever, clim ate variables offer 
a m ore com plex m od el that can better account for opportunities and risks facing hu ­
mans. In addition to acute tem perature effects, these w ou ld  also likely include disease  
risk and available b iom ass (w ith  the associated m etabolism  and N A D + /  SIRT1 interac­
tions). This is an im portant distinction w h en  searching for the underlying phenom ena  
responsible for any possib le effects.
Perhaps the m ost striking circadian phenotypic change correlated w ith  clim ate lies w ith  
PER2 (Table 5.9). N early identical haplotypes in  11 populations link a near-robust cli­
m ate SNP to British m orningness and Japanese eveningness, along w ith  association  
results in 3 other studies and potential causative m echanism s. Beyond provid ing ev id ­
ence for a possib le hum an circadian-clim ate interaction, this result p oses tw o  practical 
considerations.
If the circadian phenotypes associated w ith  the PERI causative m utation are opposite  
in British and Japanese populations, h ow  shou ld  the accom panying risks of bipolar  
disorder, depression, and schizophrenia in  the three other stud ies be classified? Even  
if these risks w ere associated w ith  m orningness, then a range o f population  studies
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w ou ld  likely produce a range o f p ositive and negative associations. This lack of con­
sistency w ou ld  call all results into question. W ithin a study, different sub-groups m ay  
produce different results. Study d esign s that effectively control for population  strati­
fication w ou ld  also n ot detect any p ossib le  dynam ic genotype-phenotype interactions. 
Young has approached these issu es for b lood  pressure by including latitude in p h en o­
typic m odels [316]. In this study, an interaction b etw een  GNB3 825T and systolic b lood  
pressure w as ev ident on ly  after accounting for latitude. Evolutionarily, 825T frequen­
cies changed to counter-act differing levels o f heat stress. Different populations w ou ld  
therefore d isp lay  m inim al associated risk o f hypertension. These risks have becom e  
apparent in  m em bers o f the A frican D iaspora, particularly for A frican-Am ericans w ith  
elevated  hypertension. In circadian research, conflicting studies are likely to rem ain so  
unless environm ental factors are included in  stu d y  m odels. Work in  this area is on ly  
starting to em erge, w ith  frequency differences noted for the PER3 VNTR and CLOCK 
3111 for Brazilians of A sian  and Caucasian ancestry, but w ith  no k n ow n  phenotypic  
inform ation provided  [13].
HG DP populations typ ically  differed in  their relative seasonal clim ates, and occupied  
different locations in  the w inter and sum m er PCA biplots (Figure 5.2). This in turn 
affects SNP outlier associations (and their potential relative im portance) in sum m er  
versus winter. If clim ate differences im pact PER2 diurnal preference phenotypes, changes 
in those clim ates could  also affect those phenotypes. Kanterm ann's D aylight Saving  
Time transition data [131] support this notion, w here adaptation m ay be different in  
spring versus fall for early and late chronotypes. Total sleep  tim e w as also dynam ic  
across seasons, w ith  m id-sleep  tim e closer to d aw n  in the sum m er. C hanging w ake  
tim es across seasons w ou ld  affect m orning phase entrainment. U ntil m ore is know n to 
justify or refute these phenotypic dynam ics, diurnal preference data should  be collec­
ted in specific seasons and ideally  a longside seasonality questionnaires.
O ne possib le speculation  is a changing dynam ic o f m orningness and even ingness across 
ind ividuals as the seasons change and ind ividuals experience m ore or less favourable  
environm ents. A dditional w ork  is required to confirm  or d en y this, how ever. A  non- 
random  diurnal preference clim ate cline w o u ld  support an elevated im portance of d i­
urnal preference. Extreme types w ith in  a population  w ou ld  be m ore likely to be asso­
ciated w ith  d isease risks rather than be m ere statistical outliers.
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The opposite British and Japanese PERI diurnal preference results are rem iniscent of 
opposite transgenic effects found w ith  a CSNK1S FASPS m utation [309], Transgenic 
Drosophila sh ow ed  a lengthened  period, w h ile  transgenic m ice sh ow ed  a shortened  
period. D ifferences in  m ou se and fly  circadian regulatory com ponent interactions w ere  
cited as a possib le reason for this opposite effect.
It is plausible that circadian phenotypic interactions w ith  clim ate cou ld  in vo lve  the 
shared acute effects o f tem perature as experienced through b lood  pressure variations. 
Young and others have h igh lighted  the relationship b etw een  tem perature, latitude, and  
b lood  pressure. Beyond latitudinal clines, tem perature variations occur w ith  diurnal 
and annual periods. Circadian b lood  pressure variation is w ell know n, w ith  differ­
ences seen  betw een  "dippers" and "non-dippers" in nocturnal values. These differ­
ences can translate into elevated  risks, for instance in  future cardiovascular events for 
w hite fem ale non-d ipping Italian hypertensives [298]. Seasonal variations in  cardi­
ovascular m orbidity and m ortality have also been  noted. In a Scottish six-year study, 
heart failure hospitalisations, respiratory d isease, and heart failure deaths all peaked in  
w inter and receded in  the sum m er for both sexes [271]. H erm ida has reported a sea­
sonal variation of plasm a fibrinogen in  Spanish hypertensives, indicating a potential 
risk o f heart attacks and strokes. Concentrations peaked in the w inter for both dippers 
and non-dippers. But throughout the year, non-dippers m aintained higher concentra­
tions of fibrinogen relative to dippers [101]. W hile Young has h igh lighted  the latitude- 
blood pressure relationship, som e o f the elevated  hypertension risks faced b y  African- 
A m erican m en m ay be due to non-d ipping [115]. A m bulatory m onitoring o f African-, 
Caucasian-, and H ispanic-A m erican hypertensives indicated sim ilar 24-hour average  
blood pressure values for both sexes. There w ere significant differences in systolic d ip ­
ping for m en, how ever. African- and H ispanic-A m erican m en  had non-d ipp in g  od d s  
ratios of 11.5 and 7.3 relative to Caucasian-Am erican m en. A ll o f these exam ples have  
been noted in relatively tem perate locations, indicating risk outside o f extrem e arctic 
and equatorial environm ents.
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6.6 Future directions
The arrival of sequenced data in the next few  years across m ultip le populations w ill 
allow  for a re-analysis o f circadian genes u sin g  higher resolution data com pletely free 
of ascertainm ent bias. M ore accurate a ssessm ents w ill particularly im prove the inform ­
ation regarding several sm all genes that w ere dependent on the choice of SN Ps assayed  
w ith in  H apM ap. This is easily  achieved by re-running existing scripts and can incor­
porate future genes of interest.
The in silico m ethods used  in  this study have described a correlation b etw een  clim ate- 
associated SN Ps and variation patterns in  several circadian genes. These correlations 
include links to three kn ow n  diurnal preference markers in a UK -based population. 
Specific SNPs have been  identified  for testing in  BTRC, CRY1, FBXL3, and SIRT1. A t 
least 50% of polym orphic H apM ap SN Ps in these genes w ere tagged  (r2 >  0.8) b y  cli­
m ate SN Ps for one or m ore H apM ap populations. Differential diurnal preference res­
ults have been  observed in other populations for PERI, PER2, and PER3. Phenotypic  
differences w ou ld  therefore also be predicted for these candidate genes. N evertheless, 
diurnal preference associations found w ith in  a single population using  these a priori 
clim ate SN P candidates w o u ld  add strength to the clim ate-influenced circadian phen­
otype hypothesis, a llow in g  additional evaluation  before undertaking cross-population  
studies.
C ross-population stud ies u sin g  com m on m ethods are required to further understand  
differential circadian phenotype-genotype interactions. This is a com plicated under­
taking that m ust account for LD differences and an underlying background of d em o­
graphic fluctuations in  order to isolate true effects. Findings m ust also be reprodu­
cible in  the face of expected phenotypic differences. Study collection is likely to be  
logistically challenging yet should  be adaptable to account for future targets identi­
fied by circadian anim al w ork  and genetic consortium  studies. Fortunately, m od el 
data already exists w ith  the H apM ap Phase 3 populations. M any o f these sam ples  
w ill be sequenced in the 1000 G enom es Project. These populations can serve as d em o­
graphic baselines for understanding the rarity of causative effects w h en  com paring  
one population  to another. Direct sequencing inform ation can poin t to probable caus­
ative effects w h ile  leveraging n ovel gen om e-w id e study results focused  on  the sam e
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sam ples. Lym phoblastoid sam ples are available. Circadian luciferase protocols cur­
rently used  for fibroblast studies [26] could be adapted to exam ine these sam ples. This 
w ou ld  a llow  population phenotypic differences to be detected in vitro and w ith  fu ll se­
quence data availability. G enetic and questionnaire sam pling could  target m em bers of 
the sam e populations. The use of identical populations reduces the risk o f LD prob­
lem s, provides a com parable dem ographic baseline, and helps to predict the average  
com position  o f other circadian haplotypes. U nderstanding the additive effects of other 
genes w ill likely be crucial for unravelling dynam ic genotype-phenotype relationships. 
Q uestionnaires shou ld  also include brief surveys for disorders w ith  suspected  circadian  
relevance such as m etabolic syndrom e. The inclusion  of m ultip le African populations  
is critical for filling in large gaps o f understanding.
A  differential clim ate effect raises the question  of seasonality. H um an circannual re­
search has produced m ixed results, and need  not be invoked to explain effects such  
as seasonal differences in  sleep  length  [131] and fibrinogen concentrations in  dippers 
versus non-dippers [101]. Basic p ilot data using  sleep  diaries or actigraphy in a subset 
of extrem e and interm ediate types could indicate if further interest is warranted. Peri­
odic diurnal preference questionnaire re-sam pling in  the sam e ind iv iduals m ay also  
prove useful.
The ultim ate goal o f this w ork  w o u ld  be to produce a p ipeline of polym orphism s for 
hum an physiological testing. CLOCK, the first candidate, is already available. A  likely  
protocol w ou ld  include com parisons betw een  h om ozygotes for the four haplogroups.
6.7 Final comments
The present study has exam ined the variation patterns in  m ultip le populations of 35 
genes related to circadian rhythm s and established a correlation b etw een  m any o f these  
variation patterns and clim ate. Several notew orthy outlier haplotypes w ere identified, 
as w as a possib le seven-gene netw ork of haplogroups enriched in  African-origin p op ­
ulations. A  genotyping stu d y has exam ined CLOCK, one of tw o  identified candid­
ates for natural selection, in  detail. This has revealed a n ovel even ingness haplotype, 
a novel 3111C phenotypic role for this population , and established a fram ew ork for
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organising num erous genetically  sim ilar yet phenotypically  op p osin g  association res­
ults. K now n age-related diurnal preference genotype-phenotype d issociations have  
also been  confirm ed in CLOCK and extended generally w ith  the use of questionnaire 
sub-com ponents.
Practical applications for these results include age-group recom m endations for data 
collection, a num ber of prioritised genes w ith  specific h om ozygotes identified for fur­
ther analysis, and a firmer appreciation for the nature of circadian genotypic and p hen­
otypic differences across populations.

A p p e n d i x  A
F u ll F re q u e n c y  S p e c tru m  R e s u lts
TABLE A .l: Full frequency spectrum results for clock genes in the HapMap and 
Perlegen population data sets. The right 3 columns indicate measured values 
for Tajima's D, Fu and Li's D and F followed by percentile rankings relative 
to (autosomal genes /  100 kb genome segments). The 3 percentiles were then 
added for each gene or segment leading to a composite percentile ranking (auto­
somal genes, 100 kb genome segments) which each clock gene was measured against.
Both segments and genes witii 5 kb flank required at least 2 variable SNPs with known 
derived status for inclusion. The total number of autosomal genes and segments 
measured for HapMap release 24 was CEU: 31,328 /  26,392, JPT+CHB (J+C): 31,146 /  
26,382, YRI: 31,582 /  26,398. Perlegen gene and segment totals were European (EUR): 
24,044 /  26,127, Asian (ASN): 23,349 /  26,067, and African (AFR): 25,031 /  26,174.
C om posite Tajima's D  Fu and Li's D  Fu and Li's F 
ARNTL  CEU 77.79 L632 2.469 2.511
46.51 47.59 /  32.31 93.75 /  67.60 80.09 /  44.22
EUR 74.07 1.406 1.671 1.907
44.13 55.84 /  44.32 81.97 /  46.88 75.36 /  46.58
J+c 99.60 4.342 2.567 4.103
95.01 99.18 /  98.36 93.94 /  69.57 99.69 /  98.50
A SN 99.91 3.462 2.278 3.340
99.65 99.31 /  98.55 98.13 /  94.93 99.84 /  99.54
YRI 95.03 2.189 2.549 2.873
83.46 79.90 /  75.37 95.35 /  77.20 94.67 /  81.32
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268 A p p e n d ix  A . F u ll F re q u e n c y  S p e c tru m  R e su lts
C om posite Tajima's D  Fu and Li's D  Fu and Li's F
AFR 97.21
92.94
1.902 
85.49 /  83.55
2.088 
98.08 /  91.18
2.456 
97.35 /  91.65
ARNTL2 CEU 66.41
32.22
1.092 
31.47 /  18.17
2.419 
92.68 /  62.65
2.179 
68.05 /  28.80
EUR 24.11
13.04
0.934 
39.56 /  26.91
0.737 
17.16 /  11.03
0.990 
30.12 /  14.09
J+C 93.10
72.71
2.821 
79.69 /  69.49
2.497 
92.83 /  63.63
3.185 
92.85 /  72.61
A SN 83.36
60.61
1.593 
60.18 /  49.71
1.970 
91.32 /  67.71
2.216 
85.26 /  60.73
YRI 56.38
14.94
1.473 
50.43 /  32.97
1.581 
60.15 /  11.21
1.847 
57.20 /  16.13
AFR 11.12
4.49
0.547 
32.39 /  17.01
-0.542 
4.75 /  1.15
-0.145 
7.86 /  2.04
BHLHE40 CEU 35.67
7.45
0.666 
21.96 /  11.47
1.494 
59.37 /  12.91
1.430 
35.29 /  10.49
EUR 16.91
7.49
0.233 
21.18 /  12.04
0.748 
25.99 /  11.43
0.695 
19.14 /  9.43
J+C 55.85
20.61
2.152 
59.54 /  44.23
1.293 
50.53 /  12.11
1.921 
55.67 /  21.15
A SN 46.30
25.30
1.675 
63.22 /  52.85
0.899 
35.53 /  14.17
1.326 
45.90 /  22.15
YRI 19.83
7.15
1.399 
47.25 /  29.26
0.465 
8.71 /  1.22
0.985 
17.76 /  2.83
AFR 15.55
7.94
0.845 
43.83 /  29.19
-0.420 
6.64 /  1.49
-0.047 
8.93 /  2.42
BHLHE41 CEU 54.31
26.97
2.558 
78.83 /  71.57
1.028 
30.82 /  6.24
1.821 
52.49 /  18.05
J+C 19.65
5.30
0.527 
19.48 /  10.64
0.993 
32.81 /  8.34
0.996 
21.93 /  7.41
YRI 13.84
1.81
0.500 
16.26 /  4.82
0.929 
23.67 /  3.08
0.933 
16.16 /  2.49
BTRC CEU 97.97
84.31
3.319 
94.75 /  93.64
2.287 
89.65 /  50.31
3.337 
97.68 /  90.48
EUR 74.38
51.80
2.482 
90.25 /  87.60
1.074 
45.37 /  18.74
1.980 
78.36 /  50.42
J+c 75.16
52.14
1.386 
37.81 /  22.96
2.864 
97.72 /  92.49
2.576 
79.14 /  42.14
A SN 55.93
34.25
0.049 
18.13 /  11.05
2.025 
92.95 /  73.36
1.526 
56.52 /  28.40
YRI 17.28
1.83
-0.312 
4.00 /  0.67
1.430 
50.88 /  8.17
0.745 
11.55 /  1.68
AFR 62.30
35.77
0.479 
29.96 /  14.78
1.740 
88.83 /  64.09
1.519 
65.35 /  36.78
CLOCK CEU 99.98
99.90
4.252 
99.72 /  99.60
2.803 
98.81 /  96.48
4.189 
99.99 /  99.89
EUR 99.91
99.49
3.314 
99.15 /  98.71
2.241 
98.15 /  93.87
3.254 
99.87 /  99.54
A p p e n d ix  A . F u ll F re q u e n c y  S p e c tru m  R e su lts 269
C om posite Tajima's D  Fu and Li's D  Fu and Li's F
J+C 99.91 4.190 2.905 4.233
99.67 98.70 /  97.57 98.05 /  94.72 99.83 /  99.21
A SN 99.84 3.104 2.358 3.236
99.66 97.45 /  95.50 99.07 /  98.56 99.69 /  99.07
YRI 85.66 1.613 2.658 2.621
66.34 56.49 /  40.67 97.29 /  87.78 88.69 /  62.56
AFR 95.53 1.652 2.209 2.423
91.27 77.70 /  73.43 99.40 /  96.93 96.98 /  90.59
CRY1 CEU 79.34 2.096 2.025 2.487
38.49 63.37 /  51.11 82.56 /  31.38 79.27 /  43.02
EUR 94.26 2.083 2.084 2.526
84.61 79.81 /  74.61 95.45 /  81.92 94.37 /  82.76
J+c 72.84 1.822 2.141 2.401
31.26 49.72 /  33.69 85.70 /  38.23 73.57 /  35.30
A SN 3.23 -0.303 -1.675 -1.397
1.67 12.69 /  7.58 1.09 /  0.40 1.69 /  0.79
YRI 94.47 2.043 2.701 2.905
86.35 74.59 /  67.32 97.95 /  91.26 95.28 /  83.26
AFR 74.66 1.337 1.445 1.705
48.01 65.17 /  56.51 74.63 /  41.77 75.00 /  48.04
CRY2 CEU 56.79 1.410 1.724 1.927
16.41 40.60 /  25.89 70.57 /  18.63 57.24 /  20.66
EUR 9.72 0.822 -1.131 -0.530
5.97 36.12 /  23.80 2.02 /  0.67 4.92 /  1.93
J+c 81.91 2.363 2.093 2.669
42.32 66.09 /  52.08 84.60 /  35.66 81.83 /  46.36
A SN 75.20 1.534 1.670 1.947
43.92 58.16 /  47.54 81.01 /  43.76 75.88 /  46.08
YRI 27.59 0.279 1.528 1.220
3.31 11.65 /  2.91 57.11 /  10.11 26.32 /  4.33
AFR 49.95 -0.019 1.671 1.297
26.27 15.47 /  5.06 86.33 /  58.82 52.37 /  26.03
CSNK1D CEU 24.92 0.655 1.193 1.200
5.55 21.74 /  11.34 40.65 /  8.17 26.17 /  7.71
J + c 4.60 -1.133 0.670 0.009
1.57 2.61 /  1.72 17.13 /  5.75 5.35 /  2.32
YRI 18.21 1.317 0.465 0.943
6.12 43.71 /  25.53 8.71 /  1.22 16.46 /  2.55
AFR 39.41 0.704 1.024 1.088
16.32 38.25 /  22.80 49.15 /  20.34 40.15 /  18.17
CSNK1E CEU 59.96 1.235 1.968 1.992
18.68 35.48 /  21.25 80.47 /  28.54 60.18 /  22.58
J+ c 65.92 1.906 1.745 2.195
23.55 52.02 /  36.14 72.90 /  21.47 66.34 /  28.30
YRI 85.52 1.775 2.382 2.559
56.55 63.51 /  50.47 91.70 /  59.60 86.89 /  57.78
CSNK2A1 CEU 25.79 1.770 0.531 1.279
11.19 52.06 /  37.38 9.79 /  2.92 29.18 /  8.56
270 A p p e n d ix  A . F u ll F re q u e n c y  S p e c tru m  R e su lts
C om posite Tajima's D Fu and Li's D Fu and Li's F
EUR 65.03 0.976 1.670 1.712
34.08 40.90 /  28.17 81.92 /  46.59 67.00 /  36.98
J+ c 71.79 1.612 2.286 2.405
32.80 44.06 /  28.28 88.73 /  47.41 73.70 /  35.46
A SN 82.80 2.391 1.407 2.065
53.94 85.87 /  80.16 69.04 /  29.45 80.41 /  52.16
YRI 53.40 1.221 1.674 1.789
11.70 39.78 /  21.58 66.57 /  13.67 54.31 /  14.32
AFR 3.86 -0.085 -1.104 -0.896
0.92 13.99 /  4.35 1.86 /  0.36 2.66 /  0.54
CSNK2A2 CEU 56.72 0.564 2.359 1.915
24.06 20.08 /  10.33 91.36 /  56.96 56.75 /  20.39
EUR 37.83 -0.575 1.670 1.058
17.77 8.15 /  4.41 81.92 /  46.59 33.01 /  15.33
J+c 72.99 1.630 2.334 2.444
35.07 44.55 /  28.71 89.66 /  50.92 75.07 /  36.95
A SN 67.73 1.105 1.703 1.791
36.00 44.31 /  32.40 82.33 /  46.03 69.38 /  38.88
YRI 74.43 2.190 1.558 2.201
36.34 79.91 /  75.39 59.74 /  10.77 73.61 /  32.26
AFR 23.21 -0.025 0.962 0.733
7.94 15.36 /  4.97 42.05 /  18.29 24.65 /  9.83
DBF CEU 20.00 0.423 1.115 1.047
4.38 17.38 /  8.85 36.22 /  7.27 21.40 /  6.20
EUR 11.46 -0.459 0.748 0.459
5.22 9.51 /  5.09 25.99 /  11.43 13.70 /  6.98
J+ c 43.57 1.944 1.079 1.640
15.56 53.13 /  37.36 37.53 /  9.28 44.50 /  15.83
A SN 36.40 1.509 0.748 1.132
20.24 57.48 /  46.42 25.79 /  11.40 36.24 /  17.28
YRI 39.34 1.673 1.028 1.471
13.32 59.01 /  44.24 28.48 /  3.68 38.13 /  7.28
AFR 46.13 1.489 0.752 1.127
28.71 71.39 /  64.84 30.83 /  12.47 42.48 /  19.48
FBXL3 CEU 40.40 -0.191 2.104 1.403
11.74 9.13 /  4.34 84.91 /  36.43 34.15 /  10.08
EUR 6.27 -1.310 0.713 0.047
3.39 2.30 /  1.45 16.99 /  10.71 8.71 /  4.12
J+ c 87.53 2.711 2.115 2.864
52.47 76.77 /  65.40 85.13 /  36.95 86.51 /  55.99
A SN 74.91 1.675 1.555 1.909
42.67 63.19 /  52.81 76.32 /  37.04 74.51 /  44.24
YRI 3.96 -0.057 0.473 0.317
0.52 6.60 /  1.33 8.75 /  1.24 5.55 /  0.79
AFR 15.92 0.487 0.300 0.439
6.03 30.18 /  15.07 14.06 /  5.18 16.25 /  5.86
FBXWU  CEU 1.65 -0.603 -0.454 -0.624
0.74 5.36 /  2.61 2.83 /  0.88 2.11 /  0.80
A p p e n d ix  A . F u ll F re q u e n c y  S p e c t ru m  R e su lts 271
C om posite Tajima's D Fu and Li's D Fu and Li's F
EUR 1.02 -1.185 -1.255 -1.491
0.51 2.94 /  1.74 1.48 /  0.54 1.35 /  0.53
J+C 0.23 -1.615 -1.769 -2.032
0.20 0.73 /  0.75 0.74 /  0.48 0.48 /  0.29
A SN 35.00 -1.132 1.790 0.890
17.85 4.20 /  2.70 85.67 /  52.08 25.91 /  12.74
YRI 92.26 1.872 2.773 2.845
82.78 67.84 /  56.66 98.87 /  95.63 94.21 /  79.60
AFR 20.55 0.104 0.847 0.681
7.18 18.45 /  6.46 32.97 /  14.77 22.73 /  9.00
GSK3B CEU 74.17 1.414 2.512 2.422
43.66 40.73 /  25.99 94.56 /  71.89 77.02 /  39.64
EUR 80.16 1.944 1.502 2.037
52.61 75.24 /  68.82 72.99 /  36.01 80.53 /  53.76
J+ c 78.48 1.680 2.703 2.662
51.92 45.87 /  29.92 95.88 /  81.00 81.63 /  46.08
A SN 83.34 1.607 1.958 2.213
60.14 60.69 /  50.19 90.83 /  66.44 85.17 /  60.53
YRI 70.10 1.192 2.339 2.176
31.65 38.70 /  20.38 90.61 /  55.27 72.60 /  30.93
AFR 91.74 1.453 2.056 2.216
81.78 69.95 /  63.00 97.63 /  89.51 93.46 /  81.07
MAPK1 CEU 32.37 2.295 0.131 1.333
18.30 70.21 /  60.08 6.54 /  1.84 31.22 /  9.22
EUR 77.45 2.262 1.278 1.985
51.98 85.37 /  81.17 57.90 /  25.41 78.56 /  50.68
J+C 79.58 2.322 2.004 2.592
38.33 64.77 /  50.58 82.00 /  31.13 79.54 /  42.89
A SN 39.38 1.233 0.947 1.272
19.38 48.17 /  36.50 36.24 /  15.18 42.95 /  20.62
YRI 87.71 1.964 2.276 2.578
57.80 71.48 /  62.35 88.97 /  49.35 87.47 /  59.19
AFR 21.62 0.851 0.242 0.568
10.38 44.01 /  29.45 13.78 /  4.79 19.44 /  7.38
MTNR1A  CEU 56.28 1.116 1.896 1.917
16.10 32.12 /  18.74 78.12 /  24.94 56.80 /  20.43
EUR 4.07 -0.302 -0.674 -0.655
1.80 11.45 /  6.20 4.13 /  1.40 4.16 /  1.59
J+ c 70.99 3.410 1.112 2.420
41.81 91.97 /  87.20 38.20 /  9.68 74.25 /  36.02
A SN 53.57 1.708 1.019 1.447
28.12 64.34 /  54.13 44.17 /  17.09 52.60 /  25.52
YRI 87.90 2.486 1.839 2.524
54.17 88.30 /  87.61 74.37 /  19.23 85.76 /  55.05
AFR 65.64 1.058 1.411 1.540
36.52 52.55 /  40.14 73.70 /  39.45 66.45 /  38.05
MTNR1B  CEU 49.34 1.199 1.633 1.759
12.59 34.46 /  20.54 66.54 /  16.31 49.62 /  16.56
272 A p p e n d ix  A . F u ll F re q u e n c y  S p e c tru m  R e su lts
C om posite Tajima's D  Fu and Li's D  Fu and Li's F
EUR 13.08
7.00
0.557 
28.86 /  17.69
0.314 
12.50 /  5.97
0.463 
13.72 /  7.00
J+c 85.23
51.28
3.460 
92.69 /  88.39
1.558 
65.25 /1 6 .8 4
2.746 
83.79 /  50.17
A SN 55.85
30.58
1.831 
68.53 /  59.25
1.019 
44.17 /  17.09
1.491 
54.70 /  26.98
YRI 93.70
67.34
2.689 
92.46 /  92.64
1.997 
80.63 /  27.46
2.755 
92.31 /  73.26
AFR 32.87
18.55
1.130 
55.94 /  44.41
0.609 
20.73 /  9.44
0.926 
32.30 /  13.86
NFIL3 CEU 48.77
14.31
1.558 
45.25 /  29.99
1.413 
53.33 /  11.49
1.780 
50.55 /  17.06
EUR 73.61
46.74
2.219 
84.00 /  79.71
1.205 
57.04 /  23.12
1.808 
71.05 /  41.43
J+c 62.54
29.08
2.689 
76.13 /  64.63
1.170 
42.56 /  10.29
2.135 
63.99 /  26.58
A SN 38.96
26.73
2.034 
75.37 /  67.36
0.469 
13.44 /  8.00
1.157 
37.49 /  17.84
YRI 29.86
13.32
1.745 
62.27 /  48.70
0.630 
10.34 /  1.57
1.279 
28.82 /  4.90
AFR 81.29
58.12
2.132 
91.22 /  90.54
1.210 
61.90 /  28.17
1.778 
78.39 /  52.80
NPAS2 CEU 89.12
67.84
2.209 
67.28 /  56.17
2.523 
94.86 /  73.11
2.859 
89.97 /  65.25
EUR 89.48
75.70
1.733 
67.84 /  58.91
2.090 
95.55 /  82.24
2.373 
90.93 /  74.40
J+c 96.15
91.60
2.818 
79.60 /  69.38
3.066 
99.24 /  99.31
3.517 
96.98 /  86.81
A SN 87.59
64.50
1.991 
73.85 /  65.60
1.838 
86.95 /  55.66
2.311 
88.12 /  66.37
YRI 83.59 /  
60.43
1.551 
53.81 /  37.07
2.617 
96.56 /  84.01
2.537 
86.15 /  56.07
AFR 60.63
32.16
1.005 
50.45 /  37.19
1.332 
67.42 /  34.60
1.465 
62.41 /  34.09
NR1D1 CEU 38.88 0.977 1.442 1.531
* 8.76 28.83 /1 6 .0 9 56.15 /  12.00 39.43 /  12.07
EUR 13.49
7.36
0.735 
33.68 /  21.64
0.126 
10.43 /  4.64
0.374 
12.23 /  6.11
J+c 43.44
26.14
2.991 
83.89 /  75.34
0.343 
10.21 /  3.95
1.537 
40.58 /  14.15
A SN 32.86
23.99
2.055 
76.07 /  68.21
0.126 
10.24 /  5.12
0.863 
24.81 /  12.34
YRI 66.79
30.37
2.160 
78.92 /  73.94
1.388 
50.20 /  7.56
1.997 
64.67 /  22.00
AFR 76.39
54.91
2.407 
95.32 /  95.60
1.024 
49.15 /  20.34
1.702 
74.88 /  47.88
NR1D2 CEU 81.59
41.83
2.379 
72.92 /  63.80
1.896 
78.12 /  24.94
2.516 
80.31 /  44.52
A p p e n d ix  A . F u ll F re q u e n c y  S p e c tru m  R e su lts 273
C om posite Tajima's D  Fu and Li's D  Fu and Li's F
EUR 58.01
30.55
1.624 
63.72 /  53.95
1.119 
51.60 /  20.37
1.506 
56.82 /  28.43
J+ c 32.82
16.31
2.270 
63.28 /  48.59
0.396 
10.47 /  4.21
1.392 
34.70 /  11.96
A SN 33.02 2.058 0.126 0.864
24.08 76.21 /  68.39 10.24 /  5.12 24.87 /  12.36
YRI 70.17
24.91
1.511 
52.13 /  35.01
1.949 
78.88 /  24.74
2.142 
71.09 /  28.88
AFR 33.93
12.30
0.198 
20.89 /  8.17
1.124 
56.32 /  24.25
0.983 
35.00 /  15.29
OPN4 CEU 54.98
15.78
1.420 
40.87 /  26.13
1.665 
66.96 /  17.05
1.894 
55.83 /  19.88
EUR 47.24
21.27
0.135 
18.97 /  10.66
1.635 
80.38 /  43.91
1.333 
47.38 /  22.52
J+c 31.10
9.47
1.308 
35.83 /  21.50
1.038 
33.04 /  8.83
1.403 
35.14 /  12.11
A SN 13.59
8.44
0.829 
36.15 /  24.74
0.019 
8.96 /  4.39
0.344 
11.84 /  6.54
YRI 23.45
2.66
0.129 
9.17 /  2.04
1.457 
53.99 /  8.76
1.084 
21.06 /  3.34
AFR 1.21
0.23
-0.649 
5.23 /  1.03
-1.865 
0.44 /  0.09
-1.734 
0.69 /  0.11
PERI CEU 78.00
39.99
2.666 
82.03 /  75.95
1.586 
64.20 /  15.07
2.389 
75.76 /  38.11
EUR 72.52
47.12
2.366 
87.90 /  84.58
1.119 
51.60 /  20.37
1.781 
69.77 /  40.16
J+C 12.68
4.97
0.838 
25.43 /  14.23
0.541 
11.98 /  4.83
0.795 
16.58 /  5.99
A SN 42.78
18.70
1.012 
41.29 /  29.50
1.119 
51.36 /  19.89
1.280 
43.37 /  20.82
YRI 82.10
46.10
2.508 
88.83 /  88.20
1.628 
64.21 /  12.32
2.358 
79.78 /  42.54
AFR 35.92
26.67
1.727 
80.20 /  76.94
0.136 
12.88 /  3.94
0.748 
25.03 /  10.07
PER2 CEU 27.02
5.91
0.629 
21.35 /  11.05
1.287 
45.35 /  9.43
1.233 
27.50 /  8.08
EUR 57.74
26.28
0.959 
40.27 /  27.63
1.461 
72.40 /  33.95
1.541 
58.67 /  29.73
J+ c 69.87
27.02
1.831 
49.99 /  33.97
1.971 
81.14 /  29.72
2.312 
70.38 /  32.16
A SN 45.45
18.56
0.395 
25.50 /  16.10
1.461 
71.94 /  31.88
1.314 
45.21 /  21.75
YRI 12.91
2.51
0.792 
24.50 /  9.37
0.694 
13.70 /  1.92
0.889 
14.85 /  2.27
AFR 3.50
0.82
-0.183 
11.90 /  3.40
-0.905 
2.03 /  0.55
-0.789 
3.12 /  0.64
PER3 CEU 81.03
48.28
1.877 
55.57 /  41.61
2.366 
91.44 /  57.55
2.598 
82.83 /  49.16
274 A p p e n d ix  A . F u ll F re q u e n c y  S p e c tru m  R e su lts
C om posite Tajima's D  Fu and Li's D  Fu and Li's F
EUR 69.81
40.54
1.820 
70.79 /  63.01
1.281 
61.96 /  26.02
1.770 
69.34 /  39.68
J+ c 82.96
49.88
2.160 
59.84 /  44.51
2.407 
91.28 /  56.67
2.765 
84.22 /  51.06
A SN 79.03
49.31
1.639 
61.74 /  51.38
1.734 
83.69 /  48.31
2.044 
79.65 /  50.96
YRI 21.96
7.35
1.394 
47.06 /  28.96
0.585 
10.01 /  1.45
1.140 
23.00 /  3.71
AFR 23.88
8.77
0.302 
24.15 /  10.28
0.857 
33.10 /  15.06
0.790 
26.65 /  10.93
PRKCA CEU 84.88
67.30
1.847 
54.59 /  40.50
2.738 
98.12 /  92.81
2.771 
87.77 /  60.00
EUR 89.24
80.29
1.564 
61.50 /  51.22
2.322 
99.19 /  97.71
2.453 
92.89 /  78.78
J+c 98.23
96.13
3.117 
86.73 /  79.36
3.096 
99.42 /  99.58
3.695 
98.30 /  92.30
A SN 94.08
87.70
2.045 
75.75 /  67.84
2.274 
98.06 /  94.67
2.664 
95.37 /  84.92
YRI 86.57
67.01
1.678 
59.32 /  44.59
2.640 
96.97 /  86.18
2.611 
88.38 /  61.82
AFR 83.47
64.06
1.231 
60.43 /  50.22
1.832 
91.88 /  71.91
1.937 
85.17 /  63.97
PRKCG CEU 12.65
2.71
-0.291 
8.07 /  3.93
1.113 
32.41 /  7.21
0.668 
12.42 /  3.63
EUR 54.82
32.95
1.954 
75.57 /  69.23
0.899 
35.78 /  14.20
1.424 
52.75 /  25.44
J+ c 54.97
16.48
1.599 
43.73 /  27.98
1.558 
65.25 /  16.84
1.893 
54.53 /  20.48
A SN 46.33
22.64
1.406 
53.86 /  42.44
1.019 
44.17 /  17.09
1.337 
46.62 /  22.42
YRI 60.58
22.24
1.855 
67.08 /  55.52
1.413 
50.80 /  7.99
1.912 
60.47 /  18.36
AFR 73.60
47.18
1.564 
74.31 /  68.92
1.285 
66.34 /  32.03
1.630 
71.32 /  43.21
RORA CEU 88.25
68.75
2.115 
63.99 /  51.98
2.597 
96.14 /  80.71
2.837 
89.41 /  64.02
EUR 78.29
52.65
1.368 
54.45 /  42.73
1.874 
89.15 /  62.44
2.033 
80.40 /  53.54
J+ c 89.51
65.14
2.528 
71.20 /  58.33
2.530 
93.41 /  66.59
3.004 
89.57 /  62.98
A SN 88.15
76.09
1.657 
62.50 /  52.08
2.225 
97.22 /  91.40
2.431 
91.02 /  73.18
YRI 90.56
74.99
1.880 
68.14 /  57.16
2.624 
96.65 /  84.65
2.714 
91.16 /  70.12
AFR 87.99
71.35
1.394 
67.53 /  59.72
1.863 
93.08 /  74.36
2.041 
88.93 /  70.71
RORB CEU 94.16
73.64
2.725 
83.52 /  78.19
2.327 
90.59 /  54.01
3.030 
93.39 /  75.81
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C om posite Tajima's D Fu and Li's D Fu and Li's F
EUR 82.83 2.155 1.450 2.115
56.92 82.26 /  77.49 69.91 /  33.03 83.41 /  58.52
J+C 79.36 1.550 3.057 2.761
60.32 42.40 /  26.67 99.17 /  99.19 84.14 /  50.84
A SN 30.21 -0.564 1.469 0.799
12.16 9.29 /  5.57 71.99 /  32.21 22.50 /  11.40
YRI 89.84 2.009 2.366 2.641
64.66 73.25 /  65.14 91.29 /  57.84 89.27 /  64.19
AFR 77.51 1.547 1.370 1.757
51.87 73.66 /  68.01 70.88 /  36.90 77.47 /  51.37
RORC CEU 57.55 1.618 1.613 1.957
17.57 47.13 /  31.86 64.60 /  15.71 58.59 /  21.40
EUR 55.39 1.413 1.176 1.511
27.61 56.08 /  44.60 52.32 /  21.81 57.02 /  28.61
J+C 49.29 2.114 1.101 1.858
18.80 58.25 /  42.86 37.69 /  9.51 53.22 /  19.79
A SN 78.15 1.797 1.596 1.994
47.21 67.33 /  57.89 78.00 /  39.10 77.83 /  48.47
YRI 49.89 1.227 1.586 1.741
10.68 40.03 /  21.86 60.34 /  11.38 51.71 /  12.91
AFR 4.04 -0.545 -0.280 -0.451
0.79 6.34 /  1.38 7.59 /  1.87 5.32 /  1.21
SIRT1 CEU 24.06 0.929 1.064 1.221
6.20 27.58 /  15.36 31.62 /  6.67 27.02 /  7.94
EUR 50.49 0.361 1.596 1.400
22.49 23.88 /  14.14 78.78 /  41.73 51.50 /  24.69
J+c 57.61 2.069 1.370 1.997
20.63 56.85 /  41.35 54.41 /  13.24 58.82 /  22.95
A SN 67.37 1.137 1.670 1.779
35.26 45.31 /  33.34 81.01 /  43.76 68.83 /  38.40
YRI 3.33 -0.233 0.503 0.262
0.42 4.72 /  0.83 8.83 /  1.29 5.05 /  0.70
AFR 2.25 -0.465 -1.104 -1.056
0.46 7.37 /  1.68 1.86 /  0.36 2.00 /  0.39
TIMELESS CEU 94.96 3.743 1.852 3.196
72.70 98.28 /  98.00 76.16 /  23.20 96.10 /  84.69
EUR 88.48 2.847 1.372 2.290
67.04 96.02 /  94.73 66.37 /  29.74 88.97 /  69.38
J+ c 95.85 3.474 2.196 3.325
74.10 92.89 /  88.67 86.91 /  41.40 94.89 /  79.24
A SN 82.41 1.829 1.734 2.125
54.39 68.44 /  59.15 83.69 /  48.31 82.34 /  55.53
YRI 88.40 1.926 2.347 2.627
61.32 69.98 /  59.94 90.90 /  56.13 88.91 /  63.15
AFR 61.30 1.395 1.122 1.482
36.86 67.58 /  59.77 50.99 /  23.87 63.27 /  34.89

A p p e n d i x  B
C L O C K  L D  S N P  G ro u p  
M e m b e rs h ip
C om plete LD groups are conserved across populations and are exclusive to 3 major 
haplogroups.
Tables B.1-B.3: Individual SN P m em bership w ith in  the com plete LD groups LD1, LD4, 
and LD2 respectively for the h igh  LD region (Chrom osom e 4 55,934,579-56,166,779, 
using  NCBI Build 36 coordinates). The d erived /an cestra l state of each SNP listed in a 
particular haplogroup and LD group is opposite  to the d erived /ancestra l state found in  
the other 2 haplogroups. M em bership requires com plete LD across all o f a population  
group's haplotypes for all SN Ps w ith in  the group. A ll alleles are listed  relative to the 
positive strand.
*: JPT+CHB groups 1 and 4 ignoring a recom bination break o f N A 18611 betw een  
rsl0517346 and rsl2500686 (leading to the single  haplotype outlier). NA18611 SN Ps 
are consistent on both sides o f the recom bination for the appropriate LD groups.
t: YRI Group 4 includes 10 SN Ps that are also found in a derived state in  H aplogroup  
3. This haplogroup includes 60% of SN Ps that are exclusively  ancestral alleles in  all 
haplotypes and do not fo llow  these LD groups (data not show n). This m ay indicate a 
p oo l of ancestral standing variation found prior to the 3 potential hitch-hiking events.
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Table B .l: LD1 SNP group membership
SNP Position Derived 
Allele
Anc.
Allele
Haplogroup CEU LD 
1 Allele Member
JPT+CHB
LD
Member
YRILD
Mem­
ber
r s l1945371 55969987 T G Derived No Yes* Yes
r s l1133377 55974632 G A Derived No Yes* No
rsl3120134 55976077 G A Derived No Yes* No
rsl047354 55990340 A G Ancestral Yes Yes* Yes
rsl056545 55991654 G A Ancestral Yes Yes* Yes
rs6828570 55992519 G C Derived Yes Yes* Yes
rs3749474 55995442 T C Derived Yes Yes* Yes
r s l1133378 56000396 C T Ancestral Yes Yes* Yes
r s l1942279 56000576 C T Derived Yes Yes* Yes
rs3805148 56001567 C A Derived No Yes* Yes
r s l1133380 56002034 A G Ancestral Mono­
morphic
Yes* Yes
rs3805150 56007793 C T Ancestral Yes Yes* Yes
rs6849474 56013219 A G Derived No Yes* Yes
rs4864996 56013845 C A Derived No Yes* Yes
rsl2651640 56015078 A T Derived No Yes* Yes
rs2412648 56015824 G T Derived No Yes* Yes
rsl554483 56016574 G C Derived No Yes* Yes
rsl464490 56017544 C T Derived Yes Yes* Yes
rsl0517346 56017951 C G Derived Yes Yes* Yes
rsl2500686 56018846 G A Derived No Yes N /A
rs l1133386 56022244 T A Derived Yes Yes Yes
rs4340844 56023613 C A Derived Yes Yes Yes
rsl522112 56024530 C T Derived Yes Yes Yes
rs6843722 56026089 C A Derived No Yes Yes
rs4864997 56026934 G C Derived Yes Yes Yes
rsl2644948 56031190 C T Ancestral Yes Yes Yes
rs3805151 56031798 T C Ancestral Yes Yes Yes
rs9312661 56037083 G A Ancestral Yes Yes Yes
rs4864999 56037660 G A Derived Yes Yes Yes
rsl2506788 56038350 T C Derived Yes Yes Yes
rs l0517344 56038469 C A Derived Yes No Yes
r s l l 133388 56038790 C G Derived Yes Yes Yes
rs l0462032 56039993 c T Derived Yes Yes No
rsl3122619 56040263 c G Ancestral Yes Yes Yes
rsl2501636 56043241 T A Ancestral Yes Yes Yes
rs l2504300 56043284 C G Derived No Yes No
rsl3114841 56046898 c T Derived Yes Yes Yes
r s l1133389 56047642 T C Derived No N /A Yes
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SNP Position 'Derived
Allele
Anc.
Allele
Haplogroup CEU LD 
1 Allele Member
JPT+CHB
LD
Member
YRI LD 
Mem­
ber
rs939823 56048292 T C Derived Yes Yes Yes
rs4864542 56048844 G C Derived Yes Yes Yes
rsl522114 56050819 G A Derived No Yes Yes
rsl3146987 56052552 G A Derived Yes Yes Yes
rs7658446 56056186 C T Derived No Yes N /A
rs7677085 56056725 T C Derived Yes Yes Yes
rsl2510681 56057661 T C Derived Yes Yes No
rs3805155 56058766 C T Derived Yes No No
rs7686261 56061148 G A Derived Yes Yes Yes
rslll33391 56062712 C T Derived Yes Yes Yes
rsl2648271 56062879 C G Derived No Yes No
rsl3124436 56063428 A G Derived No Yes Yes
rs2272073 56071101 T C Derived No Yes Yes
rsl2649507 56075241 A G Derived No Yes No
rsl3108409 56081202 C T Derived No Yes No
r s l1726198 56084759 T C Ancestral Yes N /A Yes
rsl3108499 56087438 C A Derived Yes N /A Yes
rsl3132420 56087570 G A Ancestral No No Yes
rs2035691 56090710 T C Derived No Yes Yes
rsl3116194 56092074 A G Derived Yes Yes Yes
rsl3113518 56094405 T C Ancestral Yes Yes Yes
r s l l 133397 56095090 A C Derived Yes Yes Yes
r s l1133398 56095104 T C Derived Yes Yes Yes
rsl3152173 56095712 T G Derived Yes Yes Yes
rs7696832 56098004 A G Ancestral Yes Yes Yes
rs4865007 56098474 T C Derived Yes No Yes
rs4864546 56098884 A G Derived Yes Yes No
rs4864547 56099152 T C Derived Yes Yes Yes
rs7660980 56103872 A C Derived Yes Yes Yes
rs7691799 56106498 A C Derived Yes Yes Yes
rs4864548 56108560 A G Derived Yes Yes Yes
rs4865011 56115380 G A Derived Yes Yes Yes
rsl3116035 56122142 A G Derived No Yes No
rs2279458 56123577 T C Derived Yes Yes Yes
rs2171618 56125165 G A Derived No Yes Yes
r s l1943206 56131767 C T Derived No Yes Yes
rsl2510400 56138218 A G Ancestral No Yes Yes
r s l1133400 56139711 G A Derived Yes N /A Yes
rs l0866425 56142992 T C Derived No Yes Yes
rsl586555 56148028 G c Derived No Yes Yes
rsl 1935823 56150548 A T Derived No Yes Yes
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Table B.2: LD4 SNP group membership
SNP Position Derived
Allele
Anc.
Allele
Haplogroup CEU LD 
4 Allele Member
JPT+CHB
LD
Member
YRI LD 
Mem­
ber
rsl011095 55959698 C G Derived Yes Yes* No
rs480479 55969087 C T Derived Yes Yes* No
rs473005 55982882 A C Derived Yes Yes* No
rs6832769 55992951 G A Derived Yes Yes* No
r s l1133379 56000868 G A Derived Yes Yes* Yest
rs3805147 56001487 C T Derived Yes No No
rs3736544 56004749 A G Derived Yes Yes* Yes
rsl3121235 56006704 A G Derived Yes Yes* Yest
r s l1133383 56011802 C T Derived No Yes* No
rs6824955 56011893 T G Derived Yes Yes* No
rs2412646 56013529 T C Derived Yes Yes* Yest
rs4580704 56021464 G C Derived Yes Yes Yes
rsl522111 56024320 T A Derived Yes Yes Yes
r s l1931061 56033550 G A Derived Yes Yes Yest
r s l3102385 56040012 T C Derived Yes Yes Yest
rs9997288 56041984 T C Derived Yes Yes No
rsll735267 56042044 C T Derived Yes Yes Yes
r s l1939815 56053040 T G Derived Yes No Yest
rs3805154 56058684 C T Derived Yes Yes Yes
rs2177129 56060171 C T Derived Yes Yes Yest
rs6837710 56069212 C T Derived Yes Yes No
rs3817444 56070738 A C Derived Yes Yes No
rs2177127 56074716 A C Derived Yes No Yes
rs6850524 56076754 C G Derived No Yes No
rs9312662 56081128 C T Derived Yes Yes Yes
rs7667849 56082956 G A Derived Yes Yes No
rs7673908 56089576 G A Derived Yes Yes Yest
rsl0002541 56089768 C T Derived Yes Yes No
rs6812042 56090836 T G Derived Yes Yes Yes
rs6815516 56093941 T A Derived Yes Yes Yest
rs6554286 56095061 G T Derived Yes Yes No
r s l1726609 56095626 A T Derived Yes Yes Yes
r s l0005989 56099963 T C Derived Yes No Yest
r s l1133399 56108588 G A Derived Yes Yes No
rs4865010 56109719 C A Derived Yes Yes Yes
rs6851838 56115504 C A Derived Yes Yes No
rs726967 56116470 T A Derived Yes Yes No
rs l873092 56139057 C T Derived Yes No No
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Table  B.3: LD2 SNP group membership
SNP Position Derived
Allele
Anc.
Allele
Haplogroup CEU LD 
2 Allele Member
JPT+CHB
LD
Member
YRI LD 
Mem­
ber
rs861029 55940394 C T Derived No Yes No
rs476184 55941621 A G Ancestral No Yes No
rs483978 55955846 G A Ancestral No Yes No
rs880358 55971235 T C Derived Yes Yes No
rsl7776975 55971652 C T Ancestral Yes Yes No
rs550144 55976241 A G Derived Yes Yes No
rs6802 55986858 T A Derived Yes Yes No
rsl0462028 55993057 A G Derived No Yes Yes
rsl801260 55996126 G A Derived Yes Yes Yes
rs3792603 55996815 G A Derived No Yes No
r s l7721497 56006005 T A Derived Yes No No
rs l 1240 56014107 G C Derived Yes Yes Yes
r s l7722979 56041168 A G Derived Yes Yes Yes
rs2070062 56050355 C A Derived Yes Yes Yes
rsl021307 56090471 G A Derived Yes N /A Yes
rsl021306 56090701 T G Derived Yes Yes Yes
rs7659095 56096358 G A Derived N /A Yes Yes
rs7660668 56096454 C G Derived Yes Yes Yes
rs7698022 56102104 G T Derived Yes Yes Yes
rsl979604 56113512 A C Derived Yes No N /A
rsl979605 56113630 G A Ancestral Yes Yes No
rs4865012 56115543 C T Derived Yes No Yes
rs6853506 56119131 C T Derived Yes Yes Yes
rs6851971 56122821 A G Derived Yes Yes No
rs2130040 56124960 G A Derived Yes Yes Yes
rs972446 56130505 C A Derived Yes No No
rsl 1732481 56131136 A T Derived Yes No No
rs6554291 56132128 G A Derived Yes No No
rsl0012559 56132225 C A Derived Yes No No
rs7665846 56134002 T C Ancestral Yes No No
rs2101476 56139885 C T Derived Yes N /A No
rs4336288 56145012 G A Derived Yes No No
rs6830728 56145956 G A Derived Yes No No
rs9993599 56147722 A G Derived Yes No No

A p p e n d i x  C
CLOCK Eveningness H a p lo ty p e
T a b l e  C.T. Table C.2 abbreviations
Gene Outcome
ENSG00000109255 El 3PRIME_UTR O l
ENSG00000128039 E2 5PRIMEJJTR 0 2
ENSG00000134851 E3 DOWNSTREAM 0 3
ENSG00000134852 CLOCK INTRONIC 0 4
ENSG00000163440 E4 NON_SYNONYMOUS_CODING 0 5
ENSG00000203615 E5 SYNONYMOUS_CODING 0 6
ENSG00000223305 E6 UPSTREAM 0 7
ENSG00000238585 E7 WITHIN_NON_CODING_GENE 0 8
ENSG00000239040 E8
Source 
HapM ap r24 SI
Perlegen S2
1KG Dec-2008 Pilot S3
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T a b l e  C.2: Extrapolated eveningness haplotype. 552 extrapolated eveningness haplo­
type SNPs using forward strand alleles. Combined results are constructed from the ho- 
m ozygotic individuals NA10861 (HapMap r24 and Perlegen) and NA12892 (HapMap 
r24, 1000 Genom es December 2008 CEU 21x high coverage trio pilot available on­
line) for the high LD region (Chr 4 55,934,579 - 56,166,779). Ensembl v56 features and 
dbSNP 130 rsids have been back-ported to NCBI Build 36 co-ordinates (b37 - b36 = 
305,243).
Only 1000 Genom es alleles that have positional probabilities >= 99 and no 
'LOWQUAL' values as determined by 1000 Genom es are included. Additionally, if 
neither NA12892 nor its trio members (NA12878 or NA12891) differ from the con­
sensus sequence, no allele is listed. Temporary SNP ids are listed w hen  the 1000 Gen­
om es alleles differ from the alleles listed for dbSNP 130.
rs2140075 and rs7661784 each had negative genotyping results, though CEU phasing  
results suggest alleles of C for both SNPs.
Conflicts are highlighted which m ay be due to genotyping errors, increasing hetero­
zygosity at the haplotype periphery, 1000 Genom es errors due to still-evolving al­
gorithms, or true 1000 Genom es differences not visible at HapMap resolution. Results 
differ at rs lll33380 , w ith  monom orphic 'A' results for all HapMap CEU individu­
als. This is counter to Haplogroup 1 alleles for JPT+CHB and Perlegen European- 
Americans, and the resequenced NA12892 alleles. Therefore, 'G' is more likely, 
rsl 1133380 w as the single SNP difference between the eveningness haplotype and the 
m ost frequent JPT+CHB haplotype (5 kb flank).
SNP Position Source Alleles Conflict Outcomes
r s l0021233 55934579 SI, S3 C E 2 /0 3
rs4864984 55935044 SI, S3 C E 2 /0 3
rs6829639 55936126 SI A E 2 /0 3
rs9993675 55938279 SI, S3 A E 2 /0 3
rsl818461 55940080 SI G
rs861029 55940394 SI, S3 T
rs4455482 55940619 S3 C
rs552792 55941030 SI, S3 T
rs476184 55941621 SI, S2, S3 A
rs475465 55941666 S3 C
rs73236135 55941768 S3 AC Yes
rsl3119759 55942098 SI T
rs499110 55942552 S3 C
rs552950 55942965 S3 c
rs525271 55943711 S3 c
rs496055 55944594 S3 T
rs28715015 55945206 S3 A
rs58506276 55945211 S3 C
rs62306207 55945472 S3 A
rs62305200 55945546 S3 C
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SNP Position Source Alleles Conflict Outcomes
rs7664496 55947581 SI, S3 G
rs62305201 55947702 S3 G
rs62305202 55947785 S3 C
rslll33376 55947790 SI, S3 T
rs6849883 55948439 S3 T
r s l1732584 55952054 SI G E 3 /0 7
r s l1732684 55952278 SI G E 3 /0 7
rs4864988 55952410 SI T E 3 /0 7
rs7662552 55953920 S3 T E 3 /0 7
rs693367 55955419 S3 A E 3 /0 7
rs482114 55955645 SI, S3 CG Yes E 3 /0 7
rs572428 55955732 S3 G E 3 /0 7
rs572553 55955775 S3 G E 3 /0 7
rs483978 55955846 SI, S3 G E 3 /0 7
rs3087606 55957498 S3 C E 3 /0 4
rs4549456 55959510 S3 G E 3 /0 4
rsl011095 55959698 SI, S3 G E 3 /0 4
rs67789868 55959813 S3 A E 3 /0 4
rsl2331161 55962628 SI C E 3 /0 4
r s l1726676 55964058 SI C E 3 /0 4
rs28433072 55964440 S3 AC Yes E 3 /0 4
rs62303681 55964736 S3 A E 3 /0 4
rs7686016 55965756 SI T E 3 /0 4
rs7662129 55966010 SI C E 3 /0 4
rs7661096 55966174 SI G E 3 /0 4
rsl0016977 55966699 SI G E 3 /0 4
rs7663749 55966818 SI C E 3 /0 4
rs56139168 55968044 S3 G E 3 /0 4 , E 5 /0 3
rs2048564 55968889 S3 A E 3 /0 4 , E 5 /0 3 , E 8 /0 7
rs576779 55969064 S3 A E 3/04 , E 5 /0 3 , E 8 /0 7
rs480479 55969087 SI, S3 T E 3 /04 , E 5 /0 3 , E 8 /0 7
rs491381 55969521 SI, S3 A E 3 /0 4 , E 5 /0 3 , E 8 /0 7
r s l1945371 55969987 SI, S3 T E 3 /0 4 , E 5 /0 3 , E 8 /0 7
rs2459221 55970704 SI A E 3 /04 , E 5 /0 3 , E 8 /0 7
r s l1943456 55971091 SI, S2, S3 C E 3 /0 4 , E 5 /03 , E 8 /0 7
rs880358 55971235 SI, S3 C E 3 /0 4 , E 5 /03 , E 8 /0 7
rsl7776975 55971652 SI, S2, S3 c E 3 /0 4 , E 5 /0 3 , E 8 /0 7
rs7692795 55974309 SI G E 3 /04 , E 5 /0 7 , E 8 /0 3
r s l1133377 55974632 SI, S3 G E 3 /0 4 , E 5 /0 7 , E 8 /0 3
rsl3120134 55976077 SI, S3 G E 3 /0 4 , E 5 /0 7 , E 8 /0 3
rs550144 55976241 SI, S3 G E 3 /0 4 , E 5 /0 7 , E 8 /0 3
rs73236137 55976526 S3 C E 3 /04 , E 5 /07 , E 8 /0 3
rsl7085690 55977842 S2 G E 3 /0 4 , E 8 /0 3
rs2272074 55977891 SI A E 3 /0 4 , E 8 /0 3
rs504836 55980062 SI, S3 T E 3 /0 4
rs471546 55981370 SI, S3 T E 3 /0 4
rs549564 55981474 S3 C E 3 /0 4
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SNP Position Source Alleles Conflict Outcomes
rs473005 55982882 SI, S3 C E 3 /0 4
rs41324951 55983500 S3 c E 3 /0 4
rs711533 55984136 S3 A E 3 /0 4 , CLOCK/0 3
rs532768 55984756 S3 G E 3/ 04 , CLOCK/0 3
rs534654 55984977 SI, S3 G E 3 /0 4 , C LO CK /03
rs6858749 55985194 SI, S3 C E 3 /0 4 , CLOCK/0 3
rs6828454 55985253 S3 T E 3 /04 , CLOCK/0 3
r s l1732723 55985315 SI, S3 T E 3 /0 4 , CLOCK/0 3
rs6810483 55985330 S3 C E 3 /0 4 , CLO CK /03
rs7677952 55986236 S3 T E 3 /0 4 , CLO CK /03
rs7660517 55986285 S3 C E 3 /0 4 , CLOCK/0 3
rs6802 55986858 SI, S3 A E 3 /01 , CLOCK/0 3
rsl0049561 55987547 S3 G E 3 /0 3 , CLOCK/0 3
rs3749472 55988789 S3 G E 3/03 , CLOCK/ 0 3
rs3749473 55989385 S3 C E 3 /03 , CLOCK /O l
r s l047354 55990340 SI, S3 G E 3 /03 , CLOCK/ O l
rs73236139 55990537 S3 AT Yes E 3 /03 , CLOCK /O l
rs62303689 55990630 S3 C E 3 /03 , CLOCK /O l
r s l056547 55991520 S3 G E 3/03 , CLOCK/0 1 ,0 3
rs l056545 55991654 SI, S3 A E 3 /03 , C L O C K /01,03
rs5863 55991664 S3 G E 3 /0 3 , C LO C K /01,03
rs6828570 55992519 SI, S3 G CLOCK/0 1 ,0 3
rs6832769 55992951 SI, S2, S3 A CLOCK/0 1 ,0 3
r s l0462028 55993057 SI, S2, S3 G C L O C K /01,03
rs6834676 55993171 S2, S3 G CLOCK/0 1 ,0 3
rsl048004 55994966 S2, S3 C C L O C K /01,03
rs3749474 55995442 SI, S3 T C L O C K /01,03
r s l801260 55996126 SI, S2, S3 A CLOCK /O l
rs3792603 55996815 S2, S2, S3 A C LO C K /04
rsl474271 55996836 S3 T C LO C K /04
rsll932712 55997347 S2, S3 T CLO CK /04
rsl 1937487 55997500 S2, S3 G CLO CK /04
rs3805146 55997909 S2, S3 T CLOCK/0 4
rs l2501746 55998362 S2, S3 T C L O C K /03,04
rsl7721215 55998544 S2, S3 T CLOCK/03 ,0 4
rs l1133378 56000396 SI, S3 T CLOCK/0 3 ,0 4
rs l1942279 56000576 SI, S3 C CLOCK/0 3 ,0 4
rs62303690 56000762 S3 T CLOCK/0 3 ,0 4
r s l1133379 56000868 SI, S3 A CLOCK/0 3 ,0 4
rs73236140 56000973 S3 T CLOCK/0 3 ,0 4
rs3805147 56001487 SI, S3 T CLOCK/0 3 ,0 4
rs3805148 56001567 SI, S3 C CLOCK/0 3 ,0 4
rsl2505880 56001912 S3 A C L O C K /03,04
rsl522106 56001971 SI, S2 A CLOCK/0 3 ,0 4
r s l1133380 56002034 SI, S2, S3 AG Yes CLOCK/0 3 ,0 4
rsl2510110 56002491 S3 G C L O C K /03,04
rsl2510990 56002831 S2, S3 C CLOCK/0 3 ,0 4
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rs62303691 56003009 S3 c C L O C K /03,04
rs3805149 56003108 S3 T CLOCK/0 3 ,0 4
r s l1945370 56003799 S2, S3 G CLOCK/0 4 ,0 8
rsl7085718 56004094 S1,S2 A C L O C K /04,08
rs3736544 56004749 SI, S2, S3 G C L O C K /06,07
rs3736545 56005100 S2, S3 G C L O C K /04,07
rs6820823 56005133 SI, S2 A C L O C K /04,07
rsl2647677 56005177 S2, S3 C C L O C K /04,07
tmp:4:
56005378
56005378 S3 T C L O C K /04,07
rsl2647034 56005379 S3 G C L O C K /04,07
rs3762836 56005624 SI T C L O C K /05,07
rsl7721497 56006005 SI, S2 A CLOCK/0 4 ,0 7
rsl3121235 56006704 SI, S3 G C L O C K /04,07
rs62303693 56006800 S3 A C L O C K /04,07
rs73236142 56007067 S3 G CLOCK/0 4 ,0 7
rs l7777927 56007390 SI, S2 C C L O C K /04,07
rsl7085726 56007476 SI, S2 A CLOCK /  0 4 ,0 7
rs3805150 56007793 SI, S3 T CLOCK/ 0 4 ,0 7
rs4864990 56008447 S2, S3 G CLOCK/0 4 ,0 7
r s l7085729 56008578 S2 T CLOCK/0 4 ,0 7
r s l7085734 56009043 SI, S2 T C L O C K /04,07
r s l7085739 56009175 SI, S2 G C L O C K /04,07
tmp:4:
56009518
56009518 S3 G CLOCK/ 0 4 ,0 7
rs6811520 56009935 S2, S3 C CLOCK /0 4
rs62303709 56009939 S3 C CLO CK /04
tmp:4:
56011736
56011736 S3 C CLOCK/0 4
r s l1133382 56011737 S3 G CLO CK /04
rs6820119 56011775 SI T CLOCK/0 4
rsl2499699 56011800 S3 CT Yes CLOCK/0 4
r s l1133383 56011802 SI, S2, S3 T CLOCK/0 4
rs6824955 56011893 SI, S3 G CLOCK/0 4
rsl2500601 56012413 S3 G CLOCK/0 4
rs4864994 56012879 S2, S3 C CLOCK/0 4
rs6849474 56013219 SI, S3 A CLOCK/0 4
rs2412646 56013529 SI, S2, S3 C CLOCK/0 4
rsl7085747 56013601 SI, S2 T CLOCK/0 4
rs4864995 56013777 S2, S3 G CLOCK/0 4
rs4864996 56013845 SI, S3 C CLO C K /04
rs2412647 56013862 S2, S3 T CLOCK/0 4
rs6855837 56014001 SI G CLO CK /05
r s l056478 56014046 SI C CLOCK/05
r s l1240 56014107 SI, S2, S3 C CLO C K /04
rsl0529256 56014800 SI T CLOCK/0 4
rsl2651640 56015078 SI, S3 A CLO C K /04
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rs2412648 56015824 SI, S2, S3 G CLOCK/0 4
rs l7778434 56015848 S2 G CLO CK /04
rsl2512737 56015862 S2, S3 T C LO CK /04
rsl3125984 56016026 S2, S3 A CLOCK/0 4
rs7676245 56016074 S2, S3 G CLOCK/0 4
r s l1733864 56016287 S3 T CLOCK/0 4
r s l1725422 56016460 SI G CLOCK/0 4
rsl554483 56016574 SI, S2, S3 G CLOCK/0 4
rsl464490 56017544 SI C CLOCK/0 4
rsl0517346 56017951 SI, S2, S3 C CLOCK/0 4
r s l1133384 56018010 S2, S3 G C LO CK /04
rs57826934 56018136 S3 C CLOCK/0 4
r s l1932595 56018354 SI, S2, S3 A CLOCK/0 4
rsl7085763 56018450 SI, S2 T CLOCK/0 4
rs l2500686 56018846 SI, S3 G CLOCK/0 4
rs2140076 56019300 SI, S2 A C LO CK /04
rs l7085769 56019551 SI, S2 T C LO CK /04
rs7692461 56020923 SI, S2 T CLOCK/0 3 ,0 4
rs62303712 56021408 S3 C CLOCK/0 3 ,0 4
rs l1133385 56021409 S3 A C LO C K /03,04
rs4580704 56021464 SI, S2, S3 C C LO C K /03,04
r s l1133386 56022244 SI, S3 T C LO C K /03,04
rs62303713 56022500 S3 G CLOCK/0 3 ,0 4
r s l1934496 56023536 SI C C LO C K /03,04
rs4340844 56023613 SI, S2, S3 C CLOCK/0 3 ,0 4
rsl3128582 56023701 S2, S3 G C LO C K /03,04
rs4371676 56023765 S3 A C LO C K /03,04
rsl3 114746 56024033 SI T CLOCK/0 3 ,0 4
rsl7085777 56024044 S2 A CLOCK/0 3 ,0 4
rsl3114951 56024074 SI T CLOCK/0 3 ,0 4
rsl522111 56024320 SI, S3 A C LO C K /03,04
rsl522112 56024530 SI, S2, S3 C CLOCK/0 3 ,0 4
rs73236143 56024850 S3 A CLOCK/0 4
rsl7085780 56024900 SI, S2 C C LO CK /04
rsl7085783 56025024 SI, S2 C CLOCK/0 4
rs6843722 56026089 SI c CLOCK/0 4
rsl522113 56026528 SI G CLOCK/0 4
rs4864997 56026934 SI, S2, S3 G CLO CK /04
rs4864998 56027363 S2, S3 G CLOCK/0 4
rs62303715 56027817 S3 A CLO CK /04
rs960152 56028232 S2, S3 C CLOCK/0 4
rs62303716 56029009 S3 C CLOCK/0 4
rsl533803 56029724 SI, S2 T CLOCK/0 4
rs2412649 56029863 SI A CLOCK/0 4
rs l2644948 56031190 SI, S3 T CLO CK /04
rs3805151 56031798 SI, S2, S3 C CLOCK/0 4
r s l1733959 56031921 SI A CLO CK /04
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rs6817267 56033298 S2, S3 A CLOCK/0 4
rsll931061 56033550 SI, S3 A CLOCK/0 4
rs2140077 56033710 S2, S3 G CLOCK/0 4
r s l1947476 56034508 S3 C CLOCK/0 4
rsl3118237 56035183 S3 G CLOCK/0 4
r s l1133387 56036054 S3 G CLO CK /04
rs67963898 56036444 S3 A CLOCK/0 4
rs6828474 56036664 S3 A CLOCK/0 4
rs9312661 56037083 SI, S2, S3 A CLOCK/0 4
rsl0517345 56037578 SI, S2 C CLO CK /04
rs4864999 56037660 SI, S2, S3 G CLOCK/0 4
rs62303718 56037694 S3 T C LO CK /04
rsl2506788 56038350 SI, S3 T CLOCK/0 4
rsl0517344 56038469 SI, S2, S3 C CLOCK/0 4
r s l1133388 56038790 SI, S2, S3 C CLO CK /04
rs73236144 56038928 S3 AG Yes CLOCK/0 4
rs73236145 56039032 S3 CT Yes CLOCK/0 4
rsl7085803 56039348 S2 T CLO CK /04
rsl7722870 56039443 S2 A CLOCK/0 4
rsl0462032 56039993 SI, S2, S3 C CLO CK /04
rsl3102385 56040012 SI, S3 C CLOCK/0 4
rsl3122619 56040263 SI, S2, S3 G CLOCK/0 4
rsl2642716 56040920 S2, S3 A C LO CK /04
rs55885973 56040978 S3 C CLO CK /04
rsl7722979 56041168 SI, S2, S3 G C LO CK /04
rs9997288 56041984 SI, S2, S3 C CLOCK/0 4
r s l1735267 56042044 SI, S2, S3 T C LO CK /04
rsl7085816 56042238 S2 C CLOCK/0 4
rs62303722 56043000 S3 A CLO C K /04
rs73236146 56043016 S3 C CLO C K /04
rsl2501636 56043241 SI, S2, S3 A CLOCK/0 4
rsl2504300 56043284 SI, S2, S3 C CLO C K /04
r s l1947623 56043947 S2, S3 A CLOCK/0 4
rsl7085821 56044069 SI, S2 A CLOCK/0 4
rs7699867 56044642 S2, S3 A CLOCK/0 4
rs7677526 56044665 S2, S3 T C LO CK /04
rsl7779627 56044699 S2, S3 T CLO C K /04
rs6858803 56045458 S2, S3 C CLOCK/0 4
rsl3114841 56046898 SI, S2, S3 C CLO CK /04
rs7684810 56047551 SI, S3 T CLO CK /04
r s l1133389 56047642 SI T CLO CK /04
rs939823 56048292 SI, S3 T CLO CK /04
rs4864542 56048844 SI, S3 G CLO CK /04
rs6838882 56050234 S3 G CLO CK /04
rs2070062 56050355 SI, S2, S3 A CLOCK/0 2
r s l554482 56050649 SI T CLOCK/0 4
r s l1727248 56050734 SI T CLOCK/0 4
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rsl522114 56050819 SI, S3 G CLOCK/0 4
rs4865001 56051100 S3 C CLO C K /04
rs4864543 56051152 SI, S3 T CLO CK /04
rs62303726 56051339 S3 A CLO CK /04
rs6825774 56052074 S3 T CLOCK/0 4
rs73236147 56052078 S3 AG Yes CLO CK /04
rsl3146987 56052552 SI, S3 G CLOCK/0 4
rs55729020 56052605 S3 C CLOCK/0 4
rsl3152650 56052615 S3 C CLO CK /04
rs73236148 56052887 S3 CT Yes C LO CK /04
r s l1939815 56053040 SI, S3 G CLOCK/0 4
r s l1725439 56053088 SI C CLOCK/0 4
rs3805152 56054415 S3 T C LO C K /04
rs3805153 56054481 S3 G CLOCK/0 4
rs l7085837 56054513 SI, S2 G C LO CK /04
rs7658446 56056186 SI, S3 C CLOCK/0 4
rs62303728 56056686 S3 G CLOCK/0 4
rs7677085 56056725 SI, S3 T C LO C K /04
rs58476959 56057158 S3 A C LO C K /04
r s l7085842 56057205 S2 C CLO CK /04
rsl2510681 56057661 SI, S3 T CLOCK/04 , E 7 /0 3
rsl2500162 56057857 S2, S3 C CLOCK/04 , E 7 /0 3
rsl3138697 56058066 S3 A CLO CK /04, E 7 /0 3
rsl2644135 56058604 SI G CLO CK /04, E 7 /0 3
rs3805154 56058684 SI, S2, S3 T CLOCK/04 , E 7 /0 3
rs3805155 56058766 SI, S3 C CLOCK/04 , E 7 /0 3
rs3805156 56058849 S3 G CLOCK/04 , E 7 /0 3
rs3805157 56058860 S2, S3 G C LO CK /04, E 7 /0 3
rs62303730 56059872 S3 A CLOCK/04 , E 7 /0 3
rs2177129 56060171 SI, S3 T CLOCK/04 , E 7 /0 3
rs62303731 56060591 S3 C CLOCK/04 , E 7 /0 3
rs62303732 56060792 S3 A CLOCK/04 , E 7 /0 3
rs7686261 56061148 SI, S2, S3 G CLOCK/04 , E 7 /0 3
rs56196624 56061264 S3 T CLOCK/04 , E 7 /0 3
r s l7085850 56061711 SI, S2 T CLOCK/04 , E 7 /0 3
r s l980273 56062158 S3 G CLOCK/04 , E 7 /0 3
rs l1724094 56062403 S3 A CLOCK/04 , E 7 /0 3
rsll729220 56062553 S3 G CLO CK /04, E 7 /0 8
r s l1133390 56062650 S3 G CLOCK/04 , E 7 /0 7
rs l1133391 56062712 SI, S3 C CLO CK /04, E 7 /0 7
rs7670225 56062775 S3 rj-l CLO CK /04, E 7 /0 7
rs6825671 56062804 SI G CLOCK/0 4 , E 7 /0 7
rs l2648271 56062879 SI, S3 C CLOCK/04 , E 7 /0 7
rsl2646078 56062961 SI, S3 C CLOCK/04 , E 7 /0 7
rs l3124436 56063428 S3 A CLOCK/04 , E 7 /0 7
rs62305264 56063892 S3 A CLOCK/04 , E 7 /0 7
rs62305265 56064398 S3 G CLOCK/04 , E 7 /0 7
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rsl2502875 56064626 SI C CLOCK/04 , E 7 /0 7
rsl3128169 56065273 SI A CLOCK/04 , E 7 /0 7
rsl3128338 56065280 SI A CLOCK/04 , E 7 /0 7
rsl3128361 56065310 SI A CLOCK/04 , E 7 /0 7
rs7684048 56065801 SI T CLOCK/04 , E7 /0 7
rs5022106 56065823 SI G CLO CK /04, E 7 /0 7
rs9684302 56066100 SI A CLO CK /04, E 7 /0 7
rs6854096 56067146 SI T CLOCK/04 , E 7 /0 7
rs6849433 56067422 S3 G CLO CK /04, E 7 /0 7
rs62305268 56067915 S3 T C LO CK /04
rs4865002 56068137 SI G CLOCK/0 4
rs62305269 56068161 S3 C C LO CK /04
rsl2501327 56068172 S3 G C LO CK /04
r s l1133392 56068653 S3 A C LO CK /04
rs62305270 56068766 S3 G CLOCK/0 4
rs6837710 56069212 SI, S3 T CLOCK/0 4
rs6819660 56069334 S3 G CLO C K /04
rs6838305 56069511 S3 T C LO CK /04
rs7681414 56069814 S3 C C LO CK /04
rs6843997 56069906 S3 T C LO CK /04
rs2140075 56070231 C? CLOCK/0 4
rsl2503578 56070291 S3 G C LO CK /04
rs62305271 56070639 S3 G CLOCK/0 4
rs3817444 56070738 SI, S3 C CLOCK/ 0 4
rs2272073 56071101 SI, S2, S3 T CLOCK/0 4
rs3762837 56072122 S3 C CLOCK/0 4
rs l0462033 56072476 S3 G C LO CK /04
rs6554281 56072655 SI, S3 T CLOCK/0 4
r s l915905 56073305 S3 T CLOCK/0 4
rs l0462035 56073935 S3 A C LO CK /04
rs2177127 56074716 SI, S3 C CLOCK/0 4
rs73236150 56074800 S3 G CLOCK/0 4
r s l522110 56075040 S3 T CLOCK/0 4
rs l2649507 56075241 SI, S3 A CLOCK/0 4
r s l522109 56075327 S3 A CLOCK/0 4
rsl522108 56075490 S3 C CLOCK/0 4
r s l522107 56075530 S3 T CLOCK/0 4
rs4865003 56075726 S3 G CLOCK/0 4
rs4865004 56076042 S3 A CLOCK/0 4
rs4864544 56076216 S3 T CLOCK/0 4
rs6850524 56076754 SI, S3 G CLO C K /04
rsl2510275 56077472 S3 C CLO CK /04
rsl2510327 56077668 S3 C CLOCK/0 4
r s l1133394 56077995 S3 T CLOCK/0 4
r s l1939580 56078109 S3 T CLO C K /04
rsl488941 56078723 S3 T CLOCK/0 4
rs6847529 56079700 S3 T C LO CK /04
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rs6822740 56079846 S3 G CLOCK/0 4
rs9312662 56081128 SI, S3 T CLOCK/0 4
rsl3108409 56081202 SI, S3 C C LO CK /04
rs6554283s 56081977 S2, S3 T CLO CK /04
tmp:4:
56082149
56082149 S3 G C LO CK /04
rsl546004 56082536 S3 T CLOCK/0 4
rs7667849 56082956 SI, S3 A CLOCK/0 4
rs6830409 56083153 S3 C CLOCK/0 4
rs6854965 56084546 SI G CLOCK/0 4
rsll726198 56084759 SI, S3 C CLOCK/0 4
rs4865005 56086705 S3 A CLOCK/0 4
rs4865006 56087036 S3 T CLOCK/0 4
rs l7085857 56087312 SI, S2 T CLOCK/0 4
rsl3108499 56087438 SI, S3 C C LO CK /04
r s l7085864 56087465 S2 A CLOCK/0 4
rsl3132420 56087570 SI, S3 A C LO CK /04
rsl3140173 56088088 SI, S3 T CLOCK/0 4
rs7696080 56089542 SI C CLOCK/0 4
rs7673908 56089576 SI, S3 A CLOCK/ 0 4
rs2035692 56089725 S3 A CLOCK/ 0 4
rsl0002541 56089768 SI, S2, S3 T CLOCK/0 4
rsl021307 56090471 SI, S3 A CLOCK/0 4
rsl021306 56090701 SI, S3 G CLOCK/0 4
rs2035691 56090710 SI, S3 T CLOCK/0 4
rs6812042 56090836 SI, S2, S3 G CLOCK/0 4
rs7661784 56091035 C? C LO CK /04
rsl0016506 56091431 SI, S3 G CLO C K /04
rsl3116194 56092074 SI, S2, S3 A C LO CK /04
rsl3117836 56092142 S2, S3 T CLOCK/0 4
rs7692737 56092242 SI A CLOCK/0 4
rs9998146 56092734 S3 C CLO CK /04
rs7668429 56092735 S3 A CLO CK /04
rs7657206 56092916 SI T CLOCK/0 4
r s l1939652 56093466 S3 A CLO CK /04
rsl0001323 56093773 S3 A CLO CK /04
rs6815516 56093941 SI, S3 A CLO CK /04
rsl3113518 56094405 SI, S2 C CLO CK /04
rs6554285 56094877 S2, S3 T CLOCK/0 4
rs6554286 56095061 SI T CLOCK/0 4
r s l1133397 56095090 SI, S3 A CLOCK/0 4
r s l1133398 56095104 S2, S2, S3 T CLO CK /04
rs l7085882 56095462 SI, S2 T CLOCK/0 4
rsll726609 56095626 SI, S3 T CLO CK /04
rsl3152173 56095712 SI, S3 T CLO CK /04
rs7659095 56096358 S3 A CLOCK/0 4
rs7660668 56096454 SI, S3 G CLOCK/04 , E 6 /0 3
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r s l7085885 56096654 SI, S2 T CLO CK /04, E 6 /0 3
r s l7085889 56096872 S2, S3 G CLOCK/04 , E 6 /0 3
rs2412651 56097018 SI, S3 T CLOCK/04 , E 6 /03
rsl2507722 56097345 S3 A CLOCK/04 , E 6 /0 3
rs62309729 56097603 S3 A CLOCK/04 , E 6 /03
rs7696832 56098004 SI, S3 G CLOCK/04 , E 6 /0 3
rs7697067 56098137 S3 T C LO CK /04, E 6 /0 3
rs4865007 56098474 SI, S3 T CLOCK/04 , E 6 /0 3
rs4864546 56098884 SI, S3 A CLOCK/04 , E 6 /0 3
rs4864547 56099152 SI, S3 T C LO CK /04, E 6 /0 3
rsl2649059 56099844 SI G CLO CK /04, E 6 /0 3
r s l0005989 56099963 SI, S3 C CLOCK /04, E 6 /0 3
rs4267787 56101297 S3 T CLOCK /04, E 6 /0 3
rs73236151 56101386 S3 A CLOCK/04, E 6 /0 3
rs73236152 56101596 S3 T CLOCK/04, E6/O 8
rs55699500 56101836 S3 T CLOCK /04, E 6 /0 7
rs56055342 56101852 S3 C CLOCK/04 , E 6 /0 7
rs28670674 56101860 S3 G CLOCK/04 , E 6 /0 7
rs56362210 56101896 S3 T CLOCK/04 , E 6 /0 7
rs7698022 56102104 SI, S3 T CLOCK/04, E 6 /0 7
rs34648901 56102183 S3 T CLOCK/04 , E 6 /0 7
rs28562057 56102432 S3 G CLOCK/04 , E 6 /0 7
rs62309730 56102454 S3 A CLOCK/04 , E 6 /0 7
rsl3134079 56102945 S3 G CLOCK/04 , E 6 /0 7
rsl3107810 56103167 SI C CLOCK/04 , E 6 /0 7
rs7660980 56103872 SI A CLOCK/04 , E 6 /0 7
rs6853192 56104011 SI, S3 T CLO CK /04, E 6 /0 7
rs7667741 56105545 S3 C CLOCK/04 , E 6 /0 7
rs4865008 56105612 S3 T CLOCK/04 , E 6 /0 7
rs55869433 56105694 S3 C CLOCK/04 , E 6 /0 7
rsl2509047 56106169 S3 A CLOCK/04 , E 6 /0 7
rs7691799 56106498 SI, S3 A CLOCK/0 2 ,04 , E 6 /0 7
rs4864548 56108560 SI, S3 A CL O C K /02,07
r s l1133399 56108588 SI, S3 A CLOCK/0 2 ,0 7
rs4865009 56109480 SI, S3 G C LO CK /07
rsl3140590 56109590 S3 G CLOCK/0 7
rs4865010 56109719 SI, S3 A CLO CK /07
rs28448438 56111422 S3 C CLOCK/0 7
rs6554287 56111636 S3 T CLOCK/0 7
rs7682802 56112221 SI G CLOCK/0 7
rsl3115828 56112371 S3 C CLOCK/0 7
r s l7085899 56113418 SI, S2 G CLOCK/07 , E 4 /0 3
rsl979604 56113512 SI, S3 C CLOCK/07 , E 4 /0 3
rsl979605 56113630 SI, S3 G CLOCK/07 , E 4 /0 3
r s l1932293 56114949 S3 C E 4 /0 3
rs4864549 56115304 S3 T E 4 /0 3
rs4865011. 56115380 SI, S3 G E 4 /0 3
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rs6851838 56115504 SI, S3 A E 4 /0 3
rs4865012 56115543 SI, S3 T E 4 /0 3
rsl0034433 56115933 S3 A E 4 /0 3
rs726967 56116470 SI, S3 A E 4 /0 3
rs6846764 56118246 S3 T E 4 /0 4
rs62309759 56118750 S3 C E 4 /0 4
rs28572116 56119101 S3 A E 4 /0 4
rs6853506 56119131 SI, S3 T E 4 /0 4
rsl844218 56119528 S2, S3 C E 4 /0 4
rs6836071 56119610 SI T E 4 /0 4
rs4865013 56120881 S3 C E 4 /0 4
rsl2500456 56121977 S3 T E 4 /0 4
rsl3116035 56122142 SI, S3 A E 4 /0 4
rs6851971 56122821 SI, S3 G E 4 /0 4
rs2279458 56123577 SI, S2, S3 T E 4 /0 4
rs28514423 56123996 S3 C E 4 /0 4
rs59804446 56124298 S3 A E 4 /0 4
rs2130040 56124960 SI, S2, S3 A E 4 /0 4
rs9684708 56125138 S3 G E 4 /0 4
rs2171618 56125165 SI, S3 G E 4 /0 4
rs4865014 56125655 S3 A E 4 /0 4
rs7680836 56129739 SI C E 4 /0 4
rs972446 56130505 SI, S2, S3 A E 4 /0 4
rs28445925 56130606 S3 T E 4 /0 4
r s l1732481 56131136 SI, S3 T E 4 /0 4
rsl3144598 56131235 S3 T E 4 /0 4
rs l0009593 56131438 S3 C E 4 /0 4
rs7693751 56131653 SI C E 4 /0 4
rs l1943206 56131767 SI c E 4 /0 4
rs6554290 56131787 SI, S2, S3 c E 4 /0 4
rs6554291 56132128 SI, S2, S3 A E 4 /0 4
rs l0012559 56132225 S2, S3 A E 4 /0 4
r s l1735654 56132918 SI T E 4 /0 4
rs62310862 56133518 S3 C E 4 /0 4
rs7665846 56134002 SI, S3 T E 4 /0 4
rs34534635 56134348 S3 C E 4 /0 4
r s l1942472 56135883 S3 C E 4 /0 4
rs2130037 56136166 SI, S2, S3 c E 4 /0 4
rs7690837 56136780 S3 A E 4 /0 4
rs2899036 56137973 SI c E 4 /0 4
rsl2510400 56138218 SI, S3 G E 4 /0 4
rs56299472 56138260 S3 C E 4 /0 4
rs56152424 56138262 S3 C E 4 /0 4
rs2412659 56138293 S3 C E 4 /0 4
rsl3133077 56138566 S2, S3 G E 4 /0 4
rs l873092 56139057 SI, S2, S3 T E 4 /0 4
rsl3111128 56139078 S3 A E 4 /0 4
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rs7665286 56139689 S2, S3 T E 4 /0 4
r s l l 133400 56139711 SI, S3 G E 4 /0 4
rs2412660 56139868 SI, S2 T E 4 /0 4
rs2101476 56139885 SI, S2, S3 T E 4 /0 4
rs2130034 56141096 S2, S3 C E 4 /0 4
rs2130035 56141112 S2, S3 C E 4 /0 4
rs6817663 56141972 S3 A E 4 /0 4
rsl0866425 56142992 SI T E 4 /0 4
rs4336288 56145012 SI, S2, S3 A E 4 /0 4 ,0 7
rs2130038 56145581 S2, S3 T E 4 /0 4 ,0 7
rs6554292 56145867 S2, S3 G E 4 /0 4 ,0 7
rs6830728 56145956 SI, S3 A E 4 /0 4 ,0 7
rs4865017 56146485 S2, S3 A E 4/ 0 4 ,0 7
rs73236153 56146524 S3 A E 4 /0 4 ,0 7
rsl0026692 56147463 SI, S3 C E 4 /0 4 ,0 7
rs9993599 56147722 SI, S3 G E 4 /0 4 ,0 7
rsl586555 56148028 SI, S2, S3 G E 4/ 0 4 ,0 7
rs6829182 56148913 SI, S3 A E 4 /0 4
rsll935823 56150548 SI, S2, S3 A E 4 /0 4
rs2412663 56150573 SI C E 4 /0 4
rs6842960 56150911 SI C E 4 /0 4
rs28713343 56151848 S3 c E 4 /0 4 , E l / 0 3
rs2171617 56151947 S3 A E 4 /0 4 , E l /0 3
rs4865018 56151948 SI, S3 c E 4 /0 4 , E l /0 3
rs2899037 56152104 SI, S3 c E 4 /0 4 , E l /0 3
rs2412664 56152144 SI, S2, S3 c E 4 /0 4 ,E l /0 3
rsl2505286 56152210 SI CT Yes E 4 /0 4 , E l /0 3
rs34299771 56152860 S3 A E 4 /0 4 , E l /0 3
rsl7085927 56152949 S2 c E 4 /0 4 , E l / 0 3
rsl7085929 56153233 SI, S2 A E 4 /0 7 , E l /0 3
rs6554294 56153664 SI, S3 C E 4 /0 7 ,E l /0 3
rs9790448 56153842 S3 c E 4 /07 , E l /0 3
rs73236154 56154515 S3 CT Yes E 4 /0 7 , E l /0 3
rsl3132085 56154842 SI, S2, S3 AG Yes E 4 /0 7 , E l / 0 3
rs73236155 56154917 S3 CG Yes E 4 /07 , E l / 0 3
r s l027109 56155250 SI, S3 G E 4 /07 , E l /0 3
r s l963566 56155757 S3 C E 4 /07 , E l /0 3
rs2087319 56156122 SI, S2 AC Yes E 4 /07 , E l /0 3
rs73236156 56157120 S3 CG Yes E 4 /07 , E l /0 4
rs28708716 56157232 S3 GT Yes E 4 /0 7 , E l / 0 4
rsl2510341 56157602 SI, S2 C E 4 /0 7 , E l /0 4
r s l1945489 56158532 S3 CT Yes E l /0 4
rs6554295 56159214 SI, S3 C E l / 0 4
rs73236157 56160028 S3 AG Yes E l /0 4
rs7683684 56160897 SI A E l /0 4
rs55662516 56161014 S3 AG Yes E l /0 4
rsl7085935 56161186 S2 T E l /0 4
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rsl2108463 56161491 SI G E l /0 5
r s l1727729 56161633 SI, S3 CT Yes E l /0 4
r s l1722645 56161671 SI, S3 CT Yes E l / 0 4
rsl3434995 56161971 SI, S3 A E l /0 4
rs9996936 56162396 SI, S3 CG Yes E l /0 4
r s l0018932 56162623 SI, S3 G E l /0 4
rs28713371 56163179 S3 A E l /0 4
rsl906678 56163242 SI, S3 T E l /0 4
rsl3123248 56163273 SI C E l /0 4
rsl0011801 56163491 SI, S2, S3 A E l /0 4
rsl0000512 56163779 SI, S3 C E l /0 4
rs7662646 56164348 SI, S3 G E l / 0 4
rs73236158 56164353 S3 A E l /0 4
rs7681959 56166050 SI, S3 G E l /0 4
rsl873090 56166161 S3 C E l / 0 4
r s l873091 56166190 SI, S3 A E l /0 4
rs3805382 56166308 SI, S2, S3 AG Yes E l /0 4
r s l7085942 56166480 S2 C E l / 0 4
rsl7725110 56166779 51,52,83 A E l /0 4
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