Abstract. A functional limit theorem is established for the partial-sum process of a class of stationary sequences which exhibit both heavy tails and long-range dependence. The stationary sequence is constructed using multiple stochastic integrals with heavy-tailed marginal distribution. Furthermore, the multiple stochastic integrals are built upon a large family of dynamical systems that are ergodic and conservative, leading to the long-range dependence phenomenon of the model. The limits constitute a new class of self-similar processes with stationary increments. They are represented by multiple stable integrals, where the integrands involve the local times of intersections of independent stationary stable regenerative sets. The joint moments of the local times are computed, which play the key in the proof and are also of independent interest.
1. Introduction 1.1. Background. Let (X n ) n∈N , N ≡ {1, 2, . . . }, be a stationary sequence of centered random variables, and let S n := X 1 +· · ·+X n denote the partial-sum process. What is the scaling limit of (S ⌊nt⌋ ) t∈ [0, 1] as n → ∞, after appropriate normalization? This question has a long history in probability theory. In particular, we are interested in the case where X ≡ (X n ) n∈N exhibits long-range dependence, in the sense that its asymptotics behave in a qualitatively different way from the case where (X n ) n∈N are i.i.d. random variables. This can be reflected by the abnormal normalization constants in the limit theorems. Moreover, we are interested in the case where the random variables have heavy-tailed distributions. For stationary sequences of heavy-tailed random variables with long-range dependence, the limit processes are known to be far from unique. Our limit-theorem point of view of long-range dependence is influenced by [43] , where other notions of long-range dependence are also explained.
A motivating example for us is the stationary process of the following form in terms of stochastic integrals (1.1)
where M is a heavy-tailed infinitely divisible random measure on a measure space (E, E, µ), f : E → R is a measurable function and T is a measure-preserving transform from E to E. The seminal works of Rosiński [39] revealed an intriguing connection between this family of stochastic processes and ergodic theory. Then, many properties of the process X can be derived from the underlying dynamical system (E, E, µ, T ). Because of this connection, the process X is also referred to as driven by the flow T , and many developments on structures, representations, and ergodic properties of such processes have stemmed from this connection (see e.g., [16, 34-36, 42, 43] ; background to be reviewed in Section 4.1).
As for limit theorems, the most challenging case is when T is conservative and ergodic. While such examples of stable processes have been known for more than 20 years [40] , limit theorems for such processes have not been established until in very recent breakthroughs in a series of papers by Samorodnitsky and coauthors [24, 32, 33, 45] , all exhibiting phenomena of long-range dependence with new limit objects. The first functional central limit theorem for such stable processes, established in [32] , serves as our starting point and takes the following form. With f in (1.1) such that the support has finite µ-measure and µ(f ) := E f dµ is finite and nonzero, it was shown that
t∈ [0, 1] in D([0, 1]), where α ∈ (0, 2), β ∈ (0, 1), and d n is a regularly varying sequence with exponent β + (1 − β)/α. Here, (Ω ′ , F ′ , P ′ ) is a probability space separate from the one that carries the randomness of the stochastic integral itself, S α,β is a symmetric α-stable (SαS) random measure on Ω ′ × [0, ∞) with control measure P ′ × (1 − β)v −β dv, and M β is the Mittag-Leffler process with index β, the inverse process of a β-stable subordinator, defined on (Ω ′ , F ′ , P ′ ). Here, β ∈ (0, 1) is the memory parameter of an underlying dynamical system (see Section 4 and in particular how β characterizes the memory of T in terms of Assumption 4.1), and as β ↓ 0 the limit process in (1.2) becomes an SαS Lévy process. At the core of this result, the appearance of the Mittag-Leffler process is established as a functional generalization of the one-dimensional Darling-Kac limit theorem in [1, 7] for the underlying dynamical system, which is of independent interest in ergodic theory. Later developments [24, 45] revealed that more essentially, stable regenerative sets [4] and their intersections play a fundamental role in describing the limit objects for a large family of processes driven by conservative and ergodic flows.
In this paper, as a generalization of (1.1) we consider the process defined in terms of multiple stochastic integrals in the form of (1.3)
where the prime mark ′ indicates that the multiple integral is defined to exclude the diagonals, and this time f is a measurable function from E p to R for some p ∈ N. The definition of multiple stochastic integrals will be recalled below.
We restrict to the case of multiple integrals without the diagonals, in order to obtain limit processes in the form of multiple stable integrals, which we refer to as multi-stable processes. Such limit theorems when p ≥ 2 are referred to as non-central limit theorems, and the first example for multi-Gaussian processes is due to Dobrushin and Major [9] . Limit theorems for (non-Gaussian) multi-stable processes, to the best of our knowledge however, have been rarely considered so far in the literature. Note that the exclusion of the diagonals is necessary to obtain multi-stable processes with multiplicity p ≥ 2: with the terms on the diagonal included, the case p = 2 has been considered in [31] , and the limit is again a stable process. ⇒ (Z α,β,p (t)) t∈ [0, 1] for a large family of X in (1.3), and the limit process has the representation (1.4) (Z α,β,p (t)) t≥0
where S α,β is an SαS random measure on F × [0, ∞), with control measure P β × (1 − β)v −β dv, with P β the probability measure on F ≡ F([0, ∞)), the space of closed subsets of [0, ∞), induced by the law of a β-stable regenerative set, and L t is the local-time functional for a (pβ − p + 1)-stable regenerative set ( [20] ).
An immediate observation is that for the right-hand side of (1.4) to be nondegenerate, we need p i=1 (R i + v i ) to be non-empty, with (R i ) i=1,...,p being i.i.d. β-stable regenerative sets. The key relation between the memory parameter β and the multiplicity p assumed throughout this paper is that
or equivalently β ∈ (1 − 1/p, 1). It is known that this is exactly the case when
is a β p -stable regenerative set with a random shift with probability one. When (1.5) is violated and v i are all different, the intersection becomes an empty set with probability one and hence Z α,β,p becomes degenerate, and the limit theorem in such a case will be of a different nature and addressed in a separate paper.
Our theorem applies to a large family of dynamical systems, including in particular the shift transforms of certain null-recurrent Markov chains, and a class of transforms on the real line called the AFN-systems [49, 50] often considered in the literature of infinite ergodic theory. Establishing the aforementioned convergence, however, turns out to be a completely different task from the one in [32] , and the proof consists of two parts. The first part is devoted to the investigation of the integrand of the right-hand side of (1.4), which are local-time processes of intersections of stable regenerative sets (Section 2). They are crucial in describing the limit process Z α,β,p . Namely, with (R i ) i∈N being i.i.d. β-stable regenerative sets, we need the law of
jointly in I and t, governed by certain law on the shifts (v i ) i∈I independent from the regenerative sets. Marginally, for each I, (L I,t ) t≥0 has the law of a Mittag-Leffler process shifted in time with parameter β p , up to a multiplicative constant [45] . In particular when p = 1 we have
for some constant c β . It is then a matter of convenience to work with either of the two representations in (1.6), and the right-hand side was used in (1.2) in [32] . However when p ≥ 2, the information from the Mittag-Leffler process is only marginal, but now we have to work with L I,t jointly in I, t. More precisely, we shall compute all their joint moments with appropriately randomized shifts. For this key calculation, we adapt the random covering scheme for constructing regenerative sets [10] , to develop approximations of joint law of L I,t in Theorem 2.2. The second part of the proof is devoted to the convergence of the partial-sum process to Z α,β,p . The key ingredient is to show the joint convergence after proper normalization, in I and t, of counting processes of simultaneous returns of i.i.d. dynamical systems, indexed by i ∈ I, in the form
where the staring points x i ∈ E are governed by i.i.d. infinite stationary distributions. For any individual I, our assumptions essentially entail that the simultaneous-return times behave like renewal times of a heavy-tailed renewal process, and then the above is known to converge to the local-time process L I,t (R * +V * ) for β p -stable regenerative set R * with a random shift V * . This certainly includes p = 1 as a special case ( [7] and [32, Theorem 6.1]). The obstacle lies in characterizing the joint limits for say (I j , t j ) j=1,...,r . Theorem 5.2 is devoted to this task, showing that the limit of the above is (L Ij ,tj ) j=1,...,r (with respect to random shifts v j ). The proof is of combinatorial nature and by computing the asymptotic moments of (1.7). A delicate approximation scheme similar to Krickeberg [22] is then developed so that the asymptotic moment formula is extended to the case where the product in (1.7) is replaced by f (T k x 1 , . . . , T k x p ) for a general class of functions of f .
The paper is organized as follows. Section 2 introduces the joint local-time processes, and establishes a formula for the joint moments by the random covering scheme. Section 3 reviews the series representation of multiple integrals and introduces the limit process Z α,β,p . Section 4 introduces our model of stationary processes in terms of multiple integrals with long-range dependence, and states the main non-central limit theorem. Section 5 is devoted to the proof of the main theorem. Throughout the paper, C and C i denote generic positive constants which are independent of n and may change from line to line.
Local-time processes
2.1. Definitions and results. We start by recalling some facts on stable regenerative sets. A regenerative set R starting at the origin is a random element taking values in F ≡ F([0, ∞)), the space of closed subsets of [0, ∞) equipped with the Fell topology [28, Appendix C] . A regenerative set R can be identified as the closed range of a subordinator, and in particular is said to be β-stable, β ∈ (0, 1), if the corresponding subordinator, say (σ t ) t≥0 , is β-stable; that is, (σ t ) t≥0 is a Lévy process determined by Ee −λσt = exp(−tλ β ), λ ≥ 0. In this case, the associated Lévy measure of the regenerative set R is
which characterizes the law of R.
For our purposes, we shall work with a family of countably many independent stable regenerative sets with independent shifts, and we need in particular to describe their intersections. Let (R i ) i∈N be i.i.d. β-stable regenerative sets and (V i ) i∈N be independent random shifts with arbitrary laws, and the two sequences are independent. Under our assumption on β and p in (1.5), for every
we have
where R I is a β p -stable regenerative set and V I is an independent random variable. In words, the intersection of p independent randomly shifted β-stable regenerative set is β p -stable regenerative with an independent random shift. This follows for example from the strong Markov property of the regenerative sets. See also [45, Appendix B] for a straightforward derivation. There are multiple ways to construct the local time associated to a regenerative set ( [18, Chapter 12] ). For the series representation of multiple integrals needed later, we use a construction due to Kingman [20] which treats the local time as a functional defined on F. In particular, set
where λ is the Lebesgue measure,
, and the normalization sequence
The exclusive choice of β p as in (1.5) is due to the fact that we shall only deal with local times of shifted β p -stable regenerative sets, obtained as the intersection of p independent stable regenerative sets. We then define 
From now on, we set the local-time processes using the notations above
In view of (2.1) and [20, Theorem 3] (conditioning on V I in (2.1)), for each I ∈ D p , the finite-dimensional distributions of (L I,t ) t≥0 coincide with those of a randomly shifted β p -Mittag-Leffler process, (M βp (t − V I ) + ) t≥0 , where V I is independent of M βp . In particular, (L I,t ) t≥0 admits a version which has a non-decreasing and continuous path a.s. The advantage of the above construction is that now for different I, t, the corresponding local times are constructed on a common probability space as a measurable function evaluated at independent shifted random regenerative sets. To characterize the dependence, we shall develop the formula of joint moments. We will work with a specific choice of the random shifts: most of the time we assume in addition that (V i ) i∈N are i.i.d. with the law
Remark 2.1. The law of the shift (2.4) shows up naturally in our limit theorem later, and in particular it makes the shifted stable regenerative sets translation invariant in distribution. The law (2.4) is actually the normalized restriction to (0, 1) of the invariant measure of a β-stable regenerative set, known to be infinite and proportional to v −β dv on R + (see e.g. [24, Proposition 4.1]). More generally, when V i is governed by the infinite invariant measure, R i + V i can be viewed as the restriction to [0, ∞) of the stationary β-stable regenerative set on R, constructed by Fitzsimmons and Taksar [12] , and V i is the first passage time at zero. The stationarity here is again with respect to an infinite measure. As a consequence, one could derive that i∈I (R i + V i ) ≡ R I + V I is also stationary, with respect to an infinite measure, and that the law of V I has a simple density formula c β,p v −βp dv when restricted to (0, 1) [45, Corollary B.3] .
From now on we fix β ∈ (0, 1), p ∈ N, such that (1.5) holds. Introduce for q ≥ 2, a symmetric function h (β) q on the off-diagonal subset of (0, 1) q with q variates determined by
Here and below, for any q ∈ N, a q-variate function f is said to be symmetric, if f (x 1 , . . . , x q ) = f (x σ(1) , . . . , x σ(q) ) for any permutation σ of {1, . . . , q}. For a symmetric function on the off-diagonal set, we do not specify the values on the diagonal set {(x 1 , . . . , x q ) ∈ (0, 1) q : x i = x j for some i = j}, which has zero Lebesgue measure and hence does not have any impact in our derivation. Introduce also h Theorem 2.2. Let (R i ) i∈N be i.i.d. β-stable regenerative sets and (V i ) i∈N be i.i.d. with law (2.4), the two sequences being independent. Given a collection of
Above and below, we write x = (x 1 , . . . , x r ), dx = dx 1 . . . dx r , 0 = (0, . . . , 0), 1 = (1, . . . , 1), and x < y is understood in the coordinate-wise sense. Also, write
understood as the vector in R
|I(i)| is a symmetric function, the order of coordinates of x I(i) is irrelevant here.)
Write V I = (V i ) i∈I and R I = (R i ) i∈I . In view of (2.3), from now on we write explicitly L I,t ≡ L I,t (R I , V I ). We have, by Fubini's theorem,
We shall establish a formula for
where the expectation is with respect to all the randomness coming from R I ℓ , ℓ = 1, . . . , r. At the core of our argument is the following proposition. Let g q , q ∈ N be symmetric functions on the off-diagonal set such that
and g (β) 0 := 1. We write max(v I ) = max i∈I v i , and similarly for min(v I ).
Proposition 2.3. Under the assumption of Theorem 2.2,
The proof of the proposition is postponed to Section 2.2 below.
Proof of Theorem 2.2. We shall compute (2.9)
(1 − β)
We express the constraint max(
Then by Proposition 2.3, the expression in (2.9) becomes (2.10)
A careful examination shows that
Then, (2.10) becomes
by integrating with respect to each v i separately. Then the desired result follows.
In particular, we have the following.
Proof. The second equality follows from (2.6) with I 1 = · · · = I r = I and the following identity:
which can be obtained by changes of variables and beta-gamma algebra. The first equality can be either derived from (2.6) through an expansion, or from the fact that each underlying shifted β-stable regenerative set R i + V i is stationary when restricted to the interval [0, 1] (Remark 2.1).
Remark 2.2. Following the end of Remark 2.1, when restricted to (0, 1),
where V I is a sub-random variable with density function c β,
. Therefore, all the properties of (L I,t ) t∈[0,1] , for a single fixed I, can be derived from the cor-
1−βp and V I is independent from M βp . For example, the r-th moments of the latter have been known [31, bottom of page 77], and they entail (2.11) as an alternative proof.
2.2.
Random covering scheme. To establish Proposition 2.3, we shall use a construction of local times motivated from the so-called random covering scheme, by first constructing a stable regenerative set as the set left uncovered by a family of random open intervals based on a Poisson point process (e.g. [5, 11] and [4, Chapter 7] ).
We shall work with a specific construction of (R i ) i∈N as follows. Let N = ℓ∈N δ (a ℓ ,y ℓ ,z ℓ ) be a Poisson point process on [0, K) × R + × R + with intensity measure dadyz −2 dz, where δ denotes the Dirac measure. Define
where
..,K constructed above are i.i.d. β-stable regenerative sets starting at the origin [11, Example 1] . In this section we shall work with deterministic shifts
With the functional L t in (2.2), consider
where (R i ) i∈N are as above. We emphasize that the notation in (2.13) is strictly restricted to this section, and in particular is different from our notation of L I,t in the other sections, where v i will be replaced by random V i . Next, we consider the following approximations of (
Below we begin with calculating certain asymptotic moments involving (2.14).
Lemma 2.5.
We start with a preparation. Define g
We set also g
0,ǫ := 1.
Proof of Lemma 2.5. We first claim that if
we have, for ǫ ∈ (0, 1),
q,ǫ (x 1 , . . . , x q ).
For the proof, assume without loss of generality that
Observe that the event of interest occurs exactly when the Poisson point process N has no points in the following regions
Therefore,
By elementary calculations,
Putting these together yields the desired result. Now let us turn our attention to proving (2.15). We have, by (2.14),
By (2.17) and the fact
Summing up, in view of (2.18), we claim that
is as in (2.7). Indeed it is elementary to verify from (2.16) that as ǫ ↓ 0, we have f ǫ (y) ↑ y β−1 for any y > 0, and hence g
a.e.. So (2.19) follows from the monotone convergence theorem.
Next in order to establish Proposition 2.3, we need to identify an a.s. limit of lim Q∋s ℓ ↓max(vI ℓ ) lim ǫ↓0 r ℓ=1 ∆ (ǫ) s ℓ ,t ℓ (I ℓ ), together with an interchangeability between the limits and an expectation. To this aim we shall provide the following two lemmas. In the first lemma below, if p = 1, this is the same result as that in [5] . For general I the proof follows the same strategy. Lemma 2.6. For every I ∈ D p (K) and s, t satisfying max(v I ) < s < t ≤ 1,
and define
Then for 0 < η < ǫ < s − max(v I ), by Fubini's theorem and the independence property of the Poisson point process, we have
By a calculation similar to that in the proof of Lemma 2.5 (see also [5, page 10]), we have, for w > ǫ,
Plugging this back into (2.21), we obtain (2.20).
This lemma says that (∆ (ǫ) s,t (I)) ǫ∈(0,s−max(vI )) is a martingale as ǫ ↓ 0 with respect to the filtration (σ(N ǫ )) ǫ>0 . Since the convergence of the moments of ∆ Then there exists a probability-one set, on which the convergence in (2.22) holds for all s ∈ Q ∩ (0, t). Since ∆ * s,t (I) is non-increasing in s ∈ Q ∩ (0, t), one can a.s.
Lemma 2.7. For any 0 < t ≤ 1, v ∈ (0, 1) K , and any I ∈ D p (K), we have L I,t = L * I,t almost surely. Proof. First we write
where V I := inf R I and R I := ( R I − V I ) ∩ [0, ∞). (Note that even with all v i fixed, V I is still a non-degenerate random variable with probability one, unless v i = v for all i ∈ I.) In view of [45, Lemma 3.1], R I is a β p -stable regenerative set and t be the augmented filtration generated by (D 
. Now, examining the construction starting from (2.14), we see that the relation above leads to (2.24) . This completes the proof.
By combining all the lemmas above, it is now straightforward to complete the proof of Proposition 2.3.
Proof of Proposition 2.3. In view of Lemmas 2.5 and 2.7, it suffices to show that lim
It then remains to show that lim
for which we have established the pointwise convergence in (2.23). To enhance to the convergence in expectation via uniform integrability, we need a uniform upper bound for E(
2 ) in terms of s. This follows from a reexamination of (2.19). The proof is then completed.
3. Stable-regenerative multi-stable processes 3.1. Series representations for multiple integrals. We review the the multilinear series representation of off-diagonal multiple integrals with respect to an infinitely divisible random measure without a Gaussian component. Our main reference is Szulga [47] and Samorodnitsky [43, Chapter 3] .
Let (E, E, µ) be a measure space where µ is σ-finite and atomless. First we recall the infinitely divisible random measure without Gaussian component. Let M (·) be such a random measure with a control measure µ. Then, its law is determined by
where ρ is a symmetric Lévy measure satisfying R (1∧y 2 )ρ(dy) ∈ (0, ∞) [43, Section 3.2]. We shall later on need a generalized inverse of the tail Lévy measure defined as
A special case of our interest is the symmetric α-stable (SαS) random measure on (E, E), denoted by S α (α ∈ (0, 2)), determined by Ee iuSα(A) = exp(−|u| α µ(A)) for all A ∈ E, µ(A) < ∞. In this case, the Lévy measure is
, and ρ ← (y) = C 1/α α y −1/α , y > 0. Throughout we shall work with the following assumption for ρ:
where RV ∞ (−α) denotes the class of functions regularly varying with index −α at infinity ( [8] ). Now we introduce the series representations for multiple integrals with respect to M . When working with series representations, we shall always treat integrands supported within a finite-measure subspace of E p . In particular, fix an index set T and suppose (f t ) t∈T is a family of product measurable symmetric functions from E p to R, such that ∪ t∈T supp(f t ) ⊂ B p for some B ∈ E with µ(B) ∈ (0, ∞), where supp(f t ) := {x ∈ E p : f t (x) = 0}. Now let (ε i
, see also [41] ). Without loss of generality we shall make the identification M = M 0 . Then the (off-diagonal) multiple integral of f t with respect to M can be defined as
as long as the multilinear series in (3.3) converges a.s. It is known that the convergence holds if and only if
and in this case the convergence also holds unconditionally, namely, regardless of any deterministic permutation of its entries ( [23] and [44, Remark 1.5] ). On the other hand, a non-symmetric integrand, say g, can always be symmetrized without affecting the resulting multiple stochastic integral, by considering (p!)
, summing over all permutations of {1, . . . , p}. The following lemma provides a condition to verify the convergence under (3.2).
Lemma 3.1. Let (ε i ) i∈N and (Γ i ) i∈N be as above and let f : E p → R be a measurable symmetric function. For every p ∈ N, c > 0,
converges almost surely and unconditionally, if Ef (U I ) 2 < ∞.
Proof. It suffices to prove for c = 1, and in this case the convergence criterion (3.4) becomes
for M ∈ N, to be chosen later. Then the series in (3.5) is equal to
Note that D ≤p (M ) is finite. Hence to prove the almost-sure convergence of the non-negative series, it suffices to show that for each I 1 ∈ D ≤p (M ), the term in the bracket of (3.8) is finite almost surely. This follows if we can show that
From assumption (3.2), it follows that ρ ← (x) ∈ RV 0 (−1/α), where the latter denotes the class of functions regularly varying at zero, and ρ ← (x) = O(x −1/α0 ) as x → ∞. By Potter's bound and the fact that ρ ← is monotone, it then follows that there exists C > 0 and ǫ > 0 such that
The following estimate can be obtained via Hölder's inequality as in [44, Eq.(3.2)]: given δ > 0, there exists a constant C > 0, such that
It then follows that for all δ 1 , δ 2 > 0,
Therefore, taking M > 2p max{1/α 0 , (1/α + ǫ)} and α * := ((1/α) + ǫ) ∧ 1/α 0 > 1/2 we have,
3.2. Stable-regenerative multi-stable process. Recall our assumption on p, β and β p in (1.5), and the local-time functional L t in (2.2). We introduce the stableregenerative multi-stable process of multiplicity p, denoted throughout by Z α,β,p ≡ (Z α,β,p (t)) t≥0 , α ∈ (0, 2), via the multiple integrals: (3.10)
where S α,β (·) is a SαS random measure on F × [0, ∞) with control measure P β × (1 − β)v −β dv. Note that when p = 1, the process Z α,β,p is represented as a stable integral, and in particular, is the same process known as the β-Mittag-Leffler fractional SαS motion introduced in [32] . The well-definedness of the multiple integral above when t ∈ [0, 1] directly follows from Lemma 3.1 and Theorem 2.2, and can be similarly verified for t > 1 by a proper scaling. More specifically, if t ∈ [0, 1], using the fact that L t vanishes when any v i > 1 in (3.10), the process Z α,β,p (t) can be represented in the form of (3.10), with F × [0, ∞) replaced by F × [0, 1], and the control measure replaced by a probability measure
Then, as in (3.3), one can obtain the series representation (3.11)
I∈Dp i∈I
, where f.d.d. stands for finite-dimensional distributions, C α is as in (3.1), (ε i ) i∈N , (Γ i ) i∈N are as in Section 3.1, (R i ) i∈N are i.i.d. β-stable regenerative sets, (V i ) i∈N are i.i.d. random variables with law (2.4), and the four sequences are independent from each other.
As a direct consequence of the functional limit theorem proved in Theorem 4.1 below and Lamperti's theorem [25] , the process Z α,β,p turns out to be self-similar with Hurst index
and have stationary increments. In view of self-similarity, we shall only work with (Z α,β,p (t)) t∈[0,1] from onward. We conclude this section with a result on the path regularity of Z α,β,p .
Proposition 3.2. The process Z α,β,p admits a continuous version whose path is locally δ-Hölder continuous a.s. for any δ ∈ (0, β p ).
Proof. We restrict t ∈ [0, 1] without loss of generality and work with the series representation (3.11). In view of independence, assume for convenience that the underlying probability space is the product space of (Ω i , F i , P i ), i = 1, 2, where (ǫ i ) i∈N depends only on ω 1 ∈ Ω 1 and (Γ i , R i , V i ) i∈N depends only on ω 2 ∈ Ω 2 . The probability measures P 1 and P 2 are such that those random variables have the desired law, and P is the product measure of P 1 and P 2 on the product space. We shall work with the series representation in (3.11), where without loss of generality we replace
= with =. Then as before, write L I,t = L t ( i∈I (R i + V i )). Since L I,t (ω 1 , ω 2 ) is a constant function of ω 1 with ω 2 , I, t fixed, we write L I,t (ω 1 , ω 2 ) = L I,t (ω 2 ) for the sake of simplicity. We also write E i the expectation with respect to P i , i = 1, 2. In addition, we shall identify L I,t with its continuous version, which exists in view of Corollary 2.4 and Kolmogorov's criterion.
Using a generalized Khinchine inequality for multilinear forms in Rademacher random variables ( [21] , see also [44, Theorem 1.3 (ii)]), for any r > 1 and some constant C > 0, we have for 0 ≤ s < t ≤ 1 that, writing ω = (ω 1 , ω 2 ),
The two-parameter process (Y s,t ) 0≤s<t≤1 is finite P 2 -almost surely. Since L I,t is a shifted β p -Mittag-Leffer process, in view of [32, Lemma 3.4] , the random variable
is P 2 -a.s. finite, and has finite moments of all orders, where D = {(s, t) : 0 ≤ s < t ≤ 1, t − s < 1/2}. Hence for all (s, t) ∈ D, we have
, which is finite almost surely: this is a special case of (3.5), addressed in the proof of Lemma 3.1. Take r large enough so that rβ p > 1. Then by Kolmogorov's criterion, for any δ ∈ (0, β p ) and P 2 -a.e. ω 2 ∈ Ω 2 , Z α,β,p (t)(·, ω 2 ) admits a version Z * α,β,p (t)(·, ω 2 ) under P 1 whose path is locally δ-Hölder continuous P 1 -a.s. By Fubini, Z * α,β,p (t)(ω) is also a version of Z α,β,p (t)(ω) under P 1 × P 2 which has a locally δ-Hölder continuous path P 1 × P 2 -a.s.
A functional non-central limit theorem
4.1. Infinite ergodic theory and Krickeberg's setup. We shall introduce some concepts in the infinite ergodic theory necessary for the formulation of our results. Our main reference is Aaronson [2] . Let (E, E, µ) be a measure space where µ is a σ-finite measure satisfying µ(E) = ∞. Suppose that T : E → E is a measurepreserving transform, namely, T is measurable and µ(T −1 B) = µ(B) for all B ∈ E. Let T denote the dual (a.k.a. Perron-Frobenius, or transfer) operator of T , defined by
where µ g (B) = B gdµ, B ∈ E. It is also characterized by the relation
We always assume that T is ergodic, namely, T −1 B = B mod µ implies either µ(B) = 0 or µ(B c ) = 0, and that T is conservative, namely, for any B ∈ E with µ(B) > 0, we have
It is known that T is ergodic and conservative, if and only if for any B ∈ E with µ(B) > 0, we have
a.e. and µ(g) > 0.
We shall, however, need a more quantitative description of the ergodic property of T , which provides information about the rate of divergence in (4.2). The following assumption is formulated in the spirits of Krickeberg [22] and Kesseböhmer and Slassi [19] . We shall use the following convention throughout: any function defined on a subspace (e.g. A) will be extended to the full space (e.g. E) by assuming zero value outside the subspace, whenever necessary.
Assumption 4.1. There exists A ∈ E with µ(A) ∈ (0, ∞) and A is a Polish space with E A := E ∩ A being its Borel σ-field. In addition, there exists a positive rate
for all bounded and µ-a.e. continuous g on A.
Remark 4.1. The relation (4.4) was first explicitly formulated in [19] and termed as the uniform return condition. Due to the existence of weakly wandering sets ( [14] ), the relation (4.4) can fail even for a bounded integrable function g supported within A. To be able to treat a large family of integrands f in Theorem 4.1 below, we adopt an idea of [22] : we impose a topological structure on the subspace A, and retrain our attention to bounded and a.e. continuous functions supported within A. It is worth noting the resemblance of this approach to the theory of weak convergence of measures.
Remark 4.2. Assumption 4.1 has an alternative characterization in Proposition 4.2 below. Typically, the whole space E is Polish as well. Nevertheless, we stress that when a topological concept such as continuity, interior or boundary is mentioned, we solely refer to the Polish topology on the subspace A (or A p in the context of product space).
Additionally, for A in Assumption 4.1, and x ∈ E, we define the first entrance time
and the wandering rate sequence
which measures the amount of E which visits A up to time n. Kesseböhmer and Slassi [19, Proposition 3.1] proved that under Assumption 4.1,
as n → ∞. In particular, w n ∈ RV ∞ (1 − β) (note that their β corresponds to our 1 − β, and their w n corresponds to our w n+1 ).
4.2.
A non-central limit theorem. Let (E, E, µ) be σ-finite infinite measure space and T a measure-preserving ergodic and conservative transform. We recall our model, a stationary sequence (X k ) n∈N in (1.3) , where M is the infinitely divisible random measure on (E, E) with symmetric Lévy measure ρ and control measure µ as in Section 3.1.
We are now ready to state the main result of the paper. Below µ ⊗p denotes the p-product measure of µ on the product σ-field E p . Then the stationary process
) with respect to the uniform metric as n → ∞, where
and w n is the wandering rate associated to A in (4.6) and C α as in (3.1).
The proof of Theorem 4.1 is carried out in Section 5.
Remark 4.3. Compared to the result for p = 1 established in [32] , we assume the same assumption on ρ, but strictly stronger assumptions on the dynamical system and f . Indeed, weaker notions Darling-Kac set and uniform set were adopted in [32] instead of (4.4). For example, a set A is a Darling-Kac set if for some positive sequence (a n ) n∈N tending to ∞,
which is a Cesáro average version of (4.4). Also if p = 1, topologizing A as a Polish space is unnecessary since one can apply the powerful Hopf's ratio ergodic theorem in order to treat a general f (see the proof of Theorem 6.1 of [32] ). The reason that we enforce a stronger assumption here is that for multiple integrals with p ≥ 2, it is no longer clear how to write the statistic of interest in terms of a partial sum to which we can apply (4.9) (compare e.g. (5.13) below with [32, Eq. (6.10)]). See [19] for more discussions on the difference between uniform sets and uniformly returning sets. 
Define the transformation T = T q : E → E by
The transform T q has an indifferent fixed point at x = 0, namely, T q (0) = 0 and T ′ q (0+) = 1, and the measure µ q is infinite on any neighborhood of x = 0. Furthermore, T q can be verified to be µ q -preserving, conservative and ergodic.
If we choose A = [ǫ, 1], ǫ ∈ (0, 1), then according to Thaler [48] , any Riemann integrable function on A satisfies (4.4) and (4.3) with β = 1/q. In Theorem 4.1, we can take the p-variate function f to be any Riemman integrable function with support in A p . In fact, the example above belongs to the so-called AFN-systems, a well-known class of interval maps possessing indifferent fixed points and an infinite invariant measure. See Zweimüller [49, 50] 
The proof of the proposition can be found in Section 5.1 below.
Example 4.2. Let S be a countably infinite state space. Consider an aperiodic irreducible and null-recurrent Markov chain (Y k ) k≥0 on S, which has n-step transition probabilities (p (n) (i, j)) i,j∈S and an invariant measure π on S which satisfies π i > 0 for any i ∈ S. Fix a state o ∈ S and assume without loss of generality a normalization condition:
Consider the path space E = {x = (x(0), x(1), x(2), . . .) : x(k) ∈ S} and let E be the cylindrical σ-field. Then one can define a σ-finite infinite measure µ on (E, E) as
where P i (·) denotes the law (Y k ) k≥0 starting at state i ∈ S at time k = 0. Consider the measure preserving map of the left-shift
Due to the assumptions on the chain, the map T is ergodic and conservative [15] , and each P i can be verified to be atomless and thus so is µ. Now let A = {x = (x(0), x(1), . . .) ∈ E : x(0) = o}. Consider the discrete topology on S induced by the metric d(i, j) = 1 {i =j} , i, j ∈ S. Then the product space A is known to be Polish with Borel σ-field E A := E ∩ A, and a topological basis of A is formed by
See e.g. [29] , Section 1A. Note that every set in C is both open and closed, so the boundary of each is empty. Therefore conditions (a)-(c) in Proposition 4.2 hold.
By [2, the last line of page 156], if B = {x ∈ A : x(1) = s 1 , . . . , x(m) = s m } ∈ C, we have for x = (o, x(1), x(2), . . .) ∈ A and n > m that
We claim that if we assume
as n → ∞. Indeed, this is the case if for any m ∈ N and s ∈ S, we have
Condition (4.12) is essentially the strong ratio limit property in [30] , and as shown there, it is equivalent to
The last line follows from (4.11) and [8, Theorem 1.9.8].
In view of the topological basis C, any function f on A p which depends only on a finite number of coordinates of (x 1 , . . . , x p ) ∈ A p can verified to be continuous. On the other hand, a bounded continuous function on A p depending on infinitely many coordinates can be constructed, for example, as f (x 1 , . . . ,
Proof of the non-central limit theorem
We start by a series representation of the joint distribution of (X k ) k=1,...,n . For each n ∈ N, let (U (n) i ) i∈N be i.i.d. taking values in E following the law
where ϕ is the first entrance time to A as in (4.5). Let
be the product transform. For each fixed n ∈ N, we apply the series representation (3.3) with B = {ϕ ≤ n}, and obtain
where w n = µ(ϕ ≤ n) is the wandering rate sequence as in (4.6), and (ε i ) i∈N , (Γ i ) i∈N are as in Section 3.1 and are independent from (U 
Proof. Suppose the Polish topology of A is induced by a metric d and let N (x, δ) = {y ∈ A : d(x, y) < δ}, δ > 0. For any x = (x 1 , . . . , x p ) ∈ A p and δ > 0, define the product neighborhood (corresponding to the uniform metric on
p be the set of continuity points of f , and fix ǫ > 0. For every x ∈ C, when δ > 0 is small enough and avoids a countable set of values, the set N p (x, δ) can be made elementary (i.e., each N (x i , δ) is µ-continuous, i = 1, . . . , p) and
Next, note that the separable metric space A p is second-countable and thus Lindelöf (every open cover has a countable subcover). Hence there exist δ n > 0 and x n ∈ C, such that ∪ ∞ n=1 N p (x n , δ n ) ⊃ C, where each N p (x n , δ n ) is elementary and ω(x n , δ n ) < ǫ. For each m ∈ N, set C m := ∪ m n=1 N p (x n , δ n ). This is an elementary set, and one can further choose m large enough so that
and define g 2 with inf's replaced by sup's above. Then g 1 and g 2 are elementary functions satisfying g 1 ≤ f ≤ g 2 , and
Proof of Proposition 4.2. The "only if" part is immediate if one takes C to consist of all µ-continuity sets in E A . We only need to show the "if" part. Let D be the smallest class of subsets of A containing C, which is also closed under (i) finite unions of disjoint sets and (ii) proper set differences. Then we apply a variant of Dynkin's π-λ theorem, where the σ-field is replaced by a field, and in the definition of a λ-system, the "countable disjoint union" is replaced by "finite disjoint union". This variant can be established using similar arguments as those in [37, Section 2.2.2] . Applying this we conclude that D is the smallest field containing C. On the other hand, the class of µ-continuity subsets of A also forms a field, and so does E A . Hence any set in D is µ-continuous and D ⊂ E A . Next, one can verify directly that the set operations (i) and (ii) mentioned above preserve (4.10), and hence the relation (4.10) holds for B ∈ D.
Now note that µ restricted to Polish A is tight (see e.g. [6, Theorem 1.3] ). Hence for any µ-continuity set B ∈ E A and any ǫ > 0, there exists a compact K ⊂B, such that µ(B \ K) = µ(B \ K) < ǫ/2. Due to the compactness and condition (b) of Proposition 4.2, there exists D 1 ∈ D which is a finite union of sets in C, so that K ⊂ D 1 ⊂B. This together with a similar argument with B replaced by A \ B entails the existence of
we see that (4.4) holds for g = 1 B . To obtain (4.4) in full generality, first observe that by linearity of T , the relation extends to g which is a finite linear combination of indicators of µ-continuity sets in E A . Then it extends to general bounded µ-a.e. continuous g by an approximation similar to (5.2) via Lemma 5.1 with p = 1.
Proof of convergence of finite-dimensional distributions.
We proceed by first writing
(Recall the definition of D p (m) in (2.12).) To show the convergence of finitedimensional distributions, we shall show
I∈Dp(m) i∈I
for all m ∈ N (compare it with (3.11)) and
We prove the two claims separately.
Proof of (5.4). Introduce
and write
By the assumption ρ((x, ∞)) ∈ RV ∞ (−α) we have that
Therefore, (5.4) follows from the following result.
Theorem 5.2. With the notation above,
. 
where h (β) q is as in (2.5) and K = max( r ℓ=1 I ℓ ). Proof. We may assume that t ℓ > 0 for all ℓ = 1, . . . , r, otherwise (5.8) trivially holds with both-hand sides being zeros. We then proceed as follows:
We claim that it is enough to prove (5.8) for function f of the form
where each f j is an indicator of a µ-continuity set A j ∈ E A satisfying the uniform return relation (4.4) and (4.3). Indeed, since f can always be written as a difference of two non-negative bounded µ ⊗p -a.e. continuous functions (e.g.,
, so by an expansion of the product in (5.9), one may assume that f ≥ 0. Next, in view of Lemma 5.1, Assumption 4.1 and an approximation argument exploiting monotonicity, it suffices to consider f which is elementary in the sense of Definition 5.1. By a further expansion of the product in (5.9), it suffices to focus on f with simple form (5.10).
From (5.10), we can rewrite using I ℓ = (I ℓ (1), . . . , I ℓ (p)) with
where, for every ℓ ∈ I(i) = {ℓ ′ ∈ {1, . . . , r}, i ∈ I ℓ ′ }, K(i, ℓ) ∈ {1, . . . , p} is defined by the relation I ℓ K(i, ℓ) = i. Here and below, we follow the convention
Expressing the r-tuple sum over k above by an integral, we claim that
Indeed, in (5.12), we have used µ n (·) = µ(· ∩ {ϕ ≤ n})/w n , the relation (4.7), and the fact that the functions f j • T k , 1 ≤ k ≤ n, are supported within {ϕ ≤ n} and
we also drop the '+1' in the power of T , since T is measure-preserving with respect to µ.
To complete the proof, it remains to establish (5.13) lim
Indeed, the desired convergence of moments (5.8) now follows from (5.11), (5.12), (5.13) and that
In order to show (5.13), we apply the dominated convergence theorem. To simplify the notation, we consider q ∈ {1, . . . , p} and f 1 , . . . , f q as in (5.10), and introduce H n,q (x) := w
A careful examination shows that (5.13) follows from the following two results: (5.14)
and, for some η ∈ (0, β),
(Recall h (β) q in (2.5).) Note that we only need to consider the limit for x ∈ (0, 1) = := {y ∈ (0, 1) :
where L I,t is defined similarly as L I,t , with the underlying β-stable regenerative sets replaced by (β − η)-stable regenerative sets (see (2.6)). Setting η > 0 small enough so that p(β − η) − p + 1 ∈ (0, 1), the finiteness of the integration now follows from (2.11). We now prove (5.14) and (5.15). Assume q ≥ 2 below. The case q = 1 is similar and simpler and hence omitted. To show (5.14), it suffices to focus on the tetrahedron (0, 1) ↑ := {x ∈ (0, 1)
Then, by the measure-preserving property,
which, by duality (4.1), equals
Due to the uniform convergence of a regularly varying sequence of positive index [38, Proposition 2.4], we have lim n→∞ w ⌊nx2⌋−⌊nx1⌋ /w n = (x 2 − x 1 ) 1−β . In addition, using the uniform convergence in (4.4) and the relation (4.7), as n → ∞, Repeating the arguments above yields (5.14). We now prove (5.15). The situation is more delicate, and we shall introduce D n,q := {x ∈ (0, 1) ↑ : ⌊nx i ⌋ = ⌊nx j ⌋ for all i = j} .
First assume that x ∈ D n,q , which implies ⌊nx 1 ⌋ < ⌊nx 2 ⌋. By the Potter's bound [8 Applying the bounds of the form (5.17) and (5.18) iteratively, we eventually get (5.15) for x ∈ D n,q . Now we assume that x ∈ (0, 1) ↑ \ D n,q . Again in (5.16), we shall bound each |f j | by 1 A up to a constant almost everywhere. Assume first that only two of ⌊nx i ⌋s are the same, and without loss of generality we consider ⌊nx 2 ⌋ = ⌊nx 1 ⌋ and ⌊nx j ⌋ = ⌊nx j−1 ⌋ for j = 3, . . . , q. Then Note that w n n β−1−η ∈ RV ∞ (−η) and thus converges to zero as n → ∞. So the above is imp what we need in (5.15). The case where x ∈ (0, 1) ↑ \ D n,q with ⌊nx i ⌋ = ⌊nx i+1 ⌋ more than one value of i = 1, . . . , q − 1 can be treated similarly. The proof is thus completed.
Proof of Theorem 5.2. We have computed the joint moments of (L I ℓ ,t ℓ ) ℓ=1,...,r in Theorem 2.2. On the other hand, we have established the convergence of the joint moments of (L n,I ℓ ,t ℓ ) ℓ=1,...,r in Proposition 5.3. It remains to show that the law of (L I ℓ ,t ℓ ) ℓ=1,...,r is uniquely determined by the joint moments, for every choice of , for all y > A ǫ w n , n ∈ N.
(The constants C here and below depend on ǫ.) Now, note that for the second assumption on α 0 in (3.2), one could take α 0 arbitrarily close to and smaller than 2. Set also ǫ small so that 1/α 0 − (1/α) + ǫ < 0, so that the upper bound above becomes G n (y) ≤ Cy −1/α0 for all y > A ǫ w n . We have thus proved (5.20). Fix a large M which will be specified later. In view of (5.3) and (5.7), we express For the above to hold we shall actually need M to be large enough, which will be determined at the end. Introduce
We start by using the orthogonality E[( i∈I ε i )( i∈I ′ ε i )] = 1 {I=I ′ } , I, I ′ ∈ D k to obtain Proof. Fix m ∈ N large enough specified later. Assume without loss of generality that f ≥ 0, since a general f can be written as a difference of two non-negative bounded µ ⊗p -a.e. continuous functions on A p . Recall the decomposition S n (t) = S n,m (t) + R n,m (t) as in (5.3). It suffices to check the tightness of (S n,m ) n∈N and (R n,m ) n∈N respectively. We start with (S n,m ) n∈N . Let L n,I,t be as in (5.6) . Recall that we write S n,m (t) = p! I∈Dp(m) i∈I
By Theorem 5.2, the limit of each L n,I,t in finite-dimensional distribution is, up to a constant, the local time L t (∩ i∈I (R i + V i )) of the shifted β p -stable regenerative set ∩ i∈I (R i + V i ), for which we shall work with its continuous version. Then for each fixed I ∈ D p (m), the laws of the a.s. non-decreasing processes (L n,I,t ) t∈[0,1] , n ∈ N are tight [7, Theorem 3] . Furthermore, we have seen that i∈I G n (Γ i ) → i∈I Γ −1/α i as n → ∞, and hence G n,I := i∈I ε i G n (Γ i ), n ∈ N
