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A no-go on strictly stationary spacetimes in four/higher dimensions
Tetsuya Shiromizu, Seiju Ohashi and Ryotaku Suzuki
Department of Physics, Kyoto University, Kyoto 606-8502, Japan
We show that strictly stationary spacetimes cannot have non-trivial configurations of form
fields/complex scalar fields and then the spacetime should be exactly Minkowski or anti-deSitter
spacetimes depending on the presence of negative cosmological constant. That is, self-gravitating
complex scalar fields and form fields cannot exist.
I. INTRODUCTION
Whether the self-gravitating and stationary/static configuration exists or not is fundamental issue in general rel-
ativity. The famous and elegant Lichnerowicz theorem tells us that the vacuum and strictly stationary spacetimes
should be static [1]. The phrase “strict stationarity” means that the existence of the timelike Killing vector field in the
whole region of the spacetime is assumed (no black holes!). Since the total mass of the spacetime is zero, the positive
mass theorem shows us that the spacetime should be the Minkowski spacetime [2, 3]. The similar discussion has been
extended into asymptotically anti-deSitter spacetimes [4]. But, we know that there is the static non-trivial solution
for the Einstein-Yang-Mills systems [5] (See Ref. [6] and references therein). Holographic arguments of condensed
matters is deeply related to the existence of non-trivial self-gravitating configurations in asymptotically anti-deSitter
spacetimes (See Ref. [7] for a review).
Recently, there are interesting new issues on self-gravitating objects and final fate of gravitational collapse in
asymptotically anti-deSitter spacetimes [8–10](See also Ref. [11, 12]). Therein non-stationary numerical solutions
with 1-Killing vector field was found in the Einstein-complex scalar system [10](This is a kind of boson stars. For
boson stars, see Ref. [13] and reference therein). A kind of no-go theorem or Lichnerowicz-type theorem is also
important. This is because they provide us some definite informations about the above issue in an implicit way.
In this paper we present a no-go theorem for non-trivial self-gravitating configurations composed of p-form
fields/complex scalar fields in strictly stationary spacetimes. We will consider asymptotically flat or anti-deSitter
spacetimes. This no-go does not contradict with the results of recent works [8–10] because the spacetimes there are
not strictly stationary or there are some coupling between gauge fields and scalar fields and so on. See Ref. [14] for
related issues about static configurations.
The organisation of this paper is as follows. In Sec. II, we discuss the strictly stationary spacetimes in four
dimensions, and show that the Maxwell field and complex scalar field cannot have non-trivial configuration. In Sec.
III, we generalised this into higher dimensions with p-form fields and complex scalar fields. In Appendix A, we present
a technical detail. In Appendix B, we discuss an alternative argument for asymptotically anti-deSitter spacetimes.
II. FOUR DIMENSIONS
Bearing the recent work [10] in mind, we consider the following system
L = R− 1
2
F 2 − 2|∂π|2 − 2Λ, (1)
F and π are the field strength of the Maxwell field and a complex scalar field, respectively. There is no source term
for the Maxwell field and no potential of π. The Einstein equations are
Rab = F
c
a Fbc −
1
4
gabF
2 + ∂aπ∂bπ
∗ + ∂aπ
∗∂bπ + Λgab. (2)
Let us focus on the strictly stationary spacetimes, that is, we assume that there is a timelike Killing vector field
ka everywhere. In addition, we assume that the Maxwell field and complex scalar field are also stationary, £kF =
0, ka∂aπ = 0. Then we see £kTab = 0 which is consistent with the spacetime stationarity.
The twist vector ωa is defined by
ωa =
1
2
ǫ bcda kb∇ckd. (3)
Then, from the definition of ωa, one can show
∇a(ωaV −4) = 0, (4)
2where V 2 = −kaka. We introduce the electric and magnetic components of the Maxwell field as
Ea = k
bFba (5)
and
Ba = −1
2
ǫabcdF
bckd, (6)
respectively. Using Ea and Ba, the field strength of the Maxwell field is written as
V 2Fab = −2k[aEb] + ǫabcdkcBd. (7)
The source-free Maxwell equation becomes
∇[aEb] = 0, (8)
∇[aBb] = 0, (9)
∇a(EaV −2)− 2ωaBaV −4 = 0 (10)
and
∇a(BaV −2) + 2ωaEaV −4 = 0. (11)
From the first two equations, we see that Ea and Ba have the potentials as
Ea = ∇aΦ, Ba = ∇aΨ. (12)
Using the Einstein equations, we can show that
∇[aωb] = B[aEb] (13)
holds. The right-hand side is the Poynting flux. To show the above, we used the assumption of the stationarity of
the complex scalar field. Using the fact that the electric and magnetic fields are written in terms of the potential for
each, we can rewrite the above in several different ways, for examples, we have the following typical two equations
∇[a(ωb] −ΨEb]) = 0 (14)
and
∇[a(ωb] +ΦBb]) = 0. (15)
Therefore, the existence of scalar functions are guaranteed as
ωa −ΨEa = ∇aUE (16)
and
ωa +ΦBa = ∇aUB. (17)
Then, using the Maxwell equation, Eqs. (4), (16) and (17) give us
∇a
(
UE
ωa
V 4
− Ψ
2V 2
Ba
)
=
ωaω
a
V 4
− BaB
a
2V 2
. (18)
and
∇a
(
UB
ωa
V 4
− Φ
2V 2
Ea
)
=
ωaω
a
V 4
− EaE
a
2V 2
. (19)
They correspond to Eq. (6.35) in page 156 of Ref. [15] which has an error of the sign(For example, see Ref. [16]).
3On the other hand, the Einstein equations give us
2
V 2
Rabk
akb = ∇a
(∇aV 2
V 2
)
+ 4
ωaω
a
V 4
= −2Λ + EaE
a +BaB
a
V 2
. (20)
Note that this corresponds to the Raychaudhuri equation for non-geodesics.
It is easy to see that Eqs. (18), (19) and (20) implies
∇a
(∇aV 2
V 2
+W a
)
= −2Λ, (21)
where
W a = 2(UE + UB)
ωa
V 4
− ΨB
a +ΦEa
V 2
. (22)
Let us first consider the cases with Λ = 0. Then we see
∇a
(∇aV 2
V 2
+W a
)
= 0, (23)
The space volume integral of the above implies the surface integral. Since W a does not contribute to the surface
integral, we see that it will be the total mass and then
M = 0 (24)
(See Appendix A). Here note that the positive mass theorem holds because the dominant energy condition is satisfied.
Thus, the corollary of the positive mass theorem tells us that the spacetime should be the Minkowski spacetime [2, 3].
This means that the electro-magnetic fields and complex scalar field vanish.
Next we consider the cases with Λ < 0. Introducing the vector field, ra, satisfying
∇ara = −2Λ, (25)
we find
∇a
(∇aV 2
V 2
− ra +W a
)
= 0. (26)
The volume integral shows us
M = 0 (27)
again. Then the positive mass theorem implies that the spacetime should be the exact anti-deSitter spacetime [17, 18].
In Appendix A, we discuss the existence of ra satisfying Eq. (25). However, one may not want to introduce this ra.
This is possible for a restricted case. In Appendix B, we present an alternative proof for asymptotically anti-deSitter
spacetimes. Price we have to pay is that we cannot include the Maxwell field in the argument.
One may wonder if one can extend this result to the cases with positive cosmological constant, Λ > 0. Although
there are some efforts [19], we do not have the positive mass theorem which holds for general asymptotically deSitter
spacetimes. Thus, we cannot have the same statement with our current result.
Note that almost of all basic equations presented here was derived in Ref. [20]. However, these equations was
applied to the stationary axisymmetric black holes to derive the Smarr formula and so on. On the other hand, we
focused on the strictly stationary spacetimes which are not ristricted to be axisymmetric in general and do not contain
black holes.
III. HIGHER DIMENSIONS
Let us examine the same issue in higher dimensions. The Lagrangian we consider is
L = R− 1
p!
H2(p) − 2|∂π|2 − 2Λ, (28)
where H(p) is the field strength of a (p − 1)-form field potential and π is a complex scalar field. We consider the
strictly stationary spacetimes, p-form fields and complex scalar fields, £kH(p) = 0,£kπ = 0.
4The Einstein equations become
Rab =
1
p!
(
pH c1···cp−1a Hbc1···cp−1 −
p− 1
n− 2gabH
2
(p)
)
+ ∂aπ∂bπ
∗ + ∂aπ
∗∂bπ +
2
n− 2Λgab. (29)
The field equations for source free p-form field are
∇aHa1···ap−1a = 0 (30)
and the Bianchi identity. Let us decompose the p-form field strength into the electric (Ea1···ap−1) and magnetic
parts (Ba1···an−p−1) as
V 2Ha1···ap = −pk[a1Ea2...ap] + ǫa1···apap+1ap+2···ankap+1Bap+2···an . (31)
where we define the each component by
Ea1...ap−1 = Haa1···ap−1k
a (32)
and
Ba1...an−p−1 =
1
p!(n− p− 1)!ǫb1···bpca1···an−p−1k
cHb1···bp1 . (33)
Here we define the twist tensor ωa1···an−3 as
ωa1···an−3 = αǫa1···an−3bcdk
b∇ckd, (34)
where α is a constant. From the definition of the twist, it is easy to check that
∇an−3
(ωa1···an−3
V 4
)
= 0 (35)
holds. From the field equations, we have
∇[a1Ea2···ap] = 0 (36)
and
∇[a1Ba2···an−p] = 0. (37)
Then there are the potentials, that is,
Ea1···ap−1 = ∇[a1Φa2···ap−1] (38)
and
Ba1···ap−1 = ∇[a1Ψa2···an−p−1]. (39)
It is seen from the definition of Ea1···ap−1 and Ba1···ap−1 that k
a1Φa1...ap−2 = 0 and k
a1Ψa1...an−p−2 = 0 hold. The
other field equations give us
Φa1···ap−2∇ap−1
(Ea1...ap−2ap−1
V 2
)
= α−1(−1)nωa1···ap−2b1···bn−p−1Φa1···ap−2
Bb1···bn−p−1
V 4
(40)
and
Ψa1···an−p−2∇a
(Ba1...an−p−2a
V 2
)
= −α−1 (−1)
p
(n− p− 1)!(p− 1)!ω
b1···bp−1a1···an−p−2Ψa1···an−p−2
Eb1···bp−1
V 4
. (41)
Using the Einstein equations, we can show
α−1ǫabcd1···dn−3∇cωd1···dn−3 = 2(n− 3)!(−1)n(kaRbc − kbRac)kc
= −2(−1)
n+p(n− 3)!
(p− 1)! ǫ
abcd1···dn−3Ecd1···dp−2Bdp−1···dn−3. (42)
5Note that we used the fact of the stationarity of the complex scalar field. Then we see that there are the (n−4)-forms
UE and UB satisfying
∇[a1UEa2···an−3] = ωa1···an−3 −
(−1)n2α(n− 3)!
(p− 1)! E[a1···ap−1Ψap···an−3] (43)
and
∇[a1UBa2···an−3] = ωa1···an−3 +
(−1)n+p2α(n− 3)!
(p− 1)! Φ[a1···ap−2Bap−1···an−3], (44)
respectively. Using UE,B and Eq. (35), we can have the following equations
∇a
(
UEa1···an−4
ωa1···an−4a
V 4
− (−1)pα2βΨa1···an−p−2B
a1···an−p−2a
V 2
)
= (−1)n
( ω2
V 4
− α2βB
2
V 2
)
(45)
and
∇a
(
UBa1···an−4
ωa1···an−4a
V 4
− (−1)n+pα2γΦa1···ap−2E
a1···ap−2a
V 2
)
= (−1)n
( ω2
V 4
− α2γE
2
V 2
)
, (46)
where β = 2(n− 3)!(n− p− 1)! and γ = 2(n− 3)!/(p− 1)!. On the other hand, the Einstein equations give us
2
V 2
Rabk
akb = ∇a
(∇aV 2
V 2
)
+
1
α2(n− 3)!
ω2
V 4
=
2(n− p− 1)
(p− 1)!(n− 2)
E2
V 2
+
2(p− 1)(n− p− 1)!
n− 2
B2
V 2
− 4
n− 2Λ. (47)
Then, together with Eqs. (45) and (46), this implies
∇a
(∇aV 2
V 2
+Xa
)
= − 4
n− 2Λ, (48)
where Xa is defined by
Xa =
(−1)n
α2(n− 2)!
(
(p− 1)UEa1···an−4 + (n− p− 1)UBa1···an−4
)ωa1···an−4a
V 4
−(−1)n+p 2(p− 1)(n− p− 1)!
n− 2
Ψa1···an−p−2B
a1···an−p−2a
V 2
− (−1)p 2(n− p− 1)
(p− 1)!(n− 2)
Φa1···ap−2E
a1···ap−2a
V 2
. (49)
In the similar argument with four dimensional case, we can show that the mass vanishes. Then, using the positive
mass theorem in higher dimensions 1, this means that the spacetime is exactly Minkowski/anti-deSitter spacetimes
depending on the presence of the negative cosmological constant. In any cases, the p-form fields and complex scalar
fields vanish. For asymptotically anti-deSitter case, we had to introduce the vector field ra satisfying
∇ara = − 4
n− 2Λ. (50)
The existence of this ra is discussed in Appendix A. As in the four dimensions, the argument which avoids to introduce
ra is given in Appendix B.
IV. SUMMARY AND DISCUSSION
In this paper we showed that strictly stationary spacetimes with p-form and complex scalar fields should be
Minkowski or anti-deSitter spacetime depending on the presence of the negative cosmological constant.
From our result, we have no room where we have the self-gravitating solution composed of complex scalar fields in
strictly stationary spacetimes. Therefore, if one wishes to explore new solution, one has to think of the set-up which
breaks some assumptions imposed here. For example, we can find a new configuration which is non-stationary, but
has non-stationary 1-Killing vector field [10].
For asymptotically anti-deSitter spacetimes, we had to introduce a vector ra to show the no-go. As shown in
Appendix B, there is a way to avoid this additional treatment for the Einstein-complex scalar system. However, it it
quite hard to extend this into the cases with p-form fields. This is left for future works.
1 If one considers spin manifolds, the positive mass theorem is easily proven as in the four dimensional Witten’s version [3]
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Appendix A: The evaluation of boundary term
In this Appendix, we present the detail of the calculation of the integral of Eqs. (26) and (48). Since the argument
for asymptotically flat spacetimes is included in asymptotically anti-deSitter cases, we will focus on the latter.
In asymptotically anti-deSitter spacetimes, the leading behaviour of the metric is
ds2 = −V 2dt2 + V −2dr2 + r2dΩ2n−2 + · · · , (A1)
where
V 2 = 1− 2M
rn−3
− 2
(n− 2)(n− 1)Λr
2. (A2)
Let us consider the vector ra satisfying
∇ara = − 4
n− 2Λ. (A3)
Near the infinity, ra will be given by
ra ≃ − 4
(n− 2)(n− 1)Λr(∂r)
a + · · · . (A4)
The global existence of ra is guaranteed as follows. Without loss of generality, one can suppose the form of ra = ∇aϕ.
Then the above equation becomes ∇2ϕ = −2Λ. We can redefine ϕ so that −2Λ is subtracted and then ∇2ϕ˜ = S,
where S is a non-singular source term. The existence of the solution to this is well-known fact in regular Riemannian
manifolds. Therefore, we can always introduce that ra in general.
For the vectors V a satisfying V aka = 0, the space-time divergence is written as
∇aV a = 1√−g∂µ(
√−gV µ) = 1
V
√
q
∂i(V
√
qV i) (A5)
where q is the determinant of the spacial metric and the index i stands for the space component. Therefore, the
volume integral of the left-hand side of Eq. (26) or (48) becomes the surface integral and then it is evaluated as
∫
S∞
(
∂iV
2 − V ri
)
dSi = ωn−2r
n−2
(
∂rV
2 +
4
(n− 2)(n− 1)Λr
)
= 2(n− 3)ωn−2M, (A6)
where ωn−2 is the volume of the unit (n− 2)-dimensional sphere.
For asymptotically flat spacetimes, we do not introduce ra and the evaluation at the boundary is same with the
above in the limit of Λ = 0.
Appendix B: Alternative proof
For asymptotically anti-deSitter spacetimes, one may want to avoid to introduce the vector ra satisfying Eq. (50).
This is because its introduction is artificial. Therefore, we try to present an alternative proof. Here we focus on the
Einstein gravity with complex scalar fields. In the following proof, unfortunately, we cannot include the p-form fields.
The argument here is basically following Ref. [21] which devoted to the vacuum case (See also Ref. [22]).
In the absence of the p-form fields, the volume integrals of Eqs. (18) and (45) give us
ωa1···an−2 = 0 (B1)
7and then the spacetimes must be static. Here we assumed that the scalar fields is also stationary, £kπ = 0. Then we
can employ the following metric form
ds2 = −V 2(xi)dt2 + gij(xk)dxidxj . (B2)
The Ricci tensor becomes
R00 = V D
2V =
n− 1
ℓ2
V 2 + S00 (B3)
Rij =
(n−1)Rij − 1
V
DiDjV = −n− 1
ℓ2
gij + Sij , (B4)
where ℓ−2 = −2Λ/(n− 1)(n− 2) and
Sab = Tab − 1
n− 2gabT = ∂aπ∂bπ
∗ + ∂aπ
∗∂bπ. (B5)
For the current case, S00 = 0 and Sij = DiπDjπ
∗ +Diπ
∗Djπ.
The (n− 1)-dimensional Ricci scalar becomes
(n−1)R = − (n− 1)(n− 2)
ℓ2
+
1
V 2
S00 + S
i
i = −
(n− 1)(n− 2)
ℓ2
+ 2|Dπ|2. (B6)
Using the Einstein equations, we have the equation
D2ψ − V −1DiV Diψ = 2
(
DiDjV − 1
ℓ2
gijV
)2
+ 2SijDiV DjV +
2DiV
V
DiS00 − 2
V 2
S00(DV )
2 +
2
ℓ2
S00
= 2
(
DiDjV − 1
ℓ2
gijV
)2
+ 4|DiV Diπ|2 ≥ 0, (B7)
where ψ = (DV )2 + ℓ−2(1 − V 2). Since ψ → 0 as r →∞, the maximum principle implies ψ ≤ 0. Thus, we have the
following inequality
(DV )2 ≤ (V 2 − 1)ℓ−2. (B8)
We will used this later soon.
Let us perform the conformal transformation defined by
g¯ij = (1 + V )
−2gij . (B9)
Then we see that the Ricci scalar of g¯ij is non-negative,
(n−1)R¯(1 + V )−2 = (n−1)R+ 2(n− 2) D
2V
V + 1
− (n− 1)(n− 2) (DV )
2
(1 + V )2
=
( 1
V 2
+
2(n− 2)
V (V + 1)
)
S00 + S
i
i +
(n− 1)(n− 2)
ℓ2
(
−1− V
1 + V
− ℓ2 (DV )
2
(1 + V )2
)
= − (n− 1)(n− 2)
(1 + V )2
ψ + 2|Dπ|2 ≥ 0. (B10)
The r =∞ boundary is the unit sphere in the conformally transformed space and the trace of the extrinsic curvature
is k¯|r=∞ = n−2. Thus, the conformally transformed space is a compact Riemannian manifold, M¯ , with the boundary
of the unit sphere, ∂M¯ =: Sn−2. Pasting the flat space removing the ball with the unit radius with M¯ along Sn−2, we
can construct the manifold with the zero mass. Since the Ricci scalar is non-negative there, we can apply the positive
mass theorem [2, 23] and then see that the space should be flat. This means R¯ = 0 and then Eq. (B10) implies
Diπ = 0 (B11)
and
ψ = 0. (B12)
8Then Eq. (B7) implies
DiDjV =
1
ℓ2
gijV. (B13)
Therefore, (n−1)Rij = −(n− 2)ℓ−2gij . Due to the conformal flatness, the Weyl tensor with respect to gij is zero and
then the Riemann tensor becomes (n−1)Rijkl = − 1ℓ2 (gikgjl − gilgjk). Using the Einstein equations, we can compute
the Riemann tensor of spacetime as follows
R0i0j = V DiDjV =
V 2
ℓ2
gij = − 1
ℓ2
g00gij (B14)
Rijkl =
(n−1)Rijkl = − 1
ℓ2
(gikgjl − gilgjk). (B15)
Therefore, Rabcd = −ℓ−2(gacgbd − gadgbc) holds and then the spacetime is exactly anti-deSitter spacetimes.
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