Single-molecule tracking can extract quantitative kinetic information and identify possible state transitions of diffusing molecules (such as switching between binding and unbinding) in the in vivo environment of living cells. Confined diffusion, caused by the encompassing membrane boundary of the cell, results in increased uncertainties in identifying state-associated diffusion coefficients and transition probabilities. This problem is particularly acute in bacterial cells because of their small sizes. A standard approach to eliminating confinement errors in bacterial cells is to analyze molecule displacements only along the long axis of the cell, where molecules experience the least confinement, and hence turn three-dimensional tracking into a one-dimensional problem. However, this approach dramatically decreases the amount of data usable for statistical analysis and leads to increased uncertainties in identifying different states. Here, we present a simple algorithm, termed singleparticle tracking improvement with confinement error reduction (SPICER), which significantly decreases confinement errors by selectively incorporating data not only from the long axis but also from the short axes of the cell. We validate SPICER using both reaction-diffusion simulations and experimental single-molecule tracking (SMT) data of RNA polymerase in live Escherichia coli cells. SPICER is easy to implement with existing SMT analysis routines and should find broad applications in SMT analysis We investigate the time-averaged square displacement (TASD) of continuous-time random walks with respect to the number of steps N which the random walker performed during the data acquisition time T. We prove that in each realization the TASD grows asymptotically linear in the lag time τ and in N, provided the steps cannot accumulate in small intervals. Consequently, the fluctuations of the latter are dominated by the fluctuations of N, and fluctuations of the walker's thermal history are irrelevant. Furthermore, we show that the relative scatter decays as 1/√N, which suppresses all nonlinear features in a plot of the TASD against the lag time. Parts of our arguments also hold for continuous-time random walks with correlated steps or with correlated waiting times.
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Onset of anomalous diffusion from local motion rules
Sarah de Nigris, Timoteo Carletti, and Renaud Lambiotte 1 naXys, Namur Center for Complex Systems, UNamur, 5000, Namur, Belgium 2 Univ Lyon, Cnrs, ENS de Lyon, Inria, UCB Lyon 1, LIP UMR 5668, 69342, Lyon, France Anomalous diffusion processes, in particular superdiffusive ones, are known to be efficient strategies for searching and navigation in animals and also in human mobility. One way to create such regimes are Lévy flights, where the walkers are allowed to perform jumps, the "flights," that can eventually be very long as their length distribution is asymptotically power-law distributed. In our work, we present a model in which walkers are allowed to perform, on a one-dimensional lattice, "cascades" of n unitary steps instead of one jump of a randomly generated length, as in the Lévy case, where n is drawn from a cascade distribution pn. We show that this local mechanism may give rise to superdiffusion or normal diffusion when pn is distributed as a power law. We also introduce waiting times that are power-law distributed as well and therefore the probability distribution scaling is steered by the two local distributions power-law exponents. As a perspective, our approach may engender a possible generalization of anomalous diffusion in context where distances are difficult to define, as in the case of complex networks, and also provide an interesting model for diffusion in temporal networks.
Aging ballistic Lévy walks
Marcin Magdziarz and Tomasz Zorawik Faculty of Pure and Applied Mathematics, Hugo Steinhaus Center, Wroclaw University of Science and Technology, Wyspianskiego 27, Poland Aging can be observed for numerous physical systems. In such systems statistical properties [like probability distribution, mean square displacement (MSD), first-passage time] depend on a time span ta between the initialization and the beginning of observations. In this paper we study aging properties of ballistic Lévy walks and two closely related jump models: wait-first and jump-first. We calculate explicitly their probability distributions and MSDs. It turns out that despite similarities these models react very differently to the delay ta. Aging weakly affects the shape of probability density function and MSD of standard Lévy walks. For the jump models the shape of the probability density function is changed drastically. Moreover for the wait-first jump model we observe a different behavior of MSD when ta≪t and ta≫t. Geometrical wavelets have already proved their strength in approximation, compression, and denoising of piecewise constant and piecewise linear images. In this paper, we extend this family by introducing planelets toward an effective representation of indoor depth images. It uses a linear fractional model to capture non-linearity of depth values in the planar regions of the output images of Kinectlike sensors. A block-based compression framework based on planelet approximation is then presented, which uses quadtree decomposition along with spatial predictions as an effective intracoding scheme. Compared with both classical geometric wavelets and some state-of-the-art image coding algorithms, our method provides desirable quality by explicitly representing edges and planar patches.
• Tree Structure Sparsity Pattern Guided Convex Optimization for Compressive Sensing of Large-Scale Images § Wei-Jie Liang ; Gang-Xuan Lin ; Chun-Shien Lu
Cost-efficient compressive sensing of large-scale images with quickly reconstructed high-quality results is very challenging. In this paper, we present an algorithm to solve convex optimization via the tree structure sparsity pattern, which can be run in the operator to reduce computation cost and maintain good quality, especially for large-scale images. We also provide convergence analysis and convergence rate analysis for the proposed method. The feasibility of our method is verified through simulations and comparison with the state-of-the-art algorithms.
• Guided Wavelet Shrinkage for Edge-Aware Smoothing § Guang Deng Edge-aware smoothing has been extensively studied due to its wide range of applications in computer vision and graphics. Most published works have been focused on formulating the smoothing problem in the spatial domain. In this paper, we propose a new edge-aware smoothing framework called guided wavelet shrinkage (GWS), which is formulated in the wavelet domain as a maximum a posterior estimation problem. We impose a number of desirable properties on the statistical models and the associated parameters in order to derive an effective and computationally efficient algorithm. We compare the proposed GWS with classical image denoising in the wavelet domain. We have also compared different wavelet representations and found that the double-density dual-tree wavelet transform is the best choice. We show that the GWS can be configured as either self-guidance or external guidance. It can also be configured to operate in an iterative or non-iterative way.
Experimental results and comparison with many state-of-thealgorithms demonstrate that the GWS-based algorithm can produce competitive results with O(N) computational complexity.
• Sparse Representation-Based Multiple Frame Video Super-Resolution § Qiqin Dai ; Seunghwan Yoo ; Armin Kappeler ; Aggelos K. Katsaggelos
In this paper, we propose two multiple-frame super-resolution (SR) algorithms based on dictionary learning (DL) and motion estimation. First, we adopt the use of video bilevel DL, which has been used for single-frame SR. It is extended to multiple frames by using motion estimation with sub-pixel accuracy. We propose a batch and a temporally recursive multi-frame SR algorithm, which improves over single-frame SR. Finally, we propose a novel DL algorithm utilizing consecutive video frames, rather than still images or individual video frames, which further improves the performance of the video SR algorithms. Extensive experimental comparisons with the state-of-theart SR algorithms verify the effectiveness of our proposed multipleframe video SR approach.
• Depth-Guided Disocclusion Inpainting of Synthesized RGB-D Images § Pierre Buyssens ; Olivier Le Meur ; Maxime Daisy ; David Tschumperlé ; Olivier Lézoray
We propose to tackle the problem of RGB-D image disocclusion inpainting when synthesizing new views of a scene by changing its viewpoint. Indeed, such a process creates holes both in depth and color images. First, we propose a novel algorithm to perform depthmap disocclusion inpainting. Our intuitive approach works particularly well for recovering the lost structures of the objects and to inpaint the depth-map in a geometrically plausible manner. Then, we propose a depth-guided patch-based inpainting method to fill-in the color image. Depth information coming from the reconstructed depth-map is added to each key step of the classical patch-based algorithm from Criminisi et al. in an intuitive manner. Relevant comparisons to the state-of-theart inpainting methods for the disocclusion inpainting of both depth and color images are provided and illustrate the effectiveness of our proposed algorithms.
Sparse recovery aims to reconstruct sparse signals from compressed linear measurements. In this paper, we propose a sparse recovery algorithm called multiple orthogonal least squares (MOLS), which extends the well-known orthogonal least squares (OLS) algorithm by allowing multiple L indices to be selected per iteration. Owing to its ability to catch multiple support indices in each selection, MOLS often converges in fewer iterations and hence improves the computational efficiency over the conventional OLS algorithm. Theoretical analysis shows that MOLS (L > 1) performs exact recovery of K-sparse signals (K > 1) in at most K iterations, provided that the sensing matrix obeys the restricted isometry property with isometry constant
, MOLS reduces to the conventional OLS algorithm and our analysis shows that exact recovery is guaranteed under δ K+1 < 1/( √ K + 2). This condition is nearly optimal with respect to δ K+1 in the sense that, even with a small relaxation (e.g., δ K+1 = 1/ √ K), exact recovery with OLS may not be guaranteed. The recovery performance of MOLS in the noisy scenario is also studied. It is shown that stable recovery of sparse signals can be achieved with the MOLS algorithm when the signal-to-noise ratio scales linearly with the sparsity level of input signals. 
Abstract
The widespread acceptance of frequency domain techniques for linear and time invariant systems has been an impetus for the extension of these methodologies toward nonlinear systems. However, differences and equivalences between alternative methods have been less addressed. This paper provides a comparative overview of four classes of frequency domain methods for nonlinear systems: Volterra based models, nonlinear frequency response functions / Bode plots, describing functions and linear approximations in the presence of nonlinearities. Each method is introduced using consistent nomenclature and terminology, which allows for comparison in terms of system and signal classes for which the methods are valid as well as the type of (nonlinear) effects captured by each model. Summarizing, the paper aims to connect, and make different frequency domain methods for nonlinear systems accessible, by providing a comparative overview of such methodologies, accompanied by illustrative (experimental) examples.
controller are obtained by equating the first and second derivatives of desired and actual closed-loop transfer functions at s=0 whereas the secondary disturbance rejection controller is designed using internal model control approach. Abstract A nonlinear system with distributed delays describing cell dynamics in hematopoiesis is analyzed-in the timedomain-via a construction of suitable Lyapunov-Krasovskii functionals (LKFs). Two interesting biological situations lead us to re-investigate the stability properties of two meaningful steady states: the 0-equilibrium for unhealthy hematopoiesis and the positive equilibrium for the healthy case. Biologically, convergence to the 0-equilibrium means the extinction of all the generations of blood cells while the positive equilibrium reflects the normal process where blood cells survive. Their analyses are slightly different in the sense that we take advantage of positivity of the system to construct linear functionals to analyze the 0-equilibrium, while we use some quadratic functionals to investigate the stability properties of the positive equilibrium. For both equilibria, we establish the exponential stability of solutions and we provide an estimate of their rates of convergence. Moreover, a robustness analysis is performed when the model is subject to some nonvanishing perturbations. Numerical examples are provided.
