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Abstract
We construct a new class of coherent states labeled by points z of the complex plane
and depending on three numbers (γ, ν) and ε > 0 by replacing the coefficients zn/
√
n! of
the canonical coherent states by Laguerre polynomials. These states are superpositions of
eigenstates of the symmetric Po¨schl-Teller oscillator and they solve the identity of the states
Hilbert space at the limit ε → 0+. Their wavefunctions are obtained in a closed form for
a special case of parameters (γ, ν). We discuss their associated coherent states transform
which leads to an integral representation of Hankel type for Laguerre functions.
1 Introduction
The recent works on quantum dots wells in nanophysics [1-2] strongly motivate the construc-
tion of quantum states for infinite wells with localization properties comparable to those of
Schro¨dinger states. Infinite wells are often modeled by a family of Po¨schl-Teller (PT) potentials
[3]. The symmetric Po¨schl-Teller (SPT) potentials are a subclass of PT potentials, which are
widely used in molecular and solid state physics. Many other potentials can be obtained from
PT potentials by appropriate limiting procedure and point canonical transformations.
There is an extensive literature in which many characteristic properties of the PT potential
were examined at classical mechanics as well as at quantum mechanics levels. Another inter-
esting aspect of this potential lies in the fact that it has a quadratic spectrum leading to a rich
revival structure for its coherent states, which makes possible the formation of Schro¨dinger cat
and cat-like states. Different types of coherent states for quantum mechanical systems evolving
in the PT potential have been discussed by many authors from different perspectives [4-13].
In this paper, we construct a class of coherent states for the SPT potential called epsilon
coherent states (ε-CS), labeled by points z of the complex plane and depending on three num-
bers (γ, ν) and ε > 0. Precisely, an ε-CS belongs to the states Hilbert space H := L2([0,pi]) of
the Hamiltonian with the SPT potential and is defined as a superposition of eigenstates of the
Hamiltonian which is encoded by ν. In this superposition, the role of coefficients zn/
√
n! of the
canonical coherent states is played by coefficients with the form ein arg zL(γ−1)n (zz¯)/
√
σγ,ε(n),
where L(α)n (.) denotes the Laguerre polynomial and σγ,ε(n) are constants given below in (4.2).
These coefficients generalize, with respect to the parameter ε, those that have been used to
construct a class of coherent states for the isotonic oscillator [14].
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Here, the resolution of the identity of the states Hilbert space carrying these ε-CS is obtained
at the limit ε → 0+ by exploiting a result on the Poisson kernel for Gegenbauer polynomials,
which is due to Muckenhoopt and Stein [15]. The method we are using is similar to what the
second author used in previous works [16-17] and it makes possible to obtain a closed form
for the constructed ε-CS when the parameters γ and ν are connected in a special way. Finally,
we propose a suitable definition for the associated coherent states transform. The latter one
suggests us an integral representation of Hankel type for Laguerre functions, which constitutes
a result of independent interest.
The paper is organized as follows. In section 2, we recall briefly some known facts on the
Hamiltonian with the SPT potential. Section 3 is devoted to the coherent states formalism we
will be using. This formalism is applied in section 4 so as to construct a class of coherent states
in the states Hilbert space of the Hamiltonian. In section 5, we give a closed form for these
states. In section 6, we propose a definition for the associated coherent states transform which
leads to an integral representation for Laguerre functions.
2 The symmetric Po¨schl-Teller oscillator
The problem of finding the energy spectrum and the wavefunctions of a particle confined inside
the infinite square well and submitted to a barrier of infinite potential at both frontiers has
commonly been one of the most illustrative problems of quantum mechanics. This problem is
generalized to a situation in which the confining potential is given by a family of continuously
indexed potentials of the Po¨schl-Teller type [3]. Precisely, one considers the motion of a particle
of mass m∗ living in the interval [0, L] and evolving under the PT potential:
Vη,δ(x) :=
1
4
E0
(
η(η − 1)
cos2 pi2L x
+
δ(δ− 1)
sin2 pi2L x
)
, 0 ≤ x ≤ L, (2.1)
where η, δ > 0, E0 := h¯2pi2(2m∗L2)−1 is a coupling constant and h¯ being the Planck’s constant.
The SPT potential corresponds to the case η = δ. For our purpose, we set η = δ = ν+ 1 with
ν > −1. Thus, the potential in (2.1) reduces to
Vν(x) := E0 ν(ν+ 1)
sin2 piL x
. (2.2)
To this potential corresponds the Hamiltonian operator or Po¨schl-Teller oscillator
4ν := − h¯
2
2m∗
d2
dx2
+Vν(x) (2.3)
acting on the Hilbert spaceH := L2([0, L], dx). Its eigenvalues are quadratic with the form
En = E0(n + ν+ 1)2, n = 0, 1, 2, · · · , (2.4)
and the normalized eigenstates obeying the Dirichlet boundary conditions are given by
φνn,L(x) := Γ(ν+ 1)
2ν+1/2√
L
√
n!(n + ν+ 1)
Γ(n + 2ν+ 2)
(
sin
pi
L
x
)ν+1
Cν+1n
(
cos
pi
L
x
)
, (2.5)
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where Cν+1n (.) are Gegenbauer polynomials [18]. For the sake of simplicity, we choose the units
h¯ = 2m∗ = 1 and L = pi so that we will be dealing with eigenvalues E˜n := (n + ν+ 1)2, n =
0, 1, 2, · · · , together with the eigenstates
φνn(x) :≡ φνn,pi(x) = Γ(ν+ 1)2ν+1/2
√
n!(n + ν+ 1)
piΓ(n + 2ν+ 2)
(sin x)ν+1 Cν+1n (cos x) , (2.6)
which constitute a complete orthonormal basis in L2([0,pi], dx). More detailed information on
the spectral theory of the Hamiltonian operator in (2.3) can be found in [19].
Remark 2.1. The case ν → 0 corresponds to the infinite square well whose ground state en-
ergy is represented by the factor E0. In this case, the Gegenbauer polynomial in (2.6) can be
expressed in terms of the Tchebicheff polynomial of the second kind ([18], p.97) as follows
C1n
(
cos L−1pix
)
=
sin
(
(n + 1)L−1pix
)
sin L−1pix
. (2.7)
Using (2.7) one can recover the eigenstates of the Hamiltonian with the infinite square well
potential as
φ0n,L =
√
2
L
sin
(n + 1)pi
L
x (2.8)
for every n = 0, 1, 2, · · · .
3 The epsilon coherent states
In this section, we will review a generalization of canonical coherent states by considering a
kind of the identity resolution that we obtain at the zero limit with respect to a parameter
ε > 0. These states will be called epsilon coherent states and denoted ε-CS for brevity. Their
formalism was introduced in [16-17] where new families of coherent states attached to the
pseudo-harmonic oscillator were constructed.
Definition 3.1 . Let H be a (complex, separable, infinite-dimensional) Hilbert space with an or-
thonormal basis {ψn}∞n=0 . LetD ⊆ C be an open subset of C and let cn : D→ C; n = 0, 1, 2, · · · , be a
sequence of complex functions. Define
|z, ε〉 := (Nε (z))−
1
2
+∞
∑
n=0
cn (z)√
σε (n)
|ψn〉 (3.1)
where Nε (z) is a normalization factor and σε (n); n = 0, 1, 2, · · · , a sequence of positive numbers
depending on ε > 0. The vectors {|z, ε〉 , z ∈ D} are said to form a set of epsilon coherent states if :
(i) for each fixed z ∈ D and ε > 0, the state in (3.1) is normalized, that is 〈z, ε|z, ε〉H = 1,
(ii) the following resolution of the identity operator onH
lim
ε→0+
∫
D
|z, ε〉 〈z, ε| dµε (z) = 1H (3.2)
is satisfied with an appropriately chosen measure dµε.
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In the above definition, the Dirac’s bra-ket notation |z, ε〉 〈z, ε| means the rank-one-operator
ϕ 7→ |z, ε〉 〈z, ε|ϕ〉H, ϕ ∈ H. Also, the limit in (3.2) is to be understood as follows. Define the
operator
Oε [ϕ] (·) :=
∫
D
|z, ε〉 〈z, ε| dµε (z)
 [ϕ] (·) . (3.3)
Then, the above limit means Oε [ϕ] (·)→ ϕ (·) as ε→ 0+, almost every where with respect to (·) .
Remark 3.1. The formula (3.1) can be viewed as a generalization of the series expansion of
the canonical coherent states
|z〉 := (ezz¯)− 12 +∞∑
n=0
zn√
n!
|ϕn〉 ; z ∈ C, (3.4)
where {|ϕn〉} is an orthonormal basis in L2 (R), which consists of eigenstates of the harmonic
oscillator, given by ϕn(y) = (
√
pi2nn!)−1/2e− 12 y2 Hn(y) in terms of the Hermite polynomial [18].
4 Epsilon CS with Laguerre coefficients for the SPT potential
We now construct a class of ε-CS indexed by points z ∈ C and depending on three numbers
(γ, ν) and ε by replacing the coefficients zn/
√
n! of the canonical coherent states by Laguerre
polynomials as mentioned in the introduction.
Definition 4.1. Define a set of states labeled by points z ∈ C and depending on three numbers
(γ, ν) and ε > 0 by the following superposition
|z; (γ, ν); ε〉 := (Nγ,ε(z))−
1
2
+∞
∑
n=0
1√
σγ,ε(n)
e−in arg zL(γ−1)n (zz¯) |φνn〉 (4.1)
where Nγ,ε (z) is a normalization factor such that 〈z; (γ, ν); ε|z; (γ, ν); ε〉 = 1, the coefficients σγ,ε(n)
are a sequence of positive numbers given by
σγ,ε (n) :=
1
n!
Γ(γ+ n)
Γ(γ)
(γ
2
+ n
)
enε, n = 0, 1, 2, · · · , (4.2)
and {|φνn〉} is the orthonormal basis of H = L2 ([0,pi] , dx) as defined in (2.6).
We shall give the main properties on these states in the following.
Proposition 4.1. Let γ, ε > 0 and ν > −1 be fixed parameters. Then, for every z and w in C, the
overlap relation between two ε-CS is given through the scalar product
〈z; (γ, ν); ε|w; (γ, ν); ε〉H = (Nγ,ε (z)Nγ,ε (w))−1/2 Γ(γ)e
1
2 (γε+i(1−γ)(arg z−arg w))(zw)1−γ (4.3)
×
∫ e−ε
0
1√
t
(
1− tei(arg z−arg w)) exp
(
− (zz¯ + ww) te
i(arg z−arg w)
1− t ei(arg z−arg w)
)
Iγ−1
(
2|zw|
√
tei(arg z−arg w)
1− tei(arg z−arg w)
)
dt
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whereNγ,ε(.) is the normalization factor in (4.1) and Iγ−1(.) is the modified Bessel function of first kind
and of order γ− 1.
Proof. Using the orthonormality relations of the basis elements (2.6), the scalar product in
H between two ε-CS can be written as
〈z; (γ, ν); ε|w; (γ, ν); ε〉H = (Nγ,ε(z))−1/2 (Nγ,ε(w))−1/2 Qγ,ε (z, w) , (4.4)
where
Qγ,ε(z, w) =
+∞
∑
n=0
n!Γ(γ)e−nε
Γ(γ+ n)
(γ
2 + n
) ein arg zL(γ−1)n (zz¯)e−in arg wL(γ−1)n (ww) (4.5)
= eγε/2Γ(γ)
∫ e−ε
0
t
γ
2−1
[
+∞
∑
n=0
n!
Γ(γ+ n)
(
tei(argz−argw)
)n
L(γ−1)n (zz¯)L
(γ−1)
n (ww)
]
dt. (4.6)
Next, we make use of the Hille-Hardy formula ([20], p.135):
∞
∑
n=0
n!un
Γ(n + α+ 1)
L(α)n (ξ)L
(α)
n (ζ) = (1− u)−1 exp
(
− (ξ + ζ)u
1− u
)
(ξζu)−α/2 Iα
(
2
√
ξζu
1− u
)
, (4.7)
for the parameters α = γ− 1, ξ = zz¯, ζ = ww and u = tei(arg z−arg w). Therefore, (4.7) reads
Qγ,ε(z, w) =
Γ(γ)eγε/2(|zw|2ei(arg z−arg w)) γ−12
∫ e−ε
0
t−
1
2
(
1− tei(arg z−arg w)
)−1
× exp
(
−
(|z|2 + |w|2) tei(arg z−arg w)
1− tei(arg z−arg w)
)
Iγ−1
2|zw|
(
tei(arg z−arg w)
)1/2
1− tei(arg z−arg w)
 dt. (4.8)
Finally, by (4.4)-(4.8) we arrive at the result (4.3). 
Corollary 4.1. The normalization factor in (4.1) has the expression
Nγ,ε (z) = Γ(γ)e
γε
2 (zz¯)1−γezz¯
∫ e−ε
0
1
(1− t)√t exp
(
− 2zz¯t
1− t
)
Iγ−1
(
2zz¯
√
t
1− t
)
dt. (4.9)
In particular, when ε→ 0+, this factor reduces to
Nγ, 0+(z) = ezz¯(zz¯)1−γ I γ−1
2
(
zz¯
2
)
K γ−1
2
(
zz¯
2
)
(4.10)
where Iν(.) and Kν(.) are modified Bessel functions of first and second kind respectively.
Proof. Putting z = w in (4.3) and using the condition 〈z; (γ, ν); ε|z; (γ, ν); ε〉 = 1, we obtain
the normalization factor in (4.9). When ε→ 0+, this factor becomes
Nγ,0+ (z) = Γ(γ)(zz¯)1−γezz¯
∫ 1
0
1
(1− t)√t exp
(
− 2zz¯t
1− t
)
Iγ−1
(
2zz¯
√
t
1− t
)
dt. (4.11)
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Changing the variable by
√
t = tanh ρ transforms (4.11) as follows
Nγ,0+(z) = Γ(γ)(zz¯)1−γ
∫ +∞
0
exp (−zz¯(cosh ρ− 1))Iγ−1(zz¯ sinh ρ)dρ. (4.12)
Next, recalling the relation between Bessel functions ([21], p.77):
Iµ(u) = e−i
pi
2 µ Jµ(iu), (4.13)
then (4.12) reads
Nγ,0+(z) = Γ(γ)e(1−γ) pi2 i(zz¯)1−γezz¯
∫ +∞
0
exp (−zz¯ cosh ρ)Jγ−1(izz¯ sinh ρ)dρ. (4.14)
We now apply the formula ([22], p.363):∫ +∞
0
coth2κ
(y
2
)
e−b cosh y J2µ(a sinh y)dy =
Γ( 12 − κ + µ)
aΓ(2µ+ 1)
M−κ,µ(
√
a2 + b2− b)Wκ,µ(
√
a2 + b2+ b),
(4.15)
<b > |<a| and <(µ − κ) > − 12 where M−κ,µ(.) and Wκ,µ(.) are Whittaker functions. For the
parameters κ = 0, a = izz¯, b = zz¯ and µ = (γ− 1)/2, this gives
Nγ,0+(z) = −iΓ
(γ
2
)
e(1−γ)
pi
2 i(zz¯)−γezz¯ M0, γ−12 (−zz¯)W0, γ−12 (zz¯). (4.16)
The Whittaker functions (4.16) can also be expressed in terms of Bessel functions of first and
second kind respectively through the relations ([23], p.207):
M0, 12λ(ζ) =
1
Γ
( 1+λ
2
)√piζ I 1
2λ
(ζ), W0, 12λ(ξ) =
√
ξ
pi
K 1
2λ
(
ξ
2
)
, (4.17)
in the case of parameters ζ = −zz¯, ξ = zz¯ and λ = γ− 1. Finally, by using the well known
property Iµ(−ζ) = eipiµ Iµ(ζ) we arrive at the normalization factor in (4.10). 
Remark 4.1. As mentioned above, when ε→ 0+, the coefficients (σγ,0+(n))−1/2ein arg zL(γ−1)n (zz¯)
turn out to be those used by the authors [14] in their construction of a set of coherent states for
the isotonic oscillator HA := −∂2x + x2 + A/x2, A ≥ 0. The normalization factor in (4.10) is the
same as in ([14], p.4) where it was referred to a proof in [24] based on the construction of the
Green’s function for HA.
Proposition 4.2. Let γ > 0. Then, the ε-CS in (4.1) satisfy the following resolution of the identity
lim
ε→0+
∫
C
|z; (γ, ν); ε〉 〈ε; (γ, ν); z| dµγ,ε(z) = 1L2([0,pi]), (4.18)
where
dµγ,ε(z) :=
1
Γ(γ)
Nγ,ε(z)(zz¯)γe−zz¯dµ(z), (4.19)
Nγ,ε(z) being the normalization factor in (4.9) and dµ(z) is the Lebesgue measure on C.
Proof. Let us assume that the measure takes the form
dµγ,ε(z) = Nγ,ε(z)Ω(zz¯)dµ(z), (4.20)
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where Ω(zz¯) is an auxiliary density function to be determined. In terms of polar coordinates
z = ρeiθ , Eq.(4.20) reads
dµγ,ε(z) = Nγ,ε(ρ2)Ω(ρ2)ρdρ dθ2pi . (4.21)
Let ϕ ∈ L2([0,pi], dx) and let us start by writing the following action:
Oγ,ν,ε[ϕ] =
∫
C
|z; (γ, ν); ε〉 〈ε; (γ, ν); z|ϕ〉 dµγ,ε(z) (4.22)
=
(
+∞
∑
n,m=0
(∫ +∞
0
L(γ−1)n (ρ2)√
σγ,ε(n)
L(γ−1)m (ρ2)√
σγ,ε(m)
Ω(ρ2)ρdρ
∫ 2pi
0
ei(m−n)θ
dθ
2pi
)
|φνn〉 〈φνn|
)
[ϕ] (4.23)
=
(
+∞
∑
n=0
(
1
σγ,ε(n)
∫ +∞
0
(
L(γ−1)n (ρ2)
)2
Ω(ρ2)ρdρ
)
|φνn〉 〈φνn|
)
[ϕ] (4.24)
=
(
+∞
∑
n=0
(
n!Γ(γ)
Γ(γ+ n) (2n + γ)
∫ +∞
0
(
L(γ−1)n (r)
)2
Ω(r)dr
)
e−nε |φνn〉 〈φνn|
)
[ϕ]. (4.25)
Now, we need to determine Ω(r) such that∫ +∞
0
(
L(γ−1)n (r)
)2
Ω(r)dr =
(γ)n
n!
(2n + γ) , (4.26)
where (γ)n := Γ(γ+ n)/Γ(γ) is the shifted factorial. To do that, we make appeal to the integral
([25], p.1133):
∫ +∞
0
yσe−yL(α)k (y)L
(β)
m (y) = (−1)k+mΓ(σ+ 1)
min(k,m)
∑
j=0
(
σ− α
k− j
)(
σ− β
m− j
)(
σ+ j
j
)
(4.27)
with conditions <(σ) > −1. In the case of parameters y = r, α = β = σ− 1 and k = m = n,
this integral reduces to∫ +∞
0
rα+1e−r
(
L(α)n (y)
)2
dr =
Γ(n + α+ 1)
n!
(2n + α+ 1). (4.28)
For the parameter α = γ− 1, (4.28) reads∫ +∞
0
rγe−r
(
L(γ−1)n (y)
)2
dr = Γ(γ)
(γ)n
n!
(2n + γ). (4.29)
This suggests us to take
Ω(r) := rγe−r. (4.30)
Therefore, the measure in (4.20) has the form
dµγ,ε(z) =
1
Γ(γ)
Nγ,ε(z)(zz¯)γe−zz¯dµ(z). (4.31)
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With this measure Eq.(4.25) reduces to
Oγ,ν,ε[ϕ] ≡ Oν,ε[ϕ] =
+∞
∑
n=0
e−nε |φνn〉 〈φνn| , (4.32)
for every ϕ ∈ L2([0,pi], dx). Now, for x ∈ [0,pi], we can write
Oν,ε[ϕ](x) =
+∞
∑
n=0
e−nε 〈ϕ|φνn〉H 〈x|φνn〉 (4.33)
=
+∞
∑
n=0
e−nε
(∫ pi
0
ϕ(y)φνn(y)dy
)
φνn(x) (4.34)
=
∫ pi
0
(
+∞
∑
n=0
(
e−ε
)n
φνn(x)φνn(y)
)
ϕ(y)dy. (4.35)
Replacing the {φνn} by their expressions in (2.6), Eq.(4.35) becomes
(sin x)−ν−1Oν,ε[ϕ](x) =
∫ pi
0
(
+∞
∑
n=0
e−nεωnCν+1n (cos x)Cν+1n (cos y)
)
h(y)dm(ν+1)(y), (4.36)
where
ωn := Γ2(ν+ 1)22ν+1
n!(n + ν+ 1)
piΓ(n + 2ν+ 2)
, (4.37)
h(y) := (sin x)−ν−1 ϕ(y) and dm(ν+1)(y) = (sin y)2(ν+1)dy. In the above formal calculations
(4.34)-(4.35), reversing the order of summation and integration can be justified in the more
general setting of Jacobi polynomials, see for example ([26], pp.3-4). We recognize in (4.36) the
Poisson kernel for Gegenbauer polynomial ([15], p.25):
Pν(e−ε; x, y) =
+∞
∑
n=0
(
e−ε
)n
ωnCν+1n (x)C
ν+1
n (y). (4.38)
This kernel function can also be written in a closed form by making use of the Bailey formula
([27], p.102). With these notations, Eq.(4.36) reads
(sin x)−ν−1Oν,ε[ϕ](x) =
∫ pi
0
Pν
(
e−ε; x, y
)
h(y)dm(ν+1)(y). (4.39)
Direct calculations show that h ∈ L2([0,pi], dmν+1(y)) and its norm is given by
‖h‖(L2([0,pi]), dm(ν+1)(y)) = ‖ϕ‖L2([0,pi]) . (4.40)
Therefore, by applying a result due to Muchenhoopt and Stein ([15], Theorem.2, (c), p = 2), the
right hand side of (4.39) can be denoted by h(e−ε, x), and leads to the fact
lim
ε→0+
(sin x)−ν−1Oν,ε[ϕ](x) = lim
ε→0+
h(e−ε, x) = h(x) = (sin x)−ν−1 ϕ(x), a.e., (4.41)
which says that the limit Oν,ε[ϕ](x)→ ϕ(x), a.e. as ε→ 0+ is valid for every ϕ ∈ L2 ([0,pi]). In
other words,
lim
ε→0+
∫ pi
0
|z; (γ, ν); ε〉 〈z; (γ, ν); ε| dµγ,ε(z) = 1L2([0,pi]). (4.42)
This completes the proof. 
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5 A closed form for the ε-CS
We now assume that the parameter γ occurring Definition.4.1 is of the form γ = 2(ν+ 1) where
ν is the parameter encoding the SPT potential Vν(x) in (2.2).
Proposition 5.1. Let γ = 2(ν + 1) with ν > 0 and ε > 0 be fixed parameters. Then, the wave-
functions of the ε-CS in (4.1) can be written in a closed form as
〈x|z; ν, ε〉 =
(
N2(ν+1),ε(z)
)−1/2√
Γ(2(ν+ 1))(izz¯e−(iθ+ε/2))−(ν+1/2)(sin x)1/2
×
(
1− 2e−(iθ+ε/2) cos x + e−(2iθ+ε)
)−1/2
exp
−zz¯e−(iθ+ε/2)
(
cos x− e−(iθ+ε/2)
)
1− 2e−(iθ+ε/2) cos x + e−(2iθ+ε)

× Iν+ 12
(
izz¯e−(iθ+ε/2) sin x
1− 2e−(iθ+ε/2) cos x + e−(2iθ+ε)
)
, (5.1)
for every x ∈ [0,pi].
Proof. We start by the expression of the wavefunction
〈x|z; ν; ε〉 :=
(
N2(ν+1),ε (z)
)− 12 +∞∑
n=0
e−in arg zL(2ν+1)n (zz¯)√
σ2(ν+1),ε (n)
〈x|φνn〉 . (5.2)
To get a closed form of the series
S(x) =
+∞
∑
n=0
√
n!Γ(2(ν+ 1))e−in(θ+ε/2)√
Γ(n + 2(ν+ 1)) (n + ν+ 1)
L(2ν+1)n (zz¯) 〈x|φνn〉 (5.3)
we replace 〈x|φνn〉 by its expression in (2.6) and we use the Legendre’s duplication formula
([28], p.5):
Γ(2ξ) =
1√
pi
22ξ−1Γ(ξ)Γ
(
ξ +
1
2
)
(5.4)
for ξ = ν+ 1. Then, (5.3) reads
S(x) =
√
Γ(2(ν+ 1))
2ν+1/2Γ
(
ν+ 32
) (sin x)ν+1 +∞∑
n=0
n!e−n(i arg z+ε/2)
(2(ν+ 1))n
L(2ν+1)n (zz¯)Cν+1n (cos x). (5.5)
We introduce the variable τ := e−(iθ+ε/2) and we rewrite (5.5) as follows
S(x) = 2−(ν+1/2)
√
Γ(2(ν+ 1))
Γ
(
ν+ 32
) (sin x)ν+1G(x), (5.6)
where
G(x) =
+∞
∑
n=0
n!τn
(2(ν+ 1))n
L(2ν+1)n (zz¯)Cν+1n (cos x). (5.7)
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We now make use of generating relation ([29], p.56):
+∞
∑
n=0
n!vn
(2η)n
L(2η−1)n (w)C
η
n(u) =
1
(1− 2uv + v2)η exp
(−wv(u− v)
1− 2uv + v2
)
0F1
(
−; w2v2(u2−1)
4(1−2uv+v2)2
η + 12 ;
)
(5.8)
for the parameters η = ν+ 1, v = τ, w = zz¯ and u = cos x. This gives
G(x) =
(
1− 2e−(iθ+ε/2) cos x + e−(2iθ+ε)
)−(ν+1)
exp
−zz¯e−(iθ+ε/2)
(
cos x− e−(iθ+ε/2)
)
1− 2e−(iθ+ε/2) cos x + e−(2iθ+ε)

× 0F1
 −; 14 (izz¯)2e−(2iθ+ε) sin2 x(1−2e−(iθ+ε/2) cos x+e−(2iθ+ε))2
ν+ 3/2
 . (5.9)
Next, we apply the formula ([30], p.56):(
1
2
y
)µ
0F1(µ+ 1;
1
4
y2) = Γ(µ+ 1)Iµ(y). (5.10)
for µ = ν + 1/2 and y =
(
1− 2e−(iθ+ε/2) cos x + e−(2iθ+ε)
)−1
izz¯e−(iθ+ε/2) sin x. Therefore,
Eq.(5.9) becomes
G(x) = 2ν+ 12 Γ
(
ν+
3
2
)(
1− 2e−(iθ+ε/2) cos x + e−(2iθ+ε)
)−1/2
exp
−zz¯e−(iθ+ε/2)
(
cos x− e−(iθ+ε/2)
)
1− 2e−(iθ+ε/2) cos x + e−(2iθ+ε)

×
(
izz¯e−(iθ+ε/2)
)−(ν+1/2)
(sin x)−(ν+1/2) Iν+ 12
(
izz¯e−(iθ+ε/2) sin x
1− 2e−(iθ+ε/2) cos x + e−(2iθ+ε)
)
. (5.11)
We arrive at
S(x) =
√
Γ(2(ν+ 1))(izz¯e−(iθ+ε/2))−(ν+1/2)
√
sin x
(
1− 2e−(iθ+ε/2) cos x + e−(2iθ+ε)
)−1/2
× exp
−zz¯e−(iθ+ε/2)
(
cos x− e−(iθ+ε/2)
)
1− 2e−(iθ+ε/2) cos x + e−(2iθ+ε)
 Iν+ 12
(
izz¯e−(iθ+ε/2) sin x
1− 2e−(iθ+ε/2) cos x + e−(2iθ+ε)
)
, (5.12)
which gives the expression (5.1). 
Corollary 5.1. The wavefunctions of the ε-CS for the infinite square well potential are of the form
〈
x|z; 0+; ε〉 = (Nε(z))−1/2√ 2
pi
(
zz¯e−(iθ+ε/2)
)−1
exp
−zz¯e−(iθ+ε/2)
(
cos x− e−(iθ+ε/2)
)
1− 2e−(iθ+ε/2) cos x + e−(2iθ+ε)

× sin
(
zz¯e−(iθ+ε/2) sin x
1− 2e−(iθ+ε/2) cos x + e−(2iθ+ε)
)
(5.13)
for every x ∈ [0,pi], where θ = arg z.
Proof. As mentioned in Remark 2.1., when ν → 0+ the SPT potential becomes the infinite square well
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potential with eigenfunctions φ0n,pi(x) that one obtains by putting L = pi in (2.8). So that the result is
deduced by setting ν = 0 in the expression (5.1). This yields
〈
x|z; 0+; ε〉 = (Nε(z))−1/2√Γ(2)(izz¯e−(iθ+ε/2))−1/2(sin x)1/2 (1− 2e−(iθ+ε/2) cos x + e−(2iθ+ε))−1/2
× exp
−zz¯e−(iθ+ε/2)
(
cos x− e−(iθ+ε/2)
)
1− 2e−(iθ+ε/2) cos x + e−(2iθ+ε)
 I 1
2
(
izz¯e−(iθ+ε/2) sin x
1− 2e−(iθ+ε/2) cos x + e−(2iθ+ε)
)
.
By applying the well known identity Ip(ξ) = i−p J1/2(ξ) for p = 1/2 and by using the relations J1/2(ξ) =√
2(piξ)−1/2 sin ξ see ([20], p.88), we deduce
I 1
2
(iξ) =
√
2i
piξ
sin ξ, (5.14)
and obtain the result. 
6 An integral representation for Laguerre functions
Naturally, once we have obtained a closed form for the ε-CS we can look for the associated coherent state
transform. In view of (4.1), this transform should map the space L2([0,pi], dx) spanned by eigenstates
{φνn} in (2.6) onto a subspace of the space of complex-valued square integrable functions with respect to
the measure
dλν(z) =
1
Γ(2(ν+ 1))
(zz¯)2(ν+1)e−zz¯dµ(z), (6.1)
where dµ(z) is the Lebesgue measure on C. Recalling that the resolution of the identity, which usually
ensures the isometry property of such map, was obtained at the limit ε→ 0+ in (4.18), then a convenient
definition for such a transform could be as follows.
Definition 5.1. Let ν > 0 be a fixed parameter. The coherent state transform associated with the ε-CS in
(4.1) is the mapWν : L2([0,pi], dx)→ L2 (C, dλν(z)) defined by
Wν[ϕ](z) = lim
ε→0+
√
N2(ν+1),ε(z) 〈ϕ|z; ν; ε〉H , (6.2)
for every z ∈ C.
In particular, according to (6.2), the image of the basis vector {φνn} under the transform Wν should
exactly be the coefficient: (σ2(ν+1),ε(n))−1/2e−in arg zL
(2ν+1)
n (zz¯). More precisely,
lim
ε→0+
(
N2(ν+1),ε(z)
)1/2 ∫ pi
0
φνn(x)〈x|z; ν; ε〉dx =
√
n!Γ(2(ν+ 1))e−in arg z√
Γ(n + 2ν+ 2)(n + ν+ 1)
L(2ν+1)n (zz¯).
This connection, suggests us the following result on the Laguerre function
L(2ν+1)n (x) := xν+1/2e− 12 xL(2ν+1)n (x), x ≥ 0, (6.3)
which can be checked by straightforward calculations.
Lemma 6.1. The following integral representation for the Laguerre function
L(2ν+1)n (x) = 2
2ν+2
√
pi
Γ(ν+ 1)(n + ν+ 1)
∫ +∞
0
Jν+ 12
( x
2
s
)
Cν+1n
(
s2 − 1
s2 + 1
)
sν+3/2
(s2 + 1)ν+2
ds (6.4)
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holds true.
Proof. We multiply the Laguerre function by tn and we use the generating function for the Laguerre
polynomials ([20], p.84):
(1− t)−α−1 exp
( −xt
1− t
)
=
∞
∑
n=0
tnL(α)n (x), |t| < 1, α > −1, (6.5)
to obtain the sum
+∞
∑
n=0
tnL(2ν+1)n (x) = (1− t)−2ν−2xν+1/2 exp
(
− x
2
(
1+ t
1− t
))
. (6.6)
On the other hand, we consider the series
St =
22ν+2√
pi
Γ(ν+ 1)(n + ν+ 1)
+∞
∑
n=0
tn
∫ +∞
0
Jν+ 12
( x
2
s
)
Cν+1n
(
s2 − 1
s2 + 1
)
sν+3/2
(s2 + 1)ν+2
ds (6.7)
which is absolutely convergent. Its sum can be obtained as follows. Reversing the order of summation
and integration, gives
St =
22ν+2√
pi
Γ(ν+ 1)
∫ +∞
0
[
+∞
∑
n=0
(n + ν+ 1)tnCν+1n
(
s2 − 1
s2 + 1
)]
Jν+1/2
( x
2
s
) sν+3/2
(s2 + 1)ν+2
ds. (6.8)
By combining the two generating functions of Gengenbauer polynomials ([20], p.83) and ([31], p.449)
respectively:
+∞
∑
n=0
tnCλn (y) =
(
1− 2yt + t2
)−λ
(6.9)
and
+∞
∑
n=0
(n + 2λ)tnCλn (y) =
2λ(1− ty)
(1− 2yt + t2)λ+1
(6.10)
for λ = ν+ 1, we obtain the identity
+∞
∑
n=0
(n + ν+ 1)tnCν+1n
(
s2 − 1
s2 + 1
)
=
(ν+ 1)(1− t2)(s2 + 1)ν+2
((1− t)2s2 + (1+ t)2)ν+2
. (6.11)
Substituting the right hand side of (6.11) into (6.8) gives
St =
22ν+2√
pi
Γ(ν+ 2)
(1− t2)
(1− t)2(ν+2)
∫ +∞
0
Jν+1/2
( x
2
s
) sν+3/2
(s2 + a2t )ν+2
ds (6.12)
where at := (1 + t)(1− t)−1. The integral in (6.12) can be evaluated with the aid of the formula ([21],
p.434): ∫ +∞
0
Jβ(yu)
yβ+1
(y2 + a2)η+1
dy =
uηaβ−η
2ηΓ(η + 1)
Kβ−η(ua), (6.13)
with −1 < <(β) < 2<(η) + 3/2. Indeed, for β = ν+ 1/2, η = ν+ 1, u = x/2 and a = at, in addition
identity K−1/2(ζ) =
√
pi(2ζ)−1/2e−ζ see ([21], pp.79-80) we get, after some simplifications, that
St = (1− t)−2ν−2xν+1/2 exp
(
− x
2
(
1+ t
1− t
))
. (6.14)
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Thus, for all |t| < 1, we have established the equality
+∞
∑
n=0
tnL(2ν+1)n (x) =
+∞
∑
n=0
tn
Γ(ν+ 1)(n + ν+ 1)
2−2ν−2
√
pi
∫ +∞
0
Jν+ 12
( x
2
s
)
Cν+1n
(
s2 − 1
s2 + 1
)
sν+3/2
(s2 + 1)ν+2
ds, (6.15)
and then, comparing coefficients of identical power of t, we obtain the result (6.4). 
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