Respondent-Driven Sampling (RDS) is a variant of link-tracing, a sampling technique for surveying hard-to-reach communities that takes advantage of community members' social networks to reach potential participants. While the RDS sampling mechanism and associated methods of adjusting for the sampling at the analysis stage are well-documented in the statistical sciences literature, methodological focus has largely been restricted to estimation of population means and proportions (e.g. prevalence). As a network-based sampling method, RDS is faced with the fundamental problem of sampling from population networks where features such as homophily and differential activity (two measures of tendency for individuals with similar traits to share social links) are sensitive to the choice of a simulation and sampling method. * Though not clearly described in the RDS literature, many simple methods exist to generate simulated simple RDS data, with a small number of covariates where the focus is on estimating simple estimands. There is little to no comprehensive framework on how to simulate realistic RDS samples so as to study multivariate analytic approaches such as regression.
Introduction
Hard-to-reach communities such as sex workers, people who use drugs, or men who have sex with men may be unwilling to participate in a research study, often because of social stigma (Heckathorn, 1997) . Members of such communities are, however, often connected through a social network. Current sampling strategies such as snowball sampling (Goodman, 1961) , a variant of link-tracing sampling, take advantage of those social relationships to reach members of the study population who are not easily accessible to researchers. The snowball sampling mechanism is non-probabilistic, and can result in selection or sampling biases that may affect the accuracy of any estimates calculated via the produced samples (Gile, 2011; Gile et al., 2015) . Because of this problem, snowball samples are often referred to as 'convenience samples' that lack any valid basis for inferential methods whose results might generalize to the underlying population of interest (Biernacki and Waldorf, 1981) .
Respondent-Driven Sampling (RDS) was introduced (Heckathorn, 1997) as a form of link-tracing sampling that aimed to combine the advantages of probabilistic sampling and snowball sampling, with the idea that 'those best able to access members of hidden populations are their own peers'. In RDS, the study recruitment protocol leads to the generation of a large number of recruitment waves, with each successive participant being asked to recruit additional participants starting from initial seed participants that are purposively selected. RDS offers several advantages over traditional link-tracing methods. First, the RDS recruitment occurs through a number of waves, allowing the process to sample further from the seeds and reducing the dependence of the final sample on the initial sample. Second, allowing respondents to recruit their peers reduces the confidentiality concerns associated with listing respondents' social network contacts. Finally, RDS adjusts all analyses for the (self-reported) social connectivity of participants, thereby ensuring the resulting estimates edge between nodes i and j. Each node i ∈ V is assigned a degree d i = N j=1 y ij , defined as the number of edges connected to that node. We assume that the degrees over the entire network are distributed according to D = (D 0 , . . . , D K ), where D k = N i=1 I (d i = k) represents the number of nodes with degree k, K represents the maximum degree, and D can be viewed as a population-level frequency table. The degree distribution is subjected to the following constraint of consistency:
where |E| is the number of edges in G. Finally, we defined = 1 N N i=1 d i as the mean degree of the network. Let z be a 1 × N vector of two-valued attributes z i ∈ {0, 1} for the i − th individual in the population, and p = 1 N N i=1 z i the proportion of individuals with attribute z i = 1. We focus on two-valued nodal attributes, but the results presented in this paper can be extended to categorical attributes. We define two additional features of the network structure on nodal attributes: differential activity (D a ) and homophily (h). Differential activity is equal to the ratio of mean degrees by attribute,
and can be thought of as a measure of the relative 'social connectedness' of those with and without the trait. Homophily is the tendency for individuals with similar traits to share social ties. Several measures of homophily have been used in the RDS literature . In this work, two related measures of homophily in the population network will be considered. Let z ji = 1 if node i has attribute j. A fairly intuitive measure of homophily is Newman's assortativity coefficient for categorical attributes (Newman, 2002) , defined as
where
is the proportion of network edges linking a node of attribute j to one of attribute k,
Further, p j• = k∈{0, 1} p jk is the fraction of network edges originating from a node of attribute j and p •j is the proportion of edges terminating in a node of category j. Newman's assortativity coefficient ranges from −1 to 1. A value of h = 1 indicates a perfect assortative mixing, h = 0 depicts no assortative mixing, while at h = −1 the network is said to be dissortative. The level of homophily can also be measured by R = p 11 /p 10 (p 10 = 0) (Gile, 2011) . These two metrics are related since, for the undirected graph G, Equation (1) can be expressed as
where η = 1 Da 1−p p . Even though formulation (1) is easier to interpret, we will primarily rely on the measure R in the simulations of Section 4 for ease of implementation. An illustration of a network with a single nodal attribute and prespecified levels of prevalence, homophily and differential activity is presented in Figure 1 . 
The RDS sampling process
RDS is a network-based sampling technique in which members of a hidden community reach across their personal social network to recruit other members into a study. We begin by describing how RDS works in practice, before considering how this translates to the implementation of RDS in simulation.
In practice, generating an RDS sample procedes as follows:
1. Sampling starts with the selection of a fixed number of nodes, or seeds, in the network.
In practice, seeds are often chosen purposefully so as to be as heterogeneous as possible with respect to nodal attributes. Seeds recruit members to the study by (i) inviting them to participate, and (ii) giving their invited social contacts a coupon that they return to the researcher, so that the researcher can track the social links in the recruitment process. Coupons have unique identifying numbers and/or letters to link recruiters to their recruits. Seeds, and successive participants, all receive a fixed number of coupons.
2. Each seed recruits further participants, up to the total number of coupons received.
Individuals may only participate once in the study.
Each successive implementation of
Step 2 is called a wave. The recruitment continues, through a number of waves, until the desired sample size is reached.
To consider how the above practical implementation of study recruitment can be formalized, we first state the assumptions on the graphical structure of RDS.
Assumption 2
The RDS recruitment is conducted across edges of the undirected graph G.
Assumption 3 No node in the social network can be sampled more than once.
Successive samples are obtained by sampling among the remaining unsampled neighbours (social contacts) of sampled nodes in the population. Each sampled node selects up to a predetermined fixed number of unsampled neighbors. The recruitment process stops when the desired sample size is attained. An example of the RDS sampling process is illustrated in Figure 2 .
The general procedure to simulate an RDS sample is as follows:
1. Sample, without replacement, a fixed number of seeds from the N nodes of the population network. The selection of seeds is either dependent or independent of z. When the selection is conditional on nodal attributes, there is potential 'seed bias' induced by the selection of the initial sample, especially when there is strong homophily on z.
2. For each seed, sample up to a number of nodes bounded by the number of coupons, without replacement, from among their unsampled neighbors. If the selection depends on z, then there is differential recruitment in the sampling process.
3. Repeat step 2 until the desired sample size is reached. In practice, the target sample size is usually linked to the diversity of the RDS samples with respect to the population characteristics upon which sampling focuses.
The aim of this general procedure is to generate RDS samples with the desired network and attribute-related characteristics. Samples drawn from population networks often lead to sampling errors mainly driven by differential activity and homophily (Wagner et al., 2017) ; we will consider these biases further in Section 4. One key advantage of the RDS sampling process over other link tracing sampling methods is that through a fixed number of waves, the dependence of the final sample on the initial sample is reduced or eliminated.
This relies on the approximation of the RDS sampling process as a regular Markov process (Heckathorn, 1997; Salganik and Heckathorn, 2004) . From a practical standpoint, one needs to decide on the number of seeds to sample and coupons to distribute, as the latter is inversely proportional to the number of waves of sampling (WHO, 2013) under the assumption that recruits accept an invitation randomly. When homophily on z is weak, the process will likely reach equilibrium after a small number of waves (Gile and Handcock, 2010) . In this case, the decision on whether to distribute a small (large) number of coupons to a large (small) number of seeds will not have a great impact on the final sample. When the network is highly clustered, sampling should be conducted in a way that allows a broad range of individuals to recruit from their networks through many waves. This can be achieved by distributing a small number of coupons to an initial sample as diverse as possible with respect to the characteristics of the target population. 
Methodology
In this section, we describe a classical approach to simulating data from a population network, and a new approach that strictly controls inter-variable characteristics at the cost of giving up direct control of the network parameters.
3.1 Simulating a population 3.1.1 A classical approach: Exponential random graphs A common approach to generating the social network of the population is by simulating using Exponential Random Graph models (Harris, 2014) , a class of generative models based on exponential family distribution theory for modeling network dependence. Let Y be the random adjacency matrix for the population network. The joint distribution of its elements is defined as
where g (y, z) is a vector of network statistics and θ its corresponding vector of parameters, 
The statistics for the degree distribution by attribute are obtained by counting the number of times a node with such attributes appears in an edge:
The sufficient statistics for homophily are represented by the joint distribution of the node and neighbour's attribute (also called mixing matrix ). For a 2 × 2 mixing matrix of an undirected graph, one needs to specify the following statistics:
By expressing (3) in terms of the conditional log-odds of a tie between two nodes, one can show that θ represents the log-odd of a tie conditional on all others (Harris, 2014) .
If we assume that Y ij and Y kl are independent for any (i, j) = (k, l), then g (y, z) =
which corresponds to the simplest random graph model, also called the Bernouilli model (Durrett, 2006) . In model (4) the probability of a tie between any two nodes, exp(θ) 1+exp(θ) , is the density of the network.
ERGMs can be fitted via statnet (Handcock et al., 2003) , a suite of R packages, including ergm (Hunter et al., 2008) , sna (Butts, 2008b) and network (Butts, 2008a) , for the modeling of network data. The structural features of the population network are included as terms in the function ergm of the same package. Homophily on nodal attributes and differential activity are specified in the function call to ergm by using terms nodematch and nodecov respectively.
If there is more than one nodal covariate, a two-step procedure is used to control both the relationship between covariates and the network structure on each covariate. First, we generate covariates with known dependence and marginal distributions using the package GenOrd (Barbiero and Ferrari, 2017) . Then compute network statistics corresponding to homophily and differential activity for each covariate as inputs for ergm. We refer to this as the classical simulation approach.
Once the model is fully specified and fitted, one can simulate an undirected network from the distribution of all undirected networks that are consistent with the target statistics.
An indirect method: Layering known relationships onto exponential random graphs
The classical approach to simulating a population network focuses on control of the network properties. Such approaches are particularly useful, and frequently employed, in methodological studies that aim to examine the properties of estimators for single-variable parameters such as the prevalence or mean (Gile and Handcock, 2010; Gile, 2011; Spiller et al., 2018) . These approaches are satisfactory for their intended purpose, but are not suitable for methodological study of multi-variable approaches such as regression analyses.
There is a pressing need to develop simulation methods to study regression within an RDS context, as regression is frequently employed (Ramirez-Valles et al., 2013; Rhodes and Mc-Coy, 2015; Spiller, 2009 ) with little methodological understanding of the properties of the methods used.
We propose an approach that begins with an ERGM that directly controls the network properties of several covariates x, and then generates one or more additional covariates z with known dependence on x. This approach can directly control the relationship between covariates, allowing the researcher to directly control the 'regression parameter' and any additional covariates (including, for example, confounding), while a network structure on these additional covariates is induced by the strength of their relationship with x. We call this an indirect simulation approach. Let x be a N × q matrix of additional nodal covariates for the population network described in Section 2.1. Let ρ j , j = 1, . . . , q, be a measure of the association between x j and z. In Equation (3), homophily on z is dealt with by including parameters corresponding to the cells of the mixing matrix directly into the ERGM model. We consider a new setting in which homophily is defined on each of the q nodal covariates. We investigate the 'spillover' effect of homophily from x to z through ρ = (ρ 1 , . . . , ρ q ) at the population level.
Simulating a study that applies RDS to the population network
In a simulation, RDS samples are drawn from the synthetic undirected population networks using a two-step procedure. First, s nodes are sampled (sequentially) without replacement as seeds. In this work, we assume that there is no 'seed bias' as the selection regime of the initial sample does not depend on z. Successive sampling waves are obtained by sampling sequentially, and without replacement, up to c nodes from among the unsampled neighbours of each selected node. We assume that their is no differential recruitment. The process is halted once the sample size reaches n. The parameters of the RDS sampling process are defined in Table 1 . Homophily R
RDS sample

Number of seeds s
Number of coupons c
Sample size n 4 Simulation and RDS sample evaluation
The goal of the simulation study is to assess the accuracy of RDS samples drawn from population networks using the methodology described in Section 3. In this work, we define an 'accurate' RDS sample as a sample that preserves (i) the mean degree, (ii) the differential activity and (iii) the level of homophily of the original network. We simulated population networks, with a single nodal attribute z, from which RDS samples were drawn for the set of characteristics defined in Table 2 . We performed 500 simulation runs for each set of characteristics. We first study the accuracy of sampling from an ERGM with a single covariate, as this is relevant both to the classical data-generation approach and as the first step in the indirect data-generation approach. We then turn to the indirect approach to simulating network data to showcase how a variable can be generated dependent on an ERGM so as to directly control the covariate relationship while inducing homophily on the variable generated outside of the ERGM.
Degree distribution and homophily biases
The distribution of the relative biases for each set of network and sample characteristics are illustrated in Figures 3-5 for the estimators of mean degree, differential activity and homophily, respectively. All cases are compared to the ideal setting in which R = 1, D a = 1 and p = 50%. In this setting, there is negligible bias in the three estimators regardless of sample size. Figure 3 shows the distribution of the relative bias for the mean degree of the population network. When both groups are equally active (D a = 1), the bias is small to negligible for any level of homophily and prevalence. When R = 1 and p = 80%, the population network is moderately heterophilic (h ≈ −0.5) and the RDS sample exhibits small positive bias.
This can be explained by the fact that in moderate heterophilic networks, the nodes in the majority group are attracted by high degree nodes in both groups. This mixing process helps nodes in the majority group gain more popularity, causing asymmetry in the degree distribution.
When the z-present (z = 1) group is four times more active than the z-absent group (so that D a = 4), the bias is more pronounced than in the baseline scenario (D a = 1).
When R = 1 and p = 10%, the mean bias is approximately 35% for a moderate sample size (n = 200). This can be explained by the fact that the population network is almost neutral (h ≈ 0.05), prompting the more active minority group to mix with high degree nodes in both groups. The bias decreases as the z-present group goes from minority to majority group and the network from neutral to moderately heterophilic (h ≈ −0.4). When the z-absent group is twice as active as the z-present group (D a = 0.5), the reverse is observed but the bias is less pronounced than in the previous scenario. Note that the relative bias decreases as the sample size increases.
In Figure 4 , we show the distribution of the relative bias for the level of activity in the network. The bias is negligible in all cases. There is more variability when the z-absent minority group is twice as active as the z-present group, which decreases as more nodes are sampled. Figure 5 shows the bias distribution for homophily. When both groups are equally active, the bias is negligible when R = 1. The bias is higher on average when the zpresent group, whether in the minority or the majority, is four times more active than the z-absent group. Furthermore, the estimation of homophily exhibits more variability as the difference in the level of activity between the z-present and the z-absent groups
increases. An important observation is that the estimator deteriorates as the sampling fraction increases. This result was depicted by Lin et al. (2013) while comparing different sampling techniques on social networks. A possible explanation is that the RDS sampling process described in Section 2.2 can be seen as degree-based conditional on the population network. Thus, by navigating through the population network, the RDS recruitment chain captures more of the original network structure (degree distribution and activity level) and less of its mixing structure (mixing matrix and homophily) and, as sampling progresses, the process is equivalent to probability proportional to degree (without replacement) sampling.
Overall, RDS samples are more accurate when both groups (z-present and z-absent) are equally active and equally represented in the population. For mean degree and differential activity, the estimation becomes more accurate as the sample fraction increases. The RDS sampling process performs well in terms of recovering the true level of homophily for small to medium sampling fractions but deteriorates as the sampling fraction increases. The variability in the mean degree and homophily increases as the gap in activity level between the two groups widens.. The x-axis shows the levels of population prevalence, p = 0.1, 0.5, 0.8.
The y-axis visualizes the relative bias of the differential activity estimatorD a . The 2 × 3 grid depicts the levels of differential activity (D a = 0.5, 1, 4) and homophily (R = 1, 5).
The boxplots for each set of characteristics are presented for three sample sizes (n = 200, 400, 800). The number of seeds and coupons are set to s = 5 and c = 2, respectively.
Indirect homophily on z
As described above, in this indirect data generation approach, we control the association between a directly simulated network variable z and q additional variables x via ρ j .
For simplicity, we consider the case where q = 1. Let x and z be vectors of binary covariates. We set homophily parameters on x to h x = −0.25, −0.5, 0.25, 0.5, 0.75 and ρ = 0.1, 0.5, 0.8, 0.9, −0.1, −0.5, −0.8, −0.9. 
Case Study
We now turn to data collected through the Engage study, a national cross-sectional study undertaken in three large Canadian cities, Montral, Toronto and Vancouver. The main goal of the Engage study is to determine the individual, social and community-level factors that impact HIV and STI transmission and related behaviours among GBM (Lambert et al., 2019) ; for the Engage Montral recruitment network, see Figure 7 . In this example, we focus on data collected in Montral, and aim to generate, as a proof of concept, synthetic samples that mimic a subset of the observed data in terms of key covariate features including mean degree, differential activity, homophily, and the correlation between the variables.
Participants in the Engage study were recruited using RDS. The process started with the selection of s = 27 seeds with ages ranging from 16 to 80, who mostly identified as French
Canadian (17), English Canadian (1), European (4), Caribbean (1), Arab (1), South-East Asian (1) and mixed (2), with four participants living with HIV. Seeds were selected following a formative assessment and community mapping, and to be as heterogeneous as possible with respect to the diversity (e.g., HIV status, ethnicity) of the GBM community.
At the end of their interview, participants received c = 6 uniquely identified coupons, along with monetary and non-monetary incentive (complete STI screening), to recruit their peers into the study population. The study was conducted from February 2017 through June 2018 for a total of n = 1179 GBM recruits. Approximately 55% of the recruited individuals who were given coupons, including 6 seeds, did not recruit anyone, while 82% of the effective recruiters recruited between 1 to 3 members. Descriptive statistics of the RDS sample are displayed in Table 3 . About 33% of respondents were aged less than 30 years, seven out of ten were born in Canada, two-thirds were French or English Canadian, 30% had a high school diploma or lower, and around 58% earned less than 30 000$ in annual income. Around 86% of respondents described themselves as gay and two out of five reported being in a relationship with a main partner.
In the past six months, almost 14% of GBM recruits declare using crack cocaine, and less than 1% reported using a syringe used by someone else in the past six months. About two-thirds of respondents reported having anal sex without a condom during the past six months, and almost 17% reported that they were living with HIV.
The mean degree of the observed RDS network isd = 51.77. The level of homophily on covariates described in Table 3 ranged from 0.08 (Use of a syringe used by someone else) to 0.46 (Age), depicting a small to moderate homophilic network on average, with respect to nodal attributes. The differential activity level ranged from 0.67 (Age) to 1.40 (Place of birth). Respondents with a college degree and those with a lower diploma were almost equally active (as measured in terms of their degree, or number of social links), while respondents who reported living with HIV were 32% more active than those who reported an HIV negative status.
The goal of this example is to simulate RDS samples with network and sample characteristics similar to those of the Engage population network. First, we simulate 1000 population networks with three nodal covariates: condomless anal sex (CAS), currently in a relationship with a main partner (CIR) and HIV status (HIV+)) using two methods. The first method, labeled classical, is described in Section 3.1.1. The second method, labeled indirect, takes advantage of the 'spill-over' effect of homophily and is described in Section 3.1.2. The true size of the population is set to N = 40400 (Camirand et al., 2016) .
For each nodal attribute, we estimate the prevalence, the level of homophily and the differential activity by adjusting for each individual's reported social network size using the RDS-II estimator (Heckathorn, 2002) and take these values to be the true values in the population. Then, for each simulated population network, we simulate an RDS sample with characteristics that mimic those of the empirical RDS sample. The summary statistics of the network and RDS sample characteristics are presented in Table 4 (see Appendix). The association matrix for the three nodal attributes is presented in Table 5 and displayed in the Appendix. There is a positive and significant association between having sex without a condom and being in a relationship with a main partner. Having a positive HIV status is not significantly associated with having sex without a condom or being in a relationship.
We compute relative biases for differential activity, homophily, mean degree and association coefficients on each of the three nodal covariates. Figure 8 shows the bias distribution for differential activity, homophily, mean degree and the coefficient of association.
The relative bias for the level of activity is small to negligible for the three covariates.
The bias is more pronounced for HIV+ (−2.9% on average) as this group is 32% more active than the HIV-group. The bias is negligible for the nodal attribute CIR (< 1% on average) as both groups are approximately equally represented (p = 44%) and equally active (D a = 0.97).
The homophily bias is small (for HIV+) to negligible (for CAS and CIR) on average.
Overall, this result was expected as groups for both CAS and CIR are approximately neutral, equally active and equally represented in the network. Although small (−2.56% on average), the 'magnitude' of the relative homophily bias for HIV status was also expected as the HIV+ group is 32% more active, exhibits medium homophilic behavior (h = 0.34) and represents 17% of the network population.
Interpretation of the mean degree bias is more complicated as all nodal covariates contribute to defining the structure of the population network. We hypothesize that the bias is mainly driven by HIV status as the minority HIV positive group is more active than the HIV negative group while exhibiting a medium homophilic behavior, prompting high degree nodes to mix mainly with other high degree nodes, thus causing asymmetry in the degree distribution.
Overall, classical and indirect methods of simulation offer similar performances for differential activity, homophily and mean degree. The indirect method performs somewhat better at recovering the true level of association between nodal attributes, at the cost of some control over the level of homophily. This trade-off may nevertheless be useful to methodologists wishing to examine the propoerties of estimators of associations between variables that arise from network data and collected via RDS. 
Discussion
The simulation of RDS samples from population networks is an important methodological issue. While previous simulation studies of RDS having focused on the ability of various estimators to recover network parameters, there has been little study of the impact if those network parameters on the resulting samples, independent of any estimation approach. This article shows that sampling errors in networks for RDS occur when there is (1) difference in the level of activity between two groups of attributes and (1) homophily on nodal attributes.
To date, studies that have used RDS have employed various forms of regression analysis, and yet there is little literature to guide best practices. Variously, studies have treated the data as collected from random sampling and applied linear and logistic regressions (Ramirez-Valles et al., 2013) . Some studies have included RDS weights only (Johnston et al., 2010) , ignored RDS weights but adjusted for the seed as a random effect (Rhodes and McCoy, 2015) . Spiller (2009) proposed a mixed effects model on features such as recruitment tree, recruiter-recruit dyad to account for dependence, using weights at different levels of clustering when appropriate. His work was presented as a general guideline on how to perform regression analysis using RDS, but lacked technical details on how the proposed methods could perform under different RDS settings.
We have presented a new approach to simulating network data that allows for the 'spillover' effect of homophily between two nodal attributes through their level of association, which can be directly controlled. The resulting RDS simulation method is more accurate than the classical approach in terms of recovering the true level of association between nodal attributes, with some cost in terms of the variability of homophily. The proposed method will allow the researcher to directly control the relationship between covariates, as in a regression setting, and to accomodate additional covariates (confounding, for example) and covariates of various types (continuous, for example). This is an important first step in developing simulation methods to perform regression analysis in an RDS context. This result will be particularly useful to RDS methodologists, who aim to provide new inferential tools or validate the approaches currently being used in practice. 
