The performance of multiple-input multiple-output (MIMO) communication systems can be signifi cantly improved using signalling and resource allocation techniques based on a low-rate channel state information (CSI) feedback. In this paper, we study an adaptive lowrate CSI feedback-based MIMO communication system using different combinations of antenna selection, power allocation, and Alamouti's space-time coding. Analytical expressions for the bit error rate (BER) of such a system are derived.
INTRODUCTION
Space-time coding (STC) is commonly used in MIMO communication systems to improve the system performance and combat fading [1] - [5] . A signifi cant advantage of the traditional STC techniques is that they do not require any CSI knowledge at the transmitter. Orthogonal space-time codes (OSTBCs) [2] , [3] represent an important class of STC methods because they achieve full diversity while enjoying simple maximum-likelihood (ML) decoding. The error rate performance of MIMO and multi-carrier communication systems can be further improved if a low rate channel state feedback is available at the transmitter [6] - [8] . In particular, diagonally weighted OSTBCs with the feedback-driven weights have been proposed in [6] , while Alamouti-type wireless systems with one-bit feedback and a combination of antenna selection and power allocation have been studied in [7] . MIMO antenna subset selection with space-time coding is discussed in [9] .
In this paper, we consider different combinations of the transmit antenna selection (TAS), power allocation (PA) and space-time Alamouti's coding (AC) in MIMO communication systems with arbitrary number of transmit antennas and low-rate (but not necessarily one-bit) CSI feedback. Analytical expressions for the system BER are derived, and the performances of the following approaches are compared:
• transmit antenna selection;
• combination of transmit antenna selection and Alamouti's coding; • combination of transmit antenna selection and power allocation; • combination of transmit antenna selection, power allocation, and Alamouti's coding.
Both the cases of perfect and erroneous feedback are considered. It is shown that the relationship between the performances of these approaches substantially depends on the feedback quality.
SYSTEM MODEL
Assume a point-to-point communication system with fl at quasi-static fading, M transmit antennas, a single receive antenna, and low-rate feedback of k bits per channel use. The received signal can be modelled as
where
T are the M × 1 complex transmitted signal and channel vectors, respectively, n(l) is the complex noise waveform, l is the time index, and (·)
T denotes the transpose. The following common assumptions are used: A1): h(l), n(l) and s(l) are statistically independent. 
The channel is perfectly known at the receiver. A7): The BPSK modulation is used. A8): The binary digits " 0" and " 1" are used as feedback bits. The feedback channel is symmetric, i.e., the error probability Pe is the same for any feedback bit.
Using these assumptions, the average signal-to-noise ratio (SNR) can be written as [7] SNR = −10 log(σ
TRANSMIT ANTENNA SELECTION
If the CSI is available at the transmitter through a low-rate feedback, the transmit antenna selection technique can be used. A feedback with k = ⌈log 2 M ⌉ bits is needed to implement this technique, where ⌈x⌉ denotes the smallest integer larger than x. The system BER 1 can be expressed as where
n is the average SNR per channel, PCF and PEF are the probabilities of correct and erroneous feedback, respectively, and BERCF and BEREF are the BERs in the cases of correct and erroneous feedback, respectively. If M = 2 k with any positive integer k, then PCF = (1 − Pe) k and PEF = 1 − (1 − Pe) k . The received instantaneous SNR (ISNR) for the ith channel coeffi cient is given by
It is easy to see that γi, i = 1 . . . , M are centrally χ 2 -distributed with two degrees of freedom. The probability density function (pdf) for the nth largest ISNR γmax,n is given by
where`m l´i s the binomial coeffi cient. The BER can be written as [11] 
where a 2 = sin 2 π/2 and
is the the moment generating function (MGF) for fγ max,n (x). Using (6) along with (5) and (7), and taking n = 1, we can obtain BERCF. Moreover, taking into account that in the erroneous feedback case any transmit antenna except the best one is used with the probability 1/(M − 1), we can fi nd BEREF as a product of 1/(M − 1) and the sum of BERs computed using (6) with the pdfs given by (5) and evaluated for n = 2, . . . , M . Fig. 1 shows the theoretical BERTAS of the transmit antenna selection method versus SNR for M = 2, 4, 8. Note that in this fi gure and all subsequent fi gures, the analytical and experimental curves nearly perfectly coincide and, therefore, only the analytical curves are hereafter displayed. From Fig. 1 , it can be seen that in the case of perfect low-rate feedback, the performance can be signifi cantly improved by using the transmit antenna selection technique and increasing the number of transmit antennas. However, in the erroneous feedback case this is no longer true, even for relatively low values of the feedback bit error probability.
TRANSMIT ANTENNA SELECTION AND SPACE-TIME CODING
Assuming that M is even, the transmit antennas can be divided into L = M/2 groups, with each group containing two antennas. Then, a combination of antenna selection and Alamouti's space-time coding [2] can be used. Specifi cally, using the ⌈log 2 L⌉-bit feedback, we can select the best group of antennas and then transmit the signals through these two antennas using the Alamouti's code. In this case, the received ISNR is given by
where the subscripts a and b stand for the fi rst and second transmit antennas in the selected group, respectively. The pdf of the received ISNR using the nth best group can be expressed as
The BERTAS−AC of the system combining transmit antenna selection and Alamouti's coding is given by the expression similar to (3), where BERCF can be found using (6) for n = 1, while BEREF can be obtained as a product of 1/(L − 1) and the sum of BERs computed using (6) for n = 2, . . . , L. Fig. 2 displays BERs versus SNR for M = 4. In this fi gure, BERTAS−AC is compared to BERTAS, that is, the technique with transmit antenna selection and Alamouti's code is compared to that using transmit antenna selection only. For both techniques, the total transmit power is the same. It can be observed from this fi gure that in the perfect feedback case, as expected, the transmit antenna selection technique has better performance than the combination of antenna selection and Alamouti's code. However, the latter combined technique has much better robustness against feedback bit errors as compared to the transmit antenna selection approach.
TRANSMIT ANTENNA SELECTION AND POWER ALLOCATION
If the (⌈log 2 M ⌉ + 1)-bit feedback is used, then the combination of the transmit antenna selection and power allocation techniques can be also used. Depending on the channel gain of the best transmit antenna |hmax,1|, the time-varying antenna weight w can be used which is equal to √ α if |hmax,1| 2 ≤ µ and √ β if |hmax,1| 2 > µ, where µ is a certain preselected threshold value, and α and β are two possible values for w [7] . The time average of w should satisfy the average power constraint, see assumption A5.
The optimal values αo, βo and µo, i.e., the values for which the BER is minimized, can be found as the solution of the following optimization problem {α0, β0, µ0} = arg min α,β,µ BER(A, α, β, µ)
where f |h max,1 | 2 (x) is the pdf of |hmax,1| 2 , the fi rst constraint is the average power constraint of assumption A5, and the last two constraints are the peak power constraints of assumption A4.
In the correct feedback case (denoted as case 1 in the sequel), the received ISNR is given by
The pdf of the received ISNR can be expressed as Table 1 . Optimal parameters of power allocation.
If the feedback is erroneous, the following three cases should be considered: antenna selection is erroneous but antenna weight selection is correct (case 2); antenna selection is correct but antenna weight selection is erroneous (case 3); and both antenna selection and weight selection are erroneous (case 4).
The received ISNR in the case of correct antenna selection but erroneous antenna weight selection can be expressed via (12) with the interchanged α and β.
In the case of erroneous antenna selection but correct antenna weight selection and if |h max,k | 2 < |hmax,1| 2 ≤ µ, the pdf of the received ISNR for the kth (k ≥ 2) best transmit antenna can be written as
Similarly, if |h max,k | 2 ≤ µ < |hmax,1| 2 , then the pdf of the received ISNR is given by
and if µ < |h max,k | 2 < |hmax,1| 2 , then this pdf can be expressed as
(15) The received ISNR in the case of erroneous antenna and weight selection can be expressed similar to that in the case of erroneous antenna selection but correct weight selection, except that α and β should be interchanged.
We denote the BERs in cases 1 to 4 as BER1, BER2, BER3 and BER4, respectively. Also, denoting the BER in the case of the kth best transmit antenna and the correct weight selection as BER C,k , we have where Pi, i = 1, · · · , 4 denote the corresponding probabilities. Note that BER1 can be obtained from (6) and (7) by inserting (12) instead of fγ max,n in (7). In turn, BER3 and BER4 can be found from BER1 and BER2, respectively, by interchanging α and β. Fig. 3 shows the BERs of the antenna selection technique, as well as the combination of antenna selection and power allocation (tested for different values of the peak power), all in the case of perfect feedback. It follows from this fi gure that additional power allocation can signifi cantly improve the error rate performance of the antenna selection approach at the price of one extra feedback bit. The optimal power allocation parameters for M = 4 are given in Table 1. The corresponding BERs in the case of imperfect feedback are shown in Fig. 4 , which demonstrates that the performance improvements due to combining power allocation and antenna selection tend to be less pronounced as the feedback bit error increases.
A natural question is whether the performance of MIMO systems with limited feedback can be further improved if more than two weights are used for power allocation.
As an example, let us consider the case when each channel is quantized into three levels (i.e., three power weights are used), and M = 4 transmit antennas are employed. Then, the antenna weights can be expressed as
The BERs of the combination of the antenna selection and power allocation techniques are compared in Fig. 5 for two and three power allocation weights, and different values of the peak power. It can be seen from this fi gure that increasing the number of weights can improve the performance only in the case when the peak power is suffi ciently high.
TRANSMIT ANTENNA SELECTION, POWER ALLOCATION, AND SPACE-TIME CODING
Dividing M antennas into L = M/2 groups of two antennas and quantizing the channel into two levels, k = ⌈log 2 L⌉ + 1 feedback bits are required to implement the technique based on the combination of antenna selection, Alamouti's code and power allocation. For such technique, the antenna weights can be expressed in the matrix form as [1] , [7] 
where a and b denote the two antennas of the best group, and I is the 2 × 2 identity matrix. For the sake of simplicity, let us assume that M = 4. Using this fact and assumption A5, we have that the average transmitted power for each antenna is equal to 0.5. To obtain the optimal values of the parameters α, β, and µ, we can use (10) with f |h max,1 | 2 (x) replaced by fγ g (x), where fγ g (x) denotes the pdf of γg = A(|ha| 2 + |h b | 2 ) given by
In the case of correct feedback, the received ISNR γ can be written as
In the case of erroneous antenna selection but correct antenna weight selection, γ can be expressed as
where γw = A(|hc| 2 + |h d | 2 ) denotes the received ISNR of the actually selected (the worst-group) antennas c and d.
Using these expressions, the pdf of γ can be obtained using the same approach as discussed in the previous section. The resulting pdf expressions are dropped here for the sake of brevity and will be presented in the full version of this paper. The resulting BER of the technique that combines antenna selection, power allocation, and Alamouti's space-time coding can be expressed as where BERi (i = 1, 2, 3, 4) are defi ned similarly to the previous section.
The BERs of several techniques including different combinations of the discussed transmission strategies are shown in Fig. 6 both for the cases of perfect and imperfect feedback. As can be seen from this fi gure, the combination of antenna selection, power allocation, and Alamouti's coding performs better than any other technique in the erroneous feedback case, while the technique combining antenna selection and power allocation demonstrates the best performance in the perfect feedback case.
CONCLUSION
The performance of MIMO communication systems can be improved by using a low-rate CSI feedback, where a certain combination of antenna selection, space-time coding and power allocation can be chosen as a transmission strategy. It has been shown that a lowrate CSI feedback is suffi cient to achieve quite substantial performance improvements. The performances of different combinations of the aforementioned transmission strategies have been analyzed and quantifi ed, and the robustness of these approaches to feedback errors has been studied. It has been shown that the relationship between the performances of the considered transmission techniques substantially depends on the feedback quality.
