An exploration of stellarator configuration space z for quasi-axisymmetric stellarator (QAS) designs is discussed, using methods which provide a more global view of that space. To this end, we have implemented a "differential evolution" (DE) search algorithm in an existing stellarator optimizer, which is much less prone to become trapped in local, suboptimal minima of the cost function χ than the local search methods used previously. This search algorithm is complemented by mapping studies of χ over z aimed at gaining insight into the results of the automated searches. We find that a wide range of the attractive QAS configurations previously found fall into a small number of classes, with each class corresponding to a basin of χ(z). We develop maps on which these earlier stellarators can be placed, the relations among them seen, and understanding gained into the physics differences between them. It is also found that, while still large, the region of z space containing practically realizable QAS configurations is much smaller than earlier supposed.
I. Introduction
The search for attractive stellarator designs has been greatly enhanced by the development of optimization codes which search configuration space z using a specified cost function χ(z). Such codes have been used extensively in the design of W7-X (Wendelstein-VII-X),
1 HSX (Helically Symmetric eXperiment), 2 and more recently, by the NCSX (National Compact Stellarator eXperiment) group 3 in designing a proposed quasi-axisymmetric stellarator (QAS). These optimizers have used search algorithms which are 'local', i.e., which make use of derivatives in the local topography of χ(z) to decide in which direction to move along a single trajectory in z, such as the steepest-descent and related Levenberg-Marquardt (LM) methods. 4 The NCSX optimizer (Stellopt) uses the LM algorithm. While efficient in suitable cases, such methods often become trapped in local, suboptimal minima of the cost function, in the large and sometimes highly corrugated z space. This makes human involvement an essential part of the optimization loop, in which the system z position or the weights in χ are adjusted to dislodge Stellopt from local minima. Surmounting this difficulty is a first objective of this work, performing more global searches in z space through implementing a variant (Stellopt-DE) of Stellopt, which uses a "differential evolution" (DE) algorithm.
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This is far less prone to become locally trapped, and thus permits a more robust, though more time consuming, exploration of z space.
The DE algorithm is similar to genetic algorithms (GAs), 7 but suited to exploration of a continuous space. Unlike local methods, these do not require taking derivatives, but evolve a sequence of generations g = 0, ...g max , each generation comprised of an ensemble of N p system points {z i }(g), (i = 0, ...N p − 1) dis-tributed over the space to be explored, and with a simple rule for obtaining the (g + 1) th generation from the g th . Because the evolution is of a cloud of system points, rather than of a single point along one trajectory, the evolution of the DE population can provide a less myopic map of the z space topography compared with that from traditional local algorithms.
Obtaining such a map of z space is important, both for understanding and for finding optimal designs. Up to now, the LM optimizer (Stellopt-LM) has obtained promising QAS configurations after a complicated sequence of optimizer runs and human adjustments, and there has been little knowledge of how close the various configurations are to each other, how many different types of good QAS designs there may be, and what their distinguishing features are. In addition to providing an optimization algorithm less prone to the local-well weakness of local methods, a second objective of this work is to enhance insight of this sort, by providing a more global view of the space in which Stellopt has been searching and identifying configurations. We find (cf. Secs. IV and V) that a wide range of the attractive QAS configurations previously studied falls into a small number of classes, with each class corresponding to a well or 'basin' of χ. By mapping χ(z) over useful sections of the full z space, we obtain maps showing these basins, their relative positions, and gain insight into the physics separating them. Configurations known to have related ancestry tend to fall near one another on the map, as one might expect. The maps also indicate that, while the full z space is in principal enormous, the region of that space containing configurations which are (in a sense to be defined) practically realizable is much smaller than one might have supposed (though still large). While these maps are not complete or definitive, they begin to put limits on the domain being explored, and to convert terra incognita into 3 something with a known geography.
The remainder of this paper is organized as follows. In Sec. II we introduce some needed notation, and briefly discuss features of the operation of Stellopt and ancillary codes which are used for the optimization process. The DE algorithm is introduced in Sec. III, and some of its characteristics discussed. In Sec. IV the method is employed in studying the QAS region of stellarator configuration space. The search leads to a study of the topography of χ in z space, and to the development of a simple taxonomy for the QAS configurations on which the NCSX team has focussed. Sec. V provides some discussion of the results of the foregoing sections.
II. Preliminaries
The cost function χ(z) is given in Stellopt by
where the w i are the weights of the various contributionsχ 2 i to χ 2 . To compute χ 2 , Stellopt first calls the VMEC code 8 to compute a magnetohydrodynamic (MHD) equilibrium, and then additional codes to compute the differentχ 2 i , which make use of the equilibrium information. VMEC can compute both fixed and free-boundary equilibria. In the fixed-boundary case, z specializes to the set N f equal to the number of field periods, θ and ζ are the poloidal and toroidal azimuths, R is the major radius and Z is the height above the midplane. In the free-boundary case, z may be given by the set I = {I j } of currents in a given coil set, plus the few additional quantities just mentioned. 
III. The DE Algorithm
As noted above, the DE algorithm is similar to genetic algorithms (GAs), but suited to exploration of a continuous space. Here we briefly specify the method and touch on some of its properties. The reader is referred to the fuller discussion in the original work.
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As indicated in Sec. I, the optimizer is initialized in generation g = 0 with an ensemble of N p system points {z i }(g = 0) distributed in some way over the
is generated from those in generation g by first using the rule 
is the length of the mutated sequence, chosen with probability
, with P c the 'crossover probability', and m = m modulo D.
Finally, if the cost function value χ(u
In the studies discussed here, the choices F = .9, P c = 1 have been made, the latter implying that no mutation is used. This has been found to produce adequate diversity in the population.
From (2), with F ∼ 1, one sees that the trial points for generation g + 1 will
have a spread comparable to that of the current ensemble about the current-best point z b . If the points lie across only a single basin, the ensemble center will 6 remain in that basin, and the search will converge rapidly to the bottom of that well. If on the other hand the (g +1) th best is toward the edge of the g th ensemble,
as would occur if the present ensemble lies generally on a slope, or if points at the edge have encountered a new and deeper well, the focus of the search can shift, and permit hunting in new wells. Thus, it is important that the initial ensemble be spread widely enough, in order that the evolution not be simply a convergence to the initial well bottom.
With this scheme, consistent with the guidance given 5, 6 for good convergence performance, we will take N p 7D in the runs discussed here. g max for convergence also scales with D. As a rule of thumb, we find g max ∼ 10D. Thus, the total time for a run using for an optimum, this property can be helpful, as will be seen.
IV. Stellopt-DE Applications
To illustrate some of these features of a DE search, we first show a DE study parallelling a series of LM studies done 11 to investigate the operational flexibility of the reference NCSX configuration LI383, using the "M1017" set of modular coils ( Fig. 1 ). This calculation thus uses VMEC in free-boundary mode, and z space has dimension D = 11. For j = 1 − 9, z j = I j are the currents in the 4 distinct types of modular coils, in the 1 set of auxiliary TF coils, and 4 equivalent currents for the dipole, quadrupole, hexapole, and octupole fields used to represent the PF contribution to B. z 10 is the central pressure p 0 and z 11 is the enclosed toroidal flux Φ a . These are adjusted in order to satisfy constraints for a target plasma β, and to keep the plasma limited by a specified first wall boundary.
Following the heuristic rules noted in Sec. III, we take N p = 80 7 × D for this search.
In Fig. 2 One way the physics-versus target-constraint problem can be dealt with is illustrated in Fig. 3 , which shows a scatter plot of χ configurations are related to each other, how different they are from each other, and whether there might be other QA configurations in z space, as yet undiscovered, which are comparably or perhaps more attractive than those already found.
In addition to the current NCSX reference configuration LI383, 11 here we shall also make use of 4 additional QAS configurations, all having N f = 3 periods and fairly low aspect ratio (Table 1) : PG2, a QAS developed by P. Garabedian To compare these on an equal footing, we rescale each of them to have R 00 = 
where λ K is the kink eigenvalue from Terpsichore, negative for unstable modes.
14 Accordingly, with the prescribed set {w i }, we run Stellopt-LM on each of configurations 1a-5a, to obtain new local optima, called 1b-5b, respectively. We find that these lie fairly near the original configurations 1a-5a (Fig. 4) . Here, we have introduced the simple norm |z| ≡ ( j z As a third application, therefore, we investigate a similar subspace spanned by 5 seed configurations 1c-5c, with each obtained beginning as before with configurations 1a-5a, but now running Stellopt-LM with a penalty χ 2 κ included for high curvature of the outer flux surface. Important elements of the χ 2 decomposition of these configurations are given in Table 2 , along with some other important physical parameters. The resultant LM-optimal configurations 1c-5c ( 
for all values of coefficients a 
V. Discussion
We have implemented and exercised the DE algorithm in the Stellopt optimizer in both fixed-and free-boundary searches of stellarator configuration space, and found that it is, as expected, much less inclined to become trapped in local suboptimal minima than the local LM algorithm, which has been used by Stellopt until now. Stellopt-DE improved very slightly on the best value found using As expected, a single run with the algorithm takes appreciably longer (typically a factor of 7-10) than a single LM run. However, the LM optimizer typically must be run several times, with human readjustment between runs, in order to arrive at a good optimum. For the applications studied thus far, Stellopt-DE has found configurations improving somewhat, but not dramatically, on those developed by the Stellopt-LM searches. We regard this as providing additional confidence that the LM+human approach the NCSX team has used to date to find good QAS configurations is working.
As noted, a configuration with optimal χ is not necessarily an optimal configuration in practical terms, because of a gap between the figures of meritχ A further weakness of simply using either optimizer is that they do not provide, by themselves, much insight into why they arrive at the configurations they do, 
