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Optimalno generiranje prepletenosti z nakljucˇnimi kvantnimi vezji
Izvlecˇek
Nakljucˇna kvantna vezja uporabljamo kot model za opisovanje raznoraznih nede-
terministicˇnih fizikalnih pojavov, saj sluzˇijo kot dobra aproksimacija nakljucˇnih
unitarnih operatorjev in nakljucˇnih kvantnih stanj. Slednje se v fiziki uporablja
na mnogih podrocˇjih zaradi njihove velike prepletenosti. V svoji magistrski nalogi
bom obravnaval nekatere druzˇine nakljucˇnih kvantnih vezij in zapisal kako jih
lahko optimiziramo, da dosezˇemo cˇimvecˇjo prepletenost z uporabo cˇimmanjˇsega
sˇtevila kvantnih vrat v vezju. Optimalno nakljucˇno kvantno vezje lahko sluzˇi pri
konkretni implementaciji nakljucˇnih vezij ali pri izboljˇsanju analiticˇnih aproksimacij
nakljucˇnih kvantnih procesov.
Kljucˇne besede: nakljucˇna kvantna vezja, prepletenost, kubiti, optimizacija,
protokol, Markovska veriga, spektralna rezˇa

Optimal generation of entanglement with random quantum circuits
Abstract:
Random quantum circuits are used as a toy model to describe a vast variety of
physical phenomena. The most important property of random quantum circuits is
the ability to approximate random unitary operators and random quantum states.
The latter are used in a vast range of physical fields due to their entanglement
properties. The main concern will be how to optimize a family of random quantum
circuits, so that we can obtain maximal entanglement with the help of the smallest
possible number of quantum gates. Optimal random quantum gates can be used
to physically implement a quantum circuit or as a better approximation of random
quantum processes.
Keywords: random quantum circuits, entanglement, qubits, optimization, proto-
col, Markov chain, spectral gap
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Poglavje 1
Uvod
V svoji magistrski nalogi bom opisal nakljucˇna kvantna vezja in pokazal ka-
teri protokol vzeti, da dobimo najvecˇjo mozˇno prepletenost v sistemu s pomocˇjo
cˇimmanjˇsega sˇtevila vrat. Podroben opis uporabljene terminologije bo predstavljen
v poglavju Teoreticˇno ozadje.
Kvantna vezja so cˇasovno urejena kolekcija kvantnih vrat, oziroma vecˇdelcˇnih
operatorjev, ki delujejo na stanja danega sistema. Nakljucˇna kvantna vezja so
primer kvantnih vezij, kjer so vsa, ali nekatera, kvantna vrata nakljucˇna. V zakljucˇni
nalogi bomo z vezjem delovali na stanja spinske verige s spini S = 1/2. Spine
S = 1/2 lahko imenujemo tudi kubiti.
V zadnjih dvajsetih letih so bila nakljucˇna kvantna vezja v fiziki uporabljena na
raznoraznih podrocˇjih; uporabljajo se kot enostavni model za generacijo nakljucˇnih
kvantnih stanj, za aproksimacijo nakljucˇnih unitarnih operatorjev, za opis nakljucˇno
perturbiranih Hamiltonianov in celo za opis mesˇanja informacije v notranjosti cˇrnih
lukenj. Kot primer si lahko mislimo nek Hamiltonski sistem, perturbiran z ne-
znanim cˇasovno odvisnim sˇumom [1],[2]. V cˇlanku [3] so avtorji pokazali, da se
sˇum, ki tipicˇno nastopa npr. pri sestavi kvantnih procesorjev, da opisati s pomocˇjo
nakljucˇnih unitarnih matrik U(N), kjer je N velikost Hilbertovega prostora. Na-
kljucˇne unitarne matrike izzˇebamo enakomerno po Haarovi meri na unitarni grupi.
Haarova mera je generalizacija enakomerne porazdelitve v primeru zveznih grup,
podrobnejˇsi opis mere najdemo v dodatku A. Zˇal je generiranje nakljucˇnih unitarnih
matrik eksponentno drag proces; dekompozicija unitarnega operatorja v enokubitne
ali dvokubitne operatorje bo predstavljala eksponentno dolgo kvantno vezje v smislu
sˇtevila lokalnih operatorjev [4]. V cˇlanku [5] so avtorji predlagali, da se nakljucˇna
kvantna vezja lahko uporablja kot psevdonakljucˇne unitarne matrike, torej lahko
z njimi do dolocˇene natancˇnosti aproksimiramo nakljucˇne unitarne matrike. V
naslednjih letih so raznorazni avtorji pokazali, da lahko s takimi psevdonakljucˇnimi
matrikami nakljucˇne operatorje aproksimiramo zˇe v polinomskem cˇasu, oziroma po-
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trebujemo le polinomsko sˇtevilo enokubitnih in dvokubitnih kvantnih vrat v nasˇem
nakljucˇnem kvantnem vezju [6],[7],[8],[9],[10],[11],[12]. Zanimiv primer uporabe
nakljucˇnih kvantnih vezij lahko zasledimo v cˇlanku [13], kjer jih avtorji uporabljajo
za opisovanje mesˇanja informacije v cˇrnih luknjah.
Z nakljucˇnimi unitarnimi operatorji lahko generiramo tudi nakljucˇna kvantna
stanja 1 iz poljubnih stanj. Nakljucˇna kvantna stanja so zelo velikega pomena v
kvantni informacijski teoriji, saj so skoraj maksimalno prepletena glede na dano
biparticijo sistema. Pomembna so tudi v kvantnem racˇunalniˇstvu, najdemo pa jih
lahko tudi kot stanja kvantnih kaoticˇnih sistemov po dolgem cˇasu. Zaradi njihove
obsˇirne uporabnosti se je torej veliko fizikov v zadnjih letih ukvarjalo s problemom,
kako kvantificirati narasˇcˇanje in sˇirjenje prepletenosti v sistemu, katerega evolucijo
narekujejo nakljucˇna kvantna vezja.
Cˇe zˇelimo z nakljucˇnim kvantnim vezjem generirati nakljucˇno kvantno stanje je
smiselno vprasˇanje, kako generirati cˇimbolj prepleteno stanje z uporabo cˇimmanjˇsega
sˇtevila kvantnih vrat. V svoji magistrski nalogi bom temu vprasˇanju skusˇal
odgovoriti in pod dolocˇenimi predpostavkami numericˇno ali analiticˇno pokazal,
kaksˇen tip nakljucˇnega kvantnega vezja na kubitni verigi vzeti, da bomo cˇimhitreje
konvergirali k nakljucˇnemu stanju.
Leta 2007 so v cˇlanku [14] reducirali povprecˇno dinamiko nekaterih druzˇin
nakljucˇnih kvantih vezih na Markovske verige. Redukcija nam omogocˇa kvanti-
tativno analizo vecˇanja prepletenosti v spinski verigi s pomocˇjo deterministicˇnih
orodij. Preden je ta metoda nastala, je analiza nakljucˇnih kvantnih vezij temeljila
na numericˇnih simulacijah, kjer je bilo treba ob vsakem koraku na novo generi-
rati nakljucˇne eno ali dvokubitne matrike, za primer glej [15]. Izracˇuni, ki sem
jih izvedel v svoji zakljucˇni nalogi, temeljijo na redukciji na Markovsko verigo,
dolocˇeni z zgoraj citirano metodo in z novo metodo, objavljeno na koncu leta 2019
[16]. Stara metoda [14] omogocˇa redukcijo dinamike le za ozko druzˇino nakljucˇnih
kvantnih vezji. S pomocˇjo nove metode bomo prvicˇ izpeljali Markovsko verigo
za povprecˇno dinamiko v primeru splosˇnejˇsega razreda nakljucˇnih kvantnih vezij.
Dodatno nam bo uspelo matriko, ki dolocˇa Markovsko verigo, poenostaviti, kar
nam bo omogocˇilo enostavnejˇse numericˇne izracˇune in v nekaterih primerih tudi
analiticˇne rezultate. Poenostavitev bo temeljila na primerjavi nove in stare metode
v primerih, ko domena obravnanih vezij sovpada.
V poglavju Teoreticˇno ozadje bom matematicˇno zastavil problem, ki ga hocˇemo
resˇiti in opisal dve metodi, eno iz leta 2007 in drugo iz leta 2019, ki nam bosta v
magistrski nalogi omogocˇili poenostavitev izracˇuna dinamike prepletenosti sistema.
1 Nakljucˇna kvantna stanja izzˇrebamo iz porazdelitve, ki je invariantna na delovanje unitarne
grupe. Zahteva po invariantnosti enolicˇno dolocˇa porazdelitev. Nakljucˇna stanja generiramo
lahko tudi z delovanjem nakljucˇnega unitarnega operatorja na poljubno stanje.
12
V naslednjem poglavju, Markovska veriga za poljubna unitarna vrata, bom s
pomocˇjo novejˇse metode izpeljal dvokubitno matriko M ′c,d (indeksa c in d oznacˇujeta
kubita, na katera bomo delovali), ki bo opisovala povprecˇni osnovni korak na-
kljucˇnega kvantnega vezja. Kvantno vezje sestavimo kot skupek dvokubitnih
matrik, ki jih imenujemo osnovni koraki. S pomocˇjo spektralne rezˇe matrike
M ′, ki jo definiramo kot produkt osnovnih matrik M ′c,d, bomo zmozˇni dolocˇiti
povprecˇno hitrost konvergence stanj spinske verige, na kateri delujemo z nasˇim
vezjem. Osnovni povprecˇeni korak M ′c,d lahko z enokubitnimi transformacijami
simetriziramo v obliko Mc,d. Simetrizirano obliko matrik Mc,d dobimo z uporabo
stare metode, nam pa bo uspelo Markovsko verigo transformirati v Mc,d za sˇirsˇo
druzˇino nakljucˇnih vezij. Produkt Mc,d in M
′ nam data isto spektralno rezˇo, zato
simetrizirano obliko lahko uporabimo pri poenostavitvi numericˇnih izracˇunov ali
pri nekaterih analiticˇnih izracˇunih.
V poglavju Optimalni protokol bom za nekaj primerov nakljucˇnih kvantnih
vezij numericˇno ali analiticˇno izracˇunal hitrost konvergence prepletenosti h koncˇni
vrednosti. Optimizacijo bom izvedel s spreminjanjem konfiguracij lokalnih vrat in
z izbiro dvokubitnih operatorjev. Rezultate bom na koncu poglavja primerjal in
dolocˇil optimalno nakljucˇno kvantno vezje, s katerim bomo najhitreje konvergirali
h koncˇnemu, maksimalno prepletenemu stanju. Novost koncˇnega rezultata je to, da
smo optimalno vezje dolocˇili iz do sedaj najˇsirsˇe druzˇine nakljucˇnih kvantnih vezij.
13
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Poglavje 2
Teoreticˇno ozadje
V tem poglavju bom predstavil teoreticˇno ozadje, potrebno za razumevanje
racˇunov, ki jih bom izvedel za dolocˇitev optimalnega nakljucˇnega kvantnega vezja.
V prvem razdelku bom predstavil matematicˇni opis obravnavanih vezij. Ob-
razlozˇil bom algoritem, ki nam opisuje delovanje nakljucˇnih vezij in opisal vsa
potrebna matematicˇna orodja, ki nam bodo sluzˇila pri kvantifikaciji prepletenosti
sistema.
V drugem razdelku bom opisal metodo, ki je nastala leta 2007, ki nam pomaga
reducirati dinamiko stanja spinske verige na Markovsko verigo. Metoda velja le za
dolocˇene primere vezij, ki jih bom zˇelel analizirati v nalogi, ampak je bistvenega
pomena, saj mi bo v tretjem poglavju pomagala poenostaviti evolucijo, dobljeno
za sˇirsˇi razred vezij.
V tretjem razdelku bom predstavil metodo, ki je nastala ob koncu leta 2019. S
to metodo bom v tretjem poglavju sposoben reducirati dinamiko spinskih verig na
Markovsko verigo za sˇirsˇo druzˇino nakljucˇnih kvantnih vezij.
V cˇetrtem razdelku bom metodi na kratko primerjal in pokazal, da Markovski
verigi, ki iz njiju sledita, dajeta isto hitrost konvergence prepletenosti sistema h
koncˇni vrednosti. Novo metodo lahko uporabljamo za sˇirsˇo druzˇino nakljucˇnih
kvantnih vezij, ki vsebuje vezja iz stare metode. Metodi bom seveda primerjal le
za vezja, kjer lahko obe uporabimo.
2.1 Matematicˇni opis problema
Nakljucˇna kvantna vezja, ki jih obravnavam v svoji magistrski nalogi, bodo
delovala na stanjih enodimenzionalnih spinskih verig s spinom S = 1/2. Cˇasovna
evolucija sistema temelji na uporabi nakljucˇnih enokubitnih matrik (oznacˇevali
jih bomo z U ali V , U, V ∈ U(2), kjer je U(N) unitarna grupa), izzˇrebanih
enakomerno po Haarovi meri, in unitarnih dvokubitnih vrat (oznacˇevali jih bomo
15
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z W , W ∈ U(4)). Delovanje le na dveh kubitih istocˇasno lahko motiviramo s
tem, da so v naravi v glavnem prisotne le dvodelcˇne interakcije. Elemente U(2)
parametriziramo na naslednji nacˇin
U(α, φ, ψ, χ) = eiα
 eiψ cosφ eiχ sinφ
−e−iχ sinφ e−iψ cosφ
 , (2.1)
kjer je 0 ≤ φ ≤ pi/2 in 0 ≤ α, ψ, χ ≤ 2pi. Cˇe zˇelimo generirati operator enakomerno
po Haarovi meri, moramo izzˇrebati α, ψ, χ enakomerno iz [0, 2pi] in ξ ∈ [0, 1]
in izracˇunati φ = arcsin
√
ξ. Zgoraj opisani nakljucˇni operator smo generirali
enakomerno po Haarovi meri na unitarni enokubitni grupi. Cˇe na enokubitno
stanje delujemo z matrikami, porazdeljenimi kot opisano v enacˇbi (2.1), bomo
dobili porazdelitev stanj, enakomerno porazdeljeno po Blochovi sferi.
Vzemimo sedaj poljubno cˇisto stanje kvantne spinske verige |Ψ〉 ∈ H = ⊗ni=1Hi,
kjer je Hi = C⊗2 Hilbertov prostor enega kubita in n dolzˇina verige. Delovanje
kvantnega vezja na stanje |Ψ〉 lahko opiˇsemo s sledecˇim algoritmom
1. Dolocˇimo kubita c in d, na katera bomo delovali;
2. Generiramo dve enokubitni nakljucˇni unitarni matriki U in V ;
3. Delujemo na c-ti kubit z nakljucˇnim operatorjem U in na d-ti kubit z na-
kljucˇnim operatorjem V ;
4. Delujemo na c-ti in d-ti kubit z izbrano dvokubitno unitarno matriko W ;
5. Ponovimo vse zgoraj opisane korake.
Z zgornjim algoritmom smo definirali razred nakljucˇnih kvantnih vezij, ki ga
bomo obravnavali v nalogi. Graficˇni prikaz algoritma je prikazan na sliki (2.1).
Slika 2.1: Graficˇni prikaz algoritma, ki definira obravnavana nakljucˇna kvantna
vezja. V sliki je prikazan en osnovni korak nakljucˇnega kvantnega vezja.
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2.1. Matematicˇni opis problema
Za dolocˇitev kubitov c in d iz prve tocˇke algoritma lahko sledimo neki zˇe
vnaprej definirani konfiguraciji. Konfiguracija kubitov c in d in izbira dvokubitnih
vrat W bodo v zakljucˇni nalogi edine lastnosti nakljucˇnih kvantnih vezij, ki jih
bom obravnaval. Izbiro konfiguracije vrat in izbiro operatorja W imenujemo
protokol nakljucˇnega kvantnega vezja. V tretjem poglavju bom za nekatere druzˇine
konfiguracij in sposˇno unitarno matriko W dolocˇil optimalni protokol, kjer je hitrost
konvergence prepletenosti sistema h koncˇni vrednosti maksimalna.
Imejmo na primer spinsko verigo velikosti n. Primer vnaprej dolocˇene konfigu-
racije lahko predstavimo z naslednjimi izbirami kubitov. V prvi iteraciji zgornjega
algoritma delujemo na kubite c = 1 in d = 2, v drugi iteraciji na kubite c = 2
in d = 3, v i-ti iteraciji pa na kubite c = i in d = i + 1, i < n. Cˇe ima veriga
periodicˇne robne pogoje, dovolimo sˇe delovanje na c = n in d = 1, potem ponovimo
vse izbire, zacˇensˇi z c = 1 in d = 2. Cˇe ima veriga odprte robne pogoje, potem
se po koraku c = n − 1 in d = n povrnemo na c = 1 in d = 2. Primer opisane
konfiguracije vrat je predstavljen na sliki (2.2).
Slika 2.2: Graficˇni prikaz zgoraj opisane konfiguracije vrat za spinsko verigo
velikosti n = 6 z odprtimi robnimi pogoji.
Naslednji primer konfiguracije je lahko izbira sodih c in d = c+ 1 v prvih n/2
korakih in lihih c in d = c + 1 v naslednjih n/2 korakih. Konfiguracija naj bo
periodicˇna, zato se po delovanju na vse lihe c povrnemo na sode kubite c. Taki
17
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konfiguraciji kvantnega vezja v literaturi pravijo brick-wall konfiguracija. Primer
brick-wall konfiguracije in odprtih robnih pogojev je prikazan na sliki (2.3).
Slika 2.3: Graficˇni prikaz zgoraj opisane brick-wall konfiguracije vrat za spinsko
verigo velikosti n = 6 z odprtimi robnimi pogoji.
V obravnavanih nakljucˇnih kvantnih vezjih bom dodatno predpostavil, da bom
ob vsaki iteraciji algoritma uporabljal vedno enaka dvokubitna unitarna vrata W .
Primeri takih dvokubitnih vrat so WCNOT vrata
WCNOT =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
 , (2.2)
ali WXY vrata
WXY =

1 0 0 0
0 0 −i 0
0 −i 0 0
0 0 0 1
 , (2.3)
kjer so operatorji zapisani v bazi {00, 01, 10, 11}. V preteklosti je bila najpopu-
larnejˇsa izbira nakljucˇnih unitarnih dvokubitnih vrat [8],[15], ampak ta pomenijo
pocˇasnejˇso konvergenco h koncˇnemu nakljucˇnemu stanju v primeru, ko ob vsakem
osnovnem koraku vezja izbiramo nakljucˇne kubite c in d [17].
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2.2. Redukcija za Cliffordova vrata W
Generiranje cˇistih stanj, enakomerno porazdeljenih po Haarovi meri zahteva ek-
sponentno dolgo nakljucˇno vezje [4]. Uporabnost nakljucˇnih cˇistih stanj je posledica
njihove skoraj maksimalne prepletenosti za velike sisteme [18],[19]. Vseeno pa z
uporabo zgoraj opisanih vezij lahko enakomerno porazdelitev stanj aproksimiramo
zˇe s polinomsko dolgimi vezji [14].
Koristna kvantifikacija prepletenosti za dano biparticijo sistema je Renyijeva
entropija. Za tako kvantifikacijo se odlocˇimo, ker bo poenostavila redukcijo dinamike
prepletenosti na Markovsko verigo. Renyijevo entropijo uporabljamo za merjenje
prepletenosti med podsistemom A ⊂ [1, . . . , n], kjer je n sˇtevilo kubitov v sistemu,
in okolico B = [1, . . . , n] \ A. Renyijevo entropijo definiramo kot
S
(l)
A =
1
1− l log TrAρ
l
A, (2.4)
kjer je l red Renyijeve entropije in ρA = TrB|Ψ〉〈Ψ| za neko stanje spinske verige
|Ψ〉. V zakljucˇni nalogi bom uporabljal drugo Renyijevo entropijo S(2)A , torej bom
vzel l = 2.
V naslednjih dveh razdelkih bom opisal dve metodi, prvo iz leta 2007 in drugo
iz konca leta 2019, ki nam omogocˇata redukcijo dinamike nakljucˇnega vezja na
Markovsko verigo. Skupna lastnost obeh metod je opis evolucije spinske verige v
smislu cˇasovne evolucije prepletenosti med podsistemi A in B. V obeh metodah
uporabljamo novo kolicˇino, cˇistost (anglesˇko purity), definirano kot
IA = TrAρ
2
A, (2.5)
oziroma IA = exp(−S(2)A ), kjer je S(2)A Renyijeva entropija drugega reda. S pomocˇjo
metod lahko izpeljemo cˇasovni razvoj povprecˇne cˇistosti sistema E[IA], kjer E
oznacˇuje povprecˇje cˇez enokubitne nakljucˇne unitarne matrike U in V . Zaradi
konkavnosti logaritma bo povprecˇje cˇistosti predstavljalo spodnjo mejo prepletenosti,
torej logE[IA] ≤ E[S(2)A ]. Cˇistost IA zelo dobro aproksimira drugo Renyijevo
entropijo v rezˇimu skoraj maksimalno prepletenih stanj [14], zato nam bo cˇasovna
evolucija IA dala natancˇne rezultate po uporabi velikega sˇtevila osnovnih korakov
vezja.
2.2 Redukcija za Cliffordova vrata W
V tem razdelku bom na kratko obnovil racˇune, ki so bili leta 2007 objavljeni v
cˇlanku [14]. Racˇuni nam omogocˇajo izpeljavo dinamike povprecˇne cˇistosti sistema
E[IA]. Cˇasovna odvisnost cˇistosti bo podana z Markovsko verigo na koeficientih
razvoja gostotnega operatorja v primerni bazi.
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Definiramo lahko mnozˇico hermitskih operatorjev na nasˇi verigi z n spini kot
Σp = 2−n/2
n⊗
i=1
σpii , (2.6)
kjer je indeks pi ∈ {0, x, y, z}. Operatorji σpii so Paulijeve matrike cˇe je pi ∈ {x, y, z}
in identiteta I cˇe je pi = 0. Paulijeve matrike so definirane v dodatku [B]. σ
pi
i
so operatorji, ki delujejo le na i-tem kubitu. Nabor vrednosti p = (p1, p2, . . . , pn)
predstavlja eno izmed 4n mozˇnih izbir konfiguracij indeksov pi.
Mnozˇica {Σp}p, ko p pretecˇe vseh 4n mozˇnih konfiguracij indeksov, predstavlja
ortonormirano bazo realnega prostora hermitskih matrik na spinski verigi z n
kubiti. Skalarni produkt med operatorjema O1 in O2 je podan z Tr
[
O1O
†
2
]
. Ker je
gostotni operator ρ(t) = |Ψ(t)〉〈Ψ(t)|, kjer je |Ψ(t)〉 ∈ C2n element Hilbertovega
prostora spinske verige, hermitska matrika, ga lahko razvijemo po zgoraj definirani
bazi. Parameter t predstavlja tukaj diskretni cˇas. Stanje ob cˇasu t + 1 dobimo
po delovanju operatorja T = WUV , kjer so operatorji v produktu definirani v
razdelku (2.1). Cˇe zˇelimo eksplicitno pokazati, na katere kubite bomo delovali,
lahko piˇsemo Tc,d = Wc,dUcVd, kar pomeni da operator T deluje na kubita c in d.
Po razvoju gostotnega operatorja ρ(t) po bazi {Σp}p dobimo
ρ(t) =
∑
p
ξp(t)Σ
p, (2.7)
kjer so ξp realni koeficienti, saj so operatorji hermitski. Koeficiente ξp dobimo s
skalarnim produktom na prostoru hermitskih matrik
ξp(t) = Tr [ρ(t)Σ
p] . (2.8)
Cˇistost IA se v tej bazi zapiˇse kot
IA(t) = TrA
(2|B|/2 ∑
p=pA0B
ξp(t)
⊗
i∈A σ
pi
i
2|A|/2
)2 = 2|B| ∑
p=pA0B
ξ2p(t), (2.9)
kar sledi direktno iz uporabe definicije (2.5). Vsota v zgornji enacˇbi tecˇe cˇez vse
nabore vrednosti p = (p1, . . . , pn), kjer je pi = 0 cˇe i ∈ B. Omejitev vsote na take
nabore izhaja iz sledi cˇez okolico TrB, saj so Paulijeve matrike brezsledne. |A| in
|B| oznacˇujeta sˇtevilo kubitov v podsistemu A, oziroma okolici B, definiranega z
biparticijo spinske verige.
Radi bi dolocˇili dinamiko pozitivnih koeficientov ξ2p(t). V ta namen vzemimo
stanje |Ψ(t + 1)〉 = Tc,d|Ψ(t)〉. Operator Tc,d bo na kubite razlicˇne od c ali d
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deloval kot identiteta, na kubitih c in d pa kot Wc,dUcVd za neka izbrana dvokubitna
unitarna vrata. Gostotni operator ob cˇasu t+ 1 lahko sedaj zapiˇsemo kot
ρ(t+ 1) =
∑
q
ξq(t)Tc,dΣ
qT †c,d, (2.10)
koeficiente ξp(t+ 1) pa dobimo s skalarnim produktom
ξp(t+ 1) =
1
4
∑
q:∀i/∈{c,d},qi=pi
ξq(t)Tr
[
σpcc σ
pd
d Tc,dσ
qc
c σ
qd
d T
†
c,d
]
, (2.11)
oziroma za ξ2p(t+ 1) oznacˇimo Gp,q = Tr
[
σpcc σ
pd
d Tc,dσ
qc
c σ
qd
d T
†
c,d
]
in zapiˇsemo
ξ2p(t+ 1) =
1
16
∑
q,q′:∀i/∈{c,d},qi=q′i=pi
ξq(t)ξq′(t)Gp,qGp,q′ . (2.12)
V zgornjih vsotah smo z q : ∀i /∈ {c, d}, qi = pi oznacˇili take nabore q, kjer za vse
kubite i, ki niso enaki c in d, velja qi = pi.
Cˇe predpostavimo, da so unitarna dvokubitna vrata W element Cliffordove
grupe, t.j., da produkt Paulijevih matrik transformirajo spet v produkt Paulijevih
matrik, lahko definiramo Paulijevi matriki σpˆii , i ∈ {c, d},
σpˆcc ⊗ σpˆdd = W †c,d (σpcc ⊗ σpdd )Wc,d. (2.13)
S pomocˇjo zgornje enacˇbe lahko cˇlena Gp,q, Gp,q′ razpiˇsemo kot
Gp,q = Tr
[
σpˆcc Ucσ
qc
c U
†
c
]
Tr
[
σpˆdd Vdσ
qd
d V
†
d
]
, (2.14)
kjer smo uporabili ciklicˇnost sledi in lastnost Tr [A⊗B] = Tr [A] Tr [B].
Enacˇbo (2.12) dodatno poenostavimo, cˇe povprecˇimo cˇez enokubitna nakljucˇna
unitarna vrata Uc,Vd. Poenostavitev bo pomenila, da bomo od te tocˇke dalje
analizirali le povprecˇno evolucijo koeficientov ξ2. Cˇe je nakljucˇna matrika U
izzˇrebana enakomerno po Haarovi meri na grupi U(2), potem velja
E
[
1
4
Tr
[
σpii Uiσ
qi
i U
†
i
]
Tr
[
σpii Uiσ
q′i
i U
†
i
]]
=

1 ; pi = qi = q
′
i = 0,
1/3 ; pi = qi = q
′
i 6= 0,
0 ; sicer.
(2.15)
Dokaza enacˇbe (2.15) ne bom navajal v svoji nalogi, najdemo pa ga lahko v cˇlanku
[14]. Zgornjo enacˇbo prepoznamo v produktu (Gp,q/4)(Gp,q′/4) in sicer za Ucσ
qc
c U
†
c
in Ucσ
q′c
c U †c pri fiksnih V in za Vdσ
qd
d V
†
d in Vdσ
q′d
d V
†
d pri fiksnih U . Edini nenicˇelni
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cˇleni, ki se bodo pojavljali, bodo imeli qi = q
′
i,∀i ∈ {1, . . . , n}. Cˇe zdruzˇimo vse
prispevke dobimo
ξ2p(t+ 1) =
∑
pˆc,pˆd,qc,qd
W˜(pc,pd),(pˆc,pˆd) (Rc ⊗Rd)(pˆc,pˆd),(qc,qd) ξ2q(t), , (2.16)
kjer
Ri =

1 0 0 0
0 1/3 1/3 1/3
0 1/3 1/3 1/3
0 1/3 1/3 1/3
 (2.17)
in kjer seveda velja pi = qi za i 6= c, d. Z W˜ oznacˇimo permutacijsko matriko,
ki indekse pˆc, pˆd transformira v pc, pd po inverzu enacˇbe (2.13). Za konkretni
primer transformacije W˜ si lahko ogledamo izbiro WCNOT (2.2). Indekse pˆc, pˆd
uredimo v x = pˆd + 4pˆc in transformacijo W˜ za WCNOT opiˇsemo s pomocˇjo
permutacije elementov x. Po transformaciji pˆc, pˆd → pc, pd bomo zapisali x kot
x = (0, 11, 7, 12, 14, 5, 9, 2, 13, 6, 10, 1, 3, 8, 4, 15), kar oznacˇuje preslikave pˆd + 4pˆc =
0→ pd + 4pc = 0, pˆd + 4pˆc = 1→ pd + 4pc = 11, pˆd + 4pˆc = 2→ pd + 4pc = 7 itd..
S pomocˇjo izpeljanih kvadratov ξ2(t+ 1) lahko sedaj z uposˇtevanjem p = pA0B
v enacˇbi (2.9) sestavimo zˇeljeno cˇistost IA(t + 1) za naslednji cˇasovni korak pri
izbrani biparticiji sistema {1, . . . , n} = A ∪B.
Videli smo, kako reducirati dinamiko cˇistosti IA, povprecˇeno cˇez vse mozˇne
nakljucˇne unitarne enokubitne matrike U in V , pod pogojem, da uporabljamo
unitarna dvokubitna Cliffordova vrata W . Primeri takih vrat so WCNOT vrata
(2.2) in WXY vrata (2.3).
Naj bo sedaj M˜c,d = W˜R ⊗ R matrika, ki deluje na prostor koeficientov
ξ2p in ki jo sestavimo po enacˇbi (2.16) za neka Cliffordova vrata Wc,d. M˜c,d je
16 × 16 dimenzionalna matrika, ki predstavlja povprecˇeno delovanje osnovnega
koraka nakljucˇnega kvantnega vezja na kubitih c in d. Matrika nam bo sluzˇila,
da s pomocˇjo koeficientov ξ2(t) ob cˇasu t izracˇunamo koeficiente po povprecˇenem
delovanju operatorja Tc,d; dobimo torej ξ
2(t + 1) = M˜c,dξ
2(t). Graficˇni prikaz
povprecˇenja in matrike M˜c,d je prikazan na sliki (2.4).
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Slika 2.4: Graficˇni prikaz povprecˇevanja dvokubitnega operatorja Tc,d in uvedbe
matrike M˜c,d.
Celotno delovanje nakljucˇnega kvantnega vezja, povprecˇenega cˇez vse enokubitne
nakljucˇne matrike, lahko zapiˇsemo kot produkt osnovnih dvokubitnih M˜c,d
M˜ =
∏
c,d∈{1,...,n}
M˜c,d (2.18)
za nek cˇasovno urejeni izbor c, d (kot na primer v slikah (2.2) in (2.3)). Za
konkretni primer slike (2.2) s periodicˇno konfiguracijo vrat bi za eno periodo
zapisali M˜ = M˜n−1,nM˜n−2,n−1 . . . M˜1,2, n = 6.
Matrika M˜ ima dve lastni vrednosti enaki 1: ena ustreza stanju ρ ∝⊗i∈{1,...,n} Ii,
druga pa stanju s cˇistostjo IA(∞) 1 . V magistrski nalogi me bo zanimala predvsem
po absolutni vrednosti najvecˇja lastna vrednost λ3, ki ni enaka 1. Cˇe izberemo taka
nakljucˇna kvantna vezja, da so konfiguracije elementarnih matrik M˜c,d periodicˇne
in da v vsaki periodi delujemo z T dvokubitnimi matrikami, potem M˜ propagira
sistem za cˇas t = T . Konvergencˇno hitrost cˇistosti h koncˇni vrednosti po uporabi
m operatorjev M˜ lahko tako aproksimiramo z izrazom
|IA(mT )− IA(∞)|  |λ3|m = (1−∆)m, (2.20)
kjer je ∆ = 1− |λ3| spektralna rezˇa matrike M˜ .
1 Z IA(∞) oznacˇimo cˇistost kvantnega stanja, h kateremu bomo konvergirali z delovanjem
nakljucˇnega kvantnega vezja in predstavlja maksimalno cˇistost, ki lahko dosezˇemo z nasˇim
nakljucˇnim kvantnim vezjem. Cˇistost IA(∞) ustreza cˇistosti nakljucˇnega kvantnega stanja in je
enaka
IA(∞) = 1
ln 2
 2n∑
k=2|B|+1
1
k
− 2
|A| − 1
2|B|+1
 , (2.19)
kjer z |A| in |B| oznacˇimo sˇtevilo kubitov v biparticiji spinske verige A ∪B = {1, . . . , n} in kjer
smo privzeli |A| ≤ |B|. Izpeljavo zgornjega izraza najdemo v [16],[19].
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Z redukcijo na Markovsko verigo lahko z izracˇunom spektralne rezˇe matrike
M˜ dobimo povprecˇno hitrost konvergence cˇistosti h koncˇni vrednosti IA(∞). Cˇe
bi zˇeleli izracˇunati hitrost konvergence brez pomocˇi opisane metode, bi morali
povprecˇevati dinamiko nakljucˇnega kvantnega vezja cˇez veliko sˇtevilo osnovnih
korakov, kjer bi ob vsakem cˇasu na novo generirali nakljucˇni enokubitni matriki
U in V . Zgoraj opisana redukcija nam torej omogocˇa natancˇnejˇsi in enostavnejˇsi
izracˇun hitrosti konvergence cˇistosti poljubnega zacˇetnega stanja h koncˇni vrednosti
IA(∞).
2.3 Redukcija za poljubna unitarna vrata W
V metodi, opisani v zgornjem razdelku, smo videli, da je mogocˇe povprecˇno
dinamiko cˇistosti IA reducirati na Markovsko verigo. Predpostavili smo, da na vsa-
kem koraku delujemo na dva kubita z dvema nakljucˇnima unitarnima enokubitnima
vratima U, V in z unitarno Cliffordovo dvokubitno matriko W . Cilj magistrskega
dela je dolocˇiti optimalno izbiro splosˇnih unitarnih dvokubitnih vrat W in optimalno
izbiro konfiguracije osnovnih korakov vezja, da cˇimhitreje konvergiramo k koncˇni
vrednosti IA(∞), zato je metoda iz razdelka (2.2) pomankljiva, saj je Cliffordova
grupa le podgrupa grupe vseh unitarnih matrik U(4).
Radi bi dolocˇili cˇasovno odvisnost povprecˇene cˇistosti IA(t), podobno kot v
prejˇsnjem razdelku. V ta namen bom v tem razdelku povzel cˇlanek [16], kjer
so avtorji s pomocˇjo definicije novega Hilbertovega prostora reducirali dinamiko
cˇistosti na Markovsko verigo za poljubno unitarno W .
Definirajmo mnozˇico vrednosti {σ = σ1σ2 . . . σn}σi∈{↑,↓}, kjer nam koeficient
σi ∈ {↑, ↓} pove, cˇe je i-ti kubit v podsistemu A (oznaka ↓) ali v okolici B (oznaka
↑) dane biparticije [20]. Mnozˇica vsebuje 2n elementov in z njo lahko opiˇsemo vsako
mozˇno biparticijo nasˇe spinske verige. V naslednjem koraku podvojimo Hilbertov
prostor spinske verige H → H⊗2 in na novemu prostoru definiramo operator
χσi =
{
Ii =
∑1
α,β=0 |αβ〉i〈αβ|i ;σi =↑
SWAPi =
∑1
α,β=0 |βα〉i〈αβ|i ;σi =↓,
(2.21)
kjer vektorja |α〉,|β〉 v vsoti neodvisno tecˇeta po bazi {0, 1} Hilbertovega prostora
enega kubita C⊗2. Operator (2.21) deluje netrivialno le na i-tem kubitu, zato ga
razsˇirimo na vse kubite kot
χσ =
n⊗
i=1
χσi . (2.22)
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Z racˇunom, izvedenim v dodatku [C], se lahko prepricˇamo, da je cˇistost IA
nekega stanja |Ψ〉 na spinski verigi podana z
IΨ[σ] = IA = Tr
[
χσ (|Ψ〉〈Ψ|)⊗2
]
, (2.23)
kjer sled izvedemo cˇez bazo podvojenega Hilbertovega prostora spinske verige H⊗2.
Po zgledu zgornje enacˇbe lahko definiramo koeficiente O′[σ, τ ], ki jih dobimo s
pomocˇjo poljubnega operatorja O
O′[σ, τ ] = Tr
[
χσO
⊗2χτO†⊗2
]
. (2.24)
Motivacijo za definicijo (2.24) bomo videli v povprecˇevanju cˇez nakljucˇne unitarne
enokubitne matrike. Izraz tipa (2.24) bo nastopal v dinamiki povprecˇene cˇistosti,
kjer bomo vzeli O = W ali O = I, kjer je I identicˇni operator.
V bazi {σ}σi∈{↑,↓} s pomocˇjo pravkar izpeljanih koeficientov definiramo nova
stanja |Ψ′〉 in nove operatorje O′
|Ψ′〉 =
∑
σ
IΨ[σ]|σ〉, (2.25)
O′ =
∑
σ,τ
O′[σ, τ ]|σ〉〈τ |, (2.26)
kjer sem z vsoto cˇez σ oznacˇeval vsoto cˇez vse mozˇne biparticije sistema. Zgoraj
zapisano stanje |Ψ′〉 in operator O′ sta neodvisna od lokalnih enokubitnih baz.
Vzemimo operator A =
⊗n
i=1 Ai,Ai ∈ U(2), na spinski verigi. Z uposˇtevanjem
invariantnosti χσ na konjugacijo s podvojenimi enokubitnimi unitarnimi operatorji
χσ = U
⊗2χσU †⊗2 in z uposˇtevanjem invariantnosti sledi na ciklicˇne permutacije,
dobimo
IΨ[σ] = IAΨ[σ], (2.27)
O′[σ, τ ] = (AOA†)′[σ, τ ]. (2.28)
Cˇasovni korak nasˇega nakljucˇnega kvantnega vezja, definiranega v razdelku (2.1),
dobimo z uporabo vrat Tc,d = Wc,dUcVd na stanja |Ψ〉. Dinamiko cˇistosti stanja
|Ψ(t)〉 zˇelimo prevesti na dinamiko |Ψ′(t)〉 v zgoraj opisanem Hilbertovem prostoru.
Dinamika cˇistosti je lahko za splosˇno kvantno vezje odvisna od lokalnih enokubitnih
lastnosti, kar zgornja baza ne izrazˇa, saj so koeficienti (2.23) neodvisni od lokalne
baze (glej (2.27). V ta namen lahko brez izgube splosˇnosti operator Tc,d = Wc,dUcVd
zamenjamo z Tc,d = V
†
d U
†
cWc,dUcVd, saj lahko med dvema osnovnima korakoma
dodamo identiteto UcU
†
cVdV
†
d . Osnovni korak Tc,d = Wc,dUcVd, skupaj z novima
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cˇlenoma U †cV
†
d , proglasimo za novi osnovni korak. Ostala cˇlena iz identitete, UcVd,
lahko pripiˇsemo k naslednjima korakoma na kubitih c in d. Vzemimo na primer
korak Tc,e = Wc,eU
′
cV
′
e , ki ga izvedemo ob nekem kasnejˇsem cˇasu. Cˇlen Uc iz
identitete UcU
†
cVdV
†
d lahko pomnozˇimo z nakljucˇnim operatorjem U
′
c in definiramo
operator Qc = U
′
cUc. Operator Qc bo enakomerno porazdeljen po Haarovi meri,
saj je mera invariantna na delovanje grupe U(2), zato bo osnovni korak Tc,e po
mnozˇenju z Uc ostal nespremenjen. Podobno naredimo sˇe za Vd. Identitete oblike
UcU
†
cVdV
†
d ustavimo po vsakem koraku nakljucˇnega kvantnega vezja. Z novim
zapisom operatorja Tc,d ob vsakem koraku pozabimo na izbiro lokalne baze in zato
lahko z enacˇbama (2.25) in (2.26) poskusimo opisati dinamiko cˇistosti. Primer
opisane zamenjave osnovnega koraka je prikazan na sliki (2.5).
Slika 2.5: Graficˇni prikaz zamenjave osnovnega koraka Tc,d = UcVdWc,d z Tc,d =
V †d U
†
cWc,dUcVd. Med vsakim osnovnim korakom ustavimo identiteto CC
†, kjer je C
ustrezni unitarni enokubitni operator. Enokubitne unitarne matrike so izzˇrebane po
meri, ki je invariantna na delovanje grupe U(2), zato lahko del identitete pripiˇsemo
naslednjim korakom. Tenzorski produkt enokubitnih unitarnih matrik na koncu
nakljucˇnega kvantnega vezja ne upliva na dinamiko cˇistosti (2.27).
Cˇe nas zanima povprecˇna cˇistost, kot v razdelku (2.2), moramo stanje |(Tc,dΨ)′〉,
dobljeno po enem koraku nasˇega nakljucˇnega kvantnega vezja, povprecˇiti cˇez
vse unitarne enokubitne matrike Uc in Vd. Enokubitne nakljucˇne matrike lahko
kompaktno piˇsemo z operatorjem B = Uc ⊗ Vd. S tem zapisom piˇsemo cˇistost za
poljubno biparticijo σ po enem koraku nakljucˇnega vezja kot IBWB†Ψ[σ], kjer so W
izbrana fiksna dvokubitna unitarna vrata. S povprecˇevanjem cˇez Haarove unitarne
matrike B dobimo
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E
B∈Haar
IBWB†Ψ[σ] = E
B∈Haar
Tr
[
χσ
(
BWB†|Ψ〉〈Ψ|BW †B†)⊗2]
= E
B∈Haar
Tr
[
|Ψ〉〈Ψ|⊗2 (BW †B†)⊗2 χσ (BWB†)⊗2]
= E
B∈Haar
Tr
[|Ψ〉〈Ψ|⊗2B⊗2 (W †⊗2χσW⊗2)B†⊗2] , (2.29)
kjer smo uporabili ciklicˇnost sledi in invariantnost χσ na konjugacijo z enokubitnimi
matrikami. Povprecˇeno sled operatorjev tipa AUBU †, kjer sta A in B poljubni uni-
tarni matriki in U nakljucˇna unitarna matrika, zapiˇsemo s pomocˇjo Weingartenove
funkcije Wg [21]. Weingartenova funkcija je po definiciji enaka skalarju 〈τ |I′−1|τ ′〉,
kjer I′−1 oznacˇuje inverz operatorja I′, dobljenega cˇe nadomestimo O z identiteto I
v enacˇbi (2.26). Weingartenovo funkcijo zapiˇsemo torej kot
Wg[τ ′, τ ] = 〈τ |(I′)−1|τ ′〉 = (I′)−1[τ ′, τ ], (2.30)
kjer I′−1 oznacˇuje inverz operatorja I′. Po izpeljavah iz cˇlanka [21] povprecˇje enacˇbe
(2.29) zapiˇsemo kot
E
B∈Haar
IBWB†Ψ[σ] =
∑
τ ,τ ′
Tr
[
χτ |Ψ〉〈Ψ|⊗2
]
Tr
[
χτ ′W
†⊗2χσW⊗2
]
Wg[τ ′, τ ]. (2.31)
Izpeljave zapisa z Weingartenovimi funkcijami ne bom zapisal, prehod iz enacˇbe
(2.29) v enacˇbo (2.31) direktno sledi iz uporabe enacˇbe (19) v cˇlanku [21].
V zadnji enacˇbi prepoznamo koeficiente (2.23) in (2.24). Iz tega razumemo
smiselnost definicije operatorjev v Hilbertovem prostoru z bazo {σ}σi∈{↑,↓}. Koncˇna
oblika povprecˇja cˇistosti je
E
B∈Haar
IBWB†Ψ[σ] =
∑
τ ,τ ′
W ′[σ, τ ′]I′−1[τ ′, τ ]IΨ[τ ]. (2.32)
Z uporabo stanj in operatorjev se zgornja enacˇba glasi
E
B∈Haar
| (BWB†Ψ)′〉 = E
B∈Haar
∑
σ
IBWB†Ψ[σ]|σ〉 = W ′I′−1|Ψ′〉. (2.33)
Da bi dobili dokoncˇno obliko enacˇbe (2.33) potrebujemo sˇe inverz identitete
v bazi vseh mozˇnih biparticij. Identiticˇni operator na podvojenem Hilbertovem
prostoru spinske verige ni identititeta v bazi biparticij, zato je cˇlen I′−1 netrivialen
in ga moramo locˇeno poracˇunati. Ker identiteto na podvojenem Hilbertovem
prostoru lahko piˇsemo kot I =
⊗n
i=1 I
⊗2
i , kjer I
⊗2
i deluje le na podvojeni kubit, in
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ker se v isti obliki zapiˇse sˇe χσ =
⊗n
i=1 χσi , potem lahko koeficiente poracˇunamo
neodvisno za vsaki podvojeni kubit. Piˇsemo I′ =
⊗n
i=1 I
′
i in koeficiente I
′
i[σi, τi]
dobimo s pomocˇjo definicije (2.24)
I′i[σi, τi] = Tr [χσiχτi ] . (2.34)
Delovanje operatorja χσiχτi na podvojeni kubit za izbrane vrednosti σi, τi ∈ {↑, ↓}
shematsko opiˇsemo kot
χσiχτi =
1∑
α,β,α′,β′=0

|αβ〉〈αβ|α′β′〉〈α′β′| ;σiτi =↑↑
|αβ〉〈αβ|α′β′〉〈β′α′| ;σiτi =↑↓
|αβ〉〈βα|α′β′〉〈α′β′| ;σiτi =↓↑
|αβ〉〈βα|α′β′〉〈β′α′| ;σiτi =↓↓ .
(2.35)
Sled izvedemo cˇez bazo podvojenega Hilbertovega prostora i-tega kubita H⊗2i ,
kjer uposˇtevamo, da so bazni vektorji ortonormirani.
Tr [χσiχτi ] =
1∑
γ,λ,α,β,α′,β′=0

〈γδ|αβ〉〈αβ|α′β′〉〈α′β′|γδ〉 ;σiτi =↑↑
〈γδ|αβ〉〈αβ|α′β′〉〈β′α′|γδ〉 ;σiτi =↑↓
〈γδ|αβ〉〈βα|α′β′〉〈α′β′|γδ〉 ;σiτi =↓↑
〈γδ|αβ〉〈βα|α′β′〉〈β′α′|γδ〉 ;σiτi =↓↓
=
1∑
γ,λ,α,β,α′,β′=0

δγ,αδλ,βδα,α′δβ,β′ ;σiτi =↑↑
δγ,αδλ,βδα,α′δβ,β′δγ,β′ ;σiτi =↑↓
δγ,αδλ,βδα,β′δβ,α′δγ,α′ ;σiτi =↓↑
δγ,αδλ,βδα,β′δβ,α′ ;σiτi =↓↓
=

4 ;σiτi =↑↑
2 ;σiτi =↑↓
2 ;σiτi =↓↑
4 ;σiτi =↓↓
. (2.36)
Operator I′i v bazi {|σi〉}σi∈{↑,↓} je torej
I′i = 4| ↑〉〈↑ |+ 2| ↑〉〈↓ |+ 2| ↓〉〈↑ |+ 4| ↓〉〈↓ |. (2.37)
Ker lahko I′ razpiˇsemo kot tenzorski produkt I′i cˇez vse kubite spinske verige, lahko
njegov inverz iˇscˇemo isto v obliki I′−1 =
⊗n
i=1 I
′
i
−1, kjer so I′i
−1 inverzi enacˇbe (2.37)
I′i
−1 =
1
3
| ↑〉〈↑ |+ 1
6
| ↑〉〈↓ |+ 1
6
| ↓〉〈↑ |+ 1
3
| ↓〉〈↓ |. (2.38)
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V primeru nakljucˇnih kvantnih vezij, ki jih obravnavam v svoji magistrski nalogi,
delujemo ob vsakem koraku z dvokubitnim operatorjem Tc,d = UcVdWc,dU
†
cV
†
d . Wc,d
je unitarna dvokubitna matrika, ki deluje le na kubita c in d. Cˇe hocˇemo matriko
Wc,d razsˇiriti na celotni Hilbertov prostor vseh kubitov spinske verige, jo tenzorsko
pomnozˇimo z identitetama na mestih i 6= c, d. Iz enacˇbe (2.31) opazimo, da cˇe
na nekemu kubitu i delujemo z Wi = Ii potem cˇlen Tr
[
χτiW
†
i
⊗2χσiW
⊗2
i
]
postane
Tr [χτiχσi ], kar je ravno inverz Weingartenove funkcije Wg[σ, τ ], zoozˇane na i-ti
kubit. Za i 6= c, d se torej evolucija povprecˇene cˇistosti glasi
E
Bi∈Haar
IBiIiB†iΨ
[σi] = IΨ[σi] =
∑
τi
Tr
[
χτi |Ψ〉〈Ψ|⊗2
]
δσi,τi = IΨ[σi], (2.39)
na podprostoru kubitov i 6= c, d torej delujemo z identicˇnim operatorjem.
Videli smo, kako reducirati povprecˇno dinamiko cˇistosti na Markovsko verigo
za poljuben dvokubitni unitarni operator Wc,d. Delovanje Markovske verige opisuje
enacˇba (2.33), kjer operatorja W ′ in I′−1 izracˇunamo s pomocˇjo enacˇbe (2.24), cˇe
nadomestimo splosˇni operator O z unitarno dvokubitno matriko Wc,d ali identiteto
I. Matrika W ′I′−1 deluje na vektor |Ψ′〉 (2.25), katerega komponente so cˇistosti
vseh mozˇnih biparticij spinske verige (2.23). Po delovanju Markovske verige lahko
nove cˇistosti odcˇitamo kot koeficiente vektorja W ′I′−1|Ψ′〉.
V naslednjem poglavju bom poracˇunal matriko
M ′c,d =
∑
σc,σd,τc,τd,τ ′c,τ ′d
W ′c,d [σcσd, τ
′
cτ
′
d]
(
I′c,d
)−1
[τ ′cτ
′
d, τcτd] |σcσd〉〈τcτd| (2.40)
za poljubna dvokubitna unitarna vrata Wc,d, kjer z
(
I′c,d
)−1
oznacˇujem (I′c)
−1⊗(I′d)−1.
Graficˇno je povprecˇenje cˇez unitarna enokubitna vrata predstavljeno na sliki (2.6).
Slika 2.6: Graficˇni prikaz povprecˇevanja dvokubitnega operatorja Tc,d in uvedbe
matrike M ′c,d.
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Podobno kot v prejˇsnjem razdelku (2.2), ko smo konstruirali celotno povprecˇeno
dinamiko spinske verige iz elementarnih korakov M˜c,d (2.18), lahko sedaj sestavimo
operator
M ′ =
∏
c,d∈{1,...,n}
M ′c,d (2.41)
za neko cˇasovno urejeno izbiro kubitov c, d ∈ {1, . . . , n}.
2.4 Primerjava redukcij na Markovsko verigo
V prejˇsnjih dveh razdelkih smo videli dva nacˇina, kako povprecˇiti dinamiko
cˇistosti. Cˇasovno propagacijo smo opisali z dvemi matrikami: z matriko M˜ za
Cliffordove W in z matriko M ′ za splosˇne unitarne W .
V prvi opisani redukciji na Markovsko verigo (2.2) je bil nasˇ Hilbertov pro-
stor 4n dimenzionalen, kot bazne vektorje pa smo izbrali vse mozˇne tenzor-
ske produkte med identitetami in Paulijevimi matrikami na posameznih kubitih
{Σp = 2−n/2⊗ni=1 σpii }pi∈{0,x,y,z}. Zacˇetne vektorje sestavimo tako, da vsakemu
baznemu vektorju pripiˇsemo koeficiente ξ2p, kjer je p = (p1, . . . , pn). Koeficiente ξp
pa dobimo s skalarnim produktom gostotnega operatorja za zacˇetno stanje nasˇe
spinske verige ρ = |Ψ〉〈Ψ| z baznim vektorjem Σp, torej ξp = Tr [ρΣp]. Cˇistost IA
sistema se da zapisati kot vsoto koeficientov ξ2p, kjer so vsi pi ∈ p enaki nicˇ, cˇe
je i-ti kubit v okolici B dane biparticije A ∪B = [1, . . . , n]. Cˇe je nasˇe nakljucˇno
kvantno vezje sestavljeno iz produkta dvokubitnih operatorjev Tc,d = Wc,dUcVd,
kjer sta Uc in Vd nakljucˇni unitarni enokubitni matriki, ki delujeta na kubita c in d
in cˇe je Wc,d dvokubitna unitarna Cliffordova matrika, potem lahko s povprecˇenjem
cˇez nakljucˇne unitarne matrike reduciramo dinamiko koeficientov ξ2p na Markovsko
verigo. Evolucijo koeficientov ξ2p za en povprecˇen korak Tc,d nakljucˇnega kvantnega
vezja narekuje enacˇba (2.16). Iz enacˇbe (2.16) lahko sestavimo matriko M˜c,d za
osnovni korak na kubitih c in d in s produktom elementarnih matrik sestavimo
operator M˜ , ki opisuje evolucijo cˇistosti, povprecˇeno cˇez vsa enokubitna unitarna
vrata. Matrika M˜ opisuje Markovsko verigo in hitrost konvergence cˇistosti IA(t) h
koncˇni vrednosti IA(∞) dobimo s pomocˇjo spektralne rezˇe ∆ = 1− λ3, kjer je λ3
po absolutni vrednosti tretja najvecˇja lastna vrednost matrike M˜ .
V drugi opisani metodi (2.3) smo cˇistost I za poljubno biparticijo zapisali
s pomocˇjo Hilbertovega prostora podvojene spinske verige. Definirali smo nov
2n dimenzionalen Hilbertov prostor z bazo {σ = (σ1, . . . , σn)}σi∈{↑,↓}, kjer smo
s koeficienti σi dolocˇili, cˇe je i-ti kubit v podsistemu A ali v okolici B dane
biparticije. V tem 2n dimenzionalnem Hilbertovem prostoru smo definirali zacˇetni
vektor |Ψ′〉 tako, da smo vsaki bazni vektor |σ〉 pomnozˇili z ustrezno vrednostjo
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cˇistosti. Cˇe predpostavimo isto obliko nakljucˇnega kvantnega vezja kot v razdelku
Redukcija za Cliffordova vrata W, s tem da dovolimo poljubno dvokubitno unitarno
matriko Wc,d, smo pokazali kako sestaviti operator M
′
c,d, ki opisuje povprecˇeno
evolucijo vektorja vseh mozˇnih cˇistosti (2.25). Cˇistosti za poljubno biparticijo σ po
delovanju z elementarnimi koraki M ′c,d dobimo s skalarnim produktom I[σ] = 〈σ|Ψ′〉.
Spektralna rezˇa Markovske verige M ′, podobno kot v primeru M˜ , bo predstavljala
hitrost konvergence h koncˇni cˇistosti. Spektralno rezˇo, dobljeno s pomocˇjo te
metode, oznacˇimo z ∆′.
Matriki M˜ in M ′ delujeta na razlicˇnih Hilbertovih prostorih, sta razlicˇnih
dimenzij in izhajata iz razlicˇnih redukcij, ampak njihove spektralne rezˇe v primeru,
ko vzamemo W iz Cliffordove grupe, sovpadata.
Spektralna rezˇa matrike M˜ opisuje hitrost konvergence koeficientov ξ2p h koncˇni
vrednosti. Zamislimo si nek zacˇetni vektor |Φ〉 = ∑p ξ2p|Σp〉, ki ni lastni vektor
matrike M˜ . Po dolgem cˇasu bo ta vektor konvergiral k lastnemu vektorju z λ = 1
matrike M˜ s hitrostjo, dolocˇeno s spektralno rezˇo ∆. Konvergencˇna hitrost po
dolgem cˇasu ni vecˇ odvisna od izbire zacˇetnega vektorja na spinski verigi Ψ, saj
bo vektor |Φ〉 vseboval le lastne vektorje z lastnimi vrednostmi 1 in λ3. Zaradi
tega vidimo, da je hitrost konvergence cˇistosti za poljubno biparticijo podana s po
absolutni vrednosti tretjo najvecˇjo lastno vrednostjo λ3.
Matrika M ′ opisuje Markovsko verigo, zato bo njena po absolutni vrednosti
najvecˇja lastna vrednost enaka 1. Spektralna rezˇa ∆′ definira hitrost konvergence
cˇistosti h koncˇni vrednosti, zato mora veljati ∆′ = ∆. Za Cliffordove W torej
vidimo, da nam matriki M˜ in M ′ dajeta enako tretjo najvecˇjo lastno vrednost λ3
in posledicˇno enako hitrost konvergence. V naslednjem poglavju bomo dokazali, da
v primeru izbire Wc,d iz Cliffordove grupe, bosta imeli Markovski verigi M˜ in M
′
enak spekter.
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Poglavje 3
Markovska veriga za poljubna
unitarna vrata
V tem poglavju bom predpostavil, da se da nasˇe nakljucˇno kvantno vezje
sestaviti iz produkta elementarnih korakov Tc,d = UcVdWc,d na dveh kubitih spinske
verige (kot opisano v razdelku Matematicˇni opis problema (2.1)). Kot smo videli v
razdelku (2.3), se da dinamiko cˇistosti reducirati na Markovsko verigo za poljubno
unitarno dvokubitno matriko Wc,d.
V prvem razdelku bom za splosˇno unitarno dvokubitno matriko Wc,d s pomocˇjo
postopka (2.3) izracˇunal matriko W ′c,d po enacˇbi (2.24). Izracˇunana matrika bo,
skupaj z inverzom identitete (2.38), sestavljala operator M ′c,d (2.40), ki opisuje pov-
precˇeno propagacijo vektorja vseh mozˇnih cˇistosti (2.23) po uporabi elementarnega
cˇlena nakljucˇnega kvantnega vezja Tc,d = UcVdWc,d.
V drugem razdelku bom skusˇal matriko M ′c,d, dobljeno s pomocˇjo metode (2.3),
prevesti v obliko dvodelcˇnega cˇlena Heisenbergovega modela XYZ1v zunanjem
magnetnem polju, saj nam to omogocˇa dodatne analiticˇne izracˇune in poenostavitve
problema s pomocˇjo simetrij.
V tretjem razdelku bom na kratko predstavil glavne znacˇilnosti matrike M ′c,d,
oziroma nove matrike Mc,d, ki ustreza dvodelcˇnemu cˇlenu Heisenbergovega modela
XYZ v zunanjem magnetnem polju.
1Enodimenzionalen Heisenbergov model XYZ v zunanjem magnetnem polju h je Hamiltonov
operator na kvantni spinski verigi velikosti n, definiran kot
HXY Z =
∑
i,j∈{1,...,n}
dIi,j + Jxσ
x
i σ
x
j + Jyσ
y
i σ
y
j + Jzσ
z
i σ
z
j + h/2
(
σzi + σ
z
j
)
, (3.1)
kjer so σpi ,p ∈ {x, y, z}, Paulijeve matrike, ki delujejo na i-ti kubit, Ii,j identicˇni operator na
kubitih i, j in Jx, Jy, Jz sklopitvene konstantne modela in d konstantna.
V celotni nalogi bomo obravnavali zgoraj opisani Heisenbergov model XYZ, kjer so sklopitvene
konstantne neodvisne od kubitov in kjer je zunanje magnetno polje h homogeno.
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3.1 Izpeljava splosˇne evolucije
Naj bo Wc,d ∈ U(4) poljubna unitarna matrika. Matrika Wc,d ima 16 komple-
ksnih elementov, torej 32 realnih parametrov. Naj bo (Wc,d)i,j = zi,j = ai,j + ibi,j
(i, j)-ta komponenta unitarne matrike Wc,d, kjer so koeficienti ai,j in bi,j realni, i je
imaginarna enota. Ker je matrika Wc,d unitarna, potem velja Wc,dW
†
c,d = Ic,d, torej
4∑
k=1
zi,kz
∗
j,k = δi,j, (3.2)
kjer simbol ∗ oznacˇuje kompleksno konjugacijo z∗i,j = ai,j − ibi,j. V primeru i = j
dobimo 4 neodvisne enacˇbe oblike
4∑
k=1
|zi,k|2 = 1, (3.3)
v primeru i 6= j pa za realni in imaginarni del dobimo
4∑
k=1
(ai,kaj,k + bi,kbj,k) = 0, (3.4)
4∑
k=1
(bi,kaj,k − ai,kbj,k) = 0. (3.5)
Zgornji enacˇbi dolocˇata 12 neodvisnih enacˇb. Skupno sˇtevilo neodvisnih pogojev je
torej 4 + 12 = 16.
V splosˇnem torej potrebujemo 16 realnih komponent, da parametriziramo
splosˇen element unitarne grupe U(4). Ker povprecˇujemo operator Tc,d = Wc,dUcVd
cˇez vsa enokubitna unitarna vrata, lahko izkoristimo dekompozicijo splosˇnega
unitarnega dvokubitnega operatorja Wc,d [22],[23]
Wc,d = AcBdwc,d(ax, ay, az)A
′
cB
′
d, (3.6)
kjer je
wc,d = exp
(
i
pi
4
[axσ
x
c σ
x
d + ayσ
y
cσ
y
d + azσ
z
cσ
z
d]
)
, (3.7)
kjer so ax,ay in az realni parametri in Ac, Bd, A
′
c, B
′
d unitarne enokubitne matrike.
Ker so matrike Uc in Vd nakljucˇne unitarne matrike, enakomerno porazdeljene po
Haarovi meri, bodo tudi produkti AcUc in BdVd enakomerno porazdeljeni po Haarovi
meri. Iz tega sledi, da lahko matriko Tc,d = Wc,dUcVd piˇsemo kot Tc,d = wc,dUcVd.
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S pomocˇjo pravkar omenjene dekompozicije (3.6) lahko parametriziramo nasˇ
elementarni korak na kubitih c, d s tremi realnimi parametri ax, ay, az. Dodatno za
parametre ax, ay, az veljajo nekatere simetrijske lastnosti [15]. S pomocˇjo simetrij
lahko reduciramo prostor parametrov ax,ay in az. Redukcija domene parametrov
nam bo sluzˇila v naslednjem poglavju pri numericˇnih izracˇunih.
Uporabo zgoraj zapisane dekompozicije smo motivirali s tem, da lahko operator
wc,d(ax, ay, az) iz leve in desne pomnozˇimo s poljubnimi enokubitnimi unitarnimi
matrikami, saj lahko te vkljucˇimo v povprecˇje cˇez unitarno grupo. Oglejmo si
produkt iσxcwc,d(ax, ay, az)σ
x
d . Z razpisom operatorjev v 4 × 4 matrike opazimo
iσxcw
∗
c,d(1 + ax, ay, az)σ
x
d = wc,d(1− ax, ay, az). Podobno si lahko ogledamo produkt
σxcwc,d(ax, ay, az)σ
x
d , ki ustreza simetriji σ
x
cwc,d(ax, ay, az)σ
x
d = w
†
c,d(−ax, ay, az). Vse
omenjene simetrije seveda veljajo tudi za zamenjavo x→ y, z, saj je wc,d invarianten
na konjugacijo z enokubitnimi Paulijevimi matrikami σbcσ
b
dwc,d(ax, ay, az)σ
b†
cσ
b†
d =
wc,d(ax, ay, az), kjer je b ∈ {x, y, z}. Operator wc,d(ax, ay, az) je simetricˇen, saj je
transpozicija eksponenta matrike enaka eksponentu transponirane matrike, tenzor-
ski produkti Paulijevih matrik σbcσ
b
d,b ∈ {x, y, z} pa so simetricˇni. Dodatno konju-
gacija operatorja wc,d(ax, ay, az) ne upliva na dinamiko cˇistosti IA, zato zakljucˇimo,
da kar se ticˇe racˇunanja dinamike cˇistosti sistema lahko enacˇimo wc,d(ax, ay, az) =
w∗c,d(ax, ay, az) = w
†
c,d(ax, ay, az). Iz omenjenih simetrij in invariatnosti na konjuga-
cijo in transpozicijo zakljucˇimo, da veljajo simetrije 1 + ab ↔ 1− ab in ab ↔ −ab za
b ∈ {x, y, z}, kar ustreza zrcaljenju realne osi cˇez tocˇki 1 in 0. To dodatno pomeni,
da se lahko omejimo le na vrednosti ax, ay, az ∈ [0, 1], saj lahko interval [0, 1] pre-
slikamo na celotno realno os s prej omenjenimi zrcaljenji. Operator wc,d(ax, ay, az)
ima sˇe dodatno simetrijo in sicer RcRdwc,d(ax, ay, az)R
†
cR
†
d = wc,d(ax, az, ay) za
Ri = exp (−iσxi pi/4). Podobno dobimo z zamenjavami x → y, z. Vzamemo torej
lahko parametre ax, ay, az v obliki
1 ≥ ax ≥ ay ≥ az ≥ 0. (3.8)
S pomocˇjo te parametrizacije lahko na primer unitarna dvokubitna vrata WCNOT
(2.2) nadomestimo z w(ax = 1, ay = 0, az = 0), vrata WXY (2.3) pa z w(ax =
1, ay = 1, az = 0).
V preostanku razdelka bom v sklopu redukcije za splosˇna unitarna vrata (2.3)
in s pomocˇjo enacˇbe (2.24) sestavil matriko M ′c,d, ki bo opisovala povprecˇeno
dinamiko cˇistosti pri poljubni biparticiji po enem elementarnem koraku nakljucˇnega
kvantnega vezja Tc,d. Cˇe zˇelimo izracˇunati sled operatorja iz enacˇbe (2.24), si lahko
ogledamo najprej delovanje operatorja w(ax = 1, ay = 1, az = 0)
⊗2 na bazne vektorje
podvojene spinske verige. Operator W ′c,d, ki bo skupaj z I
′−1 opisoval povprecˇno
dinamiko cˇistosti, sestavimo tako, da za vsako izbiro σc, σd, τc, τd izracˇunamo
koeficiente W ′c,d [σcσd, τcτd]. Z izracˇunom delovanja w(ax = 1, ay = 1, az = 0)
⊗2 na
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bazne vektorje podvojene baze spinske verige, lahko za vsako izbiro σc, σd, τc, τd
uposˇtevamo ustrezno delovanje operatorjev χσcσd (2.21) in tako izracˇunamo vse
diagonalne elemente operatorja χσcσdW
⊗2χτcτdW
†⊗2.
Operator wc,d(ax, ay, az) lahko zapiˇsem v bazi spinske verige {αc ⊗ αd}αi∈{0,1},
oziroma |00〉, |01〉, |10〉, |11〉
wc,d(ax, ay, az) =

c−x,ye
ipi
4
az 0 0 is−x,ye
ipi
4
az
0 c+x,ye
−ipi
4
az is+x,ye
−ipi
4
az 0
0 is+x,ye
−ipi
4
az c+x,ye
−ipi
4
az 0
is−x,ye
ipi
4
az 0 0 c−x,ye
ipi
4
az
 , (3.9)
kjer je c−x,y = cos
[
pi
4
(ax − ay)
]
, s−x,y = sin
[
pi
4
(ax − ay)
]
, c+x,y = cos
[
pi
4
(ax + ay)
]
in s+x,y = sin
[
pi
4
(ax + ay)
]
. Matrika ima dva invariantna podprostora, dolocˇena z
vektorji |00〉, |11〉 in |01〉, |10〉. Dodatno opazimo simetrijo |00〉 ↔ |11〉 in |01〉 ↔
|10〉. V podvojenem Hilbertovem prostoru spinske verige, ki ga potrebujemo za
sestavo operatorja W ′c,d [σcσd, τcτd], zapiˇsemo bazo kot {αc ⊗ αd}αi∈{0,1} ⊗ {βc ⊗
βd}βi∈{0,1}. Iz tega krajˇsega razmisleka sledi, da je dovolj poracˇunati delovanje
podvojenega operatorja wc,d(ax, ay, az)
⊗2 na baznih vektorjih |0000〉, |0001〉, |0101〉,
saj delovanje na ostalih baznih vektorjih dobimo z uposˇtevanjem simetrije na
nepodvojeni bazi spinske verige. Dobimo
wc,d(ax, ay, az)
⊗2|0000〉 =eipi2 az(c−x,y)2|0000〉+
iei
pi
2
azc−x,ys
−
x,y (|1100〉+ |0011〉) +
− eipi2 az(s−x,y)2|1111〉. (3.10)
wc,d(ax, ay, az)
⊗2|0001〉 =c+x,yc−x,y|0001〉+
ic−x,ys
+
x,y|0010〉+
is−x,yc
+
x,y|1101〉+
− s+x,ys−x,y|1110〉. (3.11)
wc,d(ax, ay, az)
⊗2|0101〉 =e−ipi2 az(c+x,y)2|0101〉+
ie−i
pi
2
azc+x,ys
+
x,y (|0110〉+ |1001〉) +
− e−ipi2 az(s+x,y)2|1010〉. (3.12)
Z uposˇtevanjem simetrij bi tako delovanje npr. na |0011〉 opisali z
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wc,d(ax, ay, az)
⊗2|0011〉 =eipi2 az(c−x,y)2|0011〉+
iei
pi
2
azc−x,ys
−
x,y (|1111〉+ |0000〉) +
− eipi2 az(s−x,y)2|1100〉. (3.13)
Definirajmo sedaj operator
X = χσcσdwc,d(ax, ay, az)
⊗2χτcτdwc,d(ax, ay, az)
†⊗2, (3.14)
katerega sled cˇez podvojeno bazo spinske verige predstavlja koeficienteW ′c,d[σcσd, τcτd]
(2.24). Delovanje operatorja X za izbrane σc, σd, τc, τd lahko prehaja med invari-
antnimi podprostori operatorja wc,d(ax, ay, az)
⊗2, ampak ker nas zanima le sled
operatorja, lahko pozabimo na izvendiagonalne cˇlene.
V splosˇnem lahko imamo v sledi operatorja X produkte vseh mozˇnih kombinacij
cˇlenov zgornjih enacˇb s kompleksno konjugiranimi cˇleni. Teh je 100. Pregledati
moramo, kam se preslika vseh 24 = 16 baznih vektorjev pri vsaki izbiri σc, σd, τc, τd,
pri tem si lahko pomagamo z dolocˇenimi simetrijami operatorja SWAP, definiranega
v enacˇbi (2.21). Zaradi preglednosti vseh cˇlenov ne bom pisal, v spodnji enacˇbi
bom le navedel koncˇno matriko W ′c,d, zapisano v bazi {σcσd}σi∈{↑,↓}
W ′c,d =

16 8 8 4
8 7 + 2u+ v 7− 2u+ v 8
8 7− 2u+ v 7 + 2u+ v 8
4 8 8 16
 , (3.15)
kjer je u =
∑
b∈{x,y,z} cos (piab) in v =
∑
b1,b2∈{x,y,z},b1 6=b2 cos (piab1) cos (piab2). Stolpci
matrike (3.15) delujejo na bazi {↑↑, ↑↓, ↓↑, ↓↓}. Podrobnejˇsa izpeljava zgornje ma-
trike je zapisana v dodatku [D].
Cˇe zˇelimo dobiti povprecˇeni dvokubitni korak nakljucˇnega kvantnega vezja M ′c,d,
moramo matriko W ′c,d pomnozˇiti z inverzom identicˇnega operatorja I
′−1
c,d = I
′−1
c ⊗I′−1d ,
kjer je I′−1i definiran z enacˇbo (2.38). Dobimo
I′−1c,d =
1
36

4 −2 −2 1
−2 4 1 −2
−2 1 4 −2
1 −2 −2 4
 . (3.16)
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Z uporabo enacˇbe (2.40) zapiˇsemo koncˇni rezultat
M ′c,d = W
′
c,dI
′−1
c,d =

1 0 0 0
1
9
(3− v) 1
36
(3 + 6u+ 5v) 1
36
(3− 6u+ 5v) 1
9
(3− v)
1
9
(3− v) 1
36
(3− 6u+ 5v) 1
36
(3 + 6u+ 5v) 1
9
(3− v)
0 0 0 1
 .
(3.17)
Matrika (3.17) predstavlja novi rezultat, saj redukcija na Markovsko verigo za
splosˇno unitarno dvokubitno matriko Wc,d ni bila sˇe zapisana.
3.2 Primerjava z redukcijo za Cliffordova vrata
Povrnimo se zaenkrat na redukcijo za Cliffordova vrata W (2.2). Dvokubitne
matrike M˜c,d delujejo v 16 dimenzionalnem prostoru, videli smo pa, da lahko evolu-
cijo cˇistosti opiˇsemo z delovanjem v 4 dimenzionalnem prostoru (3.17). Matrika
M˜c,d, ki jo izpeljemo s pomocˇjo postopka iz razdelka (2.2), vsebuje trivialne pod-
prostore, zato se jo da s pomocˇjo operatorske Schmidtove dekompozicije reducirati
na matriko v 4 dimenzionalnem vektorskem prostoru. Oznacˇil bom reducirano
matriko z M˜
(red)
c,d . Izkazˇe se, da za izbiro WCNOT ali WXY matrika M˜
(red)
c,d ustreza
dvodelcˇnemu cˇlenu v vsoti Heisenbergovega modela XYZ v zunanjem magnetnem
polju [17].
Naj bo Oc,d poljubni dvokubitni operator. Operator Oc,d lahko razstavimo
na vsoto tenzorskih produktov enokubitnih operatorjev s pomocˇjo operatorskega
Schmidtovega razcepa [24]
Oc,d =
r∑
i=1
κiA
(i)
c ⊗B(i)d , (3.18)
za neko naravno sˇtevilo r, za pozitivne koeficiente κi in za ortogonalne enokubitne
operatorje A
(i)
c in B
(i)
d .
V [17] je bila operatorska Schmidtova dekompozicija v okviru redukcije za Cliffor-
dova vrata izvedena za tri primere dvokubitnih vrat: WCNOT , WXY in za nakljucˇno
unitarno matriko U ∈ U(4). Izkazˇe se, da imajo vse matrike A(i)c in B(i)d za vsako
od treh izbir vrat isto jedro, ki ga razpenjata vektorja
(
0,−2/√6, 1/√6, 1/√6) in(
0, 0,−1/√2, 1/√2). Cˇe zˇelimo jedro matrik izpostaviti, lahko na vsak A(i)c in B(i)d
delujemo z unitarno transformacijo baze
C¯j
(i) = UC
(i)
j U
†, (3.19)
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kjer je C ∈ {A,B}, j ∈ {c, d} in kjer je
U =
1
2

√
3 1/
√
3 1/
√
3 1/
√
3
−1 1 1 1
0 −2√2/3 √2/3 √2/3
0 0 −√2 √2
 . (3.20)
Transformacija nam omogocˇa zapis C
(i)
j v blocˇno diagonalno matriko z nicˇelnim
2 × 2 blokom, saj sta tretja in cˇetrta vrstica matrike U elementa jedra opera-
torja. Cˇe na trivialni podprostor, ki ga razpenjata
(
0,−2/√6, 1/√6, 1/√6) in(
0, 0,−1/√2, 1/√2), pozabimo, lahko matriko M˜c,d nadomestimo z matriko M˜ (red)c,d ,
kjer je M˜
(red)
c,d 4× 4 matrika.
Izbira baznih vektorjev
(√
3, 1/
√
3, 1/
√
3, 1/
√
3
)
/2 in (−1, 1, 1, 1) /2 iz prve in
druge vrstice matrike U je poljubna, saj je redukcija na 4 dimenzionalni vektorski
prostor odvisna le od vektorjev v jedru matrik. Konkretna izbira U iz cˇlanka [17]
nam omogocˇa, da M˜
(red)
c,d v primeru WCNOT in WXY zapiˇsemo kot dvodelcˇni cˇlen
Heisenbergovega modela XYZ v zunanjem magnetnem polju
M˜
(red)
c,d =
{
5
9
IcId +
1
3
σxc σ
x
d − 19σzcσzd + 29 (σzc + σzd) ;Wc,d = WCNOT
7
18
IcId +
1
2
σxc σ
x
d +
1
6
σycσ
y
d +
1
18
σzcσ
z
d +
2
9
(σzc + σ
z
d) ;Wc,d = WXY
.
(3.21)
Oblika Heisenbergovega modela XYZ v zunanjem magnetnem polju, v katero
zˇelimo prevesti matriko M ′c,d, predstavlja bolj simetricˇno razlicˇico enacˇbe (3.17),
saj ohranja parnost vektorjev, t.j. sodost ali lihost pojavitev ↑ v vektorju, in je
simetricˇna.
Po vzoru unitarne transformacije (3.20) lahko iˇscˇemo transformacijo v obliki
tenzorskega produkta obrnljivih enokubitnih matrik
Mc,d = AcBdM
′
c,dA
−1
c B
−1
d , (3.22)
kjer bom z Mc,d oznacˇeval povprecˇen elementarni korak nakljucˇenga kvantnega
vezja na kubitih c in d oblike dvodelcˇnega cˇlena XYZ Heisenbergovega modela v
zunanjem magnetnem polju h.
Ker nas na koncu zanima spekter celotne evolucije
M =
∏
c,d∈{1,...,n}
Mc,d, (3.23)
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seveda zˇelimo, da se spektra M in M ′ ujemata. V primeru transformacije (3.22) je
to v splosˇnem mozˇno le, cˇe sta matriki Ac in Bc unitarni. Izkazˇe se, da z unitarnimi
enokubitnimi transformacijami ne moremo prevesti M ′c,d v zˇeljeno obliko.
Transformacijo (3.22) lahko poenostavimo z izbiro Ac = Bd za vsak c, d ∈
{1, . . . , n}
Mc,d = AcAdM
′
c,dA
−1
c A
−1
d , (3.24)
Dodatno predpostavimo, da v produktu (3.23) delujemo na vsak kubit vsaj
enkrat. Predpostavka je smislena, saj cˇe ne bi delovali na vsak kubit vsaj enkrat, bi
lahko vzeli manjˇso verigo in bi predpostavko izpolnili. Primer take oblike operatorja
M je prikazan na sliki (3.1).
Slika 3.1: Graficˇni prikaz operatorja M , kjer delujemo na vsak kubit vsaj enkrat.
Enokubitni operatorji, ki delujejo na npr. i-tem kubitu, seveda komutirajo z
vsemi operatorji, ki ne delujejo na i-ti kubit. To pomeni, da lahko operatorje A−1i
prekomutiramo do najblizˇjega operatorja Ai, kjer potem uposˇtevamo AiA
−1
i = Ii. S
pomikanjem inverzov A−1i lahko torej v produktu (3.23) pokrajˇsamo vse enokubitne
operatorje, kjer na i-ti kubit delujemo sˇe vsaj enkrat ob kasnejˇsem cˇasu. Ostanejo
nam tako le sˇe operatorji Ai za vsak i ∈ {1, . . . , n}, ki jih lahko postavimo na
sam zacˇetek produkta, in vsi operatorji A−1i , ki jih lahko postavimo na konec
produkta. Pravkar opisani sklep lahko opazimo tudi v sliki (3.1). Rdecˇe kroglice,
ki predstavljajo enokubitne inverze, lahko po nitih, ki predstavljajo mesta kubitov,
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povlecˇemo do prve cˇrne kroglica (operatorji Ai) ali do samega vrha. Podobno lahko
preostale cˇrne kroglice pomaknemo do samega zacˇetka grafa. Ostane nam
M =
(
n⊗
i=1
Ai
)
(M ′)
(
n⊗
i=1
A−1i
)
= AM ′A−1, (3.25)
kjer smo vpeljali oznako A =
⊗n
i=1Ai. Enacˇba (3.25) predstavlja podobnostno
transformacijo iz matrike M ′ v matriko M , zato bo spekter matrik M in M ′ enak.
Splosˇno matriko Ai parametriziramo s pomocˇjo sˇtirih elementov
Ai =
a b
c d
 , (3.26)
kjer so a, b, c, d ∈ C. Koeficiente bomo dolocˇili z zahtevami po simetricˇnosti matrike
Mc,d, podane z enacˇbo (3.24) in z zahtevo po ohranitvi parnosti. Zahteve izpolnimo
tako, da sestavimo matriki Ac ⊗ Ad in A−1c ⊗ A−1d in sprva resˇimo sistem enacˇb
(Mc,d)i,j = 0 za (i, j) ∈ {(1, 2), (1, 3), (2, 4), (3, 4)} in podobno za zamenjavo i↔ j.
Dobimo dve neodvisni resˇitvi:
1. a = −c , b = d;
2. a = c , b = −d.
Zgornji resˇitvi bi nam dali matriko Mc,d, ki ohranja parnost vektorjev, na katere
deluje. Tako matriko parametriziramo le z dvema sˇteviloma a in b.
V naslednjem koraku z uporabo ene izmed zgoraj navedenih resˇitev resˇujemo
sistem enacˇb (Mc,d)i,j = (Mc,d)j,i. Za vsako izmed zgornjih resˇitev dobimo sˇtiri
nove neodvisne resˇitve. Vse sˇtiri nove resˇitve, ki jih dobimo z izbiro parametrov
iz ohranitve parnosti pa dajejo isto matriko Mc,d. Dve resˇitvi, ki dajeta razlicˇen
rezultat sta
1. b = −√3a za izbiro a = −c , b = d;
2. b = −1/√3a za izbiro a = c , b = −d.
Brez sˇkode za splosˇnost lahko zahtevamo det [Ai] = 1 in s tem fiksiramo sˇe
parameter a. Koncˇni obliki enokubnih operatorjev sta
Ai =

−i
31/4
√
2
(
−1 √3
1
√
3
)
; za b = −1/√3a, c = a, d = −b
1
31/4
√
2
(√
3 −1√
3 1
)
; za b = −√3a, c = −a, d = b
(3.27)
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Resˇitev b = −1/√3a, c = a, d = −b pri izbiri parametrizacije dvokubitne matrike
Wc,d, ki ustreza WXY ali WCNOT , sovpada z rezultatom (3.21), izpeljanim v [17].
Resˇitev b = −√3a, c = −a, d = b pa ustreza le zamenjavi ↑ z ↓ v baznih vektorjih,
torej zamenjavi (Mc,d)1,1 z (Mc,d)4,4.
Z uporabo enacˇbe (3.24) in matrike Ai iz drugega primera enacˇbe (3.27) dobimo
dokoncˇno simetrizirano obliko osnovnega koraka nasˇega nakljucˇnega kvantnega
vezja za poljubno unitarno dvokubitno matriko Wc,d
Mc,d =

1
36
(1 + v) 0 0 1
12
(−3 + v)
0 1
6
(3 + u) 1
6
(3− u) 0
0 1
6
(3− u) 1
6
(3 + u) 0
1
12
(−3 + v) 0 0 1
4
(1 + v)
 , (3.28)
kjer so koeficienti u in v isti kot v enacˇbi (3.17). V bazi tenzorskega produkta
Paulijevih matrik in identitete na mestih c in d se zgornja enacˇba glasi
Mc,d = dIcId + Jxσ
x
c σ
x
d + Jyσ
y
cσ
y
d + Jzσ
z
cσ
z
d +
h
2
(σzc + σ
z
d), (3.29)
kjer d = (39 + 6u+ 5v) /72, Jz = (3− 6u+ 5v) /72, Jx = (9− 2u− v) /24, Jy =
(3− 2u+ v) /24 in h = (3− v) /9. Pravkar izpeljani operator (3.29) bom uporabil
v naslednjem poglavju, ko bom racˇunal spektralno rezˇo za razlicˇne protokole
nakljucˇnega kvantnega vezja.
3.3 Lastnosti povprecˇnega osnovnega koraka
Poljubno matriko lahko enolicˇno opiˇsemo z njenimi lastnimi vektorji in njihovimi
pripadajocˇimi lastnimi vrednostmi. V tem razdelku si bomo ogledali lastne vrednosti
in vektorje matrike Mc,d (3.28). Izkazˇe se, da so lastni vektorji neodvisni od izbire
operatorja Wc,d, kar pomeni, da bo cˇistost konvergirala k vrednosti, ki je neodvisna
od dvokubitnih vrat.
Najprej si lahko ogledamo lastne vektorje in lastne vrednosti simetrizirane ma-
trike Mc,d (3.28). Matrika je simetricˇna, zato bodo njeni lastni vektorji ortogonalni.
Dodatno ima matrika blocˇno diagonalno strukturo, saj ohranja parnost vektorjev.
Diagonalizirati moramo zato le dve 2× 2 matriki. V primeru podprostora, ki ga
razpenjata vektorja s sodo parnostjo | ↑↑〉 in | ↓↓〉, dobimo
vs1 = (3, 0, 0, 1)/
√
10, pripadajocˇa lastna vrednost: λ = 1, (3.30)
vs2 = (−1, 0, 0, 3)/
√
10, pripadajocˇa lastna vrednost: λ = (3 + 5v)/18, (3.31)
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kjer sem z vs1 in vs2 osˇtevilcˇil lastna vektorja s sodo parnostjo.
V primeru podprostora z liho parnostjo, ki ga razpeljata vektorja | ↑↓〉 in | ↓↑〉,
pa dobimo
vl1 = (0, 1, 1, 0)/
√
2, pripadajocˇa lastna vrednost: λ = 1, (3.32)
vl2 = (0,−1, 1, 0)/
√
2, pripadajocˇa lastna vrednost: λ = u/3, (3.33)
kjer sem z vl1 in vl2 osˇtevilcˇil lastna vektorja z liho parnostjo.
Opazimo, da so res vsi lastni vektorji med seboj ortogonalni, saj je matrika
Mc,d simetricˇna. Matrika M v splosˇnem ni simetricˇna, zato bo lahko njen spekter
kompleksen. Primer spektra matrike M pri izbiri WXY in konfiguracije, prikazane
na sliki (2.2), si lahko ogledamo na grafu (3.2).
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Primer spektra M pri n=6, WXY
Slika 3.2: Spekter matrike M pri izbiri dvokubitnih vrat WXY , konfiguracije (2.2)
in n = 6. Spekter je kompleksen, simetrija na kompleksno konjugacijo izhaja iz
realnosti operatorja M . Z rdecˇo piko sta oznacˇeni po absolutni vrednosti tretji
najvecˇji lastni vrednosti λ3, ki predstavljata hitrost konvergence cˇistosti h koncˇni
vrednosti IA(∞) (2.19).
Dodatno opazimo, da so vsi lastni vektorji neodvisni izbire dvokubitne uni-
tarne matrike Wc,d, t.j. v zgornjih izrazih ne nastopajo parametri ax, ay, az. Ker
pricˇakujemo, da bo imela celotna matrika M (3.23) dva lastna vektorja (enega
za liho parnost, drugega za sodo parnost) z lastnimi vrednostmi λ = 1, lahko
sklepamo, da bosta ta lastna vektorja skupna vsem izbiram operatorja Wc,d. To
pomeni, da bomo ne glede na izbiro dvokubitnih unitarnih vrat vedno konvergirali
k istemu stanju, oziroma k isti cˇistosti (2.19). Optimalnost protokola, oziroma
izbire vrat Wc,d in konfiguracije povprecˇenih dvokubitnih matrik Mc,d, torej temelji
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le na dolocˇitvi najhitrejˇse konvergence. S primerjanjem protokolov moramo zato
opazovati samo spreminjanje spektralne rezˇe operatorjev M . Vecˇja spektralna rezˇa
bo pomenila hitrejˇso konvergenco h koncˇni vrednosti, torej bo optimalni protokol
tisti protokol s po absolutni vrednosti najmanjˇso od 1 razlicˇno lastno vrednostjo
λ3.
Ogledamo si lahko tudi lastne vektorje nesimetricˇne matrike M ′c,d (3.17). Dia-
gonalizacijo lahko poenostavimo z izracˇunom le lastnih vektorjev, saj smo lastne
vrednosti zˇe poracˇunali za enostavnejˇsi primer simetricˇne Mc,d. Dobimo
v1 = (−1, 0, 0, 1)/
√
2, pripadajocˇa lastna vrednost: λ = 1, (3.34)
v2 = (5, 2, 2, 0)/
√
33, pripadajocˇa lastna vrednost: λ = 1, (3.35)
v3 = (0,−1, 1, 0)/
√
2, pripadajocˇa lastna vrednost: λ = (3 + 5v)/18, (3.36)
v4 = (0, 1, 1, 0)/
√
2, pripadajocˇa lastna vrednost: λ = u/3. (3.37)
V tem primeru lastni vektor v2 ni ortogonalen na ostale lastne vektorje. Ker so
unitarni operatorji izometrije na vektorskem prostoru sedaj razumemo, zakaj smo
za A
(i)
i iz enacˇbe (3.27) morali vzeti neunitarne enokubitne operatorje.
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V tem poglavju bom skusˇal dolocˇiti optimalni protokol nakljucˇnega kvantnega
vezja. Kot smo videli v prejˇsnjem poglavju, izbira dvokubitnih unitarnih vrat
Wc,d ne upliva na lastna stanja z lastnimi vrednostmi λ = 1, torej bo sistem
konvergiral h koncˇnemu stanju, ki je neodviseno od izbire parametrov ax, ay, az.
Optimizacija nakljucˇnega kvantnega vezja bo tako pomenila le dolocˇitev vrat Wc,d
in konfiguracije osnovnih korakov Tc,d (oziroma povprecˇenih Mc,d), ki bo pomenila
najhitrejˇso konvergenco h koncˇni cˇistosti. Konvergencˇno hitrost bomo ocenili
s pomocˇjo spektralne rezˇe ∆ (2.20) matrike M (3.23), ki smo jo definirali kot
produkt osnovnih simetriziranih operatorjev Mc,d (3.28). Konvergencˇno hitrost
lahko opiˇsemo ekvivalento s po abolutni vrednosti tretjo najvecˇjo lastno vrednostjo
λ3 matrike M . Vecˇja rezˇa pri danem protokolu pomeni hitrejˇso konvergenco, zato
bomo kot optimalni protokol razglasili tisto izbiro vrat Wc,d in tisto konfiguracijo
dvokubitnih korakov Tc,d, ki nam bo dala najmanjˇso lastno vrednost λ3.
Vsa obravnavana nakljucˇna kvantna vezja delujejo na stanja enodimenzionalne
spinske verige s spini S = 1/2. Spinsko verigo bomo locˇevali na dva primera: na
spinsko verigo z odprtimi robnimi pogoji (ORP) in na spinsko verigo s periodicˇnimi
robnimi pogoji (PRP). Locˇitev je smiselna v primeru, ko dovolimo delovanje
osnovnih dvokubitnih korakov Mc,d le na najblizˇje kubite verige, t.j. ko dovolimo
le korake oblike Mi,i+1. V primeru verige z odprtimi robnimi pogoji ne dovolimo
delovanja z vrati Mn,1, medtem ko bomo pri periodicˇnih robnih pogojih v produkt
M (3.23) vkljucˇili sˇe ta cˇlen.
V prvih dveh razdelkih tega poglavja se bom omejil na nakljucˇna kvantna vezja,
kjer dovolimo le sklopitve Mi,i+1 med sosednjimi kubiti. Taka omejitev pomeni,
da imamo v sistemu le interakcije kratkega dosega. Dodatno bom predpostavil,
da bo delovanje vezja periodicˇno v cˇasu. To pomeni, da bo po delovanju s T -timi
dvokubitnimi vrati Mi,i+1 T + 1-ti korak enak prvemu koraku. Naj bo M torej
45
Poglavje 4. Optimalni protokol
produkt dvokubitnih elementarnih korakov
M =
∏
i∈{1,...,n}
Mi,i+1, (4.1)
kjer produkt vsebuje T matrik Mi,i+1. Evolucijo spinske verige po cˇasu 2T bomo
tako opisovali z operatorjem M2, evolucijo po cˇasu mT pa z Mm. V primeru slik
(2.2) in (2.3) je cˇasovna perioda T enaka n− 1.
Sˇtevilo razlicˇnih produktov T elementarnih korakov (4.1) raste eksponentno s
T kot (n − 1)T za odprte robne pogoje in kot nT za peridicˇne robne pogoje. Za
velike sisteme bi morali sˇtudirati veliko razlicˇnih konfiguracij, zato bom v prvih
dveh razdelkih dodatno predpostavil, da imamo T = n− 1 za oprte robne pogoje in
T = n za periodicˇne robne pogoje. Predpostavko opravicˇim z dejstvom, da zˇelimo
obravnavati vse kubite ekvivalentno, torej v periodi delujemo natanko dvakrat na
poljuben i-ti kubit, z vrati Mi,i+1 in Mi−1,i.
V prvem razdelku bom v primeru odprtih robnih pogojev torej predpostavil, da
imamo periodicˇno kvantno vezje s periodo T = n− 1 in da v cˇasu n− 1 delujemo
na vsak kubit z vrati Mi,i+1 in Mi−1,i, kjer je (i, i+ 1) 6= (n, 1). Izkazalo se bo, da
omejitev na taka kvantna vezja pomeni, da so vse mozˇne konfiguracije, kar se ticˇe
spektra, ekvivalentne. Torej za dolocˇitev najmanjˇsega λ3 je potrebno spreminjati
le unitarna dvokubitna vrata Wc,d.
V drugem razdelku bom uporabljal iste predpostavke iz prejˇsnjega razdelka.
Periodicˇnost robnih pogojev bom uposˇteval tako, da bom spremenil periodo na
T = n in s tem v produkt (4.1) vkljucˇil osnovni dvokubitni korak Mn,1. Numericˇno
bom dolocˇil optimalno izbiro vrat Wc,d in cˇasovne urejenosti produkta M . Izkazˇe
se, da imamo le bn/2c neekvivalentnih konfiguracij dvokubitnih vrat Mc,d, ki nam
dajejo drugacˇen spekter M .
V tretjem razdelku bom sprostil pogoje o periodicˇnosti nakljucˇnega kvantnega
vezja in gledal primer, ko ob vsakem koraku nakljucˇno izberemo kubita c in d,
ki jih bomo sklopili z Mc,d. V primeru interakcije med najblizˇjimi sosedi lahko
problem prevedemo na Heisenbergov model XYZ v zunanjem magnetnem polju,
za katerega analiticˇnega izraza za energijsko rezˇo sˇe ne poznamo. Cˇe ob vsakem
koraku sklopimo poljubna nakljucˇna kubita, pa lahko delovanje vezja prevedemo
na model Lipkin-Meshkov-Glick (LMG) [25]. Za velike spinske verige n 1 lahko
v klasicˇni limiti resˇimo model LMG in analiticˇno izpeljemo spektralno rezˇo za
poljubno izbiro unitarne dvokubitne matrike Wc,d.
V zadnjem razdelku bom rezultate iz prvih treh razdelkov primerjal in dolocˇil
optimalni protokol kvantne spinske verige.
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4.1 Odprti robni pogoji
Nakljucˇna kvantna vezja, ki jih bom obravnaval v tem razdelku, bodo delovala
z dvokubitnimi matrikami na najblizˇje sosede Mi,i+1 in bodo periodicˇna s periodo
T = n− 1. Cˇe ne dovolimo, da bi v periodi delovali dvakrat z istimi vrati, je potem
v splosˇem (n− 1)! mozˇnih konfiguracij dvokubitnih vrat v produktu (4.1).
Oglejmo si najprej produkt AB dveh ne nujno obrnljivih kvadratnih matrik A
in B. Naj bo v lastni vektor produkta AB z lastno vrednostjo λ 6= 0, potem velja
Bv 6= 0, torej v ni v jedru matrike B. Zapiˇsemo lahko
BABv = Bλv = λBv, (4.2)
iz cˇesar vidimo, da je vektor Bv lastni vektor matrike BA z lastno vrednostjo λ. S
tem smo pokazali, da se nenicˇelne lastne vrednosti ohranjajo po zamenjavi vrstnega
reda produkta dveh matrik.
V slucˇaju, ko v spektru produkta AB imamo lastne vrednosti λ = 0, postopamo
drugacˇe. Zˇelimo pokazati, da se sˇtevilo lastnih vrednosti λ = 0 produkta AB ujema
s sˇtevilom lastnih vrednosti λ = 0 produkta BA. Cˇe je 0 lastna vrednost matrike
AB potem je 0 tudi lastna vrednost matrike BA, saj det [AB] = det [A] det [B] =
det [BA], torej je λ = 0 nicˇla karakteristicˇnih polinomov obeh produktov. Naj bo
N ×N dimenzija matrik A,B,AB in BA in P sˇtevilo nenicˇelnih lastnih vrednosti
AB. Sˇtevilo nicˇelnih lastnih vrednosti AB je enako N − P . Sˇtevilo nenicˇelnih
lastnih vrednosti matrike BA je enako P , torej sˇtevilo λ = 0 enako N − P .
S tem smo dokazali, da sta spektra AB in BA enaka za poljubni ne nujno
obrnljivi kvadratni matriki A in B. Rezultat lahko uporabimo v primeru produkta
M iz enacˇbe (4.1), saj M lahko v jeziku zgornjega dokaza piˇsemo kot M = AB,
kjer A = Mi,i+1 za dvokubitna vrata Mi,i+1 na levi strani produkta. B bo potem
oznacˇeval preostalih n− 2 matrik. Enakost spektrov AB in BA pomeni, da lahko
ciklicˇno permutiramo osnovne cˇlene v M , ne da bi spremenili spektra.
Invariantnost spektra na ciklicˇne permutacije v primeru spinske verige z odprtimi
robnimi pogoji pomeni, da imajo vse mozˇne konfiguracije osnovnih matrik Mi,i+1
v produktu M enaki spekter. Ekvivalentnost spektrov vseh konfiguracij lahko
dokazˇemo, cˇe poskusˇamo prevesti poljubno konfiguracijo v obliko
M = Mn−1,nMn−1,n−2 . . .M2,3M1,2, (4.3)
kjer pri vsakem koraku iz leve proti desni zmanjˇsamo indeks i v Mi,i+1 za 1. Primer
take konfiguracije za n = 6 je prikazan na sliki (2.2) iz poglavja Teoreticˇno ozadje.
Mislimo si poljubno konfiguracijo n− 1 vrat. Prevedbo na konfiguracijo (4.3)
lahko izvedemo s sledecˇim algoritmom
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1. Ker ciklicˇne permutacije osnovnih matrik Mi,i+1 ohranjajo spekter M , lahko
dvokubitni operator M1,2 postavimo na sam zacˇetek nakljucˇnega kvantnega
vezja, t.j. na skrajno desno stran produkta;
2. Vrata M2,3 zˇelimo premakniti tako, da imamo na desni strani produkta M
cˇlen M2,3M1,2. Ker vrata M2,3 komutirajo z vsemi Mi,i+1, kjer i 6= 1, 3, lahko
locˇimo dva primera: ko so vrata M3,4 na desni strani M2,3 in ko so vrata na levi
strani M2,3. Cˇe so vrata M3,4 na levi strani, lahko operator M2,3 premaknemo
do drugega mesta iz desne v M in dobimo zˇeljeni cˇlen M2,3M1,2. Cˇe so vrata
M3,4 med M1,2 in M2,3, lahko vsa vrata med M1,2 in M2,3 prekomutiramo na
sam zacˇetek produkta, saj komutirajo z M1,2. Z uporabo ciklicˇne permutacije
potem dobimo zˇeljeno obliko M2,3M1,2;
3. Naj bo M urejen do cˇlena i− 1, torej na zacˇetku nakljucˇnega kvantnega vezja
imamo produkt Mi−1,i . . .M2,3M1,2. Cˇlen Mi,i+1 zˇelimo prenesti na levo stran
Mi−1,i. Ker Mi,i+1 komutira z vsemi operatorji Mj,j+1, kjer j 6= i− 1, i+ 1,
podobno kot v prejˇsnji tocˇki locˇimo primer ko imamo Mi+1,i+2 na desni strani
ali na levi strani Mi,i+1. Cˇe je matrika z Mi+1,i+2 na desni strani, potem
lahko s pomocˇjo nicˇelnih komutatorjev matriko Mi,i+1 premaknemo na zˇeljeno
mesto. V drugem primeru vse matrike med Mi,i+1 in Mi−1,i komutirajo z zˇe
urejenim delom produkta, zato jih lahko damo na skrajni desni del produkta
in z uporabo ciklicˇne permutacije uredimo sˇe cˇlen Mi,i+1;
4. V zadnjem koraku moramo urediti sˇe zadnja dva cˇlena Mn−1,n in Mn−2,n−1. Cˇe
sta cˇlena zˇe v vrstnem redu Mn−1,nMn−2,n−1 je urejanje zakljucˇeno, drugacˇe
pa postopamo podobno kot v prejˇsnjih tocˇkah, saj Mn−1,n komutira z vsemi
cˇleni na njegovi desni strani, zato ga lahko premaknemo na skrajno desno
stran produkta. Z uporabo ciklicˇne permutacije lahko potem vezje uredimo v
zˇeljeno obliko.
Zgornji algoritem lahko graficˇno ponazorimo za primer konfiguracije vrat na
spinski verigi velikosti n = 6.
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Slika 4.1: Graficˇni prikaz prevedbe neke zacˇetne konfiguracije vrat na konfiguracijo
(4.3). Z rdecˇimi kvadrati in pusˇcˇicami so prikazane transformacije, ki jih zˇelimo
izvesti. Cˇrne cˇrte oznacˇujejo potek uporabljenih transformacij. Transformacije
izvajamo kot je zapisano pri cˇrnih pusˇcˇicah, s tem da operacijo izvedemo na
operatorjih, ki so obkrozˇeni z rdecˇo barvo.
Z zgornjim algoritmom in primerom na sliki (4.1) smo videli, da so vse konfigu-
racije osnovnih korakov v produktu M ekvivalentne.
Ogledamo si lahko sˇe lastne vektorje matrike M z lastno vrednostjo λ = 1.
Vektorje sestavimo tako, da zahtevamo da so lastni vsake dvokubitne matrike
Mi,i+1 s pripadajocˇo lastno vrednostjo λ = 1. Omejimo se zaenkrat na sektor s
sodo parnostjo. S pomocˇjo enacˇb (3.30) in (3.32) ugotovimo, da bodo komponente
lastnega vektorja z enakim sˇtevilom ↑ imele enak koeficient (3.32), koeficienti pri
baznih vektorjih, kjer ↑ nastopa (2N)-krat (N ∈ {0, . . . , bn/2c}), pa bodo 3 krat
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vecˇji od koeficientov, kjer ↑ nastopa (2N − 2)-krat (3.30). Lastni vektor s sodo
parnostjo in pripadajocˇo lastno vrednostjo λ = 1 je zato oblike
vs =
bn/2c∑
i=0
3iv
(s)
i , (4.4)
kjer z v
(s)
i oznacˇimo vsoto vseh baznih vektorjev, kjer se ↑ pojavi (2i)-krat. V
primeru n = 3 in i = 1 imamo v
(s)
1 = | ↑↑↓〉+ | ↑↓↑〉+ | ↓↑↑〉. Vektor vs je zaradi
preglednosti nenormiran. Za konkreten primer n = 4 vektor vs zapiˇsemo kot
vs =9| ↑↑↑↑〉+
3 (| ↑↑↓↓〉+ | ↑↓↑↓〉+ | ↓↑↑↓〉+ | ↑↓↓↑〉+ | ↓↑↓↑〉+ | ↓↓↑↑〉) +
1| ↓↓↓↓〉. (4.5)
Enacˇbo (4.4) lahko preuredimo za lastni vektor iz sektorja lihe parnosti, ki ga
oznacˇimo z vl
vl =
dn/2e−1∑
i=0
3iv
(l)
i , (4.6)
kjer z v
(l)
i oznacˇimo vsoto vseh baznih vektorjev, kjer se ↑ pojavi (2i + 1)-krat.
V primeru n = 3 in i = 0 imamo v
(l)
0 = | ↑↓↓〉 + | ↓↑↓〉 + | ↓↓↑〉. V konkretnem
primeru n = 4 je ta vektor oblike
vl =3 (| ↑↑↑↓〉+ | ↑↑↓↑〉+ | ↑↓↑↑〉+ | ↓↑↑↑〉) +
1 (| ↓↓↓↑〉+ | ↓↓↑↓〉+ | ↓↑↓↓〉+ | ↑↓↓↓〉) . (4.7)
Lastna vektorja vs in vl, ki predstavljata maksimalne cˇistosti za poljubne
biparticije, sta neodvisna od konfiguracije dvokubitnih operatorjev Mi,i+1, saj sta
lastna vektorja vsake dvokubitne matrike v produktu M . Dodatno lahko opazimo,
da sta vs in vl neodvisna od izbire unitarne dvokubitne matrike Wc,d, zato lahko
optimalno nakljucˇno kvantno vezje dolocˇimo le z njegovo hitrostjo konvergence h
koncˇnemu stanju.
Ker je hitrost konvergence nakljucˇnega kvantnega vezja odvisna le od izbire
unitarnih dvokubitnih vrat Wc,d, lahko sedaj izriˇsemo spektralno rezˇo ∆ matrike
M v odvisnosti od parametrov ax, ay, az. Spektralne rezˇe bom izrisoval za razlicˇne
velikosti spinske verige n. Iz grafov lahko pri danem n odcˇitamo pri katerih
parametrih je hitrost konvergence maksimalna.
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Slika 4.2: Spektralna rezˇa M pri spinski verigi velikosti n = 4,n = 6 in n = 8
z odpritmi robnimi pogoji v odvisnosti od parametrov ax, ay, az. Cˇrni trikotniki
predstavljajo zaradi simetrij (3.8) relevantne parametre. Pri vrednosti az = 0
imamo maksimum spektralne rezˇe. Diskretizacija ax in ay je bila izvedena na 50
enako razmaknjenih vrednosti na intervalu [0, 1].
Iz slike (4.2) vidimo, da je vsem spinskim verigam skupno to, da so tista vrata
Wc,d, ki imajo najvecˇjo spektralno rezˇo, v obmocˇju az = 0. Dodatno opazimo,
da se vrata z najvecˇjo ∆ v sliki az = 0 pomikajo proti zgornjemu desnemu robu
ax = 1, ay = 1 z vecˇanjem velikosti verige. Odvisnost podrocˇja az = 0 od velikosti
sistema n si lahko ogledamo na sliki (4.3).
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Slika 4.3: Spektralna rezˇa M pri az v odvisnosti od velikosti n spinske verige
z odprtimi robnimi pogoji. Cˇrni trikotniki predstavljajo zaradi simetrij (3.8)
relevantne parametre. Opazimo pomikanje najvecˇje rezˇe proti parametrom ax =
ay = 1, kar ustreza izbiri WXY (2.3). Diskretizacija ax in ay je bila izvedena na 50
enako razmaknjenih vrednosti na intervalu [0, 1].
Naslednje bi radi izvedeli, kam konvergira spektralna rezˇa ∆ v primeru WXY v
odvisnosti od velikosti spinske verige n. Izracˇun lastnih vrednosti si poenostavimo z
uposˇtevanjem simetrije parnosti matrike M . Definiramo lahko operator parnosti P .
V bazi {σ}σi={↑,↓}, definirani v razdelku (2.3), bo imel operator P diagonalno obliko,
kjer bo i-ta diagonalna vrednost +1, cˇe ima i-ti lastni vektor sodo parnosti in −1,
cˇe ima i-ti lastni vektor liho parnost. Na bazne vektorje |σ〉 lahko gledamo kot na
sˇtevila v dvojiˇskem sistemu, kjer oznacˇimo ↑= 1 in ↓= 0. Tako vsakemu baznemu
vektorju pripiˇsemo ustrezno desetiˇsko sˇtevilo in jih s tem uredimo. Operator P v
taki urejeni bazi sestavimo kot
P =
n⊗
i=1
σzi , (4.8)
σzi =
1 0
0 −1
 , (4.9)
kjer σzi deluje netrivialno le na i-tem qubitu.
Operator parnosti P predstavlja simetrijo sistema in ima dve enodimenzionalni
ireducibilni upodobitvi z lastnima vrednostima χ ∈ {1,−1}. Projekcija na ireduci-
bilno upodobitev bo v primeru nasˇega produkta M predstavljala racˇune na pol
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manjˇsem vektorskem prostoru. Projektor na ireducibilno upodobitev sestavimo kot
Πχ =
1
2
(I + χP ) . (4.10)
Numericˇno racˇunanje lastnih vrednosti matrike M zahteva veliko racˇunalniˇskega
pomnilnika. Da bi omejili sˇtevilo razlicˇnih matrik, ki jih moramo shraniti v
pomnilniku, lahko definiramo operator translacije S, ki v baznem vektorju premakne
vse vrednosti σi v σi+1, za vsak i ∈ {1, . . . n− 1} in vrednost σn v σ1. V primeru
spinske verige velikosti n = 5 in baznega vektorja | ↑↓↑↓↓〉 bi dobili S| ↑↓↑↓↓〉 =
| ↓↑↓↑↓〉. Operator S v urejeni bazi {σ}σi={↑,↓} sestavimo kot
S =
n−1∏
i=1
SWAPi,i+1 (4.11)
SWAPi,i+1 =

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 , (4.12)
kjer SWAPi,i+1 netrivialno deluje le na kubitih i in i+ 1. S pomocˇjo operatorja S
lahko sedaj poljuben Mi,i+1 piˇsemo kot S
i−1M1,2S−(i−1). V primeru konfiguracije
(4.3) torej piˇsemo
M = Sn−2M1,2S−(n−2) . . . S2M1,2S−2SM1,2S−1M1,2 = S−1
(
M1,2S
−1)n−1 , (4.13)
kjer smo uposˇtevali Sn = I.
S pomocˇjo matrik S in P lahko sedaj z racˇunalnikom diagonaliziramo vecˇje
sisteme, kar nam omogocˇa natancˇnejˇso ekstrapolacijo spektralne rezˇe ∆ v termodi-
namski limiti n→∞.
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4 6 8 10 12 14 16
n
0.70
0.71
0.72
0.73
0.74
0.75
Prilagajanje odvisnosti (1/n) s polinomom tretje stopnje
fit: 0.748 + 0.141/n 1.811/n2 + 2.781/n3
Slika 4.4: Prilagoditev polinima trejte stopnje v spremenljivki 1/n spektralnim
rezˇam ∆(1/n). Spektralne rezˇe smo izracˇunali za spinsko verigo z odprtimi robnimi
pogoji pri izbiri dvokubitnih vrat WXY .
Iz prilagajanja na sliki (4.4) razberemo, da bo spektralna rezˇa v termodinamski
limiti konvergirala k ∆ = 3/4, torej bo tretja najvecˇja lastna vrednost obravnava-
nega sistema |λ3| = 1 −∆ = 1/4. Dobljeni rezultat predstavlja novost, saj smo
prvicˇ pokazali, da so vsa nakljucˇna kvantna vezja s periodo T = n− 1 in interakcijo
med najblizˇjimi sosedi na verigi z odprtimi robnimi pogoji ekvivalentna. Prvicˇ
smo s pomocˇjo Markovske verige primerjali spektralne rezˇe za vsako dvokubitno
unitarno matriko W in s tem dolocˇili, da je izbira WXY optimalna za velike n.
4.2 Periodicˇni robni pogoji
Podobno kot pri dolocˇitvi optimalnega protokola za spinsko verigo z odprtimi
robnimi pogoji, bom v tem razdelku predspostavil, da je povprecˇeno nakljucˇno
kvantno vezje M periodicˇno s periodo T = n. Dodaten cˇlen v periodi bo izhajal iz
sklopitve med n-tim in prvim kubitom Mn,1.
V produktu M , ki bo predstavljal periodo nakljucˇnega kvantnega vezja, dovolimo
le razlicˇne osnovne matrike, ki delujejo na najblizˇje sosede Mi,i+1. V splosˇnem
imamo torej n! razlicˇnih konfiguracij. Podobno kot v prejˇsnjem razdelku lahko
za spinsko verigo s periodicˇnimi robnimi pogoji uporabimo invariantnost spektra
M na ciklicˇne permutacije osnovnih cˇlenov Mi,i+1. V primeru periodicˇnih robnih
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pogojev pa niso vse konfiguracije ekvivalente. Cˇlen Mn,1 ne komutira z M1,2, kar
bi onemogocˇilo na primer prehod iz drugega v tretji diagram v sliki (4.1) v slucˇaju
da bi produkt, ki ga zˇelimo prenesti na zacˇetek vezja, vseboval cˇlen Mn,1.
Iz numericˇnih izracˇunov na koncˇnih verigah dimenzije n ≤ 8 se izkazˇe, da
lahko prevedemo vse mozˇne n! konfiguracije na le bn/2c primerov z razlicˇnim
spektrom. Vse neekvivalentne konfiguracije razvrstimo glede na maksimalno sˇtevilo
dvokubitnih vrat, ki jih lahko izvedemo ob istem cˇasu, oziroma z maksimalnim
sˇtevilom sosednjih komutirajocˇih vrat Mi,i+1 v produktu M . To sˇtevilo bomo
oznacˇevali s parametrom p ∈ {1, . . . , bn/2c}. V primeru n = 8 so vse neekvivalentne
konfiguracije predstavljene na sliki (4.5).
Slika 4.5: Neekvivalentne konfiguracije produkta M za spinsko verigo s pe-
riodicˇnimi robnimi pogoji v primeru n = 8. Prikazane so vse neekvivalnente
konfiguracije, kjer so vrata M1,2 na zacˇetku produkta M .
V zgornjem levem grafu je maksimalno sˇtevilo dvokubitnih vrat, ki jih lahko
izvedemo istocˇasno, enako 1. V zgornjem desnem grafu je sˇtevilo vrat enako 2.
V spodnjem levem grafu je sˇtevilo enako 3, v spodnjem desnem pa enako 4. Cˇe
poljubno konfiguracijo prevedemo na eno izmed zgornjih oblik, lahko maksimalno
sˇtevilo komutirajocˇih dvokubitnih vrat odcˇitamo kar kot sˇtevilo vrat, ki jih izvedemo
istocˇasno v prvem koraku nakljucˇnega kvantnega vezja (t.j. prva vrsta osnovnih
korakov iz grafov (4.5)). Spekter vsake konfiguracije matrik Mi,i+1 v verigi z n = 8
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je enak eni izmed zgoraj narisanih konfiguracij.
Tako razvrstitev vseh mozˇnih konfiguracijah pri spinskih verigah z n > 8 na
bn/2c neekvivalentne primere upravicˇimo z naslednjim razmislekom. V poljubni
konfiguraciji zˇelimo vrata tako premakniti, da izvedemo cˇimvecˇ operatorjev Mi,i+1
ob istem cˇasu. Brez sˇkode za splosˇnost lahko z uposˇtevanjem ekvivalence kubitov
predpostavimo, da bodo taka sosednja komutirajocˇa vrata vsebovala matriko M1,2
in s ciklicˇnimi permutacijami produkta lahko matriko M1,2 postavimo na skrajno
desno stran produkta M . Cˇe nam ne uspe prenesti matrike M3,4 na drugo mesto iz
desne v produktu M , potem bomo lahko prevedli konfiguracijo na prvo obliko iz
slike (4.5), saj smo predpostavili, da morajo sosednja komutirajocˇa vrata vsebovati
M1,2. Cˇe postavimo dvokubitna vrata M1,2 in M3,4 na desno stran produkta, potem
na tretje mesto produkta postavimo M4,5M2,3, saj matriki komutirata z vsemi
vrati v sˇe neurejenem delu vezja. Z urejenim delom vezja M4,5M2,3M3,4M1,2 zgornji
sklep ponovimo, torej locˇimo primer, ko nam uspe prenesti M5,6 na mesto po M4,5
(spodnji sliki v grafu (4.5)) in na primer, ko nam ne uspe prenesti M5,6 mesto po
M4,5 (zgornja desna slika v grafu (4.5)). Postopek ponavljamo dokler nimamo na
zacˇetku produkta cˇimvecˇje sˇtevilo komutirajocˇih vrat. V slucˇaju, ko imamo kaksˇen
drugi blok komutirajocˇih vrat poleg tistega, ki vsebuje vrata M1,2, pa se hitro
prepricˇamo, da lahko bloka zdruzˇimo z uposˇtevanjem invariantnosti spektra na
ciklicˇne permutacije osnovnih cˇlenov. Primer zdruzˇitve blokov si lahko ogledamo
na sliki (4.6).
Slika 4.6: Zdruzˇitev blokov v primeru konfiguracije pri n = 9. Z rdecˇimi kvadrati
so oznacˇeni osnovni koraki, ki jih zˇelimo urediti. Rdecˇa pusˇcˇica kazˇe na mesto,
kamor zˇelimo premakniti s kvadratom obkrozˇene matrike. Osnovne korake prema-
knemo z uposˇtevanjem komutiranja matrik in invariantnosti spektra M na ciklicˇne
permutacije.
Ekvivalenco konfiguracij uposˇtevamo tudi s tem, da dovolimo vsako ciklicˇno
permutacijo kubitov. V sliki (4.5) bi to na primer pomenilo, da je osˇtevilcˇenje
kubitov z 1, 2, . . . , 8 ali 2, 3, . . . , 8, 1 ali 3, 4, . . . , 8, 1, 2 in tako dalje ekvivalentno.
Dodatno ekvivalenco predstavlja zrcaljenje cˇez poljubni kubit, v primeru zgornjega
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grafa torej enacˇimo ostevilcˇenja 1, 2, . . . , 8 in 8, . . . , 2, 1. Obe simetriji izhajata iz
invariantnosti spektra na ciklicˇne permutacije in na invariantnost na transponiranje,
cˇe uposˇtevamo da velja MTi,i+1 = Mi,i+1. S tem krajˇsim razmislekom smo pokazali,
da imamo bn/2c neekvivalentih konfiguracij pri katerikoli velikosti n nasˇe spinske
verige s periodicˇnimi robnimi pogoji.
Preden si bomo ogledali numericˇno izracˇunane spektralne rezˇe, lahko podobno
kot za odprte robne pogoje zapiˇsemo lastna vektorja z lastnima vrednostima λ = 1.
V prejˇsnjem razdelku pri sestavi lastnih vektorjev nismo potrebovali dejstva, da sta
vs in vl lastna matrike Mn,1, saj nam zadosˇcˇa le n− 1 pogojev na dveh sosednjih
kubitih i in i+ 1, da pregledamo ali imamo vrednost ↑ ali ↓ na poljubnem kubitu
iz verige. Na ta nacˇin, smo brez pogoja ki ga da matrika Mn,1, z n− 1 matrikami
omejili vsa mozˇna bazna stanja. To pomeni, da sta torej vs (4.4) in vl (4.6) stanji,
h katerim bomo konvergirali tudi v primeru spinske verige s periodicˇnimi robnimi
pogoji.
Optimalnost nakljucˇnega kvantnega vezja na spinski verigi s periodicˇnimi
robnimi pogoji je dolocˇena le s hitrostjo konvergence, ta pa je odvisna le od izbire
dvokubitnih vrat Wc,d in od parametra p. Odvisnost spektralne rezˇe pri raznih
velikostih n in vrednosti p je prikazana na slikah (4.7),(4.8),(4.9).
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Slika 4.7: Odvisnost spektralne rezˇe ∆ od parametrov ax, ay, az in p pri n = 4.
Vrednost ∆m oznacˇuje najvecˇjo rezˇo pri dolocˇenem p. Diskretizacija ax in ay na 50
vrednosti.
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Slika 4.8: Odvisnost spektralne rezˇe ∆ od parametrov ax, ay, az in p pri n = 6.
Oznake in diskretizacija so enake kot v sliki (4.7).
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Slika 4.9: Odvisnost spektralne rezˇe ∆ od parametrov ax, ay, az in p pri n = 8.
Oznake in diskretizacija so enake kot v sliki (4.7).
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Iz zgornjih grafov opazimo dve stvari: vecˇja vrednosti p in izbira az = 0 vedno
ustreza vecˇji energijski rezˇi ∆ in manjˇsi p vedno ustreza manjˇsi energijski rezˇi.
Kot v primeru slike (4.3) si zato lahko ogledamo spreminjanje spektralne rezˇe ∆
v odvisnosti od n pri az = 0. Ker opazimo, da p = 1 in p = bn/2c predstavljata
spodnjo in zgornjo mejo spektralne rezˇe ∆, bom odvisnost izrisal za oba parametra.
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Slika 4.10: Odvisnost spektralne rezˇe ∆ od parametrov ax, ay, az in n pri a0 = 0 in
p = 1. Diskretizacija ax in ay je bila izvedena na 50 enako razmaknjenih vrednosti
na intervalu [0, 1].
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Slika 4.11: Odvisnost spektralne rezˇe ∆ od parametrov ax, ay, az in n pri a0 = 0
in p = bn/2c. Diskretizacija ax in ay je bila izvedena na 50 enako razmaknjenih
vrednosti na intervalu [0, 1].
Na obeh slikah, p = 1 (4.10) in p = bn/2c (4.11), se najvecˇja spektralna rezˇa
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pomika proti ax = 1 in ay = 1 z vecˇanjem n. Kot v primeru odprtih robnih pogojev
torej zakljucˇimo, da bodo v termodinamski limiti n→∞ optimalna dvokubitna
vrata WXY (2.3).
Oglejmo si najprej primer p = 1. Izbira p = 1 nam bo za vsak n predstavljala
spodnjo mejo spektralne rezˇe v odvisnosti od parametra p. Cˇe zˇelimo izracˇunati
spekter produkta M pri izbiri WXY za velike sisteme, lahko izkoristimo operator
S (4.11) podobno kot v primeru odprtih robnih pogojev. V primeru periodicˇnih
robnih pogojev se da produkt M za p = 1 zapisati kot
M = Sn−1M1,2S−(n−1) . . . S2M1,2S−2SM1,2S−1M1,2 = (S−1M1,2)n, (4.14)
kjer je n velikost spinske verige. Za izracˇun spektra M torej zadosˇcˇa poznavanje
spektra enostavnejˇse matrike S−1M1,2, ki jo dodatno poenostavimo z uporabo
projektorja na sektor sode ali lihe parnosti (4.10).
S pomocˇjo poenostavitve z operatorji S in P (4.8) in s pomocˇjo ekstrapolacije
podatkov izracˇunamo vrednost spektralne rezˇe ∆ v termodinamski limiti n→∞.
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n
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0.705
0.710
Prilagajanje odvisnosti (1/n) pri p = 1 s polinomom tretje stopnje
fit: 0.662 + 0.531/n 1.041/n2 2.151/n3
Slika 4.12: Prilagoditev polinoma trejte stopnje v spremenljivki 1/n spektralnim
rezˇam ∆(1/n) v primeru p = 1. Spektralne rezˇe smo izracˇunali za spinsko verigo s
periodicˇnimi robnimi pogoji pri izbiri dvokubitnih vrat WXY .
Napram spektralni rezˇi v primeru odprtih robnih pogojev (4.4), spektralna
rezˇa v primeru periodicˇnih robnih pogojev in p = 1 pocˇasneje konvergira h koncˇni
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vrednosti, zato je odcˇitavanje termodinamske limite manj natancˇno. Vseeno s
pomocˇjo grafa (4.12) ocenimo, da bo ∆→ 2/3, ko n→∞.
Nazadnje zˇelimo pogledati sˇe limito spektralne rezˇe v primeru p = bn/2c. Izbira
parametra p = bn/2c nas bolj zanima, saj predstavlja najhitrejˇsi protokol v primeru
periodicˇnih robnih pogojev. Izracˇun po absolutni vrednosti tretje najvecˇje lastne
vrednosti λ3 locˇimo na izracˇun pri lihih n in izracˇun pri sodih n.
Pri lihih n postopamo podobno kot v primeru p = 1. Z uporabo operatorjev S
lahko konfiguracijo p = bn/2c zapiˇsemo kot
M = S2n−2M1,2S−(2n−2) . . . S4M1,2S−4S2M1,2S−2M1,2 = (S−2M1,2)n, (4.15)
torej zadosˇcˇa le izracˇun lastnih vrednosti matrike M1,2S
2. Enakost (4.15) velja le
v primeru, ko je velikost verige n liho sˇtevilo, zato moramo za sode n postopati
drugacˇe.
V primeru sodih n v sistemu opazimo dodatno simetrijo in sicer invariantnost
produkta M na konjugacijo z operatorjem S2
M = S2MS−2. (4.16)
Operator S2 predstavlja pomik koeficientov σi v baznem vektorju |σ〉 v koeficiente
σi+2, podobno kot je S predstavljal pomik v σi+1. Simetrijo S
2 lahko vidimo iz grafa
(4.5). Invarianca (4.16) sestavlja ciklicˇno simetrijsko grupo S = {S2, S4, . . . , Sn = I}
velikosti |S| = n/2. Grupa S je ciklicˇna, zato njene enodimenzionalne ireducibilne
upodobitve enacˇimo z enakomerno razporejenimi tocˇkami na enotski krozˇinici.
Ireducibilne upodobitve oznacˇimo z χS = exp (i4pik/n), k ∈ {1, . . . , n/2}. Grupa
S, skupaj z grupo parnosti P = {I, P}, predstavlja simetrijsko grupo G = P × S
operatorja M . Mocˇ grupe G je n, njene enodimenzionalne upodobitve pa oznacˇimo
s χ = (χP , χS), kjer so χP ∈ {1,−1} ireducibilne upodobitve simetrijske grupe P .
Vektorski prostor z bazo {|σ〉}σi∈{↑,↓} s tem locˇimo na n podprostorov, kjer vsaki
podprostor ustreza ireducibilni upodobitvi grupe G. S tem matriko M predelamo
v blocˇno diagonalno matriko in vsak blok locˇeno diagonaliziramo.
Dodatno opazimo, da ima M za spinsko verigo velikost n = 4i, i ∈ N, dodatno
zrcalno simetrijo. Operator zrcaljenja Z definiramo kot
Z =
n/2∏
i=1
SWAPn/2−i+1,n/2+i, (4.17)
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SWAPk,l =

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 , (4.18)
kjer SWAPk,l deluje netrivialno le na kubitih k in l. Na primer delovanje Z na stanju
| ↓↑↑↓↑↓↓↑〉 zapiˇsemo kot Z| ↓↑↑↓↑↓↓↑〉 = | ↑↓↓↑↓↑↑↓〉. Simetrija na zrcaljenje
tvori grupo zrcalne simetrije Z = {I, Z} z lastnima vrednostima χZ ∈ {1,−1}.
Za n = 4i,i ∈ N, imamo torej simetrijsko grupo z mocˇjo 2n, definirano kot
G = P × Z × S. Lastne vrednosti enodimenzionalnih ireducibilnih upodobitev
bomo oznacˇevali z χ = (χP , χZ , χS).
Simetrije nam omogocˇajo zapis operatorja M v blocˇno diagonalno obliko,
kjer vsaki blok ustreza ireducibilni upodobitvi. Cˇe zˇelimo poznati celotni spek-
ter M nam bo torej zadosˇcˇala diagonalizacija 2n manjˇsih matrik. Izkazˇe se,
da je za izbiro vrat WXY pri majhnih n ≤ 16 po absolutni vrednosti tretja
najvecˇja lastna vrednost λ3 realna, dvakrat degenerirana in izhaja iz sektorjev
χ = (χP = −1, χZ = −1, χS = −1) in χ = (χP = −1, χZ = 1, χS = −1).
Racˇunanje λ3 si lahko za velike sisteme poenostavimo z uporabo potencˇne
metode. Potencˇna metoda temelji na iteraciji
wi+1 = Mvi, (4.19)
vi+1 =
wi+1
‖wi+1‖ , (4.20)
kjer je M matrika, za katero zˇelimo izracˇunati najvecˇjo lastno vrednost. Vektor vi
bo konvergiral k lastnemu vektorju M , ki ustreza po absolutni vrednosti najvecˇji
lastni vrednosti. Matrika M je v bazi ireducibilnih upodobitev blocˇno diagonalna,
zato bo potencˇna metoda konvergirala k najvecˇji lastni vrednosti bloka, kateremu
pripada zacˇetni vektor iteracije v0. V bloku χ = (χP = −1, χZ = 1, χS = −1)
nimamo lastnih vrednosti λ = 1, zato kot zacˇetni vektor vzamemo vektor iz zgoraj
omenjene ireducibilne upodobitve
v0 =
n/2∑
i=1
(−S2)i | ↑↓ . . . ↓〉. (4.21)
S potencˇno metodo tako izracˇunamo λ3 pri n = 24 in n = 28. Porabljen
racˇunalniˇski spomin za izracˇun pri n = 28 je bil priblizˇno 70GB. Relativna
numericˇna napaka znasˇa 10−5. Napako sem ocenil s pomocˇjo relativne spremembe
norme vektorja wi (4.19).
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4.2. Periodicˇni robni pogoji
S prilagajanjem polinoma tretje stopnje v spremenljivki 1/n na sliki (4.13)
odcˇitamo termodinamsko limito spektralne rezˇe ∆.
5 10 15 20 25
n
0.78
0.80
0.82
0.84
0.86
0.88
Prilagajanje odvisnosti (1/n) pri p = n/2  s polinomom tretje stopnje
l
fit lihi: 0.889 0.191/n 2.571/n2 + 5.871/n3
s
fit sodi: 0.892 0.071/n 2.081/n2 + 4.641/n3
Slika 4.13: Prilagoditev polinima trejte stopnje v spremenljivki 1/n spektralnim
rezˇam ∆(1/n) v primeru p = bn/2c. Spektralne rezˇe smo izracˇunali za spinsko
verigo s periodicˇnimi robnimi pogoji pri izbiri dvokubitnih vrat WXY .
Spektralna rezˇa ∆ v primeru spinske verige s periodicˇnimi robnimi pogoji,
dvokubitnim operatorjem WXY in parametrom p = bn/2c bo v termodinamski
limiti n→∞ konvergirala k vednosti ∆ = 8/9.
Rezultat ∆ = 8/9 lahko tudi analiticˇno podpremo. Iz enacˇb iz razdelka Lastnosti
povprecˇnega osnovnega koraka (3.3) lahko z izbiro WXY izracˇunamo lastne vrednosti
matrike Mc,d; dobimo (1, 1,−1/3,−1/9). Cˇe zˇelimo dolocˇiti zgornjo mejo spektralne
rezˇe v termodinamski limiti, lahko sestavimo lastni vektor M z lastno vrednostjo
1/9 pri poljubnem n. Produkt M v primeru p = bn/2c in sodih n lahko sestavimo
iz dveh delov: naprej delujemo z Ml =
∏
iMi,i+1, kjer je i lih, potem pa delujemo
sˇe z Ms =
∏
iMi,i+1, kjer je i ∈ 2{1, . . . , n/2}. V primeru spodnje desne slike
grafa (4.5) bi torej v prvem koraku delovali z Ml = M7,8M5,6M3,4M1,2 potem pa z
Ms = M8,1M6,7M4,5M2,3. Lastno stanje celotnega M z λ = 1/9 iˇscˇemo v vektorju,
lastnemu vsakemu od dveh delov produkta s pripajocˇima lastnima vrednostima
λ = −1/3.
Ker vse matrike, kjer je indeks i lih, komutirajo, lahko lastni vektor z lastno
vrednostjo λ = −1/3 za Ml sestavimo kot tenzorski produkt lastnih stanj posame-
znih Mi,i+1, kjer imamo le eno lastno vrednost λ = −1/3. Iz enacˇb (3.30),(3.32),
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ki ustrezajo λ = 1, definiramo v1 = (3, 0, 0, 1) + α (0, 1, 1, 0), kjer je α konstanta,
ki jo zˇelimo sˇe dolocˇiti. Vektor v1 je lastni le dveh z Mi,i+1 skopljenih kubitov. S
pomocˇjo lastnega vektorja vl2 z λ = −1/3 (3.33) definiramo tenzorski produkt
v0 = v1 ⊗ v1 ⊗ · · · ⊗ vl2, (4.22)
kjer imamo v zgornjem produktu n/2 − 1 cˇlenov v1 in le en cˇlen vl2 na skrajni
desni strani. Zˇelimo, da je v0 lastni vektor tudi matrike Ms. Z uporabo matrik S
(4.11) lahko operator Ms zapiˇsemo Ms = SMlS
−1, zato je dovolj zahtevati, da je
predelani v0 lastni le Ml in operatorja S.
Na vektor (4.22) delujemo z vsemi elementi grupe S. Dobimo vektor, ki je
invarianten na delovanje S2
v =
n/2∑
i=1
S2v0. (4.23)
Zgornjemu vektorju moramo sˇe dolocˇiti konstanto α, ki nastopa v cˇlenih, ki nam
dajo λ = 1. Konstantno dolocˇimo z zahtevo po invariantosti na delovanje operatorja
S. Za dolocˇitev konstante pogledamo vektorje v lihem sektorju parnosti, t.j. z
lihim sˇtevilom komponent ↑. Po delovanju S lahko kubita i in i+ 1, kjer je i sod,
dobita vrednost ↑↑ ali ↓↓ iz cˇlenov α (0, 1, 1, 0) na kubitih i − 1, i in i + 1, i + 2.
Cˇlen ↑↑, dobljen s pomocˇjo dveh cˇlenov s konstanto α zˇelimo primerjati z lastnim
vektorjem (3, 0, 0, 1) na kubitih i, i+ 1, kjer je i sod, zato je edina smiselna izbira
α =
√
3.
Z vektorjem (4.23) in izbiro α =
√
3 se na manjˇsih spinskih verigah prepricˇamo,
da je v do predznaka invarianten na delovanje S in je lasten vektor Ml z lastno
vrednostjo λ = −1/3. Zamenjava predznaka po delovanju S nas seveda ne zanima,
ker M = SMsS
−1Ml in se vektorju dvakrat spremeni predznak. Dobimo
Mv = SMlS
−1Mlv = (−1/3)SMlS−1v
= (1/3)SMsv = (−1/9)Sv = (1/9)v. (4.24)
Dobljeni v (4.23) vsebuje vektorje s sodo in liho parnostjo, zato ga lahko locˇimo
na dva linearno neodvisna dela. Iz tega opazimo, da bo potem λ = 1/9 vsaj dvakrat
degenerirana lastna vrednost produkta M pri kateremkoli sodem n. Dokazali smo,
da je ∆ = 8/9 zgornja meja spektralne rezˇe v primeru izbire WXY .
V razdelku smo iskali optimalni protokol nakljucˇnega kvantnega vezja med
vsemi neekvivalentnimi konfiguracijami osnovnih korakov in poljubno unitarno
dvokubitno matriko W . Vse neekvivalentne konfiguracije smo osˇtevilcˇili s pomocˇjo
sˇtevila p, ki oznacˇuje maksimalno sˇtevilo vrat, ki jih lahko izvedemo istocˇasno.
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Videli smo, da p = 1 vedno ustreza najmanjˇsi spektralni rezˇi M , medtem ko
p = bn/2c vedno ustreza najvecˇji ∆. Za oba mejna primera smo skusˇali ugotoviti
vrednost ∆ v termodinamski limiti. Spektralna rezˇa v limiti n → ∞ v primeru
p = 1 in WXY znasˇa ∆ = 2/3. Spektralna rezˇa v limiti n→∞ v primeru p = bn/2c
in WXY znasˇa ∆ = 8/9. V primeru p = bn/2c smo dokazali, da je vrednost 8/9
zgornja meja rezˇe ∆.
Konfiguracijo p = bn/2c so v preteklosti zˇe sˇtudirali [8],[26],[27],[28], ampak
nikjer je niso primerjali z vsemi mozˇnimi konfiguracijami, ko je nakljucˇno kvantno
vezje periodicˇno s periodo T = n. V preteklosti so konfiguracijo p = bn/2c
jemali kot primer nakljucˇnega kvantnega vezja, s katerim so dokazovali raznorazne
lastnosti vezij. Novost nasˇih racˇunov je to, da smo prvicˇ primerjali med seboj vsa
neekvivalenta kvantna vezja s periodo T = n in interakcijo med najblizˇjimi sosedi.
V tem razdelku smo tudi prvicˇ zapisali spektralno rezˇo ∆ v limiti n → ∞ in s
tem dolocˇili do sedaj najhitrejˇsi protokol nakljucˇnih kvantnih vezij. Primerjave
hitrosti konvergence so v pretekli literaturi vecˇinoma potekale pri nakljucˇni izbiri
dveh kubitov c in d, na katera delujemo z osnovnim korakom vezja [15],[17]. Vecˇ o
nakljucˇni izbiri kubitov bomo videli v naslednjem razdelku.
4.3 Nakljucˇne sklopitve
V tem razdelku bom sprostil pogoj periodicˇnega nakljucˇnega kvantnega vezja in
bom obravnaval sistem, kjer v produktu M ob vsakem koraku nakljucˇno izbiramo
kubite, ki jih bomo sklopili. Ker ob vsakem koraku nakljucˇno izbiramo kubita c in
d, lahko zapiˇsemo osnovni korak takega vezja kot enakomerno utezˇeno povprecˇje
cˇez vse mozˇne sklopitve
M¯ =
1
L
∑
i,j
Mi,j, (4.25)
kjer vsota tecˇe cˇez vse mozˇne sklopitve in kjer L oznacˇuje sˇtevilo cˇlenov v vsoti, t.j.
sˇtevilo vseh razlicˇnih Mi,j.
Obravnavali bomo dva primera nakljucˇnih sklopitev: ko dopusˇcˇamo sklopi-
tve le med najblizˇjimi sosedi Mi,i+1 in ko dopusˇcˇamo sklopitve med poljubnima,
nakljucˇnima kubitioma c in d, Mc,d.
V primeru povprecˇja cˇez najblizˇnje sosede vsoto (4.25) piˇsemo kot
M¯ =
1
n− 1
n−1∑
i=1
Mi,i+1 (4.26)
M¯ =
1
n
n∑
i=1
Mi,i+1, (4.27)
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kjer zgornja enacˇba ustreza verigi z odprtimi robnimi pogoji in spodnja enacˇba
ustreza verigi s periodicˇnimi robnimi pogoji. Z zapisom Mi,i+1 v obliki enacˇbe
(3.29), v enacˇbah (4.26) in (4.27) prepoznamo enodimenzionalni Heisenbergov
model XYZ v zunanjem magnetnem polju pri izbiri odprtih ali periodicˇnih robnih
pogojev. Zˇal je resˇitev modela sˇe neznana za poljubne parametre Jx, Jy, Jz in h,
zato trenutno analiticˇni izracˇun spektralne rezˇe ni mogocˇ. Numericˇno izracˇunano
hitrost konvergence v primeru takega vezja najdemo v [15].
V primeru sklopitve med poljubnima, nakljucˇnima kubitoma c in d pa vsoto
(4.25) piˇsemo kot
M¯ =
2
n(n− 1)
n∑
c,d=1;c>d
Mc,d, (4.28)
kjer smo zapisali L = n(n − 1)/2, kar oznacˇuje sˇtevilo vseh razlicˇnih sklopitev
med poljubnima kubitoma. S pomocˇjo uvedbe operatorjev celotnega spina Sα =
1/2
∑n
i=1 σ
α
i , α ∈ {x, y, z} [17], enacˇbo (4.28) prepiˇsemo v obliko
M¯ =
2h
n
Sz +
4
n(n− 1)
(
JxS
2
x + JyS
2
y + JzS
2
z
)
+
(
d− Jx + Jy + Jz
n− 1
)
I, (4.29)
kjer so koeficienti h, Jx, Jy, Jz, d definirani pod enacˇbo (3.29). V enacˇbi (4.29)
prepoznamo model Lipkin-Meshkov-Glick (LMG) [25].
Spektralno rezˇo modela LMG v limiti velikih n po zgledu cˇlankov [17],[29]
izracˇunamo v pomocˇjo klasicˇne limite. Operator kvantnega spina S = (Sx, Sy, Sz)
velikosti S zamenjamo s klasicˇnim spinom, ki ga parametriziramo s pomocˇjo
spremeljivk φ in µ = cos θ
Sx = S cosφ
√
1− µ2, (4.30)
Sy = S sinφ
√
1− µ2, (4.31)
Sz = Sµ. (4.32)
Klasicˇno limito poenostavimo z uposˇtevanjem Jx−Jz = h in Jy−Jz = h/4. Ker M¯
ohranja velikost celotnega spina, lahko S fiksiramo in uposˇtevamo S2 = S2x+S
2
y+S
2
z .
Najvecˇje energije modela LMG izhajajo iz predela, kjer je spin S najvecˇji, zato
postavimo S = n/2. Ker nas zanima le energijska rezˇa, pozabimo na cˇlene neodvisne
od φ in µ in zapiˇsemo
M¯ = h
(
µ+
n2(1− µ2)
n(n− 1)
(
cos2 φ+
1
4
sin2 φ
))
, (4.33)
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kjer h v odvisnosti od parametrov ax, ay, az zaseda vrednosti med 0 in 4/9. Iz
zgornje enacˇbe opazimo, da parametri ax, ay, az nastopajo le v obliki h in pomenijo
le reskalacijo energijske rezˇe.
Klasicˇni model LMG razvijemo v okolici maksimuma (φ0, µ0) do najnizˇjega reda.
Na tak nacˇin lahko sistem kvantiziramo kot harmonski oscilator in spektralno rezˇo
odcˇitamo kot energijsko rezˇo oscilatorja. Z zahtevo
(
∂M¯/∂φ, ∂M¯/∂µ
) |φ0,µ0 = (0, 0)
izracˇunamo parametre (φ0, µ0) = (pi, (n− 1)/2n), ki nam dajo maksimalno energijo
modela (v limiti n → ∞ imamo torej M(φ0, µ0) = 1). Cˇlene drugega reda okoli
maksimuma dobimo z drugimi odvodi
a =
∂2M¯
∂µ2
∣∣∣∣
µ=µ0
= − 2nh
n− 1 ≈ −2h (4.34)
b =
∂2M¯
∂φ2
∣∣∣∣
φ=φ0
= −3h(n+ 1)(3n− 1)
8n(n− 1) ≈ −
9h
8
, (4.35)
kjer sem v zadnjem koraku uposˇteval limito velikih spinskih verig n 1.
Hamiltonian M¯ v okolici maksimuma bo torej oblike
M¯(µ, φ) = M¯0 +
1
2
aµ2 +
1
2
bφ2, (4.36)
za µ ≈ µ0 in φ ≈ φ0. Enacˇbo (4.36) kvantiziramo po vzoru harmonskega oscilatorja
HHO =
p2
2m
+
1
2
ω2mx2, (4.37)
kjer bo ω v izrazu ~ω predstavljala energijsko rezˇo nasˇega sistema M¯ , saj je ~ω
energijska rezˇa harmonskega oscilatorja. Pri kvantizaciji para (µ, φ) bo φ imela
vlogo gibalne kolicˇine p in µ pozicije x. Vlogo ~ bo v klasicˇni limiti predstavljal
cˇlen 1/S = 2/n, saj je Poissonov oklepaj µ in φ enak {µ, φ} = 2/n [29]. Energijsko
rezˇo ~ω izrazimo kot
~ω =
√
ab
S
=
3h
n
. (4.38)
Cˇleni, ki smo jih zanemarili z uposˇtevanjem n  1 bodo vsaj reda O(1/n2),
zato lahko koncˇni rezultat zapiˇsemo kot
∆ =
3h
n
+O(1/n2), (4.39)
kjer je h = (3− v) /9 in v = ∑b1,b2∈{x,y,z},b1 6=b2 cos (piab1) cos (piab2). Enacˇba (4.39)
prestavlja spektralno rezˇo za nakljucˇne sklopitve v limiti velikih spinskih verig in
poljubne izbire Wc,d. Z izbiro ax = 1, az = 0 in poljubnim ay ∈ [0, 1] maksimiziramo
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h in s tem dobimo maksimum spektralne rezˇe (4.39). Taka izbira parametrov ustreza
vratom WXY za ay = 1 in WCNOT za ay = 0. Zakljucˇimo, da z izbiro WXY ,WCNOT
ali poljubnih vrat Wc,d z ax = 1 in az = 0, najhitreje konvergiramo h koncˇnemu
stanju, cˇe delujemo v vsakem koraku z nakljucˇnim kvantnim vezjem na nakljucˇna
kubita c in d. Rezultat sovpada z numericˇnim izracˇunom, izvedenim v [15].
Vrednost energijske rezˇe v primeru ax = 1, az = 0 in poljubnega ay je enaka
∆XY/CNOT =
4
3n
, (4.40)
kar sovpada z rezultati iz [17], kjer najdemo spektralno rezˇo za primer WCNOT ,WXY
in za primer, kjer za Wc,d vzamemo nakljucˇna dvokubitna unitarna vrata. V
literaturi je veliko avtorjev zˇe analiziralo nakljucˇna kvantna vezja, kjer ob vsakem
koraku nakljucˇno izberemo kubita c in d [15],[17],[30],[31]. V nalogi smo prvicˇ
analiticˇno izpeljali spektralno rezˇo za poljubna dvokubitna vrata Wc,d in v limiti
velikega sˇtevila kubitov n. Analiticˇno smo dokazali izjavo, da daljica ax = 1, az = 0
predstavlja optimalni protokol v primeru sklopitev med nakljucˇnima kubitoma [15].
4.4 Primerjava rezultatov
V prejˇsnjih razdelkih sem za razne druzˇine protokolov numericˇno ali analiticˇno
pokazal, s katero izbiro vrat Wc,d najhitreje konvergiramo h koncˇnemu stanju,
dolocˇenemu z lastno vrednostjo λ = 1 matrike M . V vseh primerih se je izkazalo,
da je izbira WXY vedno optimalna za velike n.
V razdelku Nakljucˇne sklopitve (4.3) smo izpeljali energijsko rezˇo, ki opisuje
hitrost konvergence cˇistosti po enem povprecˇnem osnovnem koraku M¯ nakljucˇnega
kvantnega vezja. Cˇistost se bo priblizˇevala koncˇni vrednosti IA(∞) (2.19) kot
|IA(t)− IA(∞)| 
(
1− 3h
n
)t
. (4.41)
V razdelkih Odprti robni pogoji (4.1) in Periodicˇni robni pogoji (4.2) smo hitrost
konvergence cˇistosti izracˇunali kot spektralno rezˇo matrike M , ki sistem propagira
za cˇas t = n− 1 (ali t = n v primeru periodicˇnih robnih pogojev). Priblizˇevanje
cˇistosti h koncˇni vrednosti torej opiˇsemo z enacˇbo (2.20). Cˇe zˇelimo primerjati
rezultate med seboj, moramo za primer nakljucˇnih sklopitev zapisati
|λ3| = (1− 3h/n)n ≈ exp(−3h), (4.42)
kjer sem uposˇteval limito velikih n. Iz zgornje enacˇbe sledi
|IA(t = n)− IA(∞)|  exp(−3h). (4.43)
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Sˇtevilo |λ3| = exp(−3h) bo opisovalo hitrost konvergence cˇistosti h koncˇni vrednosti,
kjer sistem propagiramo za cˇas t = n.
Vse dobljene rezultate lahko predstavimo s tabelo (4.1).
VRSTA VEZJA: λ3
ORP, XY 1/4
PRP, XY , p = 1 1/3
PRP, XY , p = bn/2c 1/9
nakljucˇne sklopitve exp(−3h)
Tabela 4.1: Primerjava po absolutni vrednosti tretjih najvecˇjih lastnih vrednosti
λ3 za razne primere optimalnih nakljucˇnih kvantnih vezij. Parameter p oznacˇuje
vse neekvivalnentne protokole v primeru spinske verige s periodicˇnimi robnimi
pogoji, kjer delujemo na sosednje kubite s periodicˇnim nakljucˇnim kvantnim vezjem
s periodo T = n. Zunanje magnetno polje h je odvisno od izbire dvokubitnih
vrat W in je enako (3− v) /9, kjer je v = ∑b1,b2∈{x,y,z},b1 6=b2 cos (piab1) cos (piab2).
Optimalni protokol v primeru nakljucˇnih sklopitev ustreza izbiri ax = 1,az = 0
in poljubnega ay ∈ [0, 1]. Po absolutni vrednosti najmanjˇsa lastna vrednost λ3 v
primeru nakljucˇnih sklopitev znasˇa exp(−4/3) ≈ 0, 26.
Za optimalni protokol proglasimo tisto izbiro unitarne matrikeW in konfiguracije
osnovnih korakov, ki bo pomenila najvecˇjo spektralno rezˇo ustrezne matrike M .
Primerjali smo spektralne rezˇe v primeru peridicˇnega vezja s periodo T = n− 1
(ali n v primeru periodicˇnih robnih pogojev) z interakcijami med najblizˇjimi sosedi
Mi,i+1 in v primeru sklopitve med nakljucˇnima kubitoma c in d. Zakljucˇimo, da je
v termodinamski limiti n → ∞ optimalni protokol nakljucˇnega kvantnega vezja
protokol na spinski verigi s periodicˇnimi robnimi pogoji, konfiguracijo p = bn/2c
(brick-wall) in izbiro WXY . Ustrezna spektralna rezˇa je ∆ = 8/9.
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V svojem magistrskem delu sem raziskoval nakljucˇna kvantna vezja, sestavljena
iz dvokubitnih unitarnih vrat Wc,d in enokubitnih nakljucˇnih unitarnih operatorjev
Uc in Vd. Osredotocˇil sem se na povprecˇeno dinamiko cˇistosti IA (2.5), saj jo lahko
opiˇsemo s pomocˇjo Markovske verige. Cilj naloge je bil dolocˇitev optimalnega
nakljucˇnega kvantnega vezja, t.j. izbire dvokubitnih vrat Wc,d in konfiguracije
osnovnih korakov, ki nam pomaga dosecˇi najvecˇjo mozˇno prepletenost s pomocˇjo
cˇimmanjˇsega sˇtevila kvantnih vrat.
V poglavju Teoreticˇno ozadje sem matematicˇno formuliral opis kvantnih vezij
in definiral cˇistost, kolicˇino, ki nam je v nalogi pomagala pri opisu prepetenosti
spinske verige. Opisal sem tudi dve metodi, ki nam omogocˇata redukcijo dinamike
cˇistosti, povprecˇene cˇez vse nakljucˇne unitarne operatorje v kvantnemu vezju, na
Markovsko verigo.
Z uporabo redukcije nakljucˇnega kvantnega vezja na Markovsko verigo za
poljubno unitarno W smo v tretjem poglavju s pomocˇjo metode iz cˇlanka [16]
izracˇunali matriko M ′c,d (3.17), ki nam opisuje en povprecˇni korak nakljucˇnega
kvantnega vezja. Dobljeni rezultat smo primerjali z reduciranimi matrikami iz [17],
izpeljanimi za dolocˇena vrata s pomocˇjo metode za Cliffordova vrata W . Metodi
lahko seveda primerjamo le v primeru, ko vzamemo unitarno dvokubitno matriko W
iz Cliffordove grupe. Ker nam matrike, ne glede na uporabljeno metodo, dajo isto
spektralno rezˇo, smo skusˇali matriko M ′c,d preoblikovati v obliko iz [17]. S pomocˇjo
neunitarnih enokubitnih transformacij (3.24) smo operator M ′c,d simetrizirali in
izpeljali osnovni korak Mc,d (3.28), ki smo ga uporabljali v cˇetrtem poglavju.
V cˇetrtem poglavju smo numericˇno ali analiticˇno izracˇunali spektralno rezˇo
za nekatere primere nakljucˇnih kvantnih vezij. Na zacˇetku smo predpostavili
periodicˇnost vezja s periodo T = n − 1 (oziroma T = n za periodicˇne robne
pogoje), kjer je n dolzˇina spinske verige, interakcije le med najblizˇjimi sosednimi
kubiti in to, da v periodi delujemo na vsak kubit z natanko dvema razlicˇnima
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vratima Mc,d. Pod to predpostavko smo pokazali, da so vse konfiguracije vrat v
primeru odprtih robnih pogojev spinske verige ekvivalentne in izracˇunali spektralno
rezˇo v termodinamski limit n → ∞ (4.4). Spektralna rezˇa v tem primeru znasˇa
∆ = 3/4. V primeru verige s periodicˇnimi robnimi pogoji smo pokazali, da imamo
le bn/2c konfiguracij dvokubitnih vrat, ki nam dajejo razlicˇni spekter. Oznacˇili
smo vse neekvivalentne konfiguracije s sˇtevilom p, ki oznacˇuje maksimalno sˇtevilo
vrat, ki jih lahko izvedemo istocˇasno v eni periodi. Opazili smo, da je optimalna
konfiguracija tista z p = bn/2c, najslabsˇa pa tista z p = 1. V obeh primerih smo
izracˇunali spektralno rezˇo. V primeru p = 1 smo dobili ∆ = 2/3 in v primeru
p = bn/2c smo dobili ∆ = 8/9. Numericˇno izracˇunano rezˇo ∆ = 8/9 smo podprli z
dokazom, da je lastna vrednost λ = 1/9 v spektru matrike M za katerikoli sodi n.
Prisotnost λ = 1/9 v spektru M pomeni, da predstavlja vrednost 8/9 zgornjo mejo
spektralne rezˇe. Na koncu poglavja smo predpostavke, uporabljene pri izracˇunih
odprtih in periodicˇnih robnih pogojev, sprostili in uposˇtevali nakljucˇna kvantna
vezja, ki ob vsakem koraku sklapljajo nakljucˇne kubite. V primeru interakcije le
med najblizˇjimi kubiti lahko povprecˇeno cˇistost opiˇsemo s Heisenbergovim modelom
XYZ v zunanjem magnetnem polju (4.26),(4.27), katerega resˇitve sˇe ne poznamo.
V primeru interakcije med poljubnimi kubiti dobimo model Lipkin-Meshkov-Glick
(4.28). Energijsko rezˇo ∆ lahko analiticˇno izracˇunamo s pomocˇjo klasicˇne limite in
razvoja okoli energijskega maksimuma (4.39). Vse dobljene rezultate smo primerjali
v tabeli (4.1) in dolocˇili, da je optimalni protokol nakljucˇnega kvantnega vezja
protokol na spinski verigi s periodicˇnimi robnimi pogoji, p = bn/2c in izbiro WXY .
Spektralna rezˇa je v tem primeru ∆ = 8/9. Opazili smo tudi, da je v vsakem od
gledanih primerov v termodinamski limiti n→∞ izbira WXY najboljˇsa.
Izpeljane rezultate lahko uporabimo za hitro in ucˇinkovito generacijo nakljucˇnih
kvantnih stanj, oziroma aproksimacijo nakljucˇnih unitarnih matrik poljubne veliko-
sti.
Izvedeni racˇuni predstavljajo novost pri racˇunanju hitrosti konvergence na-
kljucˇnih kvantnih vezij, saj smo s pomocˇjo metode (2.3) izracˇunali Markovsko
verigo za povprecˇeno dinamiko cˇistosti pri poljubni unitarni matriki Wc,d. Dodatno
nam je uspelo Markovsko verigo s korakom M ′c,d reducirati na enostavnejˇso obliko,
ki nam je omogocˇila optimizacijo numericˇnega racˇunanja in analiticˇno izpeljavo
spektralne rezˇe v primeru nakljucˇnih sklopitev. Numericˇno racˇunanje hitrosti
konvergence cˇistosti h koncˇni vrednosti bi brez zapisa na Markovsko verigo temeljilo
na povprecˇevanju cˇez veliko sˇtevilo simulacij, kjer bi ob vsakem osnovnem koraku
vezja generirali nakljucˇni enokubitni matriki [15]. Povprecˇevanje cˇez veliko sˇtevilo
simulacij pomeni, da je koncˇni rezultat lahko napacˇen v okviru neke statisticˇne na-
pake, zato je odcˇitavanje hitrosti konvergence cˇistosti iz spektralne rezˇe Markovske
verige natancˇnejˇsi pristop.
V preteklosti je dolocˇitev optimalnega protokola pomenila le primerjavo med
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razlicˇnimi izbirami dvokubtnih vrat W pri nakljucˇni izbiri kubitov c in d [15],[17].
V nalogi pa smo si ogledali spektralne rezˇe za vsako izbiro dvokubitne unitarne
matrike W in za vsako mozˇno konfiguracijo, ko imamo interakcije med najblizˇjimi
sosedi in periodo T = n− 1, oziroma T = n. S primerjavo rezultatov iz vsakega
razdelka smo dolocˇili optimalni protokol nakljucˇnega kvantnega vezja, ki ustreza
vsem zahtevam iz poglavja Optimalni protokol. Protokol s konfiguracijo p = bn/2c
in izbiro vrat WXY je sicer v literaturi znan [8],[26],[27],[28], ampak nikjer niso
protokola primerjali s konfiguracijami pri razlicˇnih vrednosti p in vrat W . Prvi
smo tudi numericˇno izracˇunali spektralno rezˇo protokola p = bn/2c in WXY v
termodinamski limiti. Dobili smo ∆ = 8/9.
Z zapisom kvantnega vezja za poljubna unitarna vrata in poenostavitvijo na cˇlen
Heisenbergovega modela XYZ smo omogocˇili morebitne bodocˇe analiticˇne obravnave
sˇiroke druzˇine nakljucˇnih kvantnih vezij. Bodocˇe raziskave lahko zasnujemo na
iskanju analiticˇnega dokaza numericˇnih rezultatov, ki smo jih videli v poglavju
Optimalni protokol (4). Simetrizirani korak Mc,d bo mogocˇe v bodocˇnosti sluzˇil pri
analiticˇnih izpeljavah spektralnih rezˇ tudi v bolj optimalnih primerih, na primer
pri periodicˇnih robnih pogojih in izbiro p = bn/2c. Pomembna generalizacija
opravljenega raziskovanja je sprostitev pogoja dolzˇine periode T = n. Na tak
nacˇin lahko obravnavamo vecˇjo druzˇino nakljucˇnih kvantnih vezij in potrdimo ali
odvzˇemo optimalno spektralno rezˇo ∆ = 8/9.
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Dodatek A
Haarova mera
V tem dodatku ne bom podrobno opisal lastnosti in definicijo Haarove mere,
ampak bom le intuitivno obrazlozˇil, kaj pomeni enakomerna porazdelitev v primeru
zvezne grupe.
Z izrazom enakomernost po Haarovi meri si mislimo porazdelitev na unitarni
grupi, kjer je vsak element enakovredno zastopan. Naj bo U(N) unitarna grupa
dimenzije N . Na grupi lahko definiramo mero µ, ki uboga naslednjim lastnostim
1. µ(UK) = µ(K), kjer je U ∈ U(N) poljubni unitarni operator in K ⊂ U(N)
podmnozˇica unitarne grupe;
2. µ(K) > 0 za vsak K ⊂ U(N);
3. µ(U(N)) = 1.
Iz prve tocˇke vidimo, da je mera vsake podmnozˇice enaka, saj s pomocˇjo podgrupe
in leve tranzlacije lahko sestavimo celotno U(N). V tem smislu je Haarova mera
na unitarni grupi generalizacija enakomerne porazdelitve v primeru zveznih grup.
Tekom magistrske naloge bom z izrazom enakomerno izzˇreban po Haarovi meri
mislil na unitarni operator, ki ga izzˇrebamo po porazdelitvi na unitarni grupi, kjer
so vsi elementi enako zastopani. Enaka zastopanost v primeru zvezne grupe pomeni,
da ne glede na podmnozˇico K ⊂ U(N), µ(K) = α = konst., ki si jo izberemo, bo
verjetnost da izzˇrebamo U ∈ K vedno ista in enaka α.
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Dodatek B
Paulijeve matrike
Paulijeve matrike σx, σy in σz definiramo kot operatorje na Hilbertovem prostoru
enega kubita spinske verige
σx =
0 1
1 0
 , (B.1)
σy =
0 −i
i 0
 , (B.2)
σz =
1 0
0 −1
 . (B.3)
Zgoraj definirane Paulijeve matrike, skupaj z identicˇnim operatorjem, sestavljajo
bazo kompleksnega vektorskega prostora 2×2 matrik. Na kompleksnem vektorskem
prostoru 2× 2 matrik lahko definiramo mnozˇenje, pri cˇemer se Paulijeve matrike
transformirajo kot
σiσj = δi,jI +
∑
k∈{x,y,z}
ii,j,kσk, (B.4)
σiI = Iσi = σi, (B.5)
kjer je I identiteta, i, j ∈ {x, y, z} in kjer i,j,k oznacˇuje popolnoma antisimetricˇni
tenzor, definiran z
pi(x,y,z) = (−1)p. (B.6)
kjer s pi oznacˇimo permutacijo indeksov s parnostjo p.
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Dodatek C
Izpeljava cˇistosti
V tem dodatku bom pokazal, da kolicˇina IΨ [σ] (2.23) res ustreza cˇistosti IA,
definirani z enacˇbo (2.5).
Pri racˇunanju si bom pomagal z razvojem gostotnega operatorja ρ = |Ψ〉〈Ψ| po
bazi tenzorskega produkta enokubitnih matrik ρi, saj je sled vsote vsota sledi in je
sled tenzorskega produkta produkt sledi. Piˇsemo lahko torej
ρ =
∑
k
λ(k)
n⊗
i=1
ρ
(k)
i , (C.1)
kjer izraz
⊗n
i=1 ρ
(k)
i predstavlja bazne vektorje in z λ
(k) oznacˇujemo koeficiente,
dobljene pri razvoju ρ.
Oglejmo si najprej izraz IΨ [σ].
IΨ [σ] = Tr
[
χσρ
⊗2] (C.2)
= Tr
[
χσ
∑
k,l
λ(k)λ(l)
n⊗
i=1
ρ
(k)
i ⊗ ρ(l)i
]
(C.3)
=
∑
k,l
λ(k)λ(l)Tr
[⊗
i∈B
ρ
(k)
i ⊗ ρ(l)i
]
Tr
[
SWAPi
⊗
i∈A
ρ
(k)
i ⊗ ρ(l)i
]
, (C.4)
kjer z podmnozˇicama A in B definiramo poljubno biparticijo. Izraz lahko dodatno
poenostavimo, cˇe izpiˇsemo lokalni cˇlen gostotnega operatorja v lokalni bazi
ρ
(k)
i = a
(k)
i |0〉i〈0|i + b(k)i |0〉i〈1|i + c(k)i |1〉i〈0|i + d(k)i |1〉i〈1|i. (C.5)
Zgornjo enacˇbo vstavimo v (C.4) in dobimo
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IΨ [σ] =
∑
k,l
λ(k)λ(l)
(∏
i∈B
(
aki + d
(k)
i
)(
a
(l)
i + d
(l)
i
))
(∏
i∈A
(
a
(k)
i a
(l)
i + d
(k)
i d
(l)
i + b
(k)
i c
(l)
i + c
(k)
i b
(l)
i
))
. (C.6)
Oglejmo si sˇe cˇistost IA izpeljano po definiciji (2.5)
IA = TrA
[
(TrB [ρ])
2] (C.7)
= TrA
(∑
k
λ(k)
⊗
i∈A
ρ
(k)
i
∏
i∈B
Tr
[
ρ
(k)
i
])2 (C.8)
= TrA
[∑
k,l
λ(k)λ(l)
⊗
i∈A
ρ
(k)
i ρ
(l)
i
∏
i∈B
Tr
[
ρ
(k)
i
]
Tr
[
ρ
(l)
i
]]
(C.9)
=
∑
k,l
λ(k)λ(l)
∏
i∈A
Tr
[
ρ
(k)
i ρ
(l)
i
]∏
i∈B
Tr
[
ρ
(k)
i
]
Tr
[
ρ
(l)
i
]
. (C.10)
S pomocˇjo razvoja po bazi (C.5) lahko zgornji izraz predelamo v
IA =
∑
k,l
λ(k)λ(l)
(∏
i∈A
(
a
(k)
i a
(l)
i + d
(k)
i d
(l)
i + b
(k)
i c
(l)
i + c
(k)
i b
(l)
i
))
(∏
i∈B
(
aki + d
(k)
i
)(
a
(l)
i + d
(l)
i
))
, (C.11)
kar ustreza enacˇbi (C.6). Pokazali smo torej, da za izbrano biparticijo σ = (A,B)
velja
IΨ [σ] = IA. (C.12)
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Dodatek D
Izracˇun matrike W ′
V tem dodatku bom izracˇunal matriko W ′c,d (3.15), zapisano v tretjem poglavju,
s pomocˇjo enacˇbe (2.24) in s pomocˇjo zˇe zapisane evolucije nekaterih baznih vektor-
jev (3.10), (3.11), (3.12). Koeficiente operatorja W ′c,d dobimo kot sled operatorja
χσcσdW
⊗2
c,d χτcτdW
†⊗2. Sled izvedemo cˇez bazo podvojenega prostora spinske verige,
zato bom za vsako izbiro τcτd zapisal le kaksˇne vrednosti σcσd prispevajo k diago-
nalnim elementom operatorja. Racˇune bom locˇil v sˇtiri razdelke, enega za vsako
mozˇnost τcτd. Pri vsaki mozˇnosti τcτd bom z operatorjem χσcσdW
⊗2
c,d χτcτdW
†⊗2 de-
loval na vsa mozˇna stanja Hilbertovega prostora dveh podvojenih kubitov. Izpisal
bom bazni vektor, na katerega delujemo z operatorjem, relevantne izbire σcσd
in koeficiente, ki jih dobimo s skalarnim produktom med zacˇetnim in koncˇnim
vektorjem. Preslikava baznega vektorja temelji na uporabi enacˇb (3.10), (3.11),
(3.12) in njihovih konjugiranih enacˇb in uporabi identitete ali operatorja SWAP
(2.21) glede na vrednosti σcσd ali τcτd. Vsak razdelek bo torej pomagal pri izracˇunu
stolpca zˇeljene matrike.
D.1 τcτd =↑↑
V prvem razdelku bom izpeljal vse cˇlene, ki nam sluzˇijo pri izracˇunu prvega
stolpca matrike W ′c,d. Najprej zapiˇsemo vse bazne vektorje podvojenega Hilber-
tovega prostora dveh kubitov. Na vsak bazni vektor delujemo z operatorjem
χσcσdW
⊗2
c,d χτcτdW
†⊗2 za vsako izbiro σcσd. Zanimajo nas le diagonalni elementi
operatorja, zato obrdrzˇimo le resˇitve, ki imajo nenicˇelno komponento v smeri
zacˇetnega baznega vektorja. V prvem stolpcu bom izpisoval zacˇetne bazne vek-
torje, v drugem stolpcu relevantne izbire σcσd in v trejtem koeficiente, dobljene s
skalarnim produktom med baznim vektorjem in resˇitvijo.
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Dodatek D. Izracˇun matrike W ′
|0000〉 − vsi − 1
2
sin2
[pi
2
(ax − ay)
]
+ cos4
[pi
4
(ax − ay)
]
+
sin4
[pi
4
(ax − ay)
] (D.1)
|0001〉 − ↑↑, ↓↑ − 1 (D.2)
|0010〉 − ↑↑, ↑↓ − 1 (D.3)
|0011〉 − ↑↑ − 1
2
sin2
[pi
2
(ax − ay)
]
+ cos4
[pi
4
(ax − ay)
]
+
sin4
[pi
4
(ax − ay)
] (D.4)
↓↓ − 1
2
sin2
[pi
2
(ax − ay)
]
−
2 cos2
[pi
4
(ax − ay)
]
sin2
[pi
4
(ax − ay)
] (D.5)
|0100〉 − ↑↑, ↓↑ − 1 (D.6)
|0101〉 − vsi − 1
2
sin2
[pi
2
(ax + ay)
]
+ cos4
[pi
4
(ax + ay)
]
+
sin4
[pi
4
(ax + ay)
] (D.7)
|0110〉 − ↑↑ − 1
2
sin2
[pi
2
(ax + ay)
]
+ cos4
[pi
4
(ax + ay)
]
+
sin4
[pi
4
(ax + ay)
] (D.8)
↓↓ − 1
2
sin2
[pi
2
(ax + ay)
]
−
2 cos2
[pi
4
(ax + ay)
]
sin2
[pi
4
(ax + ay)
] (D.9)
|0111〉 − ↑↑, ↑↓ − 1 (D.10)
|1000〉 − ↑↑, ↑↓ − 1 (D.11)
|1001〉 − ↑↑ − 1
2
sin2
[pi
2
(ax + ay)
]
+ cos4
[pi
4
(ax + ay)
]
+
sin4
[pi
4
(ax + ay)
] (D.12)
↓↓ − 1
2
sin2
[pi
2
(ax + ay)
]
−
2 cos2
[pi
4
(ax + ay)
]
sin2
[pi
4
(ax + ay)
] (D.13)
|1010〉 − vsi − 1
2
sin2
[pi
2
(ax + ay)
]
+ cos4
[pi
4
(ax + ay)
]
+
sin4
[pi
4
(ax + ay)
] (D.14)
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|1011〉 − ↑↑, ↓↑ − 1 (D.15)
|1100〉 − ↑↑ − 1
2
sin2
[pi
2
(ax − ay)
]
+ cos4
[pi
4
(ax − ay)
]
+
sin4
[pi
4
(ax − ay)
] (D.16)
↓↓ − 1
2
sin2
[pi
2
(ax − ay)
]
−
2 cos2
[pi
4
(ax − ay)
]
sin2
[pi
4
(ax − ay)
] (D.17)
|1101〉 − ↑↑, ↑↓ − 1 (D.18)
|1110〉 − ↑↑, ↓↑ − 1 (D.19)
|1111〉 − vsi − 1
2
sin2
[pi
2
(ax − ay)
]
+ cos4
[pi
4
(ax − ay)
]
+
sin4
[pi
4
(ax − ay)
] (D.20)
(D.21)
Sˇtiri komponente prvega stolpca dobimo tako, da sesˇtejemo vse koeficiente,
ki nam dovolijo σcσd =↑↑. Dovoljene vrednosti σcσd sem pisal na desni strani
zacˇetnega baznega vektorja. V primeru ↑↑ lahko vidimo, da vsi bazni vektorji
prispevajo, zato moramo sesˇteti vse zgoraj zapisane koeficiente. Podobno lahko
naredimo sˇe za druge vrednosti σcσd. Cˇe vsote poenostavimo, dobimo tako prvi
stolpec matrike W ′c,d
(
W ′c,d
)
i,1
=

16
8
8
4
 , (D.22)
kjer je i ∈ {1, 2, 3, 4}.
D.2 τcτd =↑↓
V tem razdelku bom izpeljal vse cˇlene, ki nam sluzˇijo pri izracˇunu drugega
stolpca matrike W ′c,d. Postopal bom podobno kot v primeru τcτd =↑↑.
|0000〉 − vsi − sin4
[pi
4
(ax − ay)
]
+ cos4
[pi
4
(ax − ay)
]
(D.23)
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Dodatek D. Izracˇun matrike W ′
|0001〉 − ↑↑, ↓↑ − 1
4
[(
sin
pi
2
ax + sin
pi
2
ay
)2
+
(
sin
pi
2
ax − sin pi
2
ay
)2]
(D.24)
↑↓, ↓↓ − 1
4
[(
cos
pi
2
ax + cos
pi
2
ay
)2
+
(
cos
pi
2
ax − cos pi
2
ay
)2]
(D.25)
|0010〉 − ↑↑, ↑↓ − 1
4
[(
cos
pi
2
ax + cos
pi
2
ay
)2
+
(
cos
pi
2
ax − cos pi
2
ay
)2]
(D.26)
↓↑, ↓↓ − 1
4
[(
sin
pi
2
ax + sin
pi
2
ay
)2
+
(
sin
pi
2
ax − sin pi
2
ay
)2]
(D.27)
|0011〉 − ↑↑, ↓↓ − 1
2
sin2 (ax − ay) (D.28)
↑↓ − e−ipiaz cos2
[pi
4
(ax − ay)
]
cos2
[pi
4
(ax + ay)
]
+
e−ipiaz sin2
[pi
4
(ax − ay)
]
sin2
[pi
4
(ax + ay)
] (D.29)
↓↑ − e−ipiaz cos2
[pi
4
(ax − ay)
]
sin2
[pi
4
(ax + ay)
]
+
e−ipiaz sin2
[pi
4
(ax − ay)
]
cos2
[pi
4
(ax + ay)
] (D.30)
|0100〉 − ↑↑, ↓↑ − 1
4
[(
sin
pi
2
ax + sin
pi
2
ay
)2
+
(
sin
pi
2
ax − sin pi
2
ay
)2]
(D.31)
↑↓, ↓↓ − 1
4
[(
cos
pi
2
ax + cos
pi
2
ay
)2
+
(
cos
pi
2
ax − cos pi
2
ay
)2]
(D.32)
|0101〉 − vsi − sin4
[pi
4
(ax + ay)
]
+ cos4
[pi
4
(ax + ay)
]
(D.33)
|0110〉 − ↑↑, ↓↓ − 1
2
sin2 (ax + ay) (D.34)
↑↓ − eipiaz cos2
[pi
4
(ax − ay)
]
cos2
[pi
4
(ax + ay)
]
+
eipiaz sin2
[pi
4
(ax − ay)
]
sin2
[pi
4
(ax + ay)
] (D.35)
↓↑ − eipiaz cos2
[pi
4
(ax − ay)
]
sin2
[pi
4
(ax + ay)
]
+
eipiaz sin2
[pi
4
(ax − ay)
]
cos2
[pi
4
(ax + ay)
] (D.36)
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|0111〉 − ↑↑, ↑↓ − 1
4
[(
cos
pi
2
ax + cos
pi
2
ay
)2
+
(
cos
pi
2
ax − cos pi
2
ay
)2]
(D.37)
↓↑, ↓↓ − 1
4
[(
sin
pi
2
ax + sin
pi
2
ay
)2
+
(
sin
pi
2
ax − sin pi
2
ay
)2]
(D.38)
|1000〉 − ↑↑, ↑↓ − 1
4
[(
cos
pi
2
ax + cos
pi
2
ay
)2
+
(
cos
pi
2
ax − cos pi
2
ay
)2]
(D.39)
↓↑, ↓↓ − 1
4
[(
sin
pi
2
ax + sin
pi
2
ay
)2
+
(
sin
pi
2
ax − sin pi
2
ay
)2]
(D.40)
|1001〉 − ↑↑, ↓↓ − 1
2
sin2 (ax + ay) (D.41)
↑↓ − eipiaz cos2
[pi
4
(ax − ay)
]
cos2
[pi
4
(ax + ay)
]
+
eipiaz sin2
[pi
4
(ax − ay)
]
sin2
[pi
4
(ax + ay)
] (D.42)
↓↑ − eipiaz cos2
[pi
4
(ax − ay)
]
sin2
[pi
4
(ax + ay)
]
+
eipiaz sin2
[pi
4
(ax − ay)
]
cos2
[pi
4
(ax + ay)
] (D.43)
|1010〉 − vsi − sin4
[pi
4
(ax + ay)
]
+ cos4
[pi
4
(ax + ay)
]
(D.44)
|1011〉 − ↑↑, ↓↑ − 1
4
[(
sin
pi
2
ax + sin
pi
2
ay
)2
+
(
sin
pi
2
ax − sin pi
2
ay
)2]
(D.45)
↑↓, ↓↓ − 1
4
[(
cos
pi
2
ax + cos
pi
2
ay
)2
+
(
cos
pi
2
ax − cos pi
2
ay
)2]
(D.46)
|1100〉 − ↑↑, ↓↓ − 1
2
sin2 (ax − ay) (D.47)
↑↓ − e−ipiaz cos2
[pi
4
(ax − ay)
]
cos2
[pi
4
(ax + ay)
]
+
e−ipiaz sin2
[pi
4
(ax − ay)
]
sin2
[pi
4
(ax + ay)
] (D.48)
↓↑ − e−ipiaz cos2
[pi
4
(ax − ay)
]
sin2
[pi
4
(ax + ay)
]
+
e−ipiaz sin2
[pi
4
(ax − ay)
]
cos2
[pi
4
(ax + ay)
] (D.49)
89
Dodatek D. Izracˇun matrike W ′
|1101〉 − ↑↑, ↑↓ − 1
4
[(
cos
pi
2
ax + cos
pi
2
ay
)2
+
(
cos
pi
2
ax − cos pi
2
ay
)2]
(D.50)
↓↑, ↓↓ − 1
4
[(
sin
pi
2
ax + sin
pi
2
ay
)2
+
(
sin
pi
2
ax − sin pi
2
ay
)2]
(D.51)
|1110〉 − ↑↑, ↓↑ − 1
4
[(
sin
pi
2
ax + sin
pi
2
ay
)2
+
(
sin
pi
2
ax − sin pi
2
ay
)2]
(D.52)
↑↓, ↓↓ − 1
4
[(
cos
pi
2
ax + cos
pi
2
ay
)2
+
(
cos
pi
2
ax − cos pi
2
ay
)2]
(D.53)
|1111〉 − vsi − sin4
[pi
4
(ax − ay)
]
+ cos4
[pi
4
(ax − ay)
]
(D.54)
(D.55)
Iz dobljenih enacˇb lahko izracˇunamo sled pri posameznih σcσd. Cˇe vsote
poenostavimo dobimo
(
W ′c,d
)
i,2
=

8
7 + 2u+ v
7− 2u+ v
8
 , (D.56)
kjer je i ∈ {1, 2, 3, 4} in kjer so vrednosti u in v definirane pod enacˇbo (3.15).
D.3 τcτd =↓↑
V tem razdelku lahko namesto novih enacˇb prepiˇsemo enacˇbe iz τcτd =↑↓, saj
v matriki W ′c,d velja simetrija ↑↓↔↓↑ in ↑↑↔↓↓. Tretji stolpec matrike W ′c,d torej
zapiˇsemo kot
(
W ′c,d
)
i,3
=

8
7− 2u+ v
7 + 2u+ v
8
 , (D.57)
kjer je i ∈ {1, 2, 3, 4}.
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D.4 τcτd =↓↓
Podobno kot pri tretjem razdelku, lahko tukaj uporabimo rezultate in τcτd =↑↑.
Z uposˇtevanjem ustreznih zamenjav ↑↔↓ dobimo zadnji stolpec zˇeljene matrike
(
W ′c,d
)
i,4
=

4
8
8
16
 , (D.58)
kjer je i ∈ {1, 2, 3, 4}.
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