Growth in the minimal injective resolution of a local ring by Christensen, Lars Winther et al.
ar
X
iv
:0
81
2.
46
72
v2
  [
ma
th.
AC
]  
6 J
ul 
20
09
GROWTH IN THE MINIMAL INJECTIVE RESOLUTION
OF A LOCAL RING
LARS WINTHER CHRISTENSEN, JANET STRIULI, AND OANA VELICHE
Abstract. Let R be a commutative noetherian local ring with residue field k
and assume that it is not Gorenstein. In the minimal injective resolution of
R, the injective envelope E of the residue field appears as a summand in every
degree starting from the depth of R. The number of copies of E in degree i
equals the k-vector space dimension of the cohomology module Exti
R
(k, R).
These dimensions, known as Bass numbers, form an infinite sequence of in-
variants of R about which little is known. We prove that it is non-decreasing
and grows exponentially if R is Golod, a non-trivial fiber product, or Teter, or
if it has radical cube zero.
1. Introduction
In this paper R is a commutative noetherian local ring with maximal ideal m.
It is a pervasive theme in local algebra that properties of R can be retrieved from
homological invariants of the residue field k = R/m. A prime example is vanishing of
cohomology with coefficients in k. Indeed, R is regular if and only if ExtiR(k, k) = 0
for all i≫ 0, and R is Gorenstein if and only if ExtiR(k, R) = 0 for all i≫ 0.
The cohomology groups ExtiR(k, k) behave rigidly: if R is singular (i.e. not reg-
ular), then they are all non-zero. In this case, one focuses on their size, captured
by the sequence of invariants βRi (k) = rankk Ext
i
R(k, k), called the Betti numbers
of k. Through work pioneered by Gulliksen [12], the asymptotic behavior of these
Betti numbers is understood well enough to provide valuable information about
singular local rings. The sequence {βRi (k)}i>0 is known to be non-decreasing; it is
eventually constant if and only if R is a hypersurface, and it has polynomial growth
if and only if R is a complete intersection. If R is not a complete intersection, then
the Betti numbers are increasing and they grow exponentially.
As shown by Foxby [8], also the cohomology groups ExtiR(k, R) behave rigidly:
if R is not Gorenstein, then ExtiR(k, R) is non-zero for all i > depthR. Their size is
captured by the Bass numbers µi(R) = rankk Ext
i
R(k, R), but these invariants are
not understood nearly as well as the Betti numbers βRi (k). It is not even known if
the sequence {µi(R)}i>depthR is non-decreasing. Existence of a local ring which is
not Gorenstein and whose Bass numbers grow polynomially is also an open question.
Let M be a finitely generated R-module. For i > 0 the ith Betti number of M is
defined as βRi (M) = rankk Ext
i
R(M, k). Let R̂ denote the m-adic completion of R.
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Foxby [9] shows that there is a finitely generated R̂-module Ω such that one has
(1.0.1) µdimR+i(R) = β
bR
i (Ω) for all i > 0.
Thus, the non-zero Bass numbers ofR, except the first c := dimR− depthR, can be
realized as the Betti numbers of a module. In particular, the sequence {µi(R)}i>d
has at most exponential growth. If R is Cohen–Macaulay, then c = 0 and Ω is
the canonical module for R̂. Jorgensen and Leuschke [15] take this approach to
prove that the sequence {µi(R)}i>depthR grows exponentially and is eventually
increasing for certain families of Cohen–Macaulay rings. Their work was motivated
by a question of Huneke about the asymptotic behavior of these numbers; however,
they are naturally lead to raise a question about the initial behavior [15, 2.6]:
(1.1) Question. Let R be a Cohen–Macaulay local ring of depth d. If the inequality
µd+1(R) 6 µd(R) holds, is then R Gorenstein?
There is already a history in local algebra for studying the initial behavior of Bass
numbers—in particular, the number µdimR(R) which is called the type ofR. Bass [7]
characterized Gorenstein rings as Cohen–Macaulay rings of type 1. Later, Foxby [9]
and Roberts [22] proved that any local ring with µdimR(R) = 1 is Gorenstein. This
confirmed a conjecture of Vasconcelos [27].
∗ ∗ ∗
In this paper we study the initial, local, and asymptotic behavior of Bass numbers
for certain families of local rings; by local behavior we mean comparison of a few
consecutive numbers. While the realization of Bass numbers as Betti numbers
(1.0.1) remains important for our work, it provides no information about the initial
behavior of the Bass numbers of a ring that is not Cohen–Macaulay. We employ a
bag of ad hoc methods to deal with this situation.
The embedding dimension of R, denoted edimR, is the minimal number of gen-
erators of the maximal ideal. Question (1.1) is answered affirmatively in [15] when
edimR is d+ 2, where d denotes the depth of R. This is the first interesting, case
inasmuch as R is a hypersurface if edimR 6 d + 1. We improve the result from
[15] by computing the Bass numbers of these rings in closed form; see (2.8). The
conclusion is strong: if R is not Gorenstein, then there are (in)equalities
µd+1(R) = µd(R) + 1 and µi+1(R) > 2µi(R) for all i > d+ 1.
Similar detailed information is obtained for other rings. The Main Theorem below
extracts the overall conclusion that applies to several families of rings. For the
Cohen–Macaulay rings among them, it answers Question (1.1) affirmatively.
(1.2) Main Theorem. Let (R,m, k) be a local ring of embedding dimension e at
least 2 and depth d. Assume that R satisfies one of the following conditions:
(1) R is Golod and it has e− d > 2 or µd(R) > 1.
(2) R is the fiber product of two local rings (both different from k) and not Golod.
(3) R is artinian with SocR 6⊆ m2.
(4) R is not Gorenstein and m3 = 0.
(5) R is Teter; that is, R ∼= Q/ SocQ where Q is artinian and Gorenstein.
Then the sequence of Bass numbers {µi(R)}i>d is increasing and has exponential
growth; if R satisfies (1), (3), (4), or (5), then the growth is termwise exponential.
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Notice that the assumption edimR > 2 only excludes hypersurface. A sequence
{ai}i>0 is said to have exponential growth if there exists a real number A > 1 such
that ai > A
i for all i ≫ 0, and the growth it said to be termwise exponential of
rate A if there exists a real number A > 1 such that ai+1 > Aai for all i≫ 0.
Golod rings and fiber products are, in general, far from being Gorenstein, so one
could expect their Bass numbers grow rapidly. Teter rings have been called “almost
Gorenstein” [14], but they still differ significantly from Gorenstein rings, and some
of them are even Golod. In this perspective, (4) is the most surprising part of the
Main Theorem, as there is empirical evidence in [1] and other works that rings with
m
3 = 0 are excellent grounds for testing homological questions in local algebra.
Based on the Main Theorem—and Example (1.4) below, which shows that two
consecutive Bass numbers can be equal and non-zero—we extend and explicitly
state the question that motivated Jorgensen and Leuschke’s work [15]:
(1.3) Question. Let R be a local ring of depth d and assume that it is not Goren-
stein. Does the sequence of Bass numbers {µi(R)}i>d then have exponential growth,
and is it non-decreasing? Is it eventually increasing, and if so, from which step?
Our work towards the Main Theorem started from two explicit computations
of Bass numbers. We discovered (1.4) while computing examples with the aid of
Macaulay 2 [11]; it can also be deduced from work of Wiebe [28].
(1.4) Example. Let F be a field. The first few Bass numbers of the local ring
F[[x, y]]/(x2, xy) are 1, 2, 2, 4, 6, 10.
This ring is not Cohen–Macaulay, so the example says nothing about Question (1.1);
it merely frames it. The ring is the archetype of the exceptional case in part (1) of
the Main Theorem. We show in Proposition (2.9) that the Bass numbers of such
rings (Golod with e = d + 2 and µd(R) = 1) are given by the Fibonacci numbers
as follows: µd+i(R) = 2Fi for all i > 1. In particular, the sequence {µi(R)}i>d is
non-decreasing with termwise exponential growth, and it increases from the third
step.
Another simple example [5, (10.8.2)] provides a textbook illustration of termwise
exponential growth. The Main Theorem generalizes it in several directions.
(1.5) Example. For a local ring (R,m) with m2 = 0 and embedding dimension
e > 2, the Bass numbers are µ0(R) = e and µi(R) = ei−1(e2 − 1) for all i > 1.
These rings are in the intersection of the five families in the Main Theorem. Indeed,
they are Golod and they trivially satisfy m3 = 0, so they belong to (1) and (4).
Since they have SocR = m, they belong to (3) and, as will be explained in (3.7),
also to (2). Finally, it is a result of Teter [26] that a local ring with m2 = 0 is Teter.
∗ ∗ ∗
The organization of the paper follows the agenda set by the Main Theorem. The
Appendix has results on local and asymptotic behavior of Betti numbers for mod-
ules over artinian rings. These are used in the proofs of parts (3) and (4) of the
Main Theorem, which make heavy use of the realization of Bass numbers as Betti
numbers (1.0.1). A curious upshot—an immediate consequence of Lemma (A.1)—is
a reformulation of Bass’ characterization of Gorenstein rings:
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(1.6) Characterization. If R is a Cohen–Macaulay local ring and µn(R) = 1 for
some n > 0, then R is Gorenstein of dimension n.
Example (1.4) shows that the Cohen–Macaulay hypothesis is necessary in (1.6),
but it would be interesting to know if there is a similar reformulation of the result
of Foxby [9] and Roberts [22]. The best one can hope for is a positive answer to:
(1.7) Question. Let R be a local ring. If µn(R) = 1 for some n > dimR, is then
R Gorenstein of dimension n?
If R is an integral domain, then an affirmative answer is already contained in [22].
2. Golod rings
The central result of this section, Theorem (2.5), is part (1) of the Main Theorem.
Throughout the section, d denotes the depth of R and e its embedding dimension.
We use the standard notation for Koszul homology: given a sequence y of ele-
ments in the maximal ideal m and an R-moduleM , the ith homology module of the
Koszul complex K(y)⊗R M is denoted Hi(y ;M). Moreover, the notation Hi(y ;R)
is abbreviated Hi(y); see also [24, IV.A.§1].
(2.1) Golod rings are the local rings for which the Betti numbers of the residue
field have extremal growth; see [2, sec. 5]. All hypersurface rings are Golod, and
a Golod ring is Gorenstein if and only if it is a hypersurface; see [2, rmk. after
prop. 5.2.5]. The codimension of R is defined as codimR = edimR−dimR. Every
ring of codimension at most 1 is Golod; see [2, prop. 5.2.5]. Thus, the ring in
Example (1.4) is Golod. So is the ring in Example (1.5), but for a different reason;
see [2, prop. 5.3.4.(1)].
Here we use a characterization of Golod rings in terms of Bass numbers. The
Bass numbers of R are encoded into a formal power series,
IR(t) =
∞∑
i=0
µi(R)ti,
called the Bass series of R.
Assume that R is singular, and let x be a minimal system of generators for m.
Avramov and Lescot [4, (0.2)] prove that there is a coefficient-wise inequality
(2.1.1) IR(t) 4
∑e−1
i=0 rankk He−i(x)t
i − te+1
1−∑ei=1 rankk Hi(x)ti+1 ,
where equality holds if and only if R is Golod.
A crucial step in the proof of Theorem (2.5) is a reduction of (2.1.1), which comes
about because −1 is a common root of the numerator and the denominator. One
can deduce this from the work of Avramov, Iyengar, and Miller [3]. In Lemma (2.3)
we provide a direct argument; first we split the coefficients rankk Hj(x) in (2.1.1):
(2.2) Lemma. Let R be singular, and let x = x1, . . . , xe be a minimal system of
generators of m such that x′ = x1, . . . , xe−1 generates an m-primary ideal. For
every integer i the Koszul homology module H0(xe; Hi(x
′)) is a finite dimensional
k-vector space, and it is non-zero if and only if i ∈ { 0, . . . , e − d − 1 }. Moreover,
for every i > 0 there is an equality
rankk Hi(x) = rankk H0(xe; Hi(x
′)) + rankk H0(xe; Hi−1(x
′)).
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Proof. Since x′ generates an m-primary ideal, the homology module Hi(x
′) has
finite length for every i, and by depth sensitivity and rigidity it is non-zero if and
only if 0 6 i 6 e − d − 1; see [24, prop. IV.3]. For every i and j the module
Hj(xe; Hi(x
′)) is annihilated by m and hence it is a finite dimensional k-vector
space. By Nakayama’s lemma, H0(xe; Hi(x
′)) is non-zero if and only if Hi(x
′) is so.
For every i, there is a short exact sequence of finite dimensional k-vector spaces
0→ H0(xe,Hi(x′))→ Hi(x)→ H1(xe,Hi−1(x′))→ 0;
see [24, prop. IV.1]. It yields
rankk Hi(x) = rankk H0(xe; Hi(x
′)) + rankk H1(xe; Hi−1(x
′)).
To finish the proof we need to verify the equality
rankk H1(xe,Hi−1(x
′)) = rankk H0(xe,Hi−1(x
′)).
It follows from a length count in the exact sequence
0→ H1(xe,Hi−1(x′))→ Hi−1(x′) xe−−→ Hi−1(x′)→ H0(xe,Hi−1(x′))→ 0. 
(2.3) Lemma. Let R be singular and let x = x1, . . . , xe be a minimal system of
generators of m such that x′ = x1, . . . , xe−1 generates an m-primary ideal. For
i > 0 set hi = rankk H0(xe,Hi(x
′)). Then there is a coefficient-wise inequality
IR(t) 4
∑e−d−1
i=0 he−d−1−it
d+i − te
1−∑e−d−1i=0 hiti+1 ,
and equality holds if and only if R is Golod.
Proof. Since R is singular, we have e− d > 1. For i > 0 set ci = rankk Hi(x), then
(2.1.1) takes the form
IR(t) 4
∑e−1
i=0 ce−it
i − te+1
1−∑ei=1 citi+1 ,
and equality holds if and only if R is Golod. We first verify that −1 is a root of
both the numerator and denominator. Indeed, by Lemma (2.2) there are equalities
ce−i = he−i + he−i−1; in particular, h0 = c0 = 1. Now we have
e−1∑
i=0
ce−i(−1)i − (−1)e+1 =
e−1∑
i=d+1
(he−i + he−i−1)(−1)i − (−1)e+1
= h0(−1)e−1 − (−1)e+1 = 0
and
1−
e∑
i=1
ci(−1)i+1 = 1−
e−d∑
i=1
(hi + hi−1)(−1)i+1 = 1− h0(−1)2 = 0.
Cancellation of the common factor 1 + t gives the equality∑e−1
i=0 ce−it
i − te+1
1−∑ei=1 citi+1 =
∑e−d−1
i=0 he−d−1−it
d+i − te
1−∑e−d−1i=0 hiti+1 . 
(2.4) Observation. Let R be Golod and assume it is not Gorenstein—that is, not
a hypersurface—then one has e− d > 2; see [2, 5.1]. Let hi for i > 0 be as defined
in Lemma (2.3). As h0 = 1 the Bass series of R takes the form
(2.4.1) IR(t) =
∑e−d−2
i=0 he−d−1−it
d+i + te−1 − te
1− t−∑e−d−1i=1 hiti+1 .
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Set µi = µi(R) for i > 0. It is straightforward to deduce the next equalities from
(2.4.1); one can also extract them from the proof of [4, (0.2)].
µd = he−d−1,(2.4.2)
µe = µe−1 +
e−d−2∑
i=0
µd+ihe−d−1−i − 1, and(2.4.3)
µe+n = µe+n−1 +
n+e−d−2∑
i=n
µd+ihe−d−1+n−i for n > 1.(2.4.4)
The expression for the rate of growth A in the next theorem is inspired by Peeva’s
proof of [21, prop. 3]; see also [2, thm. 5.3.3.(5)]. In view of (1.0.1) it follows from
the latter result that the Bass sequence for a Golod ring R with e − d > 2 has
termwise exponential growth. The next theorem and Proposition (2.9) explains the
initial behavior of these Bass sequences.
(2.5) Theorem. Let R be Golod of depth d and embedding dimension e. If one
of the inequalities e− d > 2 or µd(R) > 1 holds, then the sequence {µi(R)}i>d is
increasing, and it has termwise exponential growth of rate
A = min
{
µd+1(R)
µd(R)
,
µd+2(R)
µd+1(R)
, . . . ,
µe(R)
µe−1(R)
}
> 1.
(2.6) Remark. In the exceptional case with e − d = 2 and µd(R) = 1∗, the Bass
numbers of R are given by µd+i(R) = 2Fi for i > 1, where Fi is the i
th Fibonacci
number. In particular the sequence {µi(R)}i>d is non-decreasing and it has term-
wise exponential growth; see Proposition (2.9) and the remark that follows it.
Proof of Theorem (2.5). It follows from the assumptions on R that it is not a
hypersurface, so we have e−d > 2. For i > 0 set µi = µi(R) and adopt the notation
from Lemma (2.3). There is a coefficient-wise inequality
(1− t) IR(t) <
(
1− t−
e−d−1∑
i=1
hit
i+1
)
IR(t)
=
e−d−2∑
i=0
he−d−1−it
d+i + te−1 − te,
where the equality follows from (2.4.1). In particular, there are the following in-
equalities among the coefficients of IR(t):
µd < µd+1 < · · · < µe−1.
Moreover, at least one of the inequalities µd > 2 or e− d− 2 > 1 holds, so (2.4.3)
yields µe−1 < µe and, therefore, A > 1. By recursion it now follows from (2.4.4)
and (2.4.3) that µe+n > Aµe+n−1 for every n > 1. 
(2.7) Corollary. If R is Golod of codimension at least 2, then the sequence of Bass
numbers {µi(R)}i>d is increasing and has termwise exponential growth.
∗Let F be a field. The ring R = F[[x, y]]/(x2, xy) is an example. Indeed, it has Krull dimension 1
and depth 0, so it is Golod by [2, prop. 5.2.5], and HomR(k, R) is generated by x, so µ
0(R) = 1.
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Proof. By assumption there is an inequality e − d > 2; in particular R is not
a hypersurface and hence not Gorenstein. If equality holds, then R is Cohen–
Macaulay, and then one has µd(R) > 1 by [7, thm. 6.3]. The statement now follows
from Theorem (2.5). 
(2.8) Remark. This corollary covers Cohen–Macaulay rings of codimension 2 that
are not Gorenstein. Indeed, such rings are Golod by [23]; see also [2, prop. 5.3.4].
Also the next proposition applies to Cohen–Macaulay rings of codimension 2.
(2.9) Proposition. Let R be of depth d and embedding dimension e = d+ 2; set
r = µd(R). If R is not a complete intersection, then there is an equality
IR(t) = t
d r + t− t2
1− t− rt2 .
That is, the Bass numbers of R are
µd+i(R) =

0 for i < 0
r for i = 0
r + 1 for i = 1
r(r + 1) for i = 2
2r(r + 1) for i = 3
µd+i−1 + rµd+i−2 for i > 4.
Set δ =
√
1 + 4r; for i > 3 the expression for µd+i(R) in closed form is then
µd+i(R) =
r + 1
2δ
(
(2r − 1 + δ)
(
1 + δ
2
)i−1
+ (1− 2r + δ)
(
1− δ
2
)i−1)
.
Proof. By [23] R is Golod; see also [2, prop. 5.3.4]. The expression for the Bass
series, therefore, follows from (2.4.1). For i > 0 set µi = µi(R). A straightfor-
ward computation yields the expressions for µd+1 and µd+2, and (2.4.4) yields the
recurrence relation
µd+i = µd+i−1 + rµd+i−2 for i > 3.
The corresponding matrix
(
0 1
r 1
)
is diagonalizable with eigenvalues 12 (1±
√
1 + 4r),
and the expression for µd+i in closed form follows. 
(2.10) Remark. Let R be as in Proposition (2.9). If r = µd(R) is 1, then one
has µd+1(R) = 2 = µd+2(R), and the recurrence relation yields µd+i(R) = 2Fi for
i > 1, where Fi is the i
th Fibonacci number.
If r > 2, then the recurrence relation and the equality µd+3(R) = 2µd+2(R)
immediately yield µi+1(R) > 2µi(R) for every i > d + 3, and equality holds if an
only if r = 2. Thus, if r = 2, then one has µd+i(R) = 3(2i−1) for all i > 1.
3. Fiber product rings
In this section, S and T are local rings with the same residue field k and both
different from k. The fiber product S ×k T is a local ring with residue field k and
embedding dimension e = edimS + edim T . We denote its depth by d.
We start by observing a few fiber product rings that fail to have increasing
Bass numbers, because they are either hypersurfaces or of the type considered in
8 L. W. CHRISTENSEN, J. STRIULI, AND O. VELICHE
Proposition (2.9). The main result of the section—Theorem (3.4)—is that they are
the only (non-trivial) ones. This will establish part (2) of the Main Theorem.
(3.1) Let M be a finitely generated R-module. Recall that the Poincare´ series of
M is the formal power series
PRM (t) =
∞∑
i=0
βRi (M)t
i.
The Poincare´ series of k as an S ×k T -module was first computed by Kostrikin and
Shafarevich [16]:
(3.1.1)
1
PS×kTk (t)
=
1
PSk (t)
+
1
PTk (t)
− 1.
Lescot computes the quotient of the Bass series and the Poincare´ series of S×kT
in [17, thm. 3.1]. For later reference we record some details from this work. If S
and T are both singular, then one has
(3.1.2)
IS×kT (t)
PS×kTk (t)
= t+
IS(t)
PSk (t)
+
IT (t)
PTk (t)
.
If S is singular and T is regular of dimension n, then the formula is
(3.1.3)
IS×kT (t)
PS×kTk (t)
= t+
IS(t)
PSk (t)
− t
n+1
(1 + t)n
.
If S and T are regular of dimension m and n, then one has
(3.1.4)
IS×kT (t)
PS×kTk (t)
= t− t
m+1
(1 + t)m
− t
n+1
(1 + t)n
.
The order of a power series
∑∞
i=0 vit
i is the number min{ i > 0 | vi 6= 0 }. Note
that the order of the Bass series IR(t) is equal to depthR.
(3.2) Remark. It follows from (3.1.2)–(3.1.4) that the depth of S×kT is at most 1,
and that it is 0 if either S or T has depth 0. That is, one has
(3.2.1) d = min{depth S, depth T, 1}.
(3.3) Observation. Let S be a 1-dimensional regular ring. If also T is regular of
dimension 1, then one has e = 2 and d = 1 by (3.2.1), so S ×k T is a hypersurface.
If T is either a 0-dimensional hypersurface or a 2-dimensional regular ring, then
one has e−d = 2 by (3.2.1). Moreover, S×kT is Golod as both S and T are Golod;
see [18, thm. 4.1]. Finally, it follows from (3.1.3) and (3.1.4) that µd(S ×k T ) is 1
in either case, and then one has µd+1(S ×k T ) = 2 = µd+2(S ×k T ) as worked out
in Remark (2.10).
(3.4)Theorem. Let S and T be local rings with common residue field k and assume
that both S and T are different from k. If the fiber product ring S ×k T is not one
of the three types from (3.3), then the sequence of Bass numbers {µi(S ×k T )}i>d
is increasing and has exponential growth.
Notice that part (2) of the Main Theorem, stated in the Introduction, follows from
Theorem (3.4), as the rings in Observation (3.3) are Golod.
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For the proof of Theorem (3.4) we need some terminology and a technical lemma.
A power series
∑∞
i=0 vit
i of order n is said to have non-negative (or positive) co-
efficients if vi > 0 (or vi > 0) for all i > n; it has non-decreasing (or increasing)
coefficients if vi+1 > vi (or vi+1 > vi) for all i > n.
(3.5) Lemma. Let
∑∞
i=0 cit
i be a formal power series with increasing coefficients
and assume c0 > 1. Then the following hold:
(a) The coefficients of the power series
V (t) =
∞∑
i=0
vit
i :=
1
1− t2∑∞i=0 citi
grow exponentially and satisfy:
v0 = 1, v1 = 0, v2 = c0, and vi+1 > vi for all i > 2.
(b) Let W (t) =
∑∞
i=0 wit
i be a power series of order 0 and assume that the series
(1−t+t2)W (t) has non-negative coefficients. Then the series (1−t)V (t)W (t)
has order 0 and positive coefficients in each degree except, possibly, in degree
1 where the coefficient is w1 − w0 > 0.
(3.6) Remark. If R has positive embedding dimension, then the Poincare´ series
PRk (t) satisfies the condition on W (t) in Lemma (3.5)(b). Indeed, P
R
k (t) is ei-
ther a power series with non-decreasing coefficients or the polynomial (1 + t)n for
some n > 1. In the first case the claim is obvious, and in the second case it follows
from the inequality
(
n
i
)
6
(
n
i−1
)
+
(
n
i+1
)
, which holds for all integers i.
Proof of Lemma (3.5). (a): The equality (1 − t2∑∞i=0 citi)(∑∞i=0 viti) = 1 im-
mediately yields v0 = 1 and v1 = 0, and it yields v2 − c0v0 = 0 whence v2 = c0.
For i > 3 it yields vi − ci−2 −
∑i−3
j=0 cjvi−2−j = 0, and it follows by recursion that
the coefficients vi are positive. Now the desired inequalities
vi+1 = ci−1 +
i−2∑
j=0
cjvi−1−j > ci−2 +
i−3∑
j=0
cjvi−2−j = vi for i > 2
follow as the sequence {ci}i>0 is increasing by assumption. Finally, the expression
for vi yields an inequality vi+2 > c0vi for each i > 2. In particular, we have v2j > c
j
0
and v2j−1 > c
j−1
0 c1 for j > 2. As c1 > c0 > 1 we now have vi >
√
c0
i for i > 3, so
the sequence {vi}i>0 has exponential growth.
(b): The first equality in the computation below holds as v1 = 0.
(1− t)V (t)W (t) = (1− t)
(
1 +
∞∑
i=2
vit
i
)
W (t)
= (1− t)W (t) + t2W (t)(1− t)
∞∑
i=2
vit
i−2
= (1− t+ t2)W (t) + t2W (t)
(
(1− t)
∞∑
i=2
vit
i−2 − 1
)
By the assumptions on W (t), the first summand in the last line of the display,
(1− t+ t2)W (t), has order 0 and non-negative coefficients; the coefficient in degree
1 is w1 − w0. It follows from the inequality v2 > 1 that the second summand has
order 2, and it has positive coefficients as vi+1 > vi for all i > 2. 
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Proof of Theorem (3.4). Set R = S ×k T . Assume first that R is Golod; then
both S and T are Golod by [18, thm. 4.1]. From (3.2.1) and the equality e =
edimS + edimT , it is straightforward to verify that the (in)equalities e − d 6 2
and µd(R) = 1 hold exactly when R is one of the three types of rings from (3.3).
If e − d > 2 or µd(R) > 1, then it is proved in Theorem (2.5) that the sequence
{µi(R)}i>d is increasing and has exponential growth.
Assume now that R is not Golod. Without loss of generality we may assume
that S is not a hypersurface; cf. [18, thm. 4.1]. Rewrite (3.1.1) as
PRk (t) =
PSk (t) P
T
k (t)
1− (PSk (t)− 1)(PTk (t)− 1)
.
Combine it with (3.1.2) to obtain
(3.6.1) IR(t) =
IS(t) P
T
k (t) + IT (t) P
S
k (t) + tP
S
k (t) P
T
k (t)
1− (PSk (t)− 1)(PTk (t)− 1)
in case T is singular. And in case T is regular, combine it with (3.1.3) to obtain
(3.6.2) IR(t) =
IS(t)(1 + t)
n − tn+1 PSk (t) + t(1 + t)n PSk (t)
1− (PSk (t)− 1)(PTk (t)− 1)
,
where n > 1 is the dimension of T . As S is not a hypersurface, its Poincare´
series has increasing coefficients, so the power series (1− t)(PSk (t)− 1) has positive
coefficients, and hence so has (1 − t)(PSk (t) − 1)(PTk (t) − 1). That is, the series
(PSk (t) − 1)(PTk (t)− 1) of order 2 has increasing coefficients. Moreover, the degree
2 coefficient (edimS)(edimT ) is greater than 1 as S is not a hypersurface. From
Lemma (3.5)(a) it now follows that the series 1/[1 − (PSk (t) − 1)(PTk (t) − 1)] has
exponential growth. In (3.6.1) as well as in (3.6.2) the numerator has non-negative
coefficients, so in either case the sequence {µi(R)}i>d has exponential growth.
If T is singular, then the series (1− t) PTk (t) has non-negative coefficients, and as
above (1− t) PSk (t) has positive coefficients. Thus, the numerator in the expression
(1− t) IR(t) = (1− t)(IS(t) P
T
k (t) + IT (t) P
S
k (t) + tP
S
k (t) P
T
k (t))
1− (PSk (t)− 1)(PTk (t)− 1)
,
which is derived from (3.6.1), is a power series of order d 6 1 with positive coeffi-
cients. As the power series 1/[1−(PSk (t)−1)(PTk (t)−1)] has non-negative coefficients
and order 0, it follows that (1− t) IR(t) has positive coefficients in all degrees i > d.
That is, the sequence {µi(R)}i>d is increasing.
Finally, assume that T is regular of dimension n. The Poincare´ series (1 + t)n
and PSk (t) satisfy the condition on W (t) in Lemma (3.5)(b); see also Remark (3.6).
By (3.6.2) the series (1 − t) IR(t) of order d 6 1 can be expressed as a sum
(1− t) IR(t) = (1− t) (1 + t)
n
1− (PSk (t)− 1)(PTk (t)− 1)
IS(t)
+ (1 − t) P
S
k (t)
1− (PSk (t)− 1)(PTk (t)− 1)
(t(1 + t)n − tn+1).
The first summand has order depth S > d, and by Lemma (3.5)(b) it has non-
negative coefficients. Similarly, the second summand has order 1 and positive co-
efficients, also in degree 2 as βS1 (k) − βS0 (k) = edimS − 1 > 0. It follows that the
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power series (1− t) IR(t) has positive coefficients in all degrees i > d, therefore, the
sequence {µi(R)}i>d is increasing. 
(3.7)Remark. Let R be artinian, and assume that k splits out of the maximal ideal
m—that is, SocR contains a minimal generator of m. If R is not a hypersurface,
i.e. edimR is at least 2, then it is a non-trivial fiber product of artinian local rings.
Indeed, let x, y1, . . . , ym be a minimal set of generators of m, such that x is in SocR,
then there is an isomorphism R ∼= R/(x)×k R/(y1, . . . , ym). By Theorem (3.4) the
sequence {µi(R)}i>0 is increasing and has exponential growth.
One can, however, do better for this particular kind of fiber products. LetR be as
in (3.7). If m2 = 0 the sequence {µi(R)}i>0 has even termwise exponential growth;
see Example (1.5). It the next section—see Proposition (4.7)—the same conclusion
is reached in the case m2 6= 0, and this establishes part (3) of the Main Theorem.
4. Artinian rings
In this section (R,m, k) is artinian; the injective envelope of k is denoted ER(k).
The results in this section prepare the grounds for the proof of part (4) of the Main
Theorem from the Introduction; it is given in the next section. The last result of
this section establishes the Main Theorem’s part (3).
(4.1) Let M be a finitely generated R-module. We write ℓR(M) for the length of
M and SocM for its socle. It is straightforward to verify the following:
(4.1.1) k is a direct summand of M if and only if SocM 6⊆ mM .
For i > 1 we denote the ith syzygy in a minimal free resolution of M by Mi; we set
M0 =M . Since the differentials in a minimal free resolution are given by matrices
with entries in m, there are equalities
(4.1.2) SocMi+1 = SocR
βRi (M) for all i > 1.
(4.2) Recall the following special case of (1.0.1):
(4.2.1) µi(R) = βRi (ER(k)) for all i > 0.
If R is not Gorenstein, then the equality ℓR(ER(k)) = ℓ(R) and Lemma (A.1) yield
(4.2.2) µ1(R) > µ0(R).
Recall also that one has rankk SocR = µ
0(R), and denote this number by r.
The next result contains a special case of Theorem (5.1), namely the one where
the socle rank r exceeds the embedding dimension.
(4.3) Proposition. Set h = max{ i | mi 6= 0 } and assume that R satisfies h > 2.
If r > ℓR(R/m
h) − 1, then the sequence of Bass numbers {µi(R)}i>0 is increasing
and has termwise exponential growth of rate at least
r
ℓR(R/mh)− 1 .
Proof. The assumptions on R force an inequality r > 2; in particular R is not
Gorenstein. Indeed, let e be the embedding dimension of R, then one has r > e, as
h > 2 by assumption. If e were 1, then R would be a hypersurface, so also r would
be 1, which is impossible. Hence, one has e > 2 and r > 2.
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By Proposition (A.2) we need only prove the inequality µ1(R) > µ0(R), and to
this end it suffices, by (4.2.2), to show µ1(R) 6= r. Assume, towards a contradiction,
that one has µ1(R) = r. Set E = ER(k) and consider the exact sequence
0→ E2 → Rr → Rr → E → 0,
that comes from the minimal free resolution of E. By (4.1.2) and additivity of
length, the sequence yields (in)equalities
r2 = rankk SocR
r = rankk SocE2 6 ℓR(E2) = ℓR(E).
By additivity of length, the assumptions on R, and the containment mh ⊆ SocR
there are (in)equalities
ℓ(R) = ℓR(R/m
h) + ℓR(m
h) < 1 + r + rankk m
h
6 1 + 2r.
By the equality ℓR(E) = ℓ(R), the last two displays combine to yield r
2 6 1 + 2r,
which implies r 6 2, a contradiction. 
(4.4) Lemma. If k is a direct summand of the first syzygy of ER(k), then one has
µ1(R) > µ0(R).
Proof. By (4.2.2) it is enough to rule out the possibility of an equality µ1(R) = r.
Suppose this equality holds. For brevity, set E = ER(k). By hypothesis, there is
an isomorphism E1 ∼= k ⊕ N for some finitely generated R-module N and, there-
fore, there is an isomorphism of syzygies E2 ∼= m ⊕ N1. From the exact sequence
0→ E2 → Rr → Rr → E → 0 one obtains ℓR(m) + ℓR(N1) = ℓR(E) by additivity
of length. Since ℓR(E) = ℓR(R) = ℓR(m) + 1, it follows that N1 is a k-vector space
of rank 1. Hence there is an exact sequence 0 → k → Rr−1 → N → 0, where the
surjective homomorphism is given by a matrix with entries in m, as N is a sub-
module of mRr, cf. (4.1.2). Thus, we have SocRr−1 = k, and the ensuing equality
of ranks r(r − 1) = 1 is absurd. 
(4.5) Lemma. Assume that R is not Gorenstein, and set E = ER(k). Let n be an
integer such that SocE1 is contained in m
nE1. Then one has n < max{ i | mi 6= 0 }
and SocR ⊆ mn+1.
Proof. Set h = max{ i | mi 6= 0 }, then mhE1 = 0 as E1 is a submodule of mRr;
and the inequality n < h follows.
Let e1, . . . , er be the standard basis for R
r. Choose a minimal set ε1, . . . , εr of
generators of E and consider the short exact sequence 0 → E1 → Rr → E → 0,
where the surjection maps ei to εi. Suppose that SocR is not contained in m
n+1
and choose an element x in (SocR) \ mn+1. Since E is a faithful R-module, there
is an index i such that the element xεi is non-zero; it clearly belongs to SocE.
Similarly, by the definition of h, it follows that mhE is a non-zero submodule of
SocE. Since rankk SocE = 1, there exists an element y in m
h and an index j such
that yεj = xεi. The element z = xei−yej is in the socle of E1, as x and y are in the
socle of R. As y is in mn+1 but x is not, the element z is not in mnE1 ⊆ mn+1Rr,
which contradicts the assumption that SocE1 is contained in m
nE1. 
(4.6) Remark. Set E = ER(k). If k is a direct summand of m, that is SocR 6⊆ m2,
then it follows from Lemma (4.5) that SocE1 6⊆ mE1. Thus, k is a direct summand
of E1, cf. (4.1.1), and then Lemma (4.4) yields the inequality µ
1(R) > µ0(R).
Finally, Proposition (A.3) together with Remark (4.6) gives us:
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(4.7) Proposition. Let R be an artinian local ring of embedding dimension at
least 2. If SocR 6⊆ m2, then the sequence of Bass numbers {µi(R)}i>0 is increasing
and it has termwise exponential growth. 
5. Rings with m3 = 0
The theorem below is part (4) of the Main Theorem from the Introduction.
(5.1) Theorem. Let (R,m) be local with m3 = 0. If R is not Gorenstein, then the
Bass sequence {µi(R)}i>0 is increasing and has termwise exponential growth.
Proof. Fix the following notation
a = rankk m
2, e = rankk m/m
2, and r = rankk SocR.
The embedding dimension e is at least 2, as R is not a hypersurface, and for e = 2
the statement is contained in Corollary (2.7), cf. Remark (2.8). In the rest of the
proof, we assume e > 3. In view of Example (1.5) we can assume that m2 is not 0,
i.e. a > 0. Set E = ER(k). For i > 0 set µ
i = µi(R) and recall from (4.2.1) that
µi = βRi (E). The containment m
2 ⊆ SocR implies an inequality a 6 r.
If a < r, then SocR is not contained in m2 and Remark (4.6) gives the inequality
µ1 > µ0. Then Theorem (A.5)(a) applies to the module E, so the sequence {µi}i>0
is increasing and it has termwise exponential growth.
In the remainder of the proof assume a = r. From the equalities ℓR(E) = ℓ(R)
and 1 = rankk SocE = rankk m
2E one gets rankk mE/m
2E = ℓ(R)− r − 1 = e. By
[19, lem. 3.3]—see also (A.4.2)—there is an inequality
(1) µ1 > eµ0 − rankk mE/m2E = e(r − 1),
and equality holds if and only if k is not a direct summand of E1. Since e > 3 and
r > 2, an equality µ1 = µ0 would imply r > e(r − 1) > r + 2r − 3 > r + 1, which
is absurd. Thus, the inequality µ1 > µ0 holds, cf. (4.2.2). Now Theorem (A.5)(a)
applies to the module E, so the sequence {µi}i>0 is increasing with termwise ex-
ponential growth except, possibly, when a = e = r.
Assume now that all three invariants a, e, and r are equal. Note that (1) yields
(2) µ1 > (r − 1)µ0.
By [19, lem. 3.3]—see also (A.4.3)—there are inequalities
(3) µi+1 > r(µi − µi−1) for i > 1
and equality holds if i > 2 and k is not a summand of either syzygy Ei and Ei−1.
Consider the case where the common value of a, e, and r is at least 4. The
quantity A = 12 (r+
√
r2 − 4r) is then a real number greater than or equal to 2. We
claim that the inequality µi+1 > Aµi holds for all i > 0. The proof is by induction
on i. The base case i = 0 is furnished by (2) and the induction step follows from (3):
µi+1 > r(µi − µi−1) > r(µi −A−1µi) = r(1 −A−1)µi = Aµi,
where the last equality follows as A is a solution to the equation r(1 − x−1) = x.
As e > 3 we are left with only one case to consider, namely a = e = r = 3. First
we prove that the sequence {µi}i>0 is increasing and that k is a direct summand of
one of the first four syzygies of E. If k is a direct summand of E1 or E2, then the
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sequence {µi}i>0 is increasing by Theorem (A.5)(b). Assume now that k is not a
direct summand of E1, then (1) yields
µ1 = e(r − 1) = 6.
Assume also that k is not a direct summand of E2. In the computation
rankk mE2 = rankk SocE2 = rankk SocR
6 = 18
the first equality follows from (4.1.1) and the second from (4.1.2). Combined with
length computations in the minimal free resolution of E, this gives
µ2 = ℓR(E2)− ℓR(mE2) = 4 ℓR(R)− 18 = 10.
In particular, one has µ2 > µ1. If k is a direct summand of E3, then the sequence
{µi}i>0 is increasing by (A.5)(b). If k is not a direct summand of E3, then (3) yields
µ3 = 3(µ2 − µ1) = 12.
If k were not a direct summand of E4, then (3) would yield µ
4 = 3(µ3−µ2) = 6 < µ3
which is impossible by Theorem (A.5)(b). Thus, k is a direct summand of E4, and
the sequence {µi}i>0 is increasing by (A.5)(b) as one has µ3 > µ2.
Finally, we can conclude that the growth of the series {µi}i>0 is termwise expo-
nential. Since k is a direct summand of a syzygy of E, the radius of convergence of
the power series PRE(t) = IR(t) is bounded above by that of P
R
k (t). The opposite
inequality always holds by [19, prop. 1.1], so the two power series have the same
radius of convergence ρ. As R is not complete intersection, the sequence {βRi (k)}i>0
has exponential growth, so one has ρ < 1. From work of Sun [25, thm. 1.2] it now
follows that the sequence {µi}i>0 has termwise exponential growth. 
(5.2) Scholium. LetR be as in Theorem (5.1). The table below gives a lower bound
for the rate A of the termwise exponential growth of the Bass sequence {µi(R)}i>0
in terms of the invariants a = rankk m
2, e = rankk m/m
2, and r = rankk SocR.
a a = 0 a < r a = r
e e < r e = r e = r + 1 e > r + 2
r 2 6 r 6 3 4 6 r
A e = r r − a +
r − a
a + e
r
e
2
r +
√
r2 − 4r
2
r
2 − 1
r
e− r
For rings with a = e = r = 3, Backelin and Fro¨berg [6] give closed form expressions
for the possible Poincare´ series PRk (t), and one can verify directly that the radius of
convergence is less than 12 . Sun’s [25, thm. 1.2] then yields the lower bound 2 for A.
In all other cases, the bound follows by inspection of Example (1.4), the proof of
Theorem (A.5)(a), the proof of Theorem (5.1), and Peeva’s proof of [21, prop. 3].
6. Teter rings
Following Huneke and Vraciu [14], we say that R is Teter if there exists an artinian
Gorenstein local ring Q such that R ∼= Q/ SocQ.
(6.1) Let Q be an artinian Gorenstein local ring which is not a field. Denote by
k its residue field. Set R = Q/ SocQ. The maximal ideal of Q is isomorphic to
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HomQ(R,Q), which is the injective hull of k as an R-module. Thus, R is Gorenstein
if and only if edimQ = 1, in which case both Q and R are hypersurfaces.
If Q is not a hypersurface, i.e. edimQ > 2, then one has edimR = edimQ and
works of Avramov and Levin [20, thm. 2.9] and Herzog and Steurich [13, prop. 1]
provide the following expression for the Bass series of R:
(6.1.1) IR(t) =
PQk (t)− 1
t(1− t2 PQk (t))
.
Notice the equality µ0(R) = edimR.
(6.2) For each positive integer e set
Υei =
(
e
i
)−1i+1∑
j=0
(
e− 1
j
) for i ∈ {0, . . . , e} and
Υe = min{Υei | 0 6 i 6 e}.
The quantities Υe are used below to provide lower bounds for the growth rate
of Bass numbers, and we make a few observations on how to compute or estimate
their values. Notice that one has Υe0 = e and Υ
e
e = 2
e−1 for every e > 1. Moreover,
one has Υ21 = 1, and for e > 3 it is straightforward to establish the inequalities
Υe1 6
e
2
1 < 1 +
(
e
i
)−1(
e− 1
i+ 1
)
6 Υei for 1 6 i 6 ⌊ e2⌋ and
Υei 6 Υ
e
i+1 for ⌊ e2⌋ 6 i 6 e− 1.
In particular, one has
(6.2.1) Υ1 = 1 = Υ2 and 1 < Υe = min{Υei | 1 6 i 6 ⌊ e2⌋} for e > 3.
Direct computations yield Υe = Υe⌊ e
2
⌋ for e 6 9 but Υ
10 = Υ104 . To find Υ
e for
larger values of e it is useful to know that Υei is an upwards convex function of i;
Roger W. Barnard proved this upon request. Thus, if n is an integer between 1
and ⌊ e2⌋ and there are inequalities Υen−1 > Υen 6 Υen+1, then one has Υe = Υen.
(6.3) Lemma. Let R be artinian of embedding dimension e > 1. For every real
number A < Υe the formal power series (1−At+At3) PRk (t) has positive coefficients,
and for A = Υe it has non-negative coefficients.
Proof. By [2, 7.1] there exist non-negative integers εi such that
PRk (t) =
∏i=∞
i=1 (1 + t
2i−1)ε2i−1∏i=∞
i=1 (1 − t2i)ε2i
=
(1 + t)ε1
1− t2 ·
∏i=∞
i=2 (1 + t
2i−1)ε2i−1
(1− t2)ε2−1∏i=∞i=2 (1− t2i)ε2i ,
and one has ε2 − 1 > 0 as R is not regular; see [2, thm. 7.3.2]. By [2, cor. 7.1.5]
there is an equality ε1 = e, so the factor F =
(1+t)ε1
1−t2 can be rewritten as
F =
(1 + t)e−1
1− t = (1 + t)
e−1
∞∑
i=0
ti =
e−2∑
i=0
 i∑
j=0
(
e− 1
j
) ti + ∞∑
i=e−1
2e−1ti.
The power series (1− At+At3) PRk (t) has positive/non-negative coefficients if the
series (1−At+At3)F has positive/non-negative coefficients. From the computation
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(1 −At+At3)F =
e+1∑
i=0
 i∑
j=0
(
e− 1
j
)
−A
((
e− 1
i− 2
)
+
(
e− 1
i− 1
)) ti + ∞∑
i=e+2
2e−1ti
= 1 +
e+1∑
i=1
 i∑
j=0
(
e− 1
j
)
−A
(
e
i− 1
) ti + ∞∑
i=e+2
2e−1ti
= 1 +
e∑
i=0
i+1∑
j=0
(
e− 1
j
)
−A
(
e
i
) ti+1 + ∞∑
i=e+2
2e−1ti
it follows that (1−At+At3)F has non-negative coefficients if and only if A 6 Υe
and positive coefficients if A < Υe. 
The next result establishes part (5) of the Main Theorem.
(6.4) Theorem. Let R be Teter of embedding dimension e at least 2.
(a) If e = 2, then µ0(R) = 2 and µi(R) = 3(2i−1) for i > 1.
(b) If e > 2, then Υe > 1 and the formal power series (1 − Υet) IR(t) has non-
negative coefficients.
In particular, the sequence of Bass numbers {µi(R)}i>0 is increasing and has term-
wise exponential growth.
Proof. If e = 2, then R is Golod; see [2, prop. 5.3.4]. Since R is Teter, it follows
from (6.1.1) that µ0(R) = e = 2. Thus, part (a) follows from Remark (2.10).
Assume now that e > 2, then Υe > 1 by (6.2.1). To prove part (b), it is sufficient
to show that the series (1−Υet)(1 + t IR(t)) has non-negative coefficients. To this
end, let Q be an artinian Gorenstein ring such that R ∼= Q/ SocQ. From (6.1.1)
one obtains
(1) 1 + t IR(t) = (1 + t
3 IR(t)) P
Q
k (t) = (1− t2 + t2(1 + t IR(t))) PQk (t).
Set 1 + t IR(t) =
∑∞
i=0 ait
i and PQk (t) =
∑∞
i=0 bit
i. Now (1) yields relations
a0 = b0 = 1,
a1 = b1,
a2 = b2 − b0 + b0a0 = b2,
and for n > 2:
an = bn − bn−2 +
n−2∑
i=0
bian−2−i.
The coefficients of the series (1−Υet)(1 + t IR(t)) may now be expressed as
a1 −Υea0 = b1 −Υeb0,
a2 −Υea1 = b2 −Υeb1,
a3 −Υea2 = b3 −Υeb2 +Υeb0 + b0(a1 −Υea0),
and for n > 3:
an −Υean−1 = bn −Υebn−1 +Υebn−3 +
n−3∑
i=0
bi(an−2−i −Υean−3−i).
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Since R is not a hypersurface, the ring Q is not a hypersurface and edimQ = e. By
Lemma (6.3) the series (1−Υet+Υet3) PQk (t) has non-negative coefficients, which
means that bn − Υebn−1 + Υebn−3 > 0 for all n > 1. It now follows by recursion
that an −Υean−1 > 0 for all n > 1. 
Appendix. Free resolutions over artinian rings
Here we collect a few results on the growth of Betti numbers of modules over an
artinian local ring (R,m, k). Their main application in this paper is to the module
ER(k), the injective hull of k.
The first result, Lemma (A.1) below, proves the characterization (1.6) of Goren-
stein rings. Indeed, let Q be a Cohen–Macaulay local ring of dimension d and let
x = x1, . . . , xd be a Q-regular sequence. Then R = Q/(x) is artinian, and one has
µd+i(Q) = µi(R) = βRi (ER(k)) for all i > 0;
see (4.2.1) and [8, prop. 1.2.(c)]. If Q is not Gorenstein, then R is not Gorenstein
and Lemma (A.1) applies to ER(k) and yields µ
d+i(Q) > 2 for all i > 0.
(A.1) Lemma. Let M be a non-free finitely generated R-module. If ℓ(R) divides
ℓR(M), then one has
βRi (M) > 2 for all i > 0.
Moreover, if ℓR(M) = ℓ(R), then the inequality β
R
1 (M) > β
R
0 (M) holds.
Proof. Since M is not free, we have βRi (M) > 1 for all i > 0. For every j > 0, a
length computation based on the exact sequence
(1) 0→Mj+1 → Rβ
R
j (M) → · · · → RβR0 (M) →M → 0
shows that ℓR(M) ≡ ± ℓR(Mj+1) (mod ℓ(R)). By assumption, ℓ(R) divides ℓR(M),
so it follows that ℓ(R) divides ℓR(Mj+1); in particular, we have ℓ(R) 6 ℓR(Mj+1).
Assume that βRj (M) = 1 for some j > 0. Then the embedding 0 → Mj+1 → R
yields ℓ(R) > ℓR(Mj+1), which contradicts the inequality obtained above. There-
fore, βRi (M) is at least 2 for all i > 0.
Now assume that ℓR(M) = ℓ(R). For j = 1 the sequence (1) gives
ℓR(M2) = (β
R
1 (M)− βR0 (M) + 1) ℓ(R).
As ℓR(M2) > 0, this forces the desired inequality. 
In the following, r denotes the socle rank of R. We set h = max{ i | mi 6= 0 } and
adopt the notation from (4.1). For a finitely generated R-module M , the rank of
the largest k-vector space that is a direct summand of M is called the k-rank of M .
The next proposition applies to rings of large socle rank, compared to the length
of the ring. It complements a result of Gasharov on Peeva [10, prop. (2.2)] that
applies to rings of large embedding dimension.
(A.2) Proposition. Assume that h > 2 and r > ℓR(R/m
h)− 1. For every finitely
generated non-free R-module M , the sequence {βRi (M)}i>1 is increasing, and for
i > 2 the next inequality holds
βRi+1(M) >
r
ℓR(R/mh)− 1β
R
i (M).
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Proof. Note that the assumption h > 2 yields ℓR(R/m
h) > 2, thus the quotient
r/(ℓR(R/m
h)−1) is well-defined. For i > 1 set bi = βRi (M) and let si be the k-rank
of Mi. Write the syzygy Mi+1 as a direct sum Mi+1 ∼= ksi+1 ⊕N (i+1), where k is
not a direct summand of N (i+1). The isomorphism SocRbi ∼= ksi+1 ⊕ SocN (i+1),
see (4.1.2), explains the second equality below.
rbi = rankk SocR
bi = si+1 + rankk SocN
(i+1)
6 si+1 + ℓR(mN
(i+1))
= si+1 + ℓR(N
(i+1))− βR0 (N (i+1))
= si+1 + ℓR(N
(i+1))− (bi+1 − si+1)
6 si+1 + (bi+1 − si+1) ℓ(R/mh)− (bi+1 − si+1)
= (ℓ(R/mh)− 1)bi+1 + (2− ℓ(R/mh))si+1
6 (ℓ(R/mh)− 1)bi+1
The first inequality uses the containment SocN (i+1) ⊆ mN (i+1), which holds as k
is not a direct summand of N (i+1); see (4.1.1). The second inequality follows as
N (i+1), being a summand of a syzygy, is an R/mh module generated by bi+1− si+1
elements. The last inequality holds as we have ℓR(R/m
h) > 2. 
Applied to the module ER(k), the next result establishes the termwise exponen-
tial growth of the sequence {µi(R)}i>0 stated in Proposition (4.7), see (4.2.1). If
there is more than one minimal generator of the maximal ideal in the socle of R,
then Proposition (A.3) gives a higher rate of growth than Peeva’s [21, lem. 6].
(A.3) Proposition. Assume that R satisfies m2 6= 0, SocR 6⊆ m2 and edimR > 2.
For every finitely generated non-free R-module M , the sequence {βRi (M)}i>1 is
increasing, and for i > 2 the next inequality holds
βRi+1(M) > (r − rankk(m2 ∩ SocR))
(
1 +
1
ℓ(R)− 1
)
βRi (M).
Proof. For every i > 0 set bi = β
R
i (M). By assumption there is a minimal
generator of m in SocR. As SocRb1 is contained in M2, this generator gives b1
elements in M2 \mM2 that are linearly independent modulo mM2. It follows from
the assumptions on R that rankk SocR is at least 2, so there are elements in M2
which are not in the span of these b1 elements. This proves the inequality b2 > b1.
Set A = r− rankk(m2 ∩ SocR). By assumption A is at least 1, and since m2 6= 0
there is a minimal generator of m outside the socle, so e > A+ 1. For i > 2 write
Mi as a direct sum Mi ∼= ksi ⊕N (i), where k is not a summand of N (i). By (4.1.2)
we have SocMi = SocR
bi−1 . A k-vector space of rank Abi−1 is a direct summand
of mRbi−1 and hence in SocMi \mMi. In particular, there is an inequality
(1) si > Abi−1.
There is an isomorphismMi+1 ∼= msi⊕(N (i))1, soMi+1 decomposes as a direct sum
m
si ⊕ ks ⊕N , where k is not a summand of N . Notice the equality Asi + s = si+1;
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it explains the second equality in the computation below.
bi+1 = esi + s+ β
R
0 (N) > (A+ 1)si + s
= si+1 + si
> Abi +Abi−1
> Abi
(
1 +
1
ℓ(R)− 1
)
The penultimate inequality follows from (1) and the last one from [2, lem. 4.2.7]. 
(A.4) Rings with radical cube zero. Assume m3 = 0 6= m2 and fix the notation:
(A.4.1) a = rankk m
2, e = rankk m/m
2, and r = rankk SocR.
Notice that the inclusion m2 ⊆ SocR yields the inequality a 6 r.
Let M be a finitely generated R-module, and set bi = β
R
i (M) for i > 0. We
recall a few facts from Lescot’s [19, §3]. There is an inequality
(A.4.2) b1 > eb0 − rankk(mM/m2M).
If k is not a direct summand of M1, then equality holds; the converse is true if
SocR = m2.
For every i > 2 there is an inequality
(A.4.3) bi > ebi−1 − abi−2.
If k is not a summand of M1 and not a summand of M2, then the equality
(A.4.4) b2 = eb1 − ab0
holds if and only if m2M = 0.
If i > 3, and k is not a summand of Mi and not a summand of Mi−1, then
(A.4.5) bi = ebi−1 − abi−2.
If SocR = m2 and m2M = 0, then
(A.4.6) eb1 > rb0 + s(e− 1),
where s is the k-rank of M1.
The next result strengthens parts of Lescot’s [19, thm. B].
(A.5) Theorem. Let R be a local ring with m3 = 0 6= m2 that is not Gorenstein.
Let M be a finitely generated R-module that satisfies βR1 (M) > β
R
0 (M). With the
notation from (A.4.1) the following statements hold
(a) If a 6= e or a 6= r, then the sequence {βRi (M)}i>0 is increasing and has
termwise exponential growth.
(b) If a = e = r, then the sequence {βRi (M)}i>0 is non-decreasing with strict
inequalities βRi (M) > β
R
i−1(M) for all but, possibly, one index i. Moreover, if
there is an equality βRj (M) = β
R
j−1(M), then j is at least 2, and k is a direct
summand of Mj+1 and not a direct summand of Mi when 0 6 i 6 j.
Proof. For i > 0 set bi = β
R
i (M).
(a): First assume a 6= r, that is, m2 6= SocR. By [19, prop. 3.9] and the
assumption on M , the sequence {bi}i>0 is increasing, and by Proposition (A.3) it
has termwise exponential growth of rate (r − a)(1 + 1/(a+ e)).
Next, assume a = r. There are two cases to consider:
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Case e < a: Since ℓR(R/m
2) − 1 = e, it follows from Proposition (A.2) and
the assumption on M that the sequence {bi}i>0 is increasing and has termwise
exponential growth of rate a/e.
Case e > a: For every i > 2, the inequality (A.4.3) yields
bi − bi−1 > (e− 1)bi−1 − abi−2 > a(bi−1 − bi−2).
By recursion, based on the assumption b1 > b0, it follows that the sequence {bi}i>0
is increasing. If e = a+ 1, then the sequence has termwise exponential growth by
[21, prop. 3]. If e > a+ 1, then the same conclusion follows as (A.4.3) yields
bi > (e− a)bi−1 for all i > 2.
(b): Assume that a = e = r. First notice that if i > 3 and k is not a summand
of Mi and not a summand of Mi−1, then (A.4.5) yields bi−1 > bi−2, as bi > 0 by
assumption. It follows that the sequence {bi}i>0 is increasing if for every i > 2 the
residue field k is not a direct summand of Mi.
Next, assume that k is a summand of a syzygy of M , and let j be the least
integer such that Mj+1 = k ⊕ N for some R-module N . The sequence {bi}i>j+1
is then increasing. Indeed, the sequence {βRi (k)}i>0 is increasing, as R is not a
hypersurface. If j > 0, then the sequence {βRi (N)}i>0 is non-decreasing by (A.4.6),
as m2N = 0. If j = −1, i.e. k is a summand of M , then the sequence {βRi (N)}i>1
is non-decreasing by (A.4.6), and b1 > b0 by assumption. If j = −1 or j = 0, it is
thus immediate that the sequence {bi}i>0 is increasing.
We can now assume that j is at least 1. In the next chain of inequalities, the
right-most and left-most ones are already know; the inequalities in-between follow
by application of (A.4.6) to the syzygies M1, . . . ,Mj .
· · · > bj+1 > bj > · · · > b1 > b0
If j = 1, it follows that the sequence {bi}i>0 is increasing. If j > 2, then bi−1 > bi−2
for i with j > i > 2 by (A.4.5) and the assumption on M . In total, this gives
inequalities · · · > bj+1 > bj > bj−1 > · · · > b1 > b0. 
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