, where c is the probability that any two cells are recurrently connected and a is the fraction of cells representing a memory item. In applying this to CA3, we focus on CA3a, the subregion where recurrent connections are most numerous (c = 0.2) and approximate randomness. We estimate that a memory item is represented by ∼225 of the 70,000 neurons in CA3a (a = 0.003) and that ∼20,000 memory items can be stored. Our general conclusion is that the physiological and anatomical findings of CA3a are consistent with an autoassociative function. The nature of the information that is associated in CA3a is discussed. We also discuss how the autoassociative properties of CA3 and the heteroassociative properties of dentate synapses (linking sequential memories) form an integrated system for the storage and recall of item sequences. The recall process generates the phase precession in dentate, CA3, and entorhinal cortex.
The CA3 region of the hippocampus has been of major interest to students of memory. This is because it is the only brain region where theory and experiment appear to have converged on how a network can store memories. The theoretical work of Hopfield (1982) posited a network in which all the neurons are connected to each other (these are termed recurrent connections). These connections are made by modifiable synapses that obey a form of the Hebb rule. According to this rule, synapses are strengthened when there is correlated presynaptic and postsynaptic activity and weakened when the activity is uncorrelated. The development of formalisms to describe such "Hopfield nets" has provided tools for analyzing the properties of memory networks. Notably, it has been possible to estimate how many memories can be stored in a distributed way by the synapses of such networks (the memory capacity).
The CA3 region has properties similar to a Hopfield net. Specifically, axons of CA3 pyramidal cells project to the dendritic layer of CA3, where they make numerous recurrent connections with other CA3 pyramidal cells. These axons innervate a substantial fraction (but not all) of the CA3 region (Ishizuka et al. 1990; Li et al. 1994) . Moreover, the synapses that CA3 cells make on other CA3 cells are modifiable by a Hebbian form of synaptic modification (Bains et al. 1999; Pavlidis et al. 2000) . These findings are in accord with the assumptions underlying the Hopfield formalism. There are thus good reasons to suspect that memory storage in the CA3 region could operate according to principles similar to those of a Hopfield net. It should perhaps be emphasized that this is not true of all hippocampal regions. For instance, the CA1 region is almost entirely lacking in recurrent connections.
Several key ideas have emerged from the theoretical analysis of Hopfield nets, and these have strongly influenced how neuroscientists analyze memory networks. One important idea is that an entire memory can be recalled using only a part of the memory as a cue. A memory is represented by activity in a particular subset of cells in the network (i.e., a spatial pattern). During learning, this pattern is encoded in synapses by the learning rule. Once this occurs, this memory and other stored memories are stably encoded, even in the absence of activity. The memory recall process occurs in the following way. A memory cue is a subset of the cells that encode a memory. This cue is presented to the network and excites the corresponding cells, thereby reproducing a part of the memory. Then, through the recurrent excitatory connections, these cells excite all the cells that represent the memory, notably those that did not receive direct input from the cue. This process is called pattern completion and can be considered a memory recall process (Marr 1971) . Such a process could be an important aspect of human memory; for instance, the smell of a food (the cue) may evoke the scene where it was first tasted.
A second important property of Hopfield nets is that a memory, when activated, will persist in its activity. This occurs simply because the excited cells continue to excite each other. This persistence is likely to be one mechanism of short-term memory (often termed working memory); indeed, recordings from various brain regions have revealed that reactivation of a memory can cause persistent firing even after the stimulus is removed (Wang 2001) .
A third and critical aspect of Hopfield nets is their attractor property. Once a memory becomes active, it can be perturbed by external or internal factors that cause errors in firing. For instance, some cells that are part of the memory may fall silent. In some dynamical systems, such a perturbation would only get worse over time. If such a progression were to occur in a memory system, the memory would eventually become unrecognizable by other networks and thereby be lost. In the case of attractor networks, however, a perturbation does not cause progressive worsening; rather, the firing pattern is restored (attracted) to its original state. This repair process is possible because the memory is so redundantly encoded that the cells that remain active can reactivate the cells that stopped firing. If, on the other hand, the perturbation is strong enough, the firing pattern could potentially change drastically to another memory pattern. This abrupt (nonlinear) response is also a feature of attractor networks.
A fundamental property of any memory storage device is its capacity. One might hope that the formalisms derived for calculating memory capacity in Hopfield nets could be directly applied to CA3. However, there are many reasons that this is not straightforward. In the original Hopfield formulation, cells that fire together have the connections between them strengthened, and this is in accord with the experimental evidence for Hebbian synaptic plasticity at hippocampal synapses. However, in the Hopfield formulation and many of its extensions (Amit et al. 1987; Tsodyks and Feigel'man 1988; Treves and Rolls 1991; Curti et al. 2004) , the connections between neurons that do not fire together become inhibitory. This would mean that some connections of a neuron are excitatory whereas other connections are inhibitory, a property for which there is no experimental evidence.
This lack of realism is addressed in the work of Willshaw et al. (1969) and others. In their models, synaptic connections can change their strength between zero and some excitatory value. Inhibition is present in the network, but in a separate group of cells, and is not modifiable (Golomb et al. 1990 ). For Willshawtype models, equations have been derived for determining memory capacity. However, there are two issues that must be addressed before these can be applied to CA3.
The first issue concerns the fact that CA3 does not seem to demonstrate persistent firing. This is generally considered a fundamental property of Hopfield nets (and of the model analyzed by Willshaw). The experimental test for persistence is to present a cue and to determine whether the evoked activity persists after the cue is removed. Although many brain regions have such "working memory" properties, there have been no reports of clear persistent activity in the hippocampus. This has been most extensively explored in the context of trace conditioning, a form of learning for which the hippocampus is required. In this paradigm, there is a few-second interval between the end of the conditioned stimulus and the unconditioned stimulus, and so the brain must somehow retain a memory trace of the conditioned stimulus to form the needed association. It was suspected that persistent firing in the hippocampus might form such a trace, but experiments have not shown it to be there (for reviews, see Rodriguez and Levy 2001; Levy et al. 2005) .
Indeed, from a biophysical standpoint, it is unlikely that CA3 could demonstrate persistent activity. Analysis of the requirements for persistent activity indicates that special mechanisms must be in place to prevent synchronized inhibition or to allow persistent activity even in the presence of synchronized inhibition (Wang 1999) . This is because synchronized inhibition may cause such a large fraction of cells to stop firing that there is insufficient residual activity to restore the memory after inhibition wanes. Studies of field potentials in CA3 show strong gamma-frequency oscillations that are indicative of synchronized inhibition (Csicsvari et al. 2003) . One possible mechanism for reinitiation is due to current through slow NMDA channels that were activated on the previous gamma cycle. However, if the intervening inhibition has hyperpolarized the neuron, the NMDA channels are blocked by Mg 2+ , and could be reopened only if some spontaneous depolarizing noise occurred. Such conditions are not impossible, but unlikely.
An altogether different argument that CA3 might show persistent activity is that it acts as an integrator network, a type of network that relies on persistent activity. The notion that CA3 acts as an integrator derives from the study of CA3 place fields, which indeed show integrator properties. However, it now seems clear that these properties are not computed in the hippocampus itself, but are derived from upstream cortical networks (McNaughton et al. 2006) .
These findings raise the question of whether the ideas developed about Hopfield-type networks can be meaningfully applied to the CA3 network. Of specific interest to us is whether the relationship between memory capacity and the effective network connectivity derived by Willshaw is applicable to oscillatory networks like CA3. A second issue relates to the structure of CA3 connectivity itself. Of all the known brain networks, CA3 most closely approximates the all-to-all architecture that Hopfield analyzed. However, it is clear that the all-to-all assumption is not valid in CA3; rather, the connections are sparse. This has been appreciated for some time and has been taken into consideration by theoretical work that assumes the connections are sparse and random. However, the assumption of randomness is not strictly correct; there is a patterning of the recurrent axons such that from any given part of CA3 they project more to some parts of CA3 than to others (Ishizuka et al. 1990; Li et al. 1994 ). This non-randomness of connectivity has not been taken into consideration in previous theoretical work. It could mean that the entire analogy to Hopfield networks is fundamentally flawed. We have analyzed this issue and concluded that the analogy remains useful; a crude way of taking the non-randomness into consideration is suggested.
A major goal of our work has been to estimate the memory capacity of the CA3 network. Because we found the Willshaw formula applicable, our task was reduced to estimating the two key parameters in the formula, the sparseness of recurrent synaptic connections and sparseness of memory representations. Since the number of cells in the network is known, we could calculate sparseness of representation by estimating the size of the neuronal ensemble that represents a memory. We have used several strategies to estimate this fundamental number.
In the Discussion, we review our previous theoretical work concerning how CA3 and the dentate gyrus function together to store memory sequences, a central requirement of episodic memory. This class of models is capable of explaining how a phenomenon called the phase precession (O'Keefe and Recce 1993) is generated through the interactions of dentate and CA3. This phenomenon is of considerable importance because it is likely to represent the recall of memory sequences. The autoassociative function of CA3 can thus be placed into a very specific computational, anatomical, and physiological context. However, recent work observing the phase precession in the entorhinal cortex (Hafting et al. 2007 ) raises the possibility that the precession observed in dentate/CA3 is simply inherited from cortex. We address this issue in the Discussion. Our analysis suggests that the phase precession in the dentate/CA3 is likely to be different from that in the entorhinal cortex and is therefore likely to be generated in dentate/CA3, as postulated in our models (Lisman and Talamini 2005) .
Results
General operation of networks with recurrent excitation and recurrent inhibition: Fast memory recall within a gamma cycle when analyzing the region as a memory network. The mechanistic framework for the generation of gamma oscillations has been established through a broad range of experimental work. According to this framework, gamma is generated by synchronized firing in pyramidal cells (for review, see Bartos et al. 2007 ). This provides convergent input to interneurons, which in turn provide rapid feedback inhibition to the pyramidal cells. This rapid feedback inhibition insures that their firing occurs within a small temporal window. As the inhibition slowly wanes, the most excitable pyramidal cells reach threshold and fire, thereby initiating the next gamma cycle. In the hippocampus, the key interneuron subtype involved in gamma oscillations is the basket cells (Hájos et al. 2004) . For a review of interneuron properties, see Somogyi and Klausberger (2005) .
Previous theoretical work has shown that presence of gamma is not incompatible with memory function (Jensen and Lisman 1996a,b,c; Jensen et al. 1996) . In particular, the critical recall process of pattern completion can be performed if recurrent excitatory connections are present. The reason for this compatibility stems from the fact that recurrent excitation is monosynaptic, whereas recurrent (feedback) inhibition is disynaptic, and therefore slower. The differences in latency of feedback excitation and feedback inhibition have been directly demonstrated by paired recordings (Miles 1990) . This difference creates a short time window in which recurrent excitation can perform pattern completion, as illustrated in Figure 1 . What has been simulated here is a simplified network of integrate-and-fire neurons. They are presented with a cue (a partial memory). About 5 msec after the excited cells fire, the recurrent excitatory connections cause firing in the other cells of the same memory. Shortly thereafter, inhibition builds up to a high level and firing ceases. Thus, all cell firing occurs within a 5-msec window that is a relatively small fraction of the overall gamma cycle (if there were continued excitation, the next period of firing would occur after ∼20 msec because of the decay of inhibition). One can see from this example that a network based on recurrent inhibition and excitation (1) will generate gamma oscillations, (2) has synchronized firing of pyramidal cells in a small fraction of the gamma cycle, and (3) is capable, in a single feedback cycle, of performing memory recall (pattern completion). For additional information about the operation of such memory networks see Jensen et al. (1996) .
Estimating the memory capacity of CA3
The calculation of memory capacity of a network requires an analytical framework. Several such frameworks for the study of associative memory have been proposed. These differ in how individual cell are represented (binary firing, firing-rate, integrate-and-fire, or a more complex Hodgkin-Huxley), how the synaptic plasticity that underlies learning is implemented, and how the actual architecture of the network is implemented. Despite these differences, there is agreement (at least to a first approximation) that the parameters that determine memory capacity are basically the size of the network, N, its connectivity, c (the average fraction of the cells connected to any given neuron), the range of the synaptic strength, and the sparseness ratio of neural coding, a (the average fraction of active neurons in the network during a single memory item).
In Hopfield-type models, the presynaptic and postsynaptic activities are measured relative to the average activity of the network, and the correlation rules lead to positive and negative synapses. Another rather artificial feature is that synapses between inactive neurons can be strengthened. For these models, a formula for memory capacity, P, was derived (Tsodyks and Feigel'man 1988; Buhmann et al. 1989 ) for binary neurons and fully connected networks. An extension of this formula for graded response neurons and arbitrary connectivity was proposed by Treves and Rolls (1991) as
where c m is the connectivity of the modifiable synapses, N is the size of the network, k is a constant between 0.2 and 0.3, and a is a generalization of the sparseness ratio for firing rate neurons. Even though different aspects of this equation were derived previously by a number of other investigators, we will refer to Equation 1 as Treves' formula, since it is in Treves and Rolls (1991) that this more general form is proposed. In another class of models (Willshaw et al. 1969) , the synapses are considered to be only positive or null (silent): positive in the case where neurons fire together in a pattern and null if this never occurs. For Willshaw's models, the estimated storage is smaller and was derived in Golomb et al. (1990) for random sparse patterns. The storage limits depend of the details of how inhibition is done, but a very general expression can be found to relate connectivity and the number of memories in the network. This expression is
where c is the connectivity of the network due to the storage of the patterns. Observe that c differs from c m . In the context of Hopfield networks c m = 1 for an all-to-all network or could be less for a low connectivity network, but c m will be an external parameter always independent of the memory storage. In a Willshaw network, on the other hand, c reflects the memory storage, in the sense that c increases as we store more memories in the network. So Equation 2 does not, in fact, represent an expression for a storage limit; rather, it represents a relationship between connectivity and storage. If, however, we add the hy- Figure 1 . Memory recall in a single gamma cycle. At t = 10 msec, the network is presented with a memory cue that excites six of the seven cells that represent a memory. (A) Intracellular voltage and its component parts: Trace 2 shows a cell directly excited by the cue. Trace 1 shows the recall process in a cell that is part of the memory, but that was not directly excited by the cue. It receives an EPSP from the cell that was excited by the cue and fires. All cells are affected by the feedback inhibition (IC), which is slightly delayed relative to feedback excitation. This inhibition "resets" the network. Trace 3 shows the feedback excitation and inhibition in a cell that is not part of the memory and that does not receive enough excitation to fire. (B) The activity of all neurons in the network (30 neurons). The memory is represented by seven neurons, but the external input is incomplete, and only six neurons were excited (arrows at left). The recurrent connections cause memory recall (pattern completion) by firing the cell marked with the arrow at the right side. 
Numerically testing equations for memory capacity
Our goal in this section was to test for memory capacity under conditions that approximate fast recall (i.e., within a single gamma cycle). This may allow us to determine the validity of the different analytical expressions for memory capacity (Equations 1, 2).
We selected each memory by randomly choosing A cells out of the total of N cells. We selected a total of p memories. These memories were incorporated into the synaptic matrix W using the synaptic plasticity rules proposed by Jensen et al. (1996) (see Appendix), which can be considered to be of Willshaw's type. Later, the synaptic matrix was tested for retrieval of all patterns. In order to do that, we calculate the recurrent input to the network upon presentation of the memorized binary pattern b
where the right side is the dot product between the synaptic matrix and the activity vector, and I µ is the resulting vector of recurrent inputs. The pattern µ is considered successfully stored if the lowest input to any neuron that is part of the pattern is larger than the maximal input to any neuron that is not part of the pattern.
If this is true, there exists a threshold, or a value for feedback inhibition, that can successfully separate the neurons that are active in a pattern (signal) from neurons that receive inputs but should be silent in that pattern (noise or an overlapping memory), and no false positives or false negatives are generated. If any neuron in any of the p patterns failed to satisfy that condition, we considered that the storage failed. We assumed that if the synaptic matrix passed this requirement, it would pass a more realistic test with integrate-and-fire neurons, as we show later. We varied p until we found a value where the test failed. This value of p was taken to approximate the maximal storage capacity, P. We used two different procedures for progressively adding memories. In the first, we added random patterns to the synaptic matrix and stopped when the limit was reached. In the second, we followed more or less the same procedure, adding random patterns, but when a pattern led to a failure in storage, we discarded it and tried a new one. This is a slow procedure, and we tried only a fraction of all possible patterns of A active among N neurons before concluding that the limit was attained. Because the selection process in the second procedure introduced a nonrandom aspect, we repeated the whole process several times in order to obtain a useful (average) characterization. With the second procedure, we found memory capacity to be about three times larger than with the first (see below). Figure 2 displays the simulation results for several network sizes as well as different activity fractions. The points are well approximated by Willshaw's formula. It is important to point out that Equation 2 is exact for nonoverlapping memories, and it is approximately correct for random overlapping memories (Golomb et al. 1990 ). We show here that it is also correct for selected patterns, indicating that this expression is quite general.
Treves' expression is more difficult to apply to these data, since it was derived for Hopfield-like models (where synapses between inactive neurons can be strengthened), making the connectivity not directly related with memory load, but rather to some predefined architecture. If we replace c m by c, the resulting plot (Fig. 3, left) is scattered, indicating that formula is not a good predictor of storage. If, on the other hand, we consider c m = 1, since in our numerical simulation in principle all synapses are plastic, the resulting plot (Fig. 3, right) indicates that Treves' formula can be used as an upper limit, but the effective connectivity is no longer a parameter available for estimation of capacity.
Use of an integrate-and-fire model to test the memory capacity predicted by the Willshaw equation
We next sought to test the Willshaw-like learning rule in the context of an actual simulated network. We constructed a network of integrate-and-fire neurons connected by recurrent excitatory synapses and feedback inhibition. The details of the model are presented in the Appendix. Figure 4 shows examples of retrieval of memory (pattern completion) in a network where 13 memories have been previously stored in the network. This matrix was found by the procedure where patterns are selected for maximal storage, leading to the matrix of synaptic weights shown in Figure 4D . The question we sought to address is whether a network of integrate-and-fire neurons loaded with these memories could correctly recall them. Figure 4A displays the network response to the stimulation of a memory pattern (memory 1). Figure 4B displays the pattern completion process after the network is presented with an incomplete pattern (the cue). Figure 4C shows that a different memory (memory 2), which overlaps with memory 1, also can be completed when presented with an appropriate cue.
A concern in this analysis is the robustness of the parameters. If the inhibition parameter had to be fine-tuned, that would indicate a lack of robustness. To study robustness, we tested the same matrix for all stored memories, but varied the inhibition delay (t delayGABA ) and its amplitude (A GABA ). We provided the complete pattern and tested for incorrect responses, defined by the firing of any neuron that was not part of the memory or the firing of any memory neuron more than once. Figure 5 shows the range of parameters tested and the response for each configuration. The white area represents the range of parameters where the network responds correctly to all memo- Cold
ries, and the dark area represents the space of parameters where the responses were incorrect for all memories. This figure shows that the network works correctly over a substantial parameter range. We conclude that the memory capacity, as estimated by the Willshaw formula, can be achieved by realistic networks.
CA3 is not a uniform network with random recurrent connections
The recurrent connections of CA3 are not completely random. Pyramidal cells closest to the dentate (CA3c) project strongly to CA1 and have relatively few recurrent connections with CA3 cells. On the other hand, the CA3a section that is closest to CA1 has very strong recurrent connections with other cells in CA3a and relatively few connections with CA1 (Ishizuka et al. 1990; Li et al. 1994) . The strong recurrents probably account for why the CA3a/b region is the site of initiation of epileptiform activity (Colom and Saggau 1994; Dzhala and Staley 2003) . These specializations of CA3 subregions have been ignored in previous computational studies. Dealing quantitatively with these specializations is complicated because the differences are tendencies rather than being absolute. As a crude simplification, we will assume that they are. Thus, we assume that CA3a is the best model for a strongly interconnected associative network. As a corollary, CA3c can be considered an output structure for CA3 to CA1 (see Discussion) and CA3b as intermediate-type structure. We will therefore analyze hippocampal memory capacity using the approximation that the critical autoassociative function occurs in CA3a.
Estimate of sparseness of connectivity
Recordings from cell pairs in CA3 (Miles 1990) in the acute slice preparation indicate that cells have a rather low probability of being connected (0.05). However, this must be considered a lower limit because of the possibility that connections were severed by cutting the slice and because no tests were conducted to detect silent synapses (depolarization might have a revealed NMDAR-mediated component). Furthermore CA3a was not specifically tested.
A higher estimate of connectivity is derived from anatomical considerations. The CA3a subregion contains the highest density of recurrent collateral axons (Li et al. 1994) . Such axons can have 40,000 varicosities (Wittner et al. 2006 ) and each can potentially contact a pyramidal cell. All of CA3 contains 200,000 cells (Rapp and Gallagher 1996) , ∼70,000 of which would be in CA3a. Thus, from this perspective, if all varicosities were in CA3a (an upper limit), it would be possible for a CA3a cell to send a signal to ∼50% of CA3a cells.
Another perspective is to look at the capacity of CA3 cells to be information receivers. We assume that there are ∼30,000 spines in the dendritic region that contains associative synapses (this assumption is based on measurements in CA1; Bannister and Larkman 1995) . Thus, CA3 cells could potentially receive input from about half of the cells in CA3a. This is again an upper limit. Taking a midpoint between upper and lower limits described above, we will assume that connectivity is on the order of 20% in CA3a.
Estimate of ensemble size (sparseness of coding)
An ensemble is a group of cells that fire together. In the context of place fields, "together" means that they fire in the same position in space and with the same theta phase. Work on place cell ensembles has identified groups that fire together at a particular phase of theta. Different ensembles, with slightly different positions of maximal firing, fire at slightly different phases. Such analysis indicates that the minimal spatial separation that corresponds to a detectable difference in theta phase is on the order of few centimeters (Dragoi and Buzsáki 2006) . A similar conclusion is reached using a formal mathematical method for position reconstruction from multiple place fields, which indicates that the rat's position is definable with an accuracy of a few centimeters (Jensen and Lisman 2000) . Thus, if 100 cm (the size of typical linear track) is uniformly represented by different ensembles with 2-cm precision, there will be ∼50 ensembles. Of the total cells, it is generally estimated that about half the pyramidal cells encode place in a given environment. Thus, if we restrict ourselves to the dorsal half of CA3a (35,000 cells) where place cells are numerous, there would be ∼17,000 place cells and the ensemble size would be ∼300. The value of 0.5 for probability of a cell being a place cell would be lower if there are cells that cannot be detected at all by spike classification methods, as is probably the case (Henze et al. 2000) .
An alternative way of estimating ensemble size is to ask what is required to fire a neuron; for pattern completion, it must be possible for the memory cells that did receive the cue (which may be most of them and thus constitute an ensemble), to fire a cell that did not receive the cue. The number of effective synaptic inputs required to fire a spike in a hippocampal pyramidal cells has been investigated in several studies. If the synaptic inputs are clustered on a dendritic branch, Gasparini et al. (2004) and Gasparini and Magee (2006) estimate that 50 inputs are required. If the active inputs are random in the dendritic field, as we will assume, then Gasparini et al. (2004) estimate that 150 inputs are Cold Spring Harbor Laboratory Press on January 3, 2008 -Published by www.learnmem.org Downloaded from required (these must be highly synchronized and there must be no inhibition). However, another group has estimated a considerably smaller number (15-30) under these conditions (Otmakhov et al. 1993) . It is important to recall that synapses release transmitter probabilistically. Taking the midpoint between the estimates of needed release events and taking the average probability of release as 0.3 (Malinow et al. 1994; Oertner et al. 2002) , the number of presynaptic cells that would have to be active in order to fire the postsynaptic cell is ∼150. Since inhibition is present, this number must be considered a lower limit.
Taking a midpoint between the upper and lower limits described above, we will assume that within CA3a, the ensemble size is A = 225 (of 70,000 cells). This translates into a sparseness of coding of a = 0.003. We also assume a sparseness of connectivity of 20% (c = 0.2). These numbers lead to an estimation of 20,000 memories for CA3a if we use Willshaw's equation (Equation 2). Treves' formula (Equation 1), which we do not think is altogether valid, would predict 200,000 memories for the same parameters.
Discussion
We have analyzed the CA3 region and considered its analogy to Hopfield networks (and its variants) that have been used by theorists to understand the basic properties of associative memory. We have enumerated some important differences: (1) CA3 does not appear to show the persistent activity characteristic of attractor networks, (2) CA3 has gamma frequency oscillations that are not presented in mathematical models of attractor networks, and (3) CA3 recurrent connections are not random, as assumed in previous theoretical models.
Despite these differences, we conclude that the analogy still holds, with certain qualifications. Notably, the ideas of pattern completion that is critical for memory recall can be executed by recurrent excitatory connections, even though oscillatory inhibition prevents the persistent firing that is generally considered a hallmark of Hopfield networks. Thus, we argue that the memory completion property and the persistent firing property of Hopfield networks are separable. The non-random aspect of the recurrent connections does indeed seem to violate the spirit of the Hopfield net architecture, but within CA3a, a subregion of CA3, the assumption of random, dense recurrents appears to be a reasonable approximation.
Memory capacity of CA3
It was of interest to determine the memory capacity of CA3a. We analyzed whether the equation for memory capacity derived by Willshaw (Equation 2) is applicable to oscillatory brain networks and conclude that it is. We have estimated the two critical parameters of the Willshaw equation, the sparseness of coding (the number of neurons that fire in the ensemble that represents a memory) and the sparseness of connectivity among the cells of CA3a. With these estimates, we calculate that the 70,000 cells in CA3a can store ∼20,000 memory items. Although words are not stored in the hippocampus, the fact that the average educated person knows ∼10,000 words (http://thelinguist.blogs.com) gives some perspective on this number. We will return later to what actually constitutes a memory item in CA3. The estimate of 20,000 memories is of course very approximate. Because capacity depends inversely on the square of ensemble size, capacity is particularly sensitive to this parameter. We estimate ensemble size at ∼225, but this could easily be off by a factor of two in either direction, leading to a possible range of 5000-100,000 memories.
High-speed memory recall
As shown here, and in previous work on memory completion in oscillatory recurrent networks (Jensen and Lisman 1996b) , Cold Spring Harbor Laboratory Press on January 3, 2008 -Published by www.learnmem.org Downloaded from memory recall can be very rapid, in ∼5 msec. This duration is due to the time that it takes the cells excited by a cue to excite the cells that are part of that memory, but not directly excited by the cue. Measurements of transmission in the excitatory recurrent axons show that the time required for the action potential to reach the target cell, for synaptic transmission, and for the firing of an action potential in the target cells is on the order of 5 msec (Miles 1990 ). Thus, pattern completion can occur within a 5-msec time period. Furthermore, this completion process, while perhaps not perfect (we have not considered aspects of noise and false positives), produces useful pattern completion in a single cycle or recurrent activity.
Although it is generally thought that memory retrieval in a Hopfield network requires many cycles, recent analysis indicates that much of retrieval actually occurs in the first cycle. The contrary view that many cycles are required emerged from numerical studies (Frolov and Husek 2000) , indicating that the average convergence time for the traditional Hopfield model (Hopfield 1982) for non-sparse patterns (50% active neurons) depends as a power law on the size of the network. Such estimates, when applied to CA3 network size, would indicate convergence after 8-40 cycles (Risau-Gusman and Idiart 2005), depending on the memory load. That would imply a convergence time in the range of 20-100 msec, if we assume a minimal time of 2-3 msec per cycle. This is quite a long time in terms of brain computations. However, recent numerical studies have analyzed the convergence process further and found that it actually occurs in two phases (Risau-Gusman and Idiart 2005) : an initial rapid phase of one or two time steps that occurs in a time that is independent of network size, and a second slow phase that is dependent on network size. The important finding is that the first phase does virtually the entire process of memory completion and that the improvement produced by the second phase is miniscule. Therefore, for all practical purposes, the convergence time can be considered to occur in one to two cycles, even for large Hopfield networks. Fast autoassociative recall was also demonstrated in simulations of integrate-and-fire neurons by Battaglia and Treves (1998) , confirming the mathematical analysis of Treves (1993) . Both papers show that the primary determinant of the rapid pattern completion time scale is the inactivation time of excitatory conductances. We conclude that both abstract Hopfield networks and real networks based on gamma oscillations can be expected to perform quite accurate memory completion within a single recurrent cycle.
CA3: Autoassociation versus heteroassocation
There have been some suggestions (Abbott and Blum 1996; Jensen and Lisman 1996a; Lisman 1999; Levy et al. 2005 ) that CA3 may not be an autoassociative network at all, but rather a heteroassociatve network specialized (by itself) for sequence storage and recall. The basis of these suggestions has to do with properties of the learning rule that governs hippocampal synapses. A requirement of autoassociation is the formation of symmetrical connections between cells that are part of the same memory. However, there is a fundamental difficulty with achieving this at hippocampal synapses because the learning rule is asymmetric in time; LTP occurs if a presynaptic action potential precedes the postsynaptic action potential, but not vice versa. This asymmetry results simply from the properties of the NMDA channels that trigger LTP. As has been incorporated into several models (Abbott and Blum 1996; Jensen and Lisman 1996a; Lisman 1999; Levy et al. 2005 ), this asymmetry is exactly what is required for learning memory sequences, and for this reason CA3 may be considered a heteroassociative network linking memories of events that occurred at different times. If this is true, then CA3 is simply not an autoassociative network, as is assumed in most theoretical work (Marr 1971; Kunec et al. 2005; Rolls and Kesner 2006) .
In the next section, we will review a proposal for how networks with asymmetrical connections can in fact perform autoassociation, provided cells fire in bursts. First, however, it is useful to review experimental evidence that the CA3 region is indeed performing an autoassociative function. Nakazawa et al. (2002) tested and confirmed the idea of pattern completion by generating and analyzing genetically altered mice where the NMDA receptor gene was knocked out of CA3 pyramidal cells. These mutant mice normally acquired and retrieved spatial reference memory in the Morris water maze, but they were unable to retrieve this memory when presented with a partial cue. Similar results were obtained by Gold and Kesner (2005) with neurotoxic injections into CA3 of rats trained to find food based on external cues. When part of the cues was removed, control animals displayed excellent pattern completion across all reductions in the availability of cues, whereas rats with CA3 lesions were impaired in pattern completion, as indicated by a linear increase in errors as the number of available cues was reduced. Results from Lee et al. (2004) , Leutgeb et al. (2004) , and Vazdarjanova and Guzowski (2004) also showed that CA3 has critical properties of autoassociational networks. Lee et al. (2004) monitored CA3 and CA1 activity from rats running in a circular environment with distinct, familiar cues on the walls and on the surface of the track. In each experiment, standard sessions were interleaved by mismatch sessions where the cues on the track and the cues on the wall were rotated to opposite sides. For small mismatches (<45°), both CA1 and CA3 displayed coherent representations that were similar to those of the original cue configuration. However, when the mismatch amounts were >45°, the CA1 representation lost its coherence; in contrast, the CA3 representation was more coherent between the familiar environment and mismatch environments. In other work, Vazdarjanova and Guzowski (2004) used imaging of immediate-early gene (IEG) expression as a measure of neuronal activity. In this work, the investigators examined the responses of CA3 and CA1 ensembles in rats exposed sequentially to two environments that could be identical, Figure 5 . Test of the range of inhibition parameters that produces correct pattern retrieval. The color range represents the number of memories retrieved correctly for each set of parameters: (White area) Parameters where the integrate-and-fire network worked correctly for all 13 memories stored in the synaptic matrix; (dark area) parameters where the network could not provide a correct response to any of the 13 memories. All other shade levels represent parameters where the network worked correctly for some memories stored in the matrix but not for all. Here, the number of neurons is 30 and each memory is represented by seven neurons. The recurrent excitatory current is 1600 pA and the delay is 1.5 msec; inhibitory current varied between 0 and ‫003מ‬ pA, and the delay varied between 0 and 5 msec. The results showed that when the animals were presented with small changes, ensembles in CA3 had a higher degree of overlap when compared with CA1, similarly to Lee et al. (2004) . However, when the rats were exposed to two completely different environments, the ensemble representations were highly orthogonal in CA3. The same behavior for completely different environments was observed by Leutgeb et al. (2004) , where the rats were sequentially tested in enclosures with different shapes and sizes while CA3 and CA1 were monitored. These two behaviors, while in apparent conflict, are perfectly in accord with the assumption that attractor networks respond nonlinearly to input patterns.
Taken together, these neurophysiological and behavioral studies provide support for the idea that CA3 performs autoassociation and, by implication, not heteroassociation. It is therefore important to consider what synaptic plasticity mechanisms would make autoassociation possible in CA3.
Bursts of action potentials make possible autoassociation in CA3
Lisman (2003) proposed a mechanism by which an asymmetric learning rule could lead to the symmetrical weight changes required by an autoassociative network. This solution depends on the fact that CA3 neurons often fire brief bursts (maximum within-bursts frequency, 200 Hz; two to five spikes per burst) (Suzuki and Smith 1985) . These bursts smear the timing of presynaptic and postsynaptic firing and allow symmetrical weights to be stored. Specifically, at all active cell pairs, some postsynaptic spikes (late in the burst) will occur after a presynaptic spike generated by other CA3 cells early in their burst. When this occurs, the condition for NMDAR-dependent LTP is met (Kampa et al. 2006) bidirectionally between the cells pairs. CA3 can thus store symmetrical weights, even though the learning rule is asymmetric.
Why are CA3 recurrents not random?
We have argued here that CA3 (at least CA3a) can indeed be considered an autoassociative network. The question remains, however, why the recurrent connections in CA3 (as a whole) should be non-random rather than random. For the purpose of this discussion, we will consider the dentate mossy cells as part of the CA3 system because they share so many properties with CA3 cells: (1) They receive mossy fiber input at large specialized spines near the cell body, (2) they receive CA3 associational inputs on their more distal dendrites, and (3) they receive perforant path input on their most distal dendritic region.
The CA3 system has a huge number of targets (Witter 2007 ). These include the entire inner third of the molecular layer of the dentate granule cells, the entire ipsilateral and contralateral associational (the recurrent connections) system of CA3, and the feedforward input to CA1, as shown in Figure 6 . Given this enormous targeting burden, subdivisions of the CA3 system may have evolved to drive particular targets, at least in a relative way. Thus, mossy cells are specialized to send information back to the dentate (Scharfman 2007) ; CA3c is specialized to send information to CA1, and, in the ventral hippocampus, to the dentate (Lee et al. 2004 ). CA3a is specialized to generate the recurrent associational system. CA3b may simply be intermediate between CA3a and CA3c.
In considering the role of mossy cells and CA3c cells, the following example may be instructive. The input via mossy fibers from the dentate represents memory B, but with certain parts missing (this corruption is indicated as BЈ). Thus, some mossy and CA3c cells that are part of memory B will not receive the "detonator" input from mossy fibers. However, the memory will be completed (converted from BЈ to B) when these cells are caused to fire by convergent recurrent inputs from CA3a/b cells that are part of memory B. From this perspective, it can be seen that the fact that mossy and CA3c cells make few recurrent connections is of little functional consequence; what is important is that they receive recurrent synapses.
Storage of the heteroassociative weights required for sequence encoding
Since the hippocampus stores sequences (Ergorul and Eichenbaum 2006; Foster and Wilson 2006) , formation of heteroassociative weights that link sequential items is important. In recent work, we have revised our original idea (Lisman 1999 ) that heteroassociation occurs in CA3 and now believe that it occurs in the feedback synapses from CA3 to the dentate . The key argument that heteroassociation occurs in the dentate is that the passage of information from dentate to CA3 and back to dentate requires >20 msec, producing a delay (see references in Lisman 2005 ) that turns out to be very important. Provided the next item in the sequence to be learned arrives at the dentate (from cortex) with about the same delay, the inputs will be coincident and will lead to strengthening of the synapses at which the presynaptic activity from CA3 represents the nth item and the active granule cells are driven by the n + 1 item from cortex. Thus, these synapses will store heteroassociative information, but not autoassociative information. In this way, information that connects different memories is stored at the feedback synapses onto dentate granule cells and can be later used to produce sequence recall (see below).
For this mechanism to work, it is important that the entorhinal cortex not represent sensory information in real time, but rather act as a multiplexing buffer in which information is represented in compressed time (for a definition of compression, see Cold Spring Harbor Laboratory Press on January 3, 2008 -Published by www.learnmem.org Downloaded from Skaggs et al. 1996) . According to this view, different "chunks" of sensory information that occurred at substantial temporal separation are represented in cortex within different phases (gamma cycles) of each theta cycle (Lisman and Idiart 1995; Jensen and Lisman 2005) , thereby satisfying the temporal requirement (20-30 msec) for sequential memories described in the previous paragraph. Moreover, each item is actually a "chunk" of information. These ideas have their roots in psychology, particularly in the model presented in Miller (1956) . According to this model, the brain has a limited-capacity short-term memory buffer capable of storing 7 ‫ע‬ 2 items. Importantly, the definition of an item is not fixed; rather, temporal sequences such as the syllables in a word eventually become represented as a single item representing the word as a whole. Recent work using single-unit recording in humans has found evidence for such high-level representations, with the same unit responding both to a picture of a person and the name of that person (Quiroga et al. 2005) . In this way, the seven items in the buffer store information about sequential information that spans considerable time and represents complexity commensurate with the concept of an "episode." In the computational models of such a buffer that we have developed (Jensen and Lisman 1996a,b,c; Jensen et al. 1996) , complex items are represented in different gamma cycles, ∼30 msec apart, and so can be linked into a sequence by the dentate/CA3 system. We refer the reader to these previous publications for a more detailed description of these models.
Reciprocal connections of CA3 and dentate allow accurate sequence recall and phase precession Early theoretical work on the recall of sequences pointed out the necessity for the interaction of autoassociative and heteroassociative weights (Golomb et al. 1990 ). In the heteroassociative (chaining) step, memory A evokes memory B, but inevitably with small errors (symbolized by BЈ). If BЈ is used to evoke C, the actual version, CЉ, contains even more errors than BЈ. Thus, as chaining occurs during recall, the output gets progressively more corrupted. To avoid this, it was suggested that autoassociative weights be used between each chaining step to correct the representation; a standard capability of autoassociative networks makes it possible to covert a corrupted version of a memory, e.g., BЈ, to its correct form, B.
These requirements for sequence recall can be mapped onto the dentate/CA3 circuitry (Fig. 6) , notably the reciprocal connections between dentate and CA3 (Scharfman 2007) . The overall process of sequence recall is envisioned as follows ): Presentation of a cue, A, to the dentate results in activity pattern of this memory being sent to CA3 and back the dentate, where feedback synapses onto granule cells evoked BЈ. This BЈ is then sent to CA3, where it is corrected to B and initiates the recall of CЈ in the dentate, and so on. This chaining cycle continues through a theta cycle, but is terminated when theta-mediated inhibition becomes so strong that firing ceases. The recall process must then be reinitiated on the next theta cycle by presentation of a cue.
This model takes on special interest because it provides a simple explanation of the phase precession (O'Keefe and Recce 1993) as a cued recall of a memory sequence. As the rat enters the place field of a cell, firing is initiated but occurs at late theta phase. As the animal progresses through the place field, firing beings progressively earlier on each theta cycle. A simple explanation follows from the idea that a cued sequence chaining process is initiated on each theta cycle. The key point is that the cue is updated at the beginning of each theta cycle. Thus, during the first theta cycle, the cue is position 1 and memories for position 2, 3, 4, etc. are evoked during that theta cycle by the chaining process. This is actually a memory-based prediction that the animal will come to these positions. On the second theta cycle, the cue is position 2 (provided the animal moved), so all memories now fire earlier in this theta cycle than they did on the first. A strong prediction of this model is that the phase precession should be linked to how fast the animal is moving (and thus updating cues), and this has been found to be the case (Skaggs et al. 1996) . The phase precession is observed in the dentate, CA3, and CA1. According to the above model, it is generated by reciprocal interactions of dentate and CA3, and then presumably passed on to CA1, which is an output structure of the hippocampus.
Phase precession: Why is it present in both the hippocampus and the entorhinal cortex?
A possible challenge to the above interpretation is posed by recent work showing that phase precession occurs in the grid cells of layer 2 of the entorhinal cortex (Hafting et al. 2007 ). These are the neurons that provide the input to the dentate/CA3 region. This raises the question of whether it is necessary to invoke the reciprocal interactions between dentate and CA3 to generate the phase precession; perhaps it is simply passed on from cortex.
An important perspective in answering this question relates to the representations used in the cortex and dentate/CA3. It is quite clear that a new representation is formed in dentate granule cells because these receive convergent input from the major subdivision of the entorhinal, the lateral and medial regions. These contain different types of information; notably, information about the animal's position in the environment (grid cells) is evident only in the medial entorhinal cortex (Hargreaves et al. 2005) . The lateral entorhinal cortex has strong inputs from inferotemporal cortex and is thus likely to be more sensory driven. In recent theoretical work (Lisman 2007 ) these ideas were generalized: It was proposed that the medial region carries information about self (including position in space and action taken) whereas the lateral region carries information about the external world, such as landmarks encountered.
As an illustrative example of how information from the lateral and medial inputs might be combined in the dentate/CA3 region, let us consider a sequence of landmark/action couplets (at the light, turn left; at the supermarket, turn right, etc.). Recall of such a stored sequence would allow execution of a complex route to a goal site. Within this context, the lateral entorhinal cortex stores sequences of landmarks, the medial entorinal cortex stores sequences of actions, and the dentate/CA3 stores sequences of landmark/action couplets. Thus, when presented with the cue of a landmark early in a sequence, the lateral region could rapidly (within a theta cycle) recall the upcoming landmarks in the sequence, including the goal, through a chaining process. As the animal moves from one landmark to the next, the cue becomes increasingly later in the sequence; thus, in each successive theta cycle, the excitation of cells that represent a late landmark in the sequence occur earlier and earlier in the chaining process, thereby creating the phase precession in the entorhinal cortex. Importantly, however, this information is not sufficient to navigate to the goal; for this, the associations of landmarks with actions that occur in the dentate/CA3 are necessary. To see how this works, consider what happens when a landmark is seen and this information provides a cue to CA3. There, the autoassociation in CA3 activates the action taken at that landmark; this is the standard pattern completion process that is the hallmark of CA3 computational function. This completed pattern is then sent to the dentate, where the representation of the next landmark/action couplet is evoked through the heteroassociative process. Subsequent reciprocal interactions between dentate and CA3 then allow the entire route instructions to be recalled accurately. The phase precession tends to look similar in both cortex and hippocampus, but this is only because it is only positional information that is read out by the experimental protocol; if information about landmarks was also monitored, such information would be represented in the lateral entorhinal, not represented in the medial entorhinal cortex and represented in the dentate and CA3 jointly with positional information.
Conclusion
The idea that CA3 is an autoassociative network is a longstanding idea. We have considered various challenges to this idea and concluded that none of the objections are fatal. Indeed, with the richness of physiology and anatomy added, one can begin to see how the essential function of autoassociation, as abstracted in nonrealistic Hopfield nets, is executed by real networks. Moreover, the autoassociative process can be placed into the functional context of observable learning and recall processes in the hippocampus.
