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ABSTRACT
While most of the recent improvements in multiple
sequence alignment accuracy are due to better use
of vertical information, which include the incorpora-
tion of consistency-based pairwise alignments and
the use of profile alignments, we observe that it is
possible to further improve accuracy by taking into
account alignment of neighboring residues when
aligning two residues, thus making better use of
horizontal information. By modifying existing multi-
ple alignment algorithms to make use of horizontal
information, we show that this strategy is able to
consistently improve over existing algorithms on a
few sets of benchmark alignments that are com-
monly used to measure alignment accuracy, and
the average improvements in accuracy can be as
much as 1–3% on protein sequence alignment
and 5–10% on DNA/RNA sequence alignment.
Unlike previous algorithms, consistent average
improvements can be obtained across all identity
levels.
INTRODUCTION
The construction of multiple sequence alignments is
among the most important techniques to perform biologi-
cal sequence analysis, with important applications to
many areas of computational biology. The most popular
strategy to construct multiple sequence alignments is by
employing a progressive alignment algorithm, in which
each sequence is treated initially as an alignment and the
next two most similar alignments are repeatedly combined
until a single multiple alignment is obtained (1–7). This is
often followed by iterative reﬁnements that improve the
accuracy of the ﬁnal alignment (3,4,6–8).
There are many recent eﬀorts that lead to signiﬁcant
improvement of alignment accuracy, including the incor-
poration of consistency-based pairwise alignments that
improve the quality of the initial pairwise alignments by
aligning through other sequences to increase their agree-
ment with the ﬁnal multiple alignment (2,4–7), the use of
maximal expected accuracy alignment (4–6), the incor-
poration of secondary structure predictions (7,9–11), the
use of local structural information (12–14), and the incor-
poration of additional sequences from database search
(9,10,15,16).
While most of these algorithms are able to signiﬁcantly
improve alignment accuracy by making better use of ver-
tical information, either by incorporating consistency-
based pairwise alignments or by using proﬁles in which
each column of an alignment is modeled independently,
we observe that most of these algorithms do not make use
of horizontal information when constructing alignments,
and it may be useful to take into account alignment of
neighboring residues when aligning two residues.
There are a few previous approaches that use neighbor-
ing information to obtain signiﬁcant performance
improvements in other applications. Spang et al. (17)
obtained a jumping alignment that is suitable for remote
homology detection between a given sequence and a multi-
ple alignment by aligning each position in the given
sequence to one of the sequences in the multiple alignment
while penalizing each vertical jump between horizontal
moves. Panchenko et al. (18) used average conservation
scores across spatial neighboring sites in the local struc-
tural environment to improve functional site prediction,
while Capra and Singh (19) used conservation scores from
neighboring residues to improve the prediction of func-
tionally important residues in aligned sequences.
To incorporate horizontal information in alignments,
we develop a window-based method that adjusts the
pairwise score of a residue pair between two sequences
(or a column pair between two sub-alignments) by
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column pairs). This method can be applied to any multiple
alignment algorithm that uses pairwise scores during the
construction of a multiple alignment.
Since conserved residues in core regions tend to be clus-
tered together (19,20), this strategy reduces the diﬀerences
among neighboring scores within these regions, and can
potentially lead to better gap placements by encouraging
higher concentrations of consecutively aligned residues
and more extensive grouping of consecutive indels,
which is especially helpful when the similarity within a
core region has large ﬂuctuations. Figure 1 illustrates an
example in which the strategy removes one incorrect long
gap within an alignment that arises from a short fragment
of sequence similarities which do not agree in secondary
structure.
We test the strategy by modifying existing multiple
alignment algorithms to make use of horizontal informa-
tion and show that consistent average improvements can
be obtained for these algorithms on all sets of benchmark
alignments that we have tested. By using a statistical test
that pairs the alignments before and after algorithm mod-
iﬁcation, we show that highly statistically signiﬁcant
improvements are obtained not just in relative accuracy
but also in paired accuracy. We also verify that better gap
placements are achieved by comparing the distributions of
gaps and the lengths of alignments before and after algo-
rithm modiﬁcation.
METHODS
Incorporating horizontal information into pairwise scores
Given a residue (or column) at position x in the ﬁrst
sequence (or sub-alignment) s ¼ s1    sm, a residue (or
column) at position y in the second sequence (or sub-
alignment) s0 ¼ s0
1    s0
n, and a parameter !, deﬁne the
window that includes at most ! positions to the left and
to the right of (x,y) by the following set of valid oﬀsets in
the neighborhood of (x,y) (Figure 2):
N!ðx;yÞ¼f i j 0 < jij !;1   x þ i   m;1   y þ i   ng:
We use the following equation to incorporate the scores
of the neighboring pairs at position ðx þ i;y þ iÞ over all
oﬀsets i in N!ðx;yÞ into the score of the given pair (x,y):
Snewðx;yÞ¼
Soldðx;yÞþ 
P
i2N!ðx;yÞ Soldðx þ i;y þ iÞ
1 þ  jN!ðx;yÞj
1
where Sold is the original score, Snew is the adjusted score,
and   is a parameter that speciﬁes the weight of the neigh-
boring scores during the adjustment. For each alignment
of two sequences (or two sub-alignments), this step takes
Oð!l2Þ time, where l is the maximum sequence (or sub-
alignment) length.
We apply this strategy to TCoﬀee 5.31 (2) without using
structural information, which is among the ﬁrst multiple
alignment algorithms that utilize consistency-based pair-
wise alignments, to MUSCLE 3.6 (3), which is among the
most eﬃcient multiple alignment algorithms that also have
high accuracy, to ProbCons 1.10 (4), which is among the
ﬁrst multiple alignment algorithms that utilize the maxi-
mal expected accuracy alignment based on a pair-HMM
model, and to MUMMALS 1.01 (5), which uses second-
ary structure information during pair-HMM training to
further improve alignment accuracy. Except for
MUMMALS, we test both the protein and DNA/RNA
versions of each algorithm. For ProbCons, the DNA/
RNA version ProbConsRNA was obtained from para-
meter training on BRAliBase II (22).
In each case, we evaluate the accuracy of each of the
modiﬁed algorithms (called NRAlign) against each of the
original algorithms while using the same parameter setting
across diﬀerent benchmark alignments for each modiﬁed
algorithm (Table 1), with values of ! in the DNA/RNA
version being three times as large as the protein version.
Horizontal information is incorporated into each of the
algorithms either during the computation of consistency-
based pairwise alignments or during the progressive align-
ment step.
Modification of TCoffee
The TCoﬀee algorithm consists of the following steps:
construct a library of pairwise alignments from the input
x
y
s
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y
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Figure 2. Illustration of the window on two sequences s and s0 with !=2. (a) The oﬀsets in N!(x,y)={ 2, 1,1,2} are included. (b) Since y+1 is
the last position in s0, only one position is used to the right of (x,y) and the oﬀsets in N!(x,y)={ 2, 1,1} are included.
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1smvA -----------GAITVL---------------HCELTAEIGV
|||| | |
4sbvC QAGVSMAPIAQGTMVKLRPPMLRSSMDVTILSHCELSTELAV
SS LLLLLLLLLLLLLLLLLLLLEEEELLLLEEEEEEEEEEEEEE
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Figure 1. Illustration of the beginning portion of the alignment of sequences 1smvA and 4sbvC from PREFAB (3) by diﬀerent algorithms. (a)
Alignment by MUSCLE (3). (b) Alignment by our algorithm NRAlign that modiﬁes MUSCLE, which agrees with the reference structural alignment
in PREFAB, where SS is the secondary structure assignment from DSSP (21), with L denoting loop and E denoting extended strand.
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and local alignments from Lalign (23), assign a weight to
each pair of aligned residues in the library according to
sequence identity, apply library extension to all the
weights in the library to obtain an extended library that
utilizes consistency-based information by using a triplet
approach, and perform progressive alignment according
to a guide tree by aligning two groups of pre-aligned
sequences using the average scores between column pairs
in the extended library. In NRAlign, we apply Equation
(1) to adjust the average extended library scores between
column pairs before each progressive alignment step.
Modification of MUSCLE
The MUSCLE algorithm consists of the following steps:
compute the k-mer distance for each pair of input
sequences to produce an initial tree and perform progres-
sive alignment according to the tree by utilizing log-
expectation scores between two aligned columns to
obtain an initial multiple alignment, re-estimate the tree
using Kimura distances (24) computed from the multiple
alignment and perform progressive alignment according
to the new tree, then perform iterative reﬁnements to
obtain the ﬁnal alignment. In NRAlign, we apply
Equation (1) to adjust the log-expectation scores before
each progressive alignment step.
Modification of ProbCons
The ProbCons algorithm consists of the following steps:
compute the posterior probability matrix for each pair of
input sequences according to the pair-HMM model, com-
pute maximal expected accuracy alignment for each
sequence pair by dynamic programming, re-estimate the
match quality score matrix for each sequence pair by per-
forming probabilistic consistency transformation, con-
struct a guide tree according to the maximal expected
accuracy alignments, perform progressive alignment
according to the guide tree by using the transformed
scores, and perform iterative reﬁnements to obtain the
ﬁnal alignment. In NRAlign, we apply Equation (1) to
adjust the match quality scores for each sequence pair
before consistency transformation is performed.
Modification of MUMMALS
The MUMMALS algorithm consists of the following
steps: compute the k-mer distance for each pair of input
sequences to produce an initial tree and perform progres-
sive alignment according to the tree to obtain an initial
multiple alignment, re-estimate the tree using sequence
identities computed from the multiple alignment, perform
a two-stage progressive alignment in which highly similar
sequences are ﬁrst aligned by using weighted sum-of-pairs
BLOSUM62 scores (25), and a representative is chosen
from each pre-aligned group to perform progressive
consistency-based multiple alignment based on trans-
formed pairwise maximal expected accuracy alignments
that are obtained from a pair-HMM model that also
includes secondary structure states, then merge the pre-
aligned groups according to the alignment of the represen-
tatives to obtain the ﬁnal alignment. In NRAlign, we
apply Equation (1) to adjust the scores between column
pairs before each progressive alignment step.
Availability
NRAlign is available for download at http://faculty.cs.
tamu.edu/shsze/nralign.
RESULTS
Benchmark alignments
To evaluate the accuracy of NRAlign on multiple protein
sequence alignment, we use benchmark multiple align-
ments from BAliBASE 3.0 (26), which contains manually
reﬁned structural alignments that are subdivided into ﬁve
categories, from HOMSTRAD (27), which contains a col-
lection of manually edited structure-based alignments,
from PREFAB 4.0 (3), which contains structural align-
ments of two sequences and automatically generated
alignments that are obtained from adding high scoring
hits of the two sequences from database search, and
from SABmark 1.65 (13), which contains alignments
that are derived from the SCOP classiﬁcation (28).
To evaluate the accuracy of NRAlign on multiple
DNA/RNA sequence alignment, we use benchmark multi-
ple alignments from BRAliBase II (22), which contains
alignments of non-coding RNA sequences of Group II
introns, 5S rRNA, SRP, tRNA and U5 splicesomal
RNA from the Rfam database (29), and DNA PREFAB
(30), which contains alignments of DNA sequences that
are obtained from database search of protein sequences
from PREFAB 4.0.
Two reference-dependent scores are used to evaluate the
accuracy of each algorithm, including the sum-of-pairs
score (SPS), which measures the percentage of residue
pairs that are aligned correctly in the reference alignment,
and the column score (CS), which measures the percentage
of entire columns that are aligned correctly (31). For
BAliBASE, PREFAB and DNA PREFAB, evaluations
are made only on the core regions that are speciﬁed in
the reference alignments. For PREFAB, SABmark and
Table 1. Parameter settings for the modiﬁed version of each algorithm that uses horizontal information
Protein DNA/RNA
TCoﬀee MUSCLE ProbCons MUMMALS TCoﬀee MUSCLE ProbConsRNA
! 32 5 1 96 1 5
  0.7 1.0 1.0 0.8 0.7 1.0 1.0
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sequence pairs and the CS score is not used. For
PREFAB and DNA PREFAB, the Q score (3) is com-
puted on the original input sequence pair, which has the
same meaning as the SPS score. For SABmark, reference
alignments are speciﬁed for each sequence pair, and the fD
score, which is a sensitivity score that has the same mean-
ing as the SPS score, and an additional fM score, which is a
speciﬁcity score that measures the percentage of residue
pairs that are aligned correctly in the test alignment, are
computed by averaging the scores over all sequence pairs
for each multiple alignment (13).
In addition to reference-dependent scores, four
reference-independent scores are used in the presence of
known 3D structures to evaluate the structural agreement
between aligned protein sequence pairs, including the Dali
Z-score (32), which computes a structural similarity score
as a weighted sum of similarities of intramolecular dis-
tances between residues in aligned columns normalized
according to alignments of random structure pairs [see
Equations 2–4 in (32)], the GDT_TS score (33,34),
which computes the average of the maximum number of
aligned residue pairs that can be superimposed within four
diﬀerent distance thresholds of 1, 2, 4 and 8A ˚ [see the
Equation in (34)], and two LiveBench contact scores
ContactA and ContactB (35,36), which compute an over-
lap score that is the lower of two contact scores, one for
each structure, computed based on intramolecular dis-
tances between residues in aligned columns that are sepa-
rated by at least ﬁve residues [see Equation 2 in (36)], with
ContactA normalized for each residue and ContactB nor-
malized over the entire contact map.
To compute the GDT_TS score, multiple superposi-
tions of aligned residue pairs are needed that optimize
the individual score components, and the software from
(37) is used with the set of aligned residue pairs as input
while omitting the ﬁnal normalization step. Following the
procedure in (5), each score is further weighted and nor-
malized against the reverse alignment that represents a
random model. For SABmark, three-dimensional coordi-
nates are extracted from the given PDB ﬁles (38), and the
scores for each multiple alignment are computed by aver-
aging the scores over all sequence pairs.
For RNA sequence alignment, the structure con-
servation index (SCI) in (39) is used, which is a
reference-independent score that computes the ratio of
the consensus RNA folding minimum free energy of an
alignment to the average of the RNA folding minimum
free energy of each individual sequence in the alignment
[see the Equation in (39)].
To evaluate whether the use of NRAlign leads to sig-
niﬁcant improvements, we use the Wilcoxon matched-
pairs signed-ranks test (40) over subsets that are large
enough with P=0.05 as signiﬁcance cutoﬀ, in which the
alignments before and after algorithm modiﬁcation are
paired to evaluate whether the improvements are consis-
tent not just in relative accuracy but also in paired
accuracy.
Accuracy ofNRAlign on protein sequence alignment
Table 2 shows accuracy comparisons on full length protein
sequences in BAliBASE 3.0. Among all the subsets that
are large enough, NRAlign always performed at least as
well as the original algorithm. Except for MUSCLE,
Table 2. Average SPS and CS scores (in %) on full length protein sequences in BAliBASE 3.0
TCoﬀee MUSCLE ProbCons MUMMALS
SPS
1V1 {38} 53.81 54.21 56.21 56.98 64.46 64.48 64.41 64.23
1V2 {44} 91.55 91.98 90.62 91.50 93.50 93.65 93.53 94.00
1 (V1–V2) {82} 74.06 74.48 0.02 74.67 75.50 0.003 80.05 80.13 – 80.03 80.20 –
2 {41} 89.04 88.82 88.08 88.24 89.93 89.94 89.18 89.39
3 {30} 71.09 71.19 75.01 76.27 78.62 78.30 80.76 80.79
4 {49} 82.21 82.37 84.83 85.64 87.43 87.25 83.69 83.97
5 {16} 81.94 80.98 82.69 82.83 87.69 87.87 86.33 87.40
All (1–5) {218} 78.88 78.97 0.04 80.11 80.82 0.006 83.93 83.89 – 83.14 83.39 –
CS
1V1 {38} 31.34 32.21 35.63 33.95 40.45 41.00 41.61 41.39
1V2 {44} 81.64 82.68 80.75 82.93 85.52 85.77 83.98 86.41
1 (V1–V2) {82} 58.33 59.29 1 10
 4 59.84 60.23 0.01 64.63 65.02 0.02 64.34 65.55 –
2 {41} 37.85 38.88 35.27 37.61 40.63 40.49 42.83 43.46
3 {30} 36.00 36.83 40.57 42.73 54.37 54.80 49.40 49.57
4 {49} 48.20 48.78 47.37 49.67 53.67 53.14 48.55 49.76
5 {16} 50.63 49.31 47.94 44.94 57.38 57.31 52.88 57.00
All (1–5) {218} 48.56 49.27 7 10
 9 48.89 50.07 0.002 55.71 55.77 0.04 53.85 55.02 0.001
Reference 1 contains alignments of sequences that are subdivided into two subsets 1V1 (<20% identity) and 1V2 (20–40% identity). Reference 2
contains alignments that include orphan sequences. Reference 3 contains alignments of clusters of sequences from diﬀerent families. Reference 4
contains alignments of sequences with large terminal extensions, while reference 5 contains alignments of sequences with internal insertions. The
number in braces denotes the number of alignments in each subset. For each algorithm, the ﬁrst number shows the accuracy of the original algorithm
(TCoﬀee, MUSCLE, ProbCons, MUMMALS) that does not use horizontal information. The second number shows the accuracy of the modiﬁed
algorithm NRAlign that makes use of horizontal information, with the higher accuracy value in bold. The third number shows the P-value, with –
indicating insigniﬁcant diﬀerences. Since many of the subsets are small, P-values are computed only for reference 1 and for the entire set.
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niﬁcant in the CS score when compared to the SPS score,
and this is especially evident on TCoﬀee. The improve-
ments in the CS score were >2% in references 1V2, 2, 3
and 4 over MUSCLE and in reference 1V2 over
MUMMALS, >4% in reference 5 over MUMMALS,
and >1% in the entire set over MUSCLE and
MUMMALS.
Table 3 shows accuracy comparisons on HOMSTRAD.
Except for 70–100% protein sequence identity where the
improvements of NRAlign were statistically signiﬁcant
only over MUMMALS, all improvements at other iden-
tity levels were statistically signiﬁcant (except for 0–20%
over MUMMALS). The improvements were especially
statistically signiﬁcant when the identity is moderately
low (20–40%), while the overall improvements were
highly statistically signiﬁcant over all algorithms.
Table 4 shows accuracy comparisons on PREFAB 4.0.
When only the original input protein sequence pair are
aligned, the accuracy improvement characteristics of
NRAlign were similar to those of HOMSTRAD, except
that the improvements of NRAlign were statistically
signiﬁcant also for 70–100% identity over ProbCons.
The improvements were more statistically signiﬁcant in
this case than in the case when the full set of at most 50
protein sequences are aligned, although using the full set
of sequences gives better accuracy for each of the original
and modiﬁed algorithms on divergent sequences (0–40%
identity).
Table 5 shows accuracy comparisons on the Twilight
and Superfamily subsets of SABmark 1.65. Unlike
previous algorithms that have improvements mostly on
divergent protein sequences, the improvements of
NRAlign were more statistically signiﬁcant on the
Superfamily subset than on the more divergent Twilight
subset. Similar to the results in (5), there are strong corre-
lations between the reference-dependent and reference-
independent results, which indicate that the improvements
are not only at the protein sequence level but also at the
structural level.
When comparisons were made on the improvements
among the diﬀerent algorithms, we found that
MUMMALS was the hardest to improve on
HOMSTRAD and on PREFAB when using the original
input protein sequence pair for moderate to low identity.
ProbCons was the hardest to improve on BAliBASE,
Table 4. Average Q scores (in %) on PREFAB 4.0
TCoﬀee MUSCLE ProbCons MUMMALS
Q(2)
0–20% {887} 37.92 38.27 1 10
 5 38.22 39.69 8 10
 8 38.95 40.17 7 10
 31 43.59 43.62 0.005
20–40% {588} 82.60 82.92 4 10
 8 81.75 83.87 1 10
 29 82.84 84.30 4 10
 39 85.39 85.45 2 10
 4
40–70% {112} 96.37 96.51 0.005 96.24 96.58 0.01 96.41 96.83 5 10
 6 96.59 96.75 5 10
 4
70–100% {95} 97.94 98.04 – 97.97 97.91 – 97.76 98.05 3 10
 4 97.75 97.93 0.03
All {1682} 60.82 61.13 1 10
 12 60.68 62.21 7 10
 29 61.44 62.64 3 10
 71 64.79 64.85 5 10
 8
Q(50)
0–20% {887} 49.67 50.00 6 10
 6 50.71 50.95 – 55.63 55.72 0.02 57.68 57.91 0.02
20–40% {588} 83.94 84.20 8 10
 7 85.09 85.13 – 87.24 87.38 3 10
 7 87.24 87.30 0.02
40–70% {112} 95.99 95.55 0.02* 94.72 96.46 – 95.39 95.48 0.004 95.34 95.41 –
70–100% {95} 97.97 98.04 – 97.50 97.69 – 97.26 97.40 0.001 96.68 97.04 0.005
All {1682} 67.46 67.70 2 10
 9 68.30 68.57 – 71.68 71.79 1 10
 7 72.73 72.89 5 10
 4
Each subset includes all structure pairs with protein sequence identity within the speciﬁed range, with * indicating worse accuracy in P-value. The
Q(2) scores are obtained from aligning only the original input protein sequence pair, while the Q(50) scores are obtained from aligning the full set of
protein sequences (at most 50) that also include random hits from database search and evaluations are made on the original input sequence pair. For
each algorithm, the higher accuracy value is in bold.
Table 3. Average SPS and CS scores (in %) on HOMSTRAD
TCoﬀee MUSCLE ProbCons MUMMALS
SPS
0–20% {156} 46.68 47.21 0.005 48.08 50.18 4 10
 4 49.67 50.67 6 10
 8 54.39 54.44 –
20–40% {459} 79.19 79.71 4 10
 13 78.86 80.11 1 10
 10 80.55 81.44 3 10
 22 82.67 82.71 4 10
 4
40–70% {348} 94.48 94.80 2 10
 11 94.45 94.77 1 10
 4 94.75 95.19 7 10
 12 95.04 95.14 9 10
 4
70–100% {69} 99.10 99.16 – 99.02 99.07 – 99.10 99.08 – 98.94 99.14 0.005
All {1032} 80.76 81.19 2 10
 22 80.82 81.80 6 10
 16 81.91 82.60 6 10
 38 83.65 83.72 5 10
 8
CS
0–20% {156} 39.97 40.64 2 10
 4 41.77 43.70 0.003 43.12 44.15 3 10
 7 47.94 48.00 –
20–40% {459} 72.97 73.76 9 10
 17 73.01 74.61 2 10
 11 74.67 75.80 5 10
 24 77.31 77.43 0.001
40–70% {348} 91.79 92.33 2 10
 13 91.90 92.28 8 10
 5 92.20 92.84 6 10
 13 92.61 92.77 3 10
 5
70–100% {69} 99.03 99.10 – 98.98 99.03 – 99.06 99.02 – 98.87 99.08 0.007
All {1032} 76.07 76.71 1 10
 30 76.39 77.53 8 10
 16 77.44 78.32 6 10
 40 79.47 79.60 4 10
 8
Each subset includes all protein sequence alignments with average pairwise identity within the speciﬁed range. For each algorithm, the higher
accuracy value is in bold.
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70–100% identity and on PREFAB when using the origi-
nal input protein sequence pair, while the improvements
on TCoﬀee and MUSCLE varied across diﬀerent bench-
marks. This is in contrast with the better accuracy of
ProbCons and MUMMALS over TCoﬀee and
MUSCLE for moderate to low identity. The improvement
characteristics were especially diﬀerent on PREFAB
depending on whether the original input protein sequence
pair or the full set of protein sequences are aligned, when
it was easier to improve on MUMMALS than on
MUSCLE in the latter case.
Accuracy of NRAlign on DNA/RNA sequence alignment
Table 6 shows accuracy comparisons on Data-set 1 of
BRAliBase II. The improvements of NRAlign were
more statistically signiﬁcant in the reference-independent
SCI score when compared to the SPS and CS scores,
where the improvements in the SCI score were >3% for
moderate to low RNA sequence identity (0–75%) and
were statistically signiﬁcant for high RNA sequence iden-
tity (75–100%) over all algorithms. This is especially evi-
dent on TCoﬀee, where the improvements in the SCI score
were >12% for moderate to low identity (0–75%) and
>9% in the entire set. In the SPS and CS scores, except
for 75–100% identity where the improvements of
NRAlign were statistically signiﬁcant only over
ProbConsRNA in the CS score, all improvements at
other identity levels were statistically signiﬁcant (except
for 55–75% over MUSCLE in the SPS score), with
improvements of >3% over TCoﬀee.
Table 7 shows accuracy comparisons on the mdsa_all
set of DNA PREFAB. Except for 70–100% DNA
sequence identity over MUSCLE, all the improvements
Table 5. Average fD and fM scores and average normalized Dali Z-score, GDT_TS score, and ContactA and ContactB scores (in %) on the Twilight
and Superfamily subsets of SABmark 1.65
TCoﬀee MUSCLE ProbCons MUMMALS
Twilight {205}
fD 24.07 23.99 – 24.07 25.29 0.008 29.26 29.72 0.01 31.57 31.63 0.04
fM 18.08 18.08 – 16.47 16.84 – 21.00 21.02 – 22.87 22.97 0.009
Dali Z-score 11.10 11.19 0.02 13.14 13.68 0.02 13.88 14.32 3 10
 5 15.32 15.38 0.03
GDT_TS 10.67 10.78 0.007 12.45 12.91 0.03 13.38 13.68 5 10
 4 14.52 14.54 –
ContactA 6.72 6.76 – 7.62 7.95 0.03 8.67 8.87 0.01 9.41 9.45 –
ContactB 8.98 9.03 – 10.06 10.47 – 12.10 12.37 0.01 12.59 12.61 –
Superfamily {422}
fD 52.91 53.30 2 10
 5 53.12 53.91 0.008 57.06 57.30 8 10
 8 59.50 59.65 0.004
fM 41.30 41.52 5 10
 4 39.87 40.26 0.04 43.57 43.61 0.03 45.15 45.25 0.01
Dali Z-score 33.09 33.25 0.04 35.34 35.85 0.002 35.84 36.26 9 10
 21 37.79 37.87 0.001
GDT_TS 31.07 31.23 0.01 32.98 33.47 5 10
 4 33.67 33.92 1 10
 17 35.05 35.11 0.01
ContactA 23.07 23.14 – 24.23 24.54 0.001 25.29 25.45 2 10
 9 26.41 26.45 –
ContactB 28.91 28.94 – 30.30 30.59 0.007 32.10 32.22 1 10
 4 33.11 33.17 0.04
The Twilight subset contains protein sequence alignments that represent a SCOP fold (<25% identity), while the Superfamily subset contains protein
sequence alignments that represent a SCOP superfamily (<50% identity). Four cases are omitted in the Twilight subset and three cases are omitted in
the Superfamily subset since no high quality reference alignments are available. For each algorithm, the higher accuracy value is in bold.
Table 6. Average SPS, CS and SCI scores (in %) on Data-set 1 of BRAliBase II
TCoﬀee MUSCLE ProbConsRNA
SPS
0–55% {96} 57.87 63.01 2 10
 11 65.10 67.65 0.01 73.20 74.86 1 10
 5
55–75% {218} 80.07 83.41 5 10
 22 83.62 84.35 – 86.08 87.06 4 10
 8
75–100% {167} 95.01 95.23 – 95.28 95.28 – 96.05 96.19 –
All {481} 80.83 83.44 9 10
 32 83.97 84.81 0.004 86.97 87.80 1 10
 12
CS
0–55% {96} 36.42 41.68 2 10
 7 45.83 48.73 0.02 56.32 57.87 0.005
55–75% {218} 65.29 70.56 7 10
 23 71.03 72.30 0.02 74.57 75.97 2 10
 6
75–100% {167} 89.90 90.46 – 90.73 90.76 – 91.94 92.24 0.03
All {481} 68.07 71.70 5 10
 28 72.84 74.00 0.002 76.96 78.01 2 10
 8
SCI
0–55% {96} 31.84 46.13 3 10
 14 50.80 55.22 2 10
 4 57.33 61.63 3 10
 5
55–75% {218} 54.17 66.92 2 10
 27 66.26 69.88 3 10
 4 67.07 71.22 2 10
 17
75–100% {167} 87.58 88.75 0.03 89.30 89.99 0.03 89.23 90.09 1 10
 4
All {481} 61.31 70.35 2 10
 39 71.17 73.93 2 10
 7 72.82 75.85 8 10
 23
Each subset includes all alignments of ﬁve RNA sequences with average pairwise identity within the speciﬁed range. For each algorithm, the higher
accuracy value is in bold.
468 Nucleic Acids Research, 2009, Vol. 37, No. 2of NRAlign were statistically signiﬁcant. The improve-
ments were especially statistically signiﬁcant for moderate
to low identity (20–70%) and for the entire set, with
improvements of >7% over MUSCLE and >4% for
40–70% identity over all algorithms.
When comparisons were made on the improvements
among the diﬀerent algorithms, we found that
MUSCLE was the hardest to improve on BRAliBase
and the easiest to improve on accuracy in DNA
PREFAB, while TCoﬀee was the easiest to improve on
BRAliBase. This is in contrast with the better accuracy
of MUSCLE and ProbConsRNA over TCoﬀee.
Overall accuracy of NRAlign
In all the subsets that we have assessed, NRAlign always
performed at least as well as the original algorithm (except
for one case). The overall improvements were highly sta-
tistically signiﬁcant in most cases, even when the average
improvements in accuracy can sometimes be small, and
the improvements were much more evident on DNA/
RNA sequence alignment than on protein sequence align-
ment. Unlike previous algorithms that have improvements
mostly on divergent sequences, consistent average
improvements can be obtained across all identity levels,
and it is not always the case that the most improvements
were obtained on highly divergent sequences.
Supplementary Tables S1 to S6 show the percentage of
cases in which each of the scores in Tables 2–7 respectively
becomes better and worse on each set of benchmark align-
ments when comparing the results of NRAlign to the
original algorithm. The percentage of cases that become
better was almost always larger than the percentage of
cases that become worse even when the identity is very
high, and the degree of relative improvement was reﬂected
by the corresponding P-value in Tables 2–7, with less cases
becoming better and less cases becoming worse simulta-
neously as identity increases in most situations.
DISCUSSION
Characteristics of alignments
Supplementary Tables S7 to S12 show that the number of
gaps in an alignment (a string of consecutive indels within
a sequence is counted as one gap), the average length of
gaps and the length of the alignment had the tendency to
become smaller, larger and smaller respectively when com-
paring the results of NRAlign to the original algorithm,
with generally decreasing tendencies as we move from one
category to the next in the above order as demonstrated by
the P-values. This conﬁrms that better gap placements are
achieved to a larger extent through reducing the number
of gaps. While each tendency to become smaller, larger
and smaller respectively was almost always larger than
the opposite tendency to become larger, smaller and
larger respectively, each tendency to become smaller,
larger and smaller respectively also diminished simulta-
neously with the opposite tendency to become larger,
smaller and larger respectively as identity increases in
most situations.
Pairwisealignment versus multiple alignment
The above results on PREFAB show that the improve-
ments of NRAlign were more statistically signiﬁcant on
pairwise alignments. Since the reference alignments for
SABmark are based on sequence pairs, we investigate
this further by performing pairwise alignments over all
protein sequence pairs instead of obtaining a single multi-
ple alignment, and computing the scores for each multiple
alignment by averaging the scores over all sequence pairs.
When compared to Table 5, Table 8 shows that the
improvements in SABmark were more statistically signiﬁ-
cant when pairwise alignments are performed, and this is
especially evident on the Superfamily subset, although
obtaining a single multiple alignment gives better accuracy
on both the Twilight and Superfamily subsets for each of
the original and modiﬁed algorithms of ProbCons and
MUMMALS, and on the Superfamily subset for each of
the original and modiﬁed algorithms of MUSCLE.
To further investigate the eﬀect of the number of
sequences on the accuracy of NRAlign, we group the
results on HOMSTRAD according to the number of pro-
tein sequences in each alignment. Table 9 shows that
except for TCoﬀee, the improvements on HOMSTRAD
were more statistically signiﬁcant when the number of
sequences is small, and the diﬀerences are especially evi-
dent when comparing pairwise alignments to multiple
alignments.
Effectof parameters xand b
While the same parameters ! and   are used for each
modiﬁed algorithm across diﬀerent benchmarks, we
found that not only diﬀerent algorithms have diﬀerent
preferences of ! and  , diﬀerent benchmarks also have
diﬀerent preferences of ! and   even when the same algo-
rithm is used. Table 10 shows that the eﬀect of varying !
that speciﬁes the maximum number of horizontal posi-
tions that are included to the left and to the right was
much more pronounced than varying   that speciﬁes the
Table 7. Average Q scores (in %) on the mdsa_all set of DNA PREFAB
Q TCoﬀee MUSCLE ProbConsRNA
0–20% {123} 2.75 3.14 0.002 3.85 6.33 4 10
 4 2.90 3.49 4 10
 4
20–40% {1030} 12.80 14.51 1 10
 77 15.93 23.09 3 10
 65 16.13 19.88 2 10
 94
40–70% {436} 51.78 56.47 6 10
 69 60.17 73.19 1 10
 64 59.38 66.43 2 10
 69
70–100% {87} 96.74 97.03 2 10
 5 97.05 97.03 – 96.74 97.09 2 10
 6
All {1676} 26.56 28.88 7 10
 153 30.76 38.73 1 10
 131 30.60 34.80 8 10
 171
Each subset includes all pairs with DNA sequence identity within the speciﬁed range. For each algorithm, the higher accuracy value is in bold.
Nucleic Acids Research,2009, Vol. 37,No. 2 469Table 10. Average SPS and CS scores (in %) on HOMSTRAD and average SPS, CS and SCI scores (in %) on Data-set 1 of BRAliBase II by
varying the parameter !that speciﬁes the maximum number of horizontal positions that are included to the left and to the right, and the parameter
  that speciﬁes the weight of the neighboring scores
MUMMALS on HOMSTRAD MUSCLE on BRAliBase
x=1 !=3 !=5 !=7 !=9 !=3 x=6 !=9 !=12 !=15
SPS SPS
 =0.2 83.72 83.72 83.64 83.49 83.18  =0.2 84.64 84.83 84.63 84.30 83.64
 =0.4 83.70 83.70 83.60 83.34 82.94  =0.4 84.63 84.65 84.58 84.19 83.15
 =0.6 83.72 83.72 83.54 83.27 82.84  =0.6 84.54 84.64 84.42 84.12 83.04
b=0.8 83.72 83.72 83.52 83.24 82.78  =0.8 84.69 84.71 84.36 84.00 82.95
 =1.0 83.73 83.70 83.50 83.21 82.75 b=1.0 84.69 84.81 84.41 83.98 82.91
CS CS
 =0.2 79.60 79.61 79.56 79.39 79.03  =0.2 73.84 74.20 73.92 73.42 72.52
 =0.4 79.57 79.61 79.52 79.22 78.74  =0.4 73.92 73.93 73.85 73.31 71.81
 =0.6 79.59 79.64 79.44 79.13 78.62  =0.6 73.67 73.92 73.54 73.16 71.48
b=0.8 79.60 79.63 79.41 79.08 78.55  =0.8 74.03 74.03 73.47 73.03 71.27
 =1.0 79.60 79.61 79.39 79.04 78.51 b=1.0 74.03 74.00 73.57 72.90 71.22
SCI
 =0.2 73.20 74.19 74.29 74.19 73.26
 =0.4 73.34 73.96 74.02 74.11 72.83
 =0.6 73.19 73.94 73.92 74.12 72.69
 =0.8 73.28 73.79 73.64 73.97 72.41
b=1.0 73.11 73.93 73.84 74.11 72.15
For each modiﬁed algorithm and each score measure, the highest accuracy value and the values of ! and   that correspond to our chosen parameter
setting that is the same across diﬀerent benchmarks are in bold.
Table 8. Average fD and fM scores and average normalized Dali Z-score, GDT_TS score, and ContactA and ContactB scores (in %) on the Twilight
and Superfamily subsets of SABmark 1.65 when pairwise alignments are performed over all protein sequence pairs instead of obtaining a single
multiple alignment
TCoﬀee MUSCLE ProbCons MUMMALS
Twilight {205}
fD 24.88 25.06 0.005 25.30 26.50 4 10
 5 26.23 26.49 4 10
 4 29.13 29.17 0.02
fM 16.78 16.85 – 17.05 17.68 3 10
 4 17.92 17.96 0.04 19.64 19.65 –
Dali Z-score 13.41 13.60 1 10
 4 13.83 14.40 3 10
 5 13.46 13.74 4 10
 10 15.06 15.10 0.03
GDT_TS 12.74 12.89 7 10
 8 13.16 13.69 2 10
 7 12.88 13.10 5 10
 11 14.24 14.26 –
ContactA 7.70 7.79 0.002 8.01 8.34 4 10
 4 8.09 8.15 5 10
 4 8.93 8.94 –
ContactB 10.17 10.29 0.01 10.75 10.98 – 10.99 10.94 – 11.90 11.92 –
Superfamily {422}
fD 50.73 51.01 1 10
 13 50.79 51.79 3 10
 16 51.60 52.27 1 10
 28 54.79 54.83 3 10
 6
fM 38.09 38.24 5 10
 9 38.16 38.85 3 10
 11 39.10 39.45 7 10
 19 41.06 41.08 5 10
 5
Dali Z-score 33.82 33.98 3 10
 11 33.80 34.60 2 10
 19 33.56 34.23 7 10
 45 35.67 35.64 1 10
 5
GDT_TS 31.81 31.95 2 10
 13 31.84 32.52 2 10
 22 31.72 32.18 3 10
 39 33.34 33.36 1 10
 5
ContactA 23.11 23.19 2 10
 6 23.21 23.74 9 10
 20 23.29 23.63 3 10
 25 24.65 24.64 0.01
ContactB 28.85 28.91 0.003 29.10 29.51 3 10
 9 29.28 29.53 4 10
 9 30.74 30.73 –
For each algorithm, the higher accuracy value is in bold.
Table 9. Average SPS and CS scores (in %) on HOMSTRAD
TCoﬀee MUSCLE ProbCons MUMMALS
SPS
2 seqs {630} 80.88 81.17 1 10
 6 80.40 81.55 1 10
 11 81.65 82.42 1 10
 20 83.50 83.56 6 10
 6
3 seqs {169} 80.52 81.29 2 10
 9 81.26 82.52 1 10
 5 81.50 82.20 2 10
 8 83.33 83.43 0.002
4–5 seqs {122} 79.78 80.45 1 10
 9 80.97 81.23 – 82.26 82.89 2 10
 9 83.53 83.59 0.04
> 6 seqs {111} 81.55 81.94 4 10
 4 82.34 82.72 0.04 83.64 83.95 1 10
 7 85.15 85.27 –
CS
2 seqs {630} 80.88 81.17 1 10
 6 80.40 81.55 1 10
 11 81.65 82.42 1 10
 20 83.50 83.56 6 10
 6
3 seqs {169} 74.51 75.50 1 10
 9 75.41 77.14 6 10
 6 75.54 76.43 1 10
 6 77.92 78.06 0.007
4–5 seqs {122} 68.38 69.48 1 10
 10 70.17 70.69 – 71.69 72.94 2 10
 10 73.58 73.74 0.02
>6 seqs {111} 59.59 61.23 8 10
 10 62.03 62.80 0.04 62.77 63.79 3 10
 8 65.47 65.93 0.04
Each subset includes all alignments with number of protein sequences within the speciﬁed range. For each algorithm, the higher accuracy value is in
bold.
470 Nucleic Acids Research, 2009, Vol. 37, No. 2weight of the neighboring scores on HOMSTRAD and
BRAliBase, and our chosen parameter setting was not
the one that gives the best accuracy. It is possible to
further improve accuracy signiﬁcantly if another para-
meter setting is chosen that is diﬀerent across benchmarks,
even when no signiﬁcant diﬀerences in accuracy were
obtained with our chosen parameter setting.
CONCLUSION
We have developed a strategy NRAlign that incorporates
horizontal information in alignments and it proves to be
useful in all situations. Unlike previous algorithms, con-
sistent average improvements can be obtained that are
mostly not dependent on the identity level, even for very
high identity. Table 11 shows that NRAlign was at most a
few times slower than TCoﬀee and MUSCLE, and was
slightly slower than ProbCons and MUMMALS, which
indicates that the window-based adjustment procedure
takes up a small part of the computation time of
ProbCons, and the use of a small !=1 does not add
much to the computation time of MUMMALS.
To further improve accuracy, it may be useful to utilize
diﬀerent weights for neighboring scores that are at diﬀer-
ent distances from the given pair (x,y). In addition to
using horizontal information from neighboring scores in
sequences, it is also possible to utilize spatial neighboring
information in the local structural environment when
such information is available and combine the scores
from both types of neighbors.
SUPPLEMENTARY DATA
Supplementary Data are available at NAR Online.
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