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This paper describes an approach to measure the perlonnance of白edis位ibuted
computing environment白atconsists of workstations， persona1 computers釦 dX 
termina1s. A1l computers are connected by 1∞a1 ar，伺 networkone釦 0白er. To 
measure出etota1 perlormance， we ∞lect the log data of cpu perlormance， memory 
system perlormance， disk system perlonn組問 andnetwork perlormance. We show 
白emeasurement and ana1ysis method of these data， and discuss some approaches句
improve the perlormance of白edistrihuted∞mpu也19environment. 
1 はじめに
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近年のワークステーションやパーソナルコンピュータの高性能化と低価格化にともなって，多数のコンビュータ
をネットワークで接続した分散計算機環境を容易に構築することが可能となった。しかし、分散計算機環境が全体
としてどのようなパフォーマンスを有し、環境全体としてどのような問題点を有するのかを測定するのは容易で
はない。これは、単体のコンビュータの性能を測定するベンチマークテストが標準化されているのに対して、分
散化した計算機環境を測定する標準的な方法が存在しないためである。
計算機環境の管理は，計算機環境が実際どのように使われ，どこに問題があるのかを調べるパフォーマンスの測
定と，その問題を解決し計算機環境のパフォーマンスを改善することであると考える.本研究では，計算機環境の
メモリ，CPU，ディスク，不ツトワークに注目しそのパフォーマンスの測定方法を示し，その問題と改善方法につい
て検討した.
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2 計算機環境
計算機環境の管理について考察する前に，測定及び改善の対象とした我々の研究室の計算機環境について以下に
示す.
対象とするシステムを表 1に示す.本計算機環境は，当初 2~3 台のワークステーションを中心に十数台の端末か
らワークステーションを利用するものであったが，最近のパーソナルコンピュータの低価格化や大容量化に伴ない
パソコンが増えている.これらのマシンはネットワークで相互に接続されている.ネットワーク環境を図 1に示す.
図1ではW8はUNIX互換の08によって複数のユーザが利用できる計算機， PCは利用する 08に関係なく 1人
または 2人程度の少人数のユーザに利用される計算機，というように区別している.
表 1:計算機一覧
ホスト名 機種 OS 爾考
bishop ss20 Solaris 2.5 HD 10G 
nqu凹 n ss2 SunOS 4.1.3 HD 2G 
club news3860 NeWS OS HD 1.5G 
diamond PPC603 AIX 4.1 HD 1.5G 
Xlan p5・155 Solaris 2.5 HD lG 
joker p5-90 Linux HD 0.8G 
jack p5・90 Linux HD 0.5G 
oldmaid p5-75 Linux HD O.5G 
napoleon p5-75 Linux， Win 95 HD O.5G 
domino p5・75 Win 95 HD O.5G 
自ush p5・66 WinNT HD O.5G 
fake 486-66 Windows 3.1 HD O.4G 
pawn 1-30 X端末 印画
研究室内 Server 個人使用(x9)
研究室外共通 WS
図 1:計算機環境
この環境は主に卒研生と大学院生の約30名のユーザが常時利用している.プログラム開発と文書作成及びシミュ
レーションシステムなどを含むアプリケーションソフトウェアの実行が主な利用方法である.また研究室外の高速
なコンビュータをネットワーク経由で利用することもある.各々のユーザは自分の作業領域(ホームディレクトリ)
をbishiopとIlqUCCIlの両方に持っており，どちらか一方を主に使用している.すなわち bishop，llqUCCIlはファイル
サーバとしての役割をになっている.
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3 計算機環境のパフォーマンスと測定方法
計算機パフォーマンスの指標として色々なものが考えられるが，ここではメモリ，プロセス，ディスク，ネットワー
クなどの使用状況を簡単に調べることのできる UNIXの標準コマンドによる測定値を指標として用いる.以下で
はそれぞれの測定と解析の方法について述べる.
joker: -$ ps aux 
USER PID %CPU %MEM SIZE RSS TTY STAT START TIME COMMAND 
1 0.0 0.2 796 40 ? S Jul 11 0:17 (init) root 
root 
root 
2 0.0 0.0 0 o ? SW Jul 11 0:00 (kflushd) 
3 0.0 0.0 o o ? SW< Jul 11 0:01 (kswapd) 
(l)psコマンドの出力
joker:-$ uptime 
7:09am up 6 days， 5:23， 2 users， load average: 0.38， 0.35， 0.21 
(2)uptimeコマンドの出力
joker:-$ vmstat 1 
procs memory swap 10 system cpu 
r b w swpd free buff si so bi bo 1n cs US 5y id 
000 352 5000 o 8 5 0 3 0 1 000 2 33 140 
o 0 13 121820 1936 o 90000 0 0 0 0 0 11 49 
o 0 13 121820 1936 o 00000 0 000 0 14 19 
o 0 13 121820 1936 o o 0 0 0 0 0 0 0 0 0 4 25 
(3)vmstatコマンドの出力
図 2:ps，uptime，vmstatコマンドの実行例
3.1 メモリ，プロセス
42 10 2 89 
34 0 1 99 
27 0 0 100 
23 0 0 100 
あるマシンのメモリやCPU使用状況を調べるうえで興味のあることとして以下の事柄を取り挙げる.
-プロセスの種類と起動頻度
-スワップの程度
・システムに負荷をかけるプロセスの種類
・計算機負荷やプロセスの，時間や曜日への依存
・暴走して終了していないプロセスの存在
これらを調べるのに ps，uptime及びvmstatのコマンドを用いる.これら UNIXのコマンドによって，そのUNIX
システムに関する次のような情報を得ることができる.
BSDのpsコマンドはオプシヨンに auxを指定することで， psコマンドを実行した時点に存在しているプロセ
スのデータを表示することができる(図 2(1)).この時表示されるデータにはプロセス所有者，プロセス ID，CPU占
有率，メモリ占有率，サイズ，プロセス状態，実行時間，コマンド名などがある.psコマンドを一定時間毎に実行し
た結果から(プロセス ID，所有者名，コマンド名)の三つ組をキーとすることでプロセスを特定することができ，そ
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れについての情報を集めることができるようになる.そのようにして各プロセスの実働時間，CPU占有率合計，メ
モリ占有率合計を計算した結果の一部を図 3に示す.この調査に用いたスクリプトを付録A.1に示す.
実働時間
CPU占有率の合計
メモリ占有率の合計
キー
9 3 34.4 root 2601 kterm -T bishop.kt 
o 2.5 iiduka 9019 -tcsh 
34 17.4 59.6331 fujimoto 12542 xv 4.pgm 
1 0.1 11.9 root 3294 kterm -T bishop.kt 
2 0.7 10 simizu 19688 tcsh 
図3:スクリプトによる抽出結果
uptimeコマンドは実行時のシステムの時刻，稼働日数および時間，ロードアベレージといった情報を表示する.
特にロードアベレージは 1分，5分，15分の3つの問隅でのものを表示する(図 2(2)).これから(時刻，ロードアベ
レージ)のデータを抽出し，時刻を横軸，ロードアベレージを縦軸にすることで，時刻によるロードアベレージの変
化をグラフにすることができる.この計算に用いたスクリプトを付録A.2に示す.
vmstatコマンドはメモリ，スワップ及びCPUの状態等の情報を表示する.(図2(3)このコマンドに引数として
整数を与えると，その周期毎に情報を表示する.ここ注意しなければいけないことは 1回目の情報が使えないこと
である.vm8tatの1回目の情報はシステム起動からの平均であり，現在の状況ではない.コマンドを実行している
時点での情報は 2回目以降のものを用いなければならない.
3.2 ディスク
ディスクのパフォーマンスを測定する上では，以下の点に注目する.
-ファイルの生成，削除の頻度
・ユーザ間での使用量の差
-無駄なファイルの存在
ディスクの利用状況の測定では， du，df等のコマンドによって全体的なおおまかな情報を， findコマンドを用いて
ファイル単位の細かな情報を収集している.
dfコマンドはシステムがマウントしているファイルシステムの状態のリストを表示する(図 4.3).この際，パー
テイション単位であと何%使用可能か，また何バイト使用可能か，などの情報を表示する.dfコマンドはあまり詳
細な情報を表示するものではないので，キャパシティの表示などで，おおまかなファイルシステムの余裕を確認す
るのに用いる.
duコマンドは，指定されたファイルを根とするディレクトリ階層に関して，割り当てたファイル領域のサイズと，
各サプディレクトリに割り当てたファイル領域のサイズを標準出力に表示する(図 5).
findコマンドは，pathで指定された各パス名によって，ディレクトリ階層を再帰的に下降し，以下に示す一次子に
書き込まれたプール型の条件式と一致するファイルを検索する.findコマンドは時execオプションによって検索し
たファイルを対象にコマンドを実行したり，-18オプションによってそのファイルのデータを得ることができる.付
録A.3にfindコマンドの結果からユーザ毎のファイル使用量を表示するスクリプトを示す.
duや findは対象領域の全ファイルをアクセスするので，そのコマンド自体がシステムの負荷になる可能性があ
る.システムの負荷状態を見ながら実行し，過負荷にならないように注意する必要がある.
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bishop: -$ df 
Filesystem 1024-blocks Used Available Capacity Mounted on 
/dev/dsk/cOt3dOsO 30660 12114 15486 441. / 
/dev/dsk/cOt3dOs6 454825 334878 74467 821. /usr 
/dev/dsk/cOt3dOs3 105893 26067 69246 271. /var 
/dev/dsk/cOt3dOs5 199623 164499 15164 921. /opt 
svap 183136 16032 167104 91. /tmp 
/dev/dsk/cOt4dOs4 985391 887997 48129 951. /export/home 
/dev/dsk/cOt4dOs5 985391 894996 41130 961. /export/home1 
/dev/dsk/cOt4dOs6 985391 916596 19530 981. /export/sh訂 e
/dev/dsk/cOt4dOs7 985391 730097 206029 781. /export/vork 
/dev/dsk/cOt5dOs4 985159 833012 102892 891. /e玄port/image
/dev/dsk/cOt5dOs5 985159 561324 374580 601. /export/lab_public 
/dev/dsk/cOt5dOs6 985159 854929 80975 911. /export/language 
/dev/dsk/cOt5dOs7 985159 246394 689510 261. /export/copora 
/dev/dsk/cOt1dOs7 985459 319425 616764 34χ /usr/local 
図 4:dfコマンドの実行結果
???????，???????
『 ，
479 ./progress 
505 ./etc 
14 ./midterm96.1st 
3285 ./paper/fig 
3553 ./paper 
37 ./zenkoku96 
1 ./kiyou 
5375 
図 5:duコマンドの実行結果
joker:-$ tcpdump -q 
13:59:32.510472 arp reply spade.fuis.fukui-u.ac.jp is-at 8:0:69:8:cO:ef 
13:59:32.730472 idec.fuis.fukui-u.ac.jp.4662 > pav.n1.fuis.fukui-u.ac.jp.6000: tcp 64 
13:59:32.730472 pavn1.fuis.fukui-u.ac.jp.6000 > idec.fuis.fukui-u.ac.jp.4662: tcp 0 
13:59:32.740472 pavn1.fuis.fukui-u.ac.jp.6000 > idec.fuis.fukui-u.ac.jp.4662: tcp 32 
13:59:32.780472 idec.fuis.fukuトu.ac.jp.4662> pav.n1.fuis.fukui-u.ac.jp.6000: tcp 0 
図 6:tcpdumpコマンドの実行例
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bishop:-$ netstat -1 leO 1 
input leO output input (Total) output 
packets errs packets errs col1s packets errs packets errs colls 
18411765 173 16131999 6 472130 18433928 173 16154162 6 
8 o 10 o o 8 o 10 O 
54 o 46 o o 54 o 46 o 
15 O 12 o o 15 o 12 o 
5 o 7 o o 5 o 7 O 
図 7:netstatコマンドの実行例
3.3 ネットワーク
ネットワークのパフォーマンス測定において，以下の点に注目する.
・各プロトコルの利用頻度
-システムに負荷をかけているプロトコル
-転送ミスや外部からの攻撃等によって発生する異常なパケットの存在
・ネットワーク状況の時間や曜日への依存
ネットワークの利用状況の測定にはtcpdump，netstatコマンドを用いる.
472130 
o 
o 
o 
o 
tcpdumpコマンドはネットワーク中のパケットの情報を表示，収集するコマンドであり， qオプションを付けて
実行することで，図 6のようにパケットの流れた時間，送信元とそのポート，送信先とそのポート，tcpor udp，パケッ
トサイズといった情報を表示する.ここではホストを WS，PC，X端末，学内 WS，その他に類別し，送信先(元)を
ホスト，ポートの組で表わす.tcpdump の結果から，時間 (O~23)，送信先，送信元，tcp or udpをキーにして通信回
数と通信量を求めている.ネットワークのデータは tcpdumpコマンドのwオプションによってネットワーク中に
流れる全ての情報一週間分をファイル(約 2Gbytcs)に格納し，そのファイルから再びtcpdumpコマンドによって
データを得た.付録A.4にここで用いたスクリプトを示す.
netstatコマンドは色々な形式で，そのマシンのネットワークの状態を表示するコマンドであり，ネットワークイ
ンターフェースとインターパルを指定することで周期的に，指定したネットワークインターフェースの入出力パケッ
ト数，コリジョン数とそのマシンの合計を表示することができる.また netstatもvmstatと同じ理由で最初の情報
は無視する必要がある.
4 測定結果
4.1 プロセス
図8，図 9はuptimeコマンドの結果からロードアベレージの一日の推移をグラフにしたものである.これらの
図から，全般的に負荷が少ないことがわかる.nqueenの方が多少負荷が高くなっているのは，nqueenのCPUの処
理能力がbishopよりも低いことによるものだと考えられる.
次に，起動された回数の順にプロセスを並べた結果を図 10に示す.起動回数の多いコマンドには ktermやシェ
ル(tcsh)などのユーザが必ず使うものが多くみられる.また，より多く使われていると思われる ls，ps，ccなどがみ
られないのはこれらの処理が比較的短時間で終了するため，psのログをとっている 5分の間隔以内で終ってしまっ
ているためと思われる.
次に CPUの占有時間の合計の順にプロセスを並べた結果を図 11に示す.最も占有時間の長いプロセスは，ユー
ザのプログラムであった.それ以外にはシステムのデーモンプロセスやアプリケーションプログラムである.また，
パックアップ時に用いたと思われる tar，rmtなども見ることができる.
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図 8:ホストマシン負荷の推移 (bishop)
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図 9:ホストマシン負荷の推移 (nqueen)
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図 10:コマンドの使用状況(回数)
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図 12:ホームパーテイションの使用率の推移
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図 13:一日のネットワーク負荷の推移
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図 14:主なプロトコルのパケット量の推移
packet (in+out)一
{自110分}
200∞ 
180∞ 
160∞ 
140∞ 
--colision 
(11110分}
1∞o 
100∞ 
80∞ 
60∞ 
40∞ 
2αm 
5 15 20 {時}10 
図 15:入出力パケット数とコリジョン数の推移
表 2:ユーザごとのディスク使用量
??
?
??????。
USER TAR τ也X τEX SRC sAK TOTAL 
OUT 
(No.) (%) (%) (%) (%) (%) (Kbytc) 
1 。。 O 1 29 1180 
2 26 。 13 4 O 23767 
3 O O 53 。 O 35743 
4 19 。 30 5 12 4327 
5 O 。 2 5 3 6378 
6 。 2 14 31 1 70232 
7 。 O 1 8 6 2806 
8 4 O O 5 1 17553 
9 O O 11 2 1 25811 
10 。 O O 8 。 3621 
11 57 。 4 2 。161416 
12 3 O 28 8 5 73167 
13 1 。 12 15 。132627 
14 8 。 3 4 o 141472 
15 93 O O 1 。 13985 
16 10 O 5 7 7 2698 
18 。。 O o O 5002 
19 43 O 24 o 1 24921 
20 30 。 11 3 2 41229 
21 46 O 1 2 。526090 
22 11 。 O 9 。 8898 
23 。 O 18 14 22 1491 
24 。。 。 2 2 10091 
25 19 O 28 9 17 186080 
26 O 。 O 14 26 1459 
27 13 。 O 8 3 31707 
28 32 。 3 5 1 67264 
29 。。 。 1 1 45475 
30 。 1 13 25 24 857 
表3:ファイルの比率
τ也Xのソース 0% 7699 Kbytc 
τEX出力 9% 165830 Kbytc I 
tarアーカイプ 27% 476196 Kbyte 
パックアップ 2% 50362 Kbyte 
プログラムソース 7% 130672 Kbyte 
バイナリ 2% 35399 Kbyte 
100% 1718584 Kbytc 
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4.2 ディスク
ホームパーテイシヨンの使用率の変化を図 12に示す.縦軸が使用率(%)で横軸が時間(日)である.使用率は常
に90%を越えており，ディスクが不足しているように思える.
次にユーザ毎のファイルの使用量を表4.3に示す.この表は品川コマンドの結果から各ユーザのディスク使用量
と，以下のファイルの比率を調べたものである.
-アーカイプファイル(牢.tar，牢.tar.gz，牢.tar広牢.tgz，牢.taz)
.τ協のソース(勺ex)
.τ協のコンパイル結果 (*.dviμux，.)
• cのソース(勺，*.h)
・コンパイル時に出来たバイナリ(牢.0)
・エディタによって自動生成されるパックアップファイル
これらのファイルの全体での比率は表3以下のようになっている.
結果から，ユーザによってファイルの使用量や使用法が大きく異なることがわかる.tarによってアーカイプし
たファイルを多く持つユーザや，エディタによって生成されるパックアップファイルを多く持つユーザもいる.ま
'たどのユーザも本来なら出力の際以外は不要なτ協の出力ファイルを多くもっている.このことからホームの容
量自体は残り少いが，それは特に必要でないファイルによってディスクが消費されているためであり，各ユーザが
本当に必要な物以外を整理すれば充分に余裕があると思われる.
4.3 ネットワーク
ネットワーク中のパケット量の推移を図 13に示す.グラフ中の実線がネットワーク中の全パケットの合計，また
点線がX端末との通信の合計である.研究室でのXの利用はほとんどがX端末によるものなので， X端末の通信に
よってXの通信に近似することができる.図から，ネットワーク資源のほとんどがXの通信によって消費されてい
ることカfわ治、る.
図 14は同じデータからインターネット上でのX以外の主要なサーピスのパケットについて調べたものである.
http(WWW)のパケットが最も多く， nntp(ネットニュー ス)，lp(プリンタ)と続き， route(経路情報)，smtp(メール)
といった順番になっている.route以外のプロトコルは主にユーザがコマンド(メール，WWW，印刷等)によって用
いらるため，大部分について日中にピ・クが来ている.しかし，これらを合計しても Xの通信の 1割にも満たない.
図15は研究室のサーバマシン上でnetstatコマンドによって監視したパケット数とコリジョン数の推移である.
このグラフではコリジョンが絶え間無く発生しつづけるということはないものの，何かの拍子に頻繁に発生してい
ることがわかる.たとえば，別のマシンへのファイル転送， X画面のリフレシユ，WWWサーバへのアクセス等を行
なったときにコリジョンの発生が確認できた.
5 考察
5.1 測定結果について
メモリ，ディスク，ネットワークの観点から，研究室の計算機環境のパフォーマンスを測定したその結果，
・ファイルサーバの負荷は小さい.
ロードアベレージやvmstatの結果からわかるように，サーバ群の負荷は低い.これはユーザが主な処理を外
部の高速なコンピュータや，個々のマシンを使っているからだと思われる.
・ディスクは充足している
一見，足りないようにも見えるのだが，実際には各ユーザ毎に特に必要と思われないファイルが多くあるため，
普段からファイルの整理を徹底するか，ディスクが足りなくなった時にファイルの整理を行なうことで充分
な容量を確保できると思われる.
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-ネットワークが帯域の上限に近い.
nctstatの結果によると常時コリジョンが発生しているわけではないが，他のマシンへのファイル転送， X画
面のリフレシュ，WWWアクセス等でネットワークを利用すると大量にコリジョンが発生しネットワ}ク本
来の性能が発揮できていない.
ということカfわかった.
改善方法の検討5.2 
この環境の場合，問題となるのはネットワーク，特にX端末との通信である.
困困困，(X，WS)+(WS，WS)? ? ?
『
国国自由自由由自由
図16:研究室内LAN
簡単のためWS(サーバ)と X(X端末)だけのネットワーク図とした図 16に観られるように，このネットワーク
は対象とする計算機環境のコンビュータが 1つのセグメントに接続される構造となっている.このため全てのパ
ケットがネットワークに流れてしまうことになる.
そこで対策として図 17のようにネットワークを X端末用とそれ以外用に分けることにする.こうすると X端末
用のネットワークには X端末への通信だけが流れるようになりネットワークの負担も滅り本来の性能を充分に引
き出すことが可能になる.さらにX端末の数を考えてX端末用のネットワークも適当に分ける必要があるだろう.
例えば図 17の様に 2つに分けた場合だと， X端末全体への通信が2分される.
(X，WS)氾
(X，WS)/2 
，-(X，WS)+(WS，WS) ??
???
図 17:ネットワークの細分化
さらにサーバ側のネットワークに流れるパケットを扱うために，サーバ側のネットワークをlOOMbpsのイーサ
ネットである 100Base-TXに変更しネットワークの性能を上げることが，最も簡単で効果的な解決策となると思わ
れる(図 18).ただこの方法は根本的な解決になっておらず，例えばXの通信が 100Basc-TXの限界近くまで増え
たときには同じ問題が生じる.
それ以外の方法としてはサーバを Xのネットワークに別のルートで接続しXの通信にはそのルートを使用する
といった方法が考えられる.(図 19)この方法は積極的にXの通信とそれ以外を区別している.しかし，ネットワー
クのトポロジーが複雑になる.結局X用の不ツトワークも混んでしまいあまり改善きれないといった問題もある.
367 
(X.WS)氾
(X.WS)/2 
，-(X.WS)+(WS.WS) ???
『
図 18:ネットワークの 100Base-TXイヒ
(X.WS)/2 
(X.WS)々
f 仰S.WS)
(X.WS) 
?
? ? ?
『
図 19:Xの通信用に別ルートを用意する
結ぴ
計算機環境をメモリ，CPU，ディスク，ネットワークに注目し，そのパフォーマンスの測定し，改善方法について検
討した.
測定の結果，近年のハードの低価格化にともなった計算機の増加により負荷が分散され各計算機単体の負荷は低
くなり，逆にそれらを結ぶネットワークが，接続される計算機の増加に伴なって過負荷気味になっている結果を得，
その改善方法として，ネットワークの高性能化と細分化を提案した.しかし，高性能化は本質的な解決策になりえ
ず，また細分化はネットワークを複雑にし，管理をより困難にする可能性をはらんでいる.
今後，ネットワークを管理する為に，ネットワーク全体を測定，管理できるシステムや機構の構築，また異機種間
での互換性を保持するためにそれらの標準化が必要と思われる.
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解析用スクリプトA 
プロセス解析スクリプト
#! /usr/local/bin/gawk -f 
$0 !-/‘ I-USER/{ 
user $1; 
pid $2; 
cpu $3; 
mem $4; 
time_組 d_comm叩 d substr($O. 55); 
split(time_祖 d_command.b. " "); 
A.l 
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time time_2_min(b[1]); 
1 = 1ength(b[1]); 
1 1 > 4 ? 1 + 2: 1 + 3; 
command substr(time_and_command， 1); 
/寧 printb[l]" I "command; *1 
} 
if (time != 0) { 
〉
i user"" pid " " command 
life[i] 1ife[i] < time ? time: 1ife[i]; 
cpu_tot[i] += cpu; 
mem_tot[i] += mem; 
END{ 
for (i in 1ife) 
print life[i]. cpu_tot[i]. mem_tot[i]， i; 
〉
function time_2申min(str){
split(str. a， ";"); 
h = a[l]; 
m a[2]; 
return h 寧 60+ m; 
} 
bash#首hi1e [ 1] d。
> ps aux 
> sleep 600 
> done > ps.log 
bash# gavk -f SCRIPT.FILE ps.log 
このスクリプトの使用方法は psコマンドの結果を格納したファイルを作り， gawkコマンドを用いてスクリプト
を実行し，入力にそのファイルを与えると， (プロセスの所有者，PID，コマンド名)をキーにしてログを採っていた
聞の全てのプロセスに対して実働時間，cpu占有率の合計，メモリ占有率の合計を表示します.
A.2 ロードアベレージ抽出周スクリプ卜
#! lusr/1oca1/bin/gavk -f 
f 
i get_time($l); 
c [i] ++; 
avel[i] += $(NF-2); 
ave2[i] +=事(NF-l);
ave3[i] += $NF; 
maxl[i] = maxl[i] > $(NF-2)? maxl[i];駅前ー2); 
} 
END{ 
for (i in c){ 
print i， ave1[i]/c[i]， ave2[i]/c[i]， ave3[i]/c[i]， max1[i]; 
〉
} 
function get_time(str){ 
} 
split(str，a，":"); 
h a[1] ; 
m substr(a[2]， 1， 2); 
祖ーor_pm substr(a[2]， 3， 2); 
if (祖ーor_pm-/pm/) { 
h = (h != 12)1 h + 12: h; 
}else{ 
h = (h == 12)1 0 h; 
》
return h*100 + m / 60 * 100; 
bash霧 vhile [ 1] do 
> uptime 
> sleep 600 
> done > ps.log 
bash# gavk -f SCRIPT.FILE ps.log 
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このスクリプトの使用方法は uptimeコマンドの結果を格納したファイルを作り， gawkコマンドを用いてスク
リプトを実行し，入力にそのファイルを与えると，時間，その時間の 1分，5分，15分間のロードアベレージを表示し
ます.
A.3 ディスク解析スクリプト
$3・rー/・{
帯 $7= int($7/(1024寧1024))
tot[$5]+=$7; 
子
if ($NF-/.t訂 .gz糾.tgz$1 . tar$1 . tar. Z$I . taz$f) 
x[$5" tar"]+=$7; 
else if ($NF-/.dvi$1 .aux$1 .ps$1 .eps$/) 
玄[$5"TeXout"]+=$7; 
else if ($NF・/.tex$f) 
玄[$5"TeX"] +=$7; 
else if ($NF-/.bak$1 .BAK$I-$I .orig$/) 
x[$5" BAK"]+=$7; 
else if ($NF・/.0$1¥/core$1¥/a.out$J)
x[$5" Progout"]+=$7; 
else if ($NF・/.c$1¥/.h$J) 
玄[$5"C"]+=$7; 
悶D{
for (u in tot){ 
T x[u" tar"]; 
370 
X x[u" TeX"]. 
Xo x[u" TeXout"]; 
B x[u" BAK"]; 
P x[u" Rrogout"]; 
C x[u" C"]; 
print u， int(100*T/tot[u]) ，int(100*X/tot[u]) ， int(100*Xo/tot[u]) ，int(100本B/tot[u])，¥ 
int(100事P/tot[u]) ，int(100*C/tot[u]) ，int(100本B/tot[u]) ，int(tot[u]/1024) 
} 
》
このスクリプトは findコマンドの結果から，各ユーザの持つファイルの合計 (Kbytcs)と，幾つかの種類のファ
イルの合計を出力する.
findコマンドは次のように実行する.
bash# find /home -ls 
/home以下の全てのファイル情報を得る.
bash# find /時mount-ls 
/パーティション上にある全てのファイル情報を得る.
A.4 ネットワーク解析スクリプト
導!/usr/bin/ga百k-f 
# 
# TCPDUHP output (w/z q option) 
# hh:mm:ss.sssssss host.domain.port > host.domain.port: (tcpludp) 1en 
# $l(time) $2(from) $4(to) $5 $6 
帯
# this script output 
# hh:mm host port host port tcp_or_udp access_count tota1_1en 
$0・/-[0-9][0-9]:[0-9] [0-9]/{ 
from_h get_hostn姐 e($2).
from_p get_port($2); 
split($4，a，":"); 
to_h ~ get_hostn祖 e(a[l])• 
sp1it($4，a，":つ;
to_p get_port(a[l]). 
sp1it($l，a，":"). 
hour a[l] • 
min a[2]; 
if (time != hour ":" min){ 
if (t ime -/: /) 
c [time]++. 
time hour":" min. 
》
if ($5・rtcpl-udp/){
〉
count [time" "from_h" "from_p" "to_h" "to_p" "$5] ++ j 
total [time" "from_h" "from_p" "to_h" "to_p" "$5] += $6 j 
〉
END{ 
} 
for (name in count){ 
} 
split(n祖 e.a. " ") j 
七ime a[l] j 
print name. count[name]/c[time]. total[n祖 e]/c[time]j 
function get_hostname(str){ 
split(str. a. "・")j 
str a[l] j 
if (str・/下awn/)
str "pa冒n"j
else if (str -/偽bishopl-nqueenl-rookl‘idecI -icpc /){ 
split(name. a. ". ") j 
str a[l]j 
} 
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else if (str -/-knightl-seimokul拘 inews71-xianI-di祖 ond-spadel禽heartl-clubll-renseil角田e¥
I-fujil-syobul-tak祖 okul-flushl-fakel-dominol働 oldmaidl-napoleonl角jokerl-jackl-komoku¥
I-yanagil-momijil-sakural-bot担 I-kqueenl働npawnll-poker /) 
str "PVS"j 
else if (str -/fuis/) 
stx・ "fuis"j
else if (str -/fukui-u/) 
str "fukui-u"j 
else 
str "etc"j 
return strj 
〉
function get_port(str){ 
return a[split(str. a. "つ]; 
} 
tcpdumpの出力を整形するスクリプトである.このスクリプトは getJlOstname関数の中でホスト名を集合に写
像しているために一般性はない.使用する際には適当に gctllOstnameを訂正する必要がある.
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