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In [l] Steinmetz proved the following theorem: 
THEOREM. Suppose that g is entire, n > 2 is a natural number, and 
A.(z) f 0 and hi(z) f 0 (1 d id n) are each meromorphic functions. Suppose 
further that C:= 1 T(r, hi) = 0( T(r, g)), w h ere T denotes Nevanlinna’s charac- 
teristic function. Zf Cr= 1 f;(g) h;(z) = 0, there exist n polynomials P,(x), not 
all zero such that Cr= 1 Pi(g) h;(z) = 0. 
In [2] the authors, motivated by methods from the theory of trans- 
cendental numbers, substantially simplified the proof of Steinmetz’s 
theorem. While Steinmetz’s original proof depends heavily on Nevanlinna’s 
Second Fundamental Theorem, the proof in [2] avoids the use of Picard’s 
Theorem and exhibits a new elementary approach to factorization 
problems of this type. 
In this paper we shall develop these methods even further and prove the 
following generalization of Steinmetz’s original result. 
Let n 3 2 be an integer. Suppose that g f constant and I++~, for 1 < i < n, 
are entire functions. Suppose that the f, and hi, 1 d id n, are meromorphic 
and that there exist positive reals A and B such that 
1 ’ A>l, B<- 
64n4A’ 
;c, T(r, hi) GAT(r, gh 
* The work of the first author was supported by an NSA Grant MDA904-88-H-2013. 
’ We attach no great significance to the number &. It could be replaced by larger numbers. 
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Suppose each f, is analytic at z = 0 and f;(O) #O; then we prove the 
following: 
THEOREM. Under the above conditions if 
then there exist n functions P;(z, w) each polynomials in % in the variables 
*,, **, ..., $, and w, such that 
i Pi(z, g) h;(z) = 0, 
i=l 
where the P;(z, g) are not all zero. 
We need the following result: 
LEMMA. For i = 1, 2, . . . . n, let Fi $0 be n formal power series in $,w, 
respectively, where ll/i $0 and where the constant term of F, is nonzero. 
There exists an infinite sequence of n tuples of polynomials in $I,, $2, . . . . II/,, 
and w (PI,, P,,, . . . . P,,,,,,) that for each M satisfy the following properties: 
(1) p,,go 
(2) max{deg,P,,; deg,, P,,, . . . . deg,.P,,} <(n- 1)M 
(3) For i, such that, 2<i<n, every P,MFi($i~)-PP,,,,F,($,~), 
where Pi, = P,M($I, $2, . . . . I+!I,?, w) for i = 1, 2, . . . . n, vanishes to at least the 
order nM at w = 0. 
(4) For each i = 1,2, . . . . n, Cl= 1 deg,, Pi, d n4M2. 
We regard each polynomial Pi, as a polynomial in w w’ith coefficients which 
are functions I/I,, *2, . . . . I/I,. 
Proof: Requirement (3 ) imposes (n - 1 )(nM + 1) linear homogeneous 
conditions on the (as yet undetermined) coefficients of the Pi,. By (2) 
there are n((n - 1) M+ 1) such coefficients to be determined so as to 
satisfy these (n - 1 )( nM + 1) linear homogeneous conditions. Since 
n( (n - 1) M + 1) > (n - 1 )(nM + 1 ), it follows from elementary linear 
algebra that for all M, there exists a set of coefficients for the Pi,,, that are 
not all zero, such that (3) holds. 
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We next show (l), that necessarily P,, $0. Otherwise for i= 1,2, . . . . n 
would vanish at w =0 to an order nM which is greater than (n - l)Ma 
deg,. Pi,. Since the constant term of F, is nonzero, this would imply that 
P,,E ... BP nM-O, contradicting the fact that the Pi, are not all zero, 
which we concluded in demonstrating (3). It follows that one can solve for 
the coefficients cik using Cramer’s rule. Though we have fewer equations 
than n unknowns, we can add equations with constant coefficients, i.e., 
(0. $, + . . . + 1 . $i + 0. $i+ I + . . + 0. II/, f 0) to get a square system, 
and thus apply Cramer’s rule. We can ignore the denominator of Cramer’s 
rule, since proportional coefficients are all that we need. Thus we will have 
a set of n( (n - 1) A4 + 1) < n2M equations having nonzero determinant. The 
bound on the degrees in the tij follows, since we have at most n2hI equa- 
tions and the maximal degree in each $, of a coefficient of a ciJ is less than 
nM. Thus (4) is established and the lemma is proved. 1 
Proof of Theorem. In the lemma for i= 1, 2, . . . . n, replace each Fi by,f,. 
Let P,,(g) denote P,, in the lemma with u’= g for i= 1, 2, . . . . n. Set 
and 
GM= i P,&)h, 
i= I 
H, = gpnMG,. 
We prove the theorem by showing that the assumption that no G, is 
identically zero, leads to a contradiction. By hypothesis 
,~,/,(ii~~hi(g)=O~ (1) 
Multiplying the left side of (1) by P,,/gnM and subtracting the result from 
f,(ti, g)H,, we obtain 
P1M(g).fl(til g)h, +C1=2Pi~(g)fr(ti1 g)hi 
-P,M(g).fi(+, g)h, -Cl=, f’dg)fr(tiigh > = 
g 
nM 
=i( PiM(g)fi(lCI1 g)FplM(g)fi(tii8) h,, 
g 
HM 
r=2 11 
(2) 
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By (3) of the lemma and the analyticity of each ,f; at zero = 0, each 
PiMk)fi(lCI, g)--P,M(g)J;(II/,g)h, 
g nM 
is analytic at the zeros of g(z). Since the order of vanishing of the 
numerator at each of the zeros of g is at least nM times the multiplicity of 
that zero, it follows that among the zeros of g(z), f,(l(/, g)H, has no more 
poles, including multiplicities, than occur among the poles of the h,. 
Since f,(O) # 0 and $ I is entire, fr($, g) is never zero at the zeros of g. 
Let S be the set of zeros of g. The function H,,, has no more poles including 
multiplicity in S than occur among the poles of h,. For all poles not in S 
this is still true by definition of G,. Therefore, 
N (Y, H,,,,) 6 i N(r, hi). (3) 
i=2 
Choose p > 0 such that f,fi, . . . . f,, llfi are analytic on IzI d p, and set 
T= {z such that I+; gl < p}. Consider on T the expressions for i = 2, . . . . n 
1 
I /I 
P,M(R)fi(~lg)-PIM(g)f,(lCllg) 
fi($l8) ,IM 
(4) 
g 
These expressions are now shown to be bounded by O(max{ 1, I$,1 })2n4M’. 
It will follow from this fact and (2) that H, is bounded by 
O(max{ 1, I$,1 })2n4MM2 
co @, Ih,j). 
(5) 
On T, l/f(ll/, g) is bounded, so it is just 0( 1). For each i = 2, . . . . n, in (4) 
subtract off from the PiM(g)fi(lC/, g) and the P,M(g)fi($ig), the first nM 
terms of the expansions of PiM(~)fi($,w) and P,,,,,(~)fr($~w), respec- 
tively, about w = 0 evaluated for each i = 1,2, . . . . n at IV =g. The two sub- 
tracted expressions are equal by the lemma (3), since Pi,,,(g) f,($, g) - 
P,,(g) f, ($; g) has order of vanishing nM. Denote the resulting remainder 
terms by Ri, and Ri2, respectively. We divide each of R,, and Ri2 by gnM, 
keeping in mind that gnM can also be written in the forms $;““‘(11/, g)“” 
and $,Y”~($, g)““. We obtain a sum of power series in ei g that are con- 
vergent in T multiplied by polynomials in the $i, having total degree less 
than or equal to n2M+ n4M2. By the lemma (4) ~~=, deg+,Pi,dn4M2 
and by virtue of (2) we get the bound nM+n4M2. Thus (5) has been 
shown on T. 
For each z outside of T, there exists some ir = i(z) equal to one of 
1, 2, . . . . n, such that IGi(z) g(z)1 > p. Using the lemma, if we rewrite each 
P,MIfM and Pidg nM in terms of $i, g, we have in such a case a polyno- 
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mial in (rji, g)) ’ of degree <nM with coefficients in the t,kj of the total 
degree <2n4M2. Thus, by virtue of the original definition of H, = 
C?= 1 ~;Mkh/g~“~ Eq. (5) will hold on all of V. Thus, we will have for 
some constant K (depending on M) 
m(r, H,(z)) d i m(r, hi) + 2n4M2 i m(r, t,bi) + K. (6) 
;= I i= I 
Now (6) combined with (3) yields 
T(r, H,) d i T(r, h,) + 2n4M2 
i= I 
(j, T(r.IL,))+K. (7) 
Assuming that H, f 0 we shall begin to bound m(r, l/H,,,) from below. 
By Nevanlinna’s First Fundamental Theorem, 
for some constant K, independent of r. 
We shall obtain a lower bound BM(r) on m(r, l/H,) such that for some 
choice of M, 
i& B,(r) - i T(r, hi)+ 2n4M2 i T(r, I/I;) = +a. 
r-m ( ,=I i=l > 
Since this contradicts (7) it will follow that 0 = H, = G, and the theorem 
will be proved. 
We begin with the case Ig(z)l > 1. IHMl ~O(lgl-“(maxllC/,I)“2~4 
(maxlh,l)). Thus 
$2 Igl”(max I~,I)~n2M4(maX(hil)~’ 
M 
log + > M log/g1 - n2M4 log max l$J -log max Ihi/. 
I I M 
Thus 
1 2n 
>MG s 0 
1 
I 
2n 
-- 
2n 0 
log maxIhi ~83 
aM(T(r,g))-n2M4 
logmaxjll/J &I 
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This result remains valid for lg(z)l < 1, since in this case, the right side 
terms are all negative or zero. 
All that remains to be done, then, is to show the existence of a natural 
number A4 such that 
7 lim MT(r, g) - i T(r, hi) -2n4M2 i T(r, $,) - i T(r, hi) 
r + ,%I ( ,=I ,=l > ,=l 
-2n4M2 i T(r, tii) 
i= I 
7 = hm MT(r, g)-2 i T( h.) -4 4M2 i T( $.) =co. 
r-J ( j=, r, 1) n ir_, rr 1) 
Y--- 
Since hm, _ r*, T(r, g) = co, it would suffice if 
M-2A-4n4M2B>0, (8) 
where A and B were defined in the initial hypothesis preceding the theorem. 
We note that M - 2A - 4n4M2B graphed as a quadratic in A4 is negative 
near M= co. Thus it is positive on at most a finite interval. We require that 
this interval be to the right of M = 0 and have length at least 1. If M < 0, 
then (8) does not hold. The distance between two real zeros of the quad- 
ratic ax2 + bx+ c is JG/ial. Here, we need Jl - 4(4n*B) 2A/4n2B 
> 1. This is equivalent to (dw/4n4B) A 2 1. Recall that ABn4 < & 
and A 2 1. Thus, it suffices to verify that a/h 2 1 or that 16/$ > 1. 
This proves the theorem. 1 
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