Astronomical image reconstruction is an inverse problem based on the knowledge of the point-spread function (PSF). However, this knowledge is often only partial, and a myopic deconvolution process is required for reaching the estimation of the solution. In this paper we propose a new statistical model which incorporates the presence of noise both on the image of the object to retrieve and on the 'measured' PSF. This technique also takes into account the nonnegativity constraint on the solution and on the PSF. Deconvolution results are presented for simulated data. A comparison between the classical algorithms and that proposed in this paper is given. This method can also be extended when different measures of PSF with different sizes are available.
Introduction
Astronomical image reconstruction involves solving an inverse problem. In general the spaceinvariant image formation system is modeled by a convolution between the unknown desired object and the point-spread function (PSF) which describes the effects of the optical elements, for example, lenses or mirrors which limit resolution and introduce aberrations [1] . Usually, one supposes to know the PSF and, if any, the background. In this case one deals with a linear direct model. Nevertheless, in most cases the PSF is unknown or poorly known.
Such a function can be estimated from the observation of one (or more) single star visible in the neighborhood of the object to retrieve. However, enough bright stars are not always visible close to the object, and in these cases, by supposing that we can observe at least one single star of low intensity, the measure of the PSF becomes particularly noisy. With such a PSF the linear model results are very approximate and so the usual deconvolution approach is then put to severe test.
In this case, the image reconstruction problem is more complicated since it needs to estimate the PSF as well as the object. This problem is well known in astronomical image reconstruction, and it is called 'myopic' deconvolution in opposition to 'blind' deconvolution, since there is a little knowledge, even if imprecise, of the PSF [2, 3] . It was considered in particular by researchers working on the restoration of images observed with ground-based telescopes, and hence, when the PSF also models the aberrations due to the presence of the atmosphere [4] . In the literature there are some works in which the restoration is performed without any information on the PSF, as in [5] , and other works, for example [6, 7] , in which a solution is proposed in a Gaussian statistical framework by adding some regularizing functionals which take into account the a priori knowledge on the PSF and, if any, on the object. In this work we present a new deconvolution method based on the knowledge of an image of the object and an image of the PSF both corrupted by Poisson noise, without prior information on the PSF or on the object.
After passing through the optical elements (lenses or mirrors), the light beams are stored in pixels by charged-coupled-device cameras. As a consequence, each image is acquired as a table of numbers and we denote by y = {y(n)} n∈N the detected image, where n is a pair of indexes which denotes the pixels, and |N | is the total number of pixels. Moreover, we denote by h = {h(n)} n∈N the PSF describing the effect of the optical components and, possibly, the acquiring distortion due to the atmosphere. Finally, we denote by x = {x(n)} n∈N the unknown object to be retrieved. b y is the (known) constant background. In astronomical image reconstruction, the image formation model is
where * is the convolution product, and P(ξ ) represents a Poisson random variable with the parameter ξ . These |N | variables are assumed to be statistically independent. The elements h(n) are non-negative and their sum is 1. More in general, such a discrete convolution product can be represented as a row-by-column product between a block circulant matrix and a vector, that is H x(n) = Xh(n) = h * x(n), where H = circ(h) and X = circ(x) are the block circulant matrices associated with the vectors h and x, respectively. In terms of the block circulant matrix the above-mentioned properties of h become H (n, m) 0 for all (n, m) ∈ N × N and |N| m H (n, m) = 1. These considerations will be useful in the following. In order to reconstruct the object x from its image y, the major drawback is the estimation of the PSF. Usually h can be estimated by a single star extracted from the same y or from another image. Then in this case, for h holds the relation
where k is the image of the observed star and λ is its 'intensity' over the background b k . A common estimation of h consists in subtracting the background b k from k, clipping to 0 the negative values, and finally normalizing the result. We formalize this procedure by defining the set A of admissible PSF as follows:
and when χ(n) = 0 for at least one index n, a projection operator on this set
This is not the usual metric projection of χ on A, even if it is widely adopted by astronomers. Moreover, P A (k−b k ) is an estimate of h which does not correspond to the maximum likelihood estimation (MLE) of h in equation (2) constrained to the admissible set A. Indeed, this MLE is the solution of the following non-convex minimization problem:
where
This problem can be reformulated as an unconstrained minimization problem, by taking the functional
where α = {α(n)} n∈N and β are N + 1 parameters according to the Lagrangian multipliers theory in the case of N bilateral and one unilateral constraints described in equation (3) . The minimum exists because of the convexity of the unconstrained functional and the convexity of A. It has to satisfy the Karush-Kuhn-Tucker (KKT) conditions [8] which imply that h(n) = 0, or
for every n ∈ N. By computing the scalar product between the vector on the left-hand side of equation (6a) and h(n) and using equations (6c) and (6f ) we get an explicit expression for β, i.e.
Substituting the value of β in equation (6a), multiplying element-wise by the vector h(n) and exploiting again equations (6c) and (6f ), we obtain
Moreover, the minimum condition on λ is given by computing the scalar product between the vector on the left-hand side of equation (7) and the constant vector 1, and using equations (6b) and (6c), one gets
Equations (6d), (6e), (7), (8) are the necessary conditions for (λ, h) to be a constrained solution of the problem in equation (5) . One can numerically prove that these conditions are not verified if we put h = P A (k − b k ) and so the projection P A (k − b k ) does not give a constrained MLE. The paper is organized as follows. In section 2 we present a new statistical nonlinear model well suited for these myopic deconvolution problems. The ML approach leads to a minimization problem and we discuss the geometric properties of the functional to be minimized. In section 3 we describe the iterative algorithm which follows from the new model by applying the split gradient method (SGM) [9] and we discuss its properties. Section 4 shows some applications of this deconvolution method and the improvement that it provides in reconstructions. Section 5 is dedicated to possible extensions of the method and to some concluding remarks.
Formulation of the joint deconvolution approach
To retrieve the object which has generated y we propose an alternative approach. It consists in considering the image formation model composed by the two equations relative to y and k, i.e.
Clearly, the unknowns of this system are the object x(n), the PSF h(n) and the star magnitude λ. Moreover the presence of the products H x and λh makes this model nonlinear. We assume that the different Poisson variables are independent of each other. This assumption is in agreement with two different ways of measuring the PSF. The first is when the PSF is measured after or before the data, and hence two different images are stored. The second is when, as we note in the introduction, the image of the PSF is extracted from the data, and the region of the data to be reconstructed does not overlap the extracted PSF region.
Then, the MLE method, applied to the joint probability density function of the system (9), leads to minimize the functional
This functional is the sum of two generalized Kullback-Leibler divergences, and it provides a measure of the discrepancy between the pair of the detected images Proof. Both these facts depend on the properties of the function
It is non-negative for all p, q > 0 and this proves the boundedness from below. Moreover, the limit to infinity lim
Thanks to the bounded and coercive properties, functional (10) admits at least one absolute minimum, so the existence of solutions of the MLE problem on D is satisfied. The ML problem also admits solutions on C, because J is continuous and C is closed. Clearly, the absolute minimum on D is attained when (x, h, λ) is such that
and hence the value of J (x, h, λ) is 0. If H is circulant, a simple condition guarantees the uniqueness of this trivial solution except for a multiplicative factor. To show it we need to introduce a definition.
Definition 1. We say that an image x is a full frequency (FF) image if each component of its Fourier transform is non-zero.
A characterization of this definition in terms of the block circulant matrix associated with the image is as follows: an image x is a FF image if and only if its circulant block matrix X = circ(x) is non-singular. Moreover, an image that is not FF has very particular features. For a characterization of non-FF images in the one-dimensional case, see [10] .
Proposition 2. If k and y are FF images, the solution of the ML problem in D is unique except for a multiplicative factor.
Proof. If k is a FF image, the second equality of equations (11) implies that h is an FF image, and hence H is invertible. We can rewrite equations (11) in the following form:
This is a λ-parameter family of solution and hence we can define an application
h, γ λ , for every γ > 0, which maps solutions into solutions.
is another solution of the same problem.
We remark that in the hypothesis of proposition 2 there is only one solution of the ML problem in D which satisfies the normalization condition on the PSF. Indeed, this condition
The presence of noise on k and y gives rise to two important facts. Firstly, k and y are in general FF images, and this property can be easily verified since k and y are measured data. Secondly, the images x * and h * which form the minimizer (x * , h * , λ * ) of J have in general several negative components. Hence, these solutions of the ML problem do not belong to the non-negative cone C. Now we show that J, even if it has absolute minima, is not convex.
Lemma 1. Let a, b and c be vectors. Let A and B be the circulant matrix associated with a and b, respectively. The following relations hold true:
where the horizontal bar and the squared term indicates the element-wise vector division and multiplication, respectively.
Proof. The proof is an obvious consequence of computation. For the second relation we need to take into account the symmetry of the product between a circulant matrix and a vector.
Proposition 3. The Hessian H J (x, h, λ) of functional (10) can be written as a block matrix
⎛ ⎜ ⎜ ⎜ ⎝ H T z 2 y d H X T z 2 y d H + (1 − Z) 0 H T z 2 y d X + (1 − Z) T X T z 2 y d X + λ 2 k w 2 d 1 − b k k w 2 0 1 − b k k w 2 T n h 2 (n) k(n) w 2 (n) ⎞ ⎟ ⎟ ⎟ ⎠ , where z(n) = y(n) (H x+b y )(n) , w(n) = k(n) (λh+b k )(n)
, Z is the circulant matrix associated with z and [v] d indicates the diagonal matrix generated by the vector v.
Proof. We begin by computing the first derivatives. We have
The second partial derivatives of J are computed using relation (12a). We have
To compute the cross derivatives we apply the product rule, and we take into account the relation H x = Xh. Using relation (12b) we have
where we have applied equation (12a) to the first term and equation (12b) to the second one. All other computations are obvious.
Proposition 4. Function (10) is separately convex in x, h and λ but is not jointly convex in these variables.
Proof. It is an obvious consequence of proposition 3. In fact the blocks on the diagonal of H are positive semidefinite quadratic forms for all (x, h, λ). Instead, the nonzero blocks out of the main diagonal are not definite.
Up to the present analysis, function (10) admits minima but is not convex. Now we show that if there are other stationary points in D in addition to the trivial minimizer (11), they are formed by images that are not FF. (10) 
Proposition 5. Let k be a FF image. All the stationary points (x
* , h * , λ * ) in D of functional
belong to the set defined by the intersection of the two hyper-surfaces of the equations
Moreover, except the trivial minimizer (11) , the others consist of at least one non-FF image.
Proof. The stationary points are given by the vanishing of equations (13a), (13b), (13c). We suppose that h is a FF image. In this case, the block circulant matrix H T is invertible and hence the gradient (13a) vanishes only if H x + b y = y. Consequently the vanishing of (13b) implies that
λ and this is consistent with the assumption, since k is a FF image. The vanishing of (13c) is then satisfied automatically. This proves that there is only one stationary point with h FF image. Now, we suppose that h is not a FF image. We consider a constant vector c such that H c = b y . It exists since H is circulant and b y is constant. By computing the scalar product between x+c and the vanishing gradient (13a) we obtain
and the second formula of the statement follows. Moreover, by computing the scalar product between 1 and the vanishing gradient (13a) we obtain
and the first formula of the statement follows.
All these theoretical results concern the stationary points of functional (10) on its domain D. In the case that functional (10) is constrained on C, proposition 1 ensures that an absolute minimum exists. A minimizer (x * , h * , λ * ) of the constrained functional can be an unconstrained stationary point in the interior of the cone C, or a point which belongs to the frontier of C. It is the solution of the following minimization problem:
where J (λ, h, x) is defined in equation (10) . The Lagrangian function of this constrained problem is defined by
where α = {α(n)} n∈N , β = {β(n)} n∈N , γ are the Lagrange multipliers. Writing the KKT conditions as done for the problem in equation (5), we have
By expliciting α, β and γ from equations (14a), we can rewrite equations (14d) as fixed point equations, and the KKT conditions become
where vector multiplications and divisions are given element by element. Since the functional constrained on C admits an absolute minimum, the system (15) has to be verified by some given point in C. In the next section we propose an iterative algorithm to find the points which verify equations (15) . We base the construction of this algorithm on the SGM [9] getting a non-negative estimation of the solution of problem (9).
The iterative algorithm
Thanks to the results of the previous section the minimization of (10) on the non-negative cone C has at least a solution, and this solution has to satisfy the system (15) . These conditions can be expressed as fixed-point equations through the use of the SGM. This method consists in splitting the gradient ∇J into two parts, i.e.
where V (x, h, λ) is positive and U(x, h, λ) is non-negative. The split is not unique and influences the convergence rate of the algorithm. A good choice for this split is given by taking
where both U and V are composed of three blocks which are respectively the split of the differentiation on x, h and λ, that we briefly name U x , U y , U λ and V x , V y , V λ . In general, thanks to equation (16), we can write the system (15) in the following equivalent way:
where T is the operator
Finally, by applying the method of successive approximations to the fixed points of the operator T, we obtain the joint myopic (JM) algorithm
Since the operator T is not a contraction, the convergence of this algorithm cannot be deduced from general theorems of fixed point theory.
Remark 1.
The algorithm is a scaled-gradient method, with step size μ = 1, since it can be written in the following form:
With this remark we can get the convergence of the algorithm with a simple application of the Armijo rule on the step size μ. This additive form is common to all the algorithms derived from the SGM, but this specific problem has an intrinsic characteristic that makes this observation very useful. Indeed, this algorithm retrieves simultaneously both x and h. Hence we can consider three different step sizes, μ x for that which concerns the reconstruction of x, and μ h for that which concerns the reconstruction of h and μ λ for the reference star intensity λ. If we take μ x , μ h and μ λ smaller than 1, at each iteration the images automatically are non-negative. In our experiments we use the additive form of the JM algorithm, i.e.
Remark 2. If the backgrounds b y and b k are zero, for the estimations (x, h, λ) generated by the algorithm the following relations hold true:
If we initialize with an h of flux 1, and with an x having the same flux of y, i.e. and
for every i.
The algorithm can be initialized with the vector (x 0 , h 0 , λ 0 ), where x 0 is a constant image with flux equal to that of y, h 0 is given by the projection P A (k − b k ) as in equation (4) and
Numerical experiments reveal that the algorithm is rather sensitive to a rough initialization of the PSF. Indeed, when we initialize with a constant PSF (that is a non-FF image) we cannot get satisfactory estimation of x and h.
Numerical experiments
The two classical algorithms to reconstruct images in the case of Poisson noise are the Richardson Lucy (RL) [11, 12] and the blind deconvolution (BD) based on RL [13] .
The first requires the knowledge of the PSF, and provides an estimation of the object x having fixed h. In the case b y = 0 it is convergent and this is proved in [14] . It provides quite good estimations of x even if one uses an approximate PSF. If a measure of h is available, the usual method to get an estimation of the PSF is that described in the introduction. Following the previous notation the RL algorithm becomes
The standard initialization for the object is a constant value, i.e The second leaves aside the knowledge of the PSF, and, like the JM deconvolution, estimates both x and h. One can easily see that BD is a particular case of JM. Indeed we can write this algorithm as
and hence it has the same form of the JM algorithm when one does not have a measure of the PSF, i.e. when k = 0. Hence, the JM algorithm differs from the BD mainly for the estimation of λ and for the term depending on k in the estimation of h, i.e.
This 'correction term' will be discussed below. The BD algorithm is usually implemented by performing a given number of iterations, say n x , on x with h fixed, followed by a given number of iterations, say n h , on h with x fixed. The convergence proof is given in [15] when n x = n h = 1. One can verify that, when n x = n h , this approach provides negligible differences in results respect to that used in this work, expressed in equation (18). Moreover, one can remark that the parameters n x and n h play exactly the same role of μ x and μ h respectively, when the JM algorithm is expressed in its additive form as in equation (17).
We performed our numerical experiments with all three algorithms: JM, RL and BD. These experiments intend to simulate, as far as possible, a real astronomical observation in order to check and compare the numerical accuracy of the new JM method with respect to the classical RL and BD. These algorithms have no claim to deconvolve images as best as possible, but serve to be compared. For this reason, we do not introduce regularization in terms of regularizing functional but we regularize the solution as simple and less invasive as possible, i.e. by stopping the iterations when the reconstruction error reaches its minimum value. We consider all the components that have an effect, as the background, which is relevant in infrared observations. In table 1, we summarize the data and the unknowns for each considered algorithm.
All our experiments are performed using an in-house code written in Python, which has been developed for these simulated image deconvolutions. All images we use can be found at http://www.dima.unige.it/∼benvenuto/JMD.zip.
The key parameter for a quantitative comparison is the reconstruction error, which we compute in a different way for different kinds of images. Indeed, we report the results obtained for two astronomical objects: a diffuse object, the galaxy NGC5979, known as the Crab nebula and reduced in size to a 256 × 256 array; a sparse image, a star cluster consisting of 20 stars, with a distribution described by a Gaussian function with respect to the centroid of the cluster. We have considered these two cases to give an idea of the generality of the JM method, which, as RL or BD algorithms, can be applied to any kind of image. Instead, in the literature one can find several works about myopic deconvolution, but its applicability sometimes is limited to sparse objects [16] .
The reconstruction error is computed at each iteration as the root mean square (RMS) error, that is
n) between the object and the reconstructed image in the case of the diffused images, and as the arithmetic mean of the RMS errors computed in 3 × 3 neighborhoods of every single star in the case of the sparse images.
We also considered several different PSFs. Since we obtained similar results in all cases, we report only those obtained with a specific PSF and we show only two, among the many examples we have investigated. Indeed, the conclusions that can be derived from these two examples also apply to all others. The PSF used in the following experiments is an Airy function, shown in the left panel of figure 1 , and therefore it can be the ideal PSF of a given telescope.
Moreover, we generated an image of a single star in order to have a measure of a noisy PSF. With respect to the statistical model (9) we multiply the Airy PSF by the height of the star λ = 10 6 . Then we add a small constant background b k = 10. Next, we perturbed the resulting image with Poisson noise (from photon counting). Its numerical values range from 0 to 345. The pictures of the single star of size 256 × 256 pixels are shown in the right panel of figure 1 . In the standard approach such a single star serves simply to get a measure of the PSF, and it is normally considered, except for the projection P A , as it were the 'true' PSF. Instead, in the myopic approach k has a double role: firstly, k plays the role of measured image, as well as y, and secondly, First, we perform the inversion of the Crab Nebula, by means of the RL, BD and JM algorithms. To simulate what happens in astronomical observations, we assume that we do not know the ideal PSF, but only its image k over a known background b k = 10. Hence, we initialize the RL algorithm as we have described in equation (4) and we consider P A (k − b k ) as a reliable measure of the PSF. This same measure is the initialization h 0 for the BD and the JM algorithms. The result of the RL deconvolution is shown on the left of figure 3 and it corresponds to the image that minimizes the reconstruction error. Its dependence of the number of iterations is shown in the same figure (right-hand side) . In this case, the BD algorithm gives an estimation of the object very similar to that of the JM algorithm, and so it is not necessary to show it. This happens since the flux of y is 100 times greater than the flux of k, and hence the correction term (19) of the JM algorithm with respect to the BD is negligible. This fact will be further discussed in the next section. In this reconstruction, we use the additive form of the algorithm, with μ x = 0.3, μ h = 1 and μ λ = 1. It is well known that the RL algorithm is quite robust with respect to PSF imperfections, but in this case, the imprecise measure of the PSF does not allow the RL method to make a significant enhancement in the deconvolution process. The situation is different for the JM and BD methods. In fact, these algorithms, starting from the same rough estimate, reconstruct the PSF simultaneously with the object. This feature permits both JM and BD methods to provide a better reconstruction. Figure 3 shows the image reconstructed with the JM method that corresponds to the smallest reconstruction error. It is evident that the image details of the Crab are more pronounced. Especially the stars on the right side of the image are now clearly visible.
In the same way, we perform the inversion of the star cluster, by means of the RL, BD and JM algorithms. The results of the RL and the BD methods are shown on the left side of figure 4. They correspond to the estimations that minimize the reconstruction error during the iterative process which is shown in the same figure (right side). For the BD algorithm, the reconstruction is obtained setting n x = n y = 3. In this case, the situation is inverted. The BD algorithm is less efficient than RL. It changes iteratively the PSF, which very early becomes a discrete delta function. This happens when the BD algorithm performs the reconstruction of sparse objects. This characteristic of the BD method stops the reconstruction. If one wants to avoid this drawback in the BD algorithm, one can take n x > n h , but as n x /n h increases, the reconstruction provided by the BD algorithm gets closer to the RL reconstruction.
However, these two algorithms do not reach the photometric values reached by the JM algorithm. Indeed, the JM method, starting from the same measure of the PSF, makes a better reconstruction of the object. We have performed the reconstruction by means of the multiplicative JM algorithm (μ x = μ h = μ λ = 1). Figure 5 shows the reconstructed image that corresponds to the smallest reconstruction error. It is evident that the stars are well deconvolved, and almost all the stars are not spread over a region larger than one pixel. Moreover, we can note that the photometry of this reconstruction with respect to that of the original object is much better than that of the other reconstructions. This is also confirmed by the minimum value of the reconstruction errors: about 85% for the RL algorithm and about 60% for the JM one.
Concluding remarks
We have shown that the JM algorithm, in the case of the reconstruction of diffuse objects, provides estimations of the object which, from a numerical point of view, are very similar to the BD reconstruction. As we remarked in the previous section, when we deal with the Crab Nebula reconstructions, this depends on the fact that the flux of the diffused object is much greater than the flux of the measured PSF. The experimental results have confirmed that the importance of the correction term (19) in the JM algorithm depends on the ratio between the flux of y and the flux of k. This ratio is widely variable and is in favor of y when y is a diffused image, and vice-versa, when y is for example a star cluster. Moreover, we have shown that when we perform a JM deconvolution on a star cluster, with flux up to that of the measured PSF, we obtain a much better result. In general, one can obtain this enhancement when the flux of the object is of the same order of magnitude of the flux of the PSF.
Finally, we remark that this method can easily be extended to the case where more than one measure of the PSF is available . If k 1 , . . . , k p are different measures of the PSF we can state the following equation system:
and so, if every random variable is independent of each other, straightforward application of SGM to the new ML functional, derived from the previous system, leads to a JM algorithm with p different correction term (19) in the PSF update equation.
Moreover the JM method can also be applied when the measure of the PSF is restricted to an area smaller than that of the object to retrieve. A well-known case is when the image has a region of interest that is smaller than the complete image, and in the remaining part of the image there is a single star. Usually this single star is smaller in size of the region of interest. By making the space-invariant hypothesis for the PSF, one can consider the single star as a measure of the PSF.
Naturally these two remarks can be merged together and so the algorithm can be extended to the case of different measures of the PSF with different sizes. An interesting case is when the image has more than one single star out the region of interest. In this case the correction term (19) of the JM method grows up with the growth of the number of stars considered, as well as the attainable information.
