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VECTORIAL DRINFELD MODULAR FORMS OVER TATE
ALGEBRAS
F. PELLARIN & R. PERKINS
Abstract. In this text, we develop the theory of vectorial modular forms
with values in Tate algebras introduced by the first author, in a very special
case (dimension two, for a very particular representation of Γ := GL2(Fq[θ])).
Among several results that we prove here, we determine the complete structure
of the modules of these forms, we describe their specializations at roots of unity
and their connection with Drinfeld modular forms for congruence subgroups
of Γ and we prove that the modules generated by these forms are stable under
the actions of Hecke operators.
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1. Introduction
It might be surprising at first sight, to read that the origin of the present paper,
and of the functions of the title, in fact goes back to the article of Kaneko and Koike
[19]. The main idea is that the contiguity relations associated to the differential
equations of hypergeometric type introduced therein are formal analogues of certain
linear, homogeneous twisted Frobenius difference equations satisfied by vectorial
modular forms with values in Tate algebras.
The following very particular classical example can guide the reader in quest of
analogies with the classical world of complex valued elliptic and modular forms.
Consider indeed the vectorial function
z 7→
(
η1(z)
η2(z)
)
, ℜ(z) > 0
associating to z in the complex upper-half plane, the fundamental quasi-periods
η1(z), η2(z) of the lattice zZ + Z which is also a vectorial modular form for the
group SL2(Z).
The analogue of this map in the settings of first author’s paper [28] has a defor-
mation (in our terminology) into a weak vectorial modular form with values in the
standard one dimensional affinoid algebra (also called Tate C∞-algebra) T = Ĉ∞[t],
where C∞ is the complete, algebraically closed field ̂Fq((θ−1))ac (completion of an
algebraic closure of the local field K∞ := Fq((θ
−1))) and where the completion of
C∞[t] is taken for the Gauss valuation, trivial over Fq[t].
The above deformation is in fact deeply connected with a family of non-singular
2 × 2 matrices Ψ(z, t) with entries in T, for z a modular parameter, which occur,
for z fixed, as fundamental matrices of certain twisted Frobenius difference linear
systems associated to Anderson’s t-motives associated to the lattice Az + A with
A := Fq[θ], and described in [25]. In the paper [27], all the elements are given to
track the above mentioned analogy.
In the classical theory of vectorial modular forms for SL2(Z) or for its congruence
subgroups (the reference [23] is perhaps the closest one to the scope and spirit of
the present paper, but the literature is by far more vast), natural generalizations of
Eisenstein series, Poincare´ series etc. occur. Similarly, we can easily construct such
series in our framework, but as far as we can see, no classical analogue of Anderson’s
matrix function Φ(z, t) has been observed. Since moreover, these functions have
been used in a crucial way in [28] to obtain certain new functional identities between
zeta-values in T (see also the subsequent works [1, 2]), we think that there are
sufficiently many reasons to deepen the study of vectorial modular forms (abridged
to VMF in all the following) with values in Tate algebra, in the direction suggested
by the papers [27, 28].
With this paper, we have tried to make the theory of VMF for the representation
ρ∗t . Let Ω := C∞ \K∞ be the Drinfeld upper-half plane as defined in [9]. Explicitly,
a VMF of weight k and type m for ρ∗t is a vector holomorphic function f : Ω→ T
2,
in the sense of [29] (see also §2.2.3), satisfying the following collection of functional
equations:
f(γ(z)) = (cz + d)k det(γ)−m−1
(
d(t) −c(t)
−b(t) a(t)
)
· f(z), γ =
(
a b
c d
)
∈ Γ,
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where Γ is the Drinfeld modular group GL2(A), acting over Ω by homographies in
the usual way; the vector function f must also satisfy a growth condition at infinity
(see Definition 3.4). We are going, for fixed k,m, to study the structure of the
T-module of these vector functions.
The paper starts with a review of the basic tools we need to use; the Drinfeld
upper-half plane, Tate algebras, uniformizers etc. (see §2). The Section 3 starts
with the essential definitions of weak vectorial modular form and vectorial modular
form (in our setting) and provides the first examples: vectorial Eisenstein series
and the so-called Anderson generating functions, which however are not, properly
speaking, VMF, but VMF!, that is, weak vectorial modular forms (indeed, the
growth condition at infinity of Definition 3.4 fails). After this, we immediately
state and prove our structure result (Theorem 3.9) which is a refinement of [28,
Proposition 19]. This result is then applied to the computation of a τ -difference
equation satisfied by the Eisenstein series of weight one (in §3.4) and several prop-
erties related to evaluation at t = θq
k
with k ≥ 0 an integer, such as Drinfeld
quasi-modular forms as in [4] (in §3.5), and Petrov’s special families of Drinfeld
modular forms with A-expansion. Other topics explored in this §3 are: an explicit
computation of A-expansions of our vectorial Eisenstein series (in Theorem 3.21),
and Ramanujan-Serre derivatives in §3.7.
In §4, we focus on the intricate interplay between VMF and, via specialization
at roots of unity, Drinfeld modular forms for congruence subgroups of Γ with prime
level. It is precisely at this point that the reader will realize how subtle is the
condition of regularity at the cusp infinity of Definition 3.4. Indeed, this condition
is the weakest possible, ensuring that, given a VMF, the evaluation at roots of
unity of its coordinate functions are Drinfeld modular forms for the group Γ0(P )
for some P , and with character. Interesting specialization properties are known; for
instance, specializing the weight one vectorial Eisenstein series at roots of a prime
P of degree d allows to span a canonical 2d-dimensional sub-vector space of the
space of modular forms for the group Γ1(P ) which are also modular for Γ0(P ) with
a character
Γ0(P )/Γ1(P )→ F
×
qd
,
to only mention one result of this section.
The main result of this Section is thus Proposition 4.12, immediately yielding
the results of §4.3 on specializations of the vectorial Eisenstein series of weight 1 at
roots of unity, and various other results also including powers of primes levels. In
particular, in Theorem 4.23 the reader will find various equivalent characterizations
of the growth condition at infinity, in terms of specializations of VMF! at roots of
unity.
Finally, in §5 we use various properties obtained in §3 and §4 to analyze the action
of Hecke operators on our modules of VMF. Indeed, it is not at all trivial that our
condition of regularity at infinity is preserved under action of Hecke operators, but
this is so (see §5.1). Thanks to this, examples of vectorial Hecke eigenforms are
given in §5.2, notably vectorial Eisenstein series, as detailed in Proposition 5.16.
As a final remark of this introduction, we shall say something about further pos-
sible developments of the theory. For example, we should consider the irreducible
representation
ρs := ρ
∗
t1 ⊗ · · · ⊗ ρ
∗
ts
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for independent variables t1, . . . , ts and the associated VMF
Ω→ T2
s
s ,
with Ts = ̂C∞[t1, . . . , ts]. It would be nice to introduce a suitable condition of
regularity at infinity and generalize our Definition 3.4 in such a way that the results
of the present paper could be extended to this natural setting. This would be very
interesting for the theory of L-values as in [28]. In particular, we address the
following problem, in which it is understood a notion of regularity at infinity which
is compatible with the various specializations at t1, . . . , ts roots of unity and good
behavior of Hecke operators which is unknown at the moment.
Problem 1.1. Let s be congruent to 1 modulo q − 1. Show that the Ts-module of
VMF of weight 1 and type 0 for the representation ρs is free of rank one, generated
by the vectorial Eisenstein series of weight one.
2. Basic tools
Let R be a ring. In all the following, we denote by Matn×m(R) the set of
matrices with n rows and m columns with entries in R. We more simply write Rl
for Matn×1(R). We also denote by R
× the group of the invertible elements of R.
2.1. The Drinfeld upper-half space. Define the set Ω := C∞ \K∞, and equip
it with the imaginary part map
|z|ℑ := inf
κ∈K∞
|z − κ|.
We give Ω the structure of a connected rigid-analytic space by equipping it with
the affinoid open cover Ω = ∪n≥0Ωn, where, for each n ≥ 0,
Ωn := {a ∈ Ω : |z| ≤ q
n and |z|ℑ ≥ q
−n}.
We refer to Ω as the Drinfeld upper-half space, in analogy with the setting over
the classical complex numbers. Indeed, here C∞,K∞ and | · |ℑ play the role of
the complex numbers, real numbers and the classical imaginary part of a complex
number, respectively.
2.1.1. Action of GL2(A) on Ω. The group GL2(A) acts on Ω via fractional linear
transformations (
a b
c d
)
z =
az + b
cz + d
in a way that is compatible with the rigid analytic structure. In other words, the
quotient space GL2(A) \Ω inherits the structure of a rigid analytic space.
2.2. Tate algebra.
Definition 2.1. The Tate algebra T (standard of dimension one) is the com-
pletion of the polynomial ring C∞[t] equipped with the Gauss norm, defined by∥∥∥∑i≥0 fiti∥∥∥ := maxi≥0 |fi|.
We can identify T with the ring of formal series f =
∑
i≥0 fit
i, with fi ∈ C∞
and fi → 0, so that ‖f‖ = supi |fi| = maxi |fi|. It is isomorphic to the algebra
of rigid analytic functions in the variable z over the disk {z ∈ C∞; |z| ≤ 1} and
contains as a subring the ring E of entire functions C∞ → C∞. The isomorphism
is defined by sending the indeterminate t to the variable z.
VECTORIAL DRINFELD MODULAR FORMS OVER TATE ALGEBRAS 5
2.2.1. Anderson twists. The space T comes equipped with a continuous action of the
twisted polynomial ring C∞{τ} determined by the continuous Fq[t]-linear algebra
action τ given by
τ
∑
i≥0
fit
i
 :=∑
i≥0
f qi t
i.
It is well known that
T
τ=1 := {f ∈ T; τ(f) = f} = Fq[t],
see e. g. Papanikolas’ [24].
Viewing C∞ embedded in T via z 7→ z · 1, we observe that the action of τ is an
extension of the q-power Frobenius of C∞.
2.2.2. Tτ=1-valued representations. We define the Fq-algebra map χt : A→ Fq[t] ⊂
T via θ 7→ t. Occasionally, we shall also write a(t) in place of χt(a). We observe
that the invariant elements Tτ under the action of τ are exactly those of the ring
Fq[t], and thus we consider χt as an extension of the notion of Dirichlet character
with values in T, see [2] for more on this point of view.
The character χt gives rise to the representation ρt : GL2(A)→ GL2(Fq[t]) given
by (aij) 7→ (χt(aij)), and we write ρ
∗
t : GL2(A) → GL2(Fq[t]) for ρt followed by
taking inverse and transpose; i.e. ρ∗t (aij) := ρt(aij)
−tr, for all (aij) ∈ GL2(A).
Explicitly:
ρ∗t
(
a b
c d
)
:= δ−1
(
χt(d) −χt(c)
−χt(b) χt(a)
)
,
where δ := ad− bc ∈ F×q is the determinant of (
a b
c d ).
Together with the representations ρt and ρ
∗
t , we also need a symbol to designate
the trivial representation
1 : GL2(A)→ {1}
which sends any γ ∈ GL2(A) to 1 ∈ T.
2.2.3. T-valued rigid analytic functions. Let
u(z) :=
1
π˜
∑
a∈A
1
z − a
be Goss’ uniformizer for the cusp at infinity on Ω, where
π˜ := −ιθθ
∏
i≥1
(
1−
θ
θqi
)−1
(2.1)
is the fundamental period of the Carlitz module, and ιq−1θ = −θ is a fixed element
of Carlitz θ-torsion. We refer to [9] for the basic theory of Drinfeld modular forms.
In particular, we will adopt the same notations and terminology of ibid. The have
the quasi-modular E form of weight 2 type 1 and depth 1, the modular form h
of weight q + 1 and type 1 (a Poincare´ series), and the modular form g of weight
q− 1 and type 0 (an Eisenstein series). The C∞-algebra of Drinfeld modular forms
is equal to C∞[g, h] and isomorphic to a polynomial ring in two indeterminates
with coefficients in C∞. More precisely, the functions E, g, h have the following
properties.
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The function g is proportional to an Eisenstein series (see [15, Section 2] and [9,
Section (6.4) p. 683]):
g(z) = π˜1−q
∑′
a,b∈A
(az + b)1−q.
We recall that g modular of weight q − 1 means that for all γ =
(
a b
c d
)
∈ Γ and
z ∈ Ω:
g(γ(z)) = (cz + d)q−1g(z).
Moreover, there is a locally convergent u-expansion whose first terms are:
(2.2) g(z) = 1− [1]v − [1]vq
2−q+1 + · · · ,
where [1] denotes the polynomial θq−θ and v = uq−1 (that is, convergent for z ∈ Ω
such that |u| is small enough, with u = u(z)).
As for the function E, it can be defined by the conditionally convergent series
[9, p. 686]:
E(z) = π˜−1
∑
a∈A+
∑
b∈A
a
az + b
,
where A+ denotes the subset of monic polynomials of A. It is easy to show that
for γ ∈ Γ as above,
(2.3) E(γ(z)) = (cz + d)2 det(γ)−1
(
E(z)−
c
π˜(cz + d)
)
,
with u-expansion
(2.4) E(z) = u(1 + vq−1 + · · · ).
For the function h, finally, we have, by using a variant of Ramanujan’s derivative
of modular forms:
h(z) = ∂g(z) = π˜−1
dg(z)
dz
− E(z)g(z),
as in [9, Theorem (9.1) p. 687]. We verify that for γ ∈ Γ as above,
h(γ(z)) = (cz + d)q+1 det(γ)−1h(z)
and there is a u-expansion defined over A:
(2.5) h(z) = −u(1 + vq−1 + · · · ).
We have, for z ∈ Ω such that |u(z)| is small enough, series expansions with
coefficients in A, locally convergent at 0 (with u = u(z) and v = uq−1):
E(z) = u
∑
n≥0
ǫnv
n,
g(z) =
∑
n≥0
γnv
n,(2.6)
h(z) = u
∑
n≥0
ρnv
n, ,
and ǫ0 = γ0 = 1, ρ0 = −1. See [9] for proofs and more properties.
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Definition 2.2. 1. A function f : Ω → T shall be called rigid analytic on Ω if,
for each n ≥ 0, the restriction of f to Ωn is the uniform limit of a sequence of
rational functions in T(z) with no poles in Ωn. The set of such functions is denoted
Hol(Ω,T).
2. A rigid analytic function f : Ω → T shall be called tempered (at infinity) if
there exists a non-negative integer n such that u(z)nf(z) → 0 as |z|ℑ → ∞. We
write THol(Ω,T) for the space of all such functions.
3. For all positive integers l, we extend the definitions of rigid analytic and
tempered to vector valued functions F : Ω→ Tl by requiring that each coordinate
function be rigid analytic or tempered, respectively, and we write Hol(Ω,Tl) and
THol(Ω,Tl), respectively.
2.2.4. Convention. For a tempered, periodic, rigid analytic functionH ∈ Hol(Ω,Tl),
we shall write H ∈ T((u))l (or T[[u]]l, uT[[u]]l, etc. . . ) to mean that there ex-
ists a formal series G ∈ T((u))l (or T[[u]]l, uT[[u]]l, etc. . . ) and n ≥ 0 with
unH(z) = unG(z) for all |z|ℑ big enough (that is to say, for all z such that |u(z)| is
small enough). Explicitly, if we write
G =
g1...
gl

with
gi =
∑
j
gi,ju
i, gi,j ∈ T,
then u(z)nhi(z) = u(z)
n
∑
j gi,ju(z)
j for all i and for all z ∈ Ω with |z|ℑ big enough.
The representative G determines H uniquely since Ω is a connected rigid analytic
space.
2.3. Matrix uniformizers and χt-quasiperiodicity. This section summarizes
results following from the work done in [29]. For all j ≥ 0, we define D0 = 1 and
Dj := (θ
qj − θq
j−1
)(θq
j
− θq
j−2
) · · · (θq
j
− θ), i.e. the product of all elements in A+
of degree equal to j, see [17, 3.1.6]. We set, for all z ∈ C∞,
ec(z) :=
∑
j≥0
D−1j (π˜z)
qj .
Note that, for all z ∈ C∞ \A, u(z) is well-defined, non-zero, and
ec(z) = u(z)
−1.
It is easy to prove that ec is equal to π˜ multiplied by the exponential uniquely
associated to the lattice A ⊂ C∞, that is, for all z ∈ C∞:
ec(z) = π˜z
∏′
a∈A
(
1−
z
a
)
.
Recall that the Anderson generating function for the Carlitz module is defined
for each z ∈ C∞ as
ft(z) :=
∑
j≥0
ec(zθ
−j−1)tj =
∑
j≥0
1
Dj
τ j
(
π˜z
θ − t
)
=
∑
j≥0
π˜q
j
zq
j
(θqj − t)Dj
(2.7)
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by Fq[t]-linearity, we see that
τ j
(
π˜z
θ − t
)
=
π˜q
j
zq
j
θqj − t
.
The second equality is due to the first author and demonstrates that ft is a T-valued
rigid analytic map on C∞ for any choice of z ∈ C∞.
Let
ω(t) := ft(1) =
∑
j≥0
π˜q
j
(θqj − t)Dj
(2.8)
As used in [29], the function z 7→ ω(t)−1ft(z) on C∞ gives an Fq-linear T-valued
rigid analytic extension of the character χt : A → Fq[t] defined above. Thus it
makes sense to write
χt(z) := ω(t)
−1ft(z), for all z ∈ C∞.
We recall that a T-valued function φ : C∞ → T is called E-entire, if for all
z ∈ C∞, the image function φ(z) ∈ C∞[[t]] is entire in the variable t in the sense of
ibid.; the following more precise result about χt is proved therein.
Lemma 2.3. The map χt : C∞ → T is in fact E-entire. It is the unique Fq-linear,
E-entire function satisfying χt(a) = a(t) for all a ∈ A, and
‖χt(z)‖ ≤ max{1, |ec(z)|
1
q } for all z ∈ C∞.(2.9)
Further,
χt(z)|t=θqj = z
qj , ∀j ≥ 0, ∀z ∈ C∞, and(2.10)
χt satisfies the following τ-difference equation,
τ(χt)(z) = χt(z) +
1
u(z)τ(ω(t))
.(2.11)
2.3.1. χt-quasiperiodicity. Recall that there is a group homomorphism
α : A→ GL2(A) given by a 7→ ( 1 a0 1 ) ,
and denote the image of A under this map by ΓA.
In connection, one may study in [29] the E-entire matrix function
Θt(z) :=
(
1 0
−χt(z) 1
)
,
which satisfies
Θt(a) = ρ
∗
t (α(a)),
for all a ∈ A.
We state the following result, which is a direct consequence of the work done
in [29], as motivation for Definition 3.4 and Remark 3.5 below. It is of crucial
importance in all that we do to follow, and it demonstrates the role that χt plays in
giving rise to a uniformizer for the cusp at infinity for the vectorial modular forms
defined below.
Lemma 2.4. Suppose that H : Ω → T2 is a tempered rigid analytic function such
that
(2.12) H(z + a) = Θt(a)H(z) for all a ∈ A and z ∈ Ω.
Then Θ−1t H ∈ T((u))
2. 
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Remark 2.5. We call the coordinate functions of H as in Lemma 2.4 above χt-
quasiperiodic. Observe that the first coordinate is additionally A-periodic.
2.3.2. Uniformizers. Recall the function
ψ1(z) :=
1
π˜
∑
a∈A
χt(a)
z − a
,
introduced in [30] and defined for all z ∈ C∞ \ A. The following identity holds in
Hol(Ω,T):
(2.13) ψ1 = uχt.
as shown in [30, Theorem 1.1]; see [29] for an alternate proof and a generalization
to an arbitrary number of variables t1, . . . , ts.
Further we set
Υ :=
(
1 0
0 u
)
, Ψ1 :=
(
1 0
−ψ1 1
)
.
We have the following immediate, but useful, consequence of Lemma 2.4.
Corollary 2.6. Let H be an element of THol(Ω,T2) satisfying (2.12). The follow-
ing conditions are equivalent:
(ΥH)(z)→ 0 as |z|ℑ →∞,(2.14)
ΥΘ−1t H ∈ uT[[u]]
2.(2.15)
Proof. The equivalence follows from Lemma 2.4 and the identity
(2.16) ΥΘ−1t =
(
1 0
0 u
)(
1 0
χt 1
)
=
(
1 0
ψ1 1
)(
1 0
0 u
)
= Ψ−11 Υ,
a consequence of (2.13).

3. T-valued vectorial modular forms
3.1. T-valued Drinfeld modular forms. Before defining our T-valued vectorial
modular forms, we recall the one-dimensional results from [28] which we use in the
sequel.
Recall the factor of automorphy,
j(γ, z) := cz + d,
defined and nonzero for all γ =
(
a b
c d
)
∈ GL2(A) and z ∈ Ω.
Definition 3.1. A weak T-valued modular form of weight k and typem (mod q−1)
for GL2(A) is a function f ∈ THol(Ω,T) such that
f(γ(z)) =
j(γ, z)k
det γm
f(z) for all γ ∈ GL2(A), z ∈ Ω.
In particular, it follows that f ∈ T((u)). The set of these functions is a T⊗C∞ C[j]-
module, where j = g
q
∆ is the Drinfeld modular j-invariant in the notations of
Gekeler, [9]. We denote this module by
M
m
k (1)
!.
The C∞[j]-submodule of C∞-valued forms are denoted M
m
k (1)
!.
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Further, we denote by
M
m
k (1)
the T-submodule of Mmk (1)
! whose elements belong to T[[u]], and Mmk (1) denotes
the C∞-sub-vector space spanned by the forms which are C∞-valued.
An element of Mmk (1) is called T-valued modular form (of weight k and type m
(mod q − 1)). Finally, any element of Mmk (1) ∩ uT[[u]] is called cuspidal of weight
k and type m (mod q − 1) (or cusp form). The cusp forms of weight k, type m
(mod q − 1) span a T-submodule of Mmk (1) which is denoted by S
m
k (1), and the
C∞-sub-vector space of the C∞-valued cusp forms is denoted by S
m
k (1).
Remark 3.2. We note that, more generally, one may consider Drinfeld modular
forms with values in a general C∞-Banach algebra such as the algebras Bs consid-
ered by Angle`s, Tavares-Ribeiro and the first author in [3] or the multivariate Tate
algebras Ts which are now ubiquitous to the theory.
We have the following result, due to the first author in [28, Lem. 13].
Lemma 3.3. For all non-negative integers k and classes m (mod q − 1), we have
M
m
k (1)
! ∼=Mmk (1)
! ⊗C∞ T.
We deduce that
M
m
k (1)
∼=Mmk (1)⊗C∞ T, S
m
k (1)
∼= Smk (1)⊗C∞ T.
It is well known that the set M =M(1) of all the C∞-valued Drinfeld modular
forms for the group GL2(A) is a C∞-algebra which is graded by weights and types
(the group Z× Z/(q − 1)Z), and that
M =
⊕
k∈Z,
m∈ Z
(q−1)Z
Mmk (1) = C∞[g, h]
(see Gekeler, [9]). We further denote byM(1), or more simply, byM, the T-algebra
T⊗C∞ M . Then, we deduce from Lemma 3.3 that
M = T[g, h].
Now we may define the main object of our interest.
Definition 3.4. 1. We say that a function H ∈ THol(Ω,T2) is a T-valued weak
vectorial modular forms (abbreviated VMF!) of weight k and type m (mod q − 1)
for ρ∗t if the following condition is satisfied:
(3.1) H(γ(z)) =
j(γ, z)k
det γm
ρ∗t (γ)H(z), for all γ ∈ GL2(A) and z ∈ Ω.
We denote the T⊗C∞ C∞[j]-module of such forms by M
m
k (ρ
∗
t )
!.
2. Recall that Υ := ( 1 00 u ). If
(ΥH)(z)→
(
0
0
)
as |z|ℑ → ∞ (see the equivalent conditions of Cor. 2.6), we shall say that H is a
vectorial modular form (abbreviated VMF) of weight k, type m and representation
ρ∗t . We denote the T-module of such forms by M
m
k (ρ
∗
t ).
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3. If, additionally,
(3.2) H(z)→
(
0
0
)
as |z|ℑ →∞,
we shall call H a cuspidal VMF (of the same weight, type and representation as
above). We denote the T-module of such forms by Smk (ρ
∗
t ).
It is easy to see that the T-span of all the T-valued vectorial modular forms of
Mmk (ρ
∗
t ) for all possible choices of k and m is a M-module that we denote by
M(ρ∗t ).
Of course, this module is graded by the weights and the types:
M(ρ∗t ) =
⊕
k,m
M
m
k (ρ
∗
t ),
it is in fact a graded module over the graded algebra M.
Remark 3.5. The condition ΥH →
(
0
0
)
as |z|ℑ → ∞ (condition (2.14) above) may
seem arbitrary at first glance, however, it was chosen very carefully as the “weakest”
condition for which our T-modules of vectorial forms of a given weight and type
have finite rank and are stable under Anderson twists, stable under Hecke operators
and include the Eisenstein series.
We shall discuss below several conditions equivalent with those coming from Cor.
2.6 which we hope makes it clear that ours is a good notion of regularity at the cusp
at infinity for the VMF just defined. We also notice that our condition (2.14) is
intimately related with the choice of the representation ρ∗t . There are several other
representations ρ : GL2(A) → GL2(T) and to each one we can of course associate
T ⊗C∞ C∞[j]-modules M
m
k (ρ)
!; however, we ignore, in such a level of generality,
what could be the good analogue of condition (2.14).
We shall often need to examine the individual coordinate functions of a VMF,
and we introduce the following notation.
Notation. For a column vector H = (h1, h2, · · · , hl)
tr, we write [H]i = hi, for
i = 1, 2, . . . , l.
3.2. Examples and non-examples.
3.2.1. Vectorial Eisenstein series. We define the vectorial Eisenstein series of weight
k for ρ∗t by
Ek(z) :=
∑′
a,b∈A
(az + b)−k
(
a(t)
b(t)
)
,
with the primed summation indicating the absence of the term where both a, b are
zero. These functions may also be defined intrinsically as in [28, §2.4].
It follows by the work done in [28, Prop. 22] that Ek 6= 0 for all k ≡ 1 (mod q−1),
and ΥEk →
(
0
0
)
but Ek 6→
(
0
0
)
as |z|ℑ → ∞. Thus, for such k we have Ek ∈
M0k(ρ
∗
t ) \ S
0
k(ρ
∗
t ).
Below, we shall demonstrate that these Eisenstein series are Hecke eigenforms
with explicit eigenvalues, and we shall have much to glean from their representation
at the cusp at infinity Ek ∈ ΘtT[[u]]. Further, we observe that the map τ : T→ T
induces a (homogeneous) endomorphism
τ :M→M.
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Hence, we can define the skew ring M{τ} whose elements are the finite sums∑
i≥0
fiτ
i, fi ∈ M,
with the product defined by the rule τf = τ(f)τ for f ∈ M. Then, it is easy to see
that M(ρ∗t ) is equipped with the structure of a M{τ}-module, and we prove below
that E1 cyclically generates this module.
3.2.2. Anderson generating functions in rank 2. The following example, which lies
just outside the confines of Definition 3.4, arises from Anderson’s theory of t-motives
and rigid analytic trivializations; see [25].
We recall from (2.8) the Anderson-Thakur function, given here in its equivalent
product form,
ω(t) = ιθ
∏
i≥0
(
1−
t
θqi
)−1
∈ T×,
where ιθ that is the same element of Carlitz θ torsion as in (2.1); see [1] for a
recent overview on the properties of this function. We note that 1/ω is an entire
function of t on C∞ and vanishes, as a function of the variable t, if and only if
t ∈ {θ, θq, θq
2
, . . .}.
Let z ∈ Ω. By the general theory for Drinfeld modules (see e.g. [17, Ch. 4]),
associated to the lattice zA + A ⊂ C∞, one has the entire exponential function
ez : C∞ → C∞ defined by
e
z(w) :=
∑
i≥0
αi(z)τ
i(w)
with αi ∈ M
0
qi−1; the functions αi have been referred to by Gekeler as para-
Eisenstein series [12] due to their similarities with the Eisenstein series E(q
k−1)
of Goss. NB. that our normalizations are slightly different than Gekeler’s, as we
consider the exponential for the lattice Az +A, while he considers the exponential
for π˜(Az +A).
In [27, 28], the normalized Anderson generating functions
d1(z; t) :=
1
ω(t)
∑
i≥0
αi(z)
θqi − t
zq
i
and d2(z; t) :=
1
ω(t)
∑
i≥0
αi(z)
θqi − t
(3.3)
were introduced and studied. These series both define holomorphic functions Ω→
E. We recall from [27, Eq. (2.25)] that
(3.4) d2 = 1− (t− θ)[u
q−1 − u(q−1)(q
2−q+1) + u(q−1)q
2
+ o(u(q−1)q
2
)],
in A[t][[uq−1]]; this series converges for the Gauss norm of T whenever |u| is small
enough. In ibid. the first six non-zero terms of this series expansion have been
computed1.
1This long and difficult computation was pursued by V. Bosser.
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3.2.3. The function d3. We observe that the function
d3 = d1 − χt(z)d2,
which is an entire function C∞ → E, is A-periodic; i.e., d3(z + a) = d3(z) for
all a ∈ A. We shall give a short account of the main properties of this function,
without giving full details.
Setting
ψ := τ(ω)−1
(
1
u
(
d2 +
d2 − gd
(1)
2
(t− θq)uq−1
))
= τ(ω)−1uq−2{(θ − t) + u(q−1)
2
+ (θ − θq)u(q−1)q + o(u(q−1)q)},
it is quite simple, although rather intricate in the computations, to show that d3
further satisfies a linear, non-homogeneous τ -difference equation of order 2:
(3.5) d3 = (t− θ
q)∆τ2(d3) + gτ(d3) +ψ.
From this, we deduce that the u-expansion of τ(ω)d3 begins, for q > 2, with the
following terms:
(3.6) − uq−2(t− θ + (t− θ)uq(q−1)
2
+ o(uq(q−1)
2
)).
If q = 2, the u-expansion of τ(ω)d3 begins with the following terms:
(3.7) t+ θ + (1 + t+ θ)u2 + o(u2).
Further, if q > 2, we have the limit limt→θ d3 = 0 for all z ∈ Ω and d3 is the only
solution of (3.5) with this property. Note that if q = 2, d3 does not vanish at u = 0.
In all cases, it can be proved that d3 is not a modular form.
3.2.4. The Legendre period form. It follows from the work of the first author that
the vectorial function F∗ : Ω→ E2 defined by
F∗ :=
(
−d2
d1
)
is in M−1−1(ρ
∗
t )
!.
We observe, by the definition of d3, that
F∗ = Θt
(
−d2
d3
)
∈ ΘtT[[u]]
2.
However, by (3.4), F∗ fails condition (2.14). In other words,
F∗ ∈M−1−1(ρ
∗
t )
! \M−1−1(ρ
∗
t ).
More generally, if k ≥ q − 1 and q − 1 divides k, the convergent series
E(k)(z) :=
∑′
a,b∈A
(az + b)−k,(3.8)
Goss’ Eisenstein series of weight k, with the notation of [9, (5.9)], is in M0k \ {0}
and the function E(k)F∗ is an element of M−1q−2(ρ
∗
t )
! \M−1q−2(ρ
∗
t ).
Remark 3.6. As we shall demonstrate below, many problems arise for elements
of M−mk (ρ
∗
t )
! whose first coordinate function does not vanish at infinity (which is
only possible for type m ≡ −1 (mod q − 1)). The requirement that such a form
is representable in ΘtT[[u]]
2 is not a property which is stable under the action of
the operator τ or stable under the action of the Hecke operators that we are going
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to introduce later, when the first coordinate function is non-vanishing, whereas
the condition that the form is representable in ΘtΥ
−1(uT[[u]]2) is stable for these
actions. We shall have more to say about this below in the appropriate sections.
3.3. Module structures. In this section we determine the explicit structure of
Mmk (ρ
∗
t ) for k ≥ 0 and m ∈
Z
(q−1)Z as a T-module. To begin with, we give here an
A-expansion for E1 which was the starting point of this collaboration. We generalize
the next result to all non-zero Ek in Theorem 3.21.
Proposition 3.7. The following expansions hold for |z|ℑ sufficiently large:
E1(z) =
(
0
−L(χt, 1)
)
+ π˜
∑
a∈A+
(
−a(t)
χt(az)
)
u(az),
Eq(z) =
(
0
−L(χt, q) +
π˜q
τ(ω)
∑
a∈A+
u(az)q−1
)
+ π˜q
∑
a∈A+
(
−a(t)
χt(az)
)
u(az)q.
Proof. The convergence of all the series involved in the above identities for |z|ℑ big
enough is easily checked by using Lem. 2.3. The first coordinate in both E1 and
Eq was already handled in [28, Lem. 21]. We focus on the second coordinate in E1
and employ the identity ∑
b∈A
b(t)
z + b
= −π˜u(z)χt(z),
which follows from [30, Th. 1.1]. We have∑′
a,b∈A
b(t)
az + b
= −L(χt, 1)−
∑
a∈A+
∑
b∈A
b(t)
az + b
= −L(χ1, 1) + π˜
∑
a∈A+
χt(az)u(az).
This gives the identity above for E1.
Applying τ to both sides of the identity for E1 and using Lem. 2.3 finishes the
proof. 
Remark 3.8. We denote by A+ the subset of A of monic polynomials. It is easy to
see, from [9, Examples (6.4)], that the element
F =
1
θq − t
−
∑
a∈A+
u(az)q−1 ∈ T[[u]]
can be evaluated at t = θ and satisfies
F |t=θ = π˜
1−qE(q−1).
We recall that
L(χt, 1) = −
π˜
τ(ω)
,
so that, applying τ :
L(χt, q) =
π˜q
(θq − t)τ(ω)
.
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Since we have, for the second component of the “constant” term of the previous
expansion of Eq:
−L(χt, q) +
π˜q
τ(ω)
∑
a∈A+
u(az)q−1 = −
π˜q
τ(ω)
(
1
θq − t
−
∑
a∈A+
u(az)q−1
)
,
we notice that this coefficient, although not a modular form, evaluates at t = θ to
the Eisenstein series E(q−1).
The proof of the next result mirrors [28, Prop. 19]. We recall that τ(E1) = Eq.
Theorem 3.9. For each positive integer k and each m (mod q − 1), we have
M
m
k (ρ
∗
t )
∼=Mmk−1E1 ⊕M
m
k−qτ(E1),
as T-modules. Further, Mmk (ρ
∗
t ) 6= {0} if and only if k ≡ 2m− 1 (mod q − 1).
Proof. Consider the matrix
E := (E1, τ(E1)) ∈ Mat2×2(Hol(Ω,T)).
One easily sees that det(E) lies in M1q+1(1)
! (see e.g. [28, Lem. 14]), and from
Proposition 3.7 and Lem. 2.3 we see that this determinant is holomorphic at infinity.
Hence, det(E) is a T-multiple of Gekeler’s
h = −u+ o(u)2.
Because M1q+1(GL2(A)) is free of rank 1 as a T-module, to determine det(E) it
suffices to determine the coefficient of u in det(E). Using Proposition 3.7 again, we
see that this equals π˜L(χt, q). Hence,
det(E) = −π˜L(χt, q)h.
Finally, since ∆ = −hq−1 (by [9, Theorem (9.1)]), we see that det(E) does not
vanish for any z ∈ Ω.
We prove that the left matrix multiplication by E gives an isomorphism
M
m
k−1 ⊕M
m
k−q →M
m
k (ρ
∗
t ),
for each positive integer k and class m (mod q − 1). Let us consider an element
H =
(
h1
h2
)
∈ Mmk−1 ⊕M
m
k−q.
Clearly,
E · H = E1h1 + Eqh2 ∈M
m
k (ρ
∗
t )
!,
and it suffices to check (2.14). We have
ΥE · H = h1ΥE1 + h2Υτ(E1),
and hence ΥE · H → 0, as |z|ℑ → ∞ because we have, from Proposition 3.7, that
ΥE1,ΥEq →
(
0
0
)
, and h1(z), h2(z) are obviously bounded for |z|ℑ big enough.
Conversely, let us choose
G = ( g1g2 ) ∈ M
m
k (ρ
∗
t ).
From (2.16) and (2.15), we obtain ΥG ∈ uΨ1T[[u]]
2. Writing out explicit entries
for E, one sees that the entries of (ΥE)−1 grow at most like u−1 at infinity. Thus
we see that the entries of E−1G = (ΥE)−1ΥG are bounded at infinity. The non-
vanishing condition of the Theorem now follows from [9, Remark (5.8)], finishing
the proof. 
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Remark 3.10. Clearly now, Mmk (ρ
∗
t ) is a free T-module of finite rank for all k ≥ 0
and m (mod q − 1).
The following corollary follows immediately.
Corollary 3.11. Suppose H ∈Mmk (ρ
∗
t ), then τ(H) ∈M
m
kq(ρ
∗
t ).
Remark 3.12. Here we prove Corollary 3.11 directly.
Suppose H = Θt
(
h1
h2
)
∈ ΘtT[[u]]
2. From Lem. 2.3, we obtain
τ(H) =
(
Θt +
(
0 0
(uτ(ω))−1 0
))(
τ(h1)
τ(h2)
)
= Θt
(
τ(h1)
(uτ(ω))−1τ(h1)+τ(h2)
)
.
We deduce that, if h1 ∈ T[[u]], then τ(H) ∈ ΘtT[[u]]
2 if and only if h1 ∈ uT[[u]]. It
follows that, for all non-zero Eisenstein series E(k) as in (3.8) above,
[E(k)F∗]1 ∈ T[[u]] \ uT[[u]].
Corollary 3.13. The M{τ}-module M(ρ∗t ) is cyclic, generated by E1.
As another corollary, we re-obtain the main result of [28], namely Theorem 8
there.
Corollary 3.14. We have E1 = −π˜hτ(F
∗). In particular, this gives analytic
continuation to E1 in the variable t to all of C∞.
Proof. As we have noticed above, we may write
F∗ =
(
−d2
d3 + χtd2
)
,
for some d3 ∈ T[[u]]. Thus,
τ(F∗) =
(
−τ(d2)
τ(d3) + χtτ(d2) + (τ(ω)u)−1τ(d2)
)
,
as follows from Lem. 2.3. Now,
−hτ(d2) = u+ o(u
2) ∈ T[[u]]
and both hτ(d3) and hχtτ(d2) vanish as |z|ℑ →∞. Hence, hτ(F
∗) ∈ M01(ρ
∗
t ). By
the previous theorem, we must have hτ(F∗) is a T-multiple of E1. Comparing the
coefficients of u in the first coordinates, we deduce the result. 
3.4. The τ-difference equation for E1. Of course, one may determine the τ -
difference equation satisfied by E1 from Corollary 3.14 and the τ -difference equation
for F∗, which is well-known (e.g. [28, Proposition 16]). Here we deduce it from the
finite T-rank of the modules Mmk (ρ
∗
t ), which follows from Theorem 3.9 above. We
recall from [9] the A-expansions:
∆(z) =
∑
a∈A+
aq
2−qu(az)q−1 and g(z) = 1− (θq − θ)
∑
a∈A+
u(az)q−1.
Proposition 3.15. We have
τ2
(
1
L(χt, 1)
E1
)
=
(θq − t)∆
L(χt, 1)
E1 + g
qτ
(
1
L(χt, 1)
E1
)
.
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Proof. We have that M0q2−q(1) is the T-span of g
q, and M0q2−1(1) is the T-span of
∆ and gq+1. Thus, it follows from Theorem 3.9 that there exist a, b, c ∈ T such
that
τ2(E1) = (a∆+ bg
q+1)E1 + cg
qτ(E1).
Now, by Theorem 3.21, we see that [τ2(E1)]1 → 0 like u
q2 , as |z|ℑ →∞. Similarly,
[gqτ(E1)]1 → 0 like u
q, [∆E1]1 → 0 like u
q, and [gq+1E1]1 → 0 like u. Thus, we
must have b = 0 above.
Now, [∆E1]2 → 0, and hence we can compare the constant terms of [τ
2(E1)]2
and [gqτ(E1)]2 to determine c. The constant term of the former is −L(χt, q
2) and
of the latter is −L(χt, q). It follows from the equation
L(χt, 1) =
−π˜
(t− θ)ω(t)
that
L(χt, q
2) =
π˜q
2−q
t− θq2
L(χt, q).
Hence,
c =
π˜q
2−q
t− θq2
.
Finally, appealing again to Theorem 3.21, and observing that we must cancel
the uq terms in [gqτ(E1)]1 and [∆E1]1, we conclude that
a = −
π˜q
2−1
t− θq2
.
Renormalizing gives the result. 
A more compact matrix equation will be useful in the sequel. Define the square
matrix
E⋆ :=
(
1
L(χt, 1)
E1, τ
(
1
L(χt, 1)
E1
))
= E ·
(
L(χt, 1)
−1 0
0 L(χt, q)
−1
)
,
with E from the proof of Theorem 3.9, and for a matrix (fij) with coefficients in
Hol(Ω,T), let
τk(fij) := (τ
k(fij)).
The next result follows immediately from the last, and expresses τk(E1/L(χt, 1))
as an explicit linear combination of E1/L(χt, 1) and τ(E1/L(χt, 1)) for all k ≥ 2.
We set
B :=
(
0 (θq − t)∆
1 gq
)
.
Corollary 3.16. For all positive integers k ≥ 1, we have
τk(E⋆) = E⋆Bτ(B) · · · τk−1(B).
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3.5. Evaluations at t = θ, θq , θq
2
and quasi-modularity. We recall the defini-
tion of a Drinfeld quasi-modular form of weight k, type m and depth ≤ l from the
paper [4]. This is a holomorphic function
f : Ω→ C∞
such that there also exist A-periodic holomorphic functions
fj : Ω→ C∞, j = 0, . . . , l,
with u-expansions at infinity in C∞[[u]], and satisfying
f
((
a b
c d
)
z
)
=
(cz + d)k
(ad− bc)m
l∑
j=0
(
c
cz + d
)j
fj(z)
for all
(
a b
c d
)
∈ GL2(A) and z ∈ Ω. We write M˜
≤l
k,m for the C∞ vector space
of functions of weight k, type m and depth ≤ l. In [4, Theorem 1], Bosser and
Pellarin have shown that the full C∞-algebra of Drinfeld quasimodular forms of
all weights, types and depths is exactly the C∞-algebra C∞[E, g, h], which is of
dimension three, and is graded by the weights and filtered by the depths.
Proposition 3.17. Let H :=
(
h1
h2
)
∈ Mmk (ρ
∗
t ). If for some positive integer j the
function H may be evaluated at t = θq
j
, then we have
h1|t=θqj ∈ M˜
≤qj
k+qj ,m+1.
Further,
h2|t=θqj + z
qjh1|t=θqj ∈M
m+1−qj
k−qj , if k ≥ q
j, and
h1|t=θqj ∈M
m+1
k+qj , if q
j > k.
Proof. One checks directly from the definitions that
h3 := h2 + χth1
is an A-periodic T-holomorphic function. Further, by the assumption that H is a
VMF and (2.9), we see that
u(z)h3(z)→ 0 as |z|ℑ →∞.
Hence, h3 ∈ T[[u]].
Assume that η1 := h1|t=θqj and η2 := h2|t=θqj are defined. Then, by (2.10),
η3(z) := h3|t=θqj (z) = η2(z) + z
qjη1(z) ∈ C∞[[u]].
Hence, from the definition of VMF we learn, for all γ =
(
a b
c d
)
∈ GL2(A),
η1(γz) =
j(γ, z)k
(det γ)m+1
(dq
j
η1(z)− c
qj (η3(z)− z
qjη1(z)))
=
j(γ, z)k+q
j
(det γ)m+1
(
η1(z) +
(
c
cz + d
)qj
η3
)
.
Now we notice that by [4, Lemma 2.5], the function η3 lies in M
m+1−qj
k−qj , and this
space is zero if qj > k. This implies the final two assertions of the proposition. 
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Remark 3.18. Notice that by Theorem 3.9 and the analytic continuation to C∞
obtained for the variable t in Corollary 3.14, any VMF in the spanMmk−1E1+M
m
k−qEq
has entire coordinate functions in the variable t and may be evaluated at t = θq
j
for all j ≥ 0.
3.5.1. Modularity of specializations of E1 at t = θ
qk , k ≥ 1. As an example of the
evaluations t = θ, θq, ... of §3.5, we show that these functions may be explicitly
determined in the case of the first vectorial Eisenstein series E1 via Corollary 3.14.
Recall the definitions of d1,d2 and ω from (3.3) and (2.8), respectively. We
deduce that
τ(dj)(z; θ
qk) =
∑
i≥0
αi(z)
q
θqi+1−t
zq
i+1(2−j)∑
i≥0
π˜qi+1
(θqi+1−t)Dqi
∣∣∣∣∣∣
t=θqk+1
=
(
Dkαk(z)
π˜qk
)q
zq
k+1(2−j),
for both j = 1, 2 and all k ≥ 0. Thus, by Corollary 3.14 and Lemma 2.3, we obtain
E1|t=θqk+1 (z) = −π˜h(z)
(
Dkαk(z)
π˜qk
)q (
−1
zq
k+1
)
.
In particular, we deduce that the q-th power of each normalized (2) para-Eisenstein
series is a ratio of two single cuspidal Hecke eigenforms with A-expansion(
Dkαk(z)
π˜qk
)q
=
∑
a∈A+
aq
k+1
u(az)∑
a∈A+
aqu(az)
.(3.9)
3.5.2. The connection of VMF with Petrov’s special family. Petrov, building on the
work of B. Lo´pez [21], discovered in his thesis (see [33] for the published version)
a family of Drinfeld modular forms with special expansions at the cusp at infinity,
similar to those discovered by Goss for his Eisenstein series [9, (6.3)], which Petrov
dubbed A-expansions (3). He has shown that the functions represented near infinity
by the series
fs(z) :=
∑
a∈A+
a1+s(q−1)u(az)
are single-cuspidal elements ofM12+s(q−1)(GL2(A)), for all positive integers s. By an
argument of Gekeler [22, Theorem 3.1], such A-expansions are uniquely determined
by the coefficients of the functions {u(az)}a∈A+, and their interest comes in part
due to their good behavior with respect to Hecke operators [33].
Theorem 3.19. For all d ≥ 1, letting s = q
d−1
q−1 we have
[E1]1|t=θqd = −π˜fs.
Proof. Such evaluations are possible by the analytic continuation which follows
from Corollary 3.14, and their modularity follows from Proposition 3.17. Finally,
apply Proposition 3.7. 
2Normalized: the first non-zero coefficient of its u-expansion equals 1.
3The terminology A-expansion refers to the fact that the expansion at the cusp at infinity
determining these forms is given over the monic elements of A, rather than over the positive
integers as originally required by the u-expansions of Goss.
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Remark 3.20. The previous theorem also gives analytic continuation for all z ∈ Ω to
the A-expansions, which at first only converge in some rigid analytic neighborhood
of the infinity cusp, for these fs. The rigid analytic extension of fs to all of Ω
was one of the trickier parts of Petrov’s work. We expect to obtain all of Petrov’s
forms fs defined above from Eisenstein series of weight 1 via symmetric powers of
the representation ρ∗t after evaluation of the variable t at powers θ
qj . The authors
hope to work out the details in a future work. We note that it is not nearly as
straightforward to evaluate the higher weight Eisenstein series Ek at the points
t = θq
j
when qj > k, but that more forms with A-expansions may be obtained
from those in his special family through hyperdifferentiation in the variable z; see
[34] where this is carried out.
3.6. A-expansions for vectorial Eisenstein series. Now we calculate vectorial
A-expansions for the non-zero Eisenstein series Ek. We use the formalism of hy-
perderivatives in the variable z to expedite this task. The A-expansions obtained
in this section are useful in the proof below that the vectorial Eisenstein series are
eigenforms for the Hecke operators defined in the previous section.
3.6.1. Hyperderivatives in z. For f ∈ THol(Ω,T) and z ∈ C∞, we define the family
{D
(n)
z f, n ≥ 0} of hyperderivatives of f at z via
f(z + ǫ) =
∑
n≥0
(D(n)z f)(z)ǫ
n,
where ǫ ∈ C∞ is taken sufficiently small for the formula above to make sense.
This definition gives rise to a family {D
(n)
z , n ≥ 0} of hyperdifferential operators on
THol(Ω,T) as follows from the work done in [35].
We shall use two properties of these hyperderivatives. First, they satisfy a Leibniz
rule. That is, for all f, g ∈ THol(Ω,T) we have
(3.10) D(n)z (fg) =
n∑
k=0
(D(k)z f)(D
(n−k)
z g).
Second, for all non-negative integers k,
(3.11) D(n)z
1
(z + x)
=
(−1)n
(z + x)n+1
.
We use this formalism to prove the following generalization of Proposition 3.7.
We recall that the functions E(k) are Goss’ Eisenstein series in Gekeler’s notation
[9, (5.9)].
Theorem 3.21. For positive integers k ≡ 1 (mod q − 1), let
λk := −
L(χt, k)
π˜k
+
1
ω(t)
⌊logq(k−1)⌋∑
l=0
ζ(k − ql) + E(k−q
l)(z)
π˜k−ql(θql − t)Dl
,
where ⌊·⌋ denotes the floor function, and the sum is understood to be empty when
k = 1. For all such k, we have
π˜−kEk(z) =
(
0
1
)
λk +
∑
a∈A+
(
−χt(a)
χt(az)
)
Gk(u(az)).
Remark 3.22. NB. that λk ∈ E[[u]], so that after applying Lemma 5.11, this can
be made to represent an expansion for Ek ∈ ΘtT[[u]]
2×1.
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Proof. Write Ek :=
(ek1
ek2
)
. We have already handled the case where k = 1 in Propo-
sition 3.7, and we now assume k > 1.
It was proved in [28], that ek1(z) = −π˜
k
∑
a∈A+
χt(a)Gk(u(az)). Now let us
examine the second coordinate e− 2k(z).
We need the following preliminary observations. From (3.11), the assumption
k ≡ 1 mod (q − 1), and the identity
(3.12)
∑
d∈A
χt(d)
z + d
= −π˜u(z)χt(z),
proved in [30, Theorem 1.1], we obtain
(3.13)
∑
d∈A
χt(d)
(z + d)k
= (−1)k−1D(k−1)z
(∑
d∈A
χt(d)
z + d
)
= (−1)kπ˜D(k−1)z (uχt)(z).
We shall also use
(D(k−1)z u)(cz) = (−π˜)
k−1Gk(u(cz)),(3.14)
Dq
l
z χt =
π˜q
l
(θql−t)Dj
, ∀l ≥ 0 and Dq
l
z χt = 0, otherwise.(3.15)
Hence, removing the constant term via ek2(z) +
∑
d∈A+
χt(d)
dk
we obtain∑′
c∈A
∑
d∈A
χt(d)(cz + d)
−k =
= −(−1)kπ˜
∑
c∈A+
(D(k−1)z uχt)(cz)
= −(−1)kπ˜
∑
c∈A+
k−1∑
j=0
(D(k−1−j)z u)(cz)(D
(j)
z χt)(cz)
= −
(−1)kπ˜
ω(t)
∑
c∈A+
⌊logq(k−1)⌋∑
l=0
(D(k−1−q
l)
z u)(cz)
π˜q
l
(θql − t)Dl
−(−1)kπ˜
∑
c∈A+
(D(k−1)z u)(cz)χt(cz)
=
1
ω(t)
⌊logq(k−1)⌋∑
l=0
π˜q
l
(θql − t)Dl
−π˜k−ql ∑
c∈A+
Gk−ql(u(cz))

+π˜k
∑
c∈A+
Gk(u(cz))χt(cz)
=
1
ω(t)
⌊logq(k−1)⌋∑
l=0
π˜q
l
(θql − t)Dl
 ∑
a∈A+
1
ak−ql
+ E(k−q
l)(z)

+π˜k
∑
c∈A+
Gk(u(cz))χt(cz).
From the first line to the second we have collected the elements of A according
to their leading coefficient, using that k ≡ 1 mod (q − 1), and we have used the
22 F. PELLARIN & R. PERKINS
description of the second sum on the right side in terms of the hyperdifferential
operator D
(k−1)
z , as in (3.13) above. From the second to the third lines, we have
used the Leibniz rule (3.10). From the third to the fourth, we use (3.15). From the
fourth to the fifth lines we have used (3.14) above. Finally, from the fifth to the
sixth lines we have used [9, (6.3)]. This concludes the calculation. 
3.7. Determinant maps and Ramanujan-Serre derivatives. We quickly di-
gress to remind the reader of a determinant map that exists between weak VMF and
was already considered in [26, 28] in the construction of various important Drinfeld
modular forms of full level. We use these determinant maps and the A-expansions
obtained above for the vectorial Eisenstein series to make a connection with the
Ramanujan-Serre derivatives introduced by Gekeler in the Drinfeld modular setting.
Given two VMF! H1,H2, let [H1,H2] denote the square matrix whose first and
second columns contain the entries of H1 and H2, respectively. The following result
is immediate.
Proposition 3.23. Let H1 ∈ M
m1
k1
(ρ∗t )
! and H2 ∈M
m2
k2
(ρ∗t )
!. We have
det[H1 H2] ∈M
m1+m2+1
k1+k2
(1)!.
For example, the forms det[E1, Ek] ∈M
1
k+1(1), where k ≥ q, give representatives
for all of the single and not double cuspidal Drinfeld modular forms of full level.
We have not yet been able to understand the behavior of the Hecke operators
under this determinant map. In particular, we do not know if the forms det[E1 Ek]
are Hecke eigenforms.
3.7.1. Relations with Ramanujan-Serre derivative. In [9, §8], Gekeler defines a fam-
ily of derivations Mmk (GL2(A))→M
m+1
k+2 (GL2(A)) given by
∂kf :=
1
π˜
D(1)z f + kEf,
where E(z) :=
∑
a∈A+
au(az) is the false Eisenstein series of weight 2, represented
here by its A-expansion for the cusp at infinity. These derivations are analogous to
the Ramanujan-Serre derivative classically.
It is evident from the A-expansion for E1 that the first coordinate of −π˜
−1E1
specializes at t = θ to E. We wish to relate the linear map
evθ det[E1 · ] :M
m
k (ρ
∗
t )→M
m+1
k+1 given by H 7→ evθ det[E1 H]
to Gekeler’s ∂ when H = Ek.
Proposition 3.24. For all integers k > 1 such that k ≡ 1 (mod q − 1) we have
evθ det[E1, (k − 1)Ek] = −π˜∂k−1E
(k−1).
Proof. From Proposition 3.7, we obtain (evθ E1)(z) =
( −π˜E(z)
−1+π˜zE(z)
)
. By Theorem
3.21 above, for all k > 1 such that k ≡ 1 (mod q − 1), we have
evθ Ek(z) =
(
−1
z
)
π˜k
∑
a∈A+
aGk(u(az)) +
(
0
1
)
E(k−1)(z).
Further, observe that by [9, (3.4)(vii), (6.3), §8]
D(1)z E
(k−1)(z) = (k − 1)π˜k
∑
a∈A+
aGk(u(az)).(3.16)
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Thus,
(k − 1) evθ Ek =
(
−1
z
)
D(1)z E
(k−1) +
(
0
1
)
(k − 1)E(k−1),
which gives
evθ det[E1 (k − 1)Ek] =
= −π˜E(zD(1)z E
(k−1) + (k − 1)E(k−1))− (zπ˜E − 1)(−D(1)z E
(k−1))
= −(k − 1)π˜EE(k−1) −D(1)z E
(k−1)
= −π˜∂k−1E
(k−1).

Remark 3.25. We notice that when the characteristic of K divides k − 1, one has
∂kf =
1
π˜
D
(1)
t f,
and one is led to ask about the modularity of Qk :=
∑
a∈A+
aGk(u(az)) which one
pulls from
D(1)z E
(k−1)(z) = (k − 1)π˜k
∑
a∈A+
aGk(u(az)),
for such k. By the proof of Proposition 3.17, the function Qk is quasimodular, and
not modular.
4. Interpolation of Drinfeld modular forms of prime power levels
One of the most intriguing features of the VMF studied in this note is that their
coordinate functions specialize to Drinfeld modular forms of prime level p upon
making the replacement t = ζ for a root ζ ∈ Facq ⊂ C∞ of p. By introducing hyper-
derivatives in the variable t, we shall be able to show that such hyperderivatives of
the coordinate functions of VMF specialize at t = ζ to forms of prime power levels.
First we set up some preliminaries concerning Drinfeld modular forms.
4.1. Basic congruence subgroups. Throughout this section m ∈ A denotes an
arbitrary monic polynomial in A, although later we are going to make certain
restrictions suitable with our purposes.
We recall that Γ(m), the principal congruence subgroup of level m in Γ(1) :=
GL2(A), is defined via the exact sequence
1→ Γ(m)→ Γ(1)→ GL2(A/mA),
where the third arrow is the reduction of matrix coefficients modulo m; as Gekeler
points out [11, (3.5)], this last arrow in the exact sequence above does not surject
but lands in the subgroup of matrices with determinants in F×q .
We also have the Hecke congruence subgroup of level m given by
Γ0(m) := {γ ∈ Γ(1) : γ ≡ (
∗ ∗
0 ∗ ) (mod m)} .
On Γ0(m) we have the character
η : Γ0(m)→ (A/mA)
×
given by
(4.1) η ( ∗ ∗∗ d ) := d (mod m).
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We define Γ1(m) as the kernel of η. Explicitly,
Γ1(m) :=
{
γ ∈ Γ0(m) : γ ≡
(
ξ ∗
0 1
)
(mod m), for some ξ ∈ F×q
}
.
The map η surjects, and hence, Γ0(m)/Γ1(m) is isomorphic to (A/mA)
×.
Similarly, the map
Γ1(m)
β
−→ A/mA
defined by
(4.2) β ( ∗ b∗ ∗ ) := b (mod m).
is a surjective group homomorphism with kernel Γ(m) so that Γ1(m)/Γ(m) ∼= A/mA.
Similar results can be proved in the classical setting, see e.g. Diamond and Shur-
man’s book [7, §1.2].
4.1.1. Cusps for congruence subgroups. The group GL2(A) acts on the set K∪{∞}
via linear fractional transformations. Hence, given a subgroup Γ′ of GL2(A), we
can define a Γ′-equivalence relation over P1(K) = K ∪ {∞} in the following way:
if x, y ∈ P1(K), then x ∼Γ′ y if and only if there exists γ ∈ Γ
′ such that γx = y.
Definition 4.1. For each congruence subgroup Γ(m) ⊂ Γ′ ⊂ GL2(A), we call the
Γ′-equivalence classes of points of P1(K) the cusps of Γ′.
All points of K are Γ′-equivalent to ∞ if Γ′ = GL2(A). For the three groups
Γ(m), Γ1(m), and Γ0(m), with m 6= 1, Gekeler has given explicit descriptions of the
cusps, including their number in [11, §6]. In particular, since we will be dealing
below with Drinfeld modular forms with character for Γ0(p), it is relevant to know
the following result which follows from Gekeler’s [11, Proposition 6.7 (i)].
Lemma 4.2. Let p be a monic irreducible polynomial in A. There are 2 cusps for
Γ0(p) which may be represented by 0 and ∞. 
4.1.2. Petersson Slash Operators. We recall a family of Petersson slash operators
on rigid analytic functions f : Ω → C∞ defined for all non-negative integers k,m
and γ ∈ GL2(K) by
(f |mk [γ])(z) := (det γ)
mj(γ, z)−kf(γ(z)).
When k = m = 0, we write more simply f |[γ].
One readily checks that we have
(f |mk [γ1])|
m
k [γ2] = f |
m
k [γ1γ2]
for all γ1, γ2 ∈ GL2(K), and non-negative integers k,m.
4.1.3. Modular forms for congruence subgroups. The following definition is taken
from [11, (4.1)].
Definition 4.3. Let Γ(m) ⊂ Γ ⊂ Γ(1) := GL2(A) be any congruence subgroup.
A rigid analytic function f : Ω→ C∞ shall be called modular for Γ of weight k
and type m (mod q − 1) if the following two conditions are satisfied:
for each γ ∈ Γ, f |mk [γ] = f, and(4.3)
for each γ ∈ Γ(1), f |mk [γ] is bounded on {z ∈ Ω : |z|ℑ ≥ 1}.(4.4)
We write Mmk (Γ) for the space of such functions, and we let
Smk (Γ) := {f ∈M
m
k (Γ) : ∀γ ∈ Γ(1), f |
m
k [γ]→ 0 as |z|ℑ →∞}.
Functions in Smk (Γ) are called cuspidal or cusp forms for Γ.
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The spaces Mmk (Γ) are finite dimensional, as they are subvector spaces of the
finite dimensional spaceMk(Γ(m)) (NB. that the typem plays no role for the groups
Γ(m) when m 6= 1), whose exact dimension has even been calculated by Gekeler [8,
VII.6].
4.1.4. Expansions at the cusps. Let Γ(m) ⊂ Γ ⊂ Γ(1) be any congruence subgroup,
as above.
By Goss’ Lemma [16, Theorem 4.2], for each f ∈ Mmk (Γ) and γ ∈ Γ(1), the
function f |mk [γ] has power series expansion in the uniformizer
um(z) := u(z/m) =
m
π˜
∑
a∈mA
1
z − a
=
1
ec(z/m)
.
with coefficients in C∞ which converges for all z ∈ Ω such that |z|ℑ ≫ 1. We call
this the um-expansion for f |
m
k [γ].
Observe that this expansion determines f uniquely since Ω is a connected rigid
analytic space. In particular, we deduce the equivalence of Definition 4.3 above
with the usual definition requiring a um-expansion at all cusps of Γ.
For the groups we are interested in below, namely Γi(m), i = 0, 1, the type m
plays a non-trivial role and the uniformizer um (and not some power of it) is the
proper uniformizer to use at all cusps for these groups.
4.1.5. Example: Eisenstein series for principal congruence subgroups. As a first
basic example, we point out that for Γ(m) the space of Eisenstein series has been
explicitly described. We quote some properties contained, for example, in [6].
For v ∈ (A/mA)2 \ {(0, 0)}, following Goss [15], one may define
E(k)
v
:=
∑
(a,b)≡v (mod m)
1
(az + b)k
.
This Eisenstein series is a non-zero modular form of weight k for Γ(m).
Cornelissen [6, Proposition (1.12)] has shown that when the v ∈ (A/mA)2 \
{(0, 0)} are restricted to a set S of representatives for the cusps of Γ(m) the func-
tions E
(k)
v are linearly independent and span the complement in Mk(Γ(m)) of the
subspace of cusp forms.
It is also worth noting that, for each z ∈ Ω, 1/E
(1)
v (z) is an element of n-torsion
for the Drinfeld module arising from the lattice Az+A. In particular, E
(1)
v (z) 6= 0,
for all z ∈ Ω.
4.1.6. Gekeler’s false Eisenstein series. Recall the false Eisenstein series E of
Gekeler, which is a Drinfeld quasi-modular form in the sense of [4] and is determined
by its expansion at infinity
E =
∑
a∈A+
a · u|[αa] ∈ A[[u]];
NB. this would be f0 in the notation introduced for Petrov’s forms above. We obtain
the analytic continuation to all z ∈ Ω of this form as well as its quasi-modularity
from Corollary 3.14 and Proposition 3.17, since E = [E1]1|t=θ.
Since we have not seen it written elsewhere, we point out the following fact.
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Proposition 4.4. For all monic irreducibles p ∈ A,
Ep := E − E|
1
2[αp] ∈M
1
2 (Γ0(p)).
Further,
Ep|
1
2[Wp] = −Ep.

Remark 4.5. From this result and the A-expansion for E, one easily obtains the up-
expansions at infinity and at zero for the function Ep and learns that this function
gives a canonical representative for the one dimensional space of single cuspidal
forms of weight two for Γ0(p).
4.2. Modular forms for Γ0(p) with character via specialization. Now we
turn to those Drinfeld modular forms which may be obtained from the individual
coordinate functions of VMF via specialization of the variable t in the roots of unity
Facq ⊂ C∞. We begin with a summary of certain results connected with the Carlitz
module for motivation.
4.2.1. Specialization for the Carlitz module. Given an element φ =
∑
i≥0 cit
i ∈ T,
we may specialize the variable t at an element ζ in the algebraic closure Facq ⊂ C∞
of Fq to obtain an element
evζ(φ) =
∑
i≥0
ciζ
i ∈ C∞.
If φ is the function ω of Anderson and Thakur, which arises in connection with the
Carlitz module, we have the following instance of this — discovered originally by
Angle`s and the first author [1] and appearing with another proof in [29].
Let ζ ∈ Facq and p ∈ A its minimal polynomial. Associated to the Fq-algebra
map χζ : A→ F
ac
q determined by θ 7→ ζ, we have the basic Gauss-Thakur sum
g(χζ) :=
∑
a∈(A/pA)×
χζ(a)
−1
ec(
a
p
).
Angle`s and the first author proved that for all ζ, as above,
evζ(ω) = χζ(p
′)g(χζ),(4.5)
where p′ denotes the formal derivative of p with respect to θ.
Definition 4.6. For a rigid analytic function f : Ω → T and ζ ∈ Facq , we define
the associated evaluation at ζ
evζ(f) : Ω→ C∞,
as the composition map Ω
f
−→ T
evζ
−−→ C∞; evζ(f) is a rigid analytic function of the
variable z on Ω. More generally, for a vectorial function H : Ω → Tl, we define
evζ(H) by applying evζ on each coordinate.
The functions evζ(ψ1) and evζ(χt) are well-defined, and satisfy interesting prop-
erties, as shown in [29]. For convenience, we recall in the next lemma the main
results obtained there, in this connection.
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Lemma 4.7. For all ζ ∈ Facq , let χ = χζ , as above. We have
p evζ(χt)(pz) ∈ A[ζ, ec(p
−1)][ec(z)],(4.6)
p evζ(ψ1)(pz) ∈ A[ζ, ec(p
−1)][[u(z)]], and(4.7)
p evζ(ψ1)(pz)
u(z)
|p|
q
(q−1)
→ (−1)deg p+1g(χ−1)χ−1(p′) as |z|ℑ →∞.(4.8)

4.2.2. Modular forms with character for Γ0(p). Let ζ ∈ C∞ be a fixed root of the
monic irreducible polynomial p ∈ A, i.e. p(ζ) = 0, and define the character
ηζ : Γ0(p)→ Fq(ζ)
× ⊂ C×∞ via(
a b
c d
)
7→ d(ζ).
We have Γ1(p) = ker ηζ .
As Γ1(p) is a normal subgroup of Γ0(p), this latter group acts C∞-linearly on
Mmk (Γ1(p)) via the Petersson slash operator by
f 7→ (f |mk [γ]), ∀γ ∈ Γ0(p).
Definition 4.8. Let k be a positive integer and m a residue (mod q − 1). For
each l = 0, 1, . . . , |p| − 2, define
Mmk (p, η
l
ζ) := {f ∈M
m
k (Γ1(p)) : f |
m
k [γ] = ηζ(γ)
lf for all γ ∈ Γ0(p)}.
We call the functions inMmk (p, η
l
ζ) Drinfeld modular forms of weight k, type m and
character ηlζ . We may refer to these functions more loosely as Drinfeld modular
forms with character.
Lemma 4.9. 1. If Mmk (p, η
l
ζ) 6= 0, necessarily l+ k ≡ 2m (mod q − 1).
2. Mmk (Γ0(p)) =M
m
k (p, η
0
ζ ).
3. Mmk (Γ1(p)) = ⊕lM
m
k (p, η
l
ζ).
Proof. The first comes in the usual way by consideration of
(4.9) λ2m−kf = f |mk [
(
λ 0
0 λ
)
] = λlf,
which holds for all λ ∈ F×q . The second follows since η
0
ζ is the trivial character for
Γ0(p)/Γ1(p). The final claim follows from Maschke’s Theorem [20, Ch. XVIII, The-
orem 1.2], since the cardinality |(A/pA)×| = |p| − 1 is coprime to the characteristic
of C∞. 
4.2.3. Holomorphy / expansions at cusps for Drinfeld modular forms with character.
Each function f ∈ Mmk (p, η
l
ζ) is a modular form for Γ1(p), and hence has a up-
expansion at the cusps of Γ1(p). By the transformation rule f |
m
k [γ] = ηζ(γ)
lf , which
holds for all γ ∈ Γ0(p), one easily observes that it is enough to check holomorphy at
the zero and infinity cusps, i.e. representatives for the cusps of Γ0(p). We observe
that the matrix
Wp :=
(
0 −1
p 0
)
∈ GL2(K)
is in the normalizer in GL2(K) of Γ0(p), and the following simple consequence is
easily checked; one may also consult [32]. Observe that Wp sends the cusp at ∞ to
the cusp at 0 and vice-versa.
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Lemma 4.10. For each f ∈Mmk (p, η
l
ζ), we have
f |mk [Wp] ∈M
m−l
k (p, η
−l
ζ ).
In particular, both f and f |mk [Wp] have expansions in C∞[[u]]. 
Remark 4.11. Notice that in contrast to the case of modular forms for GL2(A) and
Γ0(p), for Γ1(p) we can have modular forms of the same weight yet with different
types! Indeed, we give an example in §4.3.
The usual trick used (4.9) cannot be applied in this situation since the matrices(
λ 0
0 λ
)
, with λ ∈ F×q , do not belong to Γ0(p), for any irreducible p.
4.2.4. Forms with character via specialization. Finally, we arrive at our first re-
sult connecting the specialized coordinate functions of T-valued VMF to Drinfeld
modular forms with character. For all m ∈ A+, we introduce the matrices
αm :=
(
m 0
0 1
)
∈ GL2(K).
Proposition 4.12. For all H =
(
h1
h2
)
∈ Mmk (ρ
∗
t ), all ζ ∈ F
ac
q ⊂ C∞ with minimal
polynomial p ∈ A, and each l = 0, 1, . . . , deg(p)− 1, we have
evζql (h1) ∈M
m+1
k (p, η
ql
ζ ), and(4.10)
evζql (h1)|
m
k [Wp] = − evζql (h2)|
m
k [αp] ∈M
m
k (p, η
−ql
ζ ).(4.11)
Proof. Equation (4.10) follows directly from the definition of a T-valued VMF,
Lemma 4.7, and the equivalent conditions of Corollary 2.6. Indeed, from (3.1) we
obtain
h1(γz) =
j(γ, z)k
(det γ)m+1
(d(t)h1(z)− c(t)h2(z)),
for all γ ∈ Γ(1) and z ∈ Ω. If γ ∈ Γ0(p), then c ∈ pA, and hence we obtain
the desired modular transformation after evaluating at t = ζq
l
. By Corollary 2.6,
h1 ∈ uT[[u]], and we may write
h2 = h3 − χth1
for some h3 ∈ T[[u]]. Thus, by Lemma 4.7, (evζql h1)|
m
k [γ] is bounded on {|z|ℑ ≥ 1}
for all γ ∈ Γ(1).
The equality in (4.11) follows directly from (3.1), and one sees that
− evζql (h2)|
m
k [αp] ∈M
m
k (p, η
|p|−1−ql
ζ )
either directly from the definition of a T-valued VMF or by appealing to Lemma
4.10. 
4.3. Example: Eisenstein series of weight 1 with character. Recall the vec-
torial Eisenstein series of weight one considered in §3.2.1:
E1(z) :=
(
ǫ1(z)
ǫ2(z)
)
=
∑′
a,b∈A
1
az + b
(
a(t)
b(t)
)
.
We fix ζ ∈ Facq ⊂ C∞ with minimal polynomial p ∈ A+ and write ǫ
ζ
i for evζ(ǫi).
By Proposition 4.12 we have
ǫζ1 ∈M
1
1 (p, ηζ) and
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ǫζ2|
1
1[αp] = −ǫ
ζ
1|
1
1[Wp] ∈M
0
1 (p, η
|p|−2
ζ ).
Using use the A-expansion for E1 given above in Proposition 3.7, we immediately
obtain
ǫζ1(z) = −π˜
∑
a∈A+
a(ζ)u(az) ∈ A[ζ][[u]],(4.12)
which is an A-expansion in the sense of Petrov, as for fs. Similarly, from the A-
expansion for E1 (Proposition 3.7), Lemma 4.7, and equation (4.5), one may obtain
some kind of series expansion for ǫζ2 indexed by the monics of A. We do not use it,
and we refrain from writing it here.
From the expansion (4.12) for ǫζ1, which is valid in some neighborhood of the
cusp at infinity, we see that this function is not identically zero. Thus, allowing
the root ζ of p to vary gives 2 deg p linearly independent (indeed, they lie in dif-
ferent eigenspaces of the Γ0(p) action), non-cuspidal(
4) forms in the various spaces
Mm1 (Γ1(p)) after evaluation. In [32], using a classical approach, we are successful
in constructing as many linearly independent Eisenstein series of weight one with
character as there are cusps for Γ1(p), namely 2
|p|−1
q−1 ; see [11, Proposition 6.6 (i)]
for the number of cusps of Γ1(m) for general 1 6= m ∈ A+.
By the discussion above, both ǫζ1 and ǫ
ζ
2|[αp] are non-cuspidal modular forms
of weight 1 for Γ(p), and are thus expressible in the basis given by Cornelissen-
Gekeler-Goss above. We have
ǫζ1 =
∑
06=|c|<|p|
c(ζ)
∑
d∈A/pA
E
(1)
(c,d) and ǫ
ζ
2|[αp] =
∑
06=|d|<|p|
d(ζ)E
(1)
(0,d).(4.13)
These are completely classical in shape. One easily takes the expasion for ǫζ1 in
(4.13) to the A-expansion given in (4.12). One can also obtain the following series
expansion index by the monics of A for ǫζ2|[αp] from (4.13),
ǫζ2|[αp] = −L(χt, 1) +
−π˜
p
∑
a∈A+
∑
06=|d|<|p|
d(ζ)ec(d/p)
q−2uq−1|[αa]
ec(d/p)q−1uq−1|[αa] + 1
.(4.14)
This final expansion, which is not an A-expansion in the sense of Petrov, but
something new, should be compared with those in [32] wherein such examples are
considered and explained.
4.3.1. A family of congruences. We obtain the following immediate corollary to the
A-expansion for ǫζ1 given in (4.12).
Theorem 4.13. For each ζ ∈ Facq with minimal polynomial p ∈ A, there exists a
form fζ ∈M
1
1 (p, ηζ) ∩ A[ζ][[u]] such that E ≡ fζ (mod (θ − ζ)).
Proof. Indeed, just let fζ := ǫ
ζ
1 and compare A-expansions. 
Remark 4.14. The previous result also gives an example of two forms for Γ1(p),
with different weights, which have congruent u-expansions, namely Ep and the fζ
just defined.
4We remind the reader, that Cornelissen proves [5, Theorem (6.9.1)] — using a proof which
he attributes to Gekeler — the surprising fact that there are no cusp forms of weight one for any
congruence subgroup of GL2(A).
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4.3.2. v-adic modular forms. We have seen above in Proposition 3.17 — and more
explicitly in §3.5.1— that the forms −1π˜ evθqd [E1]1 are modular for all d ≥ 1 and have
u-expansions in A[[u]]. Now we look at their p-adic convergence for ζ ∈ Facq with
minimal polynomial p. These notions were first investigated for Drinfeld modular
forms by C. Vincent [37] and D. Goss [18].
First, fix ζ ∈ Facq with minimal polynomial p, as above, and embed Fq[ζ] in the
p-adic completion Ap of A so that θ − ζ has p-adic valuation 1.
Definition 4.15. We shall say that a modular form f with u-expansion at infinity
in A[ζ][[u]] ⊂ Ap[[u]] is a p-adic modular form for GL2(A), if there exists a sequence
of modular forms {fn}n≫0 ⊂ M(GL2(A)), with u-expansion at infinity in A[[u]],
such that the smallest p-adic valuation of all of the coefficients of f − fn tends to
infinity with n.
Proposition 4.16. For each ζ ∈ Facq with minimal polynomial p ∈ A of degree d,
the form
−1
π˜
evζ [E1]1 ∈ A[ζ][[u]] ∩M
1
1 (Γ1(p))
is a p-adic modular form for M(GL2(A)).
Proof. Let ζ and p be as in the statement; so, d = deg p. We have A-expansions
for the forms −1π˜ evζ [E1]1 and
−1
π˜ evθqnd [E1]1, and we examine their difference. We
have
−1
π˜
evθqnd [E1]1(z) +
1
π˜
evζ [E1]1(z) =
∑
a∈A+
(aq
nd
− a(ζ))u(az)
=
∑
a∈A+
(a− a(ζ))q
nd
u(az),
and θ−ζ divides a−a(ζ), for all a ∈ A. Hence (θ−ζ)q
nd
divides the right side above,
which in turn implies that it divides each u-expansion coefficient of the difference
of coordinate functions above and finishes the proof. 
4.4. Prime power levels via hyperdifferentiation and specialization. Now
we consider how VMF give rise to Drinfeld modular forms for the congruence sub-
groups Γ1(p
n), for monic irreducibles p ∈ A.
4.4.1. Hyperderivatives in t. We define a family of higher derivations or hyper-
derivatives D
(n)
t : T→ T in the variable t via
φ(t+ ǫ) =
∑
n≥0
(D
(n)
t φ)(t)ǫ
n ∈ T[[ǫ]].
We extend this to rigid analytic functions f : Ω→ T in the obvious way and observe
that D
(n)
t f : Ω→ T is again a rigid analytic function.
The main property we shall use of this family is that each member satisfies a
Leibniz rule: for rigid analytic f, g : Ω→ T and all positive integers n, we have
D
(n)
t (fg) =
n∑
j=0
D
(j)
t f · D
(n−j)
t g.
We extend the family D
(n)
t to matrices. For (aij) ∈Mm,n(Hol(Ω,T)), let
D
(n)
t (aij) :=
(
D
(n)
t aij
)
.
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We require the following facts. In all, ̟ ∈ Fq[t] is an arbitrary non-constant
polynomial.
Lemma 4.17. Let n be a positive integer, and suppose α ∈ Fq+̟
nFq[t], then, for
all j = 1, .., n− 1,
̟ divides D
(j)
t (α) in Fq[t].
Proof. Let α = ξ +̟nβ ∈ Fq +̟
nFq[t]. Using the Leibniz rule and linearity, we
have
D
(j)
t α =
j∑
k=0
(D
(k)
t ̟
n)(D
(j−k)
t β).
Thus, it suffices to show: for all j = 0, 1, . . . , n− 1,
̟ divides D
(j)
t (̟
n) in Fq[t].
We prove this by strong-induction on n. The result is clear for n = 1. Let j ∈
{0, 1, . . . , n− 1}. By the Leibniz rule, we have
D
(j)
t (̟
n) = ̟D
(j)
t (̟
n−1) +
j∑
k=1
D
(k)
t (̟)D
(j−k)
t (̟
n−1).
By the induction hypothesis, ̟ divides D
(j−k)
t (̟
n−1) for all k ∈ {1, 2, . . . , j}. Thus
̟ divides the right side above, and we are done. 
Lemma 4.18. Let ζ ∈ Facq with minimal polynomial p ∈ A. For all positive integers
j, evζ(D
(j−1)
t χt) is p
jA-periodic and we have that
u(z)(D
(j−1)
t χt)(z)→ 0, as |z|ℑ →∞.
Proof. From χt(z + a) = χt(z) + a(t), we obtain
(D
(j−1)
t χt)(z + a) = (D
(j−1)
t χt)(z) +D
(j−1)
t a(t).
Thus if a ∈ pjA, the previous corollary gives the periodicity after evaluation at
t = ζ.
For the second claim, from ψ1 = uχt we obtain
π˜u(z)(D
(j−1)
t χt)(z) =
∑
a∈A
D
(j−1)
t a(t)
z − a
,
and the right side clearly vanishes at infinity since ||D
(j−1)
t a(t)|| ≤ 1, for all j ≥ 1
and a ∈ A. 
4.4.2. Modular forms for Γ1(p
n).
Lemma 4.19. Let H =
(
h1
h2
)
∈ Mmk (ρ
∗
t )
!. For all non-negative integers n, we have
(D
(n)
t H)(γ(z)) =
j(γ, z)k
(det γ)m
n∑
j=0
(D
(j)
t ρ
∗
t (γ))(D
(n−j)
t H)(z).
Proof. Let γ =
(
a b
c d
)
, so that ρ∗t γ =
1
ad−bc
(
d(t) −c(t)
−b(t) a(t)
)
. We have
h1(γ(z)) =
j(γ, z)k
(det γ)m+1
(d(t)h1(z)− c(t)h2(z)).
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Applying the D
(n)
t -difference operator, and using the Leibniz rule, we see that
(D
(n)
t h1)(γ(z)) equals
j(γ, z)k
(det γ)m+1
n∑
j=0
(
(D
(j)
t d(t))(D
(n−j)
t h1)(z)− (D
(j)
t c(t))(D
(n−j)
t h2)(z)
)
.
Similarly for h2. Putting everything together finishes the proof. 
Proposition 4.20. Let H =
(
h1
h2
)
∈ Mmk (ρ
∗
t ), ζ ∈ F
ac
q with minimal polynomial p,
and n a positive integer. We have
evζ(D
(n−1)
t h1) ∈M
m+1
k (Γ1(p
n)) \Mm+1k (Γ1(p
n−1)).
Proof. Let γ =
(
a b
c d
)
∈ GL2(A). From Lemma 4.19, we see that
(D
(n−1)
t h1)(γ(z)) =
j(γ, z)k
(det γ)m+1
n−1∑
j=0
(D(j)t d(t),−D
(j)
t c(t) ) ·
(
D
(n−1−j)
t h1(z)
D
(n−1−j)
t h2(z)
)
.(4.15)
If additionally, γ ∈ Γ1(p
n), then p(t) divides c(t) and both D
(j)
t d(t),D
(j)
t c(t) for
j = 1, 2, . . . , n− 1, as shown above. Thus evaluating at t = ζ, we obtain
(evζ D
(n−1)
t h1)(γ(z)) =
j(γ, z)k
(det γ)m+1
(evζ D
(n−1)
t h1)(z),
for all γ ∈ Γ1(p
n). Note that had γ been in Γ1(p
j) for some j < n, we would not
have p(t)|D
(n−1)
t c(t) in general, and so the functional equation in the line above
does not hold in general, showing that evζ(D
(n−1)
t h1) does not lie in M
m+1
k (Γ1(p
j))
for any j < n.
For holomorphy at the cusps, it suffices by (4.15), which holds for all γ ∈ GL2(A),
to know that evζ D
(j)
t hi are holomorphic at infinity for j = 0, 1, . . . , n− 1 and i =
1, 2, and this follows from the relation h2(z) = h3(z)−χt(z)h1(z), with h3 ∈ T[[u]]
and h1 ∈ uT[[u]] (i.e Cor. 2.6), the Leibniz rule, and Lem. 4.18. 
4.4.3. A non-classical family of vectorial Drinfeld modular forms for Γ1(p
n). We
are lead to consider the following family φ
(n)
t of faithful Fq-algebra representations:
Fq[t]
φ
(n)
t−−−→ Mn(Fq[t]) given by a
φ
(n)
t7−−−→

a D
(1)
t a · · · D
(n−1)
t a
0 a · · · D
(n−2)
t a
...
. . .
. . .
...
0 · · · 0 a
 .
We point out that the action of A via φ
(n)
t corresponds exactly to the action of the
n-th tensor power of the Carlitz module C⊗n on the tangent space Lie(C⊗n).
Lemma 4.21. Let ζ ∈ Facq ⊂ C∞ with minimal polynomial p ∈ A+. The image of
the composition
φ
(n)
ζ : Fq[t]
φ
(n)
t−−−→ Mn(Fq[t])
evζ
−−→ Mn(Fq(ζ))
is isomorphic to A/pnA. In particular,
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
a(ζ) (D
(1)
t a)(ζ) ... (D
(n−1)
t a)(ζ)
0 a(ζ) ... (D
(n−2)
t a)(ζ)
...
...
...
...
0 ... 0 a(ζ)
 : |a| < |pn| and a(ζ) 6= 0
 ∼= (A/pnA)×. Fur-
ther, the map
η
(n)
ζ : Γ0(p
n)→ GLn(Fq(ζ)) ⊂ GLn(C∞) given by
(
a b
c d
)
7→ φ
(n)
ζ (χt(d))
is a group homomorphism with kernel Γ1(p
n).
Proof. The composite map φ
(n)
ζ surjects on its image, and for an element to be
in the kernel, all entries of the matrix in its image must be zero. By the lemmas
above, this happens if and only if a ∈ pnA. Thus the composite map factors through
A/pnA, and the invertible elements in the image are exactly those matrices whose
diagonal entries are non-zero. This gives exactly the condition a(ζ) 6= 0. The final
claim follows directly from Lemma 4.17, finishing the proof. 
The next result gives the first example of a new, non-classical type of vectorial
modular form.
Proposition 4.22. Let ζ ∈ Facq , with minimal polynomial p, and let H =
(
h1
h2
)
∈
Mmk (ρ
∗
t ).
The column vector(
evζ D
(n−1)
t h1, evζ D
(n−2)
t h1, . . . , evζ h1
)tr
∈
Mm+1k (Γ1(p
n))×Mm+1k (Γ1(p
n−1))× · · · ×Mm+1k (Γ1(p)) ⊂M
m+1
k (Γ1(p
n))n
is a vectorial Drinfeld modular form of weight k and type m for Γ0(p
n) with repre-
sentation φ
(n)
ζ .
Proof. From (4.15), with γ =
(
a b
c d
)
∈ Γ0(p
n), we obtain
evζ(D
(n−1)
t h1)(γ(z)) =
j(γ, z)k
(det γ)m+1
n−1∑
j=0
evζ(D
(j)
t d(t)) evζ(D
(n−1−j)
t h1)(z).
Evaluation at t = ζ in the previous displayed equation above plus Proposition
4.20. 
4.5. Regularity at infinity. As we have seen, the first coordinate of a VMF
of weight k rigid analytically interpolates Drinfeld modular forms of weight k for
Γ1(p) for all monic irreducible polynomials p ∈ A. The next result sharpens this
observation, adding justification of our choice of expansion at the infinite cusp.
Recall that Υ := ( 1 00 u ), Ψ1 :=
(
1 0
−ψ1 1
)
, Θt :=
(
1 0
−χt 1
)
, and E := (E1, τ(E1)).
There are now several equivalent formulations for condition (2.14), which we sum-
marize in the following result.
Theorem 4.23. Let H =
(
h1
h2
)
∈ Mmk (Γ(1), ρ
∗
t )
!. The following are equivalent:
1. H ∈ Mmk (ρ
∗
t ).
2. ΥΘ−1t H = Ψ
−1
1 ΥH ∈ uT[[u]]
2.
3. E−1H ∈ (Mmk−1 ⊕M
m
k−q)⊗ T.
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4. For infinitely many ζ ∈ Facq ⊂ C∞ with minimal polynomials p ∈ A,
evζ(h1) ∈M
m
k (Γ1(p)).
Proof. Taking into account the Definition 3.4, Corollary 2.6, and the proof of The-
orem 3.9, only the equivalence between 1. and 4. remains to be shown.
Suppose H =
(
h1
h2
)
∈Mmk (Γ(1), ρ
∗
t ). Equation (3.1) shows that
j(γ, z)−k evζ(hi)(γ(z))
is a K(ζ)-linear combination of evζ(h1)(z) and evζ(h2)(z), for all γ ∈ GL2(A).
Thus, it suffices to check the holomorphy at infinity for each coordinate function of
evζ H. We use (2.15) in the equivalent form given through (2.16), so that
H =
(
u 0
−ψ1 1
)(
h1
h3
)
, for some h1, h3 ∈ T[[u]].
After Lemma 4.7 and the obvious inclusion T[[u]] ⊂ T[[up]], the check is clear.
Conversely, suppose that evζ(h1) ∈ M
m
k (Γ1(p)) for infinitely ζ ∈ F
ac
q with min-
imal polynomial p ∈ A. By the first assumption, evζ(h1) is a modular form with
character for Γ0(p) and by the second it has an expansion in C∞[[up]] for these
primes p. As we have explained above, Γ0(p) has only two cusps 0 and ∞, and
the matrix γ0 :=
(
0 −1
1 0
)
sends ∞ to 0. By (3.1) we see that j(γ0, z)
−kh1(γ0(z)) =
−h2(z). Thus as j(γ0, z)
−k evζ(h1)(γ0(z)) ∈ C∞[[up]] (by assumption) for infinitely
many primes p, we conclude that the same is true for evζ(h2).
By Lemma 2.4, as above, we have H =
(
u 0
−ψ1 1
) (
h1
h3
)
, for some h1, h3 ∈ T((u)),
and we must show h1, h3 ∈ T[[u]]. Write
h1 :=
∑
i≥ν
aiu
i and h3 :=
∑
j≥µ
biu
j.
Focusing on h1, we must have ν ≥ −1, since evζ(uh1) is holomorphic at infinity,
for infinitely many p, and hence for all i strictly less than −1, ai must vanish at
infinitely elements of Facq which implies that they are zero in T, in virtue of the fact
that T is factorial.
With this information, we argue similarly that µ ≥ −1 in the expansion of h3
using the holomorphy at infinity of evζ(h2) = evζ(−ψ1h1 + h3). Now, if b−1 6= 0,
then we obtain a term of order u
−|p|
p in evζ(h2), but since evζ(ψ1) vanishes at
infinity to the order of u
|p|(1−q−1)
p , the order of the possible pole for evζ(−ψ1h1)
must be strictly less than |up|
−|p|, i.e. the maximal order of the pole coming from
ev(h1). Thus b−1 must also vanish, and h3 ∈ T[[u]]. Finally, by Lemma 4.7,
evζ(ψ1) = κu
|p|(1−q−1)
p +
∑
l>|p|(1−q−1) κlu
l
p, for some non-zero κ ∈ C∞, and this is
not enough to cancel the u
−|p|
p coming from the assumption that a−1 6= 0. Thus we
conclude that h1 is also in T[[u]], finishing the proof. 
5. Hecke operators
Definition 5.1. Let k,m be non-negative integers and ρ∗t as above. For each
γ ∈ GL2(K) ∩ M2(A) and each holomorphic function F : Ω → T
2, we define a
vectorial slash operator [γ] = [γ]k,m,ρ∗t by
F[γ]k,m,ρ∗t
:= j(γ, z)−k det(γ)mρ∗t (γ)
−1F(γ(z)).
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We state the following easily checked lemma for the record.
Lemma 5.2. Let k,m be fixed, and let [·] = [·]k,m,ρ∗t . We have the the following
properties of the slash operators:
1. For γ, γ′ ∈ GL2(K) ∩M2(A), we have [γγ
′] = [γ][γ′].
2. For F as in the definition above, F ∈ Mmk (ρ
∗
t )
! if and only if F[γ] = F for all
γ ∈ Γ.
To follow p denotes a monic irreducible polynomial, and pA is the ideal it gener-
ates. Let Mp be the subset of M2(A) consisting of those matrices with determinant
in pF×q . As usual, the group Γ(1) acts on Γ(1) \Mp by right multiplication, per-
muting the cosets.
Definition 5.3. We define the Hecke operator Tp on M
m
k (ρ
∗
t ) by
TpG := p
k−m
∑
β∈Γ(1) \Mp
G[β]k,m,ρ , for all G ∈M
m
k (ρ
∗
t )
!.
Notice that here m may be any integer.
The next result follows immediately from the properties of the slash operators
in Lemma 5.2.
Lemma 5.4. The operators Tp do not depend on the choice of representatives for
Γ(1) \Mp , and Tp induces a T-module endomorphism of M
m
k (ρ
∗
t )
!. 
For each non-negative integer d, let A(d) be the Fq-vector subspace of A of
polynomials whose degree is strictly less than d. The following lemma is readily
checked using elementary techniques.
Lemma 5.5. The matrices
(
1 b
0 p
)
,
(
p 0
0 1
)
, for b ∈ A(deg p), give a full set of repre-
sentatives for the coset space Γ(1) \Mp .
Corollary 5.6. For all F ∈ Mmk (ρ
∗
t )
!, we have
(TpF)(z) := p
k
(
χt(p) 0
0 1
)
F(pz) +
∑
b∈A(deg p)
(
1 0
χt(b) χt(p)
)
F
(
z + b
p
)
.
The explicit description above gives the following immediate relation with the
Anderson twist τ .
Corollary 5.7. For all p, we have τTp = Tpτ .
The following result, standard in the theory of Drinfeld modular forms, follows,
and the verification is left to the reader.
Corollary 5.8. The Hecke operators are totally multiplicative.
We record here the following description of the action on the coordinates of the
Hecke operators which will be useful to follow.
Corollary 5.9. Let H =
(
h1
h2
)
∈Mmk (ρ
∗
t )
!. One has
Tp
(
h1
h2
)
(z) =
 pkχt(p)h1(pz) +∑h1 ( z+bp )
pkh2(pz) + χt(p)
∑
h2
(
z+b
p
) +( 0∑
χt(b)h1
(
z+b
p
) )
.
Here each sum
∑
is over b ∈ A(deg p).
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Remark 5.10. Upon specialization of t at a root ζ of the monic irreducible polyno-
mial p, the function evζ(
∑
χt(b)h1
(
z+b
p
)
) is closely related to one of the twisted
Hecke operators from [32] applied to evζ(h1).
5.1. Hecke operators preserve regularity at infinity. We have argued above
that the Hecke operators stabilize the T-modulesMmk (ρ
∗
t )
!, for all k andm (mod q−
1). It remains to show that they preserve the regularity at infinity of Theorem 4.23.
We require a preliminary result on χt and some further notation.
For all d ≥ 0, define
Ed(z) := D
−1
d
∏
a∈A(d)
(z − a) and bd(t) :=
d−1∏
j=0
(t− θq
j
),
with b0(t) = 1.
Lemma 5.11. For all a ∈ A of degree d,
χt(az) = χt(a)χt(z) + ω
−1
d−1∑
l=0
∑
l<i≤d
Ei(a)τ
i−l(bl)ec(z)
qi−(l+1) .
In particular, u(z)|a|χt(az)→ 0 as |z|ℑ →∞.
Proof. Recall ft from (2.7) and its τ -difference equation which may be deduced
from (2.11). One readily computes by induction that for all non-negative integers
n,
τn(ft) = bnft +
n−1∑
l=0
τn−l(bl)τ
n−(l+1)(ec).
Then using the fact that ft(az) = ca(ft(z)), we obtain the first identity.
When d = deg a equals 0, the second claim follows from Lem. 2.3, and then it is
also clear for all d ≥ 1. 
Proposition 5.12. The operator Tp stabilizes both M
m
k (ρ
∗
t ) and S
m
k (ρ
∗
t ).
Proof. We use both 1. and 2. from Theorem 4.23. By 1. of the aforementioned
theorem, we may write
H = Θt
(
h1
h2
)
=
(
h1
h2 − χth1
)
, with both h1, uh2 ∈ uT[[u]].
From Cor. 5.9 we obtain,
TpH =
(
p
kχt(p)h1(pz)+
∑
h1( z+bp )
p
k(h2−χth1)(pz)+χt(p)
∑
(h2−χth1)( z+bp )
)
+
(
0∑
χt(b)h1( z+bp )
)
,
where again each sum
∑
is over b ∈ A(d).
Abbreviate
T ⋆pH :=
(
p
kχt(p)h1(pz)+
∑
h1( z+bp )
p
kh2(pz)+χt(p)
∑
h2( z+bp )
)
, and
υ := −pkχt(pz)h1(pz)− χt(p)
∑
χt
(
z+b
p
)
h1
(
z+b
p
)
+
∑
χt(b)h1
(
z+b
p
)
.
Then
TpH = T
⋆
pH+
(
0
υ
)
.
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One checks as in [9, (7.3)] that ΥT ⋆pH ∈ uT[[u]]
2. If one additionally assumes that
h2 ∈ uT[[u]], then T
⋆
pH ∈ uT[[u]]
2.
Now we focus on υ. Already by Lem. 5.11, we see that pkχt(pz)h1(pz) vanishes
at infinity, since u(z)|p| divides h1(pz) in T[[u(z)]]. By the same lemma and letting
deg(p) = d, we have equality between χt(p)χt
(
z+b
p
)
and
χt(z) + χt(b)− ω
−1
d−1∑
l=0
∑
l<i≤d
Ei(a)τ
i−l(bl)ec
(
z + b
p
)qi−(l+1)
.
Hence, letting
r0 := ω
−1
d−1∑
l=0
∑
l<i≤d
Ei(a)τ
i−l(bl)
∑
b∈A(d)
h1
(
z + b
p
)
ec
(
z + b
p
)qi−(l+1)
(5.1)
we see
−χt(p)
∑
χt
(
z+b
p
)
h1
(
z+b
p
)
+
∑
χt(b)h1
(
z+b
p
)
= r0 − χt(z)
∑
h1
(
z+b
p
)
,
and by [9, (7.3)]
χt(z)
∑
h1
(
z + b
p
)
∈ uχtT[[u]].
Focusing on the sum overA(d) in r0, we write h1 =
∑
j≥1 ηju
j in its u-expansion,
using our assumption that h1 ∈ uT[[u]]. Fixing 0 ≤ m0 ≤ d − 1 and m0 < i0 ≤ d
and letting µ := qi0−(m0+1) ≤ |p|/q, the sum over A(d) becomes∑
b∈A(d)
h1
(
z + b
p
)
ec
(
z + b
p
)µ
=
∑
j≥1
ηj
∑
b∈A(d)
u
(
z + b
p
)j−µ
=
∑
1≤j≤µ
ηj
∑
b∈A(d)
ec
(
z + b
p
)µ−j
+
∑
j>µ
ηj
∑
b∈A(d)
u
(
z + b
p
)j−µ
=: U + V.
Gekeler has shown that for all j ≥ 1, we have both∑
b∈A(d)
u
(
z + b
p
)j
= Gp,j(pu(z)),
where Gp,j is the Goss polynomial for the lattice of Carlitz p-torsion C[p], see [9,
(7.3)], and u divides Gp,j(pu), see [9, (3.9)]. Thus V is in uT[[u]]. One sees that
U vanishes by use of the linearity of the Carlitz exponential function, the binomial
theorem and the vanishing of the sums
∑
λ∈C[p] λ
l for 0 ≤ l < |p| − 1 while noting
again that for all choices of i0 and m0 as above µ ≤ |p|/q. Thus we conclude that
r0 ∈ uT[[u]], finishing the proof. 
Remark 5.13 (Necessity of vanishing of first coordinate for Tp-stability). Closer
inspection of the proof demonstrates that the assumption that h1 ∈ uT[[u]] in the
expansion H = Θt
(
h1
h2
)
plays a crucial role in showing that the pkχt(pz)h1(pz) term
appearing in the second coordinate vanishes at infinity after multiplication by u.
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Indeed, if we only assume that h1 ∈ T[[u]], by Lem. 5.11 we see that p
kχt(pz)h1(pz)
grows like u−|p|/q, and thus for all monic irreducibles p, u(z)pkχt(pz)h1(pz) does
not tend to zero as |z|ℑ →∞.
In §3.2.4, we have seen that E(k)F is not regular at infinity for any k ≥ 1,
and further (uE(k)F)(z) does not tend to zero as |z|ℑ → ∞, which is a necessary
condition for all VMF. In particular, for all such one dimensional Eisenstein series
E(k), the vectorial function uTp(E
(k)F∗) does not tend to zero as |z|ℑ →∞.
Remark 5.14. We examine the effect of the Hecke operators on the expansion of a
VMF H = Θt
(
h1
h2
)
in ΘtT[[u]]. A closer inspection of the proof of Prop. 5.12 shows
that we may write
Tp
(
h1
h2−χth1
)
(z) =
(
1 0
−χt(z) 1
)(
p
kχt(p)h1(pz)+
∑
h1( z+bp )
p
kh2(pz)+χt(p)
∑
h2( z+bp )+r0+r1
)
∈ ΘtT[[u]],
where r0 ∈ uT[[u]] is as defined in (5.1), and
r1 :=
pk
ω
h1(pz)
d−1∑
m=0
∑
m<i≤d
Ei(p)τ
i−m(bm)ec(z)
qi−(m+1) ∈ u
|p|(q−1)
q T[[u]]
comes from −pkχt(pz)h1(pz) using Lemma 5.11.
5.2. Hecke eigenforms: First examples.
5.2.1. Weight one forms. The T-moduleM01(ρ
∗
t ) has rank one, and hence the Eisen-
stein series E1 is a Hecke eigenform for all p. We compute that TpE1 = pE1 below.
As a corollary of the A-expansion of E1 given above, we see that through the
evaluations t 7→ θq
k
, for k ≥ 1, this single VMF gives rise to infinitely many Drinfeld
Tp-eigenforms for GL2(A) with eigenvalue p. These specialized forms are nothing
more than than Petrov’s forms fs with s =
qk−1
q−1 .
5.2.2. Weight q forms. The T-module M0q(ρ
∗
t ) has rank two with generators the
non-cuspidal Eisenstein series Eq and the cuspidal hF
∗ := h
(
−d2
d1
)
. We show below
that for all p, we have TpEq = p
qEq.
Now we focus on −hF∗. Since S0q(ρ
∗
t ) has rank one, it suffices to determine the
coefficient of u in the first coordinate of Tp(hF
∗). Writing d2 = 1+
∑
j≥q−1 cju
j ∈
A[t][[u]], as in (3.4), and acting by Tp, the first coordinate becomes
p
qh(pz)(χt(p)− p) + p
q+1h(pz) +
∑
h
(
z + b
p
)
+ o(u2),
by the same reasoning as in [9, (7.6)] because uq divides h
∑
j≥q−1 cju
j and where
we have added and subtracted pq+1h(pz). Now u|p| divides h(pz), and pq+1h(pz)+∑
h
(
z+b
p
)
= ph(z), by ibid. Thus we conclude that Tp(hF
∗) = phF∗.
Remark 5.15. Here again we see, as in the classical Drinfeldian setting over C∞,
that two forms of different weights may have the same Hecke eigenvalues, as we have
just observed for E1 and hF
∗. Perhaps the fact that both of these vectors appear as
columns of the inverse of the rigid analytic trivialization matrix Ψ :=
(
d1 d2
τ(d1) τ(d2)
)
may have some explanatory power.
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5.2.3. Remark: Weight q + 2 forms. Finally, we consider the form hE1, which lies
in the rank one T-module S1q+2(ρ
∗
t ). Necessarily, this is a Hecke eigenform, and A.
Petrov has computed a handful of examples which suggest that Tp(hE1) = p
2hE1.
A proof would appear to take somewhat more work than required in the previous
subsections, essentially due to the double cuspidality of the first coordinate and the
more complicated behavior of the Goss polynomials for Carlitz torsion lattices in
this circumstance. We do not pursue this here.
5.3. Hecke properties of the vectorial Eisenstein series.
Proposition 5.16. For all monic irreducibles p ∈ A and k ≡ 1 (mod q − 1), we
have
TpEk = p
kEk.
The proof that the Ek are Hecke eigenforms takes up the next several subsections.
We use heavily the coordinate description of the action of Tp from Cor. 5.9.
5.3.1. The first coordinate. The next result is well-known, see e.g. it is implicit in
the calculation of the Hecke eigenvalues of the Eisenstein series studied in [15].
Lemma 5.17. For all a ∈ A+ and positive integers k,∑
b∈A(d)
Gk
(
ua
(
z + b
p
))
=
{
pkGk(ua(z)) (a, p) = 1,
0 (a, p) 6= 1.

From Cor. 5.9 we must compute
(T ♯pe
k
1)(z) := p
kχt(p)e
k
1(pz) +
∑
b∈A(d)
ek1
(
z + b
p
)
.
Writing everything out and using the previous lemma, we have
(T ♯pe
k
1)(z) = p
k
∑
a∈A+
χt(pa)Gk(upa(z)) +
∑
a∈A+
χt(a)
∑
b∈A(d)
Gk
(
ua
(
z + b
p
))
= pk
∑
a∈A+
χt(pa)Gk(upa(z)) + p
k
∑
a∈A+\pA+
χt(a)
∑
b∈A(d)
Gk (ua (z)) = p
kek1(z),
finishing the calculation.
5.3.2. The second coordinate.
Lemma 5.18. Let a ∈ A+, p a monic irreducible of positive degree d, and k a
positive integer k ≡ 1(q − 1). We have that
∑
c∈A(d)
∑
b∈A
χt(pb)
(az+ac+pb)k
equals
∑
b∈A
χt(b)
(az + b)k
−
χt(a)
p
∑
c∈A(d)
χt(c)Gk(ua
(
z + c
p
)
), if (a, p) = 1,
and equals zero otherwise.
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Proof. Suppose first that (a, p) 6= 1 and write a′ = a/p ∈ A+. We begin with the
case k = 1. We have∑
c∈A(d)
∑
b∈A
χt(pb)
(az + ac+ pb)
=
χt(p)
p
∑
c∈A(d)
∑
b∈A
χt(b)
(a′(z + c) + b)
=
χt(p)
p
∑
c∈A(d)
π˜u(a′(z + c))χt(a
′(z + c))
=
χt(p)
p
π˜u(a′z)
χt(a′z) ∑
c∈A(d)
1 + χt(a
′)
∑
c∈A(d)
χt(c)

= 0,
by the well-known vanishing of power sums. We notice that
∑
c∈A(d)
∑
b∈A
χt(b)
(a′(z+c)+b)
and
∑
c∈A(d)
∑
b∈A
χt(b)
(a′(z+c)+b)k are connected via simple hyperdifferentiation with
respect to z, and thus, when p|a, we learn
∑
b∈A
∑
c∈A(d)
χt(pb)
(az+ac+pb)k
= 0.
Now suppose (a, p) = 1, then the sum of our interest
∑
c∈A(d)
∑
b∈A
χt(pb)
(az+ac+pb)k
equals ∑
c∈A(d)
∑
b∈A
χt(ac+ pb)
(az + ac+ pb)k
−
∑
c∈A(d)
∑
b∈A
χt(ac)
(az + ac+ pb)k
=
∑
b′∈A
χt(b
′)
(az + b′)k
−
χt(a)
pk
∑
c∈A(d)
χt(c)Gk(ua((z + c)/p)).

The following result should be compared with Lemma 5.17.
Corollary 5.19. With the same notations,
∑
c∈A(d)
χt(c)Gk
(
ua
(
z + c
p
))
=

p
k
χt(a)
∑
b∈A
(
χt(b)
(az+b)k
−
∑
c∈A(d)
χt(pb)
(az+ac+pb)k
) if (a, p) = 1
0 if (a, p) 6= 1.
Proof. This is a simple restatement of the previous lemma. 
Given the previous lemmas, we continue with the calculation of the Hecke action
on the second coordinate of the Eisenstein series Ek. To show that the second
coordinate is fixed by the Hecke action defined above, it is equivalent to prove
(5.2) pkek2(pz) + χt(p)
∑
c∈A(d)
ek2((z + c)/p) = p
kek2(z)−
∑
c∈A(d)
χt(c)e
k
1((z + c)/b).
We have, for k ≡ 1(q − 1),
−ek2(z) = −
∑′
a,b∈A
χ(b)
(az + b)k
= L(χt, k) +
∑
a∈A+
∑
b∈A
χt(b)
(az + b)k
.
Now we compute using the previous lemma that,
p(t)
∑
c∈A(d)
−ek2((z + c)/p) = p
k
∑
a∈A+
∑
b∈A
∑
c∈A(d)
χt(pb)
(az + ac+ pb)k
VECTORIAL DRINFELD MODULAR FORMS OVER TATE ALGEBRAS 41
= pk
∑
a∈A+\pA+
∑
b∈A
χt(b)
(az + b)k
−
χt(a)
pk
∑
c∈A(d)
χt(c)Gk((ua(z + c)/p))

= pk
∑
a∈A+\pA+
∑
b∈A
χt(b)
(az + b)k
−
∑
c∈A(d)
χt(c)
∑
a∈A+
χt(a)Gk((ua(z + c)/p))
= pk
∑
a∈A+\pA+
∑
b∈A
χt(b)
(az + b)k
+
∑
c∈A(d)
χt(c)e
k
1((z + c)/p).
Putting everything together gives (5.2), and completes the proof of Proposition
5.16. 
5.4. Hecke compatibility: evaluation and hyperdifferentiation. Now we
show that the Hecke operators introduced for VMF above specialize at roots of
unity in Facq ⊂ C∞ to the Hecke operators for Γ1(p
n) and commute with hyperdif-
ferentiation; the main result is Theorem 5.22 below.
5.4.1. Hecke operators on Γ1(m). The following lemma allows us to define Hecke
operators on the spacesMmk (Γ1(m)). Throughout p will denote a monic irreducible
polynomial in A. The following fact is elementary, and we omit the proof.
Lemma 5.20. Let m, p ∈ A+, with p additionally irreducible.
If (m, p) = 1, then the matrices
(
1 β
0 p
)
, with |β| < |p|, and any matrix ( µ νm p )
(
p 0
0 1
)
∈
M2(A) such that µp− νm = 1 give a full set of distinct representatives for the quo-
tient Γ1(m)
∖
Γ1(m)
(
1 0
0 p
)
Γ1(m) .
If p|m, the matrices
(
1 β
0 p
)
, with |β| < |p| give a full set of distinct representa-
tives. 
Definition 5.21. For f ∈Mmk (Γ1(m)) and a monic irreducible p ∈ A, we define
Tpf :=
 p
k−m
(∑
|β|<|p| f |
m
k [
(
1 β
0 p
)
] + f |mk [
(
µp ν
mp p
)
]
)
, (m, p) = 1
pk−m
∑
|β|<|p| f |
m
k [
(
1 β
0 p
)
], (m, p) > 1,
where if (m, p) = 1 we take µ, ν ∈ A such that µp− νm = 1.
5.4.2. Compatibility results. We remind the reader that by Prop. 4.20 if ζ ∈ Facq
is a root of the monic irreducible q ∈ A and H ∈ Mm−1k (ρ
∗
t ), then, for all positive
integers n,
evζ(D
(n−1)
t [H]1) ∈M
m
k (Γ1(q
n)).
Theorem 5.22. Let H ∈ Mm−1k (ρ
∗
t ), and let q ∈ A+ be an irreducible with root
ζ ∈ Facq . If (q, p) = 1, then, for all n ≥ 1, we have
evζ(D
(n−1)
t [TpH]1) = Tp evζ(D
(n−1)
t [H]1).
If q = p, then, for all n ≥ 1, we have
evζ(D
(n−1)
t [TpH]1)(z)− Tp evζ(D
(n−1)
t [H]1)(z) =
= pk
n−1∑
j=1
evζ((D
(j)
t p(t))(D
(n−1−j)
t [H]1))(pz).
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Hence, evζ(D
(n−1)
t [TpH]1)−Tp evζ(D
(n−1)
t [H]1) comes from modular forms of lower
level.
Proof. First suppose (q, p) = 1. From the definition of the Hecke operators on
Mmk (Γ1(q
n)), we have
Tp evζ(D
(n−1)
t [H]1)(z)− p
k−m
∑
|β|<|p|
evζ(D
(n−1)
t [H])|
m
k [
(
1 β
0 p
)
](z) =
= pk−m evζ(D
(n−1)
t [H])|
m
k [
( µ ν
q
n
p
) (
p 0
0 1
)
](z)
= pk
n−1∑
j=0
evζ(D
(j)
t p(t)D
(n−1−j)
t [H]1)(pz),
where the last equality follows from (4.15), since
( µ ν
q
n
p
)
∈ Γ0(q
n).
From Cor. 5.9 and the Leibniz rule, we have D
(n−1)
t [TpH]1(z) equals
p
k
n−1∑
j=0
(D
(j)
t p(t))(D
(n−1−j)
t [H]1)(pz) +
∑
|β|<|p|
(D
(n−1)
t [H]1)
(
z + β
p
)
.
Evaluating at t = ζ finishes the proof when (q, p) = 1.
When q = p, the claim follows from the previous line. 
The following corollaries are immediate.
Corollary 5.23. Let H ∈ Mm−1k (ρ
∗
t ) and let ζ ∈ F
ac
q , with minimal polynomial q.
Let n ≥ 1.
For all monic irreducibles p ∈ A different from q, if H is a Hecke eigenform for
Tp with eigenvalue λp ∈ C∞, then evζ(D
(n−1)
t [H]1) is a Hecke eigenform for Tp,
with the same eigenvalue.
If p = q, the same statement holds verbatim when n = 1, and it holds modulo
the space of oldforms when n > 1. 
Corollary 5.24. For all positive k ≡ 1 (mod q − 1), all n ≥ 1, and all ζ ∈ Facq
with minimal polynomial q ∈ A+, the forms evζ(D
(n−1)
t [Ek]1) ∈ M
1
k (Γ1(q
n)) are
simultaneous Hecke eigenforms for the family {Tp : p(ζ) 6= 0} with eigenvalues
{pk}.
Remark 5.25. We point out a couple of glaring differences in the behavior of the
coefficients for Drinfeld Hecke eigenforms with A-expansions for Γ1(q
n) and for
classical Hecke eigenforms.
Consider the form evζ(D
(n−1)
t [E1]1) ∈ M
1
k (Γ1(q
n)) which is a Hecke eigenform
with A-expansion
evζ(D
(n−1)
t [Ek]1) = −π˜
∑
a∈A+
evζ D
(n−1)
t (a(t))u(az).
Firstly, the A-expansion coefficient of u(z), which is analogous to the coefficient of
q1 in the classical case, can be zero here. Indeed, as soon as n ≥ 2, this A-expansion
coefficient vanishes. So one cannot hope for the coefficient of u(pz), analogous to
the coefficient of qp in the classical case, of a Hecke eigenform to come from the
Hecke eigenvalue of Tp and the coefficient of u(z) in the same way as happens
classically. Second, the Hecke eigenvalues of an eigenform with A-expansion are
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completely determined by which Goss polynomial Gk appears in the A-expansion
for the form— this follows from a modified version of Petrov’s [33, Theorem 2.3] and
is essentially Lemma 5.17 above; for the form above evζ(D
(n−1)
t [Ek]1), G1(X) = X
appears and forces the eigenvalue of Tp to be p. Still, for each prime p away from
the level q, the coefficient of u(pz), namely evζ D
(n−1)
t (p(t)), is a function of the
eigenvalue p of Tp and the level.
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