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A Framework for Evaluating Dashboards in Healthcare
Mengdie Zhuang, Dave Concannon, and Ed Manley
Abstract—In the era of information overload, effective information provision is essential for enabling rapid response and critical decision
making. In making sense of diverse information sources, data dashboards have become an indispensable tool, providing fast, effective,
adaptable, and personalized access to information for professionals and the general public alike. However, these objectives place a
heavy requirement on dashboards as information systems, resulting in poor usability and ineffective design. Understanding these
shortfalls is a challenge given the absence of a consistent and comprehensive approach to dashboard evaluation. In this paper we
systematically review literature on dashboard implementation in the healthcare domain, a field where dashboards have been employed
widely, and in which there is widespread interest for improving the current state of the art, and subsequently analyse approaches
taken towards evaluation. We draw upon consolidated dashboard literature and our own observations to introduce a general definition
of dashboards which is more relevant to current trends, together with a dashboard task-based classification, which underpin our
subsequent analysis. From a total of 81 papers we derive seven evaluation scenarios - task performance, behaviour change, interaction
workflow, perceived engagement, potential utility, algorithm performance and system implementation. These scenarios distinguish
different evaluation purposes which we illustrate through measurements, example studies, and common challenges in evaluation study
design. We provide a breakdown of each evaluation scenario, and highlight some of the subtle and less well posed questions. We
conclude by outlining a number of active discussion points and a set of dashboard evaluation best practices for the academic, clinical
and software development communities alike.
Index Terms—Dashboard, Evaluation, Healthcare
1 INTRODUCTION
Digital data dashboards are widely employed in modern life, serving
as essential tools for performance management to practitioners in a
variety of fields. While on the exterior they perform the function of
an information access system, providing users with information on
critical markers and tracking trends, internally they represent complex
systems which interact with or incorporate data storage architectures,
state-of-the-art algorithms for query management, information retrieval
and visualization, as well as a suite of user oriented features which
provide flexibility through personalization and adaptation to various
professional contexts. The design of such systems has received much
attention from the research community, however, due to their variety
in scope and implementation they have been under-represented in the
system evaluation literature. Indeed, a comprehensive framework for
determining when a dashboard fulfills its goals, attains its potential,
satisfies users, is robust, scalable and efficient is missing from the
literature, hampering dashboard design.
In the field of healthcare, dashboards have been widely implemented
and used for a variety of purposes [17]. Moreover, the data they track
and display is often critical to patients’ wellbeing, as well as essential
to keep key administrative processes in hospitals and clinics running
on track. Due to the interest presented both by the research community
and clinicians in refining state-of-the-art digital systems for information
retrieval, knowledge management and decision support, healthcare has
seen some of the most notable and refined dashboard models and pro-
totypes being implemented in an effort to attain these goals. The field
of healthcare presents most of the theoretical diversity in dashboard
types and goals while offering a self-contained window into dashboard
design and evaluation.
In this paper we conduct an integrative review of dashboard evalua-
tions in the health domain and, grounded in evaluation frameworks of
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visualization [34] and theories from task complexity [6, 9, 40, 75], we
make the following contributions:
• A definition and categorization of dashboards into four types from
a task-based perspective.
• Introduction of a new framework that contains seven dashboard
evaluation scenarios, which extends and refines [34].
• Review diversity of evaluation measures used in practice, and
challenges associated with application in healthcare context.
2 BACKGROUND
Several sources in the dashboard literature (e.g. [20, 23, 71, 76]) high-
light the dashboard’s visual display and its design purpose as common
defining elements. However, due to complex and evolving dashboard
use cases, these elements alone fail to encompass the variety of purposes
and functionalities of dashboards. Few [23] defines a dashboard as a
single screen visual display presenting information needed to achieve
a specific purpose, which requires a timely response. Yigitbasioglu et
al. [76] extended Few’s definition by detailing the purposes of a dash-
board, in which a dashboard displays “the most important information
to achieve one or several individual and/or organizational objectives,
allowing the users to identify, explore and communicate problem areas
that need corrective action. Wexler et al. [71] provide a more general
purpose compared to [76], describing dashboard is “... used to monitor
conditions and/or facilitate understanding”. Sarikaya et al.’s review of
the design space of dashboards [60] highlights the lack of consensus
on the dashboard’s definition, and introduces seven dashboard types by
clustering selected dashboards based on 15 factors derived from either
the visual genre or function genre.
Although some evaluation criteria have been applied in practice as
evidence of effectiveness (e.g. fitness of the information displayed [20],
improvements in task performance [68], qualitative feedback on user
satisfaction and how the dashboard is used [61]), there is a lack of
systematic discussion on the evaluation approach dedicated to dash-
boards [67]. The closest related approach lies in evaluating information
visualization, which has been discussed from the perspective of a break-
down list of desired quality [79], design processes [47], or evaluation
scenarios [34]. However, as dashboards are incorporated in various
socio-organisational contexts, they take on the role of more than just a
visual display, or interface. As stated by El-Turabi et al. [21], dashboard
design within health research systems “requires a full understanding of
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the operation of the organisation and the collaboration of its employ-
ees”.
Uncertainty around the definition and associated evaluation ap-
proaches has not prevented dashboards becoming critical in serving
timely and complex information to the user. Nowhere is this more the
case than in healthcare, where growing interests of deploying dash-
boards have coincided with the increased use of Electronic Health
Records (EHR). Traditionally, visualisations, including scatter plots
and time-series graphs, have been widely applied to analyse clinical
results and inform treatment plans [56, 57]. A number of reviews have
discussed dashboards and visualisations in the health domain. West
et al.’s [70] review of the use of information visualisation in EHR in
the literature concluded that while most of the studies surveyed the
importance of the growing amount of clinical data they found there is
little focus on using innovative visualisation techniques that lend them-
selves to the large complex datasets available electronically. Dowdling
et al.’s [17] review of dashboards for improving patient care concluded
that there was some evidence that the use of dashboards improved
patient outcomes, although it is unclear what dashboard characteristics
lie at the root of these improvements. A more systematic evaluation
framework could serve to shed light on these connections and provide
an environment for researchers to conduct more conclusive experiments
on dashboard design and implementation.
3 METHODOLOGY
3.1 Definitions and Choice of Perspectives
As described above, dashboards are demarcated by their visual design
and purpose [60, 76]. However, in order to clearly separate dashboards
from other information systems and from other forms of visualiza-
tion, we will more exhaustively characterize the information transfer
means that dashboards typically present, together with their underlying
purpose and patterns of implementation.
Dashboards are examples of visual information systems, by which
we mean information access systems which primarily employ a vi-
sual medium for communicating information. As such, their purpose
is accessing and understanding data relevant for a concrete problem,
and their means of achieving this purpose is inherently visual. In this
respect, they differ from information visualization systems, whose pur-
pose is designing, building or refining visualizations of data to reinforce
human cognition (often the emphasis not being placed on the data it-
self). In terms of implementation, visualization systems are presented
to the user most often in the form of editors, or software meant to serve
this purpose, which can themselves be used to create dashboards (e.g.,
Tableau), whereas dashboards eschew this goal completely: dashboards
instead serve as ecosystems for integrating visulazation tools, with the
sole purpose being accessing and exposing data relevant to their task.
Dashboards come equipped with a graphical user interface (GUI)
which presents an interaction and information access channel to the
user. At any one time, the GUI displays a fixed view of the information
available to the user which may be a subset, reduction, aggregation
etc. of the data available to the dashboard. The primary characteristic
of the dashboard is that it varies the information in its view according
to changes in the data (e.g. tracked over time, space or other variable
parameters) or as a response to user interactions (e.g. clicks). Therefore,
a dashboard needn’t be physically interactive, but then it must reflect
the changes in the data and update the view on its own; conversely,
it needn’t display changing data, but it must present the data with
variations as requested by users, to tailor to their information needs. All
dashboards encountered in our review sit on a scale between these two
extremes. We call this the responsive display property of dashboards
that sets them apart from other visual information systems.
Summarizing the above, we give a more general, broadly encompass-
ing definition of dashboard below and position the rest of this article
with respect to it:
A dashboard is a visual information system which comprises at
least a graphical user interface (GUI) and a store of data which the
GUI exposes, which is designed and built with the purpose of fulfilling
a precise information need, and whose primary information transfer
channel is a responsive display.
Part of the definition is the dashboard’s purpose is fulfilling a partic-
ular information need. In order for designers to guide the dashboard
towards its purpose, a particular type of task or set of tasks is designed
and engineered into the dashboard itself. Such tasks are developed in
relation to context-driven problems that the dashboard is intended to
tackle, and we refer to them as the dashboard’s intended or primary
tasks.
The notion of intended task allows us to characterize dashboards
in terms of their purpose. Below, we appeal to measures of task com-
plexity to distinguish and organize dashboards and their predominant
evaluation scenarios. From the large body of research on task com-
plexity (see for examples, [9, 40]) we select two factors, a priori de-
terminability of task outcomes, and expected number of interactions,
for this distinction. Bystrm et al [6] define a priori determinability of
the task as how well a user can deduce the outcomes, processes, and
information required to complete the task before actually performing it.
As such it represents a form of uncertainty, brought about by a lack of
knowledge about the form of the solution and the processes involved
in solving the task or the spectrum of outcomes that each interaction
with the system may produce. For example, exploratory dashboards
aimed at piquing users’ interests or awareness of an idea or concept
have low a priori determinability, and therefore high task complexity.
The expected number of interactions is derived from the dimension
of task component complexity [75], which is the number of required
physical actions or information cues users need to perform in order to
complete the task. The higher the number of expected interactions, the
more complex the task is. We employ these definitions in identifying
dashboards types, which are reported in section 4.
3.2 Review method
The relevant literature was systematically searched and synthesized
following [73] five stages (problem identification, literature search, data
evaluation, data analysis, presentation) to conducting an integrative
review in order to incorporate studies with diverse methodologies, and
to critically analyze the literature and bring a new understanding of
dashboard evaluation.
Problem identification: The problem that this review addresses is
that evaluation approaches for dashboard are not clearly categorised
and evaluating dashboards remains a substantial challenge in the health
domain regardless of the large impact of results and resources all par-
ties involved are willing to spend. An integrative review of the related
literature could reveal: (i) the main types of dashboard evaluation in the
health domain; (ii) the criteria and common measurements that have
been used to evaluate dashboard in the health domain; (iii) the chal-
lenges of applying such evaluations. (iv) given (i)(iii), the best practices
to evaluate dashboards. The focus of this paper is on measurements,
criteria and how they have been used in evaluating dashboards in health.
Other aspects related to evaluating dashboard are not reported.
Literature search: To get a comprehensive overview of how dash-
board is evaluated in healthcare, IEEE Scope, ACM Digital Library,
Google Scholar, and PubMed were first searched. A combination of
the following terms (including terms obtained through affixation) was
used to search in titles, abstract and keywords: dashboard, evaluation,
measure, and health. At the same time, we adapted the forward and
backward snowballing approach [74] in order to follow the references
of identified literature and the works cited them. The initial search
resulted in a selection of 260 articles.
Data evaluation: A paper was classified as relevant if all of these
conditions apply: i) it addresses a dashboard or a system contains a
dashboard, ii) it belongs to the domain of healthcare or has the objec-
tives which benefit the health context, iii) it describes any evaluation,
assessment or measurement of the quality of the dashboard or system.
A paper with mentioned terms was classified as irrelevant if: i) the
dashboard is used as an evaluation of a separate project, ii) the content
lies outside the human health domain (e.g., dashboards that track the
‘health’ of a non-health related project). Study protocols were excluded
in the review.
Abstracts of the initial selection (260 papers) were first screened
by the first author against the relevance criteria, yielding 134 relevant
2
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Fig. 1. The development of evaluation scenarios in this study.
papers and 126 irrelevant papers. Four coders (all co-authors of this
paper) participated in the assessment of the full text of the 134 relevant
paper in order to further remove papers against the relevance criteria
mentioned in the previous step, or the papers which only have the
abstract available, or the papers describing the same dashboard, which
yielded a final corpus of 81 publications.
Data analysis: The 81 publications contain details of evaluations
of 82 healthcare dashboards. Our coding scheme consists of two parts,
dashboard types and evaluations. As mentioned in Section 3.1, we ap-
peal to distinguish dashboards through their intended task complexity,
through two factors, a priori determinability of task outcomes, and
expected number of interactions. Each of these factors is classified as
high or low. In this review we say a dashboard has high a priori deter-
minability if the possible task outcomes are available to the users before
interacting with the dashboard, low otherwise. We say a dashboard
has low expected number of required interactions if the users need to
perform less than five interactions (e.g. clicking, locating values on
the screen, filtering data, or comparing two values) for each task, high
otherwise.
For coding dashboard evaluation, we use a hybrid approach that
combines deductive and inductive coding following the steps in [22].
A deductive approach better places the analysis in a broad context and
connects our results with pre-established theories in other fields, while
an inductive approach allows the inclusion of new themes emerging
during the data analysis. We based our initial coding scheme on the
seven scenarios proposed by [34] for evaluation of generic information
visualisation. The authors of this paper discussed frequently during
the review regarding the validity of the initial code scheme and the
potential need for extension. Figure 1 illustrates the changes of our
final codes compared to the initial schema. Due to the multipurpose
nature of dashboards [60], we merged all tags in Understanding En-
vironment and Work Practice, Evaluating Visual Data Analysis and
Reasoning, Evaluating Communication through Visualization, and Eval-
uation Collaborative Data Analysis scenarios in [34] and tag them by
their evaluation focus, either on interaction or outcomes, and name them
as the interaction workflow, task performance scenarios respectively.
We broke one tag ‘Usability and effectiveness’ into task effectiveness
and usability, and further extended the initial code schema by adding
four codes, behaviour change, usage, intention of future use and system
implementation. We decided to not include one tag, namely usage,
which means the descriptive statistics alone of the dashboard is used
(e.g. the number of users viewed this dashboard, average time spent on
the dashboard) without any benchmark. This is because the popularity
of the dashboard is a result of many factors and is not evidence of
the dashboard’s quality. By grouping the remaining tags, seven sce-
narios were generated belonging to three general themes Interaction
effectiveness, User experience, and System efficacy (Figure 1).
Presentation: The selected studies are included in the supplemental
materials. The types of dashboard observed is discussed in section 4.
Evaluation scenarios and related measurements are discussed in section
5, as are relevant examples and challenges from the literature.
4 DASHBOARD TYPE
As explained above we have chosen to categorize dashboard by the
complexity of their intended task, which is governed by two factors, the
determinability of task outcomes, and expected number of interactions
from the user (Section 3.1). In this review we code each factor into high
and low levels (details in Section 3.2), resulting in 4 types of dashboard
organized according to the high / low values by each dimension.
• Decision Support: This type of dashboard is characterized by
tasks with high determinability, but which typically require a large
number of interactions on the part of the user to reach resolution.
The interaction workflow for these systems reads off almost like
a recipe or decision tree. Indeed, in practice, the primary appli-
cation of such dashboards is in aiding the decision process of
practitioners in professional environments by providing targeted
information to a relatively simple query system or organising
the data in a way that highlights the potential key information.
The nature of these systems is often auxiliary to a focused prede-
termined real-world task (e.g. deciding patients care plan [55]).
The task itself usually lends itself to decision-making support,
requiring setting thresholds within continuous scales, comparing
real world data to examples, matching trends etc., all interactions
3
Fig. 2. Four dashboard types. Interaction refers to the expected num-
ber of interactions; Determinability refers to the determinability of task
outcomes.
with a fixed outcome (e.g. a finite set of treatment options [16]).
We have reviewed 17 dashboards which fall under this category.
• Operational: The lowest on the complexity of intended task
scale, this type of dashboard comprises systems with low num-
ber of required interactions and high determinability, these two
properties implying low uncertainty in the final task outcomes.
Most of these systems present a simple adaptive visual display
which alerts users to the status of KPIs (e.g. maternal-newborn
KPIs [19]), or manifestation of certain (predefined) events (e.g.
available patients for clinical trails [48]) and prompts a time-
sensitive reaction. These dashboards are used to deliver instant
updates, and assist rapid and often repetitive information extrac-
tion, in general being submitted to extremely brief (though poten-
tially frequent) interaction sessions, each of which requires only
minimal cognitive load on the part of the user. Determinability is
most often achieved by interpreting KPIs in an automated fashion,
assigning (potentially context or user adapted) thresholds to KPIs
or otherwise discretizing the space of outcomes for the benefit of
the user. When deployed in the proper digital devices, such as
smartphones, and tablets, they interact with users on a personal
level and form a constant presence in their private or professional
lives (e.g. [63]). We have reviewed 27 dashboards which fall
under this category.
• Exploratory: The highest on the complexity of intended task
scale, exploratory dashboards represent systems which allot sig-
nificant liberties to users in their interaction. As such they typi-
cally require a high number of interactions per usage, with many
of these interactions presenting quite open-ended outcomes (e.g.
analysis of mining novel patterns [43], comparing patients’ medi-
cal histories [3], raising further research interests based on clinical
trail findings [11]). Such successful usage usually requires a high
cognitive load, extended periods of time and, in a professional
context, detailed domain knowledge. These systems are typi-
cally interacted with as part of complicated information analysis
or communication processes that marry the user’s interests and
knowledge with the information presented by the dashboard to
achieve satisfactory results. As such, the amount of information
displayed at any one time may be extensive, which lends the
implementation of such systems to hardware that benefits from
wide visual displays (e.g. [35]). These dashboards typically also
present the most detailed and abstract visualizations, as well as
requiring a significant amount of visualization literacy from its
users. We have reviewed 22 dashboards which fall under this
category.
• Tracking: This type describes dashboards which require very
little interaction from the user but are typically quite open ended
in terms of outcomes, presenting low determinability. These dash-
boards typically present very little opportunity for the user to
interact with the interface directly. The cognitive load required to
process the information is usually high (e.g. understanding the
driving factors behind performance change [72]), but, in profes-
sional contexts users typically adapt to the fixed set of information
pathways that these dashboards facilitate and engage them with
heightened alacrity and diminished cognitive cost (e.g. monitor-
ing an emergency department [77]). Typical implementations
occur in information displays, where comprehensive lists of KPIs
are tracked and displayed in the context of their history, without
built-in interpretations (e.g. value thresholds) of what an abnor-
mal indicator is, requiring users to provide such interpretations
themselves. We have reviewed 16 dashboards which belong to
this category.
5 EVALUATION SCENARIOS
In parallel to categorising dashboard types in the evaluation studies,
we extracted seven evaluation scenarios representing the categories of
evaluations we found in our literature review. We provide a definition of
each scenario, identify the common evaluation questions, measurements
and challenges with examples in healthcare.
We group these scenarios into three themes: interaction effective-
ness, user experience, and system efficacy (Figure 1). In the interaction
effectiveness group, the goal of the evaluation is to measure how effec-
tive the dashboard is while the user interacts with it, focusing on how
the interaction develops, the effects of interaction on a task, or in the
long run between the user and the dashboard. As invoking interaction
between users or enhancing data exploration, organising data for the
user(s) is the main motivation of using visualizations, most of the visu-
alization evaluation scenarios [34] are grouped into this theme. In the
user experience group, the evaluation only focuses on users’ subjective
feedback in terms of usability issues, extra functionality to include and
the intent to engage with the system in the future. In the system efficacy
group, the main goal is to understand whether the system contains an
accurate algorithm or has stable outcomes. We also care about the
quality of the implementation of the dashboard, for example whether
the data presented, and the functions included suffice for the intended
task. Usually dashboard evaluation contains more than one type of the
three in the process of design or post-deployment.
5.1 Task Performance (TP)
How does the use of the dashboard influence expected task outcomes in
the dashboard’s intended task?
5.1.1 TP: Evaluation Aim
Evaluating task performance aims to assess the effectiveness of the dash-
board with respect to the performance of a particular task(s) across
multiple users. Examining how a dashboard facilitates task perfor-
mance is the second most used evaluation scenario in the literature
review (43 out of 82, 52.44%). This scenario is intrinsic to a coupling
of dashboard and task. As discussed in Section 3.1, such a dashboard
comes engineered with an intended task. When speaking of the evalua-
tion of a particular dashboard with respect to task performance we refer
to its evaluation with respect to this task or set of tasks. Alternatively,
through real-world usage or through serendipitous exposure outside
the designer’s intent, the dashboard may be subjected to use for sec-
ondary tasks. These usually appear as a result of interaction between
the dashboard system and the polarized needs of particular user groups.
One may attempt to assess the dashboard with respect to such a task as
well. We dedicate an evaluation scenario potential utility (Section 5.5)
to identify those secondary tasks.
5.1.2 TP: Evaluation Criteria
Evaluating task performance is a post factum type of evaluation in
which researchers employ quantitative or qualitative measures of the
task outcomes (typically averaged across many users to remove users
as a source of variance). When discussing improvements in task perfor-
mance it is these refined quantitative metrics of the task outcome that
researchers most often refer to, for example completing a designed task
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in shorter time, with fewer total actions, higher accuracy, and higher
occurrence of desired actions. Benchmarks or other adequate means of
comparison still need to be provided in order to ground the evaluation,
but this is in general the most straightforward evaluation context and
also the second most widely considered.
5.1.3 TP: Measures and Examples
Typical task outcomes include the percentage or accuracy of task com-
pletion [11, 42], time to completion [1, 15], time to make decision [16],
effective actions triggered (e.g. clinicians’ response to alerted high-risk
medication [53], types of clinical actions taken with and without the
dashboard [13]), or quality indicators (e.g. drug to drug interaction
alerts [62]). The measurements do not have to be linked with the di-
rect operation of the dashboard, as the dashboard can issue alerts or
reminders of external events or the degradation of certain KPIs that are
handled or dealt with by the user externally (e.g. number of visits of
chronically ill patients to clinics [54]).
However, such outcomes might not be easily measurable for ex-
ploratory and tracking dashboards (e.g. teaching, knowledge discovery,
and tracking workouts), as a successful use session may have higher
duration in this context and the performance is laborious to quantify or
benchmark. Researchers have proposed dealing with this issue via two
approaches.
The first is relevant when the difficulty in measurement stems from
the infeasibility of collecting reliable data. The solution in this case is
to add constraints to the evaluation task design, in order to facilitate
the observation of the desired outcome. An example would be to
shorten the task session length or instruct the participant to focus on
one sub-task which they would usually do in a casual situation as seen
in Bernard et al. [3], in which a dashboard that helps the user to extract
longitudinal and cross-cohort patterns from patients’ medical history
is evaluated by measuring the observations users made in a 20 minute
session while being clearly instructed to compare the given patients.
A second approach involves lowering the evaluation threshold, by
testing the minimal necessary functionality of the dashboard. In prac-
tice, this involves testing not task performance for the intended task, but
the performances of the minimally required executions for the intended
tasks, a less elucidating measure, but nevertheless more straightfor-
wardly computable (circumventing issues of user variance and objective
measurability). For example, in a diabetes patient self-management and
learning dashboard [42], researchers selected three sub-tasks, which
are the basic required tasks for users to use this dashboard, identifying
recent hemoglobin, messaging a doctor, and setting a reminder for a
clinical visit. The results provide evidence that the participant do not
experience difficulties completing this three tasks, therefore the tool
has the potential to at least facilitate these minimum required task for
self-management. However, the result is insufficient in supporting the
this tool is good for self-management and learning purposes as the
outcomes are not measured.
5.1.4 TP: Evaluation Challenges
Selection of tasks and sub-tasks. Choosing a task is necessary for
this evaluation. Although this statement is trivial for dashboards with a
single intended task, (e.g. the door-to-balloon time for stroke treatment
in the emergency department [15]), it needs more consideration for
exploratory or tracking dashboards. In either of these cases, focusing
on a specific task is not always straightforward and checking through
all possible use cases is not feasible in practice. Researchers typically
extract a couple of essential or frequent subtasks from the primary
one, and apply subsequent evaluation criteria to these. For example,
Pickering er al. [55] examined a data management dashboard, by timing
how long clinicians spent on collecting most used clinical data. Inherit-
ing the key considerations in evaluation from the dashboard design is
crucial. Concannon et al. [11] introduces a design which tackles visual-
ization literacy, and creates the information extraction tasks from the
dashboard that involve participants representing different visualization
literacy groups.
Performance aggregation. As mentioned, in order to evaluate tasks
with low prior determinability, researchers select several sub-tasks that
are either essential sub-tasks or frequent sub-tasks with respect to the
intended one. Researchers ultimately need to translate evaluation of
individual sub-tasks into an evaluation of the primary task which is
linked to the design and nature of each particular dashboard. Such a
process requires the aggregation of scores and measures, a procedure
for which there is no theoretical prior. In practice, aggregating the
results requires domain specific knowledge and, most typically forming
a priority list of criteria or a weight. For example, Azad [1] introduced
a system that collects spine surgery outcomes and displays these data
with clinical records to the clinicians, and evaluated the survey data
capture rate, which is the primary outcome of the data collection sub-
tasks as well as the average visit time of patients, which is the overall
expected outcome. Patel et al. [53] also picked multiple performance
measures, including time spent before making the decisions, which is
the efficiency, and the drugs picked, which infers the accuracy.
5.2 Behaviour Change (BC)
How does the use of the dashboard induce long lasting behaviour
changes in user groups?
5.2.1 BC: Evaluation Aim
Behaviour change (reported in five out of 82 evaluations, 6.1%), a
new scenario included for dashboard evaluation, aims to assess the
dashboard’s ability to induce positive long term influences on users’
behaviour. The dashboard provides a particular information access
experience which impacts the consequences of our actions and gives
us agency in our environments. Furthermore the interaction with the
dashboard serves to shape the user’s workflow and awareness, and
induce certain behaviours and needs as a consequence. This scenario
aims to evaluate the extent to which such interactions can have a long-
lasting impact on users irrespective of the behaviours determined at
session level interaction.
This scenario is different from the evaluation of task performance in
which the dashboard directly contributes to the performance evaluation.
Behaviour change is typically independent of the direct or session-level
interaction with the dashboard, is driven primarily by awareness or
interest on the part of the user, and one of its characteristics is its
staying-power, describing a long term influence. Behaviour changes
are also often associated with exploratory and tracking dashboards,
whose purpose is to raise awareness, foster interests toward certain
issues or mark the appearance or presence of certain patterns. Inducing
positive behaviour change in users and patients represents one of the
most highly sought after features of dashboards in healthcare. However,
while behaviour change is stipulated as the ultimate motivation of
implementing certain dashboards, evaluation of behaviour change for
the very same systems often falls short of expectations.
5.2.2 BC: Evaluation Criteria
Evaluating behaviour change is potentially one of the most difficult
tasks for an investigator, due to the time required to observe such
changes and the lack of reliability in reported measures (often we
have to rely on the self-awareness of subjects themselves to make
the measurements available). In general, it is a challenge to describe
types of behaviour as either positive or negative from a psychological
perspective. In the field of healthcare, however, positive behaviour
changes can more easily be defined: for patients and the general public
they are those which induce a heightened awareness of their state of
health and determine them to improve it, whereas for clinicians and
medical staff it involves a deeper understanding of the status and needs
of their healthcare ecosystem, and an updated, more effective approach
to the access and analysis of information.
5.2.3 BC: Measures and Examples
Any change in actions, patterns or opinions of a user or user group
can be attributed to behaviour change. How this attribution is made
is the responsibility of the researchers conducting each study. What
is common across different scenarios is the data collection methodol-
ogy for tracking such changes. Examples include tracking changes
in awareness of a particular topic or issue, changes in professional
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behaviour or even changes in lifestyle. Alternatively, one can observe
the ostensible consequences of these changes, however, this creates
even more uncertainty around attribution.
The measurements of behaviour change can be collected from users
directly (e.g. self-reported knowledge gain [78]), or as an observation
from a third party (e.g. collecting community health workers’ home
visit time from visited households [72]), or as the result of such be-
haviour changes (e.g. measuring the impact of clinicians’ awareness
of certain clinical guidelines or current situation by clinical outcomes,
such as patient re-admissions [52]). A variety of consequences are usu-
ally collected by the researcher to demonstrate a change in behaviour.
For example, Hull et al. [26] evaluate the monthly clinical targets track-
ing dashboard that aims at raised clinicians’ awareness of these targets
using influenza immunisation rate and care plan completion rate in the
community served by the clinics. They assume these rates are affected
by clinicians’ behaviour change. In addition, Touray et al. tested a
dashboard for tracking the vaccination teams’ settlement coverage [64]
using measures including the geographical coverage of settlements
and the number of missed settlements and, as a result, workers started
visiting a wider range of settlements.
5.2.4 BC: Evaluation Challenges
Establishing causation. Linking the occurrence of a change in be-
haviour to positive features of the dashboard remains a challenge. As
causation is usually difficult to determine, most studies focus on deter-
mining correlation instead. This issue is more relevant in evaluating
behaviour change due to the uncertainty of when such changes will
happen, and the long time required for effects to develop or stabilize.
Furthermore, behaviour change can be the result of a combination of
factors, and the long duration of inducing behaviour changes makes
it harder to disentangle the relationships between them. Overall these
pitfalls point to a rugged research landscape riddled with the danger
of establishing spurious statistical implications. Although methods
have been developed to tackle causality in other problems in healthcare
(e.g. [24]), we have not observed any dashboard evaluation studies
employing them to establish causality empirically.
5.3 Interaction Workflow (IW)
Do the interaction workflow patterns supported by the dashboard fa-
cilitate its use and expose its functionality in a straightforward and
effective way?
5.3.1 IW: Evaluation Aim
Evaluating interactive workflow aims to assess how users interact with
a dashboard from the point of view information seeking, communication
and decision making efficiency for the intended task and context. Al-
though being the long focus of the Human Computer Interaction (HCI)
and the Information Seeking communities (e.g. [10]), remarkably only
a few dashboard evaluations looked into interactive workflow (seven
out of 82, 8.54%). As most researchers attempt to sketch the optimal
interaction workflow through discussion with domain experts in the
dashboard design stage, they employed other evaluation scenarios (e.g.
task performance) as validation. The typical workflow for dashboard
usage is similar to that of a general information system, in that infor-
mation seeking steps alternate with micro-decision making steps in
active - reactive phases (e.g. berry picking model [2] in information
seeking and retrieval, Norman’s interaction model [50] in HCI, NOVIS
model [36] in visual sense making). Thus, irrespective of the available
information in the data and the desired information goal, there can be
many avenues for the user to attempt a task. This evaluation scenario
focuses on determining how laborious or strenuous the average interac-
tion workflow is from this perspective - is the interaction natural and
intuitive to the user or convoluted and opaque? A simple yet effective
information workflow is the hallmark of a good dashboard.
5.3.2 IW: Evaluation Criteria
What constitutes a positive interaction workflow and methods for how to
compare different technologies according to this criterion have proven
to be central topics in the HCI community since its inception. However,
these questions have yet to receive a uniform answer, with many meth-
ods and guidelines being developed to suit case-studies (e.g. [58, 59]).
In the case of dashboards in a critical domain such as healthcare, evalu-
ation used to be primarily outcome-driven (e.g. [15]), however recent
trends put more focus on clinical practitioners as well as patients as
users. In order to induce a positive interaction workflow, researchers
attempt to streamline the interaction in terms of minimizing time spent,
cognitive load and total number of user-issued actions as a cost for
information acquisition as well as increasing the confidence in the
interaction.
5.3.3 IW: Measures and Examples
The interaction of users with information systems is complex and occurs
across multiple channels. The commonality of the theoretical models
mentioned above describing the user interacting with a system is that
the interaction exists on two separate levels, physical and cognitive. The
physical interactions are represented by the actions (e.g. mouse clicks,
keystrokes) user issued, and the cognitive interactions are represented
by the information wrapped in the dashboard noticed or examined or
paid attention to by the user and the decisions made while examining
the data. Typically, interaction data are collected through automatic
behaviour recording [32], observation [48], interview [29], focus group,
and think aloud [13].
The key questions researchers pose are concerned with the data
examined, the nature of the user’s actions, and the order in which
they occur (e.g. the order of the screens scrolled through [32]). The
associated costs (e.g. time invested, cognitive load, decision points) and
the information extracted (e.g. number reading, the complete decision
tree [44]) also factor into the evaluation of interaction workflow.
In other HCI studies, techniques from psychophysiology (e.g. Elec-
troencephalogram [7]) have been used to collect information related
to the psychological processes associated to the interaction such as
motivation, cognition, emotion, learning during the interaction. Several
advantages, including being more directly connected to users, more
objective, and the ability to capture changes over time [41], resulted in
their increased popularity in the information retrieval field and in visual
search field to track attention and cognitive load (e.g. [30, 46]). We
haven’t noticed any health dashboard studies adapting such techniques,
which may be due to the case specific nature of dashboard design so far.
However, it is worth noting that they can serve as a method to collect
interaction data for dashboard evaluation.
5.3.4 IW: Evaluation Challenges
The effect of individual variance. For all quality measures which
involve the participation of users, the practice of aggregating statistics
across users in order to obtain user-independent outcomes which pertain
to the quality of the dashboard alone is ubiquitous within evaluation
methodology (e.g. [31]). Users exhibit variance due to a myriad of
characteristics (in the case of dashboards most relevant being prior
domain knowledge, visual literacy) which can bias the analysis of the
system if not accounted for. Whereas quantitative measures can be
aggregated to compute expected values over a population, categori-
cal distributions such as interaction patterns do not admit a simple
definition of expectation.
Extracting sequential information from interaction. A large num-
ber of the studies which report interaction workflow evaluation meth-
ods, fail to encompass the full complexity of user interaction sequences
into their analysis, relying instead on proxies with limited descriptive
power (e.g. total time spent interacting with the interface, the data that
got attention [32]) or merely on the results of a qualitative analysis
(e.g. [13]). However, more useful mathematical models for abstracting
interaction sequences (e.g. [18]) are readily available, but require more
refined analysis and are still at the fringe of techniques employed by
the community.
5.4 Perceived Engagement (PE)
Do users feel engaged in the interaction with the dashboard beyond the
immediate task completion utility?
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5.4.1 PE: Evaluation Aim
Evaluating perceived engagement aims to assess the subjective feedback
collected directly or indirectly from users, regarding their perception
of the user experience. It is the most deployed scenario in dashboard
evaluation as 49 out of the 82 papers (59.76%) contained at least one
perceived engagement evaluation. Providing users with a positive expe-
rience is the ultimate goal of developing any type of information system.
In particular, the only gateway into evaluating perceived engagement is
the feedback obtained directly from users themselves. Furthermore, the
efforts spent on developing valid and reliable perception measurements
through a structured developmental process lead to a set of standards
and measures that are ready to use, and easy to compare across studies.
Perceived engagement appears in almost all dashboard lifecycle stages,
such as design, and the validation of implementation. Measuring per-
ceived engagement is typically obtained from data collected directly
from users through questionnaires, and interviews. Such methods re-
quire participants volunteering their responses to a set of questions or
following a set of instructions. Therefore, data collection for evaluating
perceived engagement is obtrusive to users natural interaction with the
system.
5.4.2 PE: Evaluation Criteria
Perceived engagement represents the user’s perception, affective capa-
bility, mood, emotions and intentions as a product of their interaction
with a system [33]. An engaging experience emphasises on positive
aspects of the interaction that the users not only feel the technology
is easy-to-use, are satisfied with the interaction, but also feel a sense
of reward from the exchange and therefore want to use the technology
longer and more frequently [51].
5.4.3 PE: Measures and Examples
Various dimensions of user perception are employed to assess per-
ceived engagement, and, together with their associated instruments
for measurement (e.g. questionnaires, interview framework) they are
extensively discussed in the HCI community. These dimensions ini-
tially emerged from the perceived usability [49] family of studies,
prominent ones including interface aesthetics, satisfaction, perceived
difficulty of using the dashboard to complete a task, and perceived
usefulness. The usability-related dimensions are measured via a wide
range of methods, and a selection of methods tend to be consistently
deployed (e.g. questionnaires such as the System Usability Scale
(SUS) [5] in [13, 43, 48, 63, 77], Computer System Usability Ques-
tionnaire (CSQU) [39] in [42], and interviews [72]).
In addition to the usability group, the acceptance of a new tool and
the intention to use in the future are the other two main dimensions
that have been assessed. Acceptance of a new tool measures a user’s
intention to use an information system and subsequent usage behavior
subject to the effort the user requires to invest in order to adapt to the
tool. Acceptance was investigated both at individual level (e.g. through
the unified theory of acceptance and use of technology model [66] in
[16]), and at the organisation level (e.g. using theory of organizational
readiness for change [69] in [19]).
Although using a mixed sets of dimensions will certainly provide
better coverage of the user experience, it may prove too laborious
for the participants to respond to. In addition, these dimensions are
correlated with one another (e.g. user perceived satisfaction, aesthetics
and usability [65], perceived usefulness and satisfaction [8]), as most
of them were developed from usability research, which represents an
additional shortcoming.
5.4.4 PE: Evaluation Challenges
Obtrusive to natural interaction. Perceived engagement data is
mainly collected using self-reported methods, such as interviews, di-
aries and questionnaires. Thus it requires user responses to a set of
questions or items or following a set of instructions. Such events are
obtrusive to a users natural interaction, interrupting the flow of the user
experience, and making the collection impractical with large instru-
ments (e.g. large number of questions or long guidelines). Therefore,
dynamically assessing perceived engagement (e.g., at a certain points
in the middle of the session) during the interaction has not yet been
conducted extensively.
5.5 Potential Utility (PU)
How much potential does the system have for integrating useful future
functions and features?
5.5.1 PU: Evaluation Aim
Evaluating potential utility aims to assess the dashboard’s potential
secondary tasks and supplementary functionality in addition to its
current design or use. Evaluation of potential utility should give an
indication of possibilities for applications that have not yet materialized
but are currently deemed useful or impactful within a professional
community. This type of evaluation is variable and subjective, and
usually collected though self-reported methods such as interview, think-
aloud or questionnaires. The resulting analysis redoubles the need
to consider secondary tasks - those not intrinsically designed within
the dashboard, but still actively performed by its user groups - or
functionalities that support the two kinds of tasks. Potential utility is
dependent on the dashboard’s ability to foster the creation and definition
of secondary tasks. Therefore, it is crucial for dashboard that aid in real-
time tracking of data and statistics and decision making to be mindful
of potential utility. Six out of 82 dashboard evaluations (7.32%) contain
this scenario.
Different from the system implementation scenario (Section 5.7),
potential utility focuses more on functionalities not purposefully built
in at design time for the intended task, but which still surface through
use. They are inherent to the dashboard and may not be fully imple-
mented, but there is an indication that the overall system is capable of
supporting such a functionality. Potential utility provides directions for
improvements of the dashboard, therefore it is widely used in iterative
design (e.g. [42]).
5.5.2 PU: Evaluation Criteria
How easy is it, however, to translate a dashboard’s potential utility
evaluation into an indication of the dashboard’s current performance?
A high potential utility corresponds to a system that enables easy ex-
tension, repurposing and addition of functionality. On the other hand,
it may be hard to disentangle the evaluation of potential utility from
shortcomings of the dashboard’s current design, i.e. researchers should
take care not to misattribute the dashboard’s current lack of essential
functionality for the intended tasks to potential future developments.
5.5.3 PU: Measures and Examples
To evaluate potential utility, data is usually collected through self-
reported methods such as interview, and questionnaire. These collection
methods make potential utility evaluation usually exist as part of the de-
signed survey, think-aloud study, open discussion or interview that are
also employed in collecting data for evaluating perceived engagement
(e.g. [11]) or system implementation (e.g. [38]).
Potential utilities comprise functions, data presentation, or potential
use cases that are not involved in the current version of dashboard. Alert
functions are universally desirable (e.g. [32, 63]), and have been sig-
nalled out by several studies. For instance, if users develop a predilect
way of interpreting the data, automating such functionality becomes
desirable; this turns a tracking dashboard into an operational one and,
in turn, reduces users’ effort of extracting this information actively.
For example, preoperative gastric cancer patients wished to have an
alert function for a self-monitoring tool [63] on usage of an incentive
spirometer, which is a medical device used to help patients improve the
functioning of their lungs.
Frequently, studies incorporate some form of potential utility results
when participants accidentally mention these features (e.g. in think-
aloud study), without being explicitly instructed to do so. We omit these
studies for this evaluation type as the evaluation are not purposefully
designed to assess potential utility.
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5.5.4 PU: Evaluation Challenges
Effective follow-ups. Assessments of potential utility typically require
follow-ups from both the researchers and the dashboard designers
in order to achieve full potential. Researchers need to abstract the
problem, explicate the required features and put them into domain
context. Often, potential utility is merely summarily reported, but
interpretation and guidance on the part of researchers could provide the
key insight to implementing these features or use cases in future updates
of the dashboard. For example, many individual features may be
proposed by participants which collectively address the same problem,
it then rests on researchers to define the scope of the requirement and
extract the most appropriate features which address the problem while
facilitating a large spectrum of the proposed interaction types.
This challenge is however well addressed in studies which report it-
erative design and evaluation patterns, as the potential utility evaluation
is repeatedly fed back into the design process. For example, Martinez
et al. [42] include the potential utility evaluation in the iterative design
sprint, in which they ask users what other features they would like to
have access to in the dashboard (e.g. the blood test results of patients-
like-me value). These features are then included in the next version for
testing until no more new features were suggested by the participants.
5.6 Algorithm Performance (AP)
Does the algorithm have accurate and efficient outputs?
5.6.1 AP: Evaluation Aim
This scenario aims to assess whether the algorithms embedded in
the dashboard are correctly designed and return reliable information
efficiently. Such algorithms can range from simple rule-based filters
(e.g. automatic heart failure admission based on their medical records
[12]), to more complicated machine learning models (e.g. [48]), or
visualization algorithms. Evaluation is therefore independent of the
dashboard’s user interface and also independent of the user’s workflow
in general.
5.6.2 AP: Evaluation Criteria
There are two main perspectives for assessing a good algorithm perfor-
mance: theoretical - assessing whether an algorithm is capable given
its design to generate correct outputs, and empirical, in which the al-
gorithm’s outputs are evaluated independently of its inner structure
(this is sometimes referred to as a black-box test). Optionally other
parameters of the algorithm may be subject to evaluation. Time and
memory complexity may come under scrutiny depending on available
resources, data efficiency may also present concerns in heavy data
analysis scenarios. Essentially any evaluation metric that can be ap-
plied to the algorithm itself independent of its implementation, system
localization and interaction with other architectural components such
as the dashboard interface belong here (e.g. accuracy, memory and
time complexity). Only seven out of 82 (8.54%) reviewed dashboard
evaluations include this scenario.
5.6.3 AP: Measures and Examples
Algorithm type dictates the choice of performance measures used in
evaluation. For predictive models (e.g. predicting whether a patient has
high risk of a certain disease), metrics such as F-measure, Area under
Receiver-Operator Characteristic (AUC), sensitivity and specificity are
habitually employed (e.g. [12, 45]) all of which require ground truth
information. Ground truth data is usually acquired through human
labeling (e.g. number of patients that were diagnosed as positive by
clinicians) or alternative methods in which the researchers have confi-
dence (e.g. medical tests). In addition, human judgements have also
been used to flag mistakes directly. Ni et al. [48] uses a survey to
evaluate a clinical trial patient screening system, in which participants
pointed out that the recommendation system did not produce consis-
tent results, identifying the reliability issue of the automatic algorithm
embedded in the system.
We did not observe any dashboard evaluation in healthcare report-
ing speed, memory performance or visualization quality assessments,
which are typical in visualization evaluation [27]. The lack of domain
specific studies might come down to the practice of reporting algo-
rithm quality immediately when a novel algorithm is introduced (e.g.
high-dimensional data visualization [4]), rather than in a dashboard
evaluation study.
5.6.4 AP: Evaluation Challenges
Fails to paint a holistic picture. While algorithm performance repre-
sents a key evaluation marker for some dashboards (such as operational
ones) it is only a precursor to establishing the quality of dashboards in
general. Modern research interests have been elevated beyond assessing
the quality of algorithms employed behind the scenes. For instance,
judging only algorithm performance does not identify whether the us-
age of the dashboard effectively helps complete the intended task, or
indicate whether the user perceives the interaction as a positive one.
Additionally, we know from HCI that an unpleasant experience will
influence whether a user continues to interact with a system/application
or moves on to another [37]. The dashboard’s main purpose positions
it as a fundamentally user facing system, for which measures of algo-
rithm performance are essential, but far from sufficient to model the
complexity of the interaction.
5.7 System Implementation (SI)
Does the implementation of the system fit its working environment, and
present enough data and functionality for the designed task?
5.7.1 SI: Evaluation Aim
This scenario aims to assess whether the implementation of the dash-
board is fit for the intended task, stable and provides enough functional-
ity or richness of data, and whether it is appropriate for the user’s work
environment - pays enough consideration to physical and hardware
constraints specific to the primary users’ work environment. Essen-
tially all components of the system design and architecture which are
independent of the algorithm performance fall into this evaluation sce-
nario. This evaluation is dependent on the intended task, organisation,
and social context, and independent from the user(s). Nine out of 82
dashboard (10.98%) include this evaluation.
5.7.2 SI: Evaluation Criteria
The question of proper system implementation comes down to a variety
of factors and features, which we attempt to make explicit. Information
systems such as dashboards exist in complex informatic ecosystems,
where they serve, interact with or even incorporate modules such as
databases, network modules, schedulers, data processing algorithms,
frontend - backend architectures, visualization algorithms, logging
systems etc. Therefore, as a piece of software, dashboards are placed
under the same evaluation criteria as general software (e.g. [28]), as well
as specific criteria related to the effectiveness of the marriage among
dashboard, the intended task, and the environment it is deployed in. In
addition, in healthcare, certain qualities take on different interpretations
in view of the sensitive data these dashboard interact with.
5.7.3 SI: Measures and Examples
Data for evaluating this scenario is usually obtained from domain ex-
perts in health (e.g. clinicians, policy makers) through interview, focus
group discussions, observation, or questionnaires (e.g. [16, 25, 44, 63])
who often do not have expert knowledge of system implementation,
placing responsibilities on the researchers to design appropriate in-
structions. For example, Harris et al. [25] interviewed civil servants
with multidisciplinary background in the health department, guided by
Consolidated Framework for Implementation Research [14] to iden-
tify the potential challenges that could emerge while implementing
a decision-support dashboard. An alternative solution is to identify
whether the participants find using the dashboard challenging or diffi-
cult through open questions, and extract a common theme (e.g. [16,44]).
The users reported implementation issues remarkably consistently - typ-
ically concerning the trust and security of data (e.g. whether the data
is from a trustworthy datasource), the choice of data presentation (e.g.
whether the data is in the right level of detail and appropriate format),
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and support (e.g. user manuals, training for adapting to the use of the
dashboard).
5.7.4 SI: Evaluation Challenges
Inconsistencies in user feedback. Understanding and being familiar
with the dashboard and the underlying system structure, and having
the same expectations of the system (e.g. the main task outcomes,
functionality) is ideally required to identify critical issues and position
them explicitly with respect to system implementation. In practice this
desirable state of affairs is seldom achieved among users. Thus, the
feedback collected is often opaque, inconsistent, or not applicable to
system implementation evaluation whatsoever. Extracting actionable
issues from feedback becomes more difficult when collecting reports
from a small number of users, as it leaves very small room for extracting
common themes.
6 DISCUSSION
6.1 Evaluation Scenarios by Dashboard Type
The question of which evaluation scenario (Section 5) lends itself
best to each type of dashboard (Section 4) does not admit a simple
answer. Figure 3 presents a breakdown of the evaluation scenarios
across different dashboard types. While similarities abound, most likely
due to common evaluation practices within the field, some distinct
patterns are worth mentioning.
Task performance and perceived engagement appear to be the two
most frequently employed evaluation scenarios across all types, by
virtue of the ease of study design (e.g. generalised questionnaires; com-
monly agreed-upon task performance measures in practice). We also
notice that the dynamics of their frequencies exhibit interesting links
to the dashboard types. Task performance evaluation is the first choice
for operational dashboards, which are the least complex. Perhaps one
reason is that operational dashboards usually benefit from the most
straightforward intended tasks to be extracted for evaluation. This is
likely due to the simplicity of instructions and study controls, as the
users are required to issue relatively few actions, and the outcomes of
the interaction are well understood by both researchers and users.
More complex dashboards are mostly evaluated through perceived
engagement, as well as task performance, though in a lesser degree.
This may be due to the difficulty of constructing evaluation studies for
these types of tasks, while collecting user-reported data is always feasi-
ble. However, the quality of studies conducting perceived engagement
evaluation is inconsistent. While there are in-depth studies reporting
actual problems and solutions (e.g. [42]), we mostly observed feedback
gathered from discussions with a small number of selected expert users,
or through simple post-hoc questionnaires, neither benefiting from a
detailed analysis. This raises questions of whether this evaluation is
conveniently adopted to validate the implementation without it being
specifically built during the design phase.
In addition, among four dashboard types, algorithm performance is
most frequently evaluated in operational dashboards (e.g. [12, 45, 48]),
consistent with the trend of incorporating algorithms with high capacity
(e.g. natural language processing models) for automation. This is
especially relevant for complex datasets, which primarily consist of
multimodal time-dependent information (e.g. clinical note, medical test
results, CT images), that are common in a clinical setting, and require
timely response.
6.2 Reflection on Evaluation Practice
Though dashboards are becoming critically important in the real world,
it seems that principled discussions around dashboard evaluation are
still in their infancy within the community. We observe insufficiently
systematic evaluation reporting practices in dashboard evaluation stud-
ies, which is also emphasised in [27] for visualization evaluation.
Another observation is that not many studies integrate dashboard
evaluation into dashboard design (e.g. through user-centered or iterative
approaches [3, 42]). Instead of employing evaluation as a post design
method as an opaque guarantee of performance which, by this point
in time, fails to serve as a gateway to deployment, it would better
serve as a constant validation of the dashboard’s purpose (ensuring that
Fig. 3. Number of evaluation scenarios per dashboard type.
design goals align to empirical ones) and as a continuous systematic
method of quality control during design stages. Moreover, principled
evaluation renders the design journey more interpretable and allows
other practitioners to extract mutable patterns of design in order to
structure and normalize dashboard design as a whole. Researchers
would no longer need to tailor complicated measures to each dashboard,
unless they were exploring novel techniques.
6.3 Recommendations
Based on our review, we make the following recommendations for
future dashboard development and evaluation:
• Abstract the evaluation patterns. For better evaluation study
design, correctly determine the dashboard’s intended task, assess-
ing it in terms of complexity across the two scales of interaction
numbers and determinability, and classify the dashboard into one
of the four task-based types.
• Consider diverse evaluation scenarios. Although more than
half of the existing studies evaluate dashboard from a single
scenario (e.g. 42 studies used only one of task performance,
perceived engagement, or algorithm performance ), researchers
are recommended to consider all the other scenarios in order to
provide a comprehensive evaluation.
• Learn from the past in selecting evaluation criteria. In Sec-
tion 5 of this review we have detailed the evaluation criteria,
measures and challenges associated with evaluation scenario. It
is recommended that all dashboard researchers make better use
of these examples in designing evaluation studies.
7 CONCLUSIONS
By surveying 260 papers in healthcare, we found 81 papers include at
least one evaluation of dashboards. We coded these dashboards based
on the complexity of their intended tasks, and categorize them intro four
types. We also reinterpret the evaluation scenarios for dashboards by
refining and extending the work from [34]. Seven evaluation scenarios,
grouped into three themes, are presented with the focal question of
this evaluation. We exemplify, in each scenario, what the properties
of a successful dashboard must be, which empowers researchers with
testing criteria. Finally, we conclude with a discussion of the practical
implications extracting measurable variables of interest, and provide
examples. Prominent challenges are discussed for each context.
The resulting framework, thus, can be used as a starting point for
discussing dashboard evaluation in a more general context and further
advancing the community’s research interests into the problems we
raise. As aptly pointed out in [60], dashboards are an ubiquitous and im-
pactful tool for institutions and the general public alike, for professional
collectives as well as for individuals. In this paper we acknowledge
and identify how theories and practice from other research communi-
ties, such as Human-Computer Interaction, Information Seeking and
Information Visualization, may apply to dashboards contribute to their
advancement. We view our framework as a small but essential step
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towards consolidating this research track; in the future, we would like
to see other researchers extending it beyond healthcare, re-coding our
evaluation scenarios, abstracting and generalizing our results, in an
effort to reach a unified theory of dashboard design, implementation
and evaluation.
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