Abstract. An important practical feature of simulating droplet migration computationally, using the lubrication approach coupled to a disjoining pressure term, is the need to specify the thickness, H * , of a thin energetically stable wetting layer, or precursor film, over the entire substrate. The necessity that H * be small in order to improve the accuracy of predicted droplet migration speeds, allied to the need for mesh resolution of the same order as H * near wetting lines, increases the computational demands significantly. To date no systematic investigation of these requirements on the quantitative agreement between prediction and experimental observation has been reported. Accordingly, this paper combines highly efficient Multigrid methods for solving the associated lubrication equations with a parallel computing framework, to explore the effect of H * and mesh resolution. The solutions generated are compared with recent experimentally determined migration speeds for droplet flows down an inclined plane.
Introduction
Droplet migration and wetting phenomena are ubiquitous throughout science and engineering and are crucial to several natural, engineering and manufacturing processes. A key issue in related theoretical studies is the alleviation of the stress singularity at dynamic wetting lines and for which several models have been proposed, see for example [1] . Analytical investigations apart [2] , numerical solutions, based on lubrication theory coupled with a disjoining pressure term, to alleviate the stress singularity at dynamic wetting lines, have increasingly appeared, which explore droplet motion: (i) on chemically-and topographically-heterogeneous substrates [3, 4] ; (ii) driven by external body or Marangoni forces [5, 6] .
Despite the above successes, an important feature of using the disjoining pressure term, is the need to specify the thickness of a thin energetically stable wetting layer, or precursor film, H * , over the whole of the substrate, which experimental evidence suggests lies in the broad range 1−100 nm [7] . To improve computational accuracy it is necessary to use small H * values in order to achieve droplet migration speeds commensurate with experimentally observed ones [8] . This requirement increases the computational demands significantly since mesh resolution near wetting lines must be of the same order as H * in order to avoid highly inaccurate, oscillatory or even negative film thicknesses being predicted. No systematic investigation into these effects on the quantitative agreement with experimental data has been performed to date. However, the need for such is highlighted in a recent comparison of numerical solutions [5] with the experiments of Podgorski et al [8] and Le Grand et al [9] for droplet migration down an inclined plane, see grids (O(10 5 ) grid points), a recent study by Koh [10] has shown that far greater grid densities are required to obtain grid-and precursor film thickness-independent solutions even for simple droplet motions.
This paper combines recent advances in the development of highly efficient Multigrid methods [4] for solving the associated lubrication equations used to model droplet migration with the implementation of parallel computing architectures to present a quantitative comparison of droplet migration speeds with those measured in the recent experiments of Podgorski et al [8] and LeGrand et al [9] .
Problem Description
The problem considered is illustrated schematically in Fig. 1(a) showing the motion of a droplet migrating down an inclined plane. Assuming that the ratio, = H 0 /L 0 , relating the characteristic droplet thickness to the extent of the substrate, is small, the Navier-Stokes equations reduce to the simpler, non-dimensional lubrication equations of the form:
where h and p are the non-dimensional dependent variables for film thickness and pressure, α is the substrate inclination angle, and, Bo = ρgL 2 0 /σ, is the Bond number. The disjoining pressure term is:
where θ s is the equilibrium static contact angle, σ is surface tension; constants n and m are the exponents of the interaction potential, chosen to be 3 and 2, respectively. Further details can be found in [4] .
A contact angle hysteresis model is built in, based on the droplet motion history; in which static advancing and receding contact angles, θ s,a and θ s,r , are assigned to equation (3), depending on the motion of the droplet [10] .
Method of Solution
Following [4] , a system of differential-algebraic equations is obtained by application of finitedifference discretisation on a quadrilateral mesh with equal spacings in the x and y directions. Time integration is performed using an implicit, second-order scheme with adaptive step-size selection based upon a local truncation error estimate. At each time step, the nonlinear discretized equations are solved using a full approximation storage and full Multigrid scheme (FAS-FMG) [11] . Parallel implementation of the solver is achieved via a geometric decomposition of the computational domain, based on a partitioning strategy of the coarsest grid used. Its basic philosophy follows that employed in [12] and is described in greater detail in [10] .
Results and Discussion
The data from two experimental studies investigating the effects of inclination angle, α, on droplet shape and wetting speed is compared with corresponding results obtained using the lubrication-based parallel Multigrid solver. The first case considers data obtained by Podgorski et al [8] where a silicon oil droplet of radius 1mm and volume 8.3mm
3 with ρ = 924 kg/m 3 , µ = 0.00915 Pas and σ = 0.0205 N/m at 25 o C, is used (see Fig. 1 ). Their reported static advancing and receding contact angles, θ s,a = 50 o , and, θ s,r = 40 o , respectively were employed in the simulations. The latter were performed on a rectangular domain (385 × 129 grid points; H * = 26µm) and predictions of the effects of varying inclination angle, α, on droplet shape with L o = 4 mm, are seen to be in excellent agreement with the data of Podgorski et al [8] . They display smooth rounded contact lines and angled corner shaped tails at low velocities, and cusp formation and pearling at the higher velocities induced at high inclination angles.
Of even greater interest is the effect of α on steady droplet speed, data for which is given in the form of a Capillary number (Ca = µU/σ) versus Bo sin α graph; Fig. 2(a) shows that there is a strong dependence of the over-prediction of droplet speed on the value of h * . With h * = 0.01 (corresponding to H * = 26µm), speeds are over-predicted by a factor between 6 and 2. A 60% reduction in h * to 0.004 (H * = 10.4µm) leads to a significant improvement; with predicted values being reduced to a factor between 2 and 1.34, respectively. The effect of grid density on solution accuracy is shown more clearly in the left half of Table 1 . As expected, significantly larger computational resources are required to obtain grid-independent solutions; for the latter case, over 4 million grid points are needed. Even greater resources are required for h * values nearer the physically realistic range [10] . The experiments of LeGrand et al [9] , consider the motion of a 6 mm [8] , Ca (P od) , and (Right) of LeGrand et al [9] , Ca (LeG) . Grid 1 has 2049 × 513 uniformly spaced grid points and grid 2 has 4097 × 1025 points.
of Bo sin α. The quantitative agreement between the two is very good, where speeds are being predicted to within 20% of many of the experimental values. Le Grand et al [9] also measured the length, L, and maximum height, H, of the droplet as a function of Ca. A comparison between their experimental results and numerical prediction is given in Fig. 2(b) . They show that, H, remains effectively constant as L increases at higher α. The predicted lengths, L, are typically 50% larger than those reported in experiments at small Ca, whereas the agreement between the predicted heights, H, is consistently good. The shapes of the droplets that result are also indicated in Fig. 2(b) , where data without any shading indicates that the droplets are rounded, as shown in Fig. 1(b) , whereas rounded shading, square shading and triangular shading represents droplet shapes with corner ( Fig. 1(c) ), cusp ( Fig.  1(d) and 1(e) ) and pearling ( Fig. 1(f) ) characteristics. The data shows that corner to cusp to pearling transitions as observed experimentally, occurs at smaller droplet speeds than predicted numerically. Finally, note that the cusp angle at which pearling transition occurs has also been considered numerically by Koh [10] , who obtained good agreement with the experiments reported in [9] .
Conclusion
Although lubrication theory displays good qualitative agreement with experimental observation of droplet migration when relatively coarse grids are used to solve the model equations, both precursor film thickness, h * , and grid density have an important influence on the predicted accuracy of key features such as droplet speed. In that, much finer grids are required together with small precursor film thicknesses to obtain grid independent solutions commensurate with experiment.
