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Similarity search has been proved suitable for searching in large collections of unstructured
data objects. A number of practical index data structures for this purpose have been
proposed. All of them have been devised to process single queries sequentially. However, in
large-scale systems such as Web Search Engines indexing multi-media content, it is critical
to deal eﬃciently with streams of queries rather than with single queries. In this paper
we show how to achieve eﬃcient and scalable performance in this context. To this end
we transform a sequential index based on clustering into a distributed one and devise
algorithms and optimizations specially tailored to support high-performance parallel query
processing.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
New applications demand the use of data that is more complex than plain text. Thus it is reasonable to expect that in
the near future Search Engines will be compelled to include facilities to handle metric space databases [4]. Metric spaces
are useful to model complex data objects such as images or audio. In this case, queries are represented by an object of the
same type to those in the database wherein, for example, one is interested in retrieving the top-k objects that are most
similar to the query.
On the other hand, dealing eﬃciently with multiple user queries, each potentially at a different stage of execution at any
time instant, is a central issue in large-scale Search Engines. Here the use of suitable parallel computing techniques devised
to grant, among other optimizations, all queries an even share of the computational resources is crucial to reduce response
time and avoid unstable behavior caused by dynamic variations of the query traﬃc. We have developed a method to satisfy
these requirements which we synthesize in the proposals of this paper. In addition, it is becoming relevant to devise
solutions which are friendly to the new generation of multi-core processors as the only way to get the best performance
from the new hardware.
At the core of a Search Engine is a data structure used as an index that allows fast solution of queries. In this paper
we propose a distributed index data structure and algorithms devised to support parallel query processing of metric-space
k-NN queries. Our optimization criteria are based on the above requirements for high performance Search Engines. Apart
from the eﬃcient and scalable performance of our proposals, we emphasize that they are also suitable for proper use of
secondary memory and multi-core threading.
The data structure we have selected to built upon it our distributed index is a clustering-based technique for searching
in metric spaces called the List of Clusters [10]. This strategy has been experimentally shown to be more eﬃcient than other
alternatives in high dimensional spaces.
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basics on metric-spaces and describe the standard List of Clusters data structure and search algorithms. Section 3 describes
our improvements on the List of Clusters strategy to make it more suitable for eﬃcient parallel query processing, and
Section 4 presents its parallelization. Section 5 reports performance results whereas Section 6 presents our concluding
remarks.
2. Metric-spaces and the list of clusters (LC)
A metric space (X,d) is composed of a universe of valid objects X and a distance function d : X × X → R+ de-
ﬁned among them. The distance function determines the similarity between two given objects. The goal is, given a
set of objects and a query, to retrieve all objects close enough to the query. This function holds several properties:
strictly positiveness (d(x, y) > 0 and if d(x, y) = 0 then x = y), symmetry (d(x, y) = d(y, x)), and the triangle inequality
(d(x, z)  d(x, y) + d(y, z)). The ﬁnite subset U ⊂ X , with size n = |U |, is called database and represents the collection of
objects.
There are two main queries of interest for this paper:
• range search: that retrieves all the objects u ∈ U within a radius r of the query q, that is: (q, r)d = {u ∈ U/d(q,u) r},
and
• k-nearest neighbors search: retrieves the set k-NN(q) ⊆ U such that |k-NN(q)| = k and ∀u ∈ k-NN(q), v ∈ U − k-NN(q),
d(q,u) d(q, v).
We mainly focus on the eﬃcient solution of k-nearest neighbors queries, since in the context of Search Engines one
is more interested in presenting to the user a few relevant results rather than a large number of them. For very large
databases, range queries with small radii can still generate large numbers of similar objects.
Well-known data structures for metric spaces can be classiﬁed as pivot or cluster based techniques. Pivoting techniques
select some objects as pivots, calculate the distance among all objects and the pivots, and use them in the triangle inequality
to discard objects during search. Many algorithms are based on this idea [1,3,5,8,9,14,23,24,27,28,30,31,33,35–37]. Clustering
techniques divide the collection of data into groups called clusters such that similar objects fall into the same group. The
space is divided into zones as compact as possible. This technique has been used in the algorithms proposed in [4,6,10,12,
16,26,33]. Good surveys on metric spaces can be found in [11,32,38].
We focus on the List of Clusters (LC) strategy [10]. In order to build this data structure we ﬁrst choose a “center” c ∈ U
and a radius rc . The center ball (c, rc) is the subset of elements of X which are at distance at most rc from c. We deﬁne
IU ,c,rc =
{
u ∈ U − {c},d(c,u) rc
}
as the cluster of internal elements which lie inside the center ball (c, rc), and
EU ,c,rc =
{
u ∈ U ,d(c,u) > rc
}
as the external elements. The clustering process is recursively applied in E .
There are two simple ways to divide the space: taking a ﬁxed radius for each partition or using a ﬁxed size. To ensure
good load balance across processors, we consider partitions with a ﬁxed size of K elements, thus the radius rc is the
maximum distance between the center c and its K -nearest neighbor. For practical reasons we actually store into a cluster
at most K elements. This is so because during search it is more eﬃcient to have all elements at distance rc from a center c
either inside the cluster or outside it, but never some part inside and the remaining one outside of the cluster.
The construction procedure is illustrated in Fig. 1. Thus, the output of this procedure is a list of triples (ci, ri, Ii), that is
(center, radius, cluster) as depicted in Fig. 2. As it can be noticed, a center chosen ﬁrst during construction has preference
over the following ones when the balls are overlapped. All the elements that lie inside the ball of the ﬁrst center are stored
in its cluster I , despite that they may also lie inside the clusters of subsequent centers. This fact is reﬂected in the search
procedure. Fig. 3 illustrates all the situations that can occur between the query ball (q, r) and a center ball (c, rc).
During the processing of a search query q with radius r, the idea is that if the ﬁrst center is c and its radius is rc , we
evaluate d(q, c) and add c to the result set if it is appropriate. Then, we scan exhaustively the cluster I only if the query ball
(q, r) intersects the center ball (c, rc). Next, we continue with the set E recursively. However, because of the asymmetry of
the data structure, we can stop the search before traversing the whole list of clusters: If the query ball (q, r) is totally and
Build(U)
1. If U = ∅ Then Return an empty list
2. Select a center c ∈ U
3. I ← kNN(c) in U − {c}
4. Let be rc =maxx∈I d(x, c)
5. E ← U − I
6. Return (c, rc, I):Build(E)
Fig. 1. Construction algorithm of LC considering partitions with ﬁxed size k = K . The operator “:” is the list constructor.
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Fig. 3. The three cases of query ball (q, r) versus a center ball (c, rc). For q1 we can avoid considering the current cluster. For q2 we have to consider the
current cluster and the rest of centers. For q3 we consider the current cluster and we can stop the search avoiding the remaining centers.
Search(L,q, r)
1. If L is empty Then Return
2. Let L = (c, rc, I) : E
3. Compute the distance d(c,q)
4. If d(c,q) r Add c to the set of results
5. If d(c,q) rc + r Then Search I exhaustively
6. If d(c,q) > rc − r Then Search(E,q, r)
Fig. 4. Search algorithm of LC.
strictly contained in the center ball (c, rc), we do not need to traverse E since the construction process ensures that all the
elements that are inside the query ball (q, r) have been inserted in I . See Fig. 4.
In [10] different heuristics have been presented to select the centers, and it has been experimentally shown that the
best strategy is to choose the next center as the element that maximizes the sum of distances to previous centers. Thus,
in this work we use this heuristic to select the centers. We have also experimentally evaluated other heuristics to select
the centers, but even though with some of them we have obtained very similar results with respect to the best heuristic
proposed in [10], none was able to outperform it systematically in all the metric spaces considered.
Notice that in the literature we did not ﬁnd detailed descriptions of eﬃcient realizations of k-NN queries on the LC data
structure. They just tell us that it is trivial to produce k-NN algorithms from range query algorithms. However we need
to get into the details here because, in our context, this operation is critical to performance. For very large collections of
objects, range queries, even with very small radius, can produce large amounts of objects that are later discarded as they
do not make into the top-k results. This can waste signiﬁcant computation and communication bandwidth in clusters of
computers.
3. Improving sequential performance
In this section we describe optimizations we have devised for the LC data structure and search algorithms which al-
low us to signiﬁcantly improve performance in the parallel setting. The trade-off of these optimizations is the additional
space required by the index. Nevertheless, if space is a problem they can be avoided, or can be used either combined or
individually.
3.1. Distances among centers
The standard LC does not store any distance, except for the covering radius of the cluster. If we want to reduce the cost
of searching and we have enough main memory space available, we can store some distances in order to avoid distance
calculations against centers at query time. When a range search proceeds, as we move forward on the list of clusters, the
distances that we cannot avoid calculating are the distances to the centers. These distances are needed not only to know
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1. If L is empty Then Return
2. Let L = (c, rc, I) : E
/* we calculate the lower bound of d(q, c) */
3. lbound ←max(ci ,d(q,ci ))∈Dq {|d(q, ci) − d(c,ci )|}
/* we calculate the upper bound of d(q, c) */
4. ubound ←min(ci ,d(q,ci ))∈Dq {d(q, ci) + d(c,ci )}
5. If lbound rc + r Then
6. Compute the distance d(c,q)
7. Add the pair (c,d(q, c)) to the set Dq
8. If d(c,q) r Add c to the set of results
9. lbound ← ubound ← d(q, c)
10. If lbound rc + r Then Search I exhaustively
11. If ubound > rc − r Then Search(E,q, r, Dq)
Fig. 5. Range search on the LC by using stored distances among centers.
whether the center is a relevant object to the query but also together with the covering radius, to decide whether we have
to enter in its cluster and whether the search should further progress on the list.
However, if we had a good estimation of the distance between the query and a center c, we could take decisions just
as if we actually had calculated this distance. We can achieve this by maintaining distances to certain elements that act
as pivots. In [7] it is shown that, in general, the elements that can be good pivots are very close or far away of a given
element. The heuristic used to select the LC centers chooses as a new center the element that maximizes the distances to
the previous centers [15], and during construction we have calculated all the distances among centers. Therefore, we decided
to keep these distances in order to reduce the number of distance evaluations at query time. Because of the symmetry and
reﬂexivity of the distance function, if m is the number of centers we need to store m(m− 1)/2 distances.
The search process can use these stored distances to estimate the real distance between the query q and a center c. We
call this estimation D(q, c). When D(q, c) r it is possible that d(q, c) r, so we have to actually calculate d(q, c), but in
the other case it is not necessary. Therefore, during search, the centers against which the query q have been compared till
a given time instant, can be used as pivots for the remaining ones. Fig. 5 shows the search algorithm that uses the stored
distances between the centers of the LC. In this case, Dq is a set of pairs (ci,d(q, ci)) of calculated distances between q and
the centers ci and we denote the stored distances as d(c,ci) .
3.2. Candidate objects
After the index construction process, we can keep the data calculated to build up the clusters. In particular, during
construction it is necessary to calculate the distance between each object and its cluster center. We can keep these distances
sorted by increasing distance to the center. Thus each cluster can be composed of a center and a table of pairs (id_object,
distance_to_center) and during a search visiting the cluster we can use the table to ﬁrst determine the objects most likely
to be part of the solution and then compare only these objects against the query.
Deﬁning the distance of an object o to its cluster center c as d(o, c), then for a given query (q, r) the range of rows con-
taining candidate objects are the ones that satisfy d(o, c) d(q, c)− r and d(o, c) d(q, c)+ r for all objects o in the cluster.
The limits of the range can be found eﬃciently by performing two binary searches on the table. Certainly this scheme de-
mands extra space, but in large scale systems composed of complex objects, this extra space can be relatively insigniﬁcant.
In addition, the table could be further reduced by keeping just a certain number of equispaced rows. Performance can also
be improved if we keep a second column with the distances among the cluster objects and the farthest center with respect
to the cluster center [7]. In this case we apply the same strategy on the rows delimited by the binary search.
3.3. k-nearest neighbors search
In the LC, as almost all of the metric data structures, we can adapt the range search algorithm in order to make k-NN
searching. We can consider that the range search radius is initialized to ∞ and, as we calculate new distances to some
elements, we update this radius with a value equal to the distance to the kth nearest element seen till that moment. That
is, we can simulate the k-NN search by performing a range search with decreasing radius.
If we know an initial threshold r for the k-NN queries, we can improve the behavior of the algorithm by considering
that we want to obtain the k nearest-neighbors of the query, but they are at most at distance r. In this case, we initialize
the radius to r instead of ∞. Also rather than going into the LC in the construction order, we begin the search at those
clusters that are closer to the query. We can determine this by comparing the query q with the centers and using their
corresponding covering radii. With these distances we can get a lower bound for the distance between q and any element
within the cluster. The cluster traversal order should be in increasing order of that lower bound and if ties occur, the clusters
with the same lower bound are ordered in increasing order of the distance of their centers to the query. However, if we
compare q against the centers of each cluster, we can also use these distances to reduce the radius of the query before
traversing the clusters in increasing order of the lower bounds of distance to the query.
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1. create(Q ), create(A)
2. If L is empty then Return A
3. r ← ∞
4. Let L = (c, rc, I) : E
5. For each (c, rc, I) in L do
6. Compute the distance d(q, c)
7. insert(A, (c,d(q, c)))
8. If size(A) > k then extractMax(A)
9. If size(A) = k then r ← Max(A)
10. For each (c, rc, I) in L do
/* we check if I can have relevant objects */
11. lbound ← max{(d(q, c) − rc),0}
12. If lbound <= r then insert(Q , (I, lbound,d(q, c)))
13. While size(Q ) > 0 do
14. (I, lbound,dc) ← extractMin(Q )
15. If lbound > r then Break
16. For each element x in I do
17. lbound ← |dc − d(c, x)|
18. If lbound r then
19. Compute the distance d(q, x)
20. insert(A, (x,d(q, x)))
21. If size(A) > k then extractMax(A)
22. If size(A) = k then r ← Max(A)
23. Return A
Fig. 6. A k-NN search algorithm of LC.
Fig. 6 illustrates the procedure. We use two additional priority queues. A is a priority queue that stores pairs (x,d(x,q))
in increasing order of distances, and is used to maintain the k-nearest elements seen until a given time instant, and ﬁ-
nally returns the k-nearest neighbors of q. The other one is an auxiliary priority queue Q that stores triples of the form
(Ic, lbound,d(q, c)) ordered in increasing order of lbound, where lbound is the lower bound for the distance between q and
any element of the cluster Ic with center c.
Notice that if we would have traversed the LC in the construction order, we would have stopped the search process
when we ﬁnd a cluster that strictly contains the query ball of q with radius r. For the sake of simplicity we do not include
this improvement in Fig. 6. We can use this restriction to avoid visiting the remaining clusters that contain the query ball.
Also if k is much lower than the size of the clusters, and if we are not really interested in the exact k-nearest neighbors
of q, but we are satisﬁed with having k elements close enough to q, it suﬃces to examine the cluster whose center is the
closest to the query and then visit those previous clusters in construction order that have non-empty intersection with the
query ball (considering as radius r of the query the distance to the kth element that is the farthest element among the
k-nearest ones found until that moment). This heuristic is possible because of the asymmetry of the data structure.
4. Parallelism
In this section we describe the parallel query processing algorithms we have devised to achieve eﬃcient and scalable
performance on very large collections of objects evenly distributed on a set of P processors. These processors have their
own local memory and disk. Each algorithm comes as a result of an alternative way of distributing the LC index onto the
processors and the optimizations we have introduced in the native LC. Each distribution has its respective trade-off in space,
eﬃciency of query processing and very importantly, it has an impact in parallel index construction and maintenance.
We assume a parallel processing architecture in which a receptionist machine receives queries from users and evenly
distributes their processing onto the processors or nodes (here “nodes” refers to architectures containing several multi-
core CPUs per processor, all of them seeing the same shared memory, and distributed memory among nodes). We call the
receptionist machine broker. The processors/nodes work cooperatively to produce the query answers and pass the results
back to the broker.
Perhaps the most intuitive approach to parallel query processing is to evenly distribute the database objects onto the
processors, and build a local index in each processor using only the objects stored in the processor. This case can be seen
as having P sequential independent indexes. We call this approach local. Therefore the broker machine has to send a copy
of the query to all processors. Then all processors work on the partial solution of the query and send their local results to
the broker, which integrates them to produce the global results. For instance, a k-nearest neighbors query can be solved
by letting each processor to determine their local top-k results to then let the broker determine the global top-k results
from them (this can be improved by optimistically obtaining and sending to the broker just the local top-(k/P ) results).
This strategy is used by current Search Engines and is widely accepted as a practical standard. The advantage is that index
construction is simple, which is relevant for very large collections. However, each single query makes use of all hardware
resources which increases overheads in aspects such as thread scheduling and disk accesses, and also the local strategy
starts to dramatically lose eﬃciency as soon as k  P and thereby it does not scale up eﬃciently.
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hardware resources. Essentially this can be seen as a single index that is evenly partitioned into the P processors. We call
this approach global. Parallelism comes from the fact that at a given time instant all processors can be working on P or more
queries. In this case the broker sends each query to a selected processor hoping that its solution will not require visiting
other processors. However, this can be diﬃcult to achieve as signiﬁcant imbalance can arise when two or more queries
require the same section of the index to progress further on their solution. In addition, distributing the global index can
also require relocating database objects which departs from the ideal case of the local approach. Nevertheless, the global
approach is potentially more scalable than the local one since it can reduce thread and disk overheads and it can scale
beyond P > k without incurring in the extra computations required by the local approach.
The above discussion on local versus global distributed indexing is quite old in the parallel computing literature. For
instance, in the context of distributed inverted ﬁles for very large scale Search Engines we can ﬁnd a number of papers
on the subject and yet it is not completely clear which approach is more eﬃcient (e.g., see contradiction in [19,25]). This
happens because the outcome of experimentation is highly dependent on the particular realizations of the distributed
index (hardware and software) and their respective query regime. This remarks the importance of using models of parallel
computation whose structure and cost model ensure fairness and independence from hardware and software realizations. In
this regard, an advantage of the metric-space model is that counting distance evaluations can be a good indicator of relative
performance. This measure used in conjunction with the model of computation we use in this paper allows us to achieve
this goal.
Regarding parallel processing on metric-spaces, a relevant paper is [29] where the problem is analyzed in the abstract.
Similar query processing strategies have been discussed in the context of distributed inverted ﬁles. Practice quickly tell us
that actual performance is crucially dependent on the type of indexing used to support query processing and the particular
search algorithms devised on it. In this line, we have contributed with some work on the eﬃcient parallelization of different
data structures for metric spaces in [13,20–22]. In this paper, we apply lessons learned from our previous work to propose a
highly optimized index for parallel query processing. We also borrow ideas from our previous ﬁndings on high-performance
query processing on distributed inverted ﬁles [17,18] and apply them to the metric-space context (we refer to the round-
robin query processing and the sync/async modes of parallel computation described below).
4.1. Model of computing and round-robin processing
Below we describe the computational model upon which we describe and evaluate our query processing algorithms.
This model organizes overall computation in a synchronous manner. Notice that our proposals are not restricted to this
model as they can be implemented upon the more standard multi-threaded fully asynchronous model of message passing
parallel computing. Interestingly enough we have found that for the kind of application of parallel computing discussed in
this paper, actually both models can be used in combination to achieve eﬃcient performance [18]. The asynchronous model
(Async) is more suitable for cases of low traﬃc of queries arriving to the Search Engine whereas the synchronous model
(Sync) deals more eﬃciently with cases in which the query traﬃc ranges from moderate to high. In this paper we validate
this claim by showing experiments with runs on both models.
We have also found that a key issue in stable performance is to ensure that each query is given an equal share of the
hardware resources in a round-robin manner. This prevents queries requiring large amounts of processing time, commu-
nication and disk bandwidth from restraining small queries which improves average response times of individual queries.
This also grants the parallel program proper control on instabilities such as buffer saturation in communication or thrashing
behavior.
For synchronous query processing we use the bulk-synchronous model of parallel computing (BSP) and its cost model
[34]. In BSP the computation is organized as a sequence of supersteps. During a superstep, the processors may perform
computations on local data and/or send messages to other processors. The messages are available for processing at their
destinations by the next superstep, and each superstep is ended with the barrier synchronization of the processors. The
underlying communication library ensures that all messages are available at their destinations before starting the next
superstep.
To support the round-robin principle we divide query processing in “atoms” of size K , where K is the average size of
the LC clusters. These atoms are scheduled in a round-robin manner across supersteps and processors. Namely, queries are
given K sized quanta of processor time, communication network and disk accesses. These quanta are granted sequentially
to queries during supersteps. New queries are injected as soon as the same number of current queries have ﬁnished.
Resources such as memory space used for buffering messages or temporal data can be released once a given query has
consumed its quantum, being necessary to keep only the partial results calculated until that moment and the query state
data used to enable its next quantum in the next superstep. Thus processing a given query completely can take one or
more supersteps. In the case of the asynchronous mode of parallel computing, the round-robin principle is emulated by
performing proper thread scheduling at each processor to grant each active query its respective quantum of execution.
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Without loss of generality, in the description given below we assume a situation of query traﬃc which is high enough
so that in each processor and superstep the Search Engine maintains an average of q queries under processing.
We release the broker from heavy load under sustained query traﬃc by distributing the integration of partial results
on the P processors. This prevents the broker from becoming a bottleneck and increases parallelism both in computation
and communication. Upon reception of a query the broker just sends it to a processor selected in a circular manner. The
receiving processor becomes the ranker for that query, meaning that it is in charge of integrating the partial results. In turn,
the ranker contacts the other processors to start query calculations in them and receive the partial results from them. Then
the ranker integrates these results and passes the top-k results back to the broker. Potentially at a given superstep we can
have q · P ranking operations being executed in parallel.
Local index local centers (LL). This is the intuitive approach. We ﬁrst evenly distribute the database objects on the processors,
and in each processor we construct a LC index with the objects stored in the processor. Thus cluster centers are determined
using the local objects only. To solve a given query, the respective ranker sends the query to all processors (including itself
for simplicity of implementation). Then the sequential LC search algorithm is applied in each processor by visiting one
cluster per superstep and the local top-k results are sent to the ranker. To this scheme we apply the optimizations and
search algorithms of Section 3. In particular, in Section 5 of experiments below, we suﬃx with T, namely LL-T, the strategy
LL that uses the one-column table of object-center distances to generate the list of candidate objects.
For the sake of fairness, in the comparative study of Section 5 the cluster size in each processor of the local LC indexes
is K/P , where K is the cluster size of the equivalent sequential global LC. In addition, the processors send their local top-
(k/P ) results to the ranker whereas the global strategies (GG) described below send their global top-(k/v) results where v ,
1  v  P , is the number of visited processors. In strict terms, sending the local top-(k/P ) per processor to the ranker
could actually demand the repetition of the sending up to P − 1 times when the global top-k results happens to be in a
single processor. In practice this is very unlikely to happen since database objects are evenly distributed at random onto the
processors. Thus for the purpose of the comparative study presented in Section 5, we assume that it is necessary to perform
just one sending of the local top-(k/P ) results per processor (a practical rule could be sending 1.5 · k/P ).
Local index global centers (LG). This is similar to LL above but before constructing the index, we ﬁrst perform a parallel
computation in order to determine the centers that result from considering the whole set of objects distributed across
the processors. These global centers are then replicated in all processors and in each processor the respective LC index is
constructed considering the global centers and the local objects. This is useful for two reasons. First, the global centers
are expected to be of better quality as now all outliers are considered as potential cluster centers. This improves the
effectiveness of the LC index during searches. Secondly, we can avoid the P -fold replication of the computations related to
the distance calculation among the query and all of the centers across processors. These calculations are only made by the
ranker of each query and not by all processors for each query as in LL.
Upon reception of a query, the ranker processor calculates these distances and formulates a query plan indicating the
clusters that must be visited. The plan together with the query is then sent to all processors. This requires more communi-
cation per query. However, current hardware technology for high-performance parallel computers indicates that the cost of
this sort of communication is much smaller than the cost of calculating distances among the query and the set of centers
(which are actual complex database objects). Our experimental results conﬁrm this claim.
Thus this scheme retains the simplicity of index construction and maintenance of the LL approach. To obtain the global
centers we use the following algorithm. It selects the ﬁrst center at random from the whole database, say one object
selected at random from the ﬁrst processor. This processor sends this center to all the others. Then each processor selects
its candidate centers using its local objects. These lists of candidates are broadcast to all processors. After receiving the
candidates, each processor computes the distance between the local centers selected in the previous step and the ones
received from the other processors, and selects the ones maximizing the sum of distances. The order in which the centers
are inspected depends on their distance to the ﬁrst common center received at the beginning. At this point no further
communication is required, and each processor can build its local index using the same global centers and its local objects.
Like LL-T, we also test the performance of LG using the table of distances of objects to the center associated with each
cluster. We call it LG-T.
Global index global centers (GG). In this case we start from the index constructed by LG and then make sure that for each
center its whole cluster is placed in a single processor. This implies relocating database objects to the respective processors
holding their clusters. This relocation is made so that at the end of this process the whole LC index is distributed in such
a way that its clusters are distributed in a circular manner across the P processors. Certainly this implies massive all-to-
all communication among processors. Nevertheless, below we propose a less demanding version of this strategy, which
achieves a similar performance. However, in Section 5 we show experiments with databases containing several millions of
objects in which this massive communication does not increase running time beyond the scale of a few hours, which is
reasonable for off-line indexing.
Notice that we keep the LG global centers replicated in each processor. Upon reception of a given query from the broker,
its ranker processor calculates the query plan to obtain the clusters to be visited. Then the ranker sends the query and its
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sending its partial results to the ranker, this processor sends the query and the remaining clusters in the plan to the next
processor and so on. For a large number of active queries and also large number of clusters to be visited, this strategy GG
should achieve a performance similar to the LG strategy. However, Search Engines are not expected to return very large
number of results to their users. This means that practical range queries should have very small radii and k-NN queries
should contain small k values, say less than 128. This implies that on average the query plan can perfectly contain quite
less than P clusters to be visited. In this case, the GG strategy is expected to outperform the LL and LG strategies.
Indeed, to use the k-NN search algorithm proposed in Section 3 the ranker processor ﬁrst sorts the query plan so that
the centers that are closer to the query are placed ﬁrst on the list. This signiﬁcantly reduces the ﬁnal number of cluster
visited during the search, and we emphasize that the radius is drastically reduced as the algorithm progresses reﬁning its
top-k objects.
The version of GG that uses the table of distances per cluster is called GG-T.
Global index global centers local objects (GGL-T). This is a more practical realization of GG in terms of the cost of index
construction in very large databases. In this case the objects remain in their original processors as in LL and LG. This
strategy builds up its clusters only with tables of distances and these clusters are distributed in the processors as in GG.
The processing of queries is similar to the GG strategy but each processor holding a cluster that is visited by the query just
determines the ids of objects to be compared with the query. Then these ids are sent to the processors holding the actual
objects for checking against the query. The query has to be sent to all processors holding candidate objects.
For k-NN queries and in order to aggressively reduce the radius, it is necessary to proceed in a two steps fashion. We
visit the next closet cluster to determine the candidate objects, these ids are sent to the respective processors, and objects
ids holding a distance to the query closer than the current top-k are reported and the radius is adjusted consequently. In
the synchronous mode of parallel computation, just one additional superstep per search step is required for this kind of
queries.
4.3. Cost analysis
The total running time cost of a BSP program is the cumulative sum of the costs of its supersteps, and the cost of each
superstep is the sum of three quantities: w , hg and , where w is the maximum of the computations performed by each
processor, h is the maximum of the messages sent/received by each processor with each word costing g units of running
time, and  is the cost of barrier synchronizing the processors. The effect of the computer architecture is included by the
parameters g and , which are increasing functions of P .
The trade-off among the LL, LG and GG strategies can be represented by their respective BSP costs in terms of the
number of distance evaluations computed during search.
In a high traﬃc situation, we can assume that the broker distributes enough queries onto the processors so that q queries
are active at each processor in each superstep. Let us assume identical queries with average values given by: (a) the number
Cx of centers the query is compared with, (b) the number Sx of selected clusters to be visited, and (c) the number Ex of
objects the query is compared against in each visited cluster. The subscript “x” will identify the particular query processing
strategy in the expressions below.
In the LL strategy it is not diﬃcult to see that the cost of the broadcast operation we employ is O (qP + qP g + ) in the
ﬁrst superstep. In the next superstep all queries compare themselves with the centers in order to determine the clusters to
be visited. This costs q · P · CLL . Then it proceeds a sequence of comparisons with the objects located in the clusters being
visited. In each superstep this costs q · P · ELL and, in total, we have SLL supersteps whose overall synchronization cost is
SLL · . At the end of this sequence, all processors report their local top-(k/P ) to the respective rankers, which has a BSP
cost given by q · k · g . Thus the total average cost per query of the LL strategy is given by
CostLL = P · CLL + (P + k) · g + SLL · (P · ELL + /q).
Following similar argument we can derive the cost of the LG strategy,
CostLG = CLG +
(
P · (1+ SLG) + k
) · g + SLG · (P · ELG + /q)
where P · (1 + SLG) · g is the cost of broadcasting the query and the center ids indicating the clusters to be visited in all
processors in parallel. Finally the cost of the GG strategy is given by
CostGG = CGG + SGG · EGG +min{SGG, P } ·
((
SGG
P
+ k
)
· g + /q
)
.
Notice that since the clusters to be visited are determined from exactly the same set of centers we have CLG = CGG and
SLG = SGG . Also because of the object distribution onto processors we have ELG = EGG/P and thereby the computational cost
of both approaches appears to be the same. However, this is misleading because in practice the P -fold overhead generated
by the LG (and also LL) strategy can be indeed detrimental to performance (more resources are put on the move per query;
think of disk accesses or thread scheduling).
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LL more eﬃcient than LG because of the extra cost in communication. However, this assumption could only be valid for
very small P as the P -fold overhead in the calculation of the clusters to be visited can be signiﬁcant.
Nevertheless this analysis does not consider a key issue which is related to the locality of calculations. That is, in this
sort of applications of parallel computing, we have observed that the eﬃciency of calculations related to the determination
of the top-k representatives of a large set of candidate solutions for a given query, can be negatively inﬂuenced by the
partial view of the global information available in each processor. For instance, the LL strategy is entirely based on local
information, LG goes further with the global centers but still computes based on local data whereas GG is entirely global
both in centers and objects scanned during k-NN queries. The GG strategy is expected to get the right top-k results sooner.
The results of the next section conﬁrm this claim.
5. Experiments
The results of this section were obtained on a high-performance NEC parallel machine composed of 200 dual processors
(Intel Xeon EM64T CPU’s 3.2 GHz) connected by an Inﬁniband 1000 MB/s network. Each node has 1 GB of main memory.
In this machine we had exclusive access to 64 processors to run our experiments.
Notice that in most of the ﬁgures presented below, we show values normalized to 1 for each data set to better illustrate
the percentage difference between the indexing strategies. In all cases we divided the values by the observed maximum in
the respective experiment.
We also run our experiments with all data in main memory, both the index and the DB objects, to avoid OS interferences
on secondary memory. This is a reasonable setting since multi-million queries per day accessing disk devices can certainly
increase the failure rate of hardware signiﬁcantly. Current trend in this kind of systems is towards most of the core in main
memory and Ram cost per byte is still decreasing.
5.1. Evaluation of sequential search algorithms
We have experimentally evaluated the performance of the new search algorithms proposed in Section 3 by using different
metric spaces: a set of 64,000 words in English, and a set of 47,000 feature vectors in dimension 20 of images from NASA.
Queries were constructed by taking random objects from the same data set and removing these objects from the database
before constructing the index.
For the words collection we used search radii of 1, 2, 3 and 4 where the fraction of objects actually retrieved from the
database is approximately 0.003%, 0.04%, 0.3% and 2% respectively. For the NASA collection we used radii 0.12, 0.28 and 0.53
corresponding to 0.01%, 0.1% and 1% of the database respectively. Similar percentages were observed for the data sets UK
and NASA-2 described below.
5.1.1. Distances among centers
Fig. 7 presents performance results for the search algorithm proposed in Section 3.1. These results were obtained con-
sidering the best cluster sizes (either 10 or 50 for the databases considered) for the standard List of Clusters (LC) and for
our proposal (LC-DC). As it can be seen, our search algorithm, augmented with the scheme that saves distance calculations
between the query and centers, can outperform the standard LC search algorithm signiﬁcantly. This happens when both
strategies are operating at the cluster sizes that produce their best running times.
The overhead oM = sM/(sI + sM) of storing the matrix of distances among centers, matrix of size sM , with respect to
the total size sI of the index, depends on the collection and the number of centers, which in turn depends on the cluster
size. For our implementation of the index, we obtained oM ≈ 0.7 in both the English and UK dictionaries and for the NASA
and NASA-2 collections we obtained oM ≈ 0.8 (all collections set with the number of clusters producing the best running
time). Thus compression techniques and smart data organization should be used to reduce this overhead. For the ratio
oIM = (sI + sM)/sD , where sD is the space used by the database, we obtained oIM ≈ 1.0 in all data sets whereas for the
ratio oI = sI/sD we obtained oI < 0.25. Thus this scheme is more suitable for database objects requiring a large amount of
memory. In the next experiments we do not use this matrix.
5.1.2. k-NN search
We now present results that show the effectiveness of our k-NN search algorithm when compared with the strategy
in which the k nearest neighbors are determined from range queries of differing radii. To compare both approaches, we
obtained the total number of distance evaluations and total number of visited clusters during search. For the range queries,
we used different radii for our two data sets because some radii did not retrieve at least k objects in all queries. Thus, we
had to resort to larger radii to ensure the retrieval of k objects, which were then compared against the query and sorted
to get the top-k results. In all measures, we discarded the queries that produced less than k objects for the radii being
used. Fig. 8 shows the improvement of our k-NN algorithm using k = 16, which was measured using both the total number
of visited clusters and the distance evaluations. We did not use radius 1 for the English collection since the number of
retrieved objects was well below 16.
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Fig. 7. Search costs. (a) English dictionary and (b) NASA vectors.
(a) (b)
Fig. 8. k-NN versus range search. (a) English dictionary and (b) NASA vectors.
5.1.3. Speed-ups
We evaluated the ratio execution time of the sequential LC to the parallel LC. This is called speed-up and is considered
the most basic test for any parallel algorithm since they are supposed to outperform their sequential counterpart by a
margin of at most P times. We used the LL strategy for the parallel LC, and a sequential version of the same code in which
we have removed all message sending. The results in Fig. 9 show that LL is able to achieve an eﬃcient performance of
around 50% of the optimal performance. We performed this test using database sizes where the sequential program can run
plenty of main memory. The challenge for the other more sophisticated versions of the parallel LC is to get closer to the
optimal speed-up, which in the following sections we indirectly measure by comparing LL against the other alternatives for
parallel query processing.
5.2. Evaluation of parallel search algorithms
The experimental results reported in this section were obtained using two large data sets. The ﬁrst one is a vocabulary
obtained from a 1.5 TB sample of the UK Web. In this text sample we found 26,000,000 vocabulary terms. The distance
function used to determine the similarity between two terms is the edit distance function. On this data set we executed
an actual query log limited to one term per query. The query log was taken from the Yahoo! Search Engine for queries
submitted on the UK Web during 2005.
The second data set representing 10,000,000 image objects was generated synthetically as follows. We took the collection
of images from the NASA data set containing 40,701 vector objects, and we used it as an empirical probability distribution
from which we generated our random image objects. We call this data set NASA-2. The query log for this data set was
generated by taking random selected objects from the same set.
We emphasize that in the execution of the parallel programs we injected the same total number of queries QT in each
processor. That is, the total number of queries processed in each experiment reported below is QT ×P . Thereby running
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Fig. 9. Speed-ups for range queries using different radii R . (a) English dictionary and (b) NASA vectors.
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Fig. 10. Exact k-NN queries on the data sets UK and NASA-2; (a) shows normalized running times and (b) shows normalized distance evaluations.
times are expected to grow with P since the communication hardware has at least log P scalability. Thus in ﬁgures shown
below, curves for, say, 16 processors are higher in running time than the ones for 4 processors. We have found this set-
ting useful to see the eﬃciency of the different strategies in the sense of how well they support the inclusion of more
processors/queries to work on a data set of a ﬁxed size N . We executed experiments for k = 128 and QT = 10,000.
5.2.1. Exact k-NN queries
We now present results for the different algorithms executing k-NN queries with the algorithm proposed in Section 3.3
and its respective realization in the parallel query processing strategies proposed in Section 4.2. Fig. 10 shows the very
signiﬁcant improvement in performance of the GG strategies over the LL one, both in total running time and number of
distance evaluations. This trend is repeated consistently in the experiments below.
5.2.2. Approximate k-NN queries
In the following we show results for approximate k-NN queries. In this case we have set to three the clusters to be visited
by queries in order to get the k nearest neighbors in an approximate manner. We emphasize that the results obtained by
this strategy deferred by less than 5% with the exact results obtained with the k-NN algorithm of Section 3.3. In particular
we calculated the Pearson’s correlation between both results for the same query, and on average this value was close to 0.9.
Fig. 11 shows that strategies like GG-T and GGL-T outperform the others by a wide margin.
Fig. 12 shows the trade-off in performance between using the exact k-NN search and the approximate strategy. As
expected, depending on the number of processors, the performance gain obtained by using the approximate approach can
be very signiﬁcant.
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Fig. 11. Approximate k-NN queries on the data sets UK and NASA-2; (a) shows normalized running times and (b) shows normalized distance evaluations.
(a) (b)
Fig. 12. Ratio exact to approximate solution of k-NN queries on the data sets UK and NASA-2; (a) shows normalized running times and (b) shows normalized
distance evaluations.
5.2.3. Queries with small radii
In systems with multi-million objects, queries with small radii are expected to produce on the average a large number
of objects. We performed experiments with the minimum radius for range queries such that at least k objects are produced.
We did this to compare the performance of the different parallel query processing strategies under an alternative method
of producing the top-k results to be presented to the users. The results in Fig. 13 show similar trend on the comparative
performance.
5.2.4. Construction and models of computing
Our last set of experiments is related to the extra cost of communication paid by the algorithms based on global infor-
mation, and the performance of the proposed strategies under differing query traﬃc. For the last case, we have tested both
the synchronous and the asynchronous modes of parallel computation.
Fig. 14(a) shows the trade-off in communication. These are experiments for the UK set of strings. Notice that in this case
each pair (id_object, distance_center) demands an amount of space similar to the DB objects (no compression of any kind
was used). Certainly in the NASA-2 collection the objects are much larger in terms of memory space (about 10 times) thus
the distance between the curves for GG and LG/LL/GGL-T grows up.
On the other hand, Fig. 14(b) shows results for different query traﬃc per unit time from A (very low) to D (very high).
These results were obtained with a 32-processors cluster and show that either model of parallel computation can outper-
form the another under a given query traﬃc. The general trend in comparative performance shown in the previous ﬁgures
is maintained in these cases as well.
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Fig. 13. Range queries with small radii on UK and NASA-2; (a) shows normalized running times and (b) shows normalized distance evaluations.
(a) (b)
Fig. 14. UK data set. (a) Communication trade-off for index construction and (b) performance under different models of parallel computation and query
traﬃc.
6. Conclusions
We have proposed different alternatives for performing parallel query processing upon the List of Clusters (LC) data
structure and presented a comparative study of them. These alternatives are represented by the different query processing
strategies we have proposed in Section 4.2, namely LL, LG, and GG and their respective optimizations LL-T, LG-T, GG-T and
GGL-T. We have used the LC as an index to support fast solution of queries in the context of Search Engines operating
under intensive traﬃc of user queries. Each alternative is able to achieve eﬃcient performance and each one is suitable for
a given trade-off between performance and memory space. In particular, in this paper we have shown that the intuitive and
standard approach LL used by current plain-text based Search Engines can be outperformed signiﬁcantly in this application
domain (our best strategy being GG-T).
From the arena of plain-text Search Engines we have learnt and developed a number of strategies to achieve eﬃcient and
scalable performance on high-performance parallel computers. The main principles for these goals are to organize overall
parallel computation in such a way that (i) all active queries are ensured an equal share of the hardware resources, (ii) the
work performed by the processors is well-balanced and stable across different query traﬃc conditions, (iii) the processing
time of queries is reduced by employing pruning techniques that stop computations as soon as they obtain the top-k
results, (iv) the index exhibits good properties of locality in memory accesses so as to properly take advantage of secondary
memory and intra-processor cache memory, and (v) the processing of different queries can be performed in parallel in each
processor or node by using the multi-threading facilities provided by modern computer architectures (hopefully by using
naive parallelism in the sense that each query is entirely processed by a single thread without contention with other threads
which are processing co-resident queries in the same node).
In this paper we have shown how to achieve those principles by using the LC index data structure. We have found LC to
be suitable for this purpose though we reﬁned its original design and algorithms to make it more suitable to our goals. We
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calculations between the query and the objects (Sections 3.1 and 3.2). We have also proposed an algorithm to aggressively
calculate the k nearest neighbors for queries (Section 3.3) which allows us to achieve the principle (iii) mentioned above. We
have also relaxed this algorithm by optimistically stopping the k-NN search after visiting, say, the three nearest LC clusters
which allows approximate solutions for queries. A clear application for this is a scenario in which the Search Engine ﬁrst
presents the approximate answer to the user and, while the user is deciding whether he/she wants a more precise result,
the Search Engine can be executing the exact algorithm on the remaining LC clusters.
Principles (i) and (ii) above are achieved by letting each query to process one cluster at a time and organizing implemen-
tation so that it is easy to dynamically switch query processing between the Sync and Async modes of parallel computation.
The size of clusters does not differ signiﬁcantly, therefore load balance is reasonably good. In any case, our round-robin
strategy can be further reﬁned if cluster sizes differ noticeably by just imposing an upper limit to the number of distance
evaluations allowed per cluster per processor and per superstep. In addition, objects and distance tables associated with
clusters are stored in contiguous memory so principle (iv) above comes for free thanks to the LC data structure itself.
Finally, principle (v) comes as a by-product of locality of memory and our round robin query processing strategy. Under a
situation of moderate to high query traﬃc, the Search Engine can start to operate in the Sync mode. In this case, the quanta
of queries are just processed sequentially and, because of the locality of memory, these queries can be simultaneously served
by light multi-core threads in the form of naive parallelism. For the fully asynchronous mode to be employed in situations
of low query traﬃc, we can put two or more multi-core threads to perform parallel work on individual queries. Here the
different operations performed on the LC data structure to execute k-NN search present enough parallelism by themselves.
For instance, all activities involving distance evaluations in center selection and comparison of the query against objects can
be effected in parallel provided one properly organizes data in order to avoid R/W concurrency conﬂicts [2,20].
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