ABSTRACT Real-time stereo vision is attractive in many areas such as outdoor mapping and navigation. As a popular accelerator in the image processing field, GPU is widely used for the studies of the stereo vision algorithms. Recently, many stereo vision systems on GPU have achieved low error rate, as a result of the development of deep learning. However, their processing speed is normally far from the real-time requirement. In this paper, we propose a real-time stereo vision system on GPU for the high-resolution images. This system also maintains a low error rate compared with other fast systems. In our approach, the image is resized to reduce the computational complexity and to realize the real-time processing. The low error rate is kept by using the cost aggregation with multiple blocks, secondary matching and sub-pixel estimation. Its processing speed is 41 fps for 2888×1920 pixels images when the maximum disparity is 760.
I. INTRODUCTION
The aim of stereo vision systems is to reconstruct the 3-D geometry of a scene from images taken by two separate cameras. It can be widely used in many areas like 3D-reconstruction [22] , [23] , robot vision [24] , self-driving cars [25] and mechanical parts inspection. Many researchers have developed a wide range of effective algorithms, including CNN (Convolutional Neural Networks), Segmentation, BF (Belief Propagation), GC (Graph Cut) and Adaptive Cost Aggregation. Although most of them provide excellent accuracy, their high computational complexity often prohibits their application in real-time systems.
Many acceleration systems with FPGAs, GPUs and dedicated hardware have been developed [1] - [4] . All of them succeeded in real-time processing of high resolution images, but the maximum ranges of their disparities are less than 128. The larger the disparities are, increasingly complex the processing becomes. Middlebury Benchmark launched a new data set that consists of high resolution images with large disparity ranges (roughly 760), aiming to promote the development of stereo vision algorithms and systems for high resolution images. Recently, many algorithms on GPU have been developed. Sophisticated algorithms such as [5] and [6] have been implemented on GPU, and they showed very high accuracy. However, their processing speed for a high resolution image set is far from the real-time requirement. This is caused by the fact that data in several lines are accessed intensively in the stereo vision. The shared memory in GPU runs very fast, however, it is too small to hold all those lines. As a result, many memory accesses to the global memory is inevitable, and they limit the acceleration by GPUs. Therefore, the key for high performance on GPU, is to reduce the number of global memory accesses by efficiently sharing the data in the shared memory among the GPU cores.
In this paper, we aim to construct a real-time GPU stereo vision system for the high resolution image set (2888 × 1920 pixels×760 disparities) in the Middlebury Benchmark. In order to achieve the balance of the processing speed and the accuracy, we focus on proposing a series of methods to accelerate the multi-block matching (MBM) algorithm proposed by [9] on GPU.
The reason for choosing MBM is that it shows a good performance of processing speed and accuracy on CPU, and it can be easily combined with other methods to achieve a better performance, which makes our acceleration research more meaningful. In MBM, for each pixel, the normalized cross-correlation (NCC) is calculated by using a 3×3 window centered around the pixel, and the NCCs in several different size and shape blocks centered around the target pixel is added together. Then, the product of the sums is used to calculate the disparity of each pixel. This approach enables higher matching accuracy than the approaches that use only one block. MBM requires more computation, but the size of data set that are intensively accessed is only slightly larger than that by single-block algorithms.
When we consider processing a high resolution image, its computational complexity is too high to achieve real-time processing by using MBM. In order to achieve high performance, in this paper, we propose the following methods:
Scaling the images: As shown in Fig.1 , to reduce the computational complexity, we scale down the input images into a small size, and then scale up the disparity map to the original size. The images are scaled down to 1/4 (or 1/16) by reducing the width and height by half (or quarter), and the disparities are calculated on the scaled down image. The maximum disparity is also reduced to half (or quarter), which means that the total computational complexity can be reduced to 1/8 (or 1/64). This approach typically worsens the matching accuracy, but in our approach, an interpolation method based on the secondary matching is performed during the scaling up step, and a high matching accuracy can be maintained. This approach becomes possible because of the high quality of the high resolution images.
Making full use of on-chip memory: In addition to the shared memory, there are many registers on the GPU. The same as the shared memory, the registers can also be accessed at a high speed by the corresponding thread, but the data stored in them cannot be shared among the threads. In the stereo matching, some data of the reference image does not need to be accessed by other threads, so it becomes possible to store them in the registers. The data of the target image needs to be shared among the threads and are stored in the shared memory. By using the registers, it becomes possible to cache two-fold lines of images in the on-chip memory.
Reusing the intermediate results:
To reduce the computational complexity, we reuse the intermediate results in two phases. First, in the stereo vision, the two input images are matched twice using one image as the reference and the other image as the target. In these two matchings, the matching costs calculated in the first matching can be reused in the second matching even though large memory is required to store them. The global memory of GPU is large enough for this purpose. Secondly, in the cost aggregation step, the matching costs of pixels in three different size blocks are aggregated. In this cost aggregation, the partial sums, such as the sum of the matching costs along the x-axis in smaller block, can be reused in the aggregation for the larger blocks.
By using these three methods, it becomes possible to achieve the real-time processing of the stereo vision of high resolution images. The processing speed of our system is faster than any other stereo vision systems on GPU and FPGA. The error rate evaluated using the Middlebury, KITTI2012 and KITTI2015 Benchmarks is at a medium level compared with those systems. Furthermore, we implemented our system on the Kepler series GPU Geforce GTX 780Ti and the Pascal series GPU Geforce GTX 1080Ti respectively. By using the Geforce GTX 780Ti GPU, the processing speed of our system has been achieved 18fps for high resolution image set (2888 × 1920 pixels ×760 disparities), while it has been improved to 41fps by using the GTX 1080Ti. These two implementations proved that our methods are suitable for different architecture GPUs.
This paper is organized as follows. Section II presents the background of our research and introduces the matching algorithms implemented on GPU. Section III describes our matching method. The detailed description of our GPU implementation is presented in Section IV. Finally, the accuracy and the processing speed are evaluated in Section V. Section VI concludes this paper.
II. BACKGROUND
Recently, many algorithms for stereo vision have been developed. These algorithms can be categorized into two groups: global algorithms and local algorithms.
In the global algorithms, the disparities of all pixels are decided by the mutual effect of all pixels. Thus, the global algorithms achieve lower error rates, but require longer computation time. References [1] and [8] implemented the minimal spanning tree (MST) and dynamic programming (DP) on FPGA respectively. They achieved the real-time processing (30fps) for the high resolution images, but all of their disparities are smaller than 64, which is not suitable to the modern requirements. Reference [10] implemented a Recurrent Neural Network (RNN) aggregation method on a highend GPU Geforce GTX Titan X, and [11] implemented a Semi-Global Matching (SGM) method on a low-end embedded GPU Tegra X1. In both of these two GPU systems, the global algorithms are processed in real-time. However, the input image size of [10] is 1242 × 375 pixels, while that of [11] is 640 × 480 pixels. None of which are large enough. Additionally, according to the evaluation results in the KITTI Benchmark 2015, the error rates of RNN [10] (6.34%) and the SGM [11] (8.24%) is higher than the MBM [9] (6.04%), which is used in this paper, because both of them need to simplify the algorithms to fit the hardware architecture.
In the local algorithms, only the local information around the target pixel is used to decide the disparity of the pixel. This feature is suitable for their acceleration on GPUs because the small and fast memory on GPU works efficiently owing to VOLUME 6, 2018 the high locality of the memory access. Cross-Based Aggregation (CROSS) is one of the most effective local algorithms. References [12] and [13] implemented the CROSS on GPU and FPGA, and achieved real-time processing respectively. Although both of them achieved a low error rate, their input sizes are smaller than 640 × 480. Reference [13] also runs their system for the high resolution images of Middlebury Benchmark. However, their speed is slower than 3fps for the large image set (2888 × 1920 pixels×760 disparities). Reference [4] implemented the Segmentation method on GPU for high resolution images, which is used in the cost aggregation step. The same as [10] and [11] , it also simplified the original algorithms in order to implement it on GPU, which resulted in decreased accuracy.
As described previously, the existing real-time stereo vision systems face limitations such as small image size or low accuracy. None of the them can obtain a good balance.
III. OUR ALGORITHM
In our algorithm, to achieve the real-time processing of high resolution images, and low error rate for them, 1) the two input images are gray-scaled, 2) the two images are scaled down, 3) the Normalized Cross-Correlation (NCC) is calculated as the matching cost of each pixel, 4) they are aggregated using three different shape and size blocks, 5) the Multi-Block Matching (MBM) is applied, and a disparity map is generated, 6) the secondary matching, and then a disparity map is scaled up by the bilateral estimation, 7) step 4) to 6) are executed again to obtain two disparity maps using left and right image as the reference, 8) Ground control point (GCPs) are chosen using the two disparity maps, and 9) the disparity map is improved using the GCPs.
A. SCALING DOWN
In order to reduce the computational complexity, the two images are scaled down linearly in both horizontal and vertical directions using the mean-pooling method. Here, take the left image as an example:
where L org (K · x + i, K · y + j) is the pixel in the original image, and K is the factor for the scaling down. L(x, y) is the pixel of the left scaled down image, and is smoothed by a mean-filter the size of which is (2m + 1) 2 . By choosing the block size and the pooling stride carefully, we can avoid the loss of the matching accuracy, and can improve the processing speed.
B. MATCHING COST COMPUTATION
The matching cost of each pixel is calculated using the NCC. When the left image L is used as the reference, the matching cost of L(x, y) and
whereL (x, y) = 1
and
In this equation, S p is the window used to calculate the NCC. When the right image R is used as the reference, the matching cost is given as follows:
This equation means that all C R are already calculated when C L were calculated, and C L (x, y, d) can be reused as
For this cost calculation using NCC, the integral images can be used to reduce the computational complexity of ( (2)). However, ''long'' or ''double'' (8B width) is required for the arrays to store the integral images, and their data size becomes the double of our calculation method using ''float'' (4B width). With this increase of the data size, only one row can be processed at the same time (as described in Section IV, it is possible to process two rows at the same time without accessing global memory in the implementation using ''float''), and the total processing speed becomes worse.
C. COST AGGREGATION
The standard Block-Matching (BM) approach is widely used in the matching cost aggregation step. In this approach, the matching costs of the pixels in a rectangular block centered at the target pixel are added, and the sum is used as the matching cost of the target pixel:
where b(x, y) is a rectangular block centered at (x, y).
42032 VOLUME 6, 2018 However, the standard BM usually generates disparity maps with strong fattening. In order to obtain better disparity maps, [9] proposed the MBM approach. It combines matching blocks of different shapes and sizes and has shown significant improvement compared to the standard BM. In the MBM, a multiplicative function of block set B is used to calculate the matching cost of each pixel:
where C LB (x, y, d) is the matching cost calculated by standard BM for a block b. Fig.2 (a) shows the cost aggregation in the standard BM. The matching costs of the pixels in the block are simply added. This approach often lacks the sensitivity because of the cost averaging in the large block. Fig.2 (b) and (c) show the matching costs obtained when a vertical and horizontal block are used. In this example, as shown in Fig.2 (c) a horizontal bock shows higher sensitivity because the texture changes sharply along the horizontal direction in the image. In this case, in the original BM, the sensitivity that could be obtained by the aggregation along only the x-axis is lost by the averaging of the pixels in the square block. However, it is preserved in the MBM in which the aggregated cost of each block is multiplied as the final matching cost ( Fig.2(d) ). Finally, the disparity of each pixel D LMBM (x, y) is decided by Winner-Take-All (WTA) as follows:
Here, disparity d is in the range of [0, D max ]. D max is the maximum of the disparity of the scaled down images as following:
D max is the maximum of the disparity of the original images and K is the scale factor described above.
D. SECONDARY MATCHING AND SCALING UP
As described above, in order to reduce the computation complexity, the input images are scaled down to be processed. (c) show the matching on the scaled down images. In these cases, only a fuzzy disparity (d f ) can be found due to the following factors:
1) During the scaling down step, part of the pixels in the target images R are discarded, illustrated by the blank space. 2) During the scaling up step, the disparity of each discarded pixel can only be estimated by using the disparities of the retained pixels, which may not be consistent with the truth value.
Accordingly, in order to improve the accuracy, we propose two methods to deal with these issues: a secondary matching method to find an accurate disparity for each pixel in the scaled down images, and a bilateral estimation method to fill in the disparities for the discarded pixels during the scaling up step. 
1) SECONDARY MATCHING
As the analysis above, the accurate disparity d a cannot be found by using the scaled down images. According to ( (9)), K times the fuzzy disparity d f is closest to the accurate disparity d a and in most cases,
). Based on this assumption, in order to obtain a higher accuracy, after the MBM matching, a secondary stereo matching is performed.
As shown in Fig.4 , for the pixel L(x, y) in the scaled down image (K = 4), when the fuzzy disparity d MBM is found by using the MBM, the corresponding pixel L org (x k , y k ) in the original image (x k = K · x and y k = K · y) is matched again with the original size target image R org . Correspondingly, the discarded pixels in the range of (
) are retrieved and used to find the accurate disparity. For this secondary matching, although many matching methods can be used such as MBM, in order to reduce the amount of computation, the simple matching method SAD [15] is chosen and the accurate disparities are found as following:
In ( (10)
S q is the window used to calculate the cost of SAD, and I vol is the maximum value in the gray-scale images (in our implementation, simply, 255 is used as I vol ). In ( (11)), SAD are calculated (K = 4 in this example). The x-axis represents the disparities for the scaled down and original size image. The disparity d MBM ± 1 in the scaled down image corresponds to K · (d MBM ± 1) in the original size image. In order to ensure the robustness of this method, it is necessary to confirm that for each pixel, whether the result by SAD is consistent with that by MBM or not. If it is consistent, d SAD , the disparity that maximizes
In Fig.5(a) , this requirement is satisfied, but it is not in Fig.5(b) . In the former case, the disparities are fine-tuned as described below. but in the later case, the matching cost by SAD is not used for fine-tuning, and d MBM is used as the result.
In our approach, to fine-tune the disparities, a sub-pixel estimation method proposed by [14] is used. In [14] , it is supposed that the curve of the matching costs is continuous on the disparities and each small fragment of the matching costs can be approximated by a quadratic function. In our system, using C LMBM (x, y, d MBM ) and C LMBM (x, y, d LMBM ±1), a quadratic function that goes through these three points is calculated, and the distance from d MBM to the disparity that gives the peak to the quadratic function, d MBM , is obtained. In the same way, a quadratic function that goes through
is calculated, and the distance from d SAD to the disparity that gives the peak to the quadratic function, d SAD , is obtained. Then, the disparity is fine-tuned as follows. 
. During this matching step, although the matchings are performed twice, as the disparity range is limited in the secondary matching, only D max /K +2K +1 matches are required for each pixel. Hence, not only an accurate matching can be ensured, but also the amount of the computation is kept small.
2) BILATERAL ESTIMATION
As a result of the sub-pixel estimation, the disparity map D L_S of the scaled down images is generated. In order to revert D L_S to the original size map D L , the disparities of the discarded pixels (the blank pixels) in Fig.3(b) and (c) are regenerated by the following steps:
2) Fill the disparity of the discarded pixels L org (x k + i, y k ) along the x-axis, where 0
T is the threshold for the difference of disparity, it can be considered that the disparity is changing continuously in this range, and
means that the disparity changes rapidly in this range, it can be considered that an edge exists in this range. Thus,
along the y-axis, where 0
(these two pixels are on the same line) are fixed. Then, the disparities of the pixels on this line are filled according to step 2). With this approach, an accurate disparity map D L can be estimated.
E. CROSS_CHECK
In our approach, D R (x k , y k ) is also calculated in the same way as D L (x k , y k ). Then, the ground control points (GCPs), are obtained by comparing them [17] . Here, suppose that d is the disparity obtained for L org (x k , y k ), when the left image is used as the reference. This means that between the two images, L org (x k , y k ) and R org (x k − d int , y k ) shows the best matching (d int is an integer rounded to the closest one), and they are the same point of an object in the images. Therefore,
If this requirement is satisfied, the point is called a GCP, and it is considered that GCPs have high reliability.
F. DISPARITY MAP IMPROVEMENT
Ideally, all pixels except for those in the occluded regions should be GCPs, however, in actuality more pixels become non-GCPs because of the slight change of the brightness between the input images. To achieve more reliable disparities of non-GCPs, two approaches are often used [14] . In both approaches, for each non-GCP, the closest GCPs on the left and right hand-side along the x-axis are searched first. Then, in the first approach, as shown in Fig.6(a) , the closer GCP in the distance is chosen as the disparity of the non-GCP because the non-GCP and the closer GCP can be considered to belong to the same object with a higher probability. In the second approach, as shown in Fig.6(b) , the smaller disparity is chosen as the disparity of the non-GCP assuming that the non-GCP is caused by the occlusion. The disparity of the occluded region is smaller than that of the foreground object because the disparity of the closer object is larger, and the non-GCP should have a smaller disparity. In our system, in order to reduce the memory usage, the second approach is used to improve the disparity map.
IV. IMPLEMENTATION ON GPU
In this section, we discuss the implementation of our MBM algorithm on GPU.
A. THE GPU ARCHITECTURE
We implement our algorithm on both NVIDIA GTX780 Ti and GTX1080 Ti GPUs, which have the different architectures. Although the number of streaming multi-processors (SMs) and the memory sizes are different, the hierarchy and the attribute of the memories have not any changed. Each SM has two types of memory: register memory and shared memory. The sizes of them are usually limited, but their access delay is very short. However, the data cached in the register memory is visible only to the thread that wrote them and last only for the lifetime of that thread, while the data cached in the shared memory are visible to all threads in the same SM and last for the duration of the kernel function which declared the threads. Each GPU also has the global memory, constant memory, and texture memory in the off-chip. The global memory is usually used to hold all data that are required for the processing, and the constant memory and texture memory are usually used to reduce the memory traffic to the global memory. By the reason of the long access delay to the offchip memory, the most important technique to achieve high performance on GPU is how to cache a part of the data on the on-chip memory, and to hide the memory access delay to the global memory. The shared and the global memory have the restriction on the access to them. In the CUDA, which is an abstracted architecture of NVIDIA GPUs, 32 threads are managed as a set. When accessing the global memory, 32 words can be accessed in parallel if the 32 threads access to continuous 32 words on 32 word-boundary. Otherwise, the bank conflict happens, and several accesses to the global memory are issued. The shared memory consists of 32 banks, and the 32 words can be accessed in parallel if they are placed in different banks (the addresses of the 32 words do not need to be continuous). Fig.7 shows the pipeline of our stereo vision system. The original color images are first converted to gray-scale on CPU, and then they are transferred to the global memory of GPU. The data size can be reduced to 1/3 (24bit to 8bit), and their transfer time also can be reduced. In our system, taking the GTX1080 Ti as an example, for the 2888 × 1920 pixels images, the processing on CPU takes about 4.81 milliseconds, and the processing on GPU takes about 13.7 milliseconds. Although the delay for the first frame takes more than 18 milliseconds, as shown in Fig.7 , the calculation on the two devices can be run in parallel and the stream processing makes it possible to achieve the real-time processing as its throughput.
B. SYSTEM PIPELINE
Since the main processing of our system is on the GPU side, we focus on how to implement our system on GPU.
C. TASK ASSIGNMENT AND DATA MAPPING ON GPU
Because of the high locality of the MBM algorithm, there exist many alternatives for how to process the pixels in parallel by using many cores on GPU. In our implementation, as shown in Fig.8 , the image is divided by N along the y-axis. Here, Y is the height of the image and N is the number of the SMs of the target GPU. As shown in Fig.8 , Y /N lines are assigned to each SM. In each SM, Y /N lines are processed from the top to bottom line by line. In this line by line processing, one pixel is assigned to one thread as shown in Fig.8 -top and the pixels on the same line are processed in parallel. In our implementation, the whole work-flow is divided into five steps as shown in Fig.8 , and in each step, the outputs of the previous step are fetched from the global memory into the on-chip memory, and the outputs of the current step are sent to the global memory for the next step. By reducing the number of steps, higher processing speed is expected because the number of the memory accesses to the global memory can be reduced. However, the size of our target image is large, and only the data required for processing one line can be held on on-chip shared memory and registers. Under this limitation, the five steps are the minimum set. In these five steps, the procedures that can be performed by using the data of the same line are packed in the same step such as the calculation of NCC cost and their aggregation along the x-axis in the step 2.
D. EFFECTIVE MATCHING PROCESSING ON GPU
The most time consuming steps in our algorithm are step 2 and step 3, because in these steps, D matching costs are calculated. In order to achieve high performance, the optimization of these two steps is highly important. The following describes the details of our methods to improve the performance of these two steps.
1) MAKING FULL USE OF ON-CHIP MEMORY
Each SM in GPU has on-chip shared memory and registers in it. By using them efficiently, the access to global memory can be reduced. The data in the shared memory can be accessed from any threads in the same SM , but the data in the registers can be accessed only by the thread that wrote them in the registers. Table. 1 shows the memory usage in the NCC calculation step. In this step, it is necessary to store 3×2 lines of the reference (left) and target (right) image in the shared memory. Table. 1, the intermediate results for calculating NCCs (Costtemp and Result) are stored in the shared memory and the total size of the data stored in the shared memory reaches 42KB for calculating one line. This means that data for one line in the original size image cannot be stored in the shared memory, and reducing the image size is a must for the efficient computation by using only the onchip memory.
In our implementation, the NCCs are calculated line by line. First, two sets of three lines y − 1, y and y + 1 are held in the shared memory, and the NCC costs of the center line y are calculated. Then, the pixels of the next line y + 2 are fetched from the global memory, and the pixels of the oldest line y − 1 are replaced by the new ones. Using the new line y + 2 and the two lines that are already held on the chip y and y + 1, the NCC costs of the next line y + 1 are calculated.
2) REUSING THE INTERMEDIATE RESULTS
After the NCC cost calculation, they are aggregated using the MBM algorithm. As described in Section IV-C, the NCC costs of the next line cannot be calculated at the same time, which means that the NCC cost cannot be aggregated along the y-axis without using the global memory. Thus, two steps are required for the cost aggregation. In our MBM, three blocks with different size and shape are used. By choosing the block width properly, the intermediate results of the cost aggregation for the small blocks can be reused for larger blocks. Fig.9 shows a set of the blocks, the sizes of which are 3 × 21, 21 × 3, 9 × 9 respectively. With this combination, the partial sums calculated for the smallest block 3 × 3 can be reused for other blocks. Additionally, according to our evaluation, this combination also shows a good accuracy. By using larger blocks, higher matching accuracy can be expected, but according to our experience, the improvement is marginal though it requires more operations (addition) which may effect the processing speed. Fig.10(b) shows the layout of the partial sums along the x-axis in the global memory. For each pixel, the cost of each disparity is stored in the global memory in the order that the next aggregation step runs efficiently. Fig.10(c) shows the costs aggregation along the y-axis. Before entering this step, the cost aggregation of all lines along the x-axis is finished, and the all sums are stored in the global memory. For each pixel L(x, y), its three aggregation costs are given as follows:
In these equations, C 21 , C 9 , C 3 are transferred from the global memory to the shared memory and are aggregated line by line. Here, suppose that C 21×3 (x, y, d), C 9×9 (x, y, d) and C 3×21 (x, y, d) are held on the shared memory. Then, the three sums for the next line can be calculated efficiently as follows:
By this calculation method, the computation order of the aggregation along the y-axis can be reduced to O(1).
E. SUBSEQUENT PROCESSING ON GPU
After MBM, a series of processing shown in Fig.8 
The same as the MBM, in the SAD matching, one thread corresponds to one pixel. For each pixel, d SAD and d SAD are calculated by using the same method as 1). Unlike the first matching, in the secondary matching, several lines of original image need to be transferred to the on-chip memory, and the amount of the data becomes usually several times the data that were used in the first matching. By using more data in this step, higher matching accuracy can be expected, but it requires more arithmetic operations and more memory space. Hence, according to the limit of the hardware resources and the processing speed, choosing a suitable amount of data is very important. Here, one thing to note is that since the image data are also used during the Scalingup step, the number of lines must be K at least. 3) The remaining steps are executed. During the Scaling up step, instead of storing the scaled up disparity map data successively (Fig.11(a) ), the interpolated data are stored separately as shown in Fig.11(b) . These data are reverted to the original order before the Cross-Check step. This method is used to avoid shifting the disparity of the scaled down images when they are fetched from the global memory.
V. EXPERIMENTAL RESULTS
We have implemented the algorithm on a middle-end GPU NVIDIA GTX780 Ti and a high-end GPU NVIDIA GTX1080 Ti respectively, and evaluated the processing speed and the error rate using the Middlebury V3 [16] , KITTI2012 [26] and KITTI2015 [27] benchmarks. In this section, we first evaluate the accuracy and processing speed of our system using each benchmark, and then make a comprehensive comparison with other systems.
A. MIDDLEBURY BENCHMARK Fig.12 shows an accuracy comparison of our proposed method with the Original-MBM (MBM on the original image VOLUME 6, 2018 set) and the Scaling_MBM (MBM on the scaled down image set without secondary matching). In Fig.12 , H and F are the image sizes. Images in F are larger than those in H. Their sizes are shown in Table. 3. In this evaluation, K = 2 for the H-size images, and K = 4 for F-size images. For achieving higher processing speed, the block size of SAD is fixed to 3 × 3. T (a threshold introduced in Section III-D.2) is set to K . In Fig.12 , the x-axis shows several combinations of block sizes that are used in MBM. The sizes of all blocks are chosen so that the intermediate results of smaller blocks can be reused for larger blocks. The block sets shown in parentheses are used for the original size images and their sizes are two times those for the scaled down images. The y-axis shows the bad 2.0 error rate (percentage of ''bad'' pixels whose disparity are different more than 2.0) of the above three algorithms for the training image set. As shown in this graph, when the blocks are too large, their error rates become worse. For the Scaling-MBM and Scaling-MBM+SAD, the 3 × 21, 21 × 3, 9 × 9 block set shows the lowest error rate, and for the Original-MBM, the 5 × 53, 53 × 5, 17 × 17 shows the lowest error rate. Scaling-MBM shows the worst error rate (roughly 6% higher than other methods), and our method Scaling-MBM+SAD shows the lowest for both of H-size and F-size data sets. Furthermore, the error rates for both size images are almost the same, which shows that our method is very robust. Here, it can be noted that the accuracy of our methods are always better than the Original-MBM, even though the information of original images is lost by down-scaling. Fig.13 shows the results of four H-size images in the Middlebury Benchmark [16] . The block size used in Scaling-MBM and Scaling-MBM+SAD is 3 × 21, 21 × 3, 9 × 9, and the block size of SAD is 3 × 3, while the block size used in Original-MBM is 5 × 41, 41 × 5, 17 × 17. Three areas, A, B and C, show the repetitive patterns, perspective distortions and uniform regions respectively, which represent the three kinds of difficult problems for the block matching method. D, E and F show the gradient regions for which it is required to decide their disparities considering their continuity. The white pixels represent the matching errors. As shown in this figure, our approach shows better results than other approaches specially in those marked areas. This means that in our approach, GCPs are correct as well as the original-MBM, and the disparities of non-GCPs are improved better. For A,B and C regions, because of the scaling down, some information that makes the matching difficult in the original size images, such as repetition of patterns and a serious of similar pixels, are discarded, and better matching becomes possible. Furthermore, because of the secondary matching, our method, Scaling-MBM+SAD, shows a better result than the Scaling-MBM in these regions. For D, E and F, a secondary matching generates the continuous disparities, and the disparities are improved to the same level as matching by Original-MBM. rate for F-size is listed at the bottom, because Table. 2 is a hard copy of the benchmark evaluation site [16] , and in this site, it is not allowed to upload more than one result at a time. Our error rates for H-size and F-size image sets are not the top, but they are not bad compared with other systems. Table. 3 shows the details of the processing speed of our system on GTX1080 Ti. We select 8 representative image sets from the Middlebury Benchmark [16] . 4 sets of them are H-size, and 4 sets are F-size. In the evaluated images, for example, Adirondack and MotorcycleE are large images with small disparity, Vintage is a large image with large disparity, and Teddy is a small image with small disparity. For each image set, the execution time of each processing step is shown. The graying step (Gray) which takes the large portion of the execution time, is executed on CPU. HtoD and DtoH steps show the data transmission time between the CPU and GPU. DtoH , the transmission time from GPU to CPU, is roughly twice as HtoD, CPU to GPU, because HtoD is for two unsigned char images and DtoH is for one float image. The transmission time of F-size data set is roughly 4 times that of H-size, because F-size images are 4 times larger than H-size images. Among the steps executed on GPU, the cost calculation and its aggregation (NCC&AggH and AggV ) take most of the computation time, because frequent data transfer (D times loops) between the on-chip memory and off-chip memory is required. The execution time of the secondary matching step (WTA&SeM ) is relatively small, although several loops of matching are still needed. This is because SAD does not require the global memory access to save/read the intermediate results owing to the small amount data required in this step. The overall time required on GPU is proportional to the image size and the maximum disparity. As shown in overall field, even for the largest image set ''Vintage'', its processing time is only 18.688ms, which makes our real-time processing possible. However, in the processing for F-size data set, it can be noted that the time required by CPU is longer than GPU, and the processing speed depends on the graying step on CPU.
Fig.14 compares the processing speed when the block sizes are changed in our system. As shown in this figure, in all cases, more computation time is required for larger blocks. Considering the error rate shown in Fig.12 , the block sizes used in our implementation, 3 × 21, 21 × 3, 9 × 9, gives the good balance of the processing speed and the matching accuracy. Table.4 shows the comparison of our processing speed with other systems listed in Table. 2. Here, because the image sizes and the disparity ranges are different, in order to make a clear comparison, we chose the systems that can process the H-size image sets, and used the Geometric Mean method [28] to compare them. Due to the space limitation, Table. 4 is folded into two (each system on the leftmost column is evaluated using 15 images (8 in the upper part, and 7 in the lower part)). In this table, for each system, two values are shown for each corresponding image. The first one is its runtime, and the second one in the parentheses is the normalized value by our system (GTX 780Ti). From these values, one Geometric Mean value can be calculated for each system. Based on this value, the difference of the processing speed among these systems can be shown obviously. As shown in the column Geometric Mean of Table. 4, the processing speed of our system is much faster than other system. The processing speed by GTX 1080Ti is three times faster than GTX 780Ti.
B. KITTI BENCHMARK
We also evaluated our system using KITTI2012 [26] and KITTI2015 [27] benchmarks, separately. In these benchmarks, hundreds of images are divided into two groups. For the first group (''training dataset''), their true disparity maps are given, and this group is used to tune the parameters of the stereo vision systems. The users are required to upload their disparity maps for the second group (''testing dataset'') to the website, and their matching accuracy are evaluated on the website. The image sizes are close to 1250 × 375 and the ranges of disparities are always 256. Here, since the numbers of lines in KITTI are small, we only scaled down the images along the x-axis (K = 2). According to our evaluation, the runtime of our system on GTX 780Ti is roughly 0.015s (66.7 fps), and it is 0.005s (200 fps) on GTX 1080Ti. For the ''testing dataset'' (the second group), our accuracy is shown in Table.5 and Table. 6, which was ranked 73rd out of 108 systems in KITTI2012 and ranked 94th out of 119 systems in KITTI2015. This accuracy is not good, but for this evaluation, the same parameters as Middlebury are used, and they are not tuned for KITTI benchmarks. As for the accuracy of the ''training dataset'' (for this first group, we can know the error rate of each image), we achieved the lowest error rates 0.084% for ''KITTI2012-000000'' and 0.058% for ''KITTI2015-000135'', while the worst error rate 20.6% for ''KITTI2012-000180'' and 67.8% for ''KITTI2015-000104'' as shown in Fig.15 . According to our results, except the ''KITTI2015-000104'' that was taken in a tunnel, most of the error rates are kept between 1% and 5% on both benchmarks. We think that this error rate is enough for most practical use.
C. ACCURACY COMPARISON BETWEEN DIFFERENT SYSTEMS
In this subsection, we compare the error rates of all systems that are evaluated not only by using Middlebury, but also by using at least one of KITTI benchmarks. For this comparison, the Geometric Mean is used. As shown in Table. 7, the 2nd, 3rd and 4th columns show the error rates (and the normalized one by our system) for Middlebury, KITTI 2012 and KITTI 2015 benchmark sets, and 5th, 6th and 7th columns show the Geometric Mean for Middlebury with KITTI 2012, KITTI 2015, and both. According to these results, it can be noted that the accuracy of our system in KITTI2012 and Middlebury is close to the medium level, and as described above, the accuracy of KITTI2015 is lower, which leads to a decrease in overall performance. Table. 8 compares the processing speed of stereo vision systems on different architectures. All the systems achieved a real-time processing as shown in FPS field, but their target image size (Size) and disparity range (Dmax) are different. MDE/s means mega disparity evaluation per second, and shows the true processing speed of each system. As shown in this table, MDE/s of our system is much higher than other systems. For calculating a disparity map of large size image such as 2888 × 1920, larger Dmax (760) is required, and with GTX 780Ti, its real-time processing cannot be achieved. However, by using faster GPU, GTX 1080 Ti, it becomes possible by our approach, and its MDE/s is 12x to 1060x faster than other systems. To compare the performance on different architectures, another criterion, disparities/cycle, is calculated by using equation (18) , which means the number of disparities that can be processed per clock cycle on each VOLUME 6, 2018 architecture.
D. SPEED COMPARISON BETWEEN DIFFERENT SYSTEMS

Disparities/cycle
For GPU systems, the frequency refers to the frequency of each core, and for other systems, it means the frequency of the overall system. By comparing disparities/cycle, we can understand the performance gain by the algorithms implemented on each device. As shown in Table. 8, for some systems, although their MDE/s are similar, there exists a gap in disparities/cycle such as ''FPGA-Road [7] '' and ''FPGA-SOC [44] '', because their frequency is different. Our rate 116.743 (for F-size images on GTX 1080Ti) is much faster than other GPU systems (even 18.04 for H-size images on GTX-780 Ti is faster). This means that our algorithm works very well on GPUs. However, FPGAs shows higher rate than our system. This comes from the fact that higher parallelism is possible on FPGAs than GPUs because the data width required in the stereo vision systems is less than 2B in many cases. To compare the performance of the systems on CPU and GPU, disparities/cycle/core is also shown in Table. 8. This comparison shows that in our system, each core works more efficiently than other GPU systems, and even than CPU system for H-size images.
VI. CONCLUSION
In this paper, we have proposed a real-time stereo vision system on GPU. Its processing speed is much faster than previous ones, and it is the first GPU system that enables the real-time processing of high resolution images. The acceleration method was originally designed for GTX 780 Ti, but it could be easily ported on GTX 1080 Ti, and showed good performance on the two different GPU architectures. The performance gain by new architecture is 3X, and this is that we can expect from the difference of their maximum throughput. This means that it can be expected that our method can also achieve higher performance on upcoming new GPUs. In our current implementation, the accuracy and the processing speed are still limited by the size of the shared memory. The improvement of the memory usage by further tuning the algorithms used in our implementation is one of our main future work. 
