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problems in planning, control, and estimation with the goal of efficient computationally limited onboard
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Chapter 1
Introduction
1.1

Problem Statement

We address a broad class of platforms called free-flying systems with the common
properties that 1. they can be controlled in 3D, 2. their geometry can be approximated by a fixed sized sphere or ellipsoid, and 3. their dynamics are non-trivial.
As we explore these systems through this thesis, we will see that the same planning
and estimation techniques can be applied to all with only small changes to the constraints. Each system has a different set of dynamics to control, but the specifics can
be abstracted away in the formulation of planning and estimation. The main platforms we look at are multi rotor vehicles such as quadrotors. While we mainly discuss
quadrotors, the control problem is the same for hexarotors and octorotors, and off
the shelf firmware such as (Meier et al. 2015) provide implemented polymorphism for
these rotor classes. The other system we look at in some detail is NASA’s Astrobee
free-flyer (Smith et al. 2016), which is a fully actuated system designed to fly inside
the international space station (ISS) (Figure 1.1).
Tools from geometry provide a foundation for algorithms we develop for the control, planning, and state estimation problems for these systems. Specifically, different
geometry can be used to describe a robot when part of its state is described by a 3D
rotation or other manifold. We address how using this perspective can be used to optimize trajectories for our systems, control the state though arbitrary configurations,
1

Figure 1.1: Picture of Astrobee: A free flying robotic platform being designed for
zero gravity flight inside of the International Space Station.
and run an estimation filter which models the noise as a distribution on a manifold.
In addition, we utilize computational geometry to synthesize algorithms to describe
free space in a form convenient for trajectory optimization.

1.2
1.2.1

Motivation
Platforms

Quadrotor systems (Figure 1.2) are applicable to a wide variety of scenarios which
are not ideal for traditional human workers or remotely piloted aircraft. A classic
example, is search and rescue for disaster response where a collapsed building or
bridge needs to be quickly explored to localize survivors after a natural disaster,
engineering failure, or terrorist attack. A quadrotor is ideal because it can navigate
over terrain that traditional grounded robots cannot and explore multiple floors.
Also, the dynamics of the platform are quite agile and can navigate tight spaces
quickly. The challenge in this is that the environments are unknown and the robot
needs to navigate quickly, while maintaining safety of the platform and cannot rely
on positioning systems like GPS, which have poor signal strength inside.
2

Figure 1.2: A racing free-flying quadrotor platform.
Infrastructure inspection is critical to saving lives from preventable disasters and
performing maintenance of systems where human inspection is tedious and or dangerous. Large suspension bridges have miles of cables which are hard to scale for
inspection and undersides which are tricky to send people underneath. Using an autonomous system is ideal for this task due to the navigability issues from both a safety
and practicality standpoint. Other structures such as wind turbines, water towers,
and communication towers are difficult for human workers to scale and present a
safety risk. Quadrotors are also well suited to these tasks over other robots due to
their ease at moving in the vertical direction.
NASA’s Astrobee (youtu.be/IEuAVK1nNp0) is the latest generation of a long history of free flying robots used in conjunction with space missions (Smith et al. 2016).
Earlier ISS free-flyers used compressed air tanks which released small jets of air to
control the robots position and orientation both inside and outside manned spacecraft. For autonomous control, these systems must have a method of localization.
The early space free flyers were localized with beacon systems. A series of beacons
would be placed around the spacecraft and would emit either infrared or ultrasonic
waves. Several receivers on the robot receive these waves and calculate the distance
3

to each beacon. Similarly to GPS, the position and orientation of the robot can
then be triangulated from this distance information. Of course, this requires careful
calibration of the location of all the beacons to be accurate.
Astrobee improves limitations of the previous systems. Firstly, Astrobee’s propulsion uses battery-powered fans rather than compressed gas canisters, eliminating the
need to launch replacement gas canisters and spend astronaut time changing them
out. The localization system is based off visual inertial odometry, this avoids the
need to place beacons around the space station and calibrate them. This saves astronaut time, and make operation anywhere in the space station possible and the
system requires not additional objects to be placed to enable localization. Finally,
the processor is upgraded with respect to previous units to be faster with less power
cost.
There are many goals of the Astrobee project to improve life aboard the ISS and
enhance research performed in micro-gravity environments. With Astrobee’s perching
arm it is able to grab hold of the same handrails astronauts use to navigate the space
station so it can turn off itss propulsion module to save battery life. In this perched
mode, it can autonomously record astronauts doing experiments or holding press
interviews with an HD camera. Astrobee has three expansion bays, where astronauts
can easily install or remove guest scientist hardware payloads. Payloads are provided
with power and network communication to the main robots computation boards. One
application of this expansion module is an RFID tag reader and deployment module.
With the numerous experiments on the space station and limited astronaut time,
objects are frequently misplaced and it is costly with both time and financially to
have the astronauts search for missing items. This tag system, can autonomously
tag and localize assets throughout the space station and save valuable astronaut time
(Fink et al. 2017).
Astrobee strives to be an open research platform to replace the research tasks of
its most recent predecessor: the SPHERES project. Researchers at institutes around
the world can write code for Astrobee’s open sourced API and submit to have it run
on a dedicated “guest science” processor during real experiments on the ISS. Previous
4

successful experiments include SLOSH, which aims to study how to design fuel tanks
in microgravity environments. This involves attaching a clear tank to two robots
and moving them in repeatable motions and observing how a fluid inside interacts.
Another application is RINGS (Alinger 2013), which is developing control for satelight formations based on electromagnetic fields instead of traditional propulsion.

1.2.2

Methods

Computational geometry is the study of how to do operations algorithmically with
polyhedral shapes and meshes. Traditionally, these algorithms have applications in
the computer graphics field. When modeling the configuration space a robot, we need
a representation of volumes and need to know how to manipulate them. We make use
of several tools from computational geometry to this end and propose new algorithms
where needed.
Differential geometry is the extension of calculus to curved spaces as opposed to
Rn . The simplest non-trivial example of this is looking how curves act on a the
surface of a sphere in 3D space. Several new issues arise, such as one coordinate chart
not being sufficient to describe curves in a differentiable way. For example, latitude
and longitude are singular at the poles and thus a finite velocity on the sphere can
become an infinite velocity when expressed in coordinates. Other topics include how
to define shortest distance between two points, which on the sphere, is a great circle.
In general, differential geometry describes not only sphere, but subsets of Rn called
manifolds, which have the property that they can be locally mapped to Rm without
self intersections (m ≤ n). The sphere is a subset of R3 which can be locally mapped
to R2 , but not globally while this map is bijective.
Many models in dynamical systems and robots are described by manifolds such
as configuration constraints (Zucker et al. 2013), Lie groups (Gallier & Quaintance
2017), classical dynamics (Kane & Levinson 1985), even space-time itself (Einstein
1916). We believe that tools developed by the mathematics community should be used
to describe these objects because they provide decades of insight which is generally
unused in robotics for 3 main reasons. 1: the notation is advanced and the definitions
5

are very precise. This is simply a barrier to use and not a good reason to avoid
these methods. 2: most system operation in robotics have not focused on systems
which truly require a manifold representation. For example, robotic arms have a given
parametrization in mind (joint space) and tend to model manifolds as constraints with
respect to that parameterization (Zucker et al. 2013). Underwater vehicles (Juan et al.
2016) can operate in SE(3), but tend to have constraints with tethered operation, or
keep their orientation close to level with respect to the earth to keep sensors pointed
down. It is not until recently, where robots like Astrobee and other holonomic freeflyers (Brescianini & D’Andrea 2016) have demanded planning on all of SE(3). 3. it
simply takes time for the mathematical literature to be absorbed into other spheres
of science and engineering. For example, Fourier series were once a PhD dissertation,
and now over hundreds of years, are standard curriculum in college level engineering
courses. In the future, when differential geometry is more widely used, it will be more
banal in robotics applications.
With optimal planning methods, a big question is whether or not the cost functional being minimized is actually the correct representation or not. When planning
with robots that have state spaces on manifolds, the optimality should not depend
on how those manifolds are represented, and should be intrinsically defined in such
a way that they are invariant under the choice of the parameterization because the
parameterization itself is arbitrary. Differential geometry provides a framework for
thinking about this issue and solution to guarantee that our cost functionals satisfy
this property.
In this thesis, we will provide new insight into the real-time planning and control
of free flying systems using geometric methods. The end goal is to have demonstration
of these methods working on actual robot hardware, which requires making tradeoffs to ensure computational tractability of what are inherently NP-hard problems.
Whenever possible, we leverage existing mathematics to describe our system and
environment and produce implemented algorithms for real platforms.

6

1.3
Methods

Thesis Contributions
Differential Geometry
Chapters 3,5

Computational Geometry
Chapter 6

Problem

Trajectory Generation
Chapters 4,5

Control
Chapter 7

Estimation
Chapter 7

System

Astrobee
Chapters 6,7

Single Quadrotor
Chapters 4,5,6,7,8

Quadrotor Swarm
Chapters 6,7

Figure 1.3: Thesis organization.
1

This thesis uses geometric methods to tackle problems of robotics in the context
of various free-flying systems. This three component approach is shown in Figure 1.3
with the respective chapters listed.
The core contributions of the thesis are in Chapters 4, 5, and 6. These chapters
have mathematical prerequisites in Chapter 3 and practical implementation details
described in Chapters 7 and 8. We will now briefly outline the content origin in each
chapter.
Chapter 2 contains literature review from (Watterson & Kumar 2017), (Watterson
& Kumar 2015), (Watterson et al. 2016), and (Watterson, Liu, Sun, Smith & Kumar
2018). The content is organized with respect to the topics and not the individual
papers.
Chapter 3 overviews the necessary background mathematics needed to understand
this thesis beyond a strong comprehension of linear algebra and multivariate calculus.
This includes background about manifolds (Watterson, Liu, Sun, Smith & Kumar
2018), Lie groups (Watterson et al. 2016), (Watterson & Kumar 2017), numerical
computing and optimization.
Chapter 4 shows how to formulate trajectory generation for systems on Rn using
motion primitive and optimization approaches (Watterson & Kumar 2015), (Watterson et al. 2016). In this chapter, they approaches consider collision avoidance in
7

the formulation, but do not describe how to algorithmically find a representation of
collision.
Chapter 5 tackles trajectory generation on Lie groups (Watterson et al. 2016)
and on arbitrary manifolds (Watterson, Liu, Sun, Smith & Kumar 2018) using optimization approaches and applies them to a wide variety of quadrotor systems and
Astrobee, including a bi-directional thrust quadrotor (Watterson, Zahra & Kumar
2018).
Chapter 6 uses computational geometry to show how to express corridor constraints using a sequence of convex polyhedra. We use a Delaunay triangulation to
decompose the environment (Watterson & Kumar 2015) and use to avoid obstacles.
In addition we propose a method which uses a polyhedral decomposition (Watterson
et al. 2016) and reference our collaborator who proposed a new algorithms to create
corridors from sensor information (Liu et al. 2017) and (Liu et al. 2017). We compare
the methods using the Astrobee testbed (Watterson, Symington, Coltin, Liu, Smith
& Kumar 2018).
Chapter 7 models the dynamics of both quadrotors and Astrobee. We show how
we controlled the robots in (Watterson & Kumar 2015), (Loianno et al. 2016), and
(Watterson, Liu, Sun, Smith & Kumar 2018) using geometric control and made improvements on the standard formulation in (Watterson & Kumar 2017). A simple
controller for Astrobee is proposed as well in (Watterson et al. 2016). Some of the
work in this thesis used an external motion capture system, but we can also use differential geometry to run onboard state estimation for work in the real world (Loianno
et al. 2016).
Chapter 8 explains other implementation details needed to run a robots such
creating high level autonomous behavior. In addition, when running a full quadrotor
system, we need re-planning logic (Watterson & Kumar 2015), a state machine, and
a user interface.
The high level contribution of this thesis is the proposition of new ways to do
planning and control for free flying systems such as quadrotors and Astrobee. We
show how to construct dynamically feasible trajectories in real time which avoid
8

obstacles. In addition, we tackle the systems issues which arise on how to control
theses trajectories and use them in a fully autonomous system by estimating the
position of the robot and use feedback control at both a low level and for high level
planning. As a proof of concept, we demonstrate these methods on real system
hardware testbeds.
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Chapter 2
Literature Review
2.1

Quadrotor Fast Navigation

Several works have taken inspiration for collision avoidance from a bird flying through
a forest. (Karaman & Frazzoli 2012) models a bird as a dynamical system moving in
R2 at constant velocity in one dimension and direct control of velocity in the other
dimension. Fixed wing aircraft, which are more dynamically constrained than multirotor MAVs, use motion primitives to plan trajectories through a forest (Paranjape
et al. 2015). Also using fixed wings, safety with receding horizon control has been
explored with a planner which might not reach the goal (Schouwenaars et al. 2004).
General obstacle avoidance for fast moving mobile robots is addressed in (Borenstein & Koren 1990). If a MAV is equipped with 3D sensors, it can navigate around
obstacles while moving at moderate speeds (Nieuwenhuisen et al. 1992). Some work
uses a 2D Delaunay Triangulation to represent the free space as applied to mobile
robots (Buffa et al. 1992).
Trajectory generation for MAVs respects dynamics by minimizing snap of a C 4
spline (Mellinger, Michael & Kumar 2012). Mixed Integer Programs (MIP) can account for obstacle avoidance (Deits & Tedrake 2015)(Mellinger, Michael & Kumar
2012). Generally, as the number of obstacles in the environment grows, the number of required integer variables grows as O(n), where n is the number of obstacles
(Mellinger, Michael & Kumar 2012) or convex regions (Deits & Tedrake 2015). This
10

growth in integer variables makes modest sized problems too slow for real time replanning. Another approach is to use an RRT to seed an optimization routine (Richter
et al. 2013).

2.2

Manifolds

Using differential geometry for trajectory optimization in robotics has been often used
with manifolds such as the special orthogonal groups SO(n) and special euclidean
groups SE(n). (Watterson et al. 2016) used this theory to generate curves for a
free-flying space robot. More general works like (Belta & Kumar 2002a), generated
trajectories for rigid bodies based on the metric proposed by (Zefran et al. 1996) which
ensured the associated affine connection obeys the differential structure of rigid body
dynamics. (Bullo & Lynch 2001) shows how to compute a basis of trajectories for
robots using differential geometry by decoupling dimensions, but requires zero velocity
in between each segment of a multi-dimensional motion.
Polynomials and rational splines are frequently used for optimization on Euclidean
spaces Rn as part of the algorithms in (Mellinger & Kumar 2011), (Zucker et al.
2013), (Richter et al. 2013), (Liu et al. 2017), (Flores 2007), (Oleynikova et al. 2016).
There are more specialized methods for modeling Bézier curves on manifolds using
geometric constructions from (Park & Ravani 1995) applied to rigid body motion.
More recently, (Popiel & Noakes 2007) proved properties of this construction and
showed how to construct splines with this method. These are recursive definitions for
Bézier curves, but the derivatives do not have the same convenient knot properties
as the Euclidean case such as the end velocity being a linear function of the control
points.
Trajectory optimization with obstacle avoidance is a well studied problem on R3 .
Using convex polyhedra to model free space has been done in (Deits & Tedrake 2015)
and (Liu et al. 2017) with mixed integer programming and quadratic programming
respectively. (Schulman et al. 2014) used a collision cost function with sequential
convex programming. Others (Gao & Shen 2016), (Zhu et al. 2015) use spheres to
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model free space with convex programming to generate dynamically feasible trajectories. Some methods (Richter et al. 2013), (Oleynikova et al. 2016), use collision
data directly from an occupancy grid during the optimization process, but are not
guaranteed to converge to a feasible solution in polynomial time.
CHOMP (Zucker et al. 2013) formulates a trajectory optimization problem on
Hilbert spaces rather than Riemannian manifolds and uses variational calculus to
compute gradients. They enforce collision free constraints by adding a term to their
cost functional similar to barrier functions (Bemporad & Morari 2000). A philosophical difference between that works and ours is that we focus on manifolds which are
directly parameterizable but require multiple parameterizations ex.(SE(n), S n , RP n )
as opposed to parameterizations which have one chart in Rn , but have complicated
constraints (ex. serial chain manipulators with task space collision avoidance). The
construction of our algorithm ensures that the optimization does not have to enforce
non-linear equality constraints unlike (Zucker et al. 2013). This is important because
optimization iterations stay implicitly on the manifold and do not have to be projected back. (Jaillet & Porta 2013) formulates RRT⋆ on a manifold using random
sampling, but their construction of manifold charts requires iterative projecting using
Newton’s method.
Perception aware planning (Costante et al. 2016) for vision based navigation has
been explored with a variety of approaches. (Chen et al. 2011) summarizes a large
variety of works from before 2010. Some relevant works from before and after then include (Zhang et al. 2009) uses an extension of a Probabilistic Road Map (PRM) which
incorporates a information-theoretic model to improve observation of landmarks during path planning. (Preiss et al. 2017) uses an observation model to generate collision
free trajectories to maximize the convergence of a monocular visual-inertial estimator.
Maintaining a level of features in view through a re-planning framework was done in
(Sadat et al. 2014).
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2.3

Lie Groups

The special orthogonal group (SO(3)) and the special Euclidean group (SE(3)), in
three dimensions (3D) are useful to model the configuration of a wide variety of
robotic systems. These systems include end effector manipulation (Beudaert et al.
2014), path generation for underwater robots (Hover et al. 2012) and space satellites
(O’Connor et al. 2012). Dynamically feasible trajectory generation is necessary to
operate these systems in an efficient manner and more quickly than with only kinematic path planning. Many existing methods do not consider the geometric structure
of this manifold or optimality criteria by taking a kinematic path and interpolating
between a series of intermediate points in translations and rotations separately.
(Dai et al. 2017), uses a convex relaxation to be able to optimize trajectories on
manifolds by relaxing the non-convex set SO(n) to its convex hull. This method
requires Mixed-Integer states to ensure the projection from this relaxed state back to
SO(n) is valid. There are some time optimal controller proposed for SO(3) (Berkane
& Tayebi 2015), but they have a simple first order model and represent a different
class of optimality criterion than our method.
Through a differential geometric lens, there is extensive literature on how to define metrics (inner products) and integration on SE(3). (Zefran et al. 1995) proposes
multiple metrics and connections for SE(3) and demonstrates that there is no biinvariant metric on this manifold. (Chirikjian 2011) shows how to integrate functions
on Lie groups and explicitly shows how to transform between derivatives in common
coordinate choices for SO(3) and SE(3). (Belta & Kumar 2002b) calculates the necessary conditions for a minimum jerk trajectory of SE(3) from calculus of variations
on the manifold and proposes an approximation method based on projecting curves
from the general linear group GL+ to SE(3). (Park & Ravani 1997) suggests methods for optimally interpolating between curves on just the rotation group using cubic
interpolation on multiple parameterizations of SO(3).
There is substantial literature on how to generate curves on flat spaces such as
Rn with applications to robotics. For collision avoidance, it is necessary to generate
13

optimal trajectories inside a non-convex configuration space. (Flores 2007),(Deits
& Tedrake 2015), and (Watterson & Kumar 2015) propose methods for generating
optimal curves for similar differentially flat systems using mixed integer and quadratic
programming techniques with a objective functional which minimizes the snap or jerk
of the trajectory.
A more general optimization, Semidefinite Programming (SDP), is often used
in optimal control problems to generate Lyapunov functions for dynamical systems
(Parrilo 2000). They can also be used to find approximations for the minimum of
multivariate polynomials, which is NP-hard to solve exactly. It has been shown that
this approximation is close for positive definite polynomials (Nesterov 2000), and
exact for quadratic polynomials.
The control of a six degree of freedom holonomic robot with on board propulsion
jets is mathematically equivalent to grasp manipulation of objects with point contacts
with friction. From this literature, it is well known that it takes at least seven jets
to stabilize our robot (Markenscoff et al. 1990), but there are more to distribute the
load between them. We use a controller which is stable and has region of convergence
proved by (Bullo & Murray 1995).
There is rich literature on spacecraft guidance and control during proximity operations, including multi-robot trajectory planning, optimization under various cost
metrics, and obstacle avoidance (Richards et al. 2002, Martinson 2009). Most of this
work (with a few exceptions (Fejzi 2008, Starek et al. 2017)) focuses on prior planning,
without regard to real-time obstacle sensing and re-planning.
Recent developments in unmanned aerial vehicles using an obstacle model and
optimization techniques that have been shown to enable both autonomous obstacle
detection with COTS depth sensors and rapid trajectory re-planning at multiple-Hz
rates on compute-constrained platforms (Sikang Liu et al. 2016). This is motivated
by the fact that our platform, Astrobee is in some ways more comparable to a UAV
than a small-sat: due to its use of ambient air for propulsion, Astrobee’s relevant
trajectory optimization criteria relate more to time and energy-efficiency rather than
propellant efficiency; it accelerates much faster than most small-sats (milligees vs.
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microgees); deviations from ordinary inertial motion are dominated by unpredictable
air currents rather than target-relative orbital dynamics; and Astrobee flies through
a dynamic environment detecting obstacles at distances on the order of 0.1–4 m,
requiring sub-second reaction time.
Optimal trajectory generation with obstacle avoidance based on point cloud information in 3D environments has been proposed by (Gao et al. 2017, Liu et al. 2017,
Richter et al. 2013, Oleynikova et al. 2016). These are all for drone platforms, but
the collision avoidance is still in 3D for our system. (Liu et al. 2017) and (Deits &
Tedrake 2015) decompose the environment into polyhedra using a method of generating polyhedra from ellipsoidal inflation. (Jing Chen et al. 2015) uses cubes or
spheres inside of a octomap representation which can be build efficiently from a point
cloud. (Oleynikova et al. 2016) and (Richter et al. 2013) use the point cloud directly,
but do not have guaranteed polynomial time completeness (Richter et al. 2013) or
guaranteed convergence to a feasible solution (Oleynikova et al. 2016).

2.4

Quadrotor Control

Quadrotors and other multi-rotor autonomous micro aerial vehicles have been studied
extensively in recent years. The control literature is mostly focused on model based
approaches using either linear control or nonlinear control derived from geometric
approaches (Lee et al. 2010)(Mellinger & Kumar 2011). There has been some research
on learning based control (Zhang et al. 2016), but the model based approaches are
more mature and can provide provable guarantees on stability.
Linearized control approaches express the nonlinear dynamics as a first order
approximation around a fixed set point or the current state (How et al. 2008). Model
predictive methods (Geisert & Mansard 2016, Schulz et al. 2015, Neunert et al. 2016)
compute this linearization around a window of control states and optimize a sequence
of control inputs in a receding horizon manner. These methods are adaptable to many
types of quadrotor based dynamical systems such as tethered flight (Schulz et al.
2015), attached active or passive manipulators (Geisert & Mansard 2016) and many
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others (Lupashin et al. 2014).
Geometric techniques directly use the nonlinear structure of the dynamics of the
robot. (Lee et al. 2010) uses an error metric on the rotation group SO(3) to control the
attitude of the robot. The desired attitude is calculated from errors in 3D position
and velocity to create a controller which can control on SE(3). This controller is
stable almost everywhere which is better than the local stability results guaranteed
by linearized methods. (Mellinger & Kumar 2011) showed how this controller could
be applied to a physical quadrotor and be used to plan trajectories. That work has
been extended by (Achtelik et al. 2013) to only need control over attitude rates as
opposed to attitude and attitude rates. This geometric approach can also be extended
to other models such as hybrid systems (Tang & Kumar 2015).
Inverted acrobatics with a quadrotor has been performed with a myriad of techniques (Lupashin et al. 2010, Mellinger, Michael & Kumar 2012, Gillula et al. 2010,
Lupashin & D’Andrea 2012). All of these techniques use open loop rate control
for some part of the trajectory. (Mellinger, Michael & Kumar 2012) uses a hybrid
transition between geometric control and rate control. (Gillula et al. 2010) uses an
approach where the quadrotor has an inverted open loop phase in which the robot
drifts during the inversion. (Lupashin & D’Andrea 2012, Lupashin et al. 2010) use
open loop rate input for the entire trajectory. They correct the control inputs based
on past performance of the maneuver to reduce error over successive trials.
The control of just the attitude of a quadrotor without any position feedback as
been done with a general SO(3) formulation as part of (Lee et al. 2010), (Mellinger
& Kumar 2011). Without position feedback, there are no singularity issues and these
approaches has been shown to be asymptomatically stable almost everywhere on
SO(3). This resulted stabilization from an inverted initial condition in (Lee et al.
2010). A mediation of numerical stability issues near the position feedback singularity
in (Mellinger & Kumar 2011) was proposed in that work to limit instantaneous desired
attitude changes from 180 degrees to 90 degrees, but does not guarantee continuity
of the desired attitude.
One example of the Hopf fibration in application to robotics is in (Yershova et al.
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2010) which uses the Hopf fibration to generate samples on SO(3) with an application to robot motion planning. In their work, they use spherical coordinates to
parameterize S 2 , which produces a different function than in our work which uses an
input element of S 2 directly.
Many different approaches have been developed over the years to implement
nonlinear controllers for multirotor aerial vehicles (Cutler & How 2015)(Lee et al.
2013)(El-Badawy & Bakr 2016)(Goodarzi et al. 2013)(Foehn & Scaramuzza 2018)(Mellinger
& Kumar 2011). Traditionally, these control schemes implement attitude and position control separately. There are however some works that have combined them both
into one control block (Foehn & Scaramuzza 2018).
Although several of these previous works have used geometrical control methods (Cutler & How 2015)(Lee et al. 2013)(El-Badawy & Bakr 2016)(Goodarzi et al.
2013)(Mellinger & Kumar 2011) to implement aggressive maneuvers on multirotor
aerial vehicles, some (Cutler & How 2015)(Ng et al. 2006)(Gillula et al. 2010) have
explored inverted flight. In one of these approaches (Cutler & How 2015), rotor pitch
actuation was used on a quadcopter to allow it to change the direction of the thrust
vector with respect to the body frame, which would be necessary for stabilization
purposes for very large quadcopters, but adds a lot more complexity to the control
scheme through the additional degrees of freedom. In addition, the added mechanical
complexity is too heavy for small agile quadrotors. In the other approach (Ng et al.
2006), reinforcement learning was used on a helicopter to allow it to perform inverted
hovering and simple, low-speed acrobatic maneuvers by learning a non-linear model
of the helicopter’s dynamics. It does not discuss how this approach can be extended
to run aggressive maneuvers, or as to how to extend this approach to multirotor vehicles. (Gillula et al. 2010) uses reachability sets to recover from brief periods of open
loop rotation during the inverted phase.
Generating aggressive trajectories with inversions classically has two limitations.
In (Lupashin & D’Andrea 2012), they use a quadrotor state which does not include
the yaw of the robot. This controls the robot in a subset of it real state space, and
their method cannot be easily extended to work when yaw matter. In addition, their
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method requires optimizing a set of acceleration set-points and interpolating between
them. We instead would like to work in continuous time, so we use a minimal number
of variables to represent our trajectory. The methods of (Mellinger & Kumar 2011)
(Thomas et al. 2015) are singular during certain orientations due to using the yaw.
They can only generate aggressive trajectories which roll by 90 degrees or pitch by 90
degrees, but not both. The Hopf Fibration controller (Watterson & Kumar 2017) can
solve both of these issues by using multiple charts to represent the quadrotor state.
The manifold trajectory generation technique presented in (Watterson, Liu, Sun,
Smith & Kumar 2018) is a good start for this problem but needs some modification.
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Chapter 3
Mathematical Background
Here, we present an overview of the requisite mathematical tools used in this thesis. We will present differential geometry concepts used to model manifolds and Lie
groups, which are groups with a manifold structure. These two areas are often presented together although there are some examples where they do not entirely overlap.
Figure 3.1 shows some examples of groups and manifolds which are Lie groups and
some which are not.
The other mathematical tools (numerical computing and optimization) will describe aid computation for real-time robotic systems. For our mathematical models to
be useful in the real world, they need to solvable on real hardware and in a reasonable
amount of time.

3.1

Manifolds

We will briefly review a few important definitions and properties of Riemannian manifolds which are critical this thesis. For a more detailed explanation of these concepts,
please refer to (Gallier & Quaintance 2017).
Manifold: A manifold M is an n-dimensional subset of Euclidean space Rm with
n ≤ m which is locally homeomorphic to Rn .
Chart: We define a chart as a function ϕ ∶ Rn → M which is a local n-dimensional
parameterization of the manifold. Since the manifold is homeomorphic to Rn , ϕ
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Rn

Figure 3.1: Euler diagram of Lie groups and manifolds. All Lie groups are manifolds,
but not all manifolds are Lie groups.
is locally invertible. If ϕ and ϕ−1 are both differentiable infinite times, we say the
manifold is a smooth manifold. For the scope of this work, we will assume all manifolds
we apply our formulation are smooth. Common examples of smooth manifolds are
Rn , SO(n), SE(n), S n , and RPn . As a consequence of the homeomorphic property,
we can find a chart ϕp ∶ Rn → M centered at p such that a ball of radius  around
the origin is homeomorphic to an open subset of M containing p for every  ∈ (0, δ)
for some δ > 0. A chart with this property is drawn in Figure 3.2. This property is
important for trajectory planning because for a small enough curve γ ∶ [0, 1] → M,
we can always find a chart ϕγ and function η ∶ [0, 1] → Rn such that ϕγ ○ η = γ. It is
important to note, that for a curve γ with arbitrary length, it is not always possible
to find a parameterization which only spans one chart.
Vector on a Manifold: A vector on a manifold at a point p is a derivative
quantity which is tangent to the manifold at p. Since our manifold is n-dimensional,
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the differential structure lives in a space homeomorphic to Rn . For our purposes, it is
fine to just use V = η̇ as a vector, and not worry about coordinate free ways to define
the vector.
Metric: A metric is a defined inner product ⟨., .⟩ between vectors on a manifold.
For example the magnitude of the velocity of a curve in coordinates with V = η̇ is:
⟨V, V ⟩ = ∑ gij Vi Vj

(3.1)

ij

With gij being a function of the point on the manifold. For a single chart ϕ which is
a function of the variables x1 ..xn , we can default to using the metric:
gij = ∑
l

∂ϕl ∂ϕl
∂xi ∂xj

(3.2)

If we want to have our metric make physical sense for a dynamical system, we can
choose an appropriate gij which are compatible with the chosen manifold (Zefran
et al. 1996)(Bullo & Lynch 2001).
Riemannian Manifold: A manifold, along with a metric, is called a Riemannian
manifold. We assume that all manifolds are Riemannian and thus our formulation
will require having a metric.
Covariant Derivative To calculate higher derivatives vectors, we use the covariant derivative ∇ which defines the derivative of vectors along each other. The
acceleration of a curve on the manifold is defined as ∇V V . We can also chain the ∇
operator to get define jerk and higher derivatives.
∇V ∇V ∇V ...∇V V = ∇nV V
´¹¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¸ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹¶

(3.3)

n ∇’s’

In coordinates ξ, these are evaluated as:
∇V V = ξ¨k + ∑ Γkij ξ˙i ξ˙j
ij
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(3.4)

...
∇V ∇V V = ξ k + ∑ Γkij ξ˙i (ξ¨j + ∑ Γjlm ξ˙l ξ˙m )
ij

(3.5)

lm

Christoffel symbols: The Γkij in the above equation are called the Christoffel symbols. We can compute them from the metric with g ij being the ith, jth element of
the matrix G−1 if the matrix G elements are gkl .
Γkij =

∂gjl ∂gil ∂gij
1
+
−
)
∑ g kl (
2 l
∂xi ∂xj ∂xl

(3.6)

Coordinate Invariant: A mathematical object in relation to a manifold is coordinate invariant if its value is the same regardless of the chart and or basis which is used
to describe it. For some of the following definitions it is not obvious why the values
are independent of the coordinate chart. See the more detailed reference for proofs of
this critical property (Gallier & Quaintance 2017). For example, the components in
∇V V in Equation 3.4 depend on the coordinate chart ϕ as we implicitly choose a basis
for the vector V. However, the value ⟨∇V V, ∇V V ⟩ is independent of the coordinate
chart. We note that constraints of the form ∇V V = 0 are also coordinate free because
there is a linear transform L between any two sets of basis vectors and L(0) = 0.
Coordinate Free Coordinate free expressions are ways of notating quantities which
are coordinate invariant. For example ∇V V is coordinate free, but its evaluation on
the right side of Equation 3.4 is not because those quantities depend on a specific set
of coordinates. In addition, there are expressions in dynamics which are coordinate
free because they do not depend on choosing a basis to represent coordinate frame.
Parallel Transport: On Rn , vectors can be translated around while their magnitude and direction stays the same. Since a manifold is a subset of Rn , a vector which
in the tangent space at one point will not necessarily stay on the tangent space of
the manifold if it is simply translated around. Thus, we have the concept of parallel
transport, which describes how vectors are equivalent between different locations on
a manifold. For a path γ and vector field X, the parallel transport equation is:
∇γ̇ X = 0
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(3.7)

Solving this system of differential equations gives a parallel vector at each point
along the path. This transport of the vector is in general, not independent of the
path between two points on the manifold.
Geodesic: The shortest path between two points on a manifold can be found by
solving the system of differential equations ∇V V = 0 with the boundary condition of
the two points. This equation describes a curve which is parallel to itself.

'
Figure 3.2: A chart centered at p which is homeomorphic over a domain of a ball of
radius δ.

3.2

Lie Groups

Lie groups are essential to the study of rigid body motion because they can model
the structure of the set of all rotations and the set of all rigid body transformations
while persevering the compositional properties of both sets. In addition, there are
many other Lie groups which have applications in other fields pertinent to robotics
such as computer vision (Gallier & Quaintance 2017)(Chirikjian 2011).
Group: A group G is a set of objects along with an operation with the follow
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four mathematical properties: (Chirikjian 2011)
Closure

∀x, y ∈ G, x ⊗ y ∈ G

Identity

∃I ∈ G ∣ x ⊗ I = I ⊗ x = x ∀x ∈ G

Inverse
Associativity

∀x ∈ G∃x−1 ∈ G ∣ x ⊗ x−1 = x−1 ⊗ x = I

(3.8)

∀x, y, z ∈ G, (x ⊗ y) ⊗ z = x ⊗ (y ⊗ z)

The major omissions from the normal concept of numbers, are that the group
operation is not necessarily commutative, and we may not have separate operations
that correspond to addition and multiplication. For example, the positive real numbers (R+ ) can be defined as a group with the operation being either addition or
multiplication, but do not require both to be a group.
A Lie group is a group which also has a manifold structure. The simplest case
of this is the real numbers with addition as their group operator, which trivially
form the manifold R. A non-trivial example is S 1 , which you can define the group
operator as summing the angles of the two elements. Here the manifold is the set
{∣∣x∣∣ = 1, x ∈ R2 }, which we need at least 2 charts to express.
Lie Algebra: Lie algebra refers to the study of Lie groups, but also the set
of all actions on an element of a Lie group forms the what is called a Lie algebra.
The context in which the term is used differentiates the two, but in this thesis we
will use almost entirely the second one. For the matrix representable Lie groups
(GL(n), O(n), SO(n), SE(N )), the Lie algebra can also represented as a matrix. For
example, since SO(3) is a three dimensional manifold, its Lie algebra, the set of all
3 × 3 skew symmetric matrices, is homeomorphic to R3 .
Exponential Map: This is a map from the Lie algebra to the group. For the
Lie groups in this thesis, this equivalent to the matrix exponential function:
∞

Ak
k=1 k!

exp A = I + ∑

(3.9)

Conveniently, the above series is convergent for any matrix A, but is unwieldy to use
in computations. For an n × n matrix, an extension of the Cayley-Hamilton theorem
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allows the matrix exponential to be written as a finite sum (Rugh 1993):
n−1

exp A = ∑ fk (A)
k=0

Ak
k!

(3.10)

Where the functions fk ∶ Rn×n → R are in general not expressed in closed form, but
have simple expressions for the groups used in this dissertation.
Logarithm Map: This map is defined as the inverse of the exponential map:
exp log A = log exp A

(3.11)

There is a Taylor series expression for the matrix logarithm, but it only converges for
small enough A. Finding a direct inverse for our groups is in practice more fruitful
than working with the Taylor series form.
Hat and Vee operators: For the special orthogonal groups SO(n) and special
Euclidean groups SE(n), their Lie algebras are homeomorphic to R3 and R6 respectively. The hat .̂ are defined below and vee (.)∨ operator is defined to be the inverse
of .̂:
exp ĝ ∈ SO(3) ∀g ∈ R3

(3.12)

exp ĝ ∈ SE(3) ∀g ∈ R6

(3.13)

SO(3): Also called the special orthogonal group, this is the set of 3D rotations.
We can express this group in many different ways (Chirikjian 2011), but we choose
to define a rotation as a linear operator with special properties. To use a rotation
in computation, we use two different representations: unit quaternions and rotation
matrices. We can translate between these representations as they are convenient to
be viewed as one form or another based on context.
When we define a rotation as a 3-dimensional linear operator, we also require it
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R ∈ SO(3) ∶ R3 → R3
R ∈ SO(3) ∶ R3×3

R ∈ SO(3) ∶ S 3 ⊂ R4
Figure 3.3: SO(3) representations

to have the following additional properties:
v1 ⋅ v2 = R(v1 ) ⋅ R(v2 )

(3.14)

R(v1 × v2 ) = R(v1 ) × R(v2 )

These follow from the physical interpretation of a rotation as an operator which
takes a vector expressed in one coordinate frame and expressing in another with the
same origin.

v
v

e3

b3
B

e2

b1

W

b2

e1

Figure 3.4: Vector v expressed in two frames W and B.
A rotation between the frames W and B will take components of the vector v
expressed in B and express them in terms of the components in frame W. Since the dot
and cross products are inherent properties of vectors they are invariant to expressing v
in different frames. For SO(3) to be a group, it needs to have a group product defined.
In the case of the linear operators, this is just sequential composition of two rotations.
We can also express a rotation as a 3×3 matrix, with a vector being expressed as a 3×1
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column vector, the matrix operates on a vector with standard matrix multiplication.
The defined properties of the linear operator imply the following properties of rotation
matrices:

RT = R−1
det(R) = 1

(3.15)

The composition of rotation matrices is just the standard matrix product and
is closed in the sense that the product of two rotations is also a rotation. A unit
quaternion is an element of the 3-sphere (S 3 = {x ∈ R4 ∣ ∣∣x∣∣2 = 1}) . Equivalently, a
unit quaternion q consists of four real numbers such that w2 + x2 + y 2 + z 2 = 1. As in
Equation 3.16, these are often partitioned into a scalar part w and a vector part p
with components of x,y and z.

⎡ ⎤
⎢w⎥
⎢ ⎥
⎢ ⎥ ⎡ ⎤
⎢ x ⎥ ⎢w⎥
⎢ ⎥ ⎢ ⎥
q = ⎢⎢ ⎥⎥ = ⎢ ⎥
⎢ y ⎥ ⎢⎢ p ⎥⎥
⎢ ⎥ ⎣ ⎦
⎢ ⎥
⎢ ⎥
⎢z ⎥
⎣ ⎦

(3.16)

Expressing a quaternion in this way, allows for the group product to be defined in
terms of the R3 dot and cross products.
⎡
⎤
⎢
⎥
w1 w2 − p1 ⋅ p2
⎢
⎥
⎥
q1 ⊗ q 2 = ⎢
⎢
⎥
⎢w1 p2 + w2 p1 + p1 × p2 ⎥
⎣
⎦

(3.17)

The identity element and inverse for unit quaternions are:
⎡ ⎤
⎢1⎥
⎢ ⎥
⎢ ⎥
⎢0⎥
⎢ ⎥
I = ⎢⎢ ⎥⎥
⎢0⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢0⎥
⎣ ⎦

(3.18)

⎡ ⎤
⎢w⎥
⎢ ⎥
q −1 = ⎢ ⎥
⎢ ⎥
⎢−p⎥
⎣ ⎦

(3.19)

We can use a unit quaternion to represent a rotation with the following equation.
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Note that using this identifies q and -q as the same rotation.
⎡
⎤
⎡ ⎤
⎢ 0 ⎥
⎢0⎥
⎢
⎥
⎢ ⎥
⎢
⎥ = q ⊗ ⎢ ⎥ ⊗ q −1
⎢
⎥
⎢ ⎥
⎢Rq (v)⎥
⎢v ⎥
⎣
⎦
⎣ ⎦

(3.20)

Sometimes it is also useful to convert between a unit quaternion and a rotation
matrix. This can be done with the well-known property of linear operators where ei
is a vector of all zeros except the ith component, which is one.
⎤
⎡
⎢r11 r12 r13 ⎥
⎥
⎢
⎥
⎢
⎥
⎢r
⎢ 21 r22 r23 ⎥ = [Rq (e1 ) Rq (e2 ) Rq (e3 )]
⎥
⎢
⎥
⎢
⎢r31 r32 r33 ⎥
⎦
⎣

(3.21)

Typically, all of these computations are implemented in libraries such as Eigen
C++ or as built in functions in MATLAB. During numerical calculations, the magnitude of q can drift away from a unit value due to errors in how computers represent
floating point numbers. Therefore, after calculations, q is divided by its magnitude.
A Note on Notation: Table I lists frequently used variables and functions. Since
some variables have many indices, we choose to use both sub-scripts and super-scripts
to index these variables. For brevity, when the intended range of a summation is clear
n m

from context, we will abbreviate it. For example, ∑ aij would be ∑ ∑ aij if i ranges
i,j

i=1 j=0

between 1 and n, and if j ranges between 0 and m. For a n-dimensional vector g, g 4∶6
is the three dimensional vector made up the 4th, 5th, and 6th element of g.
The trajectory of the robot pose A, position of the robot d, orientation R, angular
velocity ω and exponential coordinates ξ are all functions of time. Most of the time
we suppress the explicit time parameterization ω(t) and will just write ω. In addition,
ω̇ represents the time derivative of the variable ω.
Hopf Fibration: The Hopf fibration is a mapping from S 3 to S 2 × S 1 (Gallier
& Quaintance 2017). If we take the inverse map and use the quaternion mapping to
SO(3), we get a map from S 2 ×S 1 to SO(3). This is shown explicitly in (Lyons 2003),
but for a different ordering of variables we can get other valid Hopf fibrations. With
a properly ordered geometric construction of the Hopf fibration, we are able to have
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R ∈ SO(3)
d ∈ R3
A ∈ SE(3)
v ∈ R3
ω ∈ R3
exp(⋅) ∶ so(3) → SO(3)
exp(⋅) ∶ se(3) → SE(3)
ˆ⋅ ∶ R3 → so(3)
ˆ⋅ ∶ R6 → se(3)
log(⋅) ∶ SO(3) → so(3)
log(⋅) ∶ SE(3) → se(3)
(⋅)∨ ∶ so(3) → R3
(⋅)∨ ∶ se(3) → R6

Rotation of robot expressed in world frame
Position of the robot expressed in world frame
Robot pose expressed in world frame
Linear velocity of the robot in world frame
Angular velocity of the robot in body frame
Exponential map operating a member of so(3)
Exponential map operating a member of se(3)
Hat function to so(3)
Hat function to se(3)
Inverse of exponential map
Inverse of exponential map
Inverse of hat function
Inverse of hat function

Table 3.1: Table of variables, functions, and operators.
this map represent the orientation of the quadrotor in a manner which is convenient
to expressing the dynamics of the system. The S 2 component of the map will directly
be the body frame b3 vector expressed in the world frame and the S 1 component will
be a body frame yaw angle.
For the 2D sphere, we have the point [a, b, c]T ∈ S 2 if [a, b, c]T ∈ R3 and is distance
1 from the origin. By taking the time derivative, we can also write an expression
which is needed for simplifying equations:
a2 + b 2 + c 2 = 1
aȧ + bḃ + cċ = 0

(3.22)

We can write the following unit quaternion as a function of S 2 . We note that with
the properties in Equation 3.22, it can be shown that the magnitude is 1:
⎡
⎤
⎢1 + c⎥
⎢
⎥
⎢
⎥
⎢ −b ⎥
⎢
⎥
1
⎢
⎥
qabc = √
⎢
⎥
2(1 + c) ⎢⎢ a ⎥⎥
⎢
⎥
⎢
⎥
⎢ 0 ⎥
⎣
⎦

(3.23)

An application of the quaternion to rotation matrix map shows that this quaternion
29

indeed has the property that the body frame b3 direction is the elements of S 2 :
R(qabc )e3 = [a b c]

T

(3.24)

qabc alone cannot parameterize SO(3) because S 2 is a 2 dimensional manifold and thus
this map describes a 2D subset of SO(3). However we can get a 3D parameterization
by right multiplying by a quaternion which describes a rotation about an e3 axis
by and angle ψ ∈ SO(2). We note that SO(2) and S 1 have the same topological
structure. Using qψ = [cos ψ2 , 0, 0, sin ψ2 ], we get the quaternion:
q = qabc ⊗ qψ

(3.25)

Since R(qψ ) is a rotation about b3 , Equation 3.24 also holds for q.
SE(3): The special Euclidean group is the set of all rigid body transformations.
This six-dimensional group can be thought of a tuple H = (R, d) composed of an
element of SO(3) and an element of R3 . This has the physical interpretation of
transforming a vector in one coordinate frame to another with different coordinate
frames.
H(p) = R(p) + d

(3.26)

Thus, it follows that the group product representing composition is:
H1 ⊗ H2 = (R1 , d1 ) ⊗ (R2 , d2 ) = (R1 ⊗ R2 , R1 (d2 ) + d1 )

(3.27)

In the engineering literature, H is often written in homogenous matrix form, with
the group product being defined as matrix multiplication and its operation on an R3
vector being defined with multiplying matrices of different sizes.
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⎡
⎤ ⎡ ⎤
⎢r11 r12 r13 d1 ⎥ ⎢p1 ⎥
⎢
⎥ ⎢ ⎥
⎥ ⎢ ⎥
⎡
⎤ ⎢⎢
⎢H(p)⎥ ⎢r21 r22 r23 d2 ⎥⎥ ⎢⎢p2 ⎥⎥
⎢
⎥ ⎢
⎥⋅⎢ ⎥
⎢
⎥=⎢
⎥ ⎢ ⎥
⎢
⎥
⎢ 1 ⎥ ⎢⎢r31 r32 r33 d3 ⎥⎥ ⎢⎢p3 ⎥⎥
⎣
⎦ ⎢
⎥ ⎢ ⎥
⎢
⎥ ⎢ ⎥
⎢0
0
0 1⎥ ⎢1⎥
⎣
⎦ ⎣ ⎦
´¹¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¸¹¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹¶

(3.28)

H

Although it is tempting to parametrize elements of SE(3) with respect to the Lie
algebra like (Murray et al. 1994), it is more useful for us to separately consider the
rotational (R(t)) and translation (d(t)) parts of the group. This parametrization will
be useful for enforcing collision avoidance as well as optimizing the trajectories using
a loosely coupled method. For the rotational part, we will use several representations
the rotation matrix R and the standard exponential coordinates at the identity: ξ
ˆ It is often useful to represent the differential relation between a
such that R = exp ξ.
rotation and its angular velocity (expressed in the body frame) (Murray et al. 1994).
d
R(t) = R(t)ω̂
dt

(3.29)

This differential equation has no known closed form solution, except in the case
where ω is of the form n ∗ f (t) for a constant vector n and a scalar f (t). In that
particular case, the solution is:
R(t) = exp(n̂ ∗ ∫

0

t

f (τ )dτ )

(3.30)

For SE(3) we can choose any metric of the form (Zefran et al. 1995):
⟨V, V ⟩ = α∣∣V 1∶3 ∣∣2 + β∣∣V 4∶6 ∣∣2

(3.31)

With the choice of metric above (Zefran et al. 1995) we can compute the corresponding
connection (Gallier & Quaintance 2017). This metric produces an affine connection
such that the covariant derivative produces accelerations consistent with physical rigid
body motion. For rigid bodies, this connection is left invariant, which means that
a trajectory will have the same cost when measured in any inertial reference frame.
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The jerk of the trajectory A is:
⎡
⎤
⎢
⎥
ω̈ + 12 ω × ω̇
⎢
⎥
⎥
Jerk = ∇V ∇V V = ⎢
⎢ d(v̇+ω×v)
⎥
+ ω × (v̇ + ω × v)⎥
⎢ dt
⎣
⎦

(3.32)

Where v is the linear velocity d˙ of the trajectory and ω is the angular velocity of the
trajectory (Equation 3.29).

3.3

Numerical Computing

While methods exist which can do numerical operations with exact precision (The
CGAL Project 2015), they require assumptions on the inputs and expressions being
calculated. In the general case, computers cannot represent all the real numbers with
finite memory because an arbitrary real number has a countably infinite number of
decimal digits. Instead they represent numbers as a floating-point number, which
stores a finite number of binary digits of the base and exponent of the scientific
notation of a given number. The number of digits varies on the computer, but for the
IEEE-754 64-bit specification the number has 11 digits for the exponent, 52 bits for
the base, and 1 bit for the sign (Holmes 2016). For the processors used in this thesis,
this is the specification implemented. Whenever two numbers are added / subtracted
/ multiplied / divided on the processor, they are cast to this spec after the operation.
While it may seem that high-level programs can ignore this low-level implementation
detail, knowledge of these effects are crucial to the performance of optimization and
estimation problems. In addition, this field of study also gives us tools for representing
other infinite dimensional objects with finite dimensional variables. This is critical to
being able to understand how good our approximations are and what the trade-offs
are between accuracy and runtime.
Significant Digits: When storing numbers in scientific notation as above, there
are a fixed number of digits in the base. When doing calculations with floats, the
resulting number of digits which are correct after the calculation is the number of
significant digits. Counter-intuitively, this is not the same of the number of digits in
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the base. For example take the numbers x = 1e − 17 and y = 2e − 17. The calculation
(x + 1) − (y + 1) should be 3e − 17, but will evaluate to 0 exactly on a computer. This
is because with finite precision, (x + 1) and (y + 1) both get rounded to 1. Thus,
the calculation retains 0 significant digits. While this specific case was constructed
to lose all significant digits, it is not uncommon to a couple of significant digits on
a calculation. For a series of calculations we have to be careful that we do not lose
a couple of digits of precision iteratively until the floating point representation is
meaningless.
Often, small changes to code implementation can improve issues related to losing
precision. For example evaluating a polynomial the naive way:
α0 + α1 t + α2 t2 + α3 t3 + ...αn tn

(3.33)

Can be shown to have issues for moderate values of n. For example, when n = 10 and
t = 5 the above calculation can easily lose 6 significant digits. Instead it can be shown
that a much more robust way to evaluate polynomials is (Holmes 2016):
(...(((((αn t + αn−1 )t + αn−2 )t + ... + α1 )t + α0

(3.34)

This small change can vastly improve the performance of programs sensitive to errors
in polynomial evaluation.
Machine Epsilon: To quantify how much loss of precision is tolerable, we need
a base unit of how much error is accrued during rounding of floating point numbers.
Machine epsilon is the smallest unit of error accrued during a floating point operation
measured as a relative quantity. It is measured this way to represent errors being
formed on the base of a number and being independent of the exponent or either
number directly, but is dependent on the ratio of the magnitudes of the numbers.
For 64 bit double precision floating point numbers, machine epsilon is 5e − 16, which
means digits in the base get lost at a minimum of 16 digits after the decimal point
when expressed in base 10.
Condition Number: At the core of all problems in optimization and sensor
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fusion for robots, is the need to solve linear systems of equations in the form Ax = b.
For large matrices on the order of 100’s to 1000’s of elements, it is quite hard to tell
from construction if a matrix is invertible or not. The condition number is both a
measure of singularity of the matrix A and gives us an idea of how many significant
digits we retain when solving Ax = b. This number is defined as the ratio of the
maximum singular value of A to its minimum singular value. This definition is more
robust than other measures of singularity like the determinant which scales if the
matrix A is multiplied by a scale, while the condition number remains constant.

3.4

Optimization

Optimization is the study of computing the minimum of a multi-variate function given
constraints on the input. A common formulation of optimization for a vector x ∈ Rn
is defined as:
min f (x)
s.t. g(x) < 0

(3.35)

h(x) = 0
A wide variety of problem in robots can be framed with an optimization. Depending on what f is, it can encode the efficiency of an action, the probability of correctness
of an estimated state or planned action, likelihood of collision, or a weighted sum of
different objectives.
Convex optimization An important sub-class of optimization problems are convex optimization problems. A function f ∶ Rn → R is said to be convex if:
f (λx + (1 − λ)y) ≤ λf (x) + (1 − λ)f (y)

(3.36)

For all x, y in the domain of f and λ in the [0, 1] interval. For a convex function,
a local minimum solution is a global minimum solution. This is important because
it makes solving the optimization doable in polynomial time, as opposed the general
case which is NP-hard (Boyd & Vandenberghe 2004). For a problem in the form of
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Equation 3.35, to be convex, the domain constrained by g and h must be convex sets.
A convex set S is the similarly defined:
∀x, y ∈ S ∀λ ∈ [0, 1] λx + (1 − λ)y ∈ S

(3.37)

This implies firstly that the set S has one connected component and secondly, for any
two points in the set, all points on a line segment connecting the two of them will be
in the set.
Linear Program (LP): A particular simple optimization program is a linear
program, which takes the form:
min cT x
s.t. Ax ≤ b

(3.38)

Cx = d
Where the cost function is a linear function of the optimization variables x and the
constraints are linear equality and inequality constraints. Intuitively, the constraint
set are n-dimensional convex polyhedra and the cost function is uniformly increasing
over a constant vector direction. It can be shown that, for any linear program, if it
is feasible (i.e. there are points that satisfy all the constraints), the set of optimal
points includes at least one vertex of the constraint polyhedron, meaning the search
for optima can be restricted to the vertices without sacrificing optimality (Bertsimas
& Tsitsiklis 1997).
In addition to modeling linear cost functional, applying a change of variables can
allow a linear program to represent other optimization problems. For example, we
can represent piecewise linear convex functions in both the cost and constraints. This
can allow us to optimize for absolute value ∣x∣ quantities using an LP (Bertsimas &
Tsitsiklis 1997).
Quadratic Program (QP): The next layer of complexity for a programming
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problem is having a quadratic cost function:
min xT Qx + cT x
s.t. Ax ≤ b

(3.39)

Cx = d
There are two classes of quadratic programs, non-convex and convex, which depend
on the properties of Q. If Q is positive semi-definite, then the problem in Equation
3.39 is convex and thus can be solved in polynomial time. However, for arbitrary Q,
the problem can be NP-hard to solve given that we can encode binary variables using
a change of variables. Thus for a non-convex problem, we can encode any NP-hard
problem.
The convex form of the QP is most commonly used and thus we assume all mentioned QPs in this thesis are convex. The form of cost functional can be used to
represent norms of quantities and distance from things. An equivalent cost function
used in quadratic programming is:
(Ax − b)T Q(Ax − b) = xT (AT QA)x − (2AT Qb)x + bT Qb

(3.40)

This can be exactly represented in the form of Equation 3.39 because adding a
constant to a cost function (bT Qb) does not effect the optimality of any given solution.
Therefore, the quadratic program is written without any constant terms.
Semi Definite Program (SDP): A semidefinite program can be written in the
form (Boyd & Vandenberghe 2004):
min xT Qx + cT x
s.t. G + ∑i xi Fi ⪯ 0

(3.41)

Cx = d
Where G, Fi are positive semidefinite matrices and ⪯ is interpreted as a matrix inequality. 0 ⪯ G means that G is positive semidefinite.
Many problems can be expressed as semidefinite programs. Most relevant to this
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thesis are sum of squares problems, which can be directly represented by an equivalent
SDP (Boyd & Vandenberghe 2004). A polynomial p(x) is SOS if it can be decomposed
as:
p(x) = ∑(pi (x))2

(3.42)

i

Where pi are polynomials in x. Notice that p(x) is non-negative for all x given its
form. For multivariate polynomials, determining if they are non-negative is NP-hard,
but determining if they are SOS can be done in polynomial time (Lasserre 2007).
Also, it can be shown that any non-negative polynomial can be approximated with
an SOS polynomial with bounded error (Lasserre 2007). These properties make SOS
polynomials a good substitute to polynomials for optimization problems.
Mixed Integer Programs (MIP): A class of non-convex programming problems involve integer variables in addition to the continuous variables in the other
formulations in this section. Depending on which of the above formulations, the
problem is called the same thing with “integer” perpended to its name. For example,
is the cost functional is quadratic with integer decision variables, the problem is called
a Mixed Integer Quadratic Program (MIQP). Solving mixed integer programs can be
done in minutes for comparable problems which can be solved in milliseconds using
convex methods. In this thesis, we never formulated mixed integer problems because
of this limitation, but they appear often in the reference literature (Deits & Tedrake
2015) and (Mellinger, Kushleyev & Kumar 2012).
Optimization Algorithms: All of these optimization programs are studied extensively in the literature (Bemporad & Morari 2000) and (Boyd & Vandenberghe
2004), which propose many different algorithms to solve them. Also, there are many
commercially available and open source solvers. Gurobi (Gurobi Optimization 2015)
can solve regular and mixed integer variants of the LPs and QPs. MOSEK (ApS
2017) can solve all combinations of mixed integer variables with the LPs, QPs, and
SDPs. Finally SeDuMi (Jos F. Sturm 1999) can solve SDPs without integer variables.
For most of the optimization problems which could not be reduced from Equation
3.35, we use a custom solver based on a variant of Newton’s method from (Bemporad
37

& Morari 2000). At the time of this writing, leading open source solvers such as
NLopt (Johnson 2008) either lack sufficient support for expressing constraints, or
have proven unable to reliably handle our application requirements for scalability,
speed, and numerical stability. Using the algorithm they proposed, the optimization
is implemented by solving the system of equations:
⎡
⎤⎡ ⎤ ⎡
⎤
⎢H(x, u) AT ∇g(x)T
0 ⎥⎥ ⎢⎢∆x⎥⎥ ⎢⎢∇f (x) + AT v + ∇g(x)T u⎥⎥
⎢
⎢
⎥⎢ ⎥ ⎢
⎥
⎢ A
⎥
Ax − b
0
0
0 ⎥⎥ ⎢⎢∆v ⎥⎥ ⎢⎢
⎢
⎥
⎢
⎥⎢ ⎥ = ⎢
⎥
⎢
⎥⎢ ⎥ ⎢
⎥
⎢ ∇g(x)
⎥
⎢
⎥
⎢
⎥
0
0
I ⎥ ⎢∆u⎥ ⎢
g(x) + s
⎢
⎥
⎥
⎢
⎥⎢ ⎥ ⎢
⎢
⎥⎢ ⎥ ⎢
⎥
⎢ 0
⎥
⎢
⎥
⎢
⎥
0 diag(s) diag(u) ∆s
diag(s)u − ν
⎣
⎦⎣ ⎦ ⎣
⎦

(3.43)

Where u, v, and s are dual and slack variables. The function equality function
h(x) = Ax − b is linear. ν ∈ [0, 1] is a centering parameter which biases each iteration
towards satisfying the constraints or moving towards reducing the cost function. ν is
chosen using a heuristic suggested in that work.
H(x, u) = ∇2 f (x) + ∑ ui ∇2 gi (x)

(3.44)

i

For the problems which we will formulate in this thesis, these matrices are quite sparse
and can be solved efficiently by an open source linear algebra library (Guennebaud
et al. 2010).
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Chapter 4
Trajectory Generation on
Euclidean Spaces
Rn has the simplest geometry of any manifold in which trajectories can be generated.
Using (Mellinger & Kumar 2011), a flatness transform can be used to generate trajectories for quadrotors on R4 , despite the system having under-actuated dynamics
on SE(3). We develop techniques for trajectory generation for this application, but
they can be easily extended to work on other differentially flat systems (Kennedy
et al. 2018) such as cars.

4.1

Motion Primitives (SRRHCP)

For MAV applications in complex environments, planning relies on limited sensing
and computation. A robot which flies quickly in cluttered environments requires
quick planning. Motion primitives focus on the problem of planning quickly under
the constraints of the dynamics of the platform and the limited sensing horizon of a
simulated onboard sensor. Here we assume the sensing, detection and localization of
obstacles and the robot are solved.
Using the assumption of limited range information, we propose a Short Range
Receding Horizon Control Policy (SRRHCP) to safely and quickly navigate the environment and enable real-time re-planning. We see that ensuring real time operation
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limits the completeness of this planner, which we will tackle with a state machine in
Chapter 8.

4.1.1

Formulation

We examine the problem of controlling a multi-rotor MAV modeled with some key
assumptions. Firstly, we model the robot’s collision geometry as the smallest sphere
which the entire robot fits inside. This is a conservative approximation and only
prevents the robot from flying through tight spaces like windows. For the planning
problem, the robot is assumed to be able to localize itself.
For the receding horizon control policy (RHCP), we use a simplified perception
model which is solely dictated by a fixed sensing radius. The robot knows the exact
position and geometry of an obstacle once the distance between it and the robot is less
than the sensing radius. All obstacles in the environment are static, so their location
will be the same for all future observations. Our approach can be easily extended in a
conservative way to account for small errors in localization and sensing by enforcing
an addition safety margin around all obstacles.
An MAV is modeled as a single rigid body, therefore its position is described as
an element of the special euclidean group SE(3). Any derivatives of its position and
orientation are isometric to Rn . The control inputs to the robot can be decomposed
into a force in the body z axis and a moment in the body frame mb . Using the
technique of (Mellinger, Michael & Kumar 2012), we can map the control inputs and
the state of the robot to a differentially flat representation in R14 × SO(2). Since this
mapping exists and is smoothly invertible, we represent the state of the robot with
the tuple (X, Θ) ∈ R14 × SO(2):
...
X = [x ẋ ẍ x ]

Θ = [ψ ψ̇ ψ̈ ]

(4.1)

The position, velocity, acceleration, and jerk of the center of mass of the robot are
...
represented as x, ẋ, ẍ, x ∈ R3 respectively. The yaw of the robot and time derivatives
are represented as ψ ∈ SO(2), ψ̇, ψ̈ ∈ R. The actuator limitations of the robot are
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modeled as confining the magnitudes of the acceleration and jerk. Due to the symmetry of the spherical model, we only need to consider the X part of the state when
planning for obstacle avoidance. From this section, Θ is assumed to be controlled to
always be 0.
The goal is to find a time parameterized trajectory τ (t) ∶ [t0 , tf ] → R12 such that
τ maps from a start state Xs to an end state Xg (Equation 4.2), the component x is
always in the free space, the higher derivatives are bounded, and the τ is continuous
and the derivatives have the appropriate relations (Equation 4.3). For this to be well
posed, we also restrict τ to be in the set of functions whose snap is continuous C 4 .
...
x t]

(4.2)

k = 1..3

(4.3)

τ0 = Xs τtF = Xg τ (t) ≡ [xt ẋt ẍt
x(t) ∈ C f ree x(t) ∈ C 4

4.1.2

dk x
dtk

≤ maxk

Algorithm

Like (Deits & Tedrake 2015)(Karaman & Frazzoli 2011)(Pivtoraiko et al. 2013)(Richter
et al. 2013), the SRRHCP relies on a sampling based strategy to speed up computation. It plans from the current state to a set of waypoints inside the current sensing
radius. We simultaneously generate plans to each of these waypoints which take ∆t
seconds and stopping trajectories starting at the waypoints and ending, with zero
velocity, at some point inside the sensing radius after Ts seconds. After checking the
feasibility of these primitive trajectories, we execute the one that brings us closest to
the goal Xg with the greatest velocity towards the goal.
We define the SRRHCP at planing step k to generate trajectories from Xk to
candidates for state Xk+1 . Each of these candidate trajectories Φ is referred to as
a motion primitive. They are maps from two states and a transition time ∆t to a
function from an input range to state space:
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Φ(Xk , Xk+1 , ∆t) ∶ R12 × R12 → C 4 (R)
Φ(Xk , Xk+1 , ∆t)(0) = Xk

(4.4)

Φ(Xk , Xk+1 , ∆t)(∆t) = Xk+1
A stopping policy Ψ is one which slows down as quickly as possible in a straight
line from Xk with time Ts .
Ψ(Xk , Ts ) ∶ R12 → C 4 (R)
Ψ(Xk , Ts )(Ts ) = [xf 0 0 0]

(4.5)

For brevity will now suppress parameters of the primitives:
Φk ≡ Φ(Xk , Xk+1 , ∆t)

(4.6)

Ψk ≡ Ψ(Xk , Ts )

(4.7)

The set of velocities we plan to at the waypoints is sampled from a set of velocities
Vk+1 {v1 , v2 , ..., vβ } such that ∣∣vi ∣∣ < ∣∣vmax ∣∣ and vi /∣∣vi ∣∣ is sampled from some subset
of the 2 dimensional sphere S 2 . We choose ∣∣vi ∣∣ to be uniform across 0 to vmax and
vi /∣∣vi ∣∣ to be parametrized by a distribution over a heading angle and an inclination
angle.
To find the waypoints, we sample adjacent tetrahedrons to find candidate points
which are collision free. From tetrahedron which the robot is in, we find other tetrahedrons which are connected through at most mδ faces. The centroids of these tetrahedrons are selected as sample points because they form a discretization which scales
with the complexity of the free space. We call this set of centroids Kk+1 .
The candidate end points Xk+1 are chosen from the cross product of the velocity
and centroid samples Sk+1 ∶= {[x v 0 0] ∣x ∈ Kk+1 , v ∈ Vk+1 }. From the robot
location to each end point, we generate a primitive Φk . We avoid using a QP solver
by algebraically solving (Equations 4.10,4.4) without inequality constraints. We keep
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Φk only if it stays within the ignored inequality constraints.
S′k+1 = {Xk+1 ∈ Sk+1 ∣Φk ∈ C f ree }

(4.8)

With each primitive in S′k+1 , we generate Ψk+1 with Ts such that the robot stops
as quickly as possible while respecting (4.3). Using the same method as Φk , we solve
for Ψk+1 in closed form. From only the valid stopping policies we then have a set of
plans:
Pk+1 ∶= {(Φk , Ψk+1 )∣Φk ∈ S′k+1 , Ψk+1 ∈ C f ree }

(4.9)

Algorithm 1 Short Range Receding Horizon Control Policy
1: From state Xk
2: S′ k+1 ← ∅
3: Pk+1 ← ∅
4: for Xk+1 ∈ Sk+1 do
5:
if Φk is Valid then
6:
Add Xk+1 to S′ k+1
7:
end if
8: end for
9: for Xk+1 ∈ S′ k+1 do
10:
if Ψk+1 is Valid then
11:
Add (Φk , Ψk+1 ) to Pk+1
12:
end if
13: end for
14: if Pk+1 is empty then
15:
return Failure
16: else
17:
return Success
18: end if

4.2

Trajectory Optimization

A different approach to the trajectory generation problem is to generate a trajectory
which minimizes a cost functional using an optimization-based approach. In the fixed
rotor MAV literature, it is common to minimize the integral of a time derivative of
the robot’s position (Mellinger, Michael & Kumar 2012) (Deits & Tedrake 2015), or a
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weighted sum of time derivatives (Richter et al. 2013). This choice of cost functional
allows us to use a Quadratic Program (QP) solver, unlike other choices of functional
such as minimizing power or time.
The optimization can be reformulated as a quadratic program (4.10) using a Legendre spline basis with coefficients α to represent x(t) (Mellinger, Michael & Kumar
2012). We use one spline segment for each tetrahedral region in the sequence returned by Algorithm 3. We can constrain a segment of the trajectory to be inside a
convex region by inequality constraints on the basis coefficients using the method of
(Mellinger, Michael & Kumar 2012).

min ∫

∣∣x(4) (t)∣∣2 dt

s.t (4.3)

min α⊺ Dα
⇔

s.t Aα = b

(4.10)

Cα ≤ d

D is a diagonal matrix, A and b are constructed to match continuity of spline
segments up to three derivatives, and C,d confine the spline segments to the tetrahedrons and limits on velocity, acceleration, and jerk. After we solve for the vector of
coefficients α, we can explicitly recover τ (t).

4.2.1

Spline Formulation

A continuous function is an element in an infinite dimensional vector space. Polynomials splines are a good representation for functions which have a finite number
of parameters. A spline is a series of polynomials which are connected to build up a
larger curve.
We use nth order polynomial splines as an approximation of functions. For any
continuous function, this approximation can be shown to be close to the original
function (Press 1992). Polynomials of degree n, form a vector space of dimension
n+1. For a quadratic cost functional, this results in a pseudo-metric in the polynomial
vector space. Thus we can calculate the elements of this pseudo-metric off-line and
use it during our optimization. In practice, there is little overhead in computing this
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at runtime compared to the computation required for running the optimization.
We store each polynomial basis function as a list of its coefficients with respect to
the basis 1, s, s2 , .... With s ∈ [0, 1], we can ensure that p(s) ∈ [0, n], which helps with
numerical robustness when evaluating this function and its derivatives. Some bases
such as the Bézier bases have tighter bounds on p(s) in the range of [0, 1]. When
it comes time to evaluate a derivative, we evaluate each polynomial, multiply them
by their coefficients and then multiply or divide by the time allocation ∆tj . Before
hand, we calculate the coefficients of the derivatives each of the polynomial basis
functions. For the pseudo-metric we can take derivatives and then multiply the basis
polynomials using convolution. Integrating each pair of basis polynomials is efficients
because it only has to be done once but can be used for all segments and dimensions.
dk
t i−k i!
1 k
p(t) = ( ) ∑ αi ( )
dtk
∆i i≥k
∆i
(i − k)!

(4.11)

Note that in this expression when t = 0, 00 is defined to be 1. For numerical stability,
we define each polynomial in spline to be parameterized by the variable s ∈ [0, 1],
with input range between zero and one. Each segment will take time ∆i , with the
total time being T. We can evaluate τ (t) as:
i

i∗ = max ∑ ∆i < t
i

T∗

k=0
i∗

= ∑ ∆i

(4.12)

k=0

τ (t) = pi∗ (

t − T∗
)
∆i

(4.13)

The time derivatives can be found simply as:
∗
dk
−k (k) t − T
τ
(t)
=
(∆
)
p
)
∗ (
i
i
dtk
∆i

(4.14)

Each polynomial can be represented as:
pi (s) = S T F αi
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(4.15)

Where S T = [1, s, s2 , s3 , ..., sn ], F ∈ GL(n) is an invertible matrix of basis coefficients
and αi is a Rn vector of coefficients. If we choose F to be the identity matrix,
then the polynomial will be represented with respect to the standard basis pi (s) =
αi0 + αi1 s + αi2 s2 + ....
The quality of our numerical formulation will depend on our choice of F . Many
works have used the standard basis (Mellinger & Kumar 2011), there are other choices
such as the Bézier basis (Flores 2007) (Preiss et al. 2017), Legendre basis (Mellinger,
Kushleyev & Kumar 2012), end-point basis (Richter et al. 2013). Each basis has
different special properties which are relevant to numerical optimization. The Bézier
basis has the property that each coefficient has a physical meaning of control points
in space. The polynomial is guaranteed to lie within the convex hull of these control
points, as well as the start and end will each be one of the control points.
Fjk = (

n−1 n−j−1
)(
)(−1)k−j
j
k−j

(4.16)

The endpoint basis defines the polynomial in terms of its value and derivatives at the
boundary points 0 and 1. The coefficients can be found by taking the derivative of sk
and plugging in 0 or 1 until there are n independent equations. Inverting this matrix
will give the F representing this basis:
⎧
⎪
⎪
⎪
1
⎪
⎪
⎪
⎪
⎪
⎪
F −1 ij = ⎨ j!n
(j−⌈ 2 ⌉)
⎪
⎪
⎪
⎪
⎪
⎪
⎪
0
⎪
⎪
⎩

i < i even and i = j
i odd and j ≥ ⌈ n2 ⌉

(4.17)

otherwise

We can change coefficients written in two different basis by multiplying by their
corresponding F and F −1 in the correct order. For example:
−1
αiBézier = FBézier
⋅ FEndpoint ⋅ αiEndpoint
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(4.18)

4.2.2

Equality Constraints

To ensure continuity of the spline, we constrain derivatives of the adjacent spline
segments to be continuous up to a certain degree.

For a trajectory the coefficient

(∈ R) corresponding to the dth spacial dimension, sth segment, and ith polynomial
basis function can be written with three components αd,s,i . The equality continuity
is best represented in terms of the endpoint basis where equality between adjacent
segments is:
(∆s+1 )i αd,s,i = (∆s )i αd,s+1,i+1
d = 0..D, s = 0..S − 1, i = 1..c

(4.19)

Where S is the number of segments, and c is the degree of continuity. In addition,
there are boundary constraints on the trajectory, which we set as:
i

( ∆10 ) αd,0,i = Ndi
i

1
( ∆S−1
) αd,0,i+1 = Fdi

(4.20)

These constraints can be expressed in whichever basis is being optimized using Equation 4.18.

4.2.3

Cost Functional

To find the the integral of the cost functional in terms of the basis coefficients we
can use two properties of polynomial bases. First, is that a derivative is a linear
function on the basis coefficients. This is simplest using the standard basis where the
coefficients are shifted by their power:
⎡
⎢0
⎢
⎢
⎢0
⎢
⎢
′
T ⎢
p (s) = S̄ ⎢0
⎢
⎢
⎢⋮
⎢
⎢
⎢
⎢0
⎣

⎤
1 0 0 ... 0 ⎥⎥
⎥
0 2 0 ... 0 ⎥⎥
⎥
⎥
0 0 3 ... 0 ⎥⎥ α = Dα
⎥
⋮ ⎥⎥
⎥
⎥
0 0 0 ... n⎥⎦
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(4.21)

This can be expressed in any basis, while remembering that this loses a dimensions.
Thus S̄ is the same as S, expect that it has powers of 0..(n − 2) instead of 0..(n − 1) .
p′ (s) = S̄ T F̄ DF −1 A

(4.22)

Where F̄ is the basis matrix for polynomials of one lower degree than F .
Secondly, we can use linearity to separate the integration from the coefficients. In
the standard basis:
1

1

T
2
T
T
∫0 ∣∣S α∣∣ ds = α (∫0 SS ds) α

⎡
⎢1
⎢
⎢1
⎢
⎢2
⎢
1
⎢1
T
⎢3
SS
ds
=
∫0
⎢
⎢
⎢⋮
⎢
⎢
⎢1
⎢n
⎣

4.2.4

1
2

1
3

1
3

1
4

1
4

1
5

⋮

⋮

1
n+1

1
n+2

⎤
⎥
⎥
⎥
1 ⎥
... n+1 ⎥
⎥
1 ⎥
... n+2 ⎥⎥
⎥
⋱
⋮ ⎥⎥
⎥
1 ⎥
⎥
... 2n−1
⎦
...

(4.23)

1
n

(4.24)

Corridor Confinement

The constraint that the trajectory must be inside a polyhedron needs to be expressed
in terms of the basis coefficients to be formulated as an optimization program. Since
confining each point along a curve results in an infinite number of coefficient constraints, there are two methods which are used. (Mellinger & Kumar 2011), chooses
a finite number of points along each trajectory segment to confine within the polyhedron. (Flores 2007) uses the property of Bézier curves that the trajectory will not
go outside the convex hull of the Bézier coefficients for each segment. We found that
the second method is more robust than the first and avoids the “corner cutting” issue
described in (Deits & Tedrake 2015). In whichever basis we are using, we can express
this constraint by composing the polyhedral constraint Λi αBezier ≤ ξi with the change
of basis matrix in Equation 4.18 to get:
−1
Λi ⋅ FBézier
⋅ FEndpoint ⋅ αiEndpoint ≤ ξi
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(4.25)

Pj

↵jk

⌧j (s)
H(↵jk )

Figure 4.1: A Bézier polynomial will stay inside the convex hull of its control points.
Thus we can conservatively ensure collision avoidance by confining the control points
to be inside collision-free polyhedra.

4.2.5

Time Allocation

Paramount to quickly generating a trajectory is to find times for the segments in
(4.10). Using gradient descent (Mellinger, Michael & Kumar 2012) (Richter et al.
2013) requires many iterations of the quadratic program. Instead, we find approximate values for these times by using a second optimization routine. For this we
approximate the shortest path, made up of straight line segments, passing through
the tetrahedrons. We represent this path by the end points of each line pi . Each pi
must lie on the faces of the tetrahedrons in the sequence Fi .
The sum of the length of each line segment ∣∣pi −pi−1 ∣∣2 cannot be directly formulated
as a quadratic program because the square root is a concave function. Instead we
used the 1-norm, which can be reformulated as a linear program.
min ∑ ∣∣pi − pi−1 ∣∣1
s.t. pi ∈ Fi i = 0..ns

(4.26)

The line segments each have a length ∣∣pi − pi−1 ∣∣2 . To find times for each segment,
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we re-weight a trapezoidal acceleration profile across the total length to individual
trajectory segments. In the event that this time allocation creates a trajectory which
violates constraints, we can generate the times with a more conservative acceleration
profile.
Similar to (Richter et al. 2013), we can ensure dynamic feasibility in the homogeneous case (zero start and end velocities, accelerations, etc) trivially by calculating
the control inputs along the length of the trajectory and then increasing the total time
as needed. Since the state of the robot at a static position is always controllable, this
method will always produce a feasible trajectory. Since the cost functional in Equation 4.10 has the property that J → 0 as T → ∞, we simply choose the smallest time
in which the trajectory is dynamically feasible.
For the non-homogeneous case, we use the iterative method of optimizing the
time intervals in (Richter et al. 2013) and re-calculating a time interval T which
makes the trajectory feasible. Since uniformly scaling the time of the trajectory no
longer satisfies the boundary conditions, we need to re-optimize to match boundary
conditions. Since our method is conservative about bounding the trajectory, this
is not guaranteed to successfully find a feasible trajectory if one exists. However we
found that in practice, these situations were rare. In the homogeneous case, where the
start and end goal are static, scaling the time will not violate the boundary conditions
and thus a feasible trajectory is always found.
To enforce dynamic limits, we use the method of (Liu et al. 2017) with the refinement in (Richter et al. 2013). From the planned path, we calculated the relative time
for each trajectory segment using a trapezoidal velocity profile using the distance of
the path in each polyhedra. The gradient of the cost functional in Equation 5.27
with respect to the segment times ∆i is found symbolically. We take small increments along this gradient and project back to a set total time, otherwise the total
time would tend towards infinity (Richter et al. 2013). Finally, we can adjust the
total time T so that the dynamic constraints are met and re-optimize. In practice,
we found that the relative time iteration was not necessary for the corridor in Section
6.3, but was necessary for the one in Section 6.2.
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4.2.6

Complexity

The complexity of the quadratic program depends on the number of segments l in
the path returned by corridor construction. Worst case, it is always possible to
construct a “maze-like” environment of which the only feasible path is through all
the tetrahedrons to which the path length is O(b). For each path segment there will
be O(1) variables and O(1) constraints on the program. Therefore there will be O(b)
variables and O(b) constraints total. From (Kozlov et al. 1980) the QP will take
O(b3.5 ) arithmetic operations.
Other methods which require a MIP solver (Deits & Tedrake 2015) (Mellinger,
Michael & Kumar 2012) (Schouwenaars et al. 2004), are at best, operating with O(2C )
complexity with respect to the number of constraints C on the problem. C grows
linearly with respect to the complexity of the environment.
It is hard to compare the worst case complexity of our algorithm to those (Richter
et al. 2013) which rely on probabilistically complete planning methods such as RRT∗
(Karaman & Frazzoli 2011). It is possible for us to construct examples with very
narrow configuration space which have constant worst case complexity with respect
to a configuration space volume  > 0. Despite having constant complexity for our
planner, as  → 0, the RRT∗ planner needs N → ∞ samples to find an optimal plan.

Figure 4.2: Narrow configuration space where our planner vastly outperforms sampling based methods. Volume of the central sliver is 2.8⋅10−9 % of C free . Our LRRHCP
takes 55ms to do the decomposition and calculate this trajectory.
For the SRRHCP, the computation complexity scales with the number of sampled
parameters. The number of sampled centroids ∣Kk+1 ∣ is exponential in local depth
searched O(2mδ ). Since the search space is the Cartesian product of Kk+1 with Vk+1 ,
the total complexity is proportional to O(2mδ ⋅ ∣Vk+1 ∣). For operation, we fix these
parameters, so the SHRRCP has constant complexity with respect to the environment
complexity.
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4.3

Aggressive Circles

Sometimes, instead of generating an optimal trajectory, we can generate smooth
aggressive trajectories to test the performance of our controller. We use circular trajectories for the quadrotor because they can demonstrate highly aggressive behavior
in tightly confined spaces. Also, they can be varied continuously between horizontal and vertical loops in such a way to show all possible orientations achievable by
our controller. These trajectories are purposefully non-optimal as to stress the controller. Trajectories that start and stop from hover at the bottom of an inverted loop
(Lupashin & D’Andrea 2012) take less force because they do not need to maintain
centripetal acceleration at the bottom.
We parameterize a circle with radius ρ and angular velocity ωc . To smoothly enter
and exit these trajectories we generate a minimum snap polynomial for ρ, but assume
ωc is a constant. By varying ρ from 0 to some fixed radius, we can start a circular
trajectory smoothly from a stopped state.
⎤
⎡
⎢ρ cos(ωc t)⎥
⎥
⎢
⎥
⎢
⎢
p(t) = ⎢ ρ sin(ωc t) ⎥⎥
⎥
⎢
⎥
⎢
⎥
⎢
0
⎦
⎣

(4.27)

To transform between trajectories of different orientations, we rotate using a rotation parameterized by exponential coordinates:
ˆ ⋅ p(t)
r(t) = exp ξ(t)

(4.28)

To input these trajectories into the controller, we need up to the third derivative
of r because of the ζ̇ term in the angular velocity. Taking the time derivative of
exponential coordinates can be simplified if the coordinates are a function along one
axis. We assume ξ = α(t)v for some fixed v ∈ R3 . We write the derivatives of ξ as ξ˙ to
save horizontal space, but note these expressions are not true for arbitrary functions
ξ(t).
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ˆ˙
ˆ
ṙ(t) = exp(ξ(t))
(ṗ + ξp)

(4.29)

ˆ¨ + (ξ)
ˆ˙ 2 p)
ˆ
r̈(t) = exp(ξ(t))
(p̈ + 2ξˆ˙ṗ + 2ξp

(4.30)

...
ˆ
r (t) = exp(ξ(t))⋅
...
ˆ˙ 3 p)
ˆ˙ + 3ξˆ˙2 ṗ + ...
ˆξ p + (ξ)
( p + 3ξ¨ˆṗ + 3ξˆ˙p̈ + 3ξˆ¨ξp

(4.31)

We also need to calculate the derivatives of p. We can choose ωc based on the
thrust needed in the most aggressive trajectory we execute. When the quadrotor
is fully upside down, it needs to produce some thrust  > 0 to stay away from the
zero singularity in dynamics. During the top of a circular trajectory, the centripetal
acceleration will be this thrust plus the gravitational acceleration. At the bottom the
needed thrust will be maximal at 2 + g. So we can calculate a feasible ωc based on
the radius of the circular trajectory,  and the maximum acceleration achievable by
our platform. The other dynamic constraints such as thrust limits are constrained by
evaluating the nominal thrust on the trajectory and choosing a different ωc and ρ if
they violate the limits.
⎤
⎡
⎢ρ̇ cos(ωc t) − ρωc sin(ωc t)⎥
⎥
⎢
⎥
⎢
⎢
ṗ = ⎢ρ̇ sin(ωc t) + ρωc cos(ωc t)⎥⎥
⎥
⎢
⎥
⎢
⎥
⎢
0
⎦
⎣

(4.32)

⎡
⎤
⎢ρ̈ cos(ωc t) − 2ωc ρ̇ sin(ωc t) − ωc2 ρ cos(ωc t)⎥
⎢
⎥
⎢
⎥
⎢
2
p̈ = ⎢ ρ̈ sin(ωc t) + 2ωc ρ̇ cos(ωc t) − ωc ρ sin(ωc t) ⎥⎥
⎢
⎥
⎢
⎥
⎢
⎥
0
⎣
⎦

(4.33)

⎡ ...
⎤
⎢( ρ − 3ωc2 ρ̇) cos(ωc t) − (3ωc ρ̈ − ωc3 ρ) sin(ωc t)⎥
⎢
⎥
⎥
... ⎢⎢ ...
p = ⎢( ρ − 3ωc2 ρ̇) sin(ωc t) + (3ωc ρ̈ − ωc3 ρ) cos(ωc t)⎥⎥
⎢
⎥
⎢
⎥
⎢
⎥
0
⎣
⎦

(4.34)
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Chapter 5
Trajectory Generation on
Manifolds
In general the geometric structure of manifolds prevents direct application of trajectory generation methods on Rn to arbitrary manifolds. One issue is that manifolds
cannot be described with a single chart, thus we cannot transform a manifold based
optimization to one on Rn by a change of coordinates. In this chapter, we show
our method to formulate an optimization problem on a manifold using a sequence of
charts. Then we show a series of applications to various manifolds, including SO(3)
and SE(3), all with models of different systems and obstacles.

Figure 5.1: Example 2-dimensional manifold embedded in R3 with a trajectory γ in
red.
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5.1

Arbitrary Manifolds

We first look at the problem of generating trajectories on arbitrary manifolds as
defined in Chapter 3 and illustrated in Figure 5.1.
We formulate the free space constraints on a chart and not intrinsically for several
reasons: 1. a convex region on a chart may can describe a larger region than a convex
set on a manifold and 2. is easier to transform into a numerical optimization. For
example, a region of S 2 larger than a hemisphere is never convex using an intrinsic
definition of convexity, but can be convex in stereographic coordinates.
With a differential geometry based formulation, we would like it to have several
properties. 1: to be independent of coordinates, 2: to be calculable, and 3: to be
physically meaningful. While 3 might seem difficult to do without a specific manifold,
our formulation actually allows for it. We use a class of functionals from (Zefran et al.
1996) which depend on a metric for the manifold. As in (Belta & Kumar 2002a), these
can be used to describe physical dynamics, for example when the manifold is SE(3),
the metric can be chosen so that the covariant derivative of a curve along itself is the
translational and rotational accelerations.
Along with the background in the previous section our formulation also assumes
we have a function C ∶ M → {T rue, F alse} which determines if a point p is in C f ree .
This collision checking does not appear in the works (Bullo & Lynch 2001) or (Belta
& Kumar 2002a). We can use this function, along with a coordinate chart to check
the collision of a value in Rn . Our formulation is:
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T

min ∫0 ⟨∇nV V, ∇nV V ⟩dt
ξ
st. ξ(0) = ξN
ξ(T ) = ξF
ξ ∈ C f ree

(5.1)

ξ˙ = V
∇kV V (0) = Nk

k = 1..p

∇kV V (T ) = Fk

k = 1..p

⟨∇kV V, ∇kV V ⟩ ≤ Lk k = 1..p
Where Lk is a set of scalar Limits on the velocity, acceleration, up to the pth derivative. Nk and Fk are vector boundary conditions on the iNitial and Final derivative
constraints of the trajectory and ξN and ξF are the iNitial and Final points on the
manifold. We note that these conditions are coordinate invariant in the sense that
if their value is given in one chart, they can be transformed into a different chart to
give the same meaning on the manifold even if their value is different. In the case
that they are homogeneous (Nk = 0 and Fk = 0) those constraints are the same in any
coordinate chart as stated in the previous section. The ξ ∈ C f ree constraint will be
detailed in the next section.
The cost functional is coordinate free and a extension of the cost functionals used
in (Watterson et al. 2016) (Belta & Kumar 2002a) generalized to arbitrary derivatives.
Alternatively it can be seen as a generalization to arbitrary manifolds of the cost
functional used in (Richter et al. 2013) (Liu et al. 2017) (Mellinger & Kumar 2011)
(Deits & Tedrake 2015).

5.1.1

Algorithm Overview

We propose a new Safe Corridor on Manifolds (SCM) algorithm which can be interpreted as generalization of the safe flight corridor in (Liu et al. 2017). Instead of
optimizing over a full constraint manifold, we optimize a continuous trajectory over
a piecewise convex region of the parameter space representation of a manifold. For
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a convex cost functional, this approximates a non-convex optimization problem with
a convex one and thus can be solved quickly and efficiently with global optimality
constraints during the optimization phase. We note that the optimization step will
return the optimum among all feasible trajectories that both (1) can be expressed
using our trajectory parameterization, and (2) satisfy the corridor constraints of the
coarse path returned by graph search.
The basic idea is as follows: 1: generate a collision free “optimal” discrete kinematic path from a graph search on the manifold, then 2: form a locally convex corridor
around this path in a local parametrization of the manifold around this path, and
3: optimize a trajectory using the set of local parameters around which the convex
corridor is described. This basic picture is shown in Figure 5.2 with a manifold and
three regions of the corridor of the corridor with their associated coordinate charts.

5.1.2

Path Finding on Manifolds

Collision free path finding is a much easier problem than finding collision free dynamically feasible trajectories (position + higher order constraints) especially since the
search space of a dynamically feasible trajectory of an n-dimensional trajectory with
d-dimensions of dynamics information requires search on n ⋅ d dimensions of space.
Since graph search algorithms are O(v log v + e) runtime for v vertices and e edges,
the runtime of the search will be at least O(nd2nd ) assuming each dimension produces a constant number of nodes. For even small number of dimensions (ex. 5),
the bottleneck of the trajectory generation algorithm is in the graph search. Thus
for tractability, it is better to reduce the dimensionality of search as much as possible. In state of the art search based methods over very high dimensions (Shkolnik &
Tedrake 2009) using RRT methods (Karaman et al. 2011)(LaValle 2006), the search
is biased towards a much lower dimensional manifold to achieve reasonable runtime
performance. The worst case runtime of those algorithms was not considered in their
work. Because of their probabilistic nature, they cannot guarantee convergence in
finite time.
Instead, we can construct a graph on a manifold with a series of points on the
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manifold connected with edges which are geodesics. With such a graph, we assume the
edges are non-overlapping, thus we can construct this graph on an arbitrary manifold
with arbitrary points by connecting all pairs of points with geodesic edges and then
whenever two geodesics intersect, we remove the shorter of the two. The property
that we want is the points are uniformly covering the manifold and searching over
this graph can search over the complete manifold up to a small discretization error.
This is the same notion as searching over a discrete grid on Rn instead of the full
continuous space. This graph construction can also be done in a more structured
way, as we will do with S 2 , because there are easy constructions for geodesic grids.
There are also versions of structured grid constructions on SO(3) used in (Yershova
et al. 2010). Performing graph search on this manifold grid is done using the geodesic
length as the edge length and A⋆ heuristic. No modification is needed for A⋆ because
graph search only needs nodes and edges and does not care how it is embedded in a
manifold. In addition, the graph construction and search can be done in parallel to
avoid building up large mostly-unexplored graphs in higher dimensions.

5.1.3

Safe Corridor on Manifolds

For any path H = (h1 , . . . , hm ) of points on the manifold which are sufficiently close to
each other, we can find a corresponding sequence of charts with one chart ϕi centered
at each hi . The Regional Inflation by Line Search (RILS) algorithm (Liu et al. 2017)
computes a convex polyhedron around a line segment in 3D. We can extend this by
finding a collision free polyhedron on each domain of each chart and add them to a
list of polyhedra P. This is done by creating a voxel grid on the parameter space,
then checking collision of all the voxels through the composition of C ○ ϕi . With an
Rn occupancy grid, we perform an inflation around the line from the nominal path
l(0, ϕ−1
i ϕi+1 (0)) using n-dimensional RILS. The n-dimensional version is the same as
the 3D version, except the ellipsoids are expanded about extra minor axes during the
inflation step. Finally, the set of charts is pruned if the geodesic between the center
of adjacent charts is collision free and less than a distance of δ. In general, increasing
δ will make the corridor narrower with fewer polyhedral in tight clutter, which trades
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off between speed and trajectory quality. For too small δ, the corridor will have too
many polyhedra and the time horizons will be too short a good optimization result.
Algorithm 2 Calculating the safe corridor on a manifold. Will return a set of charts
Φ and a set of polyhedra P.
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:

(Φ, P) ← {}
H ← Manifold A⋆ (pN , pF ) Path
for hi ∈ H do
Find ϕi , such that ϕi (0) = hi
Φ ← {Φ, ϕi }
P ← {P, RILS((ϕi )−1 ○ Geodesic(ϕi (0), ϕi+1 (0)))}
end for
for (ϕi , Pi ) ∈ (Φ, P) do
if ϕi (Line(0, (ϕi )−1 ○ ϕi+1 (0)) is collision free and d(ϕi (0)), ϕi+1 (0)) < δ then
Prune (ϕi , Pi )
end if
end for
return (Φ, P)

5.1.4

Optimization on Manifolds

All the quantities in Equation 5.1 are continuous values with continuous constraints.
To numerically compute the optimization, we need to convert an infinite dimensional
functional optimization to a finite dimensional one. In the literature, this is done
by either using splines (Mellinger & Kumar 2011)(Watterson et al. 2016)(Liu et al.
2017) (Richter et al. 2013) (Deits & Tedrake 2015)(Flores 2007) or using a discrete
time optimization (Bemporad & Morari 2000). It is well known that splines can
approximate arbitrary continuous functions within a given  > 0 (Nocedal & Wright
2006). Inequality constraints are more complex than the discrete case, but require
far fewer optimization variables.
Computing the integral in Equation 5.1 cannot be done in closed form for a general manifold. We can compute an approximation of the integral using Gaussian
quadrature to approximate it as a sum of the functional evaluated at some ti with
weights wi which are found in (Press 1992). For some Riemannian manifolds with
enough wi , this will actually be exact, such as in the case of Rn .
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T

∫0 f (t)dt ≈ ∑ wi ⋅ f (ti )

(5.2)

i

We choose to represent the trajectory as a polynomial spline in the parameter
space of the charts ϕi we found in Algorithm 2. Each chart has an associated polynomial pi (s) ∶ (0, 1) → Rn , which corresponds to the ith segment of the trajectory with
normalized time. This is represented as a sum of basis polynomials bj (s) and coefficients αij ∈ Rn . To evaluate the trajectory, there is also an associated time interval
for each polynomial ∆i ∈ R+ .
pi (s) = ∑j αij bj (s)
i
ξi (t) = pi ( t−t
∆i )

(5.3)

(ti+1 = ti + ∆i , t0 = 0)
The reason we keep the polynomials evaluated in the interval [0, 1] as opposed
to [0, ∆i ] is done for numerical stability. For example, (Richter et al. 2013) found
numerical issues in (Mellinger & Kumar 2011) with polynomials of degree greater
than 9 which we partly attribute to this difference in modeling.
With each polynomial being on a different chart, we need to explicitly constrain the
knot points to be continuous up to a certain derivative. Using the map (ϕi )−1 ○ϕi+1 , we
can express equality in terms of the coefficients αij . The picture of these constraints
are shown in Figure 5.2. If we use a high enough polynomial degree with respect to
the degree of continuity, we can ensure that the constraints on the ith knot point
share no variables with the i + 1th knot point when using an endpoint constrained
basis. Because of this, we can replace variables in expressions for the knot points
using the map (ϕi )−1 ○ ϕi+1 . Doing so, will eliminate all equality constraints on the
optimization. In (Richter et al. 2013), they do this for the quadratic program case
and provided a more detailed explanation of the endpoint constrained basis.
To confine continuous trajectories inside each polyhedron, we use the property
that the convex hull of the control points of a Bézier curve is a conservative bound
on the convex hull of the curve. Since any two polynomial bases are interchangeable
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via a linear change of coordinates, this bound can be enforced with linear inequality
constraints (Preiss et al. 2017) (Watterson et al. 2016). The convex hull of the spline
is a subset of the convex hull of the control points. Thus by confining the control
points, we can guarantee that the trajectory will be inside the polyhedra. Since the
Bézier control points are a linear transformation of any polynomial basis coefficients,
this confinement can be done regardless of the choice of basis polynomials.
Thus the full optimization is the nonlinear program, which is in general nonconvex:
min f (α, ∆)
α,∆

s.t g(α, ∆) ≤ 0

(5.4)

Where α is a subset of the basis coefficients describing the trajectory, ∆ is a set
of time durations corresponding to the duration of each segment of the spline. The
number of free α parameters equals the number of coefficients in the spline minus the
number of equality constraints in (5.1) and number of knot points for each dimension
in Figure 5.2. After optimizing, we can solve for the remaining α parameters using
the nonlinear chart transition functions.

5.1.5

Optimization Method

We can solve the optimization problem in Equation 5.4, with constrained gradient descent. We implemented the primal-dual Newton’s method with the centering heuristic
as detailed in (Bemporad & Morari 2000). Changing the variable initialization did
not seem to affect convergence, so all values were set to 1. The full optimization
in (Liu et al. 2017) is usually not convex. In practice, it is straightforward to find
approximately optimal ∆ values using a heuristic proposed in (Liu et al. 2017). With
fixed ∆, optimizing only over the α values is convex for suitable manifolds.
We can model polynomials of both α and ∆ as multi-dimensional polynomials
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Figure 5.2: Constraining equality of spline knot points. With convex polyhedral
constraint regions on each chart. Yellow points are equated between adjacent charts.
Green points represent ξN and ξF .
with integer powers. As shorthand, we concatenate x = [α, ∆].
q

f (x) = ζ ∑ [βi ∏ xijij ]
i∈I

(5.5)

j∈Ji

Where I and Ji are index sets, ζ, βi ∈ R are coefficients and qij ∈ Z are the integer
powers.
The cost functional and inequality constraints are in general nonlinear functions of
these polynomials. In our vision based example, the cost will be a rational function
Printed by Wolfram Mathematica Student Edition

of these polynomials. We assume we can calculate the gradients and Hessians of
functions of polynomials using the chain rule.
The norm squared in our cost functional results in the squaring of nonlinear functions with many terms. If our cost is a polynomial or rational function, expanding
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out polynomials in this form leads to inefficient calculations and numerical robustness issues since the maximum power qij doubles when the polynomial is squared and
the number of terms we need to store is now of the order O(∣I∣2 ). Instead, we can
just store the polynomial or rational function f and square the function after the
evaluation. This results in gradients and Hessians calculated as:
∂f 2
∂f
=2
f
∂xi
∂xi

(5.6)

∂f 2
∂ 2f
∂f ∂f
=2
f +2
∂xi ∂xj
∂xi ∂xj
∂xi ∂xj

(5.7)

We found that this small step in practice dramatically increased the runtime speed
of our algorithm by orders of magnitude in both overhead computing products of
polynomials and evaluation of Hessians.
For optimization problems, we make the fundamental assumption that the bottleneck of the optimization process is inverting a matrix of hundreds to thousands of
variables to compute a gradient descent iteration. Based on the structure of our formulation, this a fairly sparse matrix because each segment’s variables are independent
from each other except for the dependency introduced by the continuity constraints.
For example, variables relating the 1st segment and 3rd segment will have no cross
terms in the matrix formed in Chapter 3. Thus the dense parts of this matrix matter,
which their size depends on the degree of the polynomial being optimized. When
we reduce the number of variables using a manifold based approach, this sparsity
property remains the same, with the benefit of there being fewer variables and we
eliminate the need to do the projection step, which for arbitrary manifolds, needs to
be done iteratively (Janson & Pavone 2013).

5.1.6

Limitations of Approach

As with any approach, there are situations where our approach is not ideal. For systems where the state, cost and constraints all live on Rn , this method simplifies, but
the added complexity of the differential geometric formulation would likely hinder
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implementation. Using differential geometry to formulate an optimization problem
can be a potential pitfall as it adds complexity if applied to the wrong problem. Also,
while all parameterizations of a manifold can work with this approach, with obstacle
avoidance in the formulation, the global optimality is dependent on the parameterization. Therefore a different choice of parameterization can lead to poorer results
because of a too tight restriction on the domain of the parameterization creating a
tighter corridor.
Restriction to one homotopy class can produce sub optimal results in environments
where there are narrow paths which place restrictions on dynamics. For example,
a robot will choose to take a narrow shortcut over a safer wider path unless the
search heuristic takes path clearance as part of its cost metric. In general, this
method is beneficial where there is sufficient room around the kinematically feasible
shortest path for a dynamically feasible trajectory to be generated. In situations
where the kinematic planning problem is hard, the trajectory generation will have
similar optimality to following a kinematic path at slow speed.
When computing trajectories the main advantage to our algorithm is that we
transform an unbounded dynamic search, to a low a dimension as possible (kinematic path), then optimize a trajectory in a local region around that path. The
runtime of our entire algorithm is currently bottlenecked by the kinematic search
for the representative environments we tested on. This trades off global optimality
for an algorithm which runs in polynomial time. For our work, we used a distance
based heuristic to guide the finding of local regions, a possible research extension is to
look at how other choices of heuristic affect performance. For example, incorporating
other information into the search or optimizing over multiple paths could produce
better results in certain environments. For example, when navigating an office building, forcing the corridor to be in the middle of doorways would be more robust to
disturbances than always staying some collision radius away.
When extending to other manifolds and arbitrary environments it is key to be
away of pitfalls of performance when choosing a choice of manifold parameterization.
For common smooth manifolds such as S n or SE(n) used in robotics, choice of pa64

rameterizations with close together singularities such as Euler angles, orthographic
project, or spherical coordinates, will only add at worst a couple segments to path.
However, in general it is always possible to construct a pathological parameterization
for any given manifold which is singular over an arbitrarily small domain. For example, composing any parametrization with the function

1
2 −∣∣ξ∣∣2

will make its domain a

ball of radius . In addition, it always possible to construct an environment which by
searching first for a feasible path instead of a global optimum will make this method
perform poorly. For example, without penalizing for width in the search heuristic our
method will choose a shorter narrow passageway over a wider one which one dynamics
are incorporated, may be able to have an optimal smooth trajectory.

5.1.7

Summary

We have proposed a trajectory optimization method for Euclidean manifolds which is
computed without equality constraints, which ensures the optimization never needs
to project back to the manifold. Using a collision map on the manifold, we show
how we can add collision constraints with convex sub-approximation on a series of
coordinate charts found by our algorithm.

5.2

Field of View Constrained Trajectory Optimization Details

With the algorithm developed in the previous section, we now look at an example
planning problem which arises when trying to control a quadrotor with a VisualInertial Navigation System (VINS) in an environment lacking texture in some areas
(https://youtu.be/gu8Tb7XjU0o s). We would like to keep areas conducive to estimation inside the robots field of view, while quickly navigating through a cluttered
environment. We apply our arbitrary manifold optimization to R3 × S 2 . When planning for vision based navigation, we look at a system in which we can control the
view direction of the camera on S 2 . This is analogous to controlling the pan-tilt of a
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hardware gimbal, or in our experimental setup, emulate this in software by cropping
the appropriate region of a wide angle view based on the orientation of the robot. We
assume for sufficiently slow trajectories, the robot orientation is close enough to hover
so the desired cropped image is within the wide angle lens. In practice, we can rescale
the time of trajectory to fit this even with the aggressive motions. We choose this,
and not SO(3), because feature tracking is approximately symmetric with respect to
rotations about the camera z axis, and modeling the viewing region of a camera as a
cone has some convenient geometric properties in Section 5.2.5 which we can exploit
with stereographic coordinates.

5.2.1

Vision Model

The standard projection equation of a point [Xi , Yi , Zi ]T in normalized image coordinates (px , py ) for a cameras whose orientation is R and position is [x, y, z]T measured
in an inertial frame is:

⎡ ⎤
⎡ ⎤ ⎡ ⎤
⎢px ⎥
⎛⎢⎢Xi ⎥⎥ ⎢⎢x⎥⎥⎞
⎢ ⎥
⎜⎢ ⎥ ⎢ ⎥⎟
1 ⎢⎢ ⎥⎥
⎢ ⎥ ⎢ ⎥⎟
py ⎥ = R ⎜
⎢
⎜⎢ Yi ⎥ − ⎢y ⎥⎟
λ⎢ ⎥
⎜⎢ ⎥ ⎢ ⎥⎟
⎢ ⎥
⎝⎢⎢ Zi ⎥⎥ ⎢⎢z ⎥⎥⎠
⎢1⎥
⎣ ⎦
⎣ ⎦ ⎣ ⎦

(5.8)

We use this equations to model whether or not a known feature in world coordinates
is in the field of view of the camera. We also assume that a feature is only useful for
the navigation system if it is closer than a max depth in the camera frame.
The optical flow is a function of a point in pixel coordinates:
⎡ ⎤ ⎡ px ⋅ż−ẋ ⎤ ⎡
⎤
⎥ ⎢
⎢ṗx ⎥ ⎢
−(1 + px )2 py ⎥⎥
⎢ ⎥ ⎢ λ ⎥ ⎢ px py
⎥+⎢
⎥ω
ṗ = ⎢ ⎥ = ⎢
⎢ ⎥ ⎢ py ⋅ż−ẏ ⎥ ⎢
⎥
−px py
−px ⎥
⎢ṗy ⎥ ⎢ λ ⎥ ⎢(1 + py )2
⎣ ⎦ ⎣
⎦ ⎣
⎦

(5.9)

The front-end of visual-odometry has decreased accuracy and increased computational load with increasing optical flow. With Equation 5.9 and assuming known
ranges on the depth of features and pixel coordinates, we can conservatively upper
bound the optical flow with a linear function of the camera’s linear and angular velocities. Thus we choose ∇V V as the derivative we minimize for the S 2 part of the
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cost functional.

5.2.2

Field of View Formulation

For vision-based navigation, we would like a cost function which produces a trajectory
which is good for the estimator. Paramount to a VINS estimator, is maintaining track
of all optical features. This tracking can be lost two ways: 1 by lack of features, and
2 by an excessive rate of optical flow. We ensure 1 with keeping a minimum number
of visible features in the direction of camera z, with a region constraint on S 2 . The
tracking of features is roughly symmetric about rotations about the camera z axis, so
we consider a feature to be in the field of view if it is inside a conical region which is
a circular region on S 2 . To limit 2, we minimize ∇V V or V which will minimize the
angular and linear acceleration or velocity respectively as seen in Equation 5.9.

5.2.3

Stereographic Coordinates For S n

In this section, we look to find a chart function generator Φ, which can find a chart
on the sphere from a rotation matrix R. Let P ∈ S n ⊂ Rn+1 be a point on the sphere.
For an arbitrary matrix R ∈ SO(n + 1), we define a set of projective coordinates with
Re1 being the singular point on S n . Let p ∈ Rn be the stereographic coordinates. If
ei is a vector which is all 0, except the ith element, which is 1, we can define a chart
ϕ with the functions:
ξ = p1 Re2 + p2 Re3 + ...pn Ren+1 − Re1
P=

2
∣∣p∣∣2

+1

ξ + Re1

(5.10)
(5.11)

These equations can be derived from geometric interpretation of stereographic
coordinates in Figure 5.3 or in (Milnor 1978). The inverse ϕ can be shown to be:
P′ =

P
1 − P ⋅ Re1

p = (P ′ ⋅ Re2 , P ′ ⋅ Re3 , ..., P ′ ⋅ Ren+1 )
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(5.12)
(5.13)

The maps (ϕ2 )−1 ○ ϕ1 ∶ Rn → Rn can be computed with
ξˆ =

2
∣∣p∣∣2 + 1

(p1 e2 + p2 e3 + ... + −e1 ) + e1

((ϕ2 )−1 ○ ϕ1 )k (p) =

eTk+1 R2T R1 ξˆ
1 − eT RT R1 ξˆ
1

(5.14)

(5.15)

2

Christoffel Symbols on S n
To be able to calculate the Christoffel symbols, we will use the standard Rn+1 metric
tensor which corresponds to a L2 norm. This tensor is shown in Equation 3.2, and
results in:

⎧
⎪
4
⎪
⎪
⎪ (1+∣∣x∣∣2 )2
gij = ⎨
⎪
⎪
⎪
⎪
⎩0

i=j

(5.16)

otherwise

With x being the point in coordinates. The metric is independent of the SO(n)
rotation in the stereographic coordinates, which can be shown by seeing that Equation
5.11 is linear in R and then cancels out during the multiplication in Equation 3.2.
We can use Equation 3.6 to calculate symbols for the metric induced by Rn+1 on
the sphere. With stereographic coordinates, these are:
⎧
⎪
⎪
⎪
xk
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
2
⎪−xj
k
Γij =
⋅
⎨
(1 + ∣∣x∣∣2 ) ⎪
⎪
⎪
−xi
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
0
⎪
⎩

i ≠ k and j ≠ k and i = j
i=k

(5.17)

j=k
otherwise

We note that these symbols are independent of the value of R. The proof of this is
omitted for space, but the rotational symmetry of the sphere shows that this should
be the case. And we can see that these symbols are torsion free (Γkij = Γkji ).
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5.2.4

Search on S 2

Generating a uniform regular grid on a sphere can only be done when the nodes are
one of the 5 platonic solids (Yershova et al. 2010). To approximate a grid on the
sphere with more nodes, we use the well known geodesic polyhedron construction.
We start with an icosahedron and sub-divide each triangular face into n2 triangles
and then project the vertices to the unit sphere. If we then take the dual of this shape
by interchanging vertices with edges, we end up with a graph which almost uniformly
covers the sphere and has the property that each node has 3 neighbors everywhere
on the sphere.
With a graph on the sphere, we can use A⋆ with the geodesic length representing
the arc length between adjacent nodes. To check whether or not a given node has
enough features, we need to calculate how many features are within view from that
point. To do this, we partition the features which are between a minimum and
maximum distance from the point in R3 and then use the property of stereographic
coordinates in Section 5.2.5.

5.2.5

Circles to Circles

In this section, we leverage a property of stereographic coordinates to improve the
computational efficiency of our collision checks. It is known that a circle on S 2 is
a circle in stereographic coordinates (Figure 5.5), with some center but a different
radius. Thus when we model our visual constraint with a cone, we can transform all
of the point into stereographic coordinates and then check to see how many of them
lie within a given circle. Since this calculation needs to happen many times for the
corridor creation, calculating this in stereographic coordinates is more efficient than
counting features in R3 . To be able to compute this, we need to know the relation
between the location and radius of a circle on the sphere to the location and radius
of a circle in the coordinate chart.
We first need to find the transform between center of the circle in the parameter
space and center of the circle on the sphere, expressed in the parameter space. These
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two quantities are actually different except at the identity element.
Exploiting the symmetry when expressing points on a sphere, we look at the point
p expressed in polar coordinates p = (r cos(θ), r sin(θ)) , the radius of the circle in
coordinates is ρ with the field of view being φ:
ρ=

(r2 + 1) sin φ2
cos φ2 + 1 + r2 (cos φ2 − 1)

(5.18)

We can also specify the center of this circle in the parameter space in polar coordinates
as p′ = (r′ cos(θ), r′ sin(θ))
r′ =

5.2.6

2r
cos + 1 + r2 (cos φ2 − 1)
φ
2

(5.19)

Experimental results

We have implemented the version of our algorithm on R3 × S 2 in C++, with ROS
handling all of the interprocess communication and python running some of the high
level control commands. Dynamic feasibility of the trajectory is done using the time
scaling method in (Richter et al. 2013). The translation of the trajectory in 3 dimensions, which the yaw being the projection of the S 2 part of the trajectory are
converted into real time control commands by (Mellinger & Kumar 2011). The depth
sensor was used to build up a collision occupancy grid at the same time as the vision
cameras build up a map of visual features. During the map creation phase, stereo
visual inertial odometery was used to provide more accurate ground truth locations
of features in the environment. The region of interest planned with the S 2 part of
the state, is converted into a cropped region of a wide angle lens camera image. This
is to simulate a hardware controlled gimbal in software, similar to the system found
in commercial platforms.
The trajectory generation done using our algorithm was done off-line on an Intel
i7 3.4 GHz processor with a single threaded implementation. The computation time
is bottlenecked by the graph search and corridor generation, but in total was less
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than 30s for multiple sets of start and end locations. Searching over a 5 dimensional
space with A⋆ takes a while because of the large number of nodes in the graph and
that computing the collision on the spherical part of the state requires checking all
the features in the vision map at each node expansion. We believe there are ways to
improve the computational performance of this step, but they are outside the scope
of this work since we are not targeting on-line applications.
We used a monocular version of the Multi-State Constraint Kalman Filter (MSCKF)
(Mourikis & Roumeliotis 2007) as a benchmark for the visual-inertial odometry. We
setup an environment with feature-poor obstacles as shown in the video. We compare this trajectory generation method to the one of (Liu et al. 2017), which does not
take into account that the obstacles have no features on them. This is in contrast
to our method, which we set to require at least 10 features in the field of view at all
times. The performance over several environments are shown in Figure 5.6 were the
distribution of our errors is to the left of that using the naive method.
When planning in the environment in video, our algorithm found a corridor consisting of 5 polyhedrons which are each 5 dimensional, these are hard to visualize, but
we have split them into their projections on the R3 and S 2 part of the state separately
in Figure 5.7.
We have applied out manifold trajectory generation algorithm to a problem robotics
with planning a robots position on R3 and camera view on S 2 simultaneously. We
showed that this method improves estimator performance of a monocular visualinertial system by generating smooth trajectories in position and view direction.
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Figure 5.3: Geometric interpretation of a set of stereographic coordinates for a chart
centered at the point −R ⋅ e1 . The 2nd to n + 1th columns of R form an orthonormal
basis of the hyperplane tangent to the sphere at chart center. The stereographic point
P is the intersection of the sphere along the dashed line connecting R ⋅ e1 and a point
on this hyperplane.

72

Figure 5.4: Example graph of nodes (red circles) and associated edges (geodesic segments) on S 2 based off the icosahedron. Note how each of the 20 nodes corresponding
to faces of the icosahedron have exactly 3 edges extending from them.

Figure 5.5: A circle on a sphere S 2 will be a circle in the parameter space R2 when
using stereographic coordinates. We use this to efficiently determine whether or not
a viewpoint has enough features or not during the corridor construction.
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Figure 5.6: Estimator performance summarized from 45 trials
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Figure 5.7: Corridor sections for R3 × S 2 trajectory consisting of 5 segments. The top
row is the R3 representation of the polyhedra plotted with a 3D perspective. The
bottom two rows are the S 2 parts of the trajectory. The middle row is the polyhedron
in parameter space and the bottom row is that polyhedron projected onto a sphere
and drawn with a 3D perspective.
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5.3

Trajectory Generation on SO(3)

Now, we show how the same trajectory generation algorithm on manifolds can be
applied to generate trajectories on SO(3), we first need a graph of nodes connected
covering SO(3) in which to search for charts. With the work of (Yershova et al. 2010),
we can use a uniform grid on this manifold using the Hopf fibration. This allows us
to use the existing graph we described on S 2 and cross it with uniform samples on
S 1 . As long as the following equation holds for nS 1 samples on S 1 and nS 2 samples
on S 2 , the Cartesian product samples are close to uniform on SO(3).
π
=
nS 1

√

π
nS 2

(5.20)

To generate charts after a path is found on SO(3), we use the exponential map
because this parameterization can be easily extended to other Lie groups (Gallier &
Quaintance 2017). From a point on the path Rc , we can locally parameterize SO(3)
with the vector ξ ∈ R3 .
⎡
⎤
⎛⎢⎢ 0 −ξ3 ξ2 ⎥⎥⎞
⎜⎢
⎥⎟
⎢
ˆ
R ∈ SO(3) = Rc exp ⎜
0 −ξ1 ⎥⎥⎟
⎜⎢ ξ3
⎟ = Rc exp(ξ)
⎜⎢
⎥⎟
⎥
⎝⎢⎢−ξ2 ξ1
0 ⎥⎦⎠
⎣

(5.21)

The chart transition function can be found by equating the coordinates from the two
adjacent charts and rearranging:
ξ1 = log(R1−1 R2 exp(ξˆ2 ))∨

(5.22)

Where ∨ is the inverse of the .̂ operator (Chirikjian 2011). The derivative of this
transition function is omitted for space, but guarantees continuity of angular velocity
during the chart transition. This is equivalent to saying the angular velocity in the
world frame is continuous. Since it has physical meaning, we can specify that the cost
functional is the angular velocity. This functional has been formulated in the form of
Equation 5.1 by (Zefran et al. 1996).
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Trajectory on SO(3) without Obstacles

Trajectory on SO(3) with Obstacles

Figure 5.8: Trajectory’s generated on SO(3) using this method. Orientation are
visualized as a box with a red-blue-green coordinate axis and time is visualized by
translating the box to the right as it rotates. The start is from identity and the
trajectory goes to a rotation which is rotated about the blue axis by 90 degrees.
In the obstacle free case, the optimal trajectory rotates about this axis, which will
produce the same result as (Park & Ravani 1995) or (Belta & Kumar 2002a). In the
bottom example, we place an obstacle in the middle of the obstacle free path, so the
the optimized trajectory rotates out of plane around it.
In Figure 5.8, we show the results of this algorithm on a simple example of reorienting an object. Plotting obstacles in orientation space would clutter the view, but
we can see the effect of how the trajectory needs to change to get around a blockage
placed in the middle of what would otherwise be the optimal path. In the obstacle
free version, our method performs slower than the methods (Park & Ravani 1995)
or (Belta & Kumar 2002a), because they provide a closed form solution, but results
in the same trajectory in the case of no obstacles and zero boundary velocities and
accelerations. These methods however, cannot be used in the case with obstacles.

5.4

Trajectory Generation for the Hopf Fibration

Geometric control of quadrotors provides a way to control the 3D position and a yaw
angle of the robot with a larger stability region than linearized controllers, but is still
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Figure 5.9: We propose a new geometric controller for quadrotors which works with
bi-directional motors to operate both forward and reversed. Here our platform is
hovering upside down with its motors reverse.
singular for some orientations. This singularity exists even if SO(3) is parameterized
in a non-singular way such as with unit quaternions. Recent advances using the
Hopf Fibration have eliminated these singularities using multiple coordinate charts
and switching between them to avoid singularities. We further extend the envelope of
geometric control for quadrotors to a system where the propellers can reverse direction
and produce negative forces using additional charts. We show that our proposed
controller is stable in hovering a robot upright and upside down. We then show
how to extend trajectory generation using differentially flat coordinates to optimize
trajectories using multiple charts to produce trajectories which can transition between
upright and upside down.
With the advent of bidirectional thrust propellers and motors, hobbyists have been
demonstrating flying upside down with manual control. There are many reasons why
doing the same in autonomous operation would be beneficial. Agile maneuvers such
as going through vertical windows (Loianno et al. 2017) are more efficient if the
robot does not need to reverse roll direction in mid air. Some sensor suites can also
benefit from being reconfigured from pointing upward to pointing downward by flying
a robot upside down instead of needing to add additional actuated gimbals. For these
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reasons, we seek to develop quadrotor control algorithms to fly with forward and
reverse thrust, upright and inverted.
Generating aggressive trajectories with inversions classically has two limitations.
In (Lupashin & D’Andrea 2012), they use a quadrotor state which does not include
the yaw of the robot. This controls the robot in a subset of it real state space, and
their method cannot be easily extended to work when yaw matter. In addition, their
method requires optimizing a set of acceleration set-points and interpolating between
them. We instead would like to work in continuous time, so we use a minimal number
of variables to represent our trajectory. The method of (Mellinger & Kumar 2011),
(Thomas et al. 2015) are singular during certain orientations due to using the yaw.
They can only generate aggressive trajectories which roll by 90 degrees or pitch by 90
degrees, but not both. The hopf fibration controller (Watterson & Kumar 2017) can
solve both of these issues by using multiple charts to represent the quadrotor state.
The manifold trajectory generation technique presented in (Watterson, Liu, Sun,
Smith & Kumar 2018) is a good start for this problem but needs some modification.
We formulate the input of the trajectory generation algorithm as a sequence of
waypoints in the flat space with some subset of their dimensions enforced as constraints. In addition, we could also add polyhedra to the configuration space to
enforce collision avoidance in R3 . For example, going through a window is a classic
example of a trajectory generation problem. Modeling the robot as an ellipsoid for
collision makes sense because it is a tighter fit than a cylindrical model and it is easy
to compute the Miskowski sum with a sphere (Yan & Chirikjian 2015) if we want to
consider uncertainty in the location and orientation of the robot as it goes through
the window.

5.4.1

Extra Hopf Fibration Charts

Switching between a hover and inverted position requires an additional two charts not
used in (Watterson & Kumar 2017). Since the body frame b3 direction is downwards
during hover with reversed motors, the blue charts in Figure 5.10 both represent hover
states. The second chart used in both hover and inverted mode is:
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Chart 1 (q)

Chart 2 (q̄)

HFCA

Figure 5.10: With the addition of reversing the motor direction, we require two
additional charts in addition to those explained in (Watterson & Kumar 2017).
⎤ ⎡
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⎥ ⎢
⎢
⎥
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⎢
⎥
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⎥⊗⎢
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⎢
⎥
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⎢
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⎥
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(5.23)

During chart transition, we can equate the rotation described by the two charts
to find a new yaw angle γ to make the rotation and angular velocities continuous.

5.4.2

Planning

As in (Mellinger & Kumar 2011) (Liu et al. 2017) (Deits & Tedrake 2015) (Flores 2007)
(Preiss et al. 2017), we can represent the trajectory of the robot as a 4-dimensional
polynomial spline which represents the 3-D position of the robot and its yaw angle ψ.
This 4-dimensional coordinates are called flat coordinates which can be mapped to
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the full 6-dimensinoal state and control inputs for the quadrotor (Mellinger & Kumar
2011), given that the trajectory is continous up to jerk.
We can express angular velocity constraints on ω1 and ω2 as in (Watterson &
Kumar 2017) with the property:
ω12 + ω22 = ȧ2 + ḃ2 + ċ2

(5.24)

We can then optimize the trajectory using the nonlinear optimizer in (Watterson,
Liu, Sun, Smith & Kumar 2018) using a minimum jerk cost functional.
With a nominal trajectory in R3 , which obeys the dynamic limits of the robot,
we can seek to find a full trajectory in SO(3) using the Hopf Fibration. Along the
trajectory we calculate r̈+g and check to see if it is in the upper half plane or the lower
half plane. Assuming that the switch is instantaneous, this gives a set of charts for the
Hopf Fibration controller. The non-instantaneous case would happen in a trajectory
where the robot is accelerating sideways and free-falling in z. With using splines, this
would only happen if two adjacent waypoints are both representing free fall and the
optimal time and location put both of them, so the resultant trajectory is constant in
acceleration. In normal operation this would never happen, so we can safely ignore
this case. With respect to spline coefficients α this optimization becomes:
min f (α)
s.t. g(α) < 0

(5.25)

To generate a trajectory which switches between normal and inverted states, we
need to enforce that the thrust of the quadrotor r̈ +g is sideways during the trajectory
at an intermediate waypoint halfway between the two charts. As shown in Figure
5.11, this is a non-convex constraint to with the additional constraint that r̈ + g ≠ 0
to avoid the singularity in the geometric controller by a threshold . Instead, we
enforce a conservative convex approximation of this constraint by linearizing the
convex constraint. This implicitly enforces the planned trajectory to be in a restricted
homotopy class of solutions.
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e2

e1
Figure 5.11: Constraining the quadrotor to be horizontal requires a non-convex constraint to be outside of a ball , with r̈ +g = 0. We linearize this constraint by choosing
a tangent line to this ball and constrain to the half-plane outside the ball.
From the set of charts, we can calculate a nominal trajectory ψn such that ω3 = 0.
Note that ψ is discontinuous for all of the chart transitions. If we do not care about
the yaw of the robot, this will be the optimal trajectory. However, if we want to
incorporate the initial and final yaw of the robot, we need to account for the yaw.
In addition, letting the yaw drift arbitrarily is counterproductive for any quadrotor
system with onboard sensors, which encompasses most commercially available platforms.
The goal of the optimization algorithm is to optimize a deviation trajectory ψd
such that the final trajectory ψ = ψn + ψd obeys end conditions and minimizes angular
velocity or acceleration. We match the cost function of this optimization to that
of the original one, such that the same derivative of the physical system is being
minimized. For example, if we minimize jerk on the first optimization, we minimize
angular velocity on the second. For snap, we minimize the angular acceleration, and so
on. To be able to work with coefficients instead of a continuous function with infinite
dimensions, we first fit a spline to the nominal trajectory ψn . This can be done by
using Chebyshev polynomial interpolation with one polynomial per yaw chart. This
allows us to formulate the jerk version of the optimization problem as:
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min ∣∣ψ̇d ∣∣2
s.t. (ψn + ψd )(0) = ψ0

(5.26)

(ψn + ψd )(T ) = ψf
If we want to add explicit limits to ψ̇d we can, but since the cost functional already
penalizes this term, this is equivalent to using a barrier function to enforce constraints.

5.4.3

Testbed

We test our algorithms on an off-the-shelf racing quadrotor platform shown in Figures
5.9 and 5.12 hovering with forward and reverse thrust modes. The on-board flight
controller is a Pixracer which is running a modified version of the PX4 stack (Meier
et al. 2015) to support the reverse thrust and using both orientation and angular
velocities simultaneously in the attitude controller (Mellinger & Kumar 2011).
The quadrotors position is controlled using a motion capture system running at
100 Hz. A base station computer handles the trajectory generation and user interface.
These components are not computational intensive and could be run on-board the
computer on a slightly larger platform (Liu et al. 2017). The base station and the
robot communicate over a standard Wifi network.

Figure 5.12: Our quadrotor testbed hovering with forward thrust. The reverse thrust
mode can be seen in Figure 5.9
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We used bi-directional propellers for our quadrotor which are symmetric when
spun forward and backwards except with opposite thrust direction. Regular racing
quadrotor propellers would not work for this application, and we found that they did
not have enough thrust to lift the platform when reversed. In Figure 5.13, we show
our calibrated thrust-throttle data and linear fit. The throttle is a P X4 control input
which represents a 0 to 1 range of minimum to maximum PWM sent to the motor.
The linear fit is good enough for our control experiments, although a piecewise linear
model with a cutoff at 5N would have lower residual.
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Figure 5.13: We calibrated the throttle vs thrust curve for our platform using a thrust
stand. Here we have chosen a linear fit model, which has a good fit for the data.
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Figure 5.14: Plot of the control chart and the angle error during the flipping maneuver

5.4.4

Results

We ran a step input where we switched the chart from forward hover (1) to reverse
hover (3). This results in an error in roll of π radians, which the quadrotor briefly
looses altitude while recovering. Figure 5.14 shows a plot of the chart change during
this flipping maneuver, as well as the angle error experienced during the flip.
From the plot, it is easy to see that the angle error goes up to π radians when the
flip is initiated and converges to around 0 once the maneuver is completed. Figure
5.15 shows the path taken by the quadrotor while executing this maneuver. As can be
seen from the plot, the quad drops in height quite a bit while executing this maneuver,
and so to avoid any crashes, this maneuver should only be executed if there is enough
distance between the quad and the ground.
Figure 5.16 shows a plot of a simple 3-waypoint minimum jerk trajectory being
executed once in upright flight, and once under inverted flight. It is interesting to
note that these plots are not identical as we would expect them to be, which is most
likely due to the quad having some asymmetrical difference when flying upright and
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upside down. We will characterize this in Section 5.4.4.
Forward Thrust To Reverse Thrust Step Change (Quad Position)
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Figure 5.15: Position of the quadrotor with 180 flip step input. The robot temporarily
looses a meter in altitude, but is able to successfully recover from a large error.
In addition to the controller results shown in Section 5.4.4, we demonstrate the
results of our trajectory optimization algorithm using multiple charts to invert the
quadrotor. With the convexification of the constraint in Figure 5.11, we make do
a backflip while traslating. We set the location of the start and end waypoint and
constrain the trajectory to be inside our volume. The resulting optimized trajectory
implicitly goes upwards in order to achive the correct acceleration to perform the flip.
We have presented a new geometric controller for quadrotors with bidirectional
motors using multiple charts. Our controller is able to stabilize the robot in hover
and inverted modes which we demonstrate with a hardware testbed platform. Finally
we show how to optimize trajectories using an extension of prior work in trajectory
optimization for quadrotors and show experiments to demonstrate this.
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Figure 5.16: Trajectory performance of our quadrotor executing trajectories entirely
in the forward direction and entirely upside down.

5.5

Special Lie Groups

In this work we propose an algorithm to solve for an optimal trajectory using the
cost functional in (Belta & Kumar 2002b) with the addition of obstacles and ensuring
dynamic limits of the trajectory. This functional is special for two reasons: 1. it
can be applied to many different systems on SE(3) with some notion of dynamic
optimality, and 2. it is independent of the parameterization of SE(3). To the best of
our knowledge, there is no existing method which has demonstrated minimizing this
cost functional with collision avoidance. Modeling a trajectory as a spline, requires a
non-linear optimization on SO(3) which we approximate with a convex semi-definite
program (SDP). With an appropriate metric, we can solve for a trajectory on SE(3)
with this SDP and a quadratic program (QP). The collision avoidance can be enforced in a convex way, by restricting the trajectory to a single homotopy class using
two different geometric methods which we compare with experiments on a hardware
testbed. We quantify the sub-optimality of the approximations made to make the
problem convex in Section 5.6.
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We use a differential geometric way to define optimal trajectories, because it allows us to define the planning problem in a way which is agnostic to the propulsion
dynamics of the robot. The only assumption the planner makes is that the system
is holonomic in both position and orientation and that the actuators can be characterized with limits on the derivatives of position and orientation. For example,
saturating a thrust actuator will result in a maximal linear and angular acceleration.
We choose to use an optimization based approach as opposed to search based
methods (Karaman et al. 2011), (Janson & Pavone 2013) for several reasons. Firstly,
to the best of our knowledge, there are no search based methods which look to find
trajectories with the cost functional in (Zefran et al. 1995). Secondly, for our required
degree of continuity of our trajectories, search based methods would need prohibitively
high number of dimensions. Having continuous jerk requires searching in a 6X4 =
24 dimensions. State of the art algorithms for high dimensional state search, require
non-trivial heuristics to bias the search to lower dimensional manifolds (Shkolnik &
Tedrake 2009). Finally, while we do not require our algorithm to be real time, we
would like it to take a reasonable amount of time to compute. State of the art search
in only 10 dimensions (Janson & Pavone 2013), with obstacles takes minutes. The
work of ? shows search based planing working to produce trajectories which are less
smooth that our results at 5Hz with reasonable computation time. However, it is
not clear how the results would compare when expanding the search to double the
dimensions necessary for SE(3) and time resolution to be comparable to our results
would affect computation time. Typically performance scaling with dimension is
exponential, and without additional insight, these methods would not be tractable
for our problem.
Our Lie group planning algorithm is split into three steps: 1. Corridor construction, 2. Convex trajectory optimization, and 3. Time refinement. In this work, we
will compare several methods of trajectory optimization with several methods of map
decomposition for trajectory optimization. While the cost functional and trajectory
representation is the same, the boundary conditions affect the order of the cost function in coefficient space, with it either being a quartic multi-variate polynomial or a
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quadratic multi-variate polynomial. Solving for the minimum of a quartic polynomial
is NP hard (Lasserre 2007), and solving for the minimum of a positive semi-definite
quadratic cost can be done in polynomial time. Therefore, whenever possible, we
would like to use a quadratic cost function, otherwise we use a convex sum of squares
(SOS) approximation for solving the quartic cost function. Finally, we use a final
time refinement step to adjust the time allocated to each segment of our spline and
to ensure dynamic feasibility of our trajectory. The last two steps are iterated to improve the trajectory until either a maximum number of iterations or the magnitude
of the time adjustment falls below a certain threshold.
This is summarized in Figure 5.17, where each section is separated as a different
block.
Decomposition
Mesh-based
environment
decomposition

A* on polyhedra

Semi-Definite Program
(SDP)

Or

Voxel Grid A*
Search

Time Refinement

Check Boundary
Conditions
Check Dynamic
Feasibility

Map

Start
and Goal

Trajectory Optimization

Polyhedral
Inflation (RILS)

Calculate Time
Refinement

Quadratic Program
(QP)

Figure 5.17: Trajectory generation system flow. In this work, we propose two different
decomposition techniques for ensuring collision avoidance of our free flying robot.
Each of these methods produces a convex decomposition of free space which links a
start and goal. This decomposition is passed into a trajectory optimization to find a
feasible trajectory using a convex program. Finally a time refinement step ensures the
trajectory is dynamically feasible and improves the time allocation of the trajectory.

5.5.1

Lie Group Problem Formulation

We seek to find a sufficiently smooth, optimal trajectory A(t) for a rigid body from a
start to goal pose specified by elements of SE(3) in an environment with obstacles.
The required smoothness is determined by the system dynamics. As in the works of
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(Zefran et al. 1995),(Belta & Kumar 2002b), we define optimal with respect to the
jerk functional in Equation 3.32 because it is general, independent of the actuator
dynamics, and minimizes the change in actuator force.
T

J = ∫ ⟨∇V ∇V V, ∇V ∇V V ⟩dt

(5.27)

0

For higher order functionals, this same methodology can be applied, but the number of optimization variables would grow. For a different system, snap can be used
as in (Deits & Tedrake 2015). If we were trying to minimize energy for our system,
we could minimize acceleration.
Since our metric in Section 3.2 is left invariant, we can translate and rotate the
trajectory on the left without changing the jerk. Therefore, without loss of generality,
we assume the trajectory starts from the identity element of SE(3).
Rotations and translations are physically different objects thus the metric in (Zefran et al. 1995) is valid for any choice of weighting between the two. For an appropriate weighting in the metric, we can plan a rotational trajectory and then plan a
translational trajectory with a cost functional which depends on the rotational one.

5.5.2

Rotational Optimization

We model ω using the endpoint basis described in Section 4.2.1. Plugging coefficients
into the top three elements of Equation 3.32, we can express the rotational jerk of
the trajectory as:
∇V ∇V V 1∶3 = ∑ bi q¨i +
i

1
∑(bi × bj )qi qj
2 i,j

(5.28)

If we stack all of the components of each bi and bi bj into one large 3( n2 + 3n
2 )×1 vector
2

b, we can write the jerk as:
j(t, b) = E(t)Qb
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(5.29)

Where

⎤
⎡
⎢e(t) 0
0 ⎥⎥
⎢
⎥
⎢
E(t) = ⎢⎢ 0 e(t) 0 ⎥⎥
⎥
⎢
⎥
⎢
⎥
⎢ 0
0
e(t)
⎦
⎣

(5.30)

e(t) = [1 t t2 ... t2n ]

(5.31)

And Q can be found by appropriate bookkeeping of the endpoint basis and Equation
5.28.
The jerk functional can be expressed in polynomial terms of all the bi if polynomials are integrated in closed form:
T

j(b) = ∫0 ∣∣j(t, b)∣∣2 dt =
bT QT (

T
∫0

E T (t)E(t)dt)Qb

=

(5.32)
bT M b

Finding the minimum value of a multivariate quartic polynomial is NP-Hard (Parrilo 2000). However for general polynomials it can be closely approximated by a
sum-of-squares (SOS) program:
max γ
s.t. j(b) − γ ∈ SOS

(5.33)

With coefficients, this becomes an SDP. For x = [1 b1 b2 ... bn b21 b1 b2 ... bi bj ]
With N being all zeros, except its top left element which is 1 and Bi being a basis
for the space of matrices B for which bT Bb = 0
max γ
s.t. M − γN + ∑ βi Bi ∈ SDP

(5.34)

βi ∈ R

5.5.3

Boundary Conditions for Rotation

While this method solves for an optimal trajectory based on the end conditions of
ω, it does not properly handle the final R(T ) condition. Without a solution to
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T

Equation 3.29, we cannot directly optimize with this endpoint. However, instead we
can compose a second minimum jerk trajectory Rc (t) with our optimal trajectory
Ro (t)
R(t) = Rc (t)Ro (t)

(5.35)

If we assume zero endpoint conditions on ω for Rc (t), then the optimal trajectory
will be along one axis. Therefore we can use Equation 3.30 to explicitly solve for
Rc (t) algebraically.

5.5.4

Translation Optimization

When adding in the full SE(3) optimization we need to incorporate the translational
elements of Equation 3.32 into the jerk functional of Equation 5.27. In addition, to
avoid obstacles, we create a spline with a trajectory segment confined to be within
a convex corridor (Flores 2007)(Watterson & Kumar 2015)(Sikang Liu et al. 2016).
The corresponding evaluation of Equation 5.27 results in polynomial terms which are
6th order with respect to the coefficient variables as opposed to 4th order for just the
rotational part. However, the need to have many convex polynomials in the corridor,
results in an intractably large amount of variables in the SDP.
To reduce the number of variables, we can reduce the optimization to a loosely
coupled optimization, where we first minimize the rotational part of the state and
then optimize the translational part. In the absence of collision constraints, we see the
optimality conditions, given by Equation 5.41, are de-coupled between the two parts
of the state. Also for a valid choice of the metric in Equation 3.2 such that α << β
would give the same trajectory if calculated with ω and v being jointly optimized.
We notice with a known ω, the last terms in the jerk of Equation 3.32 are linear
with respect to the translational velocity of the system. Therefore, when we express
the translational components of the cost functional J with respect to a polynomial
basis we get a quadratic form.
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4∶6
4∶6
T
∫ ⟨∇V ∇V V , ∇V ∇V V ⟩dt = ∑ bi Qi bi

(5.36)

i

Where Qi can be calculated in closed form from integrating out the angular terms
of the translational components of the jerk squared. For the purposes of ensuring
collision avoidance, we choose to represent the translational part of the state a Bézier
basis spline. The Bézier basis has the convenient property which that each curve
segment will lie with in the convex hull of its control points and thus confining the
trajectory to be inside the convex regions becomes a linear inequality constraint
(Flores 2007).

P̃2
d3

P̃0
d1

d2

d0

P̃1
Figure 5.18: Confining the positional part of the trajectory into a convex corridor
defined by polyhedra. The start and end points d0 and d3 are fixed, while d1 and d2
are only specified as continuity constraints. Implicitly, this allows d1 and d2 to vary
within the orange and green regions respectively.
With respect the control point bi of the polynomials representing d, this becomes
the following quadratic program:
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min ∑i bTi Hbi
b

Cb ≤ c

(5.37)

Sb = s
In the example in Figure 5.18 where there are three polyhedra, the inequality
constraints come from confining the trajectory segment d0 d1 to be inside P̃0 , d1 d2 to
be inside P̃1 , and d2 d3 to be inside P̃2 . The equality constraints are from confining
d0 and d3 to their locations in space and imposing continuity from the 1st to the 3rd
time derivative of the spline at the points d1 and d2 .

5.5.5

Numerical Optimization

To solve the quadratic program, we used a primal-dual gradient decent method described in (Bemporad & Morari 2000), the gradient and Hessians of the cost are:
∇αT Qα = 2Qα
∇2 αT Qα = 2Q

(5.38)

Since this problem is convex, it typically converges in under a second of computation
time and under 15 iterations on a single core 3.1 GHz 64-bit processor. It takes up
to 10 seconds on the GHz 32-bit arm processor. This is quick enough for our needs
despite not explicitly exploiting the quadratic structure of the problem.

5.6

SO(3) and SE(3) Comparison

Within our trajectory generation method, we have made several simplifying assumptions. Firstly that ω is a polynomial as opposed to a sufficiently smooth continuous
function. This approximation can be bounded by the Lagrange error bound if the
maximum 7th derivative of the true minimum jerk trajectory is known. However, we
cannot bound this for general trajectories because it is always possible to generate
a trajectory from Equation 5.41 with an arbitrarily high initial 7th derivative. The
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second approximation is using an SOS optimization to find the minimum of a multivariate polynomial, which has been shown to be a close approximation (Lasserre
2007). To judge the quality of our approximation, we compare our method to a
variety of existing methods for generating trajectories on SO(3) in the absence of
obstacles. To the best of our knowledge, there is no other method which can generate
minimum jerk trajectories defined as in Equation 5.27, while respecting obstacles. In
addition, Equation 5.41, is not the necessary condition for an optimal trajectory with
obstacles, therefore we compare our SE(3) trajectory generation method to others
only in the case of no obstacles.

5.6.1

Implementation

We implemented our algorithms in a combination of python, C++, and MATLAB.
We used the Robotics Operating System (ROS) as a communication layer between
the different modules (Quigley et al. 2009). We used the computational geometry
algorithms library (CGAL) to compute the decomposition of our environment (The
CGAL Project 2015), with the SeDuMi (Jos F. Sturm 1999) optimizer as the back-end
for the SDP.
In this section, we will compare our trajectory generation to other methods for
calculating the minimum jerk trajectory that are based on intrinsic techniques and
are invariant of coordinate charts on SO(3) and SE(3). Here we will present the
equations needed to compare our work. (Belta & Kumar 2002b) uses an interpolation
method on R12 which is then projected back to SE(3). We can compare to this
method for small boundary conditions due to the restriction on the domain of the
projection map.
To for this comparison, we need to map boundary conditions on ω and d to A(t).
That work gives:

⎡
⎤
⎢ω̂ RT d˙⎥
⎥
⎢
⎥
Ȧ(t) = A(t) ⎢
⎢
⎥
0 ⎥
⎢0
⎣
⎦
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(5.39)

Taking the derivative and simplifying finds:
⎡
⎤
T ¨
T ˙⎥
⎢ω̇
ˆ
⎢ R d − ω̂R d⎥
⎥ + ȦA−1 Ȧ
Ä(t) = A ⎢
⎢
⎥
0
⎢0
⎥
⎣
⎦

(5.40)

From (Zefran et al. 1995), the necessary conditions for a minimum jerk trajectory
are:

ω (5) + 2ω × ω (4) + 45 ω × (ω × ω (3) ) + 52 ω̇ × ω 3
+ 14 ω × (ω × (ω × ω̈)) + 23 ω × (ω̇ × ω̈) − (ω × ω̈) × ω̇
− 14 (ω × ω̇) × ω̈ − 38 ω × ((ω × ω̇) × ω̇)

(5.41)

− 18 (ω × (ω × ω̇)) × ω̇ = 0
d(6) = 0
All the methods for trajectory generation try to find a d and ω which match
boundary conditions on both ends of the curves. With these differential equations, we
can not solve for a closed form solution. We can compare the methods by numerically
calculating the minimum jerk trajectory with some initial condition and plug the
resultant initial and final boundary conditions into our method and the methods of
(Belta & Kumar 2002b) and (Park & Ravani 1997).
(Park & Ravani 1997) provides a method for interpolating rotation which are
not minimum jerk. The proposed method assumes that the rotational trajectory is
parameterized as:
R(t) = R0 exp(ât3 + b̂t2 + ĉt)

(5.42)

The angular velocity can be expressed in terms of the constants a, b, and c by the
relation:
ω = K(at3 + bt2 + ct)(3at2 + 2bt + c)

(5.43)

Where K ∶ R3 → R3×3 is the right Jacobian of the exponential coordinates as defined
by (Chirikjian 2011):
K(ξ) = I −

1 − cos ∣∣ξ∣∣ ˆ ∣∣ξ∣∣ − sin ∣∣ξ∣∣ ˆ2
ξ+
ξ
∣∣ξ∣∣2
∣∣ξ∣∣3
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(5.44)

With this and the conditions on the initial and final rotations and angular velocities, we can solve for a, b, and c by setting up a linear system of equations.

5.6.2

Numerical Comparison

While solving Equation 5.41 with two sided boundary conditions is hard, we can
use a numerical differential equation solver to find an optimal trajectory from an
initial condition. We take the boundary conditions of this numerically generated
trajectory and use several methods to compare their solution to this trajectory.
We computed a set of 1 second trajectories from the identity element of SO(3) with
random inputs on the initial conditions of the optimal differential equations (5.41).
The initial conditions were drawn from uniform random distributions as follows:
ω, ω̇, ω̈, ω (3) , ω (4) , ω (5) ∈
U([− π2 , − π2 , − π2 ], [ π2 , π2 , π2 ])

(5.45)

Trajectory on SO(3) without Obstacles

Trajectory on SO(3) with Obstacles

Figure 5.19: Comparison of an example set of trajectories on SO(3). Each trajectory
in this case is not far from the optimal, but this work produces a trajectory with
lower J than the other methods for this trajectory.
Figure 5.19, shows an example set of trajectories on SO(3) expressed in terms of
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exponential coordinates. Our version of the trajectory is closer to the true minimum
jerk trajectory than the other trajectory generation methods.
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Figure 5.20: Comparison of the J of 100 simulated trajectories. (α = 1, β = 0) We
have bucketed the ratios and plotted their frequency.
We then computed J using first order numerical integration for each method. We
found that all approximation methods varied in accuracy depending on the particular
minimum jerk trajectory. To get a representative measure of the quality of the methods, we took 100 samples from Equation 5.45 and have plotted the ratio of J of the
calculated trajectory to J of the minimum jerk trajectory in Figure 5.20 as a measure
of the sub-optimality of all the methods. To compare just the rotational part of the
J, we have set the metric parameters to be α = 1 and β = 0. A distribution which is
closer to being concentrated at 1 is more accurate than a distribution which is more
spread out. This distribution for our method is closer to 1 than the other methods as
summarized in Table II where we calculate the percent of the trials under the same
cutoffs in Figure 5.22. Thus from a random trajectory on SO(3), our method is more
likely to produce a trajectory which is closer to optimal.
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Ratio
2
3
4
5
6

This Work
71
89
98
98
100

B&K (Belta & Kumar 2002b)
61
86
94
99
100

P&R (Park & Ravani 1997)
4
39
58
86
91

Table 5.1: Percent of SO(3) trials under thresholds for ratio of J/Jmin

5.6.3

Trajectories in SE(3)

In the case in which the environment is all of R3 , we can compare our method to
(Belta & Kumar 2002b), but not (Park & Ravani 1997) because the latter only gives
a trajectory generation method for the rotation group. We used the same method as
in the previous subsection to generate random trajectories on SE(3) with the same
range of ω. Since we can calculate the translational part of Equation 5.41 in closed
form, we sampled from initial and final derivatives of d as:
¨ d(3) ∈
d, d,˙ d,
U([−1, −1, −1], [1, 1, 1])

(5.46)

From Figure 5.21, we found that our method preformed much better than the other
method, but not as well as the closed form solution. We can also compare the translational part of the jerk function of these three trajectories in Figure 5.22 by setting
α = 0 and β = 1, which shows a great improvement over the projection method, as
also summarized in Table 5.2.
Log Ratio
1
2
7
9
10
11

This Work
70
100
100
100
100
100

B&K (Belta & Kumar 2002b)
0
0
5
35
79
99.5

Table 5.2: Percent of SE(3) trials under thresholds for log ratio of J/Jmin
We generated trajectories in several environments with obstacles. In Figure 5.23,
99

Approximation
Exact
Belta

1.5

d1

1

0.5

0
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

t

1
0.8

d2

0.6
0.4
0.2
0

t

1
0.8

d3

0.6
0.4
0.2
0

t
Figure 5.21: Comparison of an example set of trajectories on SE(3) between our
approximations made during the SDP trajectory formulation, the exact optimum
found from integrating Equation 5.41, and the SVD method of (Belta & Kumar
2002b).
we show an example trajectory generated through the space. The robot starts with
an angular velocity about its x-axis and finishes with an angular velocity about its
y-axis. The trajectory is shown in cyan and successfully avoids the obstacles.
Since it is difficult to interpret a full SE(3) trajectory plotted out, video provides
a better visualization of these trajectories. The video for this environment and others
are available at: https://youtu.be/K3VGIHU_Wv0.
In this part of the chapter, we have presented a new approximation method for
generating minimum jerk trajectories on both SO(3) and SE(3). We have applied
this method to a space robot which is symmetrical about rotations, but has obstacles
in its 3D environment which it has to avoid. Our method approximates the angular velocity of the trajectory with a polynomial basis to be able to solve for a minimum jerk
trajectory using positive semidefinite programming techniques. Once a minimum jerk
trajectory is found for orientation, we can solve for the translational trajectory using
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Figure 5.22: Comparison of the J of 200 simulated trajectories. (α = 0, β = 1) We
have bucketed the ratios and plotted their frequency.

Figure 5.23: SE(3) Trajectory With Obstacles: The red blocks are obstacles, and
the black lines are the edges of bounding rectangular prisms. The yellow tinted boxes
is the computed corridor which the trajectory is confined within. The robot is shown
in dark blue, and the trajectory is plotted in cyan
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a quadratic program. We use a computational geometric decomposition technique to
decompose the non-convex environment into a set of convex polyhedra. These convex
polyhedra are expanded while ensuring that they do not intersect with obstacles, and
then are converted into inequality constraints for the QP. In addition, we show how to
use a different method to create such a convex corridor from point cloud information
which has been merged into a voxel grid.
We compare our method using a numerical evaluation of the minimum jerk trajectory. We find that our method performs better than these two other methods on
SO(3) and SE(3) with a sub-optimality factor of at most 4 in 98% of the trials in
SO(3) and at most 2 in 100% of the SE(3) trials. We also showed an example of our
trajectory generation method on SE(3) with obstacles and implemented a controller
for the dynamics of our system in a simulated environment.

5.7

Trajectory Generation for Quadrotor Formations

We demonstrate the manifold based trajectory generation method can be used to
generate trajectories with obstacles on SE(3) unlike our method in (Watterson et al.
2016) which only considers obstacles on R3 and assumes no collision on the SO(3)
part of the state. A swarm of quadrotors flying in a fixed formation while avoiding
obstacles is a tangible example which is testable with our testbed capabilities. With
obstacles in the space the orientation of the swarm results in collision of individual
robots in the task space. Thus our collision avoidance of all robots in the task space,
results in a collision on the formation configuration on SE(3).
The testbed platform we use is a swarm of CrazyFlie robots. Their small size is
ideal for running experiments safely and their popularity provides lots of support for
their control. With recent hardware advances, they can now fly fully autonomously
without a vicon system using small on-board sensors, but we use the Vicon system
for easier system integration.
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5.7.1

Search on SE(3) with Obstacles

r4
(R, d)

r1
r2

r3

e3

e2
W

e1

Figure 5.24: Formation coordinate system
The first step of the manifold trajectory generation algorithm in the non-Lie
groups section is to find a feasible collision-free kinematic path through the manifold
before optimizing a trajectory. Search on SE(3) can be done through search on a joint
6-dimensinoal state on SO(3) × R3 which requires a graph on both sub-manifolds. On
R3 , we can simply use an occupancy grid structure which uses a uniformly sampled
grid with each cell being connected to 6 neighbors, one positive and negative for each
dimension. For the graph on SO(3), we use the method from (Yershova et al. 2010)
which uses the S 2 × S 1 product Hopf fibration parameterization of SO(3). Since we
have an approximately uniform grid on S 2 from the manifold trajectory generation
work, we can add a uniformly sampled S 1 to produce a graph on SO(3). Each node
has 5 neighbors in this graph: 3 from the S 2 grid and 2 from the S 1 grid. (Yershova
et al. 2010) shows how to choose the resolution on both of these grids such that the
resultant voxels on SO(3) are sampled with approximately equal area. Searching in 6
dimensions will take longer than the other examples in this thesis, which search over
a maximum of 5 dimensions. However, the alternative to search over the dynamics of
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the robots which requires jerk to be continuous, takes at least 4 ∗ 6 = 24 dimensions.
This sized state is not currently tractable with state of the art methods unless clever
system-dependent projections to lower dimensional search spaces are used (Shkolnik
& Tedrake 2009).
We can formulate the collision avoidance constraints as a conjugation of the collision avoidance constraints of each robot individually with the obstacles. Like before,
we inflate each obstacle in R3 based on the radius of each of the robots and treat
each robot as a point for collision. If the location of each robot in the formation is
ri and the pose of the formation is represented as (R, d), the collision function of a
point c ∶ R3 → {0, 1} can be transformed to Co ∶ SE(3) → {0, 1} with the following:
C0 (R, d) = ⋁ c(R ⋅ ri + d)

(5.47)

i

We also need to consider the downwash constraints of the robots as well because
flying on top of each will cause the control to be unstable. The simplest way to
calculate model to use is to assume a cylindrical shape for the downwash so that two
robots will not overlap each other if their vertical distance is more than lD or their
horizontal distance is greater than the robots radii rd .
The collision function for downwash only depends on the orientation of the formation and not the position:
⎡
⎤
⎡
⎤
⎢0 0 0⎥
⎛ ⎢⎢1 0 0⎥⎥
⎞
⎢
⎥
⎜ ⎢
⎥
⎢
⎥
⎟
⎢
⎥
⎟
⎢
⎥
⋁⎜
⎜∣∣ ⎢0 1 0⎥ R ⋅ (ri − rj )∣∣2 < l ∨ ∣∣ ⎢0 0 0⎥ R ⋅ (ri − rj )∣∣2 < lD ⎟
⎥
⎢
⎥
⎟
i,j ⎜ ⎢
⎢
⎥
⎝ ⎢⎢0 0 0⎥⎥
⎠
⎢0 0 1⎥
⎣
⎦
⎣
⎦

(5.48)

With the total collision function C being:
C = Co ∨ CD

(5.49)

With this collision function and graph, we can use the rest of the manifold trajectory generation technique without modification to create a local map for each chart,
104

lD

l
Figure 5.25: Robots will not be in collision if they are far enough away from each
other vertically and horizontally.
inflate a polyhedron and optimize a trajectory within. We use the metric proposed
by (Zefran et al. 1999) to calculate our cost functional. The last step is to scale the
total time of the trajectory to the individual dynamic limits of the individual robots.
This can be done by calculating a max velocity, acceleration and jerk of each robot
in the formation and then scaling the total time to make it dynamically feasible as
done in (Liu et al. 2017).

5.7.2

Nested Gradients and Hessians

We can improve the computational efficiency of our trajectory generation implementation when compared to our previous implementation through usage of the formulas
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of (Fa di Bruno 1855):
∂
∂f ∂yk
f (y(x)) = ∑
∂xi
k ∂yk ∂xi

(5.50)

∂2
∂f ∂ 2 yk
∂ 2 fk ∂yk ∂yl
f (y(x)) = ∑
+∑
∂xi ∂xj
k ∂yk ∂xi ∂xj
k,l ∂yk ∂yl ∂xi ∂xj

(5.51)

This reduces the number of terms needed to be calculated terms which need to be
calculated when evaluating the gradients and hessians needed by the optimization algorithm. We leverage dynamic programing to evaluate all terms (Kleinberg & Tardos
2006). This is illustrated in Figure 5.26 where we have drawn function composition
as arrows.
From an initial set of variables drawn in orange corresponding to three segments,
we find the subset which are defined by the initial and final conditions as well as
the subset which can be defined by chart transition functions, and remove those
variables from the optimization. The remaining set of optimization variables is shown
in blue. We can then construct an array of new variables in green, which correspond
to the original set in orange, but are described as functions of the set of remaining
blue variables. Finally, we can use these nested variables in our cost and inequality
constraints directly.

5.7.3

Experimental Validation

We set up three representative example environments for our swarm to navigate which
demonstrate the capabilities of SE(3) trajectory generation. For each example, we
plan for 6 quad rotors in a fixed formation with one or more physical obstacles in the
environment. We show the robots executing these trajectories with a Vicon motion
capture system and off-board position control.
The first environment we test in is shown in Figure 5.27 the robots are in a plus
formation, where each robot is 0.5 m away from the center of the formation in each
axis direction. In this formation, the top and bottom quad rotors are outside the
down wash region vertically when the formation is at the identity rotation. The
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Figure 5.26: Marginalization scheme used to eliminate non-linear equality constraints
in our optimization. Using a graph representation, we can calculated all gradients
and Hessians recursively using Equations 5.50 and 5.51.
environment is composed of a series of poles, which we model as rectangular prisms
for collision avoidance. In the obstacle map, the cylinders are extended higher than in
the constructed environment, so a solution where the robots fly over the poles is not
found. In the visualization, the formation center is plotted as magenta curve, with
the orientation plotted as a red, blue, and green lines corresponding to the x, y, and
z, formation frame axes respectively. The individual robot’s locations are plotted as
magenta spheres. The obstacles are all plotted as crimson boxes in the visualization.
In the first environment, the planned trajectory has the robots going around
different sides of the same obstacle as shown in Figures 5.27 and 5.28. This is an
example of our method producing a trajectory which cannot be planned by planning
for only the center of the formation and using a conservative convex collision model.
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Figure 5.27: Trajectory generated in first environment with pole obstacles. Red-bluegreen axis is the formation state on SE(3) over time. Individual robots are plotted
as magenta spheres.
The second environment, shown in Figures 5.29 and 5.30, uses the same formation
as in the first environment, but now with rectangular obstacles which the formation
needs to avoid. Here, the generated trajectory rotates a little bit to allow the robots
on one side of the formation to be a bit closer to the obstacle than would be possible
by planning a trajectory which just optimizes the translation of the formation center.
In the final environment, we plan for a line formation of robots which are distributed evenly 0.5 m apart from each other. Here we demonstrate planning form
different initial and final orientations of the formation. Since our method generates a
trajectory within a local region, the trajectory is in a class of solutions where bottom
right quadrotor must clear the obstacle before the formation has enough space to rotate to the final orientation. As a result there is a change in the speed of the rotation
after the bottom right quadrotor clears the obstacle. We show two different views of
this trajectory in Figures 5.31 and 5.32 and a freeze-frame from the video in Figure
5.33.
In the first and last environment we ran 6 trials of the trajectory to analyze
the control performance of the robots. In Figures 5.34 and 5.35, we plot the x,y,z
position error of each robot vs time over the collection of trials. There is some noise
in the position of the robots, but they are still able to execute the trajectories without
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Figure 5.28: Robots flying trajectory in first environment.
colliding with the obstacles in the environment. One source of error, is that the robots
are quite lightweight and subject to disturbance from the HVAC system in the room
and currents from doors opening. Most significantly, the robots on the outside of the
formation in the second environment (4th and 6th row) have more drag disturbance
than the robots in the center of the formation and are closer to the ground during
parts of the trajectory. For these tests we did not consider ground effect, but those
constraints could be easily added into this framework.
In this section, we have shown another example of our trajectory generation
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Figure 5.29: Trajectory generated for formation in second environment with wall
obstacles.
method with an application to swarms of robots. By keeping the formation fixed, this
trajectory generation method scales linearly with the number of robots as opposed
to combinatorially if each robot is planned individually. We show several example
environments where our robots smoothly avoid obstacles while maintaining formation
spacing.
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Figure 5.30: Robots flying trajectory in second environment.
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Figure 5.31: Trajectory generated for line formation in third environment with wall
obstacles
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Figure 5.32: Alternate view of third environment trajectory

Figure 5.33: Robots flying trajectory in third environment
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Figure 5.34: Plot of desired and actual position of each robots during trials of first
environment trajectory. Each row is an individual robot and each column in the X,
Y, Z, location of the robot in the world frame.
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Figure 5.35: Plot of desired and actual position of each robots during trials of third
environment trajectory.
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Chapter 6
Confinement of Trajectories to
Unions of Convex Overlapping Sets
During the trajectory generation process, we ensure that our spline is collision free
by confining it inside a sequence of convex polyhedra. In this chapter, we propose
algorithms to compute these convex polyhedra given an environment. In robots, the
main two ways to represent an object’s geometry are using an occupancy grid or a
mesh. We show how to use both representations to create under approximations of
free space for use in the trajectory generation pipeline. These decomposed pieces
of a free space produce a corridor for which to confine the trajectory during the
optimization in the previous chapters.

6.1

Delaunay Tetrahedrons

In this section, we first develop a novel, efficient representation the 3D environment
with meshes using the Delaunay tetrahedralization (de Berg et al. 2008). The set
of all positions of the robot is the configuration space. In our system, this is the
space of the zeroth order flat variables C = R3 . The free space C f ree ⊂ C is the set
of all positions where the robot is not in collision with obstacles. Using the spherical
collision assumption, this space is the set of all points which are at least the radius
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of the robot rq away from all obstacles Oi in an environment N .
C f ree = {p ∈ C∣ ∣∣p − q∣∣ > rq ∀q ∈ Oi , ∀Oi ∈ N }

(6.1)

Choosing the representation of obstacles in the environment affects which methods
a direct planner can use. There are two typical representations of obstacles, occupancy
grids, and convex polyhedra. Occupancy grids discretize the world into many cubes
with a binary free or occupied state. More sophisticated approaches use adaptive sized
cubes. Alternatively, convex polyhedra represent obstacles as the intersection of half
planes with the robot position restricted by these half planes (Mellinger, Michael &
Kumar 2012) (Deits & Tedrake 2015).
Occupancy grids create a large adjacency graph of the environment, which is costly
to search through. Adaptive sized grids, shrink the size of this graph in some cases,
but not some examples such as in Figure 4.2. Searching directly on an environment
graph with dynamics would require searching through a space of R12 (R3 ⊗ R4 ) for
our system, which is also too costly.
Instead we represent the environment as set of convex tetrahedrons. Any trajectory through the environment must pass through a sequence of these tetrahedrons.
When trying to find a trajectory through the environment, we first find a sequence
of adjacent tetrahedrons in C f ree . With such a sequence of convex regions, we can
formulate the trajectory generation problem as a convex optimization problem.
We assume that the environment is given as a set of non-intersecting convex obstacles N = {Oi }. Any non-convex or overlapping obstacles can be decomposed into a set
of convex pieces (Mamou & Ghorbel 2009). Each convex obstacle is approximated as
a closed triangular mesh defined by a set of vertices, edges, and faces Oi ∶= {V, E, F}.
Let P ∶= {Vj ∈ Oi , Oi ∈ N } be the set of all vertices in the obstacles. The Delaunay
triangulation of the points P produces a set of tetrahedrons T If enough points are
added to obstacles (Cavalcanti & Mello 1999), any tetrahedron in the triangulation
will be either entirely in C f ree or entirely in N .
In addition to the benefits on the planning side, this method uses an efficient
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amount of storage because it stores a number of regions which scales linearly with
the number of obstacles. We choose the Delaunay triangulation (de Berg et al. 2008),
which is defined by the property that the circumsphere of any tetrahedron does not
contain the verticess of any other tetrahedron in the decomposition. The method is
well suited to online systems because the decomposition can be incrementally built
up (de Berg et al. 2008).
Any trajectory τ ∶ [t0 , tf ] → R3 through the world will intersect a set of the
tetrahedrons in the triangulation. The usual trajectory generation problem with
obstacles is non-convex because of the holes the obstacles create in the C f ree . However
if the trajectory segments are confined to be within a known corridor, finding a
trajectory can be formulated as a convex problem. We find this set of tetrahedrons
before trying to find a dynamically constrained trajectory using the optimization
method in Chapter 4.

6.1.1

Long Range Receding Horizon Control Policy (LRRHCP)

The LRRHCP plans inside the entirety of free space which has been observed by the
robot. It takes in two points, and plans a trajectory between them using the planning
method in Section 4.2. To ensure safety within our computational budget, we require
that the start and end points of the LRRHCP have zero velocity, acceleration, and
jerk.
All possible sets of paths through free space can be represented as a graph with
the nodes being the tetrahedrons and the edges being their faces. To get a nominal
edge weight, we use the distance between the centroids of the tetrahedrons. When
a desired goal and initial position are given to the planner, the corresponding cells
in the triangulation are both found. Now a path between these nodes can be found
using Dijkstra’s search (LaValle 2006). This results in a sequence of tetrahedrons
{Tj } for some j = 1..m which connect a start and goal in R3 . From here we use a QP
solver to solve (4.10).

118

Figure 6.1: 2D projection of finding convex path through environment. LRRHCP
selects a path of tetrahedrons which lead from green start to red goal to confine the
trajectory.

6.1.2

Computational Complexity

The 3D Delaunay triangulation has worst case O(p) computational complexity with
respect to the number of points p when all the points are not coplanar (de Berg
et al. 2008). Since our obstacles have the same number of points, the triangulation
complexity is O(b), with respect to the number of obstacles b.
The number of tetrahedrons is worst case linear with respect to the number of
points and obstacles. Dijkstra’s search is worst case O(∣E∣ log ∣V ∣ + ∣V ∣ log ∣V ∣). In our
case, the number of vertices and edges are proportional, so the search complexity is
O(b log b).
The timing results of the Delaunay decomposition and graph population in algorithm 3 of the entire environment is shown in Table 6.1. This operation only needs
to be done once for large horizon planning, and can be done incrementally during
exploration. This table shows the representation scales well to handle large maps of
many obstacles.
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Algorithm 3 Get Tetrahedron Path
1: Given xs , xg ∈ R3
2: Initialize empty graph G(V, E)
3: for Ti ∈ T do
4:
if Ti is not in collision then
5:
Ti → V
6:
end if
7: end for
8: for Fj ∈ F do
9:
[T1 , T2 ] ← find tetrahedrons adjacent to Fj
10:
if T1 ∈ V And T2 ∈ V then
11:
Fj → E
12:
end if
13: end for
14: Find Shortest Path from xs → xg in G
Type
Criss-cross
Criss-cross
Criss-cross
Criss-cross
Criss-cross
Random
Random
Random
Random
Random

Num Obs
6
816
88
24
3264
1000
120
30
10
1000

Num Verts
120
16320
1760
600
26112
4000
480
480
120
12000

tDecom (s)
0.094
11.40
1.24
0.83
16.34
2.83
0.48
0.26
0.072
6.26

tGraph (s)
0.023
4.64
0.47
0.16
7.25
2.96
0.28
0.13
0.024
3.81

Table 6.1: Delaunay graph computation time

6.2

Computations on Arbitrary Polyhedra

The Delaunay tetrahedralization will always decompose an environment into tetrahedrons. If we model the polyhedra in the convex cooridor with a representation which
allows for an arbitrary shape, we can reduce the total number of polyhedra. This will
reduce the number of variables in our optimization as the number of segments in the
spline is reduced and increases the width of the corridor because individual polyhedra
will be larger. This has the advantage in both improving the speed of the optimization and quality with a larger region at the cost of more overhead in computing the
corridor.
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Again, relying on near-spherical symmetry, we can represent collision avoidance
as a constraint on only the positional part of the trajectory. As in other methods
(Deits & Tedrake 2015) (Watterson & Kumar 2015) (Sikang Liu et al. 2016), we can
replace checking collision of our robot, by a point model with expanded obstacles.
We inflate the obstacles in our environment by a margin δ = δr + δn . Where δr is
the radius of the robot, and δn is a conservative parameter to account for errors in
obstacle position measurements and errors in robot pose estimation and control.
The permitted area for our robot is specified as a set of keep-in polyhedra and a set
of keep-out polyhedra. The robot is required to be in at least one keep-in polyhedron
and outside all keep-out polyhedra at all times. These polyhedra are subsets of R3
which can be specified as vertices (V), edges (E), and faces (F):
V = {v ∈ R3 }
E = {(vi , vj )∣vi , vj ∈ V}

(6.2)

F = {(ei , ej , ..., ek )∣ei , ej , ..., ek ∈ E}
Alternatively, polyhedra can be represented intersection of half-spaces. In matrix
form, each half space is a row inequality constraint (Bemporad et al. 2001). We
assume that we can freely switch between these two representations (The CGAL
Project 2015). The free space that the robot can traverse is the difference between
the union of all the keep-in polyhedra and the union of all the keep-out obstacles.
P free = ⋃i Pikeep−in − ⋃j Pjkeep−out

(6.3)

Two specifications for obstacle modeling are occupancy grids and polygonal meshes.
It is possible to build both from sensor data, but processing of occupancy grids (Liu
et al. 2017),(Sikang Liu et al. 2016), (Jing Chen et al. 2015) is generally computationally cheaper than processing of meshes (The CGAL Project 2015). However, since it
is easy to convert from mesh to occupancy grid, we will explore methods for computing trajectories from both obstacle representations. Since the mesh representation
only stores the location of vertices, it is exact unlike the occupancy map which has
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less representational power.
From the given input environment as a set of polyhedra, it has been shown that the
problem of decomposing into a minimum number of polyhedra is NP Hard. (Chazelle
1984). However, if we accept O(n2 ) polyhedra in our decomposition, we can do
the decomposition in polynomial time (Chazelle 1984). In practice, we do not see
this many polyhedra, especially compared to the O(r3 ) number in voxel grid based
methods with respect to the discretization parameter r (Sikang Liu et al. 2016).
From a set of polyhedra, we can find a convex corridor to confine a trajectory
inside of as in (Watterson & Kumar 2015). We can represent each polyhedron P with
matrices Λi and ζi (Bertsimas & Tsitsiklis 1997):
Pi = {x ∈ R3 ∣Λi x ≤ ζi }

(6.4)

Where each row λki of Λi with ζik represents a face of the ith polyhedron in the
corridor.
Pi = {x ∈ R3 ∣(λki )T x ≤ ζik ∀k}

(6.5)

As in (Jing Chen et al. 2015), we can avoid a non-convex time allocation optimization by allowing the polyhedra to overlap slightly. We do this by removing faces
of smaller polyhedra border larger polyhedra. From (Bemporad et al. 2001), we can
represent this relaxation using set operations on polyhedra. For Pi and Pi+1 being
two adjacent polyhedra in the corridor, we define the boarding row wi to the pair of
constraints.

∃r ∈ N ∃γ ∈ R ∣

i+1
λri = −γλw
i+1

wi+1
ζir = γζi+1

(6.6)

Which then allows us to defined the relaxed polyhedron P̄i which is a polyhedron
without one of its faces.
P̄i = {x ∈ R3 ∣(λki )T x ≤ ζik ∀k ≠ wi }
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(6.7)

wi
Pi

Pi+1

P̃i
Pi+1

Figure 6.2: Adjacent polyhedra with Pi being expanded into Pi+1 with face wi being
removed and replaced with the necessary face from Pi+1 . Depending on the polyhedra,
multiple faces from Pi+1 may be faces of P̃i
Finally we can find the constraints for the polyhedron P̃i by adding the overlap from
the back face with the previous polyhedron. The intersection of polyhedra represented
by matrices is done using (Bertsimas & Tsitsiklis 1997) and the intersection can be
done using the algorithm for the convex hull of the union of two polyhedra (Bemporad
et al. 2001). This is valid, because the union of Pi and (Pi+1 ∩ P̄i ) is convex if the
face of Pi which borders Pi+1 is a subset of the boarding face of Pi+1 . We prove this
in Section 6.2.1.
P̃i = (Pi+1 ∩ P̄i ) ∪ Pi

6.2.1

(6.8)

Convex Envelope Proof

We need show that the union of the two convex pieces discussed in Section 6.2 is
convex in order to use the algorithm in (Bemporad et al. 2001). Figure 6.4 shows
the construction of these two polyhedra in 2D. Since the proof of this is the same for
arbitrary dimensions, we will assume all of these polyhedra are in Rn . P0 and P1 are
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Figure 6.3: Polyhedron found from a sample environment with red obstacles. On the
left, the environment is partitioned into 4 regions. When planing from the start (green
star) to goal (red octagon), the three rectangles are selected on the right. During the
edge relaxation step the blue and purple regions are expanded by pushing their edges
adjacent to the previous polyhedra backwards as shown by the arrows.
both closed polyhedra whose intersection is the Rn−1 dimensional hyper face L. Let
the polyhedron Q = P̄1 ∩ P0 and thus we will show that P1 ∪ Q is convex.
We note that P0 and P1 are convex polyhedron. Q is the intersection of convex
sets and is thus convex. Since P̄1 is defined in terms of a intersection of half-spaces, it
is also convex. In addition R = (P̄1 − P1 ) ∪ L is also convex because it can be written
as the intersection of P̄1 with the half-space opposite of the one removed for P1 . Since
P0 is disjoint from P1 except for at the hyper face L, from counting the pieces, Q ⊂ R.
If we now assume that P1 ∪ Q is not convex, there exists two points Ω0 and Ω1 in
this set such that a least one point on the line segment Ω0¯Ω1 is not in the set P1 ∪ Q.
Since both P0 and Q are convex, Ω0 and Ω1 cannot both lie in P0 or both lie in Q.
Thus we can flip the labeling of these two points so that Ω0 is in P0 and Ω1 is in P1 .
Since P̄1 is convex with Ω0 ∈ R and Ω1 ∈ P1 , the line Ω0¯Ω1 must intersect L. We call
this point of intersection Ω∗ . All of the points on Ω0¯Ω∗ are in Q because Q is convex,
and all the points on Ω∗¯Ω1 lie in P1 because P1 is convex. Thus all the points on Ω0¯Ω1
lie in P1 ∪ Q and we have contradicted the assumption that P1 ∪ Q is non-convex.
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P0

L P1
⌦⇤

⌦0

Q

⌦1

P̄1
R

Figure 6.4: Polyhedral relaxation
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6.3

Point Cloud Based Confinement

We can also use the method from our previous work (Liu et al. 2017) to produce
a convex corridor from a voxel map. This finds a feasible path through the voxel
grid using a version of A⋆ search (LaValle 2006). Using a heuristic, this path is then
simplified into a series of line segments which are collision-free. Then an ellipsoid
is expanded around each line segment and used to define the normals of a large
collision-free polyhedron inside the free space.
For two points pi and pi+1 in the path found by searching, we know that the line
connecting them is collision-free. Thus the degenerate ellipse with a minor axis of
length 0 connecting the two points will be collision-free. In 3D, this will be an ellipsoid
with two axes with length 0 and the third axis being the line segment pi pi+1 . The
length of each axis of the ellipsoid, including the non-degenerate axis, is increased
until the ellipsoid is tangent to obstacles and collision-free. These tangent points
can define half-planes which are normal to the ellipsoid. To find a polyhedra, we
add the half-spaces to a list and then remove all obstacles outside each half-space.
Then the ellipsoid it iteratively expanded and more half-spaces are found until there
are no obstacles left in the environment. The result is a list of half-spaces λTi x ≤ ξi ,
which can be stacked into a large matrix Λx ≤ ξ to define a collision-free polyhedra
(Bertsimas & Tsitsiklis 1997).
We illustrate this in a 2D environment in Figure 6.5. Here there is only one line
segment which connects the start and goal. The resulting ellipse and polyhedron is
shown which decomposes this environment into 1 polyhedron, unlike the mesh method
which decomposes it into three in Figure 6.3.

6.4

Comparing Corridors with Hardware Experiments

Each decomposition technique produces different shaped regions with the same input polyhedra. With using rectangular prisms as the input polyhedra, the resultant
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Figure 6.5: Polyhedron found from a sample environment with red obstacles. From a
line segment connecting the start and goal, an ellipse with that major axis is expanded
and used to find the orange collision-free polyhedron.
polyhedra for the computational geometric method will always result in axis aligned
polyhedra. This is not the case for the other method as shown in the comparison
in Figure 6.5. When generating polyhedra for a path around a corner, the expansion method resulted in more overlap, which resulted in better trajectories than the
geometric method.
Without any pre-processing, an occupancy grid can be used with the geometric
method if the voxels are considered to be cubes. This however results in an extremely
narrow corridor with the width of one voxel and small overlaps. With this corridor,
the resultant trajectory starts and stops at each turn in the planned path which is
undesirable and takes much more time than with the expansion method. To produce
a better corridor, there would need to be an efficient method to convert the point
cloud to a mesh with as few facets as possible.
For environments where the geometry is simple but the scales of each free region
vary drastically or change dimension, the geometric decomposition method can work
arbitrarily better than a voxel based method. For a narrow corridor of width  exists
between two larger open regions. The number of voxels required to store this map
is proportional to O( 13 ). This is an example of the best case scenario for jump
point search (Liu et al. 2017), but searching for a path in this map takes O( 1 ) time.
The geometric construction is only a function of the number of input shapes, so the
decomposition is constant with respect to . Thus by varying , we can derive a map
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which makes the geometric method run faster than the expansion method by any
given factor. Since this environment is rare/pathological, we do not believe worst
case runtime is a good measure to compare these methods.
For cases when only a point cloud or voxel map representation of the environment
exists, only the expansion method is reasonable for trajectory generation, since the
conversion from point cloud to mesh is expensive (The CGAL Project 2015) and
the reduction of facets needs to be done in a way to conservatively approximate free
space. In the case were both are available, their performance is compatible, but the
expansion method performed slightly better.

6.4.1

Granite Lab Tests

We tested both versions of the corridor creation method with the Astrobee prototype
hardware on the same environment in Figure 6.6. Because of the small area of the
frictionless table environment, we were limited to a small number of obstacles for the
physical experiments. Here the full system is running on board the robot, including
the control, planning and global positioning odometry. Since the start and end of
the trajectory is static the planning time was irrelevant, but was typically under one
second and we never hit the 10 second planning timeout required by the planning
choreographer.
The results of the two different methods are shown in the video and in Figure 6.8
and 6.7. The arbitrary polyhedral decomposition method produces a much narrower
corridor for the same environment which results in a less rounded trajectory than
the point cloud method. Because the robot has to slow down to make the bends
of the narrow trajectory, the point cloud method produces a faster trajectory for
the same dynamic constraints. These two trajectories are shown side by side in
the video. Also, in practice the point cloud method produces corridors with fewer
segments, for these examples this is 2 vs 4 for the same pair of way-points. This
improvement using the point cloud method led us to implement that method in the
flight operational code which is available at (github.com/nasa/astrobee). The planner
used in the hardware experiments with the assumption of static start and goal, is in
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Figure 6.6: Astrobee granite lab test bed. The prototype is mounted on a rig which
simulates micro gravity in the plane by providing a low friction air cushion. Obstacles
are placed in the environment for the robot to avoid. The prototype was tested at
different orientations in and out of this plane. The camera is pointing towards the
positive Z axis plotted in Figures 6.7 and 6.8 .
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Figure 6.7: Results of planning trajectories found with the arbitrary polyhedral decomposition method. The planner and optimization are in full 3D position + orientation state space, but with the start and goal being within the plane, as well as the
obstacles being given as the full height of the environment, the planner produces a
trajectory fully in the plane. Several trials are plotted between the lower and upper
corners of the environment.
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Figure 6.8: Trajectories planned for the point cloud confinement method. Paths were
planned between each of the pairs of three corners of the environment.
the “mobility/planner/planner qp” module of this code.
On the prototype hardware to be launched to the International Space Station,
we demonstrate this method computing collision-free trajectories and compare the
quality of using both methods for computing the convex corridor and find that the
point cloud method performs better at the cost of a less descriptive model of the
environment.
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Chapter 7
Dynamics, Control, and Estimation
7.1

Quadrotor Platforms

Thought this thesis, we used a wide range of quadrotor platforms to test and develop
our algorithms. The dynamics and control for each platform is the same, except the
physical parameters (mass, inertia tensor, thrust coefficients, ESC response function)
are different for each platform. Thus for the same controller, the gains need to be
adjusted to tune the performance of the controller.
The system design of the quadrotor is shown in Figure 7.1. A user interfaces with a
graphical user interface (GUI) to manage high level task such as turning the propellers
on and off, taking the robot off, landing, planning a trajectory, saving/loading a
trajectory from a file, planning to a way point/points, saving/loading way points from
a file, checking and visualizing senors, viewing battery and state estimator status, and
launching fully autonomous behavior. All of these tasks are implemented in a state
machine (Section 8.2) which interfaces with the trajectory generation algorithms.
The state estimate (Section 7.4) and a desired robot trajectory are feed through a
geometric controller in Section 7.2 to stabilized the platform.
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Quadrotor Software Stack
Human

User
Interface

High Level State
Machine

Trajectory Optimization
(Chapters 4,5,6)

Control

Sensors

State Estimation
(100-200 hz)

Geometric Control
Loop (100-200 hz)

Attitude Control Loop
(100-500 hz)

Physics + World

Figure 7.1: The software system needed to run experiments with the quadrotor platform

7.1.1

CrazyFlie

The CrazyFlie show in Figure 7.2 is a small, lightweight quadrotor platform which is
safe to the touch unlike larger platforms we use. It measures 9cm motor to motor and
weights 27g. The frame is the same printed circuit board (PCB) which contains the
onboard microprocessor, IMU, communications link, and motor drivers. We use an
external motion capture system to control the position of the robot, but the attitude
controller runs on the microprocessor. The firmware is open sourced and has the
option to control the robots position with a set of ultra-wideband beacons or an
attachable optical flow sensor.
We choose this platform for swarm based experiments because its small size allows us to fly many of them in a confined space simultaneously. With their small
size, their strength to weight ratio is also better than larger platforms, which makes
them physically robust to crashes. The main limitations of the platform are that the
onboard computation is not sufficient for onboard planning and that the battery only
last 3-5 minutes when flying.
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Figure 7.2: A CrazyFlie used to test the swarm trajectory generation.

7.1.2

Racing Quadrotor

One testbed is an stock Lumenier QAV250 racing quadrotor with a pixracer autopilot
running the PX4 stack (Meier et al. 2015). We choose this platform for its high thrust
to weight ratio and small size. It is 34cm when measured between the furthest two
tips of the propellers. It weighs 400g and can produce a maximum thrust of 1.2
kg. This thrust to weight ratio is comparable to larger platforms with on-board
pose estimation. A external motion capture system provides pose information at
100hz. We used this platform for the experiments in (Watterson & Kumar 2017) and
(Watterson, Zahra & Kumar 2018).

7.1.3

Asctec Hummingbird

This platform was used during the prototyping phase of many of these works and
testing state machine logic for the FLA Platform. The relative high thrust to weight
make is a good test platform, but does not have enough capacity to carry sensors and
remain agile.

7.1.4

Asctec Pelican

The Ascending Technologies (Ascending Technologies, GmbH 2008) Pelican robot in
Figure 7.5. Is a mid-sized micro aerial vehicle research platform. It features an
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Figure 7.3: A quadrotor hardware platforms we use is a commercial racing quadrotor
and autopilot. The platform measures 34cm prop tip to prop tip and weights 400g.

Figure 7.4: An Asctec hummingbird platform used for testing high level control logic.
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on-board intel NUC, which has used both core i5 and core i7 models. On board sensing has changed between several arrays of sensing capabilities, VINS sensor include
bluefox2 cameras, chameleon Flea3 cameras, a micro-strain IMU (3dm-gx4) and a
VertorNav IMU (VN-100). For sensing obstacles in the environment, we have used
both an Asus Primesense and an Intel Realsense. This platform was the minimum
size for running experiments where all sensing and estimation is on-board, but has
since been eclipse by advanced in computing for making things smaller. We used this
platform in the experiments for (Watterson & Kumar 2015), (Loianno et al. 2016),
(Sikang Liu et al. 2016), and (Watterson, Liu, Sun, Smith & Kumar 2018).

Figure 7.5: An Asctec Pelican equipped with a camera-IMU system

7.1.5

FLA Platform

The FLA platform was designed for the DARPA Fast Lightweight Autonomy (FLA)
program, which has the goal of pushing the max speed of GPS-denied autonomous
quadrotor navigation in unknown environments. The program required that all sensing and computation needed to be done onboard the robot and that no human input
was required during operation. The planning and control techniques in this thesis
contributed to joint work getting this system running (Sikang Liu et al. 2016), (Liu
et al. 2017), (Mohta et al. 2017), (Mohta et al. 2018), (Sun et al. 2018).
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There are three generations of the platform, ranging from large to small as the
system evolved. The sensor suite on-board included Chameleon flea3 cameras and
a VertorNav IMU (VN-100) for localization. A series depth sensors were used for
collision avoidance, include a lidar lite (Garmin), a Hokuyu lidar, Velodyne puck,
Asus Primesense, and a PMD Monstar. The onboard processing was done with
either an i7 Intel NUC or an Nvidia TX2 processing board.

Figure 7.6: The large versions of the FLA platforms showing off the Velodyne vs
Hokuyu laser sensors.

7.2

Quadrotor Dynamics and Control

Geometric, coordinate-free approaches are widely used to control quadrotors on the
special euclidean group (SE(3)). These approaches rely on the construction of an
element of the special orthogonal group (SO(3)) from a desired thrust vector direction
which lies on a sphere (S 2 ) and a desired yaw angle which lies on a circle (S 1 ).
The Hairy Ball Theorem can be applied to show that any construction of this type
has to be discontinuous or degenerate somewhere. We propose a new geometric
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control algorithm based on the Hopf fibration, which allows us to place the point
of discontinuity as far away from the hover configuration as possible and further
than existing approaches. We then use multiple maps from S 2 × S 1 to SO(3) to be
able to control the quadrotor through any position and orientation. The proposed
Hopf Fibration Control Algorithm (HFCA) is compared to existing geometric control
algorithms in experiments and simulation. The HFCA employs multiple charts to
allow the quadrotor to execute arbitrary dynamically feasible trajectories on SE(3),
including those through configurations in which the vehicle is inverted.
Our geometric controller for a quadrotor using the Hopf fibration which is valid
for almost all of SO(3) and has a singularity further from hover than (Lee et al.
2010) (Mellinger & Kumar 2011). The Hopf fibration can be used to generate a
map S 2 × S 1 → SO(3). We propose a new Hopf fibration control algorithm (HFCA)
which uses 2 charts on S 2 to describe the full manifold. Since it takes 2 charts to
cover S 1 , we end up needing 2 × 2 = 4 charts to cover SO(3), which is the theoretical
minimum number (Grafarend & Khnel 2011). With this parameterization of SO(3)
we are able to control a quadrotor everywhere on SE(3) using a geometric feedback
controller. While any state in SE(3) is valid for our controller, we also must have
a feasible trajectory in this space which respects the non-holonomic constraints of
the platform which only has 4 inputs. We use the flatness transform of (Mellinger &
Kumar 2011) and use the flat variables to generate a control input. We demonstrate
the performance of this controller in simulation and compare it to the other geometric
controller (Mellinger & Kumar 2011). On an experimental platform we show aggressive maneuvers which would hit the singularities of other controllers, but work with
our approach.
The advantages of our approach over the traditional geometric controller for
quadrotors, is that 1: the Hopf fibration directly represents the rotation of the robot
without needing to perform a Gram-Schmidt decomposition, 2: ensures continuous
control inputs for position feedback for all orientations on SO(3), and 3: the representation easily allows a choice of yaw angle to make the body frame yaw angular
velocity zero, which is the redundant degree of freedom for controlling the position of
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the robot.

Chart 1 (q)

Chart 2 (q̄)

HFCA

Figure 7.7: The Hopf Fibration Control Algorithm (HFCA) switches between two
geometric constructions of SO(3) based on the desired direction of thrust of the
robot. One of these is singular when this direction is directly up (orange) and the
other when the direction is directly down (blue). The set of feasible directions for
each contruction is plotted as a subset of the sphere, with the point singulariy on
each expanded for visualization. By switching between these two maps we insure
our controller is valid for all orinetations in SO(3), and thus has feeedback for all of
SE(3).

7.2.1

Dynamic Model

We define an inertial reference frame W to describe the motion of the robot’s rigid
body frame B. The world frame e3 vector is aligned against gravity making gravitational acceleration g = −g ⋅ e3 . The robot’s rotors each produce a thrust parallel to the
b3 vector and b1 and b2 are aligned with the arms of the robot. The motors produce a
body frame moment ([m1 , m2 , m3 ]T ) and thrust f in the b3 direction. This wrench is
dependent on the propeller speeds si , thrust properties kf , km , and the characteristic
length of the robot L (Mellinger & Kumar 2011).
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Figure 7.8: The quadrotor’s body frame B (vectors b1 ,b2 , and b3 ) shown in relation
to an inertial frame W with vectors e1 ,e2 ,and e3 . For a geometric controller, the yaw
of the robot is determined by a rotated frame (a1 ,a2 ,a3 ) about the world e3 direction.
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(7.1)

From this wrench acting on the system, the equations of motion can be found
from classical dynamics. We use the convention where all angular velocities ω are
represented in the robot’s body frame and all linear positions and velocities are expressed in the world frame. The mass of the robot is m and the angular inertia tensor
is H. The differential relation between ω and the rotation matrix R depend on the
coordinates in which R is expressed. In Section 7.2.4 we will introduce this relation
using the quaternion representation and it can be described in terms of the 9 elements
of the rotation matrix in Equation 7.4.
mr̈ = −m ⋅ g + R ⋅ f e3
⎡ ⎤
⎢m1 ⎥
⎢ ⎥
⎢ ⎥
H ω̇ = ⎢⎢m2 ⎥⎥ − ω × (Hω)
⎢ ⎥
⎢ ⎥
⎢m3 ⎥
⎣ ⎦

(7.2)

The full state and control inputs of the robot is shown in Equation 7.3. Underneath
the horizontal line, we clearly state the domain of each variable. Since the state
contains elements in both Rn and SO(3), we denote it as a set instead of a state
vector. The angular velocity and the rotational dynamics are related by Equation
7.4 where the hat (.̂) operator takes an R3 vector and returns the corresponding skew
symmetric matrix such that v̂1 ⋅ v2 = v1 × v2 for any two vectors v1 , v2 ∈ R3 .
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x = {r, R, ṙ, ω}
u = {s21 , s22 , s23 , s24 }
r, ṙ ∈ R3
R ∈ SO(3)

(7.3)

ω ∈ R3
s21 , s22 , s23 , s24 ∈ [0, ∞)
ω̂ = RT Ṙ

7.2.2

(7.4)

Differential Flatness

The dynamics of a quadrotor are well known to be differentially flat (Mellinger &
Kumar 2011) which means the state and control inputs (Equation 7.3) can be mapped
to flat outputs (Equation 7.5) through a change of coordinates φ ∶ (x, u) → γ. γ is
the collection of flat outputs of the system, which consist of the R3 location of the
quadrotor, the derivatives of this locations, and yaw orientation ψ and its derivative.
...
γ = {r, ṙ, r̈, r , ψ, ψ̇}
...
r, ṙ, r̈, r ∈ R3
ψ ∈ SO(2)

(7.5)

ψ̇ ∈ R
One map is not sufficient for the entire domain between these two spaces (Equations 7.3 and 7.5) because SO(3) needs at least 4 charts (Grafarend & Khnel 2011).
Previous geometric approaches use one map, which can cover a open subset of SO(3).
For example, this open subset excludes orientations where a2 is parallel to the desired
thrust. We will use multiple diffeomorphisms for φ, so we can get full coverage of
SO(3). We show the charts in Section 7.2.5.
For a quadrotor which can only produce positive forces with each propeller, there
is an intrinsic singularity of the system for a trajectory which requires all the motors
to be simultaneously off s21 = s22 = s23 = s24 = 0. This corresponds to the situation where
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the robot is exerting zero force and is thus in free fall. We cannot compute a differentially flat relationship for this case because this maneuver is not in a controllable
region of the dynamics. This is because without reversible motors or variable pitched
propellers, each propeller cannot produce a force in some ball of radius δ > 0 around
producing zero force. So we assume the robot is never in complete free fall.

7.2.3

Geometric Control on SE(3)

Geometric control for a quadrotor operates on the principle that the thrust of the
robot is in the body frame b3 direction. This can be stated with a constraint which
determines two dimensions of R:
r̈ + g
= R(γ) ⋅ e3
∣∣r̈ + g∣∣

(7.6)

The traditional geometric control technique described in (Lee et al. 2010) and
(Mellinger & Kumar 2011) uses a Gram-Schmidt process to construct an orthonormal
basis of R3 from two vectors. This basis is constructed to be right handed and thus
describes an element of SO(3). The second axis a1 describes the yaw of the robot.
This leaves a singularity whenever r̈ + g is parallel to a1 . To keep this singularity
far away from normal operation it is often chosen to be perpendicular to gravity (ex.
a1 = [cos(ψ), sin(ψ), 0]T ). This results in a singularity when the robot is pitched by
90 degrees with respect to hover.
R(γ) = [bw
] , bw
bw
bw
3 =
1
2
3

r̈+g
∣∣r̈+g∣∣ ,

bw
2 =

bw
3 ×a1
,
∣∣bw
3 ×a1 ∣∣

w
w
bw
1 = b2 × b3

(7.7)

From a desired angle we can compute a feedback term for the rotation using the
formula from (Mellinger & Kumar 2011) which has a proportional and derivative
term on the rotation.
⎡ ⎤
⎢m1 ⎥
⎢ ⎥
⎢ ⎥
⎢m ⎥ = −kR 1 (RT R − RT Rd )∨ − kω (ω − ωd )
⎢ 2⎥
2 d
⎢ ⎥
⎢ ⎥
⎢m3 ⎥
⎣ ⎦
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(7.8)

The desired force is calculated with a feedback error on the position and velocity of
the robot.
f = (−kx (r − rd ) − kv (ṙ − r˙d ) + r¨d ) ⋅ Re3

(7.9)

Here we note that any possible parameterization of SO(3) can be used inside the
function R(γ) as long Equation 7.6 holds and we can invert this function to have a
diffeomorphism between the flat variables and SE(3) state in Equation 7.5. If we
use Euler angles, R(γ) becomes a complicated function because Equation 7.6 is a
nonlinear constraint in the Euler angles. We will show in Section 3.2 that the Hopf
fibration provides a simple way of enforcing Equation 7.6.
We can show that the geometric control paradigm of constructing R from a desired
thrust direction is not possible without introducing a singularity. For an arbitrary
state γ, it is possible to construct a non-singular R(γ) which is smooth and diffeomorphic everywhere. For example, if γ contains an element of SO(3), the identity
function works for R(γ). With quadrotor geometric control, part of the state constrains a desired direction for the thrust (r̈+g) and part defines the rest of the rotation
(ψ). For the proof that any construction causes a singularity, we can just look at this
direction and hold the rest of the state constant. Let us define this direction as
s=

r̈+g
∣∣r̈+g∣∣ .

Let F (s) ∶ S 2 → SO(3) be the function that results from R(γ) holding

all of the state γ constant except s. Thus F (s) ⋅ e3 = s for all s. Let us assume R
is continuous and differentiable everywhere on SO(3), and thus F must be continuous and differentiable too. Now if we take a non-zero vector y perpendicular to e3 ,
their inner product is zero (y ⋅ e3 = 0). Since rotations preserve length, we also have
(F (s) ⋅ y) ⋅ (F (s) ⋅ e3 ) = 0, which is (F (s) ⋅ y) ⋅ s = 0. Thus we have found a continuous
vector field (F (s) ⋅ y) which is tangent to S 2 . By the Hairy ball theorem (Milnor
1978), this must be zero somewhere, but ∣∣F (s) ⋅ y∣∣ = ∣∣y∣∣ > 0 because y ≠ 0. Thus
F (s) cannot be continuous everywhere on S 2 by contradiction and thus R(γ) cannot
be continuous everywhere.
Our control algorithm consists of calculating the state and control inputs from
the flat variables using our representation of the desired rotation. To get around the
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SO(3) parameterization singularity we show how a second fibration can be used to
cover the singularity when the quadrotor is fully inverted. Using an extension to
SE(3), we can control the full flat state of the robot.

7.2.4

Differential Flatness with Hopf Fibration

To calculate the control inputs, we need to transform from the flat variables to the
state variables. To use q as a parameterization of R, we need the following quaternion property which expresses the body frame angular velocity in terms of the time
derivative of the quaternion.
ω = 2q −1 ⊗ q̇

(7.10)

Using Equations 3.22 and 7.10, we can derive expressions for the angular velocity as a
function of a, b, c, and ψ. Where ω1 , ω2 , ω3 are the components of the angular velocity
expressed about the b1 , b2 , b3 body axes.
ċ
)
ω1 = sin(ψ)ȧ − cos(ψ)ḃ − (a sin(ψ) − b cos(ψ)) ( c+1
ċ
)
ω2 = cos(ψ)ȧ + sin(ψ)ḃ − (a cos(ψ) + b sin(ψ)) ( c+1

ω3 =

bȧ−aḃ
1+c

(7.11)

+ ψ̇

The magnitude of the first two components of the angular velocity is the magnitude
of [ȧ, ḃ, ċ]T . Since this is independent of ψ, we can find a trajectory for ψ which
minimizes angular velocity by setting ω3 = 0. This is convenient because the dynamics
of a quadrotor have a better response in producing moments in the b1 and b2 axes
than the b3 since the torque produced by the force of a propeller is stronger than its
rotation moment.
∣∣ω12 ∣∣2 = ω12 + ω22 = ȧ2 + ḃ2 + ċ2

(7.12)

Up until now we have assumed our rotation is a function as a point on the sphere
S 2 , but to use the quadrotor we need to express this point in terms of the flat variables.
We do this by making the same assumption as the traditional geometric control that
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the thrust of the quadrotor is aligned with its body axis.
ζ = f ⋅ b3 = r̈ + g
T

[a b c] = normalize(ζ) =

(7.13)
ζ
∣∣ζ∣∣

(7.14)

The function normalize(ζ) computes the unit vector in the direction ζ by normalizing
it. Since we need the derivatives of the points on the sphere, we take the time
derivative of the normalization function. Equating this will give us a full expression
in term of the flat variables for the angular velocities and attitude.
T

[ȧ ḃ ċ] =

d
ζ T ζ ⋅ I − ζζ T
normalize(ζ) =
⋅ ζ̇
dt
∣∣ζ∣∣3

(7.15)

This relation gives a simple form for calculating the magnitude of the angular
velocity. (Hehn & D’Andrea 2015) uses a bound on this formula for computing
trajectories for a robot.
∣∣ω12 ∣∣ = ∣sin(∠ζ ζ̇)∣

7.2.5

∣∣ζ̇∣∣
∣∣ζ∣∣

(7.16)

Control on SO(3)

With the known dynamics, a desired path through acceleration space (r̈) can be
converted into a trajectory of rotations and angular velocities. Since the attitude
controller from (Mellinger & Kumar 2011) operates on SO(3) and the angular velocities, we can use it to control the attitude of our robot without modification. (Lee
et al. 2010) provides a proof of the stability properties of the attitude controller which
is exponentially stable for rotational error less than 90 degrees and attractive for error
less than 180 degrees.
The important difference of our approach is that our singularity is further from
hover than that of (Mellinger & Kumar 2011) (Lee et al. 2010). In addition we have
the benefit that we never need to explicitly compute R to find control inputs because
we have a direct parameterization of the desired quaternion. This also simplifies the
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calculation of the desired ω.
The one case this approach will not work is for a flip which requires full inversion
of the platform. To be able to use all possible orientations, we need a secondary map
to cover orientations around full inversion. We can write a second quaternion which
is singular about c = 1 instead of c = −1 like in our first map:
⎡
⎤
⎢ −b ⎥
⎢
⎥
⎢
⎥
⎢1 − c⎥
⎢
⎥
1
⎢
⎥
q̄abc = √
⎢
⎥
⎢
2(1 − c) ⎢ 0 ⎥⎥
⎢
⎥
⎢
⎥
⎢ a ⎥
⎣
⎦

(7.17)

We again need to rotate about b3 by an angle ψ̄ to get a 3 dimensional parameterization of SO(3). We denote this angle ψ̄ because [a, b, c]T needs a different angle ψ
and ψ̄ in each chart to represent the same rotation.
q̄ = q̄abc ⊗ qψ̄

(7.18)

It can be verified that Equation 3.24 also holds for this quaternion and that these
two parameterizations overlap on [a, b, c]T ≠ [0, 0, ±1]T . When we transition from one
map to the other, we need to calculate ψ̄ in terms of ψ which we can get by equating
the two rotations:
ψ̄ = arctan 2(a, b) + ψ

(7.19)

For our second chart (q̄), we can find the angular velocity using the same method
as with the first fibration:
ċ
)
ω1 = sin(ψ)ȧ + cos(ψ)ḃ − (a sin(ψ) + b cos(ψ)) ( c−1
ċ
)
ω2 = cos(ψ)ȧ − sin(ψ)ḃ − (a cos(ψ) − b sin(ψ)) ( c−1
ω = bȧ−aḃ + ψ̄˙
3

(7.20)

−1+c

For this chart, the magnitude of ∣∣ω12 ∣∣ is the same as in Equation 7.12 but rotated
as the parameter ψ describes yaw in a different way on the second chart. We simply
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need to ensure that the desired profile for ψ respects this when the quadrotor transitions between charts. For example, the different between ψ̇ and ψ̄˙ at the transition
point can be found by making ω3 the same in Equations 7.11 and 7.20. Equivalently,
the change from ψ̇ to ψ̄˙ can be found by differentiating equation 7.18. Since SO(3) is
a smooth manifold, we can insure that differentiating (7.18) further will results in all
derivatives on SO(3) will be continuous during the chart transition (Whitney 1936).
The HFCA switches between charts whenever c = 0. As the robot’s desired orientation rotates past 90 degrees we compute ψ in the other chart using Equation 7.19.
For trajectories which do not care about yaw, we can update ψ by assuming ω3 = 0.
Since ψ ∈ SO(2), we actually need two charts representing ψ for each chart on S 2 .
Thus our approach uses 4 charts to cover SO(3), since SO(2) is a one parameter
group, switching charts representing ψ is just done by adding or subtracting 2π from
an angular representation of ψ.

7.2.6

Extension to SE(3)

To be able to control the quadrotor in 3D space, we need to have feedback on the position and velocity of the system, not just the orientation. We take the same approach
as (Lee et al. 2010)(Mellinger & Kumar 2011), and use a proportional-derivative
control term along with a feed forward term on the desired acceleration. When we
evaluate this on the differentially flat equations, we need to take the derivative of this
equation to find the angular velocities. Thus our feedback ends up being on position,
velocity, and acceleration in flat space and has a feed forward term calculated from
the desired jerk.
ζ = −kx (r − rd ) − kv (ṙ − r˙d ) + r¨d + g

7.2.7

(7.21)

Experimental Validation

We performed tests of our controller in both simulation and on a hardware platform.
For both, we used the circular trajectories described in Section 4.3 with a rotation
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rate of ωc = 4rad/s. We let the controller fully stabilize at a hover position and then
slowly increased the radius ρ over 10 seconds in a minimum snap profile. Whenever we
transition between different circle trajectories we also take 10 seconds with minimum
snap profile on the exponential coordinates.
In simulation, we compared our controller to that of (Mellinger & Kumar 2011)
with identical simulated robots. Since the controllers are similar, we used gains
tuned for the traditional geometric controller directly on our controller without any
modification. Since ψ is defined differently between the controllers, there is not a
direct way to ensure the trajectory of the robot is the same in the yaw orientation.
As an example, we can give both of the controllers a commanded ψ of zero.
When we execute a circular trajectory of radius 1m with both controllers, we
find that our controller executes well, while the traditional controller saturates the
actuators and goes unstable at this radius as shown in Figure 7.9. Since the trajectory
is not a fixed point, the stability guarantees in (Lee et al. 2010) are not violated by
this failure and a soon as we stop the trajectory, both controller fully stabilize to
hover.
We can actually improve the performance of Mellinger and Kumar’s controller
(Mellinger & Kumar 2011) in the circular trajectories by rotating the yaw at the
same rate as the circle. This keeps the first body axis further away from the centripetal acceleration vector, thus avoiding the singularity. In the video we show both
controllers working well with a horizontal circular trajectory of radius 1m.
In the video and Figure 7.10, we then rotated the horizontal circle about the world
e1 axis by 1.2 radians with a minimum snap rotational profile. Our HFCA successfully
tracks this trajectory, while the other controller fails once the maximum angle goes
near the 90 degree singularity.
In simulation, we execute a continuous sequence of inverted loops which demonstrates the need of using both fibrations. Whenever the quadrotor is sideways c = 0,
we switch between using the first and second fibration. Again using ωc = 4, and ρ = 1,
we get a trajectory which requires a thrust of 0.6g at the top and 2.6g at the bottom.
The simulated quadrotor is able to fully invert as shown in Figure 7.11. The
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Figure 7.9: Comparing to the traditional geometric controller (Mellinger & Kumar
2011) with fixed ψ. The HFCA is on the right. On the left is the traditional controller.
In this highly aggressive trajectory, (Mellinger & Kumar 2011) hits a singularity and
fails to control the robot.
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Figure 7.10: Controller comparison with changing ψ. Again, our controller is on the
right and performs better once the quadrotors start to invert. Video is at https:
//www.youtube.com/watch?v=ycdmfKB-Ps0.
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Figure 7.11: X-Z velocity plot of inverting the quadrotor in simulation.
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feedback controller is able to complete flips for as long as we leave it running despite
having only proportional and derivative terms. Since the trajectories are periodic,
small errors in velocity persist over multiple loops. Other works have found similar offsets in their controller and have reduced them by changing model parameters
(Schoellig et al. 2012).
We are able to demonstrate aggressive maneuvers in which the quadrotor is inclined up to 1.0 radians from hover. We start a circle trajectory and then rotate it by
̂
̂
exp([1,
0, 0]) and then smoothly transition to exp([0,
1, 0]). The positional tracking
of our controller had a larger error than simulation during the trajectory. We believe
this can be attributed to several sources of error which were not present in simulation.
Firstly, there is no integral term in the controller to compensate for model errors. We
do not have an exact model of the inertia tensor of the robot or the propeller force.
We estimated the inertia and fit a quadratic model of motor velocity to thrust on the
propellers. At our speeds, we believe there are significant drag effects which are unmodeled. Despite these issues, the robot is stable doing highly aggressive maneuvers
shown in the attached video.
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Figure 7.12: Hardware platform performing an inverted maneuver at angle of up to
1 radian from horizontal.
We propose the Hopf Fibration Control Algorithm, a geometric tracking algorithm
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that uses the Hopf fibration on SO(3). Our algorithm is superior to previous methods
in that it allows the control of quadrotors through all configurations including ones
in which the orientation of the vehicle is inverted. We demonstrate improved results
in aggressive maneuvering using a family of circular trajectories on a sphere, similar
to those used in acrobatics.

7.2.8

Geometric Control With Bidirectional Thrust

Here we end the results in the previous subsection to use with a quadrotor with
bidirectional propellers. Normal quadrotor propellers are cambered to maximize lift
while spinning in the normal operation direction, but will not produce enough thrust
to lift the robot if the motors are reversed. Bi-direction propellers have a symmetric
cross section which is less efficient in the normal direction than cambered propellers,
but produces equal thrust when running in reverse at the same speed. We will show
the differences needed in the equations of motion and control needed to control a
quadrotor through both modes of operation.
As explored in (Lee et al. 2010), (Mellinger & Kumar 2011), (Watterson & Kumar
2017), geometric controllers produce a feedback control law under the under-actuated
constraint that a quadrotor’s thrust is restricted to be parallel to the quadrotor’s b3
body direction.
As in (Lee et al. 2010),(Mellinger & Kumar 2011),(Watterson & Kumar 2017),
we can relate individual thrust speeds si to a force f along b3 and moments m1 ,
m2 and m3 along b1 , b2 and b3 using an invertible transform A. A depends on the
characteristic radius of the robot L, and thrust and moment coefficients of the props
(kf and km ).
⎡ ⎤ ⎡
⎤⎡
⎤
⎢m1 ⎥ ⎢ 0
kf L 0 kf L ⎥⎥ ⎢⎢s21 sign(s1 )⎥⎥
⎢ ⎥ ⎢
⎢ ⎥ ⎢
⎥⎢
⎥
⎢m ⎥ ⎢−k L 0 k L 0 ⎥ ⎢s2 sign(s )⎥
⎢ 2⎥ ⎢ f
⎥⎢ 2
f
2 ⎥
⎢ ⎥=⎢
⎥⎢
⎥ = AS
⎢ ⎥ ⎢
⎥⎢
⎥
⎢m3 ⎥ ⎢ km −km km −km ⎥ ⎢s2 sign(s3 )⎥
⎥⎢ 3
⎥
⎢ ⎥ ⎢
⎢ ⎥ ⎢
⎥⎢
⎥
⎢ ⎥ ⎢
⎥⎢ 2
⎥
⎢ f ⎥ ⎢ kf
kf
kf
kf ⎥ ⎢s4 sign(s4 )⎥
⎣ ⎦ ⎣
⎦⎣
⎦
153

(7.22)

r

e3

e2
W

e1
Figure 7.13: A quadrotor (B frame) position (r) and orientation (R) are measured
with respect to the inertial frame W.
⎡ ⎤
⎢m1 ⎥
⎢ ⎥
⎢ ⎥
⎢m ⎥
⎢ ⎥
−1 ⎢ 2 ⎥
S=A ⎢ ⎥
⎢m3 ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢f ⎥
⎣ ⎦

(7.23)

Unlike previous geometric control works, we define si to be positive for normal
thrust direction and negative for reverse. In this work, we only consider the case
where the robot’s position and yaw is controllable, thus we assume si > 0 for all i or
si < 0 for all i. For simplicity we write sign(s) instead of sign(si ).
The equations of motion are then expressed with respect to the inertia tensor H
and the mass of the robot m are the same as Equation 7.2.
To derive a feedback control law we define ξ and a, b, c as in (Watterson & Kumar
2017) to be:

⎡ ⎤
⎛ ⎢⎢0⎥⎥⎞
⎜ ⎢ ⎥⎟
⎢ ⎥⎟
ξ = m⎜
⎜r̈ + ⎢0⎥⎟
⎜ ⎢ ⎥⎟
⎝ ⎢⎢g ⎥⎥⎠
⎣ ⎦

(7.24)

ξ = Rf e3
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(7.25)

Thus

⎡ ⎤
⎢a⎥
⎢ ⎥
⎢ ⎥
sign(s)ξ
= Re3 = ⎢⎢ b ⎥⎥
∣∣ξ∣∣
⎢ ⎥
⎢ ⎥
⎢c⎥
⎣ ⎦

(7.26)

Like in (Watterson & Kumar 2017), we use the Hopf Fibration to derive a desired
orientation qdes for the rotation based of a, b, c and a desired body-frame yaw ψ.
⎡
⎤ ⎡
⎤
⎢1 + c⎥ ⎢cos ψ ⎥
⎢
⎥ ⎢
2⎥
⎢
⎥ ⎢
⎥
⎢ −b ⎥ ⎢ 0 ⎥
⎢
⎥ ⎢
⎥
1
⎢
⎥⊗⎢
⎥
qdes = √
⎢
⎥ ⎢
⎥
⎢
⎥
⎢
2(1 + c) ⎢ a ⎥ ⎢ 0 ⎥⎥
⎢
⎥ ⎢
⎥
⎢
⎥ ⎢
⎥
⎢ 0 ⎥ ⎢ sin ψ2 ⎥
⎣
⎦ ⎣
⎦

(7.27)

Taking the derivative of Equation 7.26 can be plugged into the angular velocity equations in (Watterson & Kumar 2017) to find angular velocities for the attitude controller using the modification:
⎡ ⎤
⎢ȧ⎥
⎢ ⎥
⎢ ⎥
ξ T ξ ⋅ I − ξξ T ˙
sign(s) (
⋅ ξ) = ⎢⎢ ḃ ⎥⎥
3
∣∣ξ∣∣
⎢ ⎥
⎢ ⎥
⎢ ċ ⎥
⎣ ⎦

(7.28)

The rest of the control equations are the same as in the previous parts of this
section and explicit results of the control performance are discussed in Chapter 5,
where we discuss the additional insights needed to generate trajectories which include
both directions of quadrotor thrust.

7.3

Astrobee

Three Astrobee robots will operate inside the ISS (Smith et al. 2016). Each robot is
assembled from a central module and two propulsion modules (left and right) seen in
Figure 1.1.
Within each propulsion module, driven by a battery-powered impeller, air flows
in through a central intake, lightly pressurizing a plenum, and flows out through six
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nozzles. Each nozzle points in a fixed direction but has independently adjustable flow
rate controlled by varying the open area with a pair of flappers driven by a servo.
With 12 nozzles altogether, the robot is capable of 6 DOF holonomic control.
The central module contains a variety of components, including computing and
sensors. There are three main processors called the low-, medium-, and high-level
processor; they are devoted to real-time control, general platform computing, and
guest science, respectively.
Astrobee’s on-board software provides several navigation modes (Coltin et al.
2016). In general-purpose mode, Astrobee uses the forward-facing NavCam to localize by extracting pre-existing visual features on the walls of the ISS, comparing them
with a prior map, and smoothing with visual odometry and IMU data. The forwardfacing HazCam LIDAR provides obstacle detection. In docking mode, Astrobee uses
the aft-facing DockCam to recognize visual fiducials on the dock, providing greater
robustness and accuracy during a final docking approach. In perching mode, Astrobee
uses the aft-facing PerchCam LIDAR sensor to recognize the 3D structure of an astronaut handrail, improving accuracy when attempting to grasp the handrail with
Astrobee’s perching arm (Lee et al. 2018). The on-line trajectory optimization algorithm described here is designed for use in general-purpose mode; the other modes
use short pre-planned target-relative approach paths.
Figure 7.14 provides a simplified architectural overview of Astrobee’s flight software. Robot state estimation is performed by a filter, which fuses IMU measurements
and visual features. Whenever the camera produces an image a registration pulse is
sent to the filter, which helps correct for the latency introduced by the localization
step. The mapping subsystem uses point clouds and the state estimate to build an
octomap-based representation of the world, which it fuses with keep-in/keep-out zones
to produce a map. The planners may use this map to find collision-free trajectories.
The mobility subsystem is responsible for dispatching a plan request to one of the
planners, obtaining a trajectory as a response, and forwarding this trajectory to the
controller. If the mapper reports an upcoming collision or the controller error exceeds
fixed tolerances, the mobility subsystem brings the robot to a safe stop. The con156
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Figure 7.14: Astrobee block diagram
troller runs at 62.5Hz, and produces a force and torque that drives the state estimate
towards the goal state given by the trajectory. For this reason the planners generate
trajectories that are sampled between 1 - 62.5 Hz. A separate module converts these
force and torque values to nozzle values for each of the two propulsion modules.

7.3.1

Dynamics and Control

The Astrobee platform is propelled by twelve nozzles with independently adjustable
flow rates; air flow is driven by a pair of battery-powered impellers (Smith et al.
2016). The robot is capable of holonomic control, but the thrust/torque saturation
limits vary for different motion axes, due to varying nozzle sizes and multiple-nozzle
effects (opening one nozzle reduces the air flow through other nozzles on the same
propulsion module). Taking into account the robot’s inertial parameters, the complicated resulting performance envelope has been empirically lower bounded with these
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simple limits given to the planner.
∣∣ω(t)∣∣ ≤ ωmax
∣∣ω̇(t)∣∣ ≤ ω̇max
˙
∣∣d(t)∣∣
≤ d˙max

(7.29)

¨
∣∣d(t)∣∣
≤ d¨max
For simulated results we can use the controller in (Watterson et al. 2016), but the
one implemented for the hardware is more sophisticated to control plenum pressure
along with dealing with different areas of different nozzles. The controller is out
of scope for this work, however the full source code is in the “GNC” module of
github.com/nasa/astrobee. It is implemented in Simulink with ROS wrappers
written in C++.

7.4

State Estimation

In this section, we will describe the different steps that enable a filter to recover
the 6-DOF pose of the rigid body in the inertial frame , using an UKF approach
based on the model shown in (Loianno et al. 2016) with a single camera an Inertial
Measurement Unit (IMU). The model presents the main challenge of dealing with
representation of a rigid body as element of SE(3) and the associated probability
distributions on this space. It is necessary to extend the concepts of covariance and
sigma points to the manifold space and to keep a minimal representation of the pose
uncertainty. We achieve this by developing the prediction and measurement update
on the tangent space and then move the estimation back onto the manifold. The
general UKF formulation is then adapted to when a state is not entirely expressed in
Euclidean space.
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7.4.1

Unscented Kalman Filter

The unscented transform is a method for estimating the mean and covariance of a
distribution subject to a nonlinear transform. A set of sigma points are defined to approximate the distribution of the random variable. It is possible to recover the mean
and covariance of the system, propagating the sigma points over the nonlinear distribution. Our filter implementation augments the state vector and state covariance
⊺

matrix with a process noise component. η = [ηg⊺ ηa⊺ ηb⊺a ηb⊺ω ] Defining the system’s
⊺

state the x of size S and the augmented state xa = [x⊺ η ⊺ ] of size N = S + 12 the
sigma points can be computed as
σ0 = xa (k) ,
σi = xa (k) ±
with

where

√

√

(λ + N ) Pa (k), i = 1, ⋯2N,

(7.30)

⎡
⎤
⎢ PS×S 0M ×12 ⎥
⎢
⎥
⎥
Pa = ⎢
⎢
⎥
⎢012×M Q12×12 ⎥
⎣
⎦N ×N
Pa (k) is the square root of the matrix Pa (k) that can be obtained using

Cholesky decomposition. Individual sigma points are propagated through the augmented nonlinear process model function f , which incorporates process noise in the
propagation equations, and the weights above are used to calculate the a priori state
estimate x̂ and covariance matrix P̂ are respectively
2N

x̂ (k) = ∑ wi f (σi ) ,

(7.31)

i=0

2N

⊺

P̂ (k) = ∑ wi (f (σi ) − x̂) (f (σi ) − x̂) ,

(7.32)

i=0

where
w0 =

λ
1
, wi =
, λ = α2 (N + β) − N.
λ+M
2 (λ + M )

Generally, α is set to a small value in the order of 10−3 and β = 2 is chosen if the state
distribution is considered Gaussian. For the measurement update, a similar approach
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is used and the state vector and covariance are increased with the measurement
noise and covariance respectively. The sigma points are then transformed through
the output measurement model h to compute the a posteriori state estimate and its
corresponding covariance as
x (k) = x̂ (k) + K (z (k) − ẑ (k))

(7.33)

P (k) = P̂ (k) + KPzz K ⊺

(7.34)

with
−1

2N

K = Pxz (Pzz + R) , ẑ (k) = ∑ wi h (σi ) ,
i=0

2N

⊺

Pxz = ∑ wi (f (σi ) − x̂ (k)) (h (σi ) − ẑ (k)) ,
i=0
2N

⊺

Pzz = ∑ wi (h (σi ) − ẑ (k)) (h (σi ) − ẑ (k)) .
i=0

As previously mentioned, this formulation is valid when the entire state space is Euclidean and for this reason, in our case, it is required the extension of the probabilistic
distributions onto the Lie group.

7.4.2

Gaussian Distribution on the Lie Group

Since the modeled pose state is expressed on the Lie group SE(3), it is necessary to
extend the concept of Kalman filtering to the Lie group from the definition of normal
distribution on this new space. According to (Yunfeng Wang & Chirikjian 2006) the
following distribution can be defined
Θ (X) = αe 2 (logG (X
1

∨ )P −1 log

G (X

∨ ))

(7.35)

When Θ is tightly focused around the identity the distribution of  = logG (X ∨ )
can be approximated by a classical Euclidean distribution on R6 with mean 06×1
and covariance P . This is the concatenated Gaussian distribution on G around the
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identity. It can be shifted using the left action of the Lie group around the µ ∈ G such
that
X = µ expG (̂
)

(7.36)

This expression allows the translation of the probability distribution from the tangent
space at the identity to the tangent space at any point on the Lie group G.

7.4.3

Unscented Kalman Filter on the Lie group

It is important to point out that the sigma points definition in not obvious when
dealing with Lie groups. Since the state that evolves on the Euclidean and Lie group
spaces, the UKF requires two challenges:
• Rigid body dynamics propagate the state and sigma points directly in SE(3),
needed to calculate a mean on the manifold and covariance outside the manifold
• Unlike Rn , vectors in different tangent spaces in a manifold cannot be directly
translated
To compute the mean of the process propagated distribution, we consider the
weighted mean of points on a Riemannian manifold is defined in (Hauberg et al.
2013). When generating the sigma points in SE(3), we cannot use the sum operation
as shown in Equation 7.30 for the SE(3) part. The sigma points can be generated
on the manifold as
σSE(3)0 = xSE(3) ,

√
σSE(3)i = xSE(3) expSE(3) (± (λ + N ) Pa (k)) ,

(7.37)

i = 1, ⋯2N.
They are then propagated through f and the mean and covariance are computed on
the tangent space as expressed by Equations 7.40 and 7.41 becoming a 6 × 1 vector
element that can be directly in the augmented state xa . This strategy is possible due
to the property defined in Equation 7.36. The choice of defining all the information
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on the tangent space is motivated by the fact, that classical Euclidean techniques
can be used for the prediction and the measurement update. Moreover, as mentioned
in (Hauberg et al. 2013), the definition of the distance d on the manifold space does
not guarantee to obtain a unique mean
2N

µM = arg min ∑ wi d2 (f (σim ) , ρ)

(7.38)

ρ∈SE(3) i=0

Where d denotes the geodesic distance on the manifold. Since there is no global chart
for SE(3), this minimization needs to be computed numerically, as no closed form
solution exists. However, if we consider the sigma points at To which are propagated
to Tp , the mean of the sigma points will be close to central sigma point (see Figure
7.15). This can be seen by taking the Taylor expansion of the propagation.
xk+1 = xk +

df
 + O(2 )
dxk

(7.39)

For small propagations, the deviations sigma points is also small and approximately
linear, thus so is deviation the mean. We note that this approximation is made by
EKF techniques (Bourmaud et al. 2013). Then, we compute on the estimate of the
mean by then taking the mean in the tangent space at Tp . (Mean adjustment in
Figure 7.15)
2N

logTp (µM ) = µTp ≈ ∑ wi logTp (f (σi ))

(7.40)

i=0

As in (Hauberg et al. 2013), the covariance at µM can be expressed based on
elements on the tangent space as
2N

⊺

PM = ∑ wi logµM (f (σi )) logµM (f (σi ))

(7.41)

i=0

Once the prediction and update are executed, the mean Tq is projected back to
the manifold (Figure 7.16). However, the Kalman update expresses the a posteriori
covariance at Tp . The parallel transport in Section 7.4.4 is used to translate the
covariance to Tq on the manifold.
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Figure 7.15: Representation of the mean computation after the process model.

7.4.4

Parallel Transport

In a non-euclidean space, it is not possible to directly compare tangent vectors in
different tangent spaces or differentiate tangent vectors along a curve. It is necessary
to formally define parallel transport through an affine connection.
We have have several options for connections. One choice is to use a connection
from (Yunfeng Wang & Chirikjian 2006). A natural compatible metric for Lie groups
is
∣∣T1 , T2 ∣∣SE(3) = ∣∣ logSE(3) (T1−1 ⋅ T2 )∨ ∣∣2 ,
T1 , T2 ∈ SE(3).
This induces an inner product on the tangent space as
1
⟨x, y⟩ = tr(xy ⊺ ),
2
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Figure 7.16: UKF on a manifold
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x, y ∈ se (3) .
Since we are modeling a physical system, we would like for our choice of connection to
make sense physically. Naively, we might want a connection of which the screw actions
are the geodesics. However, (Zefran et al. 1999) showed that any metric for which
the screw actions are geodesics, although bi-invariant, cannot be Reimannian. Thus,
the transport of the covariance will not retain its positive definiteness. We choose
to use the left-invariant connection which makes physical sense as shown in (Zefran
et al. 1999). The non-zero Christoffel symbols are (note the switch of notation with
respect to (Zefran et al. 1999))
Γ645 = 1/2

Γ564 = 1/2

Γ456 = 1/2

Γ654 = −1/2 Γ546 = −1/2 Γ465 = −1/2
Γ342 = 1

Γ153 = 1

Γ261 = 1

Γ351 = −1

Γ162 = −1

Γ234 = −1

The equation below defines the covariant derivative of v along the curve ξ ∈ SE (3),
denoted with ∇ξ̇ v, is defined by the Christoffel symbols above for the k th component
v̇ k + ∑ Γkij ξ˙i v j ,
i,j

d i
dt ξ

= ξ˙i , i, j, k = 1, ⋯6.

(7.42)

The parallel transport is defined by setting covariant derivative to zero
∇ξ̇ v = 0

(7.43)

Since SE(3) has non-zero curvature, the parallel transport is dependent on the path
we move the covariance on. A common choice of the path is the geodesic γ(t) ∈ SE (3)
between the points p and q given by (Bullo & Lewis 2004), which is the curve that is
parallel to itself
∇γ̇ γ̇ = 0.

(7.44)

Along the geodesic, the parallel transport results in the set of linear time non-invariant
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equations
v̇ = A(t)v.

(7.45)

We cannot compute this in closed form solution, because A(t)A(τ ) ≠ A(τ )A(t). To
be able to compute the transport in closed form, we instead choose to move the
covariance along the line ξ¨ = 0. The curve ξ¨ = 0 is a good approximation for the
geodesic γ obtained using the left invariant metric. Specifically, the three exponential
coordinates corresponding to the rotation are identical along the two curves. The
other three coordinates are different for each curve as, shown in Figure 7.17, for a
rotation by

π
12

radians and translation of 1.4 m. This error is negligible since our

measurement update runs at 30 Hz. The camera need to be moving at 4.2 m/s and
7.9 rad/s to need a correction of this size during the measurement update. With this
approximation the parallel transport becomes time invariant
⎡
⎤
⎢03×3 B ⎥
⎢
⎥
⎥,
v̇ = Av, A = ⎢
⎢
⎥
⎢03×3 C ⎥
⎣
⎦

(7.46)

̂
̂
B = ˙ 1∶3
ξ, C = 21 ˙ 4∶6
ξ.

(7.47)

Using the Taylor expansion for eA we can derive the closed form expression
eA =
⎡
⎤
⎢I3×3 (I3×3 + 12 (1 − cαB )C + 13 (αC − sαB )C 2 )B ⎥
⎢
⎥
αC
αC
⎢
⎥,
⎢
⎥
I3×3 + α12 (1 − cαC )C 2 + α1C sαB C
⎢03×3
⎥
⎣
⎦
C
1
αC = ∣∣ξ˙4∶6 ∣∣2 , cαC = cos αC , sαC = sin αC .
2

(7.48)

We will need to move a covariance around the manifold during measurement update
step in our filter. We model the covariance in the tangent space at current location
in the manifold. Thus, it is expressed as the expected value of the outer product of
the error state random variable ev
Σ = E(ev ⋅ e⊺v ), ev = v − E (v)
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(7.49)
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Figure 7.17: Approximating the geodesic with ξ¨ = 0. We have plotted both curves
as translational components of expSE(3) ξ and expSE(3) γ on the x − y plane (left) and
x − z plane (right).
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where E (⋅) indicates the expected value in Tp . To translate the covariance to Tq using
the path described in Section 7.4.4, the resulting parallel transport of the covariance
is
Σ′ = E((eA ev ) ⋅ (eA ev )⊺ ) = eA E(ev ⋅ e⊺v )eA ,
⊺

Σ′ = eA ΣeA .

(7.50)

⊺

Finally, another important aspect is related to the cross covariance terms. Translating
the covariance related to the SE(3) state block implies that the cross covariance
should be properly recomputed. Recalling that the Cartesian part of the state is
indicated by xc the cross covariance Σev xc between ev and xc is computed according
to
Σev xc = E(ev ⋅ x⊺c ),
Σ′ev xc = E((eA ev ) ⋅ x⊺c ) = eA E(ev ⋅ x⊺c ),

(7.51)

Σ′ev xc = eA Σev xc .
The cross covariance term is the original one scaled by the solution of the parallel
transport.

7.5

Experimental Results

The experimental tests have been performed in the GRASP Lab (Michael et al. 2010)
at The University of Pennsylvania. The considered working area is a volume of
5 × 4 × 5 m3 . The camera-IMU system setup is mounted on the front of the vehicle. It

Module
Time

Prediction (ms)
2.1

Tracking (ms)
3.4

Update (ms)
4.2

Table 7.1: Average computation breakdown of major modules in our system with
20 − 30 landmarks in the state.
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is composed by a Matrix Vision mvBlueFOX-MLC1 camera and a Microstrain IMU2 .
The image processing runs on 752×480 pixels at 30 Hz, whereas the IMU rate has been
set to 100 Hz. The entire solution has been developed using the ROS3 framework. The
total weight of the system, including a 3-cell LiPo battery, is 1 kg, which makes this
setup compatible with the vehicle’s payload. The vision measurements are obtained
by tracking features in the environment via the KLT tracker (Jianbo Shi & Tomasi
1994) using FAST corner features (Rosten & Drummond 2006). In the filter’s state,
we try to keep between 20 and 30 landmarks, which is compatible to obtain real time
performances to obtain a pose at IMU rate. A representation of the map created by
our framework is shown in Figure 7.18. The measurement delay due to the image
processing is taken into account buffering the IMU values until a new measurement
from the Visual Inertial Odometry (VIO) algorithm is provided. Then, all the stored
IMU measurements newer than the current VIO measurement are used again in the
prediction step.

Figure 7.18: Point cloud from VIO: red points were tracked in the past, violet points
are currently tracked, trajectory is denoted by the blue line and camera pose by the
red quadrotor.
1

http://www.matrix-vision.com/
http://www.microstrain.com/
3
http://www.ros.org/
2
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Figure 7.19: Cartesian 3D position of the vehicle, with vicon (blue) and VIO estimates
(red).

Max. Velocity
norm (m/s)
1.0

1.7

Cartesian
Component
x
y
z
x
y
z

RMSE VIO
estimation (m)
0.1343
0.1771
0.0936
0.1086
0.1820
0.1260

RMSE VIO no PT
estimation (m)
0.1687
0.1987
0.2345
0.1798
0.251
0.1235

RMSE
Velocity
0.1432
0.1351
0.1761
0.1405
0.1612
0.1486

STD position
VIO (m)
0.1142
0.1488
0.0751
0.1007
0.1165
0.0466

STD position no PT
VIO (m)
0.1482
0.1746
0.1558
0.1793
0.1699
0.1069

STD
velocity (m/s)
0.1398
0.1256
0.1656
0.1400
0.1514
0.1418

Table 7.2: Position and velocity RMSE and STD of the VIO with and without the
parallel transport (no PT), compared to Vicon at different speeds.

Orientation
Ψ (R, Rd )

Max. Velocity norm (m/s)
1.0
1.7

RMSE VIO estimation
0.0022
0.0023

RMSE VIO no PT
0.0050
0.0026

STD VIO
9.4381 × 10−4
6.2298 × 10−4

STD VIO no PT
0.0027
0.0019

Table 7.3: Orientation RMSE and STD in radians of the VIO and the UKF estimates
with and without the parallel transport (no PT), compared to Vicon.
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Figure 7.20: Cartesian positions of the vehicle with vicon (blue) and VIO estimates
(red).
In this experiment, the system is set to follow a trajectory in 3D space (Figure
7.19) to test the dynamic properties of the system. The results confirm the localization
properties of the presented architecture and fully validate the proposed approach for
autonomous navigation in an unknown environment. The vehicle’s control is based
on the SE(3) controller shown in (Lee et al. 2013). This choice is motivated by the
fact that this controller guarantees the exponential stability of the system.
The trajectory is generated according to previous works (Mellinger & Kumar 2011,
Thomas et al. 2014). Since the input is an algebraic function of the fourth derivative
of the position (snap), it is convenient to plan smooth trajectories that minimize the
snap of the trajectory.
In Table 7.3, the orientation RMSE and STD values with respect to the motion
capture system are reported for two cases. We changed the maximum velocity showing
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Figure 7.21: Cartesian velocities of the vehicle with the vicon (blue), and VIO estimates (red).
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that the system performs similarly in different conditions. The errors are more than
sufficient for autonomous navigation. Moreover, it is important to point out that these
results have been obtained employing a single pose state filter instead of a window of
poses as in (Hesch et al. 2013, Shen et al. 2015) and feature tracking without using
any image descriptor as in (Jones & Soatto 2011, Kelly & Sukhatme 2011). To fully
validate the proposed approach the same tests have been repeated without the use of
the parallel transport discussed in Section 7.4.4. The reader can notice in Tables 7.2
7.3, the RMSE and STD for both position and orientation. The parallel transport
contributes to uncertainty and error reduction. In the multimedia material attached
to (Loianno et al. 2016), in addition to the classical navigation tasks, we show that
360○ rotation around camera axis does not cause any singularity according to the
proposed approach.
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Chapter 8
Implementation
With any system, planning, control, and estimation cannot just happen between a
start and goal. The robot needs to execute low-level tasks such as turning on its
motors, taking off, landing, and transitioning between controllers and planners. In
addition during re-planning different control, planning and mapping threads need to
communicate with each other to produce the desired behavior. In this chapter, we
discuss the details of the high level logic used throughout the experiments in this
thesis and in support of the results of experiments in the papers (Liu et al. 2017),
(Mohta et al. 2017), (Mohta et al. 2018).

8.1

High Level Automaton

We also seek to address the completeness problems with only planning within a local
horizon. Figure 8.2 shows an environment were a myopic planner will fail as a path
to the goal requires backtracking beyond the range of the sensor.
A planner which uses the whole observed map does not have this short sight. However, the completeness comes at the cost of computation efficiency. As the observed
map grows, so does the time required to synthesis a plan. Since a short sighted planner works most of the time, we use an approach which switches between a LRRHCP
and a SRRHCP to plan quickly without sacrificing completeness.
The receding horizon control policy operates over a short range and a long range.
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Figure 8.1: Receding Horizon Control Policy (RHCP)

Figure 8.2: A plan from start (green star) to goal (red octagon) with information
only inside burgundy circle will get stuck in the corridor (blue) if it continues to plan
with local information
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Figure 8.3: Our goal is to generate safe trajectories (cyan) in a bounded environment
with obstacles (green), using information in limited sensing radius (blue sphere).
We maintain two receding horizon control policies, to plan a quickly as possible, but
without sacrificing completeness by retaining memory of what the robot has observed.
They both make progress towards the goal based on new observations of obstacles.
At the same time, we ensure safety by maintaining that the robot can come to a
complete stop at all times.
The global planning method alternates between the SRRHCP and the LRRHCP
using algorithm 4. The SRRHCP is not complete, as it can get stuck in local minimum. The LRRHCP is complete, but cannot handle re-planning from a from a way
point with non zero velocity. However alternating between the two can be used to fly
through an unknown environment without getting stuck.
The robot can explore its environment locally using the SRRHC, but may not be
able to reach its goal due to local minimums (Figure 8.5). As it moves, it updates an
explored region R ⊂ R3 which is the union of all sensed space. This can be efficiently
represented with the Delaunay tetrahedrons. When the robot can no longer progress
with the SRRHC, it executes its stopping policy.
Whenever the SRRHC stops, either the goal is inside the reachable subset of the
explored region R ⊂ E, or the goal is outside this region. In the first case, the LRRHC
can find trajectory it if one exists. In the second case, we look at the intersection of
the boundary of the reachable set and the boundary of the explored region ∂R ∩ ∂E.
If this set is empty then the reachable set is strictly inside the explored region, thus
there is no way to expand the reachable region. In this situation no path can exist
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because the robot has started in a compact region which does not contain the goal.
If ∂R ∩ ∂E is not empty, the LRRHC finds a path to a point on the boundary of
the reachable set and explored set. Traveling to this point will increase the explored
region R, and then the planner switches back to the SRRHCP. Assuming that the
environment is finite, this procedure will always terminate with success, or failure
because the explore region is limited to the size in which it can grow.

8.1.1

Validation

For the simulation results, we used a desktop workstation with 24 GB of RAM and
a quad core 3.4 GHz processor. All software is written in C++ using the Robotics
Operating System (ROS) to handle all of the sensor communication. The optimization
is done by the Gurobi package (Gurobi Optimization 2015) using its C++ interface.
We use one thread each for the dynamics simulation, control, SRRHCP, LRRHCP,
and full RHCP.
The obstacles in simulation are cylinders with a fixed radius and height modeled
by regular polygon prisms and inflated by the radius of the robot to avoid collision.
We built environments in two different ways using rectangular meshes: firstly crisscrossing pole like obstacles as in Figure 8.4 and the other with similar obstacles
distributed randomly in both position and orientation (Figure 8.3). The robot was
commanded to fly to a point 20 m away using the full RHCP, only the SRRHCP, and
only LRRHCP planners.
The planning and execution time for the trajectories in a prototypical criss-crossed
environment with size of 20 m by 10 m were tested with using the SRRHCP, the
LRRHCP re-planing with a 5m sensing radius, and the LRRHCP with the infinite
sensing radius. In this example, the SRRHCP never got stuck, so the full RHCP
reduced to using just the SRRHCP. The results for this are tabulated in table 8.1.
The LRRHCP with the infinite sensing radius generated a plan through 30 convex
cells. The full RHCP was run on the random environment (Figure 8.3), which has
the same dimensions as the criss-crossed environment.
We also validated the LRRHCP using an AscTec Pelican MAV (Ascending Tech177

Algorithm 4 Full Receding Horizon Planner
1: Given Xs and Xg
2: Explored Region E ← Current Sensing
3: X ← Xs
4: while X ≠ Xg do
5:
while Short Range RHCP is Sucessful do
6:
(Φk , Ψk ) ← arg min ∣∣Φk (∆t ) − Xg ∣∣2
(Φk ,Ψk )∈Pk

7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:

Execute Φk
X ← Φk (∆t )
E ← E∪ Current Sensing
end while
Execute Ψk
X ← Ψk (Ts )
Find R ⊂ E such that R is reachable from X
if Xg ∈ R then
W ← Long Range RHCP from X to Xg
else
Y ← arg min ∣∣y − X∣∣2
y∈∂R∩∂E

W ← Long Range RHCP from X to Y
if W = ∅ then
return No Path Exists
end if
end if
Execute W
end while
return Success
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Figure 8.4: Criss-crossed environment

Figure 8.5: SRRHCP has failed to find a new trajectory and has executed stopping
policy Ψk . During execution, the explored region E has grown to lavender region.
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Figure 8.6: All of the explored area is reachable R = E. The LRRHCP plans a
trajectory to the closed point on the boundary of the reachable region ∂R to the
goal.

Figure 8.7: After LRRHCP trajectory is executed, the SRRHCP regains control and
is able to go directly to the goal since it is within the sensing radius.
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nologies, GmbH 2008), see the video for the robot planning and executing a sequence
of 3D trajectories in the criss-cross environment.
We have presented a planning and trajectory generation method to enable fast
navigation of a system with high order dynamics through an 3D environment. Using
a geometric decomposition of the environment, we are able to quickly form and solve
a quadratic program to generate smooth trajectories which avoid obstacles.
Using a short range receding horizon control policy, we are able to generate safe
stopping policies concurrently with minimum snap trajectories. Using this myopic
approach cannot completely navigate the environment, but we combine it with our
Delaunay triangulation based trajectory generator to generate a full receding horizon
control policy.
Type
SRRHCP
LRRHCP
LRRHCP
Full RHCP

Radius
5m
5m
∞
5m

SRRHCP Iter
15
0
0
11

LRRHCP Iter
0
6
1
2

Total Time
24.08
26.14
11.29 s
41.84 s

Table 8.1: Total time in criss-cross environment (SRRHCP, LRRHCP) and random
environment (Full RHCP)

8.2

State Machine

To be able to test our algorithms on a fully autonomous system, we designed a
high level state machine to arbitrate behaviors and autonomous missions. This state
machine can also easily interface with an interactive graphical user interface (GUI),
which facilitates algorithm testing by allowing testing of individual behaviors while
streamlining their autonomous sequencing.
We use the design methodology that every state within out state machine is itself
a state. This allows for behaviors to be build up modularly using state machines as
building blocks. For example, primitive actions include turning on and off motors,
transitioning between controllers, activating takeoff or landing, getting trajectories
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from the planner, executing re-planning, and turning on and off perception and estimation. These actions are formed together into state machines such as a takeoff
state machine which first turns on the motors, transfers to a takeoff controller, sets
the take off hight and then waits for completion. Other non-primitive state machines
used were exploration, go to way-point while re-planning, go in window, descend
stairs, go through multiple way-points and land.
In addition to the state machine, we developed a Graphical User Interface (GUI)
which allows a user to initiate behaviors from the state machine, record and replay
planned trajectories, place/save/load way-points, change planner and sensor parameters, and view debugging visualization. This GUI was used to run most of the
experiments presented in this thesis as well as powering experiments in (Mohta et al.
2017) and (Mohta et al. 2018).

8.2.1

Validation examples

Some more complex results of the state machine include executing a warehouse mission where the robot navigated an unknown environment and was trying to find a
truck near a specified goal location as seen in the video from (Mohta et al. 2017).
We show the state machine in Figure 8.8 which is example of a behavior which is a
linear execution sequence. If any of the states returns an error, the entire behavior
returns out of a “failed” state. Otherwise the robot terminates is a done state and
would flash an LED to indicate that it was done. This setup was able to successfully
navigate several unknown warehouse environments without colliding with obstacles.
The state machine framework can also run multiple states in parallel as show
in Figure 8.9. When constantly re-planning, trajectories need to be simultaneously
planned and executed by different processes running on-board the robot. These concurrent states coordinate the scheduled requests of both a planning and execution
service as well as checking the result for failure or termination of the re-planning at
the goal. A third state is responsible for determining the rate at which these service
requests are sent. With the GUI interface, a live view of the state machine shows
which states are currently being executed. This allows the operator to understand
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the intension of the robot and abort any behavior using an array of labeled buttons.
The user can also drag goal way-points into an environment visualization and start
the re-planning process via an interactive window.
An example of more sophisticated decision structure is shown in Figure 8.10 were
the logic can have branching paths. This state machine was able to coordinate an
exploration behavior of an unknown floor as well as descend a staircase. These behaviors were chained together to create a state machine which was able to perform a
tactical mission which took off, approached a building, found and entered through a
second floor window, explored the top floor, descended a staircase, exited the building, and landed. This behavior was completely autonomous from grounded state to
grounded state.
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Figure 8.8: Automatically generated visualization of part of the state machine used
for indoor warehouse navigation mission. This arbitrates the takeoff sequence and
coordinates getting the goal from a file, transforming it into a local coordinate system,
and executing the planning loop.
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Figure 8.9: Visualization of the re-planning part of the state machine and graphical
user interface for a simulated single way-point navigation mission. On the left, are
three concurrent states with the active states highlighted in green. The simultaneous
planning and executions is handled by two states while a third “epoch increment”
state ensures that the timing is synchronized during re-planning. In the middle is a
selection of GUI buttons to start various state machine behaviors. On the right simulated obstacles are shown along with a placed way point, convex constraint corridor,
optimized trajectory, and visualization of the robot and simulated sensing.

Figure 8.10: Visualization of the state machine used for an indoor exploration mission
with a simulated environment.
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Chapter 9
Conclusion
In this thesis we have presented the application of differential and computational geometric techniques to control, planning, and estimation for free flying robotic systems.
We draw parallels between quadrotor systems and Astrobee, an ISS free flying robot,
in order to formulate the trajectory generation problem in a general manner allowing
a united treatment of both systems. In Chapters 4, 5 we stated and solved the trajectory generation problem for these systems. In Chapter 6, we showed how to ensure
collision avoidance for these trajectories using computational geometric techniques.
We presented these systems in detail in Chapter 7 and showed how to create control
algorithms that are tailed towards their individual dynamics. Finally, in Chapter
8, we documented the rest of the system software needed to control the robots and
showed how different geometry can help with state estimation.
In all of these chapters, we have not only presented novel research ideas and developed new algorithms, but also demonstrated these algorithms on real hardware
robotic systems. This required systems design and integration, as well as, an algorithms desire to design computationally efficient methods which can work with
limitations on processing power and resources. With the aerial platforms, robustness
is also a design requirement as crashes have a high probability of breaking computational and sensor elements of the robot. Finally, some of our algorithms for Astrobee
have been integrated in the final delivered product and will be deployed for end user
use.
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9.1

Summary of Contributions

The key contribution of this thesis are:
• We developed trajectory generation algorithms on R4 using motion primitives
and trajectory optimization for a quadrotor platform operating with an on-line
re-planning framework.
• We have used differential geometry to propose a trajectory generation for arbitrary smooth manifolds using an optimization-based approach.
• We demonstrated trajectory generation on R3 ×S 2 for improving the localization
accuracy of a visual-inertial guided quadrotor platform.
• We presented a differential geometric optimization for SE(3) for a free-flying
robot which will operate on-board the international space station.
• We prosed a trajectory generation and control methodology for quadrotors
based on the Hopf fibration.
• We have planned trajectories for a formation of robots in a cluttered environment using a trajectory optimization on SE(3).
• We can ensure collision avoidance for robots using a myriad of novel computational geometric approaches to modeling free space in the environment.
• We estimate the pose of a quadrotor using a filter formulated with differential
geometry to model covariance on SE(3).
• We have integrated our approaches on a large variety of platforms and designed
high-level autonomous behavior.

9.2

Future Directions

With the results of this thesis, there are still many open research questions and areas
which range from extensions to grand challenges in the field of robotics. The op187

timization methods in this thesis have all made a rational choice of cost functional
based on desired physical properties and lots of prior works using the same objective. Other works have used other optimization criterion such as time-optimal or
maximizing information gain. Currently, beside qualitative results, there are no true
quantitative measures which can compare the quality of trajectories across all of these
cost functionals and all dynamical systems. This creates a huge challenge in terms
of benchmarking different planner against each other and judging the quality of results between planner. A grand challenge in robots is to develop a rigorous theory
of planning which can bridge these different objectives and define a “ground-truth”
equivalent for the planning problem. Doing so, would greatly improve the field of
planning and would allow the community to agree on common tests analogous to
the benchmarks used in the estimation and perception communities. In addition to
this grand challenge, there are more immediate research areas which can be explored
using ideas from this thesis.

9.2.1

Hardware Accelerated Planning

The most computationally demanding parts of the methods presented in this thesis
lie in two areas: the visual front end for the state estimation, and the gradient and
Hessian calculations of the trajectory generation. With the advent of advances in
Graphical Processing Units (GPUs) and Field Programmable Gate Arrays (FPGAs),
there is potential to parallelize these bottlenecks in hardware at the expense of implementation complexity. As these algorithms mature, this is an obvious next step
towards deploying these algorithms on smaller systems.

9.2.2

Multi Robot Systems

We have shown how to use trajectory optimization techniques for a multiple quadrotor
system in a fixed formation, but believe it can be extended to plan in situation
where the trajectory is not fixed. (Tang et al. 2016) showed how to do this using a
convex corridor of 3D polyhedra, but we believe that using an n-dimension corridor
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could provide a less constrained optimization, and thus a more optimal solution.
Existing literature is sparse on this subject because the simplest non-trivial requires
a 4 dimensional space which is hard to draw intuition from.

9.2.3

Tightly Coupled Planning and Estimation

Another application for these methods are unifying the planning and estimation problems in a tightly coupled fashion. With the current state of the art perception aware
planning techniques, the estimator runs separately from the planning, but the planning depends on the result on the estimator. With a tightly coupled approach, an
optimization based estimation approach can be fused with the planning optimization
and thus only one optimization would run. This can directly encode dependency between the two subsystems and simplify the management of computational resources.
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