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l Introduction* Let A denote a commutative normed algebra with multiplicative unit and norm || ||. In [2] , Arens and Hoffman showed that it is possible to norm A [x]l(a(x) ), where a(x) = Σ?=o a i χi is a monic polynomial over A, in such a way that the canonical mapping of A into A [x]l(a(x) ) is an isometry as well as an isomorphism; in fact, they give a family of norms on A[x]/(aQ), all of which are equivalent. Specifically, let ί be a positive number which satisfies t n | | a 0 1| + || a x \\t + + || α w _χ || t n~\
Let ΣS 1 ap* + (a(x)) be any coset in A[x]l(a(x)).
As is well known, Σi=o uft 1 is the unique representative of this coset of lowest degree. Thus, || Σ?^1 
is an isometry of A into A[x]/(a(x)).
(Unless otherwise stated, we assume without loss of generality that t = 1.) From the form of the norm we see that A [x]l(a(x) ) is a Banach algebra under this norm precisely when A is a Banach algebra under 11 11 I n the present paper, we deal mainly with the case where A is a Banach algebra. In section nine we deal with, at some length, more general algebras.
In this paper we are mainly interested in the algebraic aspects of the extension B = A [x] /(a(x) ). However, we also present results which are Banach algebraic in nature. For example in section three we give a complete description of the Silov boundary of B. Section four is devoted to the study of the inheritance by B of the Banach algebra properties of regularity and self-adjointness. In particular, we show that if A is regular then B is also regular. Self-adjointness is not always inherited as Example 4.3 shows. A sufficient condition (which is satisfied, for example, when the discriminant of a(x) is invertible) is given under which this property is inherited. (This condition states that the set S(a(x), A) of singular points of a(x) is empty. This means that the natural mapping of the carrier space of B onto the carrier space of A is a local homeomorphism with respect to the weak* topologies. See section two for a complete discussion of this concept.)
In section five we once again make use of the condition that a{x) has no singular points. Theorem 5.2 states that if A is semi-simple and if S(oc(x) , A) = φ, then B decomposes into the direct sum of a closed subalgebra of the form A [b] , with a(b) = 0, and the radical of B.
The next section is motivated by a well-known result in classical field theory. If A is a field and a(x) an irreducible polynomial, then any root be B oΐ a(x) -0 gives rise to an automorphism (Σϊ=o a i χi + ( a ( χ )) -* ΣS^ofliδ*) °f B which leaves invariant each element of A. In the present context this is no longer generally true. However, we are able to give two sets of conditions which assure us of this conclusion. (Rad(A) denotes the radical of A) and that the Gelfand transform of b satisfy a certain separation property. Also in section six we give conditions under which the automorphisms of B which leave each element of A invariant are periodic. The period is shown to be a factor of n\, n = degree of a{x) over A. Examples can be given which show that in the absence of any restrictions some of the automorphisms of B leaving invariant each element of A have infinite order.
In the next two sections we deal exclusively with polynomials over A which have invertible discriminants in A. Section seven is concerned with the problem of extending a ring isomorphism of A x onto A 2 to an isomorphism of A^x\j{a x {x)) onto A 2 
[x]/(a 2 (x)).
A necessary and sufficient condition is given under which such an extension exists. The extension is not necessarily unique. Prior to establishing this theorem we characterize those elements be B such that B = A [b] (= algebra of polynomials in b with coefficients in A). Attention is given to extending involutions on A to involutions of B.
In section eight we show that repeated extensions are again simple algebraic extensions (algebraically and topologically) of the type under discussion in this paper.
In the last section we give a complete description of the radical of B. The major results are stated for algebras over fields of characteristic zero. The main theorem (9.2) states that if A is semi-simple, then the radical of B is a nilpotent ideal. The degree of nilpotency is also specified. As a corollary, we have that if B is semi-simple, then A is semi-simple and the discriminant of a(x) is not a zero divisor in A, or zero. Applying this to the case of a tractable normed algebra (intersection of the closed maximal ideals is (0)), we show that the radical of B and the intersection of the closed maximal ideals of B coincide.
We now proceed to section two which contains some preliminaries gathered from other sources.
2 Preliminaries. If A is a Banach algebra (always assumed to ALGEBRAIC EXTENSIONS OF COMMUTATIVE BANACH ALGEBRAS 561 be commutative and to possess a multiplicative unit e), then Φ A (called the carrier space of A, [12] ) is to denote the space of (non-trivial) multiplicative linear functionals on A to C (= complex numbers). If (h, λ) /(a(x) ), a(x) monic), is (identifiable with) the set {(h, λ)e^ x C: (h, \)a(x) = 0}. It should be noted that if (h, λ) e Φ Bf then | λ | <£ 1 (recall that we are assuming Σ?=o II <*i II ^ 1 so that || x + (a(x)) || = 1). The coset a + (a(x)) will be denoted by a for aeA and x + (cc(x)) will be denoted by [x] .
x will be considered as an indeterminant over A (= Gelfand representation of A) and C as well as an indeterminant over A. If β(x) = Σβ^e A [x] , then β(x) is to denote the polynomial ΣβiX 1 over A and β h {x) is to denote the polynomial Σβi{h)x ι over C. If β(x) e A [x] and Λ(λ) = 0, λ e C, but /S Λ (a?) not the zero polynomial, then we denote the multiplicity of λ as a root of β h (x) -0 by M β (h, λ). We call M β the multiplicity function of β(x).
We include for the convenience of the reader several results that we will need from other sources. 
7Γ defined by
, m, and TΓ" 1^ Vi)) = UΓ-i V*.
2.3. Λf rt is locally constant at (h, λ) e Φ B if and only if π is a local homeomorphism at (h, λ). 
The Silov Boundary of A[x]/(a(x)
). Let A' be a Banach algebra extension of the Banach algebra A, let 9A, dA f denote respectively the Silov boundaries of A and A r , and π the natural mapping of
Then it is well known that
, then this result can be sharpened; indeed, we have that dB = π~\dA). In the proof of this assertion, we need (Theorem 5, Appendix IV, [5] ): A necessary and sufficient condition that h 0 e dA is that for each neighborhood V in Φ A of h 0 there is a function feA whose absolute value |/| attains its maximum (which we may assume is 1) on V and is less than that on Φ A ~ V.
Proof. We first show that π~\dA) c dB. 
and π(dB) c 9A. Using the fact that π~\dA) c dB, we Z) 9B. This completes the proof of the theorem.
Thus, A o e have that 4» Inheritance of the properties of regularity and self *adjointness The properties of regularity and self-adjointness are possessed by many important and interesting Banach algebras and hence it is of interest to know whether these properties are inherited by the extension B. G. A. Heuer in [6] has shown that if A is regular and self-ad joint and if in addition the discriminant of the monic polynomial a(x) is invertible in A y then B is both regular and self-adjoint. In this section, we show that regularity is always inherited (without the assumption of self-adjointness). As a corollary we show that if A is dense in C(Φ Λ ) f then B is dense in C(Φ B ). (For a discussion of the inheritance by B of the sup norm completeness of A, the reader is referred to [7] .) Example 4.3 shows that the self-adjointness of A is not always inherited by B. We finally show that if S(a(x) 9 A) = φ, then selfadjointness is inherited. Since / is a closed ideal, B/I is a Banach algebra with carrier space (identifiable with) π~x{V) (cf. [11] ). By [13] The corollary below extends the following result of Heuer [6] : If A is dense in C(Φ Λ ) and if for each singular point h, π~\h) consists of exactly one point, then B is dense in C(Φ B ). The proof given below is essentially due to Heuer. We now turn our attention to the question of inheritance of the property of self-adjointness, and first give an example which shows that this property is not always inherited by the extension.
But this means that a λ (z) = exp( -arg^), z Φ 0. This is a contradiction since exp(-arg#) is not extendable to a continuous function on Δ. THEOREM 
Let Abe a self-adjoint Banach algebra and a(x) =
Then / e C(Φ B ) and β(f) = 0, where
, n -1, and β n = e. Since the multiplicity function M a of a(x) is locally constant on Φ B , it follows that M β (•,/(•) ) is locally constant on 0 Λ , where M β is the multiplicity function of β(x) when viewed as a polynomial over 5. By 2.5, it follows that /e B so that JS is self-ad joint since (Σ «<([»]")*)" = 5* On the Wedderburn. decomposition of JB, In this section we discuss the Wedderburn decomposition of the extension J?, that is, the decomposition of B into the direct sum of a closed subalgebra B o of B and the radical Rad (5) of B (B = B o © Rad(B)). As is well known, such a decomposition in general does not hold for Banach algebras, even in the weaker sense where one does not require that the subalgebra be closed. We will give an example which supports this statement. Bade and Curtis have given an example in [3] . Feldman, in [4] , gave an example where the stronger Wedderburn decomposition failed to hold. For this example, the weaker decomposition holds. (5). We next show that the sum is a direct sum. Let t be the degree of β(x) over A. Then ΣS άft can be expressed in the form Σto α^ for some choice of α 0 , , α^x in A. Suppose now that Σ^ϊ 0^ e Rad(J?). Then ΣίΞία^ is a multiple of β(x) (this follows since the radical of B is a principal ideal generated by β([%])) Thus, the α/s must all be 0. Thus, the sum is direct. (5) is generated by The general situation follows immediately from what was proved above and the following observations. Let e l9 e 2 , -,e m be the idempotents which appear in the factorization of a(x) which was displayed in 5. (5). This completes the proof of the theorem.
The condition that S(a(x), A) = Φ (A
We now present an example that shows if we drop the condition that S(a(x), A) = φ, then the conclusion of Theorem 5.2 is not assured. 
6, Automorphisms and conjugate roots* If g: A[x]/(a(x)) -> A[x]/(a(x)) is an automorphism such that g(a) = a for all a e A, then g{[x\) is obviously a root of a(x) -0 and A[#(|X|)] = A[x]/(a(x)).

Conversely, if a(b) = 0,be A[x]/(a(x))
, need the homomorphism g: la^xf-> 2^6* be an automorphism of J5? The answer is no in general (recall Theorem 5.2). However, there are various conditions (see 6.1 and 6.3) under which such homomorphisms g are automorphisms. In 6.4 we give conditions under which automorphisms of the above type are periodic. We begin with THEOREM 
Let a(x) be a monic polynomial over the Banach algebra A. If be B such that A[b] is dense in B and a(b)
Proof. What we actually prove is this: if T is a linear transformation of A n -Ax xA onto a dense subset of A n such that a T (a u , a n ) = T(aa u , aa n ), then T is one-to-one and onto. For a norm in A n we take || (a u , a n ) \\ = Σ?=i II α * ll (Clearly the homomorphism # has these properties; note that as a Banach space B = A n .) Let heΦ A and let T h denote the mapping T h \(h(a^) 9 , h(a n )) - 
Proof.
By the definition of #*, we know that for aeA and Proof. Corresponding to the homomorphism g: h, g([x\T(h, λ) , the determinant associated with T is invertible in A so that T is one-to-one and onto. But then g must also be one-to-one and onto. This completes the proof of the theorem. COROLLARY 6.4 
. // d is invertible in A, then (*): G(B: A) -> (P^) is one-to-one and once.
In closing, we remark that if g e G(B: A), then # is continuous and (y) ) (degree a x (x) = degree 0L 2 (y))t Simple examples show that (*) and φ can not always be extended. However, under the added assumption that the discriminants of a x (x) and a 2 (y) are invertible in A 1 and A 2 , respectively, then there is a necessary and sufficient condition that φ exist. The condition is stated in terms of a topological mapping. The case of extending (*) is less simple. In the proofs of our results on extending (*) and Φ, we must consider elements b e A[x]/(a(x)) such that b separates the points of the fibers π~\h), h e Φ Λ . We will show that if the discriminant of a(x) is invertible, then such elements generate all of B over A. Before we prove this, we state a lemma which says that repeated extensions are algebraic in the strict sense of the word. The lemma is more general than needed here but will be used in the next section. A proof of this lemma is to be found in [15] (page 255). THEOREM 
Let A be a Banach algebra and let a(x) e A[x] be a monic polynomial with an invertible discriminant in A. Then be B has the property that A[b] = B if and only if b separates the points of π~~\h) for each h e Φ A .
Proof. Suppose that A[b] = B. Then there are elements a { e A such that [x] = Σaft. If b(h, λ) = b(h, λ') where (h, λ) and (h, λ') are points in Φ B , then [x]^ (h, λ) must be equal to [x]~ (h, λ') so that λ = λ' since [x]~ separates points of π~~λ(h). Hence, b separates the points of π-\h) for each h e Φ Λ .
Suppose now that 6 separates the points of π~\h) for each h e Φ Λ . By Lemma 7.1, we know that b satisfies a monic polynomial β(x) of degree n(= dega(x)). Since for each heΦ A ,b takes on n distinct values on π~\h), the discriminant of β(x) must be invertible in A. Let
B o denote the extension A[y]/(β(y)).
Then The corollary follows immediately from 2.5 and the theorem. COROLLARY 
Maintain the hypotheses on A and a(x). If b separates the points of π^(h) for each h and β{y) e A[y] is a monic polynomial {of degree equal to the degree of a(x)) satisfied by 6, then φ: Σa^yY -> Σa^1 is an isomorphism of A[y]/(β(y)) onto A[x]/(a(x)).
Proof. ( Proof. If g extends g, then we take 7 = g*. By the above lemma, 7 is a homeomorphism. 7 is onto since g is onto. Now, if M is a maximal ideal in B l9 then
But this means that the restriction of g*(h, λ) to
Suppose, now, that 7: Φ Bl -> Φ B% has the prescribed properties. Let β{%i) = Σ?=o (dΛ^i)) %ί = 0, where a 2 (x 2 ) = Σ?=o a 2ti xi. We will show that there is a function / in B^ which separates the points of πΐ\h) for each h in Φ Aχ and β(f) -0. Let e lf ---,e p be the mutually orthogonal idempotents discussed in the proof of the above lemma. We define / as follows. If (h, X) 
[x]/(a(x)) is isomorphic to A -L^G). Another interesting consequence is that if a(x) e A[x] is a monic polynomial with an invertible discriminant, then A[x]/(a(x)) is isomorphic to A[x]/(a(x) + R(x)) where R(x)e (Rad A)[x] and degi2(cc) < dega(x).
We now turn our attention to the case where g: A -> A is a periodic automorphism and, in particular, an involution of a certain type. The following example shows that not every such automorphism is extendable. Let A = C({zeC: \z + 11 = 1 or \z -11 = 1} and a{x) = x 2 -f,f(z) = £ + 1 if | s + 11 = 1 and /(«) = 1 if | z -11 = 1. For an involution, we take f*(z) = (/(-«))"". g has no extension to B since this would imply that there exists a homeomorphism 7 of Φ* onto Φ B such that 7(«, λ) = ( -z, [x]~(y(z, λ) ). But it is impossible for such a homeomorphism to exist. Hence, g has no extension.
However, if g: A -> A is a periodic automorphism which has an extension g to B (we are assuming that a(x) has an invertible discriminant), then g is periodic and its period divides nip, p = period of g. If (") is any involution (not necessarily symmetric), then C)" 1 ° (") = g belongs to G(B : A). To show g is of period two, consider the following. Since the involution defined on B~ by conjugation commutes with every involution, g 2 (b)~ is equal to 6 for every b e B; hence, in particular,
and g is of period two.
8 Primitive elements in repeated extensions^ As seen in § 6, there is some analogy between the present study and the classical case of field extensions. We carry this analogy one step further by proving a theorem about the existence of primitive elements in repeated extensions. It will follow from our theorem, that if a(x) is a monic polynomial with an invertible discriminant, then there exists an extension of the form A [x]/(β(x) ) over which a(x) factors into linear factors. 
From this it follows that if a(x) is the monic polynomial (constructed in Lemma 7.1) of degree n = n λ n 2 satisfied by 6, then its discriminant is invertible since corresponding to each h, a h (x) = 0 has n x n 2 distinct roots. [x\l(a(x) ). Thus, ^ is one-to-one. (Note that this means that &! + cb 2 = [x] .) The continuity of g follows as in Theorem 7.2. The δί-continuity follows from the closed graph theorem. COROLLARY 
// a(x) e A[x] is a monic polynomial with an invertible discriminant in A, then there exists an extension of the form A[x]/(β(x)) over which a(x) factors into linear factors, where ζβ(x) is a monic polynomial with an invertible discriminant.
In view of the theorem, the proof of the corollary follows from the fact that if a(
9. On. the radical of B. Let A be a normed algebra and let K{A) denote the intersection of the closed maximal ideals of A. If K(A) = (0), we say that A is tractable. In [2] it is shown that if A is tractable and if the discriminant of a(x) is not a zero divisor in A, or zero, then B is also tractable. It is further shown that if A is tractable and if a{x) = x n -α, then B is tractable if and only if a is not a zero divisor in A, or zero. Actually, these results are true for a wider class of algebras, namely, commutative algebras (with unit) over fields of characteristic zero, with "tractable" replaced by "semi-simple."
In this section, we will show that the converse of the above theorem is also valid; indeed, we formulate our theorems and corollaries in the general context of algebras over fields of characteristic zero. To do so requires no extra effort, except that of characterizing the maximal ideals of B in terms of those of A. It will follow from the general results presented that when A is tractable, then the radical of B and the intersection of the closed maximal ideals of B coincide, a result that is generally not valid for normed algebras. (An example of a semi-simple normed algebra which is not tractable is given at the end of this section.) Thus, until further notice, we assume that A is a commutative algebra (with unit) over a field F of characteristic zero. Let M A denote the maximal ideal space of A. We first identify M B in terms of M Λ . If m 0 is a maximal ideal in B, then B/m 0 is a field which contains an isomorphic copy of F and hence is also of characteristic zero. Let Φ denote the canonical homomorphism of B onto B/m 0 . Then Φ(A) is a subfield of B/m 0 since the latter is a simple algebraic extension of Φ(A) (cf. page 259, [15] ). Thus we see that m 0 Π A is a maximal ideal of A. On the other hand, if m is a maximal ideal in A, then we can extend m to (at most n = degree of a(x)) a maximal ideal of B. We proceed to show this assertion and at the same time give a description of the extensions.
If I is an ideal in A, then let βj(x) denote Σ{β i + I)x* where β(x) = Σβtf.
Let m e M A and y(x) denote a monic polynomial over A such that Ύ m (x) is an irreducible factor of a m (x) . Let (m, y(x) ) denote the set As before, we let π denote the (onto) mapping (m,
In what follows, let α(ra) denote the coset a + m, a e A, m e M A . In order to avoid interrupting the proof of the main theorem, we will next state and prove a lemma about the existence of a common factor of aa(x) and ba'(x) for suitable elements a and b in A. In general, a and b will not be invertible elements (consider the a(x) in Example 5.3). We will need the following result [15] : Let f(x) and g(x) be polynomials over A of respective degrees m and n, let k = max (m -w + 1, 0) and let α be the leading coefficient of g (x) . Then there exist polynomials Q(x) and R{x) over A such that
and R(x) is either of degree less than n or is the zero polynomial. Thus, if R 0>j R j+1 (x) were a constant, say c, then c(m) -0 for all m e M Λ . Since A is semi-simple, c = 0. From this fact and the fact that degree Rj +1 (x) < degree 12 0 , i .β 0fi _ 1 (ίB), we can conclude that there is a first integer, say i 0 , such that (*) holds with j = i 0 and R Q>io R iQ+1 (x) = 0. Since the coefficients of iί io+1 (aj) belong to the same maximal ideals that R o>ίo belongs to, we have that R iQ+1 (x) is the zero polynomial. Hence It is necessary to introduce the following notation at this point. Let A be semi-simple and a(x) a monic polynomial over A. M Λ (m, β m {x)) is to denote the power to which β m {x) appears in the factorization of a m (x) into irreducible factors. Let d k denote the resultant of a(x) and a [k) (x) (= the formal fcth derivative of cc(x)) 9 lgfc^^-1 (cf. page 96, [14] ) and let k(a) denote the smallest integer h, if it exists, such that d k is not a zero divisor in A, or zero, and n if all the d k are zero divisors in A, or zero. From the definition it follows that if k > k(a), then d k is not a zero divisor in A or zero.
By a nil ideal in A we mean an ideal all of whose elements are nilpotent. If / is an ideal in A for which there exists an integer k such that a τ a % a k -0 whenever a { e I, i = 1, 2, , k, then we say that / is nilpotent (and write P = (0)) and if k is the smallest such integer, then we call k the degree of nilpotency of /. THEOREM 
Suppose that A is semi-simple and that a{x) is a monic polynomial over A for which k(a) ^ 2. Then the radical of B is nontrivial consisting precisely of the nilpotent elements of B. Furthermore, Rad B is nilpotent and its degree of nilpotency is k(a).
Proof. It is well known that the radical of an algebra contains all the nilpotent elements of the algebra. We show that Rad(S) consists of precisely nilpotent elements by showing the last assertion of the theorem, from which it follows that Rad(I?) is nontrivial.
Suppose 
