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Abstract
Optimal upper and lower error estimates for strong full-discrete numeri-
cal approximations of the stochastic heat equation driven by space-time white
noise are obtained. In particular, we establish the optimality of strong conver-
gence rates for full-discrete approximations of stochastic Allen-Cahn equations
with space-time white noise which have recently been obtained in [Becker,
S., Gess, B., Jentzen, A., and Kloeden, P. E., Strong convergence
rates for explicit space-time discrete numerical approximations of stochastic
Allen-Cahn equations. arXiv:1711.02423 (2017)].
1
1 Introduction
In this work we consider space-time discrete numerical methods for linear stochastic
heat partial differential equations of the type
dXt(x) = ∆Xt(x) dt+ dWt(x) (1)
with zero Dirichlet boundary conditions Xt(0) = Xt(1) = 0 for t ∈ [0, T ], x ∈ (0, 1)
where T ∈ (0,∞) is the time horizon under consideration and where dW
dt
is a space-
time white noise on a probability space (Ω,F ,P). In particular, we analyse strong
rates of convergence of a full-discrete exponential Euler method, proving optimal
upper and lower estimates on the strong rate of convergence. The next result,
Theorem 1.1 below, summarizes the main findings of this article.
Theorem 1.1. Let T ∈ (0,∞), p ∈ [2,∞), (H, 〈·, ·〉H, ‖·‖H) = (L2((0, 1);R),
〈·, ·〉L2((0,1);R), ‖·‖L2((0,1);R)), (Pn)n∈N ⊆ L(H), let (en)n∈N ⊆ H be an orthonormal
basis of H, let A : D(A) ⊆ H → H be the Laplacian with Dirichlet boundary condi-
tions on H, let (Ω,F ,P) be a probability space, let (Wt)t∈[0,T ] be an IdH-cylindrical
Wiener process, let X : [0, T ]× Ω → H and XM,N : [0, T ]× Ω → H, M,N ∈ N, be
stochastic processes which satisfy that for all t ∈ [0, T ], M ∈ N, N ∈ N it holds
P-a.s. that Xt =
∫ t
0
e(t−s)A dWs and XM,Nt =
∫ t
0
PNe
(t−max({0,T/M,2T/M ,...}∩[0,s]))A dWs,
and assume for all n ∈ N, v ∈ H that Aen = −pi2n2en and Pn(v) =
∑n
k=1〈ek, v〉H ek.
Then there exist c, C ∈ (0,∞) such that
(i) we have for all M ∈ N that
cM−1/4 ≤ lim
n→∞
sup
t∈[0,T ]
(
E
[‖Xt − XM,nt ‖pH])1/p ≤ CM−1/4 (2)
and
(ii) we have for all N ∈ N that
cN−1/2 ≤ lim
m→∞
sup
t∈[0,T ]
(
E
[‖Xt −Xm,Nt ‖pH])1/p ≤ CN−1/2. (3)
Theorem 1.1 above is an immediate consequence of Corollary 2.4 below, Lemma 2.6
below, and Da Prato & Zabczyk [6, Lemma 7.7]. The recent article [1] establishes
strong convergence rates for suitable space-time discrete approximation methods for
stochastic Allen-Cahn equations of the type
dXt(x) = ∆Xt(x) dt+
[
aXt(x)− b
(
Xt(x)
)3 ]
dt+ dWt(x) (4)
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with zero Dirichlet boundary conditions Xt(0) = Xt(1) = 0 for t ∈ [0, T ], x ∈ (0, 1)
where a, b ∈ [0,∞) are real numbers. Roughly speaking, in [1, Theorem 1.1] a
spatial convergence rate of the order 1/2− ε and a temporal convergence rate of the
order 1/4− ε have been established. More precisely, [1, Theorem 1.1] shows that for
every p, ε ∈ (0,∞) there exists C ∈ R such that for all M,N ∈ N we have
sup
t∈[0,T ]
(
E
[‖Xt − XM,Nt ‖pL2((0,1);R)])1/p ≤ C (M (ε− 14 ) +N (ε− 12 )) (5)
where (XM,Nt )t∈[0,T ] denotes the nonlinearity-truncated approximation scheme in [1]
applied to (4). The results of this article, that is, inequalities (2) and (3), prove
that these rates are essentially (up to an arbitrarily small polynomial order of con-
vergence) optimal. We also refer, e.g., to [9, 25, 10, 8, 23, 20, 21, 7, 13, 14, 11, 2,
22, 15, 4, 3, 24, 19] for further research articles on explicit approximation schemes
for stochastic differential equations with superlinearly growing non-linearities. Fur-
thermore, related lower bounds for approximation errors in the linear case (i.e., in
the case a = b = 0 in (4)) can, e.g., be found in Mu¨ller-Gronbach, Ritter, & Wag-
ner [17, Theorem 1], Mu¨ller-Gronbach & Ritter [16, Theorem 1], Mu¨ller-Gronbach,
Ritter, & Wagner [18, Theorem 4.2], Conus, Jentzen, & Kurniawan [5, Lemma 6.2],
and Jentzen & Kurniawan [12, Corollary 9.4].
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2 Lower and upper bounds for strong approxi-
mation errors of numerical approximations of
linear stochastic heat equations
2.1 Setting
Let ⌊·⌋h : R → R, h ∈ (0,∞), the functions which satisfy for all h ∈ (0,∞),
t ∈ R that ⌊t⌋h = max({0, h,−h, 2h,−2h, . . .} ∩ (−∞, t]), for every measure space
(Ω,F , ν), every measurable space (S,S), every set R, and every function f : Ω→ R
let [f ]ν,S the set given by [f ]ν,S = {g : Ω → S : [(∃A ∈ F : ν(A) = 0 and {ω ∈
Ω: f(ω) 6= g(ω)} ⊆ A)∩(∀A ∈ S : g−1(A) ∈ F)]}, let T, ν ∈ (0,∞), (H, 〈·, ·〉H, ‖·‖H)
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= (L2(λ(0,1);R), 〈·, ·〉L2(λ(0,1);R), ‖·‖L2(λ(0,1);R)), (en)n∈N ⊆ H , (Pn)n∈N∪{∞} ⊆ L(H) sat-
isfy for all m ∈ N, n ∈ N∪{∞}, v ∈ H that em = [(
√
2 sin(mpix))x∈(0,1)]λ(0,1),B(R) and
Pn(v) =
∑n
k=1〈ek, v〉H ek, let A : D(A) ⊆ H → H be the Laplacian with Dirichlet
boundary conditions on H times the real number ν, let (Ω,F ,P) be a probability
space, let (Wt)t∈[0,T ] be an IdH -cylindrical Wiener process, and let O : [0, T ]×Ω→ H
and OM,N : [0, T ] × Ω → H , M,N ∈ N, be stochastic processes which satisfy
for all t ∈ [0, T ], M ∈ N, N ∈ N ∪ {∞} that [Ot]P,B(H) =
∫ t
0
e(t−s)A dWs and
[OM,Nt ]P,B(H) =
∫ t
0
PNe
(t−⌊s⌋T/M )A dWs.
2.2 Lower and upper bounds for Hilbert-Schmidt norms of
Hilbert-Schmidt operators
Lemma 2.1. Assume the setting in Section 2.1 and let N ∈ N ∪ {∞}, s1, s2, t ∈
[0,∞) with s1 ≤ s2. Then
(i) we have that
( ∞∑
n=1
‖PNes1A(IdH − etA) en‖2H
)1/2
≥
( ∞∑
n=1
‖PNes2A(IdH − etA) en‖2H
)1/2
(6)
and
(ii) we have that
( ∞∑
n=1
‖PNetA(IdH − es1A) en‖2H
)1/2
≤
( ∞∑
n=1
‖PNetA(IdH − es2A) en‖2H
)1/2
.
(7)
Proof of Lemma 2.1. Throughout this proof let (µn)n∈N ⊆ R satisfy for all n ∈ N
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that µn = νpi
2n2. Next observe that
∞∑
n=1
‖PNes1A(IdH − etA) en‖2H
=
N∑
n=1
‖es1A(IdH − etA) en‖2H =
N∑
n=1
‖e−µns1(1− e−µnt) en‖2H
=
N∑
n=1
|e−µns1(1− e−µnt)|2 ≥
N∑
n=1
|e−µns2(1− e−µnt)|2
=
N∑
n=1
‖es2A(IdH − etA) en‖2H =
∞∑
n=1
‖PNes2A(IdH − etA) en‖2H .
(8)
This establishes (i). Moreover, note that
∞∑
n=1
‖PNetA(IdH − es1A) en‖2H
=
N∑
n=1
‖etA(IdH − es1A) en‖2H =
N∑
n=1
‖e−µnt(1− e−µns1) en‖2H
=
N∑
n=1
|e−µnt(1− e−µns1)|2 ≤
N∑
n=1
|e−µnt(1− e−µns2)|2
=
N∑
n=1
‖etA(IdH − es2A) en‖2H =
∞∑
n=1
‖PNetA(IdH − es2A) en‖2H .
(9)
The proof of Lemma 2.1 is thus completed.
Lemma 2.2. Assume the setting in Section 2.1 and let N ∈ N ∪ {∞}, t ∈ (0, T ].
Then
[∫ max{0,t(N+1)2−(1+√t)2}
0
(1− e−νpi2 min{1,tN2})2
2νpi2(x+ [1 +
√
T ]2)3/2
dx
]1/2
≤ ‖PN(−
√
tA)−1/2(IdH − etA)‖HS(H) ≤
[
1
pi
√
ν
+ 1
νpi2
+ 4pi
√
ν
]1/2
. (10)
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Proof of Lemma 2.2. Observe that
1√
t
‖PN(−A)−1/2(IdH − etA)‖2HS(H)
= 1√
t
N∑
k=1
‖(−A)−1/2(IdH − etA)ek‖2H = 1√t
N∑
k=1
‖(νpi2k2)−1/2(1− e−νpi2k2t)ek‖2H
=
N∑
k=1
(1− e−νpi2k2t)2
νpi2k2
√
t
=
N∑
k=1
∫ k+1
k
(1− e−νpi2k2t)2
νpi2k2
√
t
dx
≥
N∑
k=1
∫ k+1
k
(1− e−νpi2(x−1)2t)2
νpi2x2
√
t
dx
=
∫ N+1
1
(1− e−νpi2(x−1)2t)2
νpi2x2
√
t
dx ≥
∫ N+1
1+min{1/√t,N}
(1− e−νpi2(x−1)2t)2
νpi2x2
√
t
dx.
(11)
This and the integral transformation theorem imply that
1√
t
‖PN(−A)−1/2(IdH − etA)‖2HS(H)
≥
∫ N+1
1+min{1/√t,N}
(1− e−νpi2 min{1,tN2})2
νpi2x2
√
t
dx
=
∫ (N+1)2
(1+min{1/√t,N})2
(1− e−νpi2 min{1,tN2})2
2νpi2x
√
xt
dx
=
∫ t(N+1)2
t(1+min{1/√t,N})2
(1− e−νpi2 min{1,tN2})2
2νpi2x
√
x
dx
=
∫ t(N+1)2
min{(1+√t)2,t(N+1)2}
(1− e−νpi2 min{1,tN2})2
2νpi2x
√
x
dx
=
∫ t(N+1)2−min{(1+√t)2,t(N+1)2}
0
(1− e−νpi2 min{1,tN2})2
2νpi2(x+min{(1 +√t)2, t(N + 1)2})3/2 dx
≥
∫ max{0,t(N+1)2−(1+√t)2}
0
(1− e−νpi2 min{1,tN2})2
2νpi2(x+ [1 +
√
T ]2)3/2
dx.
(12)
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Moreover, note that
1√
t
‖PN(−A)−1/2(IdH − etA)‖2HS(H)
= 1√
t
N∑
k=1
‖(−A)−1/2(IdH − etA)ek‖2H = 1√t
N∑
k=1
‖(νpi2k2)−1/2(1− e−νpi2k2t)ek‖2H
=
N∑
k=1
(1− e−νpi2k2t)2
νpi2k2
√
t
=
(1− e−νpi2t)2
νpi2
√
t
+
N∑
k=2
∫ k
k−1
(1− e−νpi2k2t)2
νpi2k2
√
t
dx.
(13)
The fact that
∀ x ∈ (0,∞), r ∈ [0, 1] : x−r(1− e−x) ≤ 1, (14)
the fact that
∀ x ∈ [1,∞) : (x+ 1)2 ≤ 4x2, (15)
and the integral transformation theorem hence yield that
1√
t
‖PN(−A)−1/2(IdH − etA)‖2HS(H)
≤ (1− e
−νpi2t)3/2
pi
√
ν
+
N∑
k=2
∫ k
k−1
(1− e−νpi2(x+1)2t)2
νpi2x2
√
t
dx
≤ 1
pi
√
ν
+
∫ N
1
(1− e−4νpi2x2t)2
νpi2x2
√
t
dx
=
1
pi
√
ν
+
∫ N2
1
(1− e−4νpi2xt)2
2νpi2x
√
xt
dx =
1
pi
√
ν
+
∫ tN2
t
(1− e−4νpi2x)2
2νpi2x
√
x
dx.
(16)
Again the fact that
∀ x ∈ (0,∞), r ∈ [0, 1] : x−r(1− e−x) ≤ 1 (17)
therefore ensures that
1√
t
‖PN(−A)−1/2(IdH − etA)‖2HS(H)
≤ 1
pi
√
ν
+
∫ ∞
0
(1− e−4νpi2x)2
2νpi2x
√
x
dx
≤ 1
pi
√
ν
+ 2
∫ 1
0
(1− e−4νpi2x)√
x
dx+
∫ ∞
1
1
2νpi2x
√
x
dx
≤ 1
pi
√
ν
+ 4pi
√
ν
∫ 1
0
√
1− e−4νpi2x dx+
[ −1
νpi2
√
x
]x=∞
x=1
≤ 1
pi
√
ν
+ 4pi
√
ν +
1
νpi2
.
(18)
Combining this and (12) completes the proof of Lemma 2.2.
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2.3 Lower and upper bounds for strong approximation er-
rors of temporal discretizations of linear stochastic heat
equations
Lemma 2.3. Assume the setting in Section 2.1 and let M ∈ N, N ∈ N ∪ {∞}.
Then
1
M 1/4

∫ max
{
0,T (N+1)
2
2M
−
[
1+
√
T√
2M
]2}
0
√
T
[
1− e−νpi2T
][
1− exp(−νpi2 min{1, TN2
2M
})
]2
8νpi2
√
2(x+ [1 +
√
T ]2)3/2
dx


1/2
≤ ‖PNOT −OM,NT ‖L2(P;H) = sup
t∈[0,T ]
‖PNOt −OM,Nt ‖L2(P;H)
= sup
t∈[0,T ]
[∫ t
0
‖PNe(t−s)A(IdH − e(s−⌊s⌋T/M )A)‖2HS(H) ds
]1/2
≤ 1
M 1/4
[√
T
2
(
1
pi
√
ν
+
1
νpi2
+ 4pi
√
ν
)]1/2
.
(19)
Proof of Lemma 2.3. Throughout this proof let (µn)n∈N ⊆ R satisfy for all n ∈ N
that µn = νpi
2n2 and let ⌈·⌉h : R → R, h ∈ (0,∞), be the functions which satisfy
for all h ∈ (0,∞), t ∈ R that ⌈t⌉h = min({0, h,−h, 2h,−2h, . . .} ∩ [t,∞)). Observe
that Lemma 2.1 (i) ensures for all t ∈ [0, T ) that
2
∫ ⌊t⌋T/M+ TM
⌊t⌋T/M
1
R
[⌊s⌋T/M ,⌊s⌋T/M+ T2M ]
(s) ‖PNesA(IdH − e T2M A)‖2HS(H) ds
= 2
∫ ⌊t⌋T/M+ T2M
⌊t⌋T/M
‖PNesA(IdH − e T2MA)‖2HS(H) ds
≥
∫ ⌊t⌋T/M+ T2M
⌊t⌋T/M
‖PNesA(IdH − e T2M A)‖2HS(H) ds
+
∫ ⌊t⌋T/M+ TM
⌊t⌋T/M+ T2M
‖PNesA(IdH − e T2M A)‖2HS(H) ds
=
∫ ⌊t⌋T/M+ TM
⌊t⌋T/M
‖PNesA(IdH − e T2M A)‖2HS(H) ds.
(20)
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Therefore, we obtain that
2
∫ T
0
1
R
[⌊s⌋T/M ,⌊s⌋T/M+ T2M ]
(s) ‖PNesA(IdH − e T2M A)‖2HS(H) ds
≥
∫ T
0
‖PNesA(IdH − e T2MA)‖2HS(H) ds.
(21)
Next note that Itoˆ’s isometry implies for all t ∈ [0, T ] that
‖PNOt −OM,Nt ‖2L2(P;H)
= E
[
‖PNOt −OM,Nt ‖2H
]
= E
[∥∥∥∥
∫ t
0
PNe
(t−s)A(IdH − e(s−⌊s⌋T/M )A) dWs
∥∥∥∥
2
H
]
=
∫ t
0
‖PNe(t−s)A(IdH − e(s−⌊s⌋T/M )A)‖2HS(H) ds.
(22)
This, the fact that ∀ s ∈ [0, T ] : T −⌊T −s⌋T/M = ⌈s⌉T/M , and Lemma 2.1 (ii) ensure
that
‖PNOT −OM,NT ‖2L2(P;H)
=
∫ T
0
‖PNesA(IdH − e(T−s−⌊T−s⌋T/M )A)‖2HS(H) ds
=
∫ T
0
‖PNesA(IdH − e(⌈s⌉T/M−s)A)‖2HS(H) ds
≥
∫ T
0
1
R
[⌊s⌋T/M ,⌊s⌋T/M+ T2M ]
(s) ‖PNesA(IdH − e(⌈s⌉T/M−s)A)‖2HS(H) ds
≥
∫ T
0
1
R
[⌊s⌋T/M ,⌊s⌋T/M+ T2M ]
(s) ‖PNesA(IdH − e T2M A)‖2HS(H) ds.
(23)
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Inequality (21) hence proves that
‖PNOT −OM,NT ‖2L2(P;H)
≥ 1
2
[
2
∫ T
0
1
R
[⌊s⌋T/M ,⌊s⌋T/M+ T2M ]
(s) ‖PNesA(IdH − e T2M A)‖2HS(H) ds
]
≥ 1
2
∫ T
0
‖PNesA(IdH − e T2M A)‖2HS(H) ds
=
1
2
∫ T
0
N∑
k=1
‖esA(IdH − e T2M A)ek‖2H ds
=
1
2
∫ T
0
N∑
k=1
|e−µks(1− e−µk T2M )|2 ds
=
1
2
N∑
k=1
(1− e−2µkT )
2µk
|1− e−µk T2M |2.
(24)
Lemma 2.2 therefore implies that
‖PNOT −OM,NT ‖2L2(P;H)
≥ 1
4
(1− e−µ1T )
N∑
k=1
∣∣∣∣∣(1− e
−µk T2M )√
µk
∣∣∣∣∣
2
=
1
4
(1− e−µ1T )
N∑
k=1
‖(−A)−1/2(IdH − e T2MA)ek‖2H
=
1
4
(1− e−µ1T )‖PN(−A)−1/2(IdH − e T2MA)‖2HS(H)
≥
√
T (1− e−µ1T )
4
√
2M
·

∫ max
{
0,T (N+1)
2
2M
−
[
1+
√
T√
2M
]2}
0
[
1− exp(−νpi2 min{1, TN2
2M
})
]2
2νpi2(x+ [1 +
√
T ]2)3/2
dx

 .
(25)
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In the next step observe that (22) and Lemma 2.1 (ii) assure that
sup
t∈[0,T ]
‖PNOt −OM,Nt ‖2L2(P;H) ≤ sup
t∈[0,T ]
∫ t
0
‖PNe(t−s)A(IdH − e TMA)‖2HS(H) ds
= sup
t∈[0,T ]
∫ t
0
‖PNesA(IdH − e TMA)‖2HS(H) ds
=
∫ T
0
‖PNesA(IdH − e TMA)‖2HS(H) ds
=
∫ T
0
N∑
k=1
‖esA(IdH − e TMA)ek‖2H ds.
(26)
Lemma 2.2 hence yields that
sup
t∈[0,T ]
‖PNOt −OM,Nt ‖2L2(P;H)
≤
∫ T
0
N∑
k=1
|e−µks(1− e−µk TM )|2 ds =
N∑
k=1
(1− e−2µkT )
2µk
|1− e−µk TM |2
≤ 1
2
N∑
k=1
∣∣∣∣∣(1− e
−µk TM )√
µk
∣∣∣∣∣
2
=
1
2
N∑
k=1
‖(−A)−1/2(IdH − e TM A)ek‖2H
=
1
2
‖PN(−A)−1/2(IdH − e TMA)‖2HS(H) ≤
√
T
2
√
M
[
1
pi
√
ν
+
1
νpi2
+ 4pi
√
ν
]
.
(27)
Combining this with (22) and (25) completes the proof of Lemma 2.3.
In the next result, Corollary 2.4, we specialize Lemma 2.3 to the case N = ∞
where no spatial discretization is applied to the stochastic process O : [0, T ]×Ω→ H .
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Corollary 2.4. Assume the setting in Section 2.1 and let M ∈ N. Then
1
M 1/4
[∫ ∞
0
√
T (1− e−νpi2T )(1− e−νpi2)2
8νpi2
√
2(x+ [1 +
√
T ]2)3/2
dx
]1/2
≤ lim inf
N→∞
‖PNOT −OM,NT ‖L2(P;H) = lim sup
N→∞
‖PNOT −OM,NT ‖L2(P;H)
= ‖OT −OM,∞T ‖L2(P;H) = lim inf
N→∞
sup
t∈[0,T ]
‖PNOt −OM,Nt ‖L2(P;H)
= lim sup
N→∞
sup
t∈[0,T ]
‖PNOt −OM,Nt ‖L2(P;H) = sup
t∈[0,T ]
‖Ot −OM,∞t ‖L2(P;H)
≤ 1
M 1/4
[√
T
2
(
1
pi
√
ν
+
1
νpi2
+ 4pi
√
ν
)]1/2
.
(28)
2.4 Lower and upper bounds for strong approximation er-
rors of spatial discretizations of linear stochastic heat
equations
Lemma 2.5. Assume the setting in Section 2.1. Then
lim sup
M→∞
sup
N∈N
sup
t∈[0,T ]
∥∥∥∥
∫ t
0
(
PNe
(t−s)A − PNe(t−⌊s⌋T/M )A
)
dWs
∥∥∥∥
L2(P;H)
= 0. (29)
Proof of Lemma 2.5. Throughout this proof let α ∈ (0, 1/4) and let β ∈ (1/4, 1/2−α).
Note that the fact that 4β > 1 shows that
sup
N∈N
‖PN‖2HS(H,H−β)
= sup
N∈N
[
N∑
k=1
‖ek‖2H−β
]
=
∞∑
k=1
‖(−A)−βek‖2H
=
∞∑
k=1
|(νpi2k2)−β|2 =
∞∑
k=1
1
(
√
νpik)4β
<∞.
(30)
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Next observe that for all M,N ∈ N, t ∈ [0, T ] we have that∫ t
0
‖PNe(t−s)A(IdH − e(s−⌊s⌋T/M )A)‖2HS(H) ds
≤ ‖(−A)−βPN‖2HS(H)
∫ t
0
‖(−A)βe(t−s)A(IdH − e(s−⌊s⌋T/M )A)‖2L(H) ds
= ‖PN‖2HS(H,H−β)
∫ t
0
‖(−A)(α+β)e(t−s)A(−A)−α(IdH − e(s−⌊s⌋T/M )A)‖2L(H) ds
≤ ‖PN‖2HS(H,H−β)
·
∫ t
0
‖(−A)(α+β)e(t−s)A‖2L(H)‖(−A)−α(IdH − e(s−⌊s⌋T/M )A)‖2L(H) ds.
(31)
The fact that
∀ s ∈ [0,∞), r ∈ [0, 1] : ‖(−sA)resA‖L(H) ≤ 1 (32)
and the fact that
∀ s ∈ (0,∞), r ∈ [0, 1] : ‖(−sA)−r(IdH − esA)‖L(H) ≤ 1 (33)
hence prove for all M,N ∈ N, t ∈ [0, T ] that∫ t
0
‖PNe(t−s)A(IdH − e(s−⌊s⌋T/M )A)‖2HS(H) ds
≤ ‖PN‖2HS(H,H−β)
∫ t
0
(t− s)−2(α+β)(s− ⌊s⌋T/M )2α ds
≤ T
2α
M2α
‖PN‖2HS(H,H−β)
∫ t
0
(t− s)−2(α+β) ds
=
t(1−2α−2β)T 2α
(1− 2α− 2β)M2α‖PN‖
2
HS(H,H−β)
.
(34)
Itoˆ’s isometry therefore ensures for all M ∈ N that
sup
N∈N
sup
t∈[0,T ]
∥∥∥∥
∫ t
0
(
PNe
(t−s)A − PNe(t−⌊s⌋T/M )A
)
dWs
∥∥∥∥
2
L2(P;H)
= sup
N∈N
sup
t∈[0,T ]
∫ t
0
‖PNe(t−s)A − PNe(t−⌊s⌋T/M )A‖2HS(H) ds
≤ T
(1−2β)
(1− 2α− 2β)M2α
[
sup
N∈N
‖PN‖2HS(H,H−β)
]
.
(35)
Combining this with (30) completes the proof of Lemma 2.5.
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Lemma 2.6. Assume the setting in Section 2.1 and let N ∈ N. Then[√
1− e−νT
2pi
√
ν
]
1√
N
≤ lim inf
M→∞
‖OT −OM,NT ‖L2(P;H)
= lim sup
M→∞
‖OT −OM,NT ‖L2(P;H) = lim inf
M→∞
sup
t∈[0,T ]
‖Ot −OM,Nt ‖L2(P;H)
= lim sup
M→∞
sup
t∈[0,T ]
‖Ot −OM,Nt ‖L2(P;H) = ‖OT − PNOT‖L2(P;H)
= sup
t∈[0,T ]
‖Ot − PNOt‖L2(P;H) ≤
[
1
pi
√
2ν
]
1√
N
.
(36)
Proof of Lemma 2.6. Throughout this proof let (µn)n∈N ⊆ R satisfy for all n ∈ N
that
µn = νpi
2n2. (37)
Note that Parseval’s identity shows that for all t ∈ [0, T ] we have that
‖Ot − PNOt‖2L2(P;H)
= E
[‖Ot − PNOt‖2H] = E
[ ∞∑
k=N+1
|〈ek, Ot〉H |2
]
=
∞∑
k=N+1
E
[|〈ek, Ot〉H |2]
=
∞∑
k=N+1
E
[∣∣∣∣
∫ t
0
〈ek, e(t−s)AdWs〉H
∣∣∣∣
2
]
=
∞∑
k=N+1
E
[∣∣∣∣
∫ t
0
〈e(t−s)Aek, dWs〉H
∣∣∣∣
2
]
.
(38)
Itoˆ’s isometry hence proves for all t ∈ [0, T ] that
‖Ot − PNOt‖2L2(P;H)
=
∞∑
k=N+1
E
[∣∣∣∣
∫ t
0
e−µk(t−s) 〈ek, dWs〉H
∣∣∣∣
2
]
=
∞∑
k=N+1
∫ t
0
e−2µk(t−s) ds =
∞∑
k=N+1
∫ t
0
e−2µks ds =
∞∑
k=N+1
(1− e−2µkt)
2µk
.
(39)
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This shows that
sup
t∈[0,T ]
‖Ot − PNOt‖2L2(P;H) = ‖OT − PNOT‖2L2(P;H)
=
∞∑
k=N+1
(
1− e−2µkT )
2µk
=
∞∑
k=N+1
(
1− e−2νpi2k2T )
2νpi2k2
≥
[
1− e−νT
2νpi2
][ ∞∑
k=N+1
1
k2
]
≥
[
1− e−νT
2νpi2
] [ ∞∑
k=N+1
∫ k+1
k
1
x2
dx
]
=
[
1− e−νT
2νpi2
] [∫ ∞
N+1
1
x2
dx
]
=
[
1− e−νT
2νpi2
] [
−1
x
]x=∞
x=N+1
=
[
1− e−νT
2νpi2
]
1
(N + 1)
≥
[
1− e−νT
2νpi2
]
1
(N +N)
=
[
1− e−νT
4νpi2
]
1
N
.
(40)
This implies that
sup
t∈[0,T ]
‖Ot − PNOt‖2L2(P;H)
=
∞∑
k=N+1
(
1− e−2νpi2k2T )
2νpi2k2
≤
[
1
2νpi2
][ ∞∑
k=N+1
1
k2
]
≤
[
1
2νpi2
][ ∞∑
k=N+1
∫ k
k−1
1
x2
dx
]
=
[
1
2νpi2
] [∫ ∞
N
1
x2
dx
]
=
[
1
2νpi2
] [
−1
x
]x=∞
x=N
=
[
1
2νpi2
]
1
N
.
(41)
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In addition, note that the triangle inequality and Lemma 2.5 prove that
lim sup
M→∞
sup
t∈[0,T ]
‖Ot −OM,Nt ‖L2(P;H)
= lim sup
M→∞
sup
t∈[0,T ]
∥∥∥∥
∫ t
0
(e(t−s)A − PNe(t−⌊s⌋T/M )A) dWs
∥∥∥∥
L2(P;H)
= lim sup
M→∞
sup
t∈[0,T ]
∥∥∥∥
∫ t
0
(e(t−s)A − PNe(t−s)A) dWs
+
∫ t
0
(PNe
(t−s)A − PNe(t−⌊s⌋T/M )A) dWs
∥∥∥∥
L2(P;H)
≤ lim sup
M→∞
sup
t∈[0,T ]
∥∥∥∥
∫ t
0
(e(t−s)A − PNe(t−s)A) dWs
∥∥∥∥
L2(P;H)
+ lim sup
M→∞
sup
t∈[0,T ]
∥∥∥∥
∫ t
0
(PNe
(t−s)A − PNe(t−⌊s⌋T/M )A) dWs
∥∥∥∥
L2(P;H)
= sup
t∈[0,T ]
∥∥∥∥
∫ t
0
(e(t−s)A − PNe(t−s)A) dWs
∥∥∥∥
L2(P;H)
= sup
t∈[0,T ]
‖Ot − PNOt‖L2(P;H).
(42)
Furthermore, observe that the triangle inequality, Lemma 2.5, and (40) ensure that
lim inf
M→∞
‖OT −OM,NT ‖L2(P;H)
= lim inf
M→∞
∥∥∥∥
∫ T
0
(e(T−s)A − PNe(T−⌊s⌋T/M )A) dWs
∥∥∥∥
L2(P;H)
= lim inf
M→∞
∥∥∥∥
∫ T
0
(e(T−s)A − PNe(T−s)A) dWs
+
∫ T
0
(PNe
(T−s)A − PNe(T−⌊s⌋T/M )A) dWs
∥∥∥∥
L2(P;H)
≥ lim inf
M→∞
∥∥∥∥
∫ T
0
(e(T−s)A − PNe(T−s)A) dWs
∥∥∥∥
L2(P;H)
− lim inf
M→∞
∥∥∥∥
∫ T
0
(PNe
(T−s)A − PNe(T−⌊s⌋T/M )A) dWs
∥∥∥∥
L2(P;H)
=
∥∥∥∥
∫ T
0
(e(T−s)A − PNe(T−s)A) dWs
∥∥∥∥
L2(P;H)
= ‖OT − PNOT‖L2(P;H)
= sup
t∈[0,T ]
‖Ot − PNOt‖L2(P;H).
(43)
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Combining this with (40)–(42) completes the proof of Lemma 2.6.
2.5 Lower and upper bounds for strong approximation er-
rors of full discretizations of linear stochastic heat equa-
tions
Theorem 2.7. Assume the setting in Section 2.1 and let M,N ∈ N. Then
1
M 1/4

∫ max
{
0,
T (N+1)2
2M
−
[
1+
√
T√
2M
]2}
0
√
T
[
1− e−νpi2T
] [
1− exp(−νpi2min{1, TN2
2M
})
]2
32νpi2
√
2(x+ [1 +
√
T ]2)3/2
dx


1/2
+
1
N 1/2
[√
1− e−νT
4pi
√
ν
]
≤ ‖OT −OM,NT ‖L2(P;H) ≤ sup
t∈[0,T ]
‖Ot −OM,Nt ‖L2(P;H)
≤ 1
M 1/4
[√
T
2
(
1
pi
√
ν
+
1
νpi2
+ 4pi
√
ν
)]1/2
+
1
N 1/2
[
1
pi
√
2ν
]
.
(44)
Proof of Theorem 2.7. Observe that the fact that PN is self-adjoint ensures for all
x ∈ H , y ∈ PN(H) that
〈x− PN(x), PN(x)− y〉H
= 〈x− PN(x), PN(x)− PN(y)〉H = 〈x− PN (x), PN(x− y)〉H
= 〈PN(x− PN(x)), x− y〉H = 〈PN(x)− PN (x), x− y〉H
= 〈0, x− y〉H = 0.
(45)
This implies for all t ∈ [0, T ] that
‖Ot −OM,Nt ‖2L2(P;H)
= E
[
‖Ot −OM,Nt ‖2H
]
= E
[
‖Ot − PNOt + PNOt −OM,Nt ‖2H
]
= E
[‖Ot − PNOt‖2H]+ 2E[〈Ot − PNOt, PNOt −OM,Nt 〉H]
+ E
[
‖PNOt −OM,Nt ‖2H
]
= ‖Ot − PNOt‖2L2(P;H) + ‖PNOt −OM,Nt ‖2L2(P;H).
(46)
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Combining this with Lemma 2.3, Lemma 2.6, and the fact that
∀ x, y ∈ [0,∞) : √x/2 + √y/2 ≤ max{√x,√y} ≤ √x+ y ≤ √x+√y (47)
completes the proof of Theorem 2.7.
References
[1] Becker, S., Gess, B., Jentzen, A., and Kloeden, P. E. Strong conver-
gence rates for explicit space-time discrete numerical approximations of stochas-
tic Allen-Cahn equations. arXiv:1711.02423v1 (2017), 104 pages.
[2] Becker, S., and Jentzen, A. Strong convergence rates for nonlinearity-
truncated Euler-type approximations of stochastic Ginzburg-Landau equations.
arXiv:1601.05756 (2016), 58 pages. To appear in Stoch. Proc. Appl..
[3] Bre´hier, C.-E., Cui, J., and Hong, J. Strong convergence rates of
semi-discrete splitting approximations for stochastic Allen–Cahn equation.
arXiv:1802.06372 (2018), 33 pages.
[4] Bre´hier, C.-E., and Goudene`ge, L. Analysis of Some Splitting Schemes
for the Stochastic Allen-Cahn Equation. arXiv:1801.06455 (2018), 23 pages.
[5] Conus, D., Jentzen, A., and Kurniawan, R. Weak convergence rates
of spectral Galerkin approximations for SPDEs with nonlinear diffusion coeffi-
cients. arXiv:1408.1108 (2014), 29 pages. Accepted in Ann. Appl. Probab..
[6] Da Prato, G., and Zabczyk, J. Stochastic equations in infinite dimen-
sions, vol. 44 of Encyclopedia of Mathematics and its Applications. Cambridge
University Press, Cambridge, 1992.
[7] Gyo¨ngy, I., Sabanis, S., and Sˇiˇska, D. Convergence of tamed Euler
schemes for a class of stochastic evolution equations. Stoch. Partial Differ.
Equ. Anal. Comput. 4, 2 (2016), 225–245.
[8] Hutzenthaler, M., and Jentzen, A. Numerical approximations of
stochastic differential equations with non-globally Lipschitz continuous coef-
ficients. Mem. Amer. Math. Soc. 236, 1112 (2015), v+99.
[9] Hutzenthaler, M., Jentzen, A., and Kloeden, P. E. Strong conver-
gence of an explicit numerical method for SDEs with non-globally Lipschitz
continuous coefficients. Ann. Appl. Probab. 22, 4 (2012), 1611–1641.
18
[10] Hutzenthaler, M., Jentzen, A., and Kloeden, P. E. Divergence of
the multilevel Monte Carlo Euler method for nonlinear stochastic differential
equations. Ann. Appl. Probab. 23, 5 (2013), 1913–1966.
[11] Hutzenthaler, M., Jentzen, A., and Salimova, D. Strong convergence
of full-discrete nonlinearity-truncated accelerated exponential Euler-type ap-
proximations for stochastic Kuramoto-Sivashinsky equations. arXiv:1604.02053
(2016), 42 pages.
[12] Jentzen, A., and Kurniawan, R. Weak convergence rates for Euler-type
approximations of semilinear stochastic evolution equations with nonlinear dif-
fusion coefficients. arXiv:1501.03539 (2015), 51 pages.
[13] Jentzen, A., and Pusˇnik, P. Strong convergence rates for an explicit numer-
ical approximation method for stochastic evolution equations with non-globally
Lipschitz continuous nonlinearities. arXiv:1504.03523 (2015), 38 pages, Minor
revision requested from IMA J. Num. Anal..
[14] Jentzen, A., and Pusˇnik, P. Exponential moments for numerical approxi-
mations of stochastic partial differential equations. arXiv:1609.07031v1 (2016),
44 pages. Revision requested from SPDE: Anal. and Comp..
[15] Jentzen, A., Salimova, D., and Welti, T. Strong convergence for explicit
space-time discrete numerical approximation methods for stochastic Burgers
equations. arXiv:1710.07123 (2017), 60 pages.
[16] Mu¨ller-Gronbach, T., and Ritter, K. Lower bounds and nonuniform
time discretization for approximation of stochastic heat equations. Found. Com-
put. Math. 7, 2 (2007), 135–181.
[17] Mu¨ller-Gronbach, T., Ritter, K., and Wagner, T. Optimal pointwise
approximation of a linear stochastic heat equation with additive space-time
white noise. In Monte Carlo and quasi-Monte Carlo methods 2006. Springer,
Berlin, 2008, pp. 577–589.
[18] Mu¨ller-Gronbach, T., Ritter, K., and Wagner, T. Optimal pointwise
approximation of infinite-dimensional Ornstein-Uhlenbeck processes. Stoch.
Dyn. 8, 3 (2008), 519–541.
[19] Qi, R., and Wang, X. Optimal error estimates of Galerkin finite
element methods for stochastic Allen-Cahn equation with additive noise.
arXiv:1804.11331 (2018), 24 pages.
19
[20] Sabanis, S. A note on tamed Euler approximations. Electron. Commun.
Probab. 18 (2013), no. 47, 1–10.
[21] Sabanis, S. Euler approximations with varying coefficients: the case of su-
perlinearly growing diffusion coefficients. Ann. Appl. Probab. 26, 4 (2016),
2083–2105.
[22] Sabanis, S., and Zhang, Y. On explicit order 1.5 approximations with vary-
ing coefficients: the case of super-linear diffusion coefficients. arXiv:1707.05086
(2017), 34 pages.
[23] Tretyakov, M. V., and Zhang, Z. A fundamental mean-square conver-
gence theorem for SDEs with locally Lipschitz coefficients and its applications.
SIAM J. Numer. Anal. 51, 6 (2013), 3135–3162.
[24] Wang, X. An efficient explicit full discrete scheme for strong approximation
of stochastic Allen-Cahn equation. arXiv:1802.09413 (2018), 25 pages.
[25] Wang, X., and Gan, S. The tamed Milstein method for commutative
stochastic differential equations with non-globally Lipschitz continuous coef-
ficients. J. Difference Equ. Appl. 19, 3 (2013), 466–490.
20
