JOREK 3D non-linear MHD simulations of a D 2 Massive Gas Injection (MGI) triggered disruption in JET are presented and compared in detail to experimental data. The MGI creates an overdensity that rapidly expands in the direction parallel to the magnetic field. It also causes the growth of magnetic islands (m=n ¼ 2=1 and 3/2 mainly) and seeds the 1/1 internal kink mode. O-points of all island chains (including 1/1) are located in front of the MGI, consistently with experimental observations. A burst of MHD activity and a peak in plasma current take place at the same time as in the experiment. However, the magnitude of these two effects is much smaller than in the experiment. The simulated radiation is also much below the experimental level. As a consequence, the thermal quench is not fully reproduced. Directions for progress are identified. Radiation from impurities is a good candidate. V C 2015 AIP Publishing LLC.[http://dx
I. INTRODUCTION
A tokamak disruption [1] [2] [3] is a violent loss of plasma confinement due to the development of a global instability. It comprises two consecutive phases: the Thermal Quench (TQ) when the thermal energy is lost and the Current Quench (CQ) when the plasma current is lost due to the very large resistivity of the cold post-TQ plasma. Typical durations of these phases in present tokamaks are on the order of a millisecond and a few tens of milliseconds, respectively. Disruptions have three types of potentially deleterious effects: heat loads on the Plasma Facing Components (PFC), the formation of Runaway Electron (RE) beams (which can cause extremely intense heat loads when they hit the PFC), and electromagnetic forces on the tokamak structure. All these effects increase with machine size. Disruptions already pose problems in present large tokamaks and have led to the routine use of Disruption Mitigation Systems (DMS) for example on JET and ASDEX Upgrade. In ITER, a DMS will be mandatory. Its design is currently underway and recent overviews on this topic are given in Refs. 4 and 5.
Massive Gas Injection (MGI) is one of the main concepts under consideration for the ITER DMS. MGI aims at spreading heat loads by radiating most of the plasma stored energy, preventing the generation of REs by increasing the electron density and controlling the CQ duration (in order to limit mechanical loads) by controlling the impurity content and thus the temperature and resistivity of the CQ plasma. A large body of experimental work on MGI exists, including experiments on JET, [6] [7] [8] [9] ASDEX Upgrade, 10 Tore Supra, 11 DIII-D, 12 TEXTOR, 13 Alcator C-MOD, 14 and other devices. Results have shown the capability of MGI to fulfill part of the objectives of the ITER DMS, but not yet all of them. For example, the radiation efficiency of MGI should be higher than 90% for the ITER baseline scenario, 4 but this objective has not been reached in JET experiments at high thermal energy fraction W th =W tot . 7 In addition, radiation asymmetries should be small in order not to melt the Beryllium first wall. Another topic on which progress remains to be done is RE suppression. For example, recent results on JET 15 suggest that MGI may prevent REs only if the gas reaches the plasma before the formation of a runaway beam. This seems inconsistent with a strategy based on two successive material (gas or pellets) injections, the first one to mitigate the thermal loads and the second one to suppress REs, as is envisaged for ITER. 4 In addition to further experiments, modeling can help overcome these obstacles and provide important input for the design and future operation of the ITER DMS. Due to the variety of timescales and phenomena involved, several types of codes have been applied. For example, axisymmetric 1.5D integrated modeling codes like DINA 16 or ASTRA 17 allow simulating a full disruption in a moderate computational time. However, 3D aspects and in particular 3D MHD activity are a central ingredient of disruption physics which influences many of the effects of disruptions, e.g., radiation asymmetries, heat load deposition patterns, and the creation or losses of REs. codes have been applied to disruption simulations for several decades (see Refs. 19 and 1-3, and references therein) with gradually increasing accuracy thanks to increasing computational resources. Recent work includes M3D simulations which were mainly focused on the vertical displacement of the plasma and the halo current 20 and NIMROD simulations of MGI-triggered disruptions. [21] [22] [23] [24] [25] The present paper describes simulations of an MGItriggered disruption in JET with another 3D non-linear MHD code, JOREK. 26 So far, JOREK has been applied mainly to edge localised mode modeling. [27] [28] [29] [30] Work on MGI-triggered disruptions has been initiated by C. Reux et al. for Tore Supra with a simplified MGI model. 31, 32 Recently, this model has been applied to JET and has allowed simulating the TQ. 33 After this first step, the objective is to quantitatively validate the model. For this purpose, the MGI model has been improved in order to treat correctly the atomic physics for deuterium (D 2 ). D 2 MGI is not considered as a good option for disruption mitigation due to its low radiation efficiency.
14 Instead, noble gases like Ar or Ne, possibly mixed with D 2 , are used in JET and ASDEX Upgrade for disruption mitigation and considered for the ITER DMS. However, simulating a D 2 MGI-triggered disruption constitutes a good intermediate step due to the relatively simple atomic physics, before moving to simulations of heavier gases. This paper is constructed as follows: Section II describes the JOREK model adapted for MGI simulations; Section III presents the experimental pulse chosen for the simulations; Section IV details the simulation set-up; Section V presents the simulation results and their comparison to the experiment; and finally, Section VI summarizes and gives perspectives for future work.
II. THE JOREK CODE ADAPTED FOR MGI SIMULATIONS
JOREK is a non-linear MHD code in 3D toroidal geometry including the X-point and the Scrape-Off Layer (SOL) in the computational domain. We use here the so-called "model 500" of JOREK, which is single-fluid large aspect ratio reduced MHD with an equation for neutral density and additional terms related to atomic physics in several equations.
Eight physical variables (normalized as summarized in Table I ) are evolved in time: poloidal flux w, toroidal current density j, poloidal flow potential u, toroidal vorticity x, plasma mass density q, total (ion þ electron) pressure qT, parallel velocity v k (in this paper, the adjectives "parallel" and "perpendicular" refer to the direction of the unperturbed magnetic field), and neutral mass density q n , according to the following differential equations: 
where ðR; Z; /Þ is a direct toroidal coordinate system, $ pol denotes the del-operator in the poloidal plane, the Poisson brackets are defined as ½f ; g¼ The magnetic field is defined as
with the diamagnetic function F 0 considered constant. The velocity vector is defined as
S ion and a rec designate, respectively, the ionization and recombination rate coefficients for deuterium, parameterized according to Refs. 34 
where S ion and a rec are in m 3 =s and T e is in eV. In the code, we assume that T e ¼ T=2, so that T i ¼ T e .
n ion is the normalized ionization energy of a D atom, which is considered to be 13.6 eV. In the present work, we neglect the bond-dissociation energy of D 2 molecules. Assuming that this energy is the same as for H 2 molecules, i.e., about 5 eV, this seems reasonable in the sense that it is smaller than the ionisation energy of two D atoms by a factor of about 5.
L lines and L brem designate the line and bremsstrahlung radiation rate coefficients. A fit of ADAS data 36 is used for line radiation and bremsstrahlung is parameterized according to Ref. 37 . It is interesting to compare the energy sink rates related to atomic physics which appear in the energy equation (Eq. (6)), i.e., n ion S ion , L lines and L brem . This is done in Figure 1 . For T e > 10 eV, ionization slightly dominates line radiation, while below 10 eV, line radiation is dominant. The bremsstrahlung rate coefficient is roughly 5 orders of magnitude smaller than the other two rates, but, of course, it should not be compared directly since in Eq. (6) it is multiplied by q 2 whereas the other rates are multiplied byn . The relative influence of these terms will be discussed in details in section VC.
The resistivity g which appears in the induction equation (Eq. (1)) is typically increased in JOREK simulations compared to the Spitzer value in order to thicken the current sheets which otherwise would be too thin to be resolved (for the same purpose, a hyper-resistivity term, not shown in Eq. (1), may be used). However, in the energy equation (Eq. (6)), the Joule heating term g Spitzer j 2 uses the Spitzer resistivity in order not to alter the energy balance.
S n is a volumetric neutral source term used to simulate the influx of gas from the MGI. Its parametrization will be described in detail in Sec. IV.
One limit of the model is the purely diffusive treatment of neutral transport, which does not stem directly from first principles. This point must be kept in mind in the interpretation of the results presented in Sec. V.
III. DESCRIPTION OF THE EXPERIMENT
We simulate JET pulse 86887. This is an Ohmic D plasma pulse with B t ¼ 2T, I p ¼ 2MA,q 95 ¼ 2:9 in which a disruption was MGI-triggered on a "healthy" plasma by activating the Disruption Mitigation Valve number 2 (DMV2), pre-loaded with D 2 at 5 bar (5 Â 10 5 Pa), at t ¼ 61.013 s. The times given below are relative to this time. The volume of the DMV2 reservoir is 10 À3 m 3 , and its temperature is about 293 K, so it initially contains about 1:2 Â 10 23 D 2 molecules, which represents roughly 10 times more D nuclei than initially present in the plasma. Electron density n e and FIG. 1. Energy sink rates related to atomic physics which appear in Eq. (6): n ion S ion , L lines , and L brem .
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temperature T e profiles measured by High Resolution Thomson Scattering (HRTS) just before the MGI, together with fits of these profiles used as initial conditions in the JOREK simulations, are shown in Figure 2 . Central values are n e ¼ 3 Â 10 19 m À3 and T e ¼ 1:2 keV. Figure 3 shows an overview of the disruption phase. First effects of the MGI are visible from about 2 ms in the form of increases in the line integrated density, radiated power P rad , and magnetic fluctuations, and decreases in I p and the central Soft-X Ray (SXR) signal. These effects intensify in time, especially the drop in SXR, until at about 12 ms; the SXR signal quickly drops to zero and a burst of MHD activity, a peak on I p and, a few milliseconds later, a peak on P rad are observed. It is interesting to note that most of the drop of the central SXR signal occurs before the burst of MHD activity and on a rather slow timescale (on the order of 10 ms). The CQ ensues and lasts about 80 ms. We note that magnetic fluctuations and P rad remain at a substantial level during the first 20 ms of this CQ.
IV. SIMULATIONS SET-UP

A. Initialization
The JOREK simulations start by solving the GradShafranov equation, using input from the equilibrium reconstructed by EFIT (Equilibrium FITting) at t ¼ 60.9 s (i.e., about 100 ms before the MGI). More precisely, the EFIT poloidal flux w is used as a boundary condition in JOREK. Concerning p 0 and ff 0 , the EFIT profiles are not directly used since they do not take kinetic measurements into account. Instead, HRTS n e and T e measurements (see Figure 2 ) are used to compute the pressure profile, assuming T i ¼ T e . Mapping this profile on the EFIT w and deriving with respect to w provides p 0 . The ff 0 profile is then adjusted so that the flux surface averaged toroidal current density profile j mean ðw n Þ¼hj / =Ri=h1=Ri (where w n is the normalized EFIT w, equal to 0 on the magnetic axis and 1 at the last closed flux surface) remains close to the one provided by EFIT. For this purpose, the relationship between p 0 ; ff 0 , and j mean provided by the flux surface averaged Grad-Shafranov equation is used.
After solving the Grad-Shafranov equation, JOREK constructs a flux surface aligned grid in the poloidal plane which is shown in Figure 4 . Typically, about 100 points in the radial direction and 200 in the poloidal direction are used. 2D Bezier finite elements are used for the poloidal plane. 38 Concerning the toroidal discretization, JOREK uses Fourier harmonics. The simulations presented here include all harmonics from n ¼ 0t on ¼ 5 (from n ¼ 0t on ¼ 10 for the simulation with q 0 ¼ 0:94).
Starting from the Grad-Shafranov solution, time evolution begins. Before turning on the MGI, the plasma is let to evolve for about 1000 Â s A in order for SOL flows to establish, i.e., for the Bohm boundary conditions imposed at 
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the target plates to propagate and for flow equilibrium to be reached. It should be mentioned that the initial toroidal rotation profile is set to 0 in these simulations. The rotation is probably small in this Ohmic scenario, but no measurements are available.
B. Massive gas injection
Then, the MGI is triggered by turning on the volumetric source term S n appearing in Eq. (8) . The following expression is used:
with the spatial shape of the source set as
Here, ðR MGI ; Z MGI ; / MGI Þ¼ð3:8 m, 0.28 m, 4.51 rad) is the position where neutrals from DMV2 are assumed to be delivered into the plasma and Dr MGI ¼ 4 cm and D/ MGI ¼ 0:6 rad are the assumed poloidal and toroidal extensions of the neutral source. Note that the value of D/ MGI is constrained by the number of toroidal harmonics n tor included in the simulation, the real value being probably smaller than 0.6 rad.
The normalization by Ð fdV in expression (13) ensures that the total mass of neutrals injected per time unit is equal to dM n dt . The parameterization of dM n dt is based on laboratory experiments and modeling of the DMV reported in Ref. 13 . After the valve opening, the gas travels inside a guiding tube of length L tube ¼ 2.36 m and cross-sectional area A tube ¼ 1:8 Â10 À2 m 2 , which is much larger than the valve orifice area. It is shown in Ref. 13 that this situation is well described with the 1D Euler equations, whose solution is a so-called "rarefaction wave." The forefront of this wave travels at a velocity of 3 Á c s , where c s is the gas sound speed at the reservoir temperature. In the present case, c s ¼ 923 m/s, and it therefore takes t 0 ¼ L tube 3c s ' 0:9 ms for the first gas particles to arrive at the exit of the tube and enter the vacuum vessel through the midplane port of Octant 3. 
where
Þ is the initial mass density in the DMV2 reservoir, K is a factor calculated from laboratory experiments which depends mainly on the ratio of the valve orifice area to the tube area A tube , and m ¼ 2=ðc À 1Þ, where c ¼ c p =c v is the ratio of specific heats (m ¼ 5 for D 2 ). t 1 corresponds to the moment when the time integral of dM n dt is equal to the mass of gas initially contained in the reservoir and logically, dM n dt ¼ 0 for t > t 1 (this sharp cut at t ¼ t 1 is an approximation of the model, in reality dM n dt is continuous).
C. Other input parameters
In the simulations presented here, the initial value of the resistivity g at the centre of the plasma is g 0 ¼ 10 À8 À 10 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to IP:
in JOREK units, i.e., g 0;SI ¼ 3:5 Â 10 À8 À 3:5 Â 10 À7 X:m. The experimental Spitzer value 37 is about 2 Â 10 À8 X:m, i.e., a factor 175 À 175 smaller than the simulation value. The temperature dependency of g is taken into account in JOREK by using g ¼ g 0 ÁðT 0 =TÞ 3=2 , where T 0 is the initial temperature at the centre of the plasma. A rather large hyperresistivity is also used in these simulations for numerical stability purposes, whose influence will be studied in future work.
The parallel heat conductivity used in the simulations is j k 0 ¼ 800 in JOREK units, i.e., j k0;SI ¼ 6:7 Â 10 28 m À1 s À1 . The experimental Spitzer-H€ arm value 37 is 6:9 Â 10 29 m À1 s À1 , i.e., a factor of 10 larger than in the simulation. Similar to the resistivity, j k depends on the temperature: 
V. SIMULATION RESULTS
Simulation results will now be presented, focusing in Sec. VA on the increase in plasma density caused by the MGI, then in Sec. VB on MHD aspects, and finally in Sec. VCon radiation aspects.
A. Increase in electron density
As the MGI is turned on, the neutral density q n increases and takes a spatial distribution similar to that of the source S n , as shown in Figure 6 . After a fast transient increase, q n becomes approximately stationary, which indicates that an equilibrium is established between sources, sinks, and transport terms in Eq. (8) . The stationary neutral density at the injection location is on the order of 10 19 m À3 . The ionization of neutrals causes a local increase in plasma density, as can be seen in Figure 7 . The density at the location where neutrals are deposited reaches several times 10 20 m À3 . This is accompanied by a cooling of the edge of the plasma, also visible on Figure 7 . Figure 8 shows that the overdensity expands in the parallel direction. In the simulations, parallel diffusion and convection contribute about equally to this expansion, but it should be kept in mind that parallel diffusion is present only for numerical stability reasons. In reality, the expansion should be purely convective. The origin of the convective expansion is worth being discussed. One can see in Figure 9 that a structure of v k is created by the MGI, with v k b pointing away from the overdensity. This parallel flow is presumably driven by a pressure gradient resulting from the heating by parallel thermal conduction of the overdense region faster than its cooling by energy loss terms related to atomic physics. A similar phenomenon is observed in JOREK pellet injection simulations. 39 It is important to set simulation parameters such that the increase in n e be consistent with experimental observations. In order to do this, we use synthetic interferometry. In JET, the interferometer is installed 1808 away toroidally from DMV2 (see Figure 10 ). Figure 11 shows experimental and simulated line-integrated densities for Lines of Sight (LoS) 2, 3, and 4 of the interferometer (see Figure 10 to visualize their location). Three simulations are shown, with P DMV2 ¼ 1, 2 and 5 bar, respectively. Although it does not go very far, the simulation with the experimental pressure P DMV2 ¼ 5 bar gives a too large increase when P DMV2 ¼ 1or 2 bar gives a better match. This is remindful of experimental observations on the mixing efficiency of MGI (defined as the number of atoms delivered to the plasma divided by the   FIG. 6 . Neutral density at the beginning of the MGI, in JOREK units.
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number of atoms that have entered the vessel at a given time) which has been found of the order of a few tens of % in a range of experiments. 13 The simulations described in detail in the following use P DMV ¼ 1 bar. Looking at Figure  11 , LoS 2 and 3, which are rather central, are moderately well matched with P DMV2 ¼ 1 or 2 bar, while for LoS 4, which goes through the edge of the plasma, the simulated value is much lower than the measured one. We found that reducing D ? improves the overall match on the three LoS; however, as stated above, it tends to cause numerical instabilities.
B. MHD aspects and role of q 0
We now describe the MHD activity caused by the MGI. A particular focus is given on the role of the initial safety factor on the magnetic axis, q 0 . The value given by EFIT 10 ms before the MGI is q 0 ¼ 0:78. The fact that q 0 < 1i s consistent with the presence of sawteeth in this discharge. However, EFIT is not constrained by polarimetry nor motional Stark effect measurements in this pulse, thus the value of q 0 should be taken with caution. Therefore, simulations have been run with 3 values of q 0 : 0.75, 0.94, and 1.04. This was done by changing the j mean profile while keeping I p FIG. 7. Poloidal cross-sections, in the plane of the gas entry point, before (top row) and during (bottom row) the MGI, of the neutral density (left column), electron density (middle column), and electron temperature (right column).
062509-7
Phys. Plasmas 22, 062509 (2015)
This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to IP: In all cases, a fast increase of the magnetic energies of all toroidal harmonics can be observed during the first millisecond or so. This increase is associated to the growth of magnetic islands, mainly m=n ¼ 2=1, 3/2, and 1/1 (the latter only for cases with q 0 < 1), all of which are visible in the Poincare cross-sections shown in Figure 15 . The 1/1 mode (for simulations with q 0 < 1) is different from other modes because it is unstable even without MGI (as one would expect), as can be seen in Figure 16 , which compares the magnetic energy in the n ¼ 1 harmonic for cases with and without MGI. The energy grows in both cases, but in the case without MGI, it starts from a very low level (numerical noise) and hence takes much longer to reach a significant 
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amplitude, while in the other case, it is seeded by the MGI and takes a much larger value from the beginning of the simulation.
It can be observed in Figure 15 that O-points of all island chains are located at the outer midplane (h ¼ 0), i.e., in front of the MGI. This is consistent with experimental observations based on measurements with the set of saddle loops. Note that NIMROD simulations also find that the O-point of the 1/1 mode is in front of the MGI location. 21 Although a detailed analysis would be needed in order to understand what happens during this first phase of the simulations, the simultaneous growth of the energies of all harmonics suggests that the MGI drives the modes by directly imposing a 3D structure rather than by making the axisymmetric profiles unstable. A possible mechanism may be that the local cooling caused by the MGI reduces the toroidal current density j locally through an increased resistivity. The missing current would then cause the appearance of magnetic islands, with O-points at the position of the missing current (as in neoclassical tearing modes). The same current perturbation would also cause a magnetic perturbation dB in the core of the plasma which would give rise to a j Â dB force pointing away from the MGI deposition region, consistently with the observed phase of the 1/1 mode. This simple picture has the interest of being consistent with the observed spatial phase of the modes; however, a close look at the simulations results indicates that the reality is probably more complex. Another possibly important mechanism, for example, is that the MGI creates a 3D perturbation in the pressure field, to which j and B have to adapt in order for force balance to pertain.
In simulations with q 0 < 1, a crash of the 1/1 mode can be observed at t ' 1:2m s( q 0 ¼ 0:75) and t ' 1:6m s (q 0 ¼ 0:94) (see Figures 12 and 13) . The crash is preceded 
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Phys. Plasmas 22, 062509 (2015) by a fast growth of high n harmonics, all harmonics reaching a comparable amplitude at the time of the crash, which is typical of the non-linear phase of the internal kink mode. 40, 41 It is interesting to compare the simulations and experiment in terms dB/dt measurements from Mirnov coils. This is done in Figure 17 , where it appears that the burst of dB/dt in the experiment is 13 ms after the DMV2 trigger, which is much later than the crash of the 1/1 mode in the simulations. 
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this case is not realistic. In the following, we will therefore focus on the q 0 ¼ 0:94 and q 0 ¼ 1:04 cases. The second phase of the simulations, between 2 and 10 ms roughly, is characterised by a slower evolution of the magnetic energies. Taking a close look at Figures 13 and 14 , one can see that after a short plateau-like phase between 2 and 3 ms, the n ¼ 1 energy starts to increase again. Higher n harmonics follow. In the q 0 ¼ 0:94 case in particular, it is interesting to see that n ¼ 2, 3, 4, and 5 harmonics start to grow successively. This growth is associated to an increase in the width of magnetic islands which leads to the formation of a stochastic layer at the edge of the plasma and to small scale structures visible, for example, on j (see Figure 18) . A peak of MHD activity is reached around 9 ms (see Figures  13 and 14) . The non-simultaneous growth of the energies in the different harmonics, which contrasts with the first phase of the simulations, suggests that in this second phase, the growth of the modes is due to the axisymmetric profiles becoming unstable. An often described picture 40 is that MGI contracts the current channel by cooling the edge of the plasma, making it more resistive. The loss of current at the edge induces current in the still hot region inside the cold front, creating a large current gradient which can strongly drive tearing modes, especially when it is located just inside low order rational surfaces, for example, q ¼ 2. This effect has been found in previous JOREK simulations, leading to the TQ. 33 In the present simulations, this mechanism is probably at play too. The successive growth of the n ¼ 1, 2, 3, 4, and 5 harmonics in the q 0 ¼ 0:94 case may be due to the successive destabilization of the 2/1, 3/2, 4/3, 5/4, and 6/5 modes as the cold front penetrates inward. Looking at the plasma current (Figure 19 ), a small spike appears at t ' 10 ms in the q 0 ¼ 1:04 simulation. At the same time, a burst of magnetic fluctuations is visible for this simulation (see Figure 17 ). On the other hand, neither the I p spike nor the burst in dB/dt are distinguishable in the simulation with q 0 ¼ 0:94, which is probably related to the smaller extent of the stochastic layer and smaller magnetic energies in this case. Experimentally, both the I p spike and the dB/dt burst are observed at about the same time as in the q 0 ¼ 1:04 simulation, which is encouraging, but they are about one order of magnitude larger, indicating that the MHD activity in the simulations is much smaller than in the experiment. Reasons for this discrepancy will be investigated in future work. It is likely that producing a sharper current profile, possibly via a sharper cold front, would strengthen the MHD.
The third and last phases of the simulations are characterized by a much slower evolution of the energies for a few tens of millisecond, until a small burst of activity happens at t ' 23 ms for q 0 ¼ 0:94 and t ' 41 ms for q 0 ¼ 1:04. This burst is associated to the crash of a 1/1 mode which can come into existence due to an increase in j and drop in q at the center of the plasma. 
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Phys. Plasmas 22, 062509 (2015) the first 10 ms and then decreases in a much slower way, except for the fast drops corresponding to 1/1 mode crashes. It can be seen that the pressure changes much less than T e (see Figure 20) .This is because the central cooling is mainly due to dilution, which is itself due to the perpendicular diffusion of the overdensity caused by the MGI. As mentioned in Sec. IV, a large perpendicular diffusivity is used in these simulations: D ?;SI ¼ 28 m 2 /s, hence the typical particle diffusion time across the plasma is on the order of 10 ms. The fact that T e does not go below a few hundreds of eV in the simulations shows that the TQ is not fully reproduced. This is not surprising since, as we saw above, the MHD activity is much weaker in the simulations than in the experiment. In particular, the stochastic region in the simulations is confined to the outer half of the plasma, while good flux surfaces remain in the inner half. Another possible cause for the incompleteness of the TQ in the simulations is a too low level of radiation, as we shall see in the following section.
C. Radiation
Another key aspect of MGI-triggered disruption physics is radiation. It is also a critical aspect of the design of the ITER DMS, since a too localized radiation could result in wall melting. 4 It is therefore important that simulations reproduce the measured radiation. The radiated power is measured at JET by two bolometer arrays: a vertical one located at the same toroidal angle as DMV2 and a horizontal one located 1358 away from it toroidally. The position of the bolometers and their LoS are shown in Figures 10, 21,and22 . 
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Phys. Plasmas 22, 062509 (2015) This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to IP: Figures 21 and 22 show the radiation measured by the vertical and horizontal bolometers, respectively, as a function of time and LoS poloidal angle. The first effects of the MGI are visible from t ¼ 7 ms and a strong burst on virtually all LoS is visible at t ' 15 ms, corresponding to the spike in P rad in Figure 3 . The order of magnitude of the radiation measured by the bolometers is 1 MW Á m À2 , which-given that a typical chord length is 1 m-corresponds to a volumetric radiated power of 1 MW Á m À3 .Itis interesting to speculate on the possible origin of this radiation. As shown in Figure 1, ). Given the observations presented in Sec. VA, it is unlikely that n e rises enough for bremsstrahlung to make a significant contribution to the observed radiation. On the other hand, D line radiation cannot be excluded as a significant contributor in regions where n D > 10 18 m À3 . Finally, the observed radiation may well come from impurities, an effect which is not included in the simulations. Synthetic bolometers have been implemented in the JOREK code, and the time evolution of the signal for each LoS is plotted in Figure 23 (for the simulation with q 0 ¼ 0:94). Poloidal cross-sections of the bremsstrahlung and line radiated power in the toroidal plane of the bolometers are also plotted in Figure 24 to help understanding the simulation data. Experimentally, it can be noticed in Figures  21 and 22 that in the pre-TQ phase, patterns exist on the bolometry data. In particular, the horizontal bolometer ( Figure  22 ) shows a clear peak near 2128 and a smoother and smaller peak near 1558. The 2128 (resp. 1558) LoS of the horizontal bolometer goes through the bottom (resp. top of the plasma) (see Figure 22 ). This observation may be compared to the simulated pattern of line radiation in the plane of the horizontal bolometer (bottom right plot in Figure 24 ), which also shows peaks in these regions (note that the line radiation peak at the outboard midplane is an artefact due to an insufficient toroidal localization of the neutral source), which are connected to the gas deposition region. The pre-TQ pattern measured by the vertical bolometer ( Figure 21 ) is less clear but shows peaks near 2628 and 2828. The 2628 (resp. 2828) LoS goes through the center of the plasma and X-point region (resp. gas deposition region). In the simulations, a strong peak also exists near 2828, which is dominated by line radiation in the gas deposition region where both neutral and ion densities are high (see bottom left plot in Figure 24) . However, the peak near 2628 is not present in the simulations. It therefore appears that simulations help interpret some, but not all, qualitative features of the measured pre-TQ radiation pattern.
Quantitatively speaking, there is a clear mismatch for the radiation measured in the plane of the horizontal bolometer (i.e., toroidally away from DMV2). Indeed, it can be seen in Figure 24 that simulated bremsstrahlung radiation in this plane is of the order of a few kW Á m À3 and that line radiation at the top and bottom of the plasma is even much smaller. This is by orders of magnitude smaller than measured levels (as seen comparing Figure 23 with Figures 22  and 21 ). We speculate that including a parallel convection term at the plasma velocity in the neutral transport equation (which may come from plasma-neutral friction by, e.g., charge exchange) would increase the line radiation in the top and bottom region and improve the match. This is planned for future work. At the location of the vertical bolometer (i.e., toroidally close to DMV2), the quantitative agreement is better in the sense that the simulated line radiation peak (see Figure 24) , which is about 2 MW Á m À3 , has an order of magnitude compatible with the measured peak at 2828 (see Figure 21) .
Finally, the global radiation burst observed experimentally at t ' 15 ms on virtually all LoS (see Figures 21 and  22) is absent in the simulations.
P rad , the total radiated power, is one order of magnitude lower than in the experiment, and the radiation burst observed in Figure 3 is not observed in the simulations.
These clear discrepancies may be due to an inappropriate gas transport model, but it seems more likely that they are due to the fact that impurities (either intrinsic or coming from the wall 42 ) are not included in the present model.
VI. SUMMARY AND OUTLOOK
First simulations of a D 2 MGI-triggered disruption in an Ohmic JET plasma have been performed with the JOREK code. The objective is to progress in the understanding of MGI-triggered disruptions, and also to validate the model on a "simple" case before applying it to more complicated cases (e.g., high Z MGI) and eventually to ITER. For this purpose, an equation for neutral density as well as appropriate atomic physics terms are included in JOREK. Present model limitations are the assumption of a purely diffusive transport of neutrals and the neglect of impurities. Other limitations come from numerical stability concerns, typically requesting diffusion coefficients to be larger than realistic.
The MGI gives rise to an overdensity that rapidly propagates in the parallel direction. Simulations with P DMV2 ¼ 1 or 2 bar match interferometry measurements better than with the experimental value of 5 bar, suggesting that not all of the gas enters the plasma in the experiment. The main focus of the paper is on the MHD activity. In the first few milliseconds, the MGI causes the simultaneous growth of several magnetic island chains (mainly 2/1 and 3/2) and seeds the 1/1 internal kink mode in cases with q 0 < 1, presumably via imposing a 3D structure rather than by creating unstable axisymmetric profiles. The O-points of all islands (including 1/1) are located in front of the gas deposition region, consistently with experimental observations. In a second phase, tearing modes keep growing, but this time presumably due to an unstable current profile. A peak in MHD activity takes place near 10 ms, associated to a stochastic layer covering roughly the outer half of the plasma and (in one of the simulations) to a peak in I p and a burst of dB/dt on the synthetic Mirnov coil signal. These two typical signatures of the TQ are observed experimentally near the same time, which is encouraging, but with a magnitude larger by roughly one order of magnitude. Not surprisingly, the TQ is not complete in the simulations: T e does not go below a few hundred eV at the end of the simulation (most of the drop being actually due to dilution, owing to the fast diffusion of the overdensity to the center due to the large diffusion coefficient used for numerical stability reasons). This incomplete TQ can be attributed to good flux surfaces remaining in the core but may also be related to missing radiation. Indeed, the level of radiation in the simulations is much smaller than the experimental one.
In view of these results, directions for progress can clearly be identified. In order to get a complete TQ in the simulations, a much stronger MHD activity is needed. The creation of a strongly unstable current profile by the penetration of a cold front is likely to be the key. This effect has for example lead to the TQ in previous JOREK MGI simulations. 33 One difference with the present simulations was that the cold front was much sharper due to different atomic physics settings. Effects that could sharpen the cold front should therefore be sought. It is interesting to assess the influence of simulation parameters. For example, we have used a D ? profile with a large value only in the injection region (where it is needed for numerical stability) and a smaller value further toward the core, but this has not provided a TQ. Another possibility is that the large hyperresistivity used in this simulations for numerical reasons artificially stabilizes the MHD. This will be studied in the near future.
The observation that simulated levels of radiation are much below reality strongly suggests that a match to the experiment requests other ingredients to be added. Radiation from intrinsic impurities is a good candidate and will be added in the near future. Another direction for progress is to improve the neutral transport model, for example, by implementing neutral convection. Related to this, it may be important to take into account the momentum source associated to the MGI.
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