Let f be a matrix function on a bounded domain D ⊂ R n furnished with a Riemannian metric. For a unit speed geodesic γ :
Introduction
This paper is a continuation of [4] that is referred to as [NS] . The reference (NS.1.1) stands for formula (1.1) of [NS] . Here, we consider the problem posed at the end of section 2 of [NS] . We start with the physical motivation of the problem.
Let us consider propagation of time-harmonic electromagnetic waves of frequency ω in a medium with the zero conductivity, unit magnetic permeability and the dielectric permittivity tensor of the form
where k = ω/c is the wave number, c being the light velocity. Here n > 0 is a function of a point x ∈ R 3 , and the tensor χ ij = χ ij (x) determines a small anisotropy of the medium. The smallness is emphasized by the factor 1/k. The tensor χ is assumed to be Hermitian, χ ij =χ ji .
In the scope of the zero approximation of geometric optics, propagation of electromagnetic waves in such media is described as follows. Exactly as in the background isotropic medium, 1 Partially supported by CRDF grant KAM1-2851-AL-07. along a geodesic ray γ (t). Here πγ is the orthogonal projection onto the planeγ ⊥ , and D/dt =γ k ∇ k is the covariant derivative along γ in metric (1.2). For a fixed unit speed geodesic γ (t), let (e 1 (t), e 2 (t), e 3 (t) =γ (t)) be an orthonormal basis parallel along γ in the sense of metric (1.2). Let η(t) = η 1 (t)e 1 (t) + η 2 (t)e 2 (t) be the representation of the polarization vector in this basis, and χ ij be the components of the tensor χ in this basis. Equation (1.3) is equivalent to the system dη 1 dt = i 2n 2 (χ 11 η 1 + χ 12 η 2 ), dη 2 dt = i 2n 2 (χ 21 η 1 + χ 22 η 2 ). runs an ellipse in the plane of vectors e 1 , e 2 ; it is called the polarization ellipse. The shape and disposition of the ellipse are determined by the angles α and ψ shown in figure 1 . The sign of ψ depends on whether the polarization is right or left. The angle α is not defined if ψ = ±π/4 (the case of circular polarization).
Only the angles α and ψ are measured in practical polarimetry. Simple arguments presented in section 6.1 of [5] lead to the following conclusion: the complex ratio η 2 /η 1 of the components of the vector η is in one-to-one correspondence with the pair of the angles (α, ψ) that determine the shape and disposition of the polarization ellipse. Note also that |η 1 | 2 + |η 2 | 2 = const. on the ray since (1.4) is a system with a skew-Hermitian matrix. Let us now consider the inverse problem. Assume a medium under investigation to be contained in a bounded domain D ⊂ R 3 with a smooth boundary. The background isotropic medium is assumed to be known, i.e., metric (1.2) is given. The domain D is assumed to be convex with respect to the metric, i.e., for any two boundary points x 0 , x 1 ∈ ∂D, there exists a unique unit speed geodesic γ :
We consider the inverse problem of determining the anisotropic part χ ij of the dielectric permittivity tensor. The data for the inverse problem are the angles α and ψ that are measured for outcoming light along every unit speed geodesic γ : [0, l] → D with the endpoints on the boundary of D. We denote by U(l) the fundamental matrix of system (1.4), i.e., ⎛
In [NS] , studying the inverse problem, we assumed the matrix U(l) to be completely known. Now, by the above conclusion, we assume that the ratio η 2 (l)/η 1 (l) is known as a function of the ratio η 2 (0)/η 1 (0), for all solutions to system (1.4). As one can easily see, this is equivalent to the fact that the matrix U(l) is known up to a factor ⎛ with a real λ. If the tensor field χ/n 2 is sufficiently small, λ on (1.5) can be assumed to satisfy
since the fundamental matrix U(l) is sufficiently close to the unit matrix. In other words, the results of the measurement do not change if a solution (η 1 (t), η 2 (t)) is multiplied by e iλ(t) , where λ(t) is a real function satisfying λ(0) = 0 and |λ(t)| < π/2.
Using the last observation, we change the variables in system (1.4) as follows:
Then the system is transformed to the following one:
(1.7)
Let us observe that the structure of this system coincides with that of system (1.22) of [1] . As compared with (1.4), system (1.7) has the next advantage: the results of the measurements allow us to determine completely the fundamental matrix U(l) of system (1.7). Indeed, note that the trace of the matrix of this system is equal to zero. Therefore the fundamental matrix of the system satisfies the condition det U(l) = 1.
(1.8)
Assume that, for every solution ζ(t) to system (1.7), the ratio ζ 2 (l)/ζ 1 (l) is known as a function of ζ 2 (0)/ζ 1 (0). As above, this allows us to determine the matrix U(l) up to a factor (1.5). Under assumption (1.6), the factor is uniquely determined by condition (1.8).
Let gl(C 3 ) be the space of all linear operators on C 3 . Equations (1.7) are written in a basis (e 1 (t), e 2 (t), e 3 (t) =γ (t)) related to the ray γ . To find an invariant form of the equations, we note that the matrix of the system
considered as the linear operator on C 3 is the orthogonal projection of the tensor f onto the subspace
Thus system (1.7) takes the invariant form
Instead of (1.9), we will consider the corresponding operator equation 
The inverse problem is now posed as follows: one has to recover the tensor field f given the trace
of the solution to (1.11). In the same way as in [NS] , this nonlinear inverse problem is reduced to the linear problem of recovering f from the data
where u is the solution to the boundary value problem
with some weights p and q that are semibasic tensor fields. The linear problem is studied in sections 2 and 3. In section 4, we present our main result on the local uniqueness in the nonlinear inverse problem.
The problem under consideration is of some applied interest for photoelasticity [2, 6] and for other kinds of optical tomography [3] . As the authors of [2] insist, the nonlinear problem is important for photoelasticity in the case of testing solid objects with big point loads.
The linear problem in dimensions greater than 3
First we are going to correct some inaccuracy made in [NS] . Let us recall that a number k(M, g) has been defined by formula (NS.3.6) for a CNTM (M, g) . Unfortunately, the definition given in [NS] is wrong and must be replaced with the following one:
where K(x) is the supremum of the absolute values of sectional curvatures at the point x over all two-dimensional subspaces of T x M. This coincides with definition (5.2.8) of [5] . Let us recall that, for a point x of a Riemannian manifold (M, g) and a vector 0 = ξ ∈ T x M, we have introduced the linear operator
If f is a scalar multiple of the metric tensor, i.e., f = λg with λ ∈ C ∞ (M), equation (1.11) gives no information on f . Therefore we will consider the inverse problem on the subspace of C ∞ τ 1 1 M consisting of trace-free tensor fields, i.e., f will always be assumed to satisfy
The quadratic form
is positive definite on the space of second-rank tensors at x satisfying (2.2). Therefore the estimate
holds for a trace-free f ∈ C ∞ τ 1 1 M with constant C depending only on n = dim M. We start with studying the corresponding linear inverse problem.
We can also assume these fields to satisfy
but this assumption has not been used so far. For a trace-free tensor field
The problem has a unique solution u ∈ C β 1 1 M; M and, by virtue of (2.4), the solution satisfies
In this section, we consider the inverse problem of recovering the tensor field f from the data
In the case of a real symmetric f and unit weights, the problem was considered in chapter 6 of [5] , see theorem 6.2.2 of [5] . Compared with [5] , the main difficulty of our case relates to the trace tr u of the solution u to (2.6). Indeed, tr u = 0 in the case of p = q = E, and this fact plays a crucial role in the proof of theorem 6.2.2 of [5] . Therefore we start with estimating tr u.
The factors p and q on (2.6) are considered as weights. We will assume the weights to be close to the unit weight E in the following sense: the inequalities
hold uniformly on M. The value of ε will be specified later. Equation (2.6) is initially considered on M. To get some freedom in treating the equation, we extend it to the manifold T 0 M = {(x, ξ ) ∈ T M|ξ = 0} of nonzero vectors. The weights are assumed to be positively homogeneous of zero degree in ξ
Then the right-hand side of (2.6) is positively homogeneous in ξ of zero degree because f is independent of ξ . The solution u must be extended to T 0 M as a homogeneous function of degree −1
because the operator H increases the degree of homogeneity by 1. Exactly as in [NS] , the solution u to (2.6) is continuous on
We rewrite the boundary value problem (2.6) in the form
where
By (2.9), the remainder r satisfies
with constant C dependent only on n = dim M. In what follows in this section, we denote different constants dependent only on n by the same letter C. For sufficiently small ε, equation (2.10) and inequalities (2.12) imply the estimate
Indeed, from (2.3) and (2.10)
Estimating the last integral on the right-hand side with the help of (2.12), we obtain
This implies (2.13) under the assumption Cε 2 < 1/2.
For every tensor field f ∈ C ∞ τ 
holds with constant C dependent only on n = dim M and constant D dependent on (M, g) but not on f and r.
Let us emphasize that no estimate for the remainder r is assumed in the lemma. If the remainder satisfies (2.12), then (2.15) implies We write the Pestov identity for the function ϕ
By (2.17), the left-hand side of the Pestov identity admits the estimate 2 Re
Therefore, the Pestov identity implies
for |ξ | = 1. We multiply the inequality by the volume form d , integrate over M, and transform the integrals of divergent terms by Gauss-Ostrogradskii
The integrand v, ν of the boundary integral on (2.21) is equal to zero on ∂ − M as is seen from (2.19) and boundary condition u| ∂ − M = 0. On ∂ + M, the integrand is the value on ϕ of some quadratic first-order differential operator, as is shown at the end of section 4.6 of [5] . Therefore the boundary integral admits the estimate
with some constant D 2 dependent on (M, g). Inequality (2.21) takes the form
The first integral on the right-hand side of (2.22) is estimated with the help of the Poincaré inequality (see section 4.5 of [5] ) like in section 4.7 of [5] . Namely, the integrand admits the estimate 
) is defined by (4.3.3) of [5] . This gives with the help of (2.14)
We have thus to estimate |H 
Estimating the first integral on the right-hand side of (2.22) with the help of the last inequality, we arrive at the final estimate
This gives statement of the lemma assuming ε < 1/8.
The following statement is an analog of formula (NS.3.17). 
Lemma 2.2. A trace-free tensor field
f ∈ C ∞ τ 1 1 M is uniquely represented as f ij (x) = (Q ξ f ) ij (x, ξ ) + ξ j a i (x, ξ ) + ξ ibj (x, ξ ) + ξ i ξ j c(x, ξ ) + d(x, ξ )g ij (x)(2.
and scalar functions c(x, ξ ) and d(x, ξ ). The (vector versions of the) fields a and b are expressed through f by the formulae
and the functions c and d by
28)
where n = dim M.
Proof. Compare with lemma 6.2.1 of [5] . We first prove the uniqueness statement. Assume (2.25) and (2.26) to be valid. Take the contraction of (2.25) with ξ j (multiply by ξ j and take the sum over j ). Taking (2.26) into account, we obtain
This means that a = π ξ f ξ/|ξ | 2 and
In the same way we obtain b = π ξ f * ξ/|ξ | 2 . On the other hand, applying the operator tr to equation (2.25), we see that 
33) We will first investigate the first term on the right-hand side of (2.36). By (2.25),
Differentiating the last equality with respect to ξ and using the fact that f is independent of ξ , we obtain
The tensor h ∇ k u ij is orthogonal to ξ in the indices i and j as follows from (2.7). Therefore the last formula is simplified to the following one:
Introducing the semibasic covector fields h δ1u and h δ2u by the equalities where terms on the right-hand side are defined in [NS] . Let us estimate the last term on the right-hand side of (2.40). Differentiating the second of equalities (2.28) with respect to ξ and taking the independence f of ξ into account, we obtain
This implies the estimate
(2.42)
We substitute values (2.27) for a and b into (2.40) and then use (2.41) and (2.42) to obtain the following analog of (NS.3.36)
The second term on the right-hand side of (2. 
Estimating the left-hand side of the Pestov identity (2.32) by (2.45), we obtain for |ξ | = 1
. We multiply inequality (2.46) by the volume form d , integrate over M, and transform the integrals of divergent terms by Gauss-Ostrogradskii formulae. In such a way we obtain the following analog of (NS.3.40):
The first integral on the right-hand side of (2.47) can be estimated as follows,
with constant D in (2.48) depending on (M, g). Indeed, analyzing the integrand by the same arguments as that used for proving (5.5.14) of [5] , we show that the integrand is the value on u| ∂ M of some first-order quadratic differential operator. The second integral on the right-hand side of (2.47) is estimated as follows:
In [NS], we have written the corresponding estimate (NS.3.42) with no proof just saying that the estimate can be proved exactly as in [5] . The letter statement is not quite right. So, let us discuss the proof of (2.49) in more detail. Repeating arguments in the beginning of section 5.5 of [5] , we prove the estimate 
The second inequality holds since f is independent of ξ . Estimating the second term with the help of (2.12), we obtain from (2.51)
Together with (2.13), this gives
We emphasize that (2.49) has been proved with the help of estimates (2.12). This remark will be important in the next section where the remainder r will be arbitrary.
Estimating integrals on the right-hand side of (2.47) by (2.48), (2.49) and (2.16) respectively, we obtain
Using the relation | h ∇u| 2 = |z| 2 + |H u| 2 , the last inequality is transformed to the following analog of (NS.3.44)
Then, using the inequality |H u|
we transform our estimate to the final form
Let us recall that β is an arbitrary number satisfying 0 < β 1.
Lemma 2.4. For every Riemannian manifold (M, g) of dimension n 4 and every point x ∈ M, the Hermitian form
is positive definite on the space of trace-free second-rank tensors at x. Moreover, the estimate
holds with positive constant c depending only on n. In the case of n = 3, the form A is identically equal to zero on the space of trace-free symmetric tensors at x.
With the help of the lemma, the proof of theorem 2.3 is finished as in [NS] . As far as the proof of the lemma is concerned, we first observe that it suffices to prove it for a real tensor f . Again, as in [NS], symmetric and skew-symmetric tensors are orthogonal to each other with respect to the quadratic form A. Therefore, it suffices to prove the positiveness of A on the spaces of real symmetric and skew-symmetric tensors separately.
The positiveness of A on the space of real trace-free symmetric tensors in the case of n 4 is proved in lemma 6.3.1 of [5] , as well as A = 0 on real tracefree symmetric tensors in the case of n = 3. On skew-symmetric tensors, projections P ξ and Q ξ coincide and therefore the quadratic form A coincides with the form B of lemma NS.3.2. The form B is positive in the case of n 4.
Remark. The dependence of the coefficient D on ε is a little bit strange. According to (2.52), D grows to infinity as ε approaches zero. On the other hand, formula (2.52) is replaced with D = D in the case of ε = 0. Indeed, ε = 0 means that weights p and q coincide with E, the remainder r is identically equal to zero, and tr u = 0.
The linear problem in the 3D case
Since the projections P ξ and Q ξ coincide on skew-symmetric tensors, the same counterexamples as in section 4 of [NS] are valid in our case for both linear and nonlinear problems. Here, we will prove the uniqueness for the linear problem under the same closeness condition on f as in section 4 of [NS]. 
holds with constant D independent of f, p, q.
While proving this theorem, we would like to separate the cases of a symmetric and skew-symmetric f . Such a separation was already used implicitly in the proof of theorem NS.4.2, see formula (NS.4.29). The complete separation is impossible since the weights p and q in equation (2.6) mix the symmetric and skew-symmetric parts of f . Therefore we will apply the separation to equation (2.10) with a remainder. In the separated equation, we cannot use estimates of the remainder like (2.44).
For a semibasic tensor field h, we will use the notation
Actually, this formula defines a norm on the subspace of C ∞ β r s M; T 0 M consisting of fields h satisfying the homogeneity condition h(x, tξ ) = t λ h(x, ξ )(t > 0) for a fixed λ. All semibasic tensor fields under consideration will be of this kind but for different values of λ.
where C is the volume of the unit sphere in R 3 . In the current section, we denote different universal constants by the same letter C, while D denotes different constants depending on (M, g) and probably on ε.
First of all we will demonstrate that theorem 3.1 can be derived from the following two lemmas. 
is positively homogeneous in ξ of degree −1 
holds with some universal constant C and some constant D depending on (M, g) but not on f and r.
Proof of theorem 3.1. We write equation (2.6) in form (2.10) with the remainder r defined by (2.11). The remainder satisfies r(x, ξ )ξ = r * (x, ξ )ξ = 0 and estimates (2.12). We decompose each of the fields f, u, r into the sum of symmetric and skew-symmetric tensors
The field f + is trace-free, and f − is a closed field. The fields u ± are solutions to the boundary value problems 
Estimating the left-hand side of (3.8) with the help of the last inequality, we obtain
This gives the statement (3.1) of the theorem under the assumption C 2 ε 1/2 < 1/2.
Proof of lemma 3.2. The field u is symmetric and orthogonal to ξ , i.e., u ij ξ j = 0 as follows from (3.2) and (3.4). We write the Pestov identity (2.32) for u with terms defined by (2.33)-(2.35). We represent the left-hand side of the Pestov identity in form (2.36). For a symmetric f , formula (2.37) takes the form (Q ξ f ) ij = f ij − a i ξ j − a j ξ i − cξ i ξ j − dg ij since b =ā as is seen from (2.27). The terms a, c and d are defined by formulae (2.27) and (2.28). Treating the last formula as before, we obtain the following analog of (2.39) 
