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ABSTRACT
Thermoelectrics enable solid-state conversion of heat to electricity by the
Seebeck effect, but must provide scalable and cost-effective technology for
practical waste heat harvesting. This dissertation explores the thermoelectric
properties of electrochemically etched silicon nanowires through experiments,
complemented by charge and thermal transport theories. Electrolessly etched
silicon nanowires show anomalously low thermal conductivity that has been
attributed to the increased scattering of heat conducting phonons from the
surface disorder introduced by etching. The reduction is below the incoherent
limit for phonon scattering at the boundary, the so-called Casimir limit. A
new model of partially coherent phonon transport shows that correlated mul-
tiple scattering of phonons off resonantly matched rough surfaces can indeed
lead to thermal conductivity below the Casimir limit. Using design guide-
lines from the theory, silicon nanowires of controllable surface roughness are
fabricated using metal-assisted chemical etching. Extensive characterization
of the nanowire surfaces using transmission electron microscopy provides sur-
face roughness parameters that are important in testing transport theories.
The second part of the dissertation focuses on the implications of increased
phonon scattering on the Seebeck coefficient, which is a cumulative effect of
non-equilibrium amongst charge carriers and phonons. A novel frequency-
domain technique enables simultaneous measurements of the Seebeck coef-
ficient and the thermal conductivity of nanowire arrays. The frequency re-
sponse measurements isolate the parasitic contributions thus improving upon
existing techniques for cross-plane thermoelectric measurements. While the
thermal conductivity of nanowires reduces significantly with increased rough-
ness, there is also a significant reduction in the Seebeck coefficient over a
wide range of doping. Theoretical fitting of the data reveals that such re-
duction results from the annihilation of phonon drag in nanowires due to
phonon boundary scattering. By exploring the effect of surface roughness
ii
and employing lattice non-equilibrium theories, the measurements are able
to distinguish between long wavelength phonons that contribute to phonon
drag and shorter wavelengths that contribute to heat conduction near room
temperature. Phonon drag quenching in nanostructures has implications be-
yond silicon and this thesis paves the way toward spectrally selective phonon
scattering for improving nanoscale thermoelectrics.
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CHAPTER 1
NANOSTRUCTURED
THERMOELECTRICS
1.1 Motivation and Background
The second law of thermodynamics states that it is impossible to build a per-
fect heat engine which converts all the available energy from a heat source
into useful work. All irreversible heat engines between two heat reservoirs
are less efficient than an ideal Carnot engine operating between the same
reservoirs. Thus, every heat engine in the world rejects energy in the form of
heat, with the quantity of rejected heat dependent on the reservoir temper-
atures. Heat engines that produce 90% of the world’s power typically only
convert less than 40% into electricity or useful work. The US Department of
energy estimates that ∼57% of the annual energy produced in the US alone
is rejected in the form of waste heat. Over 2 TW of such wasted energy is
available as low quality heat sources (400C-2500C). These heat sources are
available at every scale - from microprocessors to car engine exhausts and
even as geothermal energy a few miles beneath the earth’s surface. Assuming
a Carnot engine of 30% efficiency operating between a heat source at 1500C
and a sink at room temperature, 0.6 TW of work can be ideally recovered
from waste heat. Thus, reclaiming even few percent of the energy in waste
heat provides a compelling pathway toward energy efficiency.
Converting low quality heat into electricity presents a difficult technical
problem since proven steam-based Rankine cycles are no longer operable at
these temperatures. Compared to vapor cycles, thermoelectric materials en-
able solid state conversion of heat to electricity and can operate at the low
temperatures relevant for waste heat harvesting. Thermoelectric materials
utilize Seebeck effect to convert a temperature gradient to electric voltage.
Silicon based thermoelectrics is technologically advantageous in that silicon
1
(a) (b)
Figure 1.1: (a) Schematic of thermoelectric module with p-type and n-type
junction operating as a heat engine. (b) Conversion of the thermoelectric
figure of merit ZT to efficiency as a function of source temperatures.
enjoys an economy of scale and an established processing knowhow. However
a poor conversion efficiency (< 1%) compared to vapor-based heat engines
has hampered the use of silicon as thermoelectric materials. This poor effi-
ciency in silicon stems from the high thermal conductivity of silicon which
makes it difficult to sustain a temperature gradient big enough to generate a
useful voltage. Thermoelectric efficiency is generally quantified by the ther-
moelectric figure of merit ZT [10], defined as S2σT/k where S is the Seebeck
coefficient, σ is the electrical conductivity and k is the thermal conductivity
at temperature T . The figure of merit ZT signifies that a ‘good’ thermoelec-
tric material should have high Seebeck coefficient with minimal irreversible
losses in form of Joule heating (∼ 1/σ) and heat conduction across the ma-
terial (∼ k). Figure 1.1 (a) shows a typical thermoelectric heat engine made
of two dissimilar materials (p-type and n-type semiconductors as an exam-
ple) highlighting the energy losses. For bulk silicon at optimal doping, ZT
at room temperature is as low as 0.03 due of its high thermal conductivity
(140 W/mK) rendering it useless for thermoelectrics. The conversion of ZT
to thermoelectric efficiency is given in Fig. 1.1 (b).
The challenge in developing efficient thermoelectrics lies in the fact that
the three thermoelectric properties (S, ρ and k) are mutually related. In bulk
materials, for instance, increase in the carrier density n leads to an increase
in electrical conductivity, but reduces the Seebeck coefficient. Thus, inde-
2
Figure 1.2: Summary of enhancements in ZT of nanostructured materials
since 1993. Reproduced from Ref. [1]
pendent control of the thermoelectric properties is the primary requisite for
efficient thermoelectrics. The seminal work by Hicks and Dresselhaus [11, 12]
in 1993 theoretically claimed that nanostructured materials have enhanced
thermoelectric figure of merit due to increased power factor S2σ. This inde-
pendent control of power factor derives from the modification of electronic
density of states in quantum confined structures. These important findings
spurred extensive research on the possibility of using sub-10 nm structures
for thermoelectrics, but the experimental realization of the enhanced power
factor is still debated [13, 14, 15]. However, nanostructures have mainly
benefited from the reduced lattice thermal conductivity by increased scat-
tering of heat conducting phonons from nanoscale boundaries. Henceforth,
the widely pursued strategy for developing efficient thermoelectrics has been
to reduce the lattice thermal conductivity by nanostructuring without af-
fecting the power factor. Several review articles summarized the progress of
nanostructured thermoelectrics over the past decade in the material systems
that include II-VI based nanostructures [16, 17], silicon-germanium alloys
[18], bulk nanostructured materials [19], superlattices and nanoparticle em-
bedded semiconductors [20]. We discuss the advances in silicon-based ther-
moelectrics in the next section with a specific focus on the reduction in the
lattice thermal conductivity of silicon with nanostructuring.
3
1.2 Size effects on thermal conductivity of silicon
In this section, we briefly discuss the fundamentals of phonon transport perti-
nent to thermal conductivity of silicon. In Si, the lattice vibrations (phonons)
contribute to majority of the heat conduction. The phonon thermal conduc-
tivity is given by
k =
1
3
∑
α
∫
ω
CωvωΛω dω (1.1)
where C is the specific heat of the phonon mode, v is the phonon group
velocity and Λ is the phonon mean free path, all parameters are function of
phonon frequency. The summation is over all possible phonon mode polariza-
tions (α) that include transverse acoustic (TA), longitudinal acoustic (LA),
transverse optical (TO) and longitudinal optical phonon modes (LO). The
specific heat capacity is given by Cω = ~ωD(ω)dN/dT where D(ω) is phonon
density of states and N is the phonon population of mode (ω,k). Figure 1.3
shows the spectral distribution of the phonon density of states in silicon,
distinguishing the frequency regimes of acoustic and optical phonons. The
density of states for low frequency acoustic phonons ∝ ω2 in bulk Si. The
phonon group velocity v depends on the dispersion relation of phonons. For
nanostructures of critical size greater than 30 nm, the specific heat capacity
and the group velocity of the phonon modes remain close to bulk silicon [2].
The mean path of phonons varies widely with phonon frequency [21] and
the understanding of phonon mean free path is evolving over the past two
decades. The initial understanding of the ‘dominant’ mean free path of
phonons that contribute to the thermal conductivity was based on the kinetic
model. Using the linear Debye dispersion (ω = ck) and thermal conductivity
data of bulk Si, the kinetic model estimates the dominant phonon mean free
path ∼43 nm at room temperature [22]. The critical drawback of the kinetic
model lies in its assumption of frequency independent phonon mean free
path, also called the grey approximation. The kinetic model severely under-
estimates the MFPs of the phonons for several reasons (a) Debye dispersion
model overpredicts the average group velocity of phonons and (b) the Debye
cut-off frequency used for heat capacity C overpredicts the contribution of op-
tical phonons to the thermal conductivity at room temperature. Ju et.al.[23]
estimated the effective MFP of phonons ∼300 nm at room temperature using
4
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Figure 1.3: (a) Spectral distribution of phonons showing the density of
states in silicon (b) Dependence of phonon mean free path with phonon
frequency for different phonon scattering processes.
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Figure 1.4: The mean free paths of electrons and phonons contributing to
cumulative electrical and thermal conductivity respectively in silicon at
room temperature.
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thin-film thermal conductivity data and complete phonon dispersion models.
In 2011, the first-principles calculation of phonon mean free path by Esfarjani
et. al. [24] showed that the MFPs span over five orders of magnitude from
1 nm to 100µm in Si at room temperature. This work showed that about
half of the thermal conductivity comes from MFPs larger than 1 µm. Several
recent thermal conductivity spectroscopic measurements [25, 26, 27] confirm
the broadband distribution of MFPs of heat conducting phonons and are in
quantitative agreement with the first-principles calculations.
Figure 1.4 plots the cumulative thermal conductivity and electrical conduc-
tivity as a function of phonon MFP and electron MFP in Si at room tempera-
ture. The specific contributions of phonon MFPs to the thermal conductivity
is obtained from first-principles calculations from Ref. [24]. The electrical
conductivity as a function of electron MFPs in doped Si (N = 1 × 1019
cm−3) is calculated using the validated electron scattering rates from the
device physics literature [28, 29]. From Fig. 1.4, we observe that by intro-
ducing nanoscale boundaries of ∼100 nm, the phonons of larger MFPs can be
suppressed by boundary scattering without critically affecting the electronic
MFPs. Thus, nanostructuring provides independent control of the thermal
conductivity and the electrical conductivity in silicon paving the way to ef-
ficient silicon-based thermoelectrics.
1.2.1 Casimir limit of thermal conductivity
In low dimensional structures, the mean free path of phonons is suppressed
by phonon boundary scattering. Figure 1.3 (b) plots the mean free path of
individual phonon scattering processes as a function of phonon frequency.
We observe that the MFPs of acoustic phonons responsible for majority of
heat conduction at room temperature are predominantly limited by the size
of crystal.
Completely incoherent scattering of phonon modes from the boundaries
leads to the limit of thermal conductivity in low dimensional structures called
the Casimir limit [30]. This limit of phonon boundary scattering assumes
complete thermalization of incident phonons at the boundaries of a crystal
6
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Figure 1.5: Experimentally measured thermal conductivity of silicon
patterned into various nano-architectures. The dotted line represents the
Casimir limit of thermal conductivity in Si.
yielding a phonon mean free path comparable with the crystal dimensions.
For a wire geometry, the theory yields a phonon mean free path equal to the
wire diameter. This limit of thermal conductivity assumes all phonon modes,
independent of their frequency, have MFP due to the boundary scattering
that equals the critical dimension of the structure. The dotted line in Fig
1.5 shows the Casimir limit as a function of crystal dimension. The experi-
mentally measured thermal conductivity data of thin films [31, 32] and VLS
nanowires [33, 5] shown in Fig. 1.5 adhere to the Casimir limit of the thermal
conductivity. The critical dimensions in the thin films and the nanowires are
the film thickness and the wire diameter respectively. Recent measurements
on electrolessly etched nanowires [3, 4, 34] and nanomeshes [35, 36, 37] how-
ever show a significant reduction in the thermal conductivity, several times
below the Casimir limit and two order reduction from bulk silicon. Even-
though these results can be seen as a remarkable breakthrough for silicon
thermoelectrics, the anomalously low thermal conductivity values suggesting
the breakdown of Casimir limit in these structures is puzzling. We discuss
the case of reduction in k of the electrolessly etched nanowires in the next
section.
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1.3 Thermal conduction in rough wires below the
Casimir limit
Recent measurements of the thermal conductivity of electrolessly etched sil-
icon nanowires [3, 4, 34] claim a thermal conductivity as low as ∼ 3 W/mK
at room temperature for a 50 nm diameter wire. This intriguing fifty-folds
reduction from the value for the bulk is well below the Casimir limit [30]
and close to the amorphous limit of ∼1 W/mK for silicon. What is even
more puzzling is that measurements on wires fabricated using electron-beam
lithography and roughened using reactive-ion etching [4] do not exhibit the
anomalously low thermal conductivities as the electrolessly etched wires even
though their surface roughness exceeds that of the electrolessly etched wires.
While further measurements are still needed to verify these results, these
initial experiments draw attention to a deeper examination of the validity of
the Casimir limit in nanostructures. A 50 nm diameter single-crystal silicon
wire is expected to have a thermal conductivity of ∼20 W/mK at room tem-
perature at the Casimir limit of boundary scattering, much higher than that
reported for electrolessly etched wires.
Existing theoretical work [38, 5, 39, 40, 41] explain the reduction in ther-
mal conductivity using different approaches. Phonon transport in the rough
nanowires has been extensively studied using perturbative approaches [38, 40,
42, 43] to detailed atomistic simulations using molecular dynamics [39, 44],
non-equilibrium Green function techniques [45, 46, 47] and Boltzmann trans-
port equations [48]. Atomistic simulations [39] show that the low thermal
conductivity arises due to non-propagating vibrational modes. The compu-
tations are restricted to diameters of 4 nm and do not facilitate a direct
comparison with experimental data. Monte Carlo modeling of phonon trans-
port [40] using frequency dependent surface scattering matches reasonably
with data but predicts a continuously decreasing thermal conductivity with
increasing roughness amplitude and contradicts the measurements on the
electron-beam defined wires [4]. A subtle issue in the formulation is the use
of a scattering cross-section [49] that is valid for bulk disorder. The wires,
especially at a low doping, do not appear to possess any bulk disorder accord-
ing to the available TEM evidence. The model also counts surface scattering
twice by including the frequency independent Casimir limit along with the
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frequency dependent scattering. Thus, it is difficult to ascertain if the fit to
experimental data is fortuitous rather than physical.
A third model [38, 5, 41] approaches the problem through an examination
of coherent effects. This applies Morse’s results [50] for a disordered linear
chain to obtain a mean free path for surface scattering and uses it along the
lines of the DMPK theory [51]. The results explain low temperature data
satisfactorily but do not address the room temperature behavior. In this dis-
sertation, we build on such coherent transport theories [38, 41, 42] to consider
multiple scattering from the boundaries in conjunction with the incoherent
Umklapp scattering to understand room temperature thermal conductivity
of rough silicon nanowires.
1.4 Seebeck effect in silicon
In this section, we review the understanding of the Seebeck coefficient in
silicon. The practical importance of the Seebeck coefficient stems from its
quadratic dependence in the power factor, S2σ for thermoelectric energy con-
version, where σ is the electrical conductivity. The Seebeck coefficient is a
measure of the open-circuit voltage generated across a material in response
to a temperature difference across its ends. The voltage results both from the
intrinsic diffusion of charge carriers from the hot to the cold side as well as a
drag imposed on the carriers by the accompanying diffusion of phonons. The
total Seebeck coefficient, S is generally expressed as the sum of the carrier
diffusion (Sd) and the phonon drag (Sph) components [6, 52]. We will discuss
each phenomenon separately.
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1.4.1 Diffusion component
The diffusion component of the Seebeck coefficient is the average energy
transported by the carriers relative to the Fermi level.
Sd =
1
eT
(〈τE〉
〈τ〉 − EF
)
=
1
eT
[∫∞
Eb
Eg(E)v(E)Λ(E)df0
dE
dE∫∞
Eb
g(E)v(E)Λ(E)df0
dE
dE
− EF
]
(1.2)
where EF is the reduced Fermi-level (energy at the band edge Eb is considered
zero), g(E) is 3D density of states, v(E) is the carrier velocity and f0 is the
equilibrium Fermi-dirac distribution at temperature T . The first term in Eqn.
1.2 depends on the dominant scattering mechanism of the electrons. The
electron mean-free path is generally considered proportional to the energy
through the ‘scattering exponent’ r (Λe−e ∝ Er or τ ∝ Er−1/2). Increase in
the scattering exponent r increases Sd. The second term in Eqn. 1.2, EF
depends on the carrier concentration. For non-degenerate Si, EF < −2kbT
and for degenerate Si, EF > 30kbT . Using these approximations, Eqn. 1.2
reduces to
Sd = −1
e
(
EF
T
− kb
(
r +
5
2
))
when EF < −2kbT (1.3)
Sd =
pi2
(
r + 3
2
)
T
3eEF
when EF > 30kbT (1.4)
The Fermi level moves close the band edge (conduction band in n-type and
valence band in p-type) with increase in the carrier concentration (n) reducing
Sd. Figure 1.6 (a) shows the decrease of S and the increase of electrical
conductivity σ with n and the power factor S2σ peaks at an optimal n in
the semiconductors. In silicon, the power factor peaks close to a carrier
concentration of 1019 cm−3.
We now outline two strategies to enhance Sd. Changing the electronic den-
sity of states g(E) by quantum confinement of carriers in one-dimensional
nanostructures significantly enhances Sd [11, 12]. A second approach for en-
hancing Sd is selective electron filtering [53, 54, 55]. With a hot electron filter
(potential barrier in a heterostructure, for instance), the ‘cold’ electrons are
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Figure 1.6: (a) The power factor peaks at a carrier concentration ∼ 1019
cm−3 in silicon. (b) Strategies for enhancing the diffusion component of
Seebeck coefficient.
selectively scattered, thereby increasing in the asymmetry between ‘hot’ and
‘cold’ electrons. This asymmetry enhances Sd by overcoming the conven-
tional trade-off between electrical conductivity and the Seebeck coefficient.
The nomenclature of ‘hot’ and ‘cold’ electrons is defined based on the elec-
tron energies above and below the Fermi level respectively as shown in Fig.
1.6 (b).
1.4.2 Phonon Drag
Amidst the advances in enhancing Sd, the role of lattice non-equilibrium in
the Seebeck effect has not attracted much attention. Since the Seebeck effect
arises under a temperature difference, the resulting gradient must also trans-
port phonons. Theory considering simultaneous non-equilibrium amongst
electrons and phonons shows that phonon transport enhances S through a
second contribution termed the phonon drag [52, 6, 56]. The dominance of
Sph to the thermoelectric power was first observed in the Seebeck coefficient
at low temperatures in single-crystal bulk Ge [52, 56] and Si [6, 7]. In order
to explain this phenomenon, several theories on crystal momentum exchange
between electrons and phonons were proposed to model the phonon drag.
However, the theory of drag remains incomplete partially due to the scarce
experimental data on phonon drag. Perhaps, further due to the notion that
drag is inconsequential at room temperature [57] especially at the relatively
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high doping of practical relevance to thermoelectrics, phonon drag remains
an obscure phenomenon.
For a simple explanation of phonon drag, consider a gas of phonons with an
average energy density Eph/V . Using kinetic theory, the phonon gas exerts
a pressure of P = Eph/3V on the electron gas. In presence of a temperature
gradient in x-direction, the electrons experience a force
Fx
V
= −dP
dx
= − 1
3V
(
dEph
dT
)
dT
dx
(1.5)
Under zero current conditions, this force should equal the force on the elec-
trons by the electric field Ex, such that Fx/V = neEx where n is the carrier
density. Now using the definition of the Seebeck coefficient for an open circuit
system, we derive phonon drag as
Sph =
Ex
dT/dx
= − 1
3enV
dEph
dT
=
Cph
3ne
(1.6)
where Cph is the specific heat capacity of the phonon mode per unit volume.
While this simple treatment of drag is sufficient for metals, the derivation
ignores two effects pertinent to the semiconductor transport - (a) all phonons
do not interact with the electron gas, unlike in the metals. Only the long
wavelength phonons (λph) that exceed half of the thermal wavelength of elec-
trons (λe) satisfy the wavevector conservation for electron-phonon coupling.
(b) The phonon-lattice interactions were ignored in the simple derivation. If
the phonons interact with the lattice by phonon-phonon and phonon-defect
scattering processes, the drift velocity of the phonons is less than that of the
electron gas.
Hence, including the frequency dependent of electron-phonon (relaxation
rate τe) and phonon-lattice interactions (relaxation rate τp), we can modify
Eqn. 1.6 to
Sph =
1
3ne
∫
ω
Cω
τp(ω)
τp(ω) + τe(ω)
dω (1.7)
Equation 1.7 is obtained by equating the rate of momentum transfer from
the electrons into a frequency group of phonons to the rate at which it is
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removed by the other processes.
From Eqn. 1.7, we infer that the phonon drag is quenched with the on-
set of anharmonic umklapp scattering (τp) at higher temperatures leading
to the rapid thermalization of phonons. Similarly, we expect the phonon
impurity scattering to further quench phonon drag in highly doped semi-
conductors. Thus, a common narrative is that at room temperature and at
the relatively high doping level required for practical thermoelectric energy
conversion Sph << Sd[57]. Such a narrative ignores a key attribute of the
original theory of phonon drag that distinguishes between long wavelength
phonons that contribute to drag and shorter wavelengths that contribute to
heat conduction at room temperature. The second focus of this disserta-
tion is to quantitatively determine the magnitude of drag in bulk silicon and
in nanowires with different surface roughness scales, to identify the spectral
contribution of phonons to drag.
1.5 Organization
The dissertation is organized into six chapters as follows.
In Chapter 2, we study the thermal conduction in rough silicon nanowires
using a partially coherent boundary scattering model. We specifically study
the correlated multiple scattering of phonons from statistically rough sur-
faces. Using several statistical models of roughness, we explore the effects of
roughness scales on the thermal conductivity of the nanowires. Finally, we
compare the existing experimental measurements with the theory.
In Chapter 3, we discuss the fabrication of roughened silicon nanowires us-
ing metal assisted chemical etching. By employing several characterization
techniques, the chapter outlines the process development for controllable
roughness and doping in the nanowires.
In Chapter 4, we introduce the frequency domain methods to simulta-
neously measure the thermal conductivity and the Seebeck coefficient of
nanowire arrays. We validate the technique by measurements on bulk sil-
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icon and also discuss the validity limits of the frequency domain methods.
In Chapter 5, we report the thermoelectric measurements of the silicon
nanowires. We explore the dependence of thermoelectric properties with
surface roughness, doping and the morphology of the nanowires.
In Chapter 6, we formally develop the theory of thermopower in silicon
and separately discuss the diffusion and the drag components of the Seebeck
coefficient. Using the theory of phonon drag, we explain the measured data
of Seebeck coefficient in bulk silicon and nanowires. Chapter 7 summarizes
our conclusions and present future directions of research for designing highly
efficient silicon based thermoelectrics.
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CHAPTER 2
MODELING OF PHONON TRANSPORT IN
SURFACE DISORDERED
NANOSTRUCTURES
Nanowires with roughened surfaces show severely lowered thermal conductiv-
ity than that predicted using Casimir’s model [30] of diffuse boundary scat-
tering. In this work, we develop a frequency dependent boundary scattering
model to gain better understanding of the thermal transport in rough silicon
nanowires. In this work, we build on a coherent transport theory [38, 41, 42]
to consider roughness dependent multiple scattering in conjunction with
Umklapp scattering. Figure 2.1 provides a visual explanation of surface
scattering from nanowire surfaces. Shown are the high-resolution transmis-
sion electron micrographs of a smooth and a rough NW, typically observed
electroless etched wires. As depicted schematically, the atomic scale rough-
ness on the smooth wire scatters phonons diffusely consistent with Casimir’s
model. On roughening, multiple scattering events become probable espe-
cially if the roughness wave length is comparable to the phonon wave length.
Figure 2.1(b) schematically depicts scattered phonon wave fronts.
While the coherent transport models are used for treating surface scatter-
ing of phonons, it should be noted that the anharmonic phonon scattering
(Umklapp scattering) will destroy the coherence. The consideration of Umk-
lapp scattering is necessary for predicting room temperature behavior but
introduces the complexity of treating coherent and incoherent scattering si-
multaneously. Our model handles this by separating transport into distinct
frequency dependent regimes where coherent or incoherent scattering domi-
nate. We find that the multiple scattering of phonons from correlated points
on the wire surface lead to strong attenuation. The mean free path from mul-
tiple scattering is shorter than that from Umklapp scattering across a range
of frequencies, even at room temperature. Such scattering leads to conduc-
tivity well below the Casimir limit for high frequency phonons. However, it
is not just the roughness amplitude but also the roughness correlation that
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Figure 2.1: Transmission electron micrographs of the surface of (a) a
smooth nanowire and (b) a roughened nanowire, both fabricated using
metal assisted chemical etching. The scale of TEM micrographs is 10 nm.
Phonons in the smooth wire are diffusely scattered at the boundary. The
enhanced roughness in the roughened wire leads to partially coherent
transport where the scattered wave fronts undergo multiple interactions.
decides the overall conductivity [58, 59].
In this chapter, we start with a brief overview of multiple scattering the-
ory in quantum mechanical systems in Section 2.1. Since, accurate phonon
dispersion relations should be used in modeling transport in one-dimensional
systems, we discuss the complete solution of phonon dispersion in NWs us-
ing several models in Section 2.2. We then proceed by applying multiple
scattering theory to study the transmission of the propagating phonons in a
rough waveguide in Section 2.3. For this section, we consider the statistical
roughness only in the longitudinal direction. We then calculate the thermal
conductance in the NWs for various roughness statistics in Section 2.4 and
compare the theoretical results to the available experimental data in Sec-
tion 2.5. Finally, we extend our theory to include the effect of azimuthal
roughness and examine the effects of this two-dimensional roughness on the
phonon transmission and in turn, the thermal conductance in Section 2.6.
16
Figure 2.2: Multiple scattering problem for two point scatterers located at
r1 and r2
2.1 Multiple Scattering theory
In this section, a brief review of multiple scattering theory is presented,
a framework which will be later used to solve phonon scattering in rough
waveguides in Sec. 2.3. The evolution of a wavefunction ψ propagating in
free space from point r′ to r with a free-space Green function operator G+0 is
given by
ψ(r) =
∫
dr′G+0 (r − r′)ψ(r′) (2.1)
2.1.1 Point scatterers
Now consider a point scatterer of scattering strength t1 at position r = r1.
The wave can travel from r′ to some point r either without scattering or by
scattering at r=r1. Thus the wavefunction evolution at r is written as sum
of these events as
ψ(r) =
∫
dr′G+0 (r − r′)ψ(r′) +
∫
dr′G+0 (r − r1)t1G+0 (r1 − r′)ψ(r′) (2.2)
In presence of two point scatterers, the wave can reach r in several possible
ways as listed in Fig. 2.2. One of the ways is the wave scatters at r1 and
then at r2 and come back to the scattering center r1. These processes are
classified as multiple scattering events since the wave interacts with the same
scatterer several times. Hence, for a system of n discrete scatterers, the final
wavefunction is infinite summation of all multiple scattering events given by
|ψ〉 = |φ〉+G+0 Tˆ |φ〉 (2.3)
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where
Tˆ =
∑
i
ti +
∑
i
∑
j 6=i
tiG+0 t
j +
∑
i
∑
j 6=i
∑
k 6=j
tiG+0 t
jG+0 t
k + . . . (2.4)
2.1.2 Continous potentials
Instead of discrete scatterers, now consider the scattering potential V is
continuous over the space. Let the wavefunction (w.f.) propagation in the
space is defined by Helmoltz equation
(∇2 + k2)χ(r) = 0
(∇2 + k2)ψ(r) = V (r)ψ(r) (2.5)
where k is the wavevector, χ is the unperturbed w.f. while ψ is the w.f. in
presence of perturbing potential V . Defining the Green’s function G0 for
Helmoltz equation in Eqn. 2.5 as
(∇2 + k2)G0(r, r′) = δ(r − r′) (2.6)
we can write express the perturbed w.f. as
ψ(r) = χ(r) +
∫
G0(r, r
′)V (r′)ψ(r′) d3r′ (2.7)
This equation is called Lippman-Schwinger equation. Substituting Eqn. 2.7
back in place of ψ(r′) in the RHS of Eqn. 2.7, we get an iterative solution
for the perturbed w.f. as
ψ(r) = χ(r) +
∫
G0(r, r
′)V (r′)ψ(r′) d3r′
+
∫ ∫
G0(r, r
′)V (r′)G0(r′, r′′)V (r′′)ψ(r′′) d3r′ d3r′′ + . . . (2.8)
This equation represents the integral form of multiple scattering for contin-
uous scattering potentials.
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2.1.3 Scattering Formalism
We now apply the multiple scattering theory to quantum mechanical systems
in a formal way. Again, let the unpertubed and perturbed w.f. satisfy the
Schrodinger equations with Hamiltonian H0 and eigenvalues E, given by
H0|χ〉 = E|χ〉 (2.9)
(H0 + V )|ψ〉 = E|ψ〉 (2.10)
we can write the Lipmann Schwinger equations in bra-ket notation as
|ψ〉 = |χ〉+G0V |ψ〉 (2.11)
Defining the scattering matrix T such that T |χ〉 = V |ψ〉, we obtain
|ψ〉 = |χ〉+G0T |χ〉 (2.12)
Tαα′ = 〈χα|V |ψ′α〉 (2.13)
Similarly, the iterative form of Eqn. 2.11 is written as
|ψ〉 = |χ〉+G0V |χ〉+G0V G0V |χ〉+G0V G0V G0V |χ〉+ . . . (2.14)
Tαα′ = 〈χα|(V + V G0V + . . .)|ψ′α〉 (2.15)
where the matrix T defines the scattering events given by an infinite series
generally called Born series. If the series is truncated only at the first term
V (single point scattering), its referred to as the first Born approximation.
The summation of the series in Eqn. 2.15 can be written as Eqn. 2.16 called
Dyson equation
T = (1− V G0)−1V (2.16)
In Sec. 2.3, we use the framework presented in this section to study phonon
scattering in rough surface waveguide. The perturbation of the w.f. (ψ)in
this case is a random potential created by rough surface over an unperturbed
smooth waveguide (χ). Before proceeding to this problem, we should first
identify the phonons that propagate in a nanowire system and obtain the
phonon dispersion relations.
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2.2 Dispersion models in nanowires
It is imperative to calculate complete phonon dispersion relations in nanowires
for accurate modeling of NW thermal conductivity [2]. Several atomistic
models like lattice dynamics (LD) yield the closest approximation to com-
plete dispersion when appropriate interatomic potentials are taken into ac-
count [60]. Lattice dynamics calculations, however are computationally cum-
bersome for NWs of diameters > 10 nm. This limits the application of LD
simulations to model NWs of diameter > 50 nm, the range pertinent to our
study. Hence, we start with LD calculations on sub-10 nm NWs and calculate
the deviations from the bulk Si dispersion to quantify the size effects in NWs.
The complete details of LD simulations can be found in several textbooks
like Ref.[61, 60]. Briefly, LD simulations consider atoms in Si lattice interacts
with their nearest neighboring atoms through a harmonic potential with Si–Si
bond stiffness Ks and three-body bond angle stifness Kφ. The total potential
Ψ of the lattice system with N Si atoms is written as
Ψ(u) =
N∑
i,j
1
2
Ks[ ~rij.(ui − uj)]2 +
N∑
ijk,k<i
1
2
Kφ(θijk − θ0)2 (2.17)
where the vector u represents the coordinates of the atomic positions, rij
is position vector between atoms i and j and θ represents the bond angle.
Using Eqn. 2.17, we construct the dynamic matrix D, a 3N × 3N matrix
(each atom has 3 degrees of freedom) as
Dmn = − ∂Ψ(u)
∂um∂un
(2.18)
We construct the dynamic matrix for atoms in an unit cell of dimension
D × D × a where D is nanowire diameter and a is the lattice constant as
shown in Fig. 2.3 (a). Finally applying the Bloch periodic condition by
forcing the condition uj = exp(j~k. ~rij)ui, we obtain an eigenvalue problem
D(k˜)u˜ = Mω2u˜. Since the periodicity condition in NWs is only the longi-
tudinal direction, ~k = (0, 0, kz). Here, the matrix M is a diagonal matrix
consisting of atomic masses, ω is the frequency of the eigenmodes. The eigen-
value problem has 3N eigenvalues with the lowest eigenvalue ω=0 when kz=0
when the boundary atoms in x and z are free to move (stress-free condtion).
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Figure 2.3 (a) shows the LD solution for lowest lying transverse modes in a
nanowire of diameter 3 nm. Considering the sound velocity in NW (vNW ) as
slope of the lowest mode (passing through ω=0 at k=0), we present the val-
ues of vNW/vbulk for diameters upto 10 nm. Transverse velocity of sound in
bulk vbulk is taken as 5400 m/s. We find the quantum confinement effects are
negligible for D> 10 nm. Hence, we proceed by approximating each branch
in LD solution with parabolas, which we call the parabolic approximation.
Specifically, in a square wire of side D, we can fit discrete number of wave-
lengths in x and y direction such that kx = mpi/D and ky = npi/D where
m and n are integers. Hence using the simple dispersion ω = ck, we express
the parabolic approximation of phonon dispersion as
ω = c
√
k2z +
(mpi
D
)2
+
(npi
D
)2
(2.19)
For a circular wire of diameter D, the parabolic approximation transforms
to
ω = c
√
k2z +
(
2µnm
D
)2
(2.20)
where µnm is the n
th zero of Bessel function of order m. We calculate the
thermal conductivity of NWs using Casimir limit for boundary scattering
[30] using both the complete dispersion relations from lattice dynamics [2]
and the parabolic approximation. We artificially truncate the phonon fre-
quencies at 3.6 THz for transverse modes and 10 THz for longitudinal modes
in order to match density of modes as shown in Fig. 2.3 (b). We find a
very close match of thermal conductivity using either models shown in Fig.
2.3 (d). Hence we proceed with the parabolic dispersion approximation for
nanowire modeling in this work. This assumption also allows great con-
venience in applying Helmoltz wave equation to model phonons since this
equation satisfies the dispersion in Eqn. 2.19.
Phonon dispersion relation is also impacted the boundary condition on
the nanowire surfaces. We evaluated the phonon dispersion for two limits of
boundary conditions – stress free (Neumann)and frozen boundary (Dirich-
let). We use the full-elasticity equation in a solid cylindrical wire [62][63]
for the two boundary conditions. Figure 2.4 shows the acoustic dispersion
in the nanowire of diameter D = 50 nm for both the boundary conditions .
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Figure 2.3: (a) Lowest lying transverse modes of a 3 nm nanowire calculated
by lattice dynamics. (b) Density of modes calculate from complete LD
simulations are compared with the parabolic dispersion equation in Eqn.
2.19. (c) The ratio of sound velocity in NWs to bulk shows the confinement
effects are not significant for NW diameter >10 nm. (d) Casimir limit of
thermal conductivity of SiNWs calculated using parabolic approximation
closely match the calculation from LD from Ref. [2].
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Figure 2.4: Acoustic phonon dispersion for the lowest-lying modes under
rigid (in red) and stress-free (in blue) conditions at the nanowire surface.
We can observe that the Neumann condition accounts for the fundamental
mode (modes with vanishing transverse wavenumber). The energy spacing
between the corresponding branches for Dirichlet and Neumann boundary
conditions ∆E = ~∆ω is of order ∼ 0.3 meV and thus ∆E << kbT for
temperatures above 100 K. We conclude that consideration of the change in
phonon dispersion due to boundary condition is relevant only at low tem-
peratures. Hence, we anticipate the choice of boundary condition does not
significantly impact the prediction of thermal conductivity.
2.3 Multiple scattering in rough nanowires
In order to consider coherent phonons, we start with a wave treatment of
phonon transport. The interaction of phonons with the randomly rough walls
of the nanowire leads to an attenuation of the mean intensity. To estimate
the mode dependent attenuation, we derive the phase shift induced by the
surface roughness. We consider a wire of length L along the x-direction.
Rough walls are present along the y- and z-directions such that 0 ≤ y ≤ a;
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0 ≤ z ≤ b define the wire dimensions. We note that experimental nanowires
are typically not cylindrical. When comparing with diameter dependent
experimental data, we define the characteristic diameter, d =
√
4ab/pi. We
use individual scalar wave equations to describe polarizations of phonons in
the wire, implicitly ignoring coupling between polarizations enabled by the
disorder. By comparison with experimental data later, we show that this
simplifying assumption is still adequate in illustrating the basic physics.
To obtain the phase shift, we need the Green function, G, for phonons
in the rough wire. This modified Green function can be obtained from the
Green function of a smooth wire G0 as described below. The Green function
G0 for a smooth square wire is a solution of Helmoltz equation with a stress
free boundary condition over its smooth walls S given as
(∇2 +K2)G(R,R0) = −4piδ(R−R0) (2.21)
(∂G/∂n)< − αG = 0 , (2.22)
where −→n is the outward normal to <, K is the total wave number, R and
R0 are the point of observation and the source respectively. The boundary
condition in Eq. 2.22 describes a generalized impedance condition with the
limits α = 0 and α−1 = 0 being the Neumann (stress-free) and the Dirichlet
boundary conditions respectively.
In defining the boundary condition, we hypothesize that the surface re-
sponsible for scattering phonons is the interface between the crystal and the
surface oxide and not the outer surface. Our hypothesis follows from exist-
ing transmission electron micrographs of the rough nanowires [3]. While an
impedance boundary condition is more appropriate here, the transmission
coefficient of phonons between silicon and its native oxide remains unknown
theoretically and experimentally. Thus, we choose to use a stress free condi-
tion (Neumann) and frozen boundary condition (Dirichlet) for mathematical
convenience. We note that the oxide thickness is ∼ 2 nm and we do not
expect the thin oxide itself to play a dominant role in surface scattering.
The solution for Eq (2.22) for a three dimensional smooth waveguide R =
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{x, y, z} can be expressed as[41]
G0(R,R0) =
∫ ∞
−∞
dκ
2pi
eiκ(x−x0)
∑
m
∑
n
φmn(y, z)φmn(y0, z0)
k2 + (npi/a)2 + (mpi/b)2 −K2 (2.23)
where a and b are cross sectional dimensions of the square wire and the
transverse eigenfunctions φmn(R) are given by
φmn(x, y, z) =
2mn
(ab)1/2
cos
(npiy
a
)
cos
(mpiz
b
)
exp(iκmnx) (2.24)
where κ2mn = K
2−(npi/a)2−(mpi/b)2 is the longitudinal wavevector;  = 1/2
for m = n = 0 and is unity otherwise.
To obtain the modified Green function in the same volume with random
perturbation in the surface profile S, we solve Eq. (2.21) with the boundary
condition in Eq. (2.22) applied over the random rough surface < instead of
S. If the rough boundary at the bottom of the square nanowire is assumed
z = ζ(x) where ζ(x) represents the random surface height along the wire
length, we can enforce the stress free condition as ∂G/∂n|< = 0. We then
project the boundary conditions on the rough surface, < onto the smooth
boundaries S by expressing the surface normal on < as −→n = −−→z + ζ ′(x)−→x
where ζ ′(x) = dζ/dx is the random slope of <. Hence the boundary condition
for the rough wire becomes
∂G
∂n
∣∣∣
<
=
(
−∂G
∂z
+ ζ ′(x)
∂G
∂x
) ∣∣∣
z=ζ(x)
= 0. (2.25)
Expanding Eq. (2.25) for Neumann condition about the smooth boundary
z = 0 in terms of ζ and ζ ′, retaining only first order derivates, we obtain(
∂G
∂z
+ ζ
∂2G
∂z2
− ζ ′∂G
∂x
)
z=0
= 0 (2.26)
For a generic three-dimensional surface, the above boundary condition can
be expressed as
G+ ζ
∂G
∂ns
= 0 (Dirichlet) (2.27)
−∇⊥ζ.∇⊥G+ ∂G
∂ns
+ ζ
∂2G
∂n2s
= 0 (Neumann) (2.28)
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where ∇⊥ = (∂/∂r)rˆ + (1r ) (∂/∂φ) φˆ denotes transverse part of surface gra-
dient and ns is the normal vector to the smooth surface S.
By using Green theorem, we can express the Green function in rough wires
as
G(R,R0) = G0(R,R0)+
1
4pi
∫
S
(
G(R, r)
∂G0(r, R0)
∂n
−G0(R, r)∂G(r, R0)
∂n
)
dr
(2.29)
where r ∈ S. Substituting the boundary conditions in Eq. (2.26) and
Eq (2.22) into Eq. (2.29), we obtain
G(R,R0) = G0(R,R0) +
1
4pi
∫
S
G0(R, r)V̂ (r)G(r, R0) dr (2.30)
where the operator V̂ (r) with r ≡ {x, y, z} is given by
V̂ (r) = ζ
∂2
∂z2
− ζ ′ ∂
∂x
(2.31)
For generic three dimensional surface, the perturbation operator V̂ (ζ) for
the two boundary conditions are
V̂ (ζ) = ← − ∂
∂ns
ζ
∂
∂ns
→ (Dirichlet) (2.32)
V̂ (ζ) = ζ
∂2
∂n2s
−∇⊥ζ.∇⊥ (Neumann), (2.33)
where the left and right arrows denote operation on the left and right func-
tions respectively.
Applying an iteration method, we substitute the Green function G(r, R0)
on left hand side of Eq. (2.30) with the Green function from ith iteration
G(i)(R,R0) thus obtaining an infinite series expansion for G(R,R0) as shown
in Eq. (2.34)
G(R,R0) = G0(R,R0) +
1
4pi
∫
G0(R, r)V̂ (r)G0(r, R0)
+
1
(4pi)2
∫ ∫
G0(R, r1)V̂ (r1)G0(r1, r2)V̂ (r2)G(r2, R0) dr1dr2 + . . .
(2.34)
26
Thus the nth term in this series is a n-fold integral over the surface involving n
functions V̂ (ri) (i = 1, 2, 3 . . . n) and represents the n
th order scattering field
at a point R from the roughness aspersions due to source at R0. Eqn. 2.34
resembles the Dyson equation from the multiple scattering theory. Dropping
the integrals, 4pi factor and the arguments of the functions, we can rewrite
Eqn. 2.34 as
G = G0 +G0 (V G0 + V G0V + V G0V G0V + . . .)G (2.35)
Retaining only the first non-zero term in series of Eqn. 2.35 leads to the
widely used first-Born approximation. This approximation reduces the prob-
lem to single scattering where the wave interacts with a particular scatterer
on the surface only once. This approximation fails [45] when the surface
has a correlation length on the order of a phonon wavelength, which is the
case for nanowires at room temperature. To proceed, we instead employ the
Bourret approximation or the first-smoothing approximation which accounts
for second-order scattering terms.
The first statistical moment 〈G(R,R0)〉 represents the field intensity at
point R coherent with the source at R0. Hence the spatial decay of averaged
Green function yields the length over which coherence is lost due to the
boundary scattering. We proceed with ensemble averaging of the Green
function from Eq. (2.30) over statistical realizations of ζ. To this purpose,
we assume the random function ζ is statistically uniform and varies only
along the wire length (x), we assign normal Gaussian statistics to ζ such
that 〈ζ(x)〉=0, 〈ζ2(x)〉=0 and the spatial correlation function is
〈ζ(x1)ζ(x2)〉 = σ2exp(−|x1 − x2|2/L2c) (2.36)
Here σ is root mean square height of surface ζ and Lc is its correlation
length. More complex two-dimensional roughness models are discussed in
Section 2.6. Averaging Eq. (2.34) and noting that all the odd-moments of
the random operator V̂ (r) vanish, we finally obtain
〈G(R,R0)〉 = G0(R,R0) + 1
(4pi)2
∫ ∫
S
G0(R, r1)M̂(r1, r2)〈G(r2, R0)〉 dr1dr2
(2.37)
where the mass operator M̂(r1, r2) is the sum of infinite terms represent-
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Figure 2.5: (a) The logarithm of attenuation length plotted on phonon
dispersion plot shows (A) quasi-ballistic transport for modes near
fundamental branches (B) diffuse modes and (C) non-conducting modes
near the zone center with high transverse wavenumbers. (b) The boundary
scattering transmission coefficient for longitudinal modes averaged over
number of modes is shown for wire 1 (σ=0.8 nm, Lc=300 nm), wire 2
(σ=2.5 nm, Lc=90 nm) and wire 3 (σ=2.5 nm, Lc=30 nm) for a 50 nm
wire representing transition from smooth to very rough surface. The
Casimir transmission (=d/L) and the Umklapp transmission(=Λu/L) are
also shown.
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ing increasing order of correlations in V̂ . The first term of the mass op-
erator is 〈V̂ (r1)G0(r1, r2)V̂ (r2)〉 and we retain only this term which is the
so-called Born approximation in volume scattering theory [64]. The solution
of Eq. (2.37) which resembles Dyson equation can be solved using spatial
Fourier transform outlined in Ref. [65].
Finally we expand the averaged Green function in plane waves exp[iκrr]
where κr is the perturbed wavenumber due to roughness. The unperturbed
wavenumber κmn (Eq. (2.24)) thus shifts by δκmn=κmn − κmn. This shift
is proportional to the mass operator and the derivative of the unperturbed
eigenfunctions φmn in Eq. (2.24) with respect to the Fourier variable κ. The
mean attenuation length of wave intensity is obtained from the imaginary
part of this wavenumber shift Im(δκmn) as l = [2Im(δκmn)]
−1 .For phonon
mode with transverse wavenumbers {m,n}, we obtain the mean attennuation
length as
lmn(ω)
−1 =
(σ
d
)2 2mn
κmn
∑
p
∑
q
∑
α=0,pi
pq(K
2 − κmnκpq cosα)2
κpq
W˜ (|κmn − κpq|),
(2.38)
where m, n, p and q are indices representing phonon modes, κ is the lon-
gitudinal wave number, α is the angle between incident (mn) and scattered
directions (pq). The Fourier transform of the wall roughness correlation func-
tion is given by W˜ =
√
piLcexp(−κ2L2c/4); K = ω/c is the wave number of
the phonon propagating at speed c. The summation in Eq. 2.38 represents
the sum of scattering probabilities of the incident field mn into all possi-
ble incoherent channels where the probability for scattering into a particular
channel pq is proportional to the correlation function W˜ (κmn − κpq). The
double summation runs over all modes p, q that satisfy
√
p2 + q2 < ωd/c
representing the total phonon modes N(ω) at the frequency ω.
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2.4 Thermal conductance of rough nanowires
2.4.1 Phonon transmission coefficient
We proceed with calculating the attenuation length of every eigenmode φmn
of a square wire using Eq. (2.38) with appropriate choice of roughness param-
eters σ and Lc. Figure 2.5(a) plots the logarithm of inverse of the mean field
attenuation length (log10 lmn) as a function of phonon frequency and wave
number. Three distinct transport regimes become evident: Quasi-ballistic,
weakly localized and diffusive. We now discuss each of the regimes indi-
vidually. The quasi-ballistic regime is restricted to the fundamental modes
(ω ∼ k) with long wavelengths. These modes see the surface corrugations
as point-like imperfections and propagate quasi-ballistically until scattered
by Umklapp processes. Since the attenuation length exceeds the length of
wire, the transmission function is given by t(ω) = 1− L/l. In contrast, high
frequency and long wavelength modes with large transverse wave vectors, k⊥
are strongly attenuated. Using the results of the DMPK theory [51], the
phonon localization length is Nl, where N is the number of phonon modes
at frequency ω. When Nl << L, the transmission of these phonon modes
t(ω) = exp(−L/Nl). Even though the model predicts these to be localized, it
is likely that these can still propagate particle-like between scatterers [66, 38].
In any case, their contribution to thermal conductivity is small due to their
low group velocities. Overall, we do not expect a detectable localization
behavior in thermal conductivity. We confirm this assertion later with cal-
culations.
All other modes are diffusive and fall into the third and most dominant
regime. The transmission function is t(ω) = l/L, where the frequency de-
pendence of l yields the overall frequency dependence of surface scattering.
In the Casimir limit, this becomes frequency independent and l is replaced
by the diameter of the wire. We note that the above arguments apply only
when the attenuation length, l is smaller than the Umklapp scattering mean
free path, Λu at the same frequency. In the absence of this condition, surface
scattering remains uncorrelated. The effective transmission at the frequency
ω, is an average over the transmission coefficient of individual modes N(ω)
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in each regime such that Tb(ω) =
∑
m,n
tmn/N(ω) where the subscript b repre-
sents boundary scattering.
Figure 2.5(b) compares the mode averaged transmission function Tb(ω) for
the Casimir limit with that for multiple scattering. We choose a 50 nm diam-
eter wire and vary the surface roughness to make this comparison. The strong
frequency dependence of the low frequency modes is consequential only at
very low temperatures. At room temperature, the dominant frequency range
is ∼1-7 THz. In smooth wires, the transmission function has contributions
above and below the Casimir limit which effectively balances out the fre-
quency dependence. However, as surface roughness increases, the function
increasingly deviates below the Casimir limit for high frequency phonons.
The sharp discontinuities in the transmission are consequences of mode av-
eraging. The discontinuity in N(ω) at ∼ 5 THz and ∼ 9 − 10 is due to
the sharp decline of transverse and longitudinal modes respectively at these
frequencies which shows up as apparent jump in Tb(ω) in Figure 2.5(b). We
also plot the transmission function for Umklapp scattering for comparison.
The delay in the onset of Umklapp scattering is evident in rougher nanowires.
2.4.2 Landauer formula for thermal conductance
We use the transmission function to calculate the thermal conductivity of a
rough surface nanowire. Following Mingo’s approach [2, 67], we write the
Landauer formula for the thermal conductance of the nanowire,
GTH =
3∑
i=1
1
2pi
∫ ωic
0
Ni(ω)Ti(ω)~ω
d〈n〉
dT
dω (2.39)
where 〈n〉 is the Bose-Einstein distribution and i represents the polariza-
tion of a phonon mode. The cut-off frequency, ωc for longitudinal modes
(i = 1), ωLc and transverse modes (i = 2, 3), ω
T
c are 10 THz and 3.6 THz
in accordance with the bulk Si dispersion [68]. The speed of longitudinal
and transverse modes are cL = 8400 m/s and cT = 5400 m/s respectively.
As temperature increases, the transmission function should include increas-
ing contributions from Umklapp and isotope scattering. The mean free
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path for isotope scattering, Λm=〈c〉/Aω4 and that for Umklapp scattering,
Λu=〈c〉/BTω2e−C/T where 〈c〉=6400 m/s are added to the transmission func-
tion using the Matthiessen’s rule. We use values fit to bulk silicon data [2, 68]:
A = 1.32 × 10−45s−3, B = 1.7 × 10−19 s−1K−1 and C = 140 K. The overall
transmission function is Ti(ω) =
(
Tb,i
−1
+ L/Λm + L/Λu
)−1
.
2.5 Results and Discussion
2.5.1 Effect of roughness scales
The two roughness parameters, the root mean square height, σ and the corre-
lation length, Lc affect transport differently. Under the Born approximation,
the ratio (σ/d) has an inverse quadratic relation with the attenuation length.
Since the transmission function, Tb(ω) is linear in the attenuation length in
the dominant diffusive transport regime, the thermal conductance becomes
proportional to the inverse of (σ/d)2. Figure 2.6(a) plots the change in room
temperature thermal conductivity of a 50 nm silicon nanowire of 2 µm length
as the roughness height varies from atomically smooth (∼Ao) to 5 nm. The
thermal conductivity dips sharply till σ = 2 nm as the propagation of high
frequency phonon modes near the zone center becomes affected. These modes
with σk⊥ >> 1 are strongly attenuated, consistent with the Rayleigh crite-
rion for destructive interference of the scattered wavefronts. The calculations
show that the effect of the roughness height reaches a plateau above σ=4 nm
similar to the trend reported in Ref [40]. The present calculations likely over-
estimate the thermal conductivity at larger values (≈5 nm) of σ where terms
of order σ4 would likely increase the attenuation coefficient. However, the
trend in roughness height is strongly dependent on the correlation length Lc
with an increased sensitivity of the thermal conductivity to roughness height
at lower correlation lengths.
The other parameter, the correlation length Lc, affects transport in three
ways. First, the inverse of the correlation length controls the Gaussian width
of the roughness Fourier spectrum. Strong surface scattering requires the
change in phonon wave number on scattering to lie within the Gaussian
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Figure 2.6: Dependence of thermal conductivity at 300 K on (a) roughness
height at different correlation lengths (b) correlation length at different
roughness heights for a 50 nm wire, 2µm in length
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Figure 2.7: Temperature trend of thermal conductivity of EE SiNW for 50
nm (σ = 2.2 nm, Lc = 21 nm), 98 nm (σ = 2.2 nm, Lc = 70 nm) and 115
nm (σ = 2 nm, Lc = 86 nm) diameter wires. The experimental data is from
Ref [3].
width. Thus, a short correlation length increases the phase space for effec-
tive multiple scattering, allowing more phonons to participate in the process.
A large correlation length reduces the roughness spectrum to a delta-like
function. Such roughness can only scatter very long wavelengths, which do
not contribute significantly to thermal transport. Second, the correlation
length determines the angular spread of intensity in the scattered field, given
by ∆Φ ∝ (ωLc/c)−1. If a phonon is incident at an angle θn from the tangent
to the scattering surface, the scattered field in a direction θm is proportional
to exp (−| cos θn − cos θm|2L2c). Third, the correlation in relation to the wire
diameter controls the cut-off angle for phonons participating in correlated
scattering. Phonons incident at angles smaller than cot−1(Lc/2d) from the
surface can not undergo multiple scattering. Figure 2.6(b) shows the effect of
the correlation length on the room temperature thermal conductivity. Quan-
titatively, the effect of surface roughness on thermal conductivity diminishes
when Lc > 100 nm.
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Figure 2.8: Temperature trend of thermal conductivity of EBL wires using
σ = 7.4 nm and Lc = 400 nm for Wire-1 (120× 41 nm2 and L = 4µm) and
Wire-2 (86×62 nm2 and L = 7µm). The data is from Ref [4]. (Inset:
Temperature trend of thin VLS wires compared against data from Ref [5])
using σ = 1 nm, Lc = 80 nm).
2.5.2 Comparison with data
We now compare the thermal conductivity calculated from the above model
with experimental data on electrolessly etched (EE) rough nanowires, elec-
tron beam lithography (EBL) defined rough nanowires and vapor-liquid-solid
(VLS) grown smooth nanowires respectively. Figure 2.7 compares the predic-
tions with data for EE wires and Figure 2.8 shows the thermal conductivity
temperature trend for EBL wires across different diameters. We find an ex-
cellent agreement with the EE wire data from Ref. [3] using the roughness
scales, σ = 2.2 nm and Lc/d = 0.5 − −0.7, close to the values reported for
these wires from high resolution transmission electron images. We find sim-
ilar agreement with the data for EBL wires. The thermal conductivity of
EBL wires increases approximately four times when compared to EE wires
despite an increased roughness height compared to EE wires. This increase
results from the large increase in the roughness correlation length in EBL
wires compared to EE wires. A nominal rms height, σ =7.4 nm and a corre-
lation length, Lc =400 nm provide a good fit for EBL wires of different cross
sections but similar characteristic diameter. Our model also captures the
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delay in the onset of Umklapp scattering related dip in the thermal conduc-
tivity between Wire-1 (120×41 µm2) and Wire-2 (86×62 µm2). The reason
is the higher boundary scattering rate in the former. As a check, we cal-
culated the thermal conductivity of smooth VLS grown nanowires assuming
small roughness scales. The calculations fit the data for VLS wires (d > 37
nm) from Ref. [33] using σ =0.4 nm and Lc fixed at 100 nm. The ther-
mal conductivity data for thinned nanowires [5] which show a linear trend in
thermal conductivity till 200 K are fit using σ = 1.2 nm.
2.6 Effects of two-dimensional roughness
In this section, we consider a cylindrical wire (of nominal diameter a and
length L) with both longitudinal and azimuthal roughness. The radius at any
point on the surface of the rough wire (<) is given by r = a/2+ζ(x, φ), where
ζ is a random roughness function as shown in Fig. 2.9. We use r = {φ, x} to
represent the coordinate of a point on the surface and R = {r, φ, x} to denote
the cylindrical coordinate system. The surface height ζ is assumed to be sta-
tistically homogeneous with small gradient |∂ζ/∂ρ| << 1 and |∂ζ/∂x| << 1.
The small roughness height approximates conditions for the experimental
wires where the roughness height is typically ≤ 2 nm for wires of ∼100 nm
diameter. Further, we assume the statistical average, 〈ζ〉, which is the mean
height of the roughness, to be zero.
The derivation of attenuation coefficient for a cylindrical wire with two-
dimensional roughness follows the methods presented in Sec. 2.3. The sta-
tistical roughness is now represented by a Gaussian process defined as
〈ζ(x, φ)ζ(x+X,φ+ θ)〉 = σ2W (X, θ) (2.40)
where W (X, θ) = exp(−X2/L2c)exp(−θ2/Φ2c) (2.41)
with the roughness characterized by three length scales – σ is RMS roughness
height, Lc is the longitudinal correlation length and aΦc/2 is the azimuthal
correlation length. Now, using Eq. 2.27 and Eq. 2.41, we can express the
statistical average M(ρ1, ρ2) = 〈V̂ (ρ2)G0V̂ (ρ1)〉 in Eq. 2.37 for the Dirichlet
boundary condition[69], for example, as
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Figure 2.9: Schematic of the the longitudinal section (a) and the
cross-section (b) of a rough nanowire showing the relevant roughness scales
used in the model.
M(ρ1, ρ2) = −σ2W (ρ1 − ρ2) ∂
2
∂r1∂r2
〈G0(R1, R2)〉 ∂
∂r2
. (2.42)
We obtain the boundary condition for solving the averaged Green function
〈G〉 by letting R in Eq. 2.37 approach the smooth surface as follows:
〈G(r, R0)〉+
∫
dρ′M(ρ, ρ′)〈G(r′, R0)〉 = 0 (Dirichlet) (2.43)
∂〈G(r, R0)〉/∂r =
∫
dρ′M(ρ, ρ′)〈G(r′, R0)〉 (Neumann), (2.44)
We must now solve for the averaged Green function 〈G〉 from Eq. 2.21 using
the boundary condition Eq. 2.43 or Eq. 2.44 . To proceed, we take a Fourier
transform of the Green functions defined as
G˜(κ,m; r, r0) =
∫ x=∞
x=−∞
∫ φ=pi
φ=−pi
dx dφ exp[jkx(x−x0)] exp[jm(φ−φ0)]G(r, R0)
(2.45)
where κ is longitudinal wavenumber and m is the angular wavenumber.
The unperturbed Green function, G0, for the smooth wire with Dirichlet
boundary condition [65] are given by
Ψmn(r, φ, x) =
√
2Jn
(
2r
a
µmn
)
piaJ ′n(µmn )
exp[jmφ+ jκnmx] (2.46)
where {m,n} represent the eigenmode with transverse wavenumber µmn which
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corresponds to the mth zero of the Bessel function Jn. The longitudinal
wavenumber is κnm =
√
K2 − µmn . Hence G0 can be obtained from normal
modes in Eqn 2.46 by Hilbert-Schmidt expansion [65].
For the Dirichlet boundary condition, the attenuation length of the field
intensity is obtained as
l−1mn =
(
σ
2
√
pia
)2 N∑
p=1
M(p)∑
s=1
(µps/a)
2 (µmn /a)
2
κmn κ
p
s
[
W˜ (κmn − κps;m− p) + W˜ (κmn + κps;m+ p)
]
,
(2.47)
where {m,n} and {s, p} represent incident and scattered phonon modes.
Since the attenuation of a particular mode of frequency ω depends on the
probability of scattering into all the possible incoherent directions available
at that frequency, the double summation in Eq. 2.47 run over all directions
{s, p} such that µN1 < aω/c < µN+11 and µpM < aω/c < µpM+1. Here c is prop-
agation speed of the mode. Using these limits of summation, we can also
obtain N(ω), the total number of modes at the frequency ω. In Eq. 2.47, W˜
is the Fourier transform of the wall roughness correlation function defined in
Eq. 2.41.
2.6.1 Results
We now examine the influence of the longitudinal correlation length (Lc/a)
and that of the angular correlation (Φc), in reducing thermal conductivity.
Both correlation lengths independently determine the two dimensional Gaus-
sian width of the roughness Fourier transform W˜ (κ,m) defined in Eq 2.41.
From the attenuation relationship in Eq. 2.38, we see that strong surface
scattering requires the change in phonon wave number upon scattering to
lie within the Gaussian width. The inverse of longitudinal correlation length
(Lc/a)
−1 is proportional the spatial width of W˜ along the κ-axis while Φ−1c
is proportional to the spatial width along the transverse wave number axis.
Thus, a short correlation length increases the phase space for effective mul-
tiple scattering, allowing more phonons to participate in the process. A
large correlation length reduces the roughness spectrum to a delta-like func-
tion. Such roughness can only scatter very long wavelengths, which do not
38
1 10 100
0
4
8
12
16
20
Lc=30 nm
Lc=50 nm
Lc=80 nm
 
 
Th
er
m
al
 C
on
du
ct
iv
ity
 (W
/m
/K
)
Angular Correlation c (deg.)
Lc=150 nm
Figure 2.10: The effect of longitudinal roughness correlation length (Lc)
and the circumferential roughness correlation angle (Φc) on thermal
conductivity of a 40 nm diameter wire at 300 K. The RMS height of
roughness is assumed to be 2 nm and wire length to be 2 µm with a
Dirichlet boundary condition
contribute significantly to thermal transport. Figure 2.10 shows thermal con-
ductivity calculated at 300 K for a wire of diameter 40 nm, length 2µm at
different longitudinal and angular correlation (on x-axis) lengths. We observe
a much more dramatic reduction in thermal conductivity with a decreasing
longitudinal correlation length when compared with that for a varying angu-
lar correlation Φc.
The reason for the greater impact of Lc as compared to Φc is as follows.
At a given frequency, the probability of a particular mode transforming into
incoherent modes upon scattering is higher when the angular separation of
the “permitted” incoherent channels (∆κ) is lower. It can be geometrically
shown that for a mode incident on the boundary at angle θn to its normal,
the angular separation with the closest available incoherent channel is given
by θn+1 − θn ∝ (ωa tanθn/c)−1. At short correlation lengths Lc, phonon
modes with high frequencies that are incident at grazing angles (away from
the zone center) are scattered strongly while modes with high normal inci-
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Figure 2.11: Effective transmission of the phonon spectrum N(ω)T (ω) for
the cases Lc/a=2 and Lc/a=4. Solid lines represent angular correlation of
Φc = 22.5
0 while dashed lines represent Φc = 60
0. The RMS height is fixed
at 1.5 nm with the diameter at a = 40 nm.
dence (near the zone center) are least scattered. Since modes away from zone
center predominantly contribute to transport, the effect of the longitudinal
correlation length on thermal conductivity is more pronounced.
The role of angular correlation is quite different. At any given frequency,
the sum of squares of the longitudinal and the transverse wave numbers is
constant. Thus, the effects of the corresponding correlations are comple-
mentary. The angular roughness correlation attenuates modes near the zone
center more effectively than ones away from the zone center. Since modes
near the zone center contribute minimally to thermal conductivity, the angu-
lar correlation has a lesser overall impact on thermal conductivity. Further,
Fig 2.10 shows that thermal conductivity has a minimum over the range of
Φc. This is explained by considering the distance traveled by the wave, d in
the r − φ plane between two subsequent reflections at the boundary. If the
angular correlation length aΦc is very small compared to d or if aΦc is very
large compared to d, mode attenuation is minimum and peaks in between.
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Figure 2.12: The effect of circumferential roughness correlation on thermal
conductivity of a wire. The RMS height of roughness is 2 nm, longitudinal
correlation length is 80 nm and wire length of 2 µm. The contribution of
LA modes (in dash-dot lines) and TA modes (in dashed lines) are also
shown for the two cases.
Figure 2.11 summarizes the effects of longitudinal and angular correlations
on the phonon spectrum N(ω)T (ω). This spectrum is representative of the
percentage contribution of phonons to the thermal conductivity across the
frequency band. From the above discussion, we conclude that higher fre-
quency phonons are more affected by Lc rather than Φc which can be clearly
observed in the phonon spectrum. We further see that as the longitudi-
nal correlation length decreases, the effect of Φc becomes more pronounced.
The temperature trend of thermal conductivity in Fig. 2.12 shows the effect
of circumferential roughness on contributions of longitudinal and transverse
modes respectively.
2.7 Conclusion
The model described above matches data from all three sets of measurements:
VLS smooth wires, EBL rough wires and EE rough wires. The parameters
used in fitting, the roughness height and correlation length compare well with
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experimentally determined values. Despite the reasonable match, we would
like to point out a few deficiencies that we seek to address in future work
as well as their implications. The use of the Bourret approximation is the
most critical assumption. Dening a range of validity is not straightforward
in this case and there is no guarantee that the Bourret solution will converge
to the actual solution even if such validity is satised. However, the Bourret
approximation does impose less restrictive conditions compared to the Born
approximation, especially on the phonon wavelength in comparison with the
roughness correlation. The latter requires that the wavelength be larger than
the correlation length, which is easily violated for room temperature phonon
transport. Thus, future work should carefully consider higher-order scatter-
ing terms while still focusing on wires of ∼50 nm in diameter. Another subtle
issue is that the scattering cross section depends Another subtle issue is that
the scattering cross-section depends on the second moment of the Green
function and not the first statistical moment that we have used in this work.
Finally, the roughness statistics in actual wires is likely to be non-Gaussian
and may follow a power law. This requires further experimental data but
should be relatively easy to consider once such data becomes available.
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CHAPTER 3
ROUGHENED NANOWIRE ARRAYS
USING METAL ASSISTED CHEMICAL
ETCHING
Over the last twenty years, silicon nanowires have been continuously ex-
plored for wide range of applications in nano-electronics [70], photovoltaics
[71, 72, 73], high capacity Li-ion battery anodes [74, 75] and thermoelectrics
for energy conversion [3]. Controllable fabrication of the nanowires with de-
sired morphology, doping and surface characteristics is primary requisite their
application in the device technologies. Numerous methods, both bottom-
up and top-down techniques have been developed for nanowire fabrication.
In particular, electroless wet etching techniques have gained considerable
attention in the recent years for cost-effective fabrication of large scale Si
nanostructures. One of these techniques is metal-assisted chemical etching
[76, 77, 78], an electrochemical process in which a mixture of an acid (HF)
and an oxidant (H2O2) is used to etch Si in the presence of metal (Au).
In contrast to VLS-based NW growth techniques, metal-assisted chemical
etching (MacEtch) is a low-cost method since the processing can be done at
room-temperature conditions. Further, the nanowires obtained by MacEtch
acquire the crystallographic orientation of the starting Si substrate irrespec-
tive of their diameters. MacEtch can generate high-aspect ratio (> 100),
vertically aligned NWs.
In a typical MacEtch process, a silicon substrate partially covered with
a metallic pattern is introduced into an etchant solution comprising of HF
and an oxidizing agent H2O2. A highly anistropic etching proceeds along the
metal-Si interface producing three-dimensional Si structures, mimicking the
initial metallic pattern [76]. For nanowire fabrication, the metallic pattern
can be generated using several self-assembly techniques of thin metal films.
Self-assembled patterns offer high-resolution sub-100 nm templates without
any need for expensive lithographic processes [79, 80]. In this work, we
generate metallic patterns for Si MacEtch using thin-film dewetting. Thin-
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film dewetting is a scalable and robust process for creating self-assembled
monolayers of metal nanoparticles in the 10 - 500 nm size range. A metallic
thin-film deposited on the substrate, followed by a thermal annealing step
activates thermal grooving in the thin film resulting in the formation of in-
dividual nanoparticles.
The structural properties of the nanowires fabricated by MacEtch such
as diameter, length, orientation, morphology, porosity etc. depend on the
etchant solution composition and quality of the thermal dewetting. We de-
velop a controllable and repeatable process technology to generate NW arrays
with consistent structural properties through exhaustive characterization of
wire morphology and its dependence on the etching parameters. Control on
the surface roughness of the nanowires and the doping are of primary im-
portance in the study, as they directly affect the thermoelectric properties of
these wires. This chapter provides a basic overview of the SiNW fabrication
process flow in Section 3.1. The surface roughness control of the NW arrays
with several electron microscopy studies is presented in Section 3.2. We then
study the dependence of the morphology of MacEtch SiNWs with the doping
concentration of the starting Si substrate in Section 3.3. Finally, we present
the ex-situ doping technique of the SiNWs in Section 3.4.
3.1 Process overview
The process flow of SiNW fabrication and roughening is shown in Figure 3.1.
The process involves four steps – (a) silver film dewetting (b) Gold deposition
and Ag lift-off (c) Etching in HF+H2O2 solution (d) post-roughening step.
Each step is briefly described in this section.
The process starts with deposition of thin silver (Ag) film (∼10 nm using
e-beam evaporation) on lightly-doped Si substrate (Fig. 3.1 (a)). The resis-
tivity of the starting substrate is usually ρ ∼ 1−5 Ω-cm. Subsequent thermal
annealing of Ag film at 3500C for 4 h under 3×10−7 Torr pressure thermally
dewets the Ag, forming truncated spherical particles (contact angle > 900)
on the surface. The particle size and the inter-particle spacing depends on
the thickness [81] of the Ag film as well as the annealing temperature and
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Figure 3.1: (a) Thermal dewetting pattern of silver droplets after annealing
10 nm Ag film for 3500C for 4 hours. (b) The gold mesh fabricated by Ag
lift off serves as pattern for subsequent etching. (c) Etching in the solution
of HF and H2O2 produces vertically aligned nanowire array (d) The Au
droplets are sputtered on the nanowire sidewalls and a subsequent etching
for short time produces controllable surface roughness on the nanowires as
shown in HR-TEM images. The scale bars represent a length of (a) 500 nm
(b) 2 µm (c) 2 µm (d) 2 nm
time. The dewetting results in Ag nanoparticles with diameters in the range
of 10 - 80 nm and areal coverage of 32 - 42% range. The particle size is de-
pendent on the deposition rate as well as the initial film thickness as it affects
the thin-film nucleation and growth kinetics. For the conditions described
above, we obtained particles with average diameter 80 - 150 nm.
The Ag particles are used as a shadow mask to form a gold mesh (10 nm
Au deposited by e-beam evaporation shown in Fig. 3.1 (b)). The lift-off
of Ag particles is achieved by sonicating the samples in a selective etchant
(NH4OH(32%):H2O2(30%):methanol = 1:1:2; v:v:v). Silver lift-off is a limit-
ing step for producing smaller diameter NWs (sub-100 nm), especially when
the particles height is comparable to the Au film thickness. In order to ad-
dress this issue, we increase the height of Ag particles by predepositing a
thin-oxide layer (10 - 15 nm). During lift-off, we use a BOE (buffered oxide
etch) step to etch the underneath oxide layer. The oxide undercut under the
silver particles produces pedestal-like structures that greatly facilitate the
lift-off process.
The Si substrate covered with gold mesh is now introduced into the etching
solution consisting of HF and H2O2. An electrochemical reaction is catalyzed
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at Au-Si interface etching Si underneath the metal. Briefly, metal-catalyzed
reduction of H2O2 at the silicon-metal interface injects holes into Si valence
band thus locally oxidizing silicon at this interface, which is subsequently dis-
solved by HF acid. The balance between hole injection (by H2O2) and hole
consumption (by HF) maintains holes localized at the metal-substrate inter-
face and consequently, directional etching is achieved with non-porous single
crystalline features being generated. The highly anisotropic etching proceeds
along metal-Si interface producing vertically etched silicon structures mim-
icking the metallic pattern on the Si surface as shown in Fig. 3.1(c). The
etching rate is ∼ 1.2 µm/min for etching solution of [HF]: [H2O2] = 13:2.
We controllably generate SiNWs of areal coverage ranging from 25-40 %,
nanowire lengths (L) from 0.5 µm-2 µm and diameters (D) from 90-150 nm
with a tight standard deviation of ∆ D∼ 13% in a given array. The result-
ing NWs are solid and single-crystalline as evidenced from the transmission
electron micrographs (TEM).
3.2 Nanowire Roughening
The as-synthesized nanowires are then roughened by a second-etching step
(post-roughening step). We deposit Au nanoparticles on sidewalls of the
NWs by all-angle sputtering and a short MacEtch is performed to drive these
particles into the NWs for few nanometers. The etching time in the post-
roughening step will determine the magnitude of roughness generated on the
NW sidewalls. A dilute MacEtch solution composed of HF(49%):H2O2(30%):H2O
= 1:1:24 (v:v:v) is used for the post-roughening step.
Roughness of the nanowires was determined by high-resolution transmis-
sion electron microscopy (HR-TEM). A double-tilt holder was used to tilt the
nanowire to [110] zone-axis enabling high resolution imaging of the Si/native-
oxide boundary. Several atomic resolution images recorded along the length
of a nanowire as shown in Fig. 3.2. The images are stitched together to
generate the roughness profile of the nanowire over a length of ∼500 nm,
with the boundary being taken as the outmost edge of the lattice fringes.
The boundary profile was fit to a linear function, considered to be the mean
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Figure 3.2: Bright field transmission electron micrographs of nanowires
obtained by post-roughening process (etch times increasing from left to
right: 2, 10, 16 and 20 seconds respectively); the scale bar is 10 nm).
surface. The RMS roughness and correlation length was calculated about
the mean surface.
Figure 3.3 (a) shows the stitched roughness profiles h(x) of wires taken
from samples with different post-roughening times. The RMS roughness is
calculated as σ =
√〈h2〉. This procedure was conducted for three nanowires
from each array to obtain an average rms roughness for each sample. The
average RMS roughness height for several samples is plotted as a function of
roughening time (tr) in Figure 3.3 (b). We fit a linear relation for σ and tr
and use this relation for roughness control. The post-roughening step yields
controllable sidewall roughness with root-mean square (RMS) height ranging
from 0.3 nm (for 3 sec etching) to ∼4 nm (for 20 sec etching).
We extract the correlation length of surface roughness by calculating the
height-height correlation function of the roughness profile [82]. The correla-
tion function defined as G(ρ) = 〈[h(x+ ρ)−h(x)]2〉 is a real space statistical
measurement that gives detailed information about the length scales of the
system. The key features of G(ρ) are that, typically, for ρ > ζ (we consider
ζ = 30 nm), G(ρ)1/2 =
√
2σ and the correlation length can be estimated by
first local minima of G(ρ) as shown in Fig. 3.3 (c). The correlation lengths
for all nanowires are in a range from 15 - 40 nm which is characteristic of the
size of the Au islands used during the roughening process.
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(b) (c)
Figure 3.3: (a) The surface roughness profiles of wires for different etching
times is obtained by stitching several HR-TEM images (b) Average RMS
height of post-roughened nanowires as a function of etching time. Different
symbols represent the wires from different batches. (c) Height-height
correlation function G(ρ) for three different roughness profiles.
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3.3 MacEtch on degenerate silicon
Nanowires obtained from MacEtch on lightly doped Si substrates has been
discussed in the previous section. In this section, we study the dependence of
wire morphology on the doping concentration of the starting wafer. Specif-
ically, we study MacEtch on degenerately doped Si (N > 3 × 1018 cm−3), a
doping concentration of specific interest to silicon thermoelectrics.
Several studies on MacEtch of degenerately doped Si wafers have found
that the NWs tend to be porous for doping levels above 1018 cm−3. For-
mation of porous nanostructures by MacEtch were reported for both p-type
[83] and n-type [84] substrates comprising of single crystalline silicon sur-
rounded by amorphous silicon and silicon suboxides. Hochbaum et.al.[85]
also reported single crystalline mesoporous silicon nanowires from MacEtch
of degenerately doped wafers using silver nitrate and HF. It is imperative
to further explore the MacEtch parameter space in order to gain insights in
controlling the porosity of degenerately doped silicon.
The formation of porous nanostructures using MacEtch has been attributed
to the diffusion of holes outside of the metal-semiconductor interface and
causing additional but reduced extent of etching in the areas outside the
metal mesh pattern [83]. Another possible reason is the hole transport (thus
pore formation) is more favorable in degenerately doped Si due to less band
bending at the metal-semiconductor interface [85]. In our work, we study the
porosity of NWs produced from highly doped substrates with varying the hole
production and consumption rate by changing the [HF]:[H2O2] etchant ratio.
Using very high ratio of [HF]/[H2O2] increases the hole generation process
compared to the etch rate. When this condition is met, there will be little
time for the injected holes to diffuse before the HF removal of Si4+. Thus,
increasing the rate of Si4+ removal process with higher [HF]/[H2O2] ratio
can help to reduce hole transport and thus the formation of pores. Hence,
we aim to study the variation in degree of porosity of NWs from high-doped
substrates with the parameter [HF]:[H2O2]
Figure 3.4 shows the high magnification and low magnification TEM mi-
crographs of SiNWs generated from p-type substrate (ρ= 0.001 -0.005 Ω-cm)
49
Figure 3.4: The degree of porosity of degenerately p-doped NWs decreases
with dilution of HF solution as indicated in low mag and corresponding
HRTEM images for [HF]:[H2O2] of (A) 10:1 (B) 20:1 (C) 30:1. A
non-porous crystalline nanowire (D) is shown as comparison.
with [HF]:[H2O2] volume ratios from 10:1 to 30:1. The HR-TEM images of
the nanowire etched using 10:1 [HF]:[H2O2] MacEtch solution (Fig. 3.4 (c))
clearly shows the presence of pores as indicated by sharp contrast in the im-
age. Since TEM image is a projection of several atomic planes along beam
direction, a lighter region is a representation of relatively lesser number of
atomic planes, indicating porous regions. From Fig. 3.4, we find the poros-
ity decreases with increasing [HF]: [H2O2] ratio. The nanowires are single
crystalline and the porosity at 30:1 etchant concentration (Fig. 3.4 (c))is
dramatically reduced to pore sizes of within ∼ 5 nm. A solid nanowire fab-
ricated using MacEtch from lightly doped p-type (ρ= 1 Ω-cm) Si wafer is
shown for comparison in Fig. 3.4 (d) which shows no intensity contrast as
observed in the porous wires.
In addition to relative concentration of [HF]:[H2O2], we have found that
etch time also changes the porosity. We observe that MacEtch SiNWs from
highly doped n-type substrate (ρ ∼ 0.08 Ω-cm) etched using 15:1 [HF]:[H2O2]
exhibits higher degree of porosity when etching time is increases from 30 s to
60 s. Further, we have also observed a gradual change in porosity along the
axis of the nanowire produced by MacEtch from these highly doped silicon
wafers. Figure 3.5 shows the TEM images of three segments of a nanowire
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Figure 3.5: The porosity of the wire progressively decreases along the
etching direction. (I) shows the low-magnification images of the wire from
wire tip (d) to bottom (a). (II) shows the corresponding HRTEM images
with (d) to (a) representing the etch direction. We also observe the
boundary becomes smoother towards the bottom of the wire. The scale
bars in (I) and (II) are 50 nm and 5 nm respectively.
produced from an n+ silicon wafer using [HF]: [H2O2] volumetric ratio of 10:1
after etching for 3 minutes. We observe a gradual increase in porosity along
the axial length ( 3 µm) of the nanowire. The increase in porosity along the
axis from the top to bottom of the wires may be due to the prolonged ex-
posure of the tip and the middle parts of the wires in the etching solution [86].
3.4 Doping control of NWAs
Since, highly doped silicon nanowires of solid morphology are of primary
interest for this study, we develop an ex-situ furnace doping technique to
controllably dope the solid nanowires obtained from MacEtch on low-doped
substrate. We employ spin-on dopants (SODs) to dope the entire NW ar-
ray either p-type (boron) or n-type (phosphorus). Before going through the
doping procedure, we first calculate the dopant diffusion characteristics in
nanowire to design time and temperature conditions for doping.
For a Si nanowire covered by spin-on dopant of boron (say), the initial
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concentration of the dopant of nanowire surface equals the solid-solubility of
boron in Si (Nsl). We can calculate the dopant diffusion in the cross-section
of the NW using Fick’s law in a cylindrical wire of radius a
1
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∂r
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r
∂C
∂r
)
=
1
D
∂C
∂t
C(a, t) = NslC(r, 0) = 0 (3.1)
where C(r,t) is concentration of dopant inside the wire at time t and D is
dopant diffusivity in silicon at temperature T . The solution for Eqn. 3.1 is
given by
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where λk is the k
th zero of the Bessel function J0. By tuning the temperature
(thus changing D) and doping time, we can control the dopant concentration
in the NW. We find the predeposition of dopant at 9500 C over 10 min yields
nanowire doping concentrations above 1019 cm−3 for boron doping. Hence
we choose 9500 C as the doping temperature for both boron and phosphorus
diffusion.
3.4.1 Doping via SODs
The as-etched Si nanowires produced by MacEtch of lighty doped wafer
(N0 ∼ 7×1016)are doped in an ex-situ manner using spin-on dopants. SODs
are spun onto the wire array and annealed at doping temperature in a Lind-
berg furnace for required time to introduce dopants into the wires. Before the
SODs are spun on the arrays, we deposit thin layer of PECVD oxide on the
sidewalls of NWs which serves two purposes – (a) the surface oxide layer pro-
tects the surface roughness on NW sidewalls generated by post-roughening
step and (b) the PECVD layer acts as a barrier to dopant diffusion and thus
by varying its thickness, we can control the dopant concentration into the
NWs. Thus PECVD oxide thickness serves as the control parameter for dop-
ing in this work while temperature and doping time are kept constant.
Spin-on dopants of boron (borofilm) or phosphorus (phosphorofilm from
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Figure 3.6: Schematic showing the dopant depth profiling of nanowire
arrays. The etching ions are is Cesium or oxygen ions for profiling n-type or
p-type NWs respectively.
Filmtronics c©) are used for p-type or n-type respectively. SODs are spun on
the NW arrays with PECVD oxide layer at 3000 rpm for 30 s. SOD is then
baked at 2700C for 10 min. The dopant diffusion is activated by annealing the
samples at 9500C for 15 min, called the predeposition step. The borosilicate
/ phosphorosilicate glass formed as a part of annealing are removed by BOE
etch for 3 min. We observe that the nanowire roughness is preserved after
this doping step. Finally, we drive-in the dopant at 9750C for another 10 min.
The doping in the nanowires is characterized by dopant depth profiling by
secondary ion mass spectroscopy (SIMS). The primary ion beam for depth
profiling is either Cs+ and O2− for phosphorus (n-type) and boron (p-type)
doped wires respectively as shown in Fig. 3.6. A standard ion-implanted
sample of known dose is also measured at the same alignment conditions to
extract relative scaling factor (RSF) for the dopant species. The crater depth
is then measured using profilometry to convert the etching time to depth. We
assume an uniform etch rate of the NWs due to the primary beam (10 keV)
for this conversion. Figure 3.7 shows the depth profile of boron-doped NW
arrays, doped with several thickness of barrier oxide layer. First, we observe
that the doping is uniform across the length of the nanowires with the depth
profile sharply declining to substrate dopant concentration after a depth that
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Figure 3.7: The SIMS depth profile of the boron-doped nanowire arrays,
doped with PECVD barrier layer of thickness labeled against each profile.
The arrows represent the length of NW array measured from SEM before
the profiling.
matches with the SEM length of the nanowire arrays. Second, we observe
the magnitude of the doping concentration comes down with the thickness
of the barrier layer. Thus, by varying the thickness of PECVD oxide barrier
layer in the range 10 nm 25 nm, we achieve a controllable range of doping
concentration in NW array from 2× 1019 cm−3 to 4× 1018 cm−3.
3.4.2 Tip doping of NW arrays
One of the key limitations to device technologies based on vertically aligned
nanowires is the inability to form low resistance ohmic electrical contacts at
the top of the wires. The typical wrap-around contact length in the devices
is ∼ 100 nm and assuming a specific contact resistivity of ρ′′c = 5 × 10−4
Ω− cm2, the contact resistance itself dominates the array resistance (typical
array lengths of 2µm). This limitation causes high losses in device efficiencies
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(a) (b)
Figure 3.8: (a) SEM image showing the nanowire tips exposed after RIE
etching of spin-on glass spun over the NW array. The scale bar is 1µm. (b)
SIMS depth profile of NW array of length 850 nm.
due to joule heating at the contacts. For a thermoelectric module used in
waste energy harvesting, the device efficiency halves for an order increase in
ρ′′c [87]. It is known that the specific contact resistivity can be reduced by
an order in magnitude by increasing the doping near contacts by an order.
Hence, its imperative to dope the NW tips above 1020 cm−3 without affecting
the doping in the rest of the array. We achieve the tip doping using a two-
step process using spin-on glass (SOG) and spin-on dopants (SOD) described
in this section.
Initially, the nanowire arrays are filled with spin-on glass by spinning SOG
at 2000 rpm for 30 s. The SOG is baked on hot plate at 1100 C and 2700 C
for 90 s at each step. The SOG is then cured in nitrogen environment for 1
h at 3500 C. The initial thickness of SOG layer is usually ∼ 1.5 µm for the
conditions described above. We then etch the SOG using Freon gas (CF4) by
reactive ion etching (RIE) till the SOG thickness typically ∼100 nm below
the tip of the nanowires. Figure 3.8 (a) shows a scanning electron microscope
image of nanowire tips exposed in SOG filled NW array of length 850 nm.
After exposing NW tips using RIE, we then spin a layer of boron SOD
on the top of SOG covering the nanowire tips. We follow the same steps as
nanowire doping, but the doping time is now reduced to less than 5 min at
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(a) (b)
Figure 3.9: (a) Electrical resistance measurements before (a) and after (b)
tip-doping shows improvement in contact resistivity by four orders.
9500 C since the purpose of tip-doping is dope only the tips without affecting
the doping in the rest of the wires. The section of wires covered by SOG
are not doped in this process. We confirm this by conducting dopant depth
profile analysis using SIMS. Figure 3.8 (b) shows the SIMS depth profiles of
NWs (of length 850 nm) doped at the tips by boron. For this analysis, we
expose ∼ 150 nm of NW tips for doping. We observe that the tip doping is
successful with the dopant diffusion getting shallow with the doping time.
We further test the success of tip doping by conducting a two-probe elec-
trical measurement on the NW array. We deposit nickel pads (thickness of
200 nm) as the electrical contacts on SOG filled NW arrays. The Ni contacts
are then annealed at 3200 C by rapid thermal processing (RTP) to facilitate
ohmic contacts. Figure 3.9 shows the results of electrical measurements of
the NW arrays before and after tip-doping. We find a four order decrease in
the specific contact resistivity as a result of tip-doping.
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CHAPTER 4
FREQUENCY DOMAIN MEASUREMENTS
OF THERMOELECTRIC PROPERTIES
4.1 Introduction
The measurement of cross-plane Seebeck coefficient of micron-scale thin films
is challenging as it requires precise measurement of temperature and volt-
age simultaneously at the interfaces of the film. Cross-plane measurements
are further plagued by non-desirable contributions from the supporting sub-
strate, parasitic heat flow paths and non-ideal thermal/electrical contacts.
One of the widely employed technique for cross-plane ZT measurement of
thin films is the transient Harman technique [88]. In this technique, a DC
current pulse applied across the film sets up the thermal gradient (∆T ) via
Joule heating. A current (I) also leads to ohmic (VR) and Peltier (V0) voltages
across the film. When current is turned off, VR decays within the dielectric
relaxation time but V0 decays according to the thermal time constant. The
resulting Seebeck voltage V0 follows the transient thermal decay of all the
elements along heat flow path. However, the fast thermal response of thin
films requires high-speed detection of the small transient Seebeck voltage V0
rendering the Harman method quite difcult to apply to thin films [89]. Even
the measurements of ∆T across the film is offset by non-uniform Joule heat-
ing in the film and parasitic heat losses through the contacts [90, 91], often
requiring complex thermal simulations to characterize these effects. Further,
the definition of the Seebeck effect requires measurement of the open-circuit
voltage across an applied ∆T in absence of any current, which calls in ques-
tion the accuracy of these closed circuit measurements.
In this work, we employ frequency domain technique similar to 3ω-measurements
where the temperature field across the structure is set up by AC Joule heat-
ing in an external heating element. The open circuit Seebeck voltage de-
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veloped across the film, the substrate and the contacts have distinguishable
frequency response due to variable heat penetration in each layer. The archi-
tecture for 3ω measurements even allows mm2-scale thermal contacts onto
the investigating films which made contact contribution in our measurements
negligible. This technique has been previously applied for room temperature
thermoelectric measurements of SiGe superlattices [92]. We show that this
technique yields accurate measurements of Seebeck coefficient in the tem-
perature range 25 K 500 K using appropriate control of heating frequency
range based on the thermal diffusivity of Si across in this temperature range.
We also extend the application of this technique to generic nanostructures
by developing new techniques for the data extraction to analyze cross-plane
S and k simultaneously.
We discuss the principle of frequency domain measurements in Section 4.2
followed by discussion of differential measurements to extract Seebeck coef-
ficient and thermal conductivity of the nanowire arrays. We then proceed to
validity limits of the technique in temperature dependent measurements in
Section 4.3
4.2 Principle of Measurement
We employed a frequency-domain technique to measure the Seebeck coeffi-
cient (S) and the thermal conductivity (k) of the nanowire arrays, similar to
the 3ω technique [93] used for measuring the thermal conductivity of thin-
films. Fig. 4.1 (a) shows the schematic of the measurement platform. In
principle, a sinusoidal heating current of frequency ω through the top metal
heater sets up a temperature gradient across the NW-array (∆TNW ), the
insulating oxide layer (∆Tox) and the substrate (∆Tsub), each oscillating at
a frequency 2ω. Since the Seebeck voltage follows the temperature field, the
voltage drop across the NW-array (∆VNW = SNW∆TNW ) and the substrate
(∆Vsub = Ssub∆Tsub) also oscillate at 2ω. By measuring the 2ω component of
the voltage between the metallic pads as shown in Fig 4.1 (a) using a lock-in
amplifier, we obtain the open-circuit Seebeck voltage V2ω(=∆Vsub+∆VNW ).
The temperature at the heater (∆Th,NW =∆TNW+∆Tins+∆Tsub) is ob-
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(a)
(b)
Figure 4.1: Principle of differential measurements shown in (a) schematic
and (b) simulation of temperature and voltage signals for ‘ref’ and ‘NW’
samples.
tained by measuring the 3ω voltage signal across the heater arising from its
temperature dependent resistance.
4.2.1 Differential measurements
The measurement provides the total temperature drop across the insulator,
the NWA and the substrate and total voltage drop across the NWA and the
substrate. In order to extract the Seebeck coefficient of NW arrays, we need
to subtract the contributions from the substrate and the insulator by con-
ducting a differential measurement on the ‘reference’ sample comprising of
the substrate with the same insulation layer shown in Fig. 4.1 (a). Thus we
differentially obtain the temperature drop ∆TNW =∆Th,NW -∆Th,ref and
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the Seebeck voltage across the NW array ∆VNW =∆V2ω,NW -∆V2ω,ref . Fig-
ure 4.1 (b) shows the simulated results of temperature and voltage signals
obtained for NW array of length 2µm on low doped silicon substrate. Using
the differential temperature and voltage drop across the NW array, we obtain
the Seebeck coefficient of NWA as SNW=∆VNW/∆TNW . We can also extract
the thermal conductivity of the NW array simultaneously as karray = P/(2bl
∆TNW ) where l and 2b are the length and the width of the heater line with
heating power P . The nanowire thermal conductivity can be obtained using
the effective medium theory[94] by subtracting the conductance contribution
from the spin-on glass (SOG) as kNW = (karray − kSOG(1 − x))/x where x
is the areal fraction of nanowires in the array. We measured the thermal
conductivity of pure SOG ( 200 nm thick film) using the 3ω technique to be
0.34 W/mK. It should be noted that the differential technique can be applied
only for heating frequencies where one-dimensional heat conduction through
the array is the valid. The conditions to met for the validity of the technique
across different temperatures is widely discussed in the next section.
4.3 Limitations in high diffusivity media
The key assumption in the differential measurement is that the contribu-
tion of substrate to the measured Seebeck voltage is similar in both ‘NW’
and ‘ref’ samples for same heating power P . This condition holds in the
heating frequency range at which one-dimensional heat conduction occurs
across the insulator layer and the NW array. The differential voltage drop
from the signals from ‘ref’ and ‘NW’ samples can only be obtained from
the frequency range where the signals decreased linearly with logarithm of
the heating frequency. This is the frequency regime where (a) the thermal
penetration (δ =
√
2Dth/ω where Dth is the thermal diffusivity of Si) into
substrate is within the substrate thickness (tSi=550 µm) in both the ref and
NW samples and (b) one-dimensional heat conduction occurs across the NW
array. These two conditions (a) and (b) place the lower limit and the upper
limit of frequency range in which differential measurements can be applied.
We now discuss each condition separately.
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Figure 4.2: (a) Steady periodic temperature simulation in ‘ref’ and ‘NW’
sample in highly diffuse substrate. (b) The penetration depth in silicon as a
function of temperature at heating frequency of 200 Hz. (c) The measured
data of power normalized Seebeck voltage at several temperatures.
61
When heat penetration depth is comparable to or exceeds the substrate
thickness, the temperature (and thus voltage) response at the substrate sur-
face is sensitive to the boundary conditions in either samples (heat flux q”=0
at bottom). Figure 4.2(a) depicts the heat penetration into the substrate for
‘ref’ and ‘NW’ sample when δ > tSi for highly diffuse substrates. Due to dif-
ferent heat penetration depths in ‘ref’ and ‘NW’ samples, we cannot apply
differential measurements when the heat penetration depth in ref’ is compa-
rable to or greater than substrate thickness. Figure 4.2 (b) shows the thermal
penetration in Si and SiNW array (thermal conductivity of SOG-NW com-
posite ∼6 W/mK at 300 K) with temperature at frequency 200 Hz. Thus, we
cannot use frequencies below 200 Hz for differential measurements below 200
K sinceδ > tSi. The same argument applies when the penetration depth into
the substrate is comparable or greater than the heater length (Lh = 600µm
for our samples).
The measured data in Fig. 4.2 (c) shows that the valid frequency range
(indicated by arrows) for application of differential measurement at 90 K,
160 K and 220 K are f >2000 Hz, f >800 Hz and f >300 Hz respectively.
For T <25 K, the thermal penetration depth in Si is beyond tSi for entire
range of lock-in amplifier frequencies, thus limiting the application of this
technique below 25 K.
The upper limit of valid frequency range for differential measurements
(fcrit) occurs when the penetration depth is confined within the length of the
NW arrays. This condition generally arises at high frequencies (fcrit = 6000
Hz for NW composite thermal conductivity ∼6 W/mK). In this case, the
heat diffusion in NW array can longer be considered one-dimensional ther-
mal diffusion.
4.3.1 Finiteness of heating element
The original derivation of 3ω technique [93] considers line-heater on semi-
infinite substrate. In highly diffuse samples (Si at low temperatures), it is
important to consider the finiteness of the substrate and finite heater. In ad-
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(a) (b)
(c) (d)
Figure 4.3: Simulations showing the deviation in temperature rise of heater
using line heater assumption relative to finite heater of length 600µm at (a)
300 K and (b) 80 K. The deviation in the fits produced by line heater
assumption to the measured data of (c) heater temperature rise and (d)
Seebeck voltage.
dition, it is not possible to fabricate long heaters on the small size of nanowire
samples used in this work. Appendix A gives a detailed derivation of three-
dimensional heat diffusion for the case of finite heater on finite substrate.
Figure 4.3(a) and 4.3 (b) show the deviation of line heater assumption from
the finite heater assumption (Lh600 µm) in heater temperature rise (∆T ) at
300 K and 80 K respectively. The thermal diffusivity in Si at 80 K is 40
times higher than that at 300 K. Thus higher penetration depths in Si at
80 K in comparison to heater length throughout the entire frequency range
shown in Fig. 4.3 (b) renders line heater assumption invalid. Figure 4.3 (c)
and 4.3 (d) compares the fit of raw data with line heater assumption and
finite heater calculation. This demonstrates the importance of considering
the 3D heat diffusion model in Appendix A to analyze the signals in this work.
63
CHAPTER 5
THERMOELECTRIC MEASUREMENTS
OF NANOWIRE ARRAYS
5.1 Thermal conductivity with roughness
In this chapter, we report the measurements of thermoelectric properties of
the MacEtch nanowire arrays, discussed in the previous chapter. Our study
specifically focuses on the role of the surface roughness and the wire mor-
phology on the thermoelectric properties. Since, the role of surface roughness
in reduction of thermal conductivity of SiNW is of specific focus in ther-
moelectrics of rough silicon nanowires, we start with a systematic study of
thermal conductivity reduction with nanowire roughness. We measured the
thermal conductivity of the roughenend nanowire arrays using time-domain
thermoreflectance [82] and single nanowire measurement using a microfab-
ricated platform [95]. Figure 5.1 (a) shows the TDTR measurement [96] of
thermal conductivity of NW arrays with the RMS roughness (σ) character-
ized by HR-TEM. We observe a definite reduction in kNW with roughness
down to ∼10 W/mK at σ ∼4 nm. The data shows that the thermal conduc-
tivity of MacEtch wires is reduced below the Casimir limit by a five times.
While the data is encouraging, more thorough characterization of wire mor-
phology is desired before attributing the phenomenon to surface roughness
effects. The details of the measurement and the smaple characterization can
be found in Ref. [82].
In order to understand the physics of phonon scattering in roughened
nanowires, low temperature measurements of thermal conductivity are re-
quired for NWs of known roughness statistics. To this purpose, we con-
ducted thermal conductivity measurements on single nanowire of known
roughness from 15 K - 300 K using a microfabricated platform described
in Refs. [95, 97]. The surface roughness statistics of the NW was measured
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(a)
(b)
Figure 5.1: (a) Thermal conductivity of SiNWs measured using
time-domain thermoreflectance as the function of RMS roughness height of
the nanowires. The Casimir limit of thermal conductivity for the NWs of
average diameter 100 nm - 150 nm is also shown. (b) Thermal conductivity
of single nanowire with various roughness statistics measured using
microfabricated platform.
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by HR-TEM as described in Chap. 3 before transferring the wire to the mea-
surement platform. Figure 5.1 (b) shows the thermal conductivity measured
for a set of single nanowire with roughness height ∼ 1 nm but varying correla-
tion lengths of roughness. In the figure, φ, σ and n are roughness correlation
length, RMS amplitude of roughness and the exponent of temperature law.
The low temperature trend of thermal conductivity data follows ∼ T 1.6−2.4
(in 15 K - 80 K range) as opposed to near T 3 law for frequency-independent
boundary scattering. This suggests a strong frequency dependence of the
phonon scattering from the roughened walls. We employ the partially co-
herent transport theory presented in Chap. 2 to study the effect of multiple
scattering of phonons from the rough surfaces to study the thermal conduc-
tivity trend. We find that the multiple scattering provides an excellent match
to the temperature trend law as a function of correlation length of roughness.
The details of the data fitting procedure and the analysis of the roughness
statistics for this experiment can be found in the Ref. [95].
The studies of enhancement in thermoelectric figure of merit (ZT) in Si
have mainly focused on reducing its thermal conductivity by engineering var-
ious nanostructures to affect the phonon boundary scattering. The effects
of nanostructuring of the electrical properties – electrical resistivity (ρ) and
Seebeck coefficient (S) remain largely unexplored. As discussed in Chap. 1,
the Seebeck effect arises from the non-equilibrium effects of both the elec-
tron and the phonon systems and thus the narrative that nanostructuring
will not affect the Seebeck coefficient should be examined carefully. In order
to understand the effects of boundary scattering on the phononic component
of Seebeck coefficient (Sph) and thermal conductivity (k), we simultaneously
measure the thermal conductivity and Seebeck coefficient of the MacEtch
nanowires. Using theory as well as the experimental data of S, we aim to
understand Sd and Sph individually in SiNWs. The extensive TEM char-
acterization of the nanowire arrays as described in Chap. 3 provides direct
correlation of measured transport properties with the NW morphology and
roughness. Using the frequency domain techniques described in Chap. 4, we
measure S and k of NWAs simultaneously.
The measurement platform and its fabrication is described in Section 5.2.
The data reduction and analytical fitting of the data to extract the thermo-
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Figure 5.2: Schematic showing the fabrication flow of measurement
platform on SOG-filled NW arrays; each step detailed in Sec. 5.2.1
electric properties is discussed in Section 5.3. We then validate the measure-
ment technique by measuring bulk Si properties in Sec. 5.4. We then proceed
to the measurements on MacEtch NWAs using this technique in Section 5.5
and analyze the mechanism of Seebeck effect in NWs using the accompany-
ing electrical measurements in Section 5.6.
5.2 Differential measurements of NWAs
5.2.1 Platform fabrication
In this section, we will briefly describe the fabrication of the measurement
platform. Figure 5.2 shows the schematic of fabrication flow on preparing
the measurement platform on SOG filled nanowires. In order to facilitate
electrical contacts to the arrays, a smooth surface is created on the top of
array by filling the wire array with spin-on glass (SOG). The SOG is later
etched by reactive ion etching using CF4 gas to make it level with the tips
of the nanowires shown in Fig. 5.2 (a). A 300 nm thick PECVD oxide de-
posited on the SOG-filled arrays is patterned by photolithography to form
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Figure 5.3: Schematic showing the platform for the simultaneous
measurement of Seebeck coefficient and thermal conductivity on the spin-on
glass filled nanowires
30 µm wide windows shown in Fig. 5.2 (b). The nanowire tips are exposed
in these windows by RIE etching of oxide and SOG underneath till ∼100
nm. The electrical contacts which serve as Seebeck voltage pads on the NW
arrays are formed by deposition of Ni (150 nm)/ Au (80 nm) for p-type NWs
and Ti/Au for n-type nanowires (Fig. 5.2 (c)). The silicide contacts are
formed by rapid-thermal annealing the Ni contacts at 3200C and Ti contacts
at 4500C to achieve ohmic contacts. A thin gold line of width 2b ∼30 µm
is fabricated right above the voltage pad contacts which serve as the heater
element in our design. The Au heater and Seebeck voltage pads are elec-
trically insulated by another 200 nm PECVD oxide /50 nm SiN film shown
in Fig. 5.2 (d,e). We found that such a thick oxide was required to avoid
electrical cross-talk between the heater and the voltage pads. The devices
are finally bonded onto a chip and transferred to a temperature controlled
cryostat stage for measurements.
Figure 5.4 shows the frequency responses of the Seebeck voltage and the
heater temperature rise respectively in the differential measurement at 300
K and 80 K. As discussed in Chap. 4, the differential method for calcu-
lating NW Seebeck coefficient is obtained by extracting signal differentials
only across the frequency range where the signals decrease linearly with log-
arithm of the heating frequency. This is the frequency regime where the
thermal penetration (Ξ =
√
2Dth/ω) where Dth is the thermal diffusivity) in
both the ‘ref’ and ’NW’ samples is within the substrate thickness (tSi=550
µm). At 300 K, this condition applies for the frequency range 200 Hz-4000
Hz for both the ‘ref’ (30 µm < Ξref < 500 µm) and ‘NW sample’. However
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Figure 5.4: (a) The response of the temperature rise of the heater with
heating current frequency at 300 K and 80 K. The sample with nanowire
array is labeled ‘NW’ and the sample on substrate is labeled Ref. The
heating power P used at these temperatures is also shown. (b) The
response of the measured Seebeck voltage with heating current frequency at
300 K and 80 K.
at low temperatures as shown for 80 K in Fig 5.4, the high thermal diffusivity
of Si (40 times larger at 80 K than at 300 K) results in thermal penetration
depth in the Ref sample (Ξref >550 µm up to f <1000 Hz) exceeding the
substrate thickness as well as the length of the heater (L=600 µm in our
samples). Thus at 80 K, the differential measurement can only be applied
for frequencies beyond 1000 Hz.
5.3 Data reduction and fitting
Figure 5.5 shows the data fitting used to extract Seebeck coefficient and ther-
mal conductivity of bulk Si. For bulk Si, a quick estimate of S can be obtained
using slope of Seebeck voltage with frequency (Vsl=dVs/d(ln f)) and slope
of heater temperature with frequency (Tsl=dTh/d(ln f)) as S = −Vsl/Tsl. It
should be noted that the Seebeck voltage is the out-of-phase signal of ‘2ω′
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Figure 5.5: The frequency response of heater temperature (Th) and
measured Seebeck voltage (Vs) for bulk Si. The simulated temperature rise
at substrate (Tsub)is used to fit the Seebeck voltage trend.
component in the lock-in amplifier. Similarly, the thermal conductivity is
given by k = −P/(2piLTsl where P is the heating power. This simple es-
timates are only valid when the thermal penetration depth is well within
substrate thickness over the entire frequency range of fitting. For more accu-
rate estimates, the data fitting should use a model which accounts for finite
substrate thickness and finite heater lengths. This model is described in de-
tail in Appendix A. Using this model, we first fit the heater temperature
with frequency using ksub and kins as fitting parameters. The estimation of
temperature rise at substrate surface is shown as Tsub in Fig. 5.5. If the
entire Seebeck voltage measured is contributed by substrate and not by any
contacts / interfaces, we require Vs = SsubTsub. Using the simulated Tsub, we
fit the Seebeck voltage data using Ssub as the fitting parameter. The exact
fit of the magnitude and the phase of Vs across the entire frequency range at
100 K and 300 K proves (a) we are measuring only the open circuit Seebeck
voltage (b) no parasitic voltages are measured. Figure 5.6 shows the fitting
of measured Seebeck voltage across several temperature validating the model
and the fitting procedure.
The sign of Seebeck coefficient depends on the carrier type with S being
negative for n-type and positive for p-type. Figure 5.7 shows the raw data
of heater temperature rise and measured Seebeck voltage for a n-type and
a p-type substrate. We observe that change in polarity of the voltage de-
pending on the carrier type providing an additional confirmation that the
measurement only gives the open-circuit Seebeck voltage.
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silicon of different carrier types (a) n-type and (b) p-type.
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5.3.1 Error analysis of differential measurements
The primary source of error in the measurements arises from the uncertainty
in the calibration of temperature coefficient of resistivity (dR/dT ). Since
the temperature estimation in the measurements are based on resistive ther-
mometry, the calibration error directly affects the temperature drop across
nanowire array (∆TNW ), ∆T˜NW = ∆T˜h,NW −∆T˜h,ref where tilde represents
normalized values of temperature T˜ = T/(P/2bLh), ∆T˜h,NW and ∆T˜h,ref are
heater temperature rise calculated for ‘NW’ sample and ‘ref’ sample respec-
tively. The heater temperature rise is inversely proportional to dR/dT . In-
cluding the uncertainty in insulating oxide thickness between ‘ref’ and ‘NW’
sample, we can estimate the error in calculating the temperature drop across
NWs as
δ(∆T˜NW ) =
√(
δ∆T˜h,NW
)2
+
(
δ∆T˜h,ref
)2
+
(
δtox
kox
)2
(5.1)
=
√√√√(δ∆T˜h,NW
T˜h,NW
.T˜h,NW
)2
+
(
δ∆T˜h,ref
T˜h,ref
.T˜h,NW
)2
+
(
δtox
kox
)2
=
√(
δ∆αh,NW
αh,NW
.αh,NW
)2
+
(
δ∆αh,ref
αh,ref
.αh,NW
)2
+
(
δtox
kox
)2
The error in the calibration of the temperature coefficient of resistance is 5%
(dα/α) [98]. The uncertainty in the oxide thickness between ‘NW’ and ‘ref’
samples based on the PECVD system is ∼10 nm. Thus, we obtain ∼12%
error in the estimation of ∆T˜NW at 300 K and 14% at 80 K. Since the
estimation of ∆T˜NW is the only source of error in obtaining the Seebeck co-
efficient of the NW array, the total error estimate for SNW (=∆VNW/∆TNW )
is ∼12%. For array thermal conductivity measurements, the main source of
error other than uncertainty in ∆T˜NW is the uncertainty in estimating the
areal coverage of the array x. We conducted extensive SEM areal analysis at
several locations in the array and observed ∼20% deviation in areal density
of NWs across the array. In addition, we find deviation of nanowire lengths
across the array to be within ∼10%. Since the thermal conductivity of the
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array is calculated using
xkNW = kcomp − (1− x)kSOG
kcomp = LNW/∆T˜NW (5.2)
we estimate that the overall error in calculating the array thermal conduc-
tivity kNW is ∼32% at 300 K.
5.4 S and k measurements on bulk Si
We first measured S in bulk Si samples that act as reference for SiNWs. Fig.
5.8(a) and Fig. 5.8(b) shows the temperature trend of Seebeck coefficient
measured for p-type non-degenerate Si (Na= 2× 1017 cm−3) and degenerate
Si (Na=3 × 1019 cm−3) respectively. Our data compares well with classical
Seebeck data of non-degenerate Si [6, 7] as shown in Fig. 5.8(a). The behavior
of the Seebeck coefficient shows distinct physics at these doping levels due to
the different dominance of the drag versus the diffusion component. In non-
degenerate Si, the phonon drag dominates S at low temperatures. Phonon
drag, mainly due to phonons of long wavelengths is the dominant mechanism
at low temperatures and low doping levels. With the onset of Umklapp
scattering (as indicated by the peak in thermal conductivity in the inset
of Fig. 5.8 (a)), the phonons are rapidly thermalized by phonon-phonon
scattering. This leads to decrease in the drag in the increasing temperature
due to decrease in the transfer of crystal momentum to the electrons. In
degenerate Si, phonon drag is further quenched by impurity scattering of
phonons. In order to quantitatively estimate the diffusion component versus
phonon drag, we theoretically calculate the diffusion component Sd. The
calculation of Sd is well documented in the literature and is defined as the
average energy transported by the carriers relative to the Fermi level (EF ),
and can be calculated directly using a solution to the Boltzmann transport
equation as
Sd =
1
eT
(〈τE〉
〈τ〉 − EF
)
=
kb
e
(
(r + 2)F1+r(η∗)
(r + 1)Fr(η∗) − η∗
)
(5.3)
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where η∗ is the reduced Fermi-level (Eb−EF/kbT ) with Eb being the band
edge (conduction band in n-type and valence band in p-type), Fn is the Fermi-
integral of nth order. The first term is determined by the dominant carrier
scattering process while the second term depends the carrier concentration.
In order to evaluate Eqn. 5.3, we require the energy dependence of carrier
scattering rates which can either calculated in detail using Matheissen’s rule
(an approach we refer to as Boltzmann solution) or simply assume the power
dependence of electron mean-free path with its energy using the exponent r
(Λe−e ∝ Er or τ ∝ Er−1/2). These methods described in detail in Chap. 6,
where we discuss the theory of Seebeck effect. Using the latter approach, we
see that the magnitude of Sd increases with the scattering exponent r with
r varying between 0 representing the lowest limit for longitudinal acoustic
phonon scattering to 2 representing the Conwell-Weisskopf formula for impu-
rity scattering. Subtracting the calculated Sd from the measured S yields the
phonon drag Sph shown in Fig. 5.8. We observe the phonon drag has a very
significant contribution to S even in highly doped Si at room temperature.
5.5 S and k measurements of rough SiNWs
We now discuss the data for SiNWs. Figure 5.9 shows the temperature trend
of S for p-type NW arrays with three different surface morphologies and
compares with that of similarly doped bulk Si. The Seebeck coefficient re-
duces in solid nanowires by ∼ 58% at 100 K and by ∼27% reduction at 300
K compared to bulk Si. Surface roughness in the range 0.5 nm- 1.3 nm does
not appear to have any significant effect on S. We attribute the observed
reduction in S to the annihilation of the phonon drag from the boundary
scattering of long wavelength phonons. In order to verify this assertion, we
calculated Sd at the same doping concentration as measured from SIMS us-
ing complete Boltzmann solution and we find a very good fit of the measured
data with the calculated trend for Sd. Using Eqn. 5.3, the fit corresponds
to r=0.8 indicating that ionic impurity scattering is the dominant electron
scattering mechanism in these NWs, as expected. We can ignore any surface
charge depletion effects in ∼ 100 nm dia. wires doped above 1 × 1019cm−3,
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Figure 5.8: Seebeck coefficient of (a) non-degenerate Si (Na= 2× 1017
cm−3) and (b) degenerate Si (Na= 2× 1017 cm−3) is shown in solid squares.
The diffusion component calculated from Eqn. 5.3 is represented in solid
line and the phonon drag extracted is shown in solid triangles. The open
symbols in (a) show comparison with classic literature [6, 7]
75
Figure 5.9: The Seebeck coefficient of NW arrays with different surface
morphology at similar doping concentrations. The theoretical fits were
obtained using Eqn. 5.3 using the doping concentration obtained from
SIMS. (Inset shows the thermal conductivity of the NW arrays).
discussed in Sec. 5.6.
Figure 5.9 also shows the trend for S measured on surface-porous nanowires
obtained through metal-assisted etching of a degenerate Si wafer (Na=3×1019
cm−3). Interestingly, surface-porous nanowires have similar S as bulk Si at
300 K with the thermal conductivity of the arrays reduced ∼20× below
the Casimir limit for these wires. The rising temperature trend of S indi-
cates that phonon drag is absent in these wires, similar to that of the solid
nanowires. The enhancement in Sd possibly arises from carrier depletion due
to surface porosity or from an increase in the scattering parameter r due to
strong scattering from the porous surface. While the depletion of the carriers
enhances Sd due to lowering of Fermi level (EF ) (see Eqn. 5.3), the increase
in parameter r elevates the average energy of carriers 〈E〉 and thereby Sd.
From fitting Sd to the data using Eqn. 5.3, we find that carrier depletion by
half an order of magnitude compared to the original doping would enhance
S to the measured value. But this effect cannot explain the steep tempera-
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ture trend in the measured S. The slope of Sd versus T is only sensitive to
the exponent of the energy dependence in carrier scattering, r. We could fit
both the slope and magnitude of S using the original doping concentration
of Na=3× 1019 cm−3 with r=2.2 shown in Fig. 5.9.
5.6 Electrical measurements of SiNWs
One important assumption considered in this work is that the carrier con-
centration is similar to the dopant concentration measured from secondary
ion mass spectroscopy. The validity of this assumption holds when (a) all the
acceptor atoms are fully ionized and (b) the surface states do not impact the
charge-carrier concentration. In NWs of diameter ∼ 20 nm, the ionization
energy of the dopants [99] is similar to bulk Si and thus we expect full ioniza-
tion of the dopants in the NWs investigated in this work. We now discuss the
validity of the second assumption, surface depletion effects due to trapped
charges at Si/SiO2 interface. Depending on the charge densities stored at
this interface, it has been experimentally observed [99] that NWs can un-
dergo partial to full charge depletion resulting in high resistivity compared
to bulk Si. Using the interface trap charge densities Dit = 2×1012 eV −1cm−2
(typical in NWs with native oxide), we calculate the surface depletion layer
thickness [99, 8]. Figure 5.10 compares the radius of NWs contributing to
charge transport (relec) to the physical radius of NW (rphys) for various dop-
ing levels (with surface depletion thickness being rphys − relec). For NWs of
r=50 nm, we see the surface depletion can be ignored in the doping range
3× 1018 − 7× 1019 cm−3, investigated in this work. Further, since the NWs
are surrounded by SOG, there should be better surface passivation of the
NW array than assumed.
Electrical measurements on the post-doped MacEtch NWs are an alter-
nate way to SIMS measurements to verify the carrier concentration in the
NWs post doping. Since only top-side contacts can be achieved in array scale
measurements, only two-point probe measurements are possible. However,
due to the current crowding effects at the top-side contacts, the resistance
measured in the 2pp measurements is entirely from the contact contribution.
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Figure 5.10: Surface depletion model for SiNWs showing the radius of
undepleted region (relec) in comparison to their physical radius (rphys)
against dopant concentration. The shaded region indicates the NW doping
range studied in this paper. We extracted the data in this figure from Ref.
[8].
In order to extract the wire resistivity unambiguously, we conduct four-point
probe electrical measurements on a single nanowire separated from the array.
We start with dispersing the nanowires from the array onto an oxidized
Si substrate (200 nm thermal oxide). The wires are then located by SEM
in order to draw e-beam pattern for the four electrical pads over the NW.
Before e-beam lithography to define these pads, the wires are protected by
∼30 nm PECVD oxide film in order to protect the NWs from the organic
contaminants. We deposit Ni (130 nm)/Au (30 nm) for electrical pads and
the subsequent RTP at 3200C for 3 min provide ohmic contacts. The mea-
surement platform is shown in Fig. 5.11 (a) and Fig. 5.11 (b) shows the I-V
measurements of the NW.
We conduct measurements on long NW arrays (∼15 µm) and short NW
arrays (∼2 µm) in order to investigate whether longer MacEtch times used
for generating longer NW arrays deteriorate the electrical properties. The
results of the resistivity measured for these wires are summarized in Table
5.1. We observe that the electrical resistivity of the MacEtch wires is not
length dependent. The NW resistivity is within a factor of 3 from the bulk
resistivity values based on SIMS doping concentration. The significant error
in these measurements arises from the estimation of the exact cross sectional
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Figure 5.11: (a) SEM micrograph of single NW measurement platform. The
scale bar is 3 µm. (b) 4-point probe electrical measurements on single
nanowire.
Wire No. Est. Doping (cm−3) Length ρNW mΩ-cm ρbulk mΩ-cm
W1 7× 1018-1× 1019 572 nm 11±6 5.5-8.5
W2 1× 1018-3× 1018 10560 nm 38±7 20–40
Table 5.1: Summary of the single-wire electrical measurements on
post-doped nanowires.
area of the NWs. We expect the apparent increase in the resistivity of NWs
can be explained by obtaining electrical radius of the wire (the conduction
core with active carriers after excluding the surface depleted region) rather
than the physical radius obtained from SEM.
We observe a seven-order increase in the resistivity of the surface porous
NWs in comparison of bulk Si of similar doping which is expected for meso-
porous Si. Since wire resistivity is several orders greater than the contact
resistance and the substrate resistance, two-point electrical measurements
are sufficient to extract the NW resistivity. We verified this assumption by
conducting several 4pp measurements on single NWs and observed that the
2pp and the 4pp resistivity (ρ) were equivalent. Hence we conduct two-
point electrical measurements on the same NW array for which the Seebeck
coefficient and the thermal conductivity are measured. We note that the
temperature dependence of ρ and S, both depend on the energy exponent of
scattering r as
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Figure 5.12: Extracted mobility from the two-point resistivity
measurements of porous SiNW arrays. The literature values for porous Si
mobility are taken from Ref.[9]
S =
kb
e
(
(r + 2)F1+r(η∗)
(r + 1)Fr(η∗) − η∗
)
µ = A
e
mσ
(kbT )
r−1/2 Fr(η
∗)
F1/2(η∗)
(r + 1) (5.4)
where the carrier mobility (µ) is related to the resistivity as ρ = 1/Neµ, N is
the free carrier concentration, e is the elctron charge, the electron scattering
rate is defined as τe−e = AEr−1/2 and mσ is the conductivity effective mass of
the carriers. Figure 5.12 shows the extracted mobility of porous NW arrays
with temperature. Using the mobility equation in Eqn. 5.4, we use the
fitting parameter r = 2.2 (from the Seebeck measurement fit in Sec. 5.5 for
porous wires) and we see an excellent match to the measured mobility. This
suggests that either of these measurements (S or ρ) reveals the dominant
carrier scattering mechanism.
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Figure 5.13: The Seebeck coefficient of NW arrays measured across several
doping concentrations. The dashed lines represent the diffusion component,
Sd calculated theoretically using Eqn. 5.3. The open symbols represent
data for bulk Si.
5.7 Discussion
We varied doping in SiNWs to further confirm these observations in the
temperature range 300-450 K of interest to thermoelectric waste heat har-
vesting. Figure 5.13 shows the Seebeck measurements on smooth nanowire
arrays doped between 3× 1018 cm−3 -7× 1019 cm−3. Figure 5.13 also shows
the fits to the data using Sd calculated from Eqn. 5.3. We find that best-fit
value of r varies between 0.6 at low doping (Na = 3 × 1018 cm−3) to 0.95
at high doping (Na = 3 × 1019 cm−3). This increase in r with doping is
expected since ionic impurity scattering increasingly dominates longitudinal
acoustic phonon scattering at higher doping levels. Consistent with the pre-
vious data set, we observe temperature trends that indicate the absence of
Sph and the complete dominance of Sd. Again, no surface depletion effects are
expected to occur at these degenerate doping levels. The disappearance of
Sph in nanowires irrespective of doping concentrations further proves that the
quenching is entirely due to boundary scattering of long-wavelength phonons.
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We note that with the absence of Sph, the measurement of S provides an ex-
cellent way to obtain carrier concentration using relatively simple fabrication
and without requiring any information on the wire diameter or cross-section.
In summary, we have experimentally shown the complete annihilation of
the phonon drag contribution to the Seebeck coefficient in silicon nanowires
across a range of doping concentration, leading to a reduction of as much
as 27% at 300 K compared to the bulk. The disappearance of the drag
shifts the optimal doping for maximizing the power factor in thermoelectric
energy conversion significantly to ∼ 5× 1019 cm−3 in p-type nanowires. Fig-
ure 5.14 shows that when Seebeck coefficient equals Sd with no contribution
from the drag, the power factor peak shifts rightwards. Finally, in porous-
surface nanowires, the Seebeck coefficient recovers to the bulk value through
enhancement of the diffusion component. Through modeling, we show that
this is likely due to strong energy-dependence in carrier scattering. These re-
sults motivate a rethinking of the widely pursued approach of enhancing the
figure of merit in thermoelectric conversion through introduction of scatter-
ers for phonons of all wavelengths. Scattering phonons lower than the critical
frequency contributing to drag reduces the power factor without significantly
reducing heat conduction.
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CHAPTER 6
THEORY OF THERMOPOWER AND
PHONON DRAG
This chapter develops the formal theory of the Seebeck effect using Boltz-
mann transport equation (BTE). In Section 6.1, we develop theoretical frame-
work to define Seebeck coefficient as a cumulative effect of phonons and elec-
trons in non-equilibrium. We discuss the conditions under which we can
decompose the Seebeck coefficient into the diffusion and drag components.
We then separately derive the expressions for Sd and Sph. Finally, we inves-
tigate the spectral dependence of phonons that contribute to the drag and
analyze how boundary scattering affects this dependence.
6.1 Formal theory using Boltzmann transport equation
In this section, we derive the Seebeck coefficient from the solution of Boltz-
mann transport equation. This derivation gives the expression for generalized
S without any distinction between the diffusion component from phonon
drag. We consider the simultaneous non-equilibrium amongst the charge
carriers and the phonon systems in this model. Consider a one-dimensional
conductor (along x-axis) with electric field F and temperature gradient ∇rT
across the sample. Due to the presence of electric field, the electron dis-
tribution is perturbed to f from its equilibrium distribution f0. Assuming
the electrons relax their momentum through scattering processes including
acoustic phonon scattering (e−ph) and ionized impurity scattering (e− ion),
we solve for f using the Boltzmann equation for electron system as
−e ~F .~v ∂f
∂E
+ ~v.∇rT
(
EF − E
T
∂f
∂E
)
=
(
∂f
∂t
)e−e
scat
(6.1)(
∂f
∂t
)e−e
scat
=
(
∂f
∂t
)
e−ph
+
(
∂f
∂t
)
e−ion
(6.2)
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where we use the Fermi-dirac statistics for equilibrium distribution f0, EF is
the fermi level and E is electron energy relative to band edge. Similarly, the
perturbation of phonon distribution N due to temperature gradient can be
solved by Boltzmann equation as
−dN
dT
dT
dx
qx
q
u0 =
(
∂N
∂t
)p−p
scat
(6.3)(
∂N
∂t
)p−p
scat
=
(
∂N
∂t
)
ph−e
+
(
∂N
∂t
)
ph−b
+
(
∂f
∂t
)
umk
(6.4)
where we consider phonon relaxation processes include phonon-electron, umk-
lapp and boundary scattering. The system of equations in Eqns. 6.1, 6.3 are
coupled by the electron-phonon scattering terms expressed as
(
∂f
∂t
)
e−ph
= A
∫ 2pi
0
dφ
∫ 2k
0
dq q2[(N + 1)f(k + q)−Nf(k) (6.5)
. + Nf(k − q)− (N + 1)f(k)](
∂f
∂t
)
ph−e
= B
∫ 2pi
0
dφ
∫ ∞
q/2
dk k [(N + 1)f(k + q)−Nf(k)] (6.6)
Hence, we need to solve the coupled integro-differential equations Eqns.
6.1, 6.3, 6.5 to obtain the electron and phonon distribution functions. Setting
the current density in the specimen to zero for open-circuit Seebeck effect
Jx = −e
∫
vx(f − f0)D(E) dE = 0 (6.7)
where D(E) is electron density of states [100] and using the definition of
Seebeck coefficient
S =
Fx + d (EF/e) /dx
dT/dx
(6.8)
we can derive the Seebeck coefficient. For solving f and N from Eqns. 6.1,
6.3, we need to choose trial function for the distribution functions as
f = f0 + kFge(E) (6.9)
N = N0 + qFgp(~ω) (6.10)
(6.11)
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where ge and gp are unknown functions to be obtained by solving Eqns.
6.1, 6.3, kF and qF are the components of electron and phonon wavevec-
tors respectively along the direction of electric field. Solving the distribution
functions using coupled Boltzmann equations for electrons and phonons is
mathematically cumbersome. Hence, we consider an approximation that the
electric field and temperature gradient are small enough to perturb phonon
system out of equilibrium. This assumption is valid at low carrier concen-
trations and appropriate corrections should be applied for highly doped Si.
6.2 Diffusion component of S
The diffusion component of Seebeck coefficient is defined as the average en-
ergy transported by electrons relative to Fermi level assuming lattice equilib-
rium. Hence, we can solve the perturbed electron distribution f from Eqn.
6.1 alone. Using the relaxation time approximation, the scattering term can
be written as (∂f/∂t) = (f − f0) /τ . Here, τ is the effective relaxation time
of electron scattering obtained by applying Mattheissen’s rule for individual
scattering processes. From Eqns. 6.1, 6.7, the diffusion component of the
Seebeck coefficient assumes the form
Sd =
1
eT
[∫∞
Eb
Eg(E)v(E)Λ(E)df0
dE
dE∫∞
Eb
g(E)v(E)Λ(E)df0
dE
dE
− EF
]
=
1
eT
(〈E〉 − EF ) (6.12)
where g(E) is 3D density of states, v(E) is the carrier velocity, Λ(E) is MFP
of carriers (= τ(E)v(E)), f0 is the equilibrium Fermi distribution function
and EF is the Fermi energy [101]. Assuming the energy level E=0 at conduc-
tion (or valence) band edge for n-type (or p-type) Si, the Fermi level EF can
be calculated from the carrier concentration (Na) using the charge neutrality
principle[57]. In order to calculate the energy dependence of MFP of carriers
Λ(E), we adopt two approaches.
• We use the detailed carrier scattering rates with acoustic phonons
(ΛADP ), ionic impurities (ΛII), intervalley scattering (ΛIV ), boundary
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scattering (ΛBS), optical phonon (Λopt) and plasma scattering (ΛPS).
The effective MFP is then calculated using Matthiessens rule. The
expressions for the carrier scattering rates of the processes mentioned
above can be found in Ref. [29]. In this work, this approach is referred
to as Boltzmann solution for Sd calculation.
• Assuming the effective MFP of carriers follows an energy dependence
given by Λ ∝ Er where r is referred to as the scattering exponent. This
simplifying assumption is sufficient to model many electron-scattering
mechanism with r=0 for ADP, r=1 for optical phonon scattering and
r=2 in the extreme limit of ionic impurity scattering [102]. Increasing
the value of r elevates the average energy 〈E〉 transported by the car-
riers relative to the Fermi level as seen in Fig 6.1(a). This approach
is referred to as scattering exponent method for calculating Sd. This
approach is extremely useful to correlate the effect of the dominant
mechanism of electron scattering on the magnitude of Sd.
Figure 6.1(b) compares the two approaches for calculating the scattering
rate τ−1(E) (which is v(E)/Λ(E)) . The figure shows the energy dependence
of the individual scattering rates (ionic Sii and acoustic phonon Sac) and
the effective scattering rate calculated from the Matthiessens rule in bulk
Si doped at 5 × 1019 cm−3. The dotted lines fit the power law dependence
r for the scattering processes. Since electron energies only within ∼ 10kbT
from Fermi energy contribute to the transport as seen from the density of
states plot (shown in Fig. 6.1(a)), the power law dependence r is obtained
by fitting the scattering rates in this energy range. We find a good match in
the calculated Seebeck coefficient Sd between the two approaches.
6.3 Phonon Drag using Π-approach
In order to calculate the phonon drag, we adopt the Π-approach suggested by
Herring (1954)[52]. In this approach, the phonon drag coefficient is defined as
the energy flux carried by the phonons (j) for unit carrier flux (J) due to the
presence of an electric field F applied across the specimen. This approach is
thermodynamically equivalent to the Seebeck effect wherein an electrostatic
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(a)
(b)
Figure 6.1: (a) Energy level diagram of n-type Si with carrier concentration
Nd = 5× 1019 cm−3. The effective density of states (represented by filled
region) is calculated using g(E)f(E) (b) The exact scattering rates at this
doping level (only ADP and II processes are shown here) are fitted for the
power law dependence r.
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field is set up in the specimen due to temperature gradient across it. In the
Π-approach, the scattering of charge carriers by the lattice vibrations tends
to increase the amplitudes of lattice waves (phonons) traveling in the direc-
tion of electric current (J) resulting in net transport of heat flux (j) in that
direction.
In this work, we quantify the energy transport by phonons using crystal
momentum which is related to the energy flux as
j =
∑
α
Pαc
2
α (6.13)
where the crystal momentum (Pq,α)in the phonon modes of wavevector q and
polarization α with group velocity cα is given by
Pα =
1
(2pi)3
∫
N(q, α)~q dq (6.14)
In the presence of an electric field, crystal momentum is fed into a par-
ticular phonon mode (q,α) through electron-phonon processes at rate R(q)
while the momentum is subsequently relaxed through phonon-phonon pro-
cesses at rate τpp(q). We aim to calculate net crystal momentum change
of every phonon mode P(q) at equilibrium and integrate it over all phonon
modes to obtain the heat flux j.
We start by calculating the rate of change of phonon population N(q) due
to electron-phonon interactions which relates to rate of change of crystal mo-
mentum R(q) by R(q) = ~q (∂N/∂t). The expression for phonon population
change by emission (first term) and absorption (second term) of phonons due
to charge carrier interactions is given by(
∂Nq
∂t
)
e−ph
=
2pi
~
∑
q
〈k, Nq + 1 |H|k + q, Nq〉δ
(
Ek,Nq+1 − Ek+q,Nq
)
fk+q (1− fk)− 〈k + q, Nq − 1 |H|k, Nq〉 (6.15)
δ
(
Ek+q,Nq−1 − Ek,Nq
)
fk (1− fk+q)
In this expression, k is electron wave-vector and fk is the perturbed electron
distribution function in the presence of electric field F is given by f = f0 +
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f1, where f0 is the equilibrium Fermi-Dirac distribution and the perturbed
distribution f1 is
f1 = ~k. ~F
~eτ(E)
mσ
f0(1− f0)
kbT
(6.16)
Here, τee(E) is the relaxation time of electron-electron interactions and mσ
is the conductivity effective mass. We simply assume τee(E) is proportional
to Er−1/2. Using the acoustic deformation potential Hamiltonian [100] H,
we can calculate the rate of momentum exchange as
R(q) = ~q
(
∂Nq
∂t
)
e−ph
=
Ξ2q2
(2pi)2ρωqkbT
piem2d
mc~3
_
q . ~F (6.17)
∞∫
E= ~
2q2
8m
dE (Nq + 1)τ (E) fE+~ωq (1− fE)− dE Nqτ (E) fE(1− fE+~ωq
)
where Ξ is the deformation potential (9 eV for Si), ρ is the crystal density,
ωq is the mode frequency (we only consider the longitudinal acoustic modes
with dispersion ωq = cq , c=8400 m/s), md is the density-of-states effective
mass.
In order to calculate R(q) using Eqn. 6.17, we consider a approximation
that the phonon system is under thermal equilibrium in the presence of the
electric field. This allows us to set Nq to the equilibrium Bose Einstein dis-
tribution at temperature T . In this study, we are interested in the spectral
dependence of phonon drag rather than its magnitude. Hence, the assump-
tion of phonon system in equilibrium is sufficient for our analysis. However,
it should be noted that this assumption overestimates drag at high carrier
concentrations.
Now, we discuss the spectral dependence of the rate of which phonons re-
ceive momentum R(q). Figure 6.2 shows the momentum transfer to phonons
by carrier scattering in degenerate and non-degenerate Si. For non-degenerate
Si, we assume the electron scattering is dominated by longitudinal acoustic
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Figure 6.2: Spectral dependence of the rate of momentum exchange R(q)
by electron-phonon interactions calculated using Eqn. 6.17.
scattering. Hence, we use a carrier concentration N = 2 × 1017 cm−3 with
scattering exponent r=0 to model non-degenerate Si. Similarly, we assume
impurity scattering dominates in degenerate Si and is modeled using carrier
concentration N = 2× 1017 cm−3 and r=2. From Fig. 6.2, we observe that
the only the phonon modes within a critical frequency (ωc) receive momen-
tum from electron-phonon interaction. This critical frequency extends with
increase in carrier concentration from ∼ 3 THz in non-degenerate Si to ∼ 4
THz in degenerate Si.
We now consider the relaxation of the phonons by phonon-phonon pro-
cesses with relaxation time τpp(q). In bulk Si, we only consider Umklapp
scattering and mass difference scattering with the effective τpp(q) calculated
using Mattheissens rule. Hence, the rate at which the crystal momentum
relaxes by phonon-phonon processes is given by (N − N0)/τpp(q). At equi-
librium, the net change in crystal momentum of a mode is
p(q)− peq(q) = τ(q)R(q) (6.18)
where peq = ~qNeq is the phonon momentum at equilibrium with Neq, the
Bose-Einstein distribution at T . Integrating Eqn. 6.18 over the Brillouin
zone, we obtain the total crystal momentum as
∆P0 =
1
(2pi)3
∫
τ(q)R(q) dq (6.19)
since the equilibrium term peq vanishes in the integration.
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Figure 6.3: Spectral dependence of the net crystal momentum change in
bulk Si for degenerate and non-degenerately doped Si calculated using Eqn.
6.18.
Figure 6.3 shows the spectral dependence of crystal momentum change
due to balance of electron-phonon and phonon-phonon processes. We use
Eqn. 6.18 to calculate the change in crystal momentum. We observe that ∼
90% of crystal momentum and thus phonon drag is contributed by phonon
frequencies ≤ 1.2 THz in non-degenerate Si. In degenerate Si, the magnitude
of crystal momentum change is comparatively lower than non degenerate Si
with the frequencies ≤ 2.3 THz contribute to phonon drag.
6.4 Effect of boundary scattering on drag
This section consider the phonon drag in low-dimensional materials where
boundary scattering and phonon-phonon scattering are of comparable im-
portance. We specifically aim to understand how the crystal momentum in a
volume element ~q of q space is distributed spatially over the cross section of
the specimen. In the presence of a electric field F, the rate at which crystal
momentum is fed into the volume element ~q through electron-phonon in-
teractions is independent of position and proportional to R(q) in Eqn. 6.17.
Phonon-phonon scattering removes crystal momentum from the volume el-
ement ~q at a rate proportional to the local density ∆P (q; r) of crystal
momentum. Boundary scattering also removes crystal momentum but only
from regions adjoining the boundaries proportional to the local crystal mo-
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mentum at the boundary and to the component of phonon velocity toward
the boundary.
Thus, we can investigate the spatial dependence of the crystal momen-
tum in presence of crystal boundary scattering by solving the Boltzmann
transport equation in a cylindrical wire (along the z-axis)
vx
∂∆P
∂x
+ vy
∂∆P
∂y
+
∆P
τ(q)
=
1
(2pi)3
R(q) (6.20)
where ∆P is phonon momentum change in presence of boundary scatter-
ing. We assume the boundaries are diffuse so that ∆P at the boundaries
vanishes. We note that the wires measured do not have a circular cross sec-
tion, but our approximation should yield reasonable insight. The solution for
the above equation in a wire of radius a with diffuse boundaries was obtained
by Dingle (1948)[103] as
∆P (r; q) =
τ (q)R (q) d3q
(2pi)3
[
1− exp
(
−rsinφ+ (a
2 − r2cos2φ)
τ (q) vsinθ
)]
(6.21)
where (r,θ, φ) define the spherical coordinate system for wavevector q. The
phonon-phonon relaxation τ(q) considers Umklapp and mass-difference scat-
tering. Figure 6.4 plots the radial distribution of crystal momentum in wires
of radii 10µm, 1µm and 100 nm calculated from Eqn. 6.21. The magnitude
in colorbar in Fig. 6.4 compares the crystal momentum in presence of bound-
ary scattering ∆P (r) relative to the crystal momentum in bulk Si ∆P0(r)
(this quantity is set to 1 for all the three cases). We observe that the crystal
momentum is quenched by boundary scattering for wires of radii < 1µm and
vanishes by an order in 100 nm wires.
Finally, we can obtain phonon drag by calculating the total crystal mo-
mentum 〈P 〉 by integrating Eqn. 6.21 over space and over all phonon modes.
We define γ as the ratio of total crystal momentum in presence of boundary
scattering 〈P 〉 to that in the absence of boundary scattering 〈P0〉 as
γ =
∫∞
q=0
∫ a
r=0
∫ pi
θ=0
∫ 2pi
φ=0
∆P (r; q) 2pirdrq2 dq sinθdθdφ∫∞
q=0
∫ a
r=0
∫ pi
θ=0
∫ 2pi
φ=0
∆P0 (q) 2pirdrq2 dq sinθdθdφ
(6.22)
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Figure 6.4: The radial distribution of crystal momentum in wires of radii
10µm, 1µm and 100 nm calculated using Eqn. 6.21. The color bar shows
the magnitude of crystal momentum relative to crystal momentum P0 in
absence of boundaries.
10−2 10−1 100 101 102 103
0
0.2
0.4
0.6
0.8
1
Wire Dimension (µm)
Sc
at
te
rin
g 
Ra
tio
 γ=
 
〈∆P
〉/〈∆
P 0
〉
Figure 6.5: The effect of boundary scattering on the transfer of total crystal
momentum 〈P 〉 in comparison to that in the absence of boundaries 〈P0〉
with varying wire radius.
Figure 6.5 shows the effect of boundary scattering on total crystal momentum
quantified by γ with wire radius. We observe that the boundary scattering
effectively quenches phonon drag at a wire radius of 100 nm, consistent with
the experimental observation.
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CHAPTER 7
CONCLUSIONS AND FUTURE WORK
This dissertation explores the thermoelectric properties of the electrolessly
etched silicon nanowires with a specific focus on the effects of phonon scat-
tering on nanowire thermal conductivity and the Seebeck coefficient. Using
novel frequency domain techniques, we conducted simultaneous measure-
ments of the Seebeck coefficient and the thermal conductivity of the nanowire
arrays. In conjunction with the charge and thermal transport theories, we
interpret the measured data to gain insights into the transport physics in the
nanowires. In this chapter, we summarize the key conclusions of our research
and present future directions of research for designing highly efficient silicon
based thermoelectrics.
Thermal conductivity data for rough surface silicon nanowires suggest the
breakdown of the Casimir limit which assumes completely diffuse phonon
boundary scattering. We show that the coherent effects in phonon transport
at room temperature indeed can lead to such breakdown. Correlated multiple
scattering of phonons off the rough surface lead to a reduced thermal conduc-
tivity that is dependent not just on the roughness amplitude but more im-
portantly on the roughness correlation length. A correlation length less than
diameter of wire is typically necessary for lowering the thermal conductivity
below the Casimir limit. We find non-propagating diffusive phonon modes
to be the prime conductors of heat in surface disordered nanowires, consis-
tent with molecular dynamics calculations [39] on atomistic scale nanowires.
There is no indication of localization in our calculations at the roughness
scales reported thus far. We do not observe any length dependence in ther-
mal conductivity, consistent with experimental reports [4, 34]. We note that
the model is not without assumptions and the Bourret approximation used
in the model might overestimate the phonon scattering rate. However, re-
moving the assumptions remains challenging at present and will be a focus
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of future work. The quantitative comparisons with the existing experimen-
tal data lend credence to the existence of coherent effects in phonon surface
scattering close to room temperature.
To experimentally investigate the effects of phonon scattering in rough
nanowires on the thermoelectric properties, we fabricated silicon nanowire
arrays by metal-assisted chemical etching. Using extensive characterization
of the nanowires by transmission electron microscopy and secondary ion mass
spectroscopy, we developed a process to produce nanowire arrays of control-
lable surface roughness, doping, crystallinity and wire morphologies. The
process can generate surface roughness in the range 0.3 - 4 nm RMS height
and doping concentration in the range 4× 1018 cm−3 to 7× 1019 cm−3. The
study of porosity of the nanowires produced by etching the degenerately
doped silicon wafers using various etching chemistries further advanced the
understanding of the kinetics of the electrochemical etching process.
We simultaneously measured the thermal conductivity and the Seebeck
coefficient of the nanowire arrays using novel frequency domain methods.
In contrast to standard DC techniques, the parasitic contributions in the
measurements can be isolated unambiguously due to their distinct frequency
response in comparison with the nanowire arrays. Thus, the measurement
technique provides an improvement over existing closed circuit techniques
for cross-plane thermoelectric measurements. We also discuss the limits on
the validity of the frequency domain techniques using detailed simulations of
heat diffusion in the measurement platform.
The measurements on the nanowire arrays show that the thermal conduc-
tivity reduces with the amplitude of surface roughness to five times below
the Casimir limit at 4 nm RMS roughness height. The highest reduction
in thermal conductivity of 2 W/mK at room temperature was observed in
the mesoporous nanowires etched from a highly doped substrates. We also
observed a significant reduction in the Seebeck coefficient of the nanowires
compared to the bulk by ∼27% at doping concentration 2× 1019 cm−3. Us-
ing the temperature dependent measurements and theoretical calculations,
we concluded that the annihilation of phonon drag in these wires leads to the
reduction in the Seebeck coefficient. Our measurements on bulk silicon show
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that phonon drag has significant contribution to the Seebeck coefficient even
in highly doped silicon (close to kb/e ∼ 87 µV/K at degenerate doping), an
effect which is largely ignored in silicon thermoelectrics.
We have experimentally shown that phonon drag vanishes in silicon nanowires
across a range of doping concentration. In the absence of drag, the data
agree remarkably well with the theoretical Sd. The magnitude of the re-
duction is independent of any nanometer scale surface roughness, confirming
that primarily long wavelength phonons contribute to drag. In mesoporous
nanowires, S recovers to the bulk value through enhancement of the diffu-
sion component due to strong energy-dependence in the carrier scattering
mechanism. While this work investigated silicon nanowires, we expect the
results to apply in general to other nanostructures and nanostructured bulk
materials wherever drag is consequential in the bulk.
In order to understand the spectral contributions of phonons to drag in
silicon, we developed a crystal momentum balance theory based on Herring’s
approach. In this approach, phonon drag is obtained by equating the rate of
crystal momentum transfer from the electron-phonon processes to the rate
at which it is removed by the phonon-lattice scattering processes. In bulk
silicon, we observe that over 90% of phonon drag is contributed by phonon
frequencies< 1.2 THz. The crystal momentum is further quenched by bound-
ary scattering of phonons in nanowires of diameter < 10 µm. We observe
that the boundary scattering effectively quenches phonon drag at a wire ra-
dius of 100 nm, consistent with the experimental observation.
We also comment on a subtle point on whether the decomposition of See-
beck coefficient into diffusion and drag is always valid. In the derivation of
the Seebeck coefficient using the coupled Boltzmann transport equation of
the electron and the phonon systems, we observe that effect of lattice non-
equilibrium is inseparable from the diffusion of charge carriers. The decom-
position possible only when the mean free path of phonons that participate
in electron-phonon interactions is several times higher than the mean free
path due to phonon-phonon processes. This decomposition into drag and
diffusion components is thus more appropriate in nanowires than in bulk sil-
icon. For accurate quantitative prediction of phonon drag, a fully symmetric
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treatment of non-equilibrium amongst electrons and phonons is necessary
but in such rigorous theory, a unique distinction between the diffusion (Sd)
and drag (Sph) components does not exist.
In light of the data presented here, the general approach of introducing
scattering mechanisms to reduce phonon transport indiscriminately across
all frequencies is unlikely to be beneficial for thermoelectrics. In materials
such as Si, Ge and SiGe in particular, only phonons above the critical fre-
quency can be scattered to conserve S even while reducing thermal transport.
Point scatterers may be more beneficial in this regard [104]. Beyond thermo-
electrics, reduced phonon drag in nanostructures should also alter thermo-
magnetic phenomena [105, 106] such as the Nernst and Ettingshausen effects.
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APPENDIX A
HEAT DIFFUSION SOLUTION AT
INTERFACES
In this section, we present the complete solution of the periodic steady-state
heat diffusion equation in a multi-layered system. We wish to solve for the
temperature field at each interface. In addition, we include the finiteness of
heater. This generic solution can also be applied to 3ω experiments where
the length of the heater is comparable to the heat penetration depth.
Figure A.1 shows the schematic of the n-layered system with the support-
ing substrate considered as nth layer. The thermophysical properties of ith
layer of thickness (Wi) are represented by thermal conductivity (ki) and ther-
mal diffusivity (αi). The temperature field in the i
th can be solved using heat
diffusion equation given by
∂2T
∂x2
+
∂2T
∂y2
+
∂2T
∂z2
+
1
αi
∂T
∂t
= − 1
κi
Qi(x, y, z) in i
th layer (A.1)
κi
∂T
∂ni
= q˜i at the i
th interface (A.2)
n,kn tn
tn-1
t3
t2
n
n+1
3
2
1 t11,k1
2,k2
3,k3
n-1,kn-1
x
y
Heater
Figure A.1: Schematic of n-layered medium for frequency domain
measurements. The origin of the coordinate system is located at the heater.
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where Qi is volumetric heat generation in the heater , ni represents out-
ward normal at ith interface (interface between (i− 1)th layer and ith layer)
and q˜i represents the heat flux at this interface. In this model, the bottom
of the substrate (n+1)th interface is considered adiabatic such that qn+1 = 0.
We adopt Green’s function approach to solve the system of equations in
Eqn A.1. Let Gi(y, r; y
′, r′) represent the periodic-steady state Green’s func-
tion for the ith layer with the point source at (y’,r’). Then, we can express
the temperature field of an ith layer in terms of the Green function as
T (x, y, z, ω) = −αi
ki
∫ ∫
si
G(y, r; yi, 0)qidsi+
αi
ki
∫ ∫
si+1
G(y, r; yi+1, 0)qi+1dsi+1
(A.3)
with the temperature distribution in the first layer given by
T (x, y, z, ω) =
α1
k1
∫ ∫ ∫
V1
G1(r, r
′)Q(r′) dV +
α1
k1
∫ ∫
s2
G(y, r;W1, 0)q2ds2
(A.4)
wheresi represents i
th interface.It is convenient to express the above quanti-
ties in spatial Fourier transform defined by
T˜ (β) =
∫ ∞
−∞
T(r,y)e−jβ.r dr (A.5)
where the wavevector β = kxeˆx + kz eˆz and r = xeˆx + zeˆz.
The three-dimensional Greens function G for periodic steady-state heat
diffusion in a thin film of finite width (Wi) with the uniform heat flux con-
dition at its interfaces is given by [107]
G˜(y, r; y′, r′ = 0) = P (y; y′, ω)e−jβ.r
P (y; y′, ω) =
e−σi(2Wi−|y−y
′|) + e−σi(2Wi−y−y
′) + e−σi|y−y
′| + e−σi(y+y
′)
2αiσi(1− e−2σiWi) (A.6)
where σi=
√
β2 + 2jω/α. In this equation, we use a local coordinate system
for each layer yi with the top surface of the layer at yi = 0
In this work, we assume the perfect thermal interfaces without any thermal
boundary resistances. This assumptions allows us to apply heat flux and
temperature continuity at the interfaces Ti(yi = Wi) = Ti+1(yi+1 = 0). Now
using the relations in Eqn A.3A.6 and expressing the quantities in Fourier
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domain, we arrive at an iterative solution for interface thermal fluxes given
by
q˜i =
q˜i+1ψi + q˜i−1ψi−1
χi + χi+1
(A.7)
and
q˜2 =
q˜3ψ3 − Q˜ψ1
χ1 + χ2
(A.8)
where χi = 1/kiσi tanh(σiWi) and ψi = (1/kiσi) csch(σiWi). We can solve for
interface thermal fluxes using the system of linear equations in Eqns A.7A.8
and for an unit heat source Q˜ = 1. Finally, the temperature field at the ith
interface T˜i can now be expressed in terms of thermal fluxes as
T˜i = q˜i+1ψi − q˜iχi (A.9)
and
T˜2 = Q˜ψ1 + q˜2χ1 (A.10)
A.1 Line Heater assumption
For a rectangular line heater on the multi-layered system, the volumetric
heat generation term is given by Q˜ = P/L sin(kxb)/kxb where L is length
of the heater, 2b is the width of the heater and P is the heat generation.
Thus, we have to substitute the above source term in Eqns. A.7A.8A.9A.10
to obtain the heat flux and temperature fields for this system. In this case, it
is sufficient to use the 2D Green function in Eqn A.6 and the inverse fourier
transform quantities are expressed as
T (x, y) =
1
2pi
∫ ∞
kx=−∞
P
L
sin(kxb)
kxb
T˜ (kx, y) dkx (A.11)
and the heater temperature response (Th relevant the 3ω measurements) at
the top interface (T1) is averaged across the width of heater |x| < b
〈Th〉 = P
piL
∫ ∞
kx=0
sin2(kxb)
(kxb)2
T˜1(kx) dkx (A.12)
When the heat penetration depth or the substrate thickness is comparable
to the length of the heater, we cannot use the rectangular line heater assump-
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tion. In this case, the finiteness of the heater should be taken into account
by solving the complete 3D heat diffusion equations and the Eqns A.11A.12
transform into
T (x, y, z) =
P
4pi2
∫ ∞
kx=−∞
∫ ∞
kz=−∞
sin(kxb)
kxb
sin(kxL/2)
kzL/2
T˜ (β, y) dkx dkz
〈Th〉 = P
pi2
∫ ∞
kx=0
∫ ∞
kz=0
sin2(kxb)
(kxb)2
sin2(kzL/2)
(kzL/2)2
T˜1(β) dkx dkz (A.13)
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