Abstract. We study the distributions of integrals of Gaussian processes arising as limiting distributions of test statistics proposed for treating a goodness of fit or symmetry problem. We show that the cumulants of the distributions can be expressed in terms of Fibonacci numbers and Lucas numbers.
Introduction
Let X 1 , . . . , X n , . . . be a sequence of independent and identically distributed d-dimensional random (column) vectors with Fourier transform φ. Let φ n (t) = 1 n n k=1 exp(it X k ), t ∈ R d , be the empirical Fourier transform of the first n observation vectors. It follows from the Glivenko-Cantelli theorem that as n → ∞, the φ n converge almost surely to φ uniformly on compact subsets of R d . This gives the motivation for various statistical procedures based on empirical Fourier transforms. Let us concentrate on two applications. The first one is a goodness of fit problem. Assuming that the distribution of the X k is unknown, a suitable test statistic for testing the hypothesis that the X k have the d-variate unit normal distribution N d with density f d (x) = ( T 1n = n |φ n (t) − exp(−|t| 2 /2)| 2 dN d (t); (1) see Keller [10] , considering the case d = 1, or Baringhaus and Henze [3] , treating the composite hypothesis of multivariate normality. As a second application we mention the problem of testing the hypothesis of symmetry, meaning that the random vectors X k and −X k have the same distribution. Then one may suggest the test statistic
where Q is taken to be a distribution symmetric about the origin; see Feuerverger and Mureika [9] , considering the case d = 1. Choosing Q = N d we have the
and
For unit normal X k the covariance functions ρ i (s, t) of the empirical processes
It will be demonstrated in the next section that in the case of d-variate unit normal X k the process {G in (t), t ∈ R d } has limiting sample path continuous Gaussian processes {G i (t), t ∈ R d } with zero mean and covariance function ρ i , implying weak convergence of the laws of
The present paper aims to study these limit laws. It will be seen in Section 3 and Section 4 that the cumulants can be expressed in terms of Fibonacci and Lucas numbers.
Preliminaries
In what follows {G n (t)} and ρ stand for the sequence of processes {G 1n (t)} with covariance function ρ 1 or for the sequence of processes {G 2n (t)} with covariance function ρ 2 . Let K be any compact subset of R d . Denote by C(K) the separable Banach space of real valued continuous functions on K with the supremum norm. G n restricted to K can be regarded as a random element in C(K). Applying Theorem 3.1 of Csörgő [4] or a central limit theorem for Banach space valued random variables (see, e.g. Araujo and Giné [2] , Corollary 7.17) we obtain the weak convergence of {G n (t), t ∈ K} to some zero mean Gaussian process {G(t), t ∈ K} with covariance function ρ| K×K . Adapting the results of Whitt [12] we get the weak convergence of the process {G n (t), t ∈ R d } to some zero mean Gaussian process {G(t), t ∈ R d } with covariance function ρ. Here these processes are regarded as random elements in the separable Fréchet space of all real valued continuous functions on R d endowed with the σ-algebra of Borel sets generated by the topology of uniform convergence on compacta. Applying the Continuous Mapping Theorem we see that given any compact subset
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for all n. From this it follows that the integrals G
To study the distribution of T we introduce the
see Dunford and Schwartz [6] . There is a version of the process {G(t), t ∈ R d } which can be regarded as a Gaussian random element in the Hilbert space 
Let ρ = ρ 1 . To derive the complete system of eigenvalues and orthonormal eigenfunctions of the integral operator B d , we introduce the integral operator B 0d :
Let us treat the case d = 1 first. For abbreviation, we put
. Note, that b + 1 is the Golden Section number; see Vajda [11] . For verifying some of the subsequent assertions, it is useful to remember the identities
. Denoting the Hermite polynomial of degree n by He n (x) = (−1)
for any real a, |a| < 1, and y ∈ R (see Erdélyi, Magnus, Oberhettinger and Tricomi [8] , page 290, formula (17)). Starting from (5) and the orthogonality relations for the Hermite polynomials (see Erdélyi, Magnus, Oberhettinger and Tricomi [8] , page 289, formulas (9) and (11)) it can be verified that
is a complete system of eigenvalues and orthonormal eigenfunctions of B 01 . In the case d > 1 then obviously
is a complete system of orthonormal eigenfunctions of B 0d . The eigenvalue associated with the eigenfunction 
Again, let us consider the case d = 1 first. For an odd function f ∈ L 2 (R, N), the integral in (8) 
for some positive γ, with g being orthogonal to these g 2l+1 for each l = 0, 1, . . . , can be represented in the form g = ∞ l=0 a 2l g 2l with real a 2l . The series converges in L 2 (R, N). Putting
(see Abramowitz and Stegun [1] , formula 22.13.17) and
we conclude, having such a solution of (9) , that
It is immediately seen that c = 0 and that
Multiplying the left and the right hand sides of
by exp(−x 2 /2) and then integrating with respect to the standard normal distribution we get
Thus introducing the meromorphic function
we find that ξ = 1/γ is a zero of ω 1 (z). On the other hand, having a zero ξ of ω 1 (z), it is easily seen that its inverse 1/ξ is an eigenvalue of B 1 associated with the eigenfunction g d;m1,...,m d (x 1 , . . . , x d ) in the form
by analogy to (11) we get the identity 
Alternatively, introducing the meromorphic function
we find that 1/γ is a simple zero of ω d (z). The associated function g is 
. , be the zeros of the meromorphic function ω d (z).
Then the distribution of
is the same as that of We deduce from Theorem 1 that the rth cumulant of T 1 is
Arguing as in Darling [5] where a related problem is dealt with, it can be seen that the Fredholm determinant of B d is
This gives the representation [1/δ d (−2t)] 1/2 , t ≥ 0, for the Laplace transform of T 1 . Expanding the rational expressions 1/(1 − zb 4m+d ) in (14) in geometric power series we get 
Up to the multiplicative constant (−1)
r r! this coefficient is equal to the rth cumulant of T 1 . Since
where the L(r), r = 0, 1, . . . , are the Lucas numbers defined by
. . , the cumulants of T 1 can be written alternatively in the form
Comparing (15) and (16) we are able to compute the infinite sums
The distribution of T 1 is most easily approximated by the distribution of the sum of finitely many of the weighted χ 2 -variables occurring in Theorem 1. It is plain that such an approximation should be based on the sum consisting of the variables with the largest weights. So we have calculated by numerical methods the values of the 12 smallest zeros of ω 1 (z) and ω 2 (z). These values are shown in Table 1 . The sum of all eigenvalues of 
The sum of these eigenvalues is 
Concluding remark
The problem of testing the composite hypothesis of multivariate normality can be treated in a similar manner. But now in the case where the hypothesis is true the mean vector and covariance matrix of the true normal distribution are unknown and must be estimated from the data. It can be shown that a test statistic similar to (1) converges in distribution to the integral G(t) 2 dN d (t) of a certain Gaussian process {G(t), t ∈ R d } so that the methods of Section 2 apply. However, the covariance function of this process is more complicated. At present we are unable to give a complete solution analogous to those in Section 3 and Section 4.
