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Abstract
The sign pattern of a real matrix A is the matrix obtained by replacing each entry of A
by its sign. A real matrix A is an L-matrix if every real matrix with the same sign pattern
as A has linearly independent columns. L-matrices arise naturally in and are essential to the
study of sign-solvability and related notions. In special cases, the L-matrix property has con-
nections to the even dicycle problem, Pfaffian orientations, and Pólya’s permanent problem.
Unfortunately, the problem of recognizing L-matrices is known to be co-NP-complete in
general. We elaborate in this vein by showing a polynomial-time inapproximability result
for MAX-NOT-L-ROWS, a particular optimization version of L-matrix recognition, by means
of an approximation-preserving reduction from the previously studied problem MAX-NOT-
EQUAL-2-SAT.
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1. Introduction
Qualitative linear algebra is the study of linear-algebraic properties in settings in
which matrices and vectors are given not by collections of exact, numerical entries,
but by patterns of various kinds. One of the most studied patterns to date is that of
sign. Here, one is given only the sign––positive, negative, or zero––of each matrix
entry and vector component. One is then interested in questions such as whether this
data is enough to conclude that the linear system Ax = b has a solution with all such
solutions themselves of a fixed sign pattern. When this is the case, we say the system
is sign-solvable.
Motivation for the study of such questions can be traced to comments of Samuel-
son [20] on the qualitative analysis of economic models and to a paper of Kasteleyn
[12] on dimer statistics and phase transitions. Especially important literature on the
subject includes the papers of Bassett et al. [1] and Maybee [16], along with the book
of Brualdi and Shader [4].
A matrix is called an L-matrix if every instance of its sign pattern has linearly
independent columns. (Some authors consider rows.) Such matrices are of critical
importance to sign-solvability as they play an essential role in various characteriza-
tions [3–5,13,15]. In the case of square matrices, the L-matrix property is intimately
connected to the problems of finding Pfaffian orientations in bipartite graphs, finding
directed cycles of even length in directed graphs, and Pólya’s permanent problem on
computing some permanents via determinants. Robertson et al. [19] and, indepen-
dently, McCuaig [17] have recently proven the major result that these equivalent
problems can be solved in polynomial time.
In general, however, recognition of the L-matrix property is co-NP-complete,
even in the “almost square” case [13]. In the present paper, we elaborate along
these lines by showing a polynomial-time inapproximability result for MAX-NOT-
L-ROWS, a natural optimization version of L-matrix recognition. In Section 2, we
give precise definitions and state the main result. The main ingredient in the proof
is the approximation-preserving reduction in Section 3 from the previously studied
problem MAX-NOT-EQUAL-2-SAT.
2. Definitions and statement of main result
We start with some definitions. Let m and n be positive integers. Denote the set
of real m × n matrices byMm×n. For any real number ξ
sign ξ :=


+1, if ξ > 0,
0, if ξ = 0,
−1, if ξ < 0.
The sign pattern of a matrix A ∈Mm×n is the {0,±1}-matrix obtained by replacing
each entry Aij of A by sign Aij . The qualitative class of A, denoted Q(A), is the
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set of all matrices in Mm×n that have the same sign pattern as A. Finally, A is an
L-matrix if every member of Q(A) has linearly independent columns, i.e., for all
A˜ ∈ Q(A), the system A˜x = 0 has only the trivial solution x = 0. We write Lm×n
for the set of m × n L-matrices.
Given A ∈Mm×n and J ⊆ {1, . . . , n}, define A|J := the matrix obtained by tak-
ing columns J of A. If there exists a partition {1, . . . , n} = J unionmulti J ′ with non-empty
pieces such that for each row i ∈ {1, . . . , m}, every entry of row i of A|J is zero or
every entry of row i of A|J ′ is zero, then we say A is disconnected; otherwise, A is
connected. Iterating this definition gives rise to the natural notion of the connected
components of A. Connectedness is an important concept as A is clearly an L-matrix
iff every one of its connected components is an L-matrix. By convention, “0 × n
matrices” are connected; this will help to ensure the non-emptiness of the set of
feasible solutions to the optimization problem we shall shortly consider.
It is useful to observe that the connected components of A are in a natural one-
to-one correspondence with the connected components in the usual undirected graph
sense of a certain graph. For this, simply consider the finite simple undirected
graph with one vertex for each column of A and with an edge between columns i
and j iff there is at least one row of A which has non-zero entries in both columns
i and j .
2.1. Computational model
Since our concerns are algorithmic in nature, we must fix a model of computation.
We choose the binary Turing machine that is standard in computational complexity,
and which is described in great detail in [7]. Our main result is conditioned upon the
widely-held belief that PNP, i.e., that in general finding solutions to problems in
NP is strictly harder than verifying them. This is, of course, one of the major open
problems in complexity theory. A correct resolution of this conjecture is awarded $1
million USD by the Clay Mathematics Institute; see 〈http : //www.claymath.org/
prize_problems/〉.
The connected components of a finite simple undirected graph can be determined
in polynomial time [18], so that we can determine the connected components of a
given A ∈Mm×n in polynomial time. (Here, we are assuming A is given in a form
in which it is efficient to determine for every entry whether the entry is non-zero
or not.) This having been noted, the various restrictions to connected matrices that
appear in the sequel are quite natural.
2.2. The problem
The decision problem of present concern is the following.
NOT-L-MATRIX. Given positive integers m and n along with an m × n connect-
ed {0,±1}-matrix A, decide A ∈Lm×n.
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A real vector is balanced if it is the zero vector, or it has at least one positive
and at least one negative entry; otherwise, it is unbalanced. We consider A ∈Lm×n
rather than A ∈Lm×n due to Remark 1.1 of [13], in the proof of which Klee et al.
show the following.
If A is a matrix whose columns are c1, . . . , cn, then A is an L-matrix iff there
is an unbalanced row in each matrix A′ that is formed by choosing a non-empty
subset J of {1, . . . , n} and then, for each j ∈ J , selecting cj or −cj as a column
of A′.
If we take subset J and the signs chosen for the cj as a certificate, then NOT-
L-MATRIX ∈ NP as we need only check that these give us an A′ with all rows
balanced. If we were instead deciding A ∈Lm×n, then a certificate would have to
be enough for us to show in polynomial time that for every choice of J and signs of
the cj , that A′ has at least one unbalanced row, and there are exponentially many such
choices to check directly. Indeed, as mentioned in the introduction, NOT-L-MATRIX
is NP-complete [13], so L-MATRIX is only known to be co-NP-complete.
Often, it is possible to associate optimization problems and decision problems in
a natural way. An optimization problem is generally harder, as solving the decision
version is trivial once one can solve the former. Associated to NOT-L-MATRIX is the
following.
MAX-NOT-L-ROWS. Given positive integers m and n along with a connected
m × n {0,±1}-matrix A, give a connected subset A∗ of m∗ rows of A with non-
negative m∗  m as large as possible, under the constraint A∗ ∈Lm∗×n.
Since every matrix with strictly more columns than rows must have linearly
dependent columns, it is natural to agree to consider “0 × n matrices” as non-L-
matrices. This agreement, in conjunction with our earlier convention in regards to
connectedness, guarantees the non-emptiness of the set of feasible solutions A∗ for
every instance of MAX-NOT-L-ROWS. Note that m∗ = m iff A is not an L-matrix,
so that we can turn an algorithm for exact optimization of MAX-NOT-L-ROWS into
one that decides NOT-L-MATRIX with no more than a polynomial penalty.
2.3. Performance ratios
Since no polynomial-time algorithm is known for any NP-hard problem, one
might consider relaxation of either the running time requirement or the exactness of
an algorithm’s answer. Here we do the latter and so the measure of the quality of an
approximation must be defined.
Suppose algorithm A computes, given positive integers m, n and a connected
m × n {0,±1}-matrix A as input, a non-negative integer m′  m and a subset of
m′ rows of A giving a connected matrix A′ ∈Lm′×n. If, for some λ ∈ [0, 1], the
number m′ =: m′(A) always satisfies
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m′(A)
m∗(A)
 λ
then A is called a λ-approximation algorithm for MAX-NOT-L-ROWS, and we say
A approximates MAX-NOT-L-ROWS with (worst-case) performance ratio λ. (When
the denominator of the above ratio is 0, the numerator must be 0 as well, and the
most appropriate convention to take here is 0/0 := 1.) Note m′(A)/m∗(A)  1, and
λ = 1 iff we have an exact algorithm.
This definition extends naturally to other optimization problems as well as to
various classes of approximation algorithms. The polynomial-time approximation
algorithms are of particular interest and they are the subject of the present paper.
We say the performance ratio of polynomial-time approximation to MAX-NOT-L-
ROWS is λ if every polynomial-time approximation algorithm to this problem has
performance ratioλ. On the other hand, if there exists a polynomial-time λ-approx-
imation algorithm, we say the problem admits polynomial-time λ-approximation.
Note that here we do not allow the ratio λ to depend on the instance. For some
problems (and especially for those in which the best λ in our sense is 0), it is useful to
work in a more refined theory in which the performance ratio is permitted to depend
on one or more parameters of the instance.
2.4. Reductions and main result
Assume1 and2 are two optimization problems, the latter being approximable
within λ in polynomial time. Suppose, on given any instance of 1, we can convert
this input into an instance of 2 in such a way that an answer to the instance of 1
can be recovered from an answer to the constructed instance of2, and this recovery
can be done in a way that preserves the quality of approximation (meaning a feasible
solution to the2 instance no more than a factor µ away from its optimum exists iff
the same is true for the 1 instance, and recovery does not degrade the ratio). If the
transformation from 1 to 2 instances and the recovery process can both be done
in polynomial time, then we conclude 1 admits polynomial-time λ-approximation
as well. Conversely, if one has such a reduction, then an inapproximability result for
1 yields an analogous result for 2.
In the present case,2 is MAX-NOT-L-ROWS while1 is the following problem
from logic.
MAX-NOT-EQUAL-2-SAT. Given a finite set U of boolean variables and a non-
empty finite list C of not necessarily distinct disjunctive clauses, each clause
being a list of exactly two literals based on distinct variables in U , give a TRUE–
FALSE assignment for each variable in U that maximizes the number of clauses
whose two literals have opposite truth values.
For this problem, a feasible solution is simply an assignment of TRUE or FALSE
to each variable.
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Nearly all problems of the satisfiability type, including MAX-NOT-EQUAL-
2-SAT, have many variations. For example, one may additionally add any subset
of the following to our existing conditions:
• the clauses are weighted (with various restrictions on the weights),
• duplicate clauses are forbidden (in the unweighted case),
• clauses with fewer elements than initially allowed are permitted,
• clauses with constants appearing within are permitted,
• repetition of variables/literals/constants within clauses is permitted,
• negated literals are forbidden,
• only the optimum value need be given rather than an assignment.
Due to various possible terminological points of view, MAX-NOT-EQUAL-2-SAT
and several of its variations have appeared in the approximation literature in connec-
tion with not-all-equal satisfiability, constraint satisfaction problems, linear
equations over finite fields, set splitting, and the Max Cut problem [2,6,8–11,
21–23].
Håstad’s problem Max-E2-Lin-2 is that of finding a vector maximizing the num-
ber of satisfied equations in a given linear system of equations over the finite field Z2,
where each equation has exactly two variables with non-zero coefficients. In [10], he
shows this problem cannot be
( 11
12 + 
)
-approximated in polynomial time for any
 ∈ (0, 112 ] unless P = NP, which immediately gives the following.
Proposition 1. Unless P = NP, the performance ratio of polynomial-time approx-
imation to MAX-NOT-EQUAL-2-SAT is  1112 = 0.916¯.
Thus, the approximation-preserving reduction from MAX-NOT-EQUAL-2-SAT to
MAX-NOT-L-ROWS in Section 3 yields our main result.
Theorem 2. Unless P = NP, the performance ratio of polynomial-time approxi-
mation to MAX-NOT-L-ROWS is  1112 = 0.916¯.
Although we do not need an approximability result for MAX-NOT-EQUAL-2-SAT,
we include the following for the sake of completeness. Put
α := 2
π
· min
0θπ
(
θ
1 − cos θ
)
= 0.8785672+ .
For every  ∈ (0, α], Goemans and Williamson have given a randomized (α − )-
approximation algorithm for their problem MAX RES CUT, the problem of deter-
mining the set of vertices in a largest “restricted” cut of a finite undirected graph
with no self-loops and non-negatively weighted edges [8]. “Restricted” means that
the weight of a cut can derive not only from constraints that distinct pairs of vertices
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be separated by the cut, but also from constraints that various such be on the same
side of the cut. Their algorithm may be derandomized by a technique of Mahajan and
Ramesh [14], and this immediately implies that MAX-NOT-EQUAL-2-SAT admits
polynomial-time (α − )-approximation for every  ∈ (0, α].
3. Reduction of MAX-NOT-EQUAL-2-SAT to MAX-NOT-L-ROWS
Reference to satisfiability within this section is always in the not-equal sense.
Associated to satisfiability problems is a notion of connectedness similar to that
discussed earlier in the context of L-matrices, and some facts in this direction will be
needed for our reduction sending MAX-NOT-EQUAL-2-SAT to MAX-NOT-L-ROWS.
Let C be any set of clauses on a finite set U of boolean variables. Given U ′ ⊆ U ,
put C|U ′ := those clauses c ∈ C which are inside U ′, i.e., those for which all vari-
ables appearing are in U ′. If there exists a partition U = U ′ unionmulti U ′′ with non-empty
pieces and C = C|U ′ unionmulti C|U ′′ , then we say (U,C) is disconnected; otherwise, (U,C)
is connected.
If (U,C) is disconnected, it may be viewed as two independent parts, namely,
(U ′, C|U ′) and (U ′′, C|U ′′). There is a natural bijection between TRUE–FALSE as-
signments  to U and pairs of assignments (|U ′ ,|U ′′), the first member being to
U ′ and the second to U ′′. The number of clauses satisfied in (U,C) under  is equal
to the sum of those in (U ′, C|U ′) under |U ′ and those in (U ′′, C|U ′′) under |U ′′ .
Again iterating, we have a natural notion of connected components, with the facts in
this paragraph easily generalizing.
As before, we can find connected components in polynomial time. Given (U,C),
construct the finite simple graph whose vertex set is U and for which there is an
edge between variables ui and uj iff they appear together in at least one clause
in C. A standard connected components algorithm for finite simple graphs then
suffices.
The main fact we need about connectedness in regards to satisfiability is given by
the next lemma.
Lemma 3. Let (U,C) be a connected instance of MAX-NOT-EQUAL-2-SAT and
let  be an optimal TRUE–FALSE assignment to U. Put C′ := the subset of clauses
c ∈ C that are satisfied under . Then (U,C′) is connected.
Proof. Suppose (U,C′) were disconnected so that we are able to choose a partition
U = U ′ unionmulti U ′′ with non-empty pieces and C′ = C′|U ′ unionmulti C′|U ′′ . Put D := C\(C|U ′ ∪
C|U ′′) ⊆ C\C′. Note that any given clause is satisfiable under a given truth assign-
ment to its variables iff it is satisfiable under the truth assignment which assigns the
complementary truth value to each variable. Hence, if we define ˜ to be  on U ′ and
the complement of  on U ′′, then the number of satisfied clauses in C is preserved
within C|U ′ and C|U ′′ . The remaining clauses, D, previously all unsatisfied, are now
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all satisfied. But D is non-empty by the connectedness of (U,C) and we find ˜
contradicts the maximality of . 
We need just two more lemmas. Let Mm×n2 denote the set of matrices inMm×n
with exactly two non-zero entries in each row.
Lemma 4. If A ∈Mm×n2 is connected and x ∈ Rn is such that Ax = 0, then either
x = 0 or no component of x is zero.
Proof. Ax = 0 means for every i ∈ {1, . . . , m} that the dot product of row i of A
with x is zero. Since in a given row of A there are exactly two non-zero entries,
say, in columns i and j , we see either xi = xj = 0, or xi /= 0 and xj /= 0. Thus, we
may view such a row as giving the equivalence xi /= 0 ⇐⇒ xj /= 0, and A as giving
the conjunction of these equivalences. If we construct the previously-discussed finite
simple graph associated to A, we see the connectedness of this graph immediately
implies the result. 
Lemma 5. Let A ∈Mm×n2 have non-trivial nullspace. Then the sign pattern of A
has a non-trivial nullvector each of whose non-zero components is ±1.
Proof. Choose x ∈ Rn so Ax = 0. Write A˜ for the sign pattern of A and x˜ for the
sign pattern of x; it is sufficient to show A˜x˜ = 0. Consider ξ , the dot product of row
i of A˜ with x˜. Since row i of A has exactly two non-zero entries, so does row i of
A˜ and in the same two columns. Denote these columns by j and k. Starting from
Ax = 0, we have the sequence of conclusions
Aijxj + Aikxk = 0,
sign(Aij xj ) = −sign(Aikxk),
(sign Aij )(sign xj ) = −(sign Aik)(sign xk),
ξ = A˜ij x˜j + A˜ikx˜k = (sign Aij )(sign xj ) + (sign Aik)(sign xk) = 0,
the last being sufficient for what is required. 
We are now able to give the main reduction.
Theorem 6. LetA be a polynomial-time approximation algorithm for MAX-NOT-
L-ROWS with performance ratio λ. Then there exists a polynomial-time approxima-
tion algorithmA′ for MAX-NOT-EQUAL-2-SAT with performance ratio λ.
Proof. Let (U,C) = ((u1, . . . , un), (c1, . . . , cm)) be an instance of MAX-NOT-
EQUAL-2-SAT. Then n  2, m  1, and at least one clause can be satisfied. By
earlier discussion, we may also assume (U,C) is connected by working on each
connected component individually. As long as we handle each component with ratio
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at least λ, we will attain the same performance ratio on the original instance. Further,
if λ = 0 we may simply return an arbitrary truth assignment (say, every variable
TRUE) as a sufficiently optimal feasible solution to (U,C); hence, we assume λ > 0
in the following.
We construct an instance of MAX-NOT-L-ROWS by building a connected m ×
n {0,±1}-matrix A as follows: Begin by expressing ci as
(
σ i1uιi1
∨ σ i2uιi2
)
, where
ιi1, ι
i
2 ∈ {1, . . . , n} are distinct and σ i1, σ i2 ∈ {±1} are such that +1 indicates a non-
negated variable and −1 indicates a negated variable. Then for each i ∈ {1, . . . , m},
all entries of row i of A are to be zero, except for
Ai,ιi1
:= σ i1 and Ai,ιi2 := σ
i
2.
Observe A ∈Mm×n2 and A is indeed connected.
Let mˆ  1 denote the maximum number of clauses in C simultaneously satisfi-
able, and let m∗ be the number of rows in an optimal submatrix of our constructed
instance of MAX-NOT-L-ROWS. We claim m∗  mˆ. Choose a truth assignment ∗
to U optimal for (U,C). Define x∗ ∈ Rn by taking x∗i = +1 if ui is TRUE in ∗ and
x∗i = −1 otherwise. Let A∗ be the mˆ × n matrix obtained by taking the rows of A
corresponding to those clauses c ∈ C that are satisfied under ∗. Then x∗ is a non-
trivial nullvector for A∗, so A∗ is not an L-matrix. By Lemma 3, A∗ is connected, and
thus A∗ is a feasible solution for our constructed instance of MAX-NOT-L-ROWS, so
we have m∗  mˆ as claimed.
Suppose we have A′ ∈Mm′×n as output of A on input A. Then A′ is connect-
ed, is not an L-matrix, is in Mm
′×n
2 , and m
′  λm∗  λmˆ  λ > 0. There exists
A˜ ∈ Q(A′) with non-trivial nullspace; as A˜ ∈Mm′×n2 and A′ is the sign pattern of A˜,
we may choose by Lemma 5 a non-trivial nullvector x′ of A′ all of whose non-zero
components are ±1. By Lemma 4, we find x′ has no zero components. Deferring
until the next paragraph consideration of how such an x′ can be efficiently found,
construct truth assignment  to U by taking ui to be TRUE if x′i = +1 and FALSE if
x′i = −1. Every clause in C corresponding to a row in A′ is satisfied under , and
thus  is a feasible solution to (U,C) satisfying at least m′ clauses, and m′/mˆ  λ.
It remains to show how a suitable x′ may be found in polynomial time. Note that
up to scalar multiplication by −1, there is a unique x′; otherwise, the nullspace of A′
would have dimension at least two and the nullspace would then contain a non-zero
vector with at least one component zero, contradicting Lemma 4. Replacing x′ by
−x′ if needed, we may start with the knowledge that the first component of x′ is
+1. Unless all components of x′ are already known, find a row of A′ which has the
column of one non-zero entry corresponding to a known component of x′ and the
other column with a non-zero entry corresponding to an unknown component; there
is always such a row by the connectedness of A′. Make the unique assignment to this
unknown component forced by the knowledge that the dot product of this row with
x′ must be zero, and then repeat. This procedure can clearly be done in polynomial
time. 
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With Theorem 6, we may immediately conclude from Proposition 1 our main
result, Theorem 2, as follows.
Proof of Theorem 2. Assume you had a polynomial-time approximation algorithm
A for MAX-NOT-L-ROWS with performance ratio λ > 11/12. Then Theorem 6
yields the existence of a polynomial-time approximation algorithm A′ for MAX-
NOT-EQUAL-2-SAT also having performance ratio λ. Hence, using Proposition 1,
we conclude P = NP. 
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