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Denote am(n)=;n1 · · · nm=nn1, ..., nm \ 2 1 to be the number of ordered factorizations of an
integer n into m factors. We are concerned with the local distribution A(x, m)=
;n [ x am(n). A recent work of Hwang studied A(x, m) by using two methods: the
analytic method and saddle-point method. Hwang then concluded a simple asymp-
totic formula for m=o((log x)2/3). We prove here that the analytic method is in
fact sufficient to yield this formula, and moreover, give some refinements. © 2001
Elsevier Science
1. INTRODUCTION
Let am(n) denote the number of ordered factorizations of a positive
integer n into a product of m factors, each of which is strictly greater than 1.
Equivalently,
am(n)=#{(n1, n2, ..., nm): n1n2 · · · nm=n and ni \ 2}, (1)
where #{ · · · }means the cardinality of the set. Define A(x, m)=;n [ x am(n).
In [1], Hwang investigated the asymptotic behaviour of A(x, m) for
different values of m. Applying the analytic method (or Selberg–Delange
method), Hwang derived an asymptotic formula for m=o((log x)3/5)
(the small m), and used the saddle-point method to treat the other case (the
large m). Combining these two results, in particular, he proved that (see
[1, Theorem 2 and Corollary 4]) for 1 [ m=o((log x)2/3),
A(x, m)=x
(log x)m−1
(m−1)!
exp 1−((1− c) m+1)(m−1)
log x
211+O 1 m3
log2x
22 ,
(2)
where c % 0.5772 · · · is the Euler constant.
As will be shown, (2) can actually be proved by the analytic method,
which reduces to the residue theorem because m is an integer. More-
over, we obtain some refinements: Theorem 1 yields a wider range of m
than that of [1, Theorem 2], but it is still short when compared with
the result deduced by the saddle-point method (see [1, Theorem 3]).
Theorem 2 gives a sharper error term for m [ (log x)3/5, which is not
obtained in [1]. The main point here is the choice of paths for integration.
It should be remarked that, in contrast to using residue theorem, the
analysis via Hankel-type contour adopted in [1] is applicable in more
general context.
In the following, we write log2 x=log log x and use ei, ci, and c
−
i to
denote some suitable unspecified positive constants.
Theorem 1. Let 1 [ m [ e0 log x/(log2 x)2/3 where x is any large
number. Then,
A(x, m)=x
(log x−(1− c) m−1)m−1
(m−1)!
×31+Cm−1
k=2
bk(m)(log x−(1− c) m−1)−k4+E(x, m)
where c is the Euler constant, bk(m)° (c0k−1m3)k/2, and
E(x, m)° x
(log x)m−1
(m−1)!
(exp(−c1m−3/2(log x)3/2)+exp(−c
−
1(log x)
3/5)).
Although the admissible range for m is very wide, the estimate for
E(x, m) exceeds the main term for large m. Nevertheless, for 1 [ m=
o((log x)3/5), the upper bound for E(x, m) is sharper than the corresponding
one in [1, Proposition 2]. In fact, we can further improve the error term in
this range of m by modifying the integral path.
Theorem 2. Let 1 [ m [ (log x)3/5 and am=e1m−2/3. We have
E(x, m)° x1−am(log x)m−1/(m−1)!.
Confining m in certain ranges, we can derive from Theorem 1 the
following results.
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Corollary 1. Let 1 [ R [ e2(log x)1/7 and 1 [ m [ R1/3(log x)2/3. Then,
A(x, m)=x
(log x−(1− c) m−1)m−1
(m−1)!
31+CR0
k=2
bk(m)(log x−(1− c) m−1)−k
+O 11 m3/2
`R log x
2R+124 ,
where R0=min(R, m−1) and an empty sum denotes 0.
Corollary 2. Let K > 0 be any fixed constant. Then, (2) holds for
1 [ m [K(log x)2/3 where the O-constant in (2) depends on K.
Finally, we want to mention that we do not extend the investigation to
non-integral m because of its role played in (1) and the zeros of z(s)−1.
2. PROOFS OF RESULTS
By Perron’s formula, we have A(x, m)=(2pi)−1 >c+i.c−i. (z(s)−1)m x s ds/s
for any c > 1. But instead, we shall consider
B(x, m)=
1
2pi
F 1+o+i.
1+o−i.
(z(s)−1)m
x s+1
s(s+1)
ds,
where o=m/log x. From [2, Theorem 6.3] and its proof, there exist
absolute constants 1/2 < g < 1, t0 > 0 such that for s \ g, |t| \ t0,
z(s+it)°max(1, |t|122(1−s)
3/2
)(log |t|)2/3, (3)
where the implied constant is independent of s and t. Let H be a suffi-
ciently large constant, log T=(Hm)−3/2 (log x)3/2 and b(t)=(log t)−2/3.
Define T0 > 0 to satisfy the equation b(T0)=g. Then we replace the
integral >1+o+iT1+o−iT by one along another path C. The path C is anti-clock-
wisely oriented, consisting of two horizontal line segments [1−b(T)±iT,
1+o±iT], the curves {1−b(t)± it : T0 [ t [ T} and the vertical line
segment [g−iT0, g+iT0]. Hence, by the residue theorem,
B(x, m)=Y(x)+
1
2pi
1F 1+o+i.
1+o+iT
+F 1+o−iT
1+o−i.
+F
C
2 (z(s)−1)m x s+1
s(s+1)
ds (4)
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where Y(x)=ress=1(z(s)−1)m x s+1/(s(s+1)). For Re s=1+o, |z(s)−1|
[;.n=2 n−1−o [ >.1 u−1−o du=o−1, hence we have by our choice of o,
F 1+o+i.
1+o+iT
+F 1+o−iT
1+o−i.
° x2+oo−m F.
T
dt
t2
° x2
(log x)m−1
(m−1)!
1 log x
T `m
2 . (5)
Here we have used the Stirling formula to get
exp(m log2 x−m log m+m)£
(log x)m−1
(m−1)!
log x
`m
.
The contribution of the horizontal line segments in C is, from (3),
° F 1+o±iT
1−b(T)±iT
|z(s)−1|m : x s+1
s(s+1)
: |ds|° x2+oT−2 exp 1m 12
3
log2 T+c2 22
° x2
(log x)m−1
(m−1)!
1 log x
T2 `m
2 (6)
provided logH> c2+1. Similarly, the integral along the curved parts of
C is
° FT
T0
exp 1m 12
3
log2 t+c3 22 x2−b(t) dtt2
° x2 exp 1m 12
3
log2 T+c3 22 FT
T0
x−b(t)
t2
dt.
We split the integral >TT0 into two parts >TT0=>MT0 +>TM, where M=
exp((log x)3/5). Obviously, >MT0 ° x−b(M) and >TM ° >TM t−2 dt°M−1.
Hence, if logH> c3+1, the integral along the two curves is
° x2
(log x)m−1
(m−1)!
exp(−c4(log x)3/5). (7)
The integral is >g+iT0g−iT0 ° x2−gcm5 which can be absorbed in (7). Thus, we
conclude from (4)–(7) that
B(x, m)=Y(x)+O 1x2 (log x)m−1
(m−1)!
(exp(−c6m−3/2(log x)3/2)
+exp(−c7(log x)3/5))2 . (8)
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Obviously, we can write Y(x)=(2pi)−1 >(z(s)−1)m x s+1 ds/(s(s+1))
where the integral is over the rectangular path with corners at 1+o±i and
g±i. Applying the previous arguments, we get
Yœ(x)= 1
2pi
F (z(s)−1)m x s−1 ds° (log x)
m−1
(m−1)!
log x
`m
.
Taking h=x(log x) −1 (exp(−c6m−3/2(log x) 3/2)+exp(−c7 (log x) 3/5))1/2,
then (log(x+h))m−1° (log x)m−1. From B(x+h, m)−B(x, m)=hYŒ(x)+
h2 >10 (1−t) Yœ(x+th) dt, and the positivity of am(n), we obtain
h−1 Fx
x−h
A(t, m) dt [ A(x, m) [ h−1 Fx+h
x
A(t, m) dt
=(B(x+h, m)−B(x, m))/h
and, therefore, A(x, m)=YŒ(x)+E(x, m) where E(x, m) satisfies the
bound in Theorem 1.
Our final task is to evaluate YŒ(x). Using the series z(s)=(s−1)−1+c+
c1(s−1)+· · · (see [2, (1.11)]), for a small enough d > 0 and |s−1| [ d,
s−1(z(s)−1)m x s=x(s−1)−m eX(s−1) exp(m(s−1)2 g(s−1))
where g(z) is analytic on |z| [ d and X=log x−(1− c) m−1. Expanding
into power series, we have exp(m(s−1)2 g(s−1))=;.k=0 ek(m)(s−1)k
where e0(m)=1, e1(m)=0 and for 2 [ k [ m−1,
ek(m)=
1
2pi
F
|s−1|=R
(s−1)−(k+1) exp(m(s−1) s g(s−1)) ds° (c8mk−1)k/2
by choosing R=d `k/m . Then we have
YŒ(x)=x C
.
k=0
ek(m)
1
2pi
F
|s−1|=d
(s−1)k−m eX(s−1) ds
=x
(log x−(1−c) m−1)m−1
(m−1)!
11+Cm−1
k=2
bk(m)(log x−(1−c) m−1)−k2 ,
(9)
where bk(m)=ek(m)(m−1)!/(m−k−1)!° (c8k−1m3)k/2. This completes
the proof of Theorem 1.
To prove Theorem 2, we adopt another path CŒ instead of C to replace
[1+o−iT, 1+o+iT], where CŒ is the other three sides of the rectangular
contour with vertices at 1+o±iT and 1−a±iT. Here we take a=c9m−2/3
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and T=xa. Then (4) and (5) still hold (with C replaced by CŒ). Using
(3), the integral over the horizontal segments of CŒ is absorbed by the
bound in (5) when c9 is a small enough constant. The integral >1−a+iT1−a−iT is
° x2−a/2(log x)m−1/(m−1)! by splitting into three pieces: >1−a−it01−a−iT+>1−a+iT1−a+it0
+>1−a+it01−a−it0 . The first two are bounded with (3) while for the last one, we
apply Cauchy’s theorem to get
F 1−a+it0
1−a−it0
=1F 1/2−it0
1−a−it0
+F 1/2+it0
1/2−it0
+F 1−a+it0
1/2+it0
2 (z(s)−1)m x s+1
s(s+1)
ds° x2−acm10.
Therefore
B(x, m)=Y(x)+O(x2−a/2(log x)m−1/(m−1)!),
and the result follows with (8) and (9).
Under the conditions in Corollary 1, we have m [ e1/32 (log x)5/7, and
hence, provided e2 is small,
E(x, m)° x
(log x−(1− c) m−1)m−1
(m−1)!
1exp 1−c11 1 log xm 23/22
+exp(−c12(log x)3/5)2
° x
(log x−(1− c) m−1)m−1
(m−1)!
1 m3/2
`R log x
2R+1.
The sum ;m−1k=R+1 is
° 1 m3/2
log x
2R+1 Cm−1
k=R+1
1c13
k
2k/2° 1 m3/2
`R log x
2R+1 .
Corollary 2 follows easily from Corollary 1.
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