Abstract-This paper presents a general optimization model gleaned ideas from plant root growth behaviors in the soil. The purpose of the study is to investigate a novel biologically inspired methodology for complex system modelling and computation, particularly for constrained multi-objective optimization. A novel method called "multi-objective root growth algorithm" (MORGA) for constrained multi-objective optimization is proposed based on the root growth model. A self-adaptive strategy is adopted to tie this model closer to plant root growth behaviors in nature, as well as improve the robustness of MORGA. Simulation experiments of MORGA on a set of benchmark test functions are compared with other nature inspired techniques for multi-objective optimization which includes nondominated sorting genetic algorithmⅡ (NSGAⅡ) and multi-objective particle swarm optimization (MOPSO). The numerical results demonstrate MORGA approach is a powerful search and optimization technique for constrained multi-objective optimization.
INTRODUCTION
Multi-objective optimization is a research field that has raised great interest over the past two decades, mainly because of many real world optimization problems in engineering, finance, and science which involve simultaneous optimization of several objective functions to be simultaneously optimized. Generally, these objective functions are noncommensurable and often competing and conflicting.
In recent years, a wide variety of multi-objective optimization algorithms inspired from the nature [1] have been proposed in the specialized literature [2] [3] , since the traditional techniques like linear and non-linear programming are unable to solve them efficiently. The biologically inspired algorithms for multi-objective optimization have been developed namely Pareto-archived evolution strategy (PAES) [4] , nondominated sorting genetic algorithm (NSGA Ⅱ ) [5] , strength Pareto evolutionary algorithm (SPEA2) [6] , indicator-based evolutionary algorithm (IBEA) [7] , multi-objective particle swarm optimization (MOPSO) [8] , multi-objective evolutionary algorithm based on Decomposition (MOEA/D) [9] , two lbests multi-objective particle swarm optimization (2LB-MOPSO) [10] , multi-objective differential evolution (MODE) based on summation of normalized objective values and diversified selection (SNOV-DS) [11] , hybrid multi-objective artificial bee colony algorithm [12] and so on.
The primary reason for that is their ability to find multiple Pareto-optimal solutions in one single simulation run.
There are the rich source of mechanisms for designing computational systems to solve difficult engineering and computer science problems in nature ecosystems. Some growth behaviors of plant root system have been used in intelligent optimization algorithms [13] . In this paper, we design a novel model inspired from growth behaviors of plant root system and the model is instantiated as a novel algorithm called "multi-objective root growth algorithm" (MORGA) for constrained multi-objective optimization. The main motivation of the proposed model is to make use of the main characteristics of plant root growth in the soil. In this work, a comprehensive comparative study on the performances of well-known evolutionary and swarm-based multi-objective algorithms for optimizing a set of numerical functions with constraints is presented to prove that the approach is effective. The results show that the root growth model is feasible and MORGA is a powerful search and optimization approach.
One of the major issues in constrained multi-objective optimization is how to remove the infeasible individuals and keep feasible individuals throughout the search process. Some researchers have conducted research in the area of constrained multi-objective optimization. Reference [14] presents an analysis of the most relevant types of constraint-handling techniques that have been adopted with nature-inspired algorithms. Different constraint handling techniques were presented in multi-objective algorithms [15] . Deb proposed a constrained multi-objective algorithm based on the concept of constrained-domination in 2002 [5] . The ε-constraint handling method was proposed by Tankahama in 2005 in which the relaxation of the constraints is controlled by using the ε parameter during the early stages of the search process [16] . Woldesenbet proposed a constraint handling method based on adaptive penalty functions and distance measures of an individual to solve constrained multi-objective optimization problems using evolutionary algorithms in 2007 [17] .
The remainder of this paper is structured as follows. SectionⅡ presents root growth model and its application in multi-objective swarm-based algorithm. Section Ⅲ describes the details of the proposed approach for constrained multi-objective optimization. The experimental settings and experimental results are given in section Ⅳ. Finally, SectionⅤ concludes the paper.
II. PROPOSED ROOT GROWTH MODEL

A. Description for Growth Behaviors of Root System
Generally, plants begin from their seed and the growth of root is indispensable for plant growth. All roots of a plant can be seen as a system composed by a large number of root hairs and tips. At the end of the 1960s, A. Lindenmayer introduced Transformational-generative grammar into phytology and developed a variant of the formal grammar, namely L-Systems, most famously used to model the growth processes of plant development. L-Systems make a formal description for the plant growth based on simple rewriting rules and branching rules successfully. We use L-Systems to describe growth behavior of root system as follows [18] :
• A seed germinates in the soil, partly becoming stems of plant above the earth's surface. The other part grows down, becoming root system of plant. New root hairs grow from the root tips.
• More new root hairs grow from the root tips of old root hairs. The repeated behavior of root system is called as branching of the root tips.
• Most root hairs and root tips are similar to each other. The entire root system of plant has self-similar structure. The root system of each plant is composed of numerous root hairs and root tips with similar structure.
B. Plant Morphology
The impact of roots and rhizosphere traits is important on plant resource efficiency. Most root hairs grow towards different directions because of the uneven concentration of nutrients in the soil. In biological theory, this characteristic of root growth relates to the morphogenesis model. The formation of the model could be considered as a complex process that cells are differentiated and generate new spatial structure of self-similarity with a clear definition. When the rhizome of root system grows, three or four growing points toward different rotation directions will be generated at each root tip. The rotation diversifies the growth direction of the root tip. Root tips from which root hairs germinate contain undifferentiated cells. These cells are considered as fluid bags in which there are homogeneous chemical constituents. One of chemical constituents is a version of the growth hormone, called as morphactin. The morphactin concentration is an important parameter of the morphogenesis model. The parameter changes between 0 and l. The morphactin concentration determines whether cells start to divide or not. When cells begin to divide, root hairs will appear [19] .
With regard to the process of root growth, there have been the following conclusions in biology:
• If root system of plant have more than one root tip, which root tips can germinate root hairs depends on their morphactin concentration. Root tips with larger morphactin concentration have higher probability than root tips with less one for new root hairs germinating.
• The morphactin concentration in cells is not static, but depends on their surroundings, in other words, the spatial distribution of nutrients in the soil. After new root hairs germinate and then grow, the morphactin concentration will be reallocated among new root tips in line with the new concentration of nutrients in the soil.
In order to formulize the above process, it is assumed that the sum of the morphactin concentration of is constant (generally considered as 1) in the morphactin state space of the multi-cellular closed system. If there are l root tips x i (i=1, 2, ⋯, l) which are D-dimensional vectors, the morphactin concentration of each cell is defined as C i (i=1, 2, ⋯, l). The morphactin concentration of each root tip can be expressed as:
where f m (*) is the relationship between multiple objective functions which represents the spatial distribution of nutrients in the soil. In expression (1), the morphactin concentration of each root tip is determined by the relative position of each point and environmental information at this position. Therefore, l root tips correspond to l morphactin concentration values.
When new root hairs germinate, the morphactin concentration may be changed.
C. Branching of The Root Tips
Branching of the root tips in the root growth model proposed is important for its instantiated algorithm. There are four rules for branching of the root as follow:
• Plant growth begins from a seed.
• In each cycle of growth process, some excellent root tips which have larger morphactin concentration values are selected to branch. We use nondomination rank and crowding distance (in Section Ⅲ-B) which stand for morphactin concentration values (fitness) to select optimal solutions in the instantiated multi-objective algorithm.
• The distance should not be close between the selected root tips in order to make spatial distribution of the root system wider and increase the diversity of optimal solutions.
• If the number of the root tips selected equals the predefined value, the loop of the selection process terminates. Figure 1 shows the flowchart of the selection process of the root tips. In order to produce a new growing point from the root tip in memory, the proposed model uses the following expression:
where n∈{1, 2, ⋯, D} are randomly chosen indexes and j∈{1, 
D. Root Hair Growth
After new growing points are produced, root hairs begin to grow from these growing points. Root hair growth depends on its growth angle and growth length. The growth angle is a vector which measures the growth direction of root hair. The growth angle of each root hair ψ i (i=1, 2, ⋯, l) which is produced randomly can be expressed as:
The growth length of each root hair is defined as μ i (i=1, 2, ⋯, l). Some strategies which tune the parameter can produce multiple versions of the root growth model. After growing, new root tips are produced by the following expression:
In order to simulate the trophotropism of root growth, two rules are defined as follows:
• If morphactin concentration (fitness) of a new root tip is better than old one in the same cycle t, the root tip will continue to grow. A new root tip in the inner loop can be expressed as:
But the number of iterations in the inner loop is a predefined value. While the number of iterations in the inner loop equals a predefined value, the inner loop stops.
• If morphactin concentration of a new root tip is worse than old one in the same cycle t, the root tip will stop growing. The new root tip can be expressed as:
III. MULTI-OBJECTIVE ROOT GROWTH ALGORITHM
A. Basic concepts
Generally, multi-objective optimization problems with constrained conditions consist of n decision variables, m objective functions, p equality constraints and q inequality constraints. It can be formulated as follows:
( ) 0, 1, 2, , Subject to:
where x = (x 1 , x 2 ,…, x n )∈D is a decision vector that represents a solution, y = (f 1 , f 2 ,…, f m )∈Y represent objective functions, D is a n-dimensional search space for decision vectors, and Y is a m-dimensional search space for objective vectors.
The objectives in (8) 
B. Multi-Objective Strategy Approaches
We adopt the classical multi-objective handling strategies, including fast nondominated sorting approach and crowded distance estimation [5] . In MORGA the two strategies are employed to evaluate the fitness of the root tip positions and select nondominated solutions, so they are presented as follow.
1) Fast nondominated sorting procedure
The purpose of the procedure is to sort all individuals on the basis of dominance relationship between solutions. All solutions in the population are compared with each other to find which ones are nondominated solutions or not. For each solution two entities must be calculated: i) domination count n x , the number of solutions which dominate the solution x, and ii) S x , a set of solutions that the solution q dominates. This handling strategy for set Q is presented as follow:
Step 1: Set n x = 0 and S x = Ø. The sign p also denotes a solution in set Q. Set S x = S x ∪{q} if p x; if x p, set n x = n x +
Step 2: i = 1;
Step 3: Set P = Ø, for each solution x ∈ F i do the following: Set n p = n p -1 for each solution p∈S x . Set p rank = i + 1 and P = P∪{p} if n q = 0;
Step 4: Set i = i+1, F i = P and return step 3. If P is not an empty set; otherwise, stop.
2) Fast crowded distance estimation procedure
The crowding-distance is the average distance of two points on either side of this point along each of the objectives, and it is calculated to estimate the density of solutions surrounding particular solution in the population. At first the nondominated solutions are sorted according to the value of each objective function in ascending order of magnitude. Then, the crowding distance i distance of the ith solution is calculated, which is the average side length of the cuboid composed of (i-1)th solution and (i+1)th solution. The boundary solutions with the largest and smallest function values for each objective function are assigned an infinite distance value. The overall crowding-distance value is the sum of all individual distance values corresponding to each objective function. After the values of each objective function should be normalized, the crowding distance is calculated.
We guide the selection process toward Pareto-optimal front in MORGA by the crowded-comparison operator which is denoted by the sign ≺ n . Every individual i in the populaiton has two attributes: i) nondomination rank (i rank ). ii) crowding distance (i distance ). The solution that is located in a lesser crowded region is preferred if two solutions are in the same rank. Otherwise, the solution in the lower rank is preferred between two solutions which have different nondomination ranks. It is presented as follow: i ≺ n j iff i rank < j rank or (i rank = j rank and i distance > j distance )
C. Self-Adaptive Strategy Approaches
Self-adaptive growth is a significant characteristic for the growth of plant root. The simulation of self-adaptive growth of root hairs is important for learning relationships between the growth length of root hairs and the nutrient concentration in the soil. And the self-adaptive strategy inspired from growth behaviours of root hairs can improve the performance of MORGA dramatically. So we propose the self-adaptive strategy to optimize multi-objective functions.
The growth length of each root hair μ i (i=1, 2, ⋯, l) is the master variable for self-adaptive growth of root hairs. The variable which is an important parameter in root growth model can produce multiple versions of the model and the proper tuning of the parameter can improve the result of the instantiated algorithm for multi-objective optimization.
The growth length of all root hairs is the same when initialized. Fuzzy set theory can be implemented to compute the parameter μ i . The kth objective function of a solution in the Pareto-optimal set F k is represented by a membership function ξ k defined as [21] :
where F k min and F k max are the minimum and maximum values of the kth objective function respectively.
For each solution x, the normalized membership function ξ x is calculated as:
where N obj is the number of objective functions; L is the number of solutions in Pareto-optimal set. Larger value of ξ x indicates better performance of nondominated solution x balancing multiple objective functions.
The growth length of each root hair μ i can be calculated as:
where λ is a nonnegative number. Thus it can be seen that the parameter μ i changes as the performance of nondominated solution x i balancing multiple objective functions changes.
D. Constraint Handling Approach
In this paper, we adopt a self-adaptive penalty function [17] which can handle constraints of constrained multi-objective optimization problem. The approach determines the amount of penalty added to infeasible individual by means of the number of feasible individuals of the population. With the self-adaptive penalty function the original objective values are replaced by the modified objective function values which are used in the nondominated sorting and crowded distance estimation so that MORGA evolves each feasible optimal solution not only from the feasible space but also from the infeasible space. The search in the infeasible space is designed to encourage those individuals with better objective values and low constraint violation. The feasible individuals in the population are used to guide the search process toward finding more feasible solutions or optimal solutions. Reference [17] describes the calculation procedure in detail.
E. MORGA for Constrained Multi-Objective Optimization
The root growth model proposed is instantiated as multi-objective root growth algorithm (MORGA) for multi objective function optimization. The threshold of the distance between root tips and the growth length of each root hair are important parameters for MORGA. The flowchart of the MORGA is presented in Figure 2 . The pseudocode for the MORGA is listed in TableⅠ.
IV. NUMERICAL EXPERIMENTS FOR OPTIMIZATION
A. Benchmark Functions
The set of benchmark functions contains five functions named SRN, BNH2, KITA, OSY2 and TNK [22] . 
2) BNH2: the BNH2 function have a continuous convex Pareto-optimal set. 
3) KITA: The KITA has a continuous nonconvex Pareto-optimal set. 
4) OSY2:
The OSY2 function which is a highly constrained and a high dimensional problem has continuous linear Pareto-optimal sets.
( ) ( 
5) TNK:
The TNK function has a discontinuous, convex and nonconvex Pareto-optimal set. The functions are listed below. 
B. Settings
The performance of MORGA algorithm for constrained multi-object optimization is compared against NSGAⅡ [5] and MOPSO [8] and they were run in MATLAB 7 on a Personal Computer with a Intel Core2 Duo 2.10GHz processor and 2GB memory. NSGAⅡand MOPSO were run by the original codes from the authors of these algorithms. All the compared algorithms used the same constraint-handling technique [17] . 
END IF END FOR
T = T + 1.
END WHILE
For the five benchmark functions used in this paper, the value of the common parameter, total evaluation number, used in each algorithm was chosen to be the same. Population size in NSGAⅡ , MOPSO and MORGA was 100. The maximal number of fitness function evaluations was 400,000 for all functions.
For NSGAⅡ, crossover and mutation probabilities are selected as 0.85 and 0.25, respectively for the five benchmark 
Settings Value
The number of seed 1
The maximum number of root tips 100
The initial length of each root fair μi 1
The distance threshold between root tips 1
Branching number of each root tip selected 4
functions. For MOPSO, mutation rate and divisions for the adaptive grid are selected as 0.5 and 30.
The parameter settings of MORGA for optimization are listed in TableⅡ. All parameter values have been tested many times to obtain better simulation and optimal solution and then were used.
C. Performance Measures
In order to compare the performance of MORGA with the other algorithms quantitatively, two different measures are used for the quantitative assessment.
1) Generational Distance:
The generational distance (GD) is a metric to estimate the gap between the obtained nondominated set of solutions and a known set of the optimal Pareto front [23] . The metric is defined as:
where n is the number of the solutions in the obtained nondominated set and d i is the Euclidean distance between ith nondominated solution in obtained the non-dominated set and its nearest member in the Pareto-optimal set.
2) The nonuniformity in the distribution: The metric (Δ) numerically measures the extent of spread of the obtained solutions in the non-dominated set [5] . The metric is defined as:
where n is the number of the solutions in the obtained nondominated set, d f and d l are the Euclidean distances between the extreme solutions in the Pareto-optimal set and the boundary solutions of the obtained nondominated set, and d i is the Euclidean distance between consecutive solutions in the obtained nondominated set of solutions.
D. Discussion of Results
We conducted the simulation on the five benchmark functions to compare the performances of MORGA with NSGAⅡ and MOPSO. The results were obtained from thirty independent runs of MORGA, NSGAⅡ and MOPSO. Table Ⅲ shows maximum, minimum, average value and standard deviation of the GD metric using the three algorithms MORGA, NSGA Ⅱ and MOPSO for five benchmark functions. The best values have been marked in bold. It is seen from Table Ⅲ that MORGA is able to obtain better maximum, minimum and average values of the GD metric in all benchmark functions except in OSY2. MOPSO and NSGAⅡ have better performances than MORGA in OSY2. In all cases with MORGA, the standard deviation is also satisfactory, except in NSGAⅡ with SRN and in MOPSO with BHN2. The GD metric of MORGA in TNK is much better than the others. Table Ⅳ shows maximum, minimum, average value and standard deviation of the diversity metric Δ obtained using the three algorithms. The best values also have been marked in bold. On most functions, MORGA is able to find a better spread of solutions than any other algorithm. In SRN, MORGA obtains the best maximum and standard deviation of the diversity metric Δ, but MOPSO obtains the best minimum and average values. In BNH2, MORGA have better performance than the others, but MOPSO obtain the best standard deviation. In OSY2, NSGAⅡ have better performance than MORGA and MOPSO but MORGA obtain the best standard deviation. In TNK, the performance of MORGA is better than the others.
Overall, these experimental results show that the convergence and distribution of MORGA is the better than NSGAⅡand MOPSO in these benchmark functions except OSY2 with the highest number of variables, but MORGA also can obtain satisfactory results. In the future work, we will improve it to make MORGA obtaining better results in high dimension function. It is thus clear that MORGA is a feasible approach which solves constrained multi-objective optimization problems very well.
V. CONCLUSION
In this paper, we design a new root growth model based on growth behaviours of root system in the soil. We propose a novel multi-objective algorithm called "Multi-objective Root Growth algorithm" for constrained multi-object optimization (MORGA) by using this model as a computational metaphor. The novel self-adaptive growth strategy are proposed and used in MORGA in order to improve the algorithm's performance. The self-adaptive penalty function is used in MORGA as constraint handling approach.
The five benchmark functions have been used to test MORGA in comparison with NSGAⅡ, and MOPSO. It is seen from the comparison that MORGA performs better than NSGA Ⅱ and MOPSO for constrained multi-objective optimization problem with respect to the two performance measures. MORGA with the property of the novel self-adaptive strategy and the efficient constraint-handling approach is very suitable to solve constrained multi-objective optimization problem and can be applied in real world problems in the near future.
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