Abstract. In this paper we study the maximum displacement for linear probing hashing. We use the standard probabilistic model together with the insertion policy known as First-Come(-First-Served). The results are of asymptotic nature and focus on dense hash tables. That is, the number of occupied cells n, and the size of the hash table m, tend to infinity with ratio n/m → 1. We present distributions and moments for the size of the maximum displacement, as well as for the number of items with displacement larger than some critical value. This is done via process convergence of the (appropriately normalized) length of the largest block of consecutive occupied cells, when the total number of occupied cells n varies.
Introduction
The standard version of linear probing hashing with insertion policy FirstCome(-First-Served) can be described as follows, where n and m are integers with 0 ≤ n ≤ m, see Knuth [16, Sec. 6 .4, Algorithm 6.4.L].
n items x 1 , . . . , x n are placed sequentially into a table with m cells 1, . . . , m according to some hash sequence {h i } n 1 where h i ∈ {1, . . . , m}. That is, item x i is inserted into cell h i if it is empty. If not, then x i probes cell h i +1, h i +2, etc until an empty cell is found. All positions in the table can be interpreted modulo m as any item that is rejected from the last cell m, continues to probe cell 1, 2, etc until it is inserted in an empty cell. The insertion policy specifies how conflicts are solved when a new item probes an already occupied cell. Other common insertion policies are the so called Last-Come(-First-Served), see Poblete and Munro [19] and RobinHood, see Celis, Larson and Munro [3] and Knuth [16, . In this paper though, only the First-Come policy described above will be considered.
Throughout this paper, all hash sequences follow the standard probabilistic model. That is, the hash addresses h i are independent random numbers, uniformly distributed on {1, . . . , m}. Hence all m n possible hash sequences {h i } n 1 are equally likely when choosing a sequence at random.
Displacements.
If item x i is inserted into cell q i , then its displacement or individual displacement is
Thus, the displacement equals the number of unsuccessful probes item x i makes before being inserted into an empty cell. The displacement is a measure of time (or cost) it takes to insert an item into the table. Once the hash table has been made, the only way to find x i is to probe cell h i , h i +1 etc until x i is located. The search time needed to allocate x i in the final table is therefore proportional to d i +1. The total displacement, i.e. the sum of all individual displacements, has been studied in detail by Flajolet, Poblete and Viola in [9] . The individual displacement of an item chosen at random has been studied for the three different insertion policies First-Come, Last-Come and Robin Hood by Janson in [11] . Some results for individual displacements have also been found independently by Viola, see [21] .
The main purpose of this paper is to establish distribution and moments of the maximum displacement,
when the number of occupied cells n, and the size of the hash table m, tends to infinity with ratio n/m → 1, see Theorem 5.1 and Theorem 5.2.
A secondary purpose is to study the number of items with displacements very close to the maximum. Such items are from now on said to have a critical displacement. The exact definition of critical displacements will be postponed until later, although the principle is to define "item x i has a critical displacement" ⇔ d i ≥ ζ(m), for some (appropriate) function ζ(m) that only depends on m. It is plausible to choose ζ(m) such that (almost surely) only a finite number of items will have a critical displacement when m and n tends to infinity. The distribution, expectation and variance of the number of items with critical displacements are stated in Theorem 4.9 respectively Corollary 4.10.
For further reading, Gonnet [10] has performed asymptotic analysis for the expected maximum displacement with the First-Come policy. Devroye [7] has also contributed to the same topic but with the difference that the hashing is done with non-uniform probabilities. In [8] , Devroye, Morin and Viola analyze the expected maximum displacement for the Robin Hood policy. Remark 1.1. This paper adopts many of the basic notations used in [11] by Janson. However, the reader should be informed that there is not a complete one-to-one correspondence between the set of notations in [11] and the ones presented here.
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Preliminaries
A hash table is completely described by the number of cells m, the number of items n, and the hash sequence {h i } n 1 . When m and n are finite, the random hash table is denoted by T m,n . The hash table is called full if n = m and almost full if n = m − 1. Blocks. A block in a hash table T m,n is defined as a sequence of consecutive cells {i + 1, . . . , j} (modulo m) such that cell i and j are empty and all cells in between are occupied. Thus, every block contains exactly one empty cell (the last one) and the table has as many blocks as it has empty cells. Note that the smallest block size is 1, since an empty cell following the empty cell of the previous block constitutes a block of its own. The internal structure of different blocks are also independent of each other. Thus, any block of a given length k may therefore be regarded as a confined almost full hash table T ′ k,k−1 in itself.
Confined hash tables.
Coalescence of blocks. During the construction of a hash table every new inserted item merges two blocks into one. When a new item is inserted it will target a particular block with probability proportional to the size of that block. Thus, the probability that the given block coalesces with its neighbor to the right is given by the block's own size divided by m. A particular block can, in other words, become larger either by assimilating its neighbor to the right or by being assimilated by its neighbor to the left. The probability for this to happen when a single new item is inserted into the table is therefore proportional to the sum of the block's own size and the size of the block to the left. It means that large blocks and blocks with large neighbors to the left are the ones most likely to grow even larger. Chassaing and Louchard [5] proved that a giant block will emerge if the table is dense enough when m and n tends to infinity.
Fragmentation of hash tables. An alternative approach to study the evolution of blocks and displacements during the construction of a hash table is to start with the final 
This is the probability mass function of the Consul distribution, which is a basic Lagrangian distribution of the first kind ( Third, determine which block the next item to be removed belongs to. The internal block structures are independent of other blocks. So the probability that a particular block gets chosen is size biased with the respect to the number of items. That is, in the case of only two blocks, B L = m − k and B R = k, the probability to pick B L is given by (m − k − 1)/(m − 2).
The procedure can now be repeated by treating the chosen block as a confined almost full hash table in itself. The first two steps of the algorithm are identical, but only restricted to the chosen block. The third step however requires that the new block that is about to be fragmented is picked with a size biased probability from the entire table.
Remark 2.1. Note that the Consul distribution converge to the Borel distribution (with parameter equal to 1, Bo(1)) when m tends to infinity but k is finite,
Hash tables and random forests. There is a one-to-one correspondence between linear probing hash tables and Pavlov's random rooted forests [17] . Knuth observed this and included it as an exercise to "Find an interesting connection between parking sequences and trees" in [16, Sec. 6.4, Exercise 31]. A common description of this connection follows here. A random hash table T k,k−1 can be constructed in k k−1 different ways, all equally likely when hashing with uniform probability. Since the last cell is empty just as often as any other cell, there are k k−2 different ways to construct a confined hash table T ′ k,k−1 . The number of different rooted trees with (k −1) non-root labeled vertices is also equal to k k−2 , see [17] . Thus, letting the root represent the empty cell in T ′ k,k−1 , and the labeled vertices represent the (numbered) items in T ′ k,k−1 , it is possible to link every hash table T ′ k,k−1 to a unique labeled rooted tree. How this representation is carried out is irrelevant in this particular paper, but the reader may find it interesting to know that there exist a "canonical representation" which has proved to be very useful by Chassaing et al. in [4] , [5] and [6] .
A confined hash table T ′ m,n , that is not necessary almost full, consists of (m − n) ordered blocks. These blocks may each be regarded as confined almost full hash tables in themselves. Thus, every confined table T ′ m,n can be linked to a unique rooted forest by the same representation used for the individual rooted tree. The only addition is that the roots of the forest must be given its own set of labels so that the information about which order the blocks appear in is not lost.
This one-to-one correspondence between hash tables and random forests will be used to gain access to Pavlov's asymptotic results about the size of the largest tree in a random forest [17] . The internal structure of a particular block will mainly be studied by the fragmentation approach, which is the reason why no explicit representation scheme needs to be introduced.
There is also a very elegant way to construct the random forests described above via the theory for branching processes [17] . Start with (m−n) labeled roots. Let every root be the ancestor to a genealogical tree with Po( n /m)-distributed offspring and condition these (m − n) Galton-Watson branching processes to have a total progeny of n children. The children can then be labeled randomly to get a unique representation of some random hash table T ′ m,n . Remark 2.2. Note that the total progeny of a Galton-Watson branching process where each individual has Po(α) children and 0 < α ≤ 1, is a Bo(α)-distributed random variable. This means that the sizes of the different blocks in the random hash table T m,n is a string of (m − n) Bo( n /m)-distributed random variables conditioned on the total size being m.
The size of the largest block in dense hash tables
Let N = m − n denote the number of different blocks in a hash table T ′ m,n . Chassaing and Louchard [5] proved that a phase transition of the largest block occurs when m and n tends to infinity in such a way that N = Θ( √ m). That is, the length of the largest block in T ′ m,n , which from now on is denoted η(m, n), is subject to the following change when m → ∞,
Consider the construction of an almost full hash table T ′ m,m−1 when m tends to infinity. After the phase transition occurs there are still some o( √ m) items left to hash into the table. Most of these items will target the largest block, which by now dominates the table. The probability of getting large individual displacements is therefore significantly increased by the phase transition. The size of the largest block also determines the maximum possible size of the next inserted item's displacement. Thus, it is reasonable to assume that the item with the maximum displacement will be hashed into the table first after the phase transition have occurred. This motivates the use of the fragmentation approach described in Section 2 for further analysis. The probability for items to have a large displacement decreases as the largest block are fragmented. At some point the size of the largest block will be less than the maximum displacement found so far. The fragmentation can then be stopped since the remaining items can no longer beat the current maximum. As the results will show, it imposes no restrictions to assume that this happens while N still is of order o( √ m).
As a short digression, consider the one-to-one correspondence between hash tables and random forests again. The following theorem for the maximum size of a tree in a random forest was proved by Pavlov, see [ 
The limit distribution given by equation (3.2) is identical to the marginal distribution of the stable subordinator of index 1 /2, for a fixed time point. Throughout the rest of the paper, the stable subordinator of index 1 /2 will be denoted X t , t > 0. X t is an increasing process with stationary independent increments, such that for any fixed time t > 0,
Note that the process is scale invariant, X t The size of the largest block then becomes a continuous time process,
Let X m t be a normalized process of η m t defined by
Then, for any fixed time t > 0,
as a result of Theorem 3.1. Proof. Since the full proof is rather extensive, the principal method is presented here and the most technical parts are proved separately in the three consecutive lemmas below. If {X m t } is tight and the finite dimensional distributions converge, then the entire process converge. To prove this within the current timescale causes some resistance. Especially for the convergence of the finite dimensional distributions. To get around this problem, the original time t will be replaced with the random time-deformation ∆ m (t), defined below.
Recall that X m t is a measure of the size of the largest block when ⌈t r(m)⌉ items have been removed from the table T ′ m,m−1 . The items that belong to the currently largest block at the time of their removal are from now on called marked items. Define ∆ m (t) as the minimum time needed to remove ⌈t r(m)⌉ marked items.
The difference between the original time t and the time-deformation ∆ m (t) is uniformly small when m tends to infinity (Lemma 3.4). Thus, {X m t } converges if and only if {X m ∆ m (t) } converges in the usual Skorohod topology on D[0, ∞), see Billingsley [2, Chapter 3] . Since {X m ∆ m (t) } is tight (Lemma 3.5) and the finite dimensional distributions converge (Lemma 3.6), the entire process converges. Remark 3.3. It is true that the time-deformation ∆ m (t) introduces some new problems of its own (like the entire Lemma 3.4 for instance). However, ∆ m (t) is also useful in the chapters to come, and is therefore worth the extra effort needed in this proof.
Lemma 3.4. {∆ m (t)} converges uniformly to t in probability, on compact intervals. That is, for any fixed time t and any ε > 0,
Proof. Define ⋆ ∆ m (t) such that ⋆ ∆ m (t) r(m) is the number of marked items that has been removed at time t. Thus, ⋆ ∆ m (t) is a kind of generalized inverse to ∆ m (t). Since ⋆ ∆ m (t) r(m) is bounded by ⌈t r(m)⌉ it would be convenient if it was possible to show something similar to Or equivalently,
The left-hand-side of equation ( to be unmarked. So the total number of unmarked items removed at time (t + ε) is stochastically smaller than some random variable W m t+ε , which (conditioned on the size of the largest block size at time (t + ε)) is given by
It follows that
since the probability (3.5) is uniformly bounded and converges to zero in probability when r(m) = o( √ m), see Theorem 3.1. . In order to prove the desired convergence, it is enough to consider the "worst" of these two cases. That is, when ⌈h m r(m)⌉ marked items are removed. Now, it is only the size of the largest block at time ∆ m (τ m ) that matters when considering the removal of these additional ⌈h m r(m)⌉ marked items. Thus, the increment
does not depend on whether τ m is a stopping time or a deterministic time.
Condition increment (3.6) on X m ∆ m (τm) being larger respectively smaller than √ m/r(m) to obtain the inequality,
.
Thus, it only remains to prove that for any k = k(m) such that
converges to zero in probability. Let {X m,k t } denote the auxiliary sequence of random processes defined by 
The difference between ∆ m (h m ) and h m is uniformly small as m tends to infinity (see Lemma 3.4), i.e. for any δ > 0,
It remains to prove that the last term in (3.7) can be made arbitrarily small for large m. For any δ > 0, there exists an M ∈ N such that h m < δ for all m ≥ M . Thus,
Define an auxiliary sequence of fragmentation processes {X m t } that is scaled and normalized with 2δr(m) instead of just r(m). Then
Consequently,
as m tends to infinity. So for any ε > 0, it follows that
since δ > 0 can be chosen arbitrarily small. Thus, the proof is complete.
Proof. The finite dimensional distributions of {X m ∆ m (t) } converge if and only if all linear combinations converge. Recall that the supposed limit process X t has independent increments and that independent increments ensures convergence of all linear combinations. Thus, it is sufficient to prove that {X m ∆ m (t) } has independent increments in the limit. Let s, t, x and y be fixed positive constants and define the set
Start with two increments, 
(2) follows from Cramér's theorem. For any k ∈ J,
when m tends to infinity. The induction principle ensures that the calculation above can be extended to any finite number of increments. To see this, add a third increment
and condition on all possible values for η m ∆ m (s) and η m ∆ m (s+t) . In contrast to the original process {η m t }, the random time process {η m ∆ m (t) } has the Markov property. The third (conditioned) increment can therefore be rewritten as
with the technique constituted by (1) and (2) . The rest of the proof rely on induction since it only remains to show that
when m tends to infinity. The procedure can be repeated by adding new increments, one by one, and then resolving the calculation using induction.
Thus, {X m ∆ m (t) } has independent increments in the limit.
Critical displacements in almost full hash tables
Every item in the hash table T ′ m,m−1 is categorized to have either a critical or a non-critical displacement. As mentioned in the introduction, item x i has a critical displacement d i if it is of such magnitude that
for some function ζ(m). Although the choice of ζ(m) will become evident first in the proof of Lemma 4.2 it will be defined here for a better overview;
it is enough to show that {Û m t (z)} converge to an inhomogeneous Poisson process with intensity (z −X t ) + , t ≥ 0, (4.3) to prove the theorem. Now, recall that the random time-deformation ∆ m (t) is defined as the minimum time needed to remove ⌈t r(m)⌉ marked items. Since only marked items can have a critical displacement there is reason to again substitute t with ∆ m (t) (as was done in the proof of Theorem 3.2). By Lemma 3.4, {Û m t (z)} and {Û m ∆ m (t) (z)} has the same limit process (provided a limit process exists) in the usual Skorohod topology on D[0, ∞) when m tends to infinity.
Three important steps remains before the proof is complete. Similarly to the proof of Theorem 3.2, the principal method is presented here and the technical parts are proved separately in the three consecutive lemmas below. The first step is to prove that for any fixed time t, the sequence of random variables {Û m ∆ m (t) (z)} converge in distribution to a Recall that an item is marked if it belongs to the largest block at the time of its removal. Now, consider the original direction of time, i.e. items are hashed into the table (instead of removed from the final table). It is not certain that a marked item targeted the currently largest block when it was hashed into the table. The item may have targeted the block to the left of the largest block (which coalesces the two blocks into one) and thus become a marked item. .
In order to get a critical displacement item x m ⌈s r(m)⌉ must not only target the largest block when inserted, it must target the very beginning of the largest block. Consequently, the probability that the last removed item in the time interval (0, ∆ m (s)] has a critical displacement is given by
The second step motivates equation ( This sum suggests the use of the Poisson "law of small numbers". Define
The last step motivates equation (4.2) where the normalization and scaling function r(m) is set to m 1/3 .
Let A t (z) denote the parameter for the hypothetical Poisson limit distribution. By the dominated convergence theorem
since the integrands are dominated by z for all m ≥ 1 and
Let L(Û m ∆ m (t) ) denote the distribution of the random variableÛ m ∆ m (t) . The total variation distance between L(Û m ∆ m (t) ) and Po(A t (z)) can be estimated by Le Cam's inequality (which is marked (1) below), see Barbour, Holst and Janson [1] ,
Convergence in total variation implies distributional convergence and the proof is complete.
Lemma 4.3. Given the paths ofX t and {X k t } k≥1 , the conditional sequence
Proof. Tightness can be proved via equicontinuity and Aldous's tightness criterion, see Kallenberg [14, Theorem 16.11] . That is, {Û m ∆ m (t) (z)} is tight if for any ε > 0,
where {τ m } is any bounded sequence of stopping times and {h m } any sequence of positive constants such that h m → 0 as m tends to infinity. This is indeed the case since
Lemma 4.4. Given the paths ofX t and {X k t } k≥1 , the finite dimensional distributions of the conditional sequence {Û m ∆ m (t) (z)} converge.
Proof. All processes in the sequence {Û m ∆ m (t) (z)} have independent increments sinceÛ 
Moreover, conditioned on the path of the limit fragmentation process X t , the limit variable U (z) is Poisson distributed with parameter
Proof. Let T be the stopping time when the intensity for critical displacements of the limit process U t (z) becomes zero, i.e.
Conditioned on the path of X t , the limit process U t (z) should manage to count the total number of critical displacements if only it is run long enough. Thus, provided that T < ∞, then for all t ≥ T
Consequently, if there exists a limit variable U (z) to {U m (z)} it must be Po A(z) distributed, when conditioned on the path of X t . Since the sequences {U m (z)} and {lim t→∞ U m t (z)} are equivalent, a limit variable U (z) exists if the order of which m and t tends to infinity can be interchanged. A sufficient condition for this is given by
. This is indeed the case since
The parameter A(z) can be visualized as the random area bounded by the y-axis and the two graphs y(t) = z and y(t) = X t . Alternatively, by exchanging coordinate axis, A(z) can be visualized as the random area covered by the inverse process and it is enough to consider A. Properties of A where studied separately in [12] by the author and Svante Janson. The most important results for the coming of this paper are reproduced here. For the proofs of Theorem 4.6-4.8, see [12] .
Theorem 4.9. The total number of items with a critical displacement is given by the probability function
where ψ is the Laplace transform of A. In particular, P U (z) = 0 = ψ(z 3/2 ).
Proof.
P U (z) = k = Proof. From the definition of critical displacements it follows that
for any positive z. Thus,
as m tends to infinity.
Theorem 5.2. The limit random variable Y has expectation E Y = 2 Γ(1/3) 3 2/3 but higher order moments diverges.
