Introduction
Tasks like Aerial Cargo Delivery (Figure 1a) , Rendezvous of two robots (Figure 1b) , or Balancing Flying Inverted Pendulum (Figure 1c ) have several things in common. They are all robotic motion tasks. To complete them, an autonomous agent must produce a sequence of actions that move the robot with the desired outcome. The tasks are high stakes because their improper execution can cause significant material damage, or even loss of life. The dynamical systems that describe the robots are highdimensional, non-linear, and often unknown. The non-linearity makes the problems difficult and sometimes intractable for classical optimal control (Levine, 2010) . Reinforcement learning (Sutton and Barto, 1998) , which learns policies (behaviors) through experimentation, has shown promising results for addressing unknown dynamics (Kober, Bagnell, and Peters, 2013) . Leading approaches learn from human imitation (Abbeel, 2008) or by representing desired motions as a combination of motion primitives (Peters, Mulling, Kober, Nguyen-Tuong, and Kromer, 2011) . However, the tasks that we are interested in are challenging for humans to perform due to the high-precision of control required to complete the task. In addition, the motions of unmanned aerial vehicles cannot be easily decomposed into a set of motion primitives.
Despite the challenges, these tasks can be described with preferences. The tasks have one goal state and a set of opposing preferences on the system. Balancing the speed and the quality of the task are often seen as two opposing preferences. For example, the time-sensitive Aerial Cargo Delivery (Figure 1a ) must deliver the suspended load to origin as soon as possible, with minimal load displacement along the trajectory. We call these tasks Preference Balancing Tasks.
The objective of the dissertation (Faust, 2014) is to solve, analyze, and evaluate robot motion planning problems for Preference Balancing Tasks defined on robots with unknown dynamics controlled through acceleration. The solution needs to be safe, efficient, and adaptable. We want to solution to be safe for the robot and environment because the tasks are high-stakes. For that reason we wish to be able to predict the agent's behavior and guarantee task completion.
AI MATTERS, VOLUME 1, ISSUE The proposed solution is PrEference Appraisal Reinforcement Learning (PEARL) depicted in Figure 2 (Faust, Chiang, and Tapia, n.d.). PEARL works under the two-phase batch reinforcement learning paradigm. It takes task definition and automatically selects features based on the preferences. The features are passed to the learning algorithm, which appraises the preferences and comes up with the weights between them. The learning is done on small problems with multiple Monte Carlo roll-outs. Once the fittest policy is selected, PEARL is ready to execute more complex tasks. The features, weights, and initial conditions are passed to the planner, which performs online decision-making that completes the task. The method is appropriate for systems with continuous state-space and either discrete or continuous action spaces with unknown system dynamics.
We propose metric-based features that measure the squared distance between the agent's current state and the preference (Faust, Chiang, and Tapia, n.d.). Typically, the features partition state space, and the number of needed features grows with the dimensionality of the state space (Buşoniu, Babuška, Schutter, and Ernst, 2010) . In contrast, our features are metric based and project the high-dimensional problem's state space into low-dimensional task space. Because they are metric-based, the same features work in spaces of variable dimensions and physical sizes. That allows PEARL to learn on small problems, and generalize the learned policies to larger problems during the planning.
Discrete greedy policy scales exponentially with the action space dimensionality. To be able to learn and act in high-dimensional action spaces at speeds that are required for control of inherently unable systems, we develop a greedy policy approximation (Faust, Ruymgaart, Salman, Fierro, and Tapia, 2014 We also present two solutions to Aerial Cargo Delivery in environments with static obstacles by combining PEARL with Probabilistic Roadmaps (PRMs) (Kavraki, Švestka, Latombe, and Overmars, 1996) . PRMs create a collision-free path, and PEARL generates the trajectory that follows the path (Faust et al., 2014) . In continuous action spaces, axial sum policy becomes a local planner, and the PRMs produce dynamicallyfeasible trajectories that are free of collision.
Lastly, we apply PEARL outside of robotics, to array sorting (Faust, Aimone, James, and Tapia, n.d.). PEARL agent is trained on 6-element arrays, and sorts arbitrarily long arrays. We show that the sorting agent sorts arrays even when it depends on a faulty comparison component, which returns the wrong answer with some probability.
Conclusions
Together, the dissertation proposes, analyzes, and evaluates PEARL framework for solving high-dimensional, motion-based Preference Balancing Tasks with theoretical convergence guarantees, and when the system dynamic is unknown. PEARL addresses three major challenges of motion planning, efficiency, safety, and adaptability. First, the framework addresses efficiency though the feature creation method, learning generalization, and policy approximations. The proposed metric-based features allow the framework to learn policies efficiently on small problems, and apply them to more complex problems. The policy approximations solve high-dimensional optimization problems efficiently with sampling, enabling tractable decision-making. Second, PEARL addresses safety by selecting a batch reinforcement learning and performing a formal stability analysis. The batch setting ensures no exploration during planning. The formal analysis derives conditions on the system dynamics in relation to the task that guarantee an agent's progression towards a goal. Lastly, the polymorphic nature of the features and adaptable policy approximations make the PEARL adaptable to unpredictable disturbances. Despite PEARL's somewhat restrictive conditions, the results demonstrated high accuracy and fast learning times on practical applications. Future research can address task classes and formalization of the success conditions for stochastic systems. 
