In this paper uncertainties in limit state functions g as arising in engineering problems are modelled by adding additional parameters and by introducing parameterized probability density functions which describe the uncertainties of these new additional parameters and of the basic variables of g. This will lead to a function p f (a, b) for the probability of failure depending on parameters a and b corresponding to the two parameterized density functions. Further the parameters a and b are assumed to be uncertain. Using intervals, sets or random sets to model their uncertainty results in upper probabilities p f of failure. In this context we also discuss different notions of independence such as strong independence, epistemic irrelevance and random set independence and present a simple engineering example.
Introduction
In reliability analysis the probability p f of failure of a system is obtained by (1) where x = (x 1 , . . . , x n ) are the basic variables of the system such as material properties and loads and where f X is a probability density function describing the uncertainty of the variables x. The function g is the limit state function of the system telling us for which x the system fails (g(x) ≤ 0) or not (g(x) > 0), see also [20] .
In the case of scarce information about the values of the basic variables x and the behaviour of the system it may be neither sufficient to model the uncertainty of the variables x by a single probability density f X nor to describe the system's reliability by a single deterministic limit state function g. To overcome such difficulties, fuzzy sets [26] , random sets [6, 7] , credal sets [19] or sets of parameterized probability measures [13] have been used to model the uncertainty of the variables x. Then the main task is to propagate the uncertainty of x through the limit state function g. Such a propagation of uncertainty is done by the extension principle [26] in case of fuzzy sets or as described in [1, 2, [10] [11] [12] 15] for random sets. Further, if it is assumed that the basic variables are independent, one has to consider the different notions of independence for sets of probability measures, see [4, 5, [10] [11] [12] [13] 15] . Uncertainties in the limit state function g have been modelled using additional random variables [9] , fuzzy sets and random sets [17, 18] , or fuzzy probabilities [3, 22, 23] .
The aim of this paper is to develop a function
E-mail address: Thomas.Fetz@uibk.ac.at 0888-613X/$ -see front matter © 2011 Elsevier Inc. All rights reserved. doi:10.1016/j.ijar.2011.09.001 depending on vectors of parameters a and b parameterizing the probability density functions f X a and f Z b , cf. [14] . These density functions describe the uncertainty of the basic variables x and the additional parameters z of an extended limit state function h. These additional variables z are used to parameterize a familiy of limit state functions g z with g z (x) = h(x, z). In a next step we assume that the parameters a and b are uncertain themselves modelling their uncertainty by intervals, sets or random sets. This approach gives us the possibility to describe the uncertainty of x and z by sets of probability measures generated by the density functions f X a and f Z b and their uncertain parameters a and b. The functions f X a and f Z b allow us to use more specific probability measures such as Gaussian distributions in contrast to the case where the uncertainty of x and z is directly modelled by sets or random sets. Such coarser models of uncertainty are also included simply by replacing f X a and f Z b by Dirac measures.
While previous work [10] [11] [12] 15] was focused on the independence of the basic variables alone we assume here independence between the basic variables x and the parameters z in the function h. Since sets of probability measures are involved we have to consider different notions of independence and to discuss their differences and meanings.
The plan of the paper is as follows:
• In Section 2 we parameterize a limit state function g by means of a function h(x, z) with independent parameters x and z, recall the notion of strong independence and epistemic irrelevance when the uncertainty of x and z is modelled by sets M X and M Z of probability measures and give general formulas for the upper probability of failure.
• In Section 3 we introduce the function p f (a, b) with uncertain parameters a and b where their uncertainty is described by sets M A and M B of probability measures (general case), by sets A, B of parameter values or by random sets A , B (special cases). Further we derive formulas for the upper probability p f of failure with respect to the notions of strong independence, epistemic irrelevance and random set independence using the function p f (a, b).
• In Section 4 we address alternative views and approaches.
• In Section 5 we give a simple engineering example with one uncertain basic variable x and present different examples for modelling the uncertainty of the variable x.
• Section 6 is devoted to examples for the uncertainty of the parameter b of the density function f Z b (or Dirac measure δ b ) of parameter z which is used to model the uncertainties in the limit state function. To use sets, random sets and probability distributions to model the uncertainty of b means here to consider sets and random sets of parameterized limit state functions and random limit state functions. Using the example and the uncertain variables x given in Section 5 we develop computational formulas for the upper probability p f of failure for these special types of uncertain limit state functions taking the different notions of independence into account.
Uncertain limit state functions

Limit state functions
In reliability theory a system and its corresponding continuous limit state function
is given with output y ∈ Y depending on a vector of n basic variables x = (x 1 , . . . , x n ) ∈ X ⊆ R n , where g(x) ≤ 0 means failure of the system. The probability p f of failure of the system is then defined by
where f X is the joint probability density function of the basic random variables X = (X 1 , . . . , X n ) and where
The set R f = {x ∈ X : g(x) ≤ 0} is the failure region of the system which is described by the indicator function
Parameterized limit state functions
We parameterize the limit state function g : X → Y by means of a vector z = (z 1 , . . . , z m ) ∈ Z ⊆ R m of additional parameters using a function
where again h(x, z) ≤ 0 means failure. A function g z : X → Y : x → g z (x) = h(x, z) is then one of the available limit state functions specified by a parameter value z. When both the basic variables x and the parameters z are uncertain, the probability p f of failure is defined by
where f X,Z : X × Z → R is the joint density function of the random variables X = (X 1 , . . . , X n ) and Z = (Z 1 , . . . , Z m ).
The uncertainty of the parameters z is the uncertainty in the choice of an appropriate limit state function g z .
Independence of the basic variables and the parameters
In the following we always assume that these random variables X and Z are independent which has the following meaning:
(a) If we learn the values of the basic variables x, our knowledge about the parameters z and therefore about the choice of the limit state functions g z does not change.
Learning the values of the parameters z and therefore learning which limit state function g z to use has no influence on our knowledge about the basic variables x.
Then the probability p f of failure is given by
with density functions f X and f Z for their corresponding random variables X and Z. The inner integral is a function
depending on the basic variables, which is a generalization of the function q in Eq. (6) . For q in Eq. (6) only the function values 1 and 0 are admissible telling us wether an x ∈ X is in the failure region R f or not, but here q describes an uncertain failure region similar to a membership function of a fuzzy set. The value q(x) is the probability that x belongs to the failure region.
Remark: We note that the independence of the choice of g z and the variables x does not mean that the values of one single g z are independent of x since g z is a function of x.
Sets of probability measures and notions of independence
We use now closed convex sets M X and M Z of probability measures to describe the uncertainty of the basic variables x and the parameters z of the limit state function h. Since we want to keep the assumption that the basic variables x and the limit state functions g z are independent the question arises how independence is defined in the context of sets of probability measures. There is no unique definition of independence for sets of probability measures, but several different notions as described in [5] . Here we consider strong independence [5, 10, 25] , the weaker and asymmetric epistemic irrelevance [5, 8, 25] and later on in Section 3.4 random set independence [5, 7, 10] . In the following we show how to obtain the upper probability of failure in case of strong independence and epistemic irrelevance and discuss the differences of the two notions.
Strong independence
It is the most restrictive but also most obvious definition of independence for sets of probability measures simply considering all possible product measures P X ⊗ P Z for P X ∈ M X and P Z ∈ M Z . That means to define the set M S of all joint probability measures with respect to strong independence by
Then the upper probability p S f of failure in case of strong independence is obtained by
where S f = {(x, z) : h(x, z) ≤ 0} and Q the set
of all functions q describing the uncertainty of the failure region R f as in Eq. (10) . We note that in general the entire set Q is needed for the computation of the upper probability p S f of failure and that all combinations of probability measures P X ∈ M X and functions q ∈ Q have to be considered.
Epistemic irrelevance
Let M X →Z be the set of all joint probability measures generated by M X and M Z according to epistemic irrelevance of X to Z which we indicate by X → Z, cf. [8] . This set is defined by
cf. [5, 8, 25] . Then the upper probability p
Here we have the possibility to choose different probability measures P Z ( · | x) ∈ M Z for different values of x ∈ X while in case of strong independence for all x the same probability measure P Z ∈ M Z is used for the selection of z.
Epistemic irrelevance of X to Z (or in our case that the basic variables are epistemically irrelevant to the parameterized limit state functions g z ) is an asymmetric notion of independence meaning only what we have stated in (a) in Section 2.3: "If we learn the values of the basic variables x, our knowledge about the parameters z and therefore about the choice of the limit state functions g z does not change", but not necessarily the other way round.
We continue with the above formula Eq. (12) for p S f , move sup P Z ∈M Z inside the outer integral and get
With
we can write
The function q is the upper envelope of the set Q and describes the union of all imprecise failure regions. If q is an element
The differences and advantages of epistemic irrelevance in comparison with strong independence are:
• Only one function q and not the entire set Q is needed for the computation of the upper probability of failure. That means each P X ∈ M X has to be combined only with the function q and not with all functions in Q . This reduces the computational effort significantly.
• Providing such a function q which describes the imprecise failure region could also be a starting point for the uncertainty analysis, see Section 4.
The probability of failure p f (a, b) with uncertain parameters a and b
The function p f (a, b)
Let us now extend Eq. (9) by adding parameters a = (a 1 , . . . , a n a ) ∈ A ⊆ R n a for the probability density function f X describing the uncertainty of the basic variables and parameters b = (b 1 , . . . , b n b ) ∈ B ⊆ R n b for the density f Z of the additional parameters. This leads to a function
This function p f (a, b) provides an interface for controlling the shape of the probability density functions used for modelling the uncertainty of the basic variables x and the parameters z. We will also write p f (a, b; f X a , f Z b ) if it is necessary to emphasize which density functions are used. An example for such a parameterized density function is the density f X a = f X (μ,σ ) of the Gaussian distribution depending on expectation μ and variance σ 2 .
Uncertain parameters a and b
Now the parameters a and b are assumed to be uncertain, too. Using closed convex sets M A and M B of probability measures to model the uncertainty of the parameters a and b leads to sets M X and M Z describing the uncertainty of x and z. These sets are generated in the following way using the density functions f X a and f Z b :
Then the upper probabilities of failure p S f for strong independence and p X →Z f for epistemic irrelevance are obtained starting with the formulas (12) and (17) for general sets M X , M Z and then specializing using (19) and (20):
In the following we generate these closed convex sets M A and M B of probability measures either by ordinary sets or more generally by random sets. This and the approach with parameterized density functions f X a and f Z b give us a convenient way to generate the sets M X and M Z of probability measures and the possibility to model the uncertainty of x and z by means of more specific probability measures than directly using sets or random sets for x and z. Nevertheless it is possible to model the uncertainty of x and z directly by sets or random sets. We just have to replace the density functions f X a and f Z b by Dirac measures. In Sections 3.3 and 3.4 we specialize formulas (21) and (22) to the cases where sets and random sets are used for the parameters a and b.
Uncertainty of the parameters a and b modelled by sets A and B
We model now the uncertainty of the parameter a by a set A ⊆ A and the uncertainty of 
In an analogous way we obtain the upper probability in case of epistemic irrelevance using Eq. (22):
Uncertainty of a and b modelled by random sets A and B
Here we use random sets A and B to generate the sets M A and M B of probability measures describing the uncertainty of the parameters a and b.
Random sets
A finite random set as introduced in [7] is a family A of focal sets A 1 , . . . , A |A | (|A | denotes the number of focal sets) together with weights m A (A i ) which sum up to one. Then the upper probability P(E) or plausibility Pl A (E) of an event E is given by the formula
A random set A generates a set M(A ) of probability measures defined by
see also [10, 15] . Such sets we will use as special cases of the sets M A and M B to model the uncertainty of the parameters a and b in p f (a, b).
Joint random sets, random set independence
If the uncertainty of two variables a and b is modelled by a random set A with focal sets A i and weights m A (A i ) for the first variable and by a random set B with focal sets B j and weights m B (B j ) for the second one, the joint random set is the family C of all possible Cartesian products C ij = A i × B j of focals sets A i and B j . In the classical version assuming random set independence [5, 7, 10] the joint weights are given by the product
. Then the joint plausibility measure Pl defined by the joint random set C is
Remark: The two key ideas used for the joint plausibility measure Pl are the following:
1. The focal sets A i and B j are chosen in a stochastically independent way, which has the following meaning: Learning which focal set A i of A to take has no influence on our knowledge which focal set B j of B to choose. 
On each joint focal set
in case of strong independence replacing the probability measures P A i and P B j by Dirac measures δ a i and δ b j on their corresponding focal sets A i and B j similar to Section 3.3. A general proof that the upper probability can be obtained by means of Dirac measures can be found in [11, 15] .
Upper probability of failure in case of epistemic irrelevance
Eq. (22) together with (30) results in the upper probability p
with the function q given here by
Upper probability of failure in case of random set independence
In Section 3.4.2 we have already introduced the notion of random set independence. The problem in our case is that the density functions f X a and f Z b are involved in our formulas and that we have to combine not only two random sets A and B but also two density functions. The most general formulation would be
where f X,Z a,b is a joint density function with marginals f X a and f Z b . To take account for independence we use the product of f X a and f Z b (cf. [13] ) and get here
The formula sup a∈A i ,b∈B j p f (a, b) is the same as developed in Section 3.3 for the upper probability in case of strong independence where the uncertainties are modelled by sets. We indicate this by the "S" in the superscript in addition to the "R" for random set independence. The difference to strong independence in Section 3.4.3 is that the "sup" is inside instead of outside the sums. So it is clear that we have p S
Let now P be a joint probability measure on A i × B j , P B ( · | a) a conditional probability measure of P given a and P A = P( · × B) the marginal of P. Continuing with Eq. (36) and using the law of total probability we get
with functions
defined now for each focal set B j . The formula
is the same as defined in Section 3.3 for the upper probability in case of epistemic irrelevance where sets A and B are involved. This will be indicated by "X → Z" in the superscript in addition to the "R". Comparing Eqs. (33) and (37) it is clear that
R,X →Z f holds because " " and "sup" are swapped. Both results are a generalization of Eq. (31) and the remark in
We note that in the case where Dirac measures are used for f X a and f Z b the result is the classical joint plausibility measure Pl. This means that we then have p R
Ordering of the upper probabilities
We summarize the orderings of the upper probabilities in the case where the uncertainties of the parameters a and b are modelled by random sets:
cf. Eqs. (15) and (37) and Section 3.4.5.
Summary of all formulas
General case, uncertainties modelled by closed convex sets M A and M B of probability measures
Strong independence:
Epistemic irrelevance: p
Special case, uncertainties modelled by ordinary sets A and B
Special case, uncertainties modelled by random sets A and B
Random set independence:
Alternative approaches and views
Let Y |x = h(x, Z) be the conditional random variable for the uncertain output of the parameterized limit state function h given a value of the basic variables x, Z the random variable corresponding to the additional parameters z, f Y |x : Y ⊆ R → R the probability density of Y |x and F Y |x : Y → [0, 1] the probability distribution function. Then our function q : X → [0, 1] describing the uncertainty of the failure region R f is defined by On the one hand the functions f Y |x , F Y |x and q (or F Y |x and q if sets of probability measures are involved) can be used to visualize the uncertainties in the limit state function. On the other hand the uncertainties in the limit state function can be specified by providing these functions. Especially describing the uncertainty in the failure region R f by means of the function q in case of epistemic irrelevance opens the possibility to start also with fuzzy failure regionsR f to describe the model uncertainty, see [22, Chapter 6] . Note that there may be a conceptual but not a formal difference between the function q and a membership function μR f of a fuzzy failure regionR f . Both q(x) and μR f (x) are the (upper) probability that the given
x belongs to the set R f , cf. also the view of Menger [21, 24] . The direct specification of the limit state function g in its uncertain format in place of introducing additional parameters was also suggested in [17] .
We show now how the two approaches are connected for the case that h is given by y = h(x, z) = g(x) + z which means to add something uncertain to a deterministic limit state function g. Substituting z = y − g(x) in Eq. (18) leads to
The density function f Y |x (g(x),b) describes the uncertainty of the output of the limit state function. It is the same density function as f Z b , but moved from 0 to g(x). This is indicated by the additional parameter g(x) of the density function f Y |x (g(x),b) depending now on parameters which are not constant on X. Modelling the uncertainty of parameter b by a set B we get an example for functions q and F Y |x :
using both approaches. In an analogous way we obtain
which is the lower probability of failure given x ∈ X. Alternatively to the function
depending on a parameter a for the probability density f X a and on a function c : X → R n c providing for each x ∈ X parameters c(x) ∈ R n c for the probability density f Y |x c(x) of the conditional random variable Y |x given x. 
Numerical example
Problem statement
As a simple numerical example we consider a beam of length L = 3 m supported on both ends and additionally bedded on a spring, cf. Fig. 1 (left part) . The values of the beam rigidity EI = 1 kNm 2 and of the load q = 100 kN/m are deterministic, but the value of the spring constant x (in our notation for the basic variables) is assumed to be uncertain. Then the deterministic limit state function g depending on the spring constant x is given as 1
see Fig. 1 (right part) . M(ξ , x) is the bending moment at a point ξ ∈ [0, 3] on the beam depending on the spring constant x and M yield = 21 kNm is the elastic limit moment of the beam for both positive and negative moments.
We use this example for explaining the different cases and methods in this paper and not because we would need an uncertain limit state function for this simple problem.
Modelling the uncertainty of the spring constant x
The uncertainty of the value of the spring constant x ([kN/m]) is modelled either by an interval A, by a random set A or by a Gaussian distribution where the parameters (μ, σ ) of this distribution may be uncertain, which is described again by sets or random sets. In the following we present what we will use for the basic variable x in the examples in the next section.
Interval A modelling the uncertainty of x
The interval which we will use is A = [a, a] = [20, 30] kN/m.
Random set A modelling the uncertainty of x
The random set A is given by the focal sets 
Probability distribution modelling the uncertainty of the basic variable x
We assume that x is Gaussian distributed (density f X a ) with parameters a = (μ, σ ). These two parameters are either deterministic (a = (34, 1), a = (32, 2) or a = (25, 10)) or uncertain. In the latter case we model the uncertainty of or by a random set A which is given by the focal sets Fig. 3 :
Cases and examples
This section is devoted to examples for uncertain limit state functions, that means to examples for the density function f Z b and uncertainty of the parameter b which both together describe the uncertainty of the parameter z in the parameterized limit state function h(x, z). Using the limit state function g and the uncertain variables x given in Section 5 we develop computational formulas for the upper probability p f of failure for special types of uncertain limit state functions taking the different notions of independence into account. For each of the presented uncertain limit state functions the parameteri- h(x, z) , the density function f Z b and the uncertain parameter b have to be given. In the first examples we model the uncertainty of the parameter z directly by sets or random sets which leads to sets or random sets of parameterized limit state functions. Therefore we have to replace the density function f Z b by Dirac measures. Later on f Z b is the density of a Gaussian distribution with parameters b = (μ, σ ) which results in random limit state functions.
We give now an overview of the examples in this section:
Deterministic limit state functions: The purpose of this example is to recall the propagation of uncertainty through a function g. For the use of a deterministic limit state function in the more general context of uncertain limit state functions we set h(x, z) := g(x) + z for the parameterization and f Z b := δ 0 . This means that here b = z := 0 is a deterministic parameter.
Sets of parameterized limit state functions:
We set f Z b := δ z and b := z ∈ B where B is a set of parameter values which leads to a set G of limit state functions. As a special case we use the parameterization h(x, z) := g(x +z) which horizontally moves the limit state function g. Random sets of parameterized limit state functions: In the first example of this type the parameterization is given by
we set again f Z b := δ z , b := z where the uncertainty of b is modelled now by a random set B. This means to add a random set B to each function value g(x). In the second example we use the parameterization h(x, z) := g(x + z 1 ) − z 2 . In both examples each focal set B j of the random set B generates a set G j of parameterized limit state functions which results in a random set G of limit state functions.
Random limit state functions with deterministic parameters:
Here we use the parameterization h(x, z) := g(x) + z and a density function f Z b where the parameter b is a deterministic value. Specifically, f Z (0,0.5) is the density of a Gaussian distribution with parameters b = (μ, σ ) = (0, 0.5). This means to add a random variable Z ∼ N(μ, σ 2 ) to each function value g(x) of a limit state function g. Random limit state functions with uncertain parameters: In addition to the previous example the parameter b is now uncertain which is described by a set B.
Single deterministic limit state functions
Here we show how the tradional concept of a deterministic limit state function g fits into this more general concept and recall how to propagate the uncertainty of the basic variables x through a deterministic limit state function g, see also [10] [11] [12] [13] 15 ].
Preliminaries
When we have a single deterministic limit state function g(x) it is obvious to set h(x, z) := g(x), but we will use a more general formulation setting y = h(x, z) := g(x) + z and f Z b := δ 0 which means that z = b = 0. Then the probability of failure depending on parameters a and b = 0 is given by
where the function q, q(x) = χ(g(x) ≤ 0) ∈ {0, 1}, is the indicator function of the failure region R f = {x ∈ X : g(x) ≤ 0}, cf. Section 2.1. We emphasize that in the case of a single deterministic limit state function g we always have 
as in Section 4 leads to
and Fig. 4 the limit state function g (cf. Eq. (62)), the indicator function q and the probability distribution function F Y |x g(x) at x = 20 are depicted.
Uncertainty of x modelled by a set A
We model now the uncertainty of the basic variable x by a set A. To obtain the upper probability p f we set in Eq. (65) f X a := δ x , a := x and maximize p f on the set A (cf. Eq. (47)): 
where g(A ) is a random set with focal sets g(A i ) and weights m g(A ) (g(A i )) = m A (A i ). The result is the plausibility measure Pl g(A ) ((−∞, 0]) as expected in the case of a single deterministic limit state function g, cf. [12] . For the random set A as given in Section 5.2.2 we get p f = m A (A 1 ) = 0.2, because only for A 1 we have g(A i ) ≤ 0 or (in another point of view) an x ∈ A i with q(x) = 1, cf. Fig. 5 .
Uncertainty of x modelled by a probability distribution
Now we model the uncertainty of x by a probability distribution with deterministic parameter a which means to return to the more general version p f (a, 0; f X a , δ 0 ) where f X a is a probability density function parameterized by a, see Eq. (65). As expected we have to integrate the probability density function over the failure region R f described by q. This is indicated in Fig. 6 (left part) where f X a is the density function of a Gaussian distribution with parameters a = (μ, σ ) = (34, 1) leading to p f = 0.7580.
In addition we assume now that the parameter a is uncertain itself where the uncertainty is described by a set A or by a random set A , cf. [13, 16] . In case of a set A we get the upper probability p f by means of 
using simplified versions of Eqs. (50) and (51). The optimal values (μ * i , σ * i ) ∈ A i leading to p f are (μ 1 , σ 1 ) ∈ A 1 , (μ 2 , σ 2 ) ∈ A 2 and (μ 3 , σ 3 ) ∈ A 3 . The upper bounds μ i are used because they are nearer to or inside the failure region R f described by q. The lower bounds σ i are taken where q(μ i ) = 1 (μ i ∈ R f ) to keep the probability mass inside R f and σ i otherwise, cf. 
Sets of parameterized limit state functions
Let B be a set and G = {g z : g z (x) = h(x, z), z ∈ B} the family of limit state functions parameterized by z ∈ B. Further let g be the lower envelope of G defined by g(x) = inf g z ∈G g z (x) and g the upper envelope. Here we have to set f Z b := δ z and b := z in Eq. (49) which leads to the functions
for strong independence, and Eq. (48) together with Eq. (75) leads to
For an interval A modelling the uncertainty of x we have to set f X a := δ x and a := x in addition. Then the results for strong independence and epistemic irrelevance coincide:
because only one single x ∈ A is used at the same time in the formulas. We obtain the upper probability for our example by means of
where g(A) = min(g(a), g(a)) by the same arguments as in Section 6. 
Uncertainty of x modelled by a probability distribution
For f X a = δ a we get different results for strong independence and epistemic irrelevance since more than one x is involved at the same time according to the density f X a . For our example where the uncertainty of x is modelled by a Gaussian distribution with parameters a = (μ, σ ) = (25, 10) we obtain
and 
for strong independence. Further we then have
for epistemic irrelevance and 
see Fig. 10 and Section 4.
Uncertainty of x modelled by an interval A
In case of the interval A = [20, 30] we obtain
using Eqs. (47), (48) and (107). for the random set A given in Section 5.2.2.
Uncertainty of x modelled by a random set
Uncertainty of x modelled by a single probability distribution
For a Gaussian distribution (density f X a ) with deterministic parameters a = (μ, σ ) = (32, 2) we get the result p f ((32, 2), (0, 0.5), f X (32,2) , f Z (0,0.5) ) = X Z χ(g(x) + z ≤ 0)f Z (0,0.5) (z)dz f X (32,2) (x)dx = X q(x)f X (32,2) (x)dx = 0.3299.
Both sets M X and M Z have only one element and we are using the product measure. cf. Eq. (107), and by
Random limit state functions with uncertain parameters
q(x) = F Y |x (0) = ⎧ ⎪ ⎨ ⎪ ⎩ F Y |x (g(x)+μ,σ ) (0) if g(x) + μ > 0,
Conclusion
To model uncertainties we extended limit state functions g depending on basic variables x to functions h by adding additional parameters z. Then we introduced a function p f (a, b) for the probability of failure. This function provides an interface for controlling the parameters a and b of the probability density functions f X a and f Z b used for modelling the uncertainty of the basic variables x and the new additional parameters z. In a next step the two parameters a and b were assumed to be uncertain. To obtain the upper probabilities of failure we developed computational formulas which can be applied for all well established models describing the uncertainty of a and b such as probability distributions, intervals, sets and random sets.
Since the use of sets or random sets leads to sets of probability measures we discussed several notions of independence arising in this context. We focused on strong independence, on epistemic irrelevance of the basic variables to the limit state functions and on random set independence.
The differences of these three notions are:
Strong independence: The complete information about the uncertain limit state function is needed and all combinations of probability measures describing the uncertainty of x and the functions q ∈ Q describing the failure regions of the parameterized limit state functions g z have to be considered for the computation of the upper probability of failure. Epistemic irrelevance: It is sufficient to know the function q which condenses the uncertain limit state function and describes the union of all uncertain failure regions arising with the parameterized limit state functions g z as an upper envelope of the set Q . We also mentioned that such a function q could be a starting point for the uncertainty modelling. Random set independence: Its interpretation is the combination of upper probabilities of failure resulting from a reliability analysis made by different experts where the weights of the focal sets are the belief we have in the experts' results.
That means the amount of information we have to deal with decreases from the uncertain limit state function itself to the function q and to the upper probabilities. This reduction of information is also reflected in the orderings of the upper
, p RS f and p R,X →Z f and in the computational effort. These we exemplified for different cases of uncertainty models by means of a simple engineering example and addressed visualization methods and alternative approaches as well.
