Abstract-Inspired by the recent advances on minimizing nonsmooth or bound-constrained convex functions on models using varying degrees of fidelity, we propose a line search multigrid (MG) method for full-wave iterative image reconstruction in photoacoustic tomography (PAT) in heterogeneous media. To compute the search direction at each iteration, we decide between the gradient at the target level, or alternatively an approximate error correction on a coarser level, relying on some predefined criteria. To incorporate absorption and dispersion in the adjoint operator, we derive the analytical adjoint directly from the first-order acoustic wave system. The effectiveness of the proposed method is tested on a total-variation penalized Iterative Shrinkage Thresholding algorithm (ISTA) and its accelerated variant (FISTA), which have been used in many studies of image reconstruction in PAT. The results show the great potential of the proposed method in improving speed of iterative image reconstruction.
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I. INTRODUCTION
P HOTOACOUSTIC Tomography (PAT) is a hybrid imaging technique, which combines the advantage of high contrast attributed to optical imaging and rich spatial resolution brought up by ultrasound. Typically near-infrared pulses of light are used to irradiate tissue, which are then absorbed preferentially as a function of the optical absorption of the tissue. The absorbed energy produces local increases in pressure, which move outwards because of the elasticity of soft tissues, and are then sampled temporally by surface detectors [30] .
To estimate the optical absorption distribution of the irradiated tissue from the recorded surface data, one faces two distinct inverse problems, namely acoustic [30] and optical [27] . To solve the acoustic inverse problem, numerous filtered back-projection methods based on the spherical mean Radon transform [8] , [15] , or eigenfunction expansion techniques [35] have been proposed. While analytically brilliant, they are practical solely for acoustically homogeneous media with simple detection surfaces.
A robust forward model for heterogeneous media is the kspace pseudo-spectral method, which accounts for physical absorption and dispersion, and simply incorporates perfectly matched layers (PMLs) [28] , [29] . The least restrictive inversion technique for PAT is the time reversal (TR) scheme [17] , [18] , [30] since it is able to enrich the reconstruction by all practical considerations incorporated into comprehensive forward models such as the k-space wave propagator [9] , [29] .
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The TR method is inherently based on a continuous model, and thus requires the detection surface to be very dense and enclose the object [17] , [18] . This is problematic for 3D PAT, especially in medical applications. To circumvent the effects of data incompleteness and noise, iterative methods are often used, most of which are based on assuming an acoustically homogeneous and lossless medium [7] , [12] , [32] .
In medical PAT, the compartmentalised distribution of chromophores composing tissues induces step-like pressure discontinuities within absorbing regions, which makes the generated waves highly broadband [30] . To cover such a broad range of frequencies in the reconstruction, very dense grids are needed which make iterative PAT computationally burdensome. To mitigate this problem, numerous methods have been proposed to accelerate wave propagation models [2] , [10] , [21] . By recent advances on data casting and parallelization using graphics processing units (GPUs), wave propagation models were accelerated notably for both homogeneous [11] , [33] and heterogeneous media [29] .
Among a great number of optimization methods used for iterative PAT, a TV-penalized variant of Fast Iterative Shrinkage Thresholding Algorithm (FISTA) is very popular [4] , [5] . The successful applications of this algorithm to homogeneous lossless [34] , or heterogeneous lossy media [19] haven been reported. To compute the gradient for heterogeneous media, the adjoint was computed by a "discretize-then-adjoint" method in [19] . Recently, an adjoint was derived for PAT, based on an "adjoint-then-discretize" method [3] , from the second order acoustic wave equation which does not include absorption and dispersion. Instead, here the adjoint, including absorption and dispersion, will be calculated based on the first order acoustic system of three coupled equations. In the absence of absorption and dispersion this matches the adjoint in [3] .
In general, whenever a finite-dimensional optimization problem arises from an infinite-dimensional continuous problem, it is possible to control the fidelity with which the optimization model captures the underlying continuous problem [24] . In the case that the arising discretized model is very largescale, multi-grid (MG) schemes, which exploit a hierarchy of discretized models (levels) of varying size, are very popular.
A MG scheme for unconstrained smooth optimization problems was first proposed in [22] , in which the information at the coarse level is utilized to compute the search direction at the target level. This method was recently extended to composite convex functions involving a smooth term plus a non-smooth 1 term [16] , [24] , relying on the recent theoretical advances on minimization of smoothable functions [6] . Additionally, Nash's method was recently extended to smooth bound-constrained optimization [20] .
To mitigate the burdensome computational requirements of iterative PAT, we propose a line search multi-grid method for full-wave iterative image reconstruction in PAT so that at some iterations, a recursive search direction is computed by minimizing the objective function at some coarser levels. Here the proposed (MG) method is applied to ISTA and FISTA, but it can be easily applied to other first order methods such as Primal-Dual algorithms [2] .
II. BACKGROUND

A. Forward Problem
Here, the acoustic wavefield propagation in a heterogeneous lossy medium is described relying on three coupled equations. Let p(r, t) denote the acoustic pressure at position r ∈ R d (d = 2 or 3), and time t ∈ R + . Additionally, let u(r, t) denote the vector-valued acoustic particle velocity, c 0 (r) denote the varying sound speed, and ρ(r, t) and ρ 0 (r) represent the acoustic and ambient densities, respectively. The acoustic wavefield propagation is now given by
with initial conditions
The absorption and dispersion proportionality coefficients, τ (r) and η(r) respectively, are calculated by
where α 0 is the absorption coefficient in dB MHz −y cm −1 , and y denotes the power law exponent [30] . The k-space pseudo-spectral method is known to be a very efficient method for solving the above equations [9] . A toolbox for modeling of acoustic wavefield propagation based on this method is freely available [28] , and was used in this study.
B. Inverse Problem
The acoustic inverse problem is to estimate the initial pressure p 0 (r) inside a bounded region Ω ⊂ R d from the measurements p m (r s , t) taken at positions r s within an open set Γ ⊂ R d−1 from time t = 0 to T . 1) Time Reversal (TR): Employing the time reversal method, p m (r s , t) is enforced as a Dirichlet boundary condition in a time-reversed order, yielding p(r s , t) = p m (r s , T − t), with initial conditions set to zero for the time reversed field. The time T is assumed to be sufficiently large so that all waves leave the medium, yielding p(r, T ) = 0 [30] . This is, however, not exactly held for even dimensions or heterogeneous media [17] , [18] . It was shown that to account for the absorption and physical dispersion in TR, the absorption term in (3) must be reversed in sign, while the physical dispersion term remains unchanged [30] . Also, iterative TR methods have been proposed and proven to converge to the correct solution in many cases [25] , [26] .
2) Variational methods: The accuracy of the TR approach is limited for incomplete or sub-sampled data. In such cases, variational image reconstruction methods provide an effective alternative [3] , [19] . Let p 0 ∈ R N denote the sought after initial pressure distribution, andp ∈ R M and ε denote the time series of measured data and Additive White Gaussian Noise (AWGN), respectively. Additionally, let A represent the discrete numerical model of acoustic propagation, discussed in II-A, and measurement by the sensors. We then havê
Inferring p 0 fromp amounts to solving a regularized leastsquare optimization problem in the form
Here, λ > 0 is a regularization parameter, and J (p 0 ) is a regularization functional that can be used to impose a-priori information about the true solution, and to regularize the inversion. Most algorithms to solve (6) require an efficient numerical scheme for computing the adjoint of the forward operator A, denoted here by A * . Specifically, for the forward problem described in II-A, a "discretize-then-adjoint" method was proposed, where the computational steps of the forward problem are explicitly reversed [19] . The adjoint obtained by this strategy may not correspond exactly with a discretization of the adjoint in the continuous domain. Very recently, a general analytic form of the adjoint in PAT was derived [3] , where the time-reversed pressure time series p m (r s , T − t) are added as a time-dependent mass source term s(r, t) to (2) . In comparison, in the TR approach they are enforced as an explicit Dirichlet boundary condition [30] . However, the method in [3] gives the adjoint using the second order acoustic equation, which does not include absorption and dispersion. In order to include absorption and dispersion, we will derive the adjoint using (1), (2) and (3).
III. ADJOINT OF THE THREE-COUPLED FIRST ORDER
WAVE PROPAGATION EQUATION Similar to [3] , the continuous forward operator is the map
where w(r, t) ∈ C ∞ 0 (Γ×[0, T ]) restricts the pressure p(r, t) to the set Γ accessible to the sensors, and M maps the accessible spatio-temporal part of the pressure field into the measured datap. Like [3] , we will assume that M is the identity map for our numerical simulations. Now, we have H * = P * M * , where
Let us first define the adjoint fields,p,ũ,ρ, by
with final time conditions
LetΩ ⊂ R d to be a sufficiently large set so that for r ∈ R d \Ω and t ∈ [0, T ] we have p(r, t) = ρ(r, t) = 0, and u(r, t) = 0, and Γ ⊂Ω. By definition of the adjoint, for any h(r, t)
(11) The claim is that
To prove this we start with Eq. (2), which yields
Using (9), and the fact that −∇ 2 is self-adjoint, we have
Now, integration-by-parts in both integrals, together with (3) and the initial/final conditions in Eqs. (4) and (10), yield
Considering ∂ρ ∂t (r, 0) = −ρ 0 (r)∇ · u(r, 0) = 0 by (2) and in light of (3), we finally have
Next, Eq. (1) gives
Integration-by-parts and enforcing the initial/final conditions again give
(14) Adding (13) and (14) yields
Now, Eqs. (7) and (8) yield
Finally, using (11), we see now that
ρ0(r) , and thus the claim (12) about the adjoint is proven. Now we reformulate the system of equations for the adjoint fields in a time-reversed order. To this end, the new timereversed adjoint fields are defined by
It is then straightforward to check that these satisfy the following
In terms of the time reversed fields, the adjoint is thus given by
Taking τ (r) = 0 and η(r) = 0 makes this adjoint the same as that proposed in [3] for lossless media. In the sequel, for simplicity of notation, the sought after discretized initial pressure p 0 is denoted by x.
A. First-order Optimization Methods for PAT
In a more general framework, problem (6) is in a class of non-smooth constrained convex minimization problems of the form
Here, f (x) = Ax −p 2 is a continuously differentiable function with Lipschitz continuous gradient having smallest Lipschitz constant L f = 2λ max (A * A), where λ max (.) stands for the largest eigenvalue. The gradient of f is computed by
Additionally, we take g(x) = 2λJ (x)+δ C (x) where δ C is the indicator function for the set C representing the constraints.
In our case C = {x 0}. Applying the so-called backwardforward splitting method to a fixed point iterative scheme arising from the optimality conditions of problem (6) gives at iteration k [5]
Here, the operator prox α k (g) denotes the proximal map
In PAT, the regularization functional J is often taken to be total variation (TV) thanks to its ability to recover feature edges [2] . Here the proximal map associated with this functional was computed based on a dual approach given in [4] and [19] . Equation (17) is the basic step of the Iterative Shrinkage Thresholding Algorithm (ISTA). Applying ISTA, the convergence of the iterates x k to a minimizer x * of problem (15) 
. To determine L f , the largest eigenvalue of A * A is computed iteratively by the power method [3] . Since L f is independent to the unknown p 0 , and is solely dependent on the physics of the problem, it can be used for all experiments done by a fixed setting. Otherwise, α k can be computed adaptively by backtracking line search techniques, which is inefficient for large-scale PAT problems. From a theoretical point of view, an acceleration to ISTA was established by Fast Iterative Shrinkage Thresholding Algorithm (FISTA) [5] , which provides a global convergence rate of O(1/ √ ), compared to O(1/ ) for ISTA, where denotes the desired accuracy. FISTA with step size α k is outlined in Algorithm 1 [5] .
Step 0:
Step k 1:
Note that replacing step 6 by θ k = 0 in Algorithm 1 gives y k+1 = x k , and reduces the algorithm to ISTA. In the next section, the multi-grid algorithm will be described for a general algorithm like FISTA but with step 6 possibly replaced. Thus the extension to ISTA or other first-order optimization methods will be straightforward. The convergence of sequence x k provided by FISTA is proven when α k ∈ (0, 1/L f ). For applications of FISTA in iterative PAT, see [19] , [34] , and for ISTA, see [3] .
IV. LINE SEARCH MULTI-LEVEL OPTIMIZATION METHOD
Step 3 in Algorithm 1 is in a class of line search techniques which call for a steepest descent search direction with a step size α k = 1/L f and a search direction −∇f (y). Specifically in PAT problem, the major cost of each iteration is this step, since computation of ∇f requires solving a forward and adjoint problem, while the cost of computing the proximal map in step 4 is almost negligible.
To improve the speed of Algorithm 1, a multi-grid (MG) line search strategy is adopted based on the Nash's well-known method [22] so that at each iteration the algorithm decides between two possibilities: a direct search direction computed at the target level by step 3, or alternatively a recursive search direction generated from some steps taken at coarser levels.
A. First-order Coherence of Levels for Unconstrained Smooth Optimization: An Extension to FISTA
We define the level that supports the fine resolution, referred to here as the "target level", by subscript h and the next coarse level by h − 1. To guarantee convergence on multiple levels, the first order optimality conditions of the levels must match. To attain this, Nash [22] suggests adding a linear term to the objective function at the next coarse level. We extend Nash's method to FISTA so that to compute a recursive search direction, starting from iteration y h,k at the target level, we use as the objective function at the next coarse level h − 1
where v h−1 stands for
y h,k the initial point at the next coarse level h − 1. Note that y h−1,1 = x h−1,0 according to the initialization in algorithm 1. In this way, the gradient of the objective functions at the point of transfer between the two levels matches so that
This property is called "first-order coherence" [16] , [22] , [24] , [36] .
B. Extension to Unconstrained Non-smooth Optimization
The approach given above is not applicable to non-smooth objective functions since the computation of ∇F is not possible. From a theoretical point of view, an approach for minimizing non-smooth functions via treating the problem as a sequence of smooth problems has been considered. A global convergence rate of O(1/ ) was first established for functions with so-called "explicit max-structure" [23] , and was then extended to the so-called "smoothable" functions [6] . Recently, relying on the mentioned works, Nash's multi-grid method was extended to unconstrained composite functions involving a smooth term plus a nonsmooth 1 term. The convergence rate of ISTA on a multi-grid setting was established by [24] . Recently, a MG method with an optimal rate of convergence (O(1/ √ )) was proposed [16] . This has been inspired by a modified variant of Nesterov's acceleration technique, where the problem is treated as a linear combination of a primal gradient and a mirror descent steps [1] . The global convergence rate established by this MG method is optimal, but the bound on the worst case convergence rate is greater than that of the standard "gradient and mirror descent" algorithm in [1] . Note that in practice the sequence x k provided by the "gradient and mirror descent" algorithm matches that of FISTA on a fixed grid [1] , [16] . However, as opposed to the MG variant of FISTA proposed here, we observed that the MG algorithm proposed in [16] is not efficient in PAT.
In order to use MG with FISTA, at y h,k , we smooth the TV penalty function in the form
where ρ is the smoothing parameter. The gradient of F is now computed as [31]
The implementation of the Nash's theory via computing v h−1 and minimizing φ h−1 by Eqs. (20) and (19) is now straightforward in the unconstrained case.
C. Extension to Constrained Convex Optimization
In general, very few studies exist in the literature to generalize Nash's method to bound-constrained optimization, e.g., [14] . In [13] , a method to deal with bound constraints for problems in an MG framework was proposed based on truncation of indices at which the constraints are active. The truncation method is very conservative, and thus reduces the speed of the MG method. Recently an MG approach for smooth constrained optimization problems has been developed via restriction of bound constraints, rather than truncation of active sets [20] . For the sake of clarity, the method is presented here for a more general case by denoting the lower bounds at level h by ϕ h , and the lower bound on the jth index by ϕ h,j , rather than zero. As above, let y h,k be the point at which we compute a recursive search direction, and let A ϕ h denote the set of active constraints, i.e.
where I h is the set of indices of nodes at level h. Note that in FISTA, the constraint is enforced to x h , whereas the transfer between levels is done at y h . The restriction of bound constraint ϕ h is done element-wise in the form [20] Î h−1 hφ h i = 0, if max{φ h,j |j ∈ I h,i } = 0 max{φ h,j |j ∈ I h,i }, otherwise, where I h,i denotes the union of indices at level h that locate at the same position as, or neighbor to, index i at level h − 1. Below a cycle of FISTA on two grids, enriched by the approach in [20] for dealing with the nonnegativity constraint, is outlined. For further details, the reader is referred to [20] .
Algorithm 2 A cycle of FISTA in MG framework 1: Step 0: y h,1 = x h,0 2:
Note that at level h − 1, the objective function is smooth, and thus the proximal map in algorithm (1) is reduced to a projection to the feasible set defined by ϕ h−1 . Here, K c denotes the number of iterations at level h − 1 for coarse error correction, while K 1 and K 2 denote the number of iterations at the fine level which correspond to the pre-smoothing and post-smoothing steps, respectively, and K = K 1 + K 2 + 1. These parameters depend on some criteria which decide when to choose a recursive search direction.
D. Decision on Recursive Search Direction
At the beginning of each iteration k the algorithm decides whether to compute a recursive search direction on the coarse level. This depends on the first-order optimality condition at the current iterate y h,k at the two levels, as well as the distance between the iterate and pointỹ h at which the last recursive search direction is performed [16] , [24] , [36] . In particular, a recursive search direction is used at y h,k if
where q is the number of consecutive steps with direct search direction, and κ ∈ 0, min(1, min I h−1 h ) , ϑ > 0, and K d are some predefined parameters [16] , [24] . The first condition implies that a recursive search direction is not efficient if the first-order optimality condition is almost satisfied at the starting point of the coarse error correction, as this makes the minimization of the objective function at the coarse level ineffective. Furthermore, the second condition implies that a recursive search direction is not efficient if point y h,k is very close to the pointỹ h , unless the algorithm performs many consecutive steps at the fine level (error smoothing steps), say greater than K d .
V. NUMERICAL RESULTS
Numerical studies were performed to investigate the effectiveness of the proposed multi-grid strategy on performance of ISTA and FISTA for iterative image reconstruction in PAT. To numerically solve the three-coupled first order acoustic wave equations, which were described in Section II-A, the K-Wave MATLAB toolbox was used [28] , [29] . Additionally, to compute the gradient defined in (16) at each iteration at each level, the adjoint operator A * was computed based on the "adjoint-then-discretize" method (cf. Section III). The processor that was employed in this work is an Intel(R) Core(TM) i5-4570 CPU @ 3.20 GHz with a RAM of 8.00 GB and a 64-bit operating system (Windows 7, Microsoft).
A. 2D PAT Simulation
A square grid with a size of 2.36 × 2.36 cm 2 was created, which is made up of 472×472 grid points evenly spaced with a separation distance of 5×10 −2 mm in both x and y dimensions, supporting frequencies of up to 13.23MHz. To measure the propagated wavefield, 200 point-wise pressure detectors were equidistantly placed along the left half of a circle having a radius of 11mm so that π radians of the circle were covered by the detectors. An anisotropic absorbing boundary condition, the so-called perfectly matched layer (PML), was added to the simulated grid with a maximum attenuation coefficient of 2 nepers per meter and a thickness of 20 grid points at each side in order to reduce spurious reflections at the boundaries [28] , [29] .
Medium's properties: Fig. 1(a) shows the distribution of the physical properties within the medium. In this figure, the light blue region represents a sound speed of 1500 ms −1 and a density of 1000kgm −3 (water), the orange region represents a sound speed of 1730 ms −1 and a density of 1150 kgm −3
(skin), the dark blue region represents a sound speed of 1450 ms −1 and a density of 950 kgm −3 (fat tissue), and the sound speed and density for the vasculature have been set to those of blood, i.e., 1575 ms −1 and 1055 kgm −3 , respectively. The resulting maps were then contaminated with a 35db Additive White Gaussian Noise (AWGN) in order to make the phantom more realistic. Note that medium's properties in realistic tissues are often much smoother than the simulated maps, and do not have sharp interfaces. However, sharp maps were provided in order to make a challenge for coarse error correction in the MG method.
Furthermore, the absorption coefficient was set to 0.75 dB MHz −y cm −1 for the whole medium, except the area that represents water, where it was set to 2 × 10 −3 dB MHz −y cm −1 . The attenuation power law exponent was set to 1.5 for the entire medium.
Since the exact maps are not readily available, the fixed averaged values were applied to the maps used for reconstruction. In addition, the "skin-water" and "skin-soft tissue" interfaces were shifted towards the sensors by 2% of radius of the circle aligning the sensors. To mitigate errors arising from aliasing, for all forward and adjoint models, the medium's properties were smoothed by the k-wave toolbox [28] .
The phantom was created so that it simulates the pressure distribution of vessels with a maximal amplitude of 2. Fig.  2(a) displays the simulated phantom. To avoid spurious oscillations in the computed pressure field, high frequencies of the initial pressure distribution were eliminated by a self-adjoint smoothing operator. This operator was then included in the adjoint (see [3] ).
The computed time-dependant pressure field arriving at the sensors was then sampled evenly in time in 2655 time steps. The interpolation of the pressure field to the sensors was performed by the well-known linear method. The generated data was then contaminated with a 30 dB AWGN noise. In order to avoid inverse crime, the reconstruction was applied to a grid made up of 328 × 328 grid points, which supports a maximal frequency of 10.07 MHz. The PML at each side of the grid was proportionally reduced to 16 grid points. This grid will further be used as the "target grid" for our proposed multi-grid algorithm. The images were evaluated by Relative Error (RE), which is defined as
where p sol stands for the reconstructed image interpolated back to the forward model, and p exact denotes the pressure field corresponding to the simulated phantom. Fig. 2(b) shows the image reconstructed by TR, which has an RE of 68.95%.
Iterative methods: The iterative reconstruction was per-formed by TV-regularized ISTA, i.e., Algorithm 1 replacing step 6 by θ k = 0. The step size α k is chosen to be 2/L f . Similar to [2] , [3] , λ max (A * A) was computed by "power iteration" method, which yields a maximal step size α k = 1/λ max (A * A) [4] . It is worth noting that adaptive selection of step size by backtracking strategies is not efficient for PAT. This is because a backtracking loop may require many implementations of forward model, which makes the algorithm computationally costly. The regularization parameter was heuristically set to λ = 1 × 10 −2 . The MG variant of ISTA, Algorithm 2 with FISTA replaced by ISTA, was then employed to reconstruct images on two grids having sizes 328 × 328 and 164 × 164. The coarse model supports a maximal frequency half the fine grid, i.e. 5.038 MHz. For iterations at which a recursive search direction was computed, the TV function was smoothed by ρ = 1 × 10 −2 as in (21) . At the coarse level, the time step was increased twice proportionally to the spatial spacing of the grid, and the number of grid points associated with the PML was halved so that the thickness of the PML was the same as the target level. Fig. 3(a) shows RE of the reconstructed image. To make a fair comparison between the competing algorithms, the image parameters were plotted versus CPU time, rather than iteration number although the iterations are also shown as black dots. As seen in this figure, the sequence x k provided by the MG method has approached the optimum x * much faster than the fixed-grid method. The fixed-grid algorithm was terminated after 4.87 × 10 3 s (38 iterations), and finally reconstructed an image having an RE of 49.14%, whereas the MG algorithm provided an image having an RE of 48.68% at 1.20 × 10 3 s (6 iterations). This indicates that the MG variant of ISTA was four times faster than the fixed-grid ISTA. The MG algorithm was finally terminated after 2.07 × 10 3 s (11 iterations), and provided an image having an RE of 47.81%. This implies that the MG algorithm was able to converge even in the vicinity of the optimum. Fig. 3(b) shows the norm of residual, denoted by RES, in the same way as RE. RES is defined at iteration k as
As show in this figure, ISTA provided a RES of 18.68 at 4.87 × 10 3 s (38 iterations), while the MG variant of ISTA reached a RES of 18.60 after 1.69 × 10 3 s (9 iterations). This indicates that the MG version of ISTA has reduced the RES almost three time faster than ISTA on a fixed grid. Fig. 3(c) displays the objective function values (F ) provided by ISTA versus the CPU time. As shown in this figure, the MG strategy has reduced the objective function faster than the fixed-grid method.
Figs. 4(a), 4(b) and 4(c) display the RE , RES and F values of sequences provided by FISTA, respectively. The step size was chosen to be 1/L f [4] , [5] . This makes FISTA slower than ISTA at early iterations, but FISTA better approached the optimum than ISTA at later iterations. This figure shows that the MG technique has reduced RES and F almost 2.5 times faster than FISTA on a fixed grid. Additionally, a comparison between the obtained RE values shows that the MG variant 
B. 3D PAT Simulation
A 3D grid with a size of 1 × 1 × 0.25 cm 3 was created, made up of 160 × 160 × 40 grid points with a spatial spacing of 6.25 × 10 −2 mm, supporting a maximal frequency of 11.60 MHz in all axes. To measure the propagated wavefield, 36 × 36 point-wise pressure detectors were placed on the top surface of the grid (see [2] ). A PML made up of 20 grid points with a maximum attenuation coefficient of 2 nepers per meter was added to all surfaces of the grid. The sound speed and density maps were simulated inhomogeneous, as shown in Fig. 6(a) . From the top to bottom, the colored layers represent properties of water, skin and soft tissue with sound speed and density values given in Section V-A. The sound speed and density of vasculature were set similar to the 2D phantom, as displayed in 7(a). These maps have been contaminated with a 35dB AWGN for data generation, while the reconstruction was performed by setting the fixed values, as shown in Fig. 6 (b) and 7(b). In addition, the "skinwater" and "skin-soft tissue" interfaces were shifted to the top (detection) plane by 18.75 × 10 −2 mm, i.e., 3 grid points. To mitigate aliasing artifacts, for all forward and adjoint models, the medium's properties were smoothed by k-wave toolbox [28] . Additionally, the absorption coefficient was set to 0.75 dB MHz −y cm −1 for the entire phantom, except for water, where it was set to 2×10 −3 dB MHz −y cm −1 . The attenuation power law exponent was set to 1.5 for the entire medium.
The phantom that was already created for the 2D scenario was now placed obliquely in the plane z = y/4. Fig. 8(a) displays the simulated phantom from a top view, and the sensors are shown by black circles. The computed pressure field was evenly sampled in time in 914 time steps, and was linearly interpolated to the sensors. A 30dB AWGN was then incorporated to the generated data. The initial pressure distribution was smoothed by a self-adjoint smoothing operator, and was then included in the adjoint operator (see [3] ).
The reconstruction was applied to a grid made up of 128 × 128 × 32 grid points, supporting a maximal frequency of 9.28 MHz. Fig. 8(b) displays the image reconstructed by TR. This image has an RE of 87.98%. In our study, all 3D visualizations were done by Maximum Intensity Projection (MIP) method (see [2] , [19] ).
Iterative methods: The iterative reconstruction was first performed by ISTA. L f was computed by power iteration method as in [2] , [3] . The determined value can be stored in a look-up table, and used in other experiments with a similar setting [2] . Therefore, the time for computing L f was not considered part of the run time for the algorithm. The step size was chosen to be 2/L f , and the regularization parameter was heuristically chosen to be λ = 1 × 10 −2 . The algorithm was terminated at iteration 23.
The MG algorithm was then implemented to reconstruct images on two levels having sizes 128×128×32 and 64×64× 16. The algorithm was stopped at iteration 12. The smoothing parameter ρ was set to 3 × 10 −2 . At the coarse level, the collected data was relaxed evenly in time by 2, and the number of grid points associated with PML was halved so that the thickness of the PML stayed the same as the target grid. Fig. 9(a) shows RE of the reconstructed images versus the CPU time. This plot shows that the MG method approached the optimum faster than the fixed-grid method. The final image reconstructed by the MG approach has an RE of 56.84% at 1.15 × 10 4 s (12 iterations), while the fixed-grid method finally produced an image with an RE of 56.99% at 2.05 × 10 4 s (23 iterations). Fig. 9 (b) shows norm of residual versus the CPU time for the competing algorithms. As shown in this figure, the MG method better reduced norm of residual with progression of the algorithm than the fixed-grid method. Fig. 9(c) shows the objective function F values versus the CPU time. As shown in this figure, ISTA finally reached a value of 6.67 × 10 2 on a fixed grid at 2.05 × 10 4 s, while the MG algorithm has reached a value of 6.67×10 2 at 8.74×10 3 s (9 iterations). This indicates that the MG version of ISTA was 2.35 times faster than the fixed-grid variant.
Figs. 10(a), 10(b) and 10(c) present RE , RES and F values of sequences provided by FISTA, respectively. The step size was chosen to be 1/L f [4] , [5] . As seen in Fig. 10(a) , FISTA has produced a final image with an RE of 58.19% at 1.42 × 10 4 s on a fixed grid (16 iterations), while the MG variant of FISTA provided an image having an RE of 57.82% after less time 6.66 × 10 3 s (7 iterations). The final image produced by the MG method has an RE of 56.87% with a CPU time of 8.59 × 10 3 (9 iterations). As shown in Fig. 10(b) , the fixedgrid FISTA provided finally a RES of 26.66 at 1.42 × 10 4 s, while the MG variant of FISTA has produced a RES of 26.59 at 4.71 × 10 3 s (5 iterations). This indicates that FISTA on a two-level grid was three times faster than on a fixed grid. As shown in Fig. 10(c) , the objective function provided by FISTA finally reached a value of 7.11 × 10 2 on the fixed grid, while the MG variant of FISTA provided an F of 7.10 × 10 2 at 4.71 × 10 3 s (three times faster than on a fixed grid), and reduced it monotonically even at later iterations.
Figs. 11(a) and 11(c) show images reconstructed by FISTA on the fixed grid at iterations 6 and 16 (stopping point), respectively. Figs. 11(b) and 11(d) display images reconstructed by the MG version of FISTA at iterations 4 and 9 (stopping point). The MIP visualization provided a different scaling for the reconstructed images, compared to p 0 . This different scaling as well as small scale noise do not affect the evaluation of a human observer [2] . Thus the reconstructed images were rescaled and thresholded before visualization according to [2] . This makes the colorbars equal to that of p 0 , and thus simplifies comparison between the images with respect to p 0 . Accordingly, the visualized imagex is computed in the form
where, thres(v, a) v, if v a 0, else .
Here, a is a thresholding parameter, and the factor 2 multiplied to (23) accounts for the maximum amplitude of p 0 .
VI. CONCLUSION
We proposed a line search multi-grid optimization approach for the PAT Problem. The proposed MG method has been inspired from some recent advances on minimizing nonsmooth or constrained functions on a hierarchy of levels [16] , [20] , [24] . Our numerical results show that the proposed optimization technique approached the optimum faster than the standard method on a fixed grid.
In addition, computing the gradient of the cost function at each iteration requires the adjoint of the forward operator. To attain this aim, an "adjoint-then-discretize" method was recently proposed for PAT [3] . It was shown that the sequence provided by this adjoint matches that of a "discretize-thenadjoint" method already proposed in [19] for a numerical model described by the k-space pseudo-spectral method. The adjoint operator in [3] was derived from the second order acoustic wave equation, and thus does not include absorption and dispersion. In this study, we derived directly the adjoint from the first order acoustic system of equations in a continuous domain, including the absorption and dispersion. This method gives the same formula as in [3] in the absence of absorption and dispersion.
