1. Introduction {#se0010}
===============

Usage of AISI-1045 medium carbon steel has continued to increase due to their excellent properties of good weldability, superior machinability and wear resistance. In addition, it can be hardened (heat to 1093−1123 K) through the heat treatment processes and also has a better forgeability (heat to 1123−1523 K) which are important features that can be used for manufacturing large section structures. The products with certain shapes, size and strength are usually achieved from the metal forming process such as rolling, extrusion, tool cutting, spinning, incremental sheet forming, etc. under hot working conditions [@br0010], [@br0020], [@br0030]. Generally, the material behavior under hot deformation conditions are explained using the flow stress models in which the deformations conditions to alter the micro-structural evolution during the forming process are primarily explained considering strain, strain rate and temperature parameters. Even though, the flow stress models are break down into different categories such as physically-based, empirical and semi-empirical, the aim of these models to achieve the accurate prediction of the material behavior for a specific material remains same [@br0040]. The flow stress models such as physically-based and empirical models can provide more accurate representation of the material deformation behavior over a wide range of temperatures and strain rates [@br0050], [@br0060], [@br0070], [@br0080], [@br0090]. However, each model has its own disadvantages, for example, physically-based models often require more experimental data and high computational time for the material constants estimation. But, the empirical model, JC, can be modified to increase the predictability of the proposed model as well as the model can be incorporated into readily available commercial finite element software, where ZA model has a ability to consider the coupled effect of strain rate and temperature to predict the deformation behavior. Recently, it is proved that the artificial neural network model is capable of solving highly non-linear problems and also the model has an ability to understand the complex and non-linear relationships of stress, strain, strain rate and deformation temperature [@br0100]. So, developing a proper flow stress model for the design process is essential to predict the materials deformation behavior at high strain rates and deformation temperatures and as a result, reasonable research has been performed considering various materials [@br0110], [@br0120], [@br0130], [@br0140], [@br0150], [@br0160], [@br0170], [@br0180].

In the material processing, theoretical constitutive models are generally used to describe the material behavior considering the combined effects of strain hardening, strain rate hardening and thermal softening at different strain rates and deformation temperatures [@br0190], [@br0200], [@br0210], [@br0220]. Understanding the behavior of ductile materials is essential for modeling the actual structural behavior in terms of numerical model using finite element(FE) tools. In an alternative way, it is recognized that this is the foundation of numerical modeling in FE tools to solve the actual thermal-mechanical behavior of the materials accurately. Because an appropriate flow stress model has the capability to mathematically characterize the mechanical properties and their responses for wide range of loading conditions. The reason for employing the constitutive models is that most of the model parameters are determined systematically by fitting the measured flow stress values. Therefore, the developed constitutive models can have the capability to accurately characterize the material flow behavior. Johnson and Cook proposed the JC flow stress model for metals to characterize the ductile material behavior under large deformation conditions [@br0230]. However, it is important to note down that the combined effects of strain and strain rate hardening and thermal softening are independent of each other, which means the coupled effects are not accounted, in the original JC model. Due to the aforementioned issue, there was a possibility of losing the prediction accuracy of material flow stress values, which acquired from the original JC model [@br0240].

Several flow stress models have been proposed to explain the material deformation behavior at different loading conditions. Guang et al. [@br0250] utilized the modified JC model for predicting the flow behavior of 7050-T7451 aluminium alloy material for the aerospace and the automotive applications. From the comparison of the estimated and actual flow stress data, they concluded that the work hardening and thermal softening behaviors of 7050 alloy material were well explained using the modified JC model. Hongyi et al. [@br0260] modeled the flow behavior of a *β* titanium alloy using the modified ZA and original JC models for the aerospace applications. From overall results, the modified ZA model was found to be more appropriate for describing the material flow behavior compared with the experimental observations. Uma et al. [@br0270] developed a constitutive formulation of AA7075-T6 material using modified JC and modified ZA flow stress models for machining process. They made a conclusion that the prediction of flow stress from both models were quite satisfactory. But from the machining process validation using JC material constitutive model, they stated that the numerical results were not well compared with the experimental data. Dipti et al. [@br0280] employed Arrhenius-type constitutive, modified ZA and JC models to develop the flow stress model of modified 9Cr-1Mo steel for next generation nuclear reactor applications. They reported that the modified ZA and Arrhenius-type constitutive models were in good agreement with the measured data. However, the Arrhenius-type constitutive model found to trace the deformation behavior more preciously than other models. From literature survey, it is identified that there are only few published information on the constitutive modeling of AISI-1045 steel material at high strain rates and elevated temperatures is available. Therefore, the investigation of AISI-1045 steel material at high strain rates and elevated temperatures is presented in this research to predict the material deformation behavior for the metal forming applications.

This present work aims to evaluate and formulate the flow behavior of AISI-1045 steel at elevated temperatures by conducting isothermal uniaxial tensile experiments over a practical range of deformation temperatures (923−1223 K) and strain rates (0.05−1.0 s^−1^). For this purpose, based on the literature survey, the two flow stress models such as the modified JC and the modified ZA models are chosen. As well as the comparative study on the selected models are conducted in order to discuss their capability to predict the material flow behavior accurately. The advantage of the proposed modified JC and the modified ZA models is that it can be successfully incorporated into several FE tools to characterize the material deformation behavior. Finally, the proposed model adequacies are evaluated statistically by comparing the values of coefficient of determination ($R^{2}$), the average absolute relative error (AARE) that determined from the measured and the estimated observations.

2. Experimental {#se0020}
===============

The AISI-1045 medium carbon steel material is investigated in the present research work and the chemical composition (in wt.%) of the material is outlined in [Table 1](#tbl0010){ref-type="table"}. The specimens are prepared by the water jet cutting process from the AISI-1045 steel plates and further utilized in the uniaxial tensile tests to obtain the flow stress-strain data for characterizing the hot deformation flow behavior. In detail, the tensile test specimens are prepared with the gauge-length of 25 mm with the thickness of 3 mm according to the ASTM-E8M-subsize standard. The tensile tests are performed at the elevated deformation temperatures (923−1223 K) and the high strain rates (0.05−1.0 s^−1^) on a computer controlled servo-hydraulic testing-machine, as shown in [Figure 1](#fg0010){ref-type="fig"}a, which have a maximal limit to heat the specimen till 1223 K. In [Figure 1](#fg0010){ref-type="fig"}a, the clamped tensile specimen is covered with the isolation part to achieve the isothermal condition and in addition, the prepared tensile specimen, which is inside the testing machine, is shown in [Figure 1](#fg0010){ref-type="fig"}b for the detailed view. Before conducting the tests, as displayed in [Figure 1](#fg0010){ref-type="fig"}b, the calibrations are done using the thermocouples in order to determine the heating time to obtain the uniform temperature distribution approximately for the specific temperature value and then the noted details are utilized to conduct the experiments lately. The experiments are conducted sequentially at the interval of 373 K deformation temperatures considering the four constant strain rates ranging from 0.05 to 1.0 s^−1^. During experiment, two specimens are tested for the each case and the averaged load-stroke data are transformed into the true stress-strain data using the standard equations of the simple tensile tests.Table 1Chemical Composition of AISI-1045 medium carbon steel (in wt.%).Table 1CFeMnPS0.42-0.5098.51-98.980.60-0.90≤ 0.04≤ 0.05Figure 1Experimental set-up. (a) Test machine; (b) Specimen with thermocouples.Figure 1

The engineering measures of stress and strain, denoted in these articles as $\sigma_{\text{e}}$ and $\varepsilon_{\text{e}}$, respectively, are determined from the load and displacement measured during the tensile test as follows:$$\sigma_{\text{e}} = \frac{P}{A_{0}}\mspace{1800mu}\text{and}\mspace{1800mu}\varepsilon_{\text{e}} = \frac{\delta}{L_{0}}$$ whereas, in Eq. [(1)](#fm0010){ref-type="disp-formula"}, *P*, $A_{0}$, *δ*, $L_{0}$ are the load, the original cross-section area, the displacement and the original length, respectively. Using the following Eq. [(2)](#fm0020){ref-type="disp-formula"}, the true stress, $\sigma_{\text{t}}$, and true strain, $\varepsilon_{\text{t}}$, values can be estimated in order to include the cross-sectional area changes during the deformation:$$\sigma_{\text{t}} = \sigma_{\text{e}}(1 + \varepsilon_{\text{e}})\mspace{1800mu}\text{and}\mspace{1800mu}\varepsilon_{\text{t}} = \text{ln}(1 + \varepsilon_{\text{e}}).$$

The fractured specimens and the obtained flow stress-strain data are displayed in [Figure 2](#fg0020){ref-type="fig"}. Subsequently, the elastic region is removed from the flow curves in order to obtain the true plastic flow curves for the purpose of constitutive model parameters estimation. The highest stress values are measured at deformation temperature, 923 K, and strain rate, 1.0 s^−1^, and it is because the flow stress increases as the strain rate increases and the deformation temperature decreases, and vice-versa. In detail, in high strain rate and low deformation temperature, there is no enough time to completely recrystallize during the deformation, and in other words, it can be explained as strain hardening or work hardening, which happens due to an interaction between dislocations and particles. In other hand, the stress decreases with deformation temperature due to the dynamic re-crystallization or dynamic recovery. With further decrease in strain rate and increase in temperature, the flow stress tends to decrease steadily during the deformation process and it is due to the balance between the work-hardening and thermal softening from dynamic recovery or recrystallization. However, [Figure 2](#fg0020){ref-type="fig"}b is most evident that the plastic instability, sometimes called unstable deformation, occurred as the supportable load (in terms of stress) started to decrease after the necking initiation. It happens due to the loss of balance between increase in strength due to hardening and increase in stress due to thinning. Here it is important to note down that this behavior found to happen at low deformation temperature for an entire strain rates, [Figure 2](#fg0020){ref-type="fig"}b, and low strain rates for a high deformation temperature, [Figures 2c and 2d](#fg0020){ref-type="fig"}. Therefore, selecting the flow curves for the model prediction is crucial, and need more attention by considering these issues into account.Figure 2True strain-true stress data obtained from hot tensile tests at various temperatures under different strain rates. (a) Fractured specimens at 1223 K and 0.1 s^−1^; (b) *T* = 923 K; (c) *T* = 1123 K; (d) *T* = 1223 K.Figure 2

3. Results and discussion {#se0030}
=========================

3.1. Modified Johnson-Cook model {#se0040}
--------------------------------

The flow stress-strain data from uniaxial tensile tests can be used to develop the constitutive relations and material model parameters. Among the existing empirical phenomenological models, the modified JC model is employed to characterize the plastic deformation behavior of AISI-1045 material under the deformation temperatures of (923−1223 K) and the strain rates of (0.05−1.0 s^−1^). The modified JC model can be represented as follows [@br0190], [@br0200], [@br0210]:$$\sigma = (A_{1} + B_{1}\varepsilon + B_{2}\varepsilon^{2})(1 + C_{1}\ \text{ln}{\overset{˙}{\varepsilon}}^{\ast})\text{exp}\lbrack(\lambda_{1} + \lambda_{2}\ \text{ln}{\overset{˙}{\varepsilon}}^{\ast})T^{\ast}\rbrack,$$$${\overset{˙}{\varepsilon}}^{\ast} = \frac{\overset{˙}{\varepsilon}}{{\overset{˙}{\varepsilon}}_{\text{ref}}},$$$$T^{\ast} = T - T_{\text{ref}},$$ where *σ* is the equivalent flow stress, *ε* and $\overset{˙}{\varepsilon}$ are the equivalent plastic strain and strain rate, respectively. ${\overset{˙}{\varepsilon}}_{\text{ref}}$ is the reference strain rate, in this present work, it is defined as 1.0 s^−1^ according to the experimental data. *T* and $T_{\text{ref}}$ are the current working temperature and reference temperature, in this present study, it is taken as 1223 K, respectively. $A_{1}$, $B_{1}$, $B_{2}$, $C_{1}$, $\lambda_{1}$ and $\lambda_{2}$ are the model material constants. In the modified JC model, the coupled effects of work hardening, strain rate hardening and thermal softening are considered. This flow stress model is elected over the original JC model based on the published information. The detailed procedures to determine the constitutive model parameters are explained below.

### 3.1.1. Determination of constants $A_{1}$, $B_{1}$, $B_{2}$ {#se0050}

The model constants such as $A_{1}$, $B_{1}$ and $B_{2}$ are fitted by the flow stress data at the reference temperature, 1223 K, and the reference strain rate condition, 1.0 s^−1^. Under reference conditions, the modified JC model, Eq. [(3)](#fm0030){ref-type="disp-formula"}, can be expressed as:$$\sigma = (A_{1} + B_{1}\varepsilon + B_{2}\varepsilon^{2}).$$

As displayed in [Figure 3](#fg0030){ref-type="fig"}, the strain hardening exhibits nonlinear relationship with increasing strain values. By substituting the corresponding flow stress data into Eq. [(4)](#fm0060){ref-type="disp-formula"}, the material parameters such as $A_{1}$, $B_{1}$ and $B_{2}$, can be estimated from the second order polynomial equation coefficients considering only main effects of strain. The material constants, $A_{1}$, $B_{1}$ and $B_{2}$ are determined as 64.36 MPa, 499.9 MPa and −940.3 MPa, respectively, from the coefficients of fitted polynomial equation.Figure 3Relationship between *σ* and *ε* at reference conditions.Figure 3

### 3.1.2. Determination of constant $C_{1}$ {#se0060}

Using the reference deformation temperature condition, 1223 K, and neglecting the influence of thermal softening effect, Eq. [(3)](#fm0030){ref-type="disp-formula"}, can be rewritten as:$$\sigma = (A_{1} + B_{1}\varepsilon + B_{2}\varepsilon^{2})(1 + C_{1}\ \text{ln}{\overset{˙}{\varepsilon}}^{\ast})$$$$\frac{\sigma}{(A_{1} + B_{1}\varepsilon + B_{2}\varepsilon^{2})} = (1 + C_{1}\ \text{ln}{\overset{˙}{\varepsilon}}^{\ast})$$

The relationship between stress, $\frac{\sigma}{(A_{1} + B_{1}\varepsilon + B_{2}\varepsilon^{2})}$, and the dimensionless strain rate, $\text{ln}{\overset{˙}{\varepsilon}}^{\ast}$, at the reference temperature, 1223 K, can be obtained by substituting the selected experimental flow stress data at the ten discrete strain values between 0.025 and 0.25. Then the model parameter value, $C_{1}$, is determined as 0.1061 from the slope of the fitted polynomial curve as shown in [Figure 4](#fg0040){ref-type="fig"}.Figure 4Relationship between *σ*/(*A*~1~ + *B*~1~*ε* + *B*~2~*ε*^2^) and $\text{ln}{\overset{˙}{\varepsilon}}^{\ast}$.Figure 4

### 3.1.3. Determination of constants $\lambda_{1}$, $\lambda_{2}$ {#se0070}

For different deformation temperatures and strain rates, Eq. [(3)](#fm0030){ref-type="disp-formula"} can be rearranged as follows:$$\frac{\sigma}{(A_{1} + B_{1}\varepsilon + B_{2}\varepsilon^{2})(1 + C_{1}\ \text{ln}{\overset{˙}{\varepsilon}}^{\ast})} = \text{exp}\lbrack(\lambda_{1} + \lambda_{2}\ \text{ln}{\overset{˙}{\varepsilon}}^{\ast})T^{\ast}\rbrack$$ Taking natural logarithm of Eq. [(5)](#fm0090){ref-type="disp-formula"}, we can obtain the following equation:$$\text{ln}\left\{ \frac{\sigma}{(A_{1} + B_{1}\varepsilon + B_{2}\varepsilon^{2})(1 + C_{1}\ \text{ln}{\overset{˙}{\varepsilon}}^{\ast})} \right\} = (\lambda_{1} + \lambda_{2}\ \text{ln}{\overset{˙}{\varepsilon}}^{\ast})T^{\ast}$$ In order to simplify Eq. [(6)](#fm0100){ref-type="disp-formula"}, we are introducing the parameter, *λ*, is equal to $(\lambda_{1} + \lambda_{2}\ \text{ln}\overset{˙}{\varepsilon})$, and the new parameter can be gained from the relationship between $\text{ln}\left\{ \frac{\sigma}{(A_{1} + B_{1}\varepsilon + B_{2}\varepsilon^{2})(1 + C_{1}\ \text{ln}{\overset{˙}{\varepsilon}}^{\ast})} \right\}$ and $T^{\ast}$. In this present derivation, we have four different strain rates, so the four different values of *λ* can be achieved from the slope of the linear fitting curves as displayed in [Figure 5](#fg0050){ref-type="fig"}.$$\lambda = \lambda_{1} + \lambda_{2}\ \text{ln}\overset{˙}{\varepsilon}$$ Subsequently, the material model parameters, $\lambda_{1}$ and $\lambda_{2}$ can be achieved from the intercept and the slope of the linear relationship between the new parameter, *λ*, and the dimensionless strain rate, $\text{ln}\overset{˙}{\varepsilon}$, as shown in [Figure 6](#fg0060){ref-type="fig"}. From the fitted curve, the material constants, $\lambda_{1}$ and $\lambda_{2}$ are determined as −0.00359, $8.73 \times 10^{- 5}$, respectively.Figure 5Relationship between $\text{ln}\left\{ \sigma/(A_{1} + B_{1}\varepsilon + B_{2}\varepsilon^{2})(1 + C_{1}\ \text{ln}{\overset{˙}{\varepsilon}}^{\ast}) \right\}$ and *T*^⁎^. (a) $\overset{˙}{\varepsilon} = 0.05\ \text{s}^{- 1}$; (b) $\overset{˙}{\varepsilon} = 0.1\ \text{s}^{- 1}$; (c) $\overset{˙}{\varepsilon} = 0.5\ \text{s}^{- 1}$; (d) $\overset{˙}{\varepsilon} = 1.0\ \text{s}^{- 1}$.Figure 5Figure 6Relationship between *λ* and $\text{ln}\overset{˙}{\varepsilon}$.Figure 6

Thus, the predicted constitutive equation of the modified JC model is established according to the estimated material constants as follows:$$\begin{array}{rcl}
{\widehat{\sigma}}_{\text{pred}} & = & {(64.36 + 499.9\varepsilon - 940.3\varepsilon^{2})\left( 1 + 0.1061\ \text{ln}\left( \frac{\overset{˙}{\varepsilon}}{1.0} \right) \right)} \\
 & \  & {\qquad\qquad\text{exp}\left\lbrack \left( - 0.00359 + 8.73 \times 10^{- 5}\ \text{ln}\left( \frac{\overset{˙}{\varepsilon}}{1.0} \right) \right)(T - 1223) \right\rbrack.} \\
\end{array}$$

3.2. Modified Zerilli-Armstrong model {#se0080}
-------------------------------------

The modified ZA model for predicting the material flow behavior can be expressed as [@br0120], [@br0220], [@br0260], [@br0280]:$$\sigma = (C_{1} + C_{2}\varepsilon^{n})\text{exp}\lbrack - (C_{3} + C_{4}\varepsilon)T^{\ast} + (C_{5} + C_{6}T^{\ast})\text{ln}{\overset{˙}{\varepsilon}}^{\ast}\rbrack,$$$${\overset{˙}{\varepsilon}}^{\ast} = \frac{\overset{˙}{\varepsilon}}{{\overset{˙}{\varepsilon}}_{\text{ref}}}$$$$T^{\ast} = T - T_{\text{ref}}$$ where *σ* is the equivalent flow stress, *ε*, $\overset{˙}{\varepsilon}$ and ${\overset{˙}{\varepsilon}}_{\text{ref}}$ are the equivalent plastic strain, the strain rate and the reference strain rate, respectively. *T* and $T_{\text{ref}}$ are, respectively, the current working temperature and reference temperature. In Eq. [(7)](#fm0130){ref-type="disp-formula"}, $C_{1}$, $C_{2}$, *n*, $C_{3}$, $C_{4}$, $C_{5}$ and $C_{6}$ are the material parameters. The step by step procedures to estimate the material model parameters are illustrated and explained below. Here, the material constant, $C_{1}$, is determined as 74.843 MPa from the yield stress of stress-strain data at the reference deformation temperature and strain rate conditions.

### 3.2.1. Determination of constants $C_{2}$ and *n* {#se0090}

At the reference strain rate, 1.0 s^−1^, Eq. [(7)](#fm0130){ref-type="disp-formula"} can be rearranged into Eq. [(8)](#fm0160){ref-type="disp-formula"} as follows:$$\sigma = (C_{1} + C_{2}\varepsilon^{n})\text{exp}\lbrack - (C_{3} + C_{4}\varepsilon)T^{\ast}\rbrack.$$ Then taking the natural logarithm of Eq. [(8)](#fm0160){ref-type="disp-formula"}, we can obtain the following equation:$$\text{ln}\sigma = \text{ln}(C_{1} + C_{2}\varepsilon^{n}) - (C_{3} + C_{4}\varepsilon)T^{\ast},$$$$I_{1} = \text{ln}(C_{1} + C_{2}\varepsilon^{n}),$$$$s_{1} = - C_{3} + C_{4}\varepsilon.$$ By substituting the associated flow stress-strain data from the experiment at the reference strain rate, 1.0 s^−1^, the values of $S_{1}$ and $I_{1}$ can be determined from the slope and the intercept of the linear fitted curve between ln*σ* and $T^{\ast}$ as shown in [Figure 7](#fg0070){ref-type="fig"}. The calculation procedure for determining the values of $S_{1}$ and $I_{1}$ is repeated for the strain values between 0.05 and 0.25 at the interval of 0.025 and eventually, the ten sets of $S_{1}$ and $I_{1}$ are determined from the linear curve fitting. Further, Eq. [(11)](#fm0200){ref-type="disp-formula"} is gained by taking the natural logarithm of Eq. [(9)](#fm0180){ref-type="disp-formula"} as follows:$$\text{ln}(\text{exp}(I_{1}) - C_{1}) = \text{ln}C_{2} + n\text{ln}\varepsilon$$ At reference strain rate, 1.0 s^−1^, considering entire deformation temperatures, substituting the values of $C_{1}$ and $I_{1}$, the linear relationship between $\text{ln}(\text{exp}(I_{1}) - C_{1})$ and ln*ε* can be gained as illustrated in [Figure 8](#fg0080){ref-type="fig"}. Thus, the material model parameters, $C_{2}$ and *n* are estimated as 387.998 MPa and 1.218 from the slope and the intercept of the fitted constitutive equation.Figure 7Relationship between ln*σ* and *T*^⁎^.Figure 7Figure 8Relationship between ln(exp(*I*~1~)−*C*~1~) and ln*ε*.Figure 8

### 3.2.2. Determination of constants $C_{3}$ and $C_{4}$ {#se0100}

In a similar way as we calculated the material constants, $C_{2}$ and *n*, at reference strain rate, 1.0 s^−1^, substituting associated $S_{1}$ values to the discrete strain values, the material constants, $C_{3}$ and $C_{4}$, Eq. [(10)](#fm0190){ref-type="disp-formula"}, are obtained as 0.005421 and −0.0128, respectively, from the slope and the intercept of the linear relationship between *ε* and $S_{1}$ as shown in [Figure 9](#fg0090){ref-type="fig"}.Figure 9Relationship between *S*~1~ and *ε*.Figure 9

### 3.2.3. Determination of constants $C_{5}$ and $C_{6}$ {#se0110}

Taking the natural logarithm of Eq. [(7)](#fm0130){ref-type="disp-formula"}, Eq. [(12)](#fm0210){ref-type="disp-formula"} can be derived as expressed below:$$\text{ln}\sigma = \text{ln}(C_{1} + C_{2}\varepsilon^{n}) - (C_{3} + C_{4}\varepsilon)T^{\ast} + (C_{5} + C_{6}T^{\ast})\text{ln}{\overset{˙}{\varepsilon}}^{\ast},$$$$S_{2} = C_{5} + C_{6}T^{\ast}$$

For three deformation temperatures (923 K, 1123 K, 1223 K), the relationship between ln*σ* and $\text{ln}{\overset{˙}{\varepsilon}}^{\ast}$ can be achieved as shown in [Figure 10](#fg0100){ref-type="fig"}. Subsequently, the value of $S_{2}$ are obtained from the slope of the fitted curve, [Figure 10](#fg0100){ref-type="fig"}, at a specific strain value. For three different temperatures, three different values of $S_{2}$ are obtained at one specified strain, for example $\varepsilon = 0.175$, and repeat the same procedure for other nine strain values. Thereafter, the material constants, $C_{5}$ and $C_{6}$, Eq. [(13)](#fm0220){ref-type="disp-formula"}, can be captured from the slope and the intercept of the fitted curve between $T^{\ast}$ and $S_{2}$ as depicted in [Figure 11](#fg0110){ref-type="fig"}.Figure 10Relationship between ln*σ* and $\text{ln}{\overset{˙}{\varepsilon}}^{\ast}$ at *ε* = 0.15 and *T* = 1123 K.Figure 10Figure 11Relationship between *S*~2~ and ln*σ* at *ε* = 0.175.Figure 11

Ten sets of material constants such as $C_{5}$ and $C_{6}$ are determined at different true strains. A bounds constrained optimization procedure ([Figure 12](#fg0120){ref-type="fig"}) is employed to find the optimum solution of the material constants, $C_{5}$, $C_{6}$ and the optimization formulation employed in this present work is expressed below:$$\left\{ \begin{array}{l}
{\mspace{9mu}\underset{x}{\text{Minimize:~}}} \\
{\mspace{9mu}\quad\quad\qquad\text{AARE} = \frac{1}{n}\sum\limits_{i = 1}^{n}\left| \frac{\sigma_{\text{exp}}^{i} - \sigma_{\text{pred}}^{i}}{\sigma_{\text{exp}}^{i}} \right| \times 100\text{\%},} \\
{\mspace{9mu}\qquad\text{where},\sigma_{\text{pred}} = (C_{1} + C_{2}\varepsilon^{n})\text{exp}\lbrack - (C_{3} + C_{4}\varepsilon)T^{\ast} + (x(1) + x(2)T^{\ast})\text{ln}{\overset{˙}{\varepsilon}}^{\ast}\rbrack} \\
{\mspace{9mu}\text{subjected\ to}\qquad\left\{ \begin{array}{l}
{\mspace{9mu}{C_{5}}_{\min} \leq x(1) \leq {C_{5}}_{\max}} \\
{\mspace{9mu}{C_{6}}_{\min} \leq x(2) \leq {C_{6}}_{\max}} \\
\end{array} \right.\quad} \\
\end{array} \right.$$Figure 12Flow chart of optimization procedure to find the minimum of an objective function in the presence of bound constraints.Figure 12

For this purpose, the nonlinear programming solver, find minimum of constrained nonlinear multivariable function (fmincon), is used with the interior-point (IP) algorithm to minimize the prediction error between measured and estimated flow stress data. For this optimization problem, the IP algorithm is used because the goal is to find the minimum of an objective function in the presence of only bounds constraints. The obtained results showed that the minimum prediction error can be achieved as 9.91%, when the material constants, $C_{5}$ and $C_{6}$, are 0.1246 and 0.0001, respectively. The estimated model constants of the modified ZA model are summarized in [Table 2](#tbl0020){ref-type="table"}.Table 2Parameters of AISI-1045 steel for the modified ZA model.Table 2Parameter$C_{1}$ (MPa)$C_{2}$ (MPa)*n*$C_{3}$$C_{4}$$C_{5}$$C_{6}$Value74.843387.9981.2180.005421-0.01280.12460.0001

The flow stress values for the deformation temperatures, (923−1223 K), and the strain rates, (0.05−1.0 s^−1^), are calculated with the help of computed material constants of the modified JC and the modified ZA models. Thereafter, the estimated flow stress values are compared with the measured flow stress values to check the predictability of the proposed flow stress models as displayed in [Figure 13](#fg0130){ref-type="fig"}, [Figure 14](#fg0140){ref-type="fig"}.Figure 13Comparison between experimental and predicted flow stress data using modified JC model. (a) *T* = 923 K; (b) *T* = 1123 K; (c) *T* = 1223 K; (d) Correlation plot between experimental and predicted flow stress data.Figure 13Figure 14Comparison between experimental and predicted flow stress data using modified ZA model. (a) *T* = 923 K; (b) *T* = 1123 K; (c) *T* = 1223 K; (d) Correlation plot between experimental and predicted flow stress data.Figure 14

To perform the model validation, two standard statistical measurements are used. The first metric: $R^{2}$, a statistical measure, is employed to explain the strength of linear relationship between the two variables, in this work, the two variables are the measured and the estimated observations. It is represented as a value between zero and one. If the estimated statistical measure is close to one, the model explains the better predictability between the two variables or vice versa. The model can be expressed as follows [@br0290], [@br0300], [@br0310]:$$R^{2} = 1 - \frac{\sum\limits_{i = 1}^{n}{(\sigma_{\text{exp}}^{i} - {\widehat{\sigma}}_{\text{pred}}^{i})}^{2}}{\sum\limits_{i = 1}^{n}{(\sigma_{\text{exp}}^{i} - {\overline{\sigma}}_{\text{exp}})}^{2}},$$ where $\sigma_{\text{exp}}$, $\sigma_{\text{pred}}$, $\widehat{\sigma}$ and *n* the experimental flow stress, the predicted flow stress, the mean values of the experimental flow stress and the total number of data points, respectively. The second metric: AARE is utilized for measuring the predictability of the flow stress model through term by term comparison of the relative error [@br0290], [@br0300], [@br0310].$$\text{AARE} = \frac{1}{n}\sum\limits_{i = 1}^{n}\left| \frac{\sigma_{\text{exp}}^{i} - \sigma_{\text{pred}}^{i}}{{\sigma_{\text{exp}}}^{i}} \right| \times 100\text{\%},$$ where $\sigma_{\text{exp}}$, $\sigma_{\text{pred}}$, $\widehat{\sigma}$ and *n* the experimental flow stress, the estimated flow stress, the mean value of measured data and the total number of data points, respectively. In this research, each test conditions are investigated by estimating the values of $R^{2}$ and AARE value for each case than the conventional method, in which the entire data set used to compute the statistical parameters as mentioned in [Table 3](#tbl0030){ref-type="table"}, [Table 4](#tbl0040){ref-type="table"}. In this way, the prediction strength of the proposed JC model can be discussed in detail. From [Figure 13](#fg0130){ref-type="fig"}, [Figure 14](#fg0140){ref-type="fig"}, overall, it is identified that the modified ZA model displayed a better relationship with the measured data in most of the test conditions than the modified JC model. This statement again proved using the numerical values which outlined in [Table 3](#tbl0030){ref-type="table"}, [Table 4](#tbl0040){ref-type="table"}.Table 3Statistical measurements of modified JC model.Table 3Conditions$R^{2}$Overall-$R^{2}$AARE (%)Overall-AARE (%)923 K0.00620.709631.726714.3911123 K0.90096.09071223 K0.89015.3562Table 4Statistical measurements of modified ZA model.Table 4Conditions$R^{2}$Overall-$R^{2}$AARE (%)Overall-AARE (%)923 K0.68040.936413.04249.91411123 K0.84546.88031223 K0.77069.8195

In [Figure 13](#fg0130){ref-type="fig"}a, the predicted flow curves and experimental flow curves show the large deviation at the deformation temperature, 923 K, for the entire set of strain rates. Using the flow stress-strain data, the relationship plot is obtained as depicted in [Figure 13](#fg0130){ref-type="fig"}d. From [Figure 13](#fg0130){ref-type="fig"}d, it has been noticed that the deviation of flow stress values, at the right top corner, is found to have a flower pattern behavior. This flower pattern explains that the modified JC model constants are having a negative influence on the tracking the flow behavior accurately. Furthermore, it is important to mention here that the main reason for having this prediction error owing to the plastic instability occurred during the tensile test as discussed in section [2](#se0020){ref-type="sec"}. In addition, the same prediction error is evident from [Figures 13b and 13c](#fg0130){ref-type="fig"} for the deformation temperatures, 1123 K and 1223 K, at strain rate, 0.05 s^−1^, for the tested conditions, and this leads to the highest prediction error as listed in [Table 3](#tbl0030){ref-type="table"}. However, it is evident that the modified JC model can represent the material flow behavior more accurately at the elevated temperatures (1123 K and 1223 K) and lower strain rates (0.05 s^−1^ and 0.1 s^−1^) as shown in [Figures 13b and 13c](#fg0130){ref-type="fig"}. In addition, the estimated statistical measures, AARE, and $R^{2}$, as outlined in [Table 3](#tbl0030){ref-type="table"}, are utilized to demonstrate the proposed model prediction accuracy in terms of each tested conditions. As a result, the calculated values of statistical measures implies that the modified JC model is not an accurate model to perfectly describe the material flow behavior at the lower temperatures and the higher strain rates. However, the deviations are quite acceptable in the higher strain rates as it depicts the reasonable overall metrics in [Table 3](#tbl0030){ref-type="table"}.

Likewise, using the modified ZA model parameters summarized in [Table 2](#tbl0020){ref-type="table"}, the flow stress values are predicted for the various experimental conditions. From [Figures 14b and 14c](#fg0140){ref-type="fig"}, at deformation temperatures, 1123 K and 1223 K, most of the flow stress data fall very close to the experimental data where as the considerable deviation is noticed in [Figure 14](#fg0140){ref-type="fig"}a for the deformation temperature, 923 K. Consequently, the correlation plot obtained from the developed flow stress model is depicted in [Figure 14](#fg0140){ref-type="fig"}d and corresponding value of the statistical parameters, $R^{2}$, and AARE are estimated as 0.9364 and 9.9141%, respectively. [Figure 14](#fg0140){ref-type="fig"}d and the numerical values are evident that a good correlation between measured and estimated flow stress-strain data is obtained for an entire processing conditions. Further, the AARE of the modified ZA model, 9.9141%, is smaller than the modified JC model, 14.391%, and this shows that the modified ZA model have considerable capability to predict the flow behavior throughout the entire deformation temperature and strain rate conditions.

In addition, the random experiments are conducted at deformation temperature, 1023 K under strain rates of 0.05 s^−1^ and 1.0 s^−1^ to verify the proposed models adequacies. The computed model parameters of the modified JC and the modified ZA models are employed for flow stress prediction, and the obtained flow curves are depicted in [Figures 15a and 15d](#fg0150){ref-type="fig"}. Comparing the estimated values with the experimental data using graphical validations, [Figures 15b, 15c, 15e and 15f](#fg0150){ref-type="fig"} as well as computing the statistical parameters, [Table 5](#tbl0050){ref-type="table"}, indicates that the modified ZA can predict the material behavior more accurately than modified JC model as the AARE of the modified ZA model, 4.39%, is smaller than the modified JC model, 9.61%.$$\text{Error} = \frac{|(9.9141 - 14.391)|}{9.9141} \times 100 = 45.15\text{\%}.$$ Overall, it can be easily concluded, from the comparison depicted in [Figure 13](#fg0130){ref-type="fig"}, [Figure 14](#fg0140){ref-type="fig"} and the numerical values summarized in [Table 3](#tbl0030){ref-type="table"}, [Table 4](#tbl0040){ref-type="table"}, that the modified ZA model is comparatively more prominent and shows better agreement between measured and estimated data than the modified JC model at the entire processing conditions. In addition, the modified ZA model involves seven material constants, which is almost close to the number of model constants involved in the modified JC model. But, the computational time required for computing the material constants of the modified ZA model is little bit longer than the other model, because the computation of material constants, $C_{5}$ and $C_{6}$ takes a few steps of optimization procedures. Furthermore, the model prediction error percentage, Eq. [(14)](#fm0260){ref-type="disp-formula"}, between the modified JC model and ZA model is determined as 45.15%. The error percentage proves that the little longer computational time results in better outcome of flow stress prediction.Figure 15Random experiments to validate the proposed models. (a) *T* = 1023 K; (b) Correlation plot for modified JC model; (c) Correlation plot for modified ZA model; (d) *T* = 1023 K; (e) Correlation plot for modified JC model; (f) Correlation plot for modified ZA model.Figure 15Table 5Statistical parameters estimation from random experiments at deformation temperature 1023 K.Table 5ConditionsModels$R^{2}$AARE (%)0.05 s^−1^modified JC model0.86819.611.0 s^−1^0.67430.05 s^−1^modified ZA model0.87784.391.0 s^−1^0.7656

4. Conclusion {#se0120}
=============

In this present work, two flow stress models have been proposed to verify the predictability of the modified JC and the modified ZA models to represent the material flow behavior of AISI-1045 steel in a wide range of deformation temperatures (923−1223 K) and strain rates (0.05−1.0 s^−1^). From this present study, the following conclusions are made:•The precise experiment is carried out using two different sets of specimens, and the true stress-strain data for the material model parameters estimation are computed from the averaged flow stress data.•The modified JC model is lacking ability to provide a good tracking of material flow behavior of AISI-1045 steel at the higher strain rates and lower temperatures. The main reason of this inadequacy is due to the improper estimation of exponent term, thermal softening, in the modified JC constitutive equation.•The modified ZA model is adequate as the predictions are well agreed with the experimental data and indicates the acceptable statistical measures, in terms of average absolute relative error and the coefficient of determination. But, this model needs more computational time to estimate the material parameters, even though the number of materials are quite same with the modified JC model. However, the modified ZA model could predict the deformation behavior much more accurately than the modified JC model.•Random experiments are performed to verify the predictability of the proposed flow stress models, and it can be used to identify and eliminate the experimental error such as noise, change in environmental conditions and voltage fluctuations.•The detailed step by step procedures for computing the material model parameters are presented here, and this proposed model can be utilized to develop the numerical model to replicate the real system behavior.
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