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1 Introduction
The nonlinear set-valued inclusions system, which was introduced and studied by Has-
souni and Moudaﬁ [], is a useful and important extension of the variational inequality
and variational inclusions system. In recent years, various variational inclusions systems
and nonlinear set-valued inclusions systems have been intensively studied. For example,
Kassay and Kolumbán [], Chen, Deng and Tan [], Yan, Fang andHuang [], Fang, Huang
and Thompson [], Jin [], Verma [], Li, Xu and Jin [], Kang, Cho and Liu [] et al. in-
troduced and studied various set-valued variational inclusions systems. For the past few
years, many existence results and iterative algorithms for various variational inclusions
systems have been studied. For details, please see [–] and the references therein.
Example . In , Chen, Deng and Tan [] have studied the problem associated with
the following system of variational inequalities, which is ﬁnding (x, y) ∈H×H (H , Hilbert
space) such that
⎧⎨
⎩〈ρT(y) + x – y,w – x〉 ≥ ρϕ(x) – ρϕ(w),〈tS(x) + y – x,w – y〉 ≥ tϕ(y) – ρϕ(w) (∀w ∈H), ()
where ϕi : H → R ∪ ∞ is a proper, convex, lower semicontinuous functional and ∂ϕi(·)
denotes the subdiﬀerential operator of ϕi (i = , ).
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Example . Let X be a real q-uniformly smooth Banach space, and S,T ,M,M : X → X
be four single-valued mappings. Find x, y ∈ X such that
⎧⎨
⎩ ∈ x – y + ρT(y) + ρM(x), ∈ y – x + tS(x) + tM(y), ()
which is studied by Jin in [].
Inspired and motivated by Examples .-. and recent research work in this ﬁeld (see
[, ]), in this paper, we will introduce and discuss the problem associated with the follow-
ing class of new nonlinear set-valued inclusions systems (NSVI Systems), which is ﬁnding
(x, y) ∈ X ×X for any f , g : X → X such that z ∈ S(x), w ∈ T(y), and
⎧⎨
⎩f (x) ∈ F(z, y) +M(y),g(y) ∈G(w,x) +N(x), ()
where X is a real q-uniformly smooth Banach space, A,B : X → X, η,η : X×X → X, and
F ,G : X×X → X are single-valued mappings;M : X → X is a set-valued (A,η)-accretive
mapping and N : X → X is a set-valued (B,η)-accretive mapping, and S,T : X → CB(X)
are two set-valued mappings.
If f (x) = –x, g(y) = –y, F(w, y) = ρT(y) – y, G(y,x) = tS(x) – x, N = tM and M = ρM(·),
then the problem () reduces to Example .. If M = M = ∂ϕ, ϕi : H → R ∪ ∞ is a
proper, convex, lower semicontinuous functional and ∂ϕi(·) denotes the subdiﬀerential
operator of ϕi (X =H , Hilbert space, and i = , ), then the problem () changes to Exam-
ple ..
If X is a real q-uniformly smooth Banach space, and G(·, ·) = N(y, g(x)), f (u) = u and
S(u) = Q(u)(u ∈ X), then the problem () reduces to the problem associated with the fol-
lowing variational inclusions:
For any u ∈ X, ﬁnd x ∈ X and y =Q(x) such that
u ∈N(y, g(x)) +M(y), ()
which is developed by Li in  [].
The main purpose of this paper is to introduce and study a generalized nonlinear set-
valued inclusions system framework for an Ishikawa-hybrid proximal point algorithm us-
ing the notion of (A,η)-accretive due to Lan-Cho-Verma [] in a Banach space, to anal-
yse convergence for the algorithm of solving the system and existence of a solution for
the system and to prove the result that sequence {(xn, yn)}∞n= generated by the algorithm
converges linearly to a solution of the nonlinear set-valued inclusions system with the
convergence rate ‖‖.
2 Preliminaries
Let X be a real q-uniformly smooth Banach space with a dual space X*, 〈·, ·〉 be the dual
pair between X and X*, X denote the family of all the nonempty subsets of X, and CB(X)
denote the family of all nonempty closed bounded subsets of X. The generalized duality
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mapping Jq : X → X* is deﬁned by
Jq(x) =
{
f * ∈ X* : 〈x, f *〉 = ‖x‖q,∥∥f *∥∥ = ‖x‖q–}, ∀x ∈ X,
where q >  is a constant. Let us recall the following results and concepts.
Deﬁnition . A single-valued mapping η : X × X → X is said to be τ -Lipschitz contin-
uous if there exists a constant τ >  such that
∥∥η(x, y)∥∥≤ τ‖x – y‖, ∀x, y ∈ X.
Deﬁnition . A single-valued mapping A : X → X is said to be
(i) accretive if
〈
A(x) –A(x), Jq(x – x)
〉≥ , ∀x,x ∈ X;
(ii) strictly accretive if A is accretive and 〈A(x) –A(x), Jq(x – x)〉 =  if and only if
x = x, ∀x,x ∈ X ;





)〉≥ r‖x – x‖q, ∀x,x ∈ X;
(iv) γ -Lipschitz continuous if there exists a constant γ >  such that
∥∥A(x) –A(x)∥∥≤ γ ‖x – x‖, ∀x,x ∈ X;
(v) Let f : X → X be a single-valued mapping. A is said to be (σ ,ϕ)-relaxed cocoercive




f (x) – f (x)
)〉≥ –σ∥∥A(x) –A(x)∥∥q + ϕ‖x – x‖q.
Deﬁnition . A set-valued mapping S : X → CB(X) is said to be




)≤ α‖x – y‖, ∀x, y ∈ X,
where D(·, ·) is the Hausdorﬀ metric on CB(X).
(ii) β-strongly η-accretive if there exists a constant β >  such that
〈
u – u, Jq
(
η(x, y)
)〉≥ β‖x – y‖q, ∀x, y ∈ X,u ∈ S(x),u ∈ S(y).
Deﬁnition . LetA : X → X and η : X×X → X be single-valuedmappings. A set-valued
mappingM : X → X is said to be
(i) accretive if
〈
u – u, Jq(x, y)
〉≥ , ∀x, y ∈ X,u ∈M(x),u ∈M(y);




u – u, Jq
(
η(x, y)
)〉≥ , ∀x, y ∈ X,u ∈M(x),u ∈M(y);
(iii) m-relaxed η-accretive, if there exists a constantm >  such that
〈
u – u, Jq
(
η(x, y)
)〉≥ –m‖x – y‖q, ∀x, y ∈ X,u ∈M(x),u ∈M(y);
(iv) A-accretive ifM is accretive and (A + ρM)(X) = X for all ρ > ;
(v) (A,η)-accretive ifM is m-relaxed η-accretive and (A + ρM)(X) = X for every ρ > .
Based on [], we can deﬁne the resolvent operator RA,ηρ,M as follows.
Lemma . ([]) Let η : X ×X → X be a τ -Lipschitz continuous mapping, A : X → X be
an r-strongly η-accretive mapping, and M : X → X be a set-valued (A,η)-accretive map-
ping. Then the generalized resolvent operator RA,ηρ,M : X → X is τ q–/(r –mρ)-Lipschitz con-
tinuous; that is,
∥∥RA,ηρ,M(x) – RA,ηρ,M(y)∥∥≤ τ q–r –mρ ‖x – y‖ for all x, y ∈ X,
where ρ ∈ (, r/m), q > .
Remark . The (A,η)-accretivemappings aremore general than (H ,η)-monotonemap-
pings, A-monotone operators and η-subdiﬀerential operators in a Banach space or a
Hilbert space, and the resolvent operators associated with (A,η)-accretive mappings in-
clude as special cases the corresponding resolvent operators associatedwith them, respec-
tively [–, , ].
In the study of characteristic inequalities in q-uniformly smooth Banach spaces X, Xu
[] proved the following result.
Lemma . ([]) Let X be a real uniformly smooth Banach space. Then X is q-uniformly
smooth if and only if there exists a constant cq >  such that for all x, y ∈ X,
‖x + y‖q ≤ ‖x‖q + q〈y, Jq(x)〉 + cq‖y‖q.
Lemma . ([]) Let a,b, c >  be real, for any real q≥ , if aq ≤ bq + cq, then
a≤ b + c.
3 Existence theorem of solutions
Let us study the existence theorem of solutions for the inclusions system ().
Theorem . Let X be a Banach space, f , g : X → X be two single-valued mappings,
F : X×X → X be a (μ,ν)-Lipschitz continuousmapping and G : X×X → X be a (μ,ν)-
Lipschitz continuous mapping, ηi : X × X → X be a τi-Lipschitz continuous mapping
(i = , ), A : X → X be an r-strongly η-accretive mapping, B : X → X be an r-strongly
η-accretive mapping,M : X → X be a set-valued (A,η)-accretive mapping and N : X →
X be a set-valued (B,η)-accretive mapping. Then the following statements are mutually
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equivalent:
(i) An element (x, y) is a solution of the problem ();




ρ,M(A(x) + ρf (x) – ρF(z, y)),
y = RB,ηρ,N (B(y) + ρg(y) – ρG(w,x)),
()
where ρi >  is a constant (i = , );
(iii) For (x, y) ∈ X ×X , z ∈ S(x), w ∈ T(y), and any  > λ > , the following relations hold:
⎧⎨
⎩x = ( – λ)x + λR
A,η
ρ,M(A(x) + ρf (x) – ρF(z, y)),
y = ( – λ)y + λRB,ηρ,N (B(y) + ρg(y) – ρG(w,x)),
()
where ρi >  is a constant (i = , );
Proof This directly follows from the deﬁnition of RA,ηρ,M , R
B,η
ρ,N , and the problem () for
i = , . 
Theorem . Let X be a q-uniformly smooth Banach space. Let f , g : X → X be two single-
valued κ or κ-Lipschitz continuous mappings, respectively, ηi : X × X → X be a single-
valued τi-Lipschitz continuous mapping (i = , ), F ,G : X × X → X be two single-valued
(μ,ν) or (μ,ν)-Lipschitz continuous mappings, respectively. Let A : X → X be single-
valued r-strongly η-accretive, ω-Lipschitz continuous, (σ,ϕ)-relaxed cocoercive with
respect to f , and B : X → X be single-valued r-strongly η-accretive, ω-Lipschitz contin-
uous, (σ,ϕ)-relaxed cocoercive with respect to g . Let S,T : X → X be two set-valued γ
or γ-Lipschitz continuous mappings, respectively. If M : X → X is a set-valued (A,η)-



























where cq >  is the same as in Lemma . and ρi ∈ (, rimi ) (i = , ), then the problem () has
a solution x*, y* ∈ X, z* ∈ S(x*), w* ∈ T(y*).
Proof Deﬁne two mappings Q,Q : X → X as follows:
⎧⎪⎪⎨
⎪⎪⎩
Q(x) = ( – λ)x + λRA,ηρ,M(A(x) + ρf (x) – ρF(z, y)),
Q(y) = ( – λ)y + λRB,ηρ,N (B(y) + ρg(y) – ρG(w,x))
(∀x, y ∈ X, z ∈ S(x),w ∈ T(y)).
()
For elements x,x, y, y ∈ X, if letting
i = A(xi) – ρf (xi) – ρF(zi, yi) (i = , ),
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then by (), Lemma . and Lemma ., we have
∥∥Q(x) –Q(x)∥∥ = ∥∥( – λ)x + λRA,ηρ,M() – ( – λ)x – λRA,ηρ,M()∥∥
≤ ( – λ)‖x – x‖ + λ
∥∥RA,ηρ,M() – RA,ηρ,M()∥∥





(∥∥F(z, y) – F(z, y)∥∥)
+
∥∥A(x) –A(x) – ρ(f (x) – f (x))∥∥], ()
and by (μ,ν)-Lipschitz continuity of F(·, ·) and γ-Lipschitz continuity of S, we obtain
∥∥F(z, y) – F(z, y)∥∥ ≤ μ‖z – z‖ + ν‖y – y‖
≤ μγ‖x – x‖ + ν‖y – y‖. ()
SinceA is ω-Lipschitz continuous and (σ,ϕ)-relaxed cocoercive with respect to f , and
f is κ-Lipschitz continuous so that for z ∈ S(x), z ∈ S(x), we have
∥∥A(x) –A(x) – ρ(f (x) – f (x))∥∥q





f (x) – f (x)
)〉
≤ (ωq + cqρq κq + qσωq – qϕ)‖x – x‖q. ()
Combining (), () and (), we can get
∥∥Q(x) –Q(x)∥∥

















































For elements x,x, y, y ∈ X, zi ∈ S(xi), yi ∈ T(yi) (i = , ), if letting
i = B(yi) + ρg(yi) – ρG(wi,xi) (i = , ),
then by using the same method as the one used above,
∥∥Q(y) –Q(y)∥∥ = ∥∥( – λ)y + λRB,ηρ,N () – ( – λ)y – λRB,ηρ,N ()∥∥
≤ ( – λ)‖y – y‖ + λ
∥∥RB,ηρ,N () – RB,ηρ,N ()∥∥
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ρν‖x – x‖ +
[
( – λ) + λθ



























ρν,  = θ,
()
a = (‖Q(x) –Q(x)‖,‖Q(y) –Q(y)‖)T and b = (‖x – x‖,‖y – y‖)T , then from (),











,  < λ < , ()
where  is called the matrix for nonlinear set-valued inclusions system. By using [], we
have
‖a‖ ≤ ( – λ) + λ‖‖‖b‖. ()
Letting
‖‖ =max{,,,}.
It follows from (), the assumption of the condition () and S(x),T(y) ∈ CB(X) that










*) + ρf (x*) – ρF(z*, y*)),
y* = RB,ηρ,N (B(y
*) + ρg(y*) – ρG(w*,x*)),
()
where ρi >  is a constant (i = , ). Thus, by Theorem ., we know that (x*, y*, z*,w*) is a
solution of the problem (). This completes the proof. 
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4 Ishikawa-hybrid proximal algorithm
In , Verma developed a hybrid version of the Eckstein-Bertsekas [] proximal point
algorithm, introduced the algorithm based on the (A,η)-maximal monotonicity frame-
work [] and studied convergence of the algorithm, and so did Li, Xu and Jin in []. Based
on Theorem ., we develop an Ishikawa-hybrid proximal point algorithm for ﬁnding an
iterative sequence solving the problem () as follows.
Algorithm . Let X be a q-uniformly smooth Banach space. Let f , g : X → X be two
single-valued κ or κ-Lipschitz continuous mappings, respectively, ηi : X × X → X be a
single-valued τi-Lipschitz continuous mapping (i = , ), F ,G : X × X → X be two single-
valued (μ,ν) or (μ,ν)-Lipschitz continuous mappings, respectively. Let A : X → X
be single-valued r-strongly η-accretive, ω-Lipschitz continuous, (σ,ϕ)-relaxed coco-
ercive with respect to f , and B : X → X be single-valued r-strongly η-accretive, ω-
Lipschitz continuous, (σ,ϕ)-relaxed cocoercive with respect to g . Let S,T : X → X be
two set-valued γ or γ-Lipschitz continuousmappings, respectively,M : X → X be a set-
valued (A,η)-accretive mapping and N : X → X be a set-valued (B,η)-accretive map-
ping. Suppose that {αni }∞n=, {βni }∞n=, {ξni }∞n=, {ζ ni }∞n= and {ρni }∞n= (i = , ) are ten nonneg-




i = , limn→∞ ζ
n
i = , α = lim sup
n→∞
αni < ,
β = lim sup
n→∞
βni < , ρni ↑ ρi <
ri
mi
(i = , ),
then we can get x, y ∈ X and z ∈ S(x), w ∈ T(y) as follows.
Step : For arbitrarily chosen initial points x ∈ X, y ∈ X, we choose suitable z ∈ S(x),
w ∈ T(y), setting
⎧⎨
⎩u
 = ( – α )x + α e ,
x = ( – β )x + β d ,
where e , d satisfy
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
‖e – RA,ηρ ,M(A(x
) + ρ f (x) + ρ F(z, y))‖
≤ ξ ‖e – x‖ (z ∈ S(x)),
‖d – RA,ηρ ,M(A(u
) + ρ f (u) + ρ F(z , y))‖




 = ( – α )y + αe,
y = ( – β )y + βd ,
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where e, d satisfy
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
‖e – RB,ηρ ,N (B(y
) + ρ g(y) – ρG(w,x))‖
≤ ξ ‖e – y‖ (w ∈ T(y),
‖d – RB,ηρ ,N (B(v
) + ρ g(v) – ρG(w,x))‖
≤ ζ  ‖d – v‖ (w ∈ T(v)).
By using Nadler [], we can choose suitable z ∈ S(x), w ∈ T(y) such that
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
‖z – z‖ ≤ ( +  )D(S(x),S(x)),
‖w –w‖ ≤ ( +  )D(T(y),T(y)),
‖z – z‖ ≤ ( +  )D(S(U),S(U)),
‖w –w‖ ≤ ( +  )D(T(V ),T(V )).
Therefore, we obtain x, y ∈ X and z ∈ S(x), w ∈ T(y) and give the next step for gen-
erating sequences {xn}∞n=, {yn}∞n=, {zn}∞n= and {wn}∞n=.
Step : From x, y ∈ X and z ∈ S(x), w ∈ T(y), the sequences {xn}∞n=, {yn}∞n=, {zn}∞n=
and {wn}∞n= are generated by the iterative procedure
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
un = ( – αn )xn + αn en ,
xn+ = ( – βn )xn + βn dn ,
‖en – RA,ηρn ,M(A(x
n) + ρn f (xn) + ρn F(zn, yn))‖
≤ ξn ‖en – xn‖ (zn ∈ S(xn)),
‖dn – RA,ηρn ,M(A(u
n) + ρn f (un) – ρn F(zn , yn))‖





vn = ( – αn )yn + αnen,
yn+ = ( – βn )yn + βndn ,
‖en – RB,ηρn ,N (B(y
n) + ρn g(yn) – ρnG(wn,xn))‖
≤ ξn ‖en – yn‖ (wn ∈ T(yn)),
‖dn – RB,ηρn ,N (B(v
n) + ρn g(vn) – ρnG(wn,xn))‖
≤ ζ n ‖dn – vn‖ (wn ∈ T(vn)).
()
By using Nadler [], we can choose suitable zn+ ∈ S(xn+), wn+ ∈ T(yn+) such that
⎧⎨
⎩‖z
n – zn+‖ ≤ ( + +n )D(S(xn),S(xn+)),
‖wn –wn+‖ ≤ ( + +n )D(T(yn),T(yn+)),
()
for n = , , , . . . .
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Remark . If we choose some suitable operators A, B, η, η, F , G, S, T ,M, N , f , g and a
space X, then Algorithm . can degenerate to a number of known algorithms for solving
the system of variational inequalities and variational inclusions (see [–, –, ]).
5 Convergence of Ishikawa-hybrid proximal Algorithm 4.1
In this section, we prove that {(xn, yn, zn,wn)}∞n= generated by Ishikawa-hybrid proximal
Algorithm . converges linearly to a solution (x*, y*, z*,w*) of the problem () as the con-
vergence rate ‖‖.
Theorem . Let X be a q-uniformly smooth Banach space. Let f , g : X → X be two
single-valued κ or κ-Lipschitz continuous mappings, respectively, ηi : X × X → X be a
single-valued τi-Lipschitz continuous mapping (i = , ), F ,G : X × X → X be two single-
two valued (μ,ν) or (μ,ν)-Lipschitz continuous mappings, respectively. Let A : X → X
be a single-valued r-strongly η-accretive and ω-Lipschitz continuous mapping, and let
B : X → X be a single-valued r-strongly η-accretive and ω-Lipschitz continuous map-
ping. Let S,T : X → X be two set-valued γ or γ-Lipschitz continuous mappings, respec-
tively, A be (σ,ϕ)-relaxed cocoercive with respect to f and B be (σ,ϕ)-relaxed cocoercive
with respect to g . Suppose that M : X → X is a set-valued (A,η)-accretive mapping and
N : X → X is a set-valued (B,η)-accretive mapping, and the following conditions hold:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
max{ρμγ + l,αβνθ( + ρ – βρ),






 <  – θ,
























r–mρ (ρμγ + l), θ =
τq–
r–mρ (ρμγ + l),
()
and eight nonnegative sequences {αni }∞n=, {βni }∞n=, {ξni }∞n=, {ζ ni }∞n= and {ρni }∞n= (i = , )




i = limn→∞ ζ
n
i = , αi = lim sup
n→∞
αni < , ()
βi = lim sup
n→∞




Then the problem () has a solution (x*, y*, z*,w*)z* ∈ S(x*), w* ∈ T(y*), and the sequence
{xn, yn}∞n= generated by Ishikawa-hybrid proximal Algorithm . converges linearly to a
solution (x*, y*) of the problem () as the convergence rate
‖‖ = max
{




( + ρ – βρ),
 – β + βθ( – α + αθ) + βθ( – α + αθ),
( – β + βθ) + ( – α + αθ)βθ + βθ
}
, ()
where cq >  is the same as in Lemma ., ρi ∈ (, rimi ) (i = , ).
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Proof Let (x*, y*, z*,w*) (z* ∈ S(x*), w* ∈ T(y*)) be the solution of the problem (), then for
any λ > ,
⎧⎨
⎩x
* = ( – λ)x* + λRA,ηρ,M(A(x
*) + ρf (x*) – ρF(z*, y*)),
y* = ( – λ)y* + λRB,ηρ,N (B(y
*) + ρg(y*) – ρG(w*,x*)).
()
For n≥ , we write
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
sn = ( – αn )xn + αnR
A,η
ρn ,M
(A(xn) + ρn f (xn) + ρn F(zn, yn)),
tn+ = ( – βn )xn + βn R
A,η
ρn ,M
(A(sn ) + ρn f (sn ) + ρn F(zn, yn))
(zn ∈ S(sn )).
()
It follows from the hypotheses of the mappings A, f , F , S, M, η and RA,ηρn ,M in Algo-
rithm . that





















≤ [( – αn ) + αn θ]∥∥xn – x*∥∥ + αn τ q–r –mρn ρn ν
∥∥yn – y*∥∥,





















≤ ( – αn )∥∥xn – x*∥∥ + αn ∥∥en – RA,ηρn ,M(A(x*) + ρn f (x*) – ρn F(z*, y*))∥∥
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that is,
∥∥sn – x*∥∥≤ [( – αn ) + αn θ(n)]∥∥xn – x*∥∥ + αn τ q–r –mρn ρn ν
∥∥yn – y*∥∥,
∥∥un – x*∥∥≤  – ξn
(
 – αn + ξn + αn θ(n)
)∥∥xn – x*∥∥





∥∥yn – y*∥∥, ()
where θ(n) = τ
q–
r–mρn








 – qϕ), zn ∈ S(xn) and x* ∈ S(x*).
From ()-() and (), we have




























































≤ (( – βn ) + βn θ(n))∥∥sn – x*∥∥ + βn τ q–r –mρn ν
∥∥yn – y*∥∥. ()
By Algorithm ., xn+ – xn = βn (dn – xn) and un – xn = αn (en – xn), we have


















∥∥dn – RA,ηρn ,M(A(sn ) + ρn f (sn ) – ρn F(zn, yn))∥∥
≤ βn
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≤ ζ n





























































× (∥∥sn – x*∥∥ + ∥∥x* – xn∥∥ + ∥∥xn – un∥∥)
≤ ζ n
∥∥xn+ – x*∥∥ + (ζ n + βn θ(n))∥∥xn – x*∥∥
+ βn
(
ζ n + θ(n)
)(∥∥un – x*∥∥ + ∥∥xn – x*∥∥) + βn θ∥∥sn – x*∥∥
≤ ζ n
∥∥xn+ – x*∥∥ + (ζ n + βn θ(n) + βn ζ n )∥∥xn – x*∥∥
+ βn
(
ζ n + θ(n)
)∥∥un – x*∥∥ + βn θ(n)∥∥sn – x*∥∥. ()
It follows from ()-() that
∥∥xn+ – x*∥∥ ≤ ∥∥xn+ – tn+ ∥∥ + ∥∥tn+ – x*∥∥
≤ ζ n
∥∥xn+ – x*∥∥ + [ζ n + βn θ(n) + βn ζ n
+ βn
(


































∥∥xn+ – x*∥∥ ≤  – ζ n
[
ζ n + βn θ(n) + βn ζ n
+ βn
(










 – αn + αn θ(n)
)]∥∥xn – x*∥∥




















]∥∥yn – y*∥∥, ()























For n≥ , we write
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
sn = ( – αn )yn + αnR
B,η
ρn ,N
(B(yn) + ρn g(yn) – ρnG(wn,xn))
(wn ∈ T(yn)),
tn+ = ( – βn )yn + βnR
B,η
ρn ,N
(B(sn) + ρn g(sn) – ρnG(wn,xn))
(wn ∈ T(sn)).
()
By using the hypotheses of the mappings B, g ,G, T ,N , η and RB,ηρn ,N in Theorem ., and
the same method as the one above, we can get















































































∥∥xn – x*∥∥ + αnθ(n)∥∥yn – y*∥∥
≤ ( – αn + αnθ)∥∥yn – y*∥∥ + ξn ∥∥vn – y*∥∥ + αn τ q–r –mρn ρnν
∥∥xn – x*∥∥;
that is,
∥∥sn – y*∥∥≤ αn τ q–r –mρn ρnν
∥∥xn – x*∥∥ + ( – αn + αnθ(n))∥∥yn – y*∥∥,
∥∥vn – y*∥∥≤  – ξn
(
 – αn + αnθ(n)
)∥∥yn – y*∥∥






∥∥xn – x*∥∥, ()
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Moreover, we have






















































∥∥xn – x*∥∥ + βn θ(n)∥∥vn – y*∥∥
≤ ( – βn + ζ n + βn ζ n )∥∥yn – y*∥∥ + βn τ q–r –mρn ρnν
∥∥xn – x*∥∥
+ ζ n
∥∥yn+ – y*∥∥ + βn ζ n ∥∥sn – y*∥∥ + βn θ(n)∥∥vn – y*∥∥,
for () yn+ – yn = βn (dn – yn).
It follows from () that


















∥∥dn – RB,ηρn ,N(B(sn) + ρn g(sn) – ρnG(wn,xn))∥∥
≤ βn ζ n
∥∥dn – vn∥∥ + βn τ q–r –mρn ρnν
∥∥xn – xn∥∥ + βn θ(n)∥∥sn – vn∥∥
≤ ζ n
(∥∥yn+ – y*∥∥ + ∥∥yn – y*∥∥) + ζ n βn (∥∥yn – y*∥∥ + ∥∥vn – y*∥∥)
+ βn θ(n)
(∥∥sn – y*∥∥ + ∥∥y* – vn∥∥)
≤ ζ n





 + βn θ(n)
)∥∥vn – y*∥∥ + βn θ(n)∥∥sn – y*∥∥. ()
Combining (), (), (), () and (), we have
∥∥yn+ – y*∥∥ ≤  – ζ n
[(






∥∥xn – x*∥∥ + (βn θ(n) + ζ n βn )∥∥vn – y*∥∥
+ βn
(
ζ n + θ(n)
)∥∥sn – y*∥∥
]
≤  – ζ n
(
 – βn + βn ζ n + ζ n
+
(




 – αn + αnθ(n)
)

































)∥∥xn – x*∥∥. ()
By using () and (), let
a = lim sup
n→∞

 – ζ n
[
ζ n + βn θ(n) + βn ζ n
+ βn
(










 – αn + αn θ(n)
)]
=  – (α + β) + (α + β)θ(n) +
(
 – α + αθ(n)
)
βθ(n),
a = lim sup
n→∞

























( + ρ – βρ),
a = lim sup
n→∞





























a = lim sup
n→∞

 – ζ n
(
 – βn + βn ζ n + ζ n
+
(














=  – β + βθ( – α + αθ) + βθ( – α + αθ)
= ( – β + βθ) + ( – α + αθ)βθ + βθ,
where
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Let A = (‖xn+ – x*‖,‖yn+ – y*‖)T and B = (‖xn – x*‖,‖yn – y*‖)T , then from (), () and







which is called the matrix for a nonlinear set-valued inclusions system involving (A,η)-
accretive mappings. By using [], we have
‖A‖ ≤ ‖‖‖B‖. ()
Let
‖‖ =max{a,a,a,a}.
It follows from ()-(), Theorem . and [] that  < ‖‖ <  and there exist x*, y* ∈ X





and the sequence {xn, yn}∞n= generated by Ishikawa-hybrid proximal Algorithm . con-
verges linearly to a solution (x*, y*) of the problem () as the convergence rate
‖‖ = max
{




( + ρ – βρ),
 – β + βθ( – α + αθ) + βθ( – α + αθ),
( – β + βθ) + ( – α + αθ)βθ + βθ
}
,
where cq >  is the same as in Lemma ., ρi ∈ (, rimi ) (i = , ). This completes the proof.

Remark . For a suitable choice of the mappings A, B, ηi, F , G, M, N , S, T , f , g and X,
we can obtain several known results in [, , , ] as special cases of Theorem ..
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