This work tries to answer the question of what makes a query difficult. It addresses a novel model that captures the main components of a topic and the relationship between those components and topic difficulty. The three components of a topic are the textual expression describing the information need (the query or queries), the set of documents relevant to the topic (the Qrels), and the entire collection of documents. We show experimentally that topic difficulty strongly depends on the distances between these components. In the absence of knowledge about one of the model components, the model is still useful by approximating the missing component based on the other components. We demonstrate the applicability of the difficulty model for several uses such as predicting query difficulty, predicting the number of topic aspects expected to be covered by the search results, and analyzing the findability of a specific domain.
INTRODUCTION
The classical information retrieval (IR) evaluation paradigm, as provided by TREC and by other similar benchmarks, involves measuring the ability of a search system to retrieve relevant documents in response to a set of typical information needs (called topics in the context of TREC). Topics are defined by two components: (a) a textual description, and (b) a set of documents relevant to the information need.
The topic's textual description comes in a natural language form that can be used to identify the expected user's query to be handled (e.g., a short query based on the topic title, or a longer query based on the topic description). The set of relevant documents (called Qrels) are then used for scoring a search system running that query for measuring general system effectiveness and for comparison between systems.
The experimental results of current IR systems participating in TREC show a wide diversity in effectiveness among topics as well as among systems. Most systems, even with high precision on average, fail to answer some of the topics. This led to the TREC Robust tracks [15, 16, 17] , which encouraged systems to decrease variance by focusing on poorly performing topics. In the Robust tracks of 2003 and 2004, systems were challenged by 50 old TREC topics found to be "difficult" for most systems over the years. A topic is considered difficult in this context when the median of the average precision (AP) scores of all participants for that topic is below a given threshold (i.e., half of the systems score lower than the threshold). One of the track's goals was to study whether a topic found to be difficult several years ago is still difficult for current state-of-the-art IR systems. The definite conclusion was that current systems still have difficulty in handling those old difficult topics [15, 16] .
However, the Robust track results did not fully answer the basic question underlying its root cause, that is, why are some topics more difficult than others? In this paper, we study the reasons for topic difficulty and show possible uses of the knowledge derived from understanding these root causes.
Related work
In the past, several attempts were made to explain the sources of topic difficulty, which can be linked to a number of causes. Topic difficulty might be induced from the topic textual expression, but also from the resources of available information. Cronen-Townsend et al. [2] suggested the clarity measure that tries to explain query difficulty through differences between the language model of the query and that of the collection. Prager [13] observes that "understanding the question is indeed part of the process, but it is only a part. Understanding the corpus is equally important, as is being able to match these resources to the question".
The Reliable Information Access (RIA) workshop [6] was the first to rigorously investigate the reasons for variability between systems success on different topics. The goal of the RIA workshop was to understand the contributions of both system variability factors and topic variability factors to overall retrieval variability. The workshop brought to-gether seven different top research IR systems and assigned them to common tasks. Comparative analysis of these different systems enabled isolation of system variability factors. One of the workshop's findings was that the variability is due to the topic statement itself, the relationship between the topic and the document collection as a whole, and some system dependent factors such as the retrieval algorithm and its implementation.
By performing failure analysis on TREC topics, ten failure categories were identified. Table 1 presents the failure categories, each associated with an example topic, as they appear in the workshop summary. Five categories of the ten relate to the systems' failure to identify all aspects of the topic. One of the workshop's conclusions was that the root cause of poor performance is likely to be the same for all systems. Systems are retrieving different documents from each other in general, but in most categories, all systems fail for the same reasons.
One of the tasks in the 2004 and 2005 TREC Robust tracks was to estimate the relative difficulty of each topic. Several works attempted to achieve this task (reviewed in [19] ), even though mostly without explicitly explaining the source of the difficulty. Features which were somewhat useful for prediction of topic difficulty were related to the document collection (e.g., the frequency of query terms in the collection [7, 9] ), the score of the top-scored document [14] , and the overlap between results of sub-queries based on single query terms and results of the full query [19] .
In this context, Mothe and Tanguy [11] searched for correlations between sixteen different linguistic features of TREC queries and the average precision scores. Each of these features can be viewed as a clue to a linguistically specific characteristic, either morphological, syntactical, or semantic. Two of these features (syntactic links span and polysemy value) had a significant impact on precision scores for previous TREC participants. Although the correlation values were not high, they indicated a link between some linguistic characteristics of the queries and topic difficulty.
Topic difficulty also relates to the coherence of the relevant documents. A set of relevant documents containing distinctive documents representing different aspects of the topic, might be more difficult to retrieve. Evans et al. [4] describe a taxonomy of topics according the number of existing clusters in the result set. The number of resulting clusters and the stability of those clusters provide important clues as to the difficulty of the topic.
Finally, some of the features of the entire collection were also suggested as affecting topic difficulty. One of the questions to answer in the Robust track of 2005 was whether topics found to be difficult in one collection are still considered difficult in another collection. Difficult topics in the TREC disks 4&5 collection were tested against the AQUAINT collection. The average median AP over the 50 topics for TREC disks 4&5 collection (Robust04) is 0.126 compared to 0.185 for the AQUAINT collection (Robust05). Assuming that the median AP score of all participants is a good indication for topic difficulty, these results indicate that the AQUAINT collection is 'easier' (average median AP is higher) than the TREC disks 4&5 collection, at least for the 50 difficult topics of the Robust track 1 . This might be due to the collection size or due to the document features such as length, structure, and coherence. This might also depend on the difference in separability of the Qrels sets from the entire collection. To test whether the relative difficulty of the topics is preserved over the two document sets, we computed the Pearson correlation between the median AP scores of the 50 difficult topics as measured over the two datasets. The Pearson correlation is 0.463, which shows a strong dependency between the median AP scores of a topic on both collections. This suggests that even when results for a topic are somewhat easier to find on one collection than another, the relative difficulty among topics is preserved, at least to some extent.
Our approach
In this work, we investigate the main features affecting topic difficulty. We suggest a novel model which captures the main components of a topic and the relationship between those components and topic difficulty. The three components are the topic textual expression describing the information need, the set of relevant documents of the topic, and the entire collection of documents. We argue, and then show experimentally, that topic difficulty mostly depends on the inner relationship between those components.
Rarely does the information pertaining to all parts of the model exist. Users are likely to have only one part of a topic, either the query expression, or the relevant documents (when the problem is analyzed from the content provider's perspective). We show that in such cases the proposed model is still useful for measuring topic difficulty by approximating the missing part using the existing parts.
The rest of the paper is organized as follows: Section 2 describes the model and its relation to topic difficulty. In Section 3 we validate our model through experiments conducted on the .gov2 collection, using the 100 topics of the TREC Terabyte tracks. We show a significant correlation between the topic difficulty model based features and the standard IR measures for topic difficulty such as average precision. Section 4 describes some applications of the model. We demonstrate the ability of the model to predict topic difficulty. In the opposite direction, given a set of documents such as a specific domain, the model can predict how findable this domain is. Section 5 concludes.
A MODEL FOR TOPIC DIFFICULTY
As outlined above, a typical information retrieval scenario is comprised of a collection of documents and a search engine that retrieves documents in response to user queries. A user submitting a query to the search engine has an idea of the information she is trying to find. She is also able to judge the search results according to their relevance to this information need. Thus, the query and the relevant documents are two facets of the same information need.
Therefore, we define the primal object of the model to be a Topic. A topic is information pertinent to a defined subject. The topic is comprised of two objects: a set of queries, Q, and a set of relevant documents, R. The queries are possible expressions reflecting the information need, while the relevant documents contain the information satisfying that need. The topic is also dependent on the specific document collection, C, from which R is chosen. Thus, we denote a 
For each topic it is important to measure how broad the topic is and how well it is separated from the collection. In terms of clustering, this is akin to measuring the in-cluster variability and the between-class variability. These measurements can be performed on both facets of the model. An additional measurement, which is of even greater interest, is the distance between the two facets of the model, i.e., the distance between Q and R. We hypothesize that a large distance translates to a difficult topic while a small distance results in an easy topic. Figure 1 shows a schema of the topic difficulty model and the different distances among its elements:
The distance between the queries, Q, and the collection, C. This is analogous to the clarity score of a query [2] .
d(Q, Q) -
The distance among the queries, i.e., the diameter of the set Q.
d(R, C) -
The distance between the relevant documents, R, and the collection, C.
d(R, R) -
The distance among the relevant documents, i.e., the diameter of the set R.
d(Q, R) -
The distance between the queries, Q, and the relevant documents, R.
In some cases, it is possible to obtain only one of the model objects (Q or R). For example, a search engine manager inspecting the search engine query log has access to the queries regarding a certain topic, but the relevant documents to this topic are not supplied. That is, he has access to the documents in the collection, but the documents are not labeled as relevant to a specific topic. In this case, the model is still very useful, as it is possible to estimate the clarity of the topic according to d(Q, C) and also d(Q, Q) distance where the topic is represented by a set of several queries.
Similarly, a content manager might not have access to the specific queries users are typing while trying to find the information in her documents, only to the documents or the web pages she manages. In such cases, the model still can be used to estimate how easily her information can be found, by estimating the d(R, C) and d(R, R) distances. This is similar to the notion of Findability in the context of search Figure 1 : A general model of a topic based on the queries expressing the specific information need, the relevant documents for those queries, the entire collection, and the distances between the sets involved.
engine optimization, where the objective is to optimize web pages so that their content is optimally findable.
In this work, we use the Jensen-Shannon divergence (JSD) to measure distances between objects (sets of documents and queries). The JSD is a symmetric version of the KullbackLeibler divergence. For the distributions P (w) and Q(w) over the words in the collection w ∈ W , JSD is defined as:
where M (w) = 1/2 (P (w) + Q(w)), and DKL(P 1||P 2) is the Kullback-Leibler divergence of P 1 and P 2. Thus, explicitly, the Jensen-Shannon divergence can be written as:
The Jensen-Shannon divergence is not a distance (as it does not obey the triangle inequality), but its square root is. The JSD is preferred over other distance measures such as cosine distance, because when measuring distances between documents or queries (as described below), the collection statistics can be naturally incorporated into the measurements.
The measures d(Q, C), d(R, C), and d(Q, R) as defined above are all estimated using the Jensen-Shannon divergence between the centroids of the sets Q, R, and C respectively. The method for estimating d(Q, Q) and d(R, R) is explained in Section 2.1.
To approximate the distribution of terms within documents or queries, we measure the relative frequencies of terms, linearly smoothed with collection frequencies. The probability distribution of a word w within the document or query x, where w appears nw times in x, is:
where Pc(w) is the probability of word w in the collection, and λ is a smoothing parameter. In this work, λ was set to 0.9, except when measuring JSD distance between objects and the collection, where it was set to 0.99.
Topic aspects as a measure of topic broadness
Most retrieval models assume that the relevance of a document is independent of the relevance of other documents. In reality, however, this assumption rarely holds; relevant documents can relate to different aspects of the topic, hence, the entire utility of the result set strongly depends on the number of relevant aspects it covers.
The aspect coverage problem has to do with finding documents that cover as many different aspects of the topic as possible. This problem has been investigated in the interactive track of TREC, where the purpose was to study how systems can best cover all relevant aspects of a topic [12] . Zhai et al. [20] describe some evaluation measures for aspect coverage of a given result set.
The aspect coverage problem is another facet of topic difficulty. This is clearly demonstrated in Table 1 , where five out of the ten categories relate to poor aspect coverage. Therefore, the broadness of the topic, both from the query facet and the document facet, is measured by the number of aspects described by the topic.
In our model, topic broadness is measured by the distance d(R, R). This distance can be obtained, for example, by measuring the inner JSD distance among the relevant documents. A small distance would reflect a coherent set of relevant documents, all providing the same information. However, this measure suffers from the drawback that identical (or extremely similar) documents are very close together, despite adding no information to the user.
Thus, we opted for using aspect coverage as an indication of topic broadness i.e. topic difficulty. Given a topic with the set of relevant documents, the number of topic aspects was estimated by clustering the relevant documents. Using the square root of the JSD as a distance measure between documents (or queries, from the query facet), the set of documents or queries is clustered and the broadness of the topic estimated by the number of disjointed clusters formed. This is of course, only an approximation, since it assumes that every document focuses on one aspect only. However, a document could describe more than one aspect of a topic.
As an example, consider the set of relevant documents of the TREC Terabyte track topic "John Edwards womens' issues", with sixteen relevant documents. After the relevant documents are partitioned into clusters, the document clusters were inspected to figure out their aspects. By reading the documents we deduced that the clustering procedure divides the documents into the following aspects:
1. A sexual offenders bill in North Carolina.
Patient Protection
Legislation. 3. The Historically Women's Public Colleges or Universities Historic Building Restoration and Preservation Act.
Women's health care issues.
We use the number of aspects (the number of clusters) of the topic's relevant documents (or of the queries) to measure the diameters, d(R, R) and d(Q, Q), of the topic difficulty model.
Document coverage and query coverage
Rarely does the information pertaining to both facets of the model exist. It is much more likely to expect that different users of the model have only one description of a topic, either the queries or the relevant documents (it is assumed that the document collection is always accessible, at least through a search engine), and only an approximation of the missing part of the model. In such cases, the proposed model is still useful for obtaining information as to the topic.
When only Q or R are available (as defined above) we approximate the missing set using the Jensen-Shannon divergence. Thus, given only a query, or a set of queries Q, we define document coverage (DC) as the set of documents (chosen from the given collection) which minimizes the JensenShannon divergence from Q:
The document coverage set is an approximation of the correct set R since it is the set of documents which is most similar to Q.
Similarly, given only a set of relevant documents R we define query coverage (QC) as the set of queries that minimizes the Jensen-Shannon divergence from R:
Section 4 provides examples for applications of document coverage and query coverage.
Practical considerations for computing document coverage and query coverage
Estimating document coverage and query coverage represent a difficult computational challenge. As noted above, the document coverage is the set of documents for which the Jensen-Shannon divergence reaches its minimum. Since finding the subset of documents that is the document coverage for a given query is NP-hard [5] , two approximations were used: First, only the top 100 documents returned by the search engine in response to the query are considered as candidates for inclusion in the set. Second, a greedy algorithm is used.
Thus, the document closest to the query (with the lowest JSD) is found. Documents are then added iteratively such that each added document causes the largest decrease in JSD between the query and the average distribution of the selected documents. A typical resulting curve is shown in Figure 2 , where the minimum is reached after three documents, and JSD rises thereafter.
Once a minimum is reached (adding a document only increases JSD), the value of JSD is measured and the set of accumulated documents is used as an approximation to the true DC set.
Similarly, finding the QC set, given a set of relevant documents, is NP-hard. Therefore, we use a similar greedy algorithm. The algorithm builds the QC set incrementally; it only considers the set of terms belong to R, and at each stage it finds a single word that is the closest (in JSD distance) to the document set. This process repeats, and words are added to QC so as to minimize JSD distance from the document set (or increase it by the smallest amount). The iterative process results in a list of ranked words. These are the most representative words for the relevant documents, taking into account the collection distribution. The process stops once a minimum is reached (adding a term only increases JSD) or after all the words in the relevant documents are added.
VALIDATING THE MODEL
The objectives of this section are to link the theoretical model of topic difficulty to common IR measurements and to determine the effect of each part of the model on topic difficulty. We validated our model using the Juru search engine [1] on the .gov2 document collection (approximately 25 million documents) from TREC. We experimented with short queries based on the topic titles using the 100 topics of the 2004 and 2005 terabyte tracks.
Linking model-induced distances to average precision
In this part of the experiment we measured the correlation between the model-induced measurements (JSD distances of the model components) and the average precision (AP) achieved by the search system for the 100 terabyte topics. We also measured the correlation between the modelinduced parameters and the median AP of all systems that participated in the TREC Terabyte tracks.
As shown in Figure 2 , there are five distances of interest in the model. However, because TREC topics provide a single query for each topic, the inter-query distance could not be used. Thus, four distances and their correlation with AP were evaluated. Table 2 shows the Spearman correlation coefficient ρ and the Pearson correlation values for each of the distances with the AP. All correlations with an absolute value larger than 0.164 are statistically significant at p < 0.05. The distance of the relevant documents from the collection is by far the most important factor influencing topic average precision. The explanation for this phenomena is that a longer distance reflects better separability of the set of relevant documents from the entire collection. The distance of the query to the collection, d(Q, C), and the number of topic aspects, d(R, R), have a lower, yet substantial effect on precision, while the distance of the query to the relevant documents, d(Q, R), at least for the 100 TREC topics, has almost no effect.
We note that the signs of the regression coefficient show that a longer distance of the queries and the relevant documents from the collection results in a higher AP, while a shorter distance between queries and documents results in increasing AP. Interestingly, a larger number of aspects correlates positively with AP. 
Linking model-induced distances to topic aspect coverage
In the second experiment, we measured the correlation between the topic difficulty model distances and the aspect coverage of the results retrieved by Juru for the 100 Terabyte topics.
Given the ranked list of results for a given topic retrieved by our system, we measured aspect coverage as follows:
1. Find all aspects of the relevant documents of the topic using the clustering process described in Section 2.1, assuming each cluster relates to a different aspect.
2. For each aspect, mark the top result in the ranking belonging to that aspect as relevant, and mark all other relevant documents in the result set belonging to that aspect as non-relevant. In this way, every aspect covered by the result set has one representative in the ranking.
3. Compute average precision using the new marked documents.
The aspect coverage measure promotes rankings that cover more aspects and also takes into consideration the ranks of the relevant documents. A rank that includes documents from many different aspects on top of the ranking is preferred over a rank containing documents that redundantly cover the same aspect 2 . As Table 3 shows, the distance between the query and the relevant documents, d(Q, R) and the broadness of the topic, d(R, R) have the most significant influence on the ability to retrieve many topic aspects (All correlations with an absolute value larger than 0.164 are statistically significant at p < 0.05). As can be expected, the more aspects a topic has, the harder it is to retrieve all of them. The separation of the query and the relevant documents from the collection (d(Q, C) and d(R, C), respectively) have a very minor role in aspect coverage. Interestingly, the combined correlation of all four measurements is extremely similar to that of regular AP, and is a relatively high value.
Theoretically, the topic aspects might have been found by analyzing the query facet, for instance, by using disambiguation methods described in [10] . However, when using the TREC data we assume that the relevant documents for a topic cover all the topic relevant aspects.
USES OF THE MODEL
In the following section, three uses of the model are described. The first predicts query difficulty by estimating the expected average precision of the query. The second predicts the number of different relevant aspects expected to be covered by the search results. The final application allows a domain manager to analyze her domain (or her site) to predict the findability of the domain, i.e., the likelihood of the documents in that domain returning as answers to queries related to that domain.
Estimating query average precision
One of the tasks in the Robust tracks of 2004 and 2005 was to estimate query difficulty, that is, to estimate the average precision for each topic. This generated a wealth of research into methods for such estimation, some of which were surveyed in Section 1.
Using the model-induced distances d(Q, C), d(Q,R), and d(R, C) (whereR represents an approximation of the set of relevant documents, computed by the method described in Section 2.3), we attempted to estimate the average precision of the topics.
Given the 100 training topics of the Terabyte tracks, the three distances mentioned above were used for training a predictor. The predictor was trained by a Support-Vector Machine (SVM) using either a radial-basis kernel or a linear kernel. The SVMlight package [8] was used with default parameters. In this experiment, leave-one-out was used for training [3] .
We compared the predictor based on the JSD distances to a predictor based on the features described in [19] . Interestingly, the predictor based on the query difficulty model obtained the best results using a radial-basis kernel, while the predictor based on the features described in [19] obtained the best results using a linear kernel. This effect can be explained by the low number of training queries relative to the number of features in the latter case.
The Pearson correlation between the actual average precision to the predicted average precision using JSD distances was 0.362. The same correlation using the features described in [19] was only 0.138. The difference is statistically significant at p < 0.05 (one-sided test, [18] ). These results demonstrate the ability of the JSD-based features to predict the expected precision. An additional advantage of these features is that they represent a smaller feature space, which is easier for training a predictor.
Estimating topic aspect coverage
As argued previously, the number of different aspects, and the ability to retrieve a set of results covering all those aspects are two of the main reasons for topic difficulty. In this subsection we describe how to train a predictor for the expected aspect coverage based on the topic difficulty model.
We used the aspect coverage measure for each of the training topics, as defined in Subsection 3.2, as the input to the estimator. The JSD distances are then used as features for training a predictor whose task it is to detect queries with low aspect coverage. Again, the predictor was trained based on a Support-Vector Machine (SVM) using a radial-basis kernel. The SVMlight package [8] was used with default parameters, except for the cost which was set to 10. In this experiment, leave-one-out was used for training [3] . The Pearson correlation between the actual aspect coverage and the predicted aspect coverage using JSD distances was 0.397.
In a second experiment, our goal was to estimate which of the topics has 10% or less of their aspects covered by the document collection. We used the topic difficulty model to train an estimator for detecting low coverage queries. The results of this experiment are shown in Figure 3 . This figure shows the ability to detect queries with low aspect coverage, as demonstrated by an area of 0.88 under the ROC curve.
Estimating topic findability
In this subsection, we use the topic difficulty model to estimate the findability of a given collection of documents. We assume that a set of documents of a domain are given, and it is necessary to estimate how easy it is for a user to find these documents. As noted above, this is akin to the notion of findability in the field of search engine optimization, where the goal is to optimize document representation so that they will be found easily by the search engines for related queries.
There are two aspects to this problem. The first is how well the domain's documents are separated from the entire collection. The second is the degree to which typical user queries of the relevant topics covered by that domain correlate with the most informative words of the domain, as reflected by its documents. Our first experiment attempts to quantify the effect of the separability of the relevant documents from the entire collection on the ability to find those documents. We computed the Query Coverage (QC) set for each of the Qrels of the 100 training topics. The greedy algorithm used for finding QC results in a ranked list of words, from best to worst. We used the 10 best words for each topic.
For each topic, a sequence of queries was created, with the first best word, the first two best words and so on, up to the first ten best words. The sequence of queries were executed and the AP for each query computed. The resulting curves of AP against the number of terms were then clustered using the k-means clustering algorithm [3] . We used the AP values at each number of terms as features to the clustering algorithm. The results of this clustering (using three clusters) are shown in Figure 4 . These curves show typical findability behaviors of a topic, ranging from topics which are extremely difficult to find, no matter how many search terms are used, to topics for which 3-4 query terms are sufficient for achieving high AP. The average AP curve for one of the clusters shows a low AP for the first best word while additional words do not greatly improve it. The second curve, on the other hand, shows a dramatic increase with the addition of words. The third curve shows an optimal findability behavior -the first best terms are sufficient to achieve high AP. For most topics, no improvement in AP was achieved by using more than nine best words.
We used the Kruskal-Wallis non-parametric one-way ANOVA to test whether the partition of topics according to the clusters shown in Figure 4 was also reflected in the JSD distance between the relevant documents and the collection. The result was extremely significant at p = 0.007. The average AP for topics in a cluster based on the best topic terms is higher when the average d(R, C) is higher. This is in agreement with the correlation values shown in Section 3.1. A useful application of this finding is that it is possible to estimate the findability of a domain (i.e. to which of the three curves in Figure 4 the behavior of the domain will be) based solely on its separation from the collection, regardless of the specific search engine.
Our second experiment relates to the effect of the typical users' query on the ability to retrieve the relevant information. By observing the list of best terms (as described above), a domain manager might be able to deduce if a "reasonable" user would use such terms when searching for information captured in her domain.
For example, consider the query "Massachusetts textile mills". This query is one of the most difficult ones for our system. The first ten most important terms found by the greedy algorithm, in decreasing order of importance are: "Lowell", "mill", "nation", "history", "industry", "area", "park", "NHP" (Neighborhood Health Plan), "work", "heritage". The first two original query terms only appear in locations 12 and 29 respectively (the third one, "mills", appears second). Our results indicate that the query "Lowell mill nation", based on the first 3 words in the best-word list, generates an average precision of approximately 3.5 better than that of a query based on the original query terms.
We tested how the rank (location) of the users' query terms in the list of best words correlate with the AP and the Aspect Coverage. We assume that TREC queries based on the topic titles represent typical user queries. The median of the average rank of query terms was approximately 4400, which is a surprisingly high. This shows that the userselected terms are very far from the best terms of the relevant documents. The average rank of the query terms has a Spearman correlation of −0.165 with the Aspect Coverage (but only negligible correlation of 0.048 with the AP). Thus, the farther down the query terms are in the list of best terms, the fewer the aspects that would be covered by the user's query. The correlation value is not very high, but it does show that the selection of query terms has a non-negligible effect on findability.
One of the uses of such a best-word list is to identify problematic domains that can hardly be found. If the best words are atypical to the information exposed by that domain (e.g. "Lowell" in the example above), or even worst, if the typical terms for that information are ranked low in that list, the domain is expected to suffer from bad findability. Thus, simply looking at the list of best words and trying to comprehend if such words would be used by the typical user can greatly improve the findability of the domain, by document expansion, for instance.
SUMMARY
This work tries to answer the question of what makes a topic difficult. We addressed a novel model that captures the main components of a topic and the relations between those components to topic difficulty. The three components of a topic are the textual expression describing the information need (the query or queries), the set of relevant documents of the topic (the Qrels), and the entire collection of documents. We showed that topic difficulty strongly depends on the distances between those components. The larger the distance of the queries and the Qrels from the entire collection, the better the topic can be answered (with better precision and with better aspect coverage). In the absence of knowledge about one of the model components, the model can still be useful by approximating the missing component based on the other components. We demonstrated the applicability of the difficulty model for several uses such as predicting query difficulty and analyzing the findability of a specific domain.
The difficulty model described in this work is based on the relationship between the main topic components. However, there are many more important features affecting topic difficulty that the current model ignores. For example, ambiguity of the query terms, or topics with missing content, i.e., absence of relevant data in the given collection for the information need. Extending the model to encapsulate other aspects of topic difficulty is left for further research.
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