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 Abstract 
Microcantilever sensors are being studied as a new platform for chemical vapor 
detection. It has been demonstrated by many groups that they have the potential to 
detect a wide range of chemicals with high sensitivity. Since these sensors do not offer 
any intrinsic chemical selectivity, immobilized chemical interfaces coupled with pattern 
recognition algorithms are often employed. Selectivity based on these chemical coatings 
often fails due to the lack of orthogonality in the chemical interactions. However, the 
use of adsorption-induced signals based on physical properties can offer additional 
complementary information. To successfully employ these versatile sensors, a 
comprehensive investigation of the mechanics of microcantilevers is necessary to 
understand their responses. Such an investigation is presented in this work. Both 
dynamic and static microcantilever theory is addressed as well as nonlinear dynamics 
resulting from large amplitude oscillations. Experimental data is presented and 
compared to modeled data for verification. Finally, an application of microcantilever 
sensors in photothermal deflection spectroscopy (PDS) is given. The detection of 
explosive compounds with PDS is demonstrated.
 vi
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Chapter 1 : Introduction 
1.1 The Need for Improved Sensor Technology 
In the modern world, chemical detection technologies pervade nearly every 
aspect of daily life. The need for chemical detection methodologies increases with the 
advancement of technology. For example, the modern automobile requires chemical 
sensors to detect the level of oxygen in the engine’s exhaust. This information allows 
the engine to adjust ignition parameters to improve efficiency. The medical profession 
relies on chemical detection methods to diagnose and properly treat illness. Law 
enforcement officers use breathalyzers to detect a person’s blood alcohol level. 
Chemical detectors are used at airports to detect residue from explosives or illegal 
narcotics present on passengers and luggage. The work presented here focuses on the 
sensing of chemicals in vapor form (chemical vapor detection). 
Chemical sensors of the future will be required to exhibit a high sensitivity and 
selectivity to the analyte chemicals of interest within their particular application. The 
sensitivity rating of a sensor indicates the change in a sensors response with a change in 
concentration of the analyte [1]. On the other hand, the selectivity of a sensor pertains 
to the ability of that sensor to differentiate between a chemical species of interest and 
other interfering molecules [1]. A graphical method for characterizing the performance 
of a sensor is the receiver operating characteristics (ROC) graph [1, 3]. The ROC graph 
plots the probability of a true positive detection against the probability of a false 
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positive detection. An example of a ROC curve is shown in Figure 1.1. The ideal sensor 
will occupy the point (0.0, 1.0) in the upper left hand corner of the ROC curve. The 50-50 
line shown in Figure 1.1 indicates where the sensor has a 50% chance of true detection 
and a 50% chance of false detection. Performance on this line amounts to a random 
guess and can be considered the lowest classification for a sensor. Below the 50-50 line, 
the sensor again responds to information about the analyte but uses that information in 
the opposite way in which it should. This information can be inverted to produce useful 
results in the upper left section of the ROC graph [1]. For chemical sensing, the ROC 
curve approaches the upper left corner for high concentrations and approaches the 50-
50 line as the concentration of analyte decreases.  
Besides sensitivity and selectivity a third criterion of future chemical detector 
technology is portability. Today’s most accurate chemical detectors require a sample to 
be transported to the detector for analysis. This is due to the prohibitively large 
equipment necessary for their operation. The gas chromatograph mass spectrometer, 
for example, requires a vacuum pump in addition to its already large size thereby 
limiting its use to a laboratory environment. This need to transport samples to the 
detector makes in situ analysis of samples in the field impossible.  
As a whole, the detector system must be inexpensive and require only a small 
power source. A fully integrated chemical detection system must have three main 
components: 1) sample collection and delivery mechanism to provide an adequate 
sample, 2) sensor and signal transduction subsystem that creates an electrical signal in 
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Figure 1.1: The receiver operating characteristic (ROC) graph for sensing. The probability 
of a true positive event is on the vertical axis. The probability of a false positive is on the 
horizontal. Sensitivity increases radially from the origin; while selectivity increases with 
the angle above the 50-50 line where the sensor exhibits a 50% chance of a true positive 
detection. 
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response to the introduction of the sample, and 3) the data analysis and display 
subsystem. This subsystem analyzes the signals from the sensors, interprets the data, 
and displays the results to be read by the user. All of these components must be scaled 
down for portability without losing sensitivity or selectivity. The data analysis and 
display subsystem can be miniaturized using modern day technology. Modern microchip 
technology as well as miniature LCD displays can be utilized for processing and 
displaying data while taking up only a small space. However, the remaining two 
subsystems, sample delivery and sensors, require additional research and development 
before they can deliver an adequate sample and achieve the desired sensitivity and 
selectivity. 
1.2 Current Portable Sensor Technology 
Research is currently under way to address this problem of highly selective, 
highly sensitive and portable chemical sensors. This research has yielded novel sensing 
techniques including ion mobility sensors (IMS); gas chromatograph mass spectrometers 
(GC-MS); surface acoustic wave (SAW) sensors; quartz crystal microbalances (QCM); 
and, the focus of the research here, the microcantilever sensor.  
Devices such as IMS and GC-MS detect chemicals based on physical properties of 
the molecule. IMS accelerates an ionized molecule along a linear chamber using a 
constant electric field. As the ion collides with other molecules, the time required to 
traverse the chamber lengthens. Different species make the trip in different times for a 
given electric field magnitude. The ratio of the time averaged velocity of the molecule to 
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the magnitude of the electric field is called ion mobility [4]. Ion mobility spectroscopy 
measures the ion mobility of an analyte molecule for the purpose of identification. The 
GC-MS consists of a long and narrow column coiled inside a precisely controlled oven. 
The sample is injected into a flow of gas through the column and separated according to 
the retention time. The retention time of a species is determined by its charge 
interaction with the column wall (stationary phase) [5].The more interactions, the 
longer it takes the species to traverse the length of the column. Since the retention time 
is determine by the chemical species as the sample moves through the column it is 
separated in time by species. The separated species are then fed to a mass 
spectrometer that ionizes the molecules and accelerates them in a quadrupole electric 
field. For a given set of voltages on the quadrupole only molecules with a certain mass 
can pass through and reach the target waiting at the far side [6]. During GC-MS 
detection, the voltages are varied and recorded along with data from the target to 
measure the mass of the molecules coming from the column. The retention time, along 
with the quadrupole mass data, give complementary data used to identify the individual 
species in the sample.  
The IMS device can be highly selective and sensitive, but sacrifices mobility for 
accuracy. Though IMS represents the best explosive detection method to date these 
units are large and expensive [7]. Portable IMS units are currently on the market, but do 
not show the same detection capabilities as their larger counterparts. IMS based 
detectors also tend to give false readings for certain non-explosive compounds [8].   
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The GC-MS is widely used for chemical detection in laboratories due to its high 
sensitivity and selectivity [9]. The chemical species are first separated based on 
retention time, and later identified by their charge-to-mass ratio. These two pieces of 
information allow the GC-MS to accurately detect a wide range of chemicals. However, 
the time it takes for the GC-MS to analyze a sample is on the order of minutes and is 
prohibitive for applications in the field [10].  
Devices such as the SAW sensor, the QCM, and the microcantilever show 
extremely high sensitivity in chemical detection. However, the selectivity of these 
sensors poses a problem. The detection mechanism for all three sensors is based on the 
surface adsorption of analyte molecules resulting in a change in mass and surface stress 
that can be measured. Since most molecules will non-specifically adsorb onto the 
surface, there is no selectivity inherent in the design of these sensors. By applying a 
specially designed chemical coating to the sensor surface, analyte molecules of interest 
will preferentially adsorb. The selective coating is a chemical that binds strongly to 
certain molecules while binding only weakly if at all to other molecules. The selectivity 
of such a sensor can be quite high, and has been demonstrated for binding reactions 
such as antibody-antigen and DNA hybridization [11-13]. These selective reactions occur 
between large biomolecules. The selectivity comes from the multitude of unique 
binding sites specific to a small subset of these molecules. As a result the heat of 
adsorption, ΔH, of the analyte molecules to the chemical coating is very high and after 
exposure the sensor cannot be easily regenerated for reuse and must be extensively 
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cleaned or replaced. This costs time and money making this technology infeasible for 
practical applications such as passenger and luggage scanning for air travel. The binding 
energies of various chemical interactions can be found in Figure 1.2. Some examples of 
irreversible chemisorption reactions are Lewis donor-acceptor, Brønsted acid-base, and 
charge transfer. 
 To circumvent the problem of regeneration, chemical coatings based on small 
molecules with weaker chemical interactions of a small number of binding sites have 
been explored. These interactions are based on physisorption reactions such as induced 
dipole-dipole, electrostatic, and van der Waals forces. These weak forces have the 
benefit of being easily reversed by the addition of heat or by waiting a sufficient amount 
of time. This allows the sensor to be quickly reused after exposure. Multiple coatings on 
multiple sensors combined using pattern recognition algorithms can give more 
information about the analyte molecule with the hope that selectivity will increase. 
However, such a low binding energy (or heat of adsorption, ΔH) reaction occurs for 
nearly every analyte resulting in the same information repeated for each coating.  As 
shown in Figure 1.2 physisorption reactions can occur below 4 KJ/Mol (room 
temperature). These reactions will not register a signal above the statistical noise 
present in the sensing environment and are therefore unusable. As an example of the 
non-specific adsorption experienced with these low ΔH coatings Figure 1.3 shows the 
adsorption profile data recorded using a microcantilever sensor coated with 4-
mercaptobenzoic acid (4-MBA). 4-MBA undergoes a weakly bound interaction with the 
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adsorbed molecules. The data shown is from exposure to acetone and water vapors. 
The 4-MBA coating is a low binding energy coating resulting in a loss of specificity. This 
explains the nearly identical traces in Figure 1.3 for both analytes. Figure 1.3 shows 
similar adsorption behavior for acetone and water on a 4-MBA coated microcantilever. 
This makes identification of the analyte difficult if not impossible. The weak binding 
energy of the adsorption does not provide enough information to be utilized for 
improving selectivity. Figure 1.4 shows acetone adsorption data from six 
microcantilevers coated with three different weakly binding surfaces. Two of these 
surfaces are chemical: 4-mercaptopyridine (4-MPy) and 4-MBA. The third surface is 
simply a thin gold layer. The interactions between the acetone vapor and these three 
different coatings are similar enough that the adsorption profiles in Figure 1.4 are nearly 
identical. These three different coatings yield identical information and therefore do not 
aid in identification of the vapor.  
Another weakly bound adsorption interaction that was tested as a possible 
selective coating platform is that of various metal films coated onto microcantilever 
sensors. Ideally, different metals would behave differently with the adsorption of 
different analytes resulting in adsorption profiles that are unique to the analyte species. 
Figure 1.5 shows adsorption profiles of acetone, water and ethanol vapors on 
piezoresistive microcantilevers of various metal coating. The adsorption profiles are 
similar enough for all three analytes that identification is impossible. Though the 
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different metals have different profiles, each behaves the same when different analytes 
are introduced. 
Since the SAW sensor and the QCM require the same selective coatings for 
detection they suffer from the same lack of selectivity as the microcantilever sensor 
shown in Figure 1.3 [14-16]. Unless coupled with another form of detection to add 
complementary information, these sensors will suffer from an unacceptably high 
number of false positive results. Though the microcantilever suffers from selectivity 
issues, it has the advantage of being a simple structure that is inexpensive to produce. 
Microcantilever sensors also do not require heavy equipment or high power to operate 
making them ideal for implementation in a handheld detection device. Such a device 
can be carried through an environment of interest gathering real-time data. This saves 
the time needed to transport and analyze samples in a laboratory. These benefits make 
the microcantilever a better choice for development than the SAW or QCM. The next 
two sections will describe the microcantilever sensor further and explain how their 
selectivity can be enhanced. 
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Figure 1.2: Binding energies, ΔH, of various molecular interactions. Lower energy 
interactions, including physisorption, produce reversible but less specific adsorption 
since most interactions occur at these energies. Room temperature thermal energy of 4 
KJ/mol is shown to be in this region. Higher binding energies produce higher specificity, 
but lack reversibility and therefore cannot be regenerated after exposure. 
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Figure 1.3: Adsorption profiles for a microcantilever coated with 4-mercaptobenzoic 
acid (4-MBA) and exposed to acetone and H2O vapors. The vapor is turned on at 15 
seconds and turned off at 60 seconds. These adsorption profiles are too similar to 
identify the analyte. 
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Figure 1.4: Acetone vapor adsorption data for six microcantilevers coated with three 
different coatings. Two of the microcantilevers are coated with 4-mercaptopyridine (4-
MPy). Two have a 4-MBA coating. The third pair is coated with a thin layer of gold only. 
These three coatings experience a weak binding energy with the acetone vapors 
resulting in nearly identical profiles. 
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Figure 1.5: Vapor phase adsorption profiles of a) acetone, b) water vapor, and c) ethanol 
for seven piezoresistive microcantilevers coated with four different metal coatings. The 
analyte vapor is introduced at t = 20 seconds and switched off at t = 65 seconds. The 
adsorption profiles are too similar to offer enough information for analyte identification. 
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1.3 Microcantilever Sensors 
The microcantilever sensor is a cantilever beam that has been micro-machined 
from a silicon or silicon-nitride chip. The dimensions of microcantilever beams vary 
greatly, but are all on the micrometer scale as their name suggests. A diagram of a 
typical microcantilever is shown in Figure 1.6. The microcantilever sensor adsorbs the 
analyte molecules on its surface. This adsorption creates a change in the surface stress 
of the beam causing it to elastically bend. By virtue of several different methods, the 
magnitude of this bending is read by an electronic circuit creating a signal. Some 
microcantilevers are created with a piezoresistive track inside the material. The 
resistance of this track is continuously monitored using a Wheatstone bridge. When the 
beam bends, the piezoresistive element is stressed causing a measurable change in 
resistance. Other microcantilevers, such as those used in atomic force microscopy (AFM) 
are mounted in front of a laser beam that reflects off the surface of the microcantilever 
into a position sensitive detector (PSD). When the microcantilever is bent, the position 
of the laser beam on the face of the PSD changes creating the measured signal. 
Sensing with microcantilevers is done in two ways: static and dynamic. Static 
sensing measures the magnitude of the bending of the microcantilever beam. The 
bending, caused by surface molecular adsorption, carries information about the 
adsorbed molecule usually due to a functionalized chemical coating applied to the 
microcantilever surface prior to detection. Dynamic sensing requires the microcantilever 
to be driven at a given frequency supplied by a signal generator to a piezoelectric 
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bimorph to which the microcantilever is mounted. The resonant frequency and 
amplitude of the oscillating microcantilever is measured and recorded. Changes in 
resonant frequency allow inertial properties to be measured such as the mass of the 
adsorbed material. 
If the selectivity of microcantilever sensors can be improved, they can fulfill all of 
the future requirements of chemical detection devices. Microcantilever sensors have 
already demonstrated the ability to detect explosives, chemical weapons, cancer 
markers, DNA, and other compounds [13, 17, 18]. With continued research on 
improving selectivity, microcantilever sensors can offer an inexpensive method for real-
time chemical detection. The goal of this research is to contribute to the fundamental 
knowledge of the physics of microcantilevers. Through this knowledge more information 
can be extracted from the behavior of the microcantilever during sensing operations 
resulting in more information about the compounds being analyzed. 
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Figure 1.6: Silicon chip with a microcantilever protruding from the end. This type of 
microcantilever is used in an optical setup such as an atomic force microscope (AFM). 
The microcantilevers used in this project are 350 μm long and 35 μm wide as shown. 
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1.4 Multidimensional Sensing 
Since simple weak energy adsorption does not provide enough information for a 
pattern recognition algorithm to accurately identify the adsorbed compound, additional 
information must be acquired. Since redundant information obviously does not 
contribute to identification, useful information must complement the existing data. All 
of the useful data can be thought of as defining an orthogonal function space the basis 
of which is made up of linearly independent measurements, or at the very least 
measurements having a component that is linearly independent from the rest. For 
selectivity to be possible all chemical compounds of interest must occupy a unique point 
or range of points within this function space. The challenge is to specify which physical 
measurements will make up the orthogonal basis functions. As an example, in the case 
of GC-MS the GC characterizes a molecule by its charges and their interaction with the 
column stationary phase. The MS characterizes the molecule by its mass. The molecular 
mass and charge interaction makeup two independent quantities that are sufficient to 
identify many molecules as seen by the extensive use of this technology. Ideally such 
independent quantities exist for microcantilever sensors that can be utilized for the 
purpose of chemical identification. 
Since it is desirable for the sensor to regenerate quickly, selective chemical 
coatings based on complicated chemical structures like antibodies cannot be utilized. In 
the field of chemistry this leaves only simple small molecules that can easily desorb the 
analyte. However, as was stated earlier and illustrated in Figure 1.3 and Figure 1.4, 
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these molecules have simple non-specific binding mechanisms that do not add selective 
information. Therefore no additional chemical coating interactions can be included in 
the measurement space basis. The only molecular attributes left to identify the chemical 
species are physical properties of the molecules. It is in this way that physics, not 
chemistry, can improve the selectivity of microcantilever sensors. 
Though the adsorption profiles discussed above are not sufficient to identify a 
chemical, they can serve as one dimension of microcantilever chemical sensing, 
fadsorb(x,t). Another independent measurement that can be made during sensing is the 
dynamics of the microcantilever, fdynamic(x,t), as it is driven by a periodic signal. The 
dynamics of the microcantilever are sensitive to ambient conditions such as 
temperature, pressure and, environmental composition for which the system must 
compensate during the detection process [19-21]. Figure 1.7 shows the time series and 
three phase portraits for a microcantilever in three different environments: air at 
atmospheric pressure, helium at atmospheric pressure, and vacuum (5 kPa). The phase 
portraits shown are velocity vs. amplitude, acceleration vs. velocity, and acceleration vs. 
amplitude. The experimental procedure used to acquire this data will be given in 
Chapter 4. For each of the three ambient conditions the microcantilever’s behavior 
changes. This is especially noticeable in the phase portraits. When the microcantilever 
reaches high enough amplitude, it begins to behave nonlinearly, meaning the restoring 
force of the material is no longer a linear function of amplitude. This can be seen for the 
vacuum phase portraits in Figure 1.7c and d. Since every nonlinear function can be split  
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Figure 1.7: a) Amplitude (deflection) vs. time for a microcantilever driven with a sine 
wave at the same driving amplitude in a vacuum (5 kPa), in helium (atmospheric 
pressure) and in air (atmospheric pressure). The following phase portraits are shown b) 
velocity vs. amplitude, c) acceleration vs. velocity, and d) acceleration vs. amplitude. 
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into its linear and nonlinear components, the dynamics of the microcantilever adds two 
additional dimensions to the sensing function space, the linear dynamic response, 
flinear(x,t), and the nonlinear dynamic response, fnonlinear(x,t) : 
),(),(),( txftxftxf nonlinearlineardynamics +=                                  (1.1) 
It has been shown by other groups that the nonlinear dynamic response of a 
semiconductor sensor can be used in chemical detection [22-25]. The additional 
information provided by the nonlinear behavior can aid in the identification of a 
chemical species. As seen in Figure 1.7 microcantilevers can exhibit this nonlinear 
behavior as well.  
The nonlinear component of a microcantilever’s dynamic behavior is also 
sensitive to pressure and environmental composition [26]. These interfering conditions 
can be measured independently using the quality factor (Q-factor). As the 
microcantilever is driven, there is an amount of energy stored within it. The Q-factor is 
defined as the ratio of this stored energy to the energy lost per cycle due to various 
dissipative interactions. Since the dissipation of energy is due to viscous forces among 
others, the Q-factor can offer information about the fluid properties in the sensing 
environment. Properties such as pressure, density, and viscosity can be monitored using 
the Q-factor [21, 27-29]. It is important to monitor these environmental properties since 
they affect the behavior of the sensor and can potentially interfere with detection. The 
use of Q-factor for these measurements is well established and will not be addressed in 
much detail here. 
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 A fifth member of the sensing function space is the response of a bi-material 
microcantilever when heated by various means, ftherm(x,t). When a bi-material 
microcantilever is subjected to thermal variations, the materials expand at differing 
rates. This results in the bending of the microcantilever. The heating can be induced by 
infrared (IR) light absorbed by the surface of the sensor. The derivation of this 
phenomenon is given in Chapter 2. An application of this thermally induced bending to 
explosives detection is presented in Chapter 5. 
 The change of resonant frequency due to mass adsorption on the 
microcantilever, fmass(x,t) is another useful dimension of the sensing function space. As 
the chemical is adsorbed on the surface of a driven microcantilever the resonant 
frequency changes by a known amount [30-32]. In this way the microcantilever can be 
used to measure adsorbed mass. This is used in Chapter 5 to determine the adsorbed 
mass and will be discussed further there. 
Each of these response functions can offer unique information about the analyte 
molecules in question as well as ambient conditions that may affect the data. The data 
from each response can be analyzed using pattern recognition algorithms and compared 
with a catalogue of data for the purpose of identification [1]. This added information 
results in an improvement in the selectivity of microcantilever sensors. Combined with 
the low cost, low power usage, compact size, and high sensitivity this improved 
selectivity makes the microcantilever sensor a viable solution for the need of a portable, 
highly sensitive and highly selective sensor technology. 
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1.5 Scope of this Dissertation 
The work presented here offers a physical treatment of the mechanics of the 
microcantilever device. This treatment uses the language of physics and mathematics to 
describe the behavior of microcantilever MEMS in an attempt to better understand the 
system for the purpose of practical applications. Uses for microcantilevers have spread 
beyond microscopy and chemical sensing. One proposed application for these versatile 
devices includes creating piezoelectric Coriolis vibrating gyros for navigation purposes 
[33]. For this application, an extensive knowledge of the microcantilever mechanics is 
important to understand the data from the piezoelectric gyro. Small deviations in the 
behavior of the gyro due to thermal changes, nonlinearities, etc., can cause anomalies in 
the data rendering it useless. 
It is more important than ever to understand how microcantilevers operate due 
to the growing interest in this technology. Understanding the mechanical properties and 
behavior of microcantilevers is vital to using them to produce a predictable and 
consistent detection device. These mechanical properties can vary due to changes in 
temperature, pressure, environmental composition, local fluid turbulence, humidity, 
and other factors all of which represent the parameter space within which the 
microcantilever is sensitive. However, their effects can couple and cause interferences 
during detection that limit selectivity. What is needed is a comprehensive theoretical 
description of microcantilever mechanics to assist in the understanding and decoupling 
of the effects of these parameters. To that end, the work presented here represents the 
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beginning of a “bottom-up” description of microcantilever mechanics. It starts from the 
general theory of elastic materials and applies this theory to microcantilever beams. 
Nonlinear dynamic effects will be considered as well. Finally, studies into static 
thermally induced bi-material bending of microcantilevers are provided as well as an 
application of this phenomenon to the field of explosive compound detection. 
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Chapter 2 : Theory 
2.1 Theory of Elasticity 
We begin with a discussion on the theory of elastic materials. The theory 
addresses the reversible deformation exhibited by a solid body when acted on by a 
force. Consider the lattice of a material as shown in Figure 2.1. The potential energy 










                                                      (2.1) 
In Eq. 2.1, φ, is the potential energy function between any two atoms in the lattice. A 
typical potential function is the distance-squared potential found in Hooke’s law. This 
states that if dr is the distance between two atoms, the potential energy between these 




)(drcφ =                                                                 (2.2) 
where c is a constant of proportionality. When the material is distorted, any two lattice 







                                                (2.3) 
The change in potential energy during the deformation is found from the expression: 
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Figure 2.1: Crystal lattice for an elastic material with two atoms at distances R and R’  
from the origin O. The distance between atoms is R - R’ = dr and varies as the material is 
deformed. 
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Equation 2.4 makes use of the expansion of dr in Cartesian coordinates. The atomic 
distance change, du can also be expanded in Cartesian coordinates. Since du represents 
a deformation field, its individual components dux, duy, duz, can depend on the Cartesian 
























































=                                              (2.5c) 
By replacing the dui components in Eq. 2.4 with the expressions found in Eqs. 2.5 we 













































































































































































































































































































































        
(2.6) 
In Eq. 2.6, all of the expressions in square brackets are terms in the strain tensor εij and 
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Using the strain expressions, Eq. 2.6 becomes: 
)222(2 222 dydzdxdzdxdydzdydxcd yzxzxyzzyyxx εεεεεεφ +++++=           (2.8) 
This is the change in potential energy between two atoms in an elastic deformation. To 
find the total potential energy change, Eq. 2.8 must be integrated over a volume of 
elastic material with a known atomic density. This potential energy is stored within the 
material and is called strain energy. The strain energy per unit volume, UV, can be found 








                                           (2.9) 
In Eq. 2.9 an important quantity in elasticity, the stress σij, is introduced. Stress can be 
thought of as the pressure within a material that resists a deformation (strain). If the 
stress is proportional to the strain the material is said to be linear and therefore adheres 
to Hooke’s Law for elasticity. The generalized form of Hooke’s law is written as follows: 
∑=
kl
klijklij εcσ                                                         (2.10) 
The constants in the tensor cijkl are elastic moduli coefficients specific to the material in 
question. Many materials exhibit symmetries in their elastic properties that allow the 
number of elastic moduli to be reduced. For isotropic material, whose elastic properties 
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The zeros in Eq. 2.11 arise from symmetry due to rotational and translational invariance 
of the elastic properties. We will assume the material is isotropic for the theoretical 
microcantilever beams in the following sections. The following equations relate the cijkl 
for an isotropic material to physical properties of the material such as Young’s modulus 















===                                                      (2.12c) 
 In the next section, the elements of elasticity introduced above will be applied to 
beam shaped objects to create a theory of microcantilever beam mechanics. 
2.2 Microcantilever Beam Theory 
2.2.1 Homogeneous Euler-Bernoulli Beam Equation (No Damping) 
In this section a derivation of the Euler-Bernoulli beam equation is presented. 
First, a static beam is described without damping or driving. The internal stress is used 
 30 
to find the potential energy stored within the system. With this potential energy, and 
the condition that the beam is static, the Lagrangian functional can be found and, using 
the calculus of variations, the beam equation is derived. 
To orient the beam, a vector, ),( txr
v
, points from the origin to the points on the 
center axis of the microcantilever beam centered within the beam thickness. The x-axis 
is the horizontal axis in the coordinate system. The y-axis is perpendicular to the x-axis 
in the plane of the page and the z-axis is pointing out of the page toward the reader. 
The microcantilever moves in the x-y plane with an amplitude w(x,t) in the y-direction. 
The amplitude, w(x,t) is the distance from the x-axis to the neutral surface of the beam 
at a point x and time t. There is a coordinate, ),(ˆ1 txy , which describes the distance of a 
point from the center axis (centroid axis) on any perpendicular cross-section of the 
microcantilever, in the x-y plane. The coordinate y1 increases away from the direction of 
curvature. This coordinate system is shown in Figure 2.2 and Figure 2.3.  
 The vector, r
v
, is described by the expression: 
ytxwxxtxwxr ˆ),(ˆ)),(,( +=
v
                                            (2.13) 
The vector, )(rT
v















                                             (2.14) 
We take the opportunity now to define a quantity, s(x), as the arc-length along the 
microcantilever beam center axis from the origin to x. 
The Euler-Bernoulli beam equation requires a few assumptions about the beam 
[39]: 
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1.) There are no normal stresses perpendicular to the long axis of the beam:  
σy = σz = 0                                                       (2.15) 
2.) There are no shear stresses on the beam: 
σTy = σyT = σTz = σzT = σyz = σzy = 0                                  (2.16) 
3.) The planar cross-sections perpendicular to the beam’s centroid axis will 
remain undeformed and perpendicular to the beam’s axis as it bends. This also 
means there will be no shear strains in this approximation. 
From Eq. 2.10 the longitudinal component of the internal bending-induced strain 
at any arbitrary beam cross-section, εT, is related to the internal normal stress in the 
same direction, σT, by [36, 38] 
 TT εEσ =                                                          (2.17) 
Equation 2.17 is the linear form of Hooke’s law (Eq. 2.10) for an elastic material. The 
proportionality constant, E, in Eq. 2.17 represents Young’s modulus for the beam 
material. Equation 2.17 makes the assumption that the stress of the elastic material in 
question is proportional to the strain of the points within the material as it is deformed. 
This is not always the case as will be seen later. For now, a small external force, dF, 
acting to elastically deform the material within the microcantilever beam will be met 
with an opposing linear force: 
dAεEdAσdF TT ==                                                     (2.18) 
The force on one vertical cross-section of the beam with area, A, is: 
dAεEF
A
s∫=                                                         (2.19) 
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 Figure 2.4 shows one segment on the beam that has been deformed by bending. 
This segment has a radius of curvature, R0, measured to the center axis of the segment. 
The undeformed length of the segment is ds. We will ignore any overall stretching of the 
beam and limit deformations to local segments. As a result, the center axis (y1 = 0) 
remains the same length when deformed, as it was undeformed. The length of any line 
parallel to the center axis, but not collinear with the center axis will be represented with 
the variable: u(x,y1,t). These lines are called fibers and based on Figure 2.4, their lengths 
satisfy the equation: 
θydsθyRtyxu 1101 )(),,( +=+=                                          (2.20) 
Using Eq. 2.20 we can now derive an expression for the strain experienced by a 
single fiber. It is assumed that the elastic deformation of the beam is small allowing the 
nonlinear strain terms in Eqs. 2.7 to be negligible. The strain on one fiber occurs along 

















=                                                 (2.21) 
Again, the strain is only relative to the local cross-section and is not to be confused with 
an overall stretching of the beam which will be ignored [36]. The linear strain used here 
also ensures that the neutral surface of the beam includes the centroid axis. The neutral 
surface is defined as that which does not experience a change in length when the beam 
bends [40-42]. The material fibers on one side of the neutral surface experience 
lengthening while on the other side they experience shortening. Any plane 
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perpendicular to the neutral surface intersects the neutral surface at an axis of the 
beam called a neutral axis. Since the neutral axis experiences no changes in length, it 
experiences zero strain. Since the microcantilever beam vibrates in the x-y plane a two-
dimensional representation of the beam is used in the derivations below utilizing the 
neutral axis created by the intersection of the neutral surface and the x-y plane. This 
neutral axis normally coincides with the centroid axis of the beam. The zero strain 
experienced by the neutral axis will be used later in the nonlinear beam derivation. 
Since the inverse of the radius of curvature for the segment is equal to the 
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It is now assumed that the beam does not deviate much from the x-axis. Therefore the 
T-direction approximately coincides with the x-axis: xs ≈ . And the y1-axis is 
approximately collinear with the –y-axis. This implies: 1≈∂
∂
s
x , yy −≈1 , and the total 
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Figure 2.2: The 3D coordinate system for a microcantilever beam. The vertical distance 
from the x-axis to the neutral surface of the beam is measured by w(x,t). As the beam 
bends, the y1-direction changes since it designates the position of a point within the 
beam thickness. The z-axis follows the width of the beam and does not contribute any 
variability in the dynamics discussed here.  
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Figure 2.3: The coordinate system for a deformed microcantilever. The vertical distance 
from the x-axis to the neutral axis of the beam is measured by w(x,t).  The neutral axis of 
any cross-section of the beam is positioned relative to the origin by the vector r(x,t). 
Tangent to the neutral axis at the point r(x,t) is the vector T(x,t). The vertical distance 
from the neutral axis to a point on the cross-section is measured by y1(x,t). The 
coordinate y1 increases away from the direction of curvature. 
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Figure 2.4: Segment of microcantilever beam. The relationship between the radius of 




dAy2  is called the area moment of inertia. Also known as the second 
moment of inertia, it will be referred to simply as the moment of inertia, I, and is 
constant along the length of a rectangular microcantilever beam. It is equivalent to the 
expression I = Z0Y0
3
/12 where Z0 is the microcantilever beam width, and Y0 is the 





















)(                                              (2.25) 
The kinetic energy of one element of the microcantilever, dm, is 
dmtw
2



























)(                             (2.26) 
In Eq. 2.26, μ is the linear mass density of the microcantilever. Using Eqs. 2.25 and 2.26, 



































=−=                  (2.27) 
 This expression for the Lagrangian, as well as Hamilton’s variational principle, 
can be used to find an expression for the equation of motion for an undamped, 
undriven, microcantilever beam. Hamilton’s variational principle states that the 
trajectory of a physical system is that which minimizes the action, S, of the system 
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LdtδSδ                                                     (2.29) 
To minimize the action, Eq. 2.28 is first varied by finding the total derivative of S with 

















































































                                           (2.32) 
The dotted variables above denote a time derivative and the double primed variables 
are second derivatives with respect to x. Combining Eqs. 2.30, 2.31, and 2.32, we find an 






















)( &                                 (2.33) 
This variation assumes that the path is varied using the parameter, α, and at the end 
points: x = 0, L and t = t1, t2, α is zero and the paths converge. Equation 2.33 can be 
solved using integration by parts for each term. Reversing the order of integration, the 















































&           (2.34) 
The order of integration is reversed in order for the integration to be carried out with 
respect to time changing wδ & into wδ . The second term in Eq. 2.33 requires two 
iterations of the integration by parts method before yielding: 































































EI        (2.35) 





























































































                  (2.36) 
The initial conditions, as well as all of the natural boundary conditions can be found in 
the square bracketed terms in Eq. 2.36 [46]. These terms individually become zero at 















μ                                                (2.37) 







                                                 (2.38a) 
or: 
0),( 1 =txwδ                                                 (2.38b) 
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The first possible initial condition requires the initial velocity of any point along the 
beam to be zero. The second condition requires the variation of w(x,t1) to be zero 
meaning the value of w(x,t1) must be specified. For the natural boundary conditions to 



































                                                 (2.39b) 
These two equations give a pool of boundary conditions from which to choose based on 
the beam of interest. The beam end types, along with their boundary conditions can be 
found in Table 2.1. Considering these boundary conditions, the square bracketed terms 






























EISδ                                 (2.40) 
Since δw is arbitrary, δS is necessarily zero only if the integrand in Eq. 2.40 is zero [44]. 


















EI                                        (2.41) 
Equation 2.41 is the undamped and undriven Euler-Bernoulli beam equation. 
2.2.2 Solution to Homogeneous Beam Equation (No Damping) 
The method of separation of variable is employed to solve Eq. 2.41. The 
separated form of the solution is shown in Eq. 2.42.
 41 
 
Table 2.1: Boundary conditions for beams with clamped, simply supported, and/or free 
ends. These boundary conditions can be combined to model a beam with any 
combination of the three end types. 
 
Clamped End Simply Supported End Free End 



























)()(),( tφxXtxw =                                                  (2.42) 
Substituting this into Eq. 2.41 yields one equation for each variable equated to a 













                                                (2.43) 
Equation 2.43 is an eigenvalue equation with different eigenfunction solutions 
depending on the value of k.  




−− +++= 4321)(                          (2.44) 




α nn ≡                                                          (2.45) 
Proper boundary conditions are needed to specify the solution to Eq. 2.41 by 
finding the values of the coefficients in Eq. 2.44. For the beam we are interested in, the 
end at x = 0 is clamped and the other at x = L is free [47, 48]. By inspection of Table 2.1, 
the boundary conditions are as follows: 




























                                                     (2.46d) 
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At the fixed end, Eq. 2.46a makes the assumption that there is no vertical deflection at 
the origin. Equation 2.46b states that since the beam is fixed at the origin it cannot 
rotate. Therefore the beam must remain horizontal (zero slope) at x = 0. Applying these 
two conditions gives two useful relationships between the coefficients. 
)( 2143 cccc +−=+                                                 (2.47a) 
2143 )( cccci −=−−                                                  (2.47b) 
For convenience purposes, we can rewrite Eq. 2.44 in terms of trigonometric and 
hyperbolic trigonometric functions. 
( ) ( ) ( ) ( )
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Rearranging the terms in Eq. 2.48 and applying Eqs. 2.47 we find the expression: 
( ) ( ) ( ) ( ))sin(sinh)cos(cosh)( 21 xαxαAxαxαAxX nnnnn −+−=                    (2.49) 
The new coefficients are A1 = c1 + c2 and A2 = c1 - c2. 
 Now we must apply the second set of boundary conditions corresponding to the 
free end at x = L. The conditions state that there is no bending moment about the free 
end of the beam (Eq. 2.46c) and the shear force at the free end must also equal zero 
(2.46d). When these boundary conditions are applied, the following equations result. 
( ) ( )
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( ) ( )










                             (2.50b) 
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Applying Eqs. 2.47 to Eqs. 2.50, rearranging the terms, and using the new coefficients A1 
and A2 we find: 
( ) ( )










−=                                          (2.51a) 
( ) ( )










−=                                          (2.51b) 
By now choosing A1 = 1, we have the final expression for the eigenfunctions Xn(x). 
( ) ( ) ( ) ( ))sin(sinh)cos(cosh)( xαxαAxαxαxX nnnnnn −+−=                        (2.52) 
The coefficient, An, is defined as: 
( ) ( )










−=                                               (2.53) 
This coefficient is chosen so as to ensure Xn(x) forms an orthonormal set of 
eigenfunctions [49, 50]. 
Since we have chosen A1 = 1, and Eq. 2.51a gives an expression for A2, Eq. 2.51b 
can be simplified into the following transcendental equation: 
1)cosh()cos( −=LαLα nn                                               (2.54) 
Equation 2.54 must be solved using numerical methods which yield solutions for αn. 
These eigenvalue solutions represent the bending modes of the microcantilever beam. 
The time variable part of Eq. 2.42, φ(t), will now be solved to complete this 
solution to the undamped, undriven, beam equation. The equation to be solved is given 














                                                   (2.55) 




−+= 21)(                                           (2.56) 
In Eq. 2.56 the ci are complex coefficients and )( μkω nn = . Equation 2.56 can be 
rewritten in terms of the cosine: 
)cos()( nnnn θtωCtφ +=                                          (2.57) 
Cn is the amplitude and θ  is an initial phase angle. 
Combining Eq. 2.57 with Eq. 2.52, gives the nth solution: 
( ) ( ) ( ) ( ))]sin(sinh)cos)[(coshcos(),( xαxαAxαxαθtωCtxw nnnnnnnnn −+−+=        (2.58) 
The next step is to introduce damping and a driving force to the microcantilever. 
2.2.3 Derivation of Damped and Driven Euler-Bernoulli Beam Equation 
With only conservative forces, such as the elastic force considered above, 
Hamilton’s principle, given in Eq. 2.29, can be applied to a general Lagrangian L = KE – U 







αα dtqqLδSδ &                                                (2.59) 
The symbol δ is a variation of S within the generalized coordinate space represented by 
the qα variables where alpha is an index for all of the coordinates. Expanding the 
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Since the variation δqα in Eq. 2.60 is arbitrary, the only way for the integral to always 














                                                    (2.61) 
Equations 2.61 are known as Lagrange’s equations of motion.  
The model of the microcantilever in this study includes two non-conservative 
forces, a driving force and a damping force. The damping force per unit length used here 
is linearly dependent on the velocity of the microcantilever section: .wbFdamp &=  
Lagrangian mechanics is not immediately conducive to the inclusion of such non-
conservative forces since they are not derived from a potential energy. To solve this 
problem, and find the equation of motion we must justify a method for introducing 
these non-conservative forces into the Lagrangian. 
 In order to do this, we must relate the Lagrangian to the forces on the system. 
D’Alembert’s principle, stated in Eq. 2.62, can be used to derive Lagrange’s equations of 













&&                                               (2.62) 
The summation, i, is over all the particles in the system. Equation 2.62 transforms the 
equations of motion from the xi coordinates into the generalized coordinates, qα [45]. 
Expanding Eq. 2.62, and splitting the forces into both conservative, Fc, and non-












































































)(21)( twtKE ∂∂=  to represent the kinetic energy, Eq. 2.63 can 
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                                        (2.65) 
Upon examination of Eqs. 2.59, 2.60, and 2.65, it can be seen that the variation of the 






























&                           (2.66) 
The Lagrangian, L, used in Eq. 2.66 is the same as in Eq. 2.27 for the undriven 
(homogeneous) case with no damping. Since the Lagrangian only encompasses 
conservative forces, any non-conservative forces will be added without changing L. 
Rewriting Eq. 2.66 in terms of the microcantilever beam variables, ),( txw&  and 
),( txw ′′ we find the equation for the variation of the action of the damped and driven 
microcantilever beam: 







































       (2.67) 
 48 
Since the Lagrangian expressions are the same, Eq. 2.36 can be used to rewrite Eq. 2.67: 










































































































      (2.68) 
By allowing the square bracketed terms to go to zero, it is obvious that the boundary 
conditions are identical to those in the undamped and undriven case above. Grouping 
all remaining terms on one side of the equation inside the integral, and inserting the 




































         (2.69) 
Once again since the variation, δw, is arbitrary, for the integral in Eq. 2.69 to equal zero 

























μ drive                    (2.70) 
Equation 2.70 describes the motion of a damped and driven microcantilever beam. The 
solution to this equation requires the use of the Laplace transform. This solution is 
presented below. 
2.2.4 Solution to Damped and Driven Euler-Bernoulli Beam Equation 
Equation 2.70 for the motion damped and driven microcantilever beam is a 
linear non-homogeneous equation. To solve such an equation we can use the Laplace 
transform as well as a linear combination of the solutions to the undamped, undriven 
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equation found in Eq. 2.41. The nth eigenfunction solution to Eq. 2.41 is given in Eq. 








nnnnnnn xαxαAxαxαtωCtxw            (2.71) 
Be sure to note the initial condition from section 2.2.1: w(x,0) = 0. More conveniently, 








=                                               (2.72) 








=                                             (2.73) 
We will now proceed by applying the Laplace transform term by term in Eq. 2.70. The 













































μ LLL                  (2.74) 





























                                    (2.75) 
Using Eq. 2.43, the fourth derivative in Eq. 2.75 can be rewritten: 
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b LLL                   (2.77) 
Now we can redefine the forcing term, Fdrive(x,t), in terms of the spatial eigenfunctions 
Xn(x) and a new set of s-dependent eigenfunctions τn(s) and find the Laplace transform: 







)(),(L                                             (2.78) 
Assembling Eqs. 2.74, 2.76-2.78, yields the Laplace transform of Eq. 2.70: 



















nn (s)τxXtφxbsXtφxXktφxXsμ LLL      (2.79) 
Since the eigenfunctions Xn form an orthonormal set, if Eq. 2.79 is multiplied by an 
eigenfunction Xm the following expression results:    




























                               (2.80) 
The terms in the summations in Eq. 2.80 will be zero unless m = n. By including only 
those m = n terms, Eq. 2.80 becomes: 
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L                                                (2.82) 
By defining new constants μbγ 2≡  and 2)( γμkω nn −≡ we can calculate the inverse 
































=                             (2.83) 
The right-hand side of Eq. 2.83 can be rewritten using the convolution theorem [51] 





1 )()()(*)(L                                    (2.84) 
This way the numerator and divisor in Eq. 2.83 can be transformed back to the time 
domain independently and combined afterward. The time domain function F1(t-z) can 
























L                        (2.85) 
Before continuing, we shall rewrite w(x,t) in terms of the new functions found above: 

























        (2.86) 
The final step in solving this equation is to find the inverse Laplace transform 
{ } )(1 z(s)τn-L  by referring back to Eq. 2.78 for the Laplace transform of the driving force. 
Equation 2.78 can be rewritten as [49, 50]: 









L                       (2.87) 
Applying the Laplace transform to Eq. 2.87 gives the expression: 
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              (2.89) 
This equation will be used in the following chapters to model all linear oscillatory 
behavior. 
2.2.5 Derivation of Nonlinear Damped and Driven Beam Equation 
In physics and engineering nonlinearities arise from many sources two of which 
are material properties and system geometries [52]. The material nonlinearity is a 
property inherent to the material regardless of shape. This can come from molecular 
interactions of the lattice or other material specific properties. Linear material and 
linear behavior in elasticity is classified by the adherence of the material to Hooke’s Law 
as given in Eq. 2.10 [53]. For nonlinear materials the stress-strain relationship no longer 
adheres to a linear form but instead includes higher order terms [53]: 
( )∑ ++=
klmn
mnklijklmnklijklij εεcεcσ L                                        (2.90) 
 Geometric nonlinearities arise from peculiarities in the shape of the system 
giving rise to nonlinear effects in the equations of motion [52]. In this section we 
consider a geometric nonlinear effect in a microcantilever beam made from a linear 
material. The geometric nonlinearity in this beam model will come from the nonlinear 
strain expressions in Eqs. 2.7. Equation 2.89, while accurately describing a 
microcantilever deflection for small amplitudes, is insufficient for larger ones. For higher 
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amplitudes the nonlinear terms in these strain equations become significant and must 
be included [36, 54-56]. Though it is true that higher amplitudes can give rise to material 
nonlinearities as well as geometric the model derived here will exclude those effects to 
maintain the assumption of a linear material. 
In the nonlinear model described below Hooke’s Law is assumed to hold just as it 
did in the above derivations. For normal linear beam calculations, the linear strain 
results in the neutral axis of bending coinciding with the centroid axis of the beam. 
Again, the neutral axis is defined as the axis along which the longitudinal stress in the 
material is equal to zero. When the beam is under load, on one side of the neutral axis 
the stress is compressive and on the opposite side it is tensile. We must locate the 
neutral axis in this derivation to see whether it deviates from the centroid axis due to 
the nonlinear strain.  
The neutral axis shift is taken into account by including a longitudinal shift, u0(x), 
for all points on the cross-section. This shift creates an offset in the y-intercept; the 
point about which the cross-sectional rotation takes place. Figure 2.5 shows a sketch of 
one segment of the microcantilever beam as it undergoes elastic bending. The cross-
section remains planar, but the axis through which it rotates is not located on the 
centroid axis but a distance y0 from it. The centroid axis will be used during the 
calculations in this section as the origin in the y – direction. In Figure 2.6 the elastic 
displacement of one cross-section is shown as a series of steps. The first step is a 








),(,                                                       (2.91) 
The rotation is followed by a translation along the x-axis of the points on the cross-
section: 
)()( 0, xuxu transx =                                                          (2.92) 







)(),( 0                                                  (2.93a) 
0),(),( == yxuyxu zy                                                    (2.93b) 
This displacement follows from Eq. 2.20 and assumes that the y and z direction 
displacement components are zero. Inserting Eq. 2.93 into the full nonlinear strain 




































































































































)( 00   .                                                            (2.95) 








                                      (2.96) 
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Figure 2.5: Single beam segment with displaced cross-section. The displacement of point 
on the centroid axis is u0. The neutral axis is a distance y0 from the centroid axis. 
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Figure 2.6: The deformation of the beam segment as two independent displacements. a) 
Initially the beam is undeformed, and the cross-section is vertical. b) The deformation 
creates a rotation of the cross-section as well as c) a translation that moves the neutral 
axis away from the center of the beam (centroid axis of a homogeneous beam). d) The 
neutral axis is a distance y0 from the center and the displacement at the center is no 
longer zero but is now a distance u0. 
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Obviously the solution to Eq. 2.96 is that the centroid axis strain is zero (ε0(x) = 0). 
Therefore, the neutral axis coincides with the centroid axis once again. 
The assumption is maintained that the only significant displacement of points 
within the material takes place in the x-direction. For multiple strain components, the 








)(                                                 (2.97) 
In order to find the static nonlinear beam equation we minimize the potential energy of 
the system. To start we write an expression for the strain energy using Eqs. 2.94 and 



























                   (2.98) 
The strain energy is once again the only contributor to the potential energy. Minimizing 

















Uδ                                 (2.99) 
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From Eq. 2.103 we find the static nonlinear equation as well as the boundary conditions 
















                                            (2.104) 
And the boundary conditions are: 








                                                       (2.105b) 













                                             (2.105d) 
Once again using Hamilton’s variational principle, the dynamic nonlinear equation can 







),(                                                            (2.106) 







LdtδSδ .                                                    (2.107) 






































                 (2.108) 
By using the variation of the potential energy from Eq. 2.103, Eq. 2.108 becomes: 
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     (2.109) 
Once again for Eq. 2.109 to be true the integrand must be equal to zero. Expanding Eq. 

















































































































          
(2.110) 
The second term in Eq. 2.110 is a bending moment due to shearing strain along the face 
of the beam cross-sections. This shearing moment tends to dominate the behavior of 
Eq. 2.110 adding error to the predictions of this equation. It is a known artifact resulting 
from inconsistent displacement field approximations such as those used in Eqs. 2.94 
[57]. One solution to this problem is to add higher order terms to the displacement field 
to increase the accuracy of the approximation [58-60]. Another solution is to apply 
constraints to the shear stress along the cross-section such as assuming that the shear 
stress is zero at the upper and lower faces. The shear stress profile along the face is then 
interpolated in y [61]. This new shear interpolation is used in place of the shear stress 
calculation from the displacement field [61]. Since the microcantilevers used in this 
study are much thinner than they are long, we will assume the shear strain to be a 
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ε xyy                                          (2.111b) 
)(xCεε shearyxxy ==                                                   (2.111c) 
The shear strain Cshear(x) is allowed to vary along the beam length only. Using Eqs. 2.111, 
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(2.113) 
Notice that the shear term in Eq. 2.113 disappears due to the fact that it is constant 
along the face of the cross-section. Remembering the moment of inertia I = Z0Y0
3
/12 






























































































        
(2.114) 
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To include non-conservative forces such as driving and damping into Eq. 2.114 it is 










































































































            
(2.115) 
 
The corrected boundary conditions for this system become: 




































                                        (2.116d) 



















                                                           
(2.117c) 
In Eqs. 2.117 L is the length of the microcantilever beam and T0 is a time scaling
coefficient the value of which will be determined shortly. In terms of nondimensional 



























































































































                           
(2.118) 



































































































            
(2.119) 








                                                     
(2.120a) 







η ≡                                                          (2.120b) 







≡                                                        (2.120c) 
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β ≡                                                      (2.120e) 
The nondimensional driving term becomes: 







drive ≡                                       (2.120f) 
The boundary conditions at the clamped end from Eq. 2.116a and b are written in 
nondimensional form: 









                                                   (2.121b) 






























                                    (2.121d) 
Equation 2.119 is the dynamic nonlinear beam equation. This equation is derived 
here using the assumptions that the material is isotropic and linear in terms of Hooke’s 
Law, that the cross-sections remain planar during bending, and that the shear strain is a 
constant along any given cross-section. We will investigate this model by simulation 
using finite element modeling in Chapters 3 and 4. 
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2.2.6 Derivation of Bi-Material Beam Equation 
 Since many of the microcantilever sensors being considered for sensor design 
are comprised of more than one layer of material, it is necessary to investigate the 
mechanics of multi-layer microcantilevers. For example, silicon microcantilevers used 
for AFM are sometimes coated with gold or aluminum to increase the reflective quality 
of the surface. This coating changes certain properties of the microcantilever. For 
example thermal effects cause one layer to expand or contract at a different rate than 
the other resulting in a net bending moment. In particular bi-material microcantilevers 
will be considered here.  
 It is well known that when a material is deposited on a substrate, a strain is 
induced in the bi-material system. If the system is a beam, the induced strain will cause 
the beam to bend. This phenomenon was studied and published by G. G. Stoney in 1909 
by depositing nickel onto a steel ruler and measuring the deflection [62]. Through this 
experimentation Stoney found that a ruler of thickness hs with a thin nickel film of 
thickness hf would experience a tension force per unit cross-sectional area of Ff. The 







κ =                                                               (2.122) 
In Eq. 2.122, Es is Young’s modulus of the steel ruler substrate and κ is the curvature of 
the ruler. This simple result requires a few assumptions. The first is that the thickness of 
the film is small compared to the thickness of the substrate [62-64]. The second 
assumption is that the curvature is a constant along the length of the bi-material beam. 
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Third, the amplitude of deformation is small enough to assume the strains and rotations 
on the beam elements are negligible [63].  
Since we are dealing with micro-scale structures, the assumption that the film is 
infinitesimally thick will have to be ignored in favor of a more general treatment. The 
assumption that the curvature is constant will also be ignored. Also, since the materials 
will expand at different rates, the assumption for the Euler-Bernoulli beam that the 
cross-sections will remain perpendicular to the neutral axis no longer applies. There is 
an added strain stemming from this difference that acts like a net shear strain skewing 
the cross-sections away from perpendicularity. We start by defining a coordinate system 
for the bi-material microcantilever as shown in Figure 2.7. 
This coordinate system is similar to that in Figure 2.4. The vertical amplitude of 
the microcantilever is again represented by w and there is a coordinate, y, describing 
the distance along any given cross-section starting from the neutral axis, hn. The 
microcantilever shown is comprised of a substrate on the bottom of thickness hs and 
Young’s modulus Es; and a film on top with a thickness of hf and Young’s modulus Ef. 
When the material in the beam expands due to thermal changes, there is a longitudinal 
strain component, εL, common to both layers that causes an overall longitudinal 
stretching of the beam, uL, along the neutral axis. In this case the neutral axis is not truly 
neutral. It can will be defined here as the axis containing the rotational axes about 
which the cross-sections rotate when the beam bends. Each separate material also 
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expands at its own rate meaning each layer has its own displacement us and uL, and 

































                        
(2.123) 



























































































































































    
(2.124c) 
The neutral axis at y = hn can be found by considering only the strains due to thermal 
expansion εs and εf, and finding the point in the y-direction about which the total 
moment is zero. The only deformation that occurs at this axis is from the longitudinal  
strain εL which is equal to εs and εf at hn. The total moment on the segment due to εs 





















ss                             (2.125) 
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Figure 2.7: Coordinate system for bi-material beam segment dl. The substrate layer has 
a thickness hs and the film has a thickness hf. The radius of curvature R0 and the tangent 
vector T are the same as for the normal microcantilever beam. There are now two 
components to the deformation: the bending deformation and the shear deformation. 
The overall stretching of the beam is given as εL. 
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 −=  .                                          (2.128) 
Using Eq. 2.128 for the strain and the expression for the strain potential energy given in 
Eq. 2.97, we find an express for the strain potential energy stored within a bi-material 





























































            (2.129) 
The solution to the undamped and undriven beam as given in Eq. 2.58 is used as a test 
function to evaluate each energy term, fi(x), in Eq. 2.129. Only the largest terms will be 
kept. The others are approximated as zero. The length of the theoretical microcantilever 
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is 350 um with a width of 35 um and thickness of 2.5 um. This silicon microcantilever has 
a theoretical gold film on one side with a thickness of 50 nm. The thermal strains εs and 
εf are found from: 
Tαε ss Δ=                                                          (2.130a) 
Tαε ff Δ=                                                         (2.130b) 
Coefficients αs and αf are the linear thermal expansion coefficients for silicon (3 x 10
-6
 
1/K) and gold (14 x 10
-6
 1/K) respectively. Using a change in temperature of ΔT = 10.0 K 
the terms in Eq. 2.130 evaluated at x = 0.9L yield the following values compared to the 
f0(x) term which is the largest term: 
%100)(0 =xf                                                         (2.131a) 
















−×=Yxf                                                      (2.131f) 
Upon inspection of Eqs. 2.131, the most important terms in the energy equation are the 
f0(x) and f1(x)Y0 terms. Therefore the strain energy can be approximated by including 
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10     (2.133) 
To find the static equation for the bi-material case we use the principle of minimum 
potential energy [46, 65] which states that for a static case there is no variation in the 

















Uδ                                 (2.134) 
By carrying out the operations in Eq. 2.134 and making a few substitutions, we arrive at 
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Once again the boundary conditions are contained within the square brackets before 
the integral in Eq. 2.135. The coefficients, Ai, are constants. From Eq. 2.135 the static bi-
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                                (2.138a) 










































           (2.138d) 
From here we further adopt the assumption from Euler-Bernoulli beam theory 
that the shear stress along the face of the beam cross-section is equal to zero. This 
assumption removes the w’’(x) term from that equation. However, substituting the test 
function from above into Eq. 2.138 it can be easily verified that the w’’(x) term 
dominates the nonlinear term considerably. As a result the nonlinear term can be 





















                                                   (2.139) 
The new coefficient is 5
2
1 ALAξ = . This equation describes the bending of a bi-material 
microcantilever experiencing strains that elongate each individual layer, as well as the 
microcantilever as a whole. These strains could result from temperature changes that 
cause a differential stress between the layers resulting in the bending of the 
microcantilever. The solution to this equation is presented in the next section. 
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2.2.7 Solution to Bi-Material Beam Equation 
The boundary conditions after applying the numerical term elimination can be found in 
the square brackets in Eq. 2.135 by letting the nonlinear terms go to zero again due to 
their minimal contribution. After normalization they become: 
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where χ = A3L/2A5. To solve Eq. 2.139, we begin as usual with an initial guess of the form 




)~(~ =                                                       (2.141) 
When solved for this solution, Eq. 2.139 becomes a fourth-order polynomial having 
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Equation 2.143 is the deflection of the bi-material microcantilever at the point x as a 
function of temperature. To see the temperature dependence it is necessary to 
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recognize that A1 and A3 are dependent on temperature change, ΔT: 
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2.2.8 Conclusions 
In Chapter 2 the equations of mechanics were derived for microcantilever beams using 
the theory of elasticity. These beam equations include driving terms, nonlinear terms, 
and thermal expansion considerations all of which can be utilized for the purpose of 
interpreting data from microcantilever sensors and optimizing their design for various 
sensing applications. It is necessary to investigate these derived equations to ensure 
their accuracy before they can be used for sensor design. Chapter 3 is dedicated to this 
purpose. 
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Chapter 3  : Microcantilever Modeling 
To verify the accuracy of the derived equations in the sections above, they have 
been modeled via computer code and graphed for comparison against experimental 
data. Both steady state and transient cases have been modeled. The steady state occurs 
when the microcantilever, either real or modeled, is driven at a constant frequency 
producing steady oscillations. On the other hand, in some experiments the 
microcantilever is driven only for a finite number of cycles after which the driving signal 
ceases. The dynamics of the microcantilever when the driving signal begins and ends is 
studied in the transient case. To model the microcantilever the damped, driven beam 
equation (Eq. 2.89) is solved in both Matlab and Visual C# for both transient and steady 
state cases. Due to the lack of an analytical solution for the nonlinear beam equation, 
finite element analysis is required to model the nonlinear case. The finite element 
modeling package, FlexPDE serves this purpose. 
3.1 Modeling of Damped and Driven Beam Equation 
The damped, driven microcantilever equation was modeled by numerically 
calculating the first few eigenvalue roots of Eq. 2.54. The eigenvalues are used to find 
the modal frequencies required to solve Eq. 2.89 as well as the eigenfunctions defined in 
Eq. 2.52. Once these frequencies and eigenfunctions have been calculated, the integrals 
in Eq. 2.89 are evaluated using Simpson’s rule for numerical integration. Simpson’s rule 
is a method for numerically calculating the definite integral of a function f(z) between zi 
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and zf by approximating the function using a set of quadratic polynomials. The function 
is first approximated with n+1 points equally spaced a distance h along z. This divides 
the function into n sections each of which is then approximated with a polynomial. 
Simpson’s rule for numerical integration (also called Simpson’s 1/3 rule) is written as 










)( K               (3.1) 
This integration is performed twice per mode for every data point (x,t) in Eq. 2.89. The 
modes are then summed for each data point to calculate w(x,t). 
3.1.1 Simulation of Statistical Effects Using Mathematical Noise Algorithm 
Microcantilevers, due to their high sensitivity, respond to statistical thermal 
fluctuations in the medium in which it resides. These fluctuations create a second 
driving force and manifest in the data as noise. In order to study the effect of this noise 
on the microcantilever, a noise function, fnoise(t), is modeled with a prescribed set of 
statistical properties and is added to the driving term.  
)(),(),( tftxFtxF noisedrivetotal +=                                             (3.2) 
 The Box-Mueller algorithm is used to generate noise with the following statistics 
[67-69]: 
)()()( baδAbfaf noisenoise −=                                            (3.3a) 
0)( =tfnoise                                                          (3.3b) 
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Noise adhering to the statistics described in Eqs. 3.3 is called white noise. According to 
Eqs. 3.3 every data point in a white noise signal is uncorrelated with every other data 
point except itself. Also, the mean value of the noise signal over time must be zero. The 
Box-Mueller algorithm is able to provide such a signal and is described as follows [67, 
68]: 
)ln(2)2cos( mnπfnoise −=                                              (3.4) 
The parameters m and n are random numbers uniformly distributed between 0 and 1. 
They are created by a random number generating algorithm found within the Visual C# 
function library 
 Figure 3.1 is a graph of the noise function as a function of time, as well as the 
power spectral density of the noise as a function of frequency. In Figure 3.1 a pure sine 
wave driving signal is shown as well as a noise signal generated from the Box-Mueller 
algorithm. These two signal as added as shown in Eq. 3.2 to produce a noisy sine wave 
driving signal used in the simulation. The power spectral density shown in Figure 3.1d 
illustrates the reason this noise is called “white”. The power is nearly evenly distributed 
throughout the spectrum just as white light has an even distribution of power 
throughout its spectrum. In the next chapter this noise will be compared to that of a real 
microcantilever. 
3.1.2 Model Verification 
Both sine and square wave functions of varying amplitudes are used to drive the 
microcantilever during the simulations. These driving functions are required to be 
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localized in both space and time since they act only on a small part of the 
microcantilever near the base and only for a finite amount of time when desired. To 
model this, the Heaviside Θ function is used as follows: 
)(Θ)(Θ),(),( ttxxtxftxF stopstopdrivedrive −−=                            (3.5) 
The Heaviside function has the property of being equal to 1 when the argument is 
greater than zero, and it is equal to zero when the argument is less than 0. This serves to 
localize the driving force to 0 < x < xstop and 0 < t < tstop.  
To be sure that Eq. 2.89 is properly modeled; parts of it are graphed and 
checked. The first part to be checked is the forcing functions. Figure 3.2a shows the sine 
forcing function with an insufficient number of points to accurately define it. In this case 
six points is not enough to define the peaks of the sine function and they are flattened. 
In light of this, we require a minimum number of points per cycle to minimize any 
potential error caused by this problem. Figure 3.2a also shows the new sine forcing 
function with sixteen points, a marked improvement over six points per cycle. Figure 3.2 
also shows the same for the square forcing function. When modeling the forcing 
functions, especially the square function, there is a tradeoff between precision and 
time. The square function requires many points for accuracy due to its discontinuous 
nature. However, the more points per cycle, the more computations per cycle and the 
longer the simulation will take.  
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Figure 3.1: The addition of statistical noise to the sinusoidal driving term in the 
microcantilever model. a) The sine wave driving signal is active for the first half of the 
duration and is shut off for the second half simulating the switching off of the 
experimental driving signal. b) Statistical white noise is generated by the Box-Mueller 
algorithm and c) added to the sine wave driving term. d) The power spectral density of 
the noise makes evident the reason it is called “white”. The power is distributed across 
all frequencies. 
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We then check the output of each mode for any potential problems. Figure 3.3 
shows plots of modes one through five. At first the frequency of each of these responses 
is the same as the driving frequency (first mode); however the amplitudes are much 
different. Each mode appears to be smooth and devoid of any artifacts stemming from 
the integration or any other part of the simulation. Each modal response returns to its 
own individual frequency when the forcing function is turned off. Figure 3.3 also shows 
each modal response with the forcing function turned on for the first half and off for the 
second. The first half of each graph shows the mode oscillating at the driving frequency. 
Once the forcing function is turned off, the response begins to oscillate at its modal 
frequency. 
Figure 3.4 shows the summation of modes one through five as well as the FFT. It 
is obvious from the FFT that the modal amplitudes decrease significantly with higher 
frequency. A quick way to tell that the model is working is to inspect these amplitudes. 
In Eq. 2.89 the amplitude of the response is inversely proportional to the angular 
frequency of the mode. Figure 3.4b shows this trend of decreasing modal amplitude (log 
scale) as a function of frequency further verifying the validity of the simulation.  
In the process of undergoing the above modal verification it was noticed that at 
first the mode shape was incorrect as is shown in Figure 3.5a. The mode did not appear 
smooth, and the program encountered numerous infinite integrals. Initially the model 
was integrated over the Heaviside functions given in Eq. 3.5 using the Adaptive Simpson 
quadrature technique. However, this technique could not accurately integrate over the 
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discontinuity stemming from the Heaviside function, and the Simpson 1/3 Rule replaced 
the adaptive quadrature for the integration steps in the model. Using this integration 
technique requires more computation time, but is more accurate. Making this change 
solved the mode shape problem as is shown in Figure 3.5b.  
Having verified the model of the linear damped and driven beam equation, it can 
be used to simulate the microcantilever with a higher degree of certainty. These 
simulations will be shown in Chapter 4. First we will examine the nonlinear model. 
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Figure 3.2: The number of points per cycle is important for accuracy when simulating 
the a) sine wave model driving signal and b) square wave model driving signal. These 
driving signals are shown with and without a sufficient number of points to accurately 
model the intended shape. Using 6 points per cycle, the shape is severely distorted. 
However, when 16 points per cycle is used the true shape begins to show. 
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Figure 3.3: Simulation of the first five bending modes of the microcantilever vs. time. For 
the first forty cycles, a sinusoidal driving signal is exciting the simulated microcantilever 
at the first mode (resonant) frequency. When the driving signal is turned off, the mode 
begins oscillating at its own frequency and the amplitudes of the modes begin to decay. 
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Figure 3.4: a) The summation of modes 1-5 for the simulated bending of a 
microcantilever driven by a sine wave. b) The FFT of the bending response for modes 1-
5. The peaks for each modal frequency can be seen in the FFT. 
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Figure 3.5: The integration over the Heaviside function for both time and spacial 
coordinates poses a problem for some numerical integration methods. The amplitude 
starts to build up and later decay after the driving force is switched off. Integrating with 
a) Simpson’s adaptive quadrature demonstrated multiple diverging integrals resulting in 
a rough and inconsistent amplitude simulation. To fix the problem Simpson’s 1/3 rule 
integration b) was used. This solved the problem of divergent integrals creating a 
smoothly increasing and smoothly decreasing amplitude profile. 
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3.2 Modeling of Nonlinear Driven Beam Equation 
Due to its complexity, the nonlinear beam equation given in Eq. 2.119 must be 
solved using numerical methods. The finite-element method is employed via the 
FlexPDE software package to model the driven nonlinear microcantilever equation in its 
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 FlexPDE is able to solve nonlinear partial differential equations of order two or 
lower. Therefore Eq. 3.6 is separated into this system of equations to be solved 
simultaneously: 
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Again the Heaviside function is used; but only to localize the forcing function spatially. 
The time-dependent Heaviside function is not needed since we will only be interested in 
steady state cases here.                     
3.2.1 Nonlinear Microcantilever Model Verification 
In order to verify the nonlinear model, we must first be certain that its output 
resembles the linear model as the nonlinear terms approach zero. Before we can drive 
the nonlinear equation we must calculate its resonant frequency. This is accomplished 
using the Rayleigh-Ritz method for finding eigenvalues of the system [70-72]. This 
method allows a “guess” of the eigenfunctions of the equation provided that they solve 
the boundary conditions. Using these eigenfunctions the true eigenvalue frequencies 
can be found. We will use the linearized equation by setting the nonlinear terms to zero. 
The nonlinear resonant frequencies will be close to the linear frequency. 
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The scalar amplitude of each term is given by An. The kinetic energy is the same as in 



































)(                             (3.9) 
From the nonlinear derivation (Eq. 2.112), the strain potential energy stored in the 
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)(         (3.11) 
The shear term disappears again because it is constant along the face of the cross-
section. The constant I2 is defined as I2= Y0Z0/4 and I3 = 3Y0
2
/80. The separable solution 
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The Rayleigh-Ritz method involves finding the maximum kinetic and potential energies, 
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Since the φn variable is assumed to be a periodic function, the following assumption can 







=                                                        (3.16) 
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For the kinetic energy term to reach a maximum, the time variable φn must reach a 
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Equation 3.20 is true when the maximum values φn,max are used for φn. These are the 
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              (3.22) 
By grouping all terms on the left side of the equation into a single sum and integrating 

































           
(3.23) 














































































,4                                                            (3.24e) 




































= . The eigenvalues, ωn, make up the components of the vector ω
v
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If we rearranging the terms we find an expression for the nth modal frequency as a 














=                           (3.29) 
Equation 3.29 gives the modal frequencies of the nonlinear microcantilever model 
without damping or driving terms. The nonlinearities in the equations are contained 
within the modal amplitude dependent term in the numerator of Eq. 3.29. The 
nonlinearities create a dependence of the modal frequencies on the amplitude of 
oscillation. This amplitude dependence may be related to the amplitude dependent 
resonance observed in many nonlinear experiments and models conducted by other 
groups [73-75]. As was stated above we will drive the model microcantilever at the 
linear resonant frequency since the nonlinear frequency is close to it and varies with 
amplitude. To find the resonant frequency of the linearized equation the modal 











,0=                                                            (3.30) 
Figure 3.6 shows the time series and phase portraits from FlexPDE for the 
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nonlinear model when the nonlinear terms in Eq. 3.6 are set to zero. The model is driven 
at the resonant frequency found in Eq. 3.31.  Figure 3.6b and c are the velocity vs. 
amplitude and acceleration vs. velocity phase portraits for the linear part of the 
nonlinear model. They are oval shaped phases with no abnormal features or indications 
of nonlinearity. The acceleration vs. amplitude phase portrait shown in Figure 3.6d 
shows a linear relationship as is expected for a linear simple harmonic oscillator. This is 
indicative of the linear Hooke’s Law with a spring constant, k: mkxa /= . 
When the nonlinear terms are included in the simulation the behavior changes 
considerably. Figure 3.7a shows the time series for the nonlinear case. There is an 
obvious modulated frequency (similar to a beat frequency) present in this graph 
indicating that the microcantilever may not be driven at its resonant frequency. Since 
the driving frequency used in Figure 3.7 is the resonant frequency for the linear case, it 
is possible that the presence of the nonlinear term shifts the resonant frequency as was 
stated above when considering Eq. 3.29. 
Figure 3.8 shows the modulated frequency phenomenon for three different 
driving amplitudes still oscillating at the linear resonant frequency. As the driving 
amplitude is increased in Figure 3.8 the beat frequency changes. The highest driving 
amplitude shown is in Figure 3.8c and results in the highest beat frequency. Higher beat 
frequencies are a result of shifting the driving frequency further from resonance. This 
suggests that the higher the amplitude, the further the nonlinear resonance deviates 
from the linear resonant frequency. 
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Figure 3.6: Nonlinear equation model with nonlinear terms set to zero. a) The amplitude 
vs. time graph shows a sine wave profile. The sine wave is still increasing in amplitude 
but will reach a constant amplitude in time due to damping. Both the b) acceleration vs. 
velocity and c) velocity vs. amplitude phase portraits exhibit typical oval shapes 
indicative of a linear behavior. The acceleration vs. amplitude phase plot, d) shows a 
linear slope indicating a linear restoring (negative slope) force-amplitude relationship 
such as Hooke’s law. 
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Figure 3.7: Nonlinear equation model including nonlinear terms. a) The amplitude vs. 
time graph shows a sine wave with a modulated beat-like behavior. b) The acceleration 
vs. velocity phase portrait also shows multiple discrete paths as well as flattening of the 
overall shape, especially along the acceleration dimension. The velocity vs. amplitude 
plot, c), shows a flatter profile with multiple discrete paths forming a complicated 
pattern. The acceleration vs. amplitude phase plot, d) normally indicative of the force-
amplitude relationship, breaks from its linear shape and curves toward the amplitude 
axis at both extremes. This suggests a nonlinear restoring force is at work. 
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Figure 3.8: The nonlinear equation model with three different driving amplitudes 
increasing from a) to c). The driving frequency is the same for each case. a) The 
nonlinear equation driven at a low amplitude exhibits a low frequency beat indicating 
that the driving frequency is different than the resonant frequency. b) As the amplitude 
of the driving signal is increased, the beat frequency increases. c) At higher driving 
amplitudes the beat frequency is high indicating that as the amplitude of oscillation 
grows, the further from resonance the microcantilever becomes. Since the driving 
frequency is the same for each graph, the resonant frequency of the nonlinear model 
must be amplitude dependent. 
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3.2.2 Bi-Material Microcantilever Model Verification 
The final model to be validated is that of the static bi-material microcantilever 
given in Eq. 2.145. This equation describes the deflection of a bi-material 
microcantilever due to thermal strain arising from changes in temperature. Figure 3.9 
shows the deflection profile as a function of distance along the length of the 
microcantilever for seven temperature changes from 1.0 K to 40.0 K. The point at x = 0 is 
the clamped end of the beam, and at x = 1 is the free end. For the simulation shown in 
Figure 3.9, the parameters used correspond to a 1 μm thick silicon microcantilever 
substrate coated with a 600 nm thick gold film. The microcantilever is 350 μm in length 
and 35 μm wide. Figure 3.10 shows the magnitude of microcantilever deflection at the 
tip as a function of temperature change (log scale). As the temperature increases, the 
deflection reaches a maximum value indicating saturation of the sensor. The hyperbolic 
cosine behavior given in Eq. 2.145 and observed in Figure 3.9 and Figure 3.10 above has 
been documented for bi-material microcantilevers by previous groups verifying the 
validity of the derivation and model [65, 76, 77]. 
By optimizing such parameters as film thickness ratios and material properties 
the saturation limit can be customized to allow for higher detection sensitivity. 
Simulations of this bi-material model can be used in place of experimentation to  
simulate the effects of microcantilever sensor parameter changes for the  
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purpose of optimization. Using the theoretical model in this way can save time and 
expensive materials. Theoretical bi-material optimizations such as these will be seen in 
the final section of Chapter 4. 
 99 
Figure 3.9:  Modeled profile of a bi-material microcantilever as the temperature is 
varied. The fixed end of the microcantilever is shown here at x = 0 while the free end, 
near x = 1 is deflected due to thermal stress. The parameters used in this simulation are 
those of a 1μm thick silicon substrate topped with a 600 nm thick gold film. 
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Figure 3.10: Modeled tip deflection of a 1μm thick silicon microcantilever coated on one 
side with 600 nm of gold. The temperature change is varied from 0.1 K to 40.0 K and is 
plotted here on a logarithmic scale. As the temperature is increased, the deflection 
reaches a maximum or saturation value. 
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Chapter 4 : Model Results Compared to 
Experimental Data 
4.1 Experimental Introduction 
To verify that the modeling results found above reflect a real system, 
experiments are conducted using microcantilever beams commonly used in atomic 
force microscopy (AFM). These microcantilevers are flexible enough to exhibit a variety 
of dynamic behaviors including the nonlinearity described in the model above. In this 
chapter the models from Chapter 3 will be compared to experimental data. These 
experiments encompass both the linear and nonlinear dynamics of the microcantilever. 
The thermal static bending of the bi-material microcantilever will be discussed in 
Chapter 5. 
4.2 Experimental Procedure 
The microcantilevers used for the experimental portion of the study are the 350 
μm long Mikromasch CSC37 NoAl commonly used in AFM. They have a width of 35 μm 
and are 2 μm thick. Prior to beginning the experiment the microcantilever is coated with 
5nm of chromium followed by 45 nm of gold using an e-beam evaporator system. Once 
the coating is completed, the microcantilever is mounted in an AFM head as shown in 
Figure 4.1. 
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Figure 4.1: The microcantilever dynamics experimental setup. The AFM head is placed 
inside the vacuum chamber and is read by a signal readout box fed to an oscilloscope. 
The microcantilever motion is measured using a laser beam and a position sensitive 
detector (PSD). The signal generator drives the microcantilever with either a sine or 
square wave. 
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 Inside the AFM head a laser is aligned to reflect off the face of the 
microcantilever beam into the position sensitive detector (PSD). On the face of the PSD, 
the energy of the laser beam creates a signal unique to its position. As the 
microcantilever bends, the angle of incidence changes on its surface causing the 
position of the laser on the PSD to move creating a signal. This signal is then amplified 
inside the custom fabricated AFM readout box and then recorded by an Agilent 
DSO5034A Oscilloscope. The signal is also directed into a Stanford Research Systems 
SR760 FFT Spectrum Analyzer. 
 After an initial laser alignment using the oscilloscope, the resonant frequency of 
the microcantilever is measured using the spectrum analyzer. Environmental factors 
such as thermal fluctuations discussed in section 3.1.1 above create a driving force that 
causes the microcantilever to oscillate at its resonant frequency without a driving signal. 
This is the signal measured by the spectrum analyzer during this step. The 
microcantilever is then driven at this resonant frequency using a sine-wave created by a 
Stanford Research Systems DS345 Signal Generator. The signal from the generator is fed 
to a piezoelectric bimorph situated within the microcantilever holder. To maximize the 
signal, the position of the laser on the microcantilever, the mirror and the PSD are 
adjusted until the amplitude of the signal is a maximum as read by the oscilloscope. The 
microcantilever is now aligned for the experiment. 
 The AFM head with the mounted microcantilever is now placed inside a vacuum 
chamber, as shown in Figure 4.1. The pressure inside the chamber is lowered to 
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approximately 5 kPa and the resonant frequency is measured once again. The 
microcantilever is driven at this frequency while parameters such as number of driving 
pulses and amplitude are varied. The driving signal is then changed from a sine wave to 
a square wave and the experiments are repeated. 
 The vacuum chamber is then brought to atmospheric pressure by filling it with 
helium. The resonant frequency is measured, and the experiments described above are 
repeated. The helium is then purged and replaced with room air for a final repetition of 
the experiments. 
4.3 Model Results vs. Experimental Data 
 The data acquired in the above experiment will now be used to compare against 
the mathematical model described in Chapter 3. The comparison will start with the 
simple steady-state driving of the microcantilever viewed as both phase portraits and 
Fourier transforms to reveal the intricacies of the dynamics not immediately obvious 
from amplitude vs. time plots. Noise will then be added to the model and compared 
with noise experienced in the experiment. The nonlinear microcantilever model will 
then be compared to data acquired while driving the microcantilever in its nonlinear 
amplitude range. Finally, the bi-material model will be explored along with its 
connection to the nonlinear equation. 
 
 105
4.3.1 A Word on Data Filtering 
Since all experimental data includes undesirable noise that can obscure 
underlying patterns and order it is necessary to employ a certain level of filtering in an 
attempt to uncover this order. Gaussian convolution filtering is used during post-
processing to filter the experimental data in this chapter. This is a low pass filter 
designed to smoothly eliminate high frequency noise. Figure 4.2 shows data for a 
microcantilever driven in air at small amplitude. Figure 4.2a is the unfiltered 
acceleration vs. velocity phase portrait. Even at small driving amplitudes there is enough 
noise to obscure any pattern in this figure. The fast Fourier transform (FFT) of this data 
shows the driving frequency as well as other frequencies responsible for the noisy phase 
portrait. The Gaussian convolution filter simply multiplies the FFT spectrum by a 
Gaussian function that has a value of one at the origin and smoothly decreases to zero 
for higher frequencies. The inverse FFT of this product is then generated to restore the 
original data without the higher frequencies. Figure 4.2d shows that using the Gaussian 
convolution filter removed the noise and the underlying pattern can be seen. This 
filtering process is used on all experimental data shown in the following sections. For 
the experimental data shown here care has been taken to minimize the loss of 




Figure 4.2: a) Noisy acceleration vs. velocity phase portrait generated from experimental 
data. b) The Fast Fourier transform (FFT) of this noisy data shows many peaks at 
different frequencies. c) FFT before and after convolved with the filter kernel (FFT of 
kernel is Gaussian curve). d) Acceleration vs. velocity phase portrait after filtering. 
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4.3.2 Steady-State Condition 
 The steady-state condition, where the driving signal remains on at a constant 
amplitude and frequency, is the first case to model and compare. The normalized 
velocity vs. amplitude, acceleration vs. velocity, and acceleration vs. amplitude phase 
portraits for a sine wave driving signal are shown in Figure 4.3 for both the experiment 
and the model. Qualitatively, the phase portraits drawn from experimental data (Figure 
4.3a-c) look similar to those from the model (Figure 4.3d-f). The only difference comes 
from noise experienced by the microcantilever during the experiment. This noise 
spreads the data points in a statistical way broadening the traces in Figure 4.3a-c. Noise 
will be discussed more in-depth later. 
 On the other hand, when the microcantilever is excited by a square wave the 
phase plots become much more complicated. Figure 4.4 shows these phase plots. 
The phase portraits in Figure 4.4a-c are from experimental data taken in an air 
environment at atmospheric pressure. There are many frequencies involved in creating 
the intricacies of these plots. The model (Figure 4.4d-f) was unsuccessful at recreating 
the experimental data for the square wave. To shed some light on the dynamics in the 
experimental data, the Fourier transform is calculated for the microcantilever response 
when driven by both the sine and square waves. Figure 4.5 shows these plots. From 
Figure 4.5a it can be seen that the sine wave driving signal excited not only the resonant 
frequency, but a few harmonic components as well. Figure 4.5b shows the Fourier 
transform of the square wave driven microcantilever. It shows many evenly 
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Figure 4.3: Normalized phase portraits for a sine wave driving signal. Phase portraits a) 
velocity vs. amplitude, b) acceleration vs. velocity, and c) acceleration vs. amplitude for 
experimental data measured in air and driven at 0.1Vpp. Phase portraits d), e), and f) 
from the linear equation simulation given a sine wave driving signal. 
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 spaced frequencies excited by the square wave. This is consistent with the fact that a 
square wave, in Fourier space, consists of all frequencies in the spectrum. The second 
highest peak seen in Figure 4.5b near 160 kHz is the second mode of the microcantilever 
beam corresponding to n = 2 in Eq. 2.89. 
 It is unclear why the sine wave driven microcantilever excites harmonics of the 
resonant frequency. It is possible this comes from an impact occurring inside the AFM 
head during driving or a harmonic electronic interference in the readout circuit. 
4.3.3 Noise Study  
Like all physical systems, the microcantilever is not immune to the thermal and 
statistical effects of the surrounding environment. Even a microcantilever in a vacuum 
chamber becomes excited by physical contact with its holder, which in turn is in contact 
with the walls of the chamber. These walls are excited by thermal contact with the air 
on their outer surface, as well as by contact with the supporting structures such as the  
table it is placed upon. The excitation transfers to the microcantilever through surface 
contact and is manifested in the form of noise. This noise can be seen clearly by 
comparison between the Fourier transform of experimental data and data acquired by  
the model as shown in Figure 4.7. This experimental data was measured in an air 
environment. There is no artificial noise added to the model data in Figure 4.7. The  
experimental data exhibits a large amount of noise due to the air environment in which 
it is immersed. This noise is not modeled in Figure 4.7a to show the difference in the  
results. To compensate for this lack of noise and better simulate the operating  
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Figure 4.4: Normalized phase portraits for a square wave driving signal. Phase portraits 
a) velocity vs. amplitude, b) acceleration vs. velocity, and c) acceleration vs. amplitude 
for experimental data taken in air, and driven with a 0.1V amplitude signal. Phase 
Portraits d), e), and f), are the normalized phase plots from the linear equation 
simulation given a square wave driving signal. 
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Figure 4.5: Fourier transform of experimental data taken from a microcantilever driven 
at resonance with a) a sine wave signal and b) a square wave signal. The sine wave 
excites the resonant frequency as well as a few harmonic frequencies. The square wave 
excites many evenly spaced frequencies including the second mode seen as the second 
highest peak in b). 
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Figure 4.6: Fourier transform of simulated data taken from the model of a 
microcantilever driven at resonance with a) a sine wave driving signal and b) a square 
wave driving signal. The sine wave excites only the normal modes of the microcantilever 
without harmonic components. The square wave excites evenly spaced frequencies 
including the third mode near 370 kHz. The second mode is not present in the square 
wave excitation. 
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Figure 4.7: Fourier transform of a) the model with five modes present and b) the 
experimental data from a microcantilever in an enclosed air environment at 
atmospheric pressure. The experimental data contains statistical noise from its 
environment that the model lacks. To compensate, noise must be added to the model. 
 114
conditions of the experiment, the model must include statistical noise. The Box-Mueller 
white noise algorithm described in Chapter 3 is used for this purpose. Figure 4.8 reveals 
the result of including white noise in the driving force. Figure 4.8a is the simulated 
microcantilever response without added noise. The noise is added to the driving force 
that produced Figure 4.8b. The noise is slight, but it mimics the noise measured during 
the experiment as seen in Figure 4.8c. A comparison between Figure 4.8b and c shows 
the noise levels to be similar with respect to the driving signal amplitude. To further 
illustrate their similarity, the Fourier transform of each is shown in Figure 4.9. When the 
noise is added to the model the Fourier transform shows a noticeable amplitude 
increase at all frequencies. Compare Figure 4.9a with Figure 4.7a. The higher modal 
frequency peaks have been completely obscured by the noise. This explains the 
difficulty normally found when attempting to experimentally observe higher mode 
responses in a noisy environment using a resonant frequency sine wave excitation. To 
see these modes experimentally, a square wave is generally needed as shown in Figure 
4.5b. The harmonics are again observed in the experimental data. These harmonics have 
an interesting effect that will be covered in the next section on transient behavior. 
4.3.4 Transient Study 
In this section we will investigate the transient behavior of the microcantilever. 
This transient behavior occurs when the driving signal is turned on and off, before the 
microcantilever is able to reach a steady state. Figure 4.10 shows the amplitude vs. time 
data for both the model and experiment when the driving force is first started, until  
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Figure 4.8: a) Simulated response of a microcantilever when driven with a sine wave 
only. When statistical noise is added to the driving signal, the response b) shows the 
noise as slight deviations from the sine wave. For comparison sake c) the experimental 
data is shown. With the addition of noise within the model, the sine wave begins to 
resemble the experimental data. 
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Figure 4.9: Fourier transform of a) data from experiment and b) data from the model 
with added statistical noise. Both the model and the experimental data are driven with a 
sign wave. Harmonic frequencies are present in the experimental data and absent in the 
model. 
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after it is switched off. There is no noise function used in the model data for Figure 
4.10b. This is the reason it has a smoother shape than the experimental data. Other 
than the noise, the shape is consistent with the experiment.   
The microcantilever returns to zero amplitude after the driving force is turned 
off due to the damping force. As was stated above the damping force is assumed to 
have the form:
 
wbFdamp &= . This expression arises from Stokes’ Law that states that the 
drag force, Fd, experienced by a body immersed in a low Reynolds number flow is found 
from the expression [48]: 
wRπμF Aird &6=                                                 (4.1) 
In Eq. 4.1 R is the radius of a sphere used to approximate the shape of the 
microcantilever beam as it moves through the air. In this model this radius is 
approximated by the average value of the length and width of the microcantilever beam 
divided by two. The dynamic viscosity of the air, μAir, has the value 1.79 x 10
-5
 Pa-s at sea 
level. Since the forces in the beam equation are actually forces per unit length, the 









                                               (4.2) 
It is this expression for damping that is used to model the data shown in Figure 4.10b. 
The Q-factor, mentioned in previous sections, can be measured using the decay 





















=                                                          (4.3) 
In Eq. 4.3 wn is the amplitude of the n
th
 cycle during the decay and wn+N is the amplitude 
of the n+N cycle. For the experimental decay the Q-factor in Figure 4.10a, calculated 
from Eq. 4.1, is 111. The model decay showed a Q-factor of 76 which has a 37.4% 
difference from the experimental value. One possible reason for this difference comes 
from difficulty in reading a precise amplitude for the experimental maxima due to noise 
in the data. 
The exponential decay in the amplitude after the driving signal is switched off 
initially appears uninteresting here. However, when closely observed the decay includes 
a rippling effect that decays faster than the main amplitude decay. To bring this effect 
out more prominently, the microcantilever was driven with a square wave at the second 
modal frequency ensuring there is enough energy to amplify this effect. These ripples 
can be seen in Figure 4.11a. The Fourier transform of the decay reveals harmonic 
frequencies similar to those found in the previous sections.  To investigate whether 
these harmonics are the cause of the ripples, they are removed from the frequency 
domain. The peaks are artificially removed by grafting copies of smooth sections of the 
spectrum onto the peaks and performing the inverse transform on the altered 
frequency domain. Figure 4.11 shows this process as well as the resulting decay event 
without ripples. The harmonics are the cause of the ripples, and will be investigated 
further in the next section. 
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Figure 4.10: Normalized amplitude of the microcantilever oscillations vs. time from the 
beginning of driving for the a) experimental data and b) the model data. When the 
driving signal ends the amplitude decays to zero. By switching the driving signal on and 
off, the transient response of the system can be observed. 
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Figure 4.11: a) The decay of a microcantilever signal after being driven at the second 
modal frequency by a square wave in air after 10,000 cycles. A rippling effect is clearly 
visible. The FFT b) of this decay signal shows harmonics of the driving frequency. If these 
harmonics are c) artificially removed and the inverse FFT is performed then d) the 
ripples no longer appear in the decay. 
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4.3.5 Nonlinear Dynamics 
The modeling of the nonlinear equation, Eq. 3.6, is more complicated than any of 
the previous models. The fact that the equation lacks an analytical solution requires the 
use of finite element analysis for its simulation. As was mentioned before the software 
package FlexPDE was used for this purpose. The FlexPDE model data is shown in Figure 
4.12 in the form of phase portraits. This nonlinear model is driven at the resonant 
frequency of the linearized nonlinear model given in Eq. 3.31. In Chapter 3 it was 
mentioned that the resonant frequency of the microcantilever is a function of amplitude 
and at small amplitude it approaches the linear resonant frequency. While this did not 
cause a problem in the experiment since the resonant frequency did not vary much, it 
does pose a problem for the model. Since nonlinear equations are highly sensitive to 
initial conditions, the FlexPDE model had to be started slowly from zero amplitude and 
allowed to build on its own. This circumvents discontinuities in the computations that 
cause the simulation to fail when it is forced to begin at some non-zero amplitude. As 
the model builds in amplitude, the resonant frequency changes significantly making it 
impossible to achieve a stable resonant nonlinear simulation. As a result Figure 4.12 
shows many orbits for a single nonlinear case. The microcantilever model is not 
undergoing chaotic oscillations since the orbits repeat, however it does have a 
complicated pattern. The black center portions of the graphs in Figure 4.12 shows the 
case when the simulation is driven with a small amplitude. The circular shapes in Figure 
4.12b and c show the amplitude building from zero. At this low amplitude the resonant 
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Figure 4.12: Nonlinear equation simulation in FlexPDE for three nondimensional driving 
amplitudes - 1.0E-5, 5.0E-5, 1.0E-4 driven at the linear resonant frequency. As the 
amplitude changes the resonant frequency of the nonlinear microcantilever changes 
creating a) beats in the time series. B) At low amplitude, acceleration vs. velocity graph 
is circular. However, as the amplitude grows, it becomes concave on the top and 
bottom. c) The velocity vs. amplitude phase portrait sharpens at the amplitude axis as 
the nonlinearity grows. d) The acceleration vs. amplitude graph shows a linear trend at 
low amplitudes. At higher amplitudes the curve bends toward the amplitude axis. 
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frequency deviates the least from the linear case and therefore it has the longest beat 
wavelength as shown in Figure 4.12a. When the driving amplitude is increased, the 
microcantilever exhibits nonlinear behavior such as the curving of the acceleration vs. 
amplitude graph in Figure 4.12d. 
 Figure 4.13 shows a graph of maximum amplitude of oscillation vs. the ratio of 
driving frequency to the calculated resonant frequency given in Eq. 3.30. Both the linear 
and nonlinear equations are shown in Figure 4.13. The linear case has a sharp peak at 
the resonant frequency. However, the nonlinear case shows a broader resonance effect 
that tends to lean toward the low frequency end as the amplitude increases. This 
suggests an amplitude dependence for the nonlinear resonant frequency as was 
discussed in Section 3.2.1. 
The nonlinear experiments were all conducted under vacuum. Due to the low 
pressure, the damping force is minimal resulting in the high amplitude oscillations 
required to observe the nonlinearity. Figure 4.14 shows the results of this nonlinear 
experiment. For small amplitudes the microcantilever behaves linearly. The phase 
portraits for the low amplitudes in Figure 4.14 resemble Figure 4.3. The acceleration vs. 
amplitude plot is a nearly straight line indicating a linear restoring force as in ordinary 
linear material. As the amplitude grows, the nonlinearities become more noticeable; 
especially in the acceleration vs. velocity and acceleration vs. amplitude plots. With 
higher amplitude the restoring force reaches a maximum value as can be seen in Figure 
4.14d. This experimental data is similar to the modeled data shown in Figure 4.12  
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Figure 4.13: Simulated maximum amplitude of oscillation vs. ratio of driving frequency 
to calculated resonant frequency for the linear and nonlinear equations. The linear 
equation has a sharp peak about the resonant frequency. The nonlinear equation has a 
shifted resonance behavior. The peak bends to one side suggesting that the resonant 
frequency id not localized about a single frequency value. This further suggests that the 
model has an amplitude dependent resonant frequency. 
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Figure 4.14: Experimental data acquired from a microcantilever driven at resonance by a 
sine wave operating at 0.1V, 0.2V, and 0.4V peak amplitudes in a vacuum environment. 
a) The amplitude vs. time plot for the three driving signal amplitudes does not reveal 
anything out of the ordinary. However, the b) acceleration vs. velocity phase portrait 
reveals the building of nonlinear dynamics as the driving amplitude is increased. c) 
Velocity vs. amplitude shows only a slight sharpening of the ellipse at the amplitude 
axis. d) The graph of acceleration vs. amplitude is linear at low driving amplitudes as is 
expected in normal linear materials. However, higher-order nonlinear effects become 
prominent with higher amplitudes as the graph curves back toward the amplitude axis 
at high amplitude. 
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suggesting that the model describes the real system accurately. However, inspection of 
the FFT of the nonlinear data reveals a puzzling result. This FFT is shown in Figure 4.15 
for both low and high amplitude experimental data. The low amplitude data FFT 
contains a peak at the driving frequency with no other peaks present. The FFT of the 
high amplitude data, the data that exhibits nonlinearities, reveals peaks at frequencies 
that are harmonics of the driving frequency. In linear beam theory it is commonly 
assumed that a beam resonates at its modal frequencies and not at harmonics of the 
first mode. In light of such skepticism the experiment itself is explored to understand 
where these harmonics originate. Figure 4.16 shows the FFT of the driving signal alone. 
Along with the driving frequency, there are harmonics present in the driving signal as 
well. We must explore whether the driving signal harmonics are responsible for the 
harmonics in the microcantilever data and then see how these harmonics contribute to 
the experimental nonlinear phenomena shown in Figure 4.14. 
It is of interest to understand where the nonlinear behavior originates in the 
data and see what role the harmonics play in its creation. The FFT shown in Figure 4.15 
is for experimental data taken with both small amplitude driving and larger amplitude 
driving. For small amplitude the driving frequency is evident and there are no other 
major peaks. This small amplitude is within the linear range of the microcantilever 
dynamics. Figure 4.3 above shows the phase portraits for a low amplitude driving signal. 
For larger driving amplitude, the nonlinearity becomes a strong influence and the 
microcantilever behaves as in Figure 4.14 above. Figure 4.15 shows the FFT for this case 
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as well. Again the driving frequency is seen, but is accompanied by its harmonic 
frequencies. These harmonics appeared in the transient case above and now in the 
nonlinear case. To determine whether the harmonic frequencies are responsible for the 
nonlinearities shown in Figure 4.12, we can use the Gaussian convolution filter to 
remove them from the experimental data. If they are the cause of the nonlinear 
behavior, removing them should “linearize” the nonlinear data. 
 Figure 4.17 shows a nonlinear acceleration vs. velocity phase portrait along with 
its FFT. The driving frequency and its harmonics are once again evident in this figure. 
The Gaussian curve from the filter kernel can also be seen. The kernel filtered out the 
higher frequencies to reveal the nonlinear behavior in the phase portrait. When the 
filter kernel is positioned to remove the harmonic frequencies the phase portrait 
changes from a nonlinear to a linear behavior. Therefore it is possible that the nonlinear 
behavior observed in the microcantilever data in Figure 4.14 is contained within the 
harmonic frequencies of the driving signal raising questions about its validity. However, 
the decibel level of the harmonics contained within the driving signal is much lower than 
that of the harmonics in the experimental data suggesting that the microcantilever 
dynamics are responsible for at least part of this phenomenon. 
 It has been shown that the nonlinear effects in the experimental data shown in 
Figure 4.14 manifest themselves in the frequency domain (FFT) as harmonics of the 
driving frequency. Since it has also been shown that the driving signal is not a pure sine 
wave but instead contains some harmonics (Figure 4.16), it is possible that the 
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Figure 4.15: FFT of experimental data for a) a low amplitude driving signal (0.1V) and b) 
a high amplitude driving signal. The high amplitude signal contains peaks at the driving 
frequency as well as harmonics of the driving frequency. 
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Figure 4.16: FFT of sine wave signal from SRS DS345 signal generator with a 3V peak-to-
peak amplitude. This input signal at varying amplitudes is used to drive the piezoelectric 
bimorph which drives the microcantilever. 
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Figure 4.17: a) Acceleration vs. velocity phase portrait of driven microcantilever 
response data showing nonlinear behavior. b) The FFT of the data in the first graph 
shows that the standard filter kernel allowed many harmonic frequencies to remain in 
the signal. To investigate the impact of these harmonics, they will be filtered out. c) The 
acceleration vs. velocity phase portrait using the same data in the first graph but with a 
higher filtering. The data now appears to behave linearly. d) The FFT of the higher 
filtering process shows more peaks are excluded. This points to the likelihood that the 
nonlinear behavior is a result of harmonic frequencies present in the data. 
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harmonics in the experimental data and therefore the nonlinear behavior are due to the 
driving signal and not the microcantilever dynamics. However, Figure 4.18 shows the 
Fourier transform (FFT) of FlexPDE simulation data using the nonlinear equation. In 
Figure 4.18 some harmonics of the simulated driving signal can clearly be seen. In this 
simulation the model is driven with only a pure sine wave as given in Eq. 3.6. This 
modeled data suggests that the harmonics are a predicted result of the microcantilever 
dynamics and are therefore a genuine nonlinear response. 
From the above observations there is a strong possibility that the nonlinear 
behavior found in the experiment is a result of real nonlinearities of the microcantilever. 
To be sure further investigations can be carried out with equipment capable of driving 
the microcantilever at high amplitudes while maintaining a monotonic driving signal. 
The PSD should also be improved to allow higher amplitude oscillations before 
saturation of the signal occurs. This saturation is seen in the current experimental setup 
when the amplitude of the oscillating signal exceeds 20V peak-to-peak. 
4.3.6 Static Bi-Material Model 
Experimental data using bi-material microcantilevers for sensing purposes is 
given in Chapter 5. In this section, the bi-material model will be explored theoretically 
with an eye toward optimization. 
The bi-material microcantilever model is described by Eq. 2.145. It describes the 
deflection of a point, x, on the microcantilever length due to the bi-material effect with 
parameters such as film and substrate thicknesses, Young’s moduli, and thermal  
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Figure 4.18: FFT of simulated response of nonlinear equation in FlexPDE. The FFT shows 
the driving frequency as well as a few harmonic frequencies that are not modes of the 
microcantilever. The frequency peaks are broadened by the variation in resonant 
frequency as a function of amplitude. 
 133
 expansion coefficients. The bi-material microcantilever is useful for sensing applications 
like photothermal deflection spectroscopy described in Chapter 5. For practical 
applications it is important to optimize the film thickness as well as the film material in 
order to maximize deflection. Figure 4.19 is a graph of the theoretical tip deflection of a 
gold coated silicon microcantilever as a function of film/substrate thickness ratio for 
various temperature changes. There is an optimum thickness ratio located at 0.7. At this 
ratio, the gold thickness is greater than the silicon substrate thickness. The optimum 
ratio appears to be temperature independent upon inspection of Figure 4.19. The 
optimum ratio of 0.7 is also seen by Huang et al while measuring the curvature of a bi-
material microcantilever while etching the film layer to vary the thickness ratio [79]. 
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Figure 4.19: Theoretical tip deflection of a silicon microcantilever coated with a thin gold 
film on one side. The deflection varies as the gold film thickness ratio hf/ht is varied from 
0 to 1. Seven temperature changes are represented in the graph. There is an optimized 
thickness ratio near 0.7 for which the tip deflection is maximized for all temperatures. 
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  shows the theoretical tip deflection of a silicon microcantilever with four 
different metal film coatings: aluminum, silver, gold, and platinum. These materials 
were simulated by inserting their experimentally measured thermal expansion 
coefficients and Young’s moduli into Eq. 2.145 [80-83]. The simulated film thickness 
ratio is the optimized value of 0.7 observed above. The material properties used to 
calculate the values in  are shown along with their references in Table 4.1. In  the 
aluminum coated microcantilever beam yields the highest deflection for every 
temperature change followed by silver, gold, and platinum respectively. The deflection 
for these metal coatings as a function of the film thickness ratio is shown in Figure 4.21. 
What is interesting about Figure 4.21 is that the optimum thickness ratio depends on 
the material used. For platinum, the optimum thickness is much lower than for the 
other three due to its much higher Young’s modulus inhibiting the deflection of the 
microcantilever. From Figure 4.19, , and Figure 4.21 the deflection of a bi-material 
microcantilever is optimized when it is coated with aluminum with a thickness ratio of 
0.7. 
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Figure 4.20: Magnitude of theoretical tip deflection for a metal coated silicon 
microcantilever as a function of temperature (logarithm scale). Four metals are 
simulated: aluminum, silver, gold, and platinum by changing the thermal expansion 
coefficient and Young’s modulus. 
 137
Table 4.1: Young’s moduli and thermal expansion coefficients for aluminum, silver, gold, 







Aluminum 65 [81] 2.5E-5 [80] 
Silver 85 [81] 1.9E-5 [80] 
Gold 70 [82] 1.4E-5 [80] 
Platinum 140 [82] 9.0E-6 [80] 
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Figure 4.21: Theoretical tip deflection of a silicon microcantilever coated with a metal 
film. The metal film thickness ratio hf/ht is varied from 0 to 1. The simulated metal 
coatings are aluminum, silver, gold, and platinum. The optimum thickness ratio depends 
on the material being used. Platinum has a lower optimum thickness ratio than the 
other three metals due to its relatively high Young’s modulus. 
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4.4 Conclusions 
The model generally succeeds in simulating the microcantilever system. The only 
problems being the higher order square wave phase portraits due to a constrained 
frequency spectrum. To reproduce the square wave driving signal data, the simulation 
would need smaller time steps and more cycles. The noise algorithm is a successful 
contributor to the model allowing accurate modeling of the statistical noise experienced 
by the microcantilever system. 
For the nonlinear model, the simulation data shows a periodic behavior that 
differs significantly from the linear case. It resembles experimental data gathered. 
However, the harmonics of the driving signal created by the signal generator casts 
doubt on the validity of the claim that the model accurately describes the real nonlinear 
dynamics of the microcantilever. Further research into this nonlinear phenomenon is 
required and a painstaking investigation of all equipment is necessary to be sure the 
only phenomenon observed in the data is due to the microcantilever dynamics. The PSD 
must accommodate higher amplitudes without saturation and the signal generator 
should create only monotonic sine waves. With a pure driving signal and an 
experimental apparatus built for large amplitudes, the microcantilever should exhibit 
nonlinear behavior as predicted by the model above. 
Theoretically, thermal deflection of the bi-material microcantilever can be 
optimized by depositing aluminum onto a silicon microcantilever substrate with a 
thickness ratio of 0.7. In reality this is difficult and has been tried by this author. 
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Aluminum, when deposited by electron-beam evaporation stresses the microcantilever 
surface enough that the beam becomes permanently bent. This bending is large enough 
that achieving alignment of the laser beam inside the AFM head is impossible. Attempts 
to anneal the aluminum coated microcantilever in a temperature controlled tube 
furnace were not successful in relieving the stress and restoring the microcantilever to 
its original shape. Gold coatings do not develop a stress large enough to be detrimental 
to the experiment and so are used exclusively in Chapter 5. 
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Chapter 5 : Photothermal Deflection 
Spectroscopy: A Microcantilever Application 
The majority of this chapter is taken from the journal article: 
A. R. Krause, C. Van Neste, L. Senesac, T. Thundat, and E. Finot, Trace explosive 
detection using photothermal deflection spectroscopy. J. Appl. Phys. 103, 094906-1 
(2008) 
I contributed to this article by a) acquiring data b) processing and analyzing data c) 
searching the literature for useful sources d) combining the contributions of the 
coauthors into a journal article. 
5.1 Introduction 
The detection of trace amounts of explosives with high selectivity using handheld 
devices is of great interest for its applications in homeland defense, forensics, 
humanitarian demining and military use.  Since explosives have very low vapor 
pressures, extremely high sensitivity is essential for explosive trace detection (ETD) [84]. 
Microfabricated sensors such as microcantilevers have been considered as a sensor 
platform for next generation explosive detection due to their advantages such as 
miniature size, array-based detection capability, high sensitivity, real-time operation, 
and low power consumption [85, 86]. The adsorption of molecules on the 
microcantilever results in changes in its resonance frequency. In addition, the bending 
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of the microcantilever also varies due to adsorption-induced stress [87].
 
Both these 
signals can be detected simultaneously for cantilevers that are around 100-400 microns 
in length with a spring constant of around 0.1-1N/m. 
Since sensor reversibility is an attractive feature, the receptors are often based 
on weak interactions that can be broken at ambient temperature. This reversibility 
requirement limits the number of chemical interactions that can serve as a basis for 
receptor design, and receptors based on weak interactions are not specific enough to 
produce unique responses. Therefore, reversible receptor-based approaches for 
chemical selectivity fail when complex mixtures are present due to the lack of 
orthogonality of chemical interaction responses. Increasing the number of sensor units 
does not generally lead to higher selectivity because of the limited chemical interactions 
that can be used as a basis for receptor design.  Resorting to higher energy chemical 
interactions may offer higher selectivity at the expense of sensor reversibility. 
Therefore, despite all the advantages of a micromechanical sensor platform such as 
miniature size, low-power consumption, and the remarkably high sensitivity, its use as a 
practical sensor for vapor phase small molecule detection is questionable unless novel 
methods are utilized by which chemical selectivity can be achieved. 
Here we show that detection using adsorption-induced resonance frequency 
shift together with photothermal deflection spectroscopy (PDS) can satisfy the 
conditions of high selectivity, sensitivity, and sensor reversibility. Using PDS we 
demonstrate highly sensitive detection of sub-nanogram quantities of adsorbed 
 143
explosives such as pentaerythritol tetranitrate (PETN), cyclotrimethylene trinitramine 
(RDX) and trinitrotoluene (TNT). The sensitivity of the technology presented here can be 
improved further by optimizing the bi-material effect. This method has the potential for 
detection of sub-monolayer amounts of molecules with high selectivity and sensitivity.  
Microcantilever-based photothermal spectroscopy was first demonstrated by 
Gimzewski et al [88].
 
Since then it has been used for detection of a range of chemicals 
including DNA, explosives and chemical warfare agents [89-94]. Microcantilever based 
photothermal spectroscopy utilizes the extremely high thermal sensitivity of a bi-
material microcantilever. This sensitivity is high enough to detect femtojoule thermal 
changes [89]. A bi-material microcantilever with adsorbed molecules shows bending 
when exposed to infrared (IR) radiation. The adsorbed molecules absorb the IR energy 
and heat the bi-material microcantilever. As was described in Chapter 2 the change in 
temperature causes it to bend due to differential thermal expansion. The deflection of 
the microcantilever tip due to this bi-material effect was derived in Chapter 2 and is 
given as Eqs. 2.144 and 2.145. These equations are restated here for convenience:                               




1 +++=         (5.1a) 




















=                                       (5.1c) 
 
 144
In the PDS technique the microcantilever with adsorbed chemical species is 
scanned using successive pulses of monochromatic infrared radiation (IR). The 
microcantilever deflection as a function of IR wavelength resembles the IR absorption 
spectrum of the adsorbate molecules. Microcantilever-based photothermal 
spectroscopy, therefore, combines the extremely high sensitivity of a microcantilever 
beam and the selectivity of molecular vibration spectroscopy. The limit of detection of 
this technique is limited by the thermal sensitivity of the microcantilever which can be 
optimized by properly designing the bi-material aspect of the microcantilever.   
The amount of explosives adsorbed on the microcantilever surface can be 
determined from measuring the variation in the resonance frequency of the 
microcantilever. This is done by approximating the resonating microcantilever as a 







0 =                                                          (5.2) 
In Eq. 5.2 k is the spring constant of the SHO and m is the mass of the oscillating body. It 
is approximately the mass of the microcantilever beam. For a rectangular shaped beam 









f =                                                          (5.3) 
As before E is the Young’s modulus, and Z, Y, and L are the beam width thickness and 
length respectively. The change in resonant frequency not only comes from a change in 
mass but can also arise from changes in the Young’s modulus of the material due to 
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The sensitivity of the change in resonant frequency per change in mass is the sensitivity 






00 −=                                                          (5.6) 
Therefore, we can see from Eq. 5.6 that to increase the sensitivity of the sensor to mass 
changes, a low mass high resonant frequency (high Q) microcantilever must be used. By 
rearranging Eq. 5.6 and integrating from initial mass m and frequency f1 to final mass 
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This leads to the final expression for the change in mass as a function of the change in 
frequency: 













mm  .                                                      (5.7) 
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Here f1 and f2 are the initial and final resonant frequencies of the microcantilever during 
mass adsorption, and again, m is the microcantilever mass. For microcantilever sensors 
both the bending and the resonance frequencies can be measured simultaneously.  
5.2 Experimental Procedure 
The experiments were carried out using commercially available silicon 
microcantilevers with dimensions of 350µm length, 35µm width, and 1 µm thickness 
(MikroMasch, Oregon). The microcantilevers were prepared by depositing a 600 nm 
layer of gold with 10 nm of chromium as an adhesion layer. Prior to gold evaporation 
using an e-beam evaporator, the cantilevers were thoroughly cleaned in acetone and 
ethanol. The microcantilever deflection was monitored using an optical beam deflection 
arrangement. In the optical beam deflection method a focused beam from laser diode is 
reflected off the microcantilever into a position sensitive detector (PSD). The output 
voltage from the PSD is directly proportional to the microcantilever deflection.  
The bi-material cantilevers were then used as a substrate for explosive vapor 
deposition. To deposit the explosives on the microcantilever surface we used a custom-
built vapor generator (Idaho National Laboratory, INL) that can deliver precise 
concentrations of explosive vapors in these experiments.  The explosive vapors were 
produced by flowing nitrogen through a chamber containing the explosives dissolved in 
an acetonitrile solution. This solution is deposited onto thickly packed glass wool kept at 
a constant temperature. Separate vapor generators were used for generating PETN, 
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RDX, and TNT vapor streams to avoid cross contamination. Two thermoelectric 
elements kept the reservoir at constant temperature generating a saturation vapor 
pressure within the reservoir that is proportional to the temperature of the 
thermoelectric elements. For the TNT experiments the generator was heated to 60 
o
C. 
Due to the lower vapor pressures of RDX and PETN, their vapor generators were heated 
to 75 
o
C. The nitrogen flow was kept at 200 sccm for all of the experiments. 
Photothermal spectra of the adsorbate on the microcantilever were obtained by 
illuminating the microcantilever beam with monochromatic infrared radiation. We have 
used the IR source and the interference filter wheel of a Foxboro Miran 1A-CVF 
spectrophotometer for these studies. The experimental setup is shown in Figure 5.1. 
The IR energy from the source is focused onto the microcantilever using a concave 
mirror. The spectrometer has the capability of varying the wavelength from 2.5 µm to 
14.5 µm using an interference filter wheel. The IR source was used for illuminating the 
microcantilever beam as shown in the experimental setup in Figure 5.1.  The bending of 
the microcantilever beam was monitored using an optical beam deflection arrangement 
and a PSD.  The PSD signal was fed to an in-house fabricated amplifier circuit as was 
done in the experiment in Chapter 4. 
Prior to exposure to the explosive vapor, before each experiment, a baseline IR 
spectrum was taken using the Stanford Research Systems SR850 lock-in amplifier with 
the chopper set at 80Hz. The resonance frequency was then measured using a Stanford 
Research Systems SR760 spectrum analyzer. The cantilevers were then exposed to 
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explosive vapors by placing the microcantilever directly in front of the vapor stream in 
open air prior to exposure to IR light. The microcantilever, therefore, is exposed to other 
molecules in the ambient air including relative humidity just as it would be under field 
application conditions. As the explosive vapors condense on the microcantilever, the 
microcantilever bends and the resonance frequency varies. The resonance frequency of 
the microcantilever was then measured after exposure to the explosive vapors to 
determine mass loading by explosive molecules. After the resonance frequency 
measurement, the monochromator, with its IR light focused on the microcantilever, 
scans between 2.5 µm and 14.5 µm wavelengths while the lock-in amplifier records the 
microcantilever bending and generates an IR profile of the explosive-microcantilever 
combination. 
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Figure 5.1: Experimental setup used for photothermal deflection spectroscopy (PDS). 
The infrared light from the monochromator is focused on the microcantilever and 
chopped at 80Hz. The wavelength is scanned between 2.5 and 14.5 μm. The resulting 
deflection data is collected with the lock-in amplifier. The spectrum analyzer is used to 
measure the resonance frequency to calculate the mass of explosives adsorbed on the 
microcantilever. 
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5.3 Single Explosive Analyte Detection 
Figure 5.2 shows the PDS spectrum of PETN on a silicon microcantilever. The 
spectrum shown in Figure 5.2 is obtained by dividing the IR profile by the baseline of the 
bare silicon microcantilever taken prior to explosive adsorption. The resulting spectrum 
is then normalized for qualitative comparison. The observed peaks are in excellent 
agreement with IR absorption spectra of bulk PETN [97].  
Figure 5.3 and Figure 5.4 show the photothermal deflection spectrum of 
adsorbed RDX and TNT respectively. The observed peaks also agree very well with IR 
absorption spectra of the respective explosives [97]. We have repeated the experiments 
on the same microcantilever after desorbing the adsorbed explosives and thoroughly 
cleaning the microcantilever using one of two cleaning methods: 1) rinsing with acetone 
and ethanol followed by 30 minutes in a vacuum oven or 2) exposure to UV-Ozone 
followed by a short etch in piranha solution. The collected spectra were identical for the 
subsequent PDS runs.  We have also carried out the PDS experiments on different 
cantilevers with slightly different resonance frequencies.  The spectra were identical and 
the peaks agreed very well with known peaks of PETN, RDX and TNT.  
Photothermal signals depend on the thermodynamic and energy transfer 
properties of the sample and the microcantilever beam. Temperature changes resulting 
from absorption of infrared energy are directly related to the vibration modes of the 
adsorbates as well as the heat capacity and thermal conductivity of the microcantilever  
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Figure 5.2: Photothermal deflection spectrum of vapor phase adsorbed PETN on the 
microcantilever. The peak near 6 μm is caused by the asymmetric stretching of the O-
NO2 bonds. The peak near 8 μm is from the symmetric stretching of the same bonds. 
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Figure 5.3: Photothermal deflection spectrum of RDX adsorbed on the microcantilever 
from vapor phase. The peaks seen at 6.4 and 7.6 μm are caused by the asymmetric and 
symmetric stretching of the N-NO2 bonds respectively. 
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Figure 5.4: TNT photothermal deflection spectrum. The stretching peaks at 6.5 and 7.4 
μm can be seen. These are caused by the asymmetric and symmetric stretching of the C-
NO2 bonds respectively. 
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beam. The observed photothermal spectra correspond to various vibrational modes of 
the explosives.  The adsorbed molecules are excited into vibration modes by absorption 
of IR photons and the non-radiative de-excitation of the molecules results in thermal 
energy. The thermal energy is then transferred to the bi-material substrate causing 
microcantilever bending.  The extent of bending is proportional to the amount of 
thermal energy transferred to the microcantilever. The peak at around 7.4-8 
micrometers, found in all three explosive spectra, is caused by the symmetric stretching 
vibration of the NO2 (nitro) group bond [98-101]. The peak near 6-6.6 micrometers is 
caused by the asymmetric stretching vibration of the same bond [98, 101]. The slight 
shift in these two peaks is due to the nitro group being bound to a different atom in 
each explosive compound. In PETN the nitro groups are bound to oxygen (O-NO2). This 
bond has a symmetric stretch vibration at wavenumber 1285 cm
-1
 (7.78 μm) and an 
asymmetric stretch vibration at wavenumber 1658 cm
-1
 (6.03 μm) [98-100]. In RDX the 
nitro groups are bound to nitrogen (N-NO2).This bond has a symmetric stretch vibration 
at wavenumber 1310 cm
-1
 (7.63 μm) and an asymmetric stretch vibration at 
wavenumber 1570 cm
-1
 (6.37 μm) [98]. In TNT they are bound to carbon (C-NO2). This 
bond has a symmetric stretch vibration at wavenumber 1350 cm
-1
 (7.41 μm) and an 
asymmetric stretch vibration at wavenumber 1530 cm
-1
 (6.54 μm) [98, 99]. The relative 
intensities of the peaks were slightly different for a photothermal spectrum as 
compared to a conventional IR spectrum.  Also some peaks that are not very prominent 
in conventional IR spectra appear to have higher intensity in the photothermal spectra. 
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This may be directly related to the efficiency of non-radiative decay of these excited 
states.  We did not observe a large shift in the peaks due to substrate effects. The extent 
of bending is directly proportional to the adsorbed material, the impinging power of IR 
radiation, the absorption mode, and the thermal sensitivity of the microcantilever.   
 The thermal sensitivity of the microcantilever can be tuned by controlling the 
thicknesses of the microcantilever and the metal layer, and by judicial choice of the bi-
material couples. It is possible to increase the sensitivity of photothermal deflection 
spectroscopy by optimizing the bi-material microcantilever parameters as well as 
increasing the power of the illuminating IR source.  For example, by selecting different 
metals and optimizing the thickness of the coating it is possible to make a bi-material 
microcantilever very sensitive to thermal changes.  It is also possible to fabricate 
cantilevers with an optimized spring constant for increased thermal bending or to 
pattern the microcantilever surface for increased adsorption.  Another way to increase 
sensitivity is by restricting the heat flow from microcantilever into the base of the 
microcantilever. 
The dynamic range of detection for this setup was determined by adsorbing the 
explosives on the microcantilever and simultaneously monitoring the variation in PDS 
peak and the resonance frequency shift as a function of desorption time.  The dynamic 
range for TNT adsorption is shown in Figure 5.5.  The silicon microcantilever used had 
600 nm of gold on one side and a mass of 170 ng. The mass of explosive adsorbed on 
the microcantilever was calculated using Eq. 5.2 for each spectrum taken. We observed 
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that in open air all explosives from vapor phase adsorbs on both sides of the 
microcantilever (since after adsorption the laser used to measure the deflection was 
diffusively reflected off the gold surface as opposed to specularly reflected as was 
observed before adsorption). Therefore, the mass of TNT on either side may be 
approximately half of the adsorbed mass. Assuming the spring constant does not change 
due to TNT adsorption, this corresponds to a thickness 40 nm on each side. It is 
worthwhile mentioning that the photothermal spectrum is caused by the explosives 
adsorbed on the silicon side only since gold is an excellent reflector for IR. The linear 
nature of desorption rate supports the assumption that the spring constant remains the 
same during the adsorption and desorption process.  
The dynamic range measurement for TNT in Figure 5.5 shows the height of the 
7.4 µm peak of adsorbed TNT as a function of mass desorption from an initial mass of 12 
ng. Initially as the desorption starts the peak height increases as a function of 
desorption and reaches a maximum at around 8 ng. However, as the mass of the TNT 
decreases due to desorption, the peak height decreases after reaching a maximum 
value. The initial part of the curve in Figure 5.5 agrees well with the fact that more heat 
is absorbed when more TNT is present on the surface. However, at a certain thickness 
the amount of heat transferred to the microcantilever substrate decreases probably due 
to thermal insulation of the TNT. It is also possible that the thick explosive layer 
prevents IR from reaching the bottom most layers.  As the explosives desorb and the 
layer becomes thinner, heat is more readily transferred to the microcantilever and the 
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height of the peak increases. As the layer further desorbs there are less explosives to 
absorb the IR and the peak decreases. The minimum detectable photothermal signal 
was obtained for 800 pg of adsorbed material. However, since the bi-material effect is 
caused by TNT adsorbed only on one of the surfaces of the microcantilever, the limiting 
value is 400 pg. This value corresponds to an average of 10 monolayers of TNT. The 
dynamic range, as seen in Figure 5.5, extends from 400 pg (half of 800 pg) to as high as 
4.25 ng (half of 8.5 ng). As the adsorbed mass increases past 8.5 ng (4.25 ng per side), 
the peak decreases in size and the detector loses sensitivity. 
Upon inspection of Figure 5.5 we can see that within the dynamic range the peak 
height can be calibrated to the mass adsorbed on the microcantilever. Therefore, once 
calibrated, the peak height would be sufficient for calculating the adsorbed mass. The 
frequency shift would no longer be needed for this purpose.  
Another sensor characteristic that is important in many practical applications is 
its ability to regenerate. TNT has a vapor pressure of 1.1x10
-6
 Torr at 20
o
C.  RDX and 




 Torr, respectively. The adsorbed TNT, 
therefore, desorbs at a faster rate than RDX or PETN.  The amount of TNT lost due to 
evaporation during any single experiment is negligible to cause any change in spectral 
intensities. Figure 5.6 shows the desorption of adsorbed TNT as a function of time at 
room temperature. From the linear regression, we find a desorption rate of 1.1 pg/s. 




. It is 
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Figure 5.5: Height of TNT peak near 7.4 μm in arbitrary units as a function of adsorbed 
mass. At regular time intervals the resonance frequency was measured just before the 
spectrum was taken to find the peak. As the mass desorbs, the peak height increases at 
first, then decreases. The initial increase is due to the initial overabundance of TNT on 
the microcantilever preventing the thermal energy from reaching the microcantilever. 
As the TNT mass desorbs the thermal energy reaches the microcantilever more 
efficiently causing the peak height increase. The height then decreases due to less 
infrared absorption by a diminished amount of adsorbed TNT. This graph shows a 
dynamic range from 800 pg to almost 9 ng. However, only half of the adsorbed mass is 
contributing to PDS spectra. 
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assumed that the explosive desorption follows an Arrhenius-type law [102, 103]  












d exp .                                                         (5.8) 
where, kd is the molecular desorption rate, k is Boltzmann’s constant, NA is Avogadro’s 
number, Ea is the heat of adsorption and T is the temperature, and A is the pre-
exponent factor which is the molecule-surface vibrational frequency. The value of A is 
generally taken to be 10
12
 Hz [102]. From the molecular desorption rate found from 
Figure 5.6, and Eq. 5.8, we calculate an average value for heat of adsorption of TNT as 
14 kJ mol
-1
. This is in good agreement with the reported value of 12 kJ mol
-1
 [103]. The 
strong dependence of desorption on temperature can be used for regenerating the 
sensor. Since the thermal mass of the microcantilever is very small, it can be heated to 
desorb the adsorbed explosive by increasing the temperature, for example, focusing the 
total IR power (broad band spectrum without filtering) on the microcantilever.  
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Figure 5.6: Mass of TNT desorbed  from a  microcantilever as a function of time. The 
mass of TNT on the microcantilever is calculated from the resonance frequency shift. A 
linear regression can also be seen. This regression shows that the TNT desorbs at a rate 
of 1.1 pg/s. 
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5.4 Explosive Analyte Mixture Detection 
 To expose the microcantilever to both TNT and PETN vapor simultaneously, two 
vapor generators, one filled with TNT and one with PETN, were placed at an angle with 
respect to each other. They were both focused on the microcantilever. The generators 
were set to temperatures of 75 °C for PETN and 60 °C for TNT both flowing at a rate of 
200 sccm. The microcantilever was exposed to both explosives at the same time, but for 
different durations. The TNT exposure lasted for 10 minutes; while the PETN lasted 30 
minutes. To minimize desorption of TNT during this time, the TNT exposure was carried 
out during the last 10 minutes of the PETN exposure. The total adsorbed mass is 
calculated to be approximately 27 ng. 
Figure 5.7 shows the PDS spectrum of the mixture of TNT and PETN on the 
microcantilever. Four distinct peaks appear in this spectrum. The peaks at 6.06 and 6.50 
µm are once again due to the asymmetric stretching of the nitro group bonds while the 
peaks at 7.44 and 7.85 µm are from the symmetric stretching. Comparing Figure 5.7 to 
Figure 5.2 and Figure 5.4, it is apparent that the peaks at 6.50 and 7.44 µm are from the 
infrared excitation of TNT molecules on the microcantilever. The peaks at 6.06 and 7.85 
µm are from the excitation of PETN molecules. All of these peaks are separate and 
distinct. The spectrum for each individual explosive species is clearly visible. Therefore, 
PDS was able to distinguish between these two closely related molecular species. Since  
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Figure 5.7: PDS spectrum of both TNT and PETN mixed on the microcantilever surface. 
The individual spectrum from each species is easily resolved using PDS. The peaks at 
6.50 and 7.44 µm are from TNT while the peaks at 6.06 and 7.85 µm come from PETN. 
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these peaks are highly distinguishable, we can surmise that PDS detection can sense 
much lower amounts of explosives while maintaining its selectivity. 
If PDS can detect the difference between such closely related species as TNT and 
PETN, one can assume that PDS can easily distinguish between other interfering 
compounds and target analytes while sensing in “real world” environments. It can 
detect the target analyte regardless of any other molecular species present. 
5.5 Photothermal Spectroscopy Conclusions 
In conclusion we have demonstrated that photothermal deflection spectroscopy, 
combined with resonance frequency shift of bi-material microcantilevers, offers very 
high selectivity for trace detection of explosives while maintaining sensitivity.  We 
calculated that a sub-nanogram limit of detection can be obtained for vapor phase 
adsorbed explosives such as TNT, RDX, and PETN. The observed deflection peaks of 
explosives are in excellent agreement with spectra obtained with conventional 
techniques.  It is possible to improve the limit of detection of this detection method by 
optimizing microcantilever properties.  In addition to finding the spectra, we also 
investigated the desorption characteristics of TNT using the photothermal deflection 
spectroscopy technique along with resonance frequency measurements. From this 
study we have calculated a 14 kJ mol
-1
 heat of adsorption. Finally, it was shown that 
mixtures of explosives can be detected by the PDS method. In spite of having similar IR 
spectra, two explosives were clearly identified indicating a significant increase in the 
selectivity of the microcantilever sensor when used in PDS. 
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Chapter 6 : Conclusions 
 The need for microcantilever sensors will increase as technology becomes more 
complicated. As a result a detailed knowledge of the mechanics of microcantilevers is a 
valuable asset to current research efforts. To that end this work provided a detailed 
derivation of both linear and nonlinear beam equations. It described the dynamics of 
both linear and nonlinear driven systems, as well as the static deflection of bi-material 
microcantilevers. These equations were developed into a computational model and 
compared against experimental data.  
  The microcantilever dynamic models described above underwent a validation 
where both the input values and results were examined to ensure they were consistent 
with physics. The validation began by ensuring the input waveform was properly defined 
to minimize numerical errors. The validation then included modeling individual modes 
to ensure they had the correct frequency and amplitude. The nonlinear model was 
simulated with the nonlinear term turned off to be sure it mimicked the linear behavior 
as is required. 
 The models were then used to study microcantilevers driven by both steady-
state and transient signals. White noise was added to the model to simulate the 
statistical noise encountered by the microcantilever in a real-world environment. The 
model was then driven with higher oscillations to exhibit the nonlinear behavior 
observed during experimentation. The nonlinear dynamic behavior observed from the 
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model closely resembles the data observed during experimentation. Further analysis 
shows that the FFT of both are similar as well. To be vigilant and to explore the 
nonlinear phenomenon further more work is required to be sure that the nonlinear 
behavior is caused by nonlinear dynamics of the microcantilever and not an artifact of 
harmonics created with the driving signal. 
 The static deflection of a metal coated microcantilever was then modeled and 
studied. A possible optimization of coating was obtained to maximize the deflection. 
Aluminum deposited on the microcantilever with a thickness ratio of 0.7 could 
potentially maximize the sensitivity of the bi-material microcantilever sensor. The only 
problem to solve is how to relax the aluminum film after it is deposited. After normal 
electron-beam evaporation deposition the aluminum coating stresses the 
microcantilever and bends it too far to be of use. This sensor could then be used in 
photothermal deflection spectroscopy (PDS) for the purpose of chemical detection. 
Finally in Chapter 5, PDS is explained and demonstrated with a gold coating. 
Explosive material deposited on the bi-material microcantilever is detected and its 
infrared spectrum is revealed. PDS is also shown to detect two similar explosive species 
simultaneously. 
With the simplicity of their design, the low operating power they require, 
extremely high sensitivity, and inexpensive production cost; microcantilever sensors will 
find their way into many novel applications in the future. The information provided here 







List of References 
 167
1 L. Senesac, T. G. Thundat, Mater. Today 11, 28 (2008). 
2 T. Fawcett, Pattern Recognit. Lett. 27, 861 (2006). 
3 C. G. Fraga, A. M. Melville, and B. W. Wright, The Analyst 132, 230 (2007). 
4 H. H. Hill Jr., W. F. Siems, R. H. St. Louis, and D. G. McMinn, Anal. Chem. 
62, 1201 A (1990). 
5 P. Ghosh, B. Chawla, P. V. Joshi, and S. B. Jaffe, Energ. Fuel 20, 609 
(2006). 
6 R. E. March, J. Mass Spectrom. 32, 351 (1997). 
7 M. Nambayah, and T. I. Quickenden, Talanta 63, 461 (2004). 
8 D. S. Moore, Rev. Sci. Instrum. 75, 2499 (2004). 
9 N. Ragunathan, K. A. Krock, C. Klawun, T. A. Sasaki, and C. L. Wilkins, J. 
Chromatogr. A 856, 349 (1999). 
10 J. I. Steinfeld and J. Wormhoudt, Annu. Rev. Phys. Chem. 49, 203 (1998). 
11 K. M. Hansen, H.-F. Ji, G. Wu, R. Datar, R. Cote, A. Majumdar, and T. 
Thundat, Anal. Chem. 73, 1567 (2001). 
12 G. Wu, R. H. Datar, K. M. Hansen, T. Thundat, R. J. Cote, and A. 
Majumdar, Nat. Biotechnol. 19, 856 (2001). 
13 K. M. Hansen and T. Thundat, Methods 37, 57 (2005). 
14 E. J. Houser, T. E. Mlsna, V. K. Nguyen, R. Chung, R. L. Mowery, and R. A. 
McGill, Talanta 54, 469 (2001). 
 168
15 C. Hartmann-Thomas, J. Hu, S. N. Kaganove, S. E. Keinath, D. L. Keeley, 
and P. R. Dvornic, Chem. Mater. 16, 5357 (2004). 
16 G. Bunte, J. Hurttlen, H. Pontius, K. Hartlieb, and H. Krause, Analytica 
Chimica Acta 591, 49 (2007). 
17 L. A. Pinnaduwage, A. Wig, D. L. Hedden, A. Gehl, D. Yi, T. Thundat, and R. 
T. Lareau, J. Appl. Phys. 95, 5871 (2004). 
18 I. Voiculescu, M. E. Zaghloul, R. A. McGill, E. J. Houser, and G. K. Fedder, 
IEEE Sensors J. 5, 641 (2005). 
19 J. Mertens, E. Finot, T. Thundat, A. Fabre, M.-H. Nadal, V. Eyraud, and E. 
Bourillot, Ultramicroscopy 97, 119 (2003). 
20 D. W. Dareing, T. Thundat, S. Jeon, and M. Nicholson, J. Appl. Phys. 97, 
084902-1 (2005). 
21 S. Bianco, M. Cocuzza, S. Ferrero, E. Giuri, G. Piacenza, C. F. Pirri, A. Ricci, 
L. Scaltrito, D. Bich, A. Merialdo, P. Schina, and R. Correale, J. Vac. Sci. 
Technol. B 24, 1803 (2006). 
22 S. Nakata, E. Ozaki, and N. Ojima, Anal. Chim. Acta 361, 93 (1998). 
23 S. Nakata, K. Takemura, and K. Neya, Anal. Sci. 17, 365 (2001). 
24 S. Nakata, K. Neya, and K. K. Takemura, Thin Solid Films 391, 293 (2001). 
25 S. N. Mahmoodi, M. Afshari, N. Jalili, Commun. Nonlin. Sci. Numer. Simul. 
13, 1964 (2008). 
 169
26 G. Keskar, B. Elliott, J. Gaillard, M. J. Skove, and A. M. Rao, Sens. 
Actuators, A 147, 203 (2008). 
27 F. R. Blom, S. Bouwstra, M. Elwenspoek, and J. H. J. Fluitman, J. Vac. Sci. 
Technol. B 10, 19 (1992). 
28 T. Thundat, P. I. Oden, and R. J. Warmack, Microscale Thermophys. Eng. 
1, 185 (1997). 
29 I. Dufour, S. M. Heinrich, and F. Josse, J. Microelectromech. S. 16, 44 
(2007). 
30 T. Thundat, G. Y. Chen, R. J. Warmack, D. P. Allison, and E. A. Wachter, 
Anal. Chem. 67, 519 (1995). 
31 B. Ilic, H. G. Craighead, S. Krylov, W. Senaratne, C. Ober, and P. Neuzil, J. 
Appl. Phys. 95, 3694 (2004). 
32 T. Braun, V. Barwich, M. K. Ghatkesar, A. H. Bredekamp, C. Gerber, M. 
Hegner, and H. P. Lang, Phys. Rev. E: Stat. Phys., Plasmas, Fluids 72, 
031907-1 (2005). 
33 A. Parent, O. Le Traon, S. Masson, B. Le Foulgoc, IEEE Sensors 2007 
Conference Proceedings, 876 (2007). 
34 N. W. Ashcroft and N. D. Mermin, Solid State Physics, (Thomson Learning, 
United States, 1976). 
35 A. P. Boresi and K. P. Chong, Elasticity in Engineering Mechanics, (Elsevier, 
New York, 1987). 
 170
36 L. D. Landau and E. M. Lifshitz, Theory of Elasticity – 3
rd 
ed. (Course of 
Theoretical Physics, Vol. 7), (Butterworth-Heinemann, Oxford, 2002). 
37 C. Lanczos, The Variational Principles of Mechanics, 4
th
 ed. (University of 
Toronto Press, Toronto, 1970). 
38 A. Haug, Theoretical Solid State Physics, Vol. 1, (Pergamon, Oxford, 1972). 
39 V. Slivker, Mechanics of Structural Elements-Theory and Applications, 
(Springer-Verlag, Berlin, 2007). 
40 S. Timoshenko and D. H. Young, Elements of Strength of Materials, 5
th
 ed. 
(D. Van Nostrand Company, Inc., Princeton, 1968). 
41 E. F. Byars and R. D. Snyder, Engineering Mechanics of Deformable 
Bodies, 2
nd
 ed. (International Textbook Company, Scranton, 1969). 
42 J. M. Gere, Mechanics of Materials, 5
th
 ed. (Brooks/Cole, USA, 2001). 
43 H. Goldstein, Classical Mechanics, 2
nd
 ed. (Addison-Wesley, Reading, 
1980). 
44 J. B. Marion and S. T. Thornton, Classical Dynamics of Particles and 
Systems, 4
th
 ed. (Harcourt, Fort Worth, 1995). 
45 J. V. Jose and E. J. Saletan, Classical Dynamics: A Contemporary Approach, 
(Cambridge University Press, Cambridge, 1998). 
46 J. R. Vinson, Plate and Panel Structures of Isotropic, Composite and 
Piezoelectric Materials, Including Sandwich Construction, (Springer, 
Netherlands, 2005). 
 171
47 S. Timoshenko, D. H. Young, and W. Weaver, Vibration Problems In 
Engineering, 4
th
 ed. (John Wiley & Sons, New York, 1974). 
48 G. Y. Chen, R. J. Warmack, T. Thundat, and D. P. Allison, Rev. Sci. Instrum. 
65, 2532 (1994). 
49 A. Passian, A. L. Lereu, D. Yi, S. Barhen, and T. Thundat, Phys. Rev. B: 
Condens. Matter 75, 233403-1 (2007). 
50 S. Barhen, Phys. Lett. A 372, 947 (2007). 
51 G. B. Arfken and H. J. Weber, Mathematical Methods for Physicists, 5
th
 
ed. (Harcourt, San Diego, 2001). 
52 A. Fidlin, Nonlinear Oscillations in Mechanical Engineering, (Springer, 
Berlin, 2006). 
53 R. E. Newnham, Properties of Materials: Anisotropy, Symmetry, Structure, 
(Oxford University Press, Oxford, 2005). 
54 I. Sharf, Int. J. Numer. Meth. Eng. 39, 763 (1996). 
55 I. Sharf, Multibody Syst. Dyn. 3, 189 (1999). 
56 K. Y. Kim, and W. Sachse, J. Mater. Sci. 35, 3197 (2000). 
57 B. L. Koziey and F. A. Mirza, Comput. Struct. 51, 643 (1994). 
58 K. P. Soldatos and C. Sophocleous, J. Sound Vibrat. 242, 215 (2001). 
59 K. Swaminathan and D. Ragounadin, Compos. Struct. 64, 405 (2004). 
60 P. Subramanian, Compos. Struct. 73, 342 (2006). 
61 L. G. Maqueda and A. A. Shabana, Multibody Syst. Dyn. 18, 375 (2007). 
 172
62 G. G. Stoney, Proceedings of the Royal Society of London. Series A, 
Containing Papers of a Mathematical and Physical Character 82, 172 
(1909). 
63 L. B. Freund, J. A. Floro, and E. Chason, Appl. Phys. Lett. 74, 1987 (1999). 
64 C.-H. Hsueh, J. Appl. Phys. 91, 9652 (2002). 
65 Y. Zhang and Y.-P. Zhao, J. Appl. Phys. 99, 053513-1 (2006). 
66 S. R. Otto and J. P. Denier, An Introduction to Programming and 
Numerical Methods in MATLAB, (Springer-Verlag, London, 2005). 
67 S. Asmussen and P. W. Glynn, Stochastic Simulation: Algorithms and 
Analysis, (Springer, New York, 2007). 
68 R. F. Fox, I. R. Gatland, R. Roy, and G. Vemuri, Phys. Rev. A 38, 5938 
(1988). 
69 R. F. Fox, J. Stat. Phys. 54, 1353 (1989). 
70 R. B. Bhat, J. Sound and Vibration 102, 493 (1985). 
71 R. B. Bhat, J. Sound and Vibration 203, 251 (1997). 
72 G. Rinaldi, M. Packirisamy and I. Stiharu, Microsyst. Technol 14, 361 
(2008). 
73 V. Kaajakari, T. Mattila, A. Lipsanen, and A. Oja, Sens. Actuators, A 120, 64 
(2004). 
74 S. N. Mahmoodi and N. Jalili, Int. J. Non Linear Mech. 42, 577 (2007). 
 173
75 S. N. Mahmoodi, N. Jalili, and M. F. Daqaq, IEEE/ASME Trans. Mechatron. 
13, 58 (2008). 
76 Y. Zhang, Q. Ren, and Y.-P. Zhao, J. Phys. D: Appl. Phys. 37, 2140 (2004). 
77 D. Ramos, J. Mertens, M. Calleja, and J. Tamayo, Sensors 7, 1757 (2007). 
78 S. M. Lin, Ultramicroscopy 106, 516 (2006). 
79 S. Huang and X. Zhang, J. Micromech. Microeng. 17, 1211 (2007). 
80 CRC Handbook of Chemistry and Physics, 55
th
 ed., edited by R. C. Weast 
(CRC Press, Cleveland, 1974). 
81 H. Mizubayashi, J. Matsuno, and H. Tanimoto, Scripta Mater. 41, 443 
(1999). 
82 M. C. Salvadori, I. G. Brown, A. R. Vaz, L. L. Melo, and M. Cattani, Phys. 
Rev. B 67, 153404-1 (2003). 
83 H. Watanabe, N. Yamada, and M. Okaji, Int. J. Thermophys. 25, 221 
(2004). 
84 Trace Chemical Sensing of Explosives, edited by R. L. Woodfin (Wiley, New 
York, 2007). 
85 L. A. Pinnaduwage, V. Boiadjiev, J. E. Hawk, and T. Thundat, Appl. Phys. 
Lett. 83, 1471 (2003). 
86 L. A. Pinnaduwage, A. Gehl, D. L. Hedden, G. Muralidharan, T. Thundat, R. 
T. Lareau, T. Sulchek, L. Manning, B. Rogers, M. Jones, and J. D. Adams, 
Nature 425, 474 (2003). 
 174
87 G. Y. Chen, T. Thundat, E. A. Wachter, and R. J. Warmack, J. Appl. Phys. 
77, 3618 (1995). 
88 J. R. Barnes, R. J. Stephenson, M. E. Welland, Ch. Gerber, and J. K. 
Gimzewski, Nature 372, 79 (1994). 
89 G. Li, L. W. Burggraf, and W. P. Baker, Appl. Phys. Lett. 76, 1122 (2000). 
90 P. G. Datskos, S. Rajic, M. J. Sepaniak, N. Lavrik, C. A. Tipple, L. R. Senesac, 
and I. Datskou, J. Vac. Sci. Technol. B 19, 1173 (2001). 
91 P. G. Datskos, M. J. Sepaniak, C. A. Tipple, and N. Lavrik, Sens. Actuators, 
B 76, 393 (2001). 
92 E. T. Arakawa, N. V. Lavrik, S. Rajic, and P. G. Datskos, Ultramicroscopy 97, 
459 (2003). 
93 E. T. Arakawa, N. V. Lavrik, and P. G. Datskos, Appl. Opt. 42, 1757 (2003). 
94 A. Wig, E. T. Arakawa, A. Passian, T. L. Ferrell, and T. Thundat, Sens. 
Actuators, B 114, 206 (2006). 
95 M. Varshney, P. S. Waggoner, C. P. Tan, K. Aubin, R. A. Montagna, and H. 
G. Craighead, Anal. Chem. 80, 2141 (2008). 
96 X. Xia, Z. Zhang, and X. Li, J. Micromech. Microeng. 18, 035028 (2008). 
97 F. Pristera, M. Halik, A. Castelli, and W. Fredericks, Anal. Chem. 32, 495 
(1960). 
98 I. R. Lewis, N. W. Daniel, Jr., and P. R. Griffiths, Appl. Spectrosc. 51, 1854 
(1997). 
 175
99 P. S. Makashir and E. M. Kurian, J. Therm. Anal. Calorim. 55, 173 (1999). 
100 P. S. Makashir and E. M. Kurian, Propellants, Explos., Pyrotech. 24, 260 
(1999). 
101 R. W. Beal and T. B. Brill, Appl. Spectrosc. 59, 1194 (2005). 
102 P. Atkins, Physical Chemistry, 6
th
 ed. (Freeman, New York, 1999). 
103 L. A. Pinnaduwage, T. Thundat, A. Gehl, S. D. Wilson, D. L. Hedden, and R. 




Adam Robert Krause was born in Scranton Pennsylvania on September 21, 1978. 
He attended Abington Heights grade school and middle school in Clarks Summit 
Pennsylvania. He graduated from Abington Heights High School in 1996. In 2001 Adam 
received his bachelor’s of science in physics from the College of Charleston in 
Charleston, South Carolina. He received his Master’s of Science in Aerospace 
Engineering from the Georgia Institute of Technology in 2003. In 2004 Adam entered the 
University of Tennessee’s physics program to earn his doctorate of philosophy. The 
requirements for this degree were fulfilled in February 2009. 
 
