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RESUME 
Cet article presente une synthese des resultats recents dans le domaine de 
l'ordonnancement de plusieurs machines. La theorie de la complexite de 
calcul fournit le cadre dans lequel sont presentes ces resultats. Ils con-
cernent d'une part le developpement de nouveaux algorithmes polynomiaux, 
• 
et d'autre part l'application du concept de NP-durete ainsi que l'analyse 
des algorithmes d'approximation • 
NarIONS CLEFS: machines paralleles, taches, contraintes de precedence, 
preemption, temps d'achevement maximum, temps d'achevement total, complexit;e 
de calcul, algorithme polynomial, NP-durete, optimisation, approximation. 
NOTE. Cet article sera insere dans le compte rendu du colloque ''Regards sur 
la theorie des graphes'', Cerisy-la-Salle, 12-19 juin 1980. 
1. INTRODUCTION 
Au cours des dernieres annees, la theorie de l'ordonnancement de plusieurs 
machines a connu un developpement rapide. Ceci est du en partie au succes 
spectaculaire de la theorie de la complexite de calcul. L'application de 
cette theorie a permis de tracer une frontiere precise entre deux classes 
de problemes d'ordonnancement: les problemes bien resolus, pour lesquels 
il existe des algori ~ues polynomiaux en temps, et les problemes NP-durs, 
1 
qui sont probablement impossibles a traiter en ce sens qu'il est improbable 
qu'il existe des algorithmes polynomiaux pour les resoudre. La premiere 
classe s'est etendue continuellement grace au developpement de nouveaux 
algorithmes d'optimisation polynomiaux. En meme temps, de nombreux algo-
rithmes d'approximation pour les problemes de la deuxieme classe ont ete 
analyses. 
L'organisation de l'article est la suivante. La section 2 donne une 
courte introduction a la theorie de la complexite de calcul des problemes 
combinatoires; un traitement plus detaille se trouve dans [Karp 1972,1975; 
' 
Garey & Johnson 1979; Lenstra & Rinnooy Kan 1979]. Les trois sections 
suivantes presentent une breve revue des resultats disponibles pour les 
problemes d'ordonnancement de plusieurs machines. La section 3 concerne un 
• 
certain nornbre de modeles de base pour l'ordonnancement detaches sur des 
machines paralleles. On considere a la section 4 le cas particulier de 
temps d'execution unitaires et l'influence de contraintes de precedence 
entre les taches. La section 5 est devalue au cas ou la preemption (inter-
ruption des taches) est permise et ou l'on peut specifier des dates variables 
de disponibilite de tache. La section 6 contient quelques remarques en 
guise de conclusion. 
2. COMPLEXITE DES PROBLEMES COMBINATOIRES 
La complexite de calcul d'un probleme combinatoire doit evidemment etre 
reliee au comportement des algorithmes elabores pour le resoudre. Ce 
comportement est d 'habitude mesure par le t:emps de calcul de l 'algorithtr1e 
(c'est-a-dire le nombre d'operations elementaires telles que les additions 
2 
et les comparaisons) par rapport a la taille du probleme (c'est-a-dire du 
nombre de bits occupes par les donnees). 
Si un probleme de taille n peut etre resolu par un algorithme avec 
un temps de calcul O(p(n))* au pest une fonction polynomiale, alors 
l'algorithme peut etre appele bon et le probleme bien resolu. Ces notions 
furent introduites par Edmonds 1Edmonds 1965] dans le contexte du probleme 
du couplage; son algorithme peut etre implemente de fa9on a prendre un 
ete developpes pour une grande variete de problemes combinatoires [Lawler 
1976]. D'autre part, de nombreux problemes semblables peuvent seulement 
etre resolus a l'aide de methodes enumeratives qui peuvent exiger un 
temps exponentiel. 
Confronte a un probleme combinatoire, on desirerait naturellement 
savoir s'il existe un algorithme polynomial ou si, au contraire, toute 
methode de resolution doit prendre un temps exponentiel dans le pire des 
cas. Les resultats de ce dernier type sont encore rares, mais il est sou-
vent possible de montrer que !'existence d'un algorithme polynomial est, a 
' 
tout le mains, tres improbable. On peut arriver a un tel resultat en 
prouvant que le probleme en question est NP-complet [Cook 1971; Karp 1972] • 
. Selon la definition formelle donnee ci-dessous, les problemes NP-complets 
sont equivalents en ce sens qu'aucun d'entre eux n'est bien resolu et 
que, si l'un d'entre eux etait bien resolu, il en serait de meme pour tous. 
Comme tousles problemes classiques qui sont notoires pour leur intraitabi-
lite de calcul, tels que les problemes du voyageur de commerce, de l'ordon-
nancement general sur machines et de la prograrmnation entiere, sont connus 
pour etre NP-complets, la resolution d'un tel probleme en temps polynomial 
serait effectivement tres surprenante. Pour les besoins de la pratique, 
ceci implique qu'en resolvant de tels problemes on peut tout aussi bien 
accepter l'inevitabilite d'un mauvais algorithme d'optimisation (superpolyno-
mial) au recourir a l' usage d' un bon algorithme d' approxi11zation (polynomial) • 
La theorie de la NP-completude concerne en premier lieu les pxoblemes 
de reconnaissance, qui exigent une reponse par oui ou par non. Un exemple 
* La notation q(n) = O(p(n)) signifie qu'il existe une constante c ~ 0 
telle que [ q (n) I s c • p (n) po1.1r tout n > 0. 
de tel probleme de reconnaissance est le suivant: 
PARTITION: 
occurrence: entiers positifs a 1 , ... ,at,b 
t 
question: existe-t-il un sous-ensemble Sc {1,2, ••• ,t} 





par progranunation dynamique en temps O(tb) [Bellman & Dreyfus 1962], mais 
3 
ces temps d'execution sont taus deux exponentiels en la taille du probleme, 
qui est O(t log b). 
Une occurrence d'un probleme de reconnaissance est admissible si la 
question peut etre repondue affirmativement. L'admissibilite est d'habi-
tude equivalente a l'existence d'une structure associee qui satisfait une 
certaine propriete. 
Un probleme de reconnaissance appartient a la classe Psi, pour toute 
occurrence de ce probleme, son admissibilite ou sa non-admissibilite peut 
etre determinee par un algorithme polynomial. Il appartient a la classe NP 
si, pour toute occurrence, on peut determiner en temps polynomial si une 
• 
structure donnee affirme son admissibilite. Par exemple, PARTITION est un 
membre de NP, car pour tout Sc {1, •.• ,t} 
_en temps O(t). Il est evident que Pc NP. 
on peut tester si a - b • 
J 
Un probleme P' est dit reductible au probleme P (notation P' ~ P) 
pour toute occurrence de P' on peut construire en temps polynomial une 
occurrence de P telle que la resolution de l'occurrence de P resoudra 
l'occurrence de P' egalement. Informellement, la reductibilite de P' a 
P implique que P' peut etre considere comme un cas particulier de P, de 
sorte que Pest au mains aussi difficile que P'. 
• si 
Pest appele NP-dur si P' ~ P pour tout P' E NP. ·nans ce cas, Pest 
au mains aussi difficile que tout probleme de NP.Pest appele NP-complet 
si Pest NP-dur et PE NP. Done les problemes NP-complets sont les plus 
difficiles des problemes de NP. 
Un algorithme polynomial pour un probleme NP-complet P pourrait etre 
utilise pour resoudre tousles problemes de NP en temps polynomial, puisque 
pour toute occurrence d'un tel probleme la construction de l'occurrence cor-
respondante de Pet sa resolution peuvent etre effectuees toutes les deux en 
temps polynomial. Nous notons les deux consequences importantes suivantes. 
4 
(i) Il est tres improbable que P = NP, car NP contient de nombreux pro-
blemes combinatoires bien connus, pour lesquels en depit d'un considerable 
effort de recherche aucun algorithme polynomial n'a ete decouvert jusqu'ici. 
(ii) Il est tres improbable que PEP pour n'importe quel probleme NP-complet 
P, car ceci impliquerait que P = NP d'apres l'argurnent precedent. 
La premier resultat sur la NP-completude est du a Cook [Cook 1971]. Il 
a elabore une ''reduction maitresse'' pour prouver que tout probleme de ~-IP 
est reductible au probleme appel~ SATISFIABILITE. Sur base de ce resultat, 
Karp [Karp 1972] et beaucoup d'autres (voir, par exemple, [Karp 1975; Garey 
& Johnson 1979; Lenstra & Rinnooy Kan 19791) ont identifie un grand nombre 
de problemes NP-complets de la maniere suivante. On peut etablir la NP-
completude d'un probleme P € NP en specifiant une reduction P' ~Pou P' 
est deja connu pour etre NP-complet: pour tout P'' E NP, P'' ex: P' et P' ex: P 
impliquent alors que P'' ~ P egalement. De 
PARTITION est NP-complet [Karp 1972]. 
cette facon, il a ete , -prouve que 
Ence qui concerne les problemes d'optimisation, on reformule usuelle-
ment, disons, un probleme de minimisation en un probleme de reconnaissance 
• 
en demandant l'existence d'une solution admissible dont la valeur est au 
plus egale a un seuil donne. Lorsqu'il peut etre prouve que ce probleme de 
.reconnaissance est NP-complet, le probleme d'optimisation correspondant 
est NP-dur en ce sens que l'existence d'un algorithme polynomial pour le 
resoudre impliquerait que P = NP. 
3. QUELQUES MODELES DE BASE 
Supposons que n taches J. (j = 1,2, ••. ,n) doivent etre· executees sur m 
J 
machines ou processeurs paralleles M. {i - 1,2, .•. ,m). Chaque machine peut 
l. 
executer a la fois une tache au plus; chaque tache peut etre executee sur 
n'importe laquelle des machines. Les types de problemes etudies dans cet 
article seront caracterises par une classification a trois cha1nps a S -y 
[Grahan1 et al. 1979]. 
Le premier cha1np a. - a.
1 
a 2 specifie l' environnement en machines. Notons 
p .. le temps requis pour executer J. sur M .. On considerera trois valeurs 





- P (machines iden tiques) : p. . = p . , c 'est-a-dire 
l..J J 




que le temps d'execu-






- Q (machines uniformes): p .. -
l..J 
p./s., c'est-a-dire que le temps d'execu-
J i 
temps d'execution requis p. de J. divise 
J J 




par la vitesse s. de M.; 
l.. l.. 
R (machines sans relations): p .. est arbitraire. 
l..J 
a 2 est un entier positif, m est constant et egal a a 2 ; 
rn est variable. 
si a.2 est vide, 
Le second champ B indique certaines caracteristiques des taches. Dans 
cette section, S sera vide, ce qui implique ce qui suit: 
taus les P .. (au p_) sont des entiers non-negatifs arbitraires; 
1] J 
-
- on ne specifie pas de contraintes de precedence entre les taches; 
- la preemption (interruption detaches) n'est pas admise; 
- toutes les taches sont disponibles pour l'execution au temps 0. 
La notation necessaire a indiquer lesquelles de ces hypotheses ne sont pas 
verifiees sera definie dans les sections suivantes. 
' 
Le troisieme champ y correspond au cri tere d' optimali te cl1oisi. Tol1t 
ordonnancement admissible definit un temps d'achevement c. de J. 
J J 
.(j = 1, •.• ,n). Nous considererons la minimisation de deux criteres: 
- le temps d'achevement maximum c 
max n 
- le temps d'achevement total c. c 1+ ... +C0 • 
J* 
y , La valeur optimale de y sera notee 
(d'approximation) A par y(A). 
la valeur obtenue par un algorithme 
Les exemples 1, 2 et 3 illustrent cette classification de problemes. On 
utilise des diagra11unes de Gantt pour representer les ordonnancements de 
maniere evidente. 
Exempl~. 1 •. P2 c. 
~ J 
probleme: minimiser le temps d'achevement total sur deux machines identiques. 
occurrence: n 6; P. 
J 
j ( j 1, ... ,6). 
ordonnancement optimal: 
J1 J3 JS 
J2 J4 J6 
- • • • • • • • • • • • • • 




(j = 1, .•• ,7). 
ordonnan<.::t:~'l'N:!.r1t optima.I: 
' ti<"q/)1 """"""""'"" ~ .... , ' ~---, 
j p 
1 M J "'f' .. J .... r ! ~- p, /S -• -'·" 1 ' 1 '") 3 4 I 1 1 ' ,l ..,;,, 
,_, .. _,,_,..~ -· ., .... """ -· _,, 
M Jc T l ◄" - 2 .,J -· 2 6 I ~) 
. -· ,,.,,,.,, 
I 
p,/s3 4 M3 J f ◄¼• -· -~ 
"'' _J ] ' I _,, --* O Ir ,..,,,..,....,, .. , • • .. • • 
* :3 C - 4 0 1, '"\ 4 -, ,L 
max 
bl "" · · · le tem· .. ps· d'achevement total s11r m machines sans relations. pro · eme: m1.n1.m1.ser · -









J2 J3 J4 
. 
Jl J 6 J7 
• • • • • • 
1 , plj -- 1 
1 , p2j ·- 2 -
1 , P3j - 3 
JS 







2, ••. ,7), 
2, ••• ,7), 







* 0 1 2 3 4 5 6 7 8 C = 8 max 
Presentons une synthese des resultats disponibles pour ces modeles de base. 
Ilse trouve que les problemes c. sont relativement aises, tandis que les 
J 
Problemes C sont tres difficiles. max 
La reg le du plus court temps d 'execution ( ''shortest processing time 11 : 
• 
SPT) resoud P c. en temps O(n log n) de la maniere suivante [Conway et 
J 
al. 1967]. Supposons que n = lm (des taches fictives avec temps d'execution 
nul sont ajoutees si ce n'est pas le cas), reindicons les ta.ches de sorte 
I 
que 
eme . n I. . - . m+. k- ID·I 
en k position sur les m machines (k = 1,2, ••• ,l). L'exemple 1 illustre 
cette regle. La preuve d'optimalite est directe: dans la valeur C. du 
&.J J ... 
critere, le temps d'exticution d'une t!che en keme position 
est. .,··. . te l+1-k fois, et, par consequent, c .. est egal au 
J 




de deux corume 
les multipli,cateurs du premier de ces vecteurs sont non-croissants, c. est 
J 
minimum si les temps d'execution dans le second vecteur sont non-decrois-
sants • 
• 
Cet algorithme a ete generalise pour resoudre Q C. en temps O(n log n) 
.... J 
egalement [Conway et al. 1967; Horowitz & Sahni 1976]. 
Le cas le plus general R C. peut etre ,_, J formule et resolu 
3 
comme un 
probleme lineaire de transport mxn, en temps 
1974]. Soit 
O(n) [Horn 1973; Bruno et al. 
1 
0 




dans la keme 
Le probleme est alors de minimiser 
...,m ~n n 
i=l .... j-1 k-1 
sous les contraintes 
m n 
i-1 k 1 xijk 
n < 1 • xijk -j-1 




1, ... ,n), 
1, ... ,m; 
1, ... ,m; 
derniere position sur 
k - 1 , .•. , n) , 
M. ; 
.1. 
j = 1, .•. ,n; k = 1, ..• ,n). 
Done la minimisation de c. requiert un temps polynomial, meme sur m 
J 
machines sans relations. Par contre, la minimisation de C est NP-dur, 
max 
meme sur deux machines identiques. 
La preuve de NP-durete pour P2 
occurrence quelconque de PARTITION, 
C 
max est triviale. Etant donne une • 
definie par des entiers positifs 
a 1 , ••• ,at,b (voir 
en definissant n 
section 2), nous construisons une occurrence de P2 C 
max 
t et p. = a. ( j 
J J 
1, ••• ,n). Il est clair qu'il existe 
un sous-ensemble Sc {1, ... ,t} avec . Sa.= b si et seulement s'il existe ,._,JE J 
un ordonnancement avec C 
max 
~ b. Il s'ensuit que PARTITION est reductible 
a P2 c , et cornme PARTITION est NP-complet [Karp 1972], max 








C , .•• ,P c ,Q2 C , .•• ,R C , sont egalement NP-durs. max max max max 
consequence , il semble inevitable que les algori thmes d' opti inisa-
• 
8 
tion pour ces problemes soient de nature enumerative. Un schema general de 
prograin111ation dyna111ique [Rothkopf 1966; Lawler & Moore 1969 J peut etre 
largement applique. Pour P C max' 




, •.. ,t) 
J m 
faux 
de sorte que M. est 
1. 
sur M1 , .•• ,Mm 







si t. = 0 ( i = 1 , ••• , m) , 
J. 
• sinon. 
L'equation de recurrence est alors 
B.(t
1
, ... ,t) 
J m 
* Soit C une borne superieure de la valeur optimale C • Pour j = 
max 
0,1, ... ,n, 
calculer B.(t1 , ••• ,t) pour t. l 
= 0,1, ... ,c Ci 1, ..• ,m) , et determiner 
] ID 
• * C 
max 
-- B (t1 , ..• ,t) = n m vrai}. 
m 
Cette procedure resoud P c en temps O(nC ). Pour de grandes valeurs de 
max 
c une procedure de separation (''branch-and-bound'') pourrai t etre preferable. 
Toutes ces algorithrnes d'optimisation requierent toutefois des temps de 
calcul prohibitifs dans le pire des cas. 
Co111me on l 'a dis cute plus haut, la NP-durete de P C 
max 
egalement l'emploi d'algorithmes d'approximation rapides. Il 
justifie 
est devenu 
courant de soumettre un tel algorithme a une analyse du pire des cas de 
f a9on a obtenir une garantie sur sa perforn1ance relative. Un des premiers 
resultats de ce type concerne la solution de P C 
max 
par liste (''list scheduling'': LS), dans laquelle une 
par ordonnancement 
liste de priorites des 
taches est donnee et a chaque etape la premiere machine disponible est 
selectionnee pour executer la premiere tache disponible de la liste [Graham 
1966]: 
max max m 
• 
9 
Pour la regle du temps d'execution le plus long (''longest processing time'': 
LPT), ou la liste contient les taches dans l'ordre des P. non-croissants, 
J 
la borne s 'arneliore considerablement [Grahain 1969]: 




Les exemples 4 et 5 demontrent que ces bornes sont les meilleures possibles • 
Exemple 4. P C (LS) 
max 
la pire des occurrences: 
n (m-1) m+l; 
(p1 , .•. ,p0



















E:X e:ffip l_e.. 5 • P C ( LPT) max 
• 






Jl J4 J7 J10 
J2 JS J8 J 11 
J3 J6 Jg J12 
J13 
• • • • • -
7 0 1 2 3 4 
* C m 
max 
(2m-1,2m-1,2m-2,2m-2, ••• ,m+1,m+l,m,m,m). 
ordonnancement approche: 




• • • • • • • • • • • • • • • • 
0 6 7 







J7 JS Jg 
• • • • • • • • • • • • • 
0 4 6 7 8 12 
* C 3m • 
max • 
10 
4. TEMPS D'EXECUTION UNITAIRES ET INFLUENCE DES CONTRAINTES DE PRECEDENCE 
Les resultats de la section 3 suggerent que des hypotheses sjmplificatrices 
sont necessaires pour resoudre optimalement P 
Dans cette section, nous supposons que toutes 
C en temps polynomial. 
max 
les taches ant des ~emps d' 
execution uni taires, ce qui sera indique dans le second cha.111p de notre 
classification par p. -1. Cette hypothese nous permet egalement d 'etud.ier 
J 
l'influence des contraintes de precedence entre les taches. Il apparait qu' 
il est utile de distinguer entre deux types de contraintes de precedence: 
- prec (contraintes de precedence arbitraires): un graphe oriente G sans 
circuits, avec des sommets 1, ••• ,n, est donne; si G contient un chemin 
-
deja k, on ecrit J. 
J 
Jk ne debute; 
arbre (contraintes de precedence en forme d'arbre): Gest un arbre 
oriente avec une anti-racine et des demi-degres exterieurs au plus 
egaux a 1 en tout sommet. 
Les exemples 6 et 7 ci-dessous illustrent ces concepts. 
Un des plus anciens resultats dans cette categorie de problemes est 
la solution de P arbre,P.=1 
J 
C en temps O(n) [Hu 1961]. L'algorithme de 
max 
utilise l'ordonnancement par chemin critique: on definit le niveau ~-
J 
·Hu 
de J. comme le nombre de son11nets sur le chemin unique de j a l 'anti-racine 
J 
de l'arbre et on applique l'ordonnancement par liste a une liste qui con-
tient les taches dans l'ordre des l. non-croissants. L'exemple 6 illustre 
J 
cet algorithme. 
Exemple 6. P arbre,p.=1 C 
J max 




Jl J3 JS J6 
J2 J4 
• • • • • 




J 1 2 3 4 5 6 




Le second resultat de base est la solution de P2 prec,p .=1 C en temps 
J max 
1969, 1971] fonctionne com1r1e 
suit: on construit un graphe non-oriente H avec des s01111nets 1, ... ,n et des 
• ni aretes {j,k} si et seulement si 
ordonnancement. optjrnal a partir d'un couplage (c'est-a-dire 
obtient un 
un ensemble 
d' aretes sans sornr11ets connnuns) de cardinalite maximu~rn de H. L' exemp1e 7 
illustre cet algorithme. 
sa dace de disponibilice 
Notons que le probleme peut encore etre resolu en 
chaque tache est contrainte a etre executee entre 
et sa dace de livraison [Garey & Johnson 1977]. 
Exemple 7. P2 prec,p. 
J 









Jl J3 JS 
J2 J4 J6 
• • • • 
* 0 1 2 3 C = 3 
max 
:::;> H: 1 +-----~ 4 
6 3 6 
2 5 
Pour toute constante m ~ 3, la complexite de Pmlprec,p. 1 C est une ques-
J max 
tion ouverte. Toutefois, il est connu que P prec,p. 1 C est NP-dur 
J max 
[Ullman 1975; Lenstra & Rinnooy Kan 1978]. La derniere de ces preuves impli-
que qu'aucun algorithme d'approximation polynomial pour P 
ne peut avoir de borne dans le pire des cas meilleure _que 






P - NP. Pour l 'ordonnancemenc par chemin critique ( ''critical path schedul-
ing'': CP) il a ete montre [Chen 1975; Chen & Liu 1975] q11e 
4 




et ces bornes sont atteintes. 
1 - m-1 
pour m - 2, 
pour m ~ 3, 
• 
12 
5. PREEMPTION ET INFLUENCE DES DATES DE DISPONIBILITE 
Nous considerons maintenant une seconde modification des modeles d'ordonnan-
cement de plusieurs machines qui conduira a plusieurs algorithmes d' opti1ni-
sation polynomiaux. Plus specifiquement, nous faisons l'hypothese que la 
preemption est admise sans limites: l'execution de n'importe quelle tache 
peut etre interrompue arbitrairement souvent et reprise en meme tein.ps .sur 
une machine differente ou plus tard sur n'importe quelle machine. Ceci sera 
indique dans le second champ de notre classification de problemes par pmtn. 
On a montre que pour P pmtn 
tage [McNaughton 1959]. Done, la 
c. la preemption ne presente aucun avan-
J 
regle non-preemptive SPT de la section 3 
peut etre appliquee pour resoudre 
Une version preemptive de la 
le probleme en temps O(n 
regle SPT resoud Q pmtnl 
1og n). 
C. en temps 
J 
dans l'ordre SPT, et O(n log n + mn) [Gonzalez 1977]: on place les taches 
on ordonnance chaque tache successive preemptivement de facon a minimiser , 
son temps d'achevement. L'ordonnancement resultant contient au plus 
L'exemple 8 illustre cette regle. 
Tres peu de choses sont connues sur R pmtn C .. Ceci est un des pro-
J 
blemes ouverts les plus intrigants dans le 
plusieurs machines. 
domaine de l'ordonnancement de 




occurrence: m = 3; s 1 
ordonnancement optimal: 
Jl J2 J3 
J2 J3 J4 
J3 J4 
• • • • 






• • • 
* 4 6 C. = 14 
J 
P pmcn C et Q pmtn C se distinguent particulierement car dans les max max 
deux cas il existe une expression analytique simple qui est une borne in-
max 




P1 + .•. +pn 
- max{p1 , •.• ,p ,-----}. n m 
' 
13 
La regle d'enroulement resoud ce probleme en temps O(n) [McNaughton 1959]: 
remplir les machines successivement en ordonnancant les , taches dans n'im-
porte quel ordre et en interrompant une tache chaque fois que la borne 
donnee ci-dessus est atteinte. Il y aura au plus m-1 preemptions. L'example 
9 illustre cette regle. 
. 
occurrence : m 3; n - 6; p. 
J 
• 
J (j 1, •.• ,6) ~ * C max -
21 = 7. 
ordonnancement optimal: 
Jl J2 J3 J4 
J4 JS 
JS J6 
• • • • • • • • 
0 1 2 3 4 5 6 7 






pl p1+p2 pl+ ••• +pm-1 pl+ ••• +pn 
max{-,---, ... ,-------,------}, 
8 1 5 1+8 2 sl+ ••• +sm-1 8 1+ ••• +sm 
_ou s 1 ~ ••• ~ sm et p 1 ~ .•. ~ Pn· Siles machines et les taches sont ran-
gees de cette fa9on, un algorithme complique resoud le probleme en temps O(n) 
[Gonzalez & Sahni 1978]. Il engendre au plus 2(m-1) preemptions. 
.. . 
R pmtn C 
max 
nea.1.re [Lawler & 
peut etre forn1ule corrkme un probleme de progra1zunation li-
Labetoulle 1978]. Soit 
X .. 
1J 
temps passe par J. 
J 
sur M .• 
J_ 
Le probleme est alors de minimiser 
C 
max 
sous les contraintes 
m 
X •• /p .. • 1 l.. 1] l..J 
m < X .. C 
1 -• l.. l..J 
n 
max 
X • • < C • 1 J l..J 
X •• ~ 0 
l.J 
max 
1 (j 1 , ••• , n} , 
(j 1 , ••• , n) , 
(i 1 , ••• ,m) , 
(i 1, •.. ,m; j 1 , ••. , n) • 
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Khachian a montre que les progra1nmes lineaires peuvent etre resolus en temps 
polynomial [Khachian 1979]. Etant donne une 
admissible peut egalement etre construit en 
Sahni 1976]. Il n'y aura pas plus d'environ 
* solution (x .. ), un ordonnancement 
1] 
temps polynomial [Gonzalez & 
7 2 .- . 
21n preemptions. 
Nous pouvons etendre les modeles d • ordonnancement avec preernption en faisant 
l'hypothese que J. devient disponible pour l'execution a une dace de disponi-
J . 
champ de la classification par r .• Les modeles resultants sont loin d'etre 
J 
triviaux et nous nous limitons a mentionner les resultats les plus i111portants. 
Lorsqu'on ordonnance avec des dates de disponibilite, on peut distinguer 
trois types d'algorithmes. Un algorithme est connecte (''on-line'') si a n'im-
porte quel moment seule l'information sur les taches disponibles est requise. 
Il est presque connecte ( ''nearly on-line'') si de plus la date de disponibilite 
• 
suivante doit etre connue. Il est deconnec-te (''off-line'') si toute l'informa-
tion est disponible a l'avance. 
P pmtn,r. c. et Q pmtn,r. ~c. sent tres largement ouverts. Tout ce 
J J J J 
que nous connaissons apropos de ces deux problemes c'est qu'il n'existe pas 
d'algorithme connecte, meme pour le cas de deux machines identiques [Labe-
toulle et al. 1979]. 
P pm-tn,r. 
J 





& Johnson 1980], et Q pmtn,r. 
J 
[Sahni & Cho 1979; Labetoulle 
C par un algorithme 
max 
presque 
et; al • 19 7 9 J • 
Finalement, nous faisons l'hypothese que, de plus, J. doit etre achevee 
J 
pas plus tard qu'une date de livraison d. (j 
J 
1, ••. ,n), et nous remplacons 
I 
l'objectif de minimisation de c par un test d'existence d'un ordonnance-
max . 
ment avec preemption admissible tant pour les dates de disponibilite que 
pour les dates de livraison. On a montre qu'il n'existe pas d'algorithme 
presque connecte, meme pour le cas de deux machines identiques [Sahni 1979]. 
Toutefois des algorithmes deconnectes sont 
etre resolu par un calcul de flat dans les 
disponibles: P pmtn,r.,d. - peut 
3 J J 
graphes O(n) [Horn 1974], et 
Q pmtn,r.,d. - au moyen d'un modele de flat dans les graphes ''generalise'' 
6 J J 
O(n) [Martel 1979]. 
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6. REMARQUES EN GUISE DE CONCLUSION 
Nous avons passe en revue quelques-uns parmi les nombreux resultats recents 
dans le domaine de l'ordonnancement de plusieurs machines. Plusieurs sujets 
n'ont pas ete examines; en particulier nous mentionnons !'extension du 
modele pour inclure des contraintes sur les ressources additionnelles, pour 
lequel de nombreux resultats sont maintenant disponibles [Graham et al. 
1979; Blazewicz et al. 1980]. Le developpement d'algorithmes de sophistica-
tion croissante combine avec une application approfondie des outils de la 
theorie de la complexite de calcul devrait continuer a rendre interessant 
le domaine de l'ordonnancement de plusieurs machines tant pour les theori-
ciens que pour les praticiens. 
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