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S u m m a r y
Planning of spacecraft operations has historically been performed manually by ground 
operations staff, although there is an increasing trend towards supporting these ac­
tivities with more and more sophisticated software tools. This has now reached the 
stage where automated planning systems are used at some ground stations to generate 
complete schedules for batches of operations that are simply reviewed and adjusted by 
manual operators. The increased automation of planning promises to reduce the cost 
of operating spacecraft.
This batch planning approach relies on the spacecraft being able to execute the entire 
schedule as planned. In practice, however, models used to support planning cannot 
fully predict the actual behaviour of the system and other factors that will affect the 
outcome of the plan. Images taken of the Earth, for example, may be obscured by 
cloud, while a martian rover may take longer than expected to cover a piece of terrain. 
A spacecraft that is able to modify its own operations schedule may be able to respond 
intelligently to adverse outcomes rather than simply abandoning its plans until ground 
operators provide new instructions. This would also enable it to take advantage of 
unforseen opportunities to achieve goals that could not be identified when planning 
far in advance. This ‘schedule repair’ approach to spacecraft autonomy has been a 
popular line of research, whereby a spacecraft is able to make incremental changes to 
its operations schedule in light of an unexpected outcome. The most notable practical 
example is the Autonomous Science Experiment [12].
This thesis presents a new approach to spacecraft autonomy that gives the vehicle 
greater freedom to make its own decisions. Here, an evolutionary algorithm is used on 
board to continuously search for the optimal operations plan in light of the most recent 
information available. As circumstances change and as new goals arrive the optimal 
solution to the planning problem will move within the search space and the evolving 
population of plans will follow it. The required effort from ground station operators 
is further reduced by removing the need to group goals into batches to be performed 
over set planning intervals. Instead goals can be sent to the on board planner in an ad 
hoc manner. A key feature of the search algorithm used here is that it is able to make 
immediate short-term decisions using the fittest member of the current population 
whilst allowing later plans to evolve further. In this way the operations schedule is 
continually optimised in parallel with execution.
An implementation of this planning approach was tested on two case studies, scheduling 
imaging operations on the UK-DMC Earth observation satellite and planning a plan­
etary rover’s route around a set of science targets. In both cases dynamic aspects of 
the planning problem were simulated such that outcomes were non-deterministic. The 
planning approach developed in this work was found to outperform a pre-optimised 
batch planning approach in these situations. The algorithm was also tested 011 a goal 
set taken from the imaging history of UK-DMC and found to yield a higher rate of re­
turn of science data. Furthermore, a model rover was used to demonstrate this planning 
approach in real-time practical experiments.
The research contributions that have resulted from this work include:
• An approach to on board autonomy that accepts a continuously changing goal 
set rather than batches of requests.
• An evolutionary planning algorithm that continuosly optimises an operations 
schedule in parallel with execution to enable a spacecraft to adapt its behaviour 
in a dynamic environment.
• A means of employing stochastic search algorithms in on board planning that 
includes an entirely predictable constraint enforcing component to provide confi­
dence in the robustness of the system.
• A theoretical model of the dynamics of evolutionary algorithms that can be used 
to tune its parameters to improve performance.
• A detailed simulation of the UK-DMC Earth observation satellite that can be 
used to assess the performance of planning algorithms.
• A model rover and test facility for practical autonomy experimentation in real­
time.
• An artificial intelligence concept for adapting resource models by comparing pre­
dictions to measurements.
K ey w ords: Autonomy, Planning, Scheduling, Evolutionary Algorithms, Genetic Al­
gorithms, Statistical Mechanics, Earth Observation, Planetary Rover.
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C h a p t e r  1
Introduction
Traditionally satellite operations have been performed by teams of ground station staff 
commanding the spacecraft. This adds an overhead of around 5% of the unit cost of 
the satellite for each year of operations [81]. Consequently, operations can form a large 
part of the overall cost for medium and long term missions.
Surrey Satellite Technology Ltd. (SSTL), the small-satellite manufacturer that has 
grown out of the Surrey Space Centre (SSC), has built and launched 26 satellites 
to date. With many of these still in operation, SSTL has made a great effort to 
automate ground station functions and so keep the operations overhead to a minimum. 
Automated operations planning is, therefore, an important area for research at Surrey.
One project of particular interest is the Disaster Monitoring Constellation (DMC) [15], 
an international collaboration of Earth-imaging satellites, manufactured by SSTL. This 
currently consists of five spacecraft: Algeria’s AlSat-1 (launched in November 2002), 
Turkey’s BilSat, Nigeria’s NigeriaSat-1 and the United Kingdom’s UK-DMC, launched 
together in September 2003, and China’s Beijing-1 (launched in October 2005). Work­
ing together these satellites can acquire a daytime image of any location in the world 
every day (other than the extreme polar regions). SSTL has developed a Mission Plan­
ning System (MPS) to manage the operations of this constellation. This system focuses 
on managing the relationships between the owners of the space assets and the various 
potential users. A set of rules is used to enforce operational constraints and users can 
select from a set of imaging opportunities for a target.
1
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The MPS uses ImPredict [49, 87] to calculate imaging opportunities, which is based on 
past research at the Surrey Space Centre. This algorithm is able to do these calculations 
very quickly because it uses the epicycle orbit model [32], also developed at the SSC. 
This is an analytical approximation that is very accurate for near-circular orbits, such 
as those used by Earth-imaging satellites. Epicycle provides the satellite’s position 
as a mathematical function of time so that propagation to any future instant can be 
calculated in a single step, rather than using conventional numerical techniques.
In a low Earth orbit (LEO), like that used for Earth-imaging, a GPS receiver can cal­
culate its position in much the same way as on the ground, although increased Doppler 
effects must be accounted for. SSTL has developed GPS receivers for space use [77] 
and these are now a standard feature on their satellites. A set of these position mea­
surements (usually spread over 10 minutes) can be used to calculate a satellite’s orbit 
parameters with good accuracy [59]. The availability of this information, combined 
with an efficient algorithm such as ImPredict, could be used to calculate target imag­
ing opportunities and ground station communication windows on board a satellite. 
There exists, therefore, the potential for SSTL spacecraft to plan imaging operations 
completely autonomously, since all the required information can be made available on 
board.
This level of autonomy would require an algorithm able to reason about operational 
constraints and manage the spacecraft’s resources such as memory and power. Such 
an autonomous planner could reduce the ground station workload, allow cloudy images 
to be rejected and rescheduled, incorporate new imaging requests more quickly and 
adapt plans in the event of a fault. These potential benefits are the main motivation 
for this research, which aims to develop a new approach to on board autonomy that 
could be used for future SSTL missions. It is important to show that an autonomous 
planning algorithm can reliably produce efficient operations schedules that will satisfy 
all constraints.
This research is timely, following on from other developments at Surrey that have laid 
the foundations for work in this field. The epicycle orbit model, on board GPS receivers 
and the development of ImPredict provide the tools needed to inform an autonomous
3planner. Furthermore, the launch of the DMC constellation and the subsequent com­
mercial exploitation of its imagery through DMC Imaging International (DMCII) has 
sparked greater interest in operations planning at SSTL and its subsiduary DMCII. 
There is also ongoing parallel research at the SSC investigating the use of queueing 
theory to model the overall performance of satellite imaging systems such as the DMC 
[50, 8, 9].
Similar efforts in the wider space community have yielded tangible results in recent 
years, demonstrating the value of research on this topic. The Autonomous Science 
Experiment (ASE) [12, 65, 13], a suite of on board software for NASA’s EO-1 Earth- 
imaging satellite, represents the state-of-the-art in the field of on board autonomy. 
This work has demonstrated autonomous on board schedule modification and the use 
of automated analysis of imagery to inform decision making. Research into autonomous 
planning is now extending from orbiting spacecraft to planetary landers [14, 23, 86]. 
This research, therefore, seeks to find an approach to on board autonomy that could 
be applied in both these domains, and potentially others.
The key feature of this work is that the autonomous scheduling of activities on board 
the spacecraft is completely adaptive. Most previous research into on board auton­
omy has focused on schedule repair, whereby the least possible changes are made to 
a schedule generated on the ground when there is a change in circumstances. In this 
work there is no original schedule to repair and only operation requests are received 
from the ground. The autonomous scheduler continuously iterates the schedule of fu­
ture activities, searching for the most efficient use of the spacecraft’s resources in the 
current circumstances. Local search techniques are prefered over other optimisation 
algorithms such as branch and bound and neural networks as this makes it straigh- 
forward to ensure that a complete, valid solution was always available for short-term 
decision making. The search algorithm used to optimise the schedule is an evolutionary 
algorithm, selected because it is naturally adaptive to a changing problem. To extract 
the best performance from this search algorithm a new model was developed to under­
stand the effects on performance of key parameters such as the rates of crossover and 
mutation.
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In developing this novel approach to spacecraft automomy a number of contributions 
have been made to research in this field, including:
• An approach to on board autonomy that accepts a continuously changing goal 
set rather than batches of requests.
•  An evolutionary planning algorithm that continuosly optimises an operations 
schedule in parallel with execution to enable a spacecraft to adapt its behaviour 
in a dynamic environment.
• A means of employing stochastic search algorithms in on board planning that 
includes an entirely predictable constraint enforcing component to provide confi­
dence in the robustness of the system.
• A theoretical model of the dynamics of evolutionary algorithms that can be used 
to tune its parameters to improve performance.
• A detailed simulation of the UK-DMC Earth observation satellite that can be 
used to assess the performance of planning algorithms.
• A model rover and test facility for practical autonomy experimentation in real­
time.
• An artificial intelligence concept for adapting resource models by comparing pre­
dictions to measurements.
This thesis is organised as follows. Chapter 2 looks at definitions of the spacecraft 
operations planning problem, relevant techniques that could be applied and some cases 
where automation has been successfully utilized. Chapter 3 gives an overview of the 
approach used in this work. In chapter 4 the relevant variables and terminology are 
given precise definitions and two case studies are detailed using this format. The meth­
ods used to enforce constraints and manage resource levels are explained in chapter 5, 
while chapter 6 describes the evolutionary algorithm used to optimise performance. 
The results from applying the complete algorithm to the two case studies are given 
in chapter 7. In chapter 8 conclusions are drawn and areas where this work could be 
taken further in the future are discussed.
C h a p t e r  2
Background
Spacecraft operations is one of a number of planning and scheduling problems, some 
of which are considerably older. There is, therefore, a considerable body of existing 
research relating to planning algorithms. Efforts have been made to apply such tech­
niques to spacecraft operations or to develop new methods specifically for this field. 
This chapter looks at what work has been done to define the planning problem for 
spacecraft and some of the more relevant techniques that could be used to solve it.
2.1 The Planning Problem
A high degree of autonomy is a desirable feature in spacecraft, but the overriding 
concern for most missions is reliability over the lifetime of the mission. In the space 
context it is usually prohibitively expensive to repair a spacecraft should it fail and so 
it is essential that planning is constrained to ensure the health of the vehicle. Firstly, 
therefore, autonomous spacecraft require clear definitions of the mission goals and the 
boundaries within which it may operate to achieve them. These definitions will also 
help clarify the problem that planning and scheduling algorithms are required to solve.
5
6 Chapter 2. Background
2.1.1 Goals, Operations and Activities
For a spacecraft to operate autonomously in a useful manner it must be set clearly 
defined goals. These goals will be achieved by some action(s) on board the spacecraft. 
The managing and planning of a spacecraft’s actions to achieve goals is generally re­
ferred to as operations in the space context. Various definitions for the unit of action 
exist in the literature. The term activity is central to the ASPEN system [11], where 
it is defined as “an occurrence over a time interval that in some way affects the space­
craft”. This may include inaction (an idle period) that is required to achieve a goal. 
The terms action [25, 45] and task [44] are also sometimes used. Here activity is the 
preferred term for the basic unit in spacecraft operations planning.
A dictionary definition of the term operation is “an action or series of actions done to 
produce a particular result” [30]. If our unit of action is an activity and a desired result 
is a goal then an operation is, therefore, the set of activities required to achieve a goal. 
These definitions for activity, operation and goal are adopted throughout this work.
Goals will often have differing levels of importance to the end user(s) and so may be 
assigned different priorities. The set of activities needed to complete a goal cannot, 
however, have meaningful differences in priority since they must all be completed for 
the goal to be achieved, which is a binary outcome. Goal priorities can have two 
interpretations, hard and soft. In the soft interpretation, priorities are seen as a measure 
of the value associated with achieving a goal. A number of low priority goals may have 
equal or greater value than a single high priority goal. In the hard interpretation no 
number of low priority goals can make up for failing to achieve a high priority goal and 
so priorities represent a pecking order rather than goal values.
In this work a hybrid interpretation of goal priorities is used. Firstly, goals are split 
into two hard priority types: essential and non-essential. Essential goals are those that 
must be achieved to maintain the health of the spacecraft and all other goals are then 
non-essential. Essential goals may also be used to represent groups of activities that 
are beyond the control of any planning system but must be accounted for, such as 
environmental factors. No prioritization should be necessary amongst essential goals 
since if it not possible to achieve all these goals then the mission is not viable. Different
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priorities can be assigned to non-essential goals, for which the soft interpretation is 
applied.
2.1.2 Temporal Constraints
An operations schedule is a defined set of timings for a spacecraft’s activities. In practice 
activities are not instantaneous but always have a finite duration. There are, therefore, 
two events corresponding to each activity, the start and end. Temporal constraints are 
expressed as equalities or inequalities on the start and end times of activities. There 
are 12 possible temporal relations between two activities [1]. These relative temporal 
constraints are listed in table 2.1. A constraint on an activity may also be relative to 
some fixed time. In practice such absolute temporal constraints may be expressed as 
windows in time during which an activity may occur.
Constraint D escription
i<A) >  4 B) A starts after B starts
tiA> 4 B) A starts after B ends
t iA) >  4 B) A ends after B starts
4 A) > 4 B) A ends after B ends
<  4 B) A starts before B starts
4 A) < 4 B) A starts before B ends
tiA) < 4 B) A ends before B starts
4 A) < A ends before B ends
_Us — US A starts as B starts
AA) _  AB)Us — Ue A starts as B ends
AA) _  AB)ue — vs A ends as B starts
AA) _  AB) ue — A ends as B ends
Table 2.1: Possible relative temporal constraints between the start or end times of 
activity A and the start or end times of activity B
As well as these ‘hard’ temporal constraints, there may also be ‘soft’ constraints on 
when activities should occur. These are used when some possible timing arrangements
8 Chapter 2. Background
are preferred over others and are usually represented as some function of value over 
time. Soft temporal constraints are variously referred to as “suitability functions” 
[36, 85] or “preferences” [66, 61].
2.1.3 Resources
A spacecraft may have many different resources, some of which are tangible such as 
propellant, and some of which are related to its circumstances, such as the availability 
of a ground station. For it to be possible to create a generic resource management 
system it is first necessary to divide resources into well-defined categories.
In the ASPEN system, under continuous development at JPL, two resource types were 
originally envisaged [24, 11]: depletable and non-depletable. The two were differenti­
ated by the fact that a depletable resource “remains used even after the activity” [1 1 ], 
whilst “a non-depletable resource is used only for the duration of the activity”. In a 
separate work, Brambilla et al. [3] also refer to these two resource types and define 
them in much the same way. Similarly, Funase & Nakasuka [25] consider “consumable” 
and “reusable” resources. In a later version of ASPEN [71] two further resource types 
are included: atomic and concurrency. In both cases these resources may only be used 
by one activity at a time, the difference is simply that a concurrency resource is only 
available when it is explicitly made available whereas an atomic resource is available 
by default.
Lemai & Ingrand [45] do not categorize resources but rather allow activities to “use, 
consume and produce” resources. When a resource is ‘used’ it is borrowed over an 
interval, producing a similar behaviour to a non-depletable resource. Consumption of 
a resource has an effect after the activity is complete, similar to the effect generated 
by using a depletable resource. Production of a resource also has a lasting impact, 
but with the resource level increased rather than reduced. Meanwhile, Sangiovanni et 
al. [70] represent each resource in a system as an agent, with the resource model and 
information contained within the agent.
In the MissionSwap system [44] another resource type in introduced. Here each resource 
has an integer value with each activity using one resource unit. Activities only deplete
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the level of resource availability for their duration, after which the unit used becomes 
available again.
Two resource categories are used in this work:
D epletab le resources are those that remain depleted even after an activity has fin­
ished using them. Examples include propellant and electrical energy. In some 
cases, such as electrical energy, it may be possible for an activity to replenish 
rather than consume the resource. Only a finite quantity of this type of resource 
will be available at any one time and this quantity will never exceed a fixed upper 
limit, for example a vehicle’s battery capacity in the case of electrical energy. 
Depletable resources are depleted and replenished at finite rates over finite time 
intervals such that there are no step changes in the available quantity of the 
resource.
N on-depletab le resources are only depleted for the period in which they are in use, 
after which they return to their original level. An example is computer processing 
power. Some activities may make more of this type of resource available for their 
duration rather than using the resource. Only a limited total amount of this type 
of resource can be used at any one time. The effect of an activity using this type 
of resource will be a step change in the resource level at the start of the activity, 
which is reversed when the activity is complete.
Both the atomic resources used in ASPEN and the integer resources used in Mission- 
Swap are special cases of non-depletable resources, where the minimum resource level 
is zero and activities always use the same fraction of the resource. Therefore, whilst 
integer and atomic resources are useful concepts, it is sufficient to consider only the 
two resource types listed above in creating a generic resource management system. For 
a non-depletable resource there will be some default level of availability when no activ­
ities are using or creating the resource. By setting this level to zero the concurrency 
behaviour used in ASPEN can be modelled.
Whilst the definitions of depletable and non-depletable resources given here are broadly 
the same as in other works [24, 11, 71, 3], one difference is worth noting. Elsewhere
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it is assumed for planning purposes that an activity’s depletable resource requirements 
are completely used from the instant the activity begins. In this work, however, activ­
ities consume (or produce) depletable resources at a defined rate over their duration. 
This approach is particularly useful when a depletable resource is being consumed or 
generated at a low rate over a relatively long period since the expected availability of 
the resource will be much more accurate.
2.2 Temporal Planning Methods
2.2.1 Simple Temporal Problems
In a Simple Temporal Problem (STP) [21] times are to be assigned to a set of events 
subject to a number of constraints of the form:
These relative temporal constraints require that the difference between ti and tj is 
within the interval [a7j, bij]. If to, a known fixed time, is used as one of the variables 
then the other variable is subject to an absolute constraint in time. Each constraint 
can be re-expressed as a pair of inequalities:
Therefore STPs consist of a set of variables (event times) constrained by a number of 
inequalities (temporal constraints).
2.2.2 Linear Programming
Linear Programming has its origins in efforts to plan production efficiently but has 
since found a diverse range of applications. In a Linear Programming Problem (LPP 
- see [79]) the values for the set of n  variables x  that yield the optimum value of a 
fitness function f ( x )  are desired, subject to a set of constraints on x. For the problem
O-ij ^ tj t{ + bij (2.1)
tj ti +  bij 
ti tj © ttij
(2.2)
(2.3)
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to qualify as a LPP, the fitness function must be a linear combination of the elements 
of x :
f  (2i) “H o q a 3 -i- (L2X2 +  • • • ”)“ CLjiX^i (2 .4)
A set of m  constraints may be placed on the values of x, each taking the form of either 
a linear inequality:
M i  +  b2X2 + ... + bnxn <Ci , 1 <  i < m  (2.5)
or a linear equality:
M l + b2x2 + ... + bnxn = Cj , 1 < j <m (2.6)
Each of the equality constraints can be combined with an inequality constraint to
reformulate them as inequalities. For example, if aq is constrained to aq >  0 then the
above equality becomes:
bf1b2x2 +  . . .  +  b^bnXn < b / l Cj (2.7)
The final set of inequality constraints define the feasible region in which all the con­
straints are satisfied (assuming that a feasible solution exists). The optimal solution 
is the point within the feasible region with the largest value of /(a ) . It can be shown 
that this point will always be at a vertex of the boundaries created by the constraints 
unless the feasible region is unbounded in a direction with rising /(a ) , 111 which case 
the problem has an infinite solution. Linear programming problems can be shown to be 
convex in that all points on a line in n-dimensional space between two feasible solutions 
will also be feasible.
The most popular method for solving LPPs is the simplex algorithm [18], which is fast 
in most practical cases, although strictly speaking it generates solutions in exponential 
time. This method takes advantage of the fact that the optimum for finite problems 
is at one of the vertices of the feasible region, visiting each in turn until 110 further 
improvement can be made. Khachiyan’s ellipsoid algorithm [39] and Karmarkar’s al­
gorithm [38] are able to solve general LPPs in polynomial time, although they will often 
be slower than the simplex algorithm in practice [17].
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A Simple Temporal Problem, as defined earlier, is a LPP without a fitness function. 
The feasible region of such problems contains all the possible combinations of event 
times that satisfy all the constraints. If a linear fitness function is specified then the 
usual LPP solving algorithms can be used to find the optimal solution to an STP. This 
approach has been extended [52] to consider more complex preference functions to find 
the globally optimal solutions to a group of planning and scheduling problems referred 
to as Simple Temporal Problems with Preferences (STTPs).
In some contexts linear programming can also be used to find the most efficient way of 
allocating resources to competing goals in order to maximize fitness. This technique, 
however, requires that the number of each goal type selected is a continuous variable. 
While this may be useful for very high level planning, it is not a suitable approach for 
planning and scheduling spacecraft operations since it only calculates the proportion of 
each resource that should be expended on each goal type, rather than what activities 
should be undertaken and when.
2.2.3 Integer Programming
Linear Programming requires that all the variables x  are continuous. If they are re­
stricted to a set of integer values then the problem becomes an Integer Programming 
Problem (IPP). Standard LLP-solving methods cannot generally be applied to these 
problems because they are not convex. For example, if x \  =  2.0 and x \ — 3.0 are both 
feasible with all other variables fixed, then x \  =  2.5 would be feasible for a LPP but 
not for an IPP, since 2.5 is not an integer. These problems can be tackled using Branch 
and Bound methods [76, 79], although for larger problems such methods may become 
very slow.
Branch and Bound Search
The Branch and Bound search algorithm (see [76, 79]) systematically works through 
the search tree of possible assignments to the set of variables x , pruning branches that 
can be shown to be sub-optimal. It starts by assigning the first variable whatever 
value will give the greatest contribution to the fitness. This is then repeated for all the
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variables until a complete fitness value has been found. This forms a lower bound on 
the fitness of the optimum solution. The remaining branches of the search space are 
then explored unless they can be pruned. Branches are pruned when it is known that 
they do not contain any complete solutions that improve on the current lower bound 
011 the optimum fitness. If new, complete solutions are found with a higher fitness than 
previously seen, then this becomes the new lower bound on the optimum. Branch and 
Bound is a best first search method, always following the most promising path.
In the simple 2-variable example shown in figure 2.1 the branch and bound search 
greedily follows the largest fitness contributions to the node marked 3. This puts a 
lower bound of 16 on the total fitness. It is known that the maximum possible fitness 
contribution from the second variable is 12 and so the middle branch can be pruned at 
the node marked ‘X’. The remaining branch is explored to find an optimum fitness of 
17 at node 5.
Figure 2.1: Brand and Bound search for the optimal solution to a simple 2-variable 
Integer Programming Problem, with the nodes numbered in the order visited, starting 
at the root of the search tree.
Branch and bound search has, for example, been used to plan imaging campaigns for 
an Earth observation satellite [43]. In this work a large area bounded by a many- 
sided irregular polygon is to be imaged using many imaging swath segments. The
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search algorithm is used to find the set of imaging opportunities that will give the best 
coverage with the least overlap.
2.2.4 Constraint Satisfaction Problems
In Constraint Satisfaction Problems (CSPs) [31] each of a set of variables x  can be 
assigned labels from a domain of possible labels, which is usually finite. These labels 
can take many forms: integer values, symbols etc. What differentiates CSPs from 
Integer Programming Problems is that the constraints on the variables may take other 
forms than equalities and inequalities. The constraints define, in whatever way is 
appropriate to the problem, the permitted combinations of labels that can be assigned 
to the variables.
CSPs do not have a fitness function and so there will, in general, be a set of solutions to 
be found rather than a single optimum. If different valid solutions are assigned fitness 
values according to some fitness function f ( x )  then the problem becomes a Constraint 
Satisfaction Optimisation Problem (CSOP) [76]. Integer Programming Problems can 
be viewed as a special case of CSOPs where the constraints are all inequalities. Branch 
and bound methods can be applied to find the valid solution with the optimum fitness 
by pruning invalid branches as well as sub-optimal ones. If such a search simply follows 
the most promising (maximum fitness increment) path and terminates at the first valid, 
complete solution found then it is a greedy search.
Algorithms used to solve CSPs are said to be sound if they always generate valid 
solutions and complete if they produce the entire set of valid solutions. The most 
common approach to solving CSPs is backtracking, either in its simplest form or with 
some variation.
Backtracking
Simple backtracking (see [48]) is a sound, complete method for finding all valid solutions 
to a CSP. Each variable is considered in turn in an arbitrary order. The first variable 
is assigned a label that satisfies all the constraints. The algorithm then proceeds to
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work through all the other variables, each time assigning a label that is consistent with 
all the other assigned labels given all the constraints (see figure 2.2). Once all the 
variables have been assigned labels, with all the constraints satisfied, a solution has 
been found. The search process continues until all nodes of the search space have been 
explored. If at any stage no label can be assigned to a variable without violating a 
constraint then the algorithm backtracks to the previous variable and selects a different 
label, ensuring that all the constraints are satisfied and that this avenue is not explored 
again. If the algorithm returns to the first variable and needs to backtrack then there 
is no valid solution to the problem. Backtracking is a depth first search algorithm 
that seeks to find a complete assignment of all variables first rather than exploring all 
possible assignments of each variable in turn (breadth first search).
Figure 2.2: Search space for a simple 2-variable problem with the nodes numbered in 
the order visited during backtracking, starting at the root of the search tree. Green 
nodes are valid for all the variable assigned so far, red nodes are invalid. On reaching 
node 4 it was necessary to backtrack to the previous variable, for which node 5 was 
invalid but node 6 led to two solutions.
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2.2.5 Temporal Constraint Satisfaction Problems
In a Temporal Constraint Satisfaction Problem (TCSP) [21] the intervals used to define 
the relative temporal constraints of a Simple Temporal Problem are replaced with a 
set of intervals:
(<$> < tj - t i <  (£>) V ( 4 f  <  tj -  ti < b f ) )  V . . .  V ( $ >  < t j - U <  b f )  (2.8)
If one interval is selected for each constraint then the problem reduces to a STP, which 
may be solved using linear programming methods. However, not all combinations 
of intervals will produce consistent STPs that have valid solutions. The process of 
finding those combinations of these intervals that have a feasible region is a Constraint 
Satisfaction Problem, which can be solved using relevant methods such as backtracking. 
Therefore a TCSP is a hybrid of a CSP and a STP.
2.3 Local Search Optim isation Methods
Integer Programming Problems can be solved using Branch and Bound methods and 
Backtracking can find solutions to Constraint Satisfaction Problems. Although these 
methods guarantee to find valid solutions (if they exist), they become very slow as the 
problem size increases. For example, determining consistency for a Temporal Constraint 
Satisfaction Problem is known to be NP-hard [21]. Problems where there are multiple 
variables that may be assigned one of a discreet set of values and where a fitness function 
gives differing values to alternative solutions are well suited to local search optimisation 
methods. These methods do not guarantee to find solutions that are optimal or even 
necessarily valid, but for larger problems they are generally better able to find good 
solutions quickly.
Local search optimisation methods search for the assignment of labels to variables with 
the greatest fitness (or lowest cost). Constraints can be applied by imposing fitness 
penalties when they are not satisfied. These should be carefully chosen to ensure 
that the optimum fitness solution will satisfy all the constraints, although there is no 
guarantee that such a solution will be produced.
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2.3.1 Hill Climbing
The Hill Climbing method [60] starts at a node of the search space, a complete assign­
ment of labels to variables, which will have a known fitness. It then considers a number 
of neighbouring nodes where a few variables have different labels. If any of these nodes 
have a higher fitness then the algorithm moves to the neighbour with the highest fit­
ness and repeats the local search for greater fitness. If none of the selected neighbours 
offer any improvement then the algorithm terminates. Clearly the behaviour of this 
algorithm is strongly dependent on the way in which neighbouring nodes are selected. 
The weakness of this method is that if it starts close to a local maximum that is not the 
global optimum it is likely to terminate there. This is mitigated in the SPIKE planning 
system (see section 2.5.2) by running repeated searches from different starting points 
and the picking the best solution.
2.3.2 Simulated Annealing
To try and avoid becoming stuck at local optima Simulated Annealing [41] allows the 
current node to be exchanged for a lower fitness neighbour with probability:
p  =  e-AE/fcBr (2.9)
where A E  is the increase in the system ‘energy’ (e.g. inverse fitness) associated with 
the change, T is the pseudo-temperature and kp  is the Boltzmann constant. Only one, 
randomly selected neighbour is considered at a time. This method draws an analogy 
between finding the globally optimal assignment of labels to variables and the statistical 
mechanics of creating a uniformly ordered crystal in the macroscopic lowest energy state 
by slowly cooling it from a high temperature (annealing).
The pseudo-temperature is initially set to be high and is then exponentially reduced 
until a solution ‘crystallizes’. In the early stages of this cooling process the current node 
will move around the search space almost randomly with a slight bias toward higher 
fitness nodes. At the end of the process, as the pseudo-temperature approaches zero, 
the algorithm will become a Hill Climbing method with only one neighbour considered 
at a time. The hope is that as the algorithm ‘cools’ from one of these extremes to the
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other it will settle close to and ultimately at the global optimum fitness node. This 
search method was used in one of the earlier versions of the iterative repair algorithm 
used in ASPEN (see section 2.5.1).
Again the method for selecting neighbouring nodes (or making mutations) is important. 
The cooling rate is fixed and it is this that determines the number of iterations before 
the algorithm settles rather than the complexity of the problem. This parameter should, 
therefore, be chosen carefully to allow sufficient steps to explore the search space widely 
enough to give a good chance of finding the global optimum.
2.3.3 Tabu Search
Tabu Search [27] is an alternative refinement to the Hill Climbing method that tries to 
achieve two things:
• Provide search direction even when a local optimum has been reached.
•  Prevent the search returning to previously visited local optima.
Suppose that the vector x  is a complete assignment of variables (a node of the search 
space) and a function sb(x) produces a move to a neighbouring node. If Hill Climbing 
is used with a set S  of possible moves then Tabu Search prohibits the subset T  of tabu 
moves. In its simplest form this algorithm will store the inverse ( s / )  of the last t 
moves as the set of tabu moves, thus preventing the search from retracing its steps. 
This approach works on the assumption that once the search is a number of moves 
away from a node it is unlikely to return to it. While it is preferable to keep t small 
to allow the search to move as freely as possible, it should be made sufficiently large to 
ensure that a return to a previously visited local optimum is very unlikely.
The best solution found so far is stored as part of the search process. Tabu Search will 
accept moves to less desirable nodes if they are the best neighbour that is not tabu. 
The algorithm is usually terminated after a fixed number of iterations, or a defined 
number of steps which did not generate an improvement in the best solution.
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In practice the tabu moves that are recorded may not be the exact inverses of recent 
moves but properties of such inverse moves that are also held by other moves. This 
may be done to save memory and/or to prevent the search visiting nodes similar to 
local optima that have already been explored.
Tabu Search does not guarantee that nodes will not be revisited, and in such an event 
cycling may occur. This can be avoided by using Probabilistic Tabu Search [27] in 
which possible moves are given probabilities based on their score rather than the best 
move being automatically selected. Introducing this random element allows smaller 
values of t to be used, thus reducing memory use and enabling the search process to 
move more freely.
2.3.4 Genetic and Evolutionary Algorithms
Genetic algorithms [34, 28] are inspired by evolution as found in nature [19]. In these 
algorithms a population of solutions (chromosomes) are maintained rather than con­
sidering a single node of the search space. Each chromosome consists of N  genes (vari­
ables), each of which may be one of a set of alleles (labels). A fitness function is used to 
compare the value of different chromosomes and a simulated evolution process is used 
to try to maximize this fitness. These algorithms are well suited to some Constraint 
Satisfaction Optimisation Problems although the same set of alleles is used for all the 
genes and so the encoding format is not suitable for all CSOPs. Constraints can either 
be applied through fitness penalties, by removing invalid members of the population or 
by mapping the set of possible chromosomes onto the set of valid solutions.
An example Constraint Satisfaction Problem that can be used to illustrate a genetic 
algorithm is the A-queens problem (see [76]). In this problem N  queens must be placed 
on a chessboard such that no two queens threaten each other (queens threaten all the 
squares on the same row, column and diagonal). It is clear that each queen must be on 
a different row and so the most difficult problem with a valid solution is the 8-queens 
problem, shown in figure 2.3. If these eight queens are placed on rows 1 to 8 in turn then 
the problem is reduced to selecting which column (A, B . . .  Ii) to place each queen on. 
Solutions to this problem are readily encoded as genetic algorithm chromosomes with
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eight genes, each of which may be one the eight alleles A to H. An example chromosome 
could be:
H - F - B - A - H - B - C - F  (2.10)
To enforce the constraints a fitness penalty is applied (for example divide by two) 
whenever two queens threaten each other. Since this problem is a CSP rather than a 
CSOP (i.e. valid solutions have equal fitness) there is no fitness to apply penalties to, 
and so an arbitrary constant value is used.
8 
7 
6 
5 
4 
3 
2 
1
Figure 2.3: The 8-queens problems with a valid solution, obtained by a genetic algo­
rithm after 49 generations of evolution.
To initialize the genetic algorithm a population of II random chromosomes is created. 
Each generation of the evolution process then involves three steps: selection, crossover 
and mutation. Firstly population members are selected in pairs for survival based 
on their fitness. Various methods exist such as roulette wheel, rank and tournament
a b c d e f g h
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selection (see [51]). Each pair is then either copied over to the new generation of 
chromosomes or, with probability pC) used as parents to produce two children via a. 
crossover operator. The simplest crossover operator cuts the two parent chromosomes 
at the same random point and then joins the opposing pieces to form two children:
Parent 1: H - F - B  | A - H - B - C - F
Parent 2 : G - E - C  | F - E - D - F - E
Child 1: H - F - B - F - E - D - F - E
Child 2: G - E - C - A - H - B - C - F  (2.1 1 )
Once a complete new generation of II chromosomes has been assembled, through a 
combination of copying and crossing over selected parents, mutations are occasionally 
applied with probability pm for each child. There are many possible mutation operators, 
the simplest being changing a randomly selected gene to a random allele. In this 
8-queens example that equates to moving one of the queens to a random column. 
The solution shown in figure 2.3 was found after 49 generations of evolution of 100 
chromosomes using roulette wheel selection and the simple crossover and mutation 
operators described above with pc — 0.7 and p1n =  0.05.
In this example each gene could be one of eight alleles. In cases where only two alleles 
are permitted, zero and one, a binary genetic algorithm emerges where chromosomes
consist of bit strings. With this encoding scheme any digital information may be
represented by a chromosome, although it may become very long. This enables, for 
example, continuous variables to be approximated using floating point representation.
The genetic algorithm encoding method used for the 8-queens problem exploited the 
fact that each queen needs to be on a separate row of the chess board so that only 
the columns had to be chosen. In fact each queen must also be on its own column, 
a constraint that is not enforced by the encoding scheme which allows each column, 
or allele, to be used by any number of the eight queens (represented by the genes). 
Indeed it is immediately obvious that none of the chromosomes in equation (2.11) are 
faultless solutions since one or more columns are reused in all four of them. It is,
22 Chapter 2. Background
however, a property of genetic algorithms that each gene is an independent variable 
and may be assigned any allele regardless of the make-up of the rest of the chromosome. 
If, as in the 8-queens example, this property is not desirable then evolution can still 
be employed but with an alternative encoding method and specialist crossover and 
mutation operators to preserve the desired chromosome properties. Such an algorithm 
falls into the broader group of evolutionary algorithms, of which genetic algorithms are 
a special case.
One type of problem that evolutionary algorithms can be applied to is ordering prob­
lems, where chromosomes are permutations of a set of elements. The 8-queens problem 
becomes an ordering problem when each queen is restricted to be on its own row and 
column. The chromosomes are now a permutation of the eight columns onto which the 
queens on rows 1 to 8 are to be placed. For example the solution shown in figure 2.3 
would be:
G - D - B - H - F - A - C - E  (2.12)
A number of crossover methods exist for such permutation problems such as partially 
matched crossover (PMX) [29], order crossover (OX) [20] and cycle crossover (CX) [58]. 
Each of these preserves the permutation format of the chromosomes. There are also 
suitable mutation operators such as inversion [47].
A permutation evolutionary algorithm has previously been applied to an over-constrained 
scheduling problem for spacecraft operations [85]. The scenario considered has linear 
temporal constraints and preferences (soft constraints) as to when activities should be 
undertaken. This Window Constrained Packing (WCP) problem is therefore essentially 
a Simple Temporal Problem with Preferences (STPP) [40], but with no valid solution. 
The global preference function in a STPP represents a combination of the soft tem­
poral constraints and can take any form. In general, therefore, optimal solutions to 
these problems cannot be found using linear programming methods. The aim in this 
example was to find the partial assignment of activity times with the maximum fitness. 
The work showed that an evolutionary algorithm can be used to search for the optimal 
priority order in which activities are placed in the schedule, however the WCP problem 
considered is quite specific.
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2.4 Neural Networks
Neural networks can be applied to Constraint Satisfaction Optimisation Problems 
(CSOPs) by carefully adjusting the weights in the network to reflect the benefits and 
penalties of combinations of solution elements as represented bv the neurons. For exam­
ple a Hopfield network can be used to solve the Travelling Salesman problem [35]. For 
a N  location problem N 2 neurons are arranged into a two dimesional grid with one axis 
representing the N  locations and the other representing the position of each location in 
the proposed route (see Figure 2.4). A valid state of the network will therefore have one 
active neuron in each row and each column. The weights between the neurons are used 
to encode the distances between the locations and large negative weights are applied 
between neurons in the same row or column to deter invalid states of the network. The 
activities of the neurons are then updated repeatedly until a solution has been found. 
The setting of the weights to ensure that the result is a valid route whilst encouraging 
the network to search for the optimal solution is a key challenge with this formulation. 
The performance of neural networks applied to optimisation problems such as this can 
be improved by using stochastic learning techniques such as Boltzmann Machines [33] 
and Cauchy Annealing [73].
Position in route
1 2 3 4
A O o • o
B O • o o
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D • o o o
Figure 2.4: Representation of a four location Travelling Salesman problem using a 
network of 16 neurons arranged in a 4 x 4 grid
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2.5 Spacecraft Planning Systems w ith  Resource Manage­
ment
When resource constraints are introduced temporal planning becomes considerably 
more complex. Whereas activity start and end event times are continuous variables 
that may be constrained by a set of linear inequalities, a resource level is a function 
of time that must be kept within set bounds throughout the planning period. In most 
practical applications it is essential to account for resources of one type or another. 
There is, however, little consensus about how to solve temporal planning problems 
with resource constraints, although there are many methods in the literature.
This section describes some examples of automated planning systems that have been 
used at ground stations to generate spacecraft operations schedules. All of these sys­
tems have an artificial intelligence component able to reason about both temporal and 
resource constraints.
2.5.1 A S P E N
ASPEN (Automated Scheduling and Planning ENvironment) [24, 11, 10] has been 
developed by the Artificial Intelligence group at NASA’s Jet Propulsion Laboratory 
(JPL), ASPEN was originally a software environment for defining planning problems 
in a natural language and visualizing plans through a graphical user interface. ASPEN 
defines the planning problem in terms of activities, which may be composed of sub- 
activities to create an activity hierarchy. ASPEN caters for both depletable and non- 
depletable resources. Each activity has a start time, end time and duration and may 
use any resource. Where an activity requires a depletable resource ASPEN makes 
the pessimistic assumption that the total requirement will be consumed at the point 
at which the activity starts. Relative temporal constraints can be defined between 
activities.
It is intended that ASPEN can use a range of algorithms for solving the planning 
problem to create a valid operations schedule. There are four algorithms mentioned in 
the literature as having been incorporated into ASPEN:
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• Forward Dispatch. Few details are given about this algorithm other than that 
it is constructive (ensures all constraints are satisfied throughout the schedule 
building process) and greedy.
• Mode Identification and Recovery engine (MIR) [55] (also referred to as “IRS” 
in [64]). This algorithm is based on a system originally named Livingstone [82], 
which uses a constructive, backtracking algorithm to generate a valid schedule. 
By identifying conflicts this algorithm is able to rule out sets of invalid solutions 
and direct the search towards a valid schedule in a greedy manner.
® Iterative Repair [67]. This algorithm starts with an assignment of all requested 
activities that constitutes a complete, but most likely invalid, schedule. Penalty 
functions are used to account for temporal, resource and state conflicts and assign 
a cost-value to the schedule. An iterative process based on previous work [89] 
considers possible changes to the schedule and attempts to minimize the cost. In 
the earlier work simulated annealing [41] is used to guide the optimisation but in 
the version used in ASPEN there is a selection of heuristics instead [67].
• DC APS [64], an interactive planning algorithm, which uses the iterative repair 
method (described above) to generate a selection of valid schedules that the user 
can choose between.
ASPEN has been applied to planning and scheduling for a number of missions. It was 
used for the Deep Space One (DS-1) mission [55] to generate baseline plans, which 
could then be modified on board. This was the only case found in the literature where 
the MIR algorithm was used to generate valid schedules. In the other cases iterative 
repair was the core search method with the user usually allowed to interact with the 
search process through the DCAPS system. These applications were:
• The DATA-CHASER solar observation payload on board the Space Shuttle [64].
• The Earth Observing One (EO-1) Earth observation mission with a multispectral 
imager [71].
• The Citizen Explorer One (CX-1) student science mission [83].
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2.5.2 SPIKE
The SPIKE scheduling system [36] was designed for NASA’s Hubble Space Telescope 
(HST) and has been in use since late 1990. It is a ground-based planner that is able 
to reason about many activities with absolute and relative temporal constraints, non- 
depletable resource requirements and local preference functions. The search method 
used to find a valid schedule involves three steps:
1. A complete assignment of the activities is made using heuristics found to produce 
relatively few conflicts.
2. Repair heuristics are employed a set number of times (or until all conflicts are 
resolved) with Hill Climbing directing the choice of heuristic at each step.
3. Activities with a low-priority and/or a relatively large number of conflicts are 
removed or shifted to less-preferable times until all remaining conflicts are elimi­
nated.
SPIKE performs many runs of this search process with different initial assignments 
and then selects the best schedule found. Schedules are long-term, typically around 
one year in duration.
A graphical user interface allows SPIKE users to analyse a schedule and understand 
why individual assignments were made. If decisions are considered to be unsatisfactory 
then constraints and preferences can be modified and a new schedule generated, leading 
to an interactive planning process [88].
Since its successful use with HST, SPIKE has been adapted for a number of missions, 
mostly other astronomy satellites. It is also intended to be available for use by organi­
sations other than NASA.
Another approach that has been applied to the HST scheduling problem is HSTS [54] 
(Heuristic Scheduling Testbed System). This system is designed to be more widely 
applicable and seeks to combine reasoning about the planning and scheduling aspects 
of a problem.
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2.5.3 M EXAR2
This system [7] was designed for the specific problem of creating downlink schedules 
for the Mars Express mission. Mars Express must stop science operations and turn to 
face Earth to downlink data. It is important, therefore, to make efficient use of down­
link time. The solid state mass memory (SSMM) on board Mars Express is divided 
into several packet stores, which are depletable resources, used to store housekeeping 
and science data. Data downlink activities are temporally constrained to occur within 
prescribed downlink windows and use the non-depletable communications channel re­
source.
Firstly, a consistent assignment of downlink time is made (if possible) to packet stores 
containing housekeeping data and any other essential data specified by the user. A 
Max-Flow approach [57] is then used to assign the remaining downlink time to as much 
of the other science data as possible, accounting for priorities and ensuring consistency.
A graphical interface allows the user to study the downlink schedule produced by 
MEXAR2. The priorities of the different packet stores and the search algorithm pa­
rameters can be adjusted manually and a new solution generated. The user is then free 
to compare multiple schedules and select the most desirable one.
2 .6  S p a c e c r a f t  A u t o n o m y  in  P r a c t i c e
While a great deal of effort has been put into developing autonomous planning and 
scheduling capabilities for spacecraft, only a few missions have put this into practice. 
Indeed the reasons for the apparent resistance to progress in the practical application 
of spacecraft autonomy is an area of research in itself [53]. There have, however, 
been some notable efforts to make spacecraft autonomy a reality. This section reviews 
practical experiments in running autonomous planning algorithms on board spacecraft 
and discusses the methods used.
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2.6.1 PR O B A -1
PROBA-1, ESA’s “Project for On-board Autonomy” was intended to demonstrate 
“increasing operational autonomy” [2]. The results published [74] since its launch in 
October 2001 have, however, focused more on some of the mission’s experimental pay­
loads. The mission’s primary contribution was to demonstrate subsystem technologies 
that could contribute to a higher level of autonomy. A GPS receiver for autonomous 
orbit determination was tested, as was an autonomous star tracker to support atti­
tude control and a high-performance computer that could later be used for running 
autonomous planning software. A payload processing unit was also flown for on board 
analysis of scientific data. A secondary aim was to test new algorithms on board in the 
later stages of the mission, but no published work could be found regarding the testing 
of autonomous planning algorithms on board PROBA-1.
2.6.2 Deep Space One (DS-1)
Launched in October 1998, Deep Space One was one part of NASA’s New Millennium 
program for developing and validating new technologies to support ambitious future 
missions. Like PROBA-1, this mission tested a number of new pieces of hardware [68], 
ranging from ion propulsion to a miniature camera. This mission did, however, also 
test autonomous planning software on board the spacecraft, although it was limited 
to two experiments operating a limited number of subsystems. This work used a “Re­
mote Agent” [55, 37, 56] to generate plans and modify them in the event of failures. 
This latter capability was tested using four simulated faults. The DS-1 Remote Agent 
experiment was the first practical example of spacecraft autonomy.
2.6.3 Earth Observing One (EO-1)
Another element of NASA’s New Millennium program, Earth Observing One was 
launched in November 2000. This mission used the Continuous Activity Scheduling 
Planning Execution and Re-planning (CASPER) software [42] developed at the Jet 
Propulsion Laboratory. This software has two components, one at the ground station
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and one on board [65], The ground-based element creates an initial operations sched­
ule but the flight software is able to modify these plans in the light of events. This 
mission, therefore, demonstrated the autonomous ability to repair schedules on board 
rather than generate them from scratch. Further work showed that with this increased 
autonomy, it was possible to make science planning decisions on board the spacecraft 
after flight software had analysed captured image data [12, 13]. This can, for example, 
be used to autonomously delete and reschedule images that were found to be cloudy. 
This “Autonomous Science Experiment” was highly successful.
2.6.4 Mars Yard Experim ents
To date, operations planning for planetary rovers has been ground-based, with con­
siderable manual user input. For the NASA Mars Exploration Rover (MER) missions 
the MAPGEN system [4] has been used successfully to automate much of this plan­
ning. There have also been attempts made to test greater levels of rover autonomy in 
so-called ‘Mars yards’, test areas with a simulated martian surface. This research is 
timely now that autonomous navigation has been demonstrated on the MER Rovers, 
Spirit and Opportunity.
JPL have tested an autonomous plan modification system, CLEAR [14], on three dif­
ferent rovers in a Mars yard. This system can add additional operations to an existing 
schedule if sufficient time and resources are available. It may also remove operations if 
progress is slower than expected.
In separate research at LAAS a rover is given a pre-prepared plan generated using the 
IXTET algorithm. This plan can then be modified should it become invalidated due to 
temporal or resource deviations. This combined rover planning and execution system 
is referred to as IXTET-EXEC [45] and has been tested on a rover in a laboratory 
environment, autonomously imaging requested targets.
2.6.5 M M OPS
This system, designed for planetary landers, has yet to be flown but has been tested 
on the same hardware that was used on the Beagle-2 Mars Lander mission. MMOPS
30 Chapter 2. Background
[23, 86] is designed to repair a schedule generated on the ground in the event of a 
failure or insufficient resource availability. Alternatively it may add additional activities 
if suitable opportunities appear. The algorithm centres on plan fragments, groups of 
activities that relate to a common goal. When a failure occurs MMOPS identifies and 
removes the affected fragment(s). This may release resources, allowing other fragments 
to be inserted into the schedule.
2 .7  C o n c lu s io n
Simple Temporal Problems, where a single set of inequalities constrain the solution, 
can be readily solved using Linear Programming techniques. There may in practice be 
multiple inequalities to choose from, in which case a Temporal Constraint Satisfaction 
Problem is created. This can be solved using deterministic search algorithms such a 
backtracking or branch and bound, although this may be slow for large problems. When 
resources are introduced the planning problem becomes significantly more complex, 
with projections of resource profiles generally used to assess the validity of candidate 
solutions. A number of ground based planners have, nevertheless, been created to solve 
such problems and such algorithms have been used to assist ground station staff. At 
this level of complexity local search algorithms become more attractive due to the large 
search spaces involved.
There have been few examples of planning algorithms taking decisions autonomously on 
board spacecraft. Where such efforts have been made in practical cases, the algorithms 
have generally only been allowed to modify or repair the original plan rather than 
search for a new re-optimised planning solution.
C h a p t e r  3
Evolutionary Autonomy: 
An Overview
Efficient spacecraft operations schedules can be generated automatically on the ground 
using algorithms such as ASPEN [24, 11], SPIKE [36] or MEXAR2 [7] which can be 
run on higli-power computers. These schedules can be executed autonomously and, 
if successful, produce excellent results. In practice, however, the outcomes of each 
activity may not be exactly as expected. There may be failures or simply different 
levels of resource availability to that predicted. This leads to two drawbacks with this 
approach. Firstly, if the state of the spacecraft deviates from that predicted during 
planning, then the schedule execution may have to be halted until the ground station 
can be consulted to revise the plan. This will lead to substantial periods of inactivity. 
The second problem occurs where there are intermittent or delayed communications 
between the spacecraft and the ground station. This means that the information about 
the initial condition of the spacecraft at the start of a planning period will be based 
on delayed information, which has most likely been projected forward. Therefore a 
ground-based planner cannot even be certain of the state of the spacecraft before the 
schedule is executed.
The first of these two issues can be resolved by employing an autonomous schedule 
repair algorithm onboard the spacecraft (e.g. CASPER [65] or IXTET-EXEC [45]) that 
can modify a pre-prepared schedule in light of events. Such an approach is likely to see
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a greater proportion of goals achieved but will not re-optimise and so may not produce 
the best possible results. Also this technique does not address the problem of creating 
the initial plan based on old information. Ideally an onboard planning algorithm could 
be used to generate a new, fully optimised schedule whenever required. Processor power 
is usually quite limited, however, making this impractical. This approach would lead 
to periods of inactivity whilst a new schedule is generated.
In this chapter a new approach to onboard autonomy is outlined that balances the 
desire to execute the most efficient possible schedule with the need to respond to unex­
pected events and changes in circumstances. The algorithm components employed are 
described at a high level along with the rationale behind them but the details are left 
to later chapters.
3 .1  S c o p e  o f  t h e  P r o b l e m  I n v e s t i g a t e d
The planning and scheduling problems to be found in the space domain are quite varied 
and sometimes complex. The intention is that this work could be applied to a wide 
range of possible missions, although there will always be room for expansion.
3.1.1 Features Included
A single spacecraft is assumed to be operating autonomously with an onboard planning 
and scheduling algorithm deciding which activities should be initiated and when. This 
algorithm should be able to manage a number features of the planning problem:
• Goals may be added or removed by a user at any time that communications allow. 
In practice an upper limit on the number of goals may be applied such that a user 
may have to remove an existing goal or await a goal completion before adding a 
new goal.
• Different priority levels may be assigned to goals and these should be accounted 
for when planning.
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• The spacecraft achieves goals by completing an operation, which consists of a 
prescribed set of activities, each of which is well defined.
• As well as achieving as many (non-essential) goals as possible, the spacecraft must 
perform, or will be affected by, known essential operations. These will usually be 
required to maintain the health of the spacecraft.
• Activities will have a known duration within which it should be possible to com­
plete them.
•  Each activity will have temporal constraints that may be fixed in time or relative 
to other activities from the same operation.
• A number of resources must be managed. In particular each resource will have a 
minimum level that cannot or should not be breached.
• Each activity may consume or produce any resource in a well defined way.
• Activities may fail to be completed within their specified duration. In this case 
they will have to be repeated.
• The effect of an activity on resource levels may be different from that expected. 
Future resource levels can therefore only be estimated.
This overview of the problem is expanded on and detailed more precisely in Chapter 4. 
Three elements contribute to the dynamic nature of the problem: a changing goal set, 
the potential for activities to fail and the uncertainty in predicted resource levels.
3.1.2 A spects not Considered
Although intended to cover most aspects of current space mission planning, this work 
is not exhaustive in this respect. Specific areas not covered include:
• States of the system other than resource levels are not considered explicitly in 
this work, although a mechanism is included that partly accounts for them (see 
section 3.4.3).
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• The durations of activities and their affects on resources will, in practice, usually 
have some uncertainty associated with them. No attempt has been made in this 
work to model these uncertainties, for example with probability density functions 
for variables rather than fixed estimates.
• This work focuses on the case of a single spacecraft and does not investigate the 
higher level planning problem of assigning goals to multiple, cooperating vehicles 
such as satellite formations or constellations.
• As well as specifying permitted windows in time for activities, users may some­
times wish to define local preference functions within these windows, indicating 
which times would be ideal rather than simply adequate. This aspect is not 
investigated in this work.
Importantly the scope is broad enough to explore the effectiveness of the algorithms 
in this work in the context of problems that are significantly varied and sufficiently 
detailed to be useful. This scope focuses the work more on scheduling the times of 
activities than on planning which activities should be included. This is because of the 
assumption that the set of activities required to achieve a goal has been prescribed, 
either by ground station operators or a dedicated software component. Consequently 
the level of planning addressed in this work is limited to the selection of which operations 
to include in the schedule, given the value of achieving each corresponding goal.
3 .2  R a t i o n a l e  B e h i n d  t h e  A p p r o a c h  U s e d
3.2.1 Adaptation versus Optimisation
As suggested in the introduction to this chapter, a key trade-off is between the degree to 
which a schedule can be optimised and the ability to adapt it in changing circumstances. 
In practice, however, one extreme is usually taken, with good reason. The need to 
execute a schedule that is well suited to current circumstances is the overiding priority, 
with any optimisation that can be achieved seen as a bonus. In the space domain 
the outcomes of executing a schedule may often be very close to those predicted by
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models and when there is a significant deviation the spacecraft usually ceases normal 
operations and adopts a ‘safe-mode’ until ground operators intervene. This apparently 
conservative approach is wise since any damage cannot generally be repaired and so 
will grea t/ reduce the potential return from the mission. Therefore the possibility of 
executing a schedule that will take the spacecraft outside operational limits is always 
to be avoided.
The challenge, then, is to find an approach to onboard autonomy that will achieve as 
much optimisation as possible, whilst ensuring that the schedule that is executed is 
always valid, even in a dynamic and uncertain environment.
3.2.2 Parallel O ptim isation and Execution
The approach taken in this work is based on a continuous effort to improve the schedule 
whilst it is being executed. The schedule is therefore in a state of constant change, which 
has two key advantages:
® The schedule can be changed at any time in light of a change in circumstances.
• The optimisation process can work to improve elements of the schedule right up 
to the moment they are executed.
In practice it is necessary to divide time up into planning cycles of finite duration, but 
these are kept as short as possible, typically a few seconds or minutes.
Whilst future plans may be constantly changing, past decisions cannot be altered and 
it is these accumulated decisions that form the final, executed schedule. This set of 
actions is what must be valid and will hopefully be optimised.
Continually improving the schedule is advantageous, but it is important that the activ­
ities in each schedule used for decision making are valid. This makes an iterative repair 
approach unsuitable since the repair process may be incomplete. Instead a constructive 
schedule generation method is prefered, with the emphasis on generating valid rather 
than complete schedules. Consequently a schedule used to make a decision may not 
achieve all the desired goals, but then calculating whether this is at all possible will be
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a hard, time-consuming problem for larger goal sets. Indeed, where the spacecraft is 
oversubscribed, selecting goals is a part of the autonomous planning problem, so the 
prospect of incomplete schedules being used is not a great concern.
To ensure that the schedule employed at the end of each planning cycle is valid, it is 
first stripped down to a baseline schedule of essential operations and reconstructed with 
guidance from the optimisation component. This prevents elements of the schedule 
becoming outdated (i.e. no longer valid) due to changing circumstances. Also this 
avoids the problem of constraint violations appearing in the scheduling as a result of 
the optimisation process moving around the search space. The schedule construction 
method can be designed to ensure all constraints are satisfied.
3 .3  A p p r o p r i a t e  O p t i m i s a t i o n  T e c h n iq u e s
A branch and bound method could be used to find the optimal schedule given unlim­
ited computing time. For the approach taken here, however, local search methods are 
more suitable. With these techniques there is always a complete attempt at a solution 
and progress towards an optimum solution is made incrementally. This will enable the 
optimisation process to run in parallel with schedule execution. With these methods 
solutions are represented in an encoded form and this encoding problem is considered 
later. Three local search techniques are discussed here: tabn search, simulated anneal­
ing and evolutionary algorithms.
Although local search techniques are considered to be the most appropriate in this 
dynamic context, other optimisation methods could be applied to the scheduling prob­
lems considered here. Classical search techniques such as branch and bound have been 
successfully applied to planning and scheduling problems [43] and there is extensive 
work on the application of neural networks to optimisation problems. The key reason 
why local search is prefered over these techniques is that a complete, valid solution 
is always available for use in short-term desicion making while the search process is 
ongoing.
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3.3.1 Tabu Search
In tabu search [27] a local optimum is reached quicky and recorded before the algorithm 
goes in search of other, hopefully better local optimums. In this way the algorithm 
aims to find the global optimum by comparing local optimums. The advantage of this 
algorithm is that it is quite efficient at finding good solutions to complex problems. 
The problem with this approach is that although it can be progressed incrementally it 
relies on the problem being static in its search for a global optimum. Previously visited 
local optimum solutions may perform differently after a small change in circumstances. 
Tabu search is not, therefore, well suited to optimising in parallel with execution in a 
dynamic environment.
3.3.2 Simulated Annealing
In simulated annealing [41] a single solution is maintained with improving mutations 
always accepted and others accepted with a pseudo-temperature dependent probability. 
In some ways this method is attractive since it does not have a memory property in 
the way that tabu search does. It will therefore be better suited to optimising a slowly 
changing problem. A drawback of simulated annealing is that once it has reached a 
local optimum of the search space it must move to a poorer solution before it can reach 
a higher peak. These poorer solutions will be used for decision making when execution 
is running in parallel with optimisation. Storing the best solution yet seen would fall 
foul of any change in circumstances in the same way as tabu search. Another problem 
with simulated annealing is that the cooling profile of the pseudo-temperature must be 
prescribed. This does not suit the desire to be able to adapt to a constantly changing 
problem, rather then arriving at a final solution.
3.3.3 Evolutionary Algorithm s
Evolutionary algorithms maintain a population of solutions encoded as chromosomes 
and use selection pressure to give preference to those with a greater fitness. Crossover 
and mutation operators are used to explore the search space. There are a number
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of advantages to using an evolutionary algorithm. Firstly, these algorithms have no 
memory property in that the current population is all that is stored. The degree to 
which this information’s usefulness is degraded by a change in circumstances will, in 
general, be in proportion to the scale of the change. The second benefit is that the 
maximum fitness of the population will rarely fall solely due to the search process 
itself, and such falls are likely to be small. Finally, the evolution of the population need 
never terminate, nor is there any forced convergence. This ensures that the evolving 
population will be able to adapt at any time should the problem change and the fitness 
landscape change with it.
The obvious disadvantage with this approach is that each iteration requires multiple 
evaluations. This requires each chromosome in the population to be decoded into a 
valid schedule for assessment. There are, however, some ways in which this overhead 
can be reduced, for example by noting that any two identical chromosomes will have 
the same fitness. Nevertheless, for the benefits of this optimisation technique to be 
enjoyed, a fast chromosome decoding and evaluation method is required.
3 .4  O v e r v ie w  o f  P l a n n i n g  A p p r o a c h
The approach used here is based on an evolutionary algorithm continuously searching 
for the best possible schedule of future activities. Each short planning cycle employs 
a few generations of evolution before using the highest fitness population member to 
make decisions for the duration of the next brief cycle. The remainder of the schedule 
is left open to any degree of change in subsequent cycles to allow planning to be as 
adaptive as practically possible (see figure 3.1). Between planning cycles the algorithm 
will accept changes to the goal set as well as recent information about the true state of 
the spacecraft. Any such information will be used in the next planning cycle, potentially 
leading to sudden changes in future plans. The algorithm described in this work will 
hereafter be refered to as NEAT, a Near-optimal, Evolutionary, Autonomous Task- 
manager.
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Figure 3.1: Evolution of future plans in parallel with execution. In each cycle of 
length St the population of schedules for the next period of length A thorizon is evolved 
G generations. The fittest member is then used to make decisions for the next St 
seconds when the evolution will continue for another G generations. The accumulated 
decisions form the schedule executed. Note that A thorizon would in practice be many 
times St.
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3.4.1 C hrom osom e E ncoding
The purpose of the evolutionary algorithm is to optimise the schedule of future ac­
tivities. It is generally accepted that such an algorithm will perform better when the 
population chromosomes represent the problem as directly as possible. In principle a 
chromosome could consist of the start times of all the requested activities, although 
such a format would be long and somewhat cumbersome. The cost of the great size 
of the resulting search space would probably outweigh the benefit of such a direct rep­
resentation. A more compact format might be a time ordering of all the constituent 
activities of the requested operations. Such a chromosome could be decoded into an 
activity schedule by a suitable algorithm.
The fundamental problem with both of these approaches is that there are likely to be 
many possible chromosomes that correspond to invalid schedules. The first encoding 
scheme could easily violate all types of constraint. The second option would often fail 
to adhere relative temporal constraints (since these are effectively ordering constraints) 
and could also violate resource limits by consuming a resource that has yet to be 
generated by another activity. Penalties could be introduced into the fitness function 
to guide the evolving population to valid parts of the search space, however the very 
existance of invalid regions is not suited to the approach of this work. It must be 
possible to draw a chromosome from the population while it is evolving and use it to 
make valid decisions. If at any time the fittest population member is invalid then no 
decision can be made and operations will stall, or worse still a decision will be made 
using an invalid schedule.
Instead, the encoding system used here is an ordering of the non-essential operation 
requests (goals), which is decoded using a greedy schedule construction algorithm that 
rigidly enforces all temporal and resource constraints. Each chromosome is therefore 
simply a permutation of the operation requests. The length of the chromosomes will 
vary as new requests arrive and when old ones are completed or cancelled.
Each chromosome specifies the order in which a schedule constructor should consider 
operations for placement in the schedule. This need not, however, be the time order in 
which the operations are to appear in the schedule. It would be counter-productive to
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be so prescriptive since it may be possible for operations’ component activities to be 
interleaved, overlapping or concurrent, resulting in a more compact schedule. An ac­
tivity relating to the nth gene may, for example, require a resource that is not available 
in sufficient quantity for a long time while the (n +  l)th  gene’s constituent activities 
require less or 110 resource and can be performed much sooner.
The schedules generated are not required to be complete, in that whole operations 
may be omitted, for two reasons. Firstly it may be that a complete assignment is not 
possible, and determining this will often be slow. Since ensuring that a valid schedule 
is readily available is the primary aim, a partial assignment is acceptable. Secondly it 
is the role of the evolutionary algorithm to optimise the schedule. Omitted operations 
will affect the chromosome fitness, guiding the evolving population to solutions that 
include larger numbers of operations. The schedule construction algorithm is discussed 
further in section 3.4.4.
3.4.2 E vo lu tionary  A lgo rithm  C om ponents
The evolutionary algorithm has a population of II chromosomes, each of length A , 
where A  is the number of outstanding operation requests. During each planning cycle 
the population is evolved a small number of generations G, with the last of these 
generations used to find the highest fitness member for decision making.
Each generation consists of four stages: evaluation, selection, crossover and mutation. 
These steps create a new population that replaces the previous one. At the evaluation 
stage each chromosome is decoded into a valid schedule using the schedule constructor. 
A fitness function specific to the application in question is then used to assess the 
schedule and return a fitness value for the chromosome. If this generation is the last 
in a cycle then it is the fittest member at this stage that is used to make decisions for 
the next cycle.
Selection is used to bias the population towards higher fitness values and then crossover 
and mutation are used to explore the search space. The details of these methods, how 
they behave and how they are parameterised are described in chapter 6.
42 Chapter 3. Evolutionary Autonomy
3.4.3 Vehicle Interface
NEAT is designed as a generic algorithm that could be applied to a wide range of 
missions in the space domain and elsewhere, however there are some aspects that will 
always be application specific. These include:
• Assessing the fitness of an activity schedule. There will be some commonality 
in that it is generally preferable to achieve the largest number of goals in the 
shortest possible time. Different applications will have different goal types with 
different criteria for levels of success.
• Translating high-level user goals into well-defined operation requests that the 
automated planner can reason about.
• Automatically generating routine operation requests for essential activity sets.
• Translating activity initiation triggers from the scheduler into low-level commands 
directed to the relevant subsystems.
• Extracting information from the vehicle about activity completion or failure and 
about measured resource levels.
• Informing the planner about how an activity’s parameters will change (if at all) 
with its place in a schedule.
Combined, these elements form an interface between the generic NEAT planner/scheduler 
and the specific vehicle and user(s). These functions are collectively refered to as the 
vehicle interface in this work. In practice NEAT therefore requires such an interface 
incorporating three key components:
A Request G enerator that provides NEAT with well-defined operation requests, 
each consisting of a set of activities. A mechanism is also included that allows 
this component to modify activity requirements when NEAT is reasoning about 
candidate positions for an activity in a schedule (see chapter 5).
An Evaluator that calculates a fitness value for a trial schedule.
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Figure 3.2: Interaction of the components of the vehicle interface (shaded) with NEAT.
An Executor that implements activity commands from NEAT by generating the re­
quired vehicle commands. This component is also expected to inform NEAT when 
activities are completed and provide measurements of true resource levels.
These components and their interactions with NEAT are shown in figure 3.2.
3.4.4 Fast Schedule C o n stru c tio n
The schedule constructor is used to decode chromosomes from the evolutionary al­
gorithm into valid activity schedules. This function is not concerned with finding a 
globally optimal schedule but does operate in a greedy fashion locally. The greedy 
nature of this algorithm is that it places an operation’s constituent activities at the 
earliest possible time that is consistent with all their constraints and all the other ac­
tivities already in the schedule. Alternative local preferences are not considered in this 
work. The schedule constructor stops the search for an operation's placement when 
it has successfully scheduled all it’s activities, since it is a greedy algorithm. If they
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cannot all be placed the whole operation is rejected; no backtracking occurs at the 
operation level. This is discussed in detail in chapter 5.
3.4.5 Schedule E xecu tion
At the end of each planning cycle the schedule corresponding to the fittest member 
of the evolving population is used to make decisions about the next cycle. If there 
are any activities in this schedule due to start within the next planning cycle then the 
executor is asked to initiate these activities at the designated times. Once an activity 
has been initiated its place in the schedule is fixed and NEAT expects be be informed 
of the activity’s completion by the executor. If an activity is not completed within 
the time allotted for it in the schedule then it is considered to have failed and must 
be repeated (unless the relevant operation request is cancelled). The executor can also 
provide NEAT with measurements of true resource levels, which can be used to update 
the baseline schedule used in the next planning cycle. This feedback may force a change 
in future schedules if a measured resource level is not that expected by NEAT. These 
execution mechanisms and their interactions with the planning process are described 
in chapter 5.
3.4.6 B enefits of th e  N EA T A pproach
Certain key features of NEAT make it an attractive approach to spacecraft operations:
Autonomous. Giving the spacecraft sufficient intelligence to generate its own activity 
schedules and update them should reduce the ground station operations workload.
Onboard. Onboard decision making can be done in light of the latest information 
from the vehicle, enabling a fast response to events or changes in circumstance.
Adaptive. The continual evolution of future plans will keep searching for the optimum 
schedule, even as circumstances change. If the optimum solution is changing due 
to a dynamic environment then this search process will chase after it.
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Recursive. Rather than planning for batches of goals, NEAT can have a slowly chang­
ing goal set, with new goals being added whenever suits and existing goals re­
moved when they have been achieved (or cancelled).
Robust. Although the search for an optimimal plan is ongoing, the strict enforcement 
of constraints by the schedule constructor ensures that valid decisions can always 
be made.
Enabling plans to be changed autonomously onboard a spacecraft has been demon­
strated to produce great benefits in terms of science return [13]. This is partly because 
a ‘broken’ schedule can be repaired, but also because it allows opportunistic science 
operations to be added when targets of interest are detected. In Earth-observation, 
for example, an image found to be cloudy can be deleted and rescheduled, preventing 
scarce data downlink capacity being wasted.
Previous work on onboard autonomy has focused on schedule repair algorithms that 
can adjust plans generated on the ground. In contrast, NEAT is continually planning 
and re-planning onboard. NEAT is able to generate a valid, sub-optimal plan quickly 
such that a quick decision can be made, even after a significant change to the plan­
ning problem. This prevents the spacecraft sitting idle, waiting for a decision. The 
continual evolution of future plans onboard will yield the maximum possible amount of 
optimisation without introducing idle ‘thinking time’. The completely recursive nature 
of NEAT also allows new goals to be passed directly to the spacecraft rather than built 
into a batch-plan on the ground.
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C h a p t e r  4
Problem Definition
In chaper 2 a range of approaches for defining spacecraft planning problems were re­
viewed. Here the precise definitions used by the NEAT algorithm described in this work 
are explained. Two example missions are outlined and the planning problems that arise 
from them are described using the defined terminology. When NEAT is employed on a 
vehicle it will be the vehicle interface’s request generator that is involved in using the 
terms defined here. The functions of this component will therefore be discussed both 
in general terms and in the context of the two example missions.
4 .1  D e f in i t i o n s
4.1.1 Goals, O pera tions and  A ctiv ities
Users set goals, which can be achieved by completing a set of activities, collectively 
refered to as an operation. For planning purposes activities are the basic indivisible 
unit of action, which occur over a single uninterrupted period of finite duration. The 
vehicle interface (see chapter 3) translates user goals into operation requests, with the 
required activities specified in detail. An example goal would be for a planetary rover 
to find out the composition of a rock. To achieve this the rover would have to perform 
several activities: navigate to the rock, drill into the rock, collect a sample, put this 
into a mass spectrometer, use this instrument to generate composition data, store this
47
48 Chapter 4. Problem Definition
data and then transmit the data back to Earth. This group of activities forms the
operation that is required to achieve the goal.
Operation requests are labelled as either essential or non-essential. NEAT will incorpo­
rate essential operations into the baseline schedule immediately. The N  non-essential 
operations will each have a user-delined priority, pi (i — 1 . . .  N). It is the aim of the 
evolutionary algorithm to find the best possible schedule for these operations, although 
it may not be possible to include them all.
The ith operation request will consist of A, activities, a7j\ . . .  a g^ . . .  It is generally 
preferable to list these activities in the time order in which they are likely to occur, 
as this will usually help the schedule constructor find valid placements more quickly,
although this order may be restricted (see section 4.1.2).
4.1.2 T em poral C onstra in ts
Each scheduled activity will have a defined start time, ts'3\  end time, te and duration 
djj.  If the start time has been set then the end time is given by:
tii.i) = t(i.i)+diJ(4.1)
The complete activity duration, dig, must take place within one of Wig absolute time 
windows, Wijg .. -Wig,wu - Each of these windows, Wigjs, is defined by fixed start and 
end times [t^’3’k\  If the kth window is to be used then there are two temporal
constraints on the activity:
> R k)
t<y > < (4.2)
All activities must have at least one time window specified, even if there are essentially 
no absolute temporal constraints. In such cases a single window could start when the 
relevant goal was set and end at a time after which achieving the goal is no longer 
useful.
An additional Cig temporal constraints can be specified relative to other activities from 
the same operation. These can be used to restrict the timing of activity dig relative to
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other activities. The cth relative temporal constraint on the activity a;j will take the 
form:
where activity a,iiV is another activity from the ith operation. Note that NEAT requires 
that v <  j  for all such constraints and so these relations restrict the order in which an 
operation’s constituent activities are listed.
Clearly there are 2 x 3 x 2  =  12 possible forms (as in other work [1]). For example:
ensures that activity a y  starts at least 15 seconds after the end of activity aijV.
4.1.3 R esources
The spacecraft may have any number of resources, each of which are characterised 
as either non-depletable or depletable. The u non-depletable resources, S \ . . .  sq . . .  su, 
must have defined minimum and maximum availability levels, [s?nm)(? , smaX)(Z], although 
it is assumed that no activity will cause the maximum level to be exceeded. The fi 
depletable resources, r i .. , rp . .. must have a set minimum level and a saturation 
level, above which any amount generated cannot be retained. The
schedule constructor enforces the minimum levels of both resource types.
The amount A s j>  , of each non-depletable resource, sq, generated or required for the 
duration of the j  th activity (of the ith operation) should be specified, even when it is 
zero. For the pth depletable resource, a rate change Arp 1^  is specified at which the 
resource is produced or consumed for the duration of the activity.
At the end of each activity its non-depletable resource impacts are reversed. Conse­
quently the initial level for a non-depletable resource will be its level at any future time 
when there are no ongoing activities that affect that resource. These initial levels are 
therefore important since they determine the default levels of availability.
<
(4.3)
t (ij) > + 15.0 s (4.4)
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Whilst the definitions of depletable and non-depletable resources given here are broadly 
the same as in other works [24. 11.3. 25], one difference is worth noting. Elsewhere 
it is assumed for planning purposes that an activity’s depletable resource requirements 
are completely used from the instant the activity begins. In this work, however, activ­
ities consume (or produce) depletable resources at a defined rate over their duration. 
This approach is particularly useful when a depletable resource is being consumed or 
generated at a low rate over a relatively long period since the expected availability of 
the resource will be much more accurate.
Where an activity is expected to consume or produce a depletable resource in a non­
linear fashion, multiple activities can be used to better represent the resource profile. 
For example the rate of charge (power) generated by a solar array will usually be a sine 
wave, which is clearly non-linear. The charge level over this period can, however, be 
modelled reasonably accurately using a few activities, as shown in figure 4.1.
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Figure 4.1: Modelling of non-linear charging of a battery resource using three linear 
activities.
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4 .2  U K - D M C :  A n  E a r t h  O b s e r v a t i o n  M is s io n
4.2.1 Overview
SSTL’s UK-DMC micro-satellite is a 700km altitude, Sun-synchronous Earth observa­
tion satellite operated from SSTL in Guildford, UK. It is one of five satellites that form 
the Disaster Monitoring Constellation [15], which provides medium resolution imagary 
with global coverage and a daily revisit period.
UK-DMC’s primary payload is a 3-band ‘pushbroom’ imager, that uses the motion 
of the satellite over the ground to sweep the sensor over the target area (see figure 
4.2). The cross-track field of view is 51.9°, although to achieve this broad coverage the 
sensor for each band is made up of two CCD arrays, one port and one starboard facing. 
UK-DMC is a nadir-pointing satellite that does not turn to face imaging targets. If, 
however, a target is smaller than the field of view then only those sections of the CCD 
arrays that cover the target area are used.
^ ta rg e t area
pushbroom 
^ C C D  array
image pixel
Figure 4.2: ‘Pushbroom’ imaging of a target area using a linear CCD array. The image 
is captured in successive strips of m anyxl pixels.
satellite
j
motion
k
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4.2.2 R esources M anaged
Two solid state data recorders, SSDR-0 and SSDR-1, are used to store the image data 
from the port and starboard camera banks respectively. Their respective capacities are 
1024 Mbytes and 512 Mbytes which can be fully utilised for image data. The satellite’s 
battery has a capacity of 403.2 kJ but is required to have a state-of-charge (SOC) of at 
least 85% at all times. In this case, then, the battery and the two data recorders are 
the three depletable resources, r\ (battery SOC), 7+ (SSDR-0) and (SSDR-1).
The downlink channel to the ground station is represented as a non-depletable resource 
that is initially unavailable and only becomes available when an activity creates it. 
The imager is represented as a single non-depletable resource that is by default fully 
available. A third non-depletable resource is used to ensure that only one power-hungry 
activity occurs at once. Image capture, data downlink and use of the GPS receiver 
make up this category of activity. This power resource is fully available by default. All 
three non-depletable resources have a minimum level of 0 and a maximum of 1 and are 
considered to be either fully available or unavailable. They are labelled si (imager), S2 
(downlink channel) and S3 (high power).
4.2.3 O perations and  th e ir  R equ irem en ts
Firstly there are a number of essential maintenance operations that are required. When 
the satellite is in sunlight the solar arrays are used to generate battery charge. During 
these periods battery charge is generated faster than the basic functions of the space­
craft consume it and so there is a surplus. When the satellite is in eclipse there is a 
power deficit and the battery charge is always depleted. As well as the use of power 
by continuous maintenance operations, power is used by the GPS receiver for a fixed 
duration, repeated with a set period. Finally, essential operations are used to generate 
the downlink channel resource, S2, for periods when the ground station is in view.
Imaging operations, the prime purpose of the mission, are the non-essential operations 
that derive from user-set goals. Users define target areas with priorities, which are 
captured using the imager and returned by downlink activities.
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The vehicle interface’s request generator takes the users’ imaging targets and turns them 
into operations requests. It also generates requests automatically for the maintenance 
operations. The following sections describe how each of these operation requests are 
specified and the methods used to calculate the relevant values.
4.2.4 E ssential M ain tenance  O perations 
Power G eneration and Baseline Consumption
The power available from the solar arrays is, in practice, a combination of a constant 
term and two cosine functions during periods of sunlight. For planning purposes, 
however, the average power over each sunlit interval is used for the rate of increase 
of the battery SOC resource. This average solar power value, Psoiar, is around 62.24W 
although varies slightly between orbits, as do the exact times of transition between 
sunlight and eclipse. The calculation of these exact values is given in appendix A.
The power consumed by the basic, continuous maintenance functions is 11.52W. Each 
of the data recorders, SSDR-0 and SSDR-1 also consume 5.78W of power whenever 
there is image data stored. Since states are not modelled in NEAT it is difficult to 
model this directly (this could be achieved through a complex interaction with the 
vehicle interface). The conservative assumption is therefore made that there is always 
some image data stored on both recorders. The total baseline power consumption of 
the satellite platform, Ppiatform> is then 23.08W.
Since the solar power generation and platform power consumption both affect only the 
battery SOC resource, they are combined for planning purposes into single activity 
operations that alternately produce and consume the depletable resource r \ . This lias 
the advantage that operations representing the platform power consumption will cover 
one orbit at a time rather than a single, indefinitely long period. When the spacecraft 
is in sunlight r\ is produced a.t a rate Psoiar ~  Ppiatform> whilst in eclipse the rate is 
—Ppiatform■ The planned power profile is shown in figure 4.3.
To achieve this baseline power profile essential operation requests are generated, each 
consisting of a single activity with a single permitted window in time that has the
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Figure 4.3: Rate of change of resource r\ due to solar power generation and platform 
power consumption. The net power is positive in sunlight and negative during eclipse.
same length as the activity duration. This ensures that they can only be scheduled 
for the desired period. These activities have no relative temporal constraints, no effect 
on non-depletable resources and no effect on the other depletable resources. For each 
orbit two operations are requested. The first covers the period from when satellite 
enters sunlight to when it passes into eclipse and produces battery SOC at the rate 
Ar/uni’t) _  p so[nr — Ppiatform. The second operation covers the remainder of the orbit 
period, which is in eclipse with power Ar[ec/ip'se') =  —Ppiatform-
GPS Navigation
Essential operation requests are made for the GPS receiver to be switched on periodi­
cally. Each of these operations has a single, 10-minute activity, with a single permitted 
window of the same length such that it must be scheduled at a set time. These times 
are 110 minutes apart such that successive samples of the satellite’s trajectory are stag­
gered around the orbit (for which the period is approximately 100 minutes). There are 
no relative temporal constraints but these activities do require the high power non-
depletable resource, S3, to prevent overlap with other high power activities. They also
(G  PS)consume battery SOC (depletable resource r\) at a rate of ArJ =  —5.71W. These 
resource impacts for a few such GPS operations on their own are shown in figure 4.4.
4.2. UK-DMC: An Earth Observation Mission 55
1------- 1------- 1------- T" “1------- T"
-J __  L_0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
u II
-J-------------L.0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
Time (hours)
Figure 4.4: Effect of GPS receiver operations on non-depletable resource s3 and rate of 
depletable resource r \ .
Downlink Opportunities
The downlink channel non-depletable resource has zero availability by default, but is 
made fully available by these operations. Requests are generated automatically by the 
request generator in blocks covering 24 hours at a time. For each 24-liour period a 
specialist algorithm, ImPredict [87, 49], is used to calculate the periods of time during 
which the satellite is at least 5° above the horizon at the Ground Station (Guildford, 
UK: 51.2°N 0.6°W). For each of these downlink opportunities a single activity operation 
is requested with the duration that the satellite is visible and with a single permitted 
window of the same length. There are no relative temporal constraints and only the 
downlink channel resource is affected. An example 24-hour pattern is shown in fig­
ure 4.5. In this sample day the downlink opportunities ranged from 290 seconds to 
675 seconds in length.
12
Time (hours)
Figure 4.5: Downlink channel availability, s2, over an example 24-hour period.
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4.2.5 E a r th  Im aging O perations
Earth imaging operations are non-essential, in that they are not required to maintain 
the spacecraft, although they are important. Each user request consists of a ground 
area defined by a minimum and maximum latitude and a minimum and maximum 
longitude, along with a priority for the image and a latest time at which it useful to 
return it. These are translated into operation requests with the user specified priority 
and a set of activities. Each operation has one image capture activity and a number 
of downlink activities. The data transmission is split up to allow images to be spread 
over multiple downlink opportunities.
Image Capture Activity
The latitude and longitude bounds are used to generate coordinates for the four corners 
of the target area, and the target centre at the mid-latitude, mid-longitude point (see 
figure 4.6). An imaging opportunity is considered to be any time when the target centre 
is sunlit and passes through the imager FOV, even though this may not capture the 
whole target area (this is in line with actual operation procedures). These times are 
calculated from the time of the request to the latest useful image return time using 
ImPredict [87, 49], which is incorporated into the vehicle interface. For each imaging 
opportunity ImPredict is also used to find the times at which those corners that are 
seen will pass across the ground-projection of the cameras’ linear arrays and the angles 
between them and the sub-satellite point from the imager’s perspective. The times for 
the first and last corners (marked in figure 4.6) are used to calculate the duration of 
each imaging opportunity.
The angles from the sub-satellite point to the left and right corners (see figures 4.6 & 
4.7) are used to calculate the fractions used of the port and starboard camera banks’ 
linear CCD arrays. These fractions of a maximum of 6.266 Mbytes/second (for one 
camera bank) are in turn used to get the rates at which image data will be produced. 
From these rates and the durations the amounts of data that the port and starboard 
camera banks will produce are found for each opportunity. These two quantities of 
data correspond to the two shaded areas in figure 4.6.
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Figure 4.6: Capturing an image of a target area.
Figure 4.7: Angles to the left and right corners of a target area, 0min and 6max re­
spectively. These two corners will be seen at slightly different times. The spacecraft 
velocity vector points into the page. Note that in this example 9min is a negative angle.
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The target area may be covered entirely by the port camera bank only, the starboard 
camera bank only or covered between the two. It may be that the left or right corner 
is outside the imager FOV, in which case the relevant edge of the FOV is used in its 
place for these calculations. Which camera ban les cover how much of the target area 
will vary from one imaging opportunity to the next. Also, in some situations the point 
marked in figure 4.6 as the first corner may not pass within the imager FOV, in which 
case the left corner will also serve as the first corner. Similarly the right corner may 
sometimes be used as the last corner. Such situations will result in a small part of the 
north or south end of the target area not being imaged.
The longest imaging duration from the set of opportunities is used as the duration 
of the image capture activity. The activity has a permitted window with this same 
duration for each of the imaging opportunities, starting when the first corner crosses 
the linear arrays’ ground projection. This activity will always have to be performed 
first and so the option is taken to make it the first in the list for the operation. No 
relative temporal constraints are applied (these are applied to the downlink activities 
instead). Full use of the imager and high-power non-depletable resources, s\ and S3, 
are required during this activity and the battery SOC depletable resource, r\,  is used 
at a fixed rate of Af \ image  ^ =  — 14.29W.
The amounts of data to be produced by the port and starboard camera banks at each 
imaging opportunity are used to calculate consumption rates for resources 7+ and r3 
(SSDR-0 and SSDR-1). The fixed activity duration is used to get these rates rather 
than the true durations, which will sometimes be slightly shorter. This ensures that the 
total expected resource use will be correct. NEAT nominally operates on the basis of 
fixed depletable resource rates for activities, but allows the vehicle interface to modify 
the rates when considering scheduling an activity (see chapter 5). When consulted 
during schedule construction the vehicle interface will insert the rates for the relevant 
imaging opportunity, stored when the imaging operation was requested.
An example target area covering the Shetland Islands (UK) is shown in figure 4.8. The 
set of imaging opportunities for this target over a 30 day period are listed in table 4.1. 
The table shows the variation in the time for which the target area is deemed visible, the
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Figure 4.8: United Kingdom with Shetland Islands target area marked.
Window Duration 9min 9 max Stbd data Port data Af'2 Ar3
index, k (seconds) (Mbytes) (Mbytes) (Mbytes/sec)
1 36.246 -25.955° - 12.210° 0.0 120.2761 0.0 -3.318
2 36.180 13.634° 25.137° 100.4652 0.0 -2.772 0.0
3 36.281 -11.739° 2.638° 23.1045 102.8175 -0.637 -2.836
4 36.250 4.064° 17.226° 115.1919 0.0 -3.178 0.0
5 36.250 -20.577° -6.601° 0.0 122.3045 0.0 -3.374
6 31.688 19.307° 25.955° 50.8543 0.0 -1.403 0.0
7 36.250 -6.045° 8.169° 71.4871 52.8998 -1.972 -1.459
8 36.250 -25.955° -15.671° 0.0 89.9964 0.0 -2.483
9 36.250 9.600° 21.889° 107.5442 0.0 -2.967 0.0
Table 4.1: Opportunities for capturing an image of the Shetland Islands.
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angles to the edges of the area imaged for each opportunity and the resulting quantities 
of data. The maximum value of 36.281 seconds is used for the activity duration and this 
is used to calculate the resource rates A f 2mag<^  and A f^ ma9e\  These opportunities are 
used as the permitted windows in time for the image capture activity,
a;(i. From table 4.1 it is clear that different windows may yield greatly differing amounts 
of data. When UK-DMC passes almost directly over the target (e.g. windows 3 & 7) 
far more data is generated than if the target centre only just enters the field of view, 
as in window 6.
D ata Downlink Activities
Imaging operations have a set of downlink activities, each of which sends at most 
128 Mbytes of image data to the ground station. This limit allows larger images to be 
partially transmitted, either when a downlink opportunity is short or when it is used 
for more than one image. The maximum image size is 1024 Mbytes and so there will 
be between 1 and 8 downlink activities. The number used, ndwnik, is the minimum 
that transmits all the data generated by the imaging opportunity that produces the 
maximum amount of data, Dmax. Formally:
Dmnv.
Ttdwnlk — (4.5)128 Mbytes
For the example shown in table 4.1 Dmax =  125.922 Mbytes (window k =  3) and so 
riiiwnik =  1- hi another example imaging Panama Dmax =  499.825 Mbytes, giving 
n( lumlk =  4.
An equal quantity of data is assigned to each downlink activity such that they all have 
the same duration, which is given by:
Cldumlk =  DmaX (4.6)
TTdwnlkP
where B — 0.96875 Mbytes/second (7.75 Mbps) is the bandwith of the downlink chan­
nel. These activites are permitted to occur in a single time window starting when the 
operation request was made and ending at the latest useful return time specified by 
the user. Each downlink activity has a single relative temporal constraint requiring it 
to start after the end of the image capture activity.
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The downlink channel and liigh-power non-depletable resources, S2 and s3, are required 
for these activities. The battery SOC depletable resource, ?q, is used at a rate of 
A f(dwnik) — —35.71'W during each downlink activity. The rates at which the data 
recorder depletable resources, r2 and ?’3 are replenished is calculated by rescaling the 
rates at which they were used during the image capture activity:
a . (image) ,^(dwnlk) _  _  Ar2 djmage ^
Tl'dwnlkd'dwnlk 
a . (image) ,A?-,(<dwnlk) _  _  ^?’3 dimage ^
IT'diunlkddwnlk
This ensures that the total amount of data downlinked from SSDR-0 and SSDR-1 is 
the same as that produced by the image capture activity. In equations (4.7) and (4.8) 
the numerator is simply the total amount of data to be extracted from the relevant 
SSDR over the total transmission period given by the denominator. This calculation 
method is possible because the image capture activity is listed first and will be scheduled 
at a specific imaging opportunity before the downlink activities are considered (see 
chaper 5). Consequently, when the vehicle interface is consulted about the downlink 
rates for r2 and ?’3 it can replace default values with the exact rates given by equations 
(4.7) and (4.8).
4.2.6 Schedule F itness F unction
The function used to evaluate the fitness of a schedule for N  imaging operation requests 
is:
N
F = E M f L  (4-9)D iP i
a  ( t F - t )
where D{ is the amount of image data that will be returned for the ith target, which has 
priority p;. Clearly D{ =  0 if the itli imaging operation could not be scheduled. The 
denominator is remaining time from now (£) until the latest time specified for the image, 
which will be the end of the single permitted window for the first downlink activity (the 
operation’s second activity), The purpose of the denominator is to favour older
image requests that are soon to expire over new requests that might even be scheduled 
beyond the current planning horizon. The fitness will have units of Mbytes/second,
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which seems appropriate since it is desirable to maximise the throughput of imaging 
data.
4 .3  R o v e r s :  E x p l o r i n g  a  P l a n e t a r y  S u r f a c e
4.3.1 Overview
This scenario is loosely based on the NASA Mars Exploration Rover (MER) missions 
in that a rover is required to traverse a surface between multiple targets autonomously, 
acquiring science data at each one. In the scenario considered here the rover has a 
limited amount of battery charge for driving between targets in a martian day (or 
‘sol’). On arriving at each target the rover uses a science instrument to collect data 
which is stored onboard using a solid state data recorder (SSDR). Whenever there is 
science data stored onboard a continuous uplink is used to return it to Earth, either 
directly or via an orbiter. It is assumed that the same amount of science data will 
be collected at each target and the aim is to collect as much data as possible during 
a sol. It is interesting to note that from a planning and scheduling perspective this 
application is very similar to an autonomous Unmanned Aerial Vehicle (UAV) [80], 
required to visit multiple targets.
A lab experiment is used to simulate this planetary rover scenario, albeit at a small 
scale. A small model rover may navigate autonomously to 16 potential targets spread 
over a 2m x 2m test area. The layout of the targets is shown in figure 4.9 and was 
generated randomly.
The rover moves using two motors that independently drive the left and right wheels 
such that it can turn. There is not a real science instrument and so data acquisition is 
simulated on the computer that is controlling the rover.
The timescale of the experiments is quite short (typically around 8 minutes) due to 
the small length dimensions involved. In these experiments, therefore, a ‘sol’ of science 
operations is limited to a period of 2000 seconds. As well as this laboratory setup this 
scenario can be simulated on a computer.
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Figure 4.9: (a) Layout of the 16 targets and (b) the targets with the model rover in 
the experimental test area.
4.3.2 R esources M anaged
A single non-depletable resource, s i, is used to represent the rover, which is either 
fully available (si =  1.0) or in full use (si =  0.0). Two depletable resources, r\ and 
r2, represent the availability of electrical energy and the SSDR respectively. 20kJ 
of electrical energy is available for science operations over one sol. In practice there 
would be energy generated before, during and after a sol’s science operations and other 
maintenance functions would consume energy. In this work, however, the simplifying 
assumption is made that there is a set amount available for driving between science 
targets. The SSDR in this scenario has a capacity for storing up to 15Mbytes of science 
data. Both depletable resources may be fully utilised.
4.3.3 D a ta  U plink  O pera tion
Whenever the rover has science data stored in the SSDR it uses an uplink channel 
to return the information to Earth at a rate of 2.4Mbps. This is represented by a 
single, essential uplink operation. This operation consists of a single activity that lasts 
for the duration of the sol. In the lab experiment this corresponds to a period of 
2000 seconds. A single permitted window of the same length ensures that this activity
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runs from the start of the period of operations. There are no non-depletable resources 
affected by this activity and the electrical enery budgeted for manoeuvering the rover, 
7*1* is also unaffected. The SSDR depletable resource, 7*2, is replenished at a rate 
Ar<M7,lmfc> =  0.3 Mbytes/second.
4.3.4 Science D a ta  G a th erin g  O perations
These are non-essential, user requested operations to acquire science data at specified 
targets. The user specifies the location of the target at which the science instrument 
is to be used to gather data and the priority associated with the target. Each science 
operation consists of four activities, listed in the following order:
R eserve the rover for sufficient time to complete the whole operation.
Turn to face the target.
Drive to the target.
Acquire data at the target.
The reserve activity does not represent a physical activity but is used to prevent the 
evolutionary algorithm from making decisions that will complicate the problem. In 
particular, NEAT is deliberately given the freedom to move activities in the schedule 
that have not yet been initiated, even when other activities belonging to the same 
operation are underway. This freedom has advantages (see chapter 5) but in this 
context might cause the rover to drive from one target to another before trying to 
perform the acquire data activity at the first target (and failing). The purpose of the 
other activities (turn, drive & acquire) is self-explanatory.
All four activities have a single permitted window in absolute time which covers the 
whole 2000 seconds of the lab experiment i.e. science operations may in principle be 
performed at any time during the sol. The other requirements and constraints are 
detailed in the following sections. A summary of their resource requirements is given 
in table 4.2 and figure 4.10 illustrates the relative temporal constraints between the 
activities.
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A si Ari
(Watts)
A?'2 
(Mbytes/sec)
Reserve -1.0 0.0 0.0
Turn 0.0 -17.5 0.0
Drive 0.0 -35.0 0.0
Acquire 0.0 0.0 -1.35
Table 4.2: Resource requirements for the constituent activities of a science operation.
Figure 4.10: Relative temporal constraints between the start and end times of a science 
activity’s component activities.
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Reserve Activity
The reserve activity requires the non-depletable rover resource, s i, for a duration suf­
ficient for the other three activities to be completed. It has no relative temporal con­
straints and has no effect 011 either depletable resource. The activity duration is given 
by:
dreserve  ~  m a x [ (d ( tirn  T  dfirive  T  dacqu ire ) ? dsS D F t\ (4 -1 0 )
In the first case the duration is simply the sum of the durations of the three other 
activities, described below. There is the possibility, however, that the acquire activ­
ity may not be able to start immediately after the drive activity due to insufficient 
SSDR capacity being available. In this case the uplink must have time to create suf­
ficient memory for a data acquisition by the end of the reserve activity. This gives an 
alternative duration:
A r o  -  J prio r)
dssDR =  J J U  (4.11)
where r/ ’ 101  ^ is the availability of the SSDR at the end of the last operation and Ar2 
is the amount of data produced by the science instrument during the acquire activity.
During execution of the schedule the reserve activity will be fixed in place once it has 
been initiated. The relative temporal constraints on the other activities ensure that 
they can then only occur within the fixed interval defined by this reserve activity. Also, 
no other science operations can be scheduled in this period because the non-depletable 
rover resource will be in use.
Turn Activity
This activity uses one of the two motors to turn the rover to face the target. The 
activity duration is given by:
dturn =  (4.12)
(drover
where 0 target is the angle through which it is expected the rover will have to turn to face 
the target and corovcr =  0.1 rads-1 is the turn rate of the rover. A conservative value 
(underestimate) is used for the turn rate since there will be some variation in practice.
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To calculate Q ta r g e t. it is necessary to know the position and orientation of the rover 
prior to the operation. There are three possibilities , depending on the circumstance:
• If the target is the first for the sol then the prior position and orientation will be 
the initial state at the start of the sol.
• When the target is the second visited in the sol then the prior position will be 
that of the first target and the prior orientation will be the direction of travel 
required to get to the first target from the initial position.
• For all subsequent targets the prior position will be the position of the last target 
visited and the orientation will be the direction of travel required to get to the 
last target from the target before that.
Clearly d t u r n  is dependent on what science operations are already in the schedule. 
The vehicle interface inserts the appropriate value when consulted during schedule 
construction.
This activity has two relative temporal constraints that require it to start after the 
reserve activity starts and end before it ends.
There are no non-depletable resource requirements for this activity and there is no 
effect on the SSDR depletable resource. The electrical energy resource, , is consumed 
by one of the motors at a rate Arq =  — 17.5W.
Drive Activity
The drive activity uses both motors to drive to the target. The duration is given by:
dtrive =  f4'13)
Vrover
where R t a r g e t  is the distance to be covered and V r o v e r  =  2 .8 cms- 1  is a conservative 
estimate for the rover’s speed. R t a r g e t  is calculated from the prior target in the schedule 
or, if this is the first science operation, then the initial position for the sol. There are 
two relative temporal constraints, requiring driving to start after the turn activity is 
complete and end before the end of the reserve activity.
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The SSDR depletable resource is not affected by the drive activity and there are no non- 
depletable resource impacts. Electrical energy is used by both motors at a combined 
rate of A =  -35.0W .
Acquire Activity
This activity uses a simulated instrument to acquire data at the target for a set duration 
of 10.0 seconds. It is constrained by two relative temporal constraints to start after the 
drive activity is finished and end before the end of the reserve activity.
None of the electrical enery budgeted for manoeuvering (?q) is used and the non- 
depletable rover resource is not required. The SSDR depletable resource, r2, is used to 
store science data, produced at a rate of 10.8 Mbps. The resulting Ar2 =  13.5 Mbytes of 
data cause this resource to be consumed at a rate Arq =  —1.35 Mbytes/second during 
this 10 second activity.
4.3.5 Schedule Fitness Function
The fitness assigned to a schedule is based on the total expected science value for the 
sol. If the requested science operations have values V{ {i =  1 . . .  N)  then the sum of 
those values successfully incorporated into the schedule could be used as the schedule 
fitness. If, however, there are only a small number of operations requested then there 
may be sufficient resources available for all possible schedules to visit all the targets and 
therefore have the same fitness. These schedules should have different fitness values 
since there will be different levels of battery charge left after visiting the targets that 
could be used to visit more targets that are requested later on. This can be accounted 
for in the fitness function by adding a second term to give:
F =  J2XiVi +  4>r{final) (4.14)
2=1
where Xi =  1 if the ith science operation is included in the schedule {Xi =  0 otherwise), 
r(fmcii) -g  tj10 anticipated final charge level and the parameter 4> is the expected science 
value that can be obtained per unit of battery charge. This is based on the typical
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turn angle and distance between targets and the value assigned to each target. Note 
that this fitness function allows different targets to be assigned different science values, 
although in the scenario used here vi =  1 for all the targets.
The value used for (p is based on a typical turn angle of 7t/2 radians, a tj'-pical distance 
between targets of 1.0 metres and an assumed value of 1 for future science requests:
=  1 x \ J L l -  ( - A r f ”™ ')  +  ~ L (4.15)OJj Vr
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C h a p t e r  5
Schedule Construction and 
Execution
This chapter describes the schedule constructor, how it decodes a chromosome into a 
schedule and how that is used to make decisions. The key requirement is to facilitate 
decisions about which activities should be initiated during the next, brief planning cycle 
and when. To ensure decisions are feasible, the schedule constructor must account for 
all temporal constraints and the effect of activities on resource levels. Schedules are 
either created to assess the fitness of a chromosome in the evolving population, or to 
create a schedule for execution. The same method is used in both cases and the process 
is always guided by a chromosome.
The emphasis here is on producing a schedule that is valid rather than attempting 
to optimise it since the evolutionary algorithm is alloted the optimisation problem. 
Nevertheless, when the schedule constructor is left with a choice, it always chooses to 
place activities at the earliest possible time. The algorithm is therefore biased towards 
producing compact schedules.
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5 .1  S c h e d u le  C o m p o n e n t s
5.1.1 Schedule Format: Events
Activities are considered to be the indivisible unit of action for planning purposes and 
so a complete schedule can be described by a list of the start and end times of those 
activities that are included. If this list is time-ordered then it can be used to project 
forward the effect of the scheduled activities on resource levels. This is very useful 
when searching for a place for an additional activity. A time-ordered list is also easier 
to execute. For these reasons the format used for a schedule is a list of events in time 
order, where each event is either the start or end of an activity.
At this level of reasoning it is convenient to normalize the resource values such that they 
all have a minimum of zero and a maximum (or saturation level) of one. Depletable 
resource rates must then be re-scaled as well. The normalized values will be:
>min,q
$max,q ^min,q
mintp
J'rnax ,p  7* min  ,p
(5.1)
(5.2)
=  fi  (5‘3)
f'max,p T min,p
Each event corresponds to the planned start time or expected end time of an activity. 
With each event a set of data is stored:
• The event time.
• Whether the event is the start or end of an activity.
• A reference to the activity in question.
• The normalized amount of each non-depletable resource that will be available 
from this time until the time of the next event.
• The normalized amount of each depletable resource available at the event time.
• The normalized rate of change of each depletable resource from this time until 
the next event.
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When a schedule is partially or fully assembled, the last three elements create a profile 
for each resource. The expected level of a depletable resource can be found for any 
time using a linear projection from the last activity. For non-depletable resources the 
expected level at any time is that given by the nearest preceding activity. This makes 
it possible to find the expected resource levels at any future time without the need for 
fixed time-step numerical integration. An example set of normalised resource profiles 
is shown in figure 5.1.
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Figure 5.1: Example normalized profiles of two non-depletable resources (si and .§2) 
and one depletable resource (r 1).
5.1.2 Envelope O pera tion
Activity start and end events mark changes in resource levels and rates. This informa­
tion must be complemented with a starting point at which absolute values are known. 
This role is performed by a single-activity envelope operation that is always in the 
schedule and never ends. The activity start time is the start of the period over which 
plans are currently being made, tnow. This will be the start of the next planning cycle. 
The end time for this activity is the planning horizon, tnow +  A thorizon, such that all
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activities that are in the schedule, or are to be placed in the schedule, can only occur 
within the duration of this envelope activity. This activity is exceptional in that it is 
never executed, it has no temporal constraints and does affect any resource.
The start event of the envelope operation’s sole activity is used to store information 
about current estimates of resource levels and the current rates of change of depletable 
resources. This provides the starting point for any projections of future resource lev­
els. These estimates are kept up to date from one planning cycle to the next, through 
a combination of projecting forward and using resource level measurements (see sec­
tion 5.4.3).
5.1.3 E ssential O perations
At the start of each planning cycle any new essential operations that have been re­
quested in the last planning cycle are immediately added to the schedule, before the 
evolution process is incremented. They are scheduled using the same method as for 
non-essential operations, described in section 5.2.3. These operations are added to 
the schedule before any activities relating to non-essential operations, except activities 
already underway. It is assumed that it will be possible to schedule all essential oper­
ations without conflict since they are intended to be those functions essential for the 
health of the vehicle. It is therefore important that care is taken not to label operations 
‘essential’ when they are not.
Once placed in the schedule activities relating to essential operations are not removed 
until they have been completed. Consequently the envelope operation and the essential 
operations form the baseline schedule to which non-essential operations may be added.
5 .2  S c h e d u le  C o n s t r u c t i o n  A l g o r i t h m
The algorithm described here details the methods used to place non-essential operations 
into the schedule. The same method is also used to add in any new essential operations 
that are requested.
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5.2.1 A lgorithm  R equ irem en ts and  In p u ts
Broadly speaking the algorithm is required to generate a valid schedule that includes 
as many operations as possible given the details of their constituent activities. More 
precisely, the requirements are:
• The schedule must be valid in that all temporal and resource constraints are 
satisfied. Non-essential operations may be omitted to achieve this condition.
• Only whole operations may be scheduled. If one or more of an operation’s activ­
ities cannot be placed then the whole operation must be removed.
The information provided to the schedule constructor consists of:
• A baseline schedule containing the single activity of the envelope operation, all 
the constituent activities of the essential operations and the end events of any 
activities that are underway.
• A list of non-essential operation requests, specified in the way described in chap­
ter 4.
• A chromosome specifying the order in which the schedule constructor is to con­
sider these requests.
The following subsections show how this information is used to meet the requirements, 
create schedules and assess chromosomes.
5.2.2 C hrom osom e D ecoding &; F itness  A ssessm ent
At the highest level, the schedule constructor works through the N  non-essential op­
erations in the order specified by the chromosome, which is a string of values for the 
operation index, i. It takes the first operation listed and attempts to add all its con­
stituent activities to the baseline schedule using the methods described in sections 5.2.3 
and 5.2.4, which ensure the schedule remains valid. If this is successful then the vehi­
cle interface’s evaluator is shown the schedule so that it can update the chromosome
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fitness, F, which is initially set to F =  0. If no such valid placement could be made 
then the algorithm moves on to the next operation and does not return to this first 
operation. This process is repeated until all the operations have been considered once, 
in the order specified by the chromosome, and a fitness value, F, has been obtained. 
There is no backtracking at this level.
5.2.3 P utting an Operation into the Schedule
For the ith operation to be scheduled it is necessary to find a valid place for all its 
constituent activities. These Ai activities, a ^ i. . .  are listed in a set order, as 
described in chapter 4. A function S(ajj), described in section 5.2.4 is used to insert 
activities, which has a binary success or failure outcome. Activities can also be removed 
using the function R{dij)  (see section 5.2.5).
When first called, the function S{aij)  places activity a i j  at the earliest possible time 
in the schedule. If the activity is removed by the function R{aig) and then S{aig) 
places it again, the activity will be placed at a later time than before. In the event 
that S(a,ij) fails to place the activity altj  this process is reset such that a^j will again 
be placed at the earliest possible time next time S(dij)  is invoked. The mechanism for 
these behaviours is described in section 5.2.4.
Figure 5.2 shows the backtracking algorithm used to place all (or none) of the activities 
a;ti to a(tAr  The forward loop marked ‘F’ schedules each activity in turn until either 
they have all been scheduled or one cannot be scheduled. If the last activity agi is 
reached and successfully placed then the whole operation has been scheduled. If S {a i j ) 
fails at any time then the algorithm backtracks to the previous activity, a ^ - i .  This 
backtracking loop, marked ‘B’ in figure 5.2, then removes this activity and attempts 
to reschedule it (at a later time) and continue with the forward loop. If at any stage 
the function £ (ai,i) fails to place the first activity, a7)i, then the algorithm has failed 
to schedule the ith operation. This may be because it was never possible to place 
the first activity or after an exhaustive search in which many possible combinations of 
activity times were considered but none were valid. Conveniently, in this event none 
of the operation’s activities will be in the schedule when this algorithm fails. If all of
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Figure 5.2: Backtracking algorithm used to place all or none of an operation’s con­
stituent activities in the schedule.
the operation’s activities are successfully scheduled then this search process terminates 
without exploring any remaining options.
5.2.4 Placing an A ctivity
This section describes the function S(aij)  that finds a valid place for activity in the 
schedule as it currently stands. The existing schedule will be valid since activities are 
not added if this will violate any constraints. Therefore this function must find a time 
at which a7j  can be scheduled that satisfies all this activity’s temporal constraints and 
ensures that all the resource constraints are satisfied. None of the activities already in 
the schedule will have any relative temporal constraints that relate to this activity, for 
two reasons:
1. Relative constraints are always with respect to preceding members of an opera­
tion’s list of activities. All the activities that this activity precedes will be added 
later.
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2. There are no relative constraints between activities that belong to different oper­
ations.
The activity’s temporal constraints, non-depletable resource effects and depletable re­
source effects are considered in turn. The function searches for valid windows in time, 
[+mi 7 tmux], during which all the constraints are satisfied. When such a window is 
found that is greater than or equal in length to the activity duration, d^j, the activity 
is placed at the start of the window. This process is outlined in figure 5.3.
Temporal Constraints
The first stage sets the validity window, [tmin, tmax], equal to the first permitted window
in absolute time for this activity, Wijti (i.e. k =  1). If this stage is being returned to
after a window, has been unsuccessfully considered then the next window not
yet explored, Wij^+h is used. Previous searches may have recorded an earliest start
time to be considered for this activity, in which case tmin will be adjusted to
reflect this if necessary. This window is then modified as necessary to accommodate
any relative temporal constraints, which will be dependent on activities already in the
a j)schedule at known times. The minimum value for the activity start time, rs , is trnin 
and t max the maximum for the end time, . The window bounds may therefore be 
modified to reflect constraints on the activity start and end times, although the window 
may not be extended in either direction.
Relative temporal constraints may be equalities or inequalities (see section 4.1.2); equal­
ities are dealt with first. The activity start and end times should each have at most 
one relative temporal constraint that is an equality. If they both have such a constraint 
then this provides a new value for the duration, d { j , of the activity. This value over­
rides whatever duration was originally specified for the activity, since the constraint 
pair has been intentionally specified. The validity window limits are modified to reflect 
the constraint(s). For an equality constraint requiring the activity start to be at time 
tc:
tmin =  lTiax(tmjn, tc) (5*4)
tmax =  Kh.n(tmax,tc ~\~ diff
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'
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Figure 5.3: Process for finding a valid time to schedule an activity, ajj, with duration 
djj.  An overview of the logic flow is shown on the left. In the example on the right the 
validity window is initially set to one of the activity’s permitted windows. A relative 
temporal constraint requires a shift in the start of the window, tmin, and a need for a 
non-depletable resource, sq, leads to a change in window end time to t'max (the dotted 
line is the profile with a( J included). A projection of a depletable resource, rp, with 
ajj starting at the current earliest time (dotted line) shows the resource level going 
negative but crossing zero again at tx,p- With the activity shifted to end at this time 
the new profile (solid line) is satisfactory.
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This form ensures that the validity window limits are not extended. Similarly, if the 
activity is constrained to end at a time tc:
t-max = min(tmax, tc)
lmin =  m a x (£ m jn , tc d(7j) (p.7)
The activity duration is now clarified and the validity window updated in light of any 
equality constraints. Relative temporal constraints that are in an inequality form are 
now used to further modify tmin and tmax. For each constraint on the start time,
(i 7)or the end time, re relative to a known time fc, one of four changes will be made:
£5 ’^  > £c lmin ~  max(£m7n,£c) (fi*®)
£( j) < £c tmax =  min(£max, £c -f- d ,j) (5-9)
4 ,J) > tc tmin =  max(£mj„, £c ditj)  (5.10)
<j) < ^  =i> tmax ~  £Nda(lmax, tc) (fi*41)
With all the temporal constraints now accounted for the activity duration, dij,  must 
fit in the validity window [tmin,tmax\'-
d i j  < tmax “  tmin (5.12)
If this requirement is not satisfied then it is already known that the activity cannot be 
placed here. In this case the algorithm starts again using the next permitted window in 
absolute time, as the starting point for the validity window. This is repeated
until either a large enough validity window is found or there are no more permitted 
absolute time windows associated with the activity. In the latter case the activity could 
not be placed and the function S(aij)  terminates with failure. When all the temporal 
constraints can be satisfied the algorithm moves on to consider resources.
Non-depletable Resource Requirements
Each normalized non-depletable resource level, sq, must not fall below zero at any point 
in the schedule, as represented by the event list. The activity will change each resource
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level by a normalized amount A Sq'J"* for its duration, dig. It is therefore only possible 
to place the activity during periods when:
sq >  As<iJ) V q (5.13)
At this stage the algorithm already has a validity window, [tmj.n,imax\, during which 
all the temporal constraints are satisfied. It now searches for the first period within 
this window when equation (5.13) is satisfied by taking the following steps:
1. Find the last event in the current list for which tevent <  £„««.
2. Starting with this event, search forward through the events until equation (5.13) 
is satisfied for all q. Label this event time t\. If no such event is found before 
tmax then stop and exit in failure.
3. Continue searching through the event list until a later event is found where equa­
tion (5.13) is not satisfied for one or more resources. Label this time t2.
If the search for a period with sufficient non-depletable resources fails then the algorithm 
returns to considering the temporal constraints, but using the activity’s next permitted 
absolute time window, w-ig^+i- Otherwise, a modified validity window, [£'nin, t'max\, can 
now be specified during which all temporal and non-depletable resource constraints are 
satisfied:
tmin =  max(tmjn, £i) (5.14)
tmax =  mill (tmax, t 2) (5.15)
As before, this must be of sufficient duration to accomodate the activity:
dig <  tinax tjnin (5.16)
If this requirement is not satisfied the above 3-step process for finding intervals with 
sufficient resources is repeated from step 2 starting with the event at time t2 instead 
of that found by step 1. Otherwise, the final consideration, depletable resources, is 
addressed.
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Depletable Resource Requirements
Unlike non-depletable resources, depletable resources have a memory effect that causes 
an activity’s impact on a resource level to persist after the activity is completed. Con­
sequently, it is necessary to look ahead when assessing the availablity of these resources. 
The new activity is expected to change the pth normalized depletable resource level
• (i j)
at a rate Arp ’ for the duration dij.  If the resource levels did not saturate it would 
simply be necessary to check for each resource that fp > (A f  ' d ij)  for all times after 
the intended activity start time. Any periods of saturation will, however, complicate 
the effect of activities on subsequent resource levels. Consequently, it is necessary to 
project forward the anticipated resource levels with the activity placed at a trial time. 
The depletable resource levels are projected forward using the method described in 
section 5.1.1 on the assumption that the activity start and end times will be:
=  Cin (5 -1 7 )
4 iJ> =  t'mm +  dij  (5.18)
The projection starts with the values and rates of the last existing event for which
. Oj)
tcvcnt < t'min. The projection calculations add in the normalized rates A f p ' that 
result from the activity for its duration. The projection may stop before the end of the 
schedule once it has passed the trial end time of the activity and any of the following 
conditions has been satisfied for all depletable resources:
1. The resource level is saturated at some time after the activity’s trial end time.
2. The new activity does not affect the resource i.e. A fp ’ =  0.
3. The resource level passed below zero and then back above zero at a later time
tx,v ■
If the projection terminates and all the resource levels were above zero throughout 
then the activity can be placed starting at time t'min. If the level of one or more of the 
depletable resources fell below zero but then rose back above zero at time tx,p then the 
start of the modified validity window is changed to:
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and the projection to check for sufficient depletable resources is repeated so long as the 
duration still fits within the modified validity window:
— tmax ~  tm.in (5.20)
Equation (5.19) requires that the activity ends no earlier than the lastest tx,p, which is 
the point at which the normalized resource level, f p, would just touch zero if the activity 
ended here. If equation (5.20) is not satisfied or if one or more of the resource levels fell 
below zero and did not move back above zero then the activity cannot be placed within 
this modified window [t'min, There may, however, be a later opportunity within
the (possibly broader) window [£m?;n, £mnx], but it is now known that this will start after 
time t'max. The search for non-depletable and depletable resources is therefore started 
again with the start time of this window changed to:
tmin ~  tmax (5.21)
This repeat resource search is only performed if equation (5.12) is still satisfied, other­
wise such a search would be pointless. In the latter case the algorithm has determined 
that this kth window, tUij.fc, does not contain an valid place for this activity, a i j , and 
so it starts the search again from the beginning (temporal constraints) using the next 
permitted window, If there are no more of these windows then S (a i j ) fails.
Incorporating the  Activity
Once a successful search has been completed and a validity window of sufficient length 
found, two events are added to the schedule representing the planned start time for 
this activity and its expected end time. The start and end events will be placed at 
times t'min and t'min +  cty respectively (i.e. as early as possible). These new events are 
inserted ensuring that the schedule events are in time order. If there are any existing 
events at the same time as a new event then the new event is inserted immediately 
after these.
The new events take on the non-depletable resource levels and depletable resource rates 
of those events immediately before them in the schedule. For the new start event and
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any events between it and the new end event these levels and rates are adjusted to 
reflect the effects of the new activity, A Sq'^ and A rp'^. The depletable resource levels 
are then projected forward, starting at the event before the new start event. The 
projection will stop when it has passed the new end event and an event is reached 
where all the depletable resource levels are unchanged by the new activity.
Recording the Search S tate
The higher level backtracking method described in section 5.2.3 may come back to this 
j th  activity if S {a ij+1) fails to place the next activity. In this case the j  th activity will 
be removed and the function S(aij)  called again. Clearly it would be pointless to place 
this activity at the same time again and so it is necessary to record some information 
about the search state at this point (assuming success) so that when such a repeat of 
S(a.itj ) is made this activity will be placed at a later time.
The piece of information stored with the activity when it is successfully scheduled is 
an earliest time to start future searches, ■ This time is set to the time of the first 
event after the new activity start event that is not the end event of this activity.
In the event that S(dij)  fails to place this activity then must be reset since the 
previous activity, i, will now be moved to a later time (if possible) and a fresh 
search will be done for activity a7j .  The start of the first permitted window, Wijp, is 
used as the default value:
= 4W ) (8-22)
5.2.5 R em oving an  A ctiv ity
The function R (d i j ) removes an activity a7j  relatively straightforwardly. The activity 
start and end events are removed from the schedule and the non-depletable resource 
effects and depletable resource rate changes are reversed for any events that were be­
tween the activity start and end. Depletable resource levels are then projected forward 
again from the event that preceded the start event of the deleted activity. This projec­
tion terminates when is has passed the deleted activity’s end time and all the resource 
levels are no longer being affected by the projection.
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5.2.6 C onsu lting  th e  Vehicle In terface
One of the functions of the vehicle interface, described in section 3.4.3, is to modify 
an activity’s requirements during the search process described above in section 5.2.4. 
In particular the vehicle interface is allowed to modify the activity’s duration, its use 
of non-depletable resources and the rates at which it affects depletable resources. The 
vehicle interface is consulted each time a validity window [£m.;n, tmax] is established from 
one of the activity’s permitted windows, Wigy-
If the planning problem is relatively straightforward then this will not be necessary blit 
some change is required in both the cases investigated here. In the UK-DMC imaging 
satellite case the amount of memory consumed varies depending upon which imaging 
window is going to be used (see section 4.2.5). This requires that the vehicle interface 
modify the rates for the memory depletable resources when image capture and downlink 
activities are being scheduled. In the rover scenario it is the durations of the turn and 
drive activities that will vary, depending on what science operations are already in the 
schedule (see section 4.3.4).
5 .3  R e s u l t s  f o r  T e s t  C a s e s
5.3.1 U K -D M C  Scenario
Figure 5.4 shows an 8-hour extract from a schedule created for UK-DMC. In the first 
row of the top chart it is clear that downlink activities only occur when the downlink 
channel is available, illustrating correct management of this non-depletable resource. 
It is also noticable that the schedule constructor has prevented more than one high- 
power activity from occuring at any one time, again showing effective allocation of a 
non-depletable resource. There are two instances where a GPS activity overlaps with 
a downlink window, at t — 80.7 hours and at t — 82.3 hours. The first overlap causes 
an image downlink to be scheduled slightly later that it otherwise would have been. In 
the second instance overlap results in an image being only partially transmitted.
There are rises and falls in memory use of matching amounts when images are captured
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Figure 5.4: An 8-hour section of a UK-DMC schedule created using the schedule con­
structor from a strong chromosome. The top chart shows the activities. The first row is 
those using the high power non-depletable resource: GPS (blue), image capture (green) 
and image downlink (red). Ground station visibility windows are outlined with black 
boxes. Below these activities are the periods on sunlight (yellow) and eclipse (black). 
The other charts show: the amounts of data stored in SSDR0 (red) and SSDR1 (blue); 
the rate of charge/discharge of the battery resourse; the battery state of charge.
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Figure 5.5: Availability of depletable resources rq (battery SOC), r 2 (SSDR0) and 
7*3 (SSDR1 ) over the course of a 5-day schedule for UK-DMC.
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and downlinked. These features in the memory use profile indicate that the schedule 
constructor has enforced the relative temporal constraints on downlink activities: that 
they should start after the end of the associated imaging activity.
The profiles of depletable resource availability over 5 days are shown in figure 5.5. The 
battery state of charge (SOC) repeatedly comes close to the 85% limit, but does not 
cross it. Similarly, full use is made of the two data recorders but there is always a small 
amount available. These results show the schedule constructor enforcing the depletable 
resource limits.
5.3.2 Rover Scenario
Figure 5.6 shows a schedule for the rover scenario. The top chart shows the turn, drive 
and acquire activities always appearing in that order (blue, green ,red). This demon­
strates the schedule constructor enforcing relative temporal constraints on these activ­
ities. There is also no overlap of science operations, showing that the non-depletable 
rover resource, si, is managed properly.
The four gaps in the schedule all occur before an acquire activity (red) and are instances 
where there was not sufficient space in the SSDR to store the data that this activity 
will produce. In each case the schedule constructor has delayed the acquire activity 
such that there is exactly zero free memory when it ends. This shows the schedule 
constructor applying equation 5.19 and imposing the lower limit on this depletable 
resource. Not all of the requested science operations are included in the schedule 
because the limited availability of the electrical energy depletable resource has been 
enforced.
5.3.3 Incom pleteness of Search
In the cases considered here the schedule constructor produces good schedules quickly. 
This algorithm is not, however, a complete search algorithm as it does not consider all 
of the search space. This may lead to situations where multiple operations could be 
scheduled but the schedule constructor will not include all of them, regardless of the 
ordering in the chromosome it is decoding.
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Figure 5.6: Rover schedule. The top chart shows the turn (blue), drive (green) and 
acquire (red) activities. The middle and bottom charts show the profiles of available 
SSDR memory ( 7*2) and electrical energy ( 7*1) respectively.
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Figure 5.7 shown an example situation where just three identical operations are to 
be scheduled, each consisting of two activites the second of which may start at any 
time after the first is complete. In each case, the first 10-minute activity must occur 
within the same 30-minute window. The second activity from each operation has a 
longer duration of 40 minutes and none of the activities may overlap due to non- 
depletable resource constraints. In this case the schedule constructor will only include 
one operation, regardless of the chromosome permutation, when all three could have 
been scheduled. This kind of outcome can often be avoided through careful casting 
of the scheduling problem but this example demonstrates that the search may not be 
complete.
5.4 Schedule E xecu tion
One of the key elements of the approach used here is that the schedule is executed in 
parallel with its ongoing evolution. More precisely, a section of the schedule, covering 
the brief interval t n o w  <  t  <  ( t n o w  + S t ) ,  generated by the last cycle of G  generations of 
evolution is executed while plans for t  >  ( t n o w  +  S i )  are evolved on the assumption that 
everything happens as expected. The feedback of information to NEAT about activity 
success or failure and true resource levels from the vehicle interface is very important 
as this facilitates the adaptation of plans in later cycles if circumstances change.
It is implicit from this description that NEAT has two, parallel threads of computation: 
execution for the current cycle and evolutionary optimisation of future plans. While 
this is the intended concept, no such implementation has be created. In the laboratory 
and simulation experiments conducted these two tasks are instead undertaken in quick 
succession during each cycle.
5.4.1 Executing A ctivities
As a planning cycle comes to an end and the current start time for future plans, t n o w , 
approaches the G  generations of evolution should have been completed. The events 
for the next cycle in the maximum fitness schedule from the population are set aside
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Figure 5.7: Example situation in which the schedule constructor will reject operations 
that could have been scheduled. The vertical lines denote the window in which the 
first (red) activity of each operation may be scheduled. The second activity, that must 
follow the first, is shown as blue for each operation. The top diagram shows the valid 
solution that includes all three operations. The lower chart shows the solution that the 
schedule constructor would produce through its greedy search.
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for execution. The first event in all schedules is always the envelope operation’s start 
event. This is moved to a new time, t n o w  <— ( t n o w  + 5 t ) ,  and becomes the starting point 
for evolution of future plans during the next cycle. The non-depletable resource levels 
and depletable resource rates for this new envelope start event are changed to those of 
the last of the events set aside for execution, if there are any. The depletable resource 
levels are projected forward to the new time, t n o w . If there are any activity start events 
in the set of events set aside for execution then the corresponing end events are locked 
in place, as if they were part of essential operations. Any other activities relating to 
the same operation that are not underway or completed are still free to be removed 
and rescheduled. The next G  generations of evolution can now proceed.
Any start events among those events set aside for execution are used to tell the vehicle 
interface to initiate the relevant activities at the event times. NEAT expects the vehicle 
interface to repond when an activity is completed, rather than being told to stop. NEAT 
marks activities that are underway or completed so that the schedule constructor knows 
not to try to add them into the schedule again. When all of a non-essential operation’s 
activities have been successfully completed then a goal has been achieved and can be 
removed from the goal set. The corresponding gene can also be removed from each 
chromosome in the evolving population (see chapter 6).
5.4.2 Handling Failed A ctivities
If an activity’s end event time is reached and NEAT has not been informed of the 
activity’s successful completion then it is assumed to have failed. Alternatively, the 
vehicle interface may declare the activity to have failed before then. If an activity from 
an essential operation has failed then this would most-likely be a trigger for suspending 
normal operations and adopting a safe-mode.
If a failed activity is from a non-essential operation then the relevant goal will not be 
achieved by the current plan. In future cycles of planning this is, therefore, treated 
as a fresh operation request, with none of the activities underway or completed. Any 
progress that has been made with this operation is effectively written off. An example 
of this might be an image capture activity being declared failed by the vehicle interface
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because the image was cloudy. The vehicle interface would delete the rejected image 
and the operation request for this image would be considered afresh by NEAT. This 
response does not feed into the current planning cycle and so the next schedule may 
contain start events for other activities relating to this operation. In this case these 
start events will not be acted 011.
The most appropriate response to a failed activity will, in practice, depend on the 
application and the exact circumstance. In general, therefore, the vehicle interface will 
have to manage the relationship between fault detection and NEAT’s planning. In the 
planetary rover case, for example, the drive activity may not finish within the alloted 
time due to very slow progress. It may, however, have all but reached the target. In this 
case the vehicle interface can reflect this when consulted by the schedule constructor 
regarding the activity duration for attempting to drive to this target again. NEAT will 
then be likely to try to reach this target again since such a decision would have a high 
fitness due to the small expected use of battery charge.
The potential for failed activities is a key motivation for having a short planning cycle 
length, S t ,  such that these failures will be accounted for in future planning quickly. 
Operations being terminated due to a failed activity may leave spare capacity in the 
system that can only be exploited after the next planning cycle.
5.4.3 Using Resource Level M easurements
The resource levels of the envelope operation’s start event are the starting point for 
all estimates of future resource levels when planning. When NEAT is initialised these 
values are set to specified estimates of the resource levels at the start of the first 
planning cycle. Thereafter NEAT projects the levels forward from one planning cycle 
to the next based on the expected consumption or generation by scheduled activities. 
It is likely that these values will slowly drift away from reality if they are not corrected. 
Resource measurements can, therefore, be used to update the start event of the envelope 
operation before a new planning cycle begins.
C h a p t e r  5 .  S c h e d u l e  C o n s t r u c t i o n  a n d  E x e c u t i o n
C h a p t e r  6
Evolutionary Optimisation
The previous two chapters have defined the exact planning problem covered by this 
work and the method used to create a valid schedule of activities from a chomosome. 
This chapter describes how a population of these chromosomes is evolved in a guided 
search for the optimum solution to the planning problem.
6.1 E volution  C om ponents
The evolutionary algorithm maintains a population of II chromosomes, C \ ...  C h  . ..  Cn, 
which are encoded solutions to the planning problem (the encoding method is decribed 
in section 6.1.1). Each generation the population is used as parents to a produce 
a new population of child chromosomes that then replace the parents. This process 
increments the evolution of the population and has four steps: evaluation, selection, 
crossover and mutation. The evaluation and selection stages are used to bias the 
next generation towards higher fitness levels, while crossover and mutation allow new, 
potentially better solutions to enter the population. These processes are described in 
sections 6.1.2 to 6.1.5. NEAT undertakes a fixed number, G, of these generations during 
each planning cycle before using the chromosome with the greatest fitness, F m a x , to 
generate a schedule for use in the next cycle.
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6.1.1 Problem  Encoding
In this work each chromosome is an order in which N  non-essential operation requests 
should be considered for placement by the schedule constructor. The requested oper­
ations are numbered i  =  1. . .  N  and so a valid chromosome is any permutation of the 
numbers 1. . .  N .  This is, therefore, a permutation optimisation problem. An example 
chromosome for 10 operations would be:
C h =  8 — 2 — 1 0 - 7  — 4 - 3  — 6 - 9 - 5  — 1 (6.1 )
Considered separately, each constituent gene may be any of the alleles i  =  1. . .  A, but 
each allele must appear exactly once in a chromosome and cannot be repeated.
6.1.2 Fitness Evalution
Each chromosome is decoded into a valid schedule of activities using the schedule 
constructor, described in chapter 5. The schedule is then evaluated to give a fitness for 
the /ith chromosome, J/. The fitness function used will depend on the application and 
could take many possible forms, although negative fitness values are not permitted. In 
the last of G  generations in a planning cycle the highest fitness chromosome found at 
this stage is used for creating the schedule to be used in the next planning cycle.
6.1.3 Chromosome Selection
The r o u l e t t e  w h e e l  method [28] is used to select chromosomes from the parent popula­
tion. This selection method is prefered over other techniques such as rank or tourna­
ment selection because it’s effect on the population’s fitness distribution can be easily 
understood, a property that is exploited later (see section 6.3.1).
Roulette wheel selection draws chromosomes from the parent population with probabil­
ity in proportion to their fitness. The probability of the hth chromosome being selected 
is given by:
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Figure 6.1: Roulette wheel method for selection of parents from a population based on 
their fitness. Portions of the ring are assigned to each member of the parent population 
in proportion to their fitness. A random direction is then used to select a parent.
This parent sampling process is repeated II times to create a new population of equal 
size. Selection is with replacement such that the same chromosome may be selected 
more than once. This method derives its name from an analogy with a roulette wheel 
that has sectors representing each of the parent chromosomes sized in proportion to 
their fitness (see figure 6.1 ).
6.1.4 Parent Crossover
Selected parents are considered for crossover in pairs. Pairs are ‘crossed over’ to produce 
pairs of children with probability p c . The remaining pairs are simply copied into the 
child population.
The crossover operator should produce two different children that both have some of 
the properties of the parents. In the case of a genetic algorithm, where each gene 
may be any allele, this is most easily done by cutting the two parent chromosomes 
into two pieces and joining the opposing halves to form children (see equation (2.1 1 )). 
As discussed in section 2.3.4 this often produces invalid child chromosomes with the 
permutation encoding system used here and so a specialist crossover operator is needed.
The PMX crossover operator [29] is used here. This approach was also used in [85]. This
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Crossover points
I Ii s
21 6 3 4 7
Parents
4 3 8 5 1
8 5
2 6
Children
1 5 3 4 7 2 6 8
4 3 2 6 1 8 5 7
Figure 6.2: PMX crossover. The positions of the opposing pairs of genes in the crossover 
region are swapped a pair at a time for both parents to produce two children.
operator selects two points at random along the two chromosomes to create m a p p i n g  
s e c t i o n s .  The opposing gene pairs from these sections are used in turn to map genes to 
new locations in both chromosomes, by swapping their positions. In the example shown 
in figure 6.2 the mapping sections run from gene number 6 to gene number 7 (the two 
randomly selected positions). Firstly, the positions of alleles 8 and 2 are swapped in 
both chromosomes and then the positions of alleles 5 and 6.
6.1.5 M utation
Once a child population has been created through a combination of crossover and 
replication of selected parents, each chromosome may be mutated with probability p m . 
Usually most of the child chromosomes will n o t  be mutated. In this work the inversion 
operator [47] is used, which reverses a section of a chromosome running from one 
randomly selected gene to another. Mutation is an important component as it ensures 
that the evolutionary algorithm will keep branching out and exploring the search space.
6.2 A dding and R em oving G enes
Section 6.1 described how the evolutionary algorithm optimises a population of chrom- 
somes for N  operation requests. The set of operation requests is, however, slowly
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changing as new non-essential goals are set and as operations are completed. When 
initialised, NEAT will have no operation requests ( N  — 0) and so each chromosome 
will have zero genes. As goals are set the chromosome length will begin to build up 
and the population will start evolving. This requires a mechanism for adding a new 
gene to each chromosome without having information on what position it should take. 
The new gene is simply inserted into each chromosome in the population at a random 
location. This is shown in figure 6.3(a) and is intended to try a variety of options from 
the start without causing too much disruption to the existing population if it has begun 
to evolve.
0 0 0
0 0 0
0 0 0
0 0 0
6 7 2 4 3 5 1
2 1 6 4 7 5 3
2 1 4 3
2 4 3 1
71! 6 |[_5J| 111 3 2 
(a)
3 1 4  2
(b)
Figure 6.3: (a) Insertion of a 7tli gene at random locations in each of four chromo­
somes. (b) Shortening of four chromosomes when operation 3 is completed. All the 
corresponding genes are removed and those genes assigned i  >  3  are changed to i  — 1 
(i.e. each 4 is replaced with a 3).
When the rath operation is completed the chromosomes must all be shortened as they 
are permutations of the numbers 1 to A and N  has been reduced by one. The gene that 
corresponded to the completed operation is located in each chromosome and removed. 
Each gene assigned an allele i  >  m  is changed to the allele i  — 1 such that it corresponds 
to the same member of the list of remaining operation requests with the completed 
operation removed. These steps are shown in figure 6.3(b) and prevent the completion 
of an operation causing a change to the schedule for the other operations.
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6.3 A lgorithm  P aram eterisation
Evolutionary algorithms have generally proved difficult to model mathematically, which 
has made parameterising them more of an art than a science. This section develops an 
approach to modelling evolutionary algorithms that can be applied to a wide range of 
cases.
A population of chromosomes shares a number of features with a canonical ensemble 
of thermal systems. Both are a group of similar systems that can be in one of a defined 
set of states, be that a particular chromosome assignment or a quantum state. The 
state of each chromosome determines its fitness and that of a thermal system sets its 
energy. Thermal systems may exchange heat and chromosomes are blended together 
by crossover operations. Previous work [63] has exploited these similarities to produce 
a statistical mechanical model of a genetic algorithm’s dynamics. The results were 
promising but the work was not extended beyond minimising the energy of a spin glass 
using a binary genetic algorithm, a case that naturally lends itself to analysis using 
statistical mechanics.
This section presents a statistical mechanical model that can be applied to a wide range 
of evolutionary algorithms. The work focuses on understanding how parameters such 
as the rates of crossover and mutation affect the population diversity and therefore how 
these parameters should be set.
6.3.1 M odelling the Evolutionary Dynam ics
Each chromosome is modelled as a thermal system where each quantum state corre­
sponds to a specific assignment of alleles to genes. The energy of each of these states is 
related to the fitness of the equivalent chromosome. The population of II such systems 
is therefore modelled as a canonical ensemble, which is taken to be at temperature T .  
The energy, £/t, of the h t h  member of the ensemble is related to its fitness, J/, such 
that if the energy is zero then the chromosome’s fitness is the maximum fitness of the 
current population:
Fh =  Fmaxe~Bh (6 .3 )
6.3. Algorithm Pammeterisation 101
where F m n x  is the maximum fitness in the current population. It is assumed that the 
maximum attainable fitness is not known. A chromosome’s energy is then given by:
E h  = In F m o x  -  In F h  (6.4)
For a canonical ensemble in thermal equilibrium these energies will have a Boltzmann 
probability distribution. However, since the number of energy levels is very large and 
the distribution of the energy levels is not necessarily known, we assume that the distri­
bution of energies is given by the equivalent exponential probability density function:
- e / t
f ( E )  =  ——— (6.5)
Note that here the Boltzmann constant k p  has been dropped since this is an abstract 
system and the temperature, T ,  has no physical meaning. The analog}'- is not strictly 
adhered to since no attempt is made to find the exact partition function for the ensemble 
as this would be problem specific. The model is then simply an exponential distribution 
of energies (as defined by equation (6.3)). The mean energy is:
( E )  =  T  (6.6)
Furthermore the mean fitness is given by:
roo p - E / T - n / *
( F ) =  I  x  F n m x e ~  d E  (6.7)
Fmax
T + l
<F) = (6-8)
Selection
From equation (6.2) the probability of a chromosome being selected by the roulette 
wheel method is:
Ph= m  (6-9)
The affect of selection on the distribution of energies can be found by applying Bayes’ 
theorem for continuous distributions [84]:
/ .(^ e le c tio n )  =  (6.10)
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where //selection |J5j is the selection likelihood. Applying equations (6.9), (6.3) and 
(6.5) gives:
/ s (A (selection) = —7]
—E / T  E m ax  —E
t  e  n < F )e
where i) is the normalisation divisor. Substituting in equation (6.8) gives:
/s (A (selection) = % T  ±  1 - E ( T + l ) / T
T
We now define:
T +  1
and note that rj =  1 /  n  to give:
(6.11)
(6.12)
(6.13)
e - E / T s
f s  ( E  | selection) = —- —  (6.14)
I s
Therefore the effect of selection is to give another exponential distribution of energies 
with a lower temperature given by equation (6.13).
After n  generations of just selection the temperature of an ensemble that started at 
temperature T i n i t i a i will be given by:
T  =  Tini/ f f l.—  (6.15)1 ±  T i-!  i n { t i a l
Figure 6.4 shows this result compares well with experiments indicating that it is a good 
model of the effect of selection on the energy distribution.
Crossover and Mutation
The effect of mutation is modelled as a partial randomisation of the mutated chromo­
some. It is therefore assumed that the resulting energy has a fraction e m  taken from the 
distribution of energies of completely random chromosomes, with the remaining
portion of the energy coming from the original chromosome. Ideally, crossover would 
not, in general, have any effect on the energy distribution. In the permutation encoding 
scheme used in this work, however, crossover will have a disruptive effect, partly be­
cause of the way in which the operator works but also due to the complex relationship 
between chromosomes and their fitness. Crossover is, therefore, modelled in the same 
way as mutation, with a child chromosome’s energy taking a proportion e c from i p ( E ).
6.3. Algorithm Parameterisation 103
Figure 6.4: Comparison of theory with experiment for the effect of selection on the 
ensemble temperature. The solid line is the model given in equation (6.15) and the 
dashed lines are ten simulations of a population of 1000 chromosomes with initial 
energies drawn from a Boltzmann distribution with temperature T i n i t ia i —  0.07.
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The distribution of random energies is problem specific but is taken to be Gaussian 
here (see figure 6.5) with mean energy E q and standard deviation To:
£~(E—Eo)2/2Tq
iP ( E ) (6.16)TqF tt
In general F m a x  will vary as new, fitter chromosomes enter the population, and so E q 
will fluctuate, even though the distribution of random fitness values does not. Therefore 
this energy is set to be equivalent to a reference fitness, F r e f .
E 0  ~  In F m a x  -  In F r e f  (6.17)
Figure 6.5: Distribution of random energies compared with current population at tem­
perature T.
For a selected chromosome with energy E s , crossover is performed first with probability 
p c , giving a new energy:
E c = (1 — €c ) F s  + s c E r  (6.18)
where E r is the energy of the randomised component. Therefore the distribution of
energies after crossover is:
f c ( E \ crossover) = (1 -  p c ) f s ( E ) + pc[(l -  e c ) f s ( B )  + e c j ) ( E ) }  (6.19)
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The resulting distribution is approximated as a new exponential distribution with tem­
perature T c set to the mean energy after crossover:
Tc = { 1 - Pcec)Ts + pctcEo (6.20)
Mutations are applied next with probability p m , giving chromosomes with energy:
E m , —  (1 — F , r , ) E c + e m E r  (6.21)
The new distribution of energies is now:
f m ( E \ mutation) = (1 -  p m ) f c ( E )  + pm[(l -  e m ) f c ( E ) + e m i p { E ) ]  (6.22)
Again, this is approximated as another exponential distribution with the temperature
set to the mean energy:
T m  = (1 — P m ^ m ) T c  + p .m e m E o  (6.23)
= (1 pcec)(l Pme?n)Ts T (pc€c T P m ^ m  P c € c P m £ m ) E g  (6.24)
This is now the model for the distribution of energies after crossover and mutation.
Complete Evolution Model
Equations (6.13) and (6.24) can now be combined to find a relationship between the 
temperatures of the I t h generation and the ( I  +  l)th generation:
T l+ 1  =  ( l - a ) f f k j + a E 0  (6.25)
where:
O' = pcec + p m  € m  P  c.F-cPmF-rn (6.26)
By setting Ttyi =  T i  —  T eq  this can now be used to find the equilibrium temperature 
of the ensemble:
T e q  =  ( l - a ) H D + a E o  (6.27)
Oi
Teq = 2 1 +  —  - 1  a (6.28)
Therefore this equilibrium temperature is determined by a, representing the combined 
impact of crossover and mutation, and E q , the mean energy of random chromosomes.
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6.3.2 Evolutionary Algorithm  Param eter Selection
During the evolution process the selection function is continually trying to ‘cool’ the 
population (see equation (6.13)) while the effect of crossover and mutation is to raise 
the temperature towards Eq. If chromosomes with a high fitness are to survive then 
selection must be able to have an impact, however if the mutation and crossover rates are 
too low then the fittest member of the population will wipe out all other chromosomes 
and the evolution process will stagnate.
The level of diversity in the population when it has reached equilibrium is characterised 
by the equilibrium temperature T eq, given by equation (6.28). Equation (6.28) can be 
rearranged to give the amount of crossover and mutation needed to maintain a desired 
temperature, T e q :
E 0 ( T eq  +  l )(6'29)
Note that since a eq is limited to the range 0 < a e q  <  1, equation (6.29) is only valid 
when Eq >  T e q .
It is useful to note that T  =  1 equates to a population in which the fitness values are 
uniformly distributed in the range zero to F m a x  and so T eq <C 1 will be needed to give 
a strong bias towards fitter chromosomes. If a population member has a fitness that is 
a fraction P  below the current maximum fitness then its energy will be:
E  =  In ( =  In — / )  (6.30)
F  J \ 1 - P  
For small energies this simplifies to:
E & 0  , / ?<  1 (6.31)
Therefore, since the temperature is the average energy of the population, for small 
values it will also be a typical value for p .  If at equilibrium T eq  =  0.01, for example, 
then chromosomes in the population would typically have a fitness 1 % lower than 
F m a x • This gives a better insight into the effect of temperature on population diversity 
when choosing an appropriate value for the desired T e q , although in practice some 
experimentation will always be necessary. In this work T eq  = 0.05, or p  =  5%, has been 
found to work well.
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Selecting crossover and mutation rates
Rather than using fixed crossover and mutation probabilities, a value is chosen for T eq  
along with a ratio, R ,  of the intended effects of crossover and mutation:
where c teq is calculated using equation (6.29).
The parameter e m  will generally be specific to both the problem and the mutation 
operator in question. It’s value should be obtainable analytically and examples of this 
are given later.
In some cases, such as the classic binary string genetic algorithm formulation, e c  may 
be zero since offspring are constructed straightforwardly from their parents’ genes. In 
these situations there is complete freedom to choose p c and a large value (> 0.5) is 
typically used. Also the mutation rate is then simply p m  =  a e q / e m . In other cases, 
such as the permutation optimisation problem at the centre of this work, crossover is 
more complex due to constraints on the possible offspring and e c may be non-zero and 
variable.
When offspring are created from two identical chromosomes, almost all methods pro­
duce clones of the parents. Therefore, since T  = 0 corresponds to a uniform parent 
population, ec will be zero in this circumstance. In general ec will increase as the 
temperature rises and so a first order model for this parameter is simply:
where k  is a constant parameter. Note that if at any stage T  = 0, then crossover will 
have no effect and the mutation rate should be set to p m  —  a e q / e m .
If the coefficient k  cannot be determined from theory, then it can be determined from 
experiment. If the evolution algorithm is run with a fixed rate of crossover then the
{ p c e c ) = R { p m e m ) (6.32)
This relationship, combined with equation (6.26), yields:
(6.33)
Ptnfm. — Q ti 7 2 + 1  \J (R  +  l ) 2 4CKeqR (6.34)
e c — k T (6.35)
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temperature of those offspring that result from crossover is expected to be:
Tc = (1 — ec)T + 6 cE q (6.36)
At each generation where crossover occurs a measurement of ec can, therefore, be 
derived:
T c  —  T  ,
(6-37>
These measurements will be very noisy but if, after many such measurements, a satis­
factory correlation with T  emerges then a value of n  can be measured.
Population Sizing
Various methods have been proposed for setting an appropriate population size, for 
example based on schema processing [72]. This work involves continuously optimising 
a slowly changing problem and occasionally taking action based on the current best 
solution. The key requirement is that a good solution is always available, therefore the 
population is sized to ensure that the maximum fitness does not regress too frequently.
In the model developed here, each generation produces an exponential distribution of 
energies. In practice, however, only a discrete number of samples are taken from this 
theoretically continuous distribution. This number of samples is the population size, II. 
If a single sample is taken with energy 6  then the probability that this sample energy 
is above a set value E m i n  is:
P ( 0  >  E min) = e ~ E m i n / T  (6.38)
If II samples are taken then the probability that the minimum energy of the sample 
set, 0 m i n ,  is greater than E rn i n  is the same as the probability that all the energies in 
the sample are above E m in:
P(6min > Emin) =  [e~Emin/T]n = e~nEmin/T (6.39)
Therefore the probability that the minimum energy in the sample is less than E m i n  is:
P{0min < Emin) =  1 -  e~UEmin/T (6 .4 0 )
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Differentiating this gives a p.d.f. for E m j n :
f(Emi„) = E(6 41)
Therefore the expected minimum energy for a sample of size II is:
{E m i n ) ~  jj (6.42)
If a child population has E m i n  >  0 this means that the maximum fitness in the child 
population is less than that of the parent population. This could be because the 
member with highest fitness was not selected or be due to the effects of crossover and 
mutation. From equation (6.31) it is known that E m in  is essentially the fractional 
fall in the maximum fitness of the population. The population size is therefore set to 
give a tolerable value for the expected size of this fall, (3to u  when the ensemble is in 
equilibrium:
(6.43)
P t o l
This rationale is based on some assumptions that are somewhat approximate. For 
example the population is not in practice sampled from a continuous distribution at 
each generation but created from a finite number of parents. Also the possibility that a 
new generation may contain members with greater fitness than so far seen, and so with 
negative energy, is not considered. This results in the prediction that the maximum 
fitness will steadily fall when in fact it should rise over many generations. Nevertheless 
it provides a useful guide to the effect of population size that is relevant to the planning 
problem in question.
6.3.3 Estim ating F r e f
Equation (6.29) provides the basis for setting the rates of crossover and mutation. The 
term Eq that appears represents the expected energy of completely random chromo­
somes and is defined in equation (6.17) as being dependent on F m(lx, the maximum 
fitness of the current population, and F r e f ,  which is defined by:
In Fref  =  (In Fr) (6 .4 4 )
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where F r  is the fitness of a completely random chromosome. This may in some cases 
be calculated from prior knowledge of the problem in question, but in general it will 
have to be estimated. This is done by studying the effect of mutation on the fitness 
and corresponding energy of population members. Under the model used here, when 
a chromosome with fitness F  and energy E  is mutated it will have a new energy given 
by:
E '  = (1 — e m ) E  + e m E r (6.45)
Expanding this using equation (6.4) and rearranging yields:
In F r  =  In F  -j- —  In ( (6.46) 
e m  \ F  J
where F '  is the fitness after mutation. Each time a selected chromosome is mutated 
that was n o t  involved in crossover equation (6.46) can be used to give a measurement 
of Ini7)..
These measurements will be very noisy and so it is necessary to generate a smoothed 
estimate of In F r e f  whilst ensuring that the estimate is sensitive to change over appro­
priate timescales. A least-squares estimator is employed for this purpose. The estimate 
of In Frej  at generation I is denoted xi. The ni measurements given by equation (6.46)
at step I are zvj, where v =  I ... np These are combined to give a single measurement
value for update I: 1 ni
*  = - £ * . , !  (6-47)
711 V=1
When a generation has one or more mutations, the update equation for X [ is:
x i  = (1 -  y ) x m  + 7 z i  (6.48)
where m  is the last generation where a mutation oecured, enabling an update of x .  The 
variance of the updated estimate x i  is:
erf = (1 -  i f  <rf + ic \  (6.49)
w h e r e  o f 2 is th e  v a r ia n ce  o f  th e  p r e -u p d a te  e s t im a te  a n d  is  g iv e n  by:
a f  =  <j2me« -m» T (6 .5 0 )
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where o f n  is the variance at generation m  and t  is a time constant (expressed as a 
number of generations) that determines how responsive the estimator will be to changes 
in In F r e f . In this work r =  50 generations is used throughout. Minimising o f  with 
respect to 7 to get the least-squares estimate gives:
- • - F i  l“ ,)
The variance of each measurement, o f ,  is not known, however it is the relative rather
than absolute values that determine the behaviour of the estimator. Each measurement
zv<i is, therefore, given the same variance, which is arbitrarily set to 1 such that the 
variance of the combined measurement, zi, is:
cr* =  1  (6.52)
Finally, it is necessary to initialise the estimator with an essentially arbitrary value x i = q 
and associated variance, o f =Q 1. The current estimate of In F r e /  is used to calculate 
£0 hi equation (6.29).
6.3.4 Population Entropy
In statistical mechanics the entropy of an ensemble can be calculated from the partition 
function Z :
S = ~  +  l n Z  (6.53)
where:
M
Z  =  f ^ e - E >, T  (6.54)
i=i
Here the Bolzmann constant has again been set to 1 since it has no physical meaning,
M  is the total number of possible states of each system and U  is the mean energy of a
system. Z  can be rewritten as:
Z  = M { e ~ E / T ) (6.55)
This can then be estimated using the probability density function for random chromo­
somes:
Z  =  M
r oo p ~ ( E —Eo)2/2Tq
/ ~ ~ F 7 W  e dE (6'56)oo iov47T
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Combining the exponential terms and completing the square for the resulting exponent 
gives:
,00 e-(B-£,)V2I? _  2
Z  =  M =  d (6.57)J—OO Tq v27T
where:
£1 =  - y(8-58)
The integral is now equal to 1 and so taking logarithms and noting that in this case 
U  =  T ,  gives the entropy:
S  =  1 +  l n Z  (6.59)
T$__Eo 
2 T2 T=  l + ln M  +  (6.60)
where M  is simply the number of possible chromosomes and will depend on the encoding 
method used. Eq and T  are already measured but T02, the variance of the energies of 
random chromosomes, must be calculated separately by theory or experiment for the 
entropy to be measured. This is of 110 direct use but it is nevertheless interesting to 
see how ‘disordered’ the population is.
6.3.5 Simple Example: The Travelling Salesman
In this problem the salesman must complete a closed tour of N  cities, covering the 
shortest possible distance. The chromosome encoding format is a permutation of the 
numbers 1. . .  A, the same as that used by NEAT. If A = 10, a chromosome such as:
8 - 2 - 1 0 - 7 - 4 - 3 - 6 - 9 - 5 - 1
would represent a valid tour. The number of possible chromosomes is simply the number 
of possible permutations of A elements:
M  =  A! (6.61)
The fitness of a chromosome is simply the inverse of the total distance covered, D ,  by 
visiting the cities in the order specified by the chromosome:
F =  i  (6 .6 2 )
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In this example N  =  20 is used, the population size is set to II = 500 and a target 
equilibrium temperature of T eq  —  0.05 is to be maintained by equal energy contributions 
from crossover and mutation (i.e. R  —  1). The same PMX crossover and inversion 
mutation operators are used as in NEAT.
Figure 6.6: Measured values of ec plotted against the mean energy (temperature) of the 
parents to which crossover was applied. The dashed line is the model fit to the data.
To measure k  experimentally a larger population of 10000 chromosomes was evolved 
for 500 generations with a crossover rate of p c = 0.1 and a mutation rate of p m . =  0.02. 
These results are shown in figure 6.6. For those data points in figure 6.6 where T  < 0.2 
there appears to be a good correlation with e c . The few points above T  —  0.2 are 
from the very early stages of the evolution process where the population is still largely 
random. Removing these data points and fitting a straight line through the origin gives 
k  =  0.33. This value is used to calculate ec from the current temperature.
The inversion mutation operator will change two of the N  contributions to the total 
distance around the tour and so e m  —  2 / N  is used.
A population of 500 chromosomes is initialised as random permutations of the 20 cities 
and then evolved using these parameters for 1000 generations. The progression of the 
population temperature and the mean population fitness are shown in figures 6.7 and 6.8 
respectively. Though initially high, the temperature is rapidly cooled through selection 
and settles to a level close to the desired equilibrium temperature. The distribution of
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Figure 6.7: The population temperature (solid line) over 1000 generations of evolution. 
The dashed line indicates the intended equilibrium temperature.
F ig u re  6 .8 : T h e  m e a n  f itn e ss  in crea ses  as t h e  p o p u la t io n  e v o lv e s .
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the chromosomes’ energies (figure 6.9) is not exponential initially, but is driven towards 
such a distribution by the evolution process.
(a) (b) (c)
Figure 6.9: The distribution of the chromosomes’ energies: (a) At initialisation, (b) 
After 500 generations, (c) After 1000 generations.
As fitter solutions to the Travelling Salesman Problem are found, E q rises and so the 
rate of mutation (figure 6.10) falls toward a steady state as the fittest solution in 
the population approached the optimium (figure 6.11). For crossover, however, the 
probability actually rises (figure 6.10) due to the estimate of e c falling in proportion 
with the temperature. The variability of the crossover rate is also due to noise in the 
measured temperature and therefore the value used for e c .
Figure 6.10: The probabilities of crossover (dotted line) and mutation (solid line) during 
evolution.
The estimate of F r e f , used to calculated E q , settles to a largely steady value after just
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Figure 6.11: The Travelling Salesman Problem solution represented by the fittest mem­
ber of the population after 1000 generations. The solution is near-optimal, although 
clearly not optimal.
a few generations (figure 6.12) in spite of a great deal of noise in the measurements. 
Also, the estimate matches the theoretical value calculated in appendix B reasonably 
well, although the estimator gives a consistently lower value.
Figure 6.12: Estimated value of F r e f  (solid line) from measurements (crosses) compared 
with theoretical value (dashed line).
The population entropy (figure 6.13) is calculated from equations (6.60) & (6.61) using 
a value of To from appendix B. There is a clear downward trend showing that there is 
increasing order in the population as it evolves.
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Figure 6.13: Entropy of the population during evolution.
6.4 A p plication  to  th e  U K -D M C  Case
In this section the method described in section 6.3.2 is used to parameterise NEAT’s 
evolutionary algorithm for the UK-DMC Earth imaging scenario. A 40-target, 5-day 
planning problem, described in section 7.1.1, is used. To test the model of the evo­
lutionary dynamics the planning problem is kept fixed here, rather than the schedule 
being executed in parallel with the evolution. First it is necessary to identify values for 
the model parameters k  and ec.
6.4.1 Estim ating k ,
A large population of 10000 chromosomes was evolved for 500 generations with fixed 
rates of crossover and mutation: p c —  0.05 and p m  = 0.002. At each generation the 
population temperature was recorded with an estimate of e c  calculated using equa­
tion 6.37. The estimates of e c  are plotted against the temperature values for the last 
250 generations, when the population has had time to reach an approximate equilib­
rium (see figure 6.14). The data is clearly very noisy but a line through the origin is 
fitted with gradient k  =  0.872.
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(a)
Temperature
(b)
Figure 6.14: (a) The temperature of the population of 10000 chromosomes settling to 
an equilibrium level, (b) Correlation between ec and temperature during the last 250 
generations.
6.4.2 Estim ating e m
When permutation optimisation is applied in the NEAT planning and scheduling con­
text the chromosomes represent the order in which N  operation requests are fed into 
the schedule constructor. The fitness values assigned to chromosomes are derived from 
the schedules that result, which will only include n  of the N  requested operations.
The inversion operator is used for mutation here, which reverses the section of chromo­
some from the 2 th element to the j  th element inclusive. The positions i  and j  are chosen 
at random with all positions having equal probability (if i  >  j ,  they are swapped). The 
simplifying assumption is made here that the n  elements of a chromosome that con­
tribute to the fitness will be the first n genes.
Consider two slightly different chromosomes (an original and a mutant) being fed into 
the schedule constructor. The two resulting schedules will be identical up to the point 
where there is a difference between the chromosomes. When the first different gene is 
reached the two schedules will diverge. Much of the rest of the two chromosomes may 
be the same but the schedule constructor will be adding the remaining operations to 
different schedules and may place them all at different times. In this case, therefore, e m  
is the proportion of the chromosome after the first element in the mutated chromosome
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that has been affected by the mutation operation. For a given value of j  that is known 
to be in the range j  <  n ,  the expected number of elements affected by the mutation, 
x , will then be:
i r 1 N
( x  | j  < n )  =  —
1
2 N
( n  -  i  + 1 ) + J 2  ( n  -  j  + 1)1
i = l  i —j + 1
(2 N  -  2 n  +  2 n N  + j 2 + j -  2 N j  -  2)
(6.63)
(6.64)
The first term in equation (6.63) considers the case where i  <  j , while i  = j  has no 
effect and i  >  j  is accounted for by the second term. If j  > n  then only those cases 
where i  <  n  will contribute:
( x  | j  >  n )  =
N [ i > -i=l
* +  1)
n (n +1) 
2 N
(6.65)
(6.66)
Averaging over each possible value of j  gives the expected number of affected elements:
N
(%) =  - ^ ^ J 2 { 2 N - 2 n  +  2 n N +  j 2 + j - 2 N j - 2 ) +  n ( n +  1)
n(n +  1)(3A — n  — 2)
3A2
Only n  elements contributed to the original fitness, therefore in this case:
( x )  (n + 1)(3A — n  — 2)
n 3A2
(6.67)
(6.68)
(6.69)
The value used for n  is the mean number of operations included in the parents schedules.
6.4.3 Population Size
In the scenario used here a good schedule will typically contain around 20 targets for 5 
days of operations. If the fittest schedule in the population contained one less target, 
it would represent a fractional fall in maximum fitness of (3 = 0.05. The population 
size is set using equation (6.43) so as to tolerate a typical fall in the maximum fitness 
100 times smaller than this between generations. This approximates to allowing the 
evolution process to drop a target every 100 generations in the hope that this will be
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more than balanced by new, stronger solutions emerging. With f3to i —  0.0005 and a 
target equilibrium temperature of T eq  —  0.05 equation (6.43) gives a population size of:
II = ^  =  ° ‘Q5 = 100 (6.70)
p t o i 0-0005 V ;
Clearly it would always be preferable to have a larger population size, but this would be 
at the expense of the number of generations of evolution per planning cycle, G , given 
finite computing power. Here this is set to G  = 5 so that the implementation of NEAT 
used in these simulations could plausibly run on a dedicated space-worthy processor, 
such as those used on board UK-DMC.
6.4.4 Evolution Results
The population temperature is shown in figure 6.15 and is very noisy due the relatively 
small population size. It appears to settle slightly lower than was intended but is of 
the right magnitude, with a mean of T  —  0.038 compared to an intended value of 
T eq  = 0.05.
Figure 6.15: Actual population temperature (solid line) compared to the intended 
equilibrium value (dashed line).
The growth of both the mean and maximum fitness of the population (figure 6.16) 
appears good. There are many occasions where a new, higher fitness chromosome 
enters the population but is lost before it has had sufficient generations to become 
established. There are, however, few instances where the maximum fitness falls from 
a well established level to a lower level. This indicates that the population sizing has
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worked reasonably well, with a small population able to increase in fitness rapidly but 
rarely throw away substantial gains.
Figure 6.16: Maximum (red) and mean (blue) fitness of the population.
The probability of crossover is typically around p c = 0.1 (figure 6.17) but occasionally 
much higher. These peaks are due to the population temperature falling and the 
expected impact of crossover, characterised by ec, falling with it. When this happens 
the heating contribution from crossover is maintained by increasing p c . Sometimes, 
during these periods of low temperature, there are generations where T  =  0. In these 
cases crossover is known to have no effect and so the probability is set to p c = 0. 
Heating of the population is then left entirely to mutation, which then has increased 
probability, as explained in section 6.3.2. This results in spikes in the mutation rate 
(figure 6.18) when T  = 0.
Figure 6.17: Probability of crossover.
The estimate of F r e f  (figure 6.19) is in good agreement with the mean fitness of 20
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Figure 6.18: Probability of mutation.
Figure 6.19: Output of the estimator for F r e f  (solid line) and the mean fitness of 20 
random chromosomes (dashed line).
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randomly generated chromsomes. These are not strictly comparable, since the estimator 
is trying to find (In F r e f )  rather than In ( F r e f ) ,  however they should be similar.
6.5 A p plication  to  th e  P lan etary  Rover Scenario
Here NEAT’s evolutionary algorithm component is tested on the 16-target planetary 
rover scenario described in section 4.3. The values of k and em are estimated for this 
problem such that the rates of crossover and mutation can be set using the method 
specified in section 6.3.2. The population size is set to n  = 100, as in the UK-DMC 
case.
6.5.1 Estim ating k
The planning problem used here was that described in section 4.3 and this was kept 
fixed (i.e. there was no execution of the schedule). The temperature of a population of 
10000 chromosomes decayed over the first 100 generations to a relatively stable range 
of interest in a single run with p c  =  0.1 and p m  = 0.02. The estimates of ec from the 
last 400 generations are shown in figure 6.20 with a line of best fit through the origin. 
The estimate from the gradient is k  —  0.125.
6.5.2 Estim ating em
Only a subset of n of the N  requests are included in the schedule and contribute to the 
fitness. A simplifying assumption is made that the operations included will be the first 
n  in a given chromosome. In practice, the mapping of a chromosome to a schedule is 
such that operations will all be included in the order specified by the chromosome up 
to some point, after which most will not be accepted but it is possible that one or more 
will be.
Inversion reverses a section of a chromosome from the ith element to the jth element 
inclusive, where i  and j  are both equally likely to be at any of the positions along the 
chromosome. To calculate e m  it is necessary to find an expected number of contributions
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(a) (b)
Figure 6.20: (a) Temperature profile over 500 generations of evolution of the rover 
planning problem, (b) Correlation during the last 400 generations between ec and 
temperature.
to the fitness (and therefore energy), x ,  that will have been disrupted and are to be 
assumed to have been randomised. The key factor that determines any operation’s 
contribution to the fitness is the journey to target since this consumes battery charge, 
which is finite and ultimately limits the fitness. Therefore it is the number of disrupted 
links between genes representing the n  operations included that is to be found.
There are four possibilities to consider:
•  j  <  n  and i  <  n .  In this case the problem is similar to the Travelling Salesman 
Problem and x  =  2. There are n  values of i  for which this is the case.
• .7 < n  and i  >  n .  Here a number of genes representing operations included in the 
schedule are replaced by genes from the region i  >  n .  The value of x  is taken 
to be the number of genes moved from included positions to excluded positions, 
plus one (corresponding to the first broken link).
• j  >  n  and i  <  n .  Here one existing link is disrupted and a number of chromosome 
elements are moved from beyond the cut-off point to within it.
•  j  >  n  and i  >  n .  In this case the mutation has only affected genes that made no 
contribution to the fitness and so x  —  0.
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To calculate the expected value of x ,  the expected value for a fixed value of j  is found, 
considering all possible values of i .  It is useful to have an example to work with and so 
the case N  —  16, n  = 12 is shown in equation (6.71):
are those that do not. The three ranges for the value of j  shown above the chromosome 
are now considered in turn.
Region 1: j  < (2n — N ). Here the number of genes from beyond the cut-off point 
that are moved inside it is entirely determined by the value of i .
Region 2: (2n —  N )  < j  <  n  The number of genes moved in from beyond the cut-off 
point is dependent on both i  and j .
Region 3: j  >  n  The number of genes moved in from beyond the cut-off point is 
entirely determined by the value of j .
For j  <  n  the expected number of affected elements is:
j  <  (2n — N ) | ( 2 n  —  N )  <  j  <  i i  | j  >  n
1 —  1 — 1 —  1 —  1 — 1 —  1 — 1 —  1 — 1 —  1 —  1 — 0 — 0 — 0 —  0
(6.71)
The genes marked ‘1* are those that contribute to the fitness value and those marked ‘0’
1
{xj)j<n -  jt 2?t+ (1+i-n) (6.72)
i=n+1
3 A +  n  +  N 2 -  2 n N  + n 2 
2 N
(6.73)
When j  >  n  only the cases where i  <  n  contribute to the expected number:
{ X j ) j > n  =  ~ ( 1  + j - n ) (6.74)
Therefore the overall estimate for the number of affected elements is:
/™\ _  1 A(3A + n + A 2 -  2 n N  +  n 2 )
{ X '  ~  A 2 N
N
+ 77 I S  U + J - n )  (6.75)
j = n +1
(6 .7 6 )
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When calculating e m  the average population fitness is used as the value for n  since the 
fitness values are usually dominated by the number of science operations included in 
the schedule. A plot of how this result varies with n  is shown in figure 6.21 for N  =  16. 
The graph shows that ( x )  —> 2 as n  —> N ,  which is expected since in this limit the 
problem is essentially the same as the Travelling Salesman Problem.
2.71--------------1--------------1--------------1--------------1--------------1--------------1--------------1--------------
Figure 6.21: Variation of ( x )  with chromosome fitness for N  —  16.
These ( x )  affected elements are a proportion of the n  contributions to the fitness and, 
in turn, the energy of a chromosome. Therefore the required equation for em in this 
case is:
£m =  M  =  3 N - n g ^ - r y
n  N 2
6.5.3 Evolution Results
Here a population of initially random chromosomes was evolved for 1000 generations, 
without any execution of the schedule. The temperature was very variable but oscillated 
around the intended equilibrium level (see figure 6.22).
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Figure 6.22: Actual population temperature (solid line) compared to the intended 
equilibrium value (dashed line).
The growth in fitness was fairly steady early on and reached a plateau in the first 500 
generations (figure 6.23). Towards the end of the remaining generations some slightly 
higher fitness chromosomes entered the population for brief periods but did not become 
established. Once at an established level the maximum fitness did not fall significantly.
Figure 6.23: Maximum (red) and mean (blue) fitness of the population.
The probability of crossover varied greatly but was typically around p c  =  0.3. This 
is much higher than in the UK-DMC case due to the lower value of k, which reflects 
the smaller impact of crossover on chromsome energy in this case. Shortly before the 
800th generation a dip in the temperature causes the calculated value for p c to be 
greater than 1, which is an invalid probability. This is handled by instead setting 
P c  =  0 and increasing the mutation rate to create the same heating effect. This is the 
same mechanism that is used when the population temperature reaches T  =  0 (see
128 Chapter 6. Evolutionary Optimisation
section 6.3.2). The result is a spike in the mutation probability (figure 6.25), which is 
otherwise around 0.01.
Figure 6.24: Probability of crossover.
Figure 6.25: Probability of mutation.
The output of the estimator for F r e f  is shown in figure 6.26 and compares well to 
the mean fitness of 20 random chromosomes. It is also notable that the maximum 
population fitness in figure 6.23 is around double these estimates of fitness for random 
chromosomes, showing that the evolutionary algorithm has produced strong solutions 
to this planning problem.
6.6 C onclusion
For the NEAT algorithm to make effective use of on-board computing power the evo­
lutionary algorithm component must be able to make significant optimisation progress
6.6. Conclusion 129
10
o
0 100 200 300 400 500 600 700 800 900 1000
Generation
Figure 6.26: Output of the estimator for F r e j  (solid line) and the mean fitness of 20 
random chromosomes (dashed line).
quickly. Meanwhile, it is important that the maximum fitness of the population does 
not suffer frequent falls as the best chromosome will be used for decision making at the 
end of each planning cycle.
In this chapter the marked similarities between the behaviour of a population of chro­
mosomes in an evolutionary algorithm and a canonical ensemble of thermal systems 
have been exploited to find create a model of the evolutionary dynamics. This model 
is used to set parameters such as the rates of crossover and mutation in a methodical 
way such that the population diversity converges to a level condusive to finding good 
solutions in a timely manner.
C h a p t e r  6 .  E v o l u t i o n a r y  O p t i m i s a t i o n
C h a p t e r  7
Test Case Results
In this chapter experiments are performed using NEAT to show that:
1. The evolutionary algorithm is able to produce high quality, optimised schedules.
2. Evolving the schedule of future plans in parallel with execution does not signifi­
cantly impair this performance.
3. NEAT is able to adapt and re-optimise plans when circumstances change.
4. The algorithms developed here are effective when applied to a practical example.
The experiments are undertaken for the two case studies described in chapter 4. In the 
first example (section 7.1) the UK-DMC Earth observation satellite is tasked to image 
target areas spread over the globe, with new image requests arriving continuously. The 
second case (section 7.2) applies NEAT to planning science activities on a rover, which 
is able to navigate autonomously between targets.
7 !  U K -D M C  Im aging
7.1.1 Baseline Scenario and Goal Set
To test the statistical performance of NEAT applied to UK-DMC a 5-day scenario is 
used with a fixed set of 40 targets, which are requested at the start of each simulation.
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The locations of the targets are randomly distributed across the globe within the lat­
itude range [—70°, 70°], since UK-DMC has limited coverage in the polar regions (see 
figure 7.1). The latitude and longitude extents of the targets are drawn randomly from 
the range 300km to 500km, such that they are all less than the swath width of around 
600km.
Figure 7.1: Target image areas.
Processed GPS data from the start of September 2004 is used to find UK-DMC’s orbit 
parameters at that time, which are used for the simulation. These parameters are
supplied to ImPredict [87, 49] so that it can accurately calculate imaging and downlink
opportunities. The same parameters are also used to propagate the satellite orbit in 
simulation to enable the amount of power generated by the solar arrays to be calculated. 
All the orbit propagation is performed using the epicycle orbit model [32], an accurate 
analytical approximation for near-circular orbits such as that followed by UK-DMC. 
The orbit parameters from the GPS data are:
Semi — major axis, a = 7,062.970km 
Eccentricity, e  = 9.6496 x 10-4 
Inclination, i  = 98.157°
R ig h t A sce n s io n  o f  th e  A sc e n d in g  N o d e . Q =  1 3 3 .4 7 0 °
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Argument of Perigee, uj =  247.691° 
Mean Anomaly, M q =  246.852°
GPS Data Epoch, t G P S
1st September 2004 
01 : 11 : 39.00 UTC
Perigee Argument of Latitude, a p  =  247.793° 
Epoch Argument of Latitude, ci'o = 134.645° (7.1)
The epicycle model uses the first four standard parameters, but uses a p  and ci'o instead 
of the standard argument of perigee and mean anomaly. These arguments of latitude 
are measured from the ascending node, when the satellite crosses the equator travelling 
north. ImPredict always starts its calculations from the ascending node, where ci = 0. 
For this reason it is more convenient to use a slightly earlier epoch, such that o:q =  0. 
In all the simulations, therefore, the orbit epoch and the simulation start time are:
7.1.2 NEAT Parameters
Broadly speaking NEAT requires few parameters and most of them relate to the evo­
lution component. The values used here are:
• Planning cycle length, S t  = 600 seconds.
• Time to planning horizon, At h o r i z o n  = 10 days.
• Evolving population size, II = 100.
• Evolution generations per planning cycle, G  = 5.
• Desired population pseudo-temperature, T eq  —  0.05.
• Ratio of crossover and mutation contributions, R — l .
1st September 2004 
00 : 34 : 49.58 UTC
(7.2)
The values for the parameters k  and e m . are those detailed in sections 6.4.1 & 6.4.2 
respectively.
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7.1.3 Optimisation Performance
Simulations of the 5-day scenario were run to investigate the performance of NEATs 
evolutionary optimisation. Three versions of NEAT were used to schedule activities:
1 . A random chromosome is used to generate a schedule, which is then executed 
without any modification.
2. The evolutionary algorithm is run for 3600 generations prior to execution. The 
fittest chromosome in the final population is then used to create a schedule that 
is executed without any further refinement.
3. NEAT operates nominally with evolutionary optimisation and execution of the 
schedule running in parallel. There are G  =  5 generations of evolution in each 
of the 720 planning cycles over the 5 days such that there are a total of 3600 
generations.
In these simulations the schedules are executed as planned (no activities fail) and the 
resource levels behave predictably. A set of 20 simulations were run using each of the 
above three versions of NEAT and the results are shown in figure 7.2 and table 7.1.
From figure 7.2 it is clear that evolutionary optimisation in either mode yields large 
improvements in performance over random chromosomes. This is encouraging since 
the schedule constructor used to decode the chromosomes into schedules operates in a 
greedy manner and so even those schedules created from random chromosomes have 
been partly optimised. The mean difference in optimisation performance as a result of 
evolving the schedule in parallel with execution rather than in advance is small (6%). 
This shows that the approach used in this work whereby the optimisation algorithm 
runs in parallel with execution has little performance cost.
7.1.4 A daptation Performance
Here the same sets of simulations are run using the same three variants of NEAT but 
with a slight change to the scenario. In these simulations the image capture activities
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Figure 7.2: Total amount of image data returned with: (top) a random fixed schedule, 
(middle) an optimised fixed schedule, and (bottom) a schedule optimised in parallel 
with execution.
Static Dynamic
Mean S.D. Mean S.D.
Random 5588 1206 2676 886
Pre-optimised 8837 418 4679 861
Parallel-optimised 8289 592 5729 914
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Table 7.1: Summary of optimisation performance results for the static and dynamic 
(50% imager failure rate) UK-DMC planning problems.
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fail with a 50% probability. This simulated camera fault is comparable to the genuine 
problem of cloud obscuring the target area. Cloudy images are very common and 
represent one of the biggest practical problems in real-life operations of UK-DMC. 
These simulations assume that cloud can be detected on board the satellite and the 
image can either not be taken or deleted immediately. Strictly speaking, it is the former 
alternative that is simulated here as the image capture activities fail without using any 
resources.
10|----- 1----- T----- r
0 1000 2000 3000 4000 5000 6000 7000 8000
Total Data (Mbytes)
Figure 7.3: Total amount of image data returned with a 50% imager failure rate using: 
(top) a random fixed schedule, (middle) an optimised fixed schedule, and (bottom) a 
schedule optimised in parallel with execution.
The results from these simulations are shown in figure 7.3 and table 7.1. The amounts 
of data returned using a fixed schedule, be it created from a random or optimised 
chromsome, has fallen by 50%, as would be expected. The performance with NEAT 
operating as designed, with the evolutionary optimisation algorithm running in parallel 
with execution, is significantly better (22% on average). This is because the failed image 
captures leave memory available that can be utilized by changing the schedule. The 
evolutionary algorithm is able to re-optimise the schedule to take advantage of this
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and return more data. This demonstrates the ability of NEAT to adapt plans in an 
unpredictable environment.
7.1.5 Comparison with Current Planning
Here a simulation of UK-DMC operations is run for the 30 days of September 2004 
using a set of targets similar to the 94 areas imaged by UK-DMC during that month. 
The exact coordinates of 9 of the targets actually imaged were not known and had to 
be approximated. The target areas are spread widely over the globe and are shown in 
figure 7.4. The actual scheduling for this period was performed by ground station staff 
using the existing Mission Planning System, which also calculates imaging windows 
using ImPredict. The Mission Planning System automatically enforces operational 
constraints such as resource limits but maximising the throughput of the system is 
conducted manually.
l o n g i t u d e
Figure 7.4: Target areas imaged by UK-DMC during September 2004. Some of these 
targets occur more than once in the set of targets to be imaged.
These image requests were sent to NEAT in a simulation of UK-DMC over this period 
such that there were always 40 outstanding. Once all 94 requests were sent the Simula­
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tion started sending the requests again from the top of the list but with a much lower 
priority (p, = 1 as oppose to p i  =  5).
A total of 119 images were captured and downlinked in the simulation, an increase of 
27% on the actual return. This result included 90 of the 94 targets, with 29 targets 
being imaged twice. The fact that only 4 targets were not imaged suggests that the 
evolutionary algorithm had effectively accounted for the priority weightings. Of the 
missed targets, two were in the UK where imaging competes with downlink time. The 
other two were in Italy and China. It may not have been possible to capture all 94 
targets in the 30 day period, since the coordinates were not all exactly the same as 
those actually imaged.
The simulated depletable resource availability profiles over the 30 days are shown in 
figure 7.5. NEAT successfully enforced all the resource constraints. The battery state of 
charge comes close to the 85% minimum on a number of occasions, but does not breach 
it. The average amount of data stored in SSDRO is 339 Mbytes, more than twice the 
average for SSDR1 (113Mbytes), indicating that NEAT selected imaging opportunities 
to exploit the larger capacity of SSDRO. During image capture activities the port 
imager captured an average (per image) of 181 Mbytes of data compared to 76 Mbytes 
captured by the starboard imager. This shows NEAT biasing imaging to the port side 
to reflect the available storage capacity and so optimise performance.
The run time for NEAT and the simulation on a single 3.0 GHz processor was 16 hours. 
Scaling this to the 720-hour simulation length suggests a dedicated 67 MHz processor 
would be required to run NEAT in real-time onboard UK-DMC.
7.2 R over Science P lanning
As with the UK-DMC case, simulations are used here to establish the benefit gained 
from using the evolutionary algorithm and the degree to which NEAT is able to adapt 
plans in a dynamic environment. In this case a practical demonstration is also under­
taken with a model rover in an experimental test area. These experiments are used to 
show NEAT operating in a real-time dynamic environment.
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Figure 7.5: Depletable resource profiles from NEAT planning for the 30-day UK-DMC 
scenario from September 2004. The minimum battery state-of-charge (SOC) is indi­
cated by the red dashed line. Note that SSDR0 (1024 Mbytes) has twice the capacity 
of SSDR 1 (512 Mbytes).
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7.2.1 Scenario and Goal Set
All these experiments, both simulation and practical, are based on the experimental 
setup used to test the model rover described in section 4.3. This laboratory experiment 
has 16 potential targets spread over a 2m x 2m test area that the small model rover 
may navigate to autonomously. The same dimensions and parameters are used during 
simulations. All the targets are given equal priority, p i  =  1 . In the simulation experi­
ments the rover motion is modelled using the same speed and turn rate values given to 
the planner. At the start of each experiment (simulated or practical) the memory and 
electrical energy depletable resources are fully available. A typical experiment lasts 
just 8 minutes, since the timescales are shortened as well as the length scales.
7.2.2 NEAT Parameters
Broadly speaking NEAT requires few parameters and most of them relate to the evo­
lution component. The values used here are:
• Planning cycle length, 5t = 1.0 seconds.
• Time to planning horizon, A t h o r i z o n  —  1000 seconds.
• Evolving population size, II =  100.
• Evolution generations per planning cycle, G = 10.
• Desired population pseudo-temperature, T eq = 0.05.
• Ratio of crossover and mutation contributions, R  — 1.
The values for the parameters « and em are those detailed in sections 6.5.1 & 6.5.2 
respectively.
7.2.3 Optimisation Performance
Here simulation experiments are conducted to assess how effective NEAT is at op­
timising the rover’s operations schedule. In particular the effectiveness of using the
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evolutionary algorithm to optimise the schedule in parallel with execution is investi­
gated. Three sets of 20 simulations were performed for a scenario in which all 16 targets 
are requested at the start of each simulation:
1. A single randomly generated chromosome is used to generate a schedule, which 
is then executed without any change.
2. The evolutionary population is evolved for 5000 generations and then the fittest 
member of the final population is used to generate a schedule that is executed 
without change.
3. NEAT is applied in the nominal way with the evolutionary optimisation running 
in parallel with schedule execution. There will typically be around 500 planning 
cycles with 10 generations each, giving an approximate total of 5000 generations.
In each case the number of science targets visited is recorded for each simulation. The 
first data set is intended to be a control with no optimisation other than the greedy 
nature of the schedule constructor. The second and third data sets can be compared 
to see the effect of running the optimisation in parallel with execution. The results 
from these simulations are shown in figure 7.6. From the figure it is clear that using 
the evolutionary algorithm in either way yields a great increase in science return. The 
results also show that the loss in performance caused by optimising the schedule in 
paralled with execution, rather than in advance, is small. The results are summarised 
in table 7.2 and show a 7% mean fall in performance when the evolutionary algorithm 
is run in parallel with execution and a negligible change in variation.
Mean S.D.
Random 6.35 0.96
Pre-optimised 11.95 0.59
Parallel-optimised 11.10 0.54
Table 7.2: Summary of optimisation performance results for the static rover planning 
problem.
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Figure 7.6: Number of targets visited by the rover with: (top) a random fixed schedule, 
(middle) an optimised fixed schedule, and (bottom) a schedule optimised in parallel 
with execution.
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7.2.4 A daptation Performance
Further sets of 20 simulations were performed in a modified scenario in which only 12 
of the 16 targets are requested initially. The remaining 4 targets are requested after 
100 seconds by which time the rover has already visited some targets. Two sets of 
simulations were run with differing forms of optimisation:
1. Using a fixed schedule generated after 5000 generations of evolutionary optimisa­
tion.
2. Using NEAT planning in the nominal way with optimisation running in parallel 
with execution.
The results are compared in figure 7.7. With the evolutionary algorithm running in 
paralled with schedule execution NEAT is able to adapt its plans when the new requests 
arrive. This leads to better performance than using a. fixed, pre-optimised schedule in 
a slightly dynamic example such as this. The average number of targets visited when 
using NEAT in the nominal way was 11.4, compared to 10.1 with a fixed schedule, a 
13% improvement.
7.2.5 Practical Experim ent
In this experiment NEAT was used in the nominal way to command the rover in real­
time. The 16 targets were requested at random times with the last being requested 
after 278 seconds of a 650-second experiment. The rover was able to visit 15 of the 
targets, significantly more than in the simulations. Figure 7.8 shows the successful 
management of the two depletable resources. The battery charge was steadily depleted 
each time the motors were used but a small amount of charge was left at the end. 
NEAT successfully scheduled the science data acquisition activities so as to exactly use 
all the available memory without over-depleting this resource. To do this NEAT often 
commanded the rover to wait at a target until sufficient memory was available before 
initiating the science activity.
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Num. targets visited
Figure 7.7: Number of targets visited by the rover with: (top) a fixed schedule optimised 
in advance of execution, and (bottom) a schedule optimised in parallel with execution.
Time (seconds)
F ig u re  7.8: S im u la te d  reso u rce  lev e ls  d u r in g  th e  p r a c tic a l rover e x p e r im e n t.
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Figure 7.9: Number of science targets requested and to be visited during the practical 
rover experiment.
The red dashed line in figure 7.9 shows the cumulative number of science requests sent to 
the rover during the experiment. The first 11 requests were readily incorporated into the 
schedule. This is evident from the solid black line showing the total number of targets to 
be visited under the current plan, which matches the cumulative number of requests up 
to this point. In this first phase the evolutionary algorithm is successfully adapting its 
plans to include all targets as new requests arrive. For the rest of the experiment NEAT 
is not able to include all the targets in the schedule due to the limited amount of battery 
charge. The expected number of science targets to be visited does, however, continue 
to rise slowly. The model NEAT uses to estimate the duration of each of the turn 
and drive activities is slightly pessimistic and so when these activities are completed 
NEAT discovers that less time and less battery charge was used than expected. When 
this happens NEAT adapts its future plans both by bringing activities forward in time 
where possible and, importantly, using the newly available battery charge to extend 
the planned tour of science targets. This explains the continued, slower growth of the 
total expected number of science targets to be visited. This also explains why the rover
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was able to visit more targets in this experiment than in any of the simulations. The 
simulation results show that the expected return without this adaptation would have 
been 12 science targets. Therefore the 15 targets that were visited demonstrates a 25% 
improvement as a result of running the schedule optimisation in parallel with execution.
The route taken by the rover in this experiment is shown in figure 7.10 and appears far 
from optimal for two reasons. In the early stages the rover has not yet received requests 
to visit several of the targets and can only plan for those requested so far. Indeed the 
first target to be requested will inevitably be visited first since this is the only possible 
decision at this time (other than doing nothing). The second reason is that the last four 
targets visited could only be added into the schedule once it was realised that visiting 
other targets had consumed less battery charge than expected.
Figure 7.10: Route taken by the rover in the practical experiment, starting at position 
[0,0]. 15 of the 16 targets were visited.
C h a p t e r  8
Conclusions and Future Work
8.1 C onclusions
Conventional spacecraft operations planning typically revolves around batch-planning 
whereby a complete plan is developed for a set period (e.g. day, week, month or year) in 
advance and then executed with as little change as possible. In practice demand from 
end-users will not generally arrive in advanced batches. In the case of Earth-imaging, 
for example, there will be a mix of bulk area imaging and smaller, ad hoc requests. 
Alternatively a remote science agent, either on board an orbiting mission or a planetary 
rover, may spot a target meeting criteria of interest and generate an additional request. 
Furthermore, plans cannot always be executed as intended. Activities may take longer 
than expected, use more resources than expected, or simply fail, making part or all of 
a plan invalid. Even in a relatively predictable environment, such as an Earth-imaging 
satellite mission, imaging operations frequently fail to produce the desired result due 
to cloud obscuring the target. Furthermore, as a spacecraft approaches end-of-life, 
resource availability will degrade and its behaviour may become less predictable.
Schedule repair algorithms have proved to be the most popular approach to dealing with 
these uncertainties among automated planners and experiments in on board autonomy 
[55, 65, 14, 23, 86]. These approaches are still based on batch-planning but allow the 
plan to be ‘repaired’, either by adding occasional new operations or making adjustments 
to account for unexpected changes in circumstance (e.g. resource availability). This
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style of planning leads to the plan optimisation occuring at the advance, batch-planning 
stage, with later repairs aiming to make as little change as possible rather than finding 
a new optimum solution.
The algorithm developed in this work represents a new approach to 011 board autonomy 
for spacecraft. Here all the decision making is performed onboard and this process is 
running continuously, in parallel with the execution of activities. The algorithm has a 
rolling planning window, always looking ahead a set amount of time, A t  h o r i z o n -  Rather 
than dealing with requests in batches this approach is able to manage a continuously 
changing goal set, removing goals when all the required activities are completed and 
adding operations into the schedule when new goals arrive. The evolutionary algorithm 
is continuously searching for improvements to the operations schedule while at the same 
time providing decisions for the immediate future. This allows the optimisation of the 
schedule to be informed by the latest information about resource levels, the goal set 
and recent activity outcomes.
The results in chapter 7 show that running the evolutionary optimisation in parallel 
with execution, rather than in advance, for a pre-defined batch of operations has little 
performance cost. Further results show that when the problem is dynamic this approach 
is able to improve performance by adapting and re-optimising future plans through 
continuous evolution. This was demonstrated for failed imaging activities on UK- 
DMC, newly identified targets on a surface rover and unexpectedly available resource 
in a practical rover experiment. The results do not account for the added benefit of 
being able to send requests whenever is convenient instead of accumulating a batch for 
advance planning.
The use of an evolutionary algorithm for the optimisation component proved highly 
appropriate with this approach. The maximum fitness schedule in the evolving pop­
ulation could be used at any time to make a decision. Furthermore, a change to the 
planning problem does not invalidate the search process since the evolution process has 
no memory effect, only the current population is required to continue. It was, however, 
important to have an encoding scheme for which all possible chromosomes are valid. 
This ensures that a decision can always be made that will correctly enforce all of the
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operational constraints. This also means th a t the reliability of this planning system 
has no dependence on the ou tpu t of the evolutionary algorithm, which has a random  
element. All possible chromosomes will correspond to  valid schedules.
W hen there is a  change in circum stances the evolving population needs to  make sig­
nificant progress towards a new optim um  in tim e to  make a  decision. In  the two case 
studies explored here this means m aking improvements on a timescale of the order of a 
hundred generations, ra ther th an  thousands. To achieve this w ith the small population 
size th a t on board processing power allows requires careful selection of the  evolution­
ary algorithm ’s param eters, such as the rates of crossover and m utation. The model 
developed in chapter 6 can be used to  understand how these param eters affect the 
level of diversity in the population. T he diversity can then be chosen to balance the 
ability to react to  change w ith the bias towards keeping the fittest m embers of the 
current population. Results have shown this to  be effective, w ith actual diversity levels 
being close to  those intended and improvements in fitness appearing w ith  the required 
speed. T his model of the  evolution behaviour could be employed in m any applications 
of evolutionary algorithms.
8.2 F u tu re  W ork A reas
In  this thesis a generalised planning problem  was investigated and applied to  two test 
cases. A lthough the scope of the research was intended to  be quite broad there are 
inevitably a num ber of directions in which it could be expanded. There are also some 
relatively narrow aspects th a t could have been investigated in further depth. The 
following subsections consider various options for fu ture development, focusing first on 
expanding the bread th  and then on extending the depth  of the research.
8 .2 .1  D i r e c t io n s  fo r  B r o a d e n in g  t h i s  R e s e a r c h  
S y s te m  S ta te s
T he NEAT algorithm  does no t explicitly consider states of the system  when planning, 
although in practice the interaction w ith the vehicle interface does allow some states
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to be considered. In the rover example, the position and orientation of the rover affect 
the duration of m anoeuvring activities and so these would be na tu ra l candidates for 
states.
In the UK-DMC example the geometry of each imaging opportun ity  affects the  am ounts 
of d a ta  th a t will be produced. In the case of an agile imaging satellite (e.g. Beijing-1, 
in the same constellation as UK-DMC) the am ount of power generated by the solar 
arrays is affected by a ttitu d e  manoeuvres perform ed during imaging operations. For 
this interaction to be considered fully when planning a ttitu d e  states would have to be 
added.
The above examples are all continuous states, however discrete sta tes can also be use­
ful. In the UK-DMC case, for example, the  SSDRs are assumed to draw power at 
a  continuous background level. In  practice, however, th is power drain  only occurs if 
they are storing data. This detail could be accounted for when planning by including 
a  discrete s ta te  for each SSDR. Discrete states have also been found useful in other 
planning systems, such as A SPEN  [64],
States could be added to NEAT, alongside resources, and projected from event to 
event in a  similar way. This would expand the level of planning fidelity considerably, 
bu t would also make the problem significantly more complex and com putationally de­
manding.
C o n s te l la t io n s
This research focuses on the planning problem for an individual spacecraft. There are an 
increasing num ber of space missions and mission concepts th a t employ m ultiple vehicles 
such as satellte constellations and form ations and cooporating groups of rovers. To 
operate in this context, NEAT could be changed in different ways. I t  could be modified 
to operate as a global planner, micro-managing all activities across the  system  or it 
could become a planning agent, m anaging a single spacecraft bu t also interacting w ith 
other, similar agents to exchange operations or coordinate activities.
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A lte r n a t iv e  S e a rc h  A lg o r i th m s
In this work ail evolutionary algorithm  was used th a t employed a perm utation  encoding 
scheme. This approach was selected based on a  qualitative analysis of the  natu re  of 
the problem  and w hat m ethods would be suitable. I t was considered im practical to 
perform  direct quantita tve comparisons w ith o ther approaches. Some changes could, 
however, be investigated such as assessing the effectiveness of Tabu Search on a batch 
planning problem ra ther th an  a dynam ic problem  (for which it is no t suitable).
T he perm utation encoding scheme was effective bu t it m ight be be tte r if the  chromo­
somes were a m ore direct representation of schedules. F inding such an encoding scheme 
th a t  does no t create invalid regions in the  search space is bo th  an interesting and a 
challenging problem.
Particle swarm optim isation [22] is another search m ethod th a t could be employed 
in place of the evolutionary algorithm  in NEAT. Algorithms in this group are closely 
related to evolutionary algorithm s b u t do no t use crossover and m utation  to explore 
the  search space. Instead, each population member, or particle, has a velocity in the 
search space such th a t it moves between nodes of the  search space from one generation 
to the next. An acceleration is applied to  each particle th a t is a weighted combination 
of pull towards the best node visited by th a t particle and the best node visited by 
the whole population (or sw aim ). As w ith T abu Search, this approach, a t least in its 
standard  form, may not be suited to  a dynam ic problem since it relies on recording the 
best nodes visited so far. I t  would, nevertheless, be interesting to  com pare performance 
w ith the evolutionary algorithm  for a  sta tic  batch scheduling scenario and it may be 
possible to  find a particle swarm approach th a t can be applied to a dynam ic problem.
A p p lic a t io n  to  U n m a n n e d  A e r ia l  V eh ic les  (U A V s)
I t was noted in chapter 4 th a t the operations planning problem for a  UAV is strikingly 
similar to th a t for a  planetary  rover. In bo th  cases an autonom ous vehicle is required 
to navigate to  m ultiple targets, acquire d a ta  and manage limited resources. Autonomy 
for UAVs is a  field th a t is much less developed th a t in the space sector and it would be
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interesting to apply NEAT and other algorithms to problems such as those described 
in [80].
8 .2 .2  A r e a s  fo r  m o r e  D e ta i l e d  I n v e s t ig a t io n  
E v o lu tio n a ry  A lg o r i th m  M o d e llin g
The model of the dynam ics of evolutionary algorithm s proved useful in selecting pa­
ram eters. I t  is, however, lim ited in scope. Firstly, it assumes th a t the roulette wheel 
selection m ethod will be used. I t  would be interesting to  see the effect of using other 
selection operators and w hat model changes this would require.
Secondly, the model focuses on using the rates of crossover and m utation  to  achieve 
a  desired level of diversity. Adjusting the selection criteria could also be used to  this 
end, an approach th a t is already being investigated a t the Surrey Space Centre [75]. 
This might also be extended to  using such a model to  pick out chromosomes th a t may 
combine to form solutions th a t explore new, potentially fitter regions of the search 
space.
T C S P  w i th  N o n -D e p le ta b le  R e so u rc e s
In a  Tem poral Constraint Satisfaction Problem  [21] constraints on event times m ay be 
one of a  set of options. Solving such problems firstly requires a  search for combinations 
of constraints th a t have a feasible solution. Such combinations along w ith a  linear 
preference function then form a Linear Program m ing Problem  th a t can be solved using 
standard  m ethods. T C SPs are clearly defined and well understood, mailing it possible 
to investigate the m ost efficient ways of finding a  globally optim al solution. T C SPs do 
not, however, take account of resource limits and so m ost spacecraft planning problems 
cannot be expressed in this form.
Non-depletable resources, such as bandw idth, have a finite availabilty a t any one time. 
Activities use a set am ount of these resources for their duration, bu t have no lasting 
effect on the resource. In  practice, therefore, non-depletable resource limits and ac­
tivities’ effects on their availability can be in terpreted as a  set of rules as to  which
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com binations of activities can overlap in time. These rules could be used to trans­
late a  planning problem w ith tem poral and non-depletable resource constraints into a 
T C SP form, although the complexity would grow rapidly w ith the num ber of resources 
and activity types. This interm ediate step  would make it possible to  apply standard  
techniques such as branch and bound to  find the globally optim al solution to such 
problems.
D y n a m ic  M o d e llin g  o f  R e so u rc e s
T he NEAT planning system relies on models of resource behaviour during activities to 
project forward the effects of different candidate schedules and so m anage a spacecraft’s 
resources. In  practice the true  resource levels will inevitably deviate from those pre­
dicted by models. To address this problem  NEAT will periodically upda te  its estim ates 
of current resource levels w ith m easurem ents of the tru e  levels from the vehicle.
This is an effective approach for dealing w ith noise th a t results from modelling errors 
bu t will not detect consistent, system atic errors. These may result from degradation 
in perform ance over the mission lifetime or be due to  a  fault th a t has occured. In 
principle NEAT could m easure such system atic errors in the model predictions by 
com paring its predictions of the resource levels w ith  the measured values. In  a piece of 
work supplem entary to this thesis [5] (see appendix C) a  neural network was used to 
model deviations in the predicted resource levels and provide corrections. The neural 
network was trained using a fixed sized d a ta  set of differences between m easured and 
predicted resource levels. Once the d a ta  set was full the oldest entries would s ta rt 
to  be replaced such th a t the  train ing data , and in tu rn  the neural network, would 
adap t to  changing resource behaviour. As well as the  deviations in resource levels the 
network was given inform ation about which subsystem s were being used so th a t it could 
correlate system atic errors w ith the offending activities.
This work was applied to NEAT for the UK-DM C case in two scenarios. In  the first 
scenario there is a  sudden drop in the available power, for example due to  a  failed solar 
array. T he effect on the ba tte ry  sta te  of charge w ith and w ithout the  neural network 
model corrections is shown in figure 8.1. The second scenario sim ulated a damaged
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downlink antenna, causing a sudden drop in the available d a ta  rate. The adaptation 
of the neural network model to the new resource behaviour is shown in figure 8.2.
Figure 8.1: B attery SOC with (a) basic resource level feedback and (b) neural network 
learning.
Figure 8.2: Neural network learning about a step change in the downlink d a ta  rate.
The results from both scenarios are very promising, w ith the neural network learning 
about the fault over one or two days. This work was, however, difficult to incorporate 
into NEAT in its current form. Additional non-depletable resources were used to  cap­
ture information about which subsystem s were active at any one tim e for the neural 
network training data. It would be better if this inform ation was provided as system
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sta te  inform ation, which would require sta tes to  be considered explicitly as decribed 
in section 8.2.1. Also the work only a ttem pted  to model changes in the  behaviour of 
depletable resources and the effect of noise on the neural network was investigated. 
This piece of research is interesting b u t only reached a prelim inary stage and could be 
taken substantially  further.
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Appendix A
UK-DMC Power System
A .l Power System  M odel
A block diagram  of the typical power system  used 011 SSTL satellites [46] is shown in 
Figure A .I. Each solar array (SA) is managed by a battery  charge regulator (BCR). 
These pass the power generated to  the  ba tte ry  and the power conditioning and d istri­
bution systems. W hen there is excess power available the ba tte ry  is charged until it 
is full, and is then m aintained in this state. W hen the solar arrays are no t producing 
sufficient power to meet the requirem ents of the satellite subsystem s the remaining 
power is drawn from the battery, thereby discharging it.
A . 1 .1  S o la r  A r r a y s
UK-DMC has four identical solar arrays, m ounted flat 011 the  + X , -X, + Y  and -Y 
facets of the spacecraft in body coordinates. The satellite is norm ally nadir pointing 
such th a t the + Z  axis points to  the  centre of the  E arth  and the -Y axis is aligned with 
the orbit angular m om entum  vector.
F igure A.2 shows test d a ta  from UK-DM C’s + Y  facet solar array. The tes t d a ta  is 
generated using sim ulated AMO lighting i.e. sunlight a t the  E a rth ’s average distance 
from the Sun w ith no atm ospheric interference. The BCR for each array  tracks the 
m axim um  power voltage when the ba tte ry  requires charging. This m axim um  power
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Figure A .l: UoSat Power System
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Figure A.2: Test da ta  from UK-DMC + Y  facet solar array during testing at QinetiQ 
Farnborough.
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from the d a ta  in figure A .2 is 57.0 W atts, however this is expected to  degrade 3% to  
55.3 W atts over the mission lifetime. A value of Pq = 56 W atts is therefore used for 
the nominal panel power in this work.
T he to ta l power available from the solar arrays is then:
Psolar =  1]Pq{ I+X  COs(l9+x ) + I - X  COS( 0 - x )  +  I+Y COs(6+y ) + I - Y  COS(#_y) ) (A .l)
where x  indicates w hether the + X  panel is illum ated and 6+ x  is the angle between 
the  + X  panel norm al vector and the sun vector. T he factor r) =  0.92 is the  efficiency 
w ith which power is passed on to  the spacecraft.
A . 1 .2  B a t t e r y
T he UK-DMC battery  consists of 22 Sanyo N-4000DRL cells connected in series, each 
w ith a  capacity of 4000mAh [16]. T he nom inal ba tte ry  voltage is 28V, although in 
practice this will vary (mostly to  higher levels) w ith the sta te  of charge. Combining 
these values gives a to ta l energy capacity for the ba tte ry  of 4032kJ. D uring simulations 
the  ba tte ry  is assumed to be initially full. W hen it is depleted and there is surplus 
power available from the solar arrays this is passed to  the battery.
A .2 P aram eter C alculation for Power R elated  A ctivities 
A .2 .1  E c l ip s e  T im in g  C a lc u l a t i o n
Each orbit UK-DMC spends a proportion of its tim e in darkness, eclipsed by the E arth . 
Figure A.3 shows the geometry as the satellite passes into or out of eclipse. At the 
transition  point, the critical value for the angle a  is given by:
where R e  =  6378km is the E arth  radius (assumed to be a  sphere) and r  is the  position 
vector of the  satellite in E a rth  Centred Inertial (ECI) coordinates (see [81]). This is
(A.2)
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Figure A.3: Geometry at eclipse transition.
calculated from the time using the epicycle orbit model [32]. In general the angle a  is 
given by:
cos a  - —r  • s (A.3)
where s is the ECI unit vector to  the Sun, calculated from the tim e using an algorithm 
taken from [78] and r  is the satellite position unit vector in ECI. An eclipse transition 
will, therefore, occur when:
cos . - i  ( R esin t o +  r  • s =  0 (A.4)
The Newton-Raphson root finding m ethod [62] is used to find the time when this 
condition is satisfied, given an approxim ate starting  value.
Once the first pair of eclipse transition times have been found the times of the next 
transitions will be approxim ately one orbit period later. These times are used as the 
starting  points for refinement using the Newton-Raphson search.
A.2. Parameter Calculation for Power Related Activities 161
A .2 .2  S o la r  A r r a y  A v e r a g e  P o w e r
T he spacecraft body axes are assum ed here to  be closely aligned to  orbit reference 
coordinates since UK-DM C’s o rb it is near-circular and it is a nadir pointing satellite. 
In  this frame the Z-axis points towards the centre of the E arth , the Y-axis points in the 
opposite direction to the orbit angular m om entum  vector and the X-axis completes the 
right-handed set, pointing roughly along the satellite’s velocity vector. This frame is 
represented here in EC I coordinates by the un it vectors x, y  and z. If the orb it angular 
m om entum  unit vector is n  then:
z  = —r  (A.5)
y  =  — n  (A.6)
If (3 is the angle between the orbit plane and the Sun vector then:
cos — (3^ =  sin(3 =  n  • s  (A.7)
where n  is calculated from the evolving o rb it param eters. Therefore:
cos(6+y ) =  y - s  — — sin/3 (A.8)
cos(O-y ) =  - y - s  — sin (3 (A.9)
The illum ination of the + /-Y  solar arrays is, therefore, essentially constant over the 
sunlit p a rt of the orbit. For one of these arrays cos 0 will be negative, indicating no 
illum ination. In the case of UK-DM C this is the -Y solar array, since (3 is negative.
From figure A.4, the  illum ination angle for the -X solar array will be given by:
eos(0_x) =  — x  • s — cos (3 sin 0  (A. 10)
where 0  is the angle around the  orbit. As the satellite moves around its orbit this will 
vary as shown in figure A.5. For 0  >  n  the negative value of c o s ( # _ a O  shows th a t this
solar array is not illum inated. I t  was also be in darkness for a  period 0 C either side of
0  =  7r due to eclipsing by the E arth . The average during the illum inated period will 
be:
COS j 3  /'^  1 r i
(cos((9_x)) =     /  s in 0  d0  =  — cos s u f / n -  s) (1 +  cos 0 C) (A .11)
7T ,/o 7T L J
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Figure A.4: Geometry of Sun vector and satellite orbit.
Figure A.5: Variation of cos(0_x) around an orbit.
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This assumes th a t (p is proportional to time, which is approxim ately tru e  for a near- 
circular orbit such as th a t followed by UK-DMC. The profile of cos(d+x )  will be the 
same as th a t for cos(0_x) bu t inverted. Consequently the m ean value over the illumi­
nated  period will be the same. E quation (A. 11), therefore, gives the m ean illum ination 
for bo th  + /-X  solar arrays for the period when the satellite is w ithin view of the Sun.
T he supply of power switches from one X array to the other as the Sun passes overhead
from the satellite’s perspective.
If x c is the unit vector in the orbit reference X direction at the point of transition  out 
of eclipse then:
x c ■ S =  — cos (3 sin(-7r +  (pc) =  cos fi sin (pc (A. 12)
Therefore:
t . Ob*. ' S . . .
sm (pc — ----- - (A. 13)
cos fi
Now:
x — y x z = n x r  (A .14)
This is used to find x c from the satellite position vector and orbit normal, calculated 
a t the  tim e of transition, which is found using the m ethod described section A.2.1.
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Appendix B
Theoretical Calculation of F r e f  
and T0 for the Travelling 
Salesman Problem
Consider two locations ( x \ ,y i )  and (x 2,y 2) th a t have random  locations w ith uniform 
probability density over the area 0 < x  < L, 0 < y  < L. F irstly  the probability  density 
function (p.d.f.) for the difference in the x  coordinate, 5X — x \  —X2 is to  be calculated.
Let A* = X i — X 2 where X \  and X 2 are samples from the distributions for Xi and X2.
The p.d.f. for 8X is:
g M  = f r ( p (A * < & )) (B .l)
where:
P(A  , < 4 « )  =  P ( X ! - X 2 < «  (B.2)
=  J J  (B.3)
where f ( x  1 , 2:2) is the p.d.f. of a  location in the (a‘i , £ 2) plane and A  is the  area of 
integration in th a t plane. Therefore:
* L —5X r x 2 + S x >
P { A X < 8 X) =
r L d x - 2 + d \
/ / —Tj-daqda^  ,®2 >®i
Jo Jl  y  (B.4)
r - o x  r x 2 + 6 x  \  K >
* J L  JO
^ d x \ d X 2  , X 2  <  X i
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L 2
Differentiating then gives the p.d.f. for 5a
|  >*«> 
I T ? [ U x  +  2 &*  +  5 L \ (B.5)
. J - +  , L > 6 X > 0
& ( « =  \  f
1  + ^  , - L < S x < 0
(B.6)
Now let sx — 52. To find the p.d.f. for sx we first find the  probability of a  sample S x 
from this distribution:
P (S X < sx) =  P (A 2 <  ax)
ny f S x/ / 
9 x { f i x ) d 8 x
-y / S x
f O  1 r y / s i  J
L  S. +  +  J 0 J 2  ( L ~ S x ) d S 2
f r 1 oi 0 r 1 oi yjsx ^
L S X +  - 5 2x + L S X -  - S 2X
I
2
\J Sx 2 0 J
J L _
I F
—  j 2  (2L\/s x  Sx)
Differentiating now gives the p.d.f. for sx:
hx (sx) =  i  [ - 7=  -  1 ) , 0 <  sx <  L 2
L 2  \ y F ~ x
Similarly, the p.d.f. for sy =  (y\ — 7/2)2 will be:
Now let s =  Sx +  sy. T he probability of a sample S  from the p.d.f. for s is:
P (S  <  s )  =  J j  h ( s x , S y ) d s x d s y
n
s ~ s v  1 (  L  
L 4
L
y / S y
-  1 ] dsxdsy
y y / S x
j f s ~ L 2 r ~ s y  1 ( L
 ^ J L2 J L 2 I A  y y / S x  J  ^ y j S y
~ { i r L 2  +  s - 4 L f f I )
T a  ( t  ~ ( 2  +  s L 2  ~  T  + 4sLv/ S ~ L 2
— ^ L ( s  — L 2) I  +  4sL 2asinO
, s  < L 2
(B.7)
(B.S)
(B.S)
(B.10)
(B .U )
(B.12)
(B.13)
(B.14)
(B.15)
1 I dsxdsy , s >  L 2
, 0  < s < L 2
, L2 < s < 2L2
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The p.d.f. for s now comes from differentiating to  give:
f  _1
L4
m (s) - <
,0  < s < L 2(n L 2 + s — 4 L s/s^
^ 4 L \ / s — L 2 +  4L2asin^/—  — s — (2 +  7r)L2 j^ , L 2 <  s <  2L 2
(B.16)
T he p.d.f. for the distance between two random  locations, r — f fs  is then: 
2 r
p(r) =
~ 7  [rcL2 +  r 2 -  4L r) , 0 <  r  < L
4 L  V  r 2 — L 2 — r 2 — (2 +  ir)L2 +  4L 2asin ^
(B.17)
L  < r  < V% L
According to the Central Lim it Tlieorm, the p.d.f. for the distance around a tou r of
N  such locations, D  =  ?q +  r 2 H--+  rgj, will be Gaussian. The mean and variance of
this d istribution will be:
(D ) =  N (r )  (B.18)
g2d = N o*  (B.19)
T he values of (7*) and (?'2) have been calculated from equation (B.17) to  be:
(r) =  ~ [ 2  +  V 2  — 5 1 n (\/2  — 1)] (B.20)15
<r2) =  ~  (B.21)
Now, since F  = 1 /D , equation (6.44) gives:
In Fref  =  (In F )  (B.22)
=  - ( I n  D ) (B.23)
This is difficult to  calculate directly bu t can be approxim ated as follows. Firstly, D  is 
rew ritten  as:
( D - ( D ) )1 +D  =
= ( D ) ( l+ x )
where x  =  (D  — (D ))/(D ). Therefore:
In Fref =  — (In D)
( D )
— -  In (D) — (In (1 +  x)) 
~  — In  (D) — (x) +  — ^
(B.24)
(B.25)
(B.26)
(B.27)
(B.28)
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Noting th a t (x j =  0 gives:
In Fref«  - I n  +
=  - ln <°> + W
e^ /2 P >2
're/
( D )
Applying equations (B.18), (B.19), (B.20) & (B.21) then  gives:
e0.1131/iV
F r e f 0.5214 A
Now, Tq is given by:
T o  = ( E 2 ) - ( F ) 2
= ((InF)2) — (InT)2 
=  ((lnT>)2) — (InZ))2
Redefining D — (D )(l  +  x)  as before gives:
T02 =  ((In (jD) +  In (1 +  a:))2) — (In (D) +  (In (1 +  x )))2 
=  ((In (1 +  x ))2) — (In (1 +  x ) )2
Applying th a t approxim ation In (1 +  i ) r : i  and noting th a t (x) =  0 gives:
T 2 «  (x2)
Recalling th a t x  =  (D  — (D ))/{ D ) and expanding gives:
Tn2
q2 _  (D 2 — 2D (D ) +  (D )2)
( D /
(D )2
Therefore, applying equations (B.18), (B.19), (B.20) & (B.21) gives:
_  0.2262 
T o X - f t
(B.29)
(B.30)
(B.31)
(B.32)
(B.33)
(B.34)
(B.35)
(B.36)
(B.37)
(B.38)
(B.39)
(B.40)
(B-41)
Appendix C
Adaptive Resource Modelling for 
Autonomous Planning and 
Scheduling (IWPSS06)
This appendix contains a copy of paper presented a t the 5th In ternational W orkshop on 
P lanning and Scheduling for Space (Baltim ore, M aryland, 2006). T he paper describes 
relevant work th a t was not covered in the thesis chapters but is briefly discussed in 
section 8.2.2.
C .l A bstrac t
Autonom ous planning and scheduling requires models of how spacecraft operations will 
affect resources. In  practice the  true  behaviour may deviate from the model, either due 
to  modelling inaccuracies or a  change in behaviour. In this paper a  neural network is 
used to  learn about such modelling errors and provide corrections th a t can be used for 
forward planning. This enables adaptation  to  unexpected changes in the way resources 
are consumed, such as may occur when a subsytern’s performance becomes degraded.
T his learning m ethod has been incorporated into the NEAT autonom ous planner to 
enable it to adapt its resource models. Comparisons of NEAT’s resource managem ent
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performance w ith and w ithout this new com ponent have shown th a t using a  neural 
network in this way greatly improves the robustness of autonom ous operations when 
faults develop.
C.2 In troduction
The NEAT algorithm  has previously been presented [6] as an effective approach to  on­
board autonom y which could produce significant perform ance improvements over more 
conventional spacecraft operations. This Near-optimal, Evolutionary, Autonom ous 
Task-manager (NEAT) optimises its planned schedule of operations using an evolu­
tionary algorithm, whilst enforcing tem poral and resource constraints. O perations and 
resources are defined using a generic form at such th a t different types of operation can 
be scheduled and m ultiple resources can be managed. This will make it possible to 
apply NEAT to a wide range of applications.
NEAT works on an entirely iterative basis, w ith the operations schedule evolving to ­
wards the optim um  continuously. W hen a decision is to  be m ade the best solution in 
the current population is used. Since the evolutionary process is continuous, NEAT 
is able to adapt to spurious events such as a failed operation or an  unexpected loss 
of resource. Previous results have shown this m ethod to be effective a t repeatedly 
re-optimising the operations schedule in the presence of such events [6],
To be able to manage future resource levels, any planning algorithm  m ust have models 
describing the expected resource use of each operation and the  availability of these 
resources a t future times. In practice however, these models will generally be imperfect, 
either due to simplifying assum ptions of inherent unpredictability. For this reason 
NEAT updates its estim ates of resource levels as m easurem ents become available and 
adapts its plans as necessary. However, this feedback does not learn about system atic 
modelling errors such as may occur when the spacecraft changes its behaviour. For 
example, if a solar array is degraded by micro-meteorite im pacts, the  available electrical 
power will be system atically less than  the model may predict.
In this work the NEAT algorithm  is augm ented w ith a  neural network which is able to
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learn about system atic changes in the availability or consum ption of resources. Mea­
sured resource levels are compared w ith  those predicted during planning to  find system ­
atic modelling errors (see Figure C .l). T he neural network is then trained  to predict 
these errors such th a t corrections can be applied for future planning. T he training 
d a ta  is continuously updated  such th a t the network adapts w ith changing resource 
behaviour.
Figure C .l: Scheme for adapting  to  changing resource behaviour. M easured resource 
levels are com pared w ith predicted levels to  create resource model corrections.
This system  has been applied to  the case of scheduling imaging operations 011 the UK- 
DM C E arth  observation satellite. Faults were sim ulated to create changes in the  way 
operations affect resource levels. T he neural network was then  required to  adap t so 
th a t  NEAT could continue to  make effective plans autonomously.
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C.3 Generic Resources and A ctivities
A spacecraft may have many different resources, some of which are tangible such as 
fuel, and some of which are related to  its circum stances, such as the  availability of a 
ground station. For it to  be possible to create a generic resource m anagem ent system 
it is first necessary to divide resources into well-defined categories.
Two resource categories are used here:
D e p le ta b le  re s o u rc e s  are those th a t remain depleted even after an activity  has fin­
ished using them . Examples include fuel and electrical energy. In  some cases, 
such as electrical energy, it may be possible for an activity to replenish ra ther 
than  consume the resource. Only a  finite quantity  of this type of resource will 
be available a t any one tim e and this quantity  will never exceed a  fixed upper 
limit, for example a vehicle’s ba ttery  capacity in the case of electrical energy. 
Depletable resources are depleted and replenished a t finite rates over finite tim e 
intervals such th a t there are no step changes in the available quantity  of the 
resource.
N o n -d e p le ta b le  re s o u rc e s  are only depleted for the period in which they are in use, 
after which they re tu rn  to  their original level. An example is com puter processing 
power. Some activities may make more of this type of resource available for their 
duration rather than  using the resource. T he availability of this type of resource 
m ust not become negative and has fixed maximum limit. The effect of an activity 
using this type of resource will be a  step change in the resource level a t the  s ta rt 
of the activity, which is reversed when the activity is complete.
These definitions are similar to those used in the the  ASPEN system [24, 11]. In 
th a t work the two are differentiated by the fact th a t a  depletable resource “remains 
used even after the activity” [11], whilst “a non-depletable resource is used only for the 
duration of the activity” . In a  separate work, Bram billa e t al. [3] also refer to  these two 
resource types and define them  in much the same way. Similarly, Funase & Nakasuka
[25] consider “consumable” and “reusable” resources. Lemai & Ingrand [45] do not
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categorise resources bu t ra th er allow actions to “use, consume and produce” resources. 
W hen a resource is ‘used’ it is borrowed over an interval, producing a sim ilar behaviour 
to a non-depletable resource. Consum ption of a resource has an effect after the action 
is complete, similar to  the  effect generated by using a depletable resource.
W hilst the  definitions of depletable and non-depletable resources given here are broadly
the same as in other works, one difference is worth noting. Elsewhere it is assumed for
planning purposes th a t an activ ity ’s depletable resource requirem ents are completely
used from the instan t the activity begins. In this work, however, activities consume (or
produce) depletable resources a t a  defined ra te  over their duration. This approach is
particularly  useful when a  depletable resource is being consumed or generated at, a low
rate  over a relatively long period since the expected availability of the resource will be
much more accurate.
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Figure C.2: Modelling of non-linear charging of a  resource using three linear activities.
W here an  activity is expected to  consume or produce a depletable resource in a non­
linear fashion, m ultiple activities can be used to be tte r represent the resource profile. 
For example the ra te  of charge (power) generated by a solar array will usually be a  sine 
wave, which is clearly non-linear. T he charge level over this period can, however, be
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modelled reasonably accurately using a few activities, as shown in Figure 4.1.
Both depletable and non-depletable resources have m inim um  and m axim um  levels. I t  is 
therefore straightforw ard to rescale each resource such th a t its minimum and m aximum 
levels are zero and one respectively. This is very useful when dealing w ith generic 
resources since now the current s ta te  of any resource can be represented by a  value in 
the range zero to one.
An activity is considered to  be any action th a t partly  or completely achieves a goal, or 
otherwise affects the spacecraft. An operation is then  sim ply the group of all the  activi­
ties th a t relate to  a  goal the spacecraft has been set. O perations are m utually  exclusive 
sets of activities. W hen all the  constituent activities of such a set are successfully 
completed then the relevant goal will have been achieved.
To create an operation request (i.e. set the  spacecraft a  goal) it is first necessary to 
list all the activities th a t will be required. W ith  each of these a finite set of one or 
more time windows m ust be given th a t specifiy when the activity m ay be scheduled. 
Activities may also have tem poral constraints th a t are relative to  o ther activities w ithin 
the same operation (see Table 2.1). For example image d a ta  m ust be transm itted  to  a 
ground station after the image has been captured and stored. If an activ ity ’s duration  
is not determ ined by relative constraints then it is specified explicitly.
For each activity the required am ount of each of the  spacecraft’s resources (or the 
am ount generated) is specified. For depletable resources this will be the ra te  a t which 
the resource will be consumed (or produced). Some activities may have to  be included 
to account for essential or unavoidable changes in resource availability. For example 
charging of batteries using solar arrays is generally essential and some power consum p­
tion is usually unavoidable. These activities may no t relate directly to  high-level goals 
and so are goals in themselves. O peration requests m ust be created for individual or 
groups of activities of this kind so th a t forward planning is done in light of all expected 
resource changes.
Each goal is given a priority based on its perceived im portance. F irstly  goals are split 
into two groups, essential and non-essential. Essential goals relate to  those activities 
ju st described th a t either m ust be perform ed to m aintain  the spacecraft’s health  or have
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C o n s t r a in t D e s c r ip t io n
S a > S b S tart activity A  after B  s ta rts
S a  > F b S ta rt activity A  after B  finishes
Fa  >  S b Finish activity A  after B  s ta rts
Fa  > Fb Finish activity A  after B  finishes
S a < S b S ta rt activity A  before B  s ta rts
S a < F b S ta rt activity A  before B  finishes
Fa  < S B Finish activity A  before B  s ta rts
Fa  < Fb Finish activity A  before B  finishes
S a  =  S B S ta rt activity A  as B  s ta rts
S a  = Fb S ta rt activity A  as B  finishes
f a =  s B Finish activity A  as B  starts
Fa  = Fb Finish activity A  as B  finishes
Table C .l: Possible relative tem poral constraints between the s ta rt or finish tim e of 
activity A  (S a F a ) and the s ta rt 01* finish tim e of activity B  (SB ,FB ).
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unavoidable im pacts on resources. All of the operations relating to these goals will be 
scheduled w ith equal priority. This should be possible w ithout conflict, otherwise there 
is som ething wrong w ith the spacecraft. All other, non-essential goals are given a user 
defined priority, which is taken into account when optimising the schedule.
C.4 Schedule G eneration and O ptim isation
The continuous evolutionary optim isation of the operations schedule enables the space­
craft to be highly adaptive, however it is im portant to  ensure th a t all the  tem poral and 
resource constraints are satisfied. Also the repeated projection of different planning 
options requires th a t schedules can be generated quickly. All the essential operations 
are used to create a baseline schedule. T he optim isation com ponent then  searches the 
different orders in which the non-essential operations may be condidered for placement 
in the schedule. Each operation consists of a  set of activities, which are considered for 
placement in the schedule in a  fixed order. These orderings do not m ean th a t activities 
m ust be scheduled in a  set time order.
An operations schedule is represented by a set of tim e-ordered events, representing the 
s ta rt and end of each activity. Resource availability and depletable resource rates are 
stored w ith each event. Depletable resource levels can then  be projected directly from 
one event to the next w ithout fixed tim e-step numerical integration to create a  profile 
of the expected future resource availabilty (see Figure C.3).
The process of placing an operation in the schedule is based on backtracking. This is 
designed to ensure th a t all options have been exhausted before an operation is rejected. 
This does not, however, go as far as considering moving any activities relating to  
operations th a t have already been placed in the schedule, since these options are dealt 
w ith by the evolutionary optim isation.
Scheduling an operation simply requires finding a place in the  schedule for each of its 
constituent activities, a =  I . . .  N a, such th a t all tem poral and resource constraints 
are satisfied. The m ethod for working through the activities is shown in Figure C.4. 
The process sta rts  w ith the first activity (a — 1), applying the function S'(a), which
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Event
List
Figure C.3: Projection of one depletable resource (D i) and two non-depletable resources 
(A i Sz N 2) using schedule events.
a ttem pts to place it in the schedule. If this is successful then the algorithm  moves on to 
the next activity and repeats this scheduling until either an activity cannot be placed 
or all the  activities are scheduled and so the process is complete. This is the forward 
loop marked ‘F ’ in the Figure.
If the function 5 (a) fails to place an activity then the algorithm  moves back to the 
previous activity, unless this is already the first activity (a =  1). In  the la tte r case, the 
process term inates having failed either because it was not ever possible to  place the first 
activity or after an exhaustive search in which m any possible times were considered but 
in each case one of the o ther activities could not be scheduled. In  the case where 5(a) 
fails and a >  1 the algorithm  backtracks and removes the previous activity a — 1 using 
the function R. This activity is then  re-scheduled by the function 5 , which works in 
such a  way th a t the activity will be re-scheduled a t a  later tim e than  before, if possible. 
T his backtracking loop is m arked ‘B ’ in Figure C.4.
T he function 5 (a ), th a t schedules an activity, employs a three-stage backtracking pro­
cess considering tem poral, non-depletable resource and depletable resource constraints 
in tu rn  (see Figure C.5). The function m aintains a  tim e window, [£/?,+], which is the 
earliest known period when all the constraints considered so far are satisfied. At each 
stage the function checks th a t this is a t least as long as the activity duration  before
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Figure C.4: Scheduling an operation
proceeding to the next step. If it is not long enough then  the function backtracks to 
the previous stage and looks for a later opportunity.
This schedule generation process is used to find the fitness of each of a population of 
orderings of the non-essential operations. Each of these perm utations is a chromosome 
in the population of an evolutionary algorithm. The definition of the fitness of a 
chromosome can be set to w hatever is appropriate to  the application but will generally 
depend on the expected time taken for operations to  be completed w ith greater weight 
being placed on higher priority goals.
In each planning cycle the evolution process is incremented G  generations. T he chro­
mosome with the greatest fitness in the resulting population is then used to produce 
the working schedule for the next cycle. In this way the population will continually 
evolve towards producing the optim al allocation of resources bu t a valid schedule is 
always available.
Each generation the parent strings are selected for breeding using the ‘roulette wheel' 
m ethod [28]. Selected parents are then crossed w ith probability pc. The perm utation
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Figure C.5: Scheduling an activity
encoding of chromosomes requires a specialist crossover operator; the  PM X  crossover 
m ethod [29] is used here. M utations are applied to  the child chromosomes w ith prob­
ability pm using the inversion operator [47].
W hen a new request arrives an additional gene is inserted at a  random  location in each 
chomosome in the current population. Similarly when a  requested operation has been 
completed the relevant gene is removed from each string. In  this way the  ordering 
of o ther requests in the population  is unaffected. Initially each chromosome in the 
population has length zero and they  build up in length as operation requests arrive.
The key difference between this work and similar a ttem pts to  employ evolutionary algo­
rithm s for spacecraft planning [85, 26] is th a t NEAT is intended for onboard planning.
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NEAT therefore operates on a constantly changing problem, bo th  due the list of goals 
changing as completed goals are continuously replaced w ith new ones, and because 
of inform ation on the outcom e of activities becoming available whilst plans for fu ture 
activities are still being optimised.
C.5 N eural N etw ork Learning
The neural network used here consists of an input layer of size n r (the to ta l num ber 
of resources), a  layer of n/t =  2n r hidden neurons and a layer of n r ou tpu t neurons 
as shown in Figure C.6. The network has one input and one ou tpu t for each resource 
being managed. For non-depletable resources the inputs are the expected normalised 
resource levels whereas for depletable resources the  nominal ra te  of consum ption or 
production is used. T he outpu ts of the network are corrections to  be applied to  the 
non-depletable resource levels and the depletable resource rates.
In the case study  considered in the next section it is corrections to  the  ra te  of con­
sum ption or generation of the depletable resources th a t is of particular interest, since 
these resources are the most difficult to manage. T he non-depletable resource levels 
give an indication of which subsystem s are in use. W hen trained, the neural network 
will therefore be able to determ ine which subsystem s, or com binations of subsystems, 
are in use when deviant resource behaviour occurs. This enables the network to  predict 
such behaviour in fu ture and calculate the necessary model corrections. O ther inputs 
to the network could be incorporated, such as the types of activity being undertaken 
a t the time.
Both the inputs and ou tpu ts  are rescaled to  ensure th a t the network only has to  deal 
with values com fortably in the range zero to one. For non-depletable resources input 
values originally in the full zero to  one range are rescaled to  the range 0.1 to  0.9. 
Depletable resource rates are not constrained to a  particular range and so each raw 
depletable input D  is rescaled to  x d  using:
** = i f a  (CJ)
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Figure C.6: Neural network stru c tu re  for two resources.
T he scale factor o  is set to a  value appropriate to  the problem in question. These 
scalings are applied in reverse to the  network ouputs to get the final correction values.
C .5 .1  C a lc u l a t i o n  o f  W e ig h ts
T he hidden neurons are fully connected to the input layer w ith weight m atrix  W \ and 
the o u tp u t neurons are fully connected to  the ou tpu ts U\ of the hidden neurons w ith 
weight m atrix  W 2 ■ The activation vectors a \  and a 2 of the hidden and o u tp u t layers 
respectively are given by:
d\ =  Wi.x (C.2)
d2 =  W 2u i (C.3)
For each neuron the ou tp u t is related to  the  activation by:
1
(C.4)
1 +  e ~ n
T his is used to  generate the ou tp u t vectors u \ and u 2 from the activation vectors a\ 
and a2.
T he network is trained using backpropagation [69] to  adjust the weights, which are 
initially set to  zero. For the i th  set of tra in ing  inputs aq and ou tpu ts £/, the  increm ental 
adjustm ents to the weights are given by:
SWu = (3dix? (C.5)
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SW 2i =  (3d2u fi (C.6)
where:
d\ = W fid2 <8> u \ <g> (1 — u \)
d2 =  (ti -  u 2) ® u 2 ® ( l -  u 2)
(C.7)
(C.8)
Here 1 refers to a vector where each element equals 1 and the symbol ® refers to element
by element m ultiplication of two vectors to  get a  th ird  vector of the same length. (3 is 
the learning rate. The weight adjustm ents are sum m ed over the whole set of training 
data:
These adjustm ent m atrices are then added to the weight matrices. This process is 
repeated until the network ou tpu ts are a  close m atch to  the test d a ta  set of Ntest 
elements or until these weight changes have been calculated and applied for a  maxim um  
Cirain cycles. T he learning rate  (3 s ta rts  small w ith (3 =  Po/Ctrain and increases linearly 
up to a maximum value (3q, which is only reached if the m aximum Ctrain cycles are 
employed.
T he network ou tpu ts and the test d a ta  are considered to be a close m atch when the 
RMS error between them  is below a threshold emax. T he error is given by:
vector of ou tpu ts produced by the network when the corresponding test d a ta  inputs 
are ap plied.
C .5 .2  R e s o u r c e  M o d e l  A d a p t a t i o n
(C.10)
(C.9)
( C . l l )
where tj is the ou tp u t vector for the 7‘th  element of the test d a ta  set and u 2 is the
Once the neural network has been trained it can be used to  modify the  expected 
resource use of activities during the planning process. Each event in the  schedule
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Operation
Non-depletable Resources Depletable Resource Rates
Camera Antenna Gild Station Solar Arrays Power Bat. SOC SSDRO SSDR1
Solar Power Gen. 0.0 0.0 0.0 -1.0 0.0 +57.3W 0.0 0.0
Platform maint'nce 0.0 0.0 0.0 0.0 0.0 -23.1W 0.0 0.0
GPS orbit dot. 0.0 0.0 0.0 0.0 1.0 -5.7VV 0.0 0.0
G.S. visibility 0.0 0.0 + 1.0 0.0 0.0 o.ow 0.0 0.0
Image capture -1.0 0.0 0.0 0.0 1.0 -32. OW < 0.0 < 0.0
Downlink 0.0 -1.0 -1.0 0.0 1.0 -39.1W +3.9Mbps +3.9Mbps
Table C.2: Resource requirem ents for UK-DMC operations. Positive values indicate 
generation of a  resource, whilst negative values indicate consum ption. The rate  of 
memory consum ption during image cap ture  depends of the geometry w ith respect to 
the target.
stores the nom inal availability of non-depletable resources and rates of consum ption or 
production of depletable resources. These values are passed as the input vector x  to the 
neural network such th a t the o u tpu t vector U2 can then be used to generate corrected 
values, which are stored alongside the nominal values a t each event. In  th is way the 
corrected values can be used for projecting resource levels for planning and the nominal 
values can still be used for comparison w ith m easurem ents to create train ing data.
C .5 .3 T r a in in g  t h e  N e tw o r k
Training d a ta  is accum ulated each tim e an event in the schedule is reached. At these 
points the true resource levels are m easured ju s t before the scheduled event is acted 
upon. For non-depletable resources the difference between the expected and measured 
levels is recorded. For depletable resources the ra te  a t which the resource was actually 
used is calculated from the m easurem ent at the last event, the current m easurem ent and 
the elapsed time. This is compared to  the  nom inal ra te  expected over th a t interval and 
the necessary correction is stored. The corresponding network inputs th a t are stored 
are the  nom inal non-depletable resource levels and depletable resource rates expected 
over the interval between the two events.
Each tim e a  new piece of train ing d a ta  is added to  the d a ta  set, the  oldest d a ta  element 
is deleted and the network weights are readjusted. In this way the network is always 
trained using a recent set of d a ta  of a  fixed size. This means th a t the resource use
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model used for forward planning is continually adapting  in light of recent resource 
measurements. The total d a ta  set is of size N (ia ta , w ith half of the d a ta  (N tra in  elements) 
used for training and the rem aining N test elements used for testing the network.
The size of the d a ta  set will determ ine how responsive the neural network is to changes 
in resource behaviour. If the  d a ta  set is very large then it may take a  long tim e for 
new m easurem ents to supplant old data. However, if the  training d a ta  set is too small 
then the neural network may learn about noise or short term  fluctuations and produce 
spurious corrections.
C.6 Test Case: U K -D M C Im aging
SSTL’s UK-DMC satellite is a  700km altitude Sun-synchronous E arth  observation satel­
lite operated from SSTL in Guildford, UK. I t is one of five satellites th a t form the Dis­
aster M onitoring Constellation [15], which provides m edium  resolution im agary w ith 
global coverage and a  daily revisit period.
Here NEAT is applied to the UK-DMC case bo th  w ith and w ithout the neural net­
work learning. Three verions of NEAT are tested: open-loop planning, planning w ith 
feedback of m easured resource levels and planning w ith the neural network learning 
described above.
UK-DMC has three depletable resources th a t need to be managed: two solid s ta te  d a ta  
recorders (SSDRO and SSDR1) and the battery  state-of-charge (SOC). The capacities of 
SSDRO and SSDR1 are 1024 M bytes and 512 Mbytes respectively. T he battery  consists 
of 22 4000mAh NiCd cells in series and has a nominal voltage of 28V. Therefore the 
capacity is taken to be 403.2 k j,  however its s ta te  of charge should not fall below 85% 
to prevent degradation of performance. A charging efficiency of 92% is used to  account 
for losses in the power system.
Five non-depletable resources are also included, all of which are ‘atom ic’ here in th a t 
they are either completely in use or fully available. These are used to  represent the 
camera, antenna, solar arrays, the availability of the ground station  and to  lim it power
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use. The last of these allows only one GPS, image capture or downlink operation to 
occur a t any one time.
The different operations to  be scheduled are listed in Table C.2 along w ith the  im pact 
they have on each resource. In th is case each operation consists of ju st one activity. 
Four essential operations represent the routine functions onboard the satellite. Solar 
power generation is active whenever the  spacecraft is in sunlight and the core platform 
operation encompasses the continuous m aintenance activities such as a ttitu d e  control. 
10  m inute GPS orb it determ ination operations are scheduled at 1 10  m inute intervals 
such th a t GPS m easurem ents are progressively staggered around the orbit (this is in 
line w ith current operations procedures). The non-depletable resource representing 
ground station availability is initialised as unavailable (i.e. set to  zero) and operations 
are scheduled th a t provide availability for each visibility window.
longitude
Figure C.7: Target image areas. Some of these targets occur more than  once in the set 
of targets to be imaged.
Image cap tu re  and downlink operations are the  two types of non-essential operations. 
T he evolutionary algorithm  searches for the optim al way in which to  schedule these 
operations. User requests take the form of a  target la titude and longitude, the  latitude 
and longitude extent of the area to  be imaged and a tim e by which the image is to
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be taken. Im Predict [49, 87] is used to calculate tim e windows for image capture and 
for ground station visibility. This is a  fast overpass calculation algorithm , based on 
the analytical epicyle orb it model [32], developed a t Surrey. The memory rates are 
variable due to the na tu re  of the UK-DMC imaging system. T he full w idth of the  field 
of view is around 51.9°, however this is split between two CCD arrays, one p o rt and one 
starboard  facing. These feed directly into SSDRO and SSDR1 respectively. Therefore 
since UK-DMC is a  nadir-pointing satellite the  proportions of the  image th a t will be 
stored by the two d a ta  recorders will vary from one imaging opportun ity  to  the  next.
To provide a  realistic test scenario a set of imaging targets has been taken from the 
imaging history of UK-DMC. T he 94 targets imaged by UK-DMC during the m onth 
of Septem ber 2004 are used as the image request targets for testing NEAT in this case. 
These target areas are spread widely over the globe and are shown in Fig. C.7. The 
scheduling for this period was perform ed by ground sta tion  staff using the existing 
Mission Planning System, which also calculates imaging windows using Im Predict. 
The Mission P lanning System autom atically enforces operational constraints such as 
resourse limits bu t maximising the th roughput of the system  is conducted manually.
The same 94 image requests were sent to NEAT in a sim ulation of UK-DMC over the 
same period, w ith the orb it set to its s ta te  a t th a t time. Requests were sent such 
th a t there were always 50 outstanding  and should all 94 requests have been sent the 
simulation started  sending the requests again from the top of the  list b u t w ith a  much 
lower priority (P  =  1 as oppose to  P  — 5).
For this application the fitness, Q, of a  trial schedule in the evolving population is given 
by:
Q = Y j Pie~ ™ /r  (C.12)
i= 1
where P{ is the priority of the i th  image request, is the  tim e taken to  re tu rn  the ith  
image, T  is the m aximum image re tu rn  tim e th a t will be accepted and L  is the  chro­
mosome length, corresponding to  the num ber of outstanding requests. T his function 
ensures th a t higher priority operations are given more weight. Also the param eter 7  
determ ines how much pressure there is to  select earlier imaging times where possible 
(7  =  4.0 is used).
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W hen NEAT is used w ith the neural network the training param eters applied are:
•  Max. learning rate, (3q =  1.0
• Max. training cycles per update , Ctrain =  100
•  Size of d a ta  set, N ({ata =  100
• Max. network RMS error, emax — 0.001
These values have been chosen so th a t the time taken for the  resource models to  be 
corrected will be sufficient for only a  small num ber of imaging operations.
C .6 .1  S c e n a r io  1: D a m a g e d  S o la r  A r r a y
In  this scenario the power produced by the solar arrays drops suddenly by 22W  two 
days into a 10-day simulation. This could have been caused by an unfortunate  microme­
teorite im pact, radiation dam age or com ponent failure. F irstly  NEAT is tested w ithout 
any feedback of resource levels. T he resulting progression of the  b a tte ry  state-of-charge 
is shown in Figure C .8. At the 2-day event the  model of solar power generation th a t 
NEAT is using departs from reality and so in this open-loop configuration the battery  
SOC rapidly falls far below the 85% m inimum. For this reason the original NEAT 
algorithm  regularly updates its estim ates of resource availability using measurem ents. 
W ith  this basic feedback in place the perform ance is improved (see Figure C.9) bu t the 
ba tte ry  SOC is still too low much of the time.
T he same scenario was run  again bu t w ith the neural network learning included. As 
can be seen from Figure C .10  the m anagem ent of the battery  SOC is greatly improved 
w ith the minimum 85% ba tte ry  SOC limit being effectively enforced after a  period of 
learning. T he tim e taken to  learn (approxim ately 1.5 days) is largely determ ined by 
the progressive replacem ent of older training d a ta  w ith d a ta  points reflecting the new 
solar array performance. Here the neural network has enabled autonom ous operations 
to continue despite a  severe drop in the supply of power.
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C .6 .2  S c e n a r io  2: F a u l ty  A n t e n n a
Here the effect of a greatly reduced downlink d a ta  rate is considered. The same 10- 
day scenario is used bu t in this case the downlink d a ta  rate is reduced by a factor 
of 10, due to a sim ulated fault with the antenna two days into the simulation. W ith 
XEAT operating open-loop, w ithout any feedback of resource inform ation, this causes 
repeated failure of image takes as shown in Figure C .l l .  These are caused by there 
being insufficient memory to  store the images. W ithout any feedback and an incorrect 
model of the downlink da ta  rate, NEAT inevitably overestimates the available memory 
and schedules too many images.
Tim e (days)
Figure C .8: B attery  SOC w ithout resource level feedback.
W hen the basic feedback normally used is introduced these failed image takes are 
greatly reduced because NEAT becomes aware of the lower than  expected level of d a ta  
storage capacity shortly after each downlink. There are still some failures (see Figure
C.12) when an image capture is commanded immediately after a downlink and so 
before NEAT has received feedback tha t there is less available memory than  expected. 
Furtherm ore, NEAT continues to  make future plans based on w hat is now a hugely over-
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Figure C.9: B attery  SOC w ith basic resource feedback.
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Figure C.10: Battery SOC with neural network learning.
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optim istic model of downlink capacity, with imaging operations often being removed 
from the schedule at the last moment when feedback d a ta  arrives.
W hen the  neural network is included it quickly learns about the reduced downlink da ta  
rate, as shown in Figure C.13. Over the course of a day the old training d a ta  is replaced 
with new da ta  showing the reduced d a ta  rate. After this period of adaptation  the 
corrected model of the downlink capacity closely follows the true  value. Consequently 
there are 110 failed image captures in this test case, although it would not have been 
surprising if there had been a few whilst the neural network was still adapting.
Time (days)
Figure C .l l :  Failed image captures after a fault develops w ith the an tenna when no 
resource feedback is used.
6 ---------------1---------------1---------------1---------------1---------------1---------------r8re
Time (days)
Figure C .12 : Failed image captures after a fault develops w ith the antenna and basic 
resource feedback is used.
C.7 Conclusions
It is essential that planning algorithm s m aintain up-to-date estim ates of resource lev­
els, based 011 measurem ents, to prevent modelling errors accumulating. However, this 
will not reduce future modelling errors unless a learning element is introduced. This
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Time (days)
Figure C.13: Neural network learning about a step change in the  downlink d a ta  rate.
work has shown th a t a neural network can be used make resource use models adapt 
when the behaviour of a spacecraft changes. Continuously updating  train ing d a ta  w ith 
m easurem ents of true resource levels ensures th a t corrections to  resource models are 
always up-to-date.
This approach has been incorporated into the NEAT algorithm  and applied to  the case 
of SSTL’s UK-DM C imaging satellite. The results show th a t the neural network was 
able to learn about changes in resource behaviour. This m ade planning more robust 
to  faults developing on the spacecraft and enabled effective autonom ous planning and 
scheduling to  continue even after a  sudden change in system performance.
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