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TabelleA1: ÜbersichtderUntersuchungendesUnfallgeschehensaufStadtstraßenStreckenabschnitteundGebiete;Untersuchungsgegenstandundmethodik

Baieretal.2007a UD,UKD,
UR,UKR
Streckenabschnitte
nachMerkmalenzwischen
Hauptverkehrsknotenpunkten
 2u.4str.Hauptver
kehrsstraßenmit
undohnesÖPNV
Mittelwert
vergleich
   3Jahre
(20042006)
50m
(zurKnotengrenze)

Bindraetal.2009 knotenpunktbezogene
Streckenunfälle
(intersectionrelated)
Streckenabschnittezw.
Hauptverkehrsknoten
 2u.4str.Hauptver
kehrsstraßen
GLM NegBin 90% AIC n=1.146
(Abschnitte)
7Jahre
(19972003)
ca.76m
(zurKnotenmitte)
angrenzende
Verkehrsbezirke
(s.Jonssonetal.2006)
Bonneson&
McCoy1997
UmitBezugzurArt
derMitteltrennung
Streckenabschnittezw.
LSAKnotenpunkten
 2u.4str.Hauptver
kehrsstraßennachArt
derMitteltrennung
ANOVA,
GLM
NegBin 95%
(tTest)
Pearsons2,
Rk
2
n=189
(Abschnitte)
3Jahre
(19911993)
 angr.Bebauung,
angr.Siedlungsflächen
ElBasyouny&
Sayed2006
alleUnfälle Streckenabschnittezw.
LSAKnotenpunkten
 Hauptverkehrsstraßen GLM NegBin
(fixeru.variabler
Parameter)
 skalierteDevianz,
Pearsons2
n=386
(Abschnitte)
3Jahre
(19941996)
 
Greibe2003 U,U(P),einzelne
Unfalltypen
Streckenabschnittezw.
Hauptverkehrsknoten
 einbahnige
Stadtstraßen
GLM Poisson 95% erklärte
Varianz
n=314
(Abschnitte)
5Jahre
(19901994)
 angr.Bebauung,
angr.Siedlungsflächen
Haueretal.2004 U(S),U(P),al leU
jeweilsmitu.ohne
Abkommen
Streckenabschnitte
nachMerkmalen
AufteilungderDaten
aufEinzeljahre
4str.Stadtstraßen GLM negativeMulti
nomialverteilung
 kumulierte
Residuen
196km
(Strecke)
4Jahre
(19931996)
 
Hiersche&
Taubmann1988
UR,UKR Streckenabschnittezw.
Hauptverkehrsknoten
 2str.einbahnige
Ortsdurchfahrten
(Hauptu.Sammelstraßen)
multipleRegression Normal  R2 n=53.122
(Abschnitte)
5Jahre
(19801984)
 
Lord2000 n=1.454 15m
(zurKnotenmitte)
Maier1984 UFg Streckenabschnittezw.
Hauptverkehrsknoten
 Stadtstraßen multipleRegression Normal  R2 4Jahre
(19761979)
 
Monse2008 UKDRad,UKDFuß Streckenabschnittezw.
Anschlussknoten
 Hauptverkehrsstraßen lineareRegression Normal  R2 n=54
(Abschnitte)
3Jahre
(20042006)
50m
(zurKnotengrenze)
angr.Bebauung,
angr.Siedlungsflächen
Mountainetal.1996 U(P) Streckenabschnittezw.
Hauptverkehrsknoten
 einu.zweibahnige
klassifizierteStraßen
(ohneAutobahn)
GLM Poisson,NegBin 95% skalierteDevianz,
Pearsons2,
FreemanTukeyR2
n=1.459
(Abschnitte)
515Jahre
()
20m
(bisHöheBordder
einmündendenStraße)

Sawalha&
Sayed2001
alleUnfälle Streckenabschnittezw.
signalisiertenKnoten
 Stadtstraßen GLM NegBin 95%
(tTest)
skalierteDevianz,
Pearsons2,
PearsonResiduen
n=391
(Abschnitte)
3Jahre
(19941996)
 angrenzende
Siedlungsflächen
Schüller2010 U(P)jeweilsal leund
ausschließlichmitKfz
Streckenabschnitte
nachMerkmalen
 2u.4str.Hauptver
kehrsstraßen
GLM Poisson,NegBin 95% Pearsons2,
std.Pearsonu.
Abweichungsresiduen
n=79
(Abschnitte)
4Jahre
(20042007)
50m
(zurKnotengrenze)
angrenzende
Bebauung
Summersgil l &
Layfield1996a
U(P)differenziertnach
Beteiligungund
Unfalltyp(bzw.art)
Streckenabschnitte
zw.Knotenpunkten
(mind.20m)
 einbahnige
Stadtstraßen
GLM Poisson,
QuasiPoisson
95% skalierteDevianz,
Pearsons2
n=970
(Abschnitte)
5Jahre
(04/1983
03/1988)
20m
(bisHöheBordder
einmündendenStraße)

Zhou&
Sisiopiku1997
URinAbhängigkeit
vomAuslastungsgrad
zusammenhängender
Straßenzug
stündlicheUR Stadtautobahn Einfachregression
(quadratisch)
Normal  R2 1Segmentin
3Abschnitten
(ca.26km)
2Jahre
(19931994)
 
Kim&
Yamashita2002
U/ha gesamter
Untersuchungsraum
 Stadtgebiet Mittelwert
vergleich
   135.000ha 10Jahre
(19861995)
 angrenzende
Siedlungsflächen
Pawlovichetal.1998 UR CensusBlock  Stadtgebiet lineareRegression,
PCA
Normal 0,95 R2 unbekannt 10Jahre
()
 Gebiet
Wedagamaetal.2006 verunglückte
Fußgängerund
Radfahrer
statistischeBezirke
(ca.12ha/Bez.)
Werkzeit
(MoFr719Uhr),
außerh.Werkzeit
(MoFr197Uhr)
Stadtgebiet GLM Poisson 0,9 Devianz n=185
(Bezirke)
4Jahre
(19982001)
 Gebiet
G
eb
ie
te
Methodikder
Zielgrößenberechnung
Straßentyp/
Betriebsform
zeitliche
Differenzierung
räumliche
Differenzierung
Zielgröße Einflussbereich
desUmfelds
St
re
ck
en
ab
sc
hn
itt
e
Verteilungs
annahme
Signifikanz
niveau
Kriteriumder
Anpassungsgüte
Stichprobe Zeitraumder
Unfalldaten
Einflussbereich
vorKnotenpunkten
Quelle
Anlage1
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TabelleA2: ÜbersichtderUntersuchungendesUnfallgeschehensaufStadtstraßenStreckenabschnitteundGebiete;signifikanteEinflussgrößen
 
Verkehr StraßeQuerschnitt StraßeLängsschnitt Betrieb Flächennutzung/Bebauung WeitereEinflussgrößen
Baieretal.2007a KfzFahrleistung
(l inear)
ruhenderVerkehr Radverkehrsanlage
Bindraetal.2009 Länge(nichtl inear,l inear)
DTV(nichtl inear)
ausderFlächennutzung
generierteWege
Bankettbreite(kat)
Gehwegbreite(kat)
Anschlussknoten(+) zul.Höchstgeschw.(kat) AnzahlZufahrten(+,getrennt
nachEinzelhandelundWohnen)
Bonneson&
McCoy1997
Länge(nichtl inear)
DTV(nichtl inear)
ArtderMitteltrennung(kat) Anschlussknotendichte(+) DichtederGrundstücks
zufahrten(+)
UnterscheidungWohnnutzung/
Gewerbe(kat)
U(S)/U(+)
ElBasyouny&
Sayed2006
DTV(nichtl inear) Anschlussknotendichte(+)
Greibe2003 Länge(linear)
DTV(nichtl inear)
ruhenderVerkehr(kat) Anschlussknotendichte(+) zul.Geschwindigkeit(kat) Bebauungsnutzung(kat)
Haueretal.2004 Länge(linear)
DTV(nichtl inear)
Schwerverkehrsanteil
(VerlaufUförmig)
Bankettbreite(+)
Bankettbefestigung(kat)
Querneigung(+)
gemeinsamerLAStreifen(+)
Kurvigkeit(+) zul.Geschwindigkeit
(untersch.)
Parken(kat)
AnzahlZufahrten(+) Wanne(kat)
Kuppe(kat)
Hiersche&
Taubmann1988
KfzFahrleistung
(l inear)
DTV(kat)
SVAnteil (kat)
Fahrbahnbreite(kat,+)
Ausbaustandard(kat)
Länge(+)
Lord2000 DTV(nichtl inear,
u.a.HoerlFunktion)
Maier1984
Monse2008 Länge(linear)
Mountainetal.1996 Länge(nichtl inear)
DTV(nichtl inear)
Anschlussknotendichte(+)
Sawalha&
Sayed2001
Länge(nichtl inear)
DTV(nichtl inear)
Mitteltrennung()
AnzahlFahrstreifen(+)
Anschlussknotendichte(+)
FGÜDichte(+)
geschäftl icheNutzung(+)
AnzahlZufahrten(+)
Schüller2010 Länge(nichtl inear)
DTV(nichtl inear)
mittlereGeschwindigkeit(+) UmfeldfaktorKLF(+)
Summersgill &
Layfield1996a
Länge(linear)
DTV(nichtl inear)
Fußgängerlängsverkehr(+)
Fußgängerquerverkehr(+)
Fußgängerdichte(+)
FGÜimAbschnitt(+)
FLSAimAbschnitt(+)
Einrichtungsverkehr()
zul.Geschwindigkeit(kat)
BereichLondon(+)
Zhou&
Sisiopiku1997
KfzFahrleistung
(l inear)
Auslastungsgrad
(VerlaufUförmig)
Kim&
Yamashita2002
UnterscheidungderNutzung(kat)
Pawlovichetal.1998 Fahrleistung(+) Vorschulkinder3J.u.älter()
ErwerbstätigeimVerkauf16J.uälter(+)
sechsjährigeKinder(+)
Erwerbstätige16J.u.ämiteinemWeg
zurArbeitzw.10u.14Min.()
Erwerbstätige16J.u.ältermiteinemWeg
zurArbeitzw.40u.44Min.(+)
Familienmit2Erwachsenenu.Kindern
unter6J.undalleinverdienenderMutter(+)
Wedagamaetal.2006 Straßenlänge(+) Knotenpunktdichte(+,
beiFußgängern)
Fl.anteil "Industrie"(kat)
Fl.anteil "Einzelhandel"(kat)
Fl.anteil "Verwaltung"(kat)
G
eb
ie
te
Exposition signifikanteEinflussgrößen(OperatorinKlammerngibtdieRichtungdesZusammenhangsan;kat=kategorialeVariable)
St
re
ck
en
ab
sc
hn
itt
e
Quelle
Anlage1

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TabelleA3: ÜbersichtderUntersuchungendesUnfallgeschehensaufStadtstraßenKnotenpunkte;Untersuchungsgegenstandundmethodik

AbdelAty&
Wang2006
alleUnfälle Knotenpunktbereich  Kreuzungenu.Einmündungen
mitLSA
GEE Poisson,NegBin  Pearsons2 n=476
(Knoten)
2Jahre
(19992000)
ca.76m
(zurKnotenmitte)

Allenbach&
Hubacher1998
Unfallauffäl ligkeit
anhandU,U(P),U(S)
Knotenpunktbereich  Kreuzungen
mitLSA
Diskriminanz
analyse
 95%  n=20
(11auffällig,
9unauffällig)
4Jahre
(19921995)
 
Davisetal.1989 Unfällezw.Kfz
undFußgängern
Knotenpunkte
einschl.Furten
3Tagesabschnitte
(024,719Uhrsowie
6StundenZählzeitraum)
Kreuzungenu.Einmündungen
mitu.ohneLSA
Diskriminanz
analyse
  Anteilrichtiger
Gruppenzuordnung
n=48
(Knoten)
3Jahre
()
 
Greibe2003 U,U(P),einzelne
Unfalltypen
Knotenpunktbereich  Kreuzungenu.Einmündungen
mitu.ohneLSA
GLM Poisson 95% erklärte
Varianz
n=1.036
(Knoten)
5Jahre
(19871991)
 
Guoetal.2010 alleU Knotenpunktbereiche
entlangKorridoren
 Kreuzungen
mitLSA
GLMM,CAR
(BayesscheModelle)
Poisson,NegBin 95% DevianzInforma
tionsKriterium
(DIC)
n=170
(Knoten)
6Jahre
(20002005)
Korridore
(räumlicheKorrelation)

Hall &Polancode
Hurtado1992
URinAbhängigkeit
vomAuslastungsgrad
Knotenpunktbereich MorgenundAbend
spitzenstunde(variabel)
Kreuzungenu.Einmündungen
mitLSA
Einfachregression
(quadratisch)
Normal 90% R2 n=326
(Knoten)
3Jahre
(19871989)
ca.61m
(zumKnotenbereich)

Lord&
Persaud2000
alleUnfälle Knotenpunktbereich AufteilungderDaten
aufEinzeljahre
Kreuzungen
mitLSA
GLM,GEE NegBin 95%
(tTest,2Test))
kumulierte
Residuen
n=868
(Knoten)
6Jahre
(19901995)
 
Lord2000 U,U(P),U(S)jeweils
ausschließlichmitKfz
Knotenpunktbereich AufteilungderDaten
aufEinzeljahre
Kreuzungenu.Einmündungen
mitu.ohneLSA
GLM,GEE NegBin 95% kumulierte
Residuen
n=1.454
(Knoten)
6Jahre
(19911995)
15m
(zurKnotenmitte)

Lyon&
Persaud2002
Unfällemit
Fußgängerbeteiligung
Knotenpunktbereich  Kreuzungenmitu.ohneLSA,
EinmündungenohneLSA
GLM NegBin  kumulierte
Residuen,R2
n=1.069
(Knoten)
11Jahre
(19851995)
 
Mitraetal.2002 KreuzenUnfälle,
Auffahrunfälle
Knotenpunktbereich AufteilungderDaten
aufEinzeljahre
Kreuzungen
mitLSA
ZIModelle Poisson,NegBin 95%
(tTest)
AIC n=52
(Knoten)
8Jahre
(19921999)
Berücksichtigung
benachbarterKnoten
innerhalbvon200m

Mountain&
Fawaz1996
U(P) Knotenpunktbereich  Kreuzungenu.Einmündungen
mitu.ohneLSA,Kreisverkehre
GLM NegBin 95% skalierteDevianz,
Pearsons2,
FreemanTukeyR2
n=662
(Knoten)
515Jahre
()
20m
(abHöheBordder
einmündendenStraße)

Park&Lord2007 alleU(gemeinsame
Berechnungfür5
Schwerekategorien)
Knotenpunktbereich  Einmündungen
ohneLSA
multivariatePoisson
lognormaleRegression
(MVPLN)
multivariate
Poisson
95%  n=451
(Knoten)
10Jahre
()
 
Persaudetal.2002 U(P),alleUnfälle Knotenpunktbereich  Kreuzungenu.Einmündungen
mitu.ohneLSA
GLM,GEE NegBin 95%
(tTest)
kumulierte
Residuen,R2
n=1.294
(Knoten)
6Jahre
(19901995)
 
Poch&
Mannering1996
alleU,Auffahrunfälle,
KreuzenUnfälle,
UnfällebeimAbbiegen
Knotenpunktbereich,
zufahrtenfeinaufgeteilt
 Kreuzungenu.Einmündungen
mitLSA
GLM NegBin 95%
(tTest)
R2 n=63
(Knoten)
7Jahre
()
 
Ruhl20091 alleU Knotenpunktbereich  Kreuzungenu.Einmündungen
mitLSA
GLM Poisson,NegBin 95% Pearsons2,
std.Pearsonu.
Abweichungsresiduen
n=229
(Knoten)
3Jahre
(20072009)
 
Sayed&
Rodriguez1999
alleUnfälle Knotenpunktbereich
innerhalb30mdesKnotens
 Kreuzungenu.Einmündungen
ohneLSA
GLM Poisson,NegBin 95%
(tTest)
Pearsons2,
PearsonResiduen,
Ausreißer
n=419
(Knoten)
3Jahre
(19931995)
Unfällebis30m
vordemKnoten

Shahlaetal.2009 UnfällemitÖPNV,
alleUnfälle
Knotenpunktbereich  Kreuzungenu.Einmündungen
mitLSA
GLM NegBin 95% skalierteDevianz,
Pearsons2,R2
n=1.179
(Knoten)
5Jahre
(19992003)
 
Voß1994 U,U(P),U(SS),
UD,UKD,UR,UKR
Knotenpunktbereich  Kreuzungenu.Einmündungen
mitu.ohneLSA,Kreisverkehre
Mittelwert
vergleich
   n=92
(Knoten)
mind.5Jahre
(zw.19851990)
 
Wangetal.2009 alleUnfälle,
Längsverkehrsunfälle,
EKUnfälle,U(P),U(SP)
Knotenpunktbereich 3Tageszeiten
(Vormittag,Tagesmitte,
Abendspitze)
Kreuzungen
mitLSA
GEE NegBin 95%
(2Test)
kumulierte
Residuen
n=164
(Knoten)
3Jahre
(20012003)
Zuweisungnach
Wang2008

Einflussbereich
desUmfelds
Kn
ot
en
pu
nk
te
Verteilungs
annahme
Signifikanz
niveau
Kriteriumder
Anpassungsgüte
Stichprobe Zeitraumder
Unfalldaten
Einflussbereich
vorKnotenpunkten
Quelle Zielgröße räumliche
Differenzierung
zeitliche
Differenzierung
Straßentyp/
Betriebsform
Methodikder
Zielgrößenberechnung
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TabelleA4: ÜbersichtderUntersuchungendesUnfallgeschehensaufStadtstraßenKnotenpunkte;signifikanteEinflussgrößen

Verkehr StraßeQuerschnitt StraßeLängsschnitt Betrieb Flächennutzung/Bebauung WeitereEinflussgrößen
AbdelAty&
Wang2006
DTVproFahrstreifen Einmündung/Kreuzung(kat)
RAFahrstreifen(kat)
LAgesichertin
Hauptrichtung(+)
LAgesichertin
Nebenrichtung()
Lagenachumgebender
Nutzung(kat)
Abstandzumnächsten
LSAKnotenpunkt(+)
Allenbach&
Hubacher1998
AnzahlFahrstreifen(+)
andereFahrstreifen(+)
mittl .Fahrstreifenbreite(+)
Anz.Warnlichter(+)
Anz.Signale(+)
Anz.Wegweiser(+)
Sichtbehinderungdurch
Abbieger(+)
Davisetal.1989 KfzVerkehrsstärke
Fußgängerverkehrsstärke
KfzFußgängerKonfl ikte
Summezuführender
Fahrstreifen(+)
Greibe2003 ProduktderDTVausHaupt
u.Nebenrichtung
AnzahlFahrstreifenin
Hauptu.Nebenrichtung
Guoetal.2010 DTVdesKnotenpunkts DTVGeradeausfahrerpro
Fahrstreifen(+)
DTVLinksabbiegerpro
Fahrstreifen(+)
AnzahlFahrstreifen(kat) Koordinierung(+)
zul.Geschwindigkeit(+)
Lage(innerorts/außerorts) Region(kat)
Hall&Polancode
Hurtado1992
KfzFahrleistung Auslastungsgrad
(VerlaufUförmig)
Lord&
Persaud2000
ProduktderDTVausHaupt
u.Nebenrichtung
(u.a.HoerlFunktion)
Lord2000 ProduktderDTVausHaupt
u.Nebenrichtung
(u.a.HoerlFunktion)
Lyon&
Persaud2002
ProduktdesDTVundder
Verkehrsstärkequerender
Fußgänger
Anteil Linksabbieger
amDTV(+)
Mitraetal.2002 DTV(+) Mitteltrennung>2m(+)
Fußgängerinsel(+)
Sichtweite(+) Phasenzahl(+)
LAungesichert(+)
zul.Geschwindigkeit(+)
Rotl ichtüberwachung(+)
VASteuerung()
BusbuchtenimAnnäherungs
bereich()
benachbarterKnoteninnerhalb
von200mAbstand()
Mountain&
Fawaz1996
verschiedeneFunktionen
derDTVausHauptund
Nebenrichtung
Vorfahrtregelung(kat)
Straßenfunktion(kat)
Knotenarme(kat)
Park&Lord2007 ProduktderDTVausHaupt
u.Nebenrichtung
RAFührung(kat)
LAFührung(kat)
GAFahrstreifen(+)
Geländegestalt(kat)
Beleuchtung()
Persaudetal.2002 ProduktderDTVausHaupt
u.Nebenrichtung
(u.a.HoerlFunktion)
Poch&
Mannering1996
DTVderLinksabbieger(+)
DTVderRechtsabbieger(+)
entgegenger.DTV(+)
AnzahlFahrstreifen(kat) zul.Geschwindigkeit(+)
Phasenzahl(kat)
getrennteSignalisierung(kat)
Ruhl20091 DTVdesKnotenpunkts AnzahlZufahrten(+) zul.Geschwindigkeitinder
Nebenrichtung(+)
Sayed&
Rodriguez1999
ProduktderDTVausHaupt
u.Nebenrichtung
UnterscheidungKreuzung/
Einmündung(kat)
Shahlaetal.2009 ProduktderDTVausHaupt
u.Nebenrichtung
zus.VerkehrsstärkedesÖPNV
imFallderÖPNVUnfälle
Fußgängerverkehrsstärke(+)
ÖPNV(kat)
Haltestellenlage(kat) ÖVBevorrechtigung(+)
RAoderLAVerbot()
AbbiegesteifenfürÖPNV()
Voß1994 KfzFahrleistung
(l inear)
Knotenpunktformund
betrieb
Wangetal.2009 ProduktderDTVausHaupt
u.Nebenrichtung
ProduktderVerkehrsstärkenLA
undentgegenkommenderGAfür
LAUnfälle
VerkehrsqualitätLOS(kat) VersatzderLAStreifen(kat)
AnzahlFahrstreifen(+)
Geschw.beschränkung(+) Griffigkeit()
Exposition signifikanteEinflussgrößen(OperatorinKlammerngibtdieRichtungdesZusammenhangsan;kat=kategorialeVariable)
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Anlage2: StatistischeGrundlagen

 
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1 Regression
1.1 AllgemeineForm
Die Regression dient der Analyse von Zusammenhängen zwischen zwei oder mehreren stochastisch
abhängigenVariablen.ImRegressionsmodellwirdeinestochastischeZielvariable(abhängigeVariable)in
Abhängigkeit von Kovariablen (unabhängigen Variablen) beschrieben. Die Notation der allgemeinen
Regressionsgleichunglautet(Fahrmeiretal.2009):
  	 
 	     	 
 	    GleichungA1
mit: y  = abhängigeVariable(Zielgröße)
 xi  = unabhängigeVariablen(Kovariable)
 E(y|) = ErwartungswertZielgrößeVariableyinAbhängigkeit
    derKovariablen
   = zufälligerFehler(stochastischeKomponente)
 f() = FunktiondererklärendenGrößen(systematischeKomponente)
DieZielgrößeyisteineZufallsvariableundlässtsichinderenErwartungswertE(y|x1,…,xk)sowieeinen
zufälligenFehler (stochastischeKomponente) zerlegen.DieBerechnungdesErwartungswertserfolgt
alsFunktionf(x1,…,xk)derKovariablenx1,...,xk(systematischeKomponente).
1.2 KlassischelineareRegression
AmhäufigstenwirddieklassischelineareRegressionangewendet.NebendenvarianzanalytischenVer
fahrenistsieKernstückdesallgemeinenlinearenModells(ALM)undhatsichimtechnischenundnatur
wissenschaftlichenBereichalsStandardverfahrenzurPrüfungvonZusammenhangshypothesenetabliert
(Coheneta.1968).
HierbeiwirdderErwartungswertals lineareFunktionderKovariablenxundderunbekanntenRegres
sionskoeffizienten(Parameter)berechnet:
          GleichungA2
mit: y = abhängigeVariable(Zielgröße)
  = Regressionskoeffizient
 x = unabhängigeVariable(Kovariable)
  = zufälligerFehler(stochastischeKomponente)
 
Anlage2
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MitEinsetzenderDatenausnBeobachtungenlautetdieGleichung:
         	  	
 	  GleichungA3
mit: y = abhängigeVariable(Zielgröße)
  = Regressionskoeffizient
 x = unabhängigeVariable(Kovariable)
  = zufälligerFehler(stochastischeKomponente)
 i = IndexderEinzelbeobachtung
DerzufälligeFehleriwirdalsResiduumbezeichnet.
DieParameterschätzungklassischerlinearerRegressionsmodellebasiertaufderMethodederkleinsten
Quadrate(ordinaryleastsquares,OLS).EnthältderVektorxdieKovariablen1,x1,…,xnundderVektor
diezuschätzendenRegressionskoeffizienten0,1,…,n,erfolgtdieSchätzungderKoeffizientendurch
dieMinimierungderSummederquadriertenAbweichungen:
   


   GleichungA4
mit:   = VektorderRegressionskoeffizienten
 KQ() = KleinsteQuadrateSchätzerdesKoeffizientenvektors
 yi  = abhängigeVariablederBeobachtungi
 xi  = VektorderunabhängigenVariablen(Kovariablenvektor)
EsgeltendreigrundsätzlicheVoraussetzungen fürdieAnwendungderOLSSchätzung.DieResidueni
(stochastischenFehler)müssen
 untereinanderunabhängig,
 miteinerkonstantenVarianz(Homoskedastizität)und
 einemErwartungswertvonNullidentischverteilt(independentidenticallydistributed,i.i.d.)
sein(Fahrmeiretal.2009).
Darüberhinaus istes zurKonstruktionvonKonfidenzintervallenundTeststatistikengünstig,wenndie
Residuenizumindestapproximativnormalverteiltsind.DiesinnvolleAnwendungderklassischenlinea
renNormalregressionbzw.desALMbeschränktsichdaheraufFälle, indenendieZielvariableystetig
undapproximativnormalverteiltist.
Wie inKapitel3desTextteilserläutert, istdieklassischeRegression imvorliegendenFallderBetrach
tungvonUnfällennichtzielführend.DieabhängigeVariableisteinediskreteGrößeausderMengeder
nichtnegativen ganzen Zahlen. Unfälle sind zudem selten, im Sinne einer sehr kleinen Ereigniswahr
scheinlichkeit(Unfallereignis)beieinersehrgroßenZahlvonEreignismöglichkeiten(Verkehrsvorgänge),
undwerdenalspoissonverteiltangenommen.
 
Anlage2
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1.3 VerallgemeinertelineareModelle
1.3.1 Grundlagen
Die Bezeichnung der verallgemeinerten linearen Modelle (generalized linear models, GLM) geht auf
Nelder&Wedderburn1972zurück.SieumfassteineGattunganRegressionsmodellen,derengrundle
gendeGemeinsamkeit inderUnabhängigkeitvondenRestriktionendesallgemeinen linearenModells
(ALM)besteht. ImGegensatz zur klassischenRegression könnenmit diesenModellen auchnichtnor
malverteilteZielvariablen(u.a.diskreteZähldaten) ineinemmethodischeinheitlichenRahmenbehan
deltwerden.
DieGeneralisierungdesklassischen linearenRegressionsmodellsgeschiehtübereineZerlegung indrei
Komponenten:diesystematischeKomponente,diestochastischeKomponenteundeineVerknüpfungs
funktion(Link).DiesystematischeKomponentewirdindiesemZusammenhangals linearerPrädiktor	
bezeichnet:
!         GleichungA5
mit: 	 = linearerPrädiktor
  = Regressionskoeffizient
 x = Kovariable(unabhängigeVariable)
 k = IndexderKovariablenundderenKoeffizienten
GLMbesitzengrundsätzlichzweigemeinsameEigenschaften(Fahrmeiretal.2009):
1. DerErwartungswert
derZielvariablenywirdmitdemlinearenPrädiktordurcheineResponsefunk
tionhbzw.eineLinkfunktiong=h1verknüpft:
"  #!bzw.!  $" GleichungA6
mit: 
 = ErwartungswertderabhängigenVariable(E(y))
  h()= Responsefunktion
  	 = linearerPrädiktor
  g()= Linkfunktion(g()=h()1)
2. Die Verteilung der Zielvariablen y lässt sich in Form einer einparametrischen Exponentialfamilie
schreiben(ausführlicherinMcCullagh&Nelder1989,Gill2000,Fahrmeiretal.2009).
DieVerknüpfungvonPrädiktorundErwartungswertmiteinerLinkfunktionerlaubteineAnpassungan
den Wertebereich der untersuchten Größe. Die Wahl der Linkfunktion hängt direkt von der Vertei
lungsannahme ab. Die kanonische bzw. natürliche Linkfunktion ist im Fall der Poissonverteilung der
Logarithmus.Während der lineare Prädiktor zu Ergebnissen im Bereich der natürlichen Zahlen führt,
stelltdieVerknüpfungmiteinerlogarithmischenLinkfunktion(LogLink)positiveErgebnissesicher.Mit
ln(x)1=exwirdderPrädiktorindiesemFallindenExponentenvoneerhoben:
 
Anlage2
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"  %&bzw.!  '" GleichungA7
mit: 
 = ErwartungswertderabhängigenVariable(E(y))
 	 = linearerPrädiktor
DiekanonischeLinkfunktion lässt sichdurchTransformationderentsprechendenWahrscheinlichkeits
verteilung(derDichteverteilungbeistetigenVerteilungen)indiekanonischeFormderExponentialfami
lieableiten.FürnähereErläuterungenwirdaufMcCullagh&Nelder1989sowieGill2000verwiesen.
UnterVerwendungdesLogLinksergibtsichdieRegressionsgleichungentsprechendGleichungA8.
"  %&  %()*+(,-,  %() . %(/-/ . 
 . %(,-,  GleichungA8
mit: 
 = ErwartungswertderabhängigenVariable(E(y))
 	 = linearerPrädiktor
  = Regressionskoeffizient
 x = Kovariable(unabhängigeVariable)
 k = IndexderKovariablenundderenKoeffizienten
Durch Logarithmieren des Ausdrucks lässt sich die Gleichung wieder in den linearen Prädiktor über
führen (Gleichung A9). Die Form verdeutlicht die häufig verwendete Bezeichnung eines loglinearen
Modells.
01"  !         GleichungA9
mit: 
 = ErwartungswertderabhängigenVariable(E(y))
 	 = linearerPrädiktor
  = Regressionskoeffizient
 x = Kovariable(unabhängigeVariable)
 k = IndexderKovariablenundderenKoeffizienten
ImüblichenAnwendungsfallvonGLMsinddiezuvorgenanntenBedingungenderOLSSchätzungnicht
erfüllt.SosindbeispielsweiseunterderAnnahmepoissonverteilterZielgrößenVarianzundErwartungs
wertidentisch(Var(y)=E(y)).DieForderungkonstanterVarianzderResiduen(Homoskedastizität)kann
bereitsaufgrundderVerteilungsannahmenichtgelten,dasiesichmitdemErwartungswertändert.Die
Schätzung der Parameter und Koeffizienten erfolgt in GLM dahermit Hilfe derMaximumLikelihood
Methode(maximumlikelihoodestimation,MLE).
BeiderMLEwerdengesuchtePopulationsparameterinsolcherWeisegeschätzt,dassdie„Wahrschein
lichkeit“ des Auftretens der beobachteten Daten einer Stichprobe maximiert wird (Bortz 2005). Die
LikelihoodFunktionwird in Abhängigkeit der zugrundeliegendenVerteilung ermittelt. Somit erfordert
dasVerfahreneineVerteilungsannahme.
Wird füreineStichprobeY1,…,YndiskreterDatenmit realisiertenWerteny1,…,yndieAbhängigkeit von
einem unbekannten Parametervektor  = (1,…,n) angenommen, heißt dieWahrscheinlichkeit Likeli
hoodundwirdmitL()bezeichnet(Fahrmeiretal.2009):
Anlage2

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23  45  	 
 	 5  3 GleichungA10
mit: L()= Likelihood
  = Parametervektor
 Yi = Funktionen
AusGründendesBerechnungsaufwandswirdanstellederursprünglichenFormdielogarithmierteLikeli
hoodfunktion (LogLikelihood, l())maximiert.DaderLogarithmuseinestrengmonotoneFunktion ist,
besitztdieLogLikelihooddasselbeMaximum.DiezurErmittlungdesMaximumsgebildeteersteAblei
tungderLogLikelihoodfunktionwirdalsScoreFunktionbezeichnet.
In den meisten Fällen kann der MaximumLikelihoodSchätzer nicht analytisch berechnet werden
(Fahrmeiretal.2009).DasnachdemDifferenzierenderScoreFunktionentstehendenichtlineareGlei
chungssystemwirdmitHilfe des FisherScorings bzw. einer iterativen gewichteten kleinsteQuadrate
Schätzung(iterativeweightedleastsquares,IWLS)numerischgelöst.FüreineausführlicheBeschreibung
des IWLSAlgorithmuswird aufMcCullagh&Nelder 1989, Fahrmeir& Tutz 1994 sowieGill 2000 ver
wiesen.
1.3.2 LoglinearePoisson,QuasiPoissonundNegBinModelle
ZurBeschreibungvonUnfallhäufigkeitenalsdiskreteZähldatenkommenvorallenDingenzweiVertei
lungeninFrage:
 diePoissonverteilungund
 dienegativeBinomialverteilung.
Die Eintreffenswahrscheinlichkeit einer poissonverteilten Beobachtung mit dem Erwartungswert 

berechnetsichzu:
4"  %67"89  GleichungA11
mit: P(y|
)= AuftretenswahrscheinlichkeitvonyUnfällen
 y  = Beobachtung(Realisierung)
 
  = PoissonParameter
DieVerteilungbesitztnureinenParameter
.ErwartungswertundVarianzgleichensich,sodassgilt:
  :;<  " GleichungA12
mit: y  = Beobachtung(Realisation)
 E(y) = Erwartungswertvony
 Var(y) = Varianzvony
 
  = PoissonParameter
Trotzder theoretischenEignungderPoissonverteilung zurBeschreibungderUnfallhäufigkeit führtein
maßgeblicher Teil der einschlägigen Untersuchungen zu dem Ergebnis überschüssiger Varianzen im
Anlage2

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Modell(s.Kapitel3desTextteils).DerVarianzüberschussnimmtindiesenFällenmitsteigendemErwar
tungswertzu.
In der Folge führt diese sogenannte Überdispersion hauptsächlich zu einer Unterschätzung der Stan
dardfehler der Regressionskoeffizienten und einer Überschätzung deren Signifikanz. Eine Vorgehens
weisezurBehebungdiesesProblemsistdieDurchführungeinerQuasiLikelihoodSchätzung.Indiesem
Verfahren werden die Standardfehler über einen Dispersionsfaktor angepasst. Die Varianz wird in
diesem Fall mit k2
 anstelle von 
 angenommen (Maher& Summersgill 1996). Zur Bestimmung des
Wertesk2bietensichzweiGrößenan:
 dieDevianzDund
 Pearsons2.
DieDevianz(D)–häufigmitG2bezeichnetisteinlikelihoodbasiertesMaß,dassichausderDifferenz
der LogLikelihoods des gesättigten und des verglichenenModells ergibt. Das gesättigte – oder satu
rierte–ModellbesitztebensovieleParameterwieBeobachtungenundgiltdamitalsvollständigerklärt.
DieDevianzwirdinderallgemeinenFormnachGleichungA13berechnet.
=  >?'@ABC-D E  'AD F GleichungA13
mit: D   = Devianz
 l(max;y) = LogLikelihoodanderStelledesjeweiligenMLSchätzers
     imsaturiertenModell
 l(;y)  = LogLikelihoodanderStelledesjeweiligenMLSchätzers
     imverglichenenModell
ImFalldesPoissonModellslautetdieDevianzFunktion(Dunteman&Ho2006):
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 GleichungA14
mit: DPoi = DevianzdesPoissonModells
 yi  = Beobachtung
 
i  = SchätzwertdesPoissonParameters(geschätzter
    Erwartungswertvonyi)
Alternativ kannPearsons  2 als KenngrößederAbweichungder empirischenBeobachtungenundder
SchätzwertedesModellsverwendetwerden.Pearsons2wirdnachGleichungA15berechnet:
N    "K"K
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 GleichungA15
mit: 2 = Pearsons2
 yi = Beobachtung
 
i = SchätzwertdesPoissonParameters(geschätzter
   Erwartungswertvonyi)
Beide Größen sind  unter der Voraussetzung großer Stichproben  im Fall eines gut angepassten
Modellsasymptotisch2verteiltmitderAnzahlderFreiheitsgradedf.DieFreiheitsgradeergebensich
Anlage2
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wiederumausderDifferenzderBeobachtungenundderAnzahlgeschätzterParameter(nk).DieAnpas
sungsgüte lässt sich demzufolgemittels des Quotienten D/(nk) bzw. 2/(nk) beurteilen. Im Idealfall
einerÜbereinstimmungvonErwartungswertundVarianz(Äquidispersion)beträgtderWertEins.Werte
größerEinstretenimFallvonÜberdispersion,WertekleinerEinsimFallvonUnterdispersionauf.
Gill2000merktan,dassdieasymptotischeRate,mitderdieDevianzgegennkkonvergiert,inerhebli
chemMaßvonderVerteilungabhängt.
UnterVerwendungvonPearsons2erfolgtdieAnpassungderStandardfehlerimQuasiPoissonModell
mittelseinerBerechnungderVarianzentsprechendGleichungA16.
:;<  O  P . "K GleichungA16
mit: Var(yi)= VarianzderBeobachtungyi
 2  = Pearsons2
 n  = AnzahlderBeobachtungen
 k  = AnzahlderimModellgeschätztenParameter
 
i  = SchätzwertdesPoissonParameters(geschätzter
    Erwartungswertvonyi)
Die Schätzer der Regressionskoeffizienten des Poisson und des QuasiPoissonModells gleichen sich.
UnterschiedeergebensichausschließlichbeidengeschätztenStandardfehlernunddendarausfolgen
denKonfidenzintervallen.
DieKorrekturderVarianzdurchdasbeschriebeneVerfahrenistHutcheson&Sofroniou1999zufolgebei
kleinerenAbweichungenausreichend.AusdenAngabeninMiaou1993lässtsicheinobererGrenzwert
vonk2=1,3ableiten.
EineweitereMöglichkeitzurBerücksichtigungvonÜberdispersion imPoissonModell istdieAnnahme
negativbinomialverteilter Zielgrößen.DienegativeBinomialverteilungwird indiesemZusammenhang
alsÜberlagerungderPoissonverteilungmiteinerGammaverteilung interpretiert.DieEintreffenswahr
scheinlichkeiteinernegativbinomialverteiltenBeobachtungmitdemErwartungswert
berechnetsich
indieserFormzu:
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 GleichungA17
mit: P(y|
,r) = AuftretenswahrscheinlichkeitvonyinAbhängigkeitvon
undr
 y   = Beobachtung(Realisierung)
 
   = Erwartungswertvony
 r   = Dispersionsparameter
    = Gammafunktion
WieauchbeiderPoissonverteilungentspricht
demErwartungswertvony.DieVarianznimmthinge
genum
2/rzu:
 
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  "und:;<  "  7SQ  GleichungA18
mit: y  = Beobachtung(Realisierung)
 E(y) = Erwartungswertvony
 Var(y) = Varianzvony
 
  = PoissonParameter
 r  = Dispersionsparameter
Statistisch entspricht dies der Annahme, die Erwartungswerte der einzelnen Beobachtungen i wären
poissonverteiltmitderRate
i,welche ihrerseitsgammaverteiltmiteinemErwartungswert
undder
Varianz
2/rwäre.DiedurchunbekannteEinflüssehervorgerufenenüberschüssigenVarianzenzwischen
denEinzelbeobachtungenwerdenindiesemFallgammaverteiltangenommen.DerEinflussderGamma
verteilungnimmtdabeimitzunehmendemDispersionsfaktorrab.GehtrgegenUnendlich,nähertsich
derzusätzlicheVarianzeinflussNullanundmanerhältdasPoissonModell.
AufGrundlagederobenbeschriebenenInterpretationwerdenGLMaufBasisdernegativenBinomialver
teilunghäufigalsPoissonGammaModellebezeichnet(s.u.a.Lord&Mannering2010).InderFachlite
ratursowieinStatistikProgrammen(u.a.SPSS)wirdoftmalsnichtderDispersionsparameterrquantifi
ziertsonderndessenReziprok1/r.DieserWertwirdgewöhnlichalsÜberdispersionsfaktorbezeichnet,
daerunmittelbarAufschlussüberdasMaßderzusätzlichennichtaufdiePoissonverteilungzurückzu
führende–Varianzzulässt.ImRahmendieserArbeitwirdderÜberdispersionsparameter1/rverwendet
undindentabellarischenModellbeschreibungenalsVerteilungsparameterangegeben.DerWertsollte
mitzunehmenderAnpassungsgüteabnehmen.
Keines der genannten Verfahren ist geeignet, Unterdispersion zu berücksichtigen. Shahla et al. 2009
gehenimZusammenhangmitNegBinModelleneinemakzeptablenWertebereichfür2/dfzwischen0,8
und1,2aus.EinÜberoderUnterschreitendieserGrenzensprichtfüreinfalschspezifiziertesModell.
1.3.3 Modellgüte
Rönz2009gibtfürdiePrüfungderModellgütevierwesentlicheAspektean:
1. PrüfungderAnpassungdesModellsinsgesamt;
2. PrüfungderParameteraufSignifikanz;
3. vergleichendeHypothesenprüfungzweieralternativerModelle;
4. AnalysederResiduen(Residualanalyse).
ÜberdievierPunktehinausbietetsicheineUntersuchungeinflussreicherFällebzw.potenziellerAusrei
ßeran.DieserletzteSchrittkannalsErweiterungderResidualanalyseverstandenwerden.
ProblemebeiderAnpassungkönnenunterandereminFällenkleinerMittelwerte(engl.:lowmeanpro
blem)sowiegeringemStichprobenumfangauftreten.Maher&Summersgill1996weisenPearsons2im
ZusammenhangmitkleinenMittelwerten(<0,5)einebessereEignungnachalsderDevianz.DenErgeb
nissen ihrer MonteCarloSimulationen zufolge nimmt D/(nk) bereits im Fall einer unbefriedigenden
AnpassungWertenaheeinsan.
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Gill2000begründetdiebesserenasymptotischenEigenschaftenvonPearsons2mitdessenZusammen
setzungausmehrerennahezunormalverteiltenBestandteilen,dieanschließendquadriertwerden.Yeet
al. 2011 zufolge führt jedoch auch Pearsons 2 bei kleinenMittelwerten zu einer Überschätzung der
Anpassungsgüte.
Wood2002stellt fest,dassgeringeMittelwertesowohl inPoisson,alsauchNegBinModellenzuver
zerrten Schätzern führen. Zur Behebung des Problems schlägt er ein Gruppierungsverfahren für
Abschnittemit geringen Erwartungswerten vor. Durch die Gruppierungwird eineNormalisierung der
Erwartungswerte erreicht und sowohl die Devianz als auch Pearsons  2 stabilisiert. Da die Summen
unabhängiger identischpoissonverteilter (bzw.negativbinomialverteilter)Größengleichsamunabhän
gigundidentischpoissonverteilt(bzw.negativbinomialverteilt)sind,istdieentsprechendeModellform
weiterhingültig.AufGrundlagederneu formiertenDatenkannanschließendeinegruppierteDevianz
berechnetwerden.
Yeetal.2011vergleichenDevianz,Pearsons 2unddievonCressie&Read1988entwickeltePower
DivergenceStatistik (PD) miteinander. Die PD beschreibt  in Abhängigkeit vom gewählten   eine
Familie vonGütemaßen, die u. a. Pearsons  2 als Sonderfall einschließt (=1). Ye et al. 2011 unter
sucheninsbesonderediePD2/3(=2/3)undweisenihrimVergleichzuDund
2einehöhereZuverlässig
keitzurBestimmungderAnpassungsgütenach.DieBerechnungerfolgtnachGleichungA19.
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 GleichungA19
mit: PD2/3 = PowerDivergencefür=2/3
 yi  = Beobachtung(Realisierung)
 
i  = geschätzterErwartungswertvonyi
Den Ergebnissen von Ye et al. 2011 zufolge erweist sich PD2/3 noch bei einemMittelwert von 0,3 als
zuverlässig.DaruntererweistsichohneWeitereskeinesderverglichenenKriterienalsaussagefähig.
DieentsprechendWood2002berechnetegruppierteDevianz führt lautYeetal.2011–wieauchdie
Devianz bei nicht gruppierten Beobachtungen – ab einemMittelwert von 1,5 zu belastbaren Ergeb
nissen.SollteeineGruppierungzueinemMittelwertgrößer1,5führen,bietetdiesesVorgehenauchbei
sehrkleinenMittelwertendieMöglichkeiteinerverlässlichenPrüfungderAnpassungsgüte.
Agrawal&Lord2005kommenzudemErgebnis,dassmiteinemErwartungswertvon
=1undeinem
Stichprobenumfang vonmindestens400Abschnitten keine Einschränkungenbei derModellschätzung
zuerwartensind.Sieempfehlendarüberhinausfür
=1einenMindestumfangderStichprobevonn=
100nichtzuunterschreiten.ImFalldieserMindestanforderungzeigenihreErgebnisseeineWeitungder
KonfidenzintervalledesErwartungswertsumunter10%.
GemeinsamführenkleineStichprobenmitgeringenMittelwerteninNegBinModellenlautLord2006zu
einererheblichenBeeinflussungderSchätzungdesDispersionsparameters.DessenVerzerrungbedingt
wiederum Probleme bei der Bestimmung der Konfidenzintervalle der Regressionskoeffizienten und
derenSignifikanzen.
UmdenEinflussderStichprobeaufdieModellschätzungzuuntersuchen,schätztGreibe2003Modelle
aufBasisvon40,60,80,120,160und200Knotenpunkten.ErnsthafteProblemestelltererstbeiKollek
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tivenmitwenigerals80Knotenpunktenfest.BeigrößerenUmfängenändernsichdieSchätzwerteder
Koeffizientenmit zunehmenderZahlnurgeringfügig,währendsichdieStandardfehlerweiter reduzie
ren.
DieSignifikanzeinerKovariablenwirdanhandderVerschiedenheitdesKoeffizientenvonNullbewertet.
AlsTeststatistikdientdabeidieWaldStatistik(s.GleichungA20).ImeinfachstenFallderÜberprüfung
einesParametersentsprichtderTesteinerPrüfungderNullhypotheseH0:i=0gegendieAlternativhy
potheseH1:i0.
]  A:;<A GleichungA20
mit: W  = WaldTeststatistik
 i  = geschätzterParameter
 Var(i)= VarianzdesgeschätztenParametersi
DieTeststatistik istbei großenStichprobenasymptotisch chiquadratverteiltmiteinemFreiheitsgrad.
Einschränkendweist Rönz 2009 hierbei auf eine schlechte Approximation der ChiQuadratVerteilung
beikleinenStichprobenhin.
Selbstwenn sichder geschätzteKoeffizient einer Kovariablen signifikant vonNull unterscheidet, lässt
sichausdessenBerücksichtigungnochkeinesignifikanteVerbesserungdesModellsableiten. ImZwei
felsfallwirdeinTeildesEffektseinerKovariablebereitsdurchandere imModellvorhandeneVariable
repräsentiert.NebendenSignifikanzendereinzelnenRegressionskoeffizientenwirddaherauchderen
Modelleffekt mit Hilfe von LikelihoodQuotientenTests geprüft. Die LikelihoodQuotientenStatistik
berechnetsichzu:
^=  =_S  =_/  >?'@A_/D E  'A_SD F GleichungA21
mit: D  = LikelihoodQuotientenStatistik
 D   = Devianz(nachGleichungA13)
 M1,M2 = Kandidatenmodelle
 l(M;y) = LogLikelihoodanderStelledesjeweiligenMLSchätzers
     imentsprechendenKandidatenmodell
Mit demTestwird dieDifferenz der LogLikelihoods zweier KandidatenmodelleM1 undM2 auf Signi
fikanzgeprüft.HierbeistelltM2daskomplexereModellmitqParameterngegenüberM1mitpParame
terndar(q>p).DieStatistikDwirdgegeneineChiQuadratVerteilungmitq–pFreiheitsgradengetes
tet.DurchLikelihoodQuotientenTestsdereinzelnenModellschrittewerdendiehinzugefügtenKovari
ablenimZusammenhangmitdenbereitsenthaltenengeprüft.
WeitereGütemaße zurBeurteilungderModellanpassung stellendie Informationskriterien vonAkaike
(AIC) und Schwarz (bayesianisches Informationskriterium, BIC) dar. Die auf der Informationstheorie
beruhendenMaßeeignensichvorallenDingenzurGegenüberstellungunterschiedlicherModelle.Über
dieausschließlicheBewertungderLikelihoodhinaus,berücksichtigenAICundBICjeweilseinenzusätz
lichenTermzur„Bestrafung“derKomplexitätdesModells.JemehrParametereinModellenthält,desto
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höher fällt diese „Bestrafung“ aus. Die Kriterien bieten damit die Möglichkeit einer Abwägung von
AnpassungundEinfachheitderverglichenenModelle.
Fahrmeir et al. 2009weisen darauf hin, dass sich die Kriterien in ihrer Form ähneln, jedoch auf sehr
unterschiedlicheArtundWeisemotiviertsind(s.hierzuBurnham&Anderson2002).Gill2000zufolge
führtdieVerwendungdesAICtendenziellzurBevorzugungvonModellenmitmehrerklärendenVaria
blen und einer höheren Anpassung während mit dem BIC einfachere Modelle mit einer geringeren
AnpassungandieempirischenDatenausgewähltwerden.
Zumeinenaufgrunddes vergleichbarenVorgehensbeiMitra et al. 2002undBindraet al. 2009, zum
anderenaufBasisderErgebnissevonBurnham&Anderson2002,wirddasInformationskriteriumnach
Akaike(AIC)dembayesianischen(BIC)vorgezogen.EsberechnetsichfüreinModellzu:
`ab  >'@AD E  >c GleichungA22
mit: AIC = InformationskriteriumnachAkaike
 l(;y) = LogLikelihoodanderStelledesjeweiligenMLSchätzers
 p  = ZahldererklärendenVariablen
Grundsätzlich sollte dasModellmit dem geringsten AIC gewähltwerden. Burnham&Anderson 2002
empfehlen für den Fall einer Gegenüberstellung eines Kandidatenmodells mit dem „besten“ Modell
(geringsterAICWert)eineabgestufteBeurteilungentsprechendTabelleA5.Entscheidendistdabeidie
DifferenzAICderenAICWerte.DieBetrachtungistunabhängigvomabsolutenNiveaudesAIC.
TabelleA5 EmpirischerRückhalteinesKandidatenmodellsimVergleichzumModellmitdemgeringsten
AICWert(nachBurnham&Anderson2002)
AIC NiveaudesempirischenRückhalts
02 substanziell
47 bedeutendgeringer
>10 praktischnichtvorhanden
AufBasisdieserEinteilunggilteinModellM1alssignifikantbesser,sobalddessenAICWertdendesVer
gleichsmodellsummindestenzehnunterschreitet.EinsolcherVergleich istnurzulässig,wennsichdie
ModelleaufdiegleicheStichprobebeziehen.
Aufgrund seiner asymptotischen Eigenschaften setzt das AIC theoretisch eine unendliche Stichprobe
voraus,praktischjedocheinezumindestumfangreiche.FürdieAnwendungimFallverhältnismäßigklei
nerStichprobeneignetsicheinkorrigiertesInformationskriteriumAICC(s.GleichungA23).
`abd  >'@AD E  >c . J   c  L GleichungA23
mit: AICC = fürfiniteStichprobenkorrigiertesInformationskriterium
    nachAkaike
 l(;y) = LogLikelihoodanderStelledesjeweiligenMLSchätzers
 p  = ZahldererklärendenVariablen
 n  = Stichprobenumfang
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Burnham& Anderson 2002 zufolge sollte das AICC sowohl bei kleinen Stichproben als auch bei einer
großen Anzahl an erklärenden Variablen demAIC vorgezogenwerden. Sie empfehlen den Einsatz ab
einemVerhältnisvonn/p<40.
GegenüberdenaufgeführtenglobalenMaßenzurBeurteilungderModellgüte,dientdieResiduenana
lyse der Begutachtung einzelner Beobachtungen oder Ergebnisbereiche. Die Entwicklung desmetho
dischenVorgehenszurUntersuchungderstochastischenFehlergehtaufdieVerwendungdesallgemei
nenlinearenModells(ALM)zurück.DenVoraussetzungendesALMfolgendwerdendieResiduenalsDif
ferenzvonempirischenWertundErwartungswert (ResponseResiduen)vorrangigaufHomoskedastizi
tätundNormalverteilunghinüberprüft.
AufgrundderLockerungderrestriktivenAnforderungenimGLMunddessenAnwendungzurBerücksich
tigungschieferVerteilungen, isteineBetrachtungdieserRohoderResponseResiduennurinwenigen
Fällensinnvoll.DerenAnpassungandieNormalverteilung lässtkeinenAufschlussüberdieModellgüte
zu.
Trotz dieser Einschränkungen sehen Hauer& Bamfo 1997 durchaus Sinn in der Auswertung der
ResponseResiduen, sofern mit Hilfe der Modellergebnisse Prognosewerte gewonnen werden sollen.
UnterderAnnahme,dassResponseResiduenauch ineinemGLMmiteinemMittelwertvonNullnor
malverteiltseinsollten,schlagensiedasAuftragenderkumuliertenResiduenübereineinteressierende
unabhängigeVariablevor(CUREPlot,s.AbbildungA1).ImungestörtenFallentsprichtdieKurveeiner
Zufallsbewegung(„RandomWalk“).SieoszilliertimIdealfallüberdengesamtenVerlaufumdieAbszisse
undendetmitdemWertNull. FälltdieKurveübereinenBereichhinwegstetigaboder steigt siean,
kannvoneinemunberücksichtigtensystematischenEinflussimModellausgegangenwerden.

AbbildungA1: KumulierteResponseResiduenüberdenDTV(CUREPlot)(Beispiel:U(P)mitRadverkehrsbeteiligung
anlichtsignalgeregeltenVerkehrsknotenpunkten)
Hauer&Bamfo1997definierenaufBasisderNormalverteilungsannahmeZuverlässigkeitsgrenzenzwi
schen±2*(n).DieStandardabweichung*anderStellenberechnetsichdabeinachGleichungA24.
FüreineHerleitungwirdaufHauer&Bamfo1997undHauer2001bverwiesen.
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ef  geh . Y  ehehiZ GleichungA24
mit: *(n) = StandardabweichungkumulierterResiduenan
    derStellen
 2(n) = geschätzteVarianzanderStellen(entsprichtdem
    BetragderkumuliertenResiduenanderStelle)
 N  = Stichprobenumfang
TrittdieKurveausdemVertrauensbereich±2*(n)heraus, istdieseinZeichenfüreineungenügende
Modellanpassung.
DievonHauer&Bamfo1997empfohleneVorgehensweisedientdemZweck,Wertebereicheausfindig
zumachen,indeneneinModellempirischeDatensystematischüberoderunterschätzt.BeiderInter
pretation von Unfallmodellen sollte allerdings berücksichtigt werden, dass die Plots auf Response
ResiduenbasierenunddiemitdemErwartungswertzunehmendeStreuungunberücksichtigtbleibt.Vor
demHintergrund,dassdieBereichehoherVerkehrsstärkenoftnurmitwenigenWertenbesetzt sind,
kommteshäufigzueinemÜberoderUnterschreitenderGrenzenamEndederKurve.
UmdieimRahmendesALMentwickeltenMethodenderResiduenanalyseauchimGLMnutzenzukön
nen,werdenunterschiedlichenormalisierendeTransformationenvorgeschlagen.Die indiesemZusam
menhangamhäufigstenverwendetenFormensind
 PearsonResiduen,
 DevianzResiduen(bzw.Abweichungsresiduen)und
 AnscombeResiduen.
PearsonResiduenwerden aus demQuotienten der ResponseResiduen und der Standardabweichung
des(geschätzten)Erwartungswertsberechnet(s.GleichungA25).
jG	    "Kk:;<"K GleichungA25
mit: RP,i = PearsonResiduum
 yi  = Beobachtung(Realisierung)
 
i  = geschätzterErwartungswertvonyi
 Var(
i)= VarianzdesgeschätztenErwartungswerts
i
SiekönnensomitalsstandardisierteResponseResiduenverstandenwerden.DurchdieStandardisierung
wirdderHeteroskedastizität(inAbhängigkeitvomErwartungswertvariierendeVarianzen)entgegenge
wirkt.Gill2000zufolgetendierenPearsonResidueninGLMzuschiefenVerteilungen,daderenSchiefe
beiderTransformationberücksichtigtwird.EineasymptotischeNormalverteilungwirdnurunteridealen
Bedingungenerreicht.
AnstelleaufderAbweichungdesempirischenunddesModellwertsberuhenDevianzResiduenaufder
DifferenzderLikelihoodsdesgesättigtenunddesbetrachtetenModells.DieDevianzgehtdabeialsWur
zelein.DiesewirddarüberhinausmiteinemTermzurWahrungdeskorrektenVorzeichensmultipliziert:
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jl	    "K  "K . k= GleichungA26
mit: RD,i = DevianzResiduum
 yi  = Beobachtung(Realisierung)
 
i  = geschätzterErwartungswertvonyi
 Di  = DevianznachGleichungA13
EbensowiedieDevianzkönnenauchdieDevianzResidueninAbhängigkeitvonderVerteilungsannahme
derZielgrößeschiefverteiltsein(Gill2000).
AufdieDarstellungderBerechnungderAnscombeResiduenwirdandieserStelleverzichtet.Dienor
malisierendeTransformationberuht inderen Fall aufder Idee, denZähler desResidualterms (yi –
i)
derartzutransformieren,dassdieasymptotischeSchiefeausgeglichenwird.DieAbleitungdieserTrans
formationsfunktiongeschieht inAbhängigkeit vonderVerteilungsannahmederabhängigenVariablen.
FüreineZusammenstellungderentsprechendenGleichungenfürdiewichtigstenexponentiellenFami
lienwirdaufMcCullagh&Nelder1989undaufGill2000verwiesen.
Pierce&Schafer1986kommenzudemErgebnis,dass–trotz ihrerunterschiedlichenMotivationdie
Berechnung vonDevianzundAnscombeResiduen zu sehr ähnlichen Ergebnissen führt.AusGründen
desBerechnungsaufwandswerdenAbweichungsresiduenbevorzugt.
AusgewertetwerdenausschließlichstandardisierteResiduen,dieeingutangepasstesModellundeine
korrekten Transformation der Residuen vorausgesetzt  der Standardnormalverteilung folgen. Aus
diesemGrundsolltenmaximal5%derResiduenWerteaußerhalbdesBereichs±1,96undmaximal1%
außerhalb±2,54aufweisen.
Für dieAuswertungder Residuenbieten sich grafischeVerfahren an.MitHilfe von Streudiagrammen
undQuantilQuantilPlots könnenAbweichungen vonderNormalverteilung, nichtlineareundhetero
skedastischeVerläufeeinfacherkanntwerden.
Der Einfluss einzelner Werte auf das Modell und deren potenzielle Wirkung lässt sich mit Hilfe des
HebelwertsundderCookDistanzabschätzen.
DerHebelwertquantifiziertdieLageeinerBeobachtungimVergleichzurgesamtenStichprobe.Cohenet
al. 2003 zufolge kanndamit ein potenzieller Einfluss einerBeobachtungaufdas ErgebnisdesRegres
sionsmodellsgeschätztwerden.DerHebelwertwirdfürdenFallnureinerunabhängigenVariablexent
sprechendGleichungA27berechnet(nachCohenetal.2003).
#m   .   n

+   n  GleichungA27
mit: hij = HebelwertderBeobachtungi
 n = Stichprobenumfang
 xi = KovariablederBeobachtungi
 x = Mittelwertvonx
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ImFallmultivariaterRegressionenentsprechendieHebelwertedenDiagonalelementenderHatMatrix
bzw.derPrädiktionsmatrix.FüreineErläuterungderenHerleitung,GestaltundFunktionwirdaufFahr
meiretal.2009verwiesen.
DerMittelwertderHebelwertebeträgt(p+1)/n,wobeipdieZahlderParameterimModellistundndie
SummederBeobachtungen.AlsGrenzwertzurUntersuchungpotenzielleinflussreicherFälleempfehlen
Belsleyetal.2003dendoppeltenMittelwert.Stevens2009beschreibtdiesenWertalszukonservativ
undempfiehlteineAnalysebeiWertenüber3(p+1)/n.
In einigen Fällenwerden die Hebelwerte zusätzlichmit 1/n zentriert (Cohen et al. 2003). Zentrierte
HebelwerteliegenimBereichzwischen0und11/n.DerEinflussderZentrierungnimmtmitzunehmen
dem Stichprobenumfang ab. Cohen et al. 2003 empfehlen für diesen Fall auch eine Anpassung des
Grenzwertsauf3p/n.
DieCookDistanzbeschreibtdenEinflusseinesFallsaufdasgesamteRegressionsmodell.Siewirdausder
DifferenzderModellergebnissemitundohnedessenBerücksichtigung(leaveoneoutregression)defi
niert:
=o  + @"Km  "KmE
mc . pq  GleichungA28
mit: DCi = CookDistanzdesFallsi
 n  = Stichprobenumfang
 
j  = geschätzterErwartungswertvonyfürdenFallj
 
j(i) = geschätzterErwartungswertvonyfürdenFallj
    unterAusschlussdesFallsi
 p  = AnzahlderModellparameter
 MSE= mittlerequadratischeAbweichung(meansquareerror)
Laut Cohen et al. 2003 werden üblicherweise CookDistanzen > 1 als einflussreiche Fälle erachtet.
Hutcheson&Sofroniou1999istdieserWertzukonservativ.SieempfehleneinenGrenzwertinAbhän
gigkeitvonderStichprobeundderAnzahlderModellparametervon4/(np).
DerUmgangmiteinflussreichenFällenisteinvieldiskutiertesThemainderangewandtenStatistik.Field
2009 argumentiert, dass die Analysegrößen ausschließlich einer Überprüfung der Anpassung eines
ModellsandiezugrundeliegendeStichprobedienen.BezugnehmendaufBelsleyetal.2003folgerter,
dass dieMethoden grundsätzlich keine Rechtfertigung für den Ausschluss einzelner Fälle liefern. Sie
sollteninersterLinievorallemeinenähereAnalysederFällebegründen.
KonkretschlägtStevens2009vor,signifikanteAusreißerderZielgröße in jedemFallnäherzuuntersu
chen.SoferndieCookDistanzdesWertsEinsunterschreitet,siehterjedochkeinenGrund,denFallaus
zuschließen.
1.3.4 VorgehenbeiderModellierung
Ausgehend von einem Nullmodell werden parallel Unfallmodelle auf Basis der Poissonverteilung
(PoissonModelle)unddernegativenBinomialverteilung(NegBinModelle)geschätzt.ImPoissonModell
werden die Standardfehler der Regressionskoeffizienten mittels Dispersionsparameter – geschätzt
anhandvonPearson2–korrigiert(QuasiPoissonModelle).
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ModellefürStreckenabschnittewerdengrundsätzlichinderfolgendenFormkonzipiert:
rs  2(/ . (S . %()*+ (t.-tutvw  GleichungA29
mit: E(y)STR= ErwartungswertderUnfallzahleinesStreckenabschnitts
 L = LängedesAbschnitts
 Q = VerkehrsstärkealsDTV
 x = weitereKovariable
  = Regressionskoeffizient
DieAbschnittslängeLwirdsowohlmiteinemeigenenKoeffizienten1geschätztalsauchohne(gleich
bedeutendmit1=1).NähereAusführungensindKapitel3imTextteilzuentnehmen.
ModellefürKnotenpunktewerdenaufzweiverschiedeneArtengeschätzt:
xG  y(/ . z(S . %()*+ (t.-tutvw und  (/ . %()*+ (t.-tutvS  GleichungA30
mit: E(y)KP= ErwartungswertderUnfallzahleinesKnotenpunkts
 Q = VerkehrsstärkealsDTV
 QH = VerkehrsstärkederHauptrichtungalsDTV
 QU = VerkehrsstärkederNebenrichtungalsDTV
 x = weitereKovariable
  = Regressionskoeffizient
Die Verwendung der Modellform hängt unter anderem von der Datenverfügbarkeit ab. Modelle für
Anschlussknotenpunktewerden aufgrund der fehlenden Informationen über die Verkehrsstärken der
untergeordnetenZufahrtenzwangsläufigmitnureinerVerkehrsstärkegeschätzt.BeidenModellender
VerkehrsknotenpunktewerdenbeideModellformenverwendet.DieVerkehrsstärkenwerdenentweder
differenziert berücksichtigt oder der KnotenpunktsDTVwird gemeinsammit dem Verkehrsstärkever
hältnisQverimModellaufgenommen.
Der Aufbau erfolgt sukzessive mittels Vorwärtsselektion. Die Auswahl der unabhängigen Variablen
geschiehteinerseitsanhandfachlicherÜberlegungenundErkenntnisse,andererseitsunterBerücksich
tigungderindividuellenBeiträgederVariablenzurLogLikelihood.
DieSignifkanzderRegressionskoeffizientenwirdmitdemWaldTestgeprüft,dieModelleffektemitdem
LikelihoodQuotientenTest.DasSignifikanzniveauwirdfüralleArbeitsschrittemit5%gewählt.Ausnah
menwerdenbegründet.
UmMutlikollinearitätenimModellzuvermeiden,werdenvorabdieKorrelationenderVariablenunter
einander analysiert. Mit einem r 0,7 korrelierende Größen werden nicht gemeinsam verwendet.
Größenmiteinemr0,5werdennurimbegründetenFallzusammenaufgenommen.
Im Fall kategorialer Variablen mit mehr als zwei Ausprägungen erfolgt eine Überprüfung der Unter
schiedezwischendeneinzelnenKategorienuntereinandermitHilfpaarweiserVergleiche.DieimModell
berechneten Signifikanzen der Koeffizienten beziehen sich immer nur auf einen Vergleich mit dem
Grundniveau,nichtjedochaufUnterschiedederKategorienuntereinander.SolltensichdieKoeffizienten
der Kategorien untereinander nicht signifikant unterscheiden, wird deren Zusammenfassung in einer
gemeinsamenKategoriegeprüftodergänzlichaufderenBerücksichtigungverzichtet.
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Neben der isolierten Aufnahme von Variablen werden – sofern es fachlich sinnvoll erscheint – auch
Interaktionen von zwei Variablen geprüft. Ein resultierender Interaktionsterm wird nur dann aufge
nommen,wennbeidebeteiligtenKovariablensignifikanteHaupteffekteaufweisenund imresultieren
denModell berücksichtigt werden (s. hierzu Gill 2001). Aus Gründen der Interpretierbarkeit werden
darüberhinauskeineInteraktionenvonzweistetigenVariablenabgebildetsondernausschließlicheiner
stetigenundeinerdichotomen(s.hierzuFahrmeiretal.2009).
Aufgrund der von Maher& Summersgill 1996 sowie Gill 2000 beschriebenen asymptotischen Eigen
schaftenwirdimRahmendieserArbeitPearsons2derDevianzvorgezogen.DieAnpassungsgütewird
anhandeinesoptimalenWertsfür2/df=1bemessen.
AufeineVerwendungderPD2/3wirdimRahmenderArbeitverzichtet.SPSSsiehteineBerechnungdie
sesGütemaßesnichtvor.AusGründendeserheblichenAufwandswirdgegeneineeigeneBerechnung
entschieden.
EineAbwägungalternativerModelleerfolgtmitdem InformationskriteriumsnachAkaike (AIC). In sol
chen Fällen, in denen das Verhältnis des Stichprobenumfangs zur Anzahl der Parameter unter einen
Wertvon40fällt,wirdalternativdaskorrigierteInformationskriteriumAICCberechnet.AlsMaßstabfür
eine signifikant bessere Modellgüte dient das von Burnham& Anderson 2002 genannte Kriterium
AIC10.
DieweiterführendeModelldiagnosesiehtdiefolgendenSchritteundKenngrößenvor:
 AuswertungderResponseResidueninFormvonCUREPlotsüberdenDTV
 Auswertung standardisierter DevianzResiduen (bzw. standardisierter Abweichungsresiduen) mit
StreudiagrammenüberallederimModellenthaltenenKovariablen
 Gemeinsame Aufbereitung von Hebelwerten und CookDistanzen in Streudiagrammen sowie die
räumlicheVerteilungeinflussreicherFälleimNetz
DieDiagrammederResiduenanalysesindindenAnlagenderjeweiligenModelleaufgeführt.Dieräum
licheAuswertungderHebelwerteundCookDistanzenwirdzudem imKapitel7.6.4 imTextteilbehan
delt.
 
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2 Kontingenztafeln
WerdennvoneinanderunabhängigeBeobachtungenzweiMerkmalenmitkundlMerkmalsausprägun
gen zugeordnet, erhältmaneineklFelderKontingenztafel (s. TabelleA6). ImeinfachstenFall dicho
tomerMerkmaleentstehtbeispielsweiseeine4FelderTafel.
TabelleA6: AufbaueinerklFelderKontingenztafel
 j=1 ... j=k i
i=1 nij ... 
   
   
   
i=l    
j  n
Die Untersuchung von Unterschieden in den Ausprägungen erfolgt mittels ChiQuadratUnabhängig
keitsTests.HierbeiwirdderrealenFallzahl jedesFeldes(oderjederMerkmalskombination)einErwar
tungswertwert gegenübergestellt. Da kategoriale Variable keinen Mittelwert besitzen, erfolgt die
BerechnungerwarteterHäufigkeiten.DerErwartungswertergibtsichzu:
%m  {%'%|}  % . qc;'~%|}  %   + m . + m
m   GleichungA31
mit: eij = erwarteteHäufigkeitimFeldderZeileiundderSpaltej
 nij = realisierteHäufigkeitimFeldderZeileiundderSpaltej
 n = Stichprobenumfang
DieTestStatistikberechnetsichzu:
 m  %m%m

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 GleichungA32
mit: 2 = Prüfgröße
 eij = erwarteteHäufigkeitimFeldderZeileiundderSpaltej
 nij = realisierteHäufigkeitimFeldderZeileiundderSpaltej
DieStatistik2istapproximativchiquadratverteiltmit(l1)(k1)Freiheitsgraden.AusderStatistiklässt
sichdieWahrscheinlichkeitableiten,dassdiebeobachtetenHäufigkeitenunterderVoraussetzungunab
hängigerVariablenrealisiertwerden,alsogleichverteiltsind.DieTestswerdendabeieinseitigdurchge
führtundbetrachtenausschließlichdierechteSeitederVerteilung.
VoraussetzungenfürdieDurchführungderTestsergebensichhinsichtlich
 derUnabhängigkeitderBeobachtungensowie
 desStichprobenumfangsinAbhängigkeitvonderZahlderFelder.
Anlage2

A26
DieVoraussetzungderUnabhängigkeit istdannerfüllt,wennjederFallnureinemFeldderTafelzuge
wiesenwird.Mehrfachbeobachtungen(imkonkretenFall:AuswertungmehrererWegeeinerPersonin
derselbenTafel)sindmitdiesemVerfahrensomitnichtvereinbar.
Bortz 2005 und Backhaus et al. 2008 empfehlen für den Fall eines Stichprobenumfangs < 60 bei 4
FelderKontingenztafeln eine YatesKorrektur.Mit Verweis auf Howell 2006 rät Field 2009 von deren
Anwendungab,dadieFormelüberkorrigiert.Bortz2005räumtein,dassdieYatesKorrekturkonservativ
wirktundbeimVergleichderHäufigkeitenvonzweiMerkmalennichtgrundsätzlichzueinerbesseren
Approximation der theoretischen ChiQuadratVerteilung führt. Eine ausführliche Besprechung der
YatesKorrekturfindetsichbeiFleiss1981.
In4FelderTestssolltedieerwarteteHäufigkeitjedesFeldes>5sein.IngrößerenKontingenztafelnsoll
tenmaximal20%derFelderWerte<5aufweisen(u.a.Backhausetal.2008,Bortz2005,Field2009).Im
Fallder4FelderTafelnmiterwartetenHäufigkeitenuntereinemWertvonFünfempfehlenBortz2005
sowie Field 2009 ersatzweise die Anwendung des exakten 4FelderTests nach Fisher. Bei extrem
asymmetrischenRandverteilungenschlägtBortz2005darüberhinauseineKorrekturnachJohnson1972
vor.
AlternativzumChiQuadratTestschlägtField2009inFällenkleinerStichprobendieDurchführungeines
LikelihoodQuotientenTests vor. Konkrete Grenzwerte nennt er dabei nicht. Bei geringen erwarteten
Häufigkeiten in großen Kontingenztafeln kann das von Bresnahan& Shapiro 1966 entwickelte exakte
Verfahrenverwendetwerden.EsberuhtaufeinerUnterteilungderTafelinPartitionen.
InsbesondereimFallgroßerStichprobensindSignifikanzenalleinnichtaussagekräftig.Daherempfiehlt
sichdarüberhinausdieBerechnungvonEffektgrößen.AlssolchesindimFallnominalerVariablen
 derKoeffizient,
 derKontingenzkoeffizientC,
 CramersIndexCIund
 GoodmannundKruskals
gebräuchlich.
Der Koeffizient kann als Korrelation zwischen zwei dichotomen Variablen verstanden werden und
eignetsichdaherfürdenFalleinerVierFelderKontingenztafel(2×2Tafel).ErkanndirektausderChi
QuadratStatistikberechnetwerden:
  g  GleichungA33
mit:  = PhiKoeffizient
 2 = Prüfgröße(nachGleichungA32)
 n = Stichprobenumfang
Backhausetal.2008weisendaraufhin,dassKoeffizientenauszweiverschiedenenUntersuchungen
nichtmiteinanderverglichenwerdenkönnen.DarüberhinauskannderBetragdesKoeffizientenWerte
größereinsannehmen,soferneinederVariablenmehralszweiMerkmalsausprägungenannimmt(Bortz
Anlage2

A27
2005).IndiesemFallentziehtsichdieGrößeeinemVergleichimSinnegebräuchlicherEffektgrößen.Das
ProblemwirdmitdemKontingenzkoeffizientenCgelöst,dessenWertebereich zwischennullundeins
liegt.DerKontingenzkoeffizientlässtsichnachGleichungA34berechnen.
o  g    GleichungA34
mit: C = Kontingenzkoeffizient
 2 = Prüfgröße(nachGleichungA32)
 n = Stichprobenumfang
TrotzseinesWertebereichszwischen0und1kannderHöchstwert lautBackhausetal.2008nursehr
schwererreichtwerden.DierealeObergrenzeisteineFunktionderAnzahlderSpaltenundZeilender
Tabelle.AufgrundunterschiedlicherObergrenzenbleibtauchbeimKontingenzkoeffizientendasProblem
mangelnderVergleichbarkeitweiterhinbestehen.Bortz2005hebthervor,dassderquadrierteKontin
genzkoeffizient nicht im Sinne einesBestimmtheitsmaßes interpretiertwerdendarf, daVarianzenbei
nominalskaliertenVariablennichtdefiniertsind.
FürdenFalleinesVergleichsmitanderenKorrelationsmaßenempfiehltBortz2005dieBerechnungvon
CramersIndexCIentsprechendGleichungA35.
o  g  . j   GleichungA35
mit: CI = CramersIndex
 2 = Prüfgröße(nachGleichungA32)
 n = Stichprobenumfang
 R = MinimumderAnzahlanSpaltenundZeilen
SoferneinesderbetrachtetenMerkmaledichotomist,gehtderWertindenPhiKoeffizientenüber.
GoodmannundKruskalsfolgteineranderenAnschauung,indemesquantifiziert,inwelchemMaßdie
Kenntniseiner(unabhängigen)VariablenderPrognosederzweiten(abhängigen)dient.InAnlehnungan
Hartung 2010 werden je nach Betrachtungsrichtung die Größen A (Zeilenvariable abhängig) und B
(Spaltenvariableabhängig)unterschieden.
DieBerechnungder WerteerfolgtnachGleichungA36 (A)undGleichungA37 (B).AbbildungA2
dientdabeiderVerdeutlichungderberücksichtigtenGrößen.

AbbildungA2: SchematazurBerechnungGoodmannundKruskalsAundBinKontingenztafeln
...
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  +  mm  .   .  GleichungA36
  + m m m .m  m .m  GleichungA37
mit: A = GoodmannundKruskalszurVorhersagederZeilenkategorie
 B = GoodmannundKruskalszurVorhersagederSpaltenkategorie
 i = Zeilenindex
 j = Spaltenindex
 nij = realisierteHäufigkeitimFeldderZeileiundderSpaltej
Hartung 2010 gibt eine Berechnungsmethodik für die Konfidenzintervalle der Werte an. Die dazu
erforderliche Varianz lässt sich nach Gleichung A38 ermitteln (am Beispiel von B). Für die weitere
BerechnungderKonfidenzintervallewirdaufHartung2010verwiesen.
e  J  + m m L J+ m m  m .m  > . + m m
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 GleichungA38
mit: B
2 = VarianzvonGoodmannundKruskalsB
 i = Zeilenindex
 j = Spaltenindex
 nij = realisierteHäufigkeitimFeldderZeileiundderSpaltej
 i
* = SummeüberZeilen,indenenmaxjnijin
   dergleichenSpalteliegtwiemaxjn.j
InAnlehnungandievonCohen1988eingeführteBewertungvonEffektgrößendeuteteinWertab0,3
aufeinemmittleren,ab0,5aufeinenstarkenEffekthin(s.u.a.Bortz2005).Wertezwischen0,1und0,3
lassenaufeinenschwachenEffektschließen.
Eine Abschätzung der Zusammenhänge innerhalb der einzelnen Merkmalsausprägungen kann durch
AuswertungderResiduen,bzw.derstandardisiertenResiduen(s.GleichungA39)erfolgen.
j	m  m  %mk%m  GleichungA39
mit: Rst,ij = standardisiertesResiduum
 eij  = erwarteteHäufigkeitimFeldderZeileiundderSpaltej
 nij  = realisierteHäufigkeitimFeldderZeileiundderSpaltej
Standardisierte Residuen können aufgrund ihrer Standardisierung als zWerte interpretiert werden
(s.hierzuField2009)undlasseneinendirektenRückschlussaufdieSignifikanzdesbetreffendenTeilzu
sammenhangszu.ResiduenmiteinemBetrag1,96beschreibeneinensignifikantenUnterschiedzum
Niveauvon95%,WertemiteinemBetrag2,58zueinemNiveauvon99%.
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3 Hauptkomponentenanalyse
3.1 Grundlagen
Die Hauptkomponentenanalyse dient in erster Linie der Dimensionsreduzierung von Variablensätzen.
AufderGrundlagederKorrelationsstrukturderVariablenuntereinanderwerdenmöglichstwenigeFak
torenbzw.Hauptkomponentengesucht,diedieseStrukturmöglichstvollständigwiedergeben.Siewer
denorthogonalzueinanderberechnetundsindsomitlinearunabhängig.
IndereinschlägigenFachliteraturwirddieHauptkomponentenanalysehäufiginVerbindungmitderFak
torenanalyse genannt.Die Trennung beider Verfahren ist unscharf undwird unterschiedlich interpre
tiert.Bortz2005bezeichnetdieHauptkomponentenanalysealsTeilderFaktorenanalyse.Field2009hin
gegen sieht den Unterschied in demModellgedanken.Während die Faktorenanalyse einmathemati
schesModellgeneriert,ausdemFaktorenabgeleitetwerden,wirdbeiderHauptkomponentenanalyse
einempirischerDatensatzineinenSatzlinearerVariablenzerlegt.ImRahmendieserArbeitwerdendie
BegriffeKomponenteundFaktoraustauschbarverwendet.
Unter einer Hauptkomponente lässt sich eine synthetische Variable verstehen, die derart konstruiert
wird,dasssiesohochwiemöglichmitallenbetrachtetenVariablenkorreliert.DienachHerauspartiali
sierendes Faktors verbliebenenRestkorrelationenwerdenwiederumzurKonstruktioneinesweiteren
Faktorsverwendet,derunabhängigvomersten ist,usw.DasErgebnisderHauptkomponentenanalyse
sindwechselseitigvoneinanderunabhängigeFaktoren,diedieZusammenhängezwischendenVariablen
erklären. Das Vorgehen bei der Komponentenberechnung wird als sukzessiv varianzmaximierende,
orthogonaleRotationstransformationbezeichnet(Bortz2005).
Die Hauptkomponentenanalyse geht von der Annahme aus, dass sich jeder Beobachtungswert einer
VariablealseineLinearkombinationmehrererFaktorenbeschriebenlässt(Backhausetal.2008):
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 GleichungA40
mit: xj = Variablei
 aij = EinflussdesFaktorsjaufdieVariablei(Faktorladung)
 fj = Faktorj
 q = AnzahlderFaktoren
DerWertaijinGleichungA40wirdalsFaktorladungbezeichnetundentsprichtderKorrelationderVari
ableniundeinemFaktorj.DasQuadratderLadung(aij
2)wirdalsKommunalitätbezeichnetundgibtden
gemeinsamenVarianzanteilzwischenFaktorundVariablewieder.
DieDimensionsreduzierungwirddurchdenAbbruchdesVerfahrensnachErhalteinerAnzahlaussage
fähigerFaktorenerreicht.DadieFaktorensukzessivundvarianzmaximierendgewonnenwerden,kön
nen–einegeeigneteKorrelationsstrukturvorausgesetzt–bereitswenigeFaktoreneinenGroßteilder
VarianzinnerhalbdesursprünglichenDatensatzesrepräsentieren.AlsKriterienzumAuffindenderopti
malenAnzahlanFaktorendienenhierzudieEigenwerte.DiesewerdenentwederGrenzwertengegen
übergestelltodermitHilfegrafischerMethodenausgewertet.
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DerEigenwerteinesFaktorsergibtsichausderSummederquadriertenLadungenallerVariablenauf
denselben.Er istdamiteinMaßfürdieVarianz,diedurchdenbetreffendenFaktoraufgeklärtwird(s.
GleichungA41).
 ;m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 c GleichungA41
mit: j = EigenwertdesFaktorsj
 aij = EinflussdesFaktorsjaufdieVariablei(Faktorladung)
 p = AnzahlderVariablen
AusgehendvondemFalleinerPCAaufBasisderKorrelationsmatrixistdieGesamtvarianzallerpVariab
len–alsFolgederStandardisierungderKovarianzbeiderKorrelationgleichderenAnzahl.DerEigen
werteinesFaktorskannindiesemFalldenWertpnichtüberschreiten.
DiegewonnenenFaktorenwerdenimAnschlussandieExtraktionrotiert.DieRotationdientderErleich
terungderInterpretationderFaktorenstruktur.Siekannentwederorthogonal(lineareUnabhängigkeit
derFaktorenwirdbewahrt)oderschiefwinkligbzw.oblique(dierotiertenFaktorendürfenkorrelieren)
erfolgen.
DieVereinfachungderVariablenstrukturmitHilfederHauptkomponentenanalyseführtaufderGegen
seiteunweigerlichzueinemInformationsverlust.DieserlässtsichaufzweiGründezurückführen:
 DieBerechnungderKorrelationskoeffiziententrägtdenVerteilungseigenschaftenderVariablennur
ingeringemMaßRechnung.EigenschaftenwiebeispielsweiseSchiefeoderExzessbleibenunberück
sichtigt.
 MitReduzierungderVariablenzahlaufdieberechnetenHauptkomponentengehenauchAusprägun
gen einzelner Variablen verloren, die nicht auf die Hauptkomponenten laden. Eine vollständige
AbbildungallerAusprägungenwäreinderpraktischenAnwendungerstdannerreicht,wennsichdie
AnzahlderHauptkomponentenunddiederVariablenglichen. IndiesemFallwäre jedochdieFor
derungderDimensionsreduzierungobsolet.
EinweitererNachteil desVerfahrens liegt indermangelndenÜbertragbarkeitdessenErgebnisse.Das
Verfahren beruht grundsätzlich auf der Annahme, die untersuchte Stichprobe entspräche gleichzeitig
derGrundgesamtheit (Field2009). Jolliffe 2002nenntBedingungen,unter denen Ergebnisseüberdie
Stichprobehinausextrapoliertwerdenkönnen.BelastbarestatistischeInferenzistimNormalfalljedoch
nurdannmöglich,wenndiegefundeneFaktorenstrukturinweiterenunabhängigenStichprobenbestä
tigtwerdenkann.
3.2 Analyseschritte
AlsEingangsdatenfürdiePCAkannentwedereineKovarianzodereineKorrelationsmatrixdesunter
suchtenDatensatzesdienen.DieKorrelationsmatrixisteinestandardisierteKovarianzmatrixundbietet
daher den Vorteil, dassmögliche Niveauunterschiede einzelner Variablen durch die Standardisierung
ausgeglichenwerden.
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DieHauptkomponentenanalyse setzt bei strenger Auslegung normalverteilte Variablen voraus. Jolliffe
2002,Stevens2009,Field2009sowieDunteman1989stimmendahingehendüberein,dassdieseAnfor
derungzurestriktivistundkeineVoraussetzungfüreinevalidePCAdarstellt.Field2009rätzumindest
zurVerwendungvonVariablenannäherndgleichenVerteilungstyps.FürdenFall,dassdieNormalvertei
lungsannahmegeprüftwerdensoll,empfiehltereinentTest.
DasVorgehenwirdvereinfacht,wenndieVariablenzumindestintervallskaliertsind.DiesistimRahmen
dieserArbeitderFall. FürMöglichkeitenzurDurchführungeinerPCAkategorialerDatenwirdaufSte
vens2009verwiesen.
DieDurchführbarkeiteinerPCAundderenErgebnisgütehängendirektvonderEignungderStichprobe
sowie der Korrelationsstruktur ab. Die Anforderungen beziehen sich auf den Stichprobenumfang in
AbhängigkeitvonderAnzahlderVariablen.Comrey&Lee1992stufendenStichprobenumfanginexzel
lent(n=1000),sehrgut(n=500),gut(n=300),angemessen(n=200)undschlecht(n=100)ab.Ähnlich
argumentieren auch Tabachnick& Fidell 2007, die einen Stichprobenumfang  300 als beruhigend
bezeichnen.
UmdieInterpretierbarkeitderFaktorenstrukturzuüberprüfen,untersuchenGuadagnoli&Velicer1988
anhand vonMonte CarloSimulationen die Übereinstimmung aus Stichproben und aus der Grundge
samtheit gewonnenen Faktoren. Im Ergebnis schlagen sie eine durch lineare Regressionsrechnungen
ermittelteFormelzurBestimmungderStabilitätderFaktorenstrukturvor.Bortz2005führtdieFormelin
leichtabgeänderterForman.DieStabilitätberechnetsichdemnachzu:
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mit: FS = StabilitätderFaktorenstruktur
 n = AnzahlderBeobachtungen
 x = minimalerLadungswert,derbeider
   Interpretationberücksichtigtwird
Guadagnoli&Velicer 1988 zufolge erlaubt einWert von FS  0,9 dieAnnahmeeiner gutenÜberein
stimmungderStrukturderStichprobeundderGrundgesamtheitundsomiteinerinterpretierbarenFak
torenstruktur.Bortz2005zufolgesolltenFaktorenstrukturenmitFS<0,8nichtinterpretiertwerden.
Field 2009 fasst deren weitere Ergebnissemit dem Hinweis zusammen, dass Faktorenmit vier oder
mehr Ladungengrößer0,6unabhängig vonder Stichprobengröße zuverlässig sind. Faktorenmit zehn
Ladungengrößer0,4sinddannbelastbar,wennderStichprobenumfang150übersteigt.
Für eine Zusammenstellung der Ergebnisse weiterer Untersuchungen wird auf Field 2009 sowie Lin
gard&Rowlinson2006verwiesen.
Neben der Stichprobenzahl ist auch die Struktur der Korrelationsmatrix von Bedeutung. Ein Gütekri
teriumistdieSignifikanzderKorrelationen.DaPCAimNormalfall jedochaufverhältnismäßigumfang
reicheStichprobenangewendetwerden,erweisensichbereitsgeringeEffektealssignifikant.
Für eine PCA erweisen sich sowohl geringe und als auch hohe Korrelationen als problematisch. Field
2009 zufolge sind Korrelationen zwischen r = 0,3 und 0,8 günstig. Für Variable, deren Korrelations
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koeffizientendurchgängig außerhalbdiesesWertebereichs liegen, solltedaher einAusschluss ausder
Analysegeprüftwerden.
Der BartlettTest überprüft die Nullhypothese alle Variablen seien unkorreliert gegen die Alternativ
hypothese die Variablen seien korreliert. Die Prüfung erfolgt über einen Test der Korrelationsmatrix
gegenüber der Einheitsmatrix. Weichen beide Matrizen nicht signifikant voneinander ab, gelten die
Variablenalsunkorreliert.Backhausetal.2008weisendaraufhin,dassderBartlettTestnormalverteilte
Ausgangsdatenvoraussetzt.
NebenderKorrelationsmatrixkönnenauchdieAntiImageKorrelationsunddieAntiImageKovarianz
MatrixzurGütebewertungherangezogenwerden.FüreineBeschreibungderAntiImageMatrizenwird
aufBackhausetal.2008undField2009verwiesen.
DieFormderAntiImageKovarianzMatrixsollteimIdealfalldieFormeinerDiagonalmatrixannehmen.
Dziuban&Shirkey1974 schlagen vor, dieKorrelationsstruktur als nicht geeignet anzunehmen, sobald
mehrals25%derElementeaußerhalbderDiagonalenWerte>0,09annehmen.
Kaiser1970schlägteinBewertungskriteriumaufBasisderAntiImageKorrelationsMatrixvor.Dassoge
nannteKaiserMeyerOlkinKriteriumKMO(auchMSA,engl.:measureofsamplingadequacy)berechnet
sich aus demQuotienten der quadrierten Korrelationen und der quadrierten Partialkorrelationen der
Variablen(s.hierzuKaiser1970).DerWertebereichdesKMOliegtzwischen0und1.Kaiser1974schlägt
eineBewertungentsprechenddesinTabelleA7aufgeführtenSchemasvor.
TabelleA7: BewertungderStichprobeneignungentsprechenddemKaiserMeyerOlkinKriteriumKMO
(nachKaiser1974)
KMO Bewertung
0,9 fabelhaft
0,8 verdienstvoll
0,7 mittelmäßig
0,6 durchwachsen
0,5 miserabel
<0,5 inakzeptabel
DasKMOkannsowohlfürdiegesamteKorrelationsstrukturalsauchfüreinzelneElementederMatrix
berechnet werden. Neben der Berechnung eines Gesamtwerts schlägt Field 2009 auch die einzelne
Überprüfung der Diagonalelemente der AntiImageKorrelationsMatrix vor. Diese sollten zumindest
Werte>0,5annehmen.
Auch wenn die PCA grundsätzlich robust gegenüber Multikollinearitäten ist, schlägt Field 2009 eine
Überprüfungvor.AlseineinfachesKriteriumkanndieDeterminantederKorrelationsmatrixverwendet
werden.DerenWertsollteüber|R|>0,00001liegen.
ZurPrüfung,obdieDeterminantevonNullverschiedenist,schlägtHaitovsky1969einenSignifikanztest
vor.AlsPrüfgrößeberechneterein2H(s.GleichungA43).
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mit: 2H = PrüfgrößenachHaitovsky
 pi  = AnzahlderVariablen
 n  = Stichprobenumfang
|R| = DeterminantederKorrelationsmatrixR
DieresultierendeStatistikistmitp(p1)/2Freiheitsgradenchiquadratverteilt.
DieBerechnungderFaktorenerfolgtnachGesichtspunktenderVarianzmaximierung. ImerstenSchritt
wird ein Faktor ermittelt, der einen maximalen Anteil der Varianz zwischen den Variablen aufklärt.
DarauffolgendwirdorthogonalzumersteneinzweiterFaktorkonstruiert,dereinenmaximalenAnteil
anderverbliebenenVarianzaufklärt,usw.DieMaximierungderVarianzerfolgtüberdieFaktorladun
gen.
Es lassen sich theoretisch ebenso viele Faktoren extrahieren,wie es Variablen im Ausgangsdatensatz
gibt.DaseingangserwähnteZielderDimensionsreduzierungwirddurchdieAuswahleinergeringeren
ZahlanFaktorenerreicht,dieeinenausreichendenAnteilanderGesamtvarianzaufklären.
Kaiser1960empfiehlteineExtraktionallerFaktorenmiteinemEigenwert>1 (sog.KaiserGuttman
Kriterium,Bortz2005).Hintergrund istdieAnschauung,dasseinFaktormiteinemEigenwertvonEins
ebensovielVarianzaufklärt,wieeine(zstandardisierte)Ausgangsvariable.Jolliffe2002hältdiesesKrite
riumfürzukonservativ.DadieFaktorenauseinerStichprobegewonnenwerden,musseinKonfidenz
intervallberücksichtigtwerden.ErhälteineUntergrenzevon=0,7fürgeeignet.
EineanschaulicheMöglichkeitderFaktorenauswahlstelltderScreePlotdar.DieFaktorenwerdendazu
in der Reihenfolge ihrer Berechnungmit ihren Eigenwerten in einemDiagramm aufgetragen und die
Punktelinearmiteinanderverbunden.DieKurvebesitztzwangsläufigeinenfallendenVerlauf.Eswerden
anschließend so viele Faktorenausgewählt, bis sich inderKurveeinKnick zeigt.Der Faktor/Punkt, in
dem sichder Knick zeigt,wird für gewöhnlich nichtmehr extrahiert. Stevens 2009 zufolge liefert der
ScreePlotabeinemStichprobenumfangvonn=200verhältnismäßigzuverlässigeErgebnisse.
Die dritte Vorgehensweise zur Bestimmung der zu extrahierenden Zahl an Faktoren ist die Parallel
analyse.DasVerfahrengehtaufHorn1965zurück.Erschlägtvor,denVerlaufderEigenwertemitdem
Eigenwerteverlauf der Korrelationen zwischen normalverteilten Zufallsvariablen zu vergleichen (Bortz
2005).NurwenndieEigenwertederFaktorenüberderKurvederzufälliggewonnenenEigenwerteliegt,
kannvoneinersubstanziellenBedeutungderFaktorenausgegangenwerden.
Lautenschlageretal.1989gebeneineRegressionsgleichungfürEigenwertezufälligerKorrelationennor
malverteilterGrößenan.MitHilfedieserberechnetLautenschlager1989TafelnzumAblesenderzufalls
bedingtenEigenwerteinAbhängigkeitdesStichprobenumfangsundderAnzahlderFaktoren.Zwischen
wertewerdendurchlineareInterpolationgewonnen.
NeuerenVeröffentlichungen zufolge (s. hierzuBortz 2005) erweist sich unter anderemdasVerfahren
nach Steiger hinsichtlich Teststärke und –genauigkeit demBartlettTest überlegen. Das Prinzip dieses
TestsistdasgleichewiebeiBartlett,eswirdüberprüft,obeineempirischermittelteKorrelationsmatrix
signifikantvonderEinheitsmatrixabweicht.DieTeststatistiknachSteigerberechnetsichzu:
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mit: 2S = PrüfgrößenachSteiger
 n  = Stichprobenumfang
 Zij  = FishersZWertederKorrelationen
Diese wird gegen eine 2Verteilung mit p(p1)/2 Freiheitsgraden geprüft. Erweist sich der Test als
signifikant,kanndererstePCAFaktorextrahiertwerden.AnschließendwirddiereproduzierteKorrela
tionsmatrixnachExtraktionberechnetunddieTeststatistikerneutermitteltundgeprüft.DieseVerfah
rensweisewirdinderFormfortgeführt,bisdieNullhypotheseaufgrundderverbliebenenKorrelationen
nichtmehrabgelehntwird.LautBortz2005istdavonauszugehen,dassmitdiesemVerfahrendeutlich
mehrbedeutsameFaktorenermitteltwerdenalsmitdemScreeTestoderderParallelanalyse.
DieextrahiertenFaktorenwerdenimAnschlussnocheinmalrotiert.MitdiesemSchrittsolldieinterpre
tierbarkeit der PCA vereinfacht werden. Aufgrund des rein varianzmaximierenden Vorgehens in den
vorangegangenenSchrittenladenverhältnismäßigvieleGrößenhochaufdenerstenFaktor.EineInter
pretationwirddadurchhäufigerschwert,dakeineklareZuweisungderAusgangsvariablenmöglich ist.
Die bedeutsamen Faktoren werden daher so rotiert, dass die ursprünglichen PCAFaktoren auf die
rotiertenFaktorenumverteiltwerden.DieRotationkannentwederorthogonal(lineareUnabhängigkeit
derFaktorenbleibterhalten)oderobliquebzw.schiefwinklig(Faktorenkönnenkorrelieren)erfolgen.
Als orthogonales Rotationsverfahren wird in denmeisten Fällen das VarimaxVerfahren gewählt. Die
Faktorenwerdensorotiert,dassdieVarianzderquadriertenLadungenproFaktormaximiertwird(Bortz
2005).InderFolgeladendieAusgangsvariablenaufeinzelneFaktorenentwederrelativhochoderrelativ
niedrig.DieZuweisungderFaktorenzudenAusgangsvariablenwirddamiterheblichvereinfacht.
Im Anschluss an die Rotation werden im letzten Schritt die Faktorwerte berechnet. Die Berechnung
erfordert aufgrund algebraischer Schwierigkeiten den Einsatz von Schätzverfahren (s. Backhaus et al.
2008).EineüblicheMethodeistdieRegressionderFaktorwertemittelsderursprünglichenKorrelations
matrix.EinNachteildieserVorgehensweise ist,dassdieWerteauchmitanderenFaktorenkorrelieren
können.Die lineareUnabhängigkeit der Faktorenwäredamithinfällig.Alternativ könnenKorrekturen
mit der BartlettMethode oder der AndersonRubinMethode vorgenommen werden. Tabachnick&
Fidell 2001 präferieren die AndersonRubinMethode für den Fall, dass unkorrelierte Faktorenwerte
berechnet werden sollen. Für eine ausführliche Gegenüberstellung der unterschiedlichen Verfahren
wirdaufDiStefanoetal.2009verwiesen.

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Anlage3: HauptverkehrsstraßennetzundAnalysenetz
Dresdens




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
AbbildungA3: HauptverkehrsstraßennetzDresdens
Quelle:LandeshauptstadtDresden,HauptabteilungMobilität,Stand:November2003
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AbbildungA4: AnalysenetzderUnfallmodelle
 Verkehrsstraße
 Verkehrsknotenpunkt
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Anlage4: Sozioökonomischeundwirtschaftliche
Strukturdaten




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AbbildungA5: VerkehrsbezirkeundAnalysenetzderUnfallmodelle
 Verkehrsstraßennetz
 (Analysenetz)
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TabelleA8: ZusammenfassendeDatensatzbeschreibungderStrukturdatendesVerkehrsmodellsDresdens(Quelle:
LandeshauptstadtDresden)
Variable Beschreibung Einheit Mw. Min. Max.
VBZ Verkehrsbezirksnummer [ ]   
VHG_1 VerhaltenshomogeneGruppe1
(05Jahre,nichterwerbstätig,Kfznichtverfügbar)
[Pers] 50 0 244
VHG_2 VerhaltenshomogeneGruppe2
(517Jahre,nichterwerbstätig,Kfznichtverfügbar)
[Pers] 77 0 279
VHG_3 VerhaltenshomogeneGruppe3
(1864Jahre,nichterwerbstätig,Kfznichtverfügbar)
[Pers] 127 0 953
VHG_4 VerhaltenshomogeneGruppe4
(1864Jahre,nichterwerbstätig,Kfzverfügbar)
[Pers] 103 0 687
VHG_5 VerhaltenshomogeneGruppe5
(1864Jahre,erwerbstätig,Kfznichtverfügbar)
[Pers] 109 0 483
VHG_6 VerhaltenshomogeneGruppe6
(1864Jahre,erwerbstätig,Kfzverfügbar)
[Pers] 297 0 1.042
VHG_7 VerhaltenshomogeneGruppe7
(ab65Jahre,Kfznichtverfügbar)
[Pers] 54 0 322
VHG_8 VerhaltenshomogeneGruppe8
(ab65Jahre,Kfzverfügbar)
[Pers] 147 0 671
EW_ges Einwohnergesamt(Haupt undNebenwohner) [Pers] 963 0 3.182
EWT Erwerbstätige [Pers] 406 0 1.432
EW_St EinwohnerStudenten [Pers] 61 0 1.995
AP Arbeitsplätzegesamt [AP] 547 0 5.300
AP_III Arbeitsplätzetertiärgesamt [AP] 435 0 5.003
AP_HGV ArbeitsplätzetertiärimBereichHandel,
GastwirtschaftundVerkehr
[AP] 193 0 2.380
AP_SD ArbeitsplätzetertiärimBereichsonstiger
Dienstleistungen
[AP] 242 0 4.932
AP_BP DichtederArbeitsplätzeimproduzierenden
GewerbeundderLandwirtschaft
[AP] 112 0 3.323
Kipl Kindergartenplätze [Pl] 40 0 348
SchPl_ges Schulplätzegesamt [Pl] 124 0 3.334
BSPlätze Berufsschulplätze [Pl] 55 0 3.334
RSPlätze SchulplätzeaußerhalbvonBerufsschulen [Pl] 69 0 1.040
StudPl Studienplätze [Pl] 69 0 10.813
Vkfl Verkaufsflächen [m2] 1.541 0 76.300
PKW zugelassenePkw [Pkw] 404 0 1.374



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Anlage5: DifferenzierungderUnfällemitPersonen
schadennachUnfallkonstellation

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TabelleA9: DifferenzierungallerUnfällemitPersonenschadenU(P)imUntersuchungsnetznachUnfallkonstellation
(BerücksichtigungderBeteiligten01und02nachUnfallanzeige)
U(P) Pkw Rad Fuß Gfz Krad Mofa Strab Bus Son allein Bet
Pkw 2.271 1.775 680 284 558 104 150 84 16 170 6.092
Rad 140 121 161 20 3 41 31 57 250 2.599
Fuß 9 44 35 4 87 39 10 0 1.029
Gfz 8 41 4 14 10 2 11 579
Krad 9 4 2 7 5 90 771
Mofa 1 0 2 1 8 131
Strab 1 1 13 13 322
Bus 0 7 10 191
Son 0 0 111

TabelleA10: DifferenzierungallerUnfällemitschweremPersonenschadenU(SP)imUntersuchungsnetznach
Unfallkonstellation(BerücksichtigungderBeteiligten01und02nachUnfallanzeige)
U(SP) Pkw Rad Fuß Gfz Krad Mofa Strab Bus Son allein Bet
Pkw 181 236 264 30 154 30 31 8 2 56 992
Rad 37 30 42 4 1 15 2 9 87 463
Fuß 3 21 14 1 37 15 2 0 387
Gfz 1 14 2 3 1 0 2 116
Krad 2 1 1 3 0 20 213
Mofa 1 0 0 0 1 37
Strab 0 0 1 4 92
Bus 0 0 2 31
Son 0 0 14

TabelleA11: DifferenzierungallerUnfällemitleichtemPersonenschadenU(LP)imUntersuchungsnetznach
Unfallkonstellation(BerücksichtigungderBeteiligten01und02nachUnfallanzeige)
U(LP) Pkw Rad Fuß Gfz Krad Mofa Strab Bus Son allein Bet
Pkw 2.090 1.539 416 254 404 74 119 76 14 114 5.100
Rad  103 91 119 16 2 26 29 48 163 2.136
Fuß   6 23 21 3 50 24 8 0 642
Gfz    7 27 2 11 9 2 9 463
Krad    7 3 1 4 5 70 558
Mofa    0 0 2 1 7 94
Strab    1 1 12 9 230
Bus    0 7 8 160
Son    0 0 97


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Anlage6: BoxplotsderUnfalldichtenvonAnnähe
rungsbereichenundReststrecken
 
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AbbildungA6: BoxplotsderUnfalldichtenderReststreckeninAbhängigkeitdesgewähltenEinflussbereichs
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AbbildungA7: BoxplotsderUnfalldichtenderAnnäherungsbereicheinAbhängigkeitdesgewähltenEinflussbereichs
(Ordinategeschnitten)
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Anlage7: ÜbersichtderUntersuchungendesUmfeld
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TabelleA12: ÜbersichtderUntersuchungendesUmfeldeinflussesaufdasnichtmotorisierteVerkehrsaufkommen

Modus
sozioökonomischeGrößen wirtschaftl icheGrößen Flächennutzung Verkehrsinfrastruktur WeitereEinflussgrößen
Pushkarev&Zupan1975 lineareRegression zuFuß Aufkommen TripFlow alleWege 0,230,61  n=ca.600 Gehweg
abschnitt
angrenzender
Block
Geschossfl.Restaurant(+)
Geschossfl.Büros(+)
Geschossfl.Einzelhandel(+)
Entfernungzur
ÖPNVHaltestelle()
Gehwegfläche(+)
Otto1980 lineareRegression zuFuß Quellu.Ziel
aufkommen
diskretes
E.modell
Wohnen
Arbeit
0,89  keine
Angabe
Verkehrs
bezirk
1.0001.250m Alter(kat)
Erwerbstätigkeitn.Sektor(kat)
Geschlecht(kat)
mittl.Haushaltseinkommen()
Arbeitsplätze(+) Entf.zurKernstadt()
NorthCentralTexas
CouncilofGovernments
(NCTCOG)1996
lineareRegression zuFuß Verkehrs
anteil
TripRate alleWege 0,43  keine
Angabe
statistischer
Bezirk
 Bevölkerungsdichtegesamt(+)
Bev.dichteunter16J.(+)
Bev.dichte"Wohnen"(+)
Anteil Erwerbstätige(+)
Anteil m.ger.Einkommen(+)
Arbeitsplatzdichte(+)
Wochenarbeits
stunden()
Flächenanteil"Wohnen"(+)
Flächenanteil"Büro/Arbeit"(+)
Turneretal.1998 Auswertung
Verkehrsbefragung
zuFuß Wegepro
Person
TripFlow alleWege   keine
Angabe
Strecken
abschnitt
Wegelängenach
Flächennutzung
ArtderFlächennutzung(kat)
Alrutz&Bohle1999 Korrelationsanalyse zuFuß Aufkommen TripFlow alleWege  0,560,79 n=40 Strecken
abschnitt
angrenzende
Bebauung
Längenanteil derBebauung
mitEinzelhandel(+)
Geschosszahl*bebautem
Längenanteil (+)
ÖPNVHaltestellen
 imAbschnitt(+)
Brög&Erl1999 Auswertung
Verkehrsbefragung
zuFuß Verkehrs
beteiligung
deskriptive
Analyse
alleWege   n=85.000
(Hauhalte)
Person  Alter(+)
Geschlecht(kat)
Hessetal.1999 MitOhneVergleich zuFuß Aufkommen deskriptive
Analyse
alleWege   n=12 Vororts
zentrum
800m urbane/suburbane
Struktur(kat)
StraßendichteimUmfeld(+)
GehwegdichteimUmfeld(+)
daPenhaSanchez&
SerradeArruda2002
logistische
Regression
zuFuß Verkehrs
anteil
diskretes
E.modell
alleWege 0,54  n=130 Person,
stat.Bezirk
indirektüber
Wegelänge
Alter()
Haush.m.Kindernu.12J.()
EntropieIndex(+) Wegelänge()
Desyllasetal.2003 lineareRegression zuFuß Aufkommen TripFlow alleWege 0,82  n=231 Strecken
abschnitt
angrenzende
Bebauung
Längenanteil Bebauungmit
Einzelhandel(+)
Gehwegbreite(+)
Sichtbarkeit(Gehwegfläche,+)
ErreichbarkeitUBahn()
Kim2005 PoissonRegression,
lineareRegression
zuFuß Wegepro
Person
TripRate Wohnenals
Quelleod.Ziel
(homebased)
0,110,193)  n=3.519
(Haushalte)
Person,
stat.Bezirk
 Straßendichte(+)
Targa&Clifton2005 PoissonRegression,
lineareRegression
zuFuß Wegepro
Person
TripRate alleWege 0,100,144)  n=3.446
(Haushalte)
Person,
stat.Bezirk
 Alter()
Führerscheinbesitz()
Erwerbstätigkeit(kat)
Bi ldung(+)
PkwproHaushalt()
Durchmischung(+) Variablenderpersönl.
Einstellung(untersch.)
Pulugurthaetal.2006 lineareRegression zuFuß Aufkommen TripFlow alleWege 0,620,795)  n=15 Knoten,
Strecken
abschnitt
400m mittl.Haushaltseinkommen() Grundstücke"Wohnen"(+) mittl.AnzahlFahrstreifen(+)
Monse2008 lineareRegression zuFuß Aufkommen TripFlow alleWege 0,64  n=16 Strecken
abschnitt
angrenzende
Bebauung
Umfeldziffer(+)5)
Schneideretal.2009 lineareRegression zuFuß Aufkommen TripFlow alleWege 0,870,915)  n=50 Knoten variierend
(160800m)
Bevölkerunggesamt(+)
Erwerbstätige(+)
Bev.anteilunter18J.(+)
Grundstücke"kommerziell"(+) Anz.Regionalbahnhaltest.(+)
Anz.Bushaltestellen(+)
Ridgeway1995 Korrelationsanalyse Rad Verkehrs
anteil
TripRate alleWege  0,81 n=18 Stadt  Bev.anteilunter25J.(+)
Anteil Schülerüber12J(+)
mittlereReisezeit(+)
NorthCentralTexas
CouncilofGovernments
(NCTCOG1996)
lineareRegression Rad bicycle
needindex
TripRate alleWege 0,42  unbek. Verkehrs
bezirk
 Bev.dichteunter16J.(+)
Bev.dichte"Wohnen"(+)
Anteil Erwerbstätiger(+)
Anteil m.ger.Einkommen(+)
Arbeitsplatzdichte(+)
Wochenarbeits
stunden()
Flächenanteil"Büro/Arbeit"(+)
Shafizadeh&
Niemeier1997
Auswertung
Verkehrsbefragung
Rad Reisezeit deskriptive
Analyse
Wohnen
Arbeit
  n=580 Person  Alter(+)
Einkommen(+)
Turneretal.1998 Auswertung
Verkehrsbefragung
Rad Wegepro
Person
TripFlow alleWege   keine
Angabe
Strecken
abschnitt
Wegelängenach
Flächennutzung
ArtderFlächennutzung(kat)
Barnes&Krizek2005 lineareRegression Rad Verkehrs
anteil
TripRate alleWege unbek.  n=65 Bezirkemit
1030TsdEW
 Radanteil anWegen
WohnenArbeiten(+)
Monse2008 lineareRegression Rad Aufkommen TripFlow alleWege 0,56  n=16 Strecken
abschnitt
angrenzende
Bebauung
Umfeldziffer(+)5)
Kockelman1997 logistische
Regression
nMIV Verkehrs
anteil
diskretes
E.modell
alleWege 0,274)  n=52.650 Wege,
stat.Bezirk
800m
(mittl.Entropie),
30min
(Erreichbarkeit)
Alter()
Geschlecht(kat)
Führerscheinbesitz()
Erwerbstätigkeit(kat)
Pkw/PersonimHaushalt()
Haushaltsgröße()
EntropieIndex(+)
Durchmischungsindex(+)
Wegelänge()
Erreichbarkeitüber
30min.Radius(+)
An&Chen2007 lineareRegression nMIV Verkehrs
anteil
TripRate Wohnen
Arbeit
0,635)  keine
Angabe
Block 1,6km
(Radiusumden
Mittelpunkt)
SchülerundStudenten(+)
mittl.Haushaltseinkommen()
Arbeitsplatzdichte(+) mittlereGehweglänge()
1)EinteilungabgeleitetausAn&Chen2007undTurneretal.1997
2)ausgehendvonderbetrachtetenräumlichenEinheit
3)LikelihoodbasiertesPseudoBestimmtheitsmaßPseudoR2
4)McFaddensangepasstesBestimmtheitsmaßR2McFadden,adjindenFällenderPoissonModelle,BestimmtheitsmaßimFallderlinearenRegression
5)angepasstesBestimmtheitsmaßR2adj
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TabelleA13: KorrelationsmatrixderUmfeldgrößenderStreckenabschnitte–erhobenineinem100mPuffer

VHG_1
_D
VHG_2
_D
VHG_3
_D
VHG_4
_D
VHG_5
_D
VHG_6
_D
VHG_7
_D
VHG_8
_D
n_verf
_Erw_D
n_verf
_alle_D
n_ewt
_Erw_D
n_ewt
_alle_D
EW_ges
_D
EW_ge
w_D
EWT
_D
EW_St
_D
PKW
_D
PKW
_Q
AP
_D
AP_III
_D
AP_HG
V_D
AP_SD
_D
AP_BP
_D
Vkfl
_D
KIPL
_D
SchPl
_ges_D
BSPl
_D
GSPl
_D
RSPl
_D
StudPl
_D
KLF
VHG_1_D 1                              
VHG_2_D ,94** 1
     

      



    

    

VHG_3_D ,79** ,69** 1
    

      



    

    

VHG_4_D ,82** ,77** ,97** 1
   

      



    

    

VHG_5_D ,91** ,85** ,90** ,88** 1
  

      



    

    

VHG_6_D ,92** ,95** ,75** ,84** ,89** 1
 

      



    

    

VHG_7_D ,37** ,49** ,42** ,46** ,54** ,56** 1


      



    

    

VHG_8_D ,38** ,55** ,35** ,44** ,48** ,62** ,96** 1                       
n_verf_Erw_D ,81** ,82** ,83** ,83** ,95** ,87** ,79** ,73** 1
 
 
 



n_verf_alle_D ,91** ,88** ,93** ,93** ,98** ,91** ,61** ,56** ,96** 1
     



    

    

n_ewt_Erw_D ,81** ,73** 1,00** ,99** ,90** ,79** ,44** ,39** ,83** ,94** 1
    



    

    

n_ewt_alle_D ,83** ,85** ,87** ,91** ,91** ,91** ,76** ,75** ,96** ,96** ,89** 1
   



    

    

EW_ges_D ,89** ,91** ,86** ,91** ,94** ,96** ,69** ,69** ,96** ,98** ,89** ,99** 1
  



    

    

EW_gew_D ,90** ,90** ,89** ,93** ,95** ,95** ,67** ,66** ,96** ,99** ,91** ,99** 1,00** 1
 



    

    

EWT_D ,94** ,94** ,82** ,87** ,95** ,99** ,57** ,59** ,92** ,96** ,85** ,93** ,98** ,97** 1




    

    

EW_St_D ,20** ,18** ,57** ,59** ,29** ,24** ,22** ,18** ,30** ,39** ,59** ,44** ,37** ,39** ,26** 1               
PKW_D ,83** ,91** ,66** ,74** ,83** ,94** ,70** ,74** ,88** ,86** ,70** ,90** ,92** ,91** ,93** ,20** 1 
 



PKW_Q ,20** ,22** ,25** ,26** ,23** ,24** ,20** ,20** ,25** ,26** ,25** ,27** ,26** ,26** ,24** ,17** ,19** 1             
AP_D ,08* ,01 ,24** ,18** ,19** ,05 ,21** ,09* ,22** ,19** ,22** ,18** ,15** ,16** ,09* ,12** ,15** ,02 1
 



AP_III_D ,07 ,01 ,25** ,18** ,19** ,04 ,22** ,10** ,22** ,19** ,22** ,19** ,15** ,16** ,09* ,14** ,14** ,03 ,98** 1
   

    

AP_HGV_D ,01 ,05 ,12** ,08* ,07 ,02 ,05 ,01 ,07 ,07 ,11** ,05 ,04 ,05 ,01 ,00 ,07 ,04 ,76** ,70** 1
  

    

AP_SD_D ,09* ,04 ,25** ,19** ,21** ,06 ,26** ,14** ,25** ,22** ,23** ,21** ,17** ,19** ,11** ,19** ,15** ,07 ,83** ,90** ,32** 1
 

    

AP_BP_D ,07 ,01 ,08* ,08* ,08* ,07 ,05 ,01 ,08 ,07 ,08* ,06 ,07 ,07 ,07 ,02 ,11** ,03 ,57** ,38** ,59** ,14** 1


    

Vkfl_D ,05 ,05 ,00 ,01 ,02 ,04 ,02 ,00 ,01 ,02 ,01 ,01 ,02 ,02 ,04 ,01 ,04 ,00 ,35** ,40** ,55** ,19** ,01 1       
KIPL_D ,38** ,43** ,33** ,37** ,39** ,43** ,32** ,31** ,41** ,41** ,35** ,42** ,43** ,42** ,43** ,18** ,43** ,13** ,09* ,09* ,02 ,13** ,03 ,02 1


SchPl_ges_D ,01 ,00 ,22** ,23** ,07 ,05 ,08* ,05 ,08* ,12** ,22** ,15** ,11** ,12** ,05 ,49** ,04 ,07 ,06 ,08 ,02 ,11** ,02 ,02 ,15** 1
   

BSPl_D ,03 ,05 ,21** ,21** ,03 ,00 ,03 ,00 ,03 ,08* ,21** ,11** ,07 ,08* ,01 ,52** ,02 ,05 ,07 ,08* ,01 ,11** ,01 ,02 ,11** ,94** 1
  

GSPl_D ,09* ,14** ,04 ,06 ,10* ,14** ,16** ,16** ,13** ,10** ,05 ,12** ,13** ,12** ,13** ,01 ,16** ,03 ,04 ,03 ,06 ,00 ,07 ,00 ,06 ,14** ,02 1
 

RSPl_D ,10* ,10** ,05 ,07 ,08* ,10** ,11** ,11** ,11** ,09* ,06 ,10** ,10** ,10* ,10** ,01 ,13** ,03 ,01 ,02 ,01 ,03 ,02 ,01 ,12** ,35** ,03 ,09* 1


StudPl_D ,08* ,08* ,13** ,13** ,03 ,06 ,03 ,00 ,01 ,02 ,13** ,05 ,01 ,02 ,05 ,42** ,07 ,06 ,15** ,17** ,04 ,25** ,01 ,03 ,02 ,34** ,36** ,03 ,02 1 
KLF ,58** ,58** ,51** ,54** ,56** ,58** ,34** ,35** ,54** ,58** ,52** ,57** ,59** ,59** ,58** ,17** ,56** ,17** ,17** ,17** ,11** ,16** ,09* ,06 ,31** ,07 ,03 ,06 ,11** ,01 1
*p0,05,**p0,01,p0,001nichtgesondertgekennzeichnet,insignifikanteKorrelationengrau
   
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TabelleA14: KorrelationsmatrixderUmfeldgrößenderStreckenabschnitte–erhobenineinem200mPuffer

VHG_1
_D
VHG_2
_D
VHG_3
_D
VHG_4
_D
VHG_5
_D
VHG_6
_D
VHG_7
_D
VHG_8
_D
n_verf
_Erw_D
n_verf
_alle_D
n_ewt
_Erw_D
n_ewt
_alle_D
EW_ges
_D
EW_ge
w_D
EWT
_D
EW_St
_D
PKW
_D
PKW
_Q
AP
_D
AP_III
_D
AP_HG
V_D
AP_SD
_D
AP_BP
_D
Vkfl
_D
KIPL
_D
SchPl
_ges_D
BSPl
_D
GSPl
_D
RSPl
_D
StudPl
_D
KLF
VHG_1_D 1                              
VHG_2_D ,94** 1
     

      



    

    

VHG_3_D ,78** ,69** 1
    

      



    

    

VHG_4_D ,82** ,77** ,97** 1
   

      



    

    

VHG_5_D ,91** ,86** ,90** ,89** 1
  

      



    

    

VHG_6_D ,91** ,95** ,74** ,84** ,88** 1
 

      



    

    

VHG_7_D ,36** ,50** ,45** ,49** ,56** ,57** 1


      



    

    

VHG_8_D ,38** ,56** ,37** ,47** ,51** ,63** ,96** 1                       
n_verf_Erw_D ,79** ,81** ,83** ,83** ,94** ,86** ,81** ,75** 1
 
 
 



n_verf_alle_D ,90** ,88** ,93** ,94** ,98** ,90** ,63** ,59** ,96** 1
     



    

    

n_ewt_Erw_D ,80** ,73** ,99** ,99** ,90** ,79** ,47** ,42** ,83** ,94** 1
    



    

    

n_ewt_alle_D ,81** ,85** ,86** ,91** ,91** ,90** ,78** ,77** ,97** ,96** ,89** 1
   



    

    

EW_ges_D ,88** ,91** ,86** ,91** ,94** ,95** ,71** ,72** ,96** ,98** ,89** ,99** 1
  



    

    

EW_gew_D ,87** ,89** ,88** ,92** ,95** ,94** ,72** ,71** ,97** ,98** ,90** ,99** 1,00** 1
 



    

    

EWT_D ,94** ,95** ,81** ,88** ,95** ,99** ,58** ,61** ,91** ,95** ,85** ,93** ,97** ,97** 1




    

    

EW_St_D ,21** ,19** ,58** ,60** ,31** ,25** ,27** ,22** ,33** ,41** ,59** ,46** ,39** ,41** ,28** 1               
PKW_D ,82** ,91** ,67** ,76** ,84** ,94** ,72** ,77** ,89** ,87** ,71** ,91** ,94** ,92** ,93** ,23** 1 
 



PKW_Q ,19** ,19** ,24** ,25** ,22** ,22** ,17** ,17** ,23** ,24** ,25** ,25** ,24** ,25** ,22** ,17** ,18** 1             
AP_D ,09* ,02 ,32** ,25** ,24** ,06 ,32** ,18** ,30** ,26** ,29** ,26** ,21** ,23** ,12** ,17** ,19** ,02 1
 



AP_III_D ,09* ,03 ,33** ,25** ,25** ,06 ,34** ,20** ,32** ,27** ,30** ,28** ,22** ,24** ,12** ,20** ,19** ,03 ,98** 1
   

    

AP_HGV_D ,02 ,04 ,18** ,13** ,11** ,01 ,13** ,05 ,13** ,12** ,16** ,11** ,08* ,10* ,03 ,01 ,09* ,04 ,80** ,75** 1
  

    

AP_SD_D ,10** ,07 ,34** ,27** ,27** ,08* ,40** ,25** ,35** ,30** ,31** ,31** ,25** ,28** ,15** ,28** ,21** ,07 ,84** ,90** ,39** 1
 

    

AP_BP_D ,07 ,01 ,09* ,09* ,09* ,06 ,06 ,02 ,08* ,08* ,09* ,07 ,07 ,07 ,07 ,03 ,09* ,02 ,56** ,37** ,58** ,15** 1


    

Vkfl_D ,03 ,02 ,04 ,03 ,01 ,01 ,11** ,08* ,05 ,03 ,03 ,05 ,03 ,03 ,01 ,01 ,02 ,01 ,41** ,46** ,60** ,26** ,01 1       
KIPL_D ,45** ,50** ,41** ,45** ,47** ,50** ,35** ,35** ,47** ,49** ,43** ,49** ,51** ,50** ,51** ,24** ,50** ,13** ,11** ,12** ,02 ,18** ,02 ,01 1


SchPl_ges_D ,07 ,06 ,25** ,25** ,14** ,09* ,17** ,12** ,17** ,18** ,26** ,21** ,17** ,18** ,11** ,42** ,10** ,10** ,11** ,12** ,00 ,17** ,01 ,03 ,12** 1
   

BSPl_D ,02 ,05 ,22** ,21** ,06 ,00 ,07 ,02 ,07 ,10** ,22** ,12** ,08* ,09* ,02 ,44** ,01 ,08* ,13** ,13** ,03 ,16** ,04 ,02 ,03 ,91** 1
  

GSPl_D ,24** ,29** ,12** ,16** ,20** ,27** ,20** ,22** ,23** ,21** ,13** ,23** ,24** ,23** ,25** ,04 ,27** ,05 ,07 ,06 ,09* ,02 ,09* ,01 ,14** ,18** ,05 1 
RSPl_D ,12** ,15** ,11** ,12** ,14** ,14** ,19** ,17** ,18** ,16** ,11** ,17** ,16** ,17** ,15** ,04 ,17** ,05 ,02 ,04 ,04 ,08* ,07 ,02 ,18** ,45** ,08* ,16** 1 
StudPl_D ,08* ,08* ,15** ,15** ,01 ,05 ,07 ,03 ,02 ,04 ,15** ,08 ,03 ,04 ,04 ,48** ,05 ,08* ,17** ,21** ,08* ,34** ,05 ,04 ,00 ,19** ,23** ,07 ,03 1 
KLF ,57** ,56** ,49** ,52** ,55** ,55** ,30** ,31** ,51** ,56** ,51** ,53** ,56** ,56** ,57** ,16** ,54** ,13** ,16** ,17** ,09* ,17** ,05 ,06 ,35** ,13** ,06 ,14** ,15** ,01 1
*p0,05,**p0,01,p0,001nichtgesondertgekennzeichnet,insignifikanteKorrelationengrau
    
 Anlage8

A51
TabelleA15: KorrelationsmatrixderUmfeldgrößenderStreckenabschnitte–erhobenineinem300mPuffer

VHG_1
_D
VHG_2
_D
VHG_3
_D
VHG_4
_D
VHG_5
_D
VHG_6
_D
VHG_7
_D
VHG_8
_D
n_verf
_Erw_D
n_verf
_alle_D
n_ewt
_Erw_D
n_ewt
_alle_D
EW_ges
_D
EW_ge
w_D
EWT
_D
EW_St
_D
PKW
_D
PKW
_Q
AP
_D
AP_III
_D
AP_HG
V_D
AP_SD
_D
AP_BP
_D
Vkfl
_D
KIPL
_D
SchPl
_ges_D
BSPl
_D
GSPl
_D
RSPl
_D
StudPl
_D
KLF
VHG_1_D 1                              
VHG_2_D ,94** 1     
VHG_3_D ,77** ,68** 1     
VHG_4_D ,81** ,77** ,97** 1     
VHG_5_D ,91** ,86** ,90** ,88** 1     
VHG_6_D ,91** ,95** ,73** ,83** ,88** 1     
VHG_7_D ,37** ,51** ,47** ,51** ,57** ,57** 1     
VHG_8_D ,38** ,57** ,39** ,49** ,51** ,64** ,96** 1                       
n_verf_Erw_D ,81** ,78** ,95** ,94** ,96** ,83** ,68** ,61** 1    
n_verf_alle_D ,89** ,87** ,93** ,93** ,98** ,90** ,64** ,60** ,99** 1    
n_ewt_Erw_D ,80** ,87** ,79** ,87** ,89** ,93** ,80** ,82** ,92** ,94** 1    
n_ewt_alle_D ,85** ,91** ,80** ,87** ,91** ,95** ,76** ,78** ,92** ,95** 1,00** 1    
EW_ges_D ,87** ,91** ,85** ,91** ,94** ,95** ,72** ,72** ,95** ,98** ,99** 1,00** 1    
EW_gew_D ,86** ,89** ,87** ,92** ,95** ,93** ,73** ,72** ,97** ,98** ,98** ,99** 1,00** 1    
EWT_D ,93** ,95** ,81** ,87** ,94** ,99** ,58** ,61** ,90** ,95** ,94** ,97** ,97** ,96** 1    
EW_St_D ,19** ,19** ,60** ,61** ,32** ,25** ,30** ,25** ,49** ,42** ,40** ,37** ,40** ,42** ,28** 1               
PKW_D ,82** ,91** ,67** ,76** ,84** ,94** ,73** ,78** ,82** ,87** ,95** ,96** ,94** ,92** ,93** ,24** 1   
PKW_Q ,47** ,44** ,67** ,67** ,58** ,51** ,43** ,39** ,65** ,62** ,59** ,58** ,61** ,62** ,54** ,48** ,40** 1             
AP_D ,11** ,04 ,38** ,30** ,28** ,09* ,38** ,23** ,38** ,31** ,26** ,24** ,25** ,28** ,15** ,21** ,22** ,17** 1  
AP_III_D ,10** ,05 ,39** ,31** ,29** ,08* ,41** ,26** ,40** ,32** ,28** ,25** ,26** ,30** ,15** ,25** ,23** ,18** ,98** 1  
AP_HGV_D ,04 ,03 ,22** ,16** ,14** ,01 ,17** ,08* ,20** ,15** ,11** ,09* ,11** ,13** ,05 ,00 ,11** ,02 ,82** ,77** 1  
AP_SD_D ,12** ,09* ,41** ,33** ,31** ,11** ,46** ,31** ,43** ,35** ,32** ,28** ,30** ,33** ,18** ,35** ,25** ,25** ,86** ,92** ,45** 1  
AP_BP_D ,07 ,01 ,12** ,11** ,10** ,06 ,06 ,02 ,11** ,09* ,08* ,07 ,08* ,08* ,08* ,04 ,08* ,00 ,56** ,38** ,58** ,16** 1  
Vkfl_D ,03 ,01 ,05 ,05 ,02 ,00 ,17** ,14** ,07 ,05 ,08* ,06 ,06 ,06 ,01 ,00 ,07 ,01 ,45** ,51** ,62** ,32** ,00 1       
KIPL_D ,50** ,55** ,45** ,50** ,52** ,56** ,39** ,40** ,51** ,54** ,56** ,56** ,56** ,56** ,56** ,27** ,55** ,34** ,13** ,13** ,01 ,19** ,03 ,03 1 
SchPl_ges_D ,11** ,11** ,37** ,36** ,22** ,14** ,25** ,18** ,32** ,28** ,25** ,23** ,25** ,27** ,17** ,55** ,16** ,34** ,19** ,20** ,02 ,27** ,02 ,05 ,17** 1 
BSPl_D ,01 ,04 ,31** ,30** ,10* ,02 ,14** ,07 ,23** ,16** ,13** ,11** ,13** ,15** ,05 ,59** ,03 ,30** ,19** ,20** ,06 ,24** ,07 ,03 ,06 ,92** 1 
GSPl_D ,38** ,43** ,22** ,25** ,33** ,37** ,22** ,24** ,28** ,33** ,33** ,35** ,35** ,34** ,37** ,08* ,36** ,16** ,08 ,05 ,12** ,00 ,14** ,03 ,22** ,18** ,03 1 
RSPl_D ,19** ,22** ,18** ,18** ,23** ,21** ,26** ,23** ,24** ,24** ,25** ,25** ,24** ,24** ,22** ,06 ,25** ,15** ,08* ,11** ,04 ,17** ,08* ,03 ,26** ,46** ,11** ,14** 1 
StudPl_D ,07 ,06 ,19** ,19** ,02 ,03 ,12** ,07 ,13** ,08* ,08* ,05 ,07 ,08* ,01 ,52** ,02 ,25** ,22** ,25** ,07 ,40** ,05 ,04 ,01 ,22** ,27** ,03 ,04 1 
KLF ,56** ,53** ,47** ,49** ,53** ,52** ,28** ,29** ,50** ,54** ,50** ,52** ,53** ,53** ,54** ,15** ,51** ,28** ,15** ,16** ,08* ,18** ,04 ,05 ,37** ,13** ,05 ,20** ,17** ,01 1
*p0,05,**p0,01,p0,001nichtgesondertgekennzeichnet,insignifikanteKorrelationengrau
 Anlage8

A52

AbbildungA8: ScreePlotderEigenwerteallerFaktorenderPCAbeieinem100mEinflussbereichfürStrecken
abschnitte(nichttransformierteVariablen),ParallelanalyseunterVerwendunginterpolierter
RegressionswertenachLautenschlager1989

AbbildungA9: FaktorladungennacherfolgterVarimaxRotationbeieinem100mEinflussbereichfürStrecken
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A53

AbbildungA10: ScreePlotderEigenwerteallerFaktorenderPCAbeieinem200mEinflussbereichfürStrecken
abschnitte(nichttransformierteVariablen),ParallelanalyseunterVerwendunginterpolierter
RegressionswertenachLautenschlager1989

AbbildungA11: FaktorladungennacherfolgterVarimaxRotationbeieinem200mEinflussbereichfürStrecken
abschnitte 
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A54

AbbildungA12: ScreePlotderEigenwerteallerFaktorenderPCAbeieinem300mEinflussbereichfürStrecken
abschnitte(nichttransformierteVariablen),ParallelanalyseunterVerwendunginterpolierter
RegressionswertenachLautenschlager1989

AbbildungA13: FaktorladungennacherfolgterVarimaxRotationbeieinem300mEinflussbereichfürStrecken
abschnitte 
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A55

AbbildungA14: ScreePlotderEigenwerteallerFaktorenderPCAbeieinem200mEinflussbereichfürVerkehrs
knotenpunkte(nichttransformierteVariablen),ParallelanalyseunterVerwendunginterpolierter
RegressionswertenachLautenschlager1989

AbbildungA15: FaktorladungennacherfolgterVarimaxRotationbeieinem200mEinflussbereichfürVerkehrs
knotenpunkte 
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A56
TabelleA16: ZusammenfassungderKenngrößenundErgebnissederHauptkomponentenanalysederStreckenabschnitte
(nichttransformiertundnormalisierendtransformiert,Einflussbereiche100,200und300m)undVerkehrs
knotenpunkte(nichttransformiert,Einflussbereich=200m)
Streckenabschnitte Verkehrs
knotenp.nichttransformiert transformiert
Einflussbereich(PufferRadius): 100m 200m 300m 100m 200m 300m 200m
Stichprobenumfangn 666 666 666 666 666 666 206
StabilitätderFaktorstruktur1) 0,96 0,96 0,96 0,96 0,96 0,96 0,93
KaiserMeyerOlkinKriterium2) 0,64 0,62 0,65 0,71 0,74 0,82 0,62
HaitovskysH
2 sign. sign. sign. sign. sign. sign. sign.
AnzahlextrahierterFaktoren 2 2 2 2 2 2 2
erklärteVarianz 59% 60% 65% 66% 69% 76% 59%
prägendeVariable
(höchsteLadung)
Faktor1(SOZ) VHG_5_D VHG_5_D VHG_5_D VHG_5_D VHG_5_D VHG_5_D VHG_5_D
Faktor2(WIR) AP_III_D AP_III_D AP_III_D AP_III_D AP_III_D AP_III_D AP_III_D
Eigenwerte(SOZ/WIR) 3,2/1,5 3,2/1,6 3,6/1,6 3,7/1,6 4,1/1,5 4,6/1,5 3,2/1,6
KorrelationrbeiobliquerRotation 0,11 0,10 0,16 0,16 0,25 0,32 
1)UnterderVerwendungeinerminimalenFaktorladungvon0,4zurInterpretation   
2)Bewertungsschemas.TabelleA7,Anlage2





