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Table 4.1  Mechanical  properties  of  particulate  materials  used  in  triaxial  experiments. 
Properties were measured based on the ASTM D 4253 and ASTM D 4254 standards 
and under the experimental conditions discussed in the main text. ...................... 80 
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Figure 2.1  Sequential  plots  of  locations  of  acoustic  emission  (AE)  sources  during  fault 






Figure 2.2  Strain  change  recorded  over  a  3‐year  period  at  a  fault  in  the  Bambanani mine 
[Ogasawara et al., 2009]. Connect‐dots: cumulative number of slow events. Thick 










all others. Pressure history  in well Fee 69  is  shown by  the heavy  line. Predicted 
critical pressure is shown by the dashed line. ......................................................... 19 
Figure 2.7   Hypothetical scheme for controlling Earthquakes [Raleigh et al., 1976]. ............... 21 
Figure 2.8  Results  of  the  2004/2005  KTB  injection  experiment  [Shapiro  et  al.,  2006].  (a) 





Figure 2.9   Theoretical pore pressure perturbation  in  the  fault and  fracture zone  into which 




Figure  2.10  Simplified  geological  cross‐section  showing  the  flight  of  the  SAFOD  borehole  at 
subsequent  phases  of  the  project  [Zoback  et  al.,  2011].  The  geologic  units  are 
constrained by  surface mapping and  the  rock units encountered along both  the 
main  borehole  and  the  pilot  hole.  The  black  circles  represent  repeating micro‐
earthquakes. The depth at which the SAFOD observatory is deployed is shown. .. 26 
Figure 2.11   Schematic  diagram  of  the  instrumentation  deployed  in  the  SAFOD  observatory 











2011  [Kim,  2013].  Cumulative  seismic moments  of  earthquakes  are  plotted  as 
continuous  solid  line.  Pressure  is  plotted  in  red.  Daily  total  injection  volume  is 
plotted with solid bars.  Instances of sharp  increase of daily  injection volume are 
indicated a and b, which correspond to occurrence of earthquakes. ..................... 33 
Figure 3.1   (a) Homestake  fault gouge and schematics of  fluid  injection  to nucleate dynamic 
slip. Shown drift configuration corresponds to the 4850‐ft  level  in the Homestake 








Δp/  o = 0.5 and various values of  the background stress    / .   The  rightmost 
points of each curve (i.e., with vertical slope) correspond to the instability of quasi‐
static  crack  growth.  Beyond  these  points,  continued  quasi‐static  growth would 
require either reduction of the background stress or, conceivably, injection shut‐in. 
Dotted  parts  of  the  curves  correspond  to  the  crack  growth  under  physically 
meaningless reversal of the pore pressure diffusion (time reversal) at the fixed level 
of  background  stress.  (b)  Development  of  slip  distribution  for  Δp/  o =  0.5 
 x
and  /   = 0.75. The heavy line corresponds to the instability of the quasi‐static 
slip  growth  under  sustained  injection  of  fluid  at  the  crack  center.  Dotted  lines 
correspond to a physically unrealistic solution depicted part (a) (also by dotted lines) 
[Garagash and Germanovich, 2012]. ....................................................................... 48 
Figure 3.4   Two  limiting  responses of a  fault  to pressurization  [Garagash and Germanovich, 




prescribed fluid overpressure ∆ ⁄  (left) and  injection rate  ⁄ 	 (right), where 
⁄ ⁄  is a characteristic flow rate. In the case of constant injection 
rate,  the  contour  lines  of  the  overpressure  at  nucleation,  	∆ ⁄
2 √⁄ ⁄ ,  are shown by dashed lines (right). The nucleation crack 
length  ((a)  and  (b))  for  two  injection  scenarios  ((3.7)  and  (3.8))  are  very  close 
[Garagash and Germanovich, 2012]. ....................................................................... 54 








cooling process described  in  the  text.   Compression  is positive,   and   are  the 
shear and normal stresses, respectively... ............................................................... 60 




with 25 MPa  (vertical) and 23 MPa  (horizontal)  stresses on  the block boundaries 
(not  shown). The  central  region of  the block  (shown)  contains  two  arrays of 10 
boreholes (10 cm diameter each) spaced by 1 m. At the initial moment, the surface 
temperature of each borehole is reduced by 100C and then maintained constant. 













Horizontal  or  vertical  arrays  of  boreholes  used  to  control  stresses  by  cooling 
(blue). ....................................................................................................................... 66 
Figure 4.1  (a) Schematic and (b) picture of triaxial cell and loading frame [Hurt, 2012]. ........ 73 









Figure 4.6  Images  showing  camera microscope  pictures  at  4  x  0.10  lens magnification.  (a) 
Bromide formation showing well rounded shape, (b) F110 Ottawa fine sand, and (c) 




















Figure 4.11  Images  showing  different  stages  of  sample  preparation  described  in  the main 
text. .......................................................................................................................... 92 
Figure 4.12  Fractures observed in tests 23 and 37 with Bromide formation sand under different 












western Texas  [Fischer et al., 2009]. Different  colors  indicate events at different 
injection stages (1, 2, 3, and 4) stimulated from injection points indicated by black 







Figure 4.19  Pressure‐time records for a  lab hydraulic fracturing test  in salt showing flow rate 
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Figure 4.27  Cross  sectioned  images  from  test  44  conducted  in USM100  fine  sand. Different 
zones of fracture morphology clearly shown. ....................................................... 115 
Figure 4.28  Injection pressure signature for test 44 in Ottawa fine sand. ............................... 116 
Figure 4.29  Injection  pressures  from  three  tests  conducted  under  the  same  conditions  in 
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Figure 4.33  Comparison  of  pressure  signatures  and  fracture  geometries  between  Bromide 
formation sand (blue plot) and synthetic mixture sand (red plot). Blue coloring agent 
was used in Bromide formation sand test and red coloring agent was used for the 
synthetic  mixture  sand  test.  Leakoff  thicknesses  for  fractures  in  the  Bromide 
formation  sand were  approximately  equal  to  those  for  silica/Ottawa  fine  sand 












and  Dong,  2007;  2009;  Dong,  2010;  Dong  and  De  Pater,  2008]  are  also 
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Figure 5.1a  Schematic  of  overall  apparatus  setup  for  experiments.  Schematic  not  drawn  to 
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Figure 5.19  Fracture  from  test  3  placed  in  CT‐machine  with  scans  taken  perpendicular  to 
injection source axis. ............................................................................................. 162 
Figure 5.20  Fracture placement  in CT‐scan machine  for  test 4.  Scans  taken perpendicular  to 
injection source axis at one scan per 1 mm. ......................................................... 162 














































Figure 5.41  Shear  band model  of  hydraulic  fracturing  in  cohesionless  particulate materials 
[Chang et al., 2003; Chang, 2004; Germanovich et al., 2007]. Here,   is the injection 
pressure inside the fracture,  	is the acute angle of the shear band with respect to 
the  fracture direction, and ∆ 	  is  the  incremental advance of  the  fracture  in  the 
fracture direction.. ................................................................................................. 189 

















Figure 5.53  Dimensionless peak pressure versus dimensionless confining stress  for all  triaxial 
tests at Georgia Tech, tests at Delft, and true‐triaxial tests at TerraTek. ............. 204 





is  defined  as  current  stress  level  divided  by  the  shear  strength  multiplied  by 
100... ...................................................................................................................... 221 









Figure 6.6  Distance  between  sensor  pairs  versus  onset  time. Gray  dots  indicate  ultrasonic 
transmission traces  located within single face of the block and are excluded from 
analysis.  Red  dots  indicate  ultrasonic  traces  corresponding  to  transmissions 





jack  and  axial  actuator  volumes,  indicating  block  deformations  ∆ (cyan),  ∆  








Figure 6.9  Matching  the  acoustic  emission  mapping  and  the  geometry  of  the  hydraulic 
fracture. A total of 14,397 AE signals were used. .................................................. 235 
Figure 6.10  (a)  Injection pressure and cumulative number of AE during all  stages of  fracture 
propagation as a function of time. (b) AE spread along the   direction as a function 
of time. (c) AE spread along the     direction as a function of time. (d) AE spread 
along  the    direction  as  a  function  of  time.  (e)  Insert  showing  the  block 
configuration and the stress conditions. ............................................................... 236 
Figure 6.11  (Top)  Three  orthogonal  projections  of AE  hypocenters.  (Middle)  Loading  history 
recorded during  injection  interval  (a)  (i.e., the  first part of the pre‐peak  injection 
stage).  The  color  of  the  dots  corresponds  to  the  time  sequence  of  AE  events 
according to the color bar at the bottom of the figure.  (Bottom) Three orthogonal 
projections of the normalized density of AE hypocenters.   ................................. 239 
Figure 6.12  (Top)  Three  orthogonal  projections  of AE  hypocenters.  (Middle)  Loading  history 
recorded during injection interval (b) (i.e., the second part of the pre‐peak injection 
stage).  The  color  of  the  dots  corresponds  to  the  time  sequence  of  AE  events 
according to the color bar at the bottom of the figure.  (Bottom) Three orthogonal 
projections of the normalized density of AE hypocenters.   ................................. 240 
Figure 6.13  (Top)  Three  orthogonal  projections  of AE  hypocenters.  (Middle)  Loading  history 
recorded during  injection  interval (c) (i.e., the first part of the post‐peak  injection 




Figure  6.14  (Top)  Three  orthogonal  projections  of  AE  hypocenters.  (Middle)  Loading  history 
recorded during injection interval (d) (i.e., the second part of the post‐peak injection 
stage).  The  color  of  the  dots  corresponds  to  the  time  sequence  of  AE  events 
according to the color bar at the bottom of the figure.  (Bottom) Three orthogonal 
projections of the normalized density of AE hypocenters. ................................... 242 





Figure 6.16  Cumulative  AE  of  time  intervals  (a)  and  (b)  in  the  pre‐peak  stage.  (Top)  Three 
orthogonal projections of AE hypocenters. (Middle) Loading history recorded during 
injection  intervals  (a)  and  (b).  The  color  of  the  dots  corresponds  to  the  time 
sequence  of AE  events  according  to  the  color  bar  at  the  bottom  of  the  Figure.  




Figure 6.19  (a) Applied  injection pressure (red) and  injected volume (blue). (b), (c) and (d) P‐
wave velocities calculated for ray‐paths located between east and west faces of the 
block with sensors 1, 2, and 3 acting as the senders, respectively. ...................... 251 
Figure 6.20  (a) Applied  injection pressure (red) and  injected volume (blue). (b), (c) and (d) P‐
wave velocities calculated for ray‐paths located between east and west faces of the 
block with sensors 4, 5, and 6 acting as the senders, respectively.  ..................... 252 
Figure 6.21  (a) Applied  injection pressure (red) and  injected volume (blue). (b), (c) and (d) P‐
wave  relative  first motion amplitudes normalized  for  the mean values measured 
during Interval (a) of injection for ray‐paths along the   direction with sensors 1, 2 
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Figure 6.22  (a) Applied  injection pressure (red) and  injected volume (blue). (b), (c) and (d) P‐






















Figure 6.29  (a) Applied  injection pressure  (red) and  injected volume  (blue). Yellow  rectangle 
highlights  interval  of  analysis  (b)  map  of  P‐wave  velocity  spatial  distributions 
calculated for 36 ultrasonic transmission ray‐paths during interval (a) of injection (c) 
map  of  normalized  P‐wave  amplitude  spatial  distributions  calculated  for  36 
ultrasonic  transmission  ray‐paths. Normalization was performed using  the mean 
values measured during interval (a), therefore (c) indicates a constant value equal 
100%... ................................................................................................................... 263 
Figure 6.30  (a) Applied  injection pressure  (red) and  injected volume  (blue). Yellow  rectangle 
highlights  interval  of  analysis  (b)  map  of  P‐wave  velocity  spatial  distributions 
calculated for 36 ultrasonic transmission ray‐paths during interval (b) of injection (c) 
map  of  normalized  P‐wave  amplitude  spatial  distributions  calculated  for  36 
ultrasonic transmission ray‐paths during interval (b) of injection. Normalization was 
performed using the mean values measured during interval (a)... ....................... 264 
Figure 6.31  (a) Applied  injection pressure  (red) and  injected volume  (blue). Yellow  rectangle 
highlights  interval  of  analysis  (b)  map  of  P‐wave  velocity  spatial  distributions 
calculated for 36 ultrasonic transmission ray‐paths during interval (c) of injection (c) 




Figure 6.32  (a) Applied  injection pressure  (red) and  injected volume  (blue). Yellow  rectangle 
highlights  interval  of  analysis  (b)  map  of  P‐wave  velocity  spatial  distributions 
calculated for 36 ultrasonic transmission ray‐paths during interval (d) of injection (c) 
map  of  normalized  P‐wave  amplitude  spatial  distributions  calculated  for  36 
ultrasonic transmission ray‐paths during interval (d) of injection. Normalization was 
performed using the mean values measured during interval (a). ......................... 266 

































at  the centimeter  to decimeter  (cm‐to‐dm) scale using  load cells. Laboratory  results are  then 
routinely up‐scaled by several orders of magnitude to understand faulting and earthquakes in a 
wide range of conditions. We show, however, that a scale of at least a few meters is required to 






important  for  many  applications  ranging  from  compensation  grouting  to  sand  control  in 
petroleum reservoirs to sand diking in shallow formations. In this work, we advance experimental 
methods  of  hydraulic  fracturing  of  cohesionless  particulate media.  The  hydraulic  fracturing 
behavior in natural sands, obtained from a production well, is compared and contrasted with that 
in synthetic sands. Conventional wisdom suggests  that  it  is not possible  to monitor hydraulic 
fracturing  in  cohesionless  materials  using  passive  acoustic  emission  and  active  ultrasonic 
measurements.  Yet, we  show  that  not  only  is  this  possible  but  it  is  an  effective monitoring 








aspects of  these processes  remain poorly understood  largely because of a  lack of  controlled 
experiments  at  appropriate  scales.  In  this  work,  we  have  developed  and  advanced  novel 
experimental  techniques  to  study,  in  the  laboratory  and  in‐situ,  fluid‐assisted  fracturing  in 
geological materials.  The methods  developed  in  this work  are  suitable  for  (1)  fluid‐induced 
earthquake nucleation field experiments in a deep mine, (2) fluid‐induced hydraulic fracturing in 
cohesionless  sediments  and  soils,  and  (3)  acoustic monitoring  of  fluid‐induced  fracturing  in 
particulate cohesionless materials.  
Faults  are  typically  simulated  at  the  centimeter  to decimeter  (cm‐to‐dm)  scale  in  the 
laboratory using load cells. Laboratory results are then routinely up‐scaled by several orders of 
magnitude to investigate faulting and earthquakes in a wide range of conditions. One of the main 
conclusions of the first part of this work  is that a scale of at  least a few meters  is required to 
adequately simulate earthquake nucleation processes.  We describe an experimental approach 
that aims to induce new faults or reactivate existing faults in‐situ at scales of 10 to 100 m.  The 
approach uses  thermal  techniques and  fluid  injection  to modify  in  situ  stresses and  the  fault 
strength to the point where the rock fails. Mines where the modified in‐situ stresses are sufficient 
to drive faulting present an opportunity to conduct such experiments. The former Homestake 
gold mine  in  the  Black  Hills  of  South  Dakota  presents  an  opportunity  for  conducting  these 
experiments. It has a large fault extending at least 1.5 km along the strike and dip and is accessible 
at  several mine  levels.  The  fault  strikes  at  340  degrees  and  dips  60  degrees NE.  The  gouge 
thickness is approximately 0.4 m and it contains crushed host rock and graphite. Our results are 
also  important  for  understanding  and  interpreting  other mine  experiments  or  faulting  and 
earthquake nucleation  [e.g., Reches and  Ito, 2007; Germanovich et al., 2010; Durrheim et al., 
2012; Ogasawara et al., 2009; Gischig, 2015; Guglielmi et al., 2015].   
The second part of  this work discusses hydraulic  fracturing  in cohesionless particulate 








Slack, 2002; Murdoch et al., 2006a], and  climate  control  [Germanovich and Murdoch, 2010]. 
Understanding  hydraulic  fracturing  in  unconsolidated  reservoirs  is  important  for  enhancing 
production by water flooding [Jones and Soler, 1999; Khodaverdian et al., 2010b] and for cuttings 
reinjection [Chin and Montgomery, 2004; Ji et al., 2009; Van Den Hoek, 1993]. In this work, we 






psi).  The main  question we  sought  to  answer was whether  hydraulic  fracturing  behavior  in 
natural  sand was  similar  to  that  in  synthetic  sands  in  terms of  fracture geometries, pressure 
signatures, leakoff thickness, and fracture initiation and propagation mechanisms.  Our finding 
was that hydraulic fracturing behavior in the natural Bromide formation sand is similar to that in 





and  Germanovich,  2012;  Hurt,  2012;  Zhang  et  al.,  2012;  Jaworski  et  al.,  1981;  Panah  and 





This work  also  advances  the  study of  hydraulic  fracturing  in particulate,  cohesionless 
media in true‐triaxial loading conditions and large confining stress regimes (up to 1600 psi), and 
the  use  of  passive  acoustic  emissions  and  active  ultrasonic  transmissions  to  monitor  the 
fracturing process. Four hydraulic  fracturing  tests were conducted  in cohesionless particulate 






3. To  investigate  the  plausibility  of  using  acoustic  emission  and  ultrasonic  transmission 




et  al.,  2010,  2011].  These  are  grain  contact  network  rearrangement,  grain  friction,  crack 
formation, and pore fluid motion. The characteristics and statistics of AE from these sources can 
be  used  to  identify  deformation  events  such  as  hydraulic  fracturing.  Thus  far,  however,  the 
conventional  wisdom  has  been  that  it  is  not  possible  to  monitor  hydraulic  fracturing  in 
cohesionless materials using acoustic monitoring techniques. Yet we show that not only is this 
possible, but that it is an effective monitoring technique allowing for important insights into the 
fracturing process and  fracture geometry mapping. This  technique also gives a  reference  for 
interpreting microseismic data recorded in the field.  







Chapter  2  provides  a  literature  review  of  fault  slip  nucleation  studies  both  in  the 
laboratory and  in the field. Three  laboratory experiments simulating fault slip are discussed at 
length. The use of deep mines as a  stage  for monitoring  seismic events are  then presented. 
Finally, the use of deep boreholes at KTB, Rangely, and SAFOD are presented and discussed. 
Chapter 3 presents a design of a field experiment at appropriate scales for investigating 
earthquake  nucleation.  The  prevailing  use  of  small  scale  laboratory  tests  to  simulate  the 




Chapter  4  describes  hydraulic  fracturing  experiments  conducted  in  triaxial  loading 
conditions and low stress regimes (up to 160 psi), including the introduction of natural sands as 





Chapter  6  presents  the use  of  acoustic monitoring  techniques  to  study  the  hydraulic 
fracturing  process.  Acoustic  emission  and  ultrasonic  transmission  results  are  analyzed  and 
discussed. 
Chapter 7 summarizes main results obtained in this thesis. 












many  researchers  for  several  decades.  Topics  of  localization,  nucleation,  growth,  and 
propagation of  single  faults  and  the development of  fault  systems have been  studied  in  the 
laboratory  and  the  field.  In  this  chapter,  a  review  of  laboratory  experiments  on  fault  slip 
nucleation, field studies of seismicity in deep mines and deep boreholes, and studies of human 
induced seismicity, is presented.  The purpose of this review, is to present what knowledge and 




Advancing  the  understanding  of  faulting  processes  and  earthquake  nucleation  is 
important  to many  fields  of  earth  science  and  engineering,  including  seismology,  resource 
recovery  and  environmental  remediation,  structural  geology,  disposal  of  radioactive wastes, 
carbon  dioxide  sequestration,  and  civil  engineering  and  building  construction.  Earthquake 





between  laboratory  experimental  data  and  natural  fault mechanisms  by methods  of  direct 
seismic  observations  [Ogasawara  et  al.,  2002a].  In  Section  2.2,  a  review  of  laboratory 
experiments  on  fault  slip  nucleation  is  presented.  Specifically,  three  examples  of  triaxial 
experiments  to  study  fault  growth  are discussed.  In  section  2.3,  field  studies on  earthquake 
nucleation are discussed. These  include  studies  in  the deep gold mines of South Africa,  fluid 
injection studies at Rangely, Colorado, direct seismic observations in the deep borehole at KTB, 
Germany, and  the San Andreas Fault Observatory at Depth  (SAFOD). Hydraulic  fracturing and 
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granite  and  Berea  sandstone.  They  utilized  acoustic  emission  (AE) monitoring,  to  study  the 
faulting processes.   An array of piezoelectric  transducers was used  to  record arrival  times of 
acoustic signals, which indicate the growth of microcracks. The arrival times were then used to 
locate, in three dimensions, the micro events that occurred during fault nucleation and growth. 
The study of  fault growth using  triaxial experiments of  the  fracture of brittle  rock are 
difficult  because  of  the  tendency  for  fault  growth  to  proceed  violently,  at  near  shear wave 
velocity,  in an uncontrolled manner after  fault  initiation.    Lockner et al.  [1991] were able  to 
develop a fast acting axial control system that adjusts the load applied to the sample to maintain 
a constant AE  rate. They stabilized  the axial  loading  through a  feedback  looping  technique  in 
which a pulse counter‐generated output voltage, proportional to the AE rate occurring  in the 
sample, was used. In this manner, they were able to follow, quasi‐statically, the growth of the 
fracture plane  typically extending  the  fault  formation phase so  that  it would  last a matter of 
minutes or even hours [Lockner and Byerlee, 1993].  


























and  98  percent  of  peak  strength.  Spetzler  et  al.  [1981]  observed  localized  surface  dilatancy 
preceding peak strength of about 2 percent in a pyrophyllite sample. 















From  these observations,  Lockner et al.  [1991] proposed  the  following model  for  the 
nucleation  and  growth  of  faults  in  intact  brittle  rocks.  They  proposed  that  faults  in  granite 
nucleate and propagate by  the  interaction of  tensile microcracks  in  the  following  style. First, 









by  shear and a  fault nucleus  forms. The  fault nucleas grows  in  the wake of  the propagating 
process  zone.  The  stress  fields  associated  with  shear  along  the  fault  further  enhance  the 
microcrack dilation in the process zone [Lockner et al., 1991]. This model explains how faults grow 










monitoring. Rather  than  stabilize  the  failure process by  controlling axial  stress  to maintain a 
constant rate of AE as  in the works of Lockner and Byerlee [1993]; Lockner et al. [1991], they 
developed a rapid 32 channel data collection system. This enabled them to monitor the dynamics 






Focal mechanism  solutions,  four  types  of mechanism  solutions were distinguished  using  the 
distribution of P wave first motions. These were categorized as type T, type S, type TS, and type 








damage  zone  increased or when  fault  growth was  accelerated,  shear mode or other modes 











Dc  values  for  natural  faults  containing  pseudotachylytes  based  on  a  comparison  between 
experimental and natural pseudotachylytes. This machine was equipped with a precise torque 





of  1,500  revolutions  per minute  (rpm)  gave  slip  rates  of  2.0 m/sec  and  1.2 m/sec  and  an 
equivalent velocity of 1.6 m/sec [Hirose and Shimamoto, 2005].  Their experiments at a constant 
slip velocity of 0.85 m/sec and a normal stress of 1.4 MPa on gabbro from India revealed that the 




suggests  the  order  of  Dc  can  be  estimated  from  the  relationship  between  pseudotachylyte 
11 
 
thickness along  its generation  fault and  fault displacement. Further,  they compared  this with 






In Chapter 3 of  this work, we present an experimental  technique  that can be used  to 
resolve  such questions as  the Dietrich’s parameter paradox. We also  show, by dimensionless 







A major  drawback  of  these methods  is  that  they  do  not  provide  a  complete  picture  of  the 
processes  controlling  faulting  and  earthquake  source  mechanics.  Therefore,  direct  field 
experiments  close  to  the  hypocenter  are  needed.  Deep  underground  mines  provide  an 
opportunity  for  such  experiments.  The  following  is  a  brief  summary  of  earthquake  process 
studies that have been conducted in deep mines in South Africa. 














rate,  acoustic  emission  rate,  seismic  source  parameters,  electromagnetic  emission  rate,  and 
micro‐crack density.  In the past decade, several research projects have been  initiated to build 
earthquake laboratories in the deep gold mines of South Africa. These include SATREPS (Science 
and Technology Research Partnership  for Sustainable Development)  initiative, and  the  linked 
DAFSAM  (Drilling  Active  Faults  Laboratory  in  South  African  Mines)  and  NELSAM  (Natural 
Earthquake Laboratory in South African Mines) projects. Under SATREPS, a five year Japan‐South 
Africa  joint  project  captioned  “Observational  studies  to mitigate  seismic  risks  in mines” was 
launched in August 2010 [Durrheim et al., 2012]. The project had three main objectives, namely: 
1. To  learn more about earthquake preparation and nucleation mechanisms by deploying 
arrays  of  sensitive  instruments within  rock  volumes where mining  is  likely  to  induce 
seismic  activity.  The  knowledge  gained will  help  upgrade  schemes  of  seismic  hazard 









at  sites  in  Ezulwini,  Moab‐Khotsong  and  Drietontein  gold  mines.  Accelerometers,  acoustic 
emission  sensors,  strain  meters,  tilt  meters,  geophones,  controlled  seismic  sources  and 





According  to Ogasawara  et al.  [2009],  a pilot  experiment was  conducted  at Western 
Holdings mine  in 1995. They state that a very sensitive borehole strainmeter [Ishii, 1997], was 























span) of eight acoustic emission  (AE)  sensors  covering a  frequency  range up  to 200 kHz  in a 


























nucleation  is  that  one  does  not  know  the  timing  of  the  earthquake  nucleation  events.  The 
earthquake nucleation experiment that we propose  in Chapter 3 allows us to control the time 





was possible. Raleigh et al.  [1976]  reported  that earlier  in 1966,  it had been discovered  that 





earthquake.    In  September  of  1969,  Raleigh,  Healy  and  Bredehoeft  in  conjunction with  the 































fault  is not a single,  large  fracture surface, but a broad zone composed of sub‐parallel 
fractures. From the orientation of the fault and slip direction determined from focal plane 











pressure  required  to  trigger earthquakes. Therefore,     = 25.7 MPa  (3728 psi)  is  the 
critical pore pressure above which earthquakes should be triggered. 
3. The precise hypo central locations and focal plane solutions for the earthquakes.  
4. To  be  certain  that  the  active  stage  of  the  test would  not  substantially  increase  the 
likelihood of a damaging earthquake. 
Raleigh  et  al.  [1976]  reported  that  from  October  1969  to  10  November  1970,  four 




is  further  reported  that  on  26 May  1971  reinjection was  initiated  and  the  seismic  activity 
remained at less than 1 earthquake per month. Between September 1971 and August 1972 the 







recorded  along  the  fault  zone  to  the  southwest  [Raleigh  et al.,  1976].  Figure  2.6  shows  the 











April 1970, were M 3.1. The  results showed  that  there was a strong correlation between  the 




for nucleating  fault  slip  in  accordance with  the Hubbert‐Rubey  theory was possible. We  can 









which  seismicity was  arrested  by  fluid withdrawal.  Raleigh  et  al.  [1976]  report  cessation  of 
seismic  activity  occurring  within  one  day  of  the  initiation  of  fluid  extraction  from  the 
experimental wells in May 1973. It is hoped that by making use of the strengthening effect of a 









first two wells and fluid  is  injected  into this well (while fluid  is still being withdrawn from the 


























being controlled by  its  frictional strength  [e.g., Brace and Kohldtedt, 1980]. This was done by 
verifying that small pore pressure perturbations can trigger seismicity at great depths (~7.7 km) 
and  temperatures  (300  oC). The second objective was  to extend knowledge about  the crustal 





et  al.,  2002]. A  long‐term  experiment was  conducted  from  2002  to  2005  during which  fluid 
extraction was conducted for one year from 2002 to 2003 followed by one year of injection from 
2004 to 2005 [Shapiro et al., 2006].  
The  superdeep KTB  site  is  located  in  south east Germany near  the western margin of 































stress near  the borehole and  therefore was  too  small  to  cause hydraulic opening of existing 
fractures or  to cause new  fractures. Therefore, seismicity was only  induced by pore pressure 
perturbations. Baisch and Harjes [2003] also observed that seismicity initiated at the point when 
the injected fluid volume equaled the previously withdrawn water volume of 22,300 m3.  They 
also  observed  that  seismicity  only  occurred when  the  elevated  pore  pressure  exceeded  the 
critical value to cause Coulomb‐failure, i.e., the ratio of shear to normal effective stress becomes 
larger than the coefficient of  friction.   Shapiro et al.  [2006] also observed that seismicity only 
occurred during periods of positive pore pressure perturbation (injection) and not during periods 
of fluid withdraw. 








bulk permeability of  the  fracture zone  into which  fluid was diffusing and  then using  the  time 
variation of  injection  to estimate how pressure  in  the  fracture  zone was  changing with  time 






that  very  small  pore  pressure  perturbations  were  able  to  induce  seismicity  confirms  the 
hypothesis  that  the  crust  is  in  brittle  failure  equilibrium  at  great  depths  and  temperatures 
approaching the brittle‐ductile transition. 
 







The  San  Andreas  Fault  Observatory  at  Depth  (SAFOD)  is  a  scientific  drilling  project  whose 
objective  is  to  directly  study  the  physical  and  chemical  processes  that  control  faulting  and 
earthquake  generation  within  the  San  Andreas  Fault  (SAF)  at  seismogenic  depth.  This  is  a 
comprehensive  project  in  which  drilling  has  been  conducted  into  the  hypocenter  zone  of 































the  project  [Zoback  et  al.,  2011].  The  geologic  units  are  constrained  by  surface mapping  and  the  rock  units 

















myriad  of  debate  for  decades  in  the  past.  Zoback  et  al.  [2011]  found  that  the  direction  of 
maximum horizontal stress was at a high angle to the SAF at depth, indicating that fault slip occurs 
in response to low resolved shear stress. They also noted that temperature measurements in the 








The  schematic  in  Figure 2.11  shows  the observatory  instrumentation  consisting of  five pods 
















Figure  2.12  is  an  example  of  the  data  produced  by  the  SAFOD  observatory 
instrumentation for an earthquake that occurred on September 30th, 2008 [Zoback et al., 2011]. 
According to Zoback et al. [2011], the hypocenter of the earthquake was located ~2.5 km from 
the assortment and  the earthquake was an M 1.3 micro‐earthquake. They  state  that  the EM 
signal appeared at the same time as the seismic waves because it was the result of shaking of the 
coil within the earth’s magnetic field by the seismic waves as they passed the instrument. 
















to malfunction,  there  is  usually  no  opportunity  to  fix  the  instruments  in  time  for  the  next 
earthquake. In the following chapter, we discuss some earthquake triggering methods that will 
allow controlling of the timing, location and size of an artificial earthquake for research purposes. 






Guglielmi  et  al.  [2015]  recently  conducted  a  field  experiment  in  which  they  stimulated  a 
previously inactive fault through a high‐pressure injection of water. They used a newly designed 
instrument,  the  phase‐rate  injection method  for  fracture  in  situ  properties  (SIMFIP)  probe 
displacement sensor [Guglielmi et al., 2015] that allows detection of 3‐D motions on the fault as 
well  as  monitoring  fluid  pressures.  They  injected  the  preexisting  fault  in  an  underground 
experimental  facility  in  southeastern  France  at  a depth of 282 m below  the earth’s  surface. 
Guglielmi et al. [2015] observed a highly dilatant and slow (≃ 4 µm/s) aseismic slip associated 
with  a  twenty‐fold  increase  of  permeability,  which  transitioned  to  faster  slip  (≃  10  µm/s) 
associated with reduced dilatancy and micro‐earthquakes. No seismic event was detected until 
about  0.3 mm  of  fault  slip,  about  1100  s  into  the  experiment.  This  author  reports  that  the 
seismicity consisted of impulsive micro‐earthquakes and tremors. About 80 seismic events were 





waste  fluids  into wastewater disposal wells  in deep geologic basement  rock and  to hydraulic 
fracturing associated with oil and gas production. More comprehensive reviews of injection and 
hydraulic fracturing induced seismicity have been presented by other researchers [e.g. Ellworth, 


































The mechanics  of  how  earthquakes  are  induced  by  human  activities  are  fairly  well 
understood [e.g., Germanovich et al., 2010; Garagash and Germanovich, 2012]. Modification of 
fault‐driving stresses, fault shear strength and/or fault pore pressure can all  lead to fault slip, 
which  in  turn  results  in  the  sudden and explosive  release of elastic  strain energy  in  the  fault 
[Germanovich et al., 2010; Garagash and Germanovich, 2012]. Ellsworth [2013] also notes that 
some factors that enhance the probability of a particular stress or pore‐pressure perturbation 
inducing  earthquakes  include  the magnitude  of  the  perturbation,  its  spatial  extent,  ambient 
stress condition close to the failure condition, and the presence of faults well oriented for failure 
in the tectonic stress field. In addition, the fault permeability is a major factor controlling pore 







1. Rubinstein et al. [2014]  investigated the seismicity  in the Raton Basin of northern New 
Mexico and southern Colorado and found that the deep injection of wastewater from the 
coal‐bed methane field was responsible for inducing the majority of the seismicity since 










Texas  identified  a  possible  linkage  between  high  injection  rates  of  oilfield‐related 
wastewater and earthquakes of M 1.5 or greater and found that all 24 of the most reliably 
located earthquake epicenters occurred within about 1.5 miles of one or more injection 
wells  [Folger and  Tiemann, 2015].  It was  concluded  in  the  study  that  injection might 






earthquakes.  This  author’s  study  reported  that  the  Youngstown  area was, until  then, 















on November 5, 2011, near Prague. The USGS  statistical  analysis  suggested  that  the 
increased rate of seismicity could be due to deep‐well wastewater injection.  
6. According to the Kansas Geological Survey, several earthquakes were recorded in south‐
central  Kansas  in  2013  and  2014  near  some wastewater  injection wells.  Folger  and 
Tiemann  [2015]  state  that  although  a definitive  link  to wastewater  injection was not 
established,  increased  seismicity  in Kansas near areas of wastewater  injection  led  the 
Kansas governor to convene a task force on induced seismicity. 
7. Yeck  et  al.  [2014]  investigated  the  temporal  variations  in  maximum  magnitudes  of 
induced earthquakes at  the Paradox Valley Unit  (PVU) using  two methods. First,  they 
considered the relationship between the total cumulative injected volume and the history 
of  observed  largest  earthquakes  at  the  PVU.  Second,  they  explored  the  relationship 
























1. The  British  Columbia  Oil  and  Gas  Commission  [www.bcogc.ca/node/8046/download] 
investigated some nearly 40 seismic events between April 2009 and December 2011  in 
the Horn River Basin, northeast British Columbia. They concluded that the seismic events 





























represented  in  laboratory shear  failure  tests.  In order  to narrow  the gap between  laboratory 
results and the reality of earthquake nucleation, we describe an experimental approach that aims 
to induce new faults or reactivate existing faults in‐situ, at scales of 10 ‐100 m in Chapter 3. 
Previous  field experiments  in  the study of earthquake nucleation were also conveyed. 








1. A  discrepancy  exists  between  the  slip weakening  distances  inferred  from  laboratory 
faulting  experiments  and  those  evidenced  from  seismological  studies.  Laboratory 
experiments typically use slip weakening distances ranging from 10‐5 – 10‐3 m while recent 
seismological investigations have produced values in the range of 10‐1 – 100 m. In Chapter 










earthquake  process,  investigations  should  be  conducted  closer  to  the  hypocenter.  
Therefore,  scientists  have  drilled  deep  holes  to  seismogenic  zones  to measure  and 
observe seismic activity. In some cases, investigators have even attempted to trigger fault 
nucleation through pore pressure manipulation. However, the costs are prohibitive and 
the  holes  are  not  always  close  enough  for monitoring  seismic  processes  accurately. 
Another disadvantage of using deep boreholes to study earthquake nucleation is the lack 
of opportunity to fix possible malfunctioning of monitoring‐instruments.   
5. Deep  underground  mines  with  existing  faults  have  also  been  used  as  a  stage  for 




the magnitudes  of  the  seismic  events.    In  Chapter  3,  we  propose  an  experimental 
approach that aims to induce new faults or reactivate existing faults in a controlled way. 
6. The  Rangely,  Colorado  experiment  between  1969  and  1973  demonstrated  that 












7. Raleigh et al.  [1976] proposed a  scheme of how  the  strength of a major  fault can be 
reduced so as to prevent a major earthquake.  The scheme uses a systematic approach of 
fluid extraction and injection at certain locations and times. 










10.  Similar  instrumentation  to  those  used  for  monitoring  the  earthquake  preparation 
processes at SAFOD, KTB, and in the deep gold mines of South Africa can be used in the 
proposed  earthquake  nucleation  experiment  at  the  Homestake mine.  These  include 
geophones,  accelerometers,  acoustic  emission  sensors,  tiltmeters,  strainmeters, 




















Most  earthquakes  are  thought  to  be  the  result  of  unstable  slip  on  existing  faults. 
Activation of  the Homestake  fault  in  response  to  the  controlled  fluid  injection and  thermally 
changing  background  stresses  is  likely  to  be  localized  on  a  crack‐like  patch.  Slow  patch 
propagation, moderated by the injection rate and the rate of change of the background stresses, 
may become unstable, leading to the nucleation of a small earthquake (dynamic) rupture. This 
controlled  instability  is  intimately  related  to  the dependence of  the  fault strength on  the slip 
process and has been analyzed for the Homestake fault conditions. Scale analyses indicate that 
this transition occurs for the nucleation patch size  1 m. This represents a fundamental limitation 
for  laboratory  experiments,  where  the  induced  dynamic  patch  could  be  tractable,  and 
necessitates larger scale field tests  10‐100 m. 
Advancing the understanding of faulting and fracturing processes  is  important to many 
fields  of  earth  science  and  engineering  including  seismology,  resource  recovery  and 
environmental remediation, economic and structural geology, and disposal of radioactive wastes 















laboratory observations, but  it has not yet been directly verified beyond  standard  laboratory 
scales. 
One  approach  to  overcoming  the  size  limitations  in  the  laboratory  integrates  field 




commonly  are  absent  in  the  rocks used  in  laboratory  shear  failure  tests, but  tests on highly 
anisotropic rocks show that the planes of weakness exert a strong control on the location and 
orientation of shear failures [Donath, 1961].  Recent field studies and some laboratory tests thus 











planes of  the  folds, with a  strike approximately N20W and a  steep dip  to  the NE  [Rahn and 
























Figure  3.1:  (a) Homestake  fault  gouge  and  schematics  of  fluid  injection  to  nucleate  dynamic  slip.  Shown  drift 









nature, possible sources of elevated pressure near  faults  that are associated with  induced or 
triggered seismicity  include (1) deep fluid  injection  into the crust [e.g., Healy et al., 1968]; (2) 
fault‐valve  systems when  a  fault  of  low  permeability  transects  a  super  hydrostatic  pressure 
gradient  [Sibson, 1992];  (3) metamorphic dehydration  in  thrust  and normal  fault  systems.  In 
engineering applications (waste disposal, petroleum production, water reservoir management), 
faults have been  reactivated due  to manipulations with subsurface  fluids  [e.g., Raleigh et al., 
1976; Nicholson and Wesson, 1992; McGarr, 1991 and 2014]. 














resulting nucleation and growth of a shear patch  (crack) would  initially be moderated by  the 
pressure diffusion and,  therefore, quasi‐static.  In  the  framework of  the Homestake  fault,  the 
longitudinal  and  transverse permeabilities of  the  fault may be different  [e.g., Wibberley and 

















dynamic and does not  require, anymore, any change  in  the pore pressure.   Uenishi and Rice 




conditions  with  elevated  shear  traction  on  a  fault when  effective  stresses  are  not  altered. 
Recently, Garagash  et al.[2009], Germanovich  et al.  [2010],  and Garagash and Germanovich 











crack of  length 2a  in the uniform background stress field characterized by the normal		 	 and 











where  the  shear  traction distribution  , 	 ,  along  the crack  is  symmetric.  In  this 


















the ambient peak strength  	 	 ),   where  	is the ambient pore pressure on the 





To  illustrate  this  type of  slip process  [Garagash and Germanovich,  2012]  consider  an 
evolving pore pressure perturbation	along the fault (Figure 3.2a) in the form of 
, 	 ∆ Π ,   √⁄   (3.6)




























the slipping patch (zone), ⁄ ,	can be expressed  in terms of the normalized coordinate, ⁄ , 
normalized time, ⁄ ,		and two dimensionless loading parameters, namely, fault understress,  
	
 , and fluid overpressure,  ∆ / 	,   	 . Hereafter,  
	 ,   (3.9)











decrease). Therefore, after  the  slip  zone  reaches a  critical  size, quasi‐static equations  cannot 
describe its further development, which corresponds to the initiation of dynamic slip (earthquake 
nucleation). 
For smaller values of the background stress ( / 	 0.6	), dotted curves in Figure 3.3a 
are  terminated when  the  fault  frictional  strength  (equations  (3.3)‐(3.4))  is  reduced  to  zero 

























“large” slip zone  (Figure 3.4a),  	≫ 	   ,  is expected  in critically  loaded  faults, which are 




	 	≃ ∆  and only at the slip zone center, where the pressure is the largest. In these limiting 
cases, the solution at the instability can be established for a general pressurization scenario, not 
constrained  to  a  specific  form  of  the  pressurization  function  Π 	in  (3.7).  Garagash  and 








be well within the pressurized region  	≫ 	 , and, therefore, will be almost uniformly 














≃ 0.579 const   (3.10)
Consequently, an asymptotic expression for the nucleation length for a marginally‐pressurized 
fault follows from (3.10) in the form of 
≃ 0.579   (3.11)
























when the characteristic pressure drop,  Δ ,  is small compared to  Δ ≃ / . 
It is possible that condition (3.14) may be too restrictive and, in fact, is not needed. It is 
worth stressing that because  Δ ≃ , the normalized slip at nucleation is small  / ≪
1 	 while the normalized nucleation time is large ( / ≫ 1). That the slip is small ( ≪ ) 
is consistent with the fact that the cut‐off part of the slip weakening friction law was neglected 
(solid horizontal  line  in Figure 3.2b). Hence,  for marginally pressurized  faults with a small slip 




this work, a small strength perturbation  is achieved by finite pore pressure  increase Δ  at the 

















terms  of  the  two  loading  parameters,  the  fault  understress  	 	and  the  fluid 
overpressure ∆ ⁄ 	. For a given value of the overpressure, the solution exists in the range of 
background  loading  conditions,  0	 	 ∆ ⁄ 	, where  the  lower  and  upper 
bounds of  the understress  	correspond  to  the asymptotics of  the critically  loaded and 
marginally  pressurized  faults,  respectively.  These  asymptotic  cases  are  characterized  by  the 





effective  normal  stress,  it  is  also  possible  that  hydraulic  fracturing  may  be  initiated  and 
propagated off the fault plane for ∆   less than  . It can be seen in Figure 3.5 that the Uenishi 
and Rice [2003] value (3.15) of the normalized nucleation length is recovered for small nucleation 









min ⁄ ≃ 0.579 ⁄   (3.17)
 
corresponding  to  the minimum value of pressure required  to activate  the slip. The maximum 
nucleation length is constrained by the value of the overpressure that would cause an incipient 
fault opening (hydraulic fracture) and the  local  loss of shear strength.  It can be approximated 
(with  1%	error) by a two term expression  











understress   	  for various constant values of the prescribed fluid overpressure ∆ ⁄  (left) and injection 
rate  ⁄ 	 (right), where  ⁄ ⁄  is a characteristic flow rate. In the case of constant injection rate, the 
contour  lines of the overpressure at nucleation,  	∆ ⁄ 2 √⁄ ⁄ ,   are shown by dashed 






















[2012], reviewed above.   The proximity of  the  fault  loading  to  the static strength  is  the main 
parameter  controlling  the  length  of  dynamic  nucleation.  This  proximity  can  be  described  by 










the characteristic value of  1 mm‐1 and, based on  the Byerlee  law  [Byerlee, 1978; Burov, 
2010],  0.85. 
The host rock shear modulus, characteristic  for Homestake mine conditions,  is  ≃ 40 
GPa  [Pariseau,  1985;  Pariseau  et  al.,  1987].  Tesarick  et  al.  [2002]  report  the  in‐situ  stress 
magnitudes  in  the Homestake mine  that are consistent with  the  in‐situ  stress measurements 
reported by Pariscau et al.  [1984].    In‐situ stress measurements have been conducted at  the 
Homestake mine  at  depths  ranging  from  6000  to  9000  feet,  by  the method  of  stress  relief 









where   and z should be  in meters to obtain the  in‐situ stresses  in megapascals. 
Neither of these works, however, reports the directions of the  in‐situ stresses, although their 
magnitudes generally agree with the measurements conducted by Johnson et al. [1993] in one 
location  at  the  depth  of  3650  ft.  Callahan  [2010]  reports  the  results  of most  recent  stress 
measurements  at  three  locations  at  the  depth  of  1617 m  (4850L mine  level).  This  author 
concludes that the vertical lithostatic stress,  , can be reliably evaluated from (3.19).  Horizontal 
stresses are more uncertain, however. For example, Callhan [2010] suggests that the minimum 
horizontal  0.8  while  in (3.19),  0.46 . Given this uncertainty, we further assume 
that  






sin cos ,		 sin cos   (3.21)
or 
sin cos ,		 sin cos (3.22)
 

























Bounds  (3.24)  together with equations  (3.21) –  (3.23) estimate  the minimum and  the 
maximum extents of the dynamically slipping patch as a function of depth. They are plotted in 
Figure 3.7. As can be seen, the difference between the upper and lower bounds is not large, that 
is,  17.5 percent  and  16 percent  for  the  cases of      and   oriented  along  the  fault  strike, 
respectively.  The nucleation size decreases with depth and equals 3 m for the larger horizontal 







this  size will  require an experimental  configuration of at  least 10 m  to 100 m.   This appears 
feasible under field conditions in the Homestake mine (Figure 3.1b), but it demonstrates why the 
characterization of a dynamic  slip patch  is beyond  the  reach of  laboratory experiments. This 
result  is  significant  also  because  the  Homestake  fault  conditions  of  1  to  3  km  depth  are 
representative of many mines around the world. 
 



























Barenblatt‐Dugdale  concept  [e.g., Broek, 1982]  for  tensile  fractures and  resembles  the  shear 
band model of Palmer and Rice [1973]. The other view is based on a distributed damage model 
that assumes faults nucleate when critical mechanical conditions cause damage localization in a 
narrow  zone  [e.g.,  Germanovich  et  al.,  1994].  Size  limitations  have  complicated  efforts  to 
distinguish between these two alternatives in the laboratory. Larger experiments have a much 










failure  to  occur,  the  stresses must  be manipulated  for  the  stress  circle  to  touch  the  failure 
envelope (red line).  This can occur, for example, if (i) σmax is increased and σmin is fixed (green 
dotted circle), or (ii) σmin is decreased and σmax is fixed (blue dashed circle). As Figure 3.8 suggests, 






Figure 3.8: Mohr‐Coulomb diagram of  the  loading history. Dashed blue  line corresponds  to  the cooling process 
described in the text.  Compression is positive,  and n are the shear and normal stresses, respectively. 
 
This  principle  could  be  applied  at  the  homestake mine  (DUSEL)  by  using  cooling  to 
decrease σmin or by heating  to  increase σmax.   For example, cooling along  two vertical planes 
(Figure 3.9), or thermal panels, would reduce the horizontal compression between the planes, 
while  the vertical compression  remained practically unchanged  (Figure 3.10). Thermal panels 






containing N boreholes  spaced by distance b  (Figure 3.9).  Let each borehole be  cooled by a 
















diffusivity, E and   are  the Young’s modulus and  the coefficient of  linear  thermal expansion, 
respectively, for the host rock, and L is the height of the borehole array. For N = 10 boreholes in 
each array, b = 1 m, w = 4 m, ∆ 	‐100 ˚C, and parameters characteristic for the Homestake 
mine (E = 10  Pa,   =  10  °C , D = 10  m2/s), equations (3.26) and (3.27) result in  11 
days and ∆  ‐22 MPa. Per Mohr‐Coulomb condition with ∅ 40°, 	  = 25 MPa, and    = 23 
MPa (for characteristic depth and rock density of 1 km and 2800 kg/m3, respectively), the stress 
change required to cause failure is approximately ‐17 MPa.  Therefore, faulting in the intact rock 
















one meter to approximately ten meters  (Figure 3.11).   The boreholes  in each array would be 
drilled either horizontally or vertically from common rooms (Figure 3.11).  Instrumentation for 
monitoring  the  faulting process would be deployed  in additional holes  flanking  the borehole 
arrays.  Our scaling and numerical analyses (Figure 3.10) of these designs show that the thermal 











































Figure 3.10:  (a) Temperature and  stresses at  time  t = 105  sec  ( 1 day)  in a 100 m by 100 m block with 25 MPa 





























Ongoing  dewatering  operations  at  Homestake  are  expected  to  affect  stresses  and 
displacements in the vicinity of the Homestake fault. This poroelastic effect can be used to better 
characterize the fault [Murdoch et al., 2012].  The nucleation, propagation, and arrest of dynamic 











































strike and dip, with a center at least  1.5 km deep. It strikes  340, dips   60 NE, and includes 
 0.4 m of distinct gouge. 
Most earthquakes are thought to be the result of unstable slip on existing faults.    It  is 
possible that slip on the Homestake fault could be  initiated in response to the controlled fluid 
injection near the fault plane.  This activation is likely to be localized on a crack‐like patch. Slow 
patch  propagation, moderated  by  the  injection  rate, may  become  unstable,  leading  to  the 
nucleation  of  a  small  earthquake  (dynamic)  rupture.  This  controlled  instability  is  intimately 
related to the slip‐weakening dependence of the fault strength on the slip process and has been 
analyzed for the Homestake fault conditions. Scale analyses indicate that this transition occurs 
for a patch  size on  the order of   1 m. Creating a dynamic patch of  this  size will  require an 
experimental  configuration  of  10 m  to  100 m.    This  shows why  studying  the  evolution  of  a 
















1. The main question  in designing a  fluid‐injection, deep mine  faulting experiment  is  the 
assessment of the rock mass dimensions for conducting such an experiment since only a 






nucleation  and  it  is  important  to  know  the  patch  size  in  order  to  design  the  fault 
nucleation  experiment  and  for  instrumentation  of  the  test  site.  The  nucleation  size 
decreases with depth and equals 3 m for the larger horizontal stress (equation (3.22)) 
and the  largest depth (8000 ft.).  It  is 17 m for the smaller horizontal stress (equation 
(3.23))  and  the  smallest  depth  (3000  ft.).  Therefore,  our  (scale)  analyses  for  the 
Homestake fault conditions indicate that the onset of dynamic slip occurs for a patch size 
on  the  order  of 1 m  to 10 m.  Creating  a  dynamic  patch  of  this  size  will  require  an 
experimental configuration of at least 10 m to 100 m.  This appears feasible under field 













is  constrained  by  the  value  of  the  overpressure  that would  cause  an  incipient  fault 
opening  (hydraulic  fracture) and  the  local  loss of  shear  strength  (equation  (3.24)  and 
(3.25)). 
5. Because      is, generally, not  the  least effective normal  stress,  it  is also possible  that 
hydraulic fracturing may be initiated and propagated off the fault plane for ∆   less than 
. 
6. Our  field  design  of  an  earthquake  nucleation  experiment  in  a mine  consists  of  two 
methods. In the first method we propose pore pressure perturbation of a fault by fluid 
injection on the fault to reactivate  it.    In the second method, a robust  implementation 
approach  for  creating new  faults would be  to  circulate  chilled  fluid  through arrays of 
boreholes drilled along vertical planes; boreholes could be either horizontal or vertical.  
This will reduce the horizontal compression normal to the planes of the boreholes while 
the  vertical  stress  remains  unchanged.   Our  scaling  and  numerical  analyses  of  these 




























are  compared  and  contrasted  with  those  obtained  with  synthetic  materials  under  similar 




















Then  comparisons  between  experimental  results  for  natural  sands  and  synthetic  particulate 




acquisition  system, a pneumatic  loading  frame, and a  fracturing  fluid delivery  system, which 
included a pump, a displacement piston and an  injection source. The cohesionless particulate 
materials used  in our experiments  included  the Bromide  formation sand, silica sand USM100 
[www.ussilica.com], quartz sand F110, silica flour Sil‐CO‐Sil 106, and their mixtures [Hurt, 2012]. 
The general experimental protocol  included  cleaning, drying, mixing,  compaction,  saturation, 



















injection source  is also presented  in Hurt  [2012]. The sample and  the membrane are  located 
inside a hydrostatic cell as shown in Figure 4.1. The maximum hydrostatic confining load applied 














(a)                                           










flow  rate was  controlled  by  the  displacement  of  a  piston,  translated  inside  the  chamber  by 
hydraulic oil. The borehole fluid pressure was recorded continuously during the test using the 
pressure  transducer  connected  to  a  computer.  A  pressure  vs  time  graph  was  plotted  and 
observed on the computer screen in real time during each test. A data log of experiments and 










Input/Output  (I/O) module  [www.coleparmer.com]. A  custom‐designed Matlab  software was 
used with this module to collect pressure data and also to plot the data on a live computer screen 
in  real  time  (Appendix  C).  A  pressure  transducer  was  also  attached  to  a  FLUKE89  device 
[www.fluke.com] as a backup data collection device.  




We  advance  previously  developed  hydraulic  fracturing  experimental  techniques  by  using  a 
natural cohesionless sand obtained from an oil well. As stated in Section 4.1, we call this sand the 
Bromide  formation  sand  owing  to  its  source  being  in  the  Bromide  geologic  formation.  The 
purpose of this phase of the research was to asses and verify that laboratory hydraulic fracturing 
in natural particulate media  from a petroleum reservoir  is possible and whether or not using 
natural  sand  is  more  advantageous  than  the  use  of  artificially  processed  sands.  We  also 












Ordovician  Simpson  Group.  The  Bromide  formation  crops  out  in  the  Arbuckle  and Wichita 
mountains and in the Criner Hills of Oklahoma [Loeblich, 1942; Pope, 2004]. It is exposed at the 
surface in Carter, Johnston, Murray and Pontotoc counties of Oklahoma [Amsden, 1983; Webby 
et al., 2004; Pope, 2004]. The  formation has been a source of oil and gas  in Oklahoma and  is 
known for its rich fossils and echinoderm skeletons (marine animal skeletons). Geologically, the 
value  of  echinoderms  is  in  their  ossified  skeletons,  which  are major  contributors  to many 
limestone formations. To characterize the Bromide formation sand we used lithological reports 







2009]. According  to Flores and Keighin  [1989],  this  formation mainly  consists of  interbedded 
sandstone, siltstone, mudstone, and limestone with the lower part of the formation containing 

























characterize  this  material.  These  included  angularity  analysis  using  a  camera  microscope, 
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ƞ min EXPT e max e min e min
g/cm3 g/cm3 g/cm3 ASTM ASTM EXPT
Bromide 
Formation Sand
1.33 1.63 1.68 0.50 0.38 0.37 1.00 0.62 0.58
Sand USM100 1.56 1.78 1.88 0.41 0.33 0.29 0.69 0.49 0.41
Sand F110 1.45 1.65 1.71 0.45 0.38 0.35 0.83 0.60 0.55




1.59 1.93 1.99 0.40 0.27 0.25 0.67 0.37 0.33
20/80 Silica Flour 
F110 mix










D10 D30 D60 D50 CU Cc k  @ 80 psi




270 310 360 340 1.33 0.99 3.6
Fine sand USM100 130 160 190 180 1.46 1.04 1.8
Fine sand F110 80 100 140 130 1.75 0.89 1.3
Silica flour (Silt) 4.2 11 25 19 5.95 1.15 0.02
20/80 Silica 
flour/USM100 mix




USM100  is  a white monocrystalline whole  grain  alpha‐quartz mineral  sand.  It  is  part  of  the 
Ottawa  fracturing  sand products  from  the U.S. Silica company  [www.ussilica.com].  It exhibits 
exceptional  strength,  durability,  integrity,  and  purity. USM100  does  not  degrade  or  dissolve 
during handling and pumping associated with normal hydraulic fracturing operations [U.S. Silica 
























Krumbein Shape Factors1          
Roundness      0.7 ‐ 0.8 
Sphericity      0.7 ‐ 0.8 
Bulk Density ( / )      1.48 ‐ 1.60 
Bulk Density ( / )      92 ‐ 100 
Particle Density ( / )      2.64 ‐ 2.65 






     0.300  50  3.6 
   0.212  70  16.5 
   0.177  80  31.8 
   0.150  100  24.3 
   0.124  120  10.4 
   0.104  140  9.2 
   0.074  200  3.9 
   <0.074 Pan  0.5 
      total  100 
         
Mean Particle Diameter    (mm)                  0.175 
Median Particle Diameter (mm)          0.168 
Crush Resistance                                            
Classification (K‐value)2                   11 K 


















[2012]. The grain  size distribution of  this  sand  is presented  in Figure 4.4. The maximum and 
minimum void ratios of the sand under ASTM D 4253 and ASTM D 4254, conditions were 0.83 
and 0.60, respectively. Fracture tests were conducted at maximum density with F110 void ratios 







It  offers  low moisture,  natural  hardness,  chemical  resistance,  high  brightness,  and  low  oil 
absorption.  It has an angular  shape and a mean particle  size of 19  μm. This material  is also 
described comprehensively  in Hurt  [2012].  It has a specific gravity of approximately 2.65. The 
average permeability of the silica flour at a confining stress of 80 psi was about 20 millidarcy. Due 
to  the  low  permeability,  it  was  difficult  to  saturate  silica  flour  samples  and  therefore  all 
experiments in this material were performed under dry conditions. Chang [2004] and Hurt [2012] 
show, however, that the experimental results for dry and saturated materials are similar. Table 
4.4  gives  a  summary of  a  few more properties of  the  SIL‐CO‐SIL 106. Only  a  few  tests were 
conducted in dry silica flour. The fracture morphologies that were formed in dry silica flour were 


































Hurt  [2012] examined a number of different mixtures of  fine sand and silica  flour as possible 
candidates for fracturing tests. It was found that the fraction of silica flour in the mixture had a 
profound effect on  the permeability of  the mixture and  the deformation mechanisms of  the 
sample.  This was attributed to the effect of sample permeability, which depends on this fraction 
[Hurt, 2012].  It was also concluded that mixtures with a fraction of silica flour of 15% or  less, 




by weight  of  silica  flour.  These were  20%  silica  flour  plus  80%  fine  sand  F110  (20/80  Silica 
Flour/F110) and 20% silica flour plus 80% fine sand USM100 (20/80 Silica Flour/USM100). The 
earlier experiments were conducted using F110 while the later tests were performed in USM100 







As  shown  in  Table  4.1,  the maximum  and minimum  void  ratios  of  the  20/80  Silica 
Flour/USM100 mixture  were  0.67  and  0.37,  respectively,  while  the minimum  void  ratio  at 
experimental maximum density standards was 0.33. This corresponds to the sample porosity   
= 25%. The maximum and minimum void ratios of the 20/80 Silica Flour/F110 mixture were 0.79 
and  0.48,  respectively,  while  the  minimum  void  ratio  at  experimental  maximum  density 
conditions was 0.39. This corresponds  to  the sample porosity  28%.		At  the experimental 








environment, was  immiscible  in water,  and  had  a  high  viscosity  to minimize  leakoff.  In  our 
experiments,  the  fracturing  fluid  was  injected  into  a  porous,  permeable  medium  at  high 
pressures  and  flow  rates.  A  filter  cake  formed  on  the  wall  between  the  fracture  and  the 






















law  exponent  or  fluid  flow  behavior  index,  K    is  the  the  consistency  index,  indicative  of 
pumpability of the fluid). Hurt [2012] also confirmed the power law, shear thinning nature of the 
guar  cross‐linked  fracturing  fluid.  The  fracturing  fluid  stability  over  time was  also  examined. 
Figure 4.8 shows a drop in the viscosity after 4 hours of aging time, as the resin begins to harden.  
Polymer based  constitutive  fluid  flow models are used  to characterize  the  rheological 
behavior of the fracturing fluid in our tests (Table 4.4 where   	is the shear stress,  	is the yield 
stress,  	is  the Newtonian viscosity, and    	  is  the shear rate). The Herschel‐Bulkley  law  [e.g., 
Herschel  and  Bulkley,  1926]  represents  a  generalization  of models  used  to  characterize  the 
rheology of petroleum fluids [Montgomery, 2013].  The power law model is a special case of the 










































































The  following general procedure was  followed  for all our  tests  in  this work. First  the  sample 






























m.  The  percentage  of  fines,  play  a  significant  role  in  the  hydraulic  fracturing  behavior. 




perforation  zone was  located  at  approximately  11  in  above  the  bottom  platen.  A  complete 
description of the injection source is presented in Hurt [2012]. Also, a 50 x 50 mesh was placed 




















compaction  throughout  the  height  of  the  sample.  Once  the  compaction  procedure  was 
completed, the top layer was leveled off and then caped with a porous filter disc.  
Our  samples were  typically compacted  to a density of approximately 0.061  lb/in3 (2.0 





then  applied  to  the  block  sample  from  the  top.  Then  the  rigid mold was  removed  and  the 






















considerably pre‐stressing  the  sample. After  the  sample was  compacted  and  the  triaxial  cell 
chamber assembled,  the  saturation phase  started. A  small  confining  stress of 5  ‐ 10 psi was 
applied on  the  specimen during  saturation  to  stabilize  the  specimen.   Backpressure was also 
applied to the sample during its saturation. “Back pressure” is a pressure applied to the specimen 
pore‐water to cause air in the pore space to compress and to pass into solution in the pore‐water 




makes  the process easier and  faster.  Flushing  the  sample with  carbon dioxide  (CO2) prior  to 
saturation also greatly improves the saturation process as the heavier and more water‐soluble 
CO2 displaces air and dissolves into water more readily than air. Using a modified version of the 
















The  volume  of water  injected  into  the  sample was monitored  and when  three  pore 
























was  then allowed  to  stabilize  for 2 minutes. The valve  to  the pore pressure gauge was  then 
opened and the increase in pore pressure, ∆ , was read. This was repeated three times.  




20	psi, 	 10	psi,	we chose  ∆ 	 5	psi.	 
95 
 





















allowed  to  stabilize  for approximately one hour. During  this  time, a cross‐linked, guar‐based, 











flow  tubes  to  the  sample were  left open during  the experiment  to allow  for drained  loading 
conditions. 
The pump  system used  for our  tests allowed  for  injection  flow  rates  ranging  from 50 






allowed  to  record  data  for  approximately  five minutes. After  the  test  run,  the  fracture was 
allowed to solidify under load for approximately 24 hours. Excavation was then conducted in a 




formation  sand.  The  goal  of  this  part  of  our  work  was  to  develop  and  compare  hydraulic 
fracturing  experiments  in  natural  cohesionless  particulate materials with  those  in  synthetic 
materials such as quartz sand F110 and USM100. In this section, we begin by detailing the various 
fracture  geometries  and  morphologies  observed.  Then,  we  present  and  discuss  some 
deformation  features  that were observed  in  the  fracturing of  this natural  sand.   Further, we 
describe  the  pressure  curves  and  pressure  signatures  that  are  characteristic  of  the  Bromide 
formation  sand.  Next,  we  discuss  the  effect  of  the  injection  flow  rate  and  the  material 









in  the Bromide  formation sand, we  found  that  the  fractures are more complex with multiple 
wings that are rarely symmetrical relative to the wellbore. The images in Figures 4.12 and 4.13 
illustrate  the  typical  hydraulic  fracture  geometries  and  morphologies  obtained  in  our 
experiments  in  the  Bromide  formation  sand.  The  fractures  in  the  Bromide  formation  sand 
showed  features evidencing cavity expansion, branching, asymmetrical wings, as well as  fluid 
leakoff. The orientation of the fractures was primarily vertical and perpendicular to the direction 
of  the minimum  horizontal  confining  stress.  This  is  consistent with  a  fracture  opening  in  a 
direction subparallel to the minimum principal stress direction and propagating  in a direction 
along  the  intermediate principal stress direction. The geometries were generally quasi‐planar 
with a dominant main  fracture with  two main wings, plus offshoots and  several branches or 
multiple  segments  within  each  wing.  In  our  experiments,  the  fluid  driven  fractures mostly 
exhibited  a  quasi‐penny‐shaped  geometry,  although  this  probably  was  a  limitation  of  our 
experimental setup and the sample size. 
It appears that the fracture offshoots formed mostly close to the  injection source, but 
that  these offshoots  also  form  along  the  length of  the main  fracture  further  away  from  the 
borehole. The offshoots were generally orientated at acute angles to the fracture tip propagation 






Evidence  of  cavity  expansion  around  the  borehole was  clearly  seen  in  several  of  our 






In most of our  tests,  it was  found  that  the wings of  the  fractures were asymmetrical 



















































Test number  37  23  41 
Asymmetry 
Ratio  0.88  0.80  0.75 
Injection flow 























Hydraulic  fracture  initiation  pressure  is  an  important  parameter,  for  example,  in  hydraulic 
fracturing stimulation of petroleum wells or frack and pack treatments for sand control. Pressure 







pressure  curve  represents  the  fracture  propagation  pressure  (see  Figure  4.16)  while  the 
magnitude of  the pressure drop  from  the propagation pressure  to  the  final  flattening of  the 
pressure curve, after the pump is stopped, represents the fracture closure pressure. As shown in 
Table 4.5, the peak pressures and propagation pressures in our experiments were consistently 
greater  than  both  the  horizontal  confining  stresses  and  the  vertical  loads. On  average,  the 
initiation pressure was larger than the confining stress by a factor of 3.1.  This finding is consistent 
with what other workers have  found  in  fracture studies  in man‐made particulate media  [e.g., 
Hurt, 2012; DePater and Dong, 2007]. In Figure 4.17, four curves from four tests conducted under 











Test Number   23  30  32  35  36  41  Average 
Peak pressure (psi)  209  278  215  258  322  210  249 
Peak pressure/   2.6  3.5  2.7  3.2  4.0  2.6  3.1 
Propagation pressure 
(psi) 
175  224  200  197  N/A  230  199 
Pressure drop after 
peak (psi) 
26  38  20  44  N/A  N/A  32 










rates and observing  the  resulting pressure behavior. The effect of  the  flow  rate on  the peak 
pressure over three orders of magnitude was examined. Figure 4.18 demonstrates the typical 
results using three of these tests. Our experiments show that there  is a significant  increase  in 
peak pressure with increase in the injection flow rate. This conclusion is consistent with results 
from laboratory hydraulic fracturing tests in salt conducted by other researchers showing flow 
rate  dependency  of  pressure  behavior  as  shown  in  the  Figure  4.19  [Doe  and  Boyce,  1989]. 
However, it should be noted that the mechanical properties of salt differ significantly from those 




































































































results  of  our  tests  in  silica  flour.    The  fractures  in  the  silica  flour  samples  where  thin, 
demonstrating that the fluid leakoff was low owing to the low permeability of the sample. The 
fractures were also typically petal‐like and, in some cases, had multiple wings. This was consistent 
with  observations made  by  Chang  [2004],  Germanovich  and  Hurt  [2012],  and  Hurt  [2012]. 
Fractures were  vertical  and  perpendicular  to  the minimum  horizontal  stress. On  each wing, 
multiple segments were evident.  
The  ratio  of  the  peak  pressure  to  the  horizontal  confining  stress  ranged  from 
approximately 4 to 12. This ratio was much higher than that in the Bromide formation sands, the 

























































































Chapter 5), was observed. These  features were better preserved  in  tests conducted at  lower 
injection flow rates. The fracture aperture and the leakoff thickness were larger in experiments 
conducted  in pure Ottawa fine sand than  in other sample materials used  in this experimental 
series. The leakoff in the pure Ottawa fine sand experiments correlates with the permeability of 
these  samples. Therefore,  these  tests confirmed  that  the amount of  leakoff  into a  formation 
































was  approximately  320  psi.  This  represented  a  peak  pressure  to  confining  stress  ratio  of 
approximately 4 to 1, which was typical for tests in Ottawa fine sand F110 and USM100. It was 



























Test Number   24  27  28  29  33  44  Average 
Peak pressure (psi)  247  210  325  318  308  320  288 
Peak pressure/   3.1  2.6  4.1  4.0  3.9  4.0  3.6 
Propagation pressure 
(psi) 
231  122  300  200  250.0  235  223 
Pressure drop after peak 
(psi) 
16  88  25  118  58  85  65 



































number  of  experiments  and  the  test  conditions  under which  this  series  of  experiments was 
performed.  





























































































Test Number  15  39  40  45  Average 
Peak pressure (psi)  435  195  236  302  292 
Peak pressure/   5.4  2.4  3.0  3.8  4 
Propagation pressure (psi)  225  180  226  175  202 
Pressure drop after peak (psi)  210  15  10  127  91 
Closure pressure (psi)  100  45  84  84  78 
 
4.5. DISCUSSION 
We  compared  the  fracture  geometries,  pressure  signatures,  and  fracture  initiation  pressure 
dependency on  injection flow rates of experiments  in the natural Bromide formation sands to 
those conducted in the synthetic particulate materials. Comparisons exclude tests in silica flour 




In both  the  synthetic  sands and  the natural  sands,  the  fractures were  vertical, quasi‐
planar and perpendicular to the minimum principal confining stresses. Results from tests in both 
materials evidenced fracture geometries with asymmetrical wings relative to the location of the 
injection source. Also,  in both synthetic and natural materials,  the  fractures geometries were 
complex with multi‐segmented fracture wings with branching offshoots near the injection source 
and  in  the  far‐field.   Figures 4.12, 4.13, and 4.25  illustrate  these observations. However,  the 
thickness of the  leakoff zone was a function of the permeability of the material and therefore 
varied within our spectrum of materials. Due to the laboratory limitations in the measurement 
















sub‐rounded  river materials. According  to Holubec  and D’Appolonia  [1973]  angularity  of  the 
particles increases the maximum void ratio, strength, and deformability of cohesionless soils. This 


























Silica flour  120  0.02 1.5 19 Angular
Bromide formation 
sand 
250  3.6  3.1  300 
Well rounded to 
sub‐rounded 
20% Silica  320  0.2  4  80 
Sub‐angular to 
sub‐rounded 











Figure 4.33: Comparison of pressure signatures and  fracture geometries between Bromide  formation sand  (blue 
plot) and synthetic mixture sand (red plot). Blue coloring agent was used in Bromide formation sand test and red 








































rate.  Several  tests were  performed  in which  all  other  parameters were  held  constant while 
varying the flow rates and observing the pressure response. Injection flow rates were varied over 
three orders of magnitude  in  these  tests. Figure 4.18 demonstrates  the  typical  results  in  the 
Bromide formation sand and Figure 4.33 shows the typical results from the synthetic sand. Our 
experiments  show  that  in both  the natural  sand and  the  synthetic  sand  there  is a  significant 
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where	   and    are the Poisson ratio and the permeability, respectively. The cohesion and the 
friction  angle of  the material  are  represented by    and ∅,  respectively.  The  injection  rate  is 
represented  by    while  the  confining  stresses  are  represented  by    and    .  Thus,  8 
dimensionless groups would be required. To reduce the number of parameters, Germanovich 
and Hurt  [2012], Hurt and Germanovich  [2012], and Hurt  [2012]  grouped and  collected only 
independent parameters resulting in five parameters, with three basic units. Namely, 























































































1. Leakoff  behavior  in  both  natural  sands  and  man‐made  sands  is  sensitive  to  the 
permeability of the material being  fractured. As expected, the thickness of the  leakoff 
zone increases as the permeability increases. 
2. Similar  deformation  features,  such  as  cavity  expansion  features,  fracture  multi‐
segmentation,  asymmetrical  fracture  wings,  and  fracture  offshoots  both  near  the 
borehole and  in  far  field, were observed  in man‐made sands and natural sands. These 
features  are  also  a  manifestation  of  hydraulic  fracture  complexity  in  cohesionless, 
particulate materials. 
3. Hydraulic fracturing  in the Bromide formation sand showed a flow rate dependency of 
the  pressure  behavior.  Our  results  show  that  there  is  a  significant  increase  in  peak 
pressure (initiation pressure) with increase in the fluid injection flow rate. This result is 
consistent with experiments in synthetic samples. 
4. The  dimensional  analysis  of  our  results  from  both  synthetic  sands  and  the  natural 
Bromide  formation  sand  shows  a  power  law  dependence  of  the  dimensionless  peak 
injection pressure versus the dimensionless confining stress. 
5. Hydraulic  fracture behavior  in the natural Bromide  formation sand  is similar to that  in 
man‐made cohesionless particulate materials  in  terms of  fracture pressure signatures, 











































The  investigation  detailed  in  this  chapter  centers  on  hydraulic  fracturing  experiments  in 
particulate materials conducted in a true‐triaxial loading frame under high stress regimes (up to 
1600  psi).  Four  tests  were  performed  in  a  research  experimental  series  under  true‐triaxial 
conditions. The goals and objectives of this test series were: 







4. To access  the plausibility of using  the ultrasonic  transmission monitoring  technique  to 
capture hydraulic fracturing dynamics such as fracture initiation and propagation. 
5. To study scale  (size) and stress effects,  if any, on hydraulic  fracturing morphology and 
pressure signatures in particulate media. 
The  following  is  an  overview  of  the  preparations,  challenges,  and  pertinent  findings  of  our 
hydraulic  fracturing experiments  in  an unconsolidated  sand block  sample.  In  Section 5.2  the 















4. Occasionally we use notation  ,  , and   instead of 		 , 		 , and	 , respectively. 
5. Quantities ∆ 	and	∆ 	are the flat‐jacks volume changes in the corresponding principal 
stress directions. Quantity  ∆  is the axial actuator volume change corresponding to  .  
These  quantities  are  proportional  to  the  mean  displacements  of  sample  sides 
perpendicular to 	 , 		 , and	  directions, respectively. 
6. 	The terms wellbore and borehole may be used interchangeably to denote the injection 



























































































sheets of  stainless  steel. The dimensions of  the pore  can  for  tests 1, 3,  and 4 were		11	in
	11	in	 	15	in	 279	 	279	 	381	mm  and the dimensions of the pore‐can for test 2 were 












borehole  injection  source were  interchangeably  configured as  inflow  and outflow during  the 
135 
 







































was also collected  through  this system. The pressure  transducer  for  the  injection source was 
connected to the computer so that the injection pressure data could be collected continuously 
during  the  test. Also,  the pore pressure  transducer  linked  the  central  computer  to  the pore 
volume at the inlet and outlet tubes at the bottom and top of the can. This allowed for the pore 
pressure  to  be  recorded  throughout  the  sample  saturation  process  and  the  test  run.  Fluid 
volumetric changes 	in the flat‐jacks  ∆ , ∆  and the  axial actuator  ∆ , respectively, were 
also  independently  recorded  throughout  the experiment  through  this data collection  system. 
Additionally,  the  injected  fracturing  fluid  volume  was  recorded  relative  to  time.  The  data 
acquisition system also included a live monitor screen through which the current pressure and 
fluid  volume  conditions  could be observed.  Therefore, we were  able  to monitor  the  loading 




An  important  feature of our experimental  setup  in  test 4 was  the active acoustic monitoring 
system, which enabled the collection of data about the evolution of the hydraulic fracture, from 




monitoring  system  consisted  of  12  acoustic  SE‐150_M  sensors  made  by  DECI  (Dunegan 
Engineering Consultants  Inc.  [www.deci.com]), 2 Aluminum plates  for holding  the  sensors  in 
place  inside  the block sample, 12 AEP3 signal pre‐amplifiers, and an AMSY‐6 data acquisition 






more problematic  than  in  rock  samples.  Therefore, oversampling  and  averaging were  key  in 























The  plates were machined  at  the  Georgia  Tech  research  institute  (GTRI) machines  services 
department [http://www.gtri.Georgia Tech.edu/machine‐services]. The dimensions of the plates 




of water and an abrasive substance. A schematic of  the plate designs  is shown  in Figure 5.3. 
Cables to the sensors were installed in grooves machined into the plates to prevent obstruction 
during the compaction of the block sample. The sensor plates were positioned on the east and 
west  faces  (Figure  5.1b)  of  the  block  sample,  parallel  to  the  intermediate  principal  stress 
direction, to optimize the amount and quality of data obtained (as  it was anticipated that the 





the  interactions of  the  input pulse with  the  internal  features of  the block  sample. The block 
sample  and  fracture  response  to  the  acoustic energy depended on  their own  characteristics 
[Michlmayr et al., 2012]. The pulses emitted by the sensors could either be compressional or 

































Tests 1, 3, and 4 were conducted in small block samples (11	in 	11	in	 	15	in	 279	 	279	
	381	mm )  while  test  2  was  performed  in  a  large  block  sample  (28.5	in	 	28.5	in	












volume of  the pore  can. The  sample was mixed  in  the drum  roller  for 2  to 3 hours until no 
segregation of the two materials could visually be observed in the sample mix.  











of G‐clamps  (Figure 5.9). A perforated  cylindrical metal  injection  source was  installed  in  the 
center of the can with temporary bracing to hold it in place during compaction. The end of the 














sample,  and  the  borehole  injection  source  were  interchangeably  configured  as  inflow  and 
outflow during the saturation process. Figure 5.11  is a schematic drawing showing these flow 































































2. The  pore‐can  was  loaded  to  saturation  loading  conditions  of  200	psi, 
150	psi,	and 	 100	psi. 
3. After loading the sample, vacuum was applied through the injection source for 15 minutes 
while  the bottom  inlet and  top outlet  flow  tubes were kept closed. Vacuum was  then 
stopped. 
4. The sample was then flushed with CO2 from the bottom inlet flow tube at a pressure of 













tube as shown  in the Figure 5.11.  In test 1, the  injection source was opened and used as the 














sample at  this backpressure and external  loading  conditions. The  loading  stresses were  then 





was now  injected  from  the  injection  source  at  a backpressure of 183 psi while  vacuum was 
applied to both the bottom and top flow tubes. An average water inflow into the sample of 50 
ml/min was  observed within  a  few minutes.   Within  two  hours  this water  inflow  rate  had 
increased up to 64 ml/min and water was observed flowing out through the transparent vacuum 
pipe attached to the outlet. Vacuum was now removed and the outlet valves were kept open. 


















outflow  rate  of  approximately  82 ml/min were  observed  at  a  backpressure  of  120  psi.  The 








It  should  also  be  noted  that  there  were  some  challenges  in  applying  constant 
backpressure as the pump that was used could not hold a constant backpressure. We therefore 
changed the external pump to the CAT pump [www.pumps‐and‐parts.com], which worked better 
and  supplied  the constant backpressure  that was needed. There  is a possibility  that  the high 
backpressure of 183 psi applied through the  injection source may have disturbed the sample, 
especially at the region around the perforation zone. Some of the difficulties with saturation were 










(a)   (b)  
(c)  (d)  

















loads for these four tests were    = 1600 psi,   = 1200 psi, and    = 800 psi.  
 After reaching the final stress state, the block was allowed to stabilize for a few minutes. 






immediately  started at  the design  flow  rate of 500 ml/min. The AE data was being collected 
continuously from the saturation phase to the end of the test. The AE data collection timing was 
also synchronized with the fluid injection timing for post fracture data analysis. In tests 1 and 3, 
injection was performed until  a  total of  approximately 500 ml of  fluid was  injected  into  the 
sample while approximately 450 ml of  fluid were  injected during  test 4. During  the  injection 













optimize  the  collection of useful data. The  implementation and  results of  this  technique are 
discussed in detail in Chapter 6.  
Fracture Excavation 
After  the  fracture  had  been  allowed  to  dry  and  solidify  overnight,  inside  the  sample,  the 
excavation process began. The can was taken out of the loading frame and placed on a flat table 
top. Upon inspection of the outside of the can in test 4, it was observed that the blue fracturing 


































block sample permeabilities  for high stress  true‐triaxial  tests were not measured due  to  time 












                   
































































of  hydraulic  fracturing  in  particulate  cohesionless materials.  In  this  section, we  describe  the 
experimental processes and procedures that were followed in test 2. The block sample for this 










a  density  of  0.069  lb/in3  (1.9  g/cm3).  Twelve  layers  of  approximately  165  lbs  each  were 
compacted. Stress films were attached to all the lateral faces of the large pore‐can both on the 






























































































































steel  injection  source was  carefully detached  from  the  fracture before  the  fracture  could be 
placed in the CT imaging machine. Stainless steel is known to cause interference with the x‐rays 







factors  that  affect  hydraulic  fracturing  in  cohesionless,  sediment‐like  particulate  materials. 
Chapter 6 focuses on results of acoustic monitoring in our experiments. In this section, the test 
results  for  the  small  block  sample  and  the  large  block  sample  are  grouped  and  presented 
separately. Test 1 was conducted as a preliminary experiment in order to study feasibility and to 
improve the experimental design for our subsequent full scale tests. The results of this pilot study 
are  reported  in  detail  by  Hurt  [2012].  For  each  test  discussed  below,  we  first  present  a 
characterization  of  the  fracture  morphologies.  Then  the  pressure  signatures  and  flat‐jack 










interactions  with  the  boundaries.  The  fracture  was  thick  with  several  “bubbly”  spheroidal 
features on its surface. The main fracture was also asymmetrical about the injection source. The 
average fracture height was approximately 4.5 in and the fracture length was approximately 7.5 















































































































































































































strain  localization, manifesting  shear  bands,  evidence  of  cavity  expansion  near  the  injection 












































































new  local  stress  field  and  not  necessarily  the  remote  boundary  confining  stresses.  This  is 




south  wing  having  4  segments.  The  fracture  leakoff  is  thicker  in  the  zone  closest  to  the 
perforation zone and thinner (and planer) further away from the injection source. It appears the 
fracture was more brittle, further away from the injection zone. This may be a consequence of 























injection pressure preceding  the peak pressure. We  interpret  this generally  linear part of  the 
curve as  the cavity expansion phase. A  small “kink”  in  the pressure curve was observed at a 
pressure of 3580 psi. Similar to test 3, this “kink” in the pressure curve may have been caused by 

































response  is  similar  to  that outlined  in  test 3  (Section 5.4.1). Shortly after  the peak pressure, 
∆ 	continues to drop, albeit at a less steep slope, while ∆ 	 begins to increase. This is consistent 












































































































































the direction of  fracture propagation. This observation  is  consistent with  the model of  shear 
banding at the fracture tip [Chang et al., 2003; Chang, 2004; Wu, 2006; Germanovich et al., 2007]. 
This model  (Figure 5.41) explains how  fracture propagation may occur  in  the  state of  stress, 
which  is compressive everywhere,  including near  the  fracture  tip.  In order  for  the  fracture  to 
propagate, an  inflow volume  into which fluid can flow needs to be created at the fracture tip. 
Yielding of the strain‐softening materials near the fracture tip may result in the localized shear 






Figure 5.41: Shear band model of hydraulic  fracturing  in  cohesionless particulate materials  [Chang et al., 2003; 
Chang, 2004; Germanovich et al., 2007]. Here,   is the injection pressure inside the fracture,  	is the acute angle of 
the shear band with respect  to the  fracture direction, and ∆ 	  is  the  incremental advance of the  fracture  in  the 
fracture direction. 
 
The  observed  details  from  CT  scans  (Figures  5.33,  5.34,  5.35,  5.42,  and  5.43),  are 
consistent with the following sequence of events [Chang et al., 2003; Chang, 2004; Germanovich 
et  al.,  2007;  Hurt,  2012;  Germanovich  and  Hurt,  2012;  Hurt  and  Germanovich,  2012].  The 
pressurization of the  injection source  is followed by the cavity expansion around the  injection 
source. The associated yielding of the softening cohesionless material results in the shear strain 



























principal  stress direction.  This  is  consistent with  typical  fracture orientation during hydraulic 
fracturing for the given confining stress configuration. The larger of these two wings propagated 




















































features on surface 














order  to  allow  for more  injection  volume. After  this  the pressure  curve  rises  again until  the 





















































































the observation  that  in Figure 5.52,  the  injection pressure does not  fall below  the maximum 





there  is a  small gradual decrease  in ∆ . This may be a  response  to  cavity expansion before 
fracture  initiation.  Then,  there  is  a  sharp  drop  in  ∆ 	 and	to	a	small	extent	in	∆  
coinciding with the peak pressure, showing volume displacement due to the fracture opening in 
the minimum principal stress direction and propagating perpendicular to the minimum principal 
stress  direction.  Shortly  thereafter,  there  is  a  considerable  increase  in  the  volume  in  the 
intermediated  principal  stress  direction,  possibly  associated  with  the  Poisson’s  effect.  This 
indicates  that  the  flat‐jacks were  independently  able  to  capture  the  fracture  initiation  and 









CT  scans were performed on  the  solidified  fracture  in  test 2. The  results of  the CT  scans are 
presented in Figure 5.50. Evidence of branching can be seen along the fracture length. Evidence 
















































































the  test. However,  fracturing  fluid did  reach  the  sample boundaries  in  test 4. All  tests were 
conducted  under  drained  pore  pressure  conditions.  The  peak  pressures  and  the  fracture 
geometries  in tests 2 and 3 were very similar. The peak pressures  in tests 4 and 1 were  lower 
than the aforementioned. The peak pressure in test 1 was at about one third of that in test 3, 
despite  the  tests being  conducted under  similar  conditions.   The  similarity  in peak pressures 








to  the minimum  principal  stress.  This  result  is  consistent with  hydraulic  fracturing  in  brittle 
materials.  Tests  1  and  4  fractures  had  two wings with  the wings  in  tests  2,  3  and  4  being 






















A  comparison of  the  fracture morphologies of  tests  in  true‐triaxial  loading  conditions 






























































Test 1  Test 2  Test 3  Test 4  Average 
 (psi)  3032  7916 7800 5411  6040
  2.5  6.6 6.5 4.5 5.0












































Given  the  inherent  variability  of  soil  samples,  we  consider  the  repeatability  of  the 
experiments is reasonably good. Tests 2 and 3 had the most similar peak pressures and fracture 
geometries.  These two tests also had the best saturation levels achieved. The peak pressure in 
test 4 was  lower  than  that of  tests 2 and 3 by about 30 percent.   We attribute  this  to  lower 
saturation levels in test 4 caused by the bottom flow tube being clogged in this test.  
Finally, we again applied the dimensionless model of fracture initiation [Germanovich and 
















   Test 1  Test 2  Test 3  Test 4 












rodding  rodding  rodding  rodding 
Porosity  28%  28%  28%  28% 








































































500 ml  500 ml  500 ml  450 ml 
Injection rate  500 ml/min  500 ml/min  500 ml/min  500 ml/min 
Loading 
Conditions 
1600 psi, 1200 psi, 800 psi  1600 psi, 1200 psi, 800 psi  1600 psi, 1200 psi, 800 psi  1600 psi, 1200 psi, 800 psi 
Vertical Loading 
Direction 
From top  From top  From top and bottom  From top and bottom 


















   Test 1  Test 2  Test 3  Test 4 













































































in  particulate,  cohesionless  materials  takes  place  in  the  following  sequence.  The 
pressurization of  the  injection  source  is  followed by  the  cavity expansion  around  the 
injection  source.  As  a  result  of  the  yielding  associated with  cavity  expansion  of  the 
softening cohesionless materials, shear strain  localization  takes place. This  localization 





3.  The  shear banding mechanism may be  accompanied  and  even be dominated by  the 








complexity  with  thick  fractures  that  were  perpendicular  to  the  minimum  principal 
confining stress direction. The presence of a sub‐horizontal  fracture offshoot  from the 




5. Fracture  initiation  results  from  the  true‐triaxial  experiments  showed  a  power  law 




particulate materials.  In addition,  it was  found that the  initiation pressure  in our true‐
triaxial experiments was sensitive to the degree of saturation of the block samples. 




and  fracture morphologies were  nearly  identical  in  fully  saturated  samples. Although 
there were some boundary effects in the small sample, it appears these did not impact 
the overall pressure signature and fracture morphology. 
7. Compared  to  the  triaxial  tests  in  low  stress  (up  to  160  psi)  regime  experiments,  the 
resulting morphologies of tests conducted under true‐triaxial conditions and high stress 
regimes  (up  to  1600  psi)  had  thicker  leakoff  zones  and  less  planar  fractures.  This  is 
attributed to the high fracture pressures that were developed in tests in high confining 
stress  regimes. For example, even  though  the confining  stresses  in high  stress  regime 










































1. Acoustic  monitoring  can  be  used  to  observe  hydraulic  fracturing  in  unconsolidated 
sediment‐like materials. 
2. Ultrasonic  transmission  techniques  can  be  used  to  monitor  hydraulic  fracturing  in 
unconsolidated sediment‐like materials. 






In  Section  6.2  of  this  chapter,  a  literature  review  of  acoustic monitoring  in  geomechanics  is 
presented. The acoustic monitoring procedure is described in Section 6.3. The passive acoustic 
























Ishida  [2001]  used  AE  monitoring  both  in  the  laboratory  and  in  the  field  to  study 
mechanisms  of  hydraulic  fracturing  in  rocks.  In  laboratory  experiments,  he  investigated  the 
effects of  the  texture properties of  rock on hydraulic  fracturing mechanisms. The  fault plane 







results  of  these  laboratory  experiments  suggest  that  AE  monitoring  in  field  operations  of 
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hydraulic  fracturing  is effective to study  fracturing mechanisms or crack behavior. A borehole 











whose  orientation  coincided  with  the  maximum  stress  direction.  Matsunaga  et  al.  [1993] 







The  low  velocity  of  P‐waves  enabled  them  to  observe  the  wave  propagation  along  10 
wavelengths  in their 1 m  long apparatus. They concluded from the  inverted poro‐visco‐elastic 
models that VP (P‐wave velocity) strongly depends on the mechanical properties of the effective 
fluid and on the effective pressure. Specifically, during imbibition, the fluid injection increases Pf 





tool  for  the characterization of  transport phenomena  in porous media  [Barriere et al., 2012]. 
Further details on this are given below in the Signal Attenuation Section (page 223). 
Reiweger et al. [2015] studied the characteristics of ultrasonic wave propagation in snow 
and measured AE  signals during  snow  loading  experiments  in  a  cold  laboratory  (at  constant 
temperature of ‐5 °C). They found that the wave velocity was of the order of the speed of sound 
(300  to  350 m/s)  in  air  for  the  lower  densities  of  snow  (about  270  kg/m3)  and  significantly 
increased with increasing snow density to about 500 m/s for a density of 300 kg/m3. During the 
loading  experiments with  layered  samples,  they  succeeded,  to  show  that  the AE  stem  from 























pressure  correlates  to  the  time, when  the  fracture  crosses  the  discontinuity  interface.  They 
conclude that the analysis of the combined AE and UT data provides insight into the fracturing 
process and that it gives significant information that improves understanding of the dynamics of 
hydraulic  fracture  propagation  and  also  gives  a  reference  for  interpreting microseismic  data 
recorded in the field. 
Acoustic measurement  tools  usually  consist  of  sensors,  preamplifiers,  amplifiers with 
filters, acquisition boards, AE signal processors, and data display and storage equipment. The 
sensors are AE piezoelectric transducers, geophones, accelerometers or hydrophones, which are 
in  direct  contact with  the material  to  be  tested.  The mechanical movements  at  the  sensors 




























bearing particles  are usually  aligned  in  the direction of principal  stresses  called  force 
chains [Michlmayr et al., 2012]. Radjai et al. [1998] and Majmudar and Behringer [2005] 











Granular materials  exhibit  friction  interaction  at  particle  contacts when  under 




materials  are  in  contact  and  slide  relative  to  each other,  frictional processes  such  as 
abrasion and deformation of asperities, grinding and wear of debris between the surfaces, 
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occur within  solid  cohesive  grain bonds or during  abrasive wear or  splitting of  single 
particles. They also note that the formation and growth of cracks is a hallmark of brittle 
failure,  and  is  the  most  common  type  of  material  damage  monitored  by  acoustic 
emissions. These authors further state that elastic waves generated during fracturing of 






showed  the  presence  of  considerable  and  fast  liquid  pressure  fluctuations  due  to 


















































Figure 6.4: Hydrostatic  (isotropic)  test  response of an 8% water content clayey silt at various confining 
pressures, showing time versus AE counts [ Lord and Koerner, 1975]. 
 





The  amplitude  (and  strength)  of  an  AE  wave  decreases  as  it  travels  through  a  structure. 
Attenuation is the loss of amplitude of a wave as it travels outward from a source. Factors that 
cause attenuation  include geometric spreading, wave scattering at structural boundaries, and 




simply  spread  over  a  larger  area.  Because  the  energy  flux  is  proportional  to  the  amplitude 
squared, as an AE spreads from its source, its amplitude decays as the inversed distance from the 
source in 3‐D and as inversed square root of the distance to the source in 2‐D. Wave scattering 
causes  attenuation  when  material  discontinuities  (e.g.  grain  boundaries,  inclusions)  and 





















propagation of  elastic waves  in particulate materials. Also,  soil  parameters  like  the  skeleton 







which  predicts  that  for  0 0.985  (where    denotes  the  degree  of  saturation  as  the 
fraction of the volume occupied by liquid),   in a partially saturated medium is less than   in a 
dry medium (Figure 6.5). At 100 percent saturation, the   largely exceeds that in dry and partially 






















SE‐150_M  sensors  (made  by  the  Dunegan  Engineering  Consultants,  Inc.  [www.deci.com]),  2 
aluminum plate, 12 AEP3 signal pre‐amplifiers [www.valen.de/products/preamplifiers], and an 






this  work.  Algorithms,  described  by  Stanchits  et  al.  [2014b],  were  used  to  locate  the  AE 
hypocenters  of  deformation  “events.”  These  algorithms  are  based  on  an  assortment  of 
















function  of  the  Vallen  data  acquisition,  called  “auto‐calibration”  [Stanchits  et  al.,  2014a,  b; 
www.vallen.de]. During this procedure, each transducer was excited by an electric pulse of 450 
V  to  generate  an  acoustic wave,  and  the  remaining  11  transducers  received  this  signal.  The 
procedure allowed us to calculate the velocity in the block along multiple ray path directions. (B) 
During  the  fluid  injection  interval,  a  different  ultrasonic  transmission  system was  used.  This 
system applied a 200 V pulse from a pulse generator to sensors 1‐6, which were installed on the 
east face of the block (the east face was perpendicular to the   direction as shown  in Figure 




Figure 6.6  shows measurements during  the  auto‐calibration procedure  as  the plot of 
distances between different sensor pairs versus automatically determined onset time. In total, 




It  appears  that most  of  the  excluded  signals  had  a much  higher  velocity  than  those 
expected  in  unconsolidated  sand.  P‐wave  velocities  in wet  sand  have  been measured  to  be 
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typically 1.5 to 2.0 km/s [e.g. Bourbie et al., 1987]. It is possible that these exhibited propagation 
of ultrasonic waves within  the  aluminum plate  that  the  sensors were  embedded  in  (P‐wave 















to  the acoustic emission  count  rate.  Secondly,  the AE hypocenter  locations are mapped and 











shown. For the   (purple) and  	 (green) directions, the changes in flat‐jack volumes (∆  and 
∆ ) are shown (see Section 5.1 for the definitions of ∆ ,	∆ , and ∆ ). Figure 6.7 also shows 
the block configuration and  the applied  stress conditions.   There appears  to be a correlation 
between the injection pressure curve and the AE activity count rate curve. First, there is a general 





process by  independently analyzing  the AE count  rate versus  time plot. Specifically,  it  seems 
possible  to  identify  the  point  at  which  the  hydraulic  fracture  peak  pressure  is  reached  in 
cohesionless particulate materials by using AE  count  rate data. The  correlation between  the 
injection  pressure  curve  and  the  AE  count  rate  also  appears  to  be  consistent with  the  ∆  
behavior shown in Figure 6.7 and explained, in detail, in Section 5.4.3. 
Throughout Sections 6.4 and 6.5 the injection loading is divided into 5 time intervals, (a) 














of  the  geometry  of  the  excavated  fracture  for  test  4  and  the  2D  cumulative AE  hypocenter 
mapping  at  the  end  of  the  fracturing  process.  A  clear match  between  the  two  images was 
obtained.  Using  this  technique,  we  were  able  to  ascertain  the  2D  fracture  geometry  in 
cohesionless, particulate materials without having to physically open the block sample.  It was 








times  of  the  AE  signal  at  different  sensor  locations.  The  source  localization  of  AE  events  is 



















as a  function of  time. The  injection pressure and  the  cumulative AE number  curves are also 
presented to correlate AE spatial and temporal evolution with the pressure. The AE projections 

















(Figure  6.10).  After  that,  there  was  a  slight  increase  in  the  spread  in  the  locations  of  AE 
hypocenters. AE  signals were  spread  in a  significantly  larger volume and not clustered  in  the 






boundaries.  Finally,  there  is  another  increase  in  the AE hypocenter density  after  the  end  of 
interval (g) when  injection  is stopped. This  increase  in the AE density can be attributed to the 







presented  as  green  curve  in  (a).  (d)  Change  in  flat‐jack  and  axial  actuator  volumes,  indicating  block 



























temporal  distributions.  Figures  6.11  through  6.15  show  AE  data  results measured  from  the 
beginning of the injection of the fracturing fluid to a few minutes after the injection was stopped. 








The   direction (north view),   direction (east view), and   direction (top view) projections are 
shown.  The magnitudes of the applied stresses are provided in the text in the top of the upper 
section of  the  figure. Colors are used  to  represent  the      (cyan),      (pink), and    (green) 
stresses.   The orientation of these stresses  is displayed with arrows of the same colors  in the 
orthogonal projection plots. 
The middle sections of each figure show the time progression of the  injection pressure 
(red),  the  cumulative AE number  (purple),  and  the  volumetric deformations  along  the  three 

























of  the expanding  cavity  is a demonstration of  the deformation  sensitivity  to  the  true‐triaxial 
remote stress state. 










Figure  6.11:  (Top)  Three  orthogonal projections of AE hypocenters.  (Middle)  Loading history  recorded 
during  injection  interval  (a)  (i.e.,  the  first  part  of  the  pre‐peak  injection  stage).  The  color  of  the  dots 




Figure  6.12:  (Top)  Three  orthogonal projections of AE hypocenters.  (Middle)  Loading history  recorded 
during  injection  interval  (b)  (i.e., the second part of the pre‐peak  injection stage). The color of the dots 





Figure  6.13:  (Top)  Three  orthogonal projections of AE hypocenters.  (Middle)  Loading history  recorded 
during  injection  interval  (c)  (i.e.,  the  first part of  the post‐peak  injection  stage).  The  color of  the dots 






Figure  6.14:  (Top)  Three  orthogonal projections of AE hypocenters.  (Middle)  Loading history  recorded 
during  injection  interval (d) (i.e., the second part of the post‐peak  injection stage). The color of the dots 





Figure  6.15:  (Top)  Three  orthogonal projections of AE hypocenters.  (Middle)  Loading history  recorded 
during injection interval (e) (i.e., the post‐shut‐in injection stage). The color of the dots corresponds to the 





















and  north  view  projections  in  the  bottom  row  shows  a  larger  spread  of  the  AE  cloud  in 
	direction,  than  in  	direction.  These  observations  are  consistent  with  a  fracture  that 
propagates in the direction perpendicular to  	direction.  
Figures 6.14 shows the AE cloud spatial and temporal evolution during the second part of 
the  post‐peak  stage  (interval  (d)).  The  	direction  (top  view)  projection  shows  significant 
asymmetry of the created cloud, with propagation more towards the northern face of the block 
than towards the southern face. At the end of the post‐peak stage, the top view of the normalized 
AE density mapping  is  consistent with  the geometry of  the actual excavated  fracture  (Figure 


















This stage captures  the AE data  recorded 20 minutes after  the  injection  is stopped. This plot 






















Ultrasonic  transmissions  were  performed  between  sensors  on  opposite  faces  along  the 
	direction. During the injection process, an internal pulse generator transmitted signals from 
sensors 1 to 6 on one plate to each of the 6 sensors  (acting as receivers) on the other plate. 
Therefore,  ultrasonic  transmissions were made  across  36  ray  paths  once  per  s  to measure 
variations  in  velocity,  amplitude,  and waveform  across  the  block  sample  and  the  expected 
fracture plane. Figure 6.18 shows a typical representation of some ultrasonic transmission ray 


















































signals  encountering  fully  saturated  pore  spaces  near  the  injection  zone.  Another  possible 
explanation for the spike in some   may have been that this was caused by an increase in the 
bulk  stiffness  of  the  pore  fluid  and  the  grain  particles  as  the  area  near  the  injection  zone 
underwent consolidation and a decrease in porosity due to the increased pressure levels in the 
expanding  cavity  around  the  injection  source.    The  formation  of  shear  bands  outside  the 




the  sample.  Therefore,  the  sharp  decline  in  velocity  in  several  signals  passing  through  the 






there  is  small  drop  in  P‐wave  velocities  generally  in  all  signals  as  the  fracture  reaches  the 
















The UT relative  first motion amplitude results  for  the 36 ray paths along  the   direction are 
shown in Figures 6.21 and 6.22. Analysis of the relative first motion amplitude variations shows 
that most of  these  amplitudes  remained  almost uniform during  interval  (a) of  the  injection. 
During  interval  (b),  there were  significant  sudden  decreases  in  amplitudes  of  P‐waves  along 
signals 1‐7, 1‐12, 1‐9, 1‐10, 2‐9, 2‐8, 2‐12, 3‐10, 3‐7, 4‐11, 4‐12, 5‐9, 5‐7, 6‐11, and 6‐9.  It was 
observed that these signals ray paths passed near the injection source zone where the degree of 
water  saturation was  relatively  higher.  The  sharp  drop  in  relative  first motion  amplitude  in 





























senders  1  through  6  along    direction.  Transmissions were  performed  during  intervals  (a) 
through (e) of fluid injection by senders located on the eastern face of the block and waveforms 
were  recorded by  receiver 9,  located  in  the center of  the western  face of  the block. For  the 












UT  signals 1‐9 and 2‐9. A  large volume of  the  sample may have undergone  softening due  to 













a decrease  in P‐wave velocities  in these UT signals. Finally, there  is a gradual decrease  in first 
motion onset time (increase in P‐wave velocity) until the end of fluid injection.  The initial increase 
in P‐wave velocities from interval (a) to (b) may have been the result of the signals encountering 
pore  spaces with higher bulk  stiffness of  the pore  fluid and  the grain particles due  to higher 







6.28. This  is  followed by an  increase  in P‐wave amplitudes at  the peak pressure period. The 
decrease in amplitude from interval (a) to (b) in signal 5‐9 may be due to the attenuation of the 


































Figures  6.29  through  6.32  show  density  mappings  of  P‐wave  velocities  and  first  motion 





from  the  injection  source. As  shown  in  Figure  6.29  (c)  relative  amplitudes  are  equal  to  100 
percent during injection Interval (a) because of normalization. The lower velocities in the vicinity 
of the injection zone may be attributed to the partially saturated pore spaces in some parts of 







the  south  side  of  injection  zone).  The  increase  in  velocities  may  be  attributed  to  signals 


































Figure 6.29:  (a) Applied  injection pressure  (red) and  injected volume  (blue). Yellow  rectangle highlights 
interval of analysis. (b) Map of P‐wave velocity spatial distributions calculated for 36 ultrasonic transmission 










Figure 6.30:  (a) Applied  injection pressure  (red) and  injected volume  (blue). Yellow  rectangle highlights 
interval of analysis. (b) Map of P‐wave velocity spatial distributions calculated for 36 ultrasonic transmission 
ray‐paths during  interval  (b) of  injection.  (c) Map of normalized P‐wave amplitude  spatial distributions 









Figure 6.31:  (a) Applied  injection pressure  (red) and  injected volume  (blue). Yellow  rectangle highlights 
interval of analysis. (b) Map of P‐wave velocity spatial distributions calculated for 36 ultrasonic transmission 
ray‐paths during  interval  (c) of  injection.  (c) Map of normalized P‐wave  amplitude  spatial distributions 









Figure 6.32:  (a) Applied  injection pressure  (red) and  injected volume  (blue). Yellow  rectangle highlights 
interval of analysis. (b) Map of P‐wave velocity spatial distributions calculated for 36 ultrasonic transmission 
ray‐paths during  interval  (d) of  injection.  (c) Map of normalized P‐wave amplitude  spatial distributions 















In  this  chapter,  the  results  of  passive  acoustic  emission  and  active  ultrasonic  transmission 
measurements  to  characterize  hydraulic  fracturing  in  cohesionless,  particulate materials  are 
presented. The main conclusions of this chapter are as follows. 
1. For the first time, acoustic monitoring and ultrasonic transmission measurements were 
successfully  applied  to  observe  hydraulic  fracturing  mechanisms  in  saturated 
cohesionless, sediment‐like particulate materials. 
2. Through  acoustic  emission  (AE)  event  source  localization, we were  able  to map  the 
footprint of the fracture geometry. The characteristic P‐wave velocity and P‐wave arrival 








example,  seismic  hypocenter  localization  algorithms  can  be  calibrated  and  improved 
using this technique. 
4. A correlation between the growth of the AE count rate and the  injection pressure was 





rate  in  the  time period  just before  fracture  initiation. Therefore, we  suggest  that  the 










to  plastic  deformation  evolution  during  the  early  stages  of  hydraulic  fracturing  in 
cohesionless particulate media. 
6. Through  AE  monitoring,  we  were  able  to  spot  the  first  fracture  wing  to  initiate. 
Asymmetrical  fracture  growth  relative  to  the  injection  source  was  also  observed 
acoustically. 
7. Ultrasonic  transmission measurements also demonstrated sensitivity  to  the process of 

























depths of 8000  ft and 3000  ft, correspondingly. Therefore, our  (scale) analyses  for the 
Homestake fault conditions indicate that the onset of dynamic slip occurs for a patch size 
on  the  order  of 1 m  to 10 m.  Creating  a  dynamic  patch  of  this  size  requires  an 
experimental configuration of at least 10 m to 100 m.  This appears feasible under field 
conditions  in  the Homestake mine, but  it demonstrates why  the characterization of a 
dynamic slip patch is beyond the reach of laboratory experiments. This result is significant, 
also because the Homestake  fault conditions of 1 to 3 km  (3280 to 9840  ft) depth are 
representative of many mines around the world. 














in  intact  rock and can  therefore be used  to  study how  faults  form. This  research also 
suggests that the two methods can be used together to reactivate an existing fault in a 
controllable manner. 
5. Hydraulic  fracture behavior  in the natural Bromide  formation sand  is similar to that  in 
man‐made cohesionless particulate materials,  in terms of fracture pressure signatures, 
















hydraulic  fracturing  in particulate,  cohesionless materials  takes place  in  the  following 
sequence. The pressurization of the injection source is followed by the cavity expansion 
around the injection zone. As a result of the yielding associated with cavity expansion of 
the  softening  cohesionless  materials,  shear  strain  localization  takes  place.  This 
localization manifests itself as one or several shear bands emanating from the expanding 
 271




10.  The  shear banding mechanism may be  accompanied  and  even be dominated by  the 




11.  Fracture  initiation  results  from  the  true‐triaxial  experiments  showed  a  power  law 




particulate materials.  In addition,  it was  found that the  initiation pressure  in our true‐
triaxial experiments was sensitive to the degree of saturation of the block samples. 
12. One  of  the most  important  findings  of  this work was  that  for  the  first  time,  passive 




13. A correlation was observed between  the growth of  the AE activity count rate and  the 





used  as  a  reference  for  field  scale  microseismic  monitoring  of  hydraulic  fracturing. 
Microseismic monitoring techniques can be studied and improved in the laboratory. For 
 272
example,  seismic  hypocenter  source  localization  algorithms  can  be  developed  and 
improved using this technique. 
15. Fracture wing asymmetrical geometries relative to the  injection source were observed 
both  in  triaxial  low  stress  regime  experiments  and  true‐triaxial  high  stress  regime 

































psi  Fluid  ml/min  mD  % 
1  11/23/2011  10  Guar  Silica flour  1000  25  Dry 
3  12/29/2011  10  Guar  Silica flour  500  25  Dry 
7  8/2/2012  12  Guar  Silica flour  500  25  Dry 
9  11/21/2012  10  Guar  Silica flour  500  25  Dry 




















18  2/27/2014  80  Guar  USM100  10000  1800  92 
19  3/8/2014  80  Guar  USM100  5000  1800  90 
20  3/12/2014  80  Guar  Silica flour  5000  20  Dry 










24  4/4/2014  80  Guar  F110  500  1300  79 
25  4/7/2014  80  Guar  F110  500  1300  90 





27  4/23/2014  80  Guar  F110  500  1300  90 














psi  Fluid  ml/min  mD  % 
29  5/2/2014  80  Guar  F110  500  1300  93 










33  7/22/2014  80  Guar  F110  500  1300  92 




















38  1/2/2015  80  Guar  F110  500  1300  92 

























44  7/19/2016  80  Guar  USM100  50  1800  90 





46  10/20/2016  80  Guar  Silica flour  500  20  Dry 





















psi  psi  psi  psi/sec 
1  11/23/2011  130  5  125  Yes  32.5  13.0  0.2 
3  12/29/2011  120  N/A  120  yes  60.0  12.0  0.2 
7  8/2/2012  114  N/A  110  yes  215.1  11.4  0.5 
9  11/21/2012  68  23  45  yes  7.6  6.8  0.4 
12  2/6/2013  88  29  59  No  4.4  8.8  0.8 
15  11/8/2013  447  222  225  yes  44.7  5.6  0.5 
17  2/24/2014  342  32  310  No  13.7  4.3  0.8 
18  2/27/2014  702  332  370  no  140.4  8.8  1.0 
19  3/8/2014  463  213  250  no  154.3  5.8  0.9 
20  3/12/2014  325  224  101  no  65.0  4.1  N/A 
21  3/16/2014  285  115  170  No  190.0  3.6  0.8 
23  3/22/2014  209  34  175  No  10.5  2.6  0.8 
24  4/4/2014  247  16  231  No  7.3  3.1  0.6 
25  4/7/2014  532  75  457  yes  15.6  6.7  N/A 
27  4/23/2014  210  88  122  no  8.1  2.6  0.6 
28  2/29/2014  325  25  300  no  12.5  4.1  1.0 
29  5/2/2014  318  118  200  no  13.7  4.0  0.9 
30  7/7/2014  278  54  224  No  11.1  3.5  0.3 
32  7/14/2014  215  15  200  Yes  14.3  2.7  0.3 
33  7/22/2014  308  58  250  no  13.8  3.9  0.9 
34  10/7/2014  432  82  350  no  19.0  5.4  0.4 
35  10/12/2014  258  61  197  no  12.9  3.2  0.3 
36  10/4/2014  322  N/A  N/A  no  10.7  4.0  0.9 
37  11/17/2014  252  21  231  no  2.2  3.2  1.0 
38  1/2/2015  295  45  250  no  11.4  3.7  0.7 
39  3/3/2015  195  15  180  yes  11.3  2.4  0.5 
40  3/27/2015  236  10  226  no  11.8  3.0  0.4 
41  2/7/2016  330  N/A  230  yes  33.0  4.1  0.5 
42  6/17/2016  284  4  280  no  4.7  3.6  0.1 
43  7/4/2016  250  70  180  no  83.3  3.1  0.5 
44  7/19/2016  320  85  235  no  16.0  4.0  0.3 
45  9/11/2016  302  100  202  no  60.8  3.8  0.4 
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The pressure  transducer was  connected  to  the  injection  source near  the elbow  joint, 
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