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Resumen
Karlo Mario Mendoza Mendoza.
Candidato para el grado de Maestro en Ingenier´ıa
con especialidad en Ingenier´ıa de Sistemas.
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T´ıtulo del estudio:
Programacio´n gene´tica para la
generacio´n automa´tica de prototipos de
clasificacio´n
Nu´mero de pa´ginas: 112.
Objetivos y me´todo de estudio: El presente trabajo de tesis esta´ enfocado en
el estudio de la clasificacio´n automa´tica por medio de la generacio´n de prototipos de
clasificacio´n. Para abordar este problema se decidio´ utilizar la programacio´n gene´tica
para generar de forma automa´tica los prototipos de clasificacio´n. E´stos prototipos
junto a un enfoque de un vecino ma´s cercano (1-NN ) forman el modelo de clasifica-
cio´n propuesto en esta tesis.
De esta forma se propone un enfoque que pueda generar modelos de clasificacio´n
que permita clasificar adecuadamente nuevas instancias y al mismo tiempo reducir
el numero de observaciones que se requieren para clasificar nuevos datos.
vii
Resumen viii
Con base en lo anterior, los objetivos en esta tesis son el desarrollar e imple-
mentar una metodolog´ıa de solucio´n que utilice la programacio´n gene´tica (PG) para
la generacio´n automa´tica de prototipos, y realizar experimentos computacionales
para validar la metodolog´ıa desarrollada.
Contribuciones y conclusiones: La contribucio´n fundamental de este traba-
jo es el desarrollo e implementacio´n de un enfoque de programacio´n gene´tica para
la tarea de clasificacio´n automa´tica que permita clasificar adecuadamente nuevas
instancias y a la vez reducir el nu´mero de observaciones que se requieren para cla-
sificar nuevas instancias. Adema´s de generar nuevos prototipos con altos ı´ndices de
efectividad de clasificacio´n, el me´todo propuesto permite incrementar la cantidad de
instancias para conjuntos en los que se tengan pocos ejemplos, an˜adiendo los pro-
totipos generados con las instancias del conjunto de datos. Adema´s de reducir de
forma considerable el tiempo de co´mputo bajo el esquema de clasificacio´n (1-NN ).
Lo cual hace que la metodolog´ıa adoptada en esta tesis, sirva adema´s de una forma
de desarrollar modelos de clasificacio´n como un generador de prototipos.
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Cap´ıtulo 1
Introduccio´n
1.1 Descripcio´n del problema
En este trabajo se estudia el problema de clasificacio´n supervisada usando
programacio´n gene´tica. Se busca mediante la evolucio´n de instancias realizar una
generacio´n de prototipos que permita clasificar adecuadamente nuevas instancias y
al mismo tiempo reducir el nu´mero de observaciones que se requieren para clasificar
nuevos datos.
En el problema de clasificacio´n supervisada se tiene un conjunto de observa-
ciones o instancias que esta´n asociadas a una de k -clases posibles. Las instancias
son pares ordenados en los cuales la primera entrada es un vector de atributos y la
segunda entrada una etiqueta asignada a cada vector, esta etiqueta nos dice a que
clase pertenece cada uno de e´stos vectores. Los pares de (observacio´n, clase) se di-
viden en conjuntos de entrenamiento y prueba. La tarea en clasificacio´n supervisada
consiste en crear un modelo de clasificacio´n, usando el conjunto de entrenamiento,
que debe ser capaz de determinar a que´ clase pertenece un vector que no haya sido
visto con anterioridad (i.e. no incluido en el conjunto de entrenamiento).
La programacio´n gene´tica es una rama de computacio´n evolutiva en la que las es-
tructuras que se evolucionan generalmente esta´n representadas por a´rboles, que son
grafos ac´ıclicos como el ilustrado en la figura 1.1, donde la representacio´n del a´rbol
nos indica las operaciones que deben seguirse para evaluar a cada a´rbol.
1
Cap´ıtulo 1. Introduccio´n 2
Figura 1.1: Un a´rbol en PG as´ı como su representacio´n.
La programacio´n gene´tica ha sido usada con anterioridad para trabajar pro-
blemas de clasificacio´n (Cordella et al., 2006b), (Eggermont et al., 2004), (Muni et
al., 2004), entre otros.
En este trabajo se usan instancias en los nodos de los a´rboles para abordar
el problema de clasificacio´n. Al utilizar instancias en los nodos hace que nuestros
a´rboles representen un punto en el espacio de atributos los cuales pueden usarse
como prototipos. Un prototipo es un ejemplo representativo de un conjunto de datos
que pertenece a la misma clase, el cual puede ser usado para distinguir a otras
instancias de su misma clase bajo la premisa de que “instancias parecidas entre
s´ı deben pertenecer a la misma clase”. En generacio´n de prototipos se busca obtener
un nu´mero pequen˜os de prototipos para realizar la clasificacio´n.
Una de las ventajas de obtener prototipos de clasificacio´n es que estos se pueden
usar para la interpretacio´n de los datos. Por ejemplo, se puede decir que clase se suele
confundir con otra (cuando los prototipos son muy parecidos), que tantas subclases
puede contener una clase (analizando en nu´mero de prototipos generados por cada
clase, entre ma´s prototipos ma´s subclases podr´ıan estar presentes).
Cabe mencionar que este enfoque tiene como caracter´ıstica adicional que al
variar la dimensio´n de los conjuntos el taman˜o de los a´rboles generados por el me´todo
desarrollado en esta tesis no cambiara significativamente.
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1.2 Hipo´tesis
La programacio´n gene´tica puede usarse para la generacio´n de prototipos de cla-
sificacio´n que permita clasificar adecuadamente nuevas instancias y al mismo tiempo
reducir el nu´mero de observaciones que se requieren para clasificar nuevos datos.
La programacio´n gene´tica (PG) ha sido usada con efectividad en el problema
de clasificacio´n supervisada, a su vez el uso de prototipos en la tarea de clasificacio´n
ha resultado ser efectiva. La hipo´tesis de esta tesis es que el uso de PG para generar
prototipos es bene´fico.
1.3 Justificacio´n
En la actualidad se generan grandes cantidades de datos, los cuales contienen
informacio´n que puede de ser de gran utilidad para las empresas, gobierno, ciencia,
o la poblacio´n en general. El problema radica en que la cantidad de informacio´n
generada rebasa la capacidad de asimilacio´n que tiene el ser humano, esto es, no
es capaz de asimilar los conocimientos que se encuentran en estas bases de datos.
En estos casos la clasificacio´n automatizada juega un papel muy importante en
la extraccio´n de estos conocimientos. Tareas como determinar si es probable que
cierta audiencia se interese en nuestro producto cuando se les ofrece una promocio´n
determinada; determinar la forma de manejar un coche por cierta persona para
conocer el riesgo de que e´ste tenga un accidente y poder cobrarle una cantidad
adecuada con base en eso; poder determinar si una nota suicida fue en realidad
escrita por la persona en cuestio´n o si fue escrita por alguien ma´s, etc. En todas
estas tareas el uso de la clasificacio´n automa´tica ayuda al ser humano a realizar la
tarea de forma ma´s ra´pida, eficiente y acertada.
Existe un gran nu´mero de variantes para abordar el problema de clasificacio´n
automa´tica. La clasificacio´n basada en prototipos es un enfoque en el que un conjunto
de datos se representa por un conjunto pequen˜o de instancias protot´ıpicas. Nuevos
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datos se clasifican considerando la distancia de dichos datos a los prototipos. Entre
las ventajas de esta metodolog´ıa se encuentra que una vez terminada la fase de
entrenamiento, se requiere una menor cantidad de memoria, a la vez, al ser menor la
cantidad de prototipos contra las instancias la velocidad de estos es ma´s ra´pida que
aquellos que usan el conjunto de instancias inicial. Bajo esta metodolog´ıa cuando
se tienen clases desbalanceadas la generacio´n de prototipos de clasificacio´n se puede
usar para balancear los conjuntos, mas aun en conjuntos con pocos ejemplos permite
aumentar el nu´mero de e´stos de forma eficiente y sin gran costo. Otra ventaja es
que estos prototipos se pueden usar para la interpretacio´n de los datos. Por ejemplo,
se puede decir que si dos clases son muy parecidas entre si o si se suele confundir
una con otra (cuando los prototipos son muy parecidos), que tantas subclases puede
contener una clase (analizando en nu´mero de prototipos generados por cada clase,
entre ma´s prototipos ma´s subclases podr´ıan estar presentes).
Por tal razo´n, en este trabajo abordamos el problema de generacio´n de proto-
tipos de clasificacio´n mediante el uso de te´cnicas de PG.
De entre los me´todos actuales para la generacio´n de prototipos se distinguen
dos desventajas principales.
1. El nu´mero de prototipos generados es un para´metro, esto puede traer dos pro-
blemas, el primero es que el nu´mero de prototipos generados sea muy bajo y no
permita al clasificador tener un buen desempen˜o, mientras que usar un alto nu´me-
ro de prototipos reduce las ventajas que tienen los prototipos de clasificacio´n sobre
otros me´todos de clasificacio´n.
2. Ante un bajo nu´mero de instancias se incurre en el sobreajuste.
La PG ha sido usada para generar clasificadores; las metodolog´ıas encontradas
en la literatura usan PG para evolucionar a´rboles de decisio´n, reglas de clasificacio´n
y funciones discriminantes. La principal hipo´tesis de este trabajo es que la progra-
macio´n gene´tica puede ser aplicada para generar prototipos. Lo anterior con base en
resultados obtenidos por otros autores usando programacio´n gene´tica para clasifica-
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cio´n bajo distintos esquemas (Espejo et al. 2010). Adema´s la programacio´n gene´tica
permite un modelado flexible de problemas complicados y permite el uso de estruc-
turas de datos complejas como las que se requieren para la generacio´n automa´tica
de prototipos.
1.4 Objetivos
Disen˜ar, desarrollar e implementar un programa gene´tico para la generacio´n
automa´tica de prototipos de clasificacio´n que obtenga resultados comparables o su-
periores al estado del arte (en te´rminos de reduccio´n y clasificacio´n).
Para ello se desglosan los siguientes objetivos particulares:
• Desarrollar una metodolog´ıa de solucio´n que utilice la PG para la generacio´n
automa´tica de prototipos, definiendo la estructura de los individuos as´ı como las
herramientas que el programa gene´tico tendra´ a su disposicio´n para evolucionar
dichas estructuras.
• Implementar de forma computacional la metodolog´ıa de PG para la generacio´n
automa´tica de prototipos desarrollada en el punto anterior.
• Realizar experimentos computacionales para validar la metodolog´ıa desarrollada.
1.5 Estructura de la tesis
Este trabajo se encuentra dividido en seis cap´ıtulos que describiremos breve-
mente a continuacio´n.
El cap´ıtulo uno ofrece una descripcio´n general del problema, as´ı como la moti-
vacio´n, justificacio´n y objetivos del trabajo presentado. En el cap´ıtulo dos se presenta
el marco teo´rico. En el cap´ıtulo tres se presenta la revisio´n de la literatura relaciona-
da con el problema. En el cap´ıtulo cuatro se describe detalladamente la metodolog´ıa
utilizada. En el cap´ıtulo cinco se describe la experimentacio´n computacional rea-
lizada y los resultados obtenidos. Por u´ltimo en el cap´ıtulo seis se presentan las
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El problema de clasificacio´n supervisada es indudablemente uno de los to´picos
de investigacio´n ma´s estudiados dentro de las a´reas de aprendizaje automa´tico y re-
conocimiento de patrones (Guyon et al., 2010) (Bishop, 2006). Esto es debido a que
una gran cantidad de problemas de la vida diaria pueden verse como problemas de
clasificacio´n; entre algunos de ellos se encuentran el decidir si un mensaje de correo
electro´nico es spam o no, conociendo las palabras contenidas en el mensaje (Carre-
ras et al., 2001); determinar el tipo de galaxia (de un conjunto de N tipos posibles)
contenida en una imagen fotome´trica (Calleja y Fuentes, 2004); o bien reconocer
caracteres escritos a mano agrupados en palabras a partir de ima´genes digitalizadas
(Taskar et al., 2003).
El objetivo en el problema de clasificacio´n en aprendizaje computacional consiste en
tomar un vector de entrada x ∈ <d y asignarlo a una de N clases discretas cn donde
n = 1 . . . , N (Bishop, 2006).
A los elementos del vector x se les conoce como atributos, y e´stos representan valores
o caracter´ısticas de un objeto o ente. Por ejemplo si tenemos un tornillo, quisie´ra-
mos poder determinar si el tornillo es defectuoso o no, esto es clasificar el tornillo
con la clase defectuoso o con la clase funcional. Entre las caracter´ısticas de intere´s
para poder determinar esto, se encuentran la longitud del tornillo, su material, la
porosidad de la cabeza, la cantidad de grados que esta desviado de la vertical, entre
7
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otros, estos datos formara´n el vector de entrada de nuestro problema de clasificacio´n
y les llamamos atributos. Es importante resaltar que dada la magnitud de tornillos
que se fabrican cada d´ıa es imposible tratar de abordar este problema de forma ma-
nual; aqu´ı es donde entra la clasificacio´n automa´tica, donde se busca lograr que un
programa computacional realice la clasificacio´n automa´ticamente.
Para abordar un problema de clasificacio´n se debe construir un clasificador; esto es,
una funcio´n que asocia elementos del conjunto de datos (vectores) con el conjunto
de clases (C = {cn, n = 1, . . . , N}).
f : x ∈ <d → cn ∈ C
Dentro del aprendizaje supervisado se usa un conjunto de datos previamente clasifi-
cados correctamente (etiquetados), para inducir un modelo (i.e. aprender) capaz de
clasificar instancias asociadas al problema de clasificacio´n (Espejo et al., 2010).
Formalmente el problema de clasificacio´n de N clases consiste en encontrar una
funcio´n f, partiendo de un conjunto (denominado de entrenamiento) de M pares
ordenados (xi, yi) con xi ∈ <d y yi ∈ {c1, c2, . . . , cN}, de forma que la funcio´n pue-
da usarse para hacer predicciones para datos (denominados de prueba) para los
cuales no se conoce su clase, es decir se tiene el conjunto xT1,...,L y se debe hallar
f(xTj ) = y
T
j , j = 1, . . . , L. Donde M es el nu´mero de instancias del conjunto de en-
trenamiento y L el nu´mero de instancias del conjunto de prueba.
Existen muchos me´todos para aprender la funcio´n f, por ejemplo, en la figura 2.1 se
muestra un clasificador lineal para 2 clases (N = 2), donde cada instancia xi ∈ <2.
En este ejemplo instancias por arriba de la l´ınea (z = mx + b) sera´n clasificados
como positivos y negativos de otra forma, esto es, f es de la forma:
f(x) =
 positivo si mx + b > 0negativo si mx + b ≤ 0
Adema´s de los clasificadores lineales existen muchos enfoques para abordar el
problema de clasificacio´n (Hastie et al., 2009); el enfoque que se aborda en esta tesis
es el de generacio´n de prototipos de clasificacio´n presentado a continuacio´n.
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Figura 2.1: Ejemplo de un clasificador lineal. Observaciones que se encuentran del lado superior
de la l´ınea se clasificara´n como positivos y negativos de otra forma
2.2 Me´todos basados en prototipos
La idea de la clasificacio´n basada en prototipos surge por los trabajos de Elea-
nor Rosch (Rosch, 1975) y otros, en donde se maneja la idea de que algunos miembros
de una categor´ıa son ma´s centrales o protot´ıpicos que otros. Por ejemplo un canario
es ma´s protot´ıpico de la categor´ıa ave que un pingu¨ino.
En clasificacio´n por prototipos, para un problema de N clases, se buscan por lo
menos N prototipos, uno para cada una de las clases. Intuitivamente se quiere re-
presentar a todo un conjunto de datos por un subconjunto de observaciones que
sean representativas del conjunto de datos completo. Si vemos a las instancias de
entrenamiento como puntos en el espacio d -dimensional de atributos, el problema se
reduce a hallar un subconjunto de esos puntos.
Cada prototipo esta´ asociado a una clase, y a una nueva instancia se le clasifica con
la clase del prototipo ma´s cercano a e´ste. En la figura 2.2(a) se muestra un conjunto
de datos de entrenamiento para un problema de 2 clases en un espacio de dimensio´n
2. La figura 2.2(b) muestra el uso de un prototipo por clase para clasificar una nueva
observacio´n x (no vista en los datos de entrenamiento).
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Mediante la clasificacio´n por prototipos el espacio de atributos es particionado en N
regiones disjuntas, donde N es el nu´mero de prototipos, y cada regio´n es asignada a
cada prototipo. La frontera de estas regiones se determina como los puntos que son
equidistantes a los 2 prototipos ma´s cercanos a e´stas. De esta manera la clase de
un nuevo dato es asignada por el prototipo en cuya regio´n del espacio el dato este
posicionado.
E´stos me´todos pueden ser muy efectivos si los prototipos esta´n bien posicionados pa-
ra capturar la distribucio´n de cada clase (Hastie et al., 2009). Adema´s estos me´todos
requieren poco espacio en memoria y son extremadamente ra´pidos para clasificacio´n.
A continuacio´n se describen los me´todos basados en prototipos ma´s comunes.
Figura 2.2: Figura (a) muestra un conjunto de datos de entrenamiento para un problema de
clasificacio´n de 2 clases. Figura (b) se elige un prototipo para cada clase y se calcula la distancia a
una nueva observacio´n x, al ser d1 < d2 se asigna la clase negativa a la nueva observacio´n
2.2.1 Algoritmo K-medias (K-means)
Este me´todo esta´ disen˜ado para encontrar agrupamientos de datos (clustering),
as´ı como los centros (prototipos) de los agrupamientos. Como para´metro se elige el
nu´mero de centros que el algoritmo obtendra´ (Lloyd, 1982). La entrada a K-means
es un conjunto de datos y la salida es una asignacio´n de cada observacio´n a uno de
K -grupos.
K-means se puede aplicar tanto a clasificacio´n no supervisada como a clasificacio´n
supervisada. Para su aplicacio´n en clasificacio´n no supervisada, dado el conjunto
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inicial de centros, el algoritmo busca para cada centro todas aquellas instancias que
sean ma´s cercanas a este centro y construye un nuevo centro usando la media de
estas instancias. Este proceso se repite hasta satisfacer un criterio de paro. La idea
de este algoritmo se basa en que instancias que sean parecidas entre s´ı (este´n cerca
unas de otras o agrupadas) tendera´n a pertenecer al mismo grupo. En el algoritmo
1 se presenta el algoritmo de K-means.
Algorithm 1 K-means
Inicializacio´n de centros
while Criterio de paro do
for ∀centroi do
\ * ceni es el conjunto de instancias ma´s cercanas a centroi que a cualquier
otro centro. *\
ceni = {x|distancia(centroi,x) < distancia(centroj,x),∀j}






El uso de K-means en aprendizaje supervisado consiste en separar las instancias
de cada clase y posteriormente aplicar K-means a cada subconjunto de instancias
para obtener R centros (prototipos) por cada clase. Una vez obtenidos e´stos, se
clasifica siguiendo algu´n esquema parecido al ilustrado en la figura 2.2(b). En el
algoritmo 2 se presenta el algoritmo base de K-means para aprendizaje supervisado.
Algorithm 2 K-means para aprendizaje supervisado
for i=1 hasta N do
Usar K-means sobre todos los datos de entrenamiento con clase ci usando R
centros por clase.
\∗ E´stos centros son los prototipos de la clase ci. ∗\
Los centros obtenidos son etiquetados con la clase ci.
end for
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Entre los problemas de K-means para la construccio´n de prototipos se encuen-
tra que no considera a las instancias de otras clases para construir los prototipos.
Esto puede llevar a construir prototipos de distintas clases muy cercanos entre s´ı.
Tambie´n el para´metro R (nu´mero de centros) tiene que ser especificado, una mala
eleccio´n de R puede llevar a malos resultados. Adema´s, K-means no escala bien con
el nu´mero de instancias y se vuelve prohibitivo cuando hay que analizar grandes
bases de datos (Faber, 1994).
2.2.2 LVQ (Learning Vector Quantization)
Esta te´cnica fue propuesta por (Kohonen, 1989) y en ella los prototipos son
desplazados a lugares estrate´gicos del espacio de atributos de manera que e´stos
tiendan a alejarse de las regiones de decisio´n y de otros prototipos de clases diferentes
a la suya. Esto se logra seleccionando de forma aleatoria una instancia del conjunto
de entrenamiento, se encuentra el prototipo ma´s cercano a esta instancia y si la
clase de ambos es la misma el prototipo se acerca a la instancia, si por el contrario
pertenecen a clases diferentes, el prototipo se aleja de la observacio´n. Por la forma
en que LVQ actualiza sus prototipos (usando un dato a la vez) se dice que es un
algoritmo en l´ınea. En el algoritmo 3 se muestra la forma ma´s elemental del algoritmo
LVQ, el para´metro  regula el taman˜o de los desplazamientos en LVQ y es conocido
como la taza de aprendizaje.
Una de las desventajas de los me´todos basados en LVQ es que los prototipos
obtenidos son generados por un algoritmo en lugar de obtenerse mediante la optimi-
zacio´n de un criterio dado; esto hace dif´ıcil entender sus propiedades (Hastie et al.,
2009).
2.2.3 K-NN: K-vecinos ma´s cercanos
Este me´todo no genera ningu´n prototipo, sino que usa todos los datos en el
conjunto de entrenamiento como prototipos. La diferencia radica en que no se usan
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Algorithm 3 LVQ
Escoger R prototipos in´ıciales para cada clase m1(n),m2(n), . . . ,mR(n), n =
1, 2, . . . , N .
while Criterio de paro do
Seleccionar un dato de entrenamiento xi usando muestreo con remplazo, sea
mj(n) el prototipo ma´s cercano a xi.
if yi = n then
mj(n) = mj(n) + (xi −mj(n))
else
mj(n) = mj(n)− (xi −mj(n))
end if
Reducir el valor de 
end while
todos los prototipos al momento de clasificar, si no que solo se toman en cuenta los K
ma´s cercanos. Se realiza una votacio´n donde se cuenta el nu´mero de veces que aparece
cada clase entre los K prototipos ma´s cercanos y a la instancia a clasificar se le asigna
la clase mayoritaria. Existen variantes en las cuales la votacio´n es ponderada respecto
a la distancia; esto es, el voto de prototipos ma´s cercanos es ma´s influyente que el
de prototipos ma´s alejados. Este algoritmo es fa´cil de implementar, pero es costoso
computacionalmente calcular las distancias, especialmente cuando el taman˜o del
conjunto de entrenamiento crece. Adema´s que todos los datos deben de permanecer
en la memoria.
2.3 Computacio´n Evolutiva y Programacio´n
Gene´tica
La computacio´n evolutiva es un a´rea de la ciencia computacional que se inspira
de los procesos de evolucio´n natural para resolver ciertos problemas (generalmente
de optimizacio´n) (Eiben y Smith, 2008). Intuitivamente, se quieren desarrollar al-
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goritmos de optimizacio´n que emulen la evolucio´n natural. Haciendo una analog´ıa
entre las soluciones al problema de optimizacio´n y los individuos que evolucionan.
Si nos fijamos en una especie en particular, por ejemplo, la mariposa negra de Man-
chester, esta especie de mariposa vive en los bosques cercanos a Manchester, y el
color predominante en las alas de sus individuos era originalmente de color blan-
quecino con motas negras, especial para confundirse durante el d´ıa en la corteza de
los a´rboles. Con la llegada de la revolucio´n industrial los bosques donde vive esta
mariposa se vieron cubiertos de holl´ın negro, esto ocasiono´ que las mariposas de
alas blanquecinas resaltaran al descansar en los a´rboles, hacie´ndolas ma´s vulnera-
bles ante depredadores. Esto a su vez dio como resultado que en 50 an˜os el 95 %
de las mariposas de esta especie tuvieran alas de coloracio´n negruzca. Hoy en d´ıa
se considera uno de los mejores ejemplos de cambio por seleccio´n natural. Antes del
cambio de coloracio´n de los bosques de Manchester la mariposa de alas blanquecinas
era la que ten´ıa ma´s posibilidades de sobrevivir y multiplicarse. Esto es, era la ma´s
apta a su medio ambiente, cuando este se vio modificado, la mariposa de alas ne-
gruzcas se convirtio´ en la ma´s apta. Luego con el paso de las generaciones, dado que
esta mariposa pod´ıa sobrevivir y reproducirse, sus genes (que ocasionan coloracio´n
negruzca en las alas) se pasaban de generacio´n en generacio´n.
En computacio´n evolutiva las soluciones a un problema de optimizacio´n toman el
lugar de los individuos de la especie (i.e. mariposas). Mientras que la aptitud de
las soluciones (individuos) se basa en un estimado de que tan buenas son dichas
soluciones para nuestro problema. As´ı, el medio ambiente lo conforma el problema.
Luego, en computacio´n evolutiva tenemos un conjunto de soluciones, las cuales son
evaluadas en el problema bajo estudio para obtener su aptitud, y esta determinara´ la
posibilidad de conservarlas en nuestro conjunto de soluciones (i.e. sobrevivir) y de ser
usadas como semillas para construir nuevas soluciones que tendra´n caracter´ısticas
(rasgos) parecidas a los de sus padres (i.e. reproducirse). En la figura 2.3 se muestra
un diagrama de flujo de un algoritmo de computacio´n evolutiva esta´ndar.
Existen diversas variantes de computacio´n evolutiva, como algoritmos gene´ticos (Deb
y Agrawal, 1998), estrategias evolutivas (Beyer, 2001) y programacio´n gene´tica (Ko-
Cap´ıtulo 2. Antecedentes 15
za, 1992). En la siguiente seccio´n describiremos este u´ltimo enfoque debido a que es
la te´cnica en que se basa este trabajo.
2.3.1 Programacio´n Gene´tica
La idea original de la programacio´n gene´tica fue concebida por John Koza
y sus asociados (Koza, 1992). La programacio´n gene´tica (PG) es un campo de la
computacio´n evolutiva, por lo que se basa en la aptitud de las soluciones e involucra
la transformacio´n de conocimiento y la eliminacio´n de soluciones no aptas mediante
un proceso de seleccio´n que preserva soluciones apropiadas en las siguientes genera-
ciones. La PG se aplica usualmente para encontrar soluciones que optimicen algu´n
criterio, con la particularidad de que las soluciones tienen una estructura. As´ı, en
PG se busca encontrar la estructura que optimice cierto criterio.
Figura 2.3: Diagrama de flujo de un algoritmo de computacio´n evolutiva. La poblacio´n inicial
se genera aleatoriamente. La aptitud, de los individuos se determina por el problema bajo estudio.
El criterio de paro ma´s usado es ejecutar el algoritmo un nu´mero fijo de generaciones. En cada
generacio´n se actualiza la poblacio´n y al final se presenta al mejor individuo. Ve´ase (De Jong, 2008)
para ma´s detalles.
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En PG se evolucionan programas, generalmente representados por a´rboles que
son grafos ac´ıclicos con una estructura como la presentada en la figura 2.4, esto
es en PG nuestros individuos son a´rboles. En un a´rbol se tienen nodos, entre ellos
se distinguen el nodo ra´ız desde el cual inicia el a´rbol, los nodos hoja o nodos de
terminales y los nodos no-terminales. Un a´rbol siempre comienza con un nodo ra´ız
y los nodos al final del a´rbol siempre son nodos terminales. En la figura 2.4 el nodo
con la leyenda ra´ız es el nodo ra´ız, los nodos con los s´ımbolos /, +, * representan los
nodos no-terminales, los nodos con s´ımbolos y, 0, x, 2 representan los nodos hojas o
terminales. Los hijos de un nodo son todos aquellos nodos que salen del nodo, as´ı los
hijos del nodo + son el nodo y, 0.
Los nodos no-terminales representan las operaciones que se realizara´n con sus nodos
hijos, y los nodos terminales representan las variables o constantes que se usara´n
en estas operaciones. Por ejemplo en la figura 2.4 la operacio´n representada es (y +
0)/(x ∗ 2). Aqu´ı el problema podr´ıa ser encontrar una ecuacio´n algebraica (como la
obtenida) que optimice cierto criterio.
Figura 2.4: Ejemplo de un a´rbol y su representacio´n algebraica
Para inicializar un a´rbol primero se necesitan definir dos conjuntos uno es el
conjunto de terminales y el otro es el conjunto de operadores, el primero general-
mente consiste en variables asociadas al problema bajo estudio, as´ı como constantes
(e.g. 0, 1 y -1) y nu´meros aleatorios. El conjunto de operadores esta´ formado por to-
dos aquellos operadores que pueden ser usados en los nodos de los a´rboles. Asociado
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a cada operador se encuentra la aridad y esta representa el nu´mero de suba´rboles
sobre el que se aplica dicho operador. Por ejemplo el operador suma requiere dos
suba´rboles, mientras que el operador coseno requiere uno.
En PG los a´rboles generalmente son inicializados de forma aleatoria, entre los me´to-
dos ma´s simples esta´n el completo (full), el de crecimiento (grow) y el ma´s popular
es una mezcla de ambos conocido como Ramped half-and-half (Luke y Panait, 2001).
Tanto en el me´todo completo como en el de crecimiento los individuos son generados
de tal manera que no excedan una profundidad ma´xima especificada por el usuario.
La profundidad de un nodo es el nu´mero de aristas por las cuales se debe viajar
para alcanzar e´ste nodo empezando desde el nodo ra´ız (el cual se considera tiene
una profundidad de 0) (Poli et al., 2008). La profundidad de un a´rbol es el ma´ximo
de entre todas las profundidades de los nodos que lo componen.
En el me´todo completo de inicializacio´n todos los a´rboles generados tienen la misma
profundidad y el nu´mero de nodos dependera´ de la aridad de los operadores usados.
En la figura 2.5 se presenta un ejemplo paso a paso de el me´todo de inicializacio´n
completo para una profundidad ma´xima de 2.
El me´todo de crecimiento genera a´rboles de profundidad variable pues en cada paso
del proceso se decide aleatoriamente si el nodo actual es un elemento del conjunto
terminal o del conjunto de funciones. En la figura 2.6 se presenta paso a paso un
ejemplo del me´todo de inicializacio´n crecimiento utilizando una profundidad ma´xi-
ma de 2.
Como ninguno de los dos me´todos anteriores proveen con una variedad adecuada
de taman˜os o formas, Koza propuso una combinacio´n llamada ramped half-and-half
(Koza, 1992), este me´todo construye la mitad de la poblacio´n inicial con el me´todo
de crecimiento y la otra mitad con el me´todo completo. Esto se hace usando una
variedad de profundidades ma´ximas para asegurar la generacio´n de a´rboles variados
tanto en taman˜o como en forma.
En PG al igual que en cualquier algoritmo evolutivo se tienen operadores gene´ti-
cos los cuales son los encargados de crear nuevos individuos que sean ma´s aptos que
sus antecesores, los 2 operadores ba´sicos en PG son la mutacio´n y el cruzamiento.
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Figura 2.5: Inicializacio´n de un a´rbol por medio del me´todo completo con profundidad 2.
Figura 2.6: Inicializacio´n de un a´rbol por medio del me´todo de crecimiento con profundidad 2.
Las dos formas ma´s comunes de mutacio´n usadas en PG son:
•La mutacio´n suba´rbol: en esta mutacio´n se selecciona de forma aleatoria un
nodo en un a´rbol y reemplaza todos los nodos que descienden de ese nodo por un
suba´rbol generado de forma aleatoria.
•La mutacio´n por punto: en este tipo de mutacio´n un nodo es elegido de forma
aleatoria, si el nodo es una funcio´n, e´sta se reemplaza por otra funcio´n con la mis-
ma aridad que la reemplazada. Si es un nodo terminal, este se reemplaza por otro
elemento del conjunto de terminales.
El otro operador gene´tico es el de cruzamiento que fue propuesto por Koza (Koza,
1992). Dos individuos de la poblacio´n son seleccionados y combinados para generar
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un nuevo par de individuos. En este me´todo se usan dos a´rboles, en la figura 2.7 se
muestra el funcionamiento de este operador. Despue´s de seleccionar los nodos y el
suba´rbol que se desprende de ellos, e´stos son intercambiados, as´ı el primer individuo
recibe el suba´rbol del segundo y respectivamente el segundo lo recibe del primero.
Figura 2.7: Me´todo de cruzamiento propuesto por (Koza, 1992).
Entonces los operadores gene´ticos son los encargados de modificar los a´rboles
lo que nos permite movernos en el espacio de soluciones. La encargada de guiar la
bu´squeda es la funcio´n de aptitud, e´sta define que tan bueno es un individuo (i.e.
un a´rbol) y por tanto la que gu´ıa que individuos sera´n usados en la creacio´n de
la nueva generacio´n. En clasificacio´n, la funcio´n de aptitud usualmente esta´ basada
en la exactitud, y generalmente se mide como el cociente del nu´mero de ejemplos
clasificados correctamente y el nu´mero total de ejemplos (Espejo et al., 2010).
En la PG se necesita definir un criterio de paro y designar la salida del algoritmo.
Entre los criterios de paro ma´s usuales se encuentra ejecutar el programa gene´tico
hasta un ma´ximo nu´mero de generaciones as´ı como alcanzar algu´n valor de aptitud.
La salida del programa gene´tico es el individuo que obtuvo el mejor valor de aptitud
cuando se cumpla con el criterio de paro.
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Los me´todos de PG pueden considerarse como algoritmos de aprendizaje; para es-
tos algoritmos se provee al programa con 2 conjuntos de datos conocidos como el
conjunto de entrenamiento y el conjunto de prueba. El conjunto de entrenamiento
contiene las instancias que el programa usara´ para aprender las reglas o relaciones
que existen entre las variables de las instancias. Mientras que el conjunto de prueba
se usa para determinar que tan bueno es el programa.
Generalmente, en un programa gene´tico para clasificacio´n, se inicializan los a´rboles
y la aptitud de e´stos es obtenida mediante los datos de entrenamiento. Se aplican los
operadores gene´ticos de cruzamiento y mutacio´n con base en la aptitud de los a´rboles
y se sigue iterando hasta satisfacer el criterio de parada. Al final, se guarda el mejor
a´rbol obtenido por el programa y e´ste se evalu´a contra los datos de prueba. Este
programa gene´tico se puede describir con la figura 2.3 poniendo especial atencio´n
al inicializar nuestros individuos y en co´mo los operadores gene´ticos se aplicara´n.
Profundizaremos en la siguiente seccio´n un poco ma´s sobre las diferentes represen-
taciones que se les da a los a´rboles para atacar el problema de clasificacio´n usando
PG.
2.3.2 Representacio´n de los a´rboles
Esta seccio´n describe a los tres me´todos de clasificacio´n basados en PG ma´s
comunes. Como se podra´ apreciar, la principal diferencia entre los enfoques es si los
individuos conforman un a´rbol o un conjunto de a´rboles y la forma de representar
estos a´rboles.
A´rboles de decisio´n
Un a´rbol de decisio´n es un a´rbol en el cual cada nodo no-terminal representa
una decisio´n y los arcos que salen de este nodo representan las posibles acciones a
tomar; los nodos terminales representan la consecuencia de todas las decisiones que
se tomaron para llegar a este. En el popular juego de mesa Adivina Quien en el
cual dos jugadores compiten para tratar de adivinar el personaje del otro, se ilustra
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el uso de a´rboles de decisio´n para clasificacio´n; en este juego se toman turnos con
un rival para preguntarse por una caracter´ıstica (atributo) de sus personajes (e.g.
color de cabello, sexo, aretes, barba) dependiendo la respuesta que el rival de´ a las
preguntas de uno, la tarea es descartar a todos los personajes que no cumplan con
la caracter´ıstica del cual el rival informo´, y as´ı con una serie de preguntas se trata
de encontrar el personaje de el rival.
En PG para generar a´rboles de decisio´n, cada individuo es un a´rbol de decisio´n,
los nodos no-terminales en un a´rbol de decisio´n representan un atributo de una
instancia. Conside´rese el problema de clasificar a una persona como nin˜o, adulto
o adulto mayor, o clases A, B y C respectivamente. Para llevar a cabo esta tarea
debemos obtener caracter´ısticas de esta persona, entre ellas supo´ngase que tenemos
su altura (cm), peso (kg) y nu´mero de horas de suen˜o promedio por d´ıa. Luego,
los nodos no-terminales en nuestro a´rbol sera´n preguntas sobre estas caracter´ısticas,
por ejemplo ¿es la altura de la persona mayor de 50cm? ¿la persona duerme en
promedio ma´s de 12 horas por d´ıa? Viajando a trave´s de los nodos, contestando
estas preguntas llegaremos a un nodo terminal el cual nos indicara la clase de la
instancia. En la imagen 2.8 se presenta un ejemplo de a´rbol de decisio´n para el
problema antes mencionado junto con 4 instancias diferentes y la clase predicha por
el a´rbol.
Figura 2.8: Un a´rbol de decisio´n para el problema de clasificacio´n de 3 clases A, B y C. Se
ejemplifican 4 instancias con la clase que le asigna dicho a´rbol.
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En PG para generar a´rboles de decisio´n se disen˜a un programa gene´tico que
permita encontrar un a´rbol de decisio´n que clasifique correctamente las instancias
provistas en un conjunto de datos de entrenamiento. Los a´rboles son generados
aleatoriamente siguiendo las te´cnicas de inicializacio´n completa, crecimiento, ram-
ped half-and-half entre muchas otras, vea (Luke y Panait, 2001) para una lista ma´s
completa. Una vez inicializada la poblacio´n se evalu´a a cada individuo usando la
exactitud en datos de entrenamiento como funcio´n objetivo. Bajo un esquema de
torneo se seleccionan los individuos a ser usados en los operadores gene´ticos de cru-
zamiento y mutacio´n suba´rbol, para crear la siguiente generacio´n y as´ı se itera hasta
satisfacer un criterio de paro como el nu´mero de generaciones ma´ximo, porcentaje
de exactitud en datos de entrenamiento logrado y/o tiempo de co´mputo ma´ximo.
Reglas de clasificacio´n
Las reglas de clasificacio´n tienen dos partes, el antecedente y el consecuente.
El antecedente es en estos casos el a´rbol; e´ste contiene una serie de reglas sobre los
atributos de los datos y el consecuente es la clase predicha por el a´rbol. Los nodos
no-terminales esta´n formados por operadores lo´gicos como AND, OR, NOT, entre
otros, los cuales conectan condiciones elementales de la forma Atributo > valor,
donde tambie´n se emplean <, ≤, ≥, entre otros. Este tipo de representacio´n genera
reglas de la forma:
Clase = 1
 Si ((xi > ao) ∩ . . . ∩ (xj ≤ ap))O ((xi < aq) ∩ . . . ∩ (xj > aw))
Donde xi es un atributo de los datos y ao es una constante.
En la figura 2.9 se muestra un a´rbol bajo este enfoque, su representacio´n como
reglas y la forma de clasificar algunas instancias de ejemplo.
Este enfoque se divide en dos categor´ıas, aquellos en los que cada individuo
representa una regla y aquellos en el que cada individuo consiste en un conjunto de
reglas. Cuando cada individuo es una regla y se tiene un problema de clasificacio´n
Cap´ıtulo 2. Antecedentes 23
Figura 2.9: Un a´rbol como regla de clasificacio´n, su representacio´n en forma de regla y ejemplos
de co´mo clasifica a diferentes instancias.
binaria la salida del programa gene´tico es la mejor solucio´n durante las generaciones
y e´sta se usa para distinguir entre ambas clases; si cumple las reglas del a´rbol, se
clasifica como de esta clase, si no las cumple se clasifica como la otra clase, ve´ase
por ejemplo (Eggermont et al., 1999). Si se trata de un problema de N clases se
evoluciona una regla por cada corrida del sistema, y se realizan N corridas (Bojarczuk
et al., 2000). El problema con este enfoque para N clases es que no se garantiza
que cada instancia sea clasificada por una de las reglas, esto permite que existan
instancias a las cuales se les asignen mu´ltiples clases o instancias a las que no se les
asigne clase al no pasar ninguna de las reglas. Cuando se trata el problema de N
clases usando mu´ltiples reglas por cada individuo se asigna una regla a cada clase y
el clasificador es el mejor individuo obtenido.
Funciones discriminantes
Bajo este esquema los nodos terminales son atributos del problema de clasifi-
cacio´n y los no terminales son operadores.
En este enfoque cada individuo esta´ conformado por un conjunto de a´rboles
donde cada a´rbol tiene asociada una etiqueta de clase, una instancia se evalu´a en
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un a´rbol y este a´rbol regresa un nu´mero real el cual es usado para distinguir si
el a´rbol clasificara´ la instancia como perteneciente a su clase, o no (cada a´rbol es
una funcio´n), usualmente el valor usado para hacer esta clasificacio´n es cero. En
este enfoque se puede tener ma´s de un a´rbol que reclama como de su clase a una
instancia y para esto se deben crear reglas de desempate ve´ase por ejemplo (Muni et
al., 2004). En la figura 2.10 se ilustra un a´rbol bajo este enfoque, el resultado dado
por el a´rbol es analizado; si este es > 0, el a´rbol clasifica a la instancia evaluada como
perteneciente a su clase; si es ≤ 0, no lo es. Para un problema de clasificacio´n binaria
no es necesario tener mu´ltiples a´rboles por individuo, se puede usar un a´rbol el cual
clasifica como perteneciente a su clase o positivo si la salida del a´rbol es positiva y
de la otra clase o negativo si la salida es negativa o 0.
Figura 2.10: Un a´rbol con su representacio´n algebraica y ejemplos de instancias y el resultado
que regresa el a´rbol.
Para N clases se necesitan al menos N-1 a´rboles (N-1 a´rboles clasifican N-1
clases y la clase no clasificada por estos a´rboles decimos que pertenece a la clase N)
pero generalmente se usan al menos N a´rboles; al evaluar un individuo una instancia,
cada a´rbol de este individuo nos regresara un valor que luego traduciremos a positivo
o negativo, o 1 y 0, esto es, para d a´rboles tendremos un vector d, de 0’s y 1’s, de
taman˜o d.
Para este enfoque, al terminar el algoritmo y obtener el mejor individuo, se desea
que al evaluar una instancia se cumpla
∑
d(D(i)) = 1; esto es, para cada instancia
se desea que un a´rbol y solo uno clasifique a esta instancia, de no ser as´ı se deben
crear formas de desempatar si ma´s de un a´rbol clasifica a una instancia, o de elegir
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uno si ninguno a´rbol clasifica a una instancia. Es de notar que si se tienen clases con
ma´s de un a´rbol esta suma podr´ıa ser mayor, digamos todos los a´rboles de una clase
clasifican a una instancia, sin incurrir en ninguna dificultad mientras solo a´rboles de
una misma clase sean quienes clasifiquen a dicha instancia.
Cap´ıtulo 3
Trabajo Relacionado
Espejo et al. realiza un compendio´ de la aplicacio´n de PG en el problema
de clasificacio´n (Espejo et al., 2010). En esa referencia se puede ver que la mayor
cantidad de trabajos publicados usan a´rboles que representan a´rboles de decisio´n,
reglas de clasificacio´n y funciones discriminantes. El resto de este cap´ıtulo revisa
trabajos relacionados en el uso de PG para clasificacio´n as´ı como algunos me´todos
de generacio´n de prototipos, ademas de clasificar a nuestro programa gene´tico dentro
de este tipo de me´todo. Para finalizar se analizan otras a´reas de intere´s para esta
tesis.
3.1 A´rboles de decisio´n
Una de las principales formas en que se usa PG para clasificacio´n es para la
generacio´n de arboles de decisio´n (ve´ase el cap´ıtulo 2); en esta seccio´n se revisan
aquellos trabajos relacionados con este enfoque.
Eggermont et al., proponen el uso de PG para generar a´rboles de decisio´n con
representacio´n ato´mica completa (full atomic representation) y se usa una funcio´n
objetivo de mu´ltiples capas para reducir el taman˜o de los a´rboles (Eggermont et al.,
2004). Una representacio´n ato´mica completa usa a´tomos en los nodos terminales y no
terminales, donde un a´tomo es un predicado de la forma (atributo-operador-valor),
los operadores usados aqu´ı son funciones que regresen valores boleanos e.g. (< o =).
Los nodos terminales tienen asignaciones a clases (clase = A), en la figura 3.1 se
26
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muestra un a´rbol generado por este enfoque.
Con base en el conjunto de datos de entrenamiento se crea una lista de los
a´tomos a usar en el a´rbol, esto es, para cada atributo no nume´rico se crea un a´tomo de
la forma (atributoi = valor) para cada valor diferente en los datos de entrenamiento.
Para atributos nume´ricos se crean a´tomos de la forma (atributoi < valor) para cada
valor diferente en los datos de entrenamiento. Para evitar la gran cantidad de a´tomos
que este enfoque simple obtiene, se usa K-means sobre todos los atributos uno a
la vez; los grupos encontrados son usados para reducir la cantidad de a´tomos. Si
K-means determina 2 grupos este enfoque creara´ 2 a´tomos para este atributo de
la forma (atributo ∈ [min1,max1], atributo ∈ [min2,max2] donde mini,maxi son
los valores ma´ximos y mı´nimos para el grupo i respectivamente. Las medidas de
evaluacio´n usadas son la exactitud y el taman˜o del a´rbol, si dos individuos tienen la
misma exactitud, se usa su taman˜o como criterio de desempate.
Figura 3.1: A´rbol de decisio´n con representacio´n ato´mica total (full atomic tree) (Eggermont et
al., 2004).
El uso de K-means permite que bases de datos con un gran nu´mero de ins-
tancias en general no tendra´n gran cantidad de grupos, pues al usar K-means el
enfoque se basa en la forma en que esta´n distribuidos los datos y no su nu´mero lo
que permite su aplicacio´n a conjuntos con un gran nu´mero de instancias.
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P. Turney utiliza a´rboles de decisio´n (Turney, 1995) para trabajar problemas de
clasificacio´n binarios en el a´rea me´dica (clase: enfermo o sano) donde se implementa
una funcio´n de costo que considera los costos de realizar tratamientos, as´ı como el
tiempo que tomo´ realizarlos. En este trabajo, Turney construye a´rboles en el que
cada nodo no-terminal realiza un estudio sobre el paciente y se pregunta sobre el
resultado del estudio. Esto podr´ıa ser el tomar una muestra de sangre del paciente
y preguntar sobre el nivel de glucosa. La medida de desempen˜o considera los costos
de realizar un diagnostico incorrecto, adema´s de costos por cada tratamiento que
se realiza; para esto, cada tratamiento tiene asociado un costo, as´ı como el diag-
nosticar de forma erro´nea. Los resultados reportados muestran mejores resultados
que los obtenidos con otros algoritmos de clasificacio´n como IDX (Norton, 1989),
EG2 (Nu´n˜ez, 1991), CS-ID3 (Tan, 1993). La desventaja de este enfoque es que los
costos de tratamientos y diagno´sticos erro´neos deben ser introducidos manualmente,
y aunque es sencillo cuando se ponderan los costos de tratamientos, la relacio´n de
costo entre un diagno´stico erro´neo y tratamientos no es algo sencillo y es adema´s
dependiente de la enfermedad con la que se trata.
Rouwhorst et. al. usa a´rboles de decisio´n (Rouwhorst et al., 2000) para el pro-
blema de clasificacio´n de N clases, donde cada individuo es un a´rbol y los nodos
en el a´rbol pueden hacer comparaciones entre atributos. No existe una diferencia
significativa al usar a´rboles de decisio´n para el problema de clasificacio´n binario y
el de N clases, pues la estructura es la misma y la clasificacio´n de las N clases se
realiza con un solo a´rbol. Solo se debe tener cuidado en generar a´rboles que puedan
clasificar instancias de todas las clases. En este trabajo adema´s de las comparaciones
de atributos con constantes (e.g. atributo1 ≤ 5) tambie´n permite la comparacio´n de
atributos con atributos (e.g. atributo1 ≤ atributo2). Por esta razo´n cae en la cate-
gor´ıa de a´rboles de decisio´n oblicuos (Espejo et al., 2010), pues haciendo un simple
despeje este tipo de comparacio´n es una combinacio´n lineal de atributos en los nodos.
Esto es equivalente a generar hiperplanos oblicuos a los ejes del espacio de atributos
(Espejo et al., 2010); lo que permite tener un clasificador con mayor flexibilidad. Se
utilizan dos operadores de mutacio´n, uno cambia el operador de relacio´n (= , < , ≤,
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etc.) y el otro cambia el lado derecho de una condicio´n por otra escogida al azar. Se
usa un operador de poda (Prune) el cual selecciona un nodo no-terminal, elimina
todas las ramas que salen de este nodo y lo convierte en un nodo terminal. Antes
de usar los operadores se analizan los a´rboles de la generacio´n actual y se obtiene el
taman˜o y profundidad promedio de e´stos, s´ı esta´n por debajo de un para´metro es-
pecificado por el usuario, se agregan nuevas condiciones a los a´rboles. De esta forma
se evita que los a´rboles vayan reduciendo su taman˜o debido al operador poda.
Este enfoque obtiene resultados similares o mejores que algoritmos como C4.5 (Quin-
lan, 1993) y CN2 (Clark y Niblett, 1989), usando de forma consistente menores
reglas. Una de las principales problema´ticas de usar combinaciones lineales de atri-
butos en los nodos es que puede llevar a un mayor sobreajuste que aquellos a´rboles
de decisio´n que solo utilizan comparaciones de atributos con constantes. En este
trabajo no se reporta un me´todo para prevenir el sobreajuste, no se reporta la dife-
rencia entre la exactitud en pruebas y entrenamiento; ser´ıa interesante conocer si el
solo uso del operador poda, que evita el generar a´rboles de gran complejidad, ayuda
a evitar el problema de sobreajuste.
En todos los trabajos previos se usan a´rboles de decisio´n, Jabeen y Baig nos
dicen que es importante recalcar que la eficiencia de los a´rboles de decisio´n se ve
perturbada si el conjunto de datos de entrenamiento es muy pequen˜o o muy grande,
adema´s los a´rboles de decisio´n se pueden volver muy grandes (Jabeen y Baig, 2010).
Lo cual afectara el tiempo de ejecucio´n de estos me´todos.
3.2 Reglas de clasificacio´n
Otro de los enfoques ma´s comunes de PG para clasificacio´n es la generacio´n
de reglas de clasificacio´n (ve´ase el cap´ıtulo 2), en esta seccio´n se revisan aquellos
trabajos relacionados con este enfoque.
El trabajo realizado en (Eggermont et al., 1999) propone un clasificador lineal
usando reglas de clasificacio´n para el problema de clasificacio´n binaria, donde cada
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individuo es una regla. Al final de una corrida de un programa gene´tico se obtiene la
mejor regla de clasificacio´n evolucionada, y esta conforma al clasificador, pues instan-
cias que cumplan con la regla obtenida son clasificadas como positivas o deseadas, y
aquellas que no cumplan con la regla son clasificadas como negativas o no deseadas.
En este art´ıculo se usa una funcio´n objetivo auto adaptativa. Cada instancia tiene
un peso el cual es usado para evaluar la funcio´n objetivo, normalmente el acertar la
clase de un instancia aumenta la funcio´n en una unidad. En este trabajo al acertar la
clase de la instancia xi la funcio´n aumenta en wi que es el peso asociado a la i -esima
instancia, y decimos que es adaptativa pues el programa gene´tico tiene la capaci-
dad de modificar e´stos pesos; esto se logra incrementando el peso de las instancias
que son ma´s dif´ıciles de clasificar. La idea general es que siendo una instancia ma´s
fa´cil de clasificar, al clasificar aquellas instancias dif´ıciles, las fa´ciles sera´n clasifica-
das correctamente por el mismo clasificador. Esta funcio´n objetivo corre el riesgo de
sesgarse debido a instancias mal clasificadas en el conjunto de entrenamiento, pues
generalmente estas instancias son dif´ıciles de clasificar, el clasificador que se evolu-
ciona les dar´ıa ma´s peso sacrificando el clasificar incorrectamente a otras instancias
por darle prioridad a instancias mal clasificadas, mientras que una funcio´n usual
como la exactitud, sacrificara´ esta instancia clasificada de forma incorrecta.
Un enfoque usando bosques es el propuesto por (Cordella et al., 2006b), en
este trabajo cada a´rbol representa una regla de clasificacio´n, los a´rboles no tienen
asignada una clase por defecto sino que esta asignacio´n se deja al programa. Para
cada instancia en el conjunto de entrenamiento se analiza si dicha instancia cumple
con la regla de clasificacio´n inducida por cada a´rbol de cada individuo. S´ı la instancia
solo cumple con una u´nica regla, esa instancia se asigna al respectivo a´rbol. S´ı cumple
ma´s de una regla y una tiene menos variables que las dema´s, se le asigna a ese a´rbol. Si
por el contrario todas tienen el mismo nu´mero de variables la instancia es rechazada.
Si no cumple ninguna regla tambie´n es rechazada. Despue´s de realizar este proceso
para todas las instancias en el conjunto de entrenamiento a cada a´rbol se le asigna
la clase con mayor nu´mero de instancias asignadas a ese a´rbol. Si el a´rbol no tiene
ningu´na instancia asignada ese a´rbol es rechazado, para clasificar solo se consideran
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los a´rboles con clase asignada. De esta manera la cantidad de a´rboles asignados a
cada clase var´ıa. El operador de cruza usado permite el intercambio de un nu´mero
variable de a´rboles entre individuos, lo que a su vez le permite al programa aprender
la cantidad de a´rboles apropiados para clasificar cada clase. En este trabajo no se
crean a´rboles que tengan asignada una clase por omisio´n, esto puede llevar a tener
individuos en los que no exista al menos un a´rbol para cada clase, y esto podr´ıa llevar
la evolucio´n de los a´rboles a clasificadores donde las clases faltantes siempre sera´n
clasificadas de forma incorrecta, conforme el nu´mero de clases crezca este problema
se hara´ ma´s evidente.
El trabajo de Bojarczuk et. al. se basa en dividir el problema de clasificacio´n de
N clases en N problemas de clasificacio´n binaria, y usa una funcio´n objetivo basada
en la sensibilidad y especificidad (Bojarczuk et al., 1999). En este trabajo se trato´ con
un problema de 12 clases donde cada clase corresponde con una enfermedad diferente,
en este trabajo se resolv´ıan 12 problemas de clasificacio´n binaria. Para crear la regla
de clasificacio´n de la clase 1 se corr´ıa un programa gene´tico en donde la todas las
instancias que no fueran de la clase 1 se combinan en una clase “negativa”, el mejor
individuo de esta corrida sera´ la regla de clasificacio´n de la clase 1, este proceso se
repite para las 11 clases restantes obteniendo una regla para clasificar cada clase. La
funcio´n objetivo es el producto de la sensibilidad Se y la especificidad Sp.
F (x) = Se ∗ Sp
La sensibilidad y la especificidad se definen de la siguiente manera.
Se = tp/(tp + fn)
Sp = tn/(tn + fp)
Donde tp son los verdaderos positivos (true positives), fp falsos positivos (false po-
sitives), fn los falsos negativos (false negatives) y tn los verdaderos negativos (true
negatives). Cuando se generan reglas de manera independiente no se puede asegurar
que el conjunto de instancias clasificadas por cada clase sea mutuamente excluyente
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(i.e. que una instancia pase ma´s de una regla) o que alguna instancia no sea clasifica-
da por ninguna regla. Para resolver este tipo de problemas debe crearse un algoritmo
que desempate instancias que pasen mu´ltiples reglas, y trate con instancias que no
pasen ninguna, de otra forma todas estas instancias causaran conflictos y afectara´n
la efectividad del algoritmo.
3.3 Funciones discriminantes
El u´ltimo de los tres enfoques ma´s ampliamente usados en PG para el problema
de clasificacio´n es el de funciones discriminantes (ve´ase cap´ıtulo 2), en esta seccio´n
se hace una revisio´n de la literatura con este enfoque.
Rauss et. al. enfocan el problema de clasificacio´n binario usando funciones dis-
criminantes en (Rauss et al., 2000). En este trabajo se emplea un programa gene´tico
ba´sico usando el software lilgp (Zongker y Punch, 1995), en el que cada individuo
corresponde a una funcio´n discriminante, el umbral de clasificacio´n es el cero, don-
de instancias evaluadas en la funcio´n discriminante que sean > 0 sera´n clasificadas
como la clase positiva, y negativa de otro modo.
Silva y Tseng tratan el problema de clasificacio´n de N clases como N proble-
mas de clasificacio´n binaria (Silva y Tseng, 2008). La base de datos usada consiste
en gra´ficas de sonar tomadas del suelo marino. Se realizo´ un pre-proceso de los datos
donde se obtuvieron 7 atributos para cada muestra. Se uso un programa gene´tico
base, el cual se corr´ıa una vez para cada clase diferente; la clase elegida se considera
la clase positiva, mientras que todas las otras clases se juntan en una clase negativa.
Como se trabajo´ con una base de datos desbalanceada (clases con considerablemente
ma´s o menos instancias que otras) la funcio´n objetivo usada fue la exactitud ponde-
rada en relacio´n al nu´mero de instancias de cada clase. As´ı, clasificar correctamente
una instancia de una clase con pocas instancias da mayor beneficio que clasificar una
instancia de una clase con mayor nu´mero de instancias. Para clasificar una instan-
cia nueva e´sta se evalu´a de manera secuencial en todas las funciones discriminantes
Cap´ıtulo 3. Trabajo Relacionado 33
creadas; si supera el umbral encontrado, es clasificada como la clase asociada a esa
funcio´n, y s´ı no lo supera, se pasa a la siguiente funcio´n. En la figura 3.2 se muestra
el clasificador y el proceso antes mencionado.
Figura 3.2: Clasificador propuesto para el problema de N clases, figura tomada de (Silva y Tseng,
2008)
Otro enfoque se basa en la creacio´n de los N clasificadores con una sola corrida
de un programa gene´tico. En estos enfoques los individuos toman la forma de bosques
(conjunto de a´rboles o multi-a´rboles) donde cada individuo tiene por lo menos N
a´rboles y a cada a´rbol se le asigna la clasificacio´n de una clase. A continuacio´n se
presentan trabajos que siguen este enfoque.
Muni et. al. en (Muni et al., 2004) tratan el problema de N clases usando individuos
con N a´rboles cada uno, cada a´rbol representa una funcio´n discriminante y e´stos
establecen si una instancia pertenece a su clase o no. Adema´s, del concepto de
aptitud usual para medir el desempen˜o de cada individuo, se introduce el concepto
de incompetencia, el cual mide a nivel a´rbol, que tan apto es cada a´rbol; cada vez
que un a´rbol predice que una instancia pertenece a su clase y no es de esta manera,
se incrementa la incompetencia de ese a´rbol en una unidad. La incompetencia es
usada para elegir los a´rboles sobre los que se aplicara´n los operadores gene´ticos,
de esta manera a´rboles con mayor incompetencia tienen ma´s probabilidad de ser
modificados.
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Para resolver conflictos (i.e. una instancias es clasificada por ma´s de un a´rbol) se
usa la extraccio´n de reglas. Esta heur´ıstica recuerda la clase de aquellas instancias
en el conjunto de entrenamiento con problemas, adema´s del vector vi de taman˜o
N, en donde vij = 1 si el a´rbol de clase j clasifica a la instancia i y 0 de otro
modo. Cuando se clasifican las instancias de prueba y se encuentra un conflicto, se
busca si el vector de los a´rboles que la clasifican es igual a algu´n vi, de ser as´ı, se
obtiene la clase mayoritaria en la que se da ese vector y esa es la clase asignada. Este
trabajo propone una variacio´n interesante al enfoque de funciones discriminantes
usual, donde aquellas instancias que no son clasificadas por ninguna funcio´n o lo son
por ma´s de una se clasifican siguiendo un algoritmo y no son olvidadas o clasificadas
arbitrariamente. La problema´tica de la heur´ıstica propuesta radica en el taman˜o
de la base de datos (nu´mero de instancias), si este es muy pequen˜o, entonces la
cantidad de vectores vi sera´ menor y esto hara´ ma´s dif´ıcil encontrar uno igual a
alguna instancia con problemas.
Faraoun y Boukelif trabajan el problema de clasificacio´n de N clases usando
funciones discriminantes para mapear instancias al conjunto de nu´meros reales y
usar un clasificador simple sobre estos nu´meros (Faraoun y Boukelif, 2000). En este
trabajo cada individuo representa un conjunto de N funciones discriminantes no
lineales, una por clase. Cada funcio´n discriminante regresa un valor real, el resultado
es usado como un prototipo, y posteriormente se clasifica utilizando un enfoque 1-NN
(presentado en la seccio´n 2.2.3 para K = 1) usando estos prototipos. Este trabajo
puede verse como un clasificador 1-nn en el que la distancia usada evoluciona, pues
al usar funciones discriminantes que mapeen las instancias a <, este mapeo toma la
funcio´n de definir la distancia. Este enfoque es altamente flexible al usar diferentes
“distancias”para cada clase. Al usar como funcio´n objetivo la exactitud se puede
caer en el sobreajuste, mientras que al usar operadores no lineales se pueden crear
a´rboles cuya funcio´n discriminante sera´ muy compleja, lo cual nuevamente puede
caer en sobreajuste.
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3.4 Generacio´n de prototipos
Debido a que cada d´ıa el taman˜o de los conjuntos reales es mayor, ha nacido
la necesidad de crear me´todos que puedan disminuir la cantidad de informacio´n que
es necesaria procesar. La generacio´n de prototipos busca que los prototipos genera-
dos aporten una buena representacio´n de la distribucio´n de las clases en el espacio
de atributos. Adema´s la cardinalidad de este conjunto, debe ser lo suficientemente
pequen˜a para reducir la cantidad de memoria y el tiempo de evaluacio´n que se uti-
lice un clasificador basado en K-NN usando el conjunto de prototipos en lugar del
conjunto de entrenamiento.
La generacio´n de prototipos se define de manera formal en (Triguero et al.,
2012) de la siguiente manera:
Sea xp una instancia, donde xp = (xp1, xp2, ..., xpm, xpw), con xp perteneciente
a la clase w, expresado como xpw, y xp en un espacio m-dimensional, donde xpi es el
valor del i-esimo atributo de la instancia p-esima. Dado un conjunto de entrenamiento
con n instancias Xp, y un conjunto de prueba compuesto de s instancias Xt, con xtw
desconocido. El propo´sito de la generacio´n de prototipos es obtener un conjunto de
prototipos el cual consiste de r, r < n, prototipos que son seleccionados o generados
a partir de las instancias en el conjunto de entrenamiento. Tratando que el conjunto
generado tenga niveles de clasificacio´n cercanos al conjunto original, o en el mejor
de los casos, que el nivel sea mayor.
3.4.1 Principales enfoques
En esta seccio´n se describen algunos de los mejores me´todos para generacio´n
de prototipos, otros me´todos de generacio´n de prototipos fueron comentados en la
seccio´n 2.2 y no son tratados nuevamente aqu´ı.
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Generalized editing using Nearest Neighbor (GENN)
Este me´todo se basa en utilizar un enfoque basado en K-NN para obtener
aquellas instancias que son clasificadas de forma incorrecta en la fase de entrena-
miento. Si se encuentra una instancia con estas caracter´ısticas se realiza un ana´lisis
que determina si dicha instancia sera eliminada del conjunto de entrenamiento, o
si la clase de esta instancia sera cambiada por la que el me´todo predijo en primera
instancia. Este me´todo se caracteriza por obtener buenos resultados para una gran
variedad de conjuntos. Su principal problema se encuentra en el taman˜o del con-
junto de prototipos generados, pues la reduccio´n obtenida por este metodo es muy
pequen˜a. Para una lectura mas amplia del tema lea (Chang, 1974)
Particle Swarm Optimization (PSO)
Este es un me´todo evolutivo, en donde se tiene una poblacio´n (enjambre) de
soluciones candidatas (llamadas part´ıculas), estas part´ıculas son movidas en el es-
pacio de bu´squeda siguiendo una formula matema´tica simple. El movimiento de
cada part´ıcula es influenciado por la posicio´n de la mejor solucio´n conocida por esta
particula, ademas de la mejor solucio´n conocida en todo el espacio de bu´squeda.
Sea S el numero de part´ıculas en el enjambre, con posicio´n xi ∈ <n. Sea pi la
mejor posicio´n conocida de la part´ıcula i y g la mejor solucio´n de todo el enjambre.
Un algoritmo base de PSO se describe en el algoritmo 4
El PSO al usarse en generacio´n de prototipos es considerado un me´todo de
filtrado. Esto es cuando no se utiliza una regla de clasificacio´n basado en K-NN,
el uso de otras heuristicas como regla de clasificacio´n les permite ser mas ra´pidos,
pero la exactitud sobre el conjuro de prueba puede empeorar. Para una lectura mas
profunda del tema se recomienda leer (Nanni y Lumini, 2009)
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Algorithm 4 PSO
for i=1 hasta S do
Inicializar la posicio´n de las part´ıculas de forma uniforme.
Inicializar la mejor posicio´n de la part´ıcula a su posicio´n inicial.
si f(pi < f(g) actualizar la mejor posicio´n del enjambre g = pi
Inicializar la velocidad de la part´ıcula de forma uniforme.
end for
while Criterio de paro do
for i=1 hasta S do
for d =1 hasta n (para cada dimensio´n) do
Obtener nu´meros aleatorios uniformes en (0,1)
Actualizar la velocidad de la part´ıcula en esa dimensio´n en base a su mejor
posicio´n conocida y la de todo el enjambre
end for
Actualizar la posicio´n de la part´ıcula xi dada su velocidad.
if f(xi) < f(pi) Actualizar la mejor posicio´n conocida de la part´ıcula then




g representa la mejor posicio´n obtenida por el algoritmo
Evolutionary Nearest Prototype Classifier (ENPC)
Este me´todo es un algoritmo evolutivo que trata de mantener o incrementar
la exactitud en el conjunto de prueba. En este me´todo se empieza inicialmente con
un individuo que representa a un prototipo (un punto en el espacio de soluciones),
cada prototipo tiene la capacidad de reproducirse, creando otro prototipo parecido
pero que logre clasificar aquellas instancias con las que el prototipo original ten´ıa
problemas. De esta manera solo se crean aquellos prototipos que sean necesarios
para clasificar de mejor forma el conjunto. Se implementa ademas un operador de
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mutacio´n en el que se permite que un prototipo de clase i que clasifique mas instan-
cias de clase j que de clase i pueda cambiar su clase de la i a la j ; incrementando la
exactitud en el conjunto de entrenamiento de forma directa. Por sus caracter´ısticas
se considera a este me´todo como un me´todo de ajuste de posicio´n, en donde se busca
corregir la posicio´n de los prototipos utilizando un procedimiento de optimizacio´n,
las nuevas posiciones se pueden obtener sumando o restando cantidades a los va-
lores de los atributos de los prototipos. Vease (Ferna´ndez y Isasi, 2004) para mas
informacio´n sobre este me´todo.
3.4.2 Taxonom´ıa del programa gene´tico
En (Triguero et al., 2012) se crea una taxonomı´a para clasificar a los me´todo
de generacio´n de prototipos, dadas las caracter´ısticas del programa gene´tico desa-
rrollado en esta tesis, este se cataloga como un Mixed, Hybrid, Position adjustment,
wrapper.
La clasificacio´n Mixed hace referencia a aquellos algoritmos que inician con un
nu´mero preseleccionado de prototipos que pueden ser obtenidos de forma aleatoria;
despue´s se agregan, eliminan o modifican a los prototipos. Las ventajas de estos
me´todos es que tienen a su disposicio´n todo el conjunto de entrenamiento para
tomar decisiones sobre la modificacio´n del conjunto de prototipos, lo que les permite
realizar diferentes rectificaciones a lo largo de toda la ejecucio´n del algoritmo.
Los me´todos catalogados como Hybrid se caracterizan por intentar encontrar el
conjunto de prototipos mas pequen˜o que mantenga o aumente la exactitud obtenida
en el conjunto de prueba. Para permitir esto se permite la modificacio´n de todos los
prototipos, basado en algu´n criterio seguido por el algoritmo. El clasificador K-NN
es altamente adaptable a este tipo de me´todos, obteniendo grandes mejor´ıas incluso
en conjuntos con un nu´mero pequen˜o de prototipos.
Position adjustment hace referencia a aquellos me´todos que buscan corregir la
posicio´n del conjunto de prototipos por medio de un procedimiento de optimizacion.
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Las nuevas posiciones de los prototipos pueden obtenerse realizando sumas o restas
de valores a los atributos de los prototipos.
Se considera al programa gene´tico desarrollado en esta tesis como un me´todo
wrapper debido que se usa un clasificador 1-NN para determinar la clase de cada
instancia, usando como sus vecinos a los prototipos generados por el algoritmo.
En la figura 3.3 se presenta una imagen con 24 me´todos de generacio´n de pro-
totipos catalogados por medio de sus caracter´ısticas. Vemos que junto al programa
gene´tico desarrollado en esta tesis se encuentra algoritmos como ENPC y Adaptative
Michigan PSO (AMPSO).
Figura 3.3: Taxonomı´a de clasificadores de prototipos
En la seccio´n experimental se realizaron experimentos para comparar al pro-
grama gene´tico desarrollado contra los otros 25 me´todos (24 + 1-NN ) utilizando los
resultados presentados en (Triguero et al., 2012).
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3.5 Otros enfoques
En esta seccio´n se revisara´n aquellos trabajos que por su relacio´n al traba-
jo propuesto en esta tesis son de intere´s, aunque dichos trabajos no pertenecen a
ninguna de las variantes descritas en secciones anteriores.
Cordella et al. proponen un clasificador basado en prototipos usando algorit-
mos gene´ticos (Genetic Algorithms) (Cordella et al., 2006a). En este trabajo cada
individuo es un conjunto de vectores con entradas reales, donde el taman˜o de estos
vectores es el mismo que el nu´mero de atributos de las instancias en el problema,
esto es, cada vector es un punto en el espacio de atributos (un prototipo). Cada
individuo forma, al aplicar 1-nn usando los prototipos, un clasificador por su cuen-
ta. Los prototipos son etiquetados como se describio´ anteriormente en la seccio´n 3.2
(Cordella et al., 2006b). En este trabajo se aplica una cruza ligeramente modificada,
que es aplicar una cruza normal, pero los puntos de corte solo pueden ser antes o
despue´s de un prototipo (i.e. individuos intercambian prototipos enteros entre s´ı).
Esta cruza permite tener una cantidad variable de prototipos para cada individuo,
lo que le da la flexibilidad al PG de aprender la cantidad de prototipos necesaria
para clasificar cada clase. Al igual que su ana´logo en reglas de clasificacio´n en este
trabajo no se crean prototipos que tengan asignada una clase por omisio´n, lo que
puede traer como consecuencia el tener individuos en los que no exista por lo menos
un prototipo para cada clase, lo cual podr´ıa llevar a la evolucio´n de individuos donde
estas clases faltantes no tengan prototipos, lo que a su vez hara´ que instancias de
estas clases siempre sera´n clasificadas de forma incorrecta.
Tan et al. retoma la idea de un clasificador basado en el centroide (Tan et
al., 2011). Para la clase i se calcula el centroide de las instancias en el conjunto
de entrenamiento con clase i, este paso se realiza para cada clase. Estos centroides
son usados como prototipos iniciales en un enfoque LVQ, donde para mover e´stos a
posiciones ma´s convenientes, se toman en cuenta el margen (Crammer et al., 2002)
y la exactitud. El margen es una medida a nivel instancia, donde para cada instan-
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cia se calcula la distancia del prototipo de su clase ma´s cercano y la distancia del
prototipo ma´s cercano de clase diferente, el margen es la resta de estas dos medidas
(distancia diferente clase - distancia misma clase). As´ı si el margen > 0 equivale a
que el prototipo ma´s cercano a esta instancia es de su misma clase, y por ende se
clasificara´ correctamente y si es ≤ 0 implica que un prototipo de clase diferente es el
ma´s cercano, lo que equivale a una clasificacio´n incorrecta, en la figura 3.4 se ilustra
el uso de esta medida para tres instancias diferentes, es de notar que aqu´ı se uso la
distancia euclidiana.
Figura 3.4: Se presenta el funcionamiento de la medida margen, en la imagen hay dos prototipos
y tres instancias, para calcular el margen se calculan las distancias (en este caso euclidianas como
ilustracio´n) de ambos prototipos (el ma´s cercano de otra clase y el ma´s cercano de su clase) y estas
distancias se restan, distancia diferente clase - distancia misma clase. El margen es el resultado
de esta diferencia. Para la instancia en (3,5) el margen es > 0 lo que implicar´ıa una clasificacio´n
correcta, la instancia localizada en (3,3) tiene un margen negativo pues esta´ ma´s cercana a un
prototipo de clase diferente, esto corresponder´ıa a clasificarlo de forma incorrecta.
En esta propuesta se usa la distancia coseno como medida de similitud, lo
que lleva a que el margen ∈ (-1,1). Para mover los prototipos de lugar se utiliza una
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combinacio´n del margen y la exactitud, de esta manera se usan ambas medidas. Para
el margen solo se utilizan aquellas instancias que este´n en el rango (0,θ), donde θ <
1, pues se desea concentrar la bu´squeda a aquellas instancias con margen pequen˜o.
Nuestro principal intere´s en este trabajo es el uso de la medida margen para evitar
el sobreajuste.
3.6 Medidas de Desempen˜o
La funcio´n de aptitud ma´s usada en clasificacio´n es la exactitud (accuracy),
esto es, la proporcio´n de instancias clasificadas de forma correcta contra el total de
instancias (Jabeen y Baig, 2010). El problema con este tipo de medida de evaluacio´n
es que no mide la relacio´n entre el nu´mero de instancias por cada clase. Supo´ngase
que se trabajo´ con el problema de clasificacio´n de pacientes para detectar alguna
enfermedad rara, en donde es comu´n tener un gran nu´mero de instancias con clase
sana y pocas de clase enfermo, digamos que se tienen 99 % de las instancias como
sanos. Un clasificador que siempre diga sano tendra´ una exactitud del 99 % aunque
no logre distinguir en realidad una clase de la otra. En este tipo de casos es ma´s
u´til sacrificar exactitud para lograr una mejor clasificacio´n de la clase con menos
datos. Entre las medidas de desempen˜o que buscan evitar este tipo de problemas se
encuentra la cobertura (recall) la cual es una medida a nivel clase, esto es, para cada
clase se obtiene una valor de recall, y se calcula de la siguiente manera:
Recall(cn) =
nu´mero de instancias de clase cn clasificadas correctamente
nu´mero de instancias : de clase cn
La Precisio´n (precision) tambie´n una funcio´n a nivel clase la cual se calcula
como:
Precision(cn) =
nu´mero de instancias de clase cn clasificadas correctamente
nu´mero de instancias predichas como cn
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Y la Medida-F (F-Measure) combina recall y precision








Recall es la proporcio´n de instancias de la clase n clasificados correctamente
contra total de instancias de clase n, Precision es la proporcio´n de instancias cla-
sificadas como clase n correctamente contra el total de instancias clasificadas como
clase n. La Medida-F es una combinacio´n entre el Recall y Precision la cual es suma-
mente u´til pues permite tener una sola medida de evaluacio´n que a la vez conserva





En este capitulo se describe el algoritmo desarrollado en esta tesis mencionando
las caracter´ısticas que lo componen.
Como ya se menciono previamente el programa gene´tico desarrollado en esta
tesis es un me´todo para generar prototipos de clasificacio´n, buscando obtener bue-
nos valores tanto de clasificacio´n como de reduccio´n de la cardinalidad comparando
el conjunto de prototipos con el conjunto de instancias de entrenamiento. Se busca
que al usar la metodolog´ıa de la PG, que nos permite un modelado flexible, se logre
encontrar un punto intermedio en el cual se pueda maximizar la exactitud sobre
el conjunto de prueba a la vez que se reduce el taman˜o del conjunto de prototipos
generado. Para realizar esto se emplea una funcio´n de aptitud basada en maximi-
zar el indice de clasificacio´nes correctas, mientras que la reduccio´n del nu´mero de
prototipos a ser usados se deja a libertad del programa gene´tico desarrollado.
En el resto del cap´ıtulo se explica el enfoque propuesto para abordar el proble-
ma de clasificacio´n basada en prototipos usando PG. Adema´s, se describe el operador
para PG propuesto en esta tesis.
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4.1 Programacio´n Gene´tica de prototipos para
clasificacio´n
El enfoque propuesto en esta tesis combina la clasificacio´n basada en prototipos
con la PG. En el enfoque propuesto cada individuo del programa gene´tico consta de
un conjunto de a´rboles y cada a´rbol define un prototipo. Como se vio en la seccio´n
2.2, un prototipo es un punto en el espacio de atributos de los datos del problema
de clasificacio´n. Para el problema de clasificacio´n de N clases generamos p a´rboles
por individuo donde p ≥ N . As´ı cada individuo consiste de p puntos en el espacio
de atributos, donde cada punto tiene una etiqueta de clase, luego podemos clasificar
nuevas instancias asigna´ndoselas a la clase cuyo punto sea el ma´s cercano (como se
ilustro´ en la figura 2.2(b)).
La clase del a´rbol si la notamos como s
c
i y al prototipo inducido por este lo notaremos
como psi , la clase de la instancia xk la escribimos como yk.
Decimos que un a´rbol si clasifica una instancia x si el prototipo inducido por
este a´rbol es el ma´s cercano a dicha instancia y lo escribimos de la siguiente manera:
ρ(si,x) = 1⇔ |x− psi | < |x− psj | ∀j 6= i
Cabe notar que dada la construccio´n de este clasificador
∑
∀i ρ(si,x) = 1; ∀x ∈
X, i.e., para todos los a´rboles en un individuo solo un a´rbol clasifica a una instancia
(solo un prototipo es el ma´s cercano) y cada instancia es clasificada por un u´nico
a´rbol (siempre existe un prototipo que sera´ el ma´s cercano). Esto es importante,
pues cualquier instancia que se le presente al clasificador, sera´ clasificada siguien-
do el mismo procedimiento que todas las dema´s; es decir, no tendremos instancias
problema´ticas que no puedan ser clasificadas de la misma forma que las dema´s.
La forma de clasificar en este trabajo se basa en la idea del prototipo ma´s
cercano, luego la forma de definir distancia cobra especial intere´s en este trabajo.
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Esto implica que la nocio´n de cercan´ıa es ma´s fundamental que la nocio´n de clase
(Duin y Pacl´ık, 2006). En este trabajo se usa la distancia del coseno como funcio´n




Donde di es una instancia de nuestro conjunto y dj es un prototipo. La distan-
cia del coseno entre dos vectores mide la similaridad de e´stos, midiendo el coseno del
a´ngulo que se forma entre ellos, el coseno de un a´ngulo de dos vectores determina si
dichos vectores apuntan en aproximadamente la misma direccio´n.
En este trabajo el conjunto de terminales var´ıa dependiendo la clase del a´rbol en
cuestio´n y se define de la siguiente manera. Para un a´rbol de clase cn el conjunto de
terminales Tn es la unio´n del conjunto Qn = {xk ∈ X|yk = cn}, adema´s de la media,
varianza, desviacio´n esta´ndar, mediana y la suma de los elementos del conjunto Qn.
Qn es el conjunto de todas las instancias de clase n, y la idea de usar este conjunto
para cada clase es que, al inicializar los a´rboles con instancias pertenecientes a su
misma clase, se tendra´ un mejor punto de inicio para la bu´squeda de mejores proto-
tipos. La media tambie´n es agregada bajo estos preceptos por su gran capacidad de
clasificacio´n (Han y Karypis, 2000). La varianza, desviacio´n esta´ndar, mediana y la
suma, son agregados por su utilidad para describir una clase. Adema´s, e´stas medidas
ayudan al programa gene´tico al poder incorporarlas de forma directa a su estructura
sin la necesidad de tener que evolucionar ramas de a´rboles que realicen esta misma
funcio´n; de esta manera se incrementa la velocidad de evolucio´n hacia estas medidas
si son de utilidad, adema´s de ayudar a disminuir el taman˜o de los a´rboles.
En la figura 4.1 se ilustra la estructura de los a´rboles en el programa gene´tico pro-
puesto, su representacio´n algebraica as´ı como el prototipo que inducen.
Definimos el conjunto de operadores como F = {+, -, *, /, coseno, seno, tan-
gente, power2, power3, minT, abs}. En la tabla 4.1 se muestra la aridad de cada
operador y la operacio´n que realiza. Este conjunto de operadores es el usual (Fa-
raoun y Boukelif, 2000) (Iba et al., 2009).
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Figura 4.1: Dos a´rboles (prototipos) bajo el PG propuesto, su estructura (derecha), representacio´n
algebraica (abajo derecha) y los prototipos (A, B) inducidos por los a´rboles.
Nuestro conjunto de terminales son instancias y los operadores usados cumplen
que al operar sobre instancias regresan instancias, a esta propiedad se le conoce como
cerradura (Poli et al., 2008); esto implica que realizamos operaciones cerradas sobre
puntos en el espacio de atributos, por consiguiente, los prototipos inducidos por los
a´rboles en nuestra propuesta son puntos en el espacio de atributos.
Operador Aridad Funcio´n
+ 2 instancias Suma atributo a atributo
- 2 instancias Resta atributo a atributo
* 2 instancias Multiplicacio´n atributo a atributo
/ 2 instancias Divisio´n atributo a atributo
Coseno 1 instancia Coseno atributo a atributo
Seno 1 instancia Seno atributo a atributo
Tangente 1 instancia Tangente atributo a atributo
Power2 1 instancia Segunda potencia atributo a atributo
Power3 1 instancia Tercera potencia atributo a atributo
minT 2 instancias Menor valor atributo a atributo
Abs 1 instancia Valor absoluto atributo a atributo
Tabla 4.1: Operadores considerados en el PG propuesto
Como se menciono´ anteriormente cada individuo consiste de p a´rboles (p ≥ N),
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durante la inicializacio´n de los individuos se crean bp/Nc a´rboles por cada clase, a
los restantes p%N a´rboles a ser creados se les asigna una clase de forma aleatoria.
Esto garantiza que cada clase tenga por lo menos un a´rbol asignado y al aumentar
el valor de p el nu´mero de a´rboles por clase se mantenga equilibrado. Una vez que
se decide cuantos a´rboles tendra´ cada clase, los a´rboles son inicializados usando el
me´todo ramped half-and-half, ve´ase la seccio´n 2.3.1.
Despue´s de inicializar todos los individuos se procede a evaluar la aptitud de
los individuos y la incompetencia de los a´rboles. La aptitud de los individuos es
una combinacio´n entre la exactitud y el margen. La combinacio´n de ambas medidas
permite utilizar lo que deseamos maximizar (el nu´mero de instancias clasificadas
de forma correcta) que es medido de forma proporcional por la exactitud, sin caer
en los problemas mencionados en la seccio´n 3.6 gracias al uso del margen. La idea
del margen fue usada por Tan, Wang y Wu en (Tan et al., 2011). Esta medida de
desempen˜o gu´ıa la bu´squeda tratando de evolucionar individuos capaces de clasificar
de forma correcta las instancias en el conjunto de entrenamiento y al mismo tiempo
obtener individuos cuyos prototipos de clases diferentes este´n posicionados de tal
manera que la frontera de la teselacio´n de Voronoi (Aurenhammer, 1991) inducida
por e´stos se encuentre lo ma´s alejada posible de las instancias cercanas a la frontera.
En la figura 4.2(a) se presenta un problema de clasificacio´n de una dimensio´n, se
presentan los prototipos A y B, as´ı como la distribucio´n de las instancias de entre-
namiento de la clase A y B (en azul), y la frontera f que definen los prototipos A y
B. Cualquier instancia que caiga a la derecha de f sera´ clasificado como clase B y de
clase A si ocurre lo contrario. Para esta imagen vemos que e´stos prototipos clasifican
de manera correcta todas las instancias en el conjunto de entrenamiento. En la figu-
ra 4.2(b) se presentan los mismos prototipos, pero ahora se muestra la distribucio´n
de las instancias de prueba de la clase A (en gris). Vemos que ahora la eleccio´n de
los prototipos A y B no parece ser buena pues incurrimos en muchos errores para
clasificar las instancias de prueba de la clase A. Esta eleccio´n de los prototipos A
y B hacen que el margen de las instancias de entrenamiento de A cercanas a f sea
muy pequen˜o. En la figura 4.2(c) se usan los prototipos A’ y B y la frontera f ’, dada
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esta eleccio´n de prototipos el margen para las instancias de entrenamiento de A se
ve incrementado. Esta idea es usada ampliamente en maquinas de soporte vectorial,
para obtener mayor informacio´n sobre este algoritmo ve´ase (Hastie et al., 2009); y
ve´ase (Crammer et al., 2002) para una discusio´n ma´s detallada de la medida margen
en me´todos de clasificacio´n basados en distancia.
Figura 4.2: En la figura (a) se muestran los prototipos A y B, la frontera f y la distribucio´n de las
instancias de entrenamiento de cada clase. La figura (b) muestra la distribucio´n de las instancias de
prueba de la clase A. En la figura (c) se ilustra co´mo se mueve la frontera al cambiar el prototipo
A por A’, y como esto incrementa el margen de las instancias de A, as´ı como clasifica mejor las
instancias del conjunto de prueba.
El margen se calcula de la siguiente manera:
Margen = 1/M ∗
∑
∀m
(cos(pi, xm)− cos(pj, xm))
Donde M es el nu´mero de instancias en el conjunto de entrenamiento, pi es el pro-
totipo ma´s cercano a xm que no tiene la misma clase que xm, pj es el prototipo ma´s
cercano a xm de su misma clase.
La funcio´n de aptitud usada en este trabajo:
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Aptitud = Exactitud+Margen
Notese que esta funcio´n no toma en cuenta el nu´mero de prototipos que tiene
cada individuo, luego bajo este precepto un individuo con 100 prototipos es bajo esta
funcio´n igual que un individuo con 10 prototipos siempre y cuando ambos tenga el
mismo valor de aptitud. Dejando el trabajo de reducir el nu´mero de prototipos a los
operadores gene´ticos implementados.
En computacio´n evolutiva se busca evolucionar a nuestros individuos hasta ob-
tener el mejor individuo; esta evolucio´n de los individuos se logra modificando parte
del individuo y tratando de encontrar mejores individuos con cada modificacio´n. El
problema es que se desconoce que parte del individuo conviene modificar, ya que
el cambio que se realiza puede borrar genes del individuo que sean los responsables
del buen comportamiento de ese individuo. Si se supiera que partes del individuo
son responsables de esto, se podr´ıa instruir a nuestro algoritmo que modifique estas
partes en menor proporcio´n, evitando as´ı destruir genes importantes de nuestros
individuos. En este trabajo nuestros individuos se conforman de un conjunto de
a´rboles, esto nos da la oportunidad de obtener una medida de desempen˜o para los
a´rboles, lo que nos da una forma de conocer que´ partes de nuestros individuos son
las encargadas de su buen comportamiento, y aquellas que no lo son. Esta medida de
desempen˜o, llamada incompetencia, es una medida a nivel a´rbol, y mide la cantidad
de clasificaciones incorrectas que realiza cada a´rbol, i.e., la cantidad de veces que
un a´rbol clasifica una instancia y esta no es de la misma clase que el a´rbol. Con la
ayuda de esta medida podemos enfocar el uso de nuestros operadores para modificar
aquellos a´rboles dentro de nuestros individuos que son responsables por clasificar de
manera incorrecta a las instancias en el conjunto de entrenamiento.
Una vez evaluados todos los individuos se ordenan de acuerdo a su aptitud
y los mejores se consideran los individuos e´lite, este es el conjunto de individuos
que pasaran intactos (sobrevivira´n) a la siguiente generacio´n. Para los individuos
a crear (nacer) restantes, se genera un nu´mero aleatorio α ∈ (0, 1) y se aplica uno
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de 4 operadores gene´ticos, mutacio´n por punto (point mutation), cruza, gran cruza
(large crossover) y mitosis. Cada uno de e´stos operadores se describe a continuacio´n.
• Gran Cruza: Realiza una cruza entre 2 individuos seleccionados usando
un proceso de torneo. Dados los 2 individuos se elige una clase aleatoriamente, una
vez obtenida e´sta, se selecciona uno de los a´rboles para cada individuo que tenga
como etiqueta la clase seleccionada, todos los a´rboles a la derecha del corte son
intercambiados con el otro individuo, en la figura 4.3 se muestra un ejemplo.
Figura 4.3: Un ejemplo de la aplicacio´n del operador gran cruza. Las figuras (a) y (b) muestran
dos individuos a los que se les aplicara el operador. Las figuras (c) y (d) muestras los individuos
resultantes de la operacio´n, en este caso se corto´ a partir de T3a y T2b. Figura tomada de (Cordella
et al., 2006b).
• Cruza: Este tipo de cruza permite el intercambio de mu´ltiples a´rboles con
la misma clase entre individuos. Se seleccionan 2 individuos usando un proceso de
torneo y una clase de forma aleatoria, para ambos individuos se escoge al menos un
a´rbol de esta clase y se intercambian entre si. En la figura 4.4 se muestra un ejemplo
de este operador.
• Mutacio´n por punto: Se selecciona de forma aleatoria un individuo, el
a´rbol a mutar se selecciona usando la incompetencia de los a´rboles. Seleccionado el
a´rbol a mutar, se selecciona al azar un nodo, si es un operador se cambia por otro
operador de la misma aridad, si es un nodo terminal se cambia por otro elemento
del conjunto de terminales. Este paso se realiza H veces, donde H es un porcentaje
del nu´mero de nodos del a´rbol a mutar.
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Figura 4.4: Un ejemplo de la aplicacio´n del operador Cruza. Las figuras (a) y (b) muestran
dos individuos a los que se les aplicara el operador. Las figuras (c) y (d) muestran los individuos




2 generando individuos de longitud
diferente a la de sus padres.
El operador mitosis es otra contribucio´n de este trabajo y por tanto se describe
en una seccio´n individual, ve´ase la seccio´n 4.2.
La principal ventaja de usar operadores como cruza, gran cruza y mitosis (des-
crito en la siguiente seccio´n) es que permiten a los individuos variar el nu´mero de
prototipos para cada clase. Esto a su vez le permite al programa gene´tico poder
clasificar de forma correcta conjuntos de datos con estructuras complicadas que no
puedan ser clasificadas correctamente con pocos prototipos. Suponga un problema
de clasificacio´n de 2 clases como el presentado en la figura 4.5. Para este problema
cada clase tiene dos subclases y se puede apreciar que utilizar solo 2 prototipos no
lograra obtener ma´s del 50 % de clasificaciones correctas. Un me´todo de generacio´n
de prototipos que genere un nu´mero predefinido de prototipos tendra´ problemas pa-
ra clasificar este conjunto si no se conoce desde antes que las clases en este conjunto
tienen esta particularidad. Como en general no se conoce la distribucio´n de las clases
con anterioridad cualquier conjunto con estas caracter´ısticas causar´ıa problemas a
este tipo de me´todos. Mientras nuestro me´todo se distingue por poder variar el nu´me-
ro de prototipos generados, lo que le permite poder encontrar de forma automa´tica
el nu´mero de prototipos necesarios para clasificar a cada subclase.
Tambie´n con ayuda del la medida de incompetencia, sera´n los prototipos que
tengan un mal desempen˜o en los individuos los que tiendan a ser operados, permi-
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Figura 4.5: Distribucio´n de instancias en un problema de 2 clases, cada clase presenta 2 subclases.
Clase 1 puntos en azul, clase 2 puntos en rojo.
tiendo reducir o incrementar el nu´mero de prototipos en un individuo al deshacerse
de prototipos que no realizan un aporte al clasificador o introduciendo prototipos
clave con los que antes no se contaba.
4.2 Mitosis
Este operador esta´ basado en el proceso de la mitosis. La mitosis es el proceso
en el cual las ce´lulas de un individuo se replican, en este proceso una ce´lula genera
dos ce´lulas hijas que tienen su mismo material gene´tico, aunque tambie´n suceden
mutaciones durante este proceso, lo que lleva a ce´lulas hijas con diferencias de su
madre. En la figura 4.6 se muestra el proceso que se lleva a cabo durante la mitosis.
Figura 4.6: Esquema que muestra de manera resumida lo que ocurre durante la mitosis.
El operador propuesto, mitosis, al igual que el proceso del cual se toma la idea
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actu´a no sobre los individuos, sino sobre las ce´lulas que lo componen, en nuestro
caso los individuos son conjuntos de a´rboles y nuestras ce´lulas son a´rboles. Este
operador selecciona un individuo a operar por medio de torneo, para cada a´rbol
de este individuo se calcula el nu´mero de instancias que dicho a´rbol clasifica como
pertenecientes a su clase y no lo son (falsos positivos) i.e. para el a´rbol si se calcula
la tasa de clasificacio´n erro´nea obtenida de la siguiente manera:
TCEi = |{x|ρ(xk, si) = 1; yk 6= sci})|
Donde recordemos que
ρ(si,xk) = 1⇔ |xk − psi | < |xk − psj | ∀j 6= i
yk es la clase de la instancia xk y s
c
i es la clase del a´rbol si.
El a´rbol elegido (so) para aplicar el operador es aquel con la mayor tasa de
clasificacio´n erro´nea. Seleccionado el a´rbol so, se obtiene el conjunto para cada clase
n: Rn = {x|ρ(xj, so) = 1; yj = cn} esto es, el conjunto de las instancias clasificadas
por el a´rbol so de la clase n. En la figura 4.7(a) se muestra el a´rbol si y las tres
clases diferentes que predice, |Rrombo| = 4, |Rcirculo| = 4, |Rcuadrado| = 3. Las dos
clases cuyo conjunto Ri tiene mayor cardinalidad se llamara´n n1, n2, para cada una
de ellas se genera un nuevo a´rbol con clase n1 y n2 de la siguiente manera. Se
calcula el centroide (Cen) de Rn, esto es el punto en el espacio correspondiente a la
media, atributo a atributo, de las instancias en el conjunto Rn. Adema´s se calcula el
vector (Dn) que separa al centroide (Cen) del prototipo psi , el a´rbol generado sera´ la
suma del a´rbol si y el vector Dn esto se hace para n1 y n2. En la figura 4.7(b) se
ilustra el centroide y el vector de separacio´n; en la figura 4.7(c) se muestran los dos
prototipos generados. Por u´ltimo se decide si los a´rboles generados se insertara´n en
el individuo o si e´stos remplazara´n a a´rboles ya existentes. Esto se decide calculando
para cada a´rbol en el individuo con la misma clase que el a´rbol generado el nu´mero
de clasificaciones |{x|ρ(sn,x) = 1}| que realiza cada a´rbol y se elige el que menor
nu´mero de clasificaciones realice. Si este valor es menor que un para´metro el a´rbol
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es remplazado por el a´rbol generado, si no, el a´rbol generado es insertado en el
individuo.
Figura 4.7: 4.7(a) muestra los ejemplos predichos por el prototipo inducido por el a´rbol S1. 4.7(b)
muestra los centroides Cei, Cej y el vector que separa al prototipo con el centroide. 4.7(c) Muestra
los prototipos generados (Ari, Arj).
En la figura 4.7 se puede apreciar el funcionamiento del operador propuesto,
mientras que en la figura 4.8 se muestra como el a´rbol es modificado.
Figura 4.8: A´rbol original y como es modificado para inducir el prototipo deseado.
El operador es presentado en el algoritmo 5, este operador funciona como un
operador de intensificacio´n, intentando mejorar la solucio´n seleccionada de forma
local al crear dos a´rboles que tendera´n a clasificar correctamente la prediccio´n que,
el a´rbol operado antes hac´ıa de forma incorrecta. Esto es fa´cil de ver pues el prototipo
inducido por al menos uno de los dos nuevos a´rboles es el centroide de las instancias
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(de una misma clase) clasificadas incorrectamente por este a´rbol. Por ende este nuevo
prototipo ahora clasificara´ de forma correcta algunas de estas instancias.
Otra ventaja importante de este clasificador es la de ayudar al PG cuando se
tienen pocos prototipos que clasifican la mayor cantidad de instancias (como podr´ıa
pasar durante las primeras generaciones en que la inicializacio´n de forma aleatoria de
los individuos creo´ muchos prototipos muy alejados de los datos y unos pocos cerca
de e´stos); este operador puede poner en buen camino individuos de esta naturaleza
creando prototipos ma´s cercanos a los datos, permitiendo que los otros operadores
usados sean significantes y no se convierta solamente en una bu´squeda aleatoria.
En el siguiente cap´ıtulo se reportan resultados experimentales del uso del pro-
grama gene´tico propuesto en diversas tareas de clasificacio´n.
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Algorithm 5 Mitosis
Seleccionar individuo I1 usando torneo.
for si ∈ I1 do
TCEi = |{x|ρ(xj, si) = 1; yj 6= sci})|
end for
so = argmax∀i(TCEi)
for n=1 a N do
Rn = {x|ρ(xj, so) = 1; yj = cn}
end for
A las 2 clases tal que |Rn| sea mayor las llamaremos c1, c2.
a(1) = c1, a(2) = c2.
for i=1 a 2 do
R(i) = Ra(i)
Cei = Centroide(R(i)).
Di = Cei - pso .
Crear un nodo con el operador suma de aridad 2.
A un nodo hijo de este operador se le asigna el vector Di.
Al otro nodo se le asigna el a´rbol original so.
Al a´rbol generado lo llamaremos Ari y su clase sera´ a(i).
Tmpi = {s| a(i) = sch; ∀sh ∈ I1}
for ∀s ∈ Tmpi do
Num clash = |{x| ρ(sh,x ∈ X) = 1}|
end for
if min(Num clas∀h) <  then
Ari reemplaza al a´rbol con el menor nu´mero de clasificaciones.
else





En este cap´ıtulo se presentan los experimentos realizados para validar el tra-
bajo implementado en esta tesis, se describen los conjuntos de datos usados, y se
presenta una discusio´n sobre los resultados obtenidos. El cap´ıtulo esta´ organizado de
la siguiente forma, en la seccio´n 5.1 se describen las caracter´ısticas de los conjuntos
de datos usados en esta experimentacio´n. En la seccio´n 5.2 se presentan los experi-
mentos realizados para lograr ajustar los para´metros del me´todo propuesto, as´ı como
los resultados obtenidos. La seccio´n 5.3 presenta los resultados obtenidos en un gran
nu´mero de problemas de clasificacio´n, as´ı como una comparacio´n con otros me´todos
para la generacio´n de prototipos. En la seccio´n 5.4 se compara el me´todo propuesto
con algoritmos de clasificacio´n esta´ndar. Por u´ltimo la seccio´n 5.5 presenta los resul-
tados obtenidos por el clasificador propuesto en esta tesis en la tarea de atribucio´n
de autor´ıa.
5.1 Conjuntos de datos
Se realizaron experimentos con cuatro tipos de conjuntos de datos que se usa-
ron para evaluar diferentes aspectos del me´todo propuesto, los primeros se usaron
para evaluar el desempen˜o del me´todo propuesto ante distintas configuraciones de
para´metros, mientras que los restantes se usaron para evaluar su desempen˜o en pro-
blemas de clasificacio´n y para comparar el programa gene´tico con otras alternativas.
Las pruebas para la evaluacio´n de para´metros y para la comparacio´n del me´todo pro-
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puesto con te´cnicas de clasificacio´n esta´ndar (tradicionales y ampliamente usadas en
aprendizaje computacional), se realizaron usando 10 conjuntos de datos esta´ndar
de aprendizaje computacional (iris, cancer, balanza, dermatology, glass, haberman
survival, ionosphere, blood transfusion, breast, diabetes) tomados del repositorio de
aprendizaje computacional de la University of California at Irvine (UCI) (Frank y
Asuncion, 2010). En la tabla 5.1 se resumen las caracter´ısticas de estos conjuntos
de datos, es de notar que estos conjuntos no se encuentran separados en conjuntos
de entrenamiento y prueba, por lo que se realizo´ un proceso de validacio´n cruzada
de 5 pliegues (5-fold cross validation) para evaluar el desempen˜o del me´todo. La
validacio´n cruzada de k pliegues divide el conjunto de datos de forma aleatoria en k
partes de igual taman˜o, se realiza el proceso de aprendizaje (entrenamiento) usando
k-1 de las k partes, y el proceso de prueba del me´todo se realiza con la k -esima
que no fue utilizada en el paso anterior. Este proceso se realiza para cada una de
las k partes en que se dividio´ el conjunto de datos. Los k resultados obtenidos son
promediados para obtener un estimado del desempen˜o del me´todo en este conjunto
de datos.
Para la segunda etapa de evaluacio´n del me´todo propuesto se evaluo´ el desem-
pen˜o del programa gene´tico contra 25 me´todos de generacio´n de prototipos entre
los que se encuentran me´todos representativos del estado del arte as´ı como me´todos
cla´sicos. Para realizar esta experimentacio´n se hicieron pruebas con 59 conjuntos
de datos tomados del repositorio de la universidad de california (Frank y Asuncion,
2010) y del de repositorio de datos KEEL (Alcala´-Fdez et al., 2011). Los conjuntos
de datos consideraros para esta etapa de evaluacio´n fueron recopilados por Alcala´-
Fdez et al., quienes adema´s propusieron una taxonomı´a de me´todos para generacio´n
de prototipos. Dichos autores proveen estos conjuntos de datos as´ı como un marco de
evaluacio´n para me´todos de generacio´n de prototipos. En este trabajo consideramos
dicho marco de evaluacio´n para determinar co´mo se compara el me´todo propuesto
con te´cnicas de naturaleza similar. Estos conjuntos se dividen en 2 grupos, los con-
siderados como pequen˜os con menos de 2,000 instancias y aquellos como grandes,
con ma´s de 2,000 instancias ve´ase (Triguero et al., 2012) para mayores detalles. Las




Nu´mero Nu´mero de Nu´mero
Conjunto de clases atributos de instancias
1 Iris 3 4 150
2 Cancer 2 9 683
3 Balanza 3 4 625
4 Dermatology 6 34 358
5 Glass 6 9 214
6 Haberman survival 2 3 306
7 Ionosphere 2 34 351
8 Blood transfusion 2 4 748
9 Breast 6 9 106
10 Diabetes 2 8 768
Tabla 5.1: Caracter´ısticas principales de los conjuntos de aprendizaje computacional. En el resto
del cap´ıtulo usaremos los identificadores de la columna 1(ID) para hacer referencia a los distintos
conjuntos de datos.
tabla 5.2 y 5.3 muestran las caracter´ısticas de estos conjuntos.
Como se menciono previamente, una de las ventajas que se tienen al utilizar
instancias en los nodos terminales de los a´rboles es el hecho de que al aumentar
la dimensio´n de las instancias (el nu´mero de atributos) el taman˜o de los a´rboles
no crece. Lo que le permite aplicar el me´todo propuesto en conjuntos de datos
sin restricciones de dimencionalidad de estos. Aunque el me´todo desarrollado no
esta disen˜ado especialmente para este tipo de datos se desea analizar los resultados
obtenidos por nuestro programa gene´tico contra otros algoritmos especializados en
este tipo de tareas para conocer el comportamiento de nuestro me´todo en dicho
escenario. Para realizar esta experimentacio´n se decidio´ trabajar en el problema
de atribucio´n de autoria (AA). En este problema se tiene un conjunto de autores
(clases) y un conjunto de textos de entrenamiento, de los cuales conocemos al autor
de cada texto (no se consideran textos de mu´ltiples autores). El problema consiste
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Conjuntos Instancias Atributos Clases Conjuntos Instancias Atributos Clases
appendicitis 106 7 2 hepatitis 155 19 2
australian 690 14 2 housevotes 435 16 2
automobile 205 25 6 iris 150 4 3
balance 625 4 3 led7digit 500 7 10
bands 539 19 2 lymphography 148 18 4
breast 286 9 2 mammographic 961 5 2
bupa 345 6 2 monks 432 6 2
car 1728 6 4 movement libras 360 90 15
cleveland 297 13 5 newthyroid 215 5 3
zoo 101 16 7 pima 768 8 2
contraceptive 1473 9 3 saheart 462 9 2
crx 690 15 6 sonar 208 60 2
dermatology 366 33 6 spectheart 267 44 2
ecoli 336 7 8 tae 151 5 3
flare-solar 1066 11 2 tic-tac-toe 958 9 2
german 1000 20 2 vehicle 846 18 4
glass 214 9 7 vowel 990 13 11
haberman 306 3 2 wine 178 13 3
hayes-roth 160 4 3 wisconsin 699 9 2
heart 270 13 2 yeast 1484 8 10
Tabla 5.2: Caracter´ısticas de los conjuntos pequen˜os en generacio´n de prototipos.
en, dado un nuevo texto del cual no conocemos a su autor, asignarle uno de los
autores considerados en la fase de entrenamiento. En la figura 5.1 se muestra este
proceso. No´tese que en nuestro me´todo cada texto se considera una instancia del
conjunto de datos, a este tipo de me´todos se les conoce como me´todos basados en
instancias. Existe otro enfoque que es tambie´n muy utilizado en el cual todos los
textos de un autor son combinados en un gran texto, el cual se considera una u´nica
instancia, para ma´s informacio´n sobre este otro enfoque ve´ase (Stamatatos, 2009).
Esta tarea fue elegida debido a la alta dimensionalidad de los datos (8016
atributos en el conjunto de datos de menor taman˜o considerado), adema´s de ser un
a´rea practica de intere´s, pues en los u´ltimos an˜os el internet ha facilitado generacio´n
masiva de documentos digitales y por ende tareas como deteccio´n de plagio, filtrado
de documentos y otras tareas relacionadas con seguridad han cobrado una gran
importancia. Los me´todos de atribucio´n de autoria proveen soporte para las tareas
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Conjuntos Instancias Atributos Clases Conjuntos Instancias Atributos Clases
abalone 4174 8 28 ring 7400 20 2
banana 5300 2 2 satimage 6435 36 7
chess 3196 36 2 segment 2310 19 7
coil2000 9822 85 2 spambase 4597 57 2
magic 19020 10 2 splice 3190 60 3
marketing 8993 13 9 texture 5500 40 11
nursery 12960 8 5 thyroid 7200 21 3
pageblocks 5472 10 5 titanic 2201 3 2
penbased 10992 16 10 twonorm 7400 20 2
phoneme 5404 5 2
Tabla 5.3: Caracter´ısticas de los conjuntos grandes en generacio´n de prototipos.
anteriores y muchas otras, de ah´ı la importancia de la tarea.
Para la experimentacio´n se consideraron diversos conjuntos de datos del do-
minio de AA (Stamatatos, 2009). En la tabla 5.4 se resumen las caracter´ısticas de
estos conjuntos, no´tese que el nu´mero de atributos para estos conjuntos es mucho
mayor que para los otros conjuntos utilizados de forma usual como los presentados
en las tablas 5.1, 5.2 y 5.3. Estos conjuntos de datos son procesados para obtener
un vector de valores nume´ricos que representan a los documentos y con los cuales
podemos trabajar. Una forma de representar textos mediante vectores nume´ricos es
usando n-gramas (n-grams) a nivel caracter.
En esta te´cnica se tiene un vector de taman˜o m, donde m es el nu´mero de
caracteres en el texto. Adema´s el i -esimo elemento de este vector corresponde con
el i -esimo caracter del texto. Inicialmente se consideran los primeros n elementos de
este vector, y esta cadena de caracteres es ingresada a nuestra lista de n-gramas. Pos-
teriormente se avanza un elemento en este vector, esto es, se consideran los elementos
del 2 al n+1, y la cadena formada por estos n-caracteres es agregada a nuestra lista.
Este proceso se itera hasta que ya no se puedan formar cadenas de n caracteres.
Por ejemplo, si queremos usar 3-gramas de caracteres para el inicio de este pa´rrafo
los 3-gramas obtenidos ser´ıan —En —, —n e—, — es—, —est—, —sta—, —ta —,
etce´tera. Al finalizar este proceso tendremos una lista de n-gramas. Posteriormente
se aborda un enfoque basado en la bolsa de palabras binaria explicado a continua-
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Figura 5.1: Arquitectura t´ıpica de los me´todos basados en instancias
cio´n. Nuestro vector para cada texto sera´ un vector binario de dimensionalidad |V |,
donde V es el conjunto de todos los te´rminos diferentes que ocurren en el conjunto
de documentos bajo estudio (i.e. el vocabulario). Un 1 representa que ese texto tiene
el n-grama correspondiente, y un 0 indica lo contrario, suponga que se tienen 3 textos
diferentes los cuales son “arma”, “man” y “firma” en la tabla 5.5 se describe el uso
de n-gramas para obtener el vector que representa a los documentos de caracteres.
La representacio´n basada en n-gramas de caracteres es una de las ma´s usadas para
abordar el problema de atribucio´n de autoria (Stamatatos, 2009).
5.2 Ajuste de para´metros
En computacio´n evolutiva existen un conjunto de para´metros que siempre es
necesario definir, por ejemplo: los porcentajes de aplicacio´n de cada operador gene´ti-
co; el nu´mero de individuos; y el nu´mero de generaciones. Generalmente se toman
valores que se consideran por omisio´n (Koza, 1990), pero cuando se introducen ope-
radores nuevos es necesario estudiar co´mo afectan estos operadores el desempen˜o del
programa. Luego, los para´metros ma´s importantes a definir en esta tesis son:
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XXXXXXXXXXXXXXX
Caracter´ısticas
Nu´mero Nu´mero de Instancias de Instancias
Conjunto de clases atributos entrenamiento de prueba
Poetry 6 8016 145 55
Travel 4 11581 112 60
Cricket 4 10044 98 60
CCAT 10 15587 500 500
Twitter 50 26156 4500 500
NFL 3 8620 52 45
Business 6 10550 85 90




ar rm ma an fi ir
arma 1 1 1 0 0 0
man 0 0 1 1 0 0
firma 0 1 1 0 1 1
Tabla 5.5: Vectores de datos obtenidos para 3 textos diferentes.
• las probabilidades de usar cada operador gene´tico;
• el nu´mero de individuos;
• el nu´mero de generaciones;
• el porcentaje de prototipos, con respecto al nu´mero de instancias en el conjunto
de entrenamiento, que ser´ıan usados inicialmente.
Este u´ltimo es de intere´s para este trabajo pues como los operadores usados permiten
variar el nu´mero de prototipos, el uso de pocos prototipos in´ıciales puede incurrir a
que el programa gene´tico solo evolucione individuos con un nu´mero pequen˜o de pro-
totipos, lo que hara´ dif´ıcil clasificar conjuntos de datos con subclases o estructuras
complicadas, mientras que se desea mantener el nu´mero de prototipos utilizados a
la menor cantidad posible.
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El ajuste de para´metros se realizo´ ajustando e´stos, uno a la vez, de forma se-
cuencial; esto es, primero se ajustaron todas las probabilidades de los operadores
y los valores obtenidos fueron fijados en el programa. Posteriormente se realizaron
pruebas para encontrar los mejores valores para el nu´mero de individuos y genera-
ciones, los mejores valores obtenidos de individuos y generaciones fueron fijados en
el programa. Por u´ltimo se realizo´ la experimentacio´n sobre el nu´mero de prototipos
in´ıciales, nuevamente fijando el mejor valor obtenido para este para´metro.
Se realizo´ de esta manera porque tratar de ajustar todos los para´metros a la vez
hubiera requerido de una gran cantidad de ejecuciones. En las siguientes subsecciones
se procede a explicar los experimentos realizados y las conclusiones obtenidas de
e´stos.
5.2.1 Probabilidades de operadores
La eleccio´n de las probabilidades para cada operador es de gran importancia
para el desempen˜o de este trabajo, es por esto que se realizaron pruebas con 12
configuraciones de probabilidades diferentes para cada operador. Los valores para
cada operador se variaron entre valores altos, medios, bajos y nulos, para analizar
como afectaban e´stos al desempen˜o del programa. En la tabla 5.6 se muestra la
probabilidad de elegir cada operador de acuerdo a cada configuracio´n evaluada. Para
estos experimentos se usaron 200 individuos y 50 generaciones usando un prototipo
inicial para cada clase.
En la tabla 5.7 se muestra el resultado promedio de 5 corridas para cada con-
junto usando las 12 configuraciones, e´stos resultados son los obtenidos por el mejor
individuo que el programa gene´tico evoluciona evaluados en el conjunto de prueba.
De estos resultados las dos mejores configuraciones son la 5 y 8. La configu-
racio´n 5 corresponde a un alto uso de mutacio´n por punto y bajo uso de los otros
operadores. La configuracio´n 8 en cambio presenta un alto uso del operador mitosis
y niveles bajos para los operadores de cruza y un nivel medio de mutacio´n por punto.
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XXXXXXXXXXXXXXXXConfiguracio´n
Operadores
Mutacio´n Cruza G. Cruza Mitosis
1 10 % 60 % 30 % 0 %
2 5 % 30 % 60 % 5 %
3 0 % 30 % 60 % 10 %
4 10 % 0 % 60 % 30 %
5 70 % 10 % 10 % 10 %
6 70 % 15 % 0 % 15 %
7 25 % 25 % 25 % 25 %
8 20 % 10 % 10 % 60 %
9 20 % 0 % 20 % 60 %
10 20 % 60 % 0 % 20 %
11 0 % 20 % 10 % 70 %
12 10 % 70 % 20 % 0 %
Tabla 5.6: Configuraciones de porcentajes usados para cada operador gene´tico.
Se realizo´ una prueba de rangos con signos de Wilcoxon para determinar si
los resultados de estas configuraciones ten´ıan la misma distribucio´n. El resultado
de esta prueba determino´ que no se puede rechazar la hipo´tesis nula de que las
configuraciones tienen la misma media con un nivel de significancia del 95 %. A
pesar de que no existiera una diferencia significativa, la configuracio´n 8 fue la que
obtuvo mejores resultados en la mayor cantidad de conjuntos de datos siendo la mejor
configuracio´n en 3 de e´stos, adema´s de ser la mejor configuracio´n considerando el
promedio, por lo cual se decidio´ elegir esta configuracio´n para la experimentacio´n
subsecuente.
En la figura 5.2 se muestra una gra´fica tipo boxplot para los resultados de cada
configuracio´n, donde la l´ınea dentro de las cajas es la mediana, los bordes de la
caja son los 25 y 75 percentiles y la l´ınea punteada se extiende hasta los puntos ma´s
extremos que no se consideran errores. E´stos valores fueron obtenidos estandarizando
los resultados para cada conjunto de datos.
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ID \ Conf 1 2 3 4 5 6 7 8 9 10 11 12
1 92.5 90.9 89.1 93.1 94.4 93.7 94.4 95.9 94.3 89.5 93.6 91.2
2 70.9 76.3 74.6 72.5 69.8 72.8 77.1 71.5 65.8 73.4 71.0 75.4
3 70.4 73.6 80.2 78.2 79.3 77.7 71.6 77.8 72.6 79.7 70.8 78.4
4 80.2 90.5 90.4 89.9 93.2 91.4 92.0 91.9 93.5 94.0 86.2 82.6
5 46.9 52.4 52.6 53.8 53.9 58.1 55.5 56.4 53.9 53.9 51.3 39.8
6 71.7 66.7 71.5 73.5 73.6 73.5 73.5 71.5 73.3 73.5 73.5 70.8
7 64.8 64.8 65.1 64.8 65.6 65.9 68.3 70.0 69.2 63.8 69.6 64.1
8 73.9 76.2 76.2 74.0 74.5 76.2 76.2 76.2 76.2 76.2 76.2 76.2
9 38.0 43.6 42.1 43.4 46.3 40.8 41.6 41.8 45.4 40.8 37.2 37.7
10 65.1 65.1 65.1 65.1 65.1 65.1 65.1 65.1 65.1 65.1 65.1 65.1
Promedio 67.5 70.0 70.7 70.8 71.6 71.5 71.5 71.8 70.9 71.0 69.5 68.1
Tabla 5.7: Porcentaje de exactitud de las 12 configuraciones para todas las bases de datos, se
muestra en negritas el mejor resultado de cada configuracio´n.
El uso de la exactitud estandarizada es debido a que se trabaja con diferentes
conjuntos de datos, tome por ejemplo los resultados obtenidos para el conjunto
de datos 1 y los del conjunto 5, los resultados de las 12 configuraciones para el
conjunto de datos 1 rondan entre los 89.1 % y los 95.9 %, mientras que los resultados
de las 12 configuraciones para el conjunto de datos 6 ronda entre los 39.8 % y los
56.4 %. Vemos que existe un varianza significativa entre los resultados obtenidos para
diferentes conjuntos, y para evitar conflictos debido a esta varianza entre conjuntos
se usa la exactitud estandarizada.
Es de intere´s notar que aquellas configuraciones en las que no se uso el opera-
dor propuesto (mitosis) en esta tesis fueron las que tuvieron peores resultados, estas
son las configuraciones 1 y 12 que adema´s se caracterizan por tener valores bajos de
mutacio´n. Ve´ase tambie´n como la configuracio´n 2 utiliza valores bajos de mutacio´n
y mitosis, mientras la configuracio´n 3 aumenta el valor de la mitosis al eliminar el
de la mutacio´n, en este caso la configuracio´n 3 obtiene mejores resultados que los
obtenidos por la configuracio´n 2. Es interesante ver que los resultados obtenidos con
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Figura 5.2: Gra´fica de boxplot para las 12 configuraciones contra la exactitud ponderada.
las configuraciones 5, 6, 7, 8, 9 y 10 son las seis mejores configuraciones, en dos de las
cuales (5 y 6) se presenta el alto uso de la mutacio´n, en las configuraciones 8 y 9 se
tiene un alto uso del operador mitosis, mientras que la configuracio´n 7 presenta un
uso medio para todos sus operadores, y por u´ltimo la configuracio´n 10 presenta un
elevado uso del operador cruza. Analizando las otras 6 configuraciones (1, 2, 3, 4, 11
y 12) vemos que su principal caracter´ıstica es el alto uso de los operadores de cruza
o gran cruza, donde solo la configuracio´n 11 utiliza niveles elevados de mitosis. Esto
nos lleva a concluir que aunque el uso del operador mitosis ayuda a obtener mejores
resultados, es necesario el utilizar el operador mutacio´n en conjunto con e´ste para
obtener los mejores resultados. Este resultado no es del todo sorprendente si se ana-
liza la naturaleza de los operadores empleados. El operador mitosis desempen˜a en
cierta medida el de una bu´squeda de especificacio´n al modificar los a´rboles buscando
mejorar inmediatamente la solucio´n actual. En cambio el operador mutacio´n realiza
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una bu´squeda de diversificacio´n modificando los a´rboles de tal manera que permi-
te explorar el uso de nuevos prototipos. Mientras que ambos operadores de cruza
empleados no modifican los a´rboles si no que solo los intercambian entre individuos.
5.2.2 Individuos y generaciones
Despue´s de fijar las probabilidades para cada operador, el determinar el nu´mero
de individuos y generaciones se vuelve lo ma´s esencial, en la literatura se sugiere usar
la mayor cantidad posible de individuos, mientras que se recomienda un nu´mero
pequen˜o de generaciones (Koza, 1990).
Para fijar e´stos valores se realizaron pruebas con los 10 conjuntos de datos antes
mencionados, se realizaron pruebas variando el nu´mero de individuos con valores de
10, 25, 50, 100 y 200, as´ı como variando el nu´mero de generaciones con valores de 10,
25, 50, 100 y 200, se hicieron 5 corridas para cada configuracio´n posible de individuos
y generaciones; los resultados presentados son el promedio de estas 5 corridas. La
exactitud estandarizada es calculada igual que en la seccio´n anterior.
En la figura 5.3 se observa un gra´fico del nu´mero de generaciones contra la exac-
titud estandarizada en el conjunto de datos de prueba y entrenamiento promediada
para 5 corridas sobre los conjuntos de datos 1 al 10.
En la figura podemos observar que el algoritmo en verdad evoluciona las solu-
ciones in´ıciales a mejores soluciones, pero no existe evidencia sobre la cantidad de
generaciones que es ma´s conveniente utilizar, mientras que en el conjunto de prueba
se obtuvieron los mejores resultados para 50 y 200 generaciones, en el conjunto de
entrenamiento las mejores soluciones se obtuvieron con 200 generaciones y pareciera
que al incrementar el nu´mero de generaciones mejorar´ıa el valor de la exactitud. Los
resultados en el conjunto de entrenamiento no son de extran˜ar y forman parte de
la naturaleza del aprendizaje computacional; una solucio´n lo suficientemente com-
pleja es capaz de memorizar todo el conjunto de entrenamiento, pero puede fallar
totalmente en el conjunto de prueba, piense en un estudiante que se memoriza todos
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las respuestas de la tarea, pero en el examen al ser diferentes ejercicios no puede
contestar ninguno, a este feno´meno se le conoce como sobreajuste ve´ase la seccio´n
3.6.
Figura 5.3: Como var´ıa la exactitud estandarizada en el conjunto de entrenamiento y prueba
conforme aumenta el nu´mero de generaciones.
En la figura 5.4 se muestra una gra´fica del nu´mero de individuos contra la
exactitud estandarizada en el conjunto de prueba y entrenamiento promediada para
5 corridas sobre los conjuntos de datos 1 al 10. Se ve como al aumentar el nu´mero
de individuos el clasificador obtenido por el programa gene´tico tiende a ser mejor
para ambos conjuntos.
Esto es bastante intuitivo, pues al tener una mayor cantidad de individuos
permite explorar mayor parte del espacio de soluciones lo que repercute directamente
en tener ma´s posibilidades de obtener mejores soluciones. Una de las caracter´ısticas
de las soluciones iniciales es que son menos complejas que las soluciones que han sido
generadas a trave´s de los operadores gene´ticos. Al aumentar el nu´mero de soluciones
iniciales se evita enfocar todo el proceso de bu´squeda en unas pocas soluciones, esto
u´ltimo llevar´ıa a utilizar los operadores gene´ticos constantemente en estas pocas
soluciones por ende hacie´ndolas muy complejas.
Combinando los resultados de ambos experimentos podemos concluir que los
operadores gene´ticos utilizados en este trabajo son capaces de mejorar las soluciones
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Figura 5.4: Como var´ıa la exactitud estandarizada en el conjunto de prueba y entrenamiento
conforme aumenta el nu´mero de individuos.
iniciales, pero tambie´n son sensibles al sobreajuste. Mientras que el uso de una mayor
cantidad de individuos ayuda a disminuir el impacto que se tiene en el sobreajuste.
La figura 5.5 presenta un gra´fico de intensidad de color, en el cual se grafican
todas las configuraciones de nu´mero de individuos contra nu´mero de generaciones,
en la gra´fica el color representa la exactitud estandarizada, y entre ma´s oscuro sea,
mayor es la exactitud. En esta figura vemos que la mejor configuracio´n nu´mero de
individuos / nu´mero de generaciones es usando 200 individuos y 50 generaciones.
Esta sera´ la configuracio´n de individuos y generaciones que se usara´n para el resto




10 25 50 100 200
10 -0.88 -0.29 0.19 0.32 0.65
25 -1.34 -0.27 0.14 0.63 0.84
50 -1.07 -0.09 -0.12 0.38 0.89
100 -1.36 -0.33 0.44 0.37 0.88
200 -1.04 0.09 0.38 0.17 0.40
Tabla 5.8: Exactitud estandarizada de individuos contra generaciones.
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Figura 5.5: Gra´fico de colores de individuos vs generaciones.
5.2.3 Porcentaje de prototipos iniciales
Determinar el porcentaje de prototipos in´ıciales es de vital importancia pa-
ra este trabajo, pues en general no se conoce si en los conjuntos de datos existen
subclases de forma apriori; esto puede llevar a tener individuos que utilizan solo un
prototipo para clasificar una clase con subclases, lo cual tendra´ como consecuen-
cia que el programa gene´tico sacrifique el clasificar correctamente algunas de estas
subclases. Por esta razo´n es importante tener un nu´mero considerable de prototipos
in´ıciales. La otra cara de la moneda es utilizar demasiados prototipos iniciales que
existan prototipos que no realicen ningu´n aporte a la clasificacio´n de las instancias,
y que sean mas de los que los operadores gene´ticos del algoritmo desarrollado pue-
dan reducir a buenos niveles. Esto ademas hace que el proceso de evaluacio´n de la
aptitud de los individuos sea ma´s lenta. En esta seccio´n solo se analiza como mejora
la exactitud al aumentar el nu´mero de prototipos iniciales.
Se busca que el nu´mero de prototipos sea menor al nu´mero de instancias en la
base de datos, lo que permite usar menor cantidad de memoria y tiempo de co´mputo
para realizar los ca´lculos pertinentes para clasificar una instancia nueva. Por esta
razo´n en lugar de determinar un nu´mero arbitrario de prototipos, se decidio´ probar
con porcentajes del nu´mero de instancias en el conjunto de entrenamiento, i.e., si el
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taman˜o del conjunto de entrenamiento es de 500 y se usa un porcentaje inicial del
10 %, se procedera´ a inicializar los individuos con 50 prototipos cada uno, distribuidos
de la forma presentada en la seccio´n 4.1.
Se realizaron pruebas para los siguientes porcentajes: 0 %, 2.5 %, 5 % y 10 %,
haciendo 5 corridas para las 10 bases de datos ya mencionadas, con 0 % utilizamos
un prototipo por clase. Los resultados se resumen en la tabla 5.9.
PPPPPPPPPPPPP
Porcentajes
0 % 2.5 % 5 % 10 %
Conjunto
1 93.73 % 95.87 % 89.73 % 95.87 %
2 51.50 % 86.63 % 87.06 % 89.23 %
3 80.99 % 89.34 % 88.22 % 86.82 %
4 91.67 % 92.73 % 93.12 % 92.95 %
5 61.84 % 55.20 % 59.95 % 60.61 %
6 72.87 % 73.00 % 73.59 % 73.00 %
7 68.62 % 74.47 % 77.32 % 79.36 %
8 73.70 % 76.20 % 76.20 % 76.25 %
9 43.95 % 44.53 % 47.17 % 44.52 %
10 62.38 % 65.05 % 65.10 % 64.92 %
promedio 70.12 % 75.30 % 75.74 % 76.35 %
Tabla 5.9: Porcentaje de exactitud para las 4 configuraciones de porcentajes usados, en negritas
se presenta el mejor resultado para cada conjunto.
Se realizo´ una prueba de Wilcoxon para pares de porcentajes, esto es, se
realizo´ una prueba para los resultados obtenidos para los porcentajes de 0 % y 2.5 %,
0 % y 5 %, 0 % y 10 % y as´ı para todas las combinaciones posibles. La hipo´tesis nula
para estas pruebas es que ambos resultados vienen de una distribucio´n con medias
iguales, contra la alternativa que no tienen la misma media (i.e. una es ma´s grande
que la otra). En la tabla 5.10 se presentan los resultados de e´stos experimentos para
todas las combinaciones 2 a 2 posibles.
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0 vs 2.5 0 vs 5 0 vs 10 2.5 vs 5 2.5 vs 10 5 vs 10
Valor de P 0.0014 0.00066 0.000063 0.7834 0.3948 0.5734
Conclusio´n rechazar rechazar rechazar no rechazar no rechazar no rechazar
Tabla 5.10: Pruebas de Wilcoxon para todas las combinaciones 2 a 2 de posibles porcentajes de
prototipos iniciales.
De e´stos resultados podemos ver que para todos los experimentos en que se
prueba la configuracio´n de 0 % siempre se rechaza la hipo´tesis nula de que ambas
medias son iguales, con e´stos resultados y los de la tabla 5.9 concluimos que el uso
de ma´s de un prototipo inicial representa un incremento estad´ısticamente signifi-
cativo. Mientras que no existen diferencias estad´ısticamente significativas entre los
resultados cuando se usan diferentes porcentajes de prototipos extra. Aunque no es
estad´ısticamente significativo, la configuracio´n de 10 % fue la que obtuvo los mejores
resultados por eso sera´ el nu´mero de prototipos iniciales que usaremos en lo sucesivo.
En PG tradicional existe el problema conocido como bloat (inflacio´n) en el que
los a´rboles crecen tanto que se vuelven computacionalmente intratables; por la na-
turaleza de nuestros operadores en el trabajo propuesto no se tiene este problema.
Sin embargo, el nu´mero de a´rboles (prototipos) en nuestros individuos puede crecer
sin control, llevando a problemas similares a aquellos que se presentan con el bloat.
Durante los experimentos realizados para definir estos para´metros se presentaron
individuos cuyo nu´mero de a´rboles crec´ıa demasiado, haciendo muy lenta la opti-
mizacio´n en el programa gene´tico. Para evitar esos problemas en la PG tradicional
existen te´cnicas como la poda (prune) en la cual se reduce el taman˜o de los a´rboles al
cambiar nodos no-terminales por nodos terminales. En este trabajo se propone una
idea similar “tala”, en la que se eliminan a´rboles que no son u´tiles para el bosque
(individuo). En la siguiente subseccio´n se presentan esta estrategia y los resultados
obtenidos con su uso.
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5.2.4 Tala
Como se ha venido trabajando, el programa gene´tico desarrollado en esta tesis
es un me´todo de generacio´n de prototipos, hasta ahora fuera de la eleccio´n del
nu´mero de prototipos iniciales, la reduccio´n del conjunto de prototipos se ha dejado
como tarea para los operadores gene´ticos implementados en el programa gene´tico.
Es de especial intere´s recordar que la funcio´n de aptitud empleada en esta tesis se
basa en la exactitud y el margen, esto implica que el programa gene´tico no tendr´ıa
ninguna preferencia por un individuo con 100 prototipos y otro con 10, siempre y
cuando ambos tuvieran el mismo valor de aptitud. Los resultados en reduccio´n del
nu´mero de prototipos hasta ahora, aunque no han sido reportados han demostrado
ser buenos. Sin embargo, considerando los problemas que se comentaron al final de la
seccio´n 5.2.3 se decidio´ implementar una estrategia que ayudara a reducir el nu´mero
de prototipos en cada individuo a la vez que evitara una disminucio´n en la exactitud
obtenida por el programa gene´tico.
Esta estrategia la denominamos como tala. En esta estrategia cada cierto nu´me-
ro de generaciones se verifica el nu´mero de predicciones que realiza cada a´rbol, si
este a´rbol tiene menos de 2 predicciones (ya sean correctas o incorrectas) el a´rbol es
eliminado a menos que sea el u´nico a´rbol restante de su clase, pues de otra forma
nuestro programa gene´tico no tendr´ıa ninguna manera de generar un nuevo prototi-
po para esta clase. De esta forma se eliminan a´rboles que no aporten utilidad a los
individuos y ayuda a evitar los problemas de sobrepoblacio´n.
Se realizo´ experimentacio´n para analizar las consecuencias del uso de esta es-
trategia sobre la exactitud alcanzada. Para esto se decidio´ usar la estrategia de tala
usando los mismos porcentajes de prototipos iniciales que los de la seccio´n 5.2.3.
Esto es, la cantidad de prototipos que se generaran por individuo dependera´ de un
porcentaje con respecto al nu´mero de instancias en el conjunto de entrenamiento,
estos porcentajes son del 2.5 %, 5 % y 10.
Se realizaron pruebas de Wilcoxon comparando mismos porcentajes de prototi-
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pos iniciales usando el paso de remover a´rboles contra los de no hacerlo, obtenidos en
la seccio´n 5.2.3 Esto es, se compararon los resultados del 2.5 % obtenidos empleando
la tala contra los resultados obtenidos usando el 2.5 % sin usar esta estrategia, y las
mismas pruebas respectivamente para 5 % y 10 %.
En la tabla 5.11 se resumen los resultados de estas pruebas, de estos resultados
concluimos que no existe una diferencia significativa entre las medias de los resultados
obtenidos empleando la estrategia de tala, contra no usarla.
2.5 vs 2.5 5 vs 5 10 vs 10
Valor de P 0.9361 0.7699 0.8152
Conclusio´n no rechazar no rechazar no rechazar
Tabla 5.11: Pruebas de Wilcoxon comparando mismos porcentajes de prototipos in´ıciales usando
el paso de remover a´rboles contra no hacerlo.
En la tabla 5.12 se muestra la comparacio´n de los resultados obtenidos para
los diferentes porcentajes usando y sin usar la tala. Aunque la diferencia no sea
significativa los resultados obtenidos usando la tala son un ligeramente mejores que
los obtenidos sin usarse. Aun ma´s importante el nu´mero promedio de prototipos
disminuye de forma considerable y el tiempo de correr el programa gene´tico mejora
significativamente usando esta estrategia y se evitan los problemas de sobrepobla-
cio´n.
Como se probo anteriormente el uso de la estrategia tala ayuda en una pequen˜a
medida a incrementar la exactitud en el conjunto de prueba obtenida por nuestro
algoritmo. Luego, es de intere´s analizar como cambia el nu´mero de prototipos al ir
pasando las generaciones, poder ver el efecto que causa esta estrategia en el nu´mero
de prototipos, ademas de como afectan los operadores gene´ticos. Para esto se incluye
en la figura 5.6 un gra´fico que presenta el nu´mero de prototipos promedio para
cada generacio´n, esta figura presenta los resultados obtenidos para una corrida del
conjunto de datos iris.
En esta figura se observa como en la generacio´n 5 (cuando entra en efecto el
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2.5 % 2.5 % Tala 5 % 5 % Tala 10 % 10 % Tala
1 95.87 % 94.40 % 89.73 % 93.87 % 95.87 % 97.07 %
2 86.63 % 86.99 % 87.06 % 87.64 % 89.23 % 89.32 %
3 89.34 % 89.66 % 88.22 % 88.58 % 86.82 % 87.01 %
4 92.73 % 89.18 % 93.12 % 91.28 % 92.95 % 92.16 %
5 55.20 % 61.50 % 59.95 % 63.00 % 60.61 % 64.05 %
6 73.00 % 73.65 % 73.59 % 73.39 % 73.00 % 73.45 %
7 74.47 % 75.72 % 77.32 % 75.71 % 79.36 % 78.23 %
8 76.20 % 76.20 % 76.20 % 76.34 % 76.25 % 76.47 %
9 44.53 % 42.53 % 47.17 % 44.54 % 44.52 % 43.80 %
10 65.05 % 65.12 % 65.10 % 65.07 % 64.92 % 65.15 %
Tabla 5.12: Resultados comparando mismos porcentajes de prototipos in´ıciales usando el paso de
remover a´rboles contra no hacerlo. En negritas se presenta el mejor resultado para cada conjunto
de datos.
uso de la estrategia tala) el nu´mero de prototipos promedio decrece drama´ticamente,
mientras que las siguientes generaciones mu´ltiplos de 5 la disminucio´n ya no es tan
dra´stica.
Adema´s se observa el efecto de los operadores gene´ticos que durante las gene-
raciones 5 a 10 disminuyen aun mas el nu´mero de prototipos promedio, mientras que
en las generaciones 25 a 35 buscan incrementar este nu´mero. Tambie´n se puede ob-
servar como durante la generacio´n 30, la estrategia tala no elimina ningu´n prototipo,
pues todos eran u´tiles para el clasificador en ese momento.
En la tabla 5.13 se resumen los para´metros obtenidos con las pruebas des-
critas en esta seccio´n. Esta configuracio´n de para´metros se usara´ en el resto de la
experimentacio´n.
Mutacio´n Cruza Gran Cruza Mitosis Ind. Generaciones P. in´ıciales
20 % 10 % 10 % 60 % 200 50 10 %
Tabla 5.13: Configuracio´n final de los para´metros del PG
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Figura 5.6: Se presenta el efecto de la estrategia tala, as´ı como los cambios que
5.3 Experimentacio´n en generacio´n de
prototipos
Esta seccio´n describe experimentos y resultados del uso del programa gene´tico
en la tarea de generacio´n de prototipos, utilizando para esto el marco de evaluacio´n
propuesto por (Triguero et al., 2012). El objetivo de este experimento es comparar
el desempen˜o del me´todo propuesto permitiendo poder clasificarlo tanto en te´rminos
de reduccio´n del conjunto de prototipos generados, as´ı como en poder de clasificacio´n
contra un gran nu´mero de tA˜ c©cnicas representativas del estado del arte, as´ı como
me´todos cla´sicos que abordan esta misma tarea desde una perspectiva diferente. Esta
experimentacio´n se realizo´ sobre los conjuntos de datos definidos en la tabla 5.2 y
5.3, para ambos conjuntos se realizo un proceso de validacio´n cruzada de 10 pliegues,
los 10 resultados son promediados para obtener el desempen˜o del programa gene´tico.
En esta fase de experimentacio´n es de nuestro intere´s analizar como se desempen˜a
el programa gene´tico desarrollado ante me´todos del estado del arte en generacio´n
de prototipos. En esta a´rea de aplicacio´n las medidas de desempen˜o esta´ndar son
la exactitud en el conjunto de prueba, y el porcentaje de reduccio´n. Esta ultima se
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mide como 1 menos el cociente del nu´mero de prototipos generados y el nu´mero de
instancias en el conjunto de entrenamiento.
Cabe mencionar que no se presentan los resultados de obtenidos con la medida Kappa
y los tiempos de ejecucio´n que se presentan en (Triguero et al., 2012), pues en este
mismo articulo se concluye que la medida Kappa y la exactitud son muy similares.
El tiempo de computo no se incluye pues las diferentes velocidad de procesamiento
en las maquinas en que se realizaron las pruebas hacen que estos valores no sean
comparables. Siguiendo el esquema de evaluacio´n propuesto por (Triguero et al.,
2012), primero de evalu´a y compara el me´todo propuesto en conjuntos de datos
pequen˜os y posteriormente se presenta el ana´lisis en conjuntos de datos grandes,
ve´ase la seccio´n 5.1.
5.3.1 Conjuntos pequen˜os
En la tabla 5.14 se presentan los resultados obtenidos para los conjuntos de-
nominados como pequen˜os (nu´mero de instancias menor a 2,000), en esta tabla se
presenta el promedio de los resultados obtenidos sobre todos los conjuntos de datos.
Se reportan resultados obtenidos con el me´todo propuesto, as´ı como los resultados
obtenidos por los 25 me´todos para generacio´n de prototipos consideraros en el estu-
dio de (Triguero et al., 2012). Se reporta la exactitud promedio de entrenamiento,
de prueba y el porcentaje de reduccio´n del conjunto de datos original. No´tese que
los resultados de cada columna esta´n ordenados de acuerdo al desempen˜o de los
me´todos.
Como puede observarse en la reduccio´n el programa gene´tico solo logra cata-
logarse en la posicio´n nu´mero 15 con una reduccio´n del 94.87 % pero hay que notar
que solo me´todos como PSCSA y AVQ tienen una reduccio´n considerablemente su-
perior a este valor, mientras que los dema´s me´todos que se posicionan de manera
superior al programa gene´tico obtienen valores de reduccio´n que se encuentran muy
cercanos a este. Ma´s aun, de aquellos me´todos que se posicionan por arriba del PG
en la categor´ıa de reduccio´n, solo PSO logra posicionarse por arriba en la categor´ıa
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Reduccio´n Exactitud entrenamiento Exactitud prueba
PSCSA 0.9858 MCA 0.8772 GENN 0.7564
AVQ 0.9759 GMCA 0.8405 ICPL2 0.756
LVQTC 0.9551 HYB 0.8309 PSO 0.7501
MixtGauss 0.9552 ICPL2 0.8254 PG 0.7384
MSE 0.952 ENPC 0.8247 GMCA 0.7351
Chen 0.9519 PSO 0.8238 1NN 0.7326
BTS3 0.9519 GENN 0.8002 RSP3 0.7325
SGP 0.9512 RSP3 0.7924 Depur 0.7296
LVQPRU 0.9503 Depur 0.7801 MSE 0.7237
PSO 0.9491 MSE 0.7566 MCA 0.7219
VQ 0.9491 PG 0.7478 ENPC 0.7167
DSM 0.9491 1NN 0.7369 HYB 0.7153
LVQ3 0.9488 LVQTC 0.7327 LVQPRU 0.6997
PG 0.9487 LVQPRU 0.7304 LVQTC 0.6981
PNN 0.9447 SGP 0.7256 SGP 0.6949
AMPSO 0.9436 AMPSO 0.7227 MixtGauss 0.6932
MCA 0.8568 MixtGauss 0.7138 AMPSO 0.6903
ICPL2 0.8371 DSM 0.7036 DSM 0.681
RSP3 0.7329 PNN 0.7015 PNN 0.6786
ENPC 0.722 Chen 0.6964 Chen 0.677
GMCA 0.6984 LVQ3 0.6931 LVQ3 0.6763
POC 0.6071 AVQ 0.6869 PSCSA 0.6682
HYB 0.4278 PSCSA 0.6787 AVQ 0.6672
Depur 0.3531 BTS3 0.6713 BTS3 0.6626
GENN 0.1862 VQ 0.6614 VQ 0.6549
1NN 0 POC 0.6487 POC 0.6493
Tabla 5.14: Resultados para reduccio´n de la cardinalidad del conjunto de prototipos promedio,
la exactitud promedio en el conjunto de entrenamiento y prueba para los conjuntos pequen˜os.
de exactitud en la etapa de prueba.
El resultado ma´s importante de la tabla 5.14 es que nuestro programa gene´tico
se clasifica entre los primeros en exactitud en los datos de prueba, solo por debajo de
GENN, ICPL2 y PSO. Dado que el fin de cualquier me´todo de clasificacio´n es ma-
ximizar la efectividad de clasificacio´n en datos no vistos (de prueba), este resultado
muestra que el me´todo propuesto es altamente efectivo y se compara favorablemente
con la mayor´ıa de los otros me´todos basados en prototipos. No´tese que cada uno de
los me´todos con los que nos estamos comparando es un me´todo que resuelve el mis-
mo problema que el programa gene´tico propuesto y cada me´todo ha sido evaluado
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rigurosamente por sus respectivos creadores. Adema´s, dado que se ha evaluado al
programa gene´tico en una gran variedad de conjuntos de datos esta´ndar podemos
afirmar que el me´todo de clasificacio´n es robusto cuando se consideran conjuntos de
datos con pocas instancias.
Con base en estos resultados podemos concluir que el PG desarrollado en es-
ta tesis obtiene una buena posicio´n entre aquellos me´todos del estado del arte en
generacio´n de prototipos para los conjuntos pequen˜os. No obstante lo anterior, una
direccio´n inmediata para trabajo futuro es mejorar el programa gene´tico desarrollado
para posicionarlo mejor con respecto a los me´todos relacionados.
En la imagen 5.7, se muestra un gra´fico de dispersio´n sobre la exactitud pro-
medio y la reduccio´n (en porcentaje) con respecto a la cardinalidad del conjunto de
prototipos y el conjunto de entrenamiento para todos los me´todos, en esta imagen
se puede apreciar como solo PSO logra superar al PG en ambos frentes.
Figura 5.7: Gra´fica de dispersio´n de exactitud en conjunto de prueba y reduccio´n de cardinalidad
para conjuntos pequen˜os, se gra´fica la linea obtenida por el me´todo 1-NN como referencia.
PSO, ENPC y nuestro programa gene´tico se clasifican como los mejores me´to-
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dos dentro de aquellos catalogados como positioning adjustment, que se refieren a
aquellos me´todos que buscan corregir la posicio´n del conjunto de prototipos siguien-
do un proceso de optimizacio´n, mientras que nuestro programa gene´tico no logra
superar a PSO, si logra superar a ENPC tanto en reduccio´n como en exactitud en
el conjunto de prueba como puede apreciarse en la figura 5.7.
Dentro de la taxonomı´a de los me´todos de generacio´n de prototipos presentados en
la figura 3.3, se clasifica a nuestro programa gene´tico en las mismas categor´ıas que
los algoritmos ENPC y AMPSO. Como ya se menciono, nuestro programa gene´tico
logra superar a ENPC, ademas para AMPSO el programa gene´tico obtiene mejores
resultados en los frentes de reduccio´n y exactitud en los datos de prueba. Tambie´n
podemos observar que nuestro me´todo obtiene una taza de sobreajuste menor que
la obtenida por ENPC. De entre los algoritmos cla´sicos solo es GENN el que lograr
superar a nuestro programa gene´tico en te´rminos de exactitud en el conjunto de
prueba, sin embargo, GENN, obtiene los peores resultados en te´rminos de reduccio´n
(sin contar al me´todo 1-NN ), obteniendo porcentajes de reduccio´n muy bajos que
no representan una reduccio´n significativa en tiempo de procesado y uso de memoria
usando un enfoque K-NN.
Evidentemente, para los conjuntos de datos pequen˜os nuestro programa gene´ti-
co obtiene mejores resultados que los obtenidos por el clasificador 1-NN, esto quiere
decir, que ademas de realizar una reduccio´n significativa, el conjunto de prototipos
generados presenta un nivel de clasificacio´n mayor que el obtenido usando el con-
junto de entrenamiento original. Esto es, bajo un esquema de clasificacio´n 1-NN el
conjunto de prototipos obtiene un mejor resultado de clasificacio´n que si se usara el
conjunto de entrenamiento inicial. Por lo que podemos concluir que para este tipo de
conjuntos, en promedio nuestro programa gene´tico se desempen˜a de manera satisfac-
toria como un me´todo de generacio´n de prototipos al obtener un nivel de reduccio´n
significativa y mejorar el nivel de clasificacio´n que se obtiene bajo un esquema de
clasificacio´n 1-NN.
Debido a que nuestro programa gene´tico es un me´todo evolutivo, en el que al
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pasar las generaciones se busca ir mejorando a los individuos es interesante analizar
el comportamiento de la cantidad de prototipos y la exactitud en el conjunto de
prueba contra el nu´mero de generaciones. Para esto en la figura 5.8 se presentan los
resultados obtenidos para una corrida del programa gene´tico sobre el conjunto de
datos Monk, en esta figura se muestra como varia tanto la exactitud promedio, como
el nu´mero de prototipos promedio para todos los individuos en cada generacio´n
y adema´s se grafica la exactitud del mejor individuo encontrado. Notese que la
exactitud fue multiplicada por un factor de 15 para que sus valores pudieran ser
apreciados en la imagen.
Figura 5.8: Se grafican las generaciones contra la exactitud promedio (multiplicada por 15) y el
nu´mero de prototipos promedio. Adema´s se grafica la exactitud del mejor individuo encontrado.
Estos resultados son para una corrida del programa gene´tico para el conjunto de datos Monk
En esta figura podemos apreciar co´mo se incrementa la exactitud de forma
promedio mientras pasan las generaciones. Luego en promedio conforme pasan las
generaciones los individuos se vuelven mas aptos para su medio y aunque en las
primeras generaciones se logra encontrar un individuo bastante apto, durante las
Cap´ıtulo 5. Experimentacio´n 84
siguientes generaciones se siguen realizando bu´squedas para tratar mejorar a los
individuos. En esta figura tambie´n se puede apreciar como una reduccio´n significativa
en el nu´mero de prototipos no afecta ni a la exactitud promedio ni a la del mejor
individuo, con lo que se muestra lo efectiva de la estrategia tala al permitir reducir
de forma considerable el nu´mero de prototipos sin afectar la capacidad de encontrar
mejores soluciones.
Como se menciono durante el capitulo 4 cuando se presento la funcio´n de
aptitud esta funcio´n no tiene ningu´n componente que le haga preferir entre un in-
dividuo con mayor o menor nu´mero de prototipos siempre y cuando ambos tengan
el mismo valor de aptitud. Esta funcio´n fue pensada para reducir los efectos del so-
breajuste que son caracter´ısticos de los me´todos catalogados como Mixed y no para
intentar reducir el nu´mero de prototipos. Luego una preocupacio´n cuando los opera-
dores gene´ticos le dan al programa gene´tico la oportunidad de modificar el nu´mero
del prototipos en cada individuo es que e´ste solo intente incrementar el nu´mero de
prototipos por individuo sin analizar que se podr´ıan obtener los mismo o mejores
resultados disminuyendo el nu´mero de prototipos. Por esta razo´n es interesante ver
que durante las generaciones 10 a 15 se puede apreciar como los operadores gene´ticos
tambie´n ayudan a contribuir a la reduccio´n del nu´mero de prototipos, esta reduccio´n
es una combinacio´n de los operadores gene´ticos y el uso de la medida incompetencia.
Mientras que la incompetencia se encarga de detectar aquellos prototipos en cada
individuo que no proporcionan ningu´n aporte o que perjudican el factor de clasifi-
cacio´n del programa gene´tico, son los operadores los que al tener preferencia sobre
estos prototipos se desasen de ellos o posicionan nuevos prototipos en lugares que
hacen que los prototipos contraproducentes no realicen ningu´n aporte, con lo que
sera´n eliminados en la siguiente corrida de la estrategia tala.
5.3.2 Conjuntos grandes
En esta seecio´n se describen los experimentos y resultados obtenidos para los
conjuntos considerados como grandes que se presentaron en la tabla 5.3.
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Debido a problemas de tiempo, varios algoritmos no se pueden correr para los
conjuntos grandes, estos son PNN, MCA, GMCA, ICPL2 y POC pues son te´cni-
cas demasiado lentas y su tiempo de ejecucio´n aumenta ra´pidamente al aumentar
el nu´mero de instancias. En la tabla 5.15 se resumen los resultados obtenidos por
nuestro programa gene´tico, as´ı como para aquellos me´todos que no presentaron pro-
blemas de tiempo de ejecucio´n en los conjuntos de datos considerados como grandes.
En esta tabla se muestran los resultados obtenidos para la reduccio´n, exactitud en
entrenamiento y exactitud en el conjunto de prueba. Para cada una de estas cate-
gor´ıas se ordenan los me´todos de acuerdo a su desempen˜o.
Reduccio´n Exactitud entrenamiento Exactitud prueba
PSCSA 0.9988 ENPC 0.8809 GENN 0.8133
AVQ 0.998 GENN 0.8428 1NN 0.806
LVQTC 0.9975 Depur 0.825 ENPC 0.8029
MSE 0.9936 PSO 0.8158 Depur 0.8004
PG 0.9871 1NN 0.8057 PSO 0.8
SGP 0.9823 RSP3 0.7922 MSE 0.7674
BTS3 0.9801 HYB 0.7888 Chen 0.7621
Mixtgauss 0.9801 MSE 0.7759 HYB 0.7618
LVQPRU 0.9801 Chen 0.7682 RSP3 0.7556
Chen 0.9801 AMPSO 0.7436 AMPSO 0.741
LVQ3 0.9799 PG 0.7421 BTS3 0.7399
DSM 0.9799 BTS3 0.7393 PG 0.7397
VQ 0.9799 LVQPRU 0.7373 LVQPRU 0.7356
PSO 0.9799 DSM 0.7353 DSM 0.7341
AMPSO 0.9797 MixtGauss 0.7345 MixtGauss 0.7318
ENPC 0.8205 LVQ3 0.734 LVQ3 0.7318
RSP3 0.81 VQ 0.7322 VQ 0.7316
HYB 0.5727 LVQTC 0.7065 LVQTC 0.7056
Depur 0.2708 PSCSA 0.673 PSCSA 0.6707
GENN 0.1576 AVQ 0.6546 AVQ 0.6518
1NN 0 SGP 0.6162 SGP 0.6086
Tabla 5.15: Resultados para reduccio´n de la cardinalidad del conjunto de prototipos promedio,
la exactitud promedio en el conjunto de entrenamiento y prueba para los conjuntos grandes. Para
cada columna se ordena a los me´todos de acuerdo a su desempen˜o.
Aunque para este conjunto de datos el programa gene´tico se destaca en el a´rea
de reduccio´n, los resultados obtenidos en la exactitud promedio lo posicionan en
un lugar mucho ma´s bajo que en los resultados obtenidos para conjuntos pequen˜os.
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Compara´ndolo contra AMPSO y ENPC (los dos me´todos que se encuentran en
la misma taxonomı´a que el programa gene´tico desarrollado), vemos que nuestro
me´todo obtiene nuevamente mejores resultados en reduccio´n que estos me´todos,
con ENPC obteniendo valores muy bajos, mientras que los obtenidos por AMPSO
aunque menores no se alejan mucho. En cuanto a la exactitud en el conjunto de
prueba los resultados obtenidos por AMPSO solo logran superar a nuestro me´todo
por un pequen˜o margen. Mientras que los resultados obtenidos por ENPC son mucho
mejores, se puede apreciar que los resultados obtenidos por este me´todo sufren de
un mayor sobreajuste, teniendo 8 puntos porcentuales en la exactitud en el conjunto
de entrenamiento sobre la obtenida en el conjunto de prueba.
La diferencia que se obtiene en el nivel de exactitud en el conjunto de prueba
de los conjuntos grandes contra los pequen˜os no es muy sorprendente si se conside-
ran los resultados obtenidos por Crammer et. al, quienes prueban un teorema con
respecto a usar clasificacio´n basada en prototipos y una funcio´n de aptitud basada
en el margen. La prueba de este teorema trae consigo unas cuantas observaciones.
Primero que el error de clasificacio´n es independiente de la dimencionalidad de los
datos i.e. el nu´mero de atributos. Segundo, al aumentar el nu´mero de prototipos
tambie´n se aumenta la dimensio´n de VapnikChervonenkis, lo cual sugiere que tener
muchas instancias resultara´ en bajos niveles de clasificacio´n (Crammer et al., 2002).
Como se menciono previamente nuestro programa gene´tico se caracteriza por utilizar
instancias en los nodos terminales, esta estrategia tiene la desventaja que al aumen-
tar el nu´mero de instancias tambie´n aumenta el espacio de bu´squeda, haciendo ma´s
dif´ıcil encontrar buenas soluciones.
En la figura 5.9, se muestra un gra´fico de dispersio´n sobre la exactitud promedio
y la reduccio´n (en porcentaje) para todos los me´todos, ademas en la imagen 5.10 se
muestra un zoom de esta imagen para distinguir la posicio´n del programa gene´tico
desarrollado en esta tesis.
En la tabla 5.16 se muestran los resultados para la exactitud en el conjunto de
pruebas para los conjuntos grandes, se muestran los resultados obtenidos por nuestro
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Figura 5.9: Gra´fica de dispersio´n de exactitud en conjunto de prueba y reduccio´n de cardinalidad
para conjuntos pequen˜os.
Figura 5.10: Gra´fica de dispersio´n de exactitud en conjunto de prueba y reduccio´n de cardinalidad
para conjuntos pequen˜os. Realizando un zoom.
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me´todo, el me´todo 1-NN y el promedio obtenido por todos los otros me´todos. En
esta tabla se busca ilustrar que aunque nuestro programa gene´tico no obtiene los me-
jores resultados para este tipo de conjuntos, se cumple con el objetivo de generacio´n
de prototipos, esto es, se logra encontrar un subconjunto de prototipos de taman˜o
mucho menor que el nu´mero de instancias en el conjunto de entrenamiento sin que
este conjunto pierda en gran medida su poder de clasificacio´n.
En los resultados presentados en la tabla 5.16 puede verse como para los conjun-
tos banana, magic, nursery, pageblock, penbased, phoneme, ring, satimage, segment,
spambase, texture, twonorm el programa gene´tico generado obtiene valores de exac-
titud en los datos de prueba que son menores a los obtenidos por el clasificador
1-NN, esto es, usando el conjunto de prototipos generado (en lugar del conjunto
de entrenamiento) un clasificador 1-NN (como el usado por el programa gene´tico)
obtiene resultados de exactitud en los datos de prueba que son menores a los que
se obtendr´ıan si se usara el clasificador 1-NN sobre el conjunto de entrenamiento
original.
Para los conjuntos coil200, marketing, thyroid y titanic se logra conseguir
adema´s de una reduccio´n significativa en el conjunto de entrenamiento, un incre-
mento en el poder de clasificacio´n bajo un enfoque 1-NN, esto es, bajo este tipo de
enfoque de clasificacio´n si se usa el conjunto de prototipos generados en lugar del
conjunto de datos de entrenamiento, se obtiene una exactitud mayor en los conjuntos
de datos de prueba.
Esto nos dice que aunque en menor medida que en los conjuntos pequen˜os,
el me´todo desarrollado tiene la capacidad buscada en un generador de prototipos
que es aumentar la exactitud para datos no vistos de un clasificador 1-NN mientras
el nu´mero de prototipos generados es mucho menor que el nu´mero de instancias
en el conjunto de datos de entrenamiento. Ma´s aun, para aquellos conjuntos en los
que el programa gene´tico obtuvo valores de exactitud en los conjuntos de prueba
menores que los obtenidos por el clasificador 1-NN se encuentran aquellos para los
que el programa gene´tico desarrollado obtiene mejores resultados en los valores de
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exactitud en datos de prueba que los obtenidos por el promedio de los me´todos, estos
son nursery, pageblock, penbased, phoneme y ring. Hay que notar que en promedio
para todos los conjuntos considerados como grandes descritos en la tabla 5.3 solo el
algoritmo GENN logra superar los resultados obtenidos en exactitud en el conjunto
de prueba obtenidos por el clasificador 1-NN. Lo cual indica que los resultados
obtenidos por el clasificador 1-NN fueron en promedio mejor que todos los me´todos
sin contar a GENN. Con esto buscamos explicar que el programa gene´tico logra el
objetivo de la generacio´n de prototipos para varios de los conjuntos en los que se
realizaron pruebas, mientras que para los que no, lograr obtener resultados que son
mejores que los obtenidos por el promedio de todos los me´todos probados.
Promedio 1-NN GP
banana 0.8088 0.8751 0.66678
coil2000 0.8696 0.8963 0.92461
magic 0.7540 0.8059 0.73668
marketing 0.2606 0.2738 0.29412
nursery 0.5691 0.8267 0.64744
pageblock 0.8801 0.9576 0.95326
penbased 0.8701 0.9935 0.91144
phoneme 0.7916 0.8991 0.79349
ring 0.7063 0.7524 0.72801
satimage 0.8308 0.9058 0.78959
segment 0.8519 0.9662 0.62202
spambase 0.8226 0.8945 0.7566
texture 0.8814 0.9905 0.56709
thyroid 0.8512 0.9258 0.92844
titanic 0.7244 0.6075 0.78187
twonorm 0.9403 0.9468 0.807727
Tabla 5.16: Resultados para la exactitud en el conjunto de pruebas para los conjuntos grandes,
se muestran los resultados obtenidos por nuestro me´todo, el me´todo 1-NN y el promedio obtenido
por todos los otros me´todos.
Como se menciono en los resultados obtenidos para conjuntos pequen˜os es
interesante analizar el comportamiento del nu´mero promedio de prototipos por indi-
viduo as´ı como la exactitud promedio de sus individuos y el mejor individuo obtenido
hasta el momento. En la figura 5.11 se presentan los resultados obtenidos para una
corrida del programa gene´tico sobre el conjunto de datos chess, en esta imagen se
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muestra como varia tanto la exactitud promedio como el nu´mero de prototipos pro-
medio para todos los individuos en cada generacio´n y adema´s se grafica la exactitud
del mejor individuo encontrado. Notese que la exactitud fue multiplicada por un
factor de 300 para que sus valores pudieran ser apreciados en la imagen.
Figura 5.11: Se grafican las generaciones contra la exactitud promedio (multiplicada por 300) y
el nu´mero de prototipos promedio. Adema´s se grafica la exactitud del mejor individuo encontrado.
Esto para el conjunto de datos Chess
En esta figura podemos ver el comportamiento de bu´squeda del programa
gene´tico, mientras que durante las primeras 11 generaciones se realizo una bu´squeda
sin obtener grandes avances en la aptitud de sus individuos, es en las generaciones
11 a la 25 en que se crea un auge en la mejora de este valor. Tambie´n se puede
apreciar como el uso de la estrategia tala ayuda a reducir en gran medida el nu´mero
de prototipos promedio por individuo. Note que aunque el nu´mero de prototipos
iniciales fuera tan alto (320 por individuo), durante las generaciones iniciales que se
contaba con este nu´mero tan elevado no se consiguio´ una mejora en la exactitud ni
de los individuos en conjunto, ni del mejor individuo. Esto nos dice que aunque teo´ri-
camente el tener un mayor nu´mero de prototipos le permitir´ıa al programa gene´tico
realizar una mejor clasificacio´n, no es este nu´mero del que se dependa, si no de las
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ionosphe. haberman iris cancer diabetes glass breast blood derma. Balanza
survival
Neural 86.48 73.04 91.11 94.63 73.57 61.56 56.25 77.77 94.21 77.86
SVM 84.95 75.22 79.56 95.71 78.09 50.31 56.25 77.23 96.26 76.04
LB 91.81 64.57 91.56 95.80 76.17 57.81 60.63 64.11 95.70 77.86
RF 92.19 71.96 91.56 95.80 76.78 62.50 64.38 72.77 98.13 72.94
Naive 82.67 75.00 84.89 93.27 75.04 51.56 50.00 76.88 86.54 76.04
K-NN 85.90 65.87 90.67 94.93 70.09 61.88 63.75 67.05 93.83 64.17
PG 85.14 75.22 86.67 92.98 71.74 57.19 51.88 75.80 94.58 69.20
Tabla 5.17: Resultados para los me´todos de clasificacio´n comunes.
estructuras que se logren evolucionar dentro de cada prototipo. En otras palabras,
no importa la cantidad, si no la calidad.
5.4 Comparacio´n con me´todos de clasificacio´n
tradicionales
Aunque el programa gene´tico desarrollado en esta tesis no es un me´todo de
clasificacio´n esta´ndar, sino un me´todo para la generacio´n de prototipos de clasifi-
cacio´n (i.e, tiene como objetivo impl´ıcito la descripcio´n de los datos mediante un
conjunto reducido de instancias, adema´s de la capacidad de hacer clasificacio´n), se
decidio´ comparar el programa gene´tico contra otros me´todos del estado del arte y
ampliamente usados de clasificacio´n.
La experimentacio´n se realizo´ usando los 10 conjuntos de datos descritos en
la tabla 5.1. Los me´todos usados para compararnos fueron Redes neuronales (neu-
ral), ma´quina de soporte vectorial (SVM ), logitboost (LB), random forest (RF ),
clasificador Bayesiano simple (Naive) y K-NN. En la tabla 5.17 se resumen los resul-
tados obtenidos para estos conjuntos, se muestra para cada me´todo el valor promedio
obtenido sobre los 5 pliegues para cada conjunto.
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De estos resultados podemos ver como el programa gene´tico desarrollado en es-
ta tesis logra posicionarse como el mejor me´todo para el conjunto de datos Haberman
Survival, mientras que solo para el conjunto cancer se encuentra en ultimo lugar.
Si se obtiene el promedio ponderado para cada me´todo sobre todos los conjuntos
obtenemos que el me´todo desarrollado se posiciona en el quinto lugar.
Podemos ver que a pesar de que el principal objetivo del programa gene´tico
desarrollado es generar prototipos de clasificacio´n que permitan describir el conjun-
to de datos con un conjunto pequen˜o de prototipos, el programa gene´tico obtiene
resultados comparables con me´todos de clasificacio´n del estado del arte y amplia-
mente usados. El programa gene´tico no le gana a estos clasificadores usuales pero
tiene como ventajas el crear un conjunto de prototipos de clasificacio´n que es de un
taman˜o menor que el nu´mero de instancias en el conjunto de entrenamiento. Una
de las ventajas de generar prototipos de clasificacio´n es que estos se pueden usar
para la interpretacio´n de los datos. Por ejemplo, se puede decir que clase se suele
confundir con otra (cuando los prototipos son muy parecidos), que tantas subclases
puede contener una clase (analizando en nu´mero de prototipos generados por cada
clase, entre ma´s prototipos ma´s subclases podr´ıan estar presentes).
Para probar el nivel de clasificacio´n que tienen los prototipos generados por
nuestro programa gene´tico se decidio´ probar co´mo funcionaban los otros me´todos
utilizando para entrenarse, en lugar del conjunto de entrenamiento, el conjunto de
prototipos generados. Esto es, se utilizo´ el conjunto de prototipos generado por el
programa gene´tico desarrollado para entrenar a los dema´s me´todos, y se probo´ su
exactitud en el conjunto de prueba. Cabe notar que apesar que es posible utilizar el
conjunto de prototipos en lugar del conjunto de entrenamiento para todos los me´to-
dos, el conjunto de prototipos fue obtenido mediando un proceso de optimizacion
en el que se usa un enfoque 1-NN para clasificar las instancias. En las tablas 5.18 y
5.19 se presentan los resultados obtenidos para estos experimentos.
Observando los resultados obtenidos se puede ver que la clasificacio´n obtenida
por todos los me´todos (excepto K-NN ) utilizando el conjunto de prototipos gene-
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neural SVN LB
Entre Proto Entre Proto Entre Proto
ionosphere 86.48 67.81 84.95 59.24 91.81 52.95
haberman survival 73.04 64.35 75.22 53.26 64.57 60.43
iris 91.11 74.67 79.56 60.89 91.56 71.56
cancer 94.63 81.46 95.71 44.29 95.80 85.95
diabetes 73.57 65.22 78.09 69.30 76.17 55.30
glass 61.56 48.13 50.31 41.56 57.81 30.63
breast 56.25 38.13 56.25 35.63 60.63 36.88
blood 77.77 65.71 77.23 70.45 64.11 66.61
dermatology 94.21 79.63 96.26 67.48 95.70 59.81
Balanza 77.86 62.57 76.04 73.90 77.86 72.62
Tabla 5.18: Resultados para los me´todos neural network, SVN, LB utilizando el conjunto de
entrenamiento o el conjunto de prototipos para entrenarse, la exactitud mostrada se obtiene sobre
el conjunto de pruebas.
RF Naive K-NN
Entre Proto Entre Proto Entre Proto
ionosphere 92.19 51.43 82.67 49.33 85.90 85.14
haberman survival 71.96 67.39 75.00 59.57 65.87 75.22
iris 91.56 76.89 84.89 56.00 90.67 86.67
cancer 95.80 82.54 93.27 44.59 94.93 92.98
diabetes 76.78 61.48 75.04 63.30 70.09 71.74
glass 62.50 46.56 51.56 39.06 61.88 57.19
breast 64.38 46.88 50.00 32.50 63.75 51.88
blood 72.77 68.57 76.88 67.50 67.05 75.80
dermatology 98.13 74.95 86.54 72.34 93.83 94.58
Balanza 72.94 70.27 76.04 62.35 64.17 69.20
Tabla 5.19: Resultados para los me´todos RF, Naive Bayes, K-NN utilizando el conjunto de
entrenamiento o el conjunto de prototipos para entrenarse, la exactitud mostrada se obtiene sobre
el conjunto de pruebas.
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rados es en promedio menor que la obtenida cuando se usan todos los datos. Como
se menciono este resultado no es del todo asombroso, puesto que el conjunto de
prototipos esta disen˜ado bajo un enfoque 1-NN. Esto hace que estos prototipos se
posicionen de tal manera que se optimice el nivel de clasificacio´n obtenido utilizando
un enfoque 1-NN. Es de destacar sin embargo que el me´todo K-NN logra obtener
un beneficio al utilizar el conjunto de prototipos sobre el conjunto de entrenamien-
to, esto con una reduccio´n sustancial en el tiempo de ejecucio´n y en la cantidad de
memoria necesaria para correr este algoritmo.
En la figura 5.12 se presenta una grafica de dispersio´n para el promedio de
exactitud obtenido en los 10 conjuntos de pruebas por el me´todo K-NN. Se grafica
la exactitud promedio cuando se utiliza el conjunto de entrenamiento para entrenar
contra la exactitud promedio cuando se utiliza el conjunto de prototipos para en-
trenar. Adema´s se grafica la linea f(x) = x como referencia, aquellos puntos que
caen por arriba de la linea son los que obtienen mejores resultados utilizando el con-
junto de prototipos para entrenarse, mientras que los que caen por debajo obtienen
un mejor resultado entrena´ndose con el conjunto de entrenamiento. Cabe notar que
en promedio utilizar el conjunto de prototipos es mejor bajo el me´todo K-NN que
utilizando el conjunto de entrenamiento.
Ser´ıa interesante analizar que pasar´ıa si en lugar de utilizar el enfoque 1-NN
(que es usado actualmente en este trabajo) se utilizara otro enfoque de los mencio-
nados en esta seccio´n, digamos Naive Bayes por mencionar alguno. Teo´ricamente la
exactitud utilizando el conjunto de prototipos como forma de entrenamiento deber´ıa
verse incrementada para este me´todo (Naive Bayes). Pues, se realiza una optimi-
zacion de la posicio´n de los prototipos utilizando este enfoque para maximizar la
exactitud obtenida por este enfoque.
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Figura 5.12: Gra´fica de dispersio´n para el promedio de exactitud obtenido en los 10 conjuntos de
pruebas por el me´todo K-NN utilizando el conjunto de entrenamiento o prototipos para entrenarse.
5.5 Experimentacio´n en atribucio´n de autor´ıa
A diferencia de otros me´todos para clasificacio´n usando PG, el programa gene´ti-
co desarrollado en esta tesis no se ve limitado por la dimension de las instancias,
es por esto que aunque el me´todo desarrollado no tenga ninguna herramienta es-
pecialmente disen˜ada para conjuntos de alta dimencionalidad se desea probar su
rendimiento en este tipo de conjuntos de datos, donde, segu´n nuestro conocimiento,
no se han aplicado me´todos de clasificacio´n basados en programacio´n gene´tica.
Luego se desea probar al programa gene´tico desarrollado en esta tesis frente
a un problema de clasificacio´n de alta dimencionalidad, como lo es la atribucio´n de
autoria. En la tabla 5.20 se presentan los resultados obtenidos en estos experimentos
para la exactitud en la etapa de prueba.
Puede verse que los resultados obtenidos por el programa gene´tico desarrollado
en esta tesis no son tan buenos como los obtenidos por otros clasificadores, pero al
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Naive SVM Neural RF 1-NN PG
NFL 88.89 91.11 91.11 84.44 77.78 67.56
Business 82.22 81.11 77.78 71.11 50.00 50.44
Travel 70.00 75.00 74.00 75.00 55.00 60.33
Cricket 93.33 98.33 90.00 83.33 70.00 73.33
Poetry 74.55 60.00 65.45 40.00 27.27 52.73
CCAT 73.60 79.00 76.80 73.00 63.60 57.56
Twitter 60.80 52.60 58.20 N/A 26.40 30.50
promedio 77.63 76.74 76.19 71.15 52.86 56.06
Tabla 5.20: Exactitud promedio sobre 5 corridas para los conjuntos de clasificacio´n de autor´ıa.
menos se puede aplicar el programa gene´tico para este tipo de datos y su desempen˜o
no esta tan lejos de lo obtenido con clasificadores ma´s especializados en este tipo
de problemas. No obstante lo anterior, hemos podido corroborar que el programa
gene´tico puede aplicarse a datos de gran dimensionalidad. Dejamos para trabajo
futuro el dotar al programa gene´tico de capacidades para competir con otros algo-
ritmos de clasificacio´n en dominios con alta dimensionalidad.
Es de especial intere´s notar que se obtienen mejores resultados en 5 los 7 conjun-
tos que los obtenidos por el clasificador 1-NN. Esto nos dice que si consideramos la
tarea de generacio´n de prototipos el programa gene´tico desarrollado logra obtener
una reduccio´n considerable en el conjunto de prototipos, y adema´s estos prototipos
logran mejorar el nivel de clasificacio´n que se obtendr´ıa al utilizar un clasificador
basado en 1-NN.
Los porcentajes de reduccio´n de prototipos generados contra taman˜o del con-
junto de entrenamiento para cada conjunto es presentado en la tabla 5.21. De los
resultados obtenidos en la tabla 5.21 vemos que para 4 de los 7 conjuntos de datos, se
obtiene una reduccio´n mayor de la cantidad inicial de prototipos que usa el programa
(10 % del total del conjunto de entrenamiento), mientras que para los restantes 3
conjuntos de datos el incremento no es mayor del 1.3 %.
En la figura 5.13 se muestra una gra´fica de como var´ıa el nu´mero promedio
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Conjuntos Instancias Prototipos Reduccio´n Exactitud
de entrenamiento entrenamiento
Poetry 145 11.75 91.89 % 96.34 %
Travel 112 10.54 90.58 % 83.79 %
Cricket 98 11.07 88.70 % 81.19 %
CCAT 500 29.19 94.16 % 70.00 %
Twitter 4500 242.88 94.60 % 37.26 %
NFL 52 7.95 84.71 % 89.25 %
Business 85 9.55 88.76 % 77.22 %
Tabla 5.21: Porcentajes de reduccio´n de prototipos contra instancias del conjunto de entrena-
miento.
de prototipos por individuos, en una corrida de nuestro programa gene´tico para el
conjunto de datos twitter, en esta figura se puede apreciar como el uso de la tala
ayuda a remover prototipos sin utilidad (generacio´n 5), a su vez se aprecia claramente
como los operadores modifican estas cantidades en menor medida (generacio´n 35 a
45). En esta corrida los individuos ten´ıan una cantidad promedio de 450 prototipos
(9 prototipos por clase) y se termina con un promedio de 241.52 (4.83 prototipos
por clase).
En la figura 5.14 se muestra como var´ıa la aptitud para esta misma corrida
al pasar las generaciones, podemos ver que el PG evoluciona individuos ma´s aptos
con una menor cantidad de prototipos con ayuda de la tala y el uso de los ope-
radores gene´ticos. Este resultado no debe de extran˜ar, pues al ser los prototipos
inicializados al azar pueden caer e´stos en malas posiciones donde clasifiquen instan-
cias erro´neamente, dando como resultado que eliminar estos prototipos traera´ un
beneficio directo al individuo. No´tese que la tala no eliminara´ estos prototipos pues
aunque lo hagan de forma incorrecta son prototipos activos (predicen instancias),
esto permite que el operador mitosis use estos prototipos para generar nuevos pro-
totipos con la clase correcta, despue´s del paso de generaciones este prototipo que
inicialmente solo perjudicaba a nuestro individuo ayudara´ a generar prototipos en
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Figura 5.13: Gra´fica del nu´mero de prototipos promedio por individuo al pasar las generaciones
para el conjunto twitter.
posiciones estrate´gicas y dejara de ser activo, con lo cual el operador tala lo elimi-
nara´ del individuo.
Figura 5.14: Gra´fica del nu´mero de la aptitud promedio por individuo al pasar las generaciones
para el conjunto twitter.
Cap´ıtulo 6
Conclusiones y trabajo futuro
En este trabajo se abordo´ el problema de generacio´n de prototipos de clasifica-
cio´n. En este problema se busca generar un subconjunto de prototipos que mediante
un clasificador K-NN se realice la clasificacio´n de las instancias. Se busca primor-
dialmente dos cosas, la primera obtener un buen nivel de clasificacio´n en el conjunto
de prueba, y la segunda, reducir a la menor cantidad posible el nu´mero de prototipos
en el conjunto generado. Este me´todo se trata de un programa gene´tico en el que
cada individuo es un conjunto de a´rboles. Estos a´rboles tienen la peculiaridad de se
utilizan instancias del conjunto de entrenamiento en los nodos terminales, los nodos
no-terminales se componen de funciones que operan sobre las instancias, la funcio´n
de aptitud usada en este trabajo se define como:
Aptitud = Exactitud+Margen
Esta funcio´n busca encontrar prototipos que tengan buenos resultados en el conjunto
de entrenamiento sin caer en el sobreajuste. El programa gene´tico desarrollado se
probo en la tarea de generacio´n de prototipos, en la tarea de clasificacio´n contra
me´todos tradicionales y por ultimo en la tarea de atribucio´n de autoria. Los resul-
tados muestran un resultado competitivo en la tarea de generacio´n de prototipos
cuando se trabaja con conjuntos pequen˜os, se obtienen resultados comparables a
los de otros me´todos asociados al estado del arte cuando se consideran conjuntos
grandes. Un desempen˜o similar a me´todos tradicionales en el a´rea de clasificacio´n
y resultados que muestran que aunque es posible utilizarse en problemas de alta
dimensionalidad, se ocupar´ıa desarrollar herramientas especiales para poder obtener
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resultados competitivos. En estos 3 experimentos se obtuvieron resultados que en
general logran incrementar la exactitud en los datos de prueba que obtiene un clasi-
ficador K-NN a la vez que el nu´mero de prototipos generados es mucho menor que
el nu´mero de instancias en el conjunto de entrenamiento.
6.1 Conclusiones
De manera general, podemos resumir el trabajo realizado en los siguientes pun-
tos:
1. Se desarrollo´ e implemento´ un nuevo operador gene´tico (mitosis) disen˜ado para
la generacio´n de prototipos.
2. Se desarrollo´ e implemento´ un operador generacional para evitar los problemas de
sobrepoblacio´n que a la vez no afecta el nivel de clasificacio´n.
3. Se desarrollo´ e implemento´ un programa gene´tico utilizando instancias en los no-
dos para obtener un me´todo de generacio´n de prototipos de clasificacio´n automa´tico.
4. Se probo´ que utilizar instancias en los nodos terminales le permite a me´todos ba-
sados en PG utilizarse en conjuntos con un alta dimencionalidad, aunque faltar´ıa
analizar la mejora en los resultados obtenidos utilizando herramientas especialmente
disen˜adas para este tipo de conjuntos.
5. Se demostro´ que los operadores gene´ticos utilizados, en conjunto con la medida
incompetencia tienen la capacidad de buscar mejores individuos reduciendo el nu´me-
ro de prototipos en estos. Aunque en ciertos casos solo estas herramientas no eran
suficientes.
6. Se mostro´ que utilizando un enfoque de PG para la generacio´n de prototipos, se
logran obtener resultados comparables a los de me´todos de clasificacio´n tradiciona-
les.
7. Se probo´ que la PG puede usarse con efectividad en la tarea de generacio´n de
prototipos.
Con estos puntos se han cumplido los objetivos de la tesis y probado la hipo´tesis
planteada.
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En la seccio´n 4.2 se dio una descripcio´n del operador gene´tico disen˜ado e imple-
mentado en esta tesis, el estudio realizado con las probabilidades de los clasificadores
(seccio´n 5.2.3) 5.2.1 mostro´ que el uso de este operador ayuda a la obtencio´n de me-
jores individuos. Este operador permite al programa gene´tico utilizar una especie de
bu´squeda voraz, permitiendo explorar en mayor profundidad individuos con buena
aptitud. En combinacio´n con los operadores de cruza, es un potente operador, pues
suponga que se tenga una buena solucio´n a la que al utilizar el operador cruza se
le agregaran prototipos bien posicionados y uno mal posicionado de tal manera que
disminuya la aptitud de dicha solucio´n. En estos casos los operadores de cruza no
tienen una forma de deshacerse de solo este prototipo que no sea al azar, y aun se
corre el riesgo de remover buenos prototipos. El operador mitosis en estos casos tiene
la ventaja de enfocarse en estos prototipos mal posicionados desde un principio sin
modificar los dema´s prototipos de los cuales se beneficia dicha solucio´n. Adema´s, al
dar preferencia a modificar prototipos con la mayor cantidad de instancias clasifi-
cadas incorrectamente, esto permite que la creacio´n de nuevos prototipos a trave´s
de este operador sea de forma inteligente en aquellos lugares donde incrementara´ en
mayor medida el desempen˜o del programa gene´tico. Este operador a su vez no per-
mite la creacio´n de nuevos prototipos para grupos pequen˜os de instancias, pues si
esto no se evita se podr´ıa llevar a crear un prototipo por cada instancia, cayendo
en el sobreajuste y anulando la capacidad de reduccio´n del me´todo. Concluimos que
el operador gene´tico desarrollado en esta tesis es una herramienta que beneficia en
gran medida al programa gene´tico, ayudando a generar prototipos en lugares inteli-
gentes del espacio de atributos, ademas de no incrementar el nu´mero de prototipos
por individuo si no es necesario.
En esta tesis se utilizo una funcio´n de aptitud basada en la exactitud y el
margen. Se utilizo la exactitud pues es esta la cantidad que en ultima instancia se
busca maximizar, y el margen para evitar los problemas de sobreajuste. Durante
toda la experimentacio´n se obtuvieron resultados que confirman la buena eleccio´n
de esta funcio´n. Otro gran aporte que trae el uso del margen como parte de la
funcio´n de aptitud es que al permitir a nuestros individuos generar e intercambiar
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cantidades aleatorias de prototipos se abre la puerta a individuos que tengan gran
cantidad de prototipos, por ejemplo, se permiten individuos en el que todos los
prototipo clasifiquen a una instancia (i.e. para cada instancia el individuo evoluciona
un prototipo), este es un claro ejemplo de sobreajuste y un problema que puede
afectar gravemente a la metodolog´ıa desarrollada en esta tesis. Este ejemplo se hace
evidente cuando solo se considera la exactitud como funcio´n de aptitud, pues un
individuo con estas caracter´ısticas obtiene una exactitud de 100 %. Mientras que al
combinar el margen este tipo de casos es muy raro de encontrar. Durante toda la
experimentacio´n realizada no se presento ningu´n individuo con estas caracter´ısticas,
esto nos dice que la funcio´n de aptitud empleada realiza un buen trabajo al no
permitir este tipo de sobreajuste.
Otra estrategia desarrollada para reducir el nu´mero de prototipos generados
fue la tala, los estudios realizados en la seccio´n 5.2.4 nos hacen concluir que esta
metodolog´ıa es eficaz en la tarea reducir el nu´mero de prototipos generados sin que
esto afecte el desempen˜o del programa gene´tico. Se mostro´ adema´s que el incremento
en la aptitud de los individuos no se ve reducido al tener a la mano un menor nu´mero
de prototipos. Si no que depende del posicionamiento inteligente de estos. Tambie´n
se mostro´ que la reduccio´n del nu´mero de prototipos no solamente se debe a la
estrategia tala si no que los operadores gene´ticos tambie´n ayudan a la reduccio´n de
esta cantidad. Se mostro´ que apesar de que la funcio´n de aptitud no tiene ningu´n
componente que le haga preferir entre un individuo con mayor o menor nu´mero de
prototipos siempre y cuando ambos tengan el mismo valor de aptitud. El uso de
la incompetencia junto con los operadores gene´ticos logra realizar reducciones en
el nu´mero de prototipos generados, pues mientras la incompetencia se encarga de
detectar aquellos prototipos en cada individuo que no proporcionan ningu´n aporte
o que perjudican el factor de clasificacio´n del programa gene´tico, son los operadores
los que al tener preferencia sobre estos prototipos se desasen de ellos o posicionan
nuevos prototipos en lugares que hacen que los prototipos contraproducentes no
realicen ningu´n aporte, con lo que sera´n eliminados en la siguiente corrida de la
estrategia tala.
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Durante la fase experimental se pudo comprobar que el programa gene´tico
desarrollado logra posicionarse de manera competitiva entre me´todos tanto del es-
tado del arte as´ı como los que se usan de forma amplia en la tarea de generacio´n
de prototipos. Para la experimentacio´n en conjuntos pequen˜os se destaco como uno
de los mejores algoritmos, para los me´todos en su misma taxonomia fue el mejor
posicionado por un gran margen. Para este tipo de conjuntos se logro obtener resul-
tados competitivos tanto en el a´rea de exactitud en el conjunto de prueba como en
la reduccio´n en el conjunto de prototipos generados.
Mientras que para los conjuntos grandes de generacio´n de prototipos no se logra
destacar como uno de los mejores me´todos, si se logra obtener una buena posicio´n.
Como se mostro´ en esta fase de la experimentacio´n, se logra obtener un buen desem-
pen˜o como un me´todo de generacio´n de prototipos al obtener una de las mejores
reducciones de entre todos los me´todos y adema´s aumentar el nivel de clasificacio´n
que obtendr´ıa un clasificador basado en K-NN.
Este punto se ve reforzado durante las pruebas realizadas contra los me´todos
de clasificacio´n tradicionales, los que no buscan reducir el taman˜o del conjunto de
entrenamiento. En estas pruebas se presentan resultados obtenidos por un clasifi-
cador K-NN tanto usando el conjunto de entrenamiento como usando solamente
el conjunto de prototipos. Estos resultados muestran que el conjunto de prototipos
generados por nuestro programa gene´tico tiene la capacidad de mejorar el nivel de
clasificacio´n obtenido por un clasificador K-NN. Concluimos tambie´n en base a los
resultados obtenidos que a pesar de que el principal objetivo de nuestro programa
gene´tico es generar prototipos que permitan describir el conjunto de datos con un
conjunto pequen˜o de instancias, el programa gene´tico obtiene resultados comparables
con me´todos de clasificacio´n del estado del arte y ampliamente usados.
De los resultados obtenidos para atribucio´n de autoria podemos concluir que
aunque nuestro programa gene´tico tenga la capacidad de utilizarse para este tipo de
conjuntos no se logra obtener resultados competitivos con respecto a otros me´todos
de clasificacio´n mas especializados para este tipo de problemas. Cabr´ıa resaltar que
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aun en este tipo de conjuntos de datos el programa gene´tico logra obtener un alto
nivel de reduccio´n. Adema´s que logra posicionarse por arriba de un me´todo basado
en 1-NN para 5 de los 7 conjuntos probados. Esto nos dice que bajo un enfoque 1-NN
los prototipos generados por nuestro me´todo obtienen una caracterizacio´n igual o
mayor que la que se obtiene al utilizar las instancias en el conjunto de entrenamiento.
6.2 Trabajo futuro
Es posible plantear algunos puntos que representen a´reas de estudio abiertas
relacionadas al trabajo realizado, por ejemplo:
1. La metodolog´ıa propuesta puede ser adaptada a un algoritmo evolutivo inclu-
yendo los operadores desarrollados, en este caso los individuos serian conjuntos de
prototipos, de esta manera el espacio de bu´squeda ser´ıa el espacio de atributos. Se
tendr´ıa como ventaja una mayor velocidad del me´todo al tener directamente los
prototipos como individuos, pero un mayor uso de memoria en comparacio´n con la
versio´n de PG.
2. La inicializacio´n de los a´rboles es hecha completamente al azar; ser´ıa interesante
analizar co´mo afecta al desempen˜o del algoritmo el inicializar a´rboles cuyo prototipo
sea el centroide de los datos, pues esta forma de clasificacio´n ha mostrado buenos
resultados.
3. Comparar el desempen˜o del programa gene´tico cuando se usan diferentes me-
didas de aptitud.
4. Estudiar el impacto que tiene el nu´mero de instancias en el conjunto de entrena-
miento en el poder de prediccio´n del me´todo propuesto.
5. Realizar una comparacio´n extensa del programa gene´tico contra me´todos de clasi-
Cap´ıtulo 6. Conclusiones y trabajo futuro 105
ficacio´n basados en instancias (e.g., K-NN y sus variantes principales) en problemas
apropiados para me´todos de clasificacio´n basados en similitud.
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