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Land Surface Models simulate the exchange of water and energy cycle between the surface 
and the lower atmosphere and are widely used for hydrological applications. However, they 
commonly ignore the impact of groundwater flow on land surface processes, usually relying on 
the free drainage approximation. This affects the realism of the model and consequently the 
water partitioning. The impact of explicitly representing groundwater in an LSM is studied in 
this thesis to explain and quantify its effects on the water balance components at the land 
surface. The Joint UK Land Environment Simulator (JULES) model is used in this analysis. 
The limitations of JULES to simulate runoff are first investigated in 47 British catchments. The 
missing groundwater representation and the low performance of JULES in groundwater 
dominated catchments motivated us to develop a 2-D groundwater model below JULES soil 
domain. The new model, called JULES Groundwater Flow Boundary (JULES-GFB), has been 
extensively tested against two synthetic experiments (i.e., a column-scale infiltration and a 
tilted-V catchment experiment) as well as applied to a real-case experiment. JULES-GFB 
improves soil moisture dynamics, while successfully representing lateral water flow in the 
saturated zone, and consequently better estimating the contribution of groundwater to river 
discharge, when compared to its default model version. Model evaluation of JULES-GFB in a 
region characterized by groundwater-dominated catchments in Great Britain shows an increase 
of model performance relative to catchment-integrated streamflow and evapotranspiration. The 
new model is used to assess the climate change impact using the UKCP18 climate projection 
dataset. After bias correction is applied to the meteorological data, 25 different 5-year periods 
are picked to represent climate scenarios with different change of precipitation and temperature 
compared to the climatological values. Results show that runoff could decrease up to 23% and 
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Water cycle is the perpetual movement of water throughout the various component of the 
global Earth’s system (Labat, 2006) due to the solar radiation that acts as the driving factor 
(Quante and Matthias, 2006). Understanding the water cycle is essential to mitigate disasters 
caused by water and figure out the mechanisms that contribute to climate change that are related 
to water (Dooge, 2001). The main mechanisms of water movement through the water cycle are 
precipitation, infiltration, evaporation, runoff, and subsurface runoff (Chow et al., 1988).  
Regardless of the importance of groundwater for water management, as it represents 97% of 
available freshwater resources worldwide (Guppy et al., 2018) and the second highest 
percentage of freshwater storage corresponding to about 30% (Gleick, 1993), it has not received 
as much attention in the scientific literature about the impact of climate change as the surface 
hydrology (Stoll et al., 2011). According to Alley et al. (2002), more than two billion people 
depend on groundwater supply, as their main water source, while most of the water for irrigation 
comes from groundwater sources (Siebert et al., 2010). Groundwater is also the last critical 
national resource during droughts (Famiglietti et al., 2011), thus it will be key in future water 
management, knowing that climate change will likely increase the frequency of drought (e.g., 
Lehner et al., 2006). In England, about 30% of public water is supplied by groundwater 
(Environment Agency, 2006); whereas there are areas, like the Southern region of England that 
more than 70% of public water supply comes from groundwater (Environment Agency, 2014). 




It is known that climate change will affect recharge (e.g., Scibek and Allen, 2006; Konikow, 
2011; Cuthbert et al., 2019). In the UK, there are previous studies tried to understand the impact 
of climate change on recharge (e.g., Herrera-Pantoja and Hiscock, 2008; Holman et al., 2009; 
Jackson et al., 2011). All the studies mentioned the uncertainty from the projections and the 
high sensitivity of their models to predict the impact of climate change on recharge. However, 
there is limited knowledge on how climate change will affect all the water components (e.g., 
recharge, runoff, soil moisture) on groundwater dominated catchments.  
It is inevitable to rely on modelling of the components of the water cycle for water resources 
assessment and planning under changing climate conditions or land cover changes. The reason 
is that there are water components that are very difficult to be measured (infiltration, subsurface, 
evapotranspiration, runoff) or very expensive at large scale (Hari et al., 2009; Hemlin 
Söderberg, 2015; Potočki, 2018). However, even for variables that are easier to get 
measurements (precipitation, runoff), these are site specific, sparse, with many sources of 
errors, and many times they do not transmit the measurements in real time (e.g., Villarini et al., 
2008). Remote sensing could be an alternative, but these products suffer from many sources of 
uncertainty, as well (Zhang et al., 2016), Thus, someone cannot avoid the use of modelling to 
capture the components of the water cycle. 
There are many classifications for hydrological models, in terms of spatial representation 
(lumped, distributed or semi-distributed), temporal representation (event-based, continuous, 
steady state and seasonal steady state), and model structure (conceptual, physical-based, black 
box) (Dingman, 2015). Classically, the hydrological models have focused on the water balance 
ignoring energy balance, which is the driving factor of the water cycle. In that case, hydrological 
models impose a mass conservation constraint in their simulations but not an energy 
conservation constraint (Mitchell et al., 2008). Furthermore, in hydrological models there are 
processes, like snowmelt, heat transport in the soil, evaporation, permafrost melting that are 
either ignored or poorly represented due to the absence of the energy balance equation (Wild 
and Liepert, 2010; Dandar et al., 2017).  
The models that can simulate both the exchange of water and energy cycle between the 
surface and the lower atmosphere are called Land Surface Models (LSMs hereafter). Due to 
their additional capacity to simulate the energy balance, LSMs are considered superior to 
models that rely only on water balance for simulating evapotranspiration (Overgaard et al., 
2006). Typically, LSMs are used to simulate the interactions between climate and land surface 
(i.e., heat, mass, and momentum exchanges) (e.g., Dickinson, 1986). In theory, LSMs rely on 
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the explicit representation of processes and on data (e.g., soil, land use, forcing data) that can 
define the model parameters, thus they can provide continuous simulation of runoff without 
calibration (Beven, 2001).  
Recently, the improved quality and resolution of land-surface and near-surface data from 
remote sensing in combination with the increase in computing power have significantly boosted 
the use of LSMs for hydrological modelling (Overgaard et al., 2006) and for operational 
applications in global hydrology (e.g., Beck et al., 2017; Sutanudjaja et al., 2018; Givati et al., 
2016). For instance, in USA, the National Oceanic and Atmospheric Administration (NOAA) 
launched a new operational flood forecasting tool, called National Water Model (Gochis et al., 
2015), in which the core of the system is an LSM (NOAH-MP). The European Centre for 
Medium-Range Weather Forecasts (ECMWF) applies the Land Surface Model H-TESSEL 
within the Integrated Forecast System (Balsamo et al., 2009). 
However, even though LSMs are now more frequently used for hydrological purposes, they 
generally do not represent the impact of groundwater flow on land surface processes (Clark et 
al., 2015), which is a limitation and requires improvement. The missing groundwater 
representation was the reason of the inferior performance of LSMs against hydrological models 
in multimodel inter-comparison (e.g., Beck et al., 2017). Typically, the LSMs consider a 
shallow column extending vertically from the surface to a depth of 2 to 5 meters. Regarding the 
conditions constraining water dynamics at the bottom of the soil domain, most LSMs still apply 
the free drainage condition (i.e., water flow at the bottom boundary of the model domain is 
controlled solely by gravity). The implication of this parameterization is the exacerbation of 
drying because there is no physical constraint at the bottom of the soil column to prevent the 
water to be retained within the soil domain (Rahman et al., 2019). This will ultimately lead to 
reduced values of evapotranspiration flux (Niu et al., 2007). Furthermore, there is no interaction 
between the unsaturated zone and the water table (Maxwell and Miller, 2005).  
Recently improvements have been made towards the coupling of groundwater models below 
LSMs (e.g., Gutowski et al., 2002; York et al., 2002; Gedney and Cox, 2003; Maxwell and 
Miller, 2005; Yeh and Eltahir, 2005a, b; Gulden et al., 2007; Niu et al., 2007; Fan and Miguez-
Macho, 2011; Maxwell et al., 2011; Vergnes and Decharme, 2012; Tian et al., 2012; Fan et al., 
2013; de Graaf et al., 2015, 2017; Guzman et al., 2015; Zeng et al., 2018; Ganji and Sushama, 
2018; Koirala et al., 2018; Reinecke et al, 2019; Tian et al., 2020). These studies generally 
showed that adding the groundwater component led to a more realistic partitioning of water 
components at the land surface. In particular, LSMs that incorporate a groundwater 
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parameterization had better performance to simulate water storage variations against the 
Gravity Recovery and Climate Experiment (GRACE) water storage dataset (Niu et al., 2007; 
Nie et al., 2018; Sutanudjaja et al., 2018; Huang et al., 2019) and better agreement with the 
water table observations (Liang et al., 2003; Niu et al., 2007). The higher values of soil moisture 
and evapotranspiration from LSMs with groundwater component led to more accurate results 
against remote sensing data of evaporation (Maxwell and Miller, 2005; Danierhan et al. 2012; 
Nie et al., 2018). Finally, a few studies showed improved simulation of monthly runoff 
(Maxwell and Miller, 2005; Sutanudjaja et al., 2018; Huang et al., 2019) and daily runoff 
(Gedney and Cox, 2003).  
Despite the recent model developments of LSMs with a groundwater scheme, the 
implementation of LSMs with the traditional free drainage scheme for assessing the impact of 
climate change is a common approach. Trenberth (2011) mentioned that the key to understand 
changes in the hydrological cycle due to climate change is the energy cycle, and this can only 
be simulated by LSMs. Furthermore, as LSMs do not heavily rely on model calibration (Beven, 
2001), they can examine the impact of climate change in areas with sparse data, like Africa. For 
instance, Betts et al. (2018) applied JULES to simulate the change of mean runoff and mean 
length of flood events globally at 2 °C global warming. Koutroulis (2019) and Koutroulis et al. 
(2019) used JULES to estimate the impact of climate change on drylands and the exposure of 
freshwater stress globally under the Representative Concentration Pathway 8.5 (RCP8.5) 
scenario, respectively. Leng et al. (2015) analysed the impact of climate change on drought in 
China using the VIC model. Finally, many other studies (e.g., Hagemann et al., 2013; Dankers 
et al., 2014; Van Huijgevoort et al., 2014; Giuntoli et al., 2015a; Vetter et al., 2017) used a 
multimodel approach with both LSMs and Global Hydrological Models to assess the impact of 
climate change on water resources. Some of the models used in these applications (e.g., JULES, 
VIC, H08, ORCHIDEE) rely on the free drainage case, thus possibly their conclusions are not 
valid. This means that it is crucial to use LSMs that use a proper groundwater representation to 
accurately simulate water partition and the impact of climate change on surface-subsurface 
interactions. The implementation of an LSM coupled with a groundwater parameterization can 
help us to identify the impact of climate change on surface-subsurface interactions. 
1.2  Research objective and scope 
The Joint UK Land Environment Simulator (JULES) is a widely used land surface model, 
developed by the UK Met Office, and used for operational services and research to simulate the 
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energy, carbon and water balance between the land surface and the lower atmosphere (Best et 
al., 2011; Clark et al., 2011). Until now, JULES has been used mostly to assess the impact of 
climate change scenarios (e.g., Davie et al., 2013, Hagemann et al., 2013, Dankers et al., 2014; 
Prudhomme et al., 2014; Schewe et al., 2014; Papadimitriou et al., 2016). The hydrological 
components of JULES have been tested for runoff predictions at monthly and inter-annual 
scales (Gudmundsson et al., 2012a, b; MacKellar et al., 2013) and at daily resolution (Dadson 
and Bell, 2010; Dadson et al., 2011; Zulkafli et al., 2013; Weedon et al., 2015; Martinez-de la 
Torre et al., 2019). However, the current JULES model relies on the more typical free drainage 
assumption, like other LSMs.  
The broad objective of this research is to explicitly represent groundwater processes into the 
JULES model and assess the climate change impact using the new parameterization that can 
possibly improve the model realism. Before that, we investigate the limitations of JULES model 
to simulate runoff under different conditions in order to assess the impact of the free drainage 
assumption on the runoff predictions. The focus of the study is within the UK domain which is 
more specific to humid catchments. This thesis focuses on addressing six main research 
questions: 
(1) How does JULES performance to simulate runoff contrast in overland and groundwater 
dominated catchments? 
(2) What are the dominant factors (land use, soil type, soil texture) that affect the 
performance of the model to simulate streamflow? Are there any missing hydrological 
processes in JULES? 
(3) Under which conditions (e.g., water table depth, soil type) can we identify improvements 
in the JULES model when groundwater dynamics are explicitly represented? 
(4) How do soil water dynamics, due to explicit representation of groundwater, potentially 
impact other hydrological fluxes at the land surface (e.g., streamflow and 
evapotranspiration) at the regional scale? 
(5) What is the impact on water components (e.g., recharge, runoff, soil moisture) under 
climate change scenarios on groundwater dominated catchments?  
(6) What new we can learn from the JULES model with a groundwater representation in 
terms of climate change? 
In Figure 1.1, the flowchart of this thesis is presented. Chapter 2 presents the most used 
LSMs and makes a brief comparison of their characteristics and the main hydrological 
processes they simulate. Subsequently, there is an extensive literature review about recent 
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developments in groundwater models with LSMs and their main findings. Finally, studies that 
assess the climate change impact on UK hydrology are presented. Chapter 3 introduces the 
current JULES LSM version with the needed forcing data, the main hydrological processes, 
and the limitations it has. Focus will be given on the soil parameterization and how JULES 
calculates the important fluxes related to water partition, namely infiltration, drainage, runoff 
generation and moisture movement in the soil column. Furthermore, the new groundwater 
parameterization (JULES-GFB) that replaces the one-way downward free drainage flux with a 
two-way flux is presented, with the fundamental equations and the main assumptions. In the 
last part, the forcing data, the spatial data, and the data used for model evaluation are introduced. 
Chapter 4 evaluates the default version of JULES (v4.4) in 47 catchments in Great Britain. The 
scope is to investigate the strengths and the limitations of JULES model to simulate daily runoff 
in catchments with different dominant hydrological processes (i.e., overland and groundwater 
dominated). In Chapter 5, a groundwater parameterization has been coupled to JULES (JULES-
GFB) and is assessed the potential impact on key hydrological variables in the model. A more 
complex 3-D hydrological model is used as a benchmark in a set of synthetic experiments. 
Then, the new model is applied in a regional domain characterized by groundwater-dominated 
catchments in the UK. The model’s ability to represent soil moisture patterns, streamflow, and 
evapotranspiration within the domain is compared against physical characteristics of the 
regional domain, as well as observations from UK streamflow database and evapotranspiration 
products from remote sensing. In Chapter 6, the new model parameterization in JULES 
(JULES-GFB), that showed improvement in the realism of water partition, is applied to assess 
the impact of climate change in Central United Kingdom using climate projection data obtained 
from the UK Climate Projections (UKCP18). Our main interest is to identify how the climate 
change will affect the water cycle components and the water partition in groundwater 
dominated catchments. The last chapter reminds the main objective of this study. Then, it cites 
the most important conclusion extracted from the whole dissertation. In the last subsection, 
there are recommendations for further investigation related to hydrological processes and to 































Literature review of the representation of hydrological processes in LSMs with 





Methods and Data 
Description of the main characteristics and equations in JULES and our 
contribution to the improvement of JULES’ groundwater representation. Data used in 
this thesis are introduced, as well. 
 
Chapter 4 
Evaluating JULES in Great Britain 
Testing the default version of JULES described in Chapter 3 in 47 catchments in 
Great Britain to identify strengths and model limitations. 
 
Chapter 5 
Implementing the new groundwater flow boundary scheme 
Testing the proposed groundwater scheme described in Chapter 3 against three 
different experiments, two synthetic and a real case. 
 
Chapter 6 
Regional Climate projections based on UKCP18 in Central Great Britain 
Applying the new model with the groundwater scheme to identify the impact of 
climate change in Great Britain using the UKCP18 climate projections. 
 
Chapter 7 








2 LITERATURE REVIEW 
2.1 Hydrological mechanisms associated with runoff predictions in land 
surface models 
The introduction of an LSM (Manabe, 1969) followed by Deardorff (1978) lead to the first 
generation LSMs (Dickinson, 1984; Mahrt and Pan, 1984; Sellers et al., 1986; Pan and Mahrt; 
1987). Since then, many models have been developed by different research groups, while 
recently a number of LSMs are being used for operational purposes (e.g., National Water Model 
in USA (Gochis et al., 2015), JULES by Met Office in UK (Best et al., 2011), HTESSEL by 
ECMWF (Balsamo et al., 2009)). The most common Land Surface Models are HTESSEL (e.g., 
Balsamo et al., 2009; Pappenberger et al., 2010), JULES (Best et al., 2011; Clark et al., 2011) 
developed by UK researchers, working with UK Met Office (UKMO) and Centre for Ecology 
and Hydrology (CEH), Variable Infiltration Capacity (VIC) (e.g., Liang et al., 1994) developed 
by the University of Washington, ISBA (e.g., Habets et al., 1999) and SURFEX (e.g., Le 
Moigne et al., 2009) developed by the Centre National de Recherches Météorologiques, 
Community Land Model (CLM) (e.g. Oleson et al., 2010, 2013) developed by the National 
Center for Atmospheric Research (NCAR) and the CESM Land Model and Biogeochemistry 
Working Groups, Noah-MP (e.g., Niu et al., 2011) developed by the University of Texas at 
Austin, ORCHIDEE (e.g., Ducharne et al., 2016; Krinner et al., 2005) developed by the Institut 
Pierre Simon Laplace, MATSIRO (e.g., Takata et al., 2003) developed by the Atmosphere and 
Ocean Research Institute at the University of Tokyo, the National Institute of Environmental 
Studies, and the Frontier Research Center for Global Change in Japan, Canadian Land Surface 
Scheme (CLASS) (e.g., Verseghy, 1991) developed by the Canadian Centre for Climate 
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Modelling and Analysis and H08 (e.g., Hanasaki et al., 2008) developed by universities and 
institutes in Japan.  
The most common method for calculating the infiltration is the ARNO scheme by Todini 
(1996) (e.g., SURFEX, ISBA, VIC). ORCHIDEE uses the Green and Ampt method (Green and 
Ampt, 1911). Regarding the interception, all the models calculate it based on the leaf area index 
using a single reservoir. There are two common methods to calculate evaporation in LSMs, 
namely the Penman-Monteith formula (Monteith, 1965) (JULES, HTESSEL, SURFEX, ISBA, 
VIC and Noah-MP) and the bulk transfer formula (Sene et al., 1991) (CLM, ORCHIDEE, 
CLASS, H08, MATSIRO). 
The root water uptake and the plant water stress are important in land surface model because 
they affect the soil water balance. Root system produces over 50% of evapotranspiration (Luo 
et al., 2003). There are two approaches to simulate root water uptake, namely the microscopic 
model of water flow from the soil to and through the plant roots and the macroscopic empirical 
functions that simulate uptake using responses to water potential (Kumar et al., 2014). There 
are three common parameterizations in LSMs to model stomatal conductance, the empirical 
‘Jarvis’ model (Jarvis, 1976), the phenomenological model Ball-Berry by Ball et al., (1987) and 
the SiB model by Sellers et al. (1986). In the first model stomatal conductance is dependent on 
the solar radiation, humidity, the humidity deficit, and the mean volumetric soil moisture 
concentration, while all the factors are independent. The Ball-Berry model uses a linear 
relationship between the stomatal conductance and the net photosynthesis. Finally, Sellers et 
al. (1986) use similar approach with the ‘Jarvis’ model, but they use stomatal resistance as a 
function of the photosynthetically active radiation (PAR). Noah, HTESSEL and VIC use the 
model from Jarvis (1976), Mosaic and CLM use the approach by Sellers et al. (1986) and Noah-
MP uses the Ball-Berry model. 
 There are two runoff generation mechanisms, namely the saturation excess and the 
infiltration excess. In the saturation excess mechanism, runoff is generated when the soil 
becomes saturated. In the infiltration excess mechanism, runoff is generated when the rainfall 
intensity is larger than the infiltration rate (Yang et al., 2015). Most LSMs rely on both 
mechanisms (JULES, SURFEX, ISBA CLM, MATSIRO, Noah-MP). Exceptions are Noah, 
HTESSEL, ORCHIDEE which use only the infiltration excess mechanism, and H08 and VIC 
which rely only on the saturation excess mechanism.  
However, even though LSMs are used for hydrological purposes, the hydrological processes 
in these models need improvement, as they generally ignore the impact of groundwater flow on 
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land surface processes and on surface water bodies (Kollet and Maxwell, 2008; Clark et al., 
2015). The soil domain of a typical LSM usually extends vertically from the surface to a depth 
of 2 to 5 meters. With regards to conditions constraining water dynamics at the bottom of the 
soil domain, most LSMs still apply the free drainage condition (JULES, CLM 4.0, HTESSEL, 
Noah, VIC, H08, CLASS) or a shallow aquifer ignoring the lateral flow (MATSIRO, 
ORCHIDEE). Only a few of them (CLM 4.5, Noah-MP) are fully coupled with a groundwater 
model below the soil domain. ISBA is coupled with the routing scheme MODCOU (Ledoux et 
al., 1989) that is used to transfer the groundwater flow, whereas SURFEX has the choice of free 
drainage, constant transfer time or groundwater diffusive scheme. 
The Joint UK Land Environment Simulator (JULES) is a widely used land surface model, 
developed by the UK Met Office (Best et al., 2011; Clark et al., 2011). The hydrological 
components of JULES have been tested for runoff predictions at monthly and inter-annual 
scales (Gudmundsson et al., 2012a, b; MacKellar et al., 2013) and at daily resolution (Dadson 
and Bell, 2010; Dadson et al., 2011; Zulkafli et al., 2013; Weedon et al., 2015; Martinez-de la 
Torre et al., 2019). JULES showed good performance in inter-model comparison with other 
LSMs for simulating the inter-annual variability of observed runoff in Europe (Gudmundsson 
et al., 2012a) and the mean annual runoff (Gudmundsson et al., 2012b). Especially, for the first 
case, JULES was ranked 2nd out of 10 LSMs that shows that JULES has significant predictive 
power compared to other models. In another intercomparison project (Schellekens et al., 2017), 
10 global hydrological and LSMs were tested against benchmark datasets from The 
International Land Model Benchmarking Project (ILAMB) (Collier et al., 2018). The results 
showed that there is no single best model for all variables and the model performance is spatially 
variable based on climate conditions. Zulkafli et al. (2013) used JULES to simulate the 
hydrological fluxes in daily time step at a humid tropical mountain basin of the Peruvian Andes-
Amazon (360,000 km2), but the results were poor. According to their findings, JULES 
constantly underestimated the observed runoff and failed to simulate most of the flood events. 
Researchers attributed the low model performance in two reasons, firstly in the water balance 
of JULES, as they found cases in which runoff ratio was above one, and secondly in the inability 
of JULES to represent baseflow. Dadson and Bell (2010) compared the two river flow routing 
schemes of JULES, namely TRIP and RFM, for 10 large catchments using daily data. The 
model performance was poor with negative Nash Sutcliffe Efficiency (NSE) values even after 
calibration and only for one catchment the NSE was higher than 0.5, that is usually assumed as 
an acceptable performance (Moriasi et al., 2007). Dadson et al. (2011) coupled JULES with a 
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flow routing model (RFM) and they tested its performance in six large catchments in Europe. 
The study claims that adding some processes in JULES, like the soil moisture transport, the 
explicit representation of groundwater stores and a better model for the snowpack can lead to 
more accurate predictions.  
Other studies evaluated the sub-grid parameterization schemes of JULES, namely PDM and 
TOPMODEL. These two options are used to account for subgrid heterogeneity of soil moisture 
and saturation excess runoff. MacKellar et al. (2013) examined the sensitivity of JULES in 
PDM and TOPMODEL and the impact when there is no sub-grid runoff parameterization. They 
tested three catchments in Africa, and they analysed average monthly values. They found that 
there was not a single parameterization that gives optimal results across all the catchments. 
Similar work was done by Clark and Gedney (2008) in three subcatchments of the Rhone basin 
using the Met Office Surface Exchange System (MOSES; a previous land surface model 
version which formed the basis for the JULES development). Clark and Gedney (2008) found 
that the model without the PDM or TOPMODEL scheme underestimated runoff (NSE ranged 
between 0.4 and 0.6), but the performance increased significantly after applying and calibrating 
one of the two sub-grid parameterizations (PDM and TOPMODEL) (NSE ranged between 0.7 
and 0.9). Weedon et al. (2015) applied nine distributed hydrological models and LSMs, 
including JULES, to simulate the daily runoff at the Thames catchment, that is a chalk 
groundwater dominated catchment. The evaluation was based on the cross spectral analysis and 
they found that JULES performance depends on the configuration used to introduce sub-
gridscale heterogeneity into the soil moisture (PDM, TOPMODEL), with TOPMODEL 
producing a slightly better performance (i.e., NSE for JULES-TOPMODEL found equal to 
0.66, for JULES equal to 0.53 and for JULES-PDM equal to 0.38). 
Finally, Largeron et al., (2018) and Martinez-de la Torre et al. (2019) made improvements 
in the JULES model parameterization of the runoff generation mechanisms. Largeron et al. 
(2018) tested different infiltration schemes to improve the performance of the model during 
intense rainfall events in UK catchments. Their proposed representation assumes that the 
infiltration rate is dictated by the hydraulic conductivity of the top layer at a specific time 
instead of the saturated conductivity that is a fixed value. This representation worked better for 
wet catchments with annual mean rainfall more than 1200 mm, because in dry catchments the 
hydraulic conductivity of the upper layer is low, so the scheme produces more runoff with a 
tendency of overestimation. Martinez-de la Torre et al. (2019) used another parameterization 
based on terrain slope to constrain surface runoff in order to improve the daily simulation of 
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runoff for 13 catchments in UK. In their method, they tried to constrain the b exponent of PDM 
that dictates the heterogeneity of soil moisture and the amount of runoff produced by the 
saturation excess mechanism, using the terrain slope as the determinant. Despite the 
improvement for almost all the catchments, it seems that for some groundwater dominated 
catchments the acceptable results were for the wrong reasons. In these catchments, the driving 
factor is the geology so the improvement of the model due to the different parameterization of 
saturation excess mechanism does not explain the groundwater component.  
As mentioned above, JULES relies on the traditional free drainage assumption. Le Vine et 
al. (2016) made the first attempt to couple a groundwater model with JULES in a chalk 
groundwater dominated catchment. They coupled the ZOOMQ3D groundwater model 
(Jackson, 2001) with JULES to simulate the Kennet catchment, a tributary of the Thames River. 
They extended the soil depth from 3 to 6 meters and they used the recharge from JULES as the 
upper boundary condition to the groundwater model offline. After an extensive calibration, they 
managed to improve the water balance, the soil moisture, and the runoff simulation. The new 
model achieved NSE values above 0.8 for almost all the catchments against 10-day average 
flows, while it captured the groundwater levels in four positions and the soil moisture for depth 
up to 4 meters satisfactorily. However, with this type of coupling, groundwater dynamics are 
not explicitly represented in the model.  Rather, recharge from standalone JULES is fed to the 
groundwater model directly in an uncoupled mode. In that case, there is no feedback between 
the groundwater model and JULES. Thus, the approach proposed by Le Vine et al. (2016) does 
not simulate the feedbacks between saturated and unsaturated zones because groundwater 
cannot affect the land surface processes. 
2.2 Representing groundwater processes in Land Surface Models 
There are recent developments of coupling groundwater models to an LSM (e.g., Gutowski 
et al., 2002; York et al., 2002; Gedney and Cox, 2003; Maxwell and Miller, 2005; Yeh and 
Eltahir, 2005a, b; Gulden et al., 2007; Niu et al., 2007; Fan and Miguez-Macho, 2011; Maxwell 
et al., 2011; Vergnes and Decharme, 2012; Tian et al., 2012; Fan et al., 2013;Guzman et al., 
2015; de Graaf et al., 2015, 2017; Zeng et al., 2018; Ganji and Sushama, 2018; Koirala et al., 
2018; Reinecke et al, 2019; Tian et al., 2019). Regarding their dimension, this can be either 
one-dimensional model (e.g. Gedney and Cox, 2003; Maxwell and Miller, 2005; Yeh and 
Eltahir, 2005; Niu et al., 2007; Huang et al., 2019), two-dimensional (e.g. Vergnes and 
Decharme, 2012, Fan and Miguez-Macho, 2011) or three-dimensional groundwater model (e.g. 
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Gutowski et al., 2002; York et al., 2002; Tian et al., 2012; Maxwell et al., 2011). In the coupling 
with one-dimensional groundwater model (Figure 2.1, left), the soil domain, which usually 
ranges between 2 and 5 m, is extrapolated for a few tens of meters. In that case, the free drainage 
flux, that is always downward and dries the soil domain, is replaced by a two-way flux that can 
retain or add water in the soil domain if the water table is inside it. However, lateral flux is not 
represented in this type of coupling. In the coupling with a two-dimensional groundwater model 
(Figure 2.1, middle), the total head of the aquifer or the recharge is calculated based on the total 
head or the recharge of the neighbouring cells solving the transient flow equation for two 
dimensions. In that case, the lateral flow is included in the calculation of the recharge flux that 
interacts between the aquifer and the soil domain of the LSM. However, the lateral flow is still 
not represented in the soil domain. The aquifer in that case is represented by a single layer. 
Finally, in the coupling with a three-dimensional groundwater model, the lateral flow and the 
vertical flux are calculated based on the neighbouring cells throughout the soil column, from 
the soil to the aquifer for both saturated and unsaturated zones. In that case, the aquifer is not 
represented only by a single layer as in the coupling with the two-dimensional groundwater 
model. 
 
Figure 2.1: Schematic overview of 1-Dimensional, 2-Dimensional and 3-Dimensional groundwater 
models coupled with an Land Surface Model. Solid black arrows show the interaction between soil and 
aquifer and red arrows show the lateral flux. 
 
The baseflow for all the types of groundwater models is usually extracted from the aquifer, 
as a percentage of the water table depth using exponential equations (e.g., Niu et al., 2007). 
Considering that the horizontal transport of groundwater is important on smaller spatial scales, 
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this makes the use of a three-dimensional model suitable for regional studies and the use of one-
dimensional model suitable for global studies (Niu et al., 2007; Bierkens et al., 2015). Finally, 
some schemes were implemented in uncoupled mode, as recharge from LSMs was the input to 
groundwater models or the output flux of the groundwater model feeds the bottom boundary 
condition of the LSM (e.g., de Graaf et al., 2015, 2017; Fan and Miguez-Macho, 2011). Both 
models run independently, and, in this way, there is not real time interaction between saturated 
and unsaturated zones. 
Starting with the one-dimensional model developments, Gulden et al. (2007) coupled the 
CLM LSM with three configurations of vertical water flow; (1) a shallow soil profile that is 
common on LSM; (2) a deeper soil profile; (3) and a lumped, unconfined aquifer coupled with 
the shallow soil profile. They sampled the soil texture parameters with reasonably range of 
values, and they applied Monte Carlo simulation to test the sensitivity of the model to represent 
the monthly terrestrial water storage change in Illinois. They showed that the explicit aquifer 
representation (3rd configuration) was more robust and less sensitive to the chosen parameters 
compared to the other two configurations. Other model configurations (Niu et al., 2007; Nie et 
al., 2018; Sutanudjaja et al., 2018; Huang et al., 2019) that incorporate a groundwater 
representation showed improvement of the simulated water storage variations when compared 
against the Gravity Recovery and Climate Experiment (GRACE) water storage dataset. 
Furthermore, better agreement with the water table observations was achieved by Liang et al. 
(2003) and Niu et al. (2007), while it was detected wetter soil moisture profiles in global scale 
and more evapotranspiration produced by the coupled scheme (Niu et al., 2007; Huang et al., 
2019). The higher values of soil moisture and evapotranspiration led to more accurate results 
against remote sensing data (Maxwell and Miller, 2005; Danierhan et al. 2012; Nie et al., 2018). 
Interestingly, although the lateral flow is not represented in the one-dimensional model 
developments, a few studies showed improved performance of monthly runoff (Maxwell and 
Miller, 2005; Sutanudjaja et al., 2018; Huang et al., 2019) and daily runoff (Gedney and Cox, 
2003). Schlemmer et al. (2018) used Richards equation with an extended soil column in 
TERRA_ML LSM in order to represent topography in a crude way, ignoring the impact of 
lateral flow. Their hypothesis was that the absence of topography and lateral flow is linked with 
biases of near-surface temperatures and temperature lapse rate because the mountain tops are 
represented too wet, as the precipitation is higher, and the valleys drier. They tested their model 
for three sites against annual soil water content data for the upper 50 cm with small 
improvement of the new scheme compared to the default one. Furthermore, they tested the 
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mean seasonal temperature for a 10-year period over Europe against observations showing 
significant improvement. 
Looking at the two-dimensional applications, Ganji and Sushama (2018) examined the 
impact of using one-dimensional or two-dimensional groundwater model below an LSM. They 
coupled a modified version of a groundwater model developed by Niu et al. (2007) below the 
LSM CLASS. They compared three different model configurations, namely the default 
gravitational drainage against the coupled groundwater model with and without lateral flow. 
They applied this study for a domain analysis in Canada that consists of 21 catchments. Ganji 
and Sushama (2018) found that the aquifer affects the near surface temperature and the 
evapotranspiration with lower values for the free drainage case in the summer season. The 
changes of temperature and evapotranspiration against the free drainage case are more 
significant for the configuration that considers the lateral flow. Regarding the simulation of the 
streamflow, there is improvement for the case of the groundwater scheme with lateral flow, 
especially during the dry period in which the baseflow contribution is low for the groundwater 
scheme without the lateral flow and even lower for the free gravitational drainage case. Fan and 
Miguez-Macho (2011) developed a 2D groundwater model to capture wetlands using the 
groundwater table depth. The limitation of this study is that there is not a dynamic real-time 
coupling between LSM and groundwater model, but these models run independently. The 
recharge came from mass balance equation based on observed precipitation and simulated 
runoff by three LSMs in the Global Land Data Assimilation System (GLDAS) (Rodell et al. 
2004). This means that there is no feedback between the groundwater model and LSMs. 
Vergnes and Decharme (2012) coupled a simple groundwater scheme in the TRIP river routing 
model using the fluxes for surface runoff and drainage from the Interactions between Soil-
Biosphere-Atmosphere (ISBA) LSM. The new scheme was evaluated against 3,500 gauges 
globally and they found that groundwater representation improved the model predictions in 
70% of the cases and led to deterioration at 15% gauges. Guzman et al. (2015) coupled the 
physical based model SWAT with the groundwater model MODFLOW for a catchment in 
Oklahoma (780 km2) showing agreement of modelled runoff and groundwater depth with 
observations.  
Finally, considering the three-dimensional model developments, York et al. (2002) coupled 
a single column vertically discretized atmospheric model with a three-dimensional distributed 
physically based soil-vegetation-aquifer model and tested in a catchment in Kansas for monthly 
timescale and for a nine-year period. The new scheme was able to simulate the trends of 
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monthly and annual runoff, groundwater depth, evapotranspiration, and soil moisture. Their 
important finding is that about 5-20% of evapotranspiration comes from the aquifer. Maxwell 
et al. (2011) coupled the three-dimensional ParFlow with the Weather Research Forecasting 
(WRF) atmospheric model finding improvement of rainfall-runoff predictions. In a similar 
project, Gutowski et al. (2002) developed a model that simulates hydrologic processes from the 
atmosphere to aquifer including a groundwater model. They claim that the importance of using 
a groundwater model is proved by the fact that in dry periods up to 33% of monthly 
evapotranspiration comes from the aquifer. This finding is consistent with York et al. (2002). 
Tian et al. (2012) developed a three-dimensional variable saturated groundwater model 
(AquiferFlow) and coupled it with an LSM (SiB2). They validated it in a catchment in China 
(about 10,000 km2) against evapotranspiration and relative saturation data from three stations.  
Overall, most of the papers that introduce another parameterization for groundwater are 
evaluated in large regions, usually in global scale (e.g., Fan et al., 2013; de Graaf et al., 2015, 
2017; Zeng et al., 2018) against global products (e.g., Niu et al., 2007; Nie et al., 2018), in 
steady state (e.g., Fan et al., 2013; de Graaf et al., 2015, 2017; Zeng et al., 2018) or over a 
couple of catchments (e.g., Liang et al., 2003; Maxwell and Miller, 2005) in monthly timescale 
(York et al., 2002; Yeh and Eltahir, 2005a, b ). All studies lead to a more realistic representation 
of the hydrological processes, especially evaporation and soil moisture.  
In the traditional LSMs that apply the free drainage case, the lack of groundwater 
representation leads to bias of soil moisture and evapotranspiration fluxes because the models 
are unable to capture the interactions between the unsaturated zone and the water table 
(Maxwell and Miller, 2005). The one-way downward flux (free drainage) can only dry the soil 
domain and especially in areas with sandy soil types (Rahman et al, 2019), as there is no 
feedback from the aquifer below that could retain the water from drying or make the soil domain 
wetter due to the groundwater discharge. This implies lower soil moisture values in the soil 
column and ultimately lower evapotranspiration fluxes (e.g., Niu et al., 2007; Huang et al., 
2019). As a consequence, studies that apply LSMs with the free drainage assumption globally 
tend to underestimate soil moisture and evaporation (Zeng et al., 2018), while mountain tops 
are represented too wet, because the precipitation is higher, and the valleys drier due to the 
absence of lateral flow (Schlemmer et al., 2018). Gutowski et al. (2002) and York et al. (2002) 
showed that during dry periods up to one third of evaporation comes from groundwater. Thus, 
it is crucial to incorporate groundwater representation in LSMs in order to get an accurate water 
partition. However, there are many studies about climate change that apply these kind of models 
 
18 
(e.g., Hagemann et al., 2013; Dankers et al., 2014; Huijgevoort et al., 2014; Giuntoli et al., 
2015; Vetter et al., 2017) and possibly their results could be questionable. Interestingly, even 
for the one-dimensional groundwater configurations that ignore lateral flow, many studies 
found improvement of the near surface soil moisture and evaporation (e.g., Maxwell and Miller, 
2005; Danierhan et al., 2012; Nie et al., 2018). It seems that extrapolating the soil column a few 
meters is enough to improve the water partition in the soil domain, as it allows the feedback 
between aquifer and soil domain. In addition, the introduction of the lateral flow improves the 
model predictions of the surface soil moisture and the evapotranspiration fluxes significantly 
(de Graaf et al., 2015, 2017; Fan and Miguez-Macho, 2011), while configurations with lateral 
flow outperform those without (e.g., Ganji and Sushama, 2018). Finally, inaccurate 
representation of soil moisture and the lack of lateral flow representation is, also, linked with 
biases of runoff predictions (e.g., Maxwell and Miller, 2005; Vergnes and Decharme, 2012) 
and near-surface temperatures and temperature lapse rate (Schlemmer et al., 2018). 
2.3 Climate change impacts on UK hydrology 
A common approach to evaluate the impact of climate change in the UK is the 
implementation of future climate scenarios (e.g., UKCIP02, UKCP09) produced by the UK 
Climate Impacts Programme (UKCIP). UKCIP was established in 1997 to support decisions-
makers’ assessments (Hedger et al., 2006) and is fully funded by the Department for 
Environment, Food and Rural Affairs (Defra) (Harman et al., 2005). The UKCIP02 (Hulme et 
al., 2002) climate scenario compromises of four scenarios (low, medium-low, medium-high, 
and high), representing the four Intergovernmental Panel on Climate Change Special Report 
Emissions Scenarios (IPCC SRES) (Nakicenovic et al., 2000). Each emission scenario assumes 
different rate of future population and economic growth (B1, B2, A2, AlFl) (Arnell, 2004). The 
UKCP09 dataset (Jenkins et al., 2010) produces probabilistic projections that incorporate 
uncertainties from different sources (e.g., natural variability, climate models) (Christierson et 
al., 2012), instead of previous UK climate scenarios (e.g., UKCIP02). UKCP09 relies on the 
low, medium, and high emissions scenarios that correspond respectively to the IPCC SRES B1, 
A1B and A1FI emission scenarios (Murphy et al., 2009). The UKCP18 dataset reflects the 
current information and the current hypotheses for the climate change projection based on the 
5th assessment report from IPCC. However, the literature review of using UKCP18 dataset in 




Regarding the UKCP09 projections, Christierson et al. (2012) utilized them to assess the 
impact of climate change on river flows for 70 catchments in the UK for the 2020s under the 
A1B scenario (medium emission scenario) using two conceptual models (i.e., PDM and 
CATCHMOD (Environment Agency, 2005) and the Generalized Likelihood Uncertainty 
Estimation (GLUE) methodology (Beven and Binley, 1992). Their main finding is the 
significant decrease of summer flows, while a decrease in river flows all year round is detectable 
for all the catchments. Also, they highlighted that uncertainties in climate modelling, especially 
during summer, are large. Prudhomme et al. (2012) used the semi-distributed hydrological 
model CERF (Young, 2006) and applied the change factors method (Hay et al., 2000) using the 
UKCP09 dataset under the medium emission scenario to examine the changes in river flows in 
the 2050s. They found a mixed pattern of changes in winter flows from -20% to +40% change 
in England and Wales and ±20% in Scotland. In summer season, they found predominantly 
decreases in the UK that ranged from +20% to -80%. Charlton et al. (2014) examined the impact 
of climate change in six British catchments using the Cat-PDM (Arnell, 2011) conceptual 
model. Charlton et al. (2014) found that changes of high flows are driven by changes in winter 
precipitation with low sensitivity to changes in temperature and potential evaporation. 
However, changes of low flows are dictated by both summer precipitation and temperature. 
Cloke et al. (2010) used the A1B scenario of UKCP09 projections to identify the impact on 
river flow for the Medway catchment in UK, using the CATCHMOD model. The results 
showed decline of flows, especially for summer months. Coulthard et al. (2012) used the hourly 
rainfall from UKCP09 weather generator to simulate geomorphic changes until 2099 in the 
Swale catchment in UK, finding 100% increase of sediment yield. Kay and Jones (2012) 
compared the capability of three products from UKCP09 to assess the flood frequency in nine 
catchments in UK. They found good agreement between the products for most of the 
catchments. Finally, Bell et al. (2012) used the UKCP09 projections, as input to the Grid-to-
Grid model, to simulate the river flow at the Thames catchment finding a change about 36% of 
the modelled 20-year return flood period by the 2080s. Overall, we could say that almost all the 
papers applied the UKCP09 dataset mainly focus on the surface hydrology and not on 
groundwater hydrology. 
There are only a few studies in the UK that do not rely on UKCIP products (e.g., Pilling and 
Jones, 1999) or apply trend analysis only on observed rainfall and runoff data (e.g., Wilby, 
2006). Pilling and Jones (1999) implemented the physical process-based hydrological model 
(HYSIM) (Manley, 1977). They used the climate change scenarios from the Hadley Centre’s 
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high-resolution equilibrium global circulation model (UKHI) for 2050 and transient global 
circulation model (UKTR) for 2065. Winter runoff is expected to increase in northern Britain 
under both scenarios, while summer runoff will experience major reductions more than 15% in 
England and Wales under the latter scenario. Wilby (2006) utilised monthly precipitation and 
runoff data for the period between 1865 and 2002 for 15 rivers in England and Wales. 
Interestingly, they found significant long-term increase in winter flow in only three rivers.  
Additional studies have attempted to understand the impacts of climate change on recharge 
in the UK (e.g., Herrera-Pantoja and Hiscock, 2008; Holman et al., 2009; Jackson et al., 
2011). Herrera-Pantoja and Hiscock (2008) predicted decrease of potential groundwater 
recharge from 7% to 40% in three different catchments for the future “high” gas emissions 
scenario (UKCIP02) using the water balance equation. They found that during the drying 
season, recharge can decrease up to 88%. Holman et al. (2009) applied a daily soil-water 
balance model and climate-change weather projections from the IPCC 4th assessment report. 
They found about 30% of decrease of annual potential recharge for the “high” emission scenario 
in 2050s. Jackson et al. (2011) implemented the ZOODRM model (Mansour and Hughes, 2004) 
in a chalk-dominated area of 2,600 km2 in UK. The use of 13 different Global Circulation 
Models (GCM) gave contradictory results from -26% to +31% for the mean annual potential 
recharge, while the ensemble mean predicted only 5% decrease of potential recharge. Cooper 
et al. (1995) investigated the effects of global warming on groundwater recharge, storage and 
river baseflow, using an idealized representation of the aquifer/river system (Wilkinson and 
Cooper, 1993) for the two principal aquifer in the United Kingdom, namely Chalk and Triassic 
sandstone aquifers. Two different climate change scenarios were used, based on the Climate 
Change Impacts Review Group (CCIRG (Climate Change Impacts Review Group), 1991). 
Under the high evaporation scenario, baseflow and recharge are expected to decrease up to 40% 
and 21%, respectively, in the Chalk aquifer, and by around 15% and 13% in the Triassic aquifer.  
All these studies mentioned the uncertainty from the projections and the high sensitivity of 
their models to predict the impact of climate change. However, there is limited knowledge on 
how climate change would affect all the water balance components on groundwater dominated 
catchments, e.g., soil moisture and evaporation, because previous studies largely focused only 
on runoff and recharge. This thesis aims to identify the impacts of climate change on surface-
subsurface interactions, as new groundwater parameterization in JULES model represents 




3 METHODS AND DATA 
 
This chapter introduces the meteorological forcing data, the ancillary data and the data used 
for model evaluation. In addition, it is presented the current JULES LSM version with the 
needed forcing data, the main hydrological processes, and the limitations it has. Focus will be 
given on the soil hydrology parameterization and how JULES calculates the important fluxes 
related to water partition, namely infiltration, drainage, runoff generation and moisture 
movement in the soil column. Then, the river routing scheme (RFM) in JULES with the 
parameters and their optimal values are described. Furthermore, the new groundwater 
parameterization (JULES-GFB) is presented, with the fundamental equations and the main 
assumptions. In the last part, the metrics used in this study to evaluate the model performance 
are presented. 
This chapter is part of a paper published in the Hydrological Processes Journal. This paper 
has been modified to enhance consistency all through this dissertation. 
Citation: Batelis, S.C., Rahman, M., Kollet, S., Woods, R. and Rosolem, R., 2020. Towards 
the representation of groundwater in the Joint UK Land Environment Simulator. 




3.1.1 Meteorological Forcing Data 
The regional forcing data are obtained from the Climate, Hydrology and Ecology Research 
Support System (CHESS) dataset (Robinson et al., 2016) that is freely available. CHESS data 
are available at daily temporal resolution and 1 km spatial resolution covering the entire Great 
Britain. The CHESS data stem from the Met Office 40 km gridded MORECS dataset (Thomson 
et al., 1981; Hough et al., 1997), from the CRU TS 3.21 dataset (Harris et al., 2014) and from 
the WATCH Forcing Data dataset (Weedon et al., 2011). All the CHESS data were downscaled 
to 1 km grid based on topographic information (Robinson et al., 2016). The forcing data are 
downscaled from daily to the simulation time-step using the downscaling tool of JULES, 
described in Williams and Clark (2014), and the daily temperature range obtained from CHESS 
database, as well. 
3.1.2 Ancillary Data 
The elevation map is derived from HydroSHEDS (Hydrological data and maps based on 
Shuttle Elevation Derivatives at multiple Scales) (Lehner et al., 2008) with 1 km spatial 
resolution. The elevation map is post-processed in order to provide flow directions following 
the methodology presented in Maxwell et al. (2009). Flow direction is important for the river 
routing scheme (RFM) and for the groundwater flow in the new parameterization. The Land 
Cover Map 2007 (LCM2007) (Morton et al., 2011) is used to obtain spatially distributed land 
cover type information. We used the Land Cover Map 2007 as representative of reality 
considering that the simulation time was for the period between 2006 and 2015 for the fourth 
Chapter and for the period between 2008 and 2012 for the fifth Chapter. Land cover types are 
required by JULES to define parameters related to vegetation, such as the canopy capacity, 
infiltration enhancement factor or root depth (Best et al., 2011, Table 5). In addition, soil albedo 
values are derived from the land use map based on Houldcroft et al. (2009). Soil parameters are 
derived for the regional domain from the Land Information System provided by the Cranfield 
University. This dataset is based on field work, like 250,000 auger bore records, 8,000 soil 
profile descriptions and 15,000 filed records, and covers both England and Wales (Hallett et 
al., 2017). This dataset provides with all the necessary soil ancillary data required by the JULES 
model and are described in Section 3.2.1. Note that the Land Information System provides data 
up to 1.5 to 2 m depth. However, we use these data for the whole soil domain (3 m) in JULES 
model by assuming the same values. 
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3.1.3 Validation data 
We evaluate runoff predictions in the analysis of JULES Default performance (Chapter 4) 
and in the regional analysis during the JULES-GFB testing (Chapter 5) using daily streamflow 
observations from the National River Flow Archive (NRFA). NRFA provides with openly 
available streamflow data for more than 1500 catchments in UK (https://nrfa.ceh.ac.uk/data last 
visited on 03/09/2020). Furthermore, it provides with catchment characteristics (e.g., catchment 
size, climate, geology, and land cover) and information about the hydrological regime (e.g., 
runoff percentiles, BFI, factors that affect runoff). This dataset has been extensively used in 
hydrological applications (e.g., Lane et al., 2019; Martinez-de la Torre et al., 2019). 
Finally, we evaluate JULES-GFB against the default model in representing the 
evapotranspiration (Chapter 5) against the daily Global Land Evaporation Amsterdam Model 
(GLEAM) (Miralles et al., 2011; Martens et al., 2018) dataset (version 3.3a). GLEAM is a 
simple bucket-type soil hydrological model (with no groundwater) that calculates 
evapotranspiration from the water balance equation, based on satellite data to estimate the 
different components of the water cycle. Although remote sensing data are a large component 
of this product, ultimately the model dictates how the water balance components are distributed, 
and this is a limitation of this dataset. However, this product was validated against 43 
FLUXNET stations for different canopies and climate conditions (Miralles et al., 2011), 
showing an average correlation of about 0.8 with -5% bias (20 mm y-1). The dataset is freely 
available and widely used (e.g., Forzieri et al., 2017; Martens et al., 2018). 
3.2 Joint UK Land Environment Simulator (JULES) 
JULES is a community LSM and can simulate the energy cycle, the carbon cycle and the 
water balance between the land surface and the lower atmosphere (https://jules.jchmr.org/ last 
visited on 03/09/2020). A detailed description of the model can be found in Best et al. (2011) 
and Clark et al. (2011). The JULES model requires eight meteorological forcing data, namely 
the wind speed, air temperature, surface downwelling longwave and shortwave radiation, 
specific humidity, pressure, rainfall rate and snowfall rate. Ancillary data include land cover 
and soil types. Land cover data are used to link regional characteristics to vegetation parameters 
(Clark et al., 2011, Table 1, 2) and the soil type map is used to prescribe soil hydrology 
parameters, as described in Best et al. (2011, Table 3). JULES uses 9 categories of land use, 
namely Broadleaf forest, needleleaf forest, C3 grasses, C4 grasses, Shrubs, Urban, Inland water, 
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Bare soil and Snow/ice. For the soil data, JULES needs the hydraulic conductivity in saturation 
(mm s-1), the volumetric soil moisture content at saturation, at critical point and at the wilting 
point (m3 water per m3 soil), dry heat capacity (J m-3 K-1), dry thermal conductivity (W m-1 K-
1), soil albedo and two parameters of the van Genuchten model.  
In relation to surface runoff generation, there are two mechanisms to produce runoff, namely 
the infiltration excess and saturation excess mechanisms. The infiltration excess runoff is 
calculated considering both the throughfall and the grid-box mean infiltration (Best et al., 2011) 
based on the equations by Johannes Dolman and Gregory (1992). Infiltration excess occurs 
when the rainfall rate is higher than the hydraulic conductivity of the topsoil. To account for 
the effect of a finite model timestep on the throughfall and the surface runoff, the hydraulic 
conductivity of the topsoil is multiplied by an enhancement factor which is fixed and equal to 
four for broadleaf and needleleaf trees land-use type and two for grasses and shrubs (Best et al., 
2011).  
JULES has two options to account for subgrid heterogeneity of soil moisture and saturation 
excess runoff, namely TOPMODEL and PDM. The first one, and the more complicated one, is 
TOPMODEL that describes heterogeneity throughout the soil column. In TOPMODEL (e.g., 
Beven and Kirkby, 1979), a topographic index, λ, is required based on the digital elevation 
model. Sub-grid variation in λ is simulated using a gamma distribution (Best et al. 2011). The 
saturated fraction of a grid-box that is saturated is calculated from soil moisture conditions in 
the soil profile. The saturation excess runoff is calculated based on the saturated fraction 
(MacKellar et al., 2013). The second scheme is the Probability Distribution Model (PDM) 
(Moore, 2007) that does not need additional information (such as topography), like 
TOPMODEL, and it describes heterogeneity in the topsoil layer (1 m). The PDM scheme 
requires the prescription of two parameters, namely the depth of the topsoil (dzPDM) and an 
exponent coefficient for the Pareto distribution of soil water holding capacity (bPDM). The 
default values for dzPDM and bPDM are 1 m and 1 (unitless), respectively. According to the theory, 
higher values of bPDM increase the runoff, because for a given soil moisture storage, a higher 
bPDM leads to higher saturated fraction (Fig. 6a of Moore, 1985), which leads to higher surface 
runoff (Clark and Gedney, 2008). It is found bPDM to be more sensitive than the dzPDM 
(Bakopoulou, 2015), whereas dzPDM is usually ignored (Martinez-de la Torre, 2019) or 
constrained by data (Dadson et al., 2011; MacKellar et al., 2013). In case that JULES 
underestimates the runoff, that is a common thing, a higher value of bPDM is expected to give 
better performance (Martinez-de la Torre, 2019).  
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The default JULES (JULES Default) model has four soil layers defined with different 
thickness, namely 0.10, 0.25, 0.65 and 2 m. We have modified the vertical discretization of the 
default model to be more consistent with the new groundwater model. In this case, all JULES 
model versions discussed in Chapter 5 and 6 with or without the groundwater parameterization 
have been set up with evenly spaced 10 or 20 cm thick soil layers from surface to 3 m depth. 
We refer to this version of the JULES model as JULES‐FD (free drainage) without the 
groundwater parameterization and as JULES-GFB with the groundwater parameterization. In 
Chapter 4, the JULES Default is used with the default four soil layers (i.e., 0.1, 0.25, 0.65 and 
2.0 m thickness) in order to evaluate the model under different conditions. 
The main reason why we changed the vertical discretization for the groundwater model was 
the numerical instabilities we found when the default discretization (i.e., 0.1, 0.25, 0.65 and 2.0 
m thickness) or the CLM structure (i.e., soil thickness increases exponentially for deeper depth) 
were used. In the explicit equations (like in JULES), variables are calculated directly from the 
previous time step without iterations for convergence of the solution. To achieve stability in the 
solution, it is crucial to keep the timestep and the vertical discretization small, otherwise 
fluctuations will occur, and they will be amplified, as the model continues running. In the 
preliminary analysis, we tried evenly spaced 50 cm thick soil layers from surface to 3 m depth, 
but we did not avoid again numerical inconsistencies. Finally, we ended up with 10 and 20 cm 
evenly spaced soil layers that provided us with robust solution.  
 
3.2.1 Soil Hydrology in JULES Default 
At each node n, the soil water content θn is updated using the one-dimensional finite 
difference form of the Richards equation to estimate the transport of moisture. Richards’ 







′  (3.1) 
𝑊 ′ = 𝐾ℎ (
𝜕Ψ
𝜕𝑧
+ 1) (3.2) 
where 𝑊𝑛−1
′  and 𝑊𝑛
′ are the diffusive fluxes flowing in from the upper layer, and to the layer 
below, respectively. 𝐸𝑛
′  is the evapotranspiration extracted by plant roots in the layer, Kh is the 
hydraulic conductivity (mm s-1), Ψ is the soil water suction (m) and z is the soil depth (m). In 
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Equation (3.1), the top boundary condition is the infiltration of water at the surface and the 
bottom boundary condition is the free drainage, which contributes to the subsurface runoff (Best 
et al., 2011). The water table and the lateral flow in the saturated zone are not explicitly 
represented in the default JULES that rely on the free drainage case as the bottom boundary 
condition (Figure 3.1a).  
The amount of moisture accessed by vegetation at each layer in the soil is determined by 
root density, assumed to follow an exponential distribution with depth. Each vegetation surface 
has different root depth with C3 and C4 grasses, and Shrubs to have 0.5 m root depth, 
Needleleaf trees 1 m and broadleaf trees 3 m. Furthermore, leaf photosynthesis is linked to the 
potential (non-stressed) lead photosynthesis based on the beta (β) parameter (unitless) that 
defines the stress factor based on soil moisture concentration in the root zone, and the critical 
and wilting point concentrations (Best et al., 2011). 
 
Figure 3.1: Schematic overview of JULES-FD with the free drainage assumption (a), JULES-GFB with 
the simplified groundwater representation (b) and a full 3-D hydrological model (shown here as a 2-D 
column for simplicity) (c). 
 
The soil hydraulic parameters are calculated from soil texture information, using the van 
Genuchten (1980) hydraulic relationships. There is, also, the option of using the Brooks and 
Corey (1964) parameterization but in this study, it was chosen the first one, as it is scientifically 
more robust (Best et al., 2011) and it has been proven to increase the model performance 










where 𝜃 is the soil moisture (m3 m-3), 𝜃𝑟 is the residual soil moisture (m
3 m-3),𝜃𝑠 is the soil 
moisture at saturation (m3 m-3), Sθ is the effective saturation, and αν, n and m are soil water 
retention curve fitting parameters computed based on the van Genuchten model. The hydraulic 
conductivity (Kh) is calculated from the following equation (Schaap et al., 2001). 
𝐾ℎ = 𝐾ℎ𝑠𝑆𝜃
𝜉








where Khs is the hydraulic conductivity for saturated soil and ξ is a parameter fixed at 0.5  
JULES solves the subsurface heat and water transport equations based on finite difference 
approximation (Cox et al, 1999). To sum up, in JULES, every time step, the model calculates 
the fluxes and the derivatives dW’/dθ in the interfaces between all the layers. To do that, in each 
node, it uses the saturation from that node θ1 and the saturation from the node below θ2. Based 
on the Darcy equation, it estimates the difference of pressure heads between the two nodes and 
then the flux W’ and the derivatives dW’/dθ. In the last layer, the model cannot use the soil 
moisture concentration from the node below. Thus, based just on the soil moisture concentration 
in the last node, it estimates the conductivity K, which is the flux for the last layer, using either 
the van-Genuchten (Equation 3.4) or the Brooks and Corey formula, and then it calculates the 
derivative dK/dθ. Finally, the model creates a matrix based on all these fluxes and derivatives 
and solves this matrix using the Gaussian elimination method. The result is the increment of 
soil moisture concentration in each layer which is used to update the soil moisture concentration 
for the next timestep. 
3.2.2 River Routing Scheme 
The river routing scheme in JULES is based on the Rapid Flow Model (RFM) (Bell et al., 
2007) and it estimates the approximation of the 1-D kinematic wave equation with lateral 
inflow. It uses 6 globally constant parameters, namely two surface and two subsurface wave 
celerities for river or land pixels, and two return flow fractions (Figure 3.2). Table 3-1 depicts 



















cland Land wave speed 0.2 (global), 0.4 (high-resolution) m s-1 
criver River wave speed 0.62 (global), 0.5 (high-resolution) m s-1 
cbland Subsurface land wave speed 0.1 (global), 0.05 (high-resolution) m s-1 
cbriver Subsurface river wave speed 0.15 (global), 0.05 (high-resolution) m s-1 
retl Land return flow fraction 0.0 
retr River return flow fraction 0.005 
a_thresh The threshold drainage area 1 (global), 10 (high-resolution) 
 
 
Figure 3.2: JULES River Flow Model comprises runoff production scheme, based on two runoff 
generation mechanisms, and flow routing parameterization where wave speeds are specified as universal 
constants. 
 
3.2.3 New Groundwater Flow Boundary Parameterization 
One of the key aspects of this study is to investigate the impact of explicitly adding a 
groundwater parameterization scheme into JULES (Batelis et al., 2020; this thesis). The results 
associated with this task is presented in Chapter 5. Here, we describe the methodology used to 
achieve this coupling. We adapt the concept of a free-surface groundwater flow boundary 
(GFB) condition, developed by Rahman et al. (2019) and targeted to large-scale hydrological 
modelling, to the JULES model (referred here as JULES-GFB). This is the first study that 
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applies this method in an LSM and tests the benefits and the limitations. The fundamental 
equation that governs the estimation of the groundwater flow in two horizontal dimensions can 




= 𝛻(𝑇𝛻𝐻) + 𝑅 (3.5) 
where H is the total head [L], T is transmissivity [L2 T-1], R is the recharge flux [L T-1] and S is 
the specific yield [-]. The coupling between the groundwater model and JULES-FD is based on 
recharge from the groundwater model. This is the flux that links the two models and interacts 
with them (flux R in Figure 3.1b). 
The GFB approach considers two major assumptions. The first assumption is the pressure 
and flux continuity at the interface between the lowest soil layer and the underlying aquifer. 
Following from this assumption, the saturated depth (hGW) is calculated in JULES-GFB using 
the pressure head at the lowest soil layer as follows: 
hGW = Δzα+Δzs/2-Ψ (3.6) 
where ∆za is aquifer thickness [L], ∆zs is the thickness of the last soil layer [L], and Ψ is the 
pressure head [L] at the last soil layer (Figure 3.1b). Then, adding to hGW the datum from the 
bedrock, we can get the total head (H). 
The second assumption is that the variability in the saturated depth (ΔhGW) is negligible 
compared to its absolute value of hGW (i.e., ΔhGW << hGW). This assumption allows the 
calculation of transmissivity (T) at each model time step, as follows: 
 (3.7) 
Ultimately, Equation 3.5 takes the final format in order to calculate the recharge flux (R) 
based on the transient flow equation in an unconfined aquifer (Wang and Anderson, 1982): 
















Equations 3.5-3.8 show the formulation of the GFB described in Rahman et al. (2019), which 
serves as the basis for the representation of groundwater dynamics in JULES-GFB.  
In addition to the approach described above, a few additional steps were necessary to 
incorporate the GFB concept into JULES. Firstly, we follow similar assumptions made by Niu 
et al. (2007) for the special case when the water table enters the soil domain in JULES. In this 
hs GWT K h=
 
30 
case, we ignore the transient flow term (𝑆
𝜕𝐻
𝜕𝑡
) and as a result, the recharge flux in the saturated 
portion of JULES soil domain is based only on the lateral flow (Equation 3.9), while the 
remaining unsaturated soil layers are updated as usual. The reason for this modification is to 
avoid numerical instabilities found in the original implementation of the model. 
𝑅 = −∇(𝑇∇𝐻) (3.9) 
Secondly, a pseudo layer is introduced (acting as a “coupler” layer) between the soil domain 
and the aquifer, in order to calculate the derivative of flux with soil water content (
𝑑𝑊𝑛
𝑑𝜃𝑛
)  that is 
needed for calculating the soil moisture increment every timestep. JULES does not calculate 
this derivative at the lowermost soil layer. Thus, a pseudo layer is needed to calculate the 
derivative in the last true layer of the soil domain, above the pseudo layer. 
Our calculation of groundwater table depth is dependent entirely on the pressure head at the 
last layer of the JULES soil domain. Because of the way of our calculation, any abrupt change 
in the pressure head between two consecutive timesteps at the last layer of JULES could create 
oscillations in the groundwater table depth. Note that abrupt changes in the pressure head in the 
last layer are likely, especially due to the direct Gaussian solver of JULES. To reduce those 
numerical oscillations, a non-iterative Picard method (Paniconi et al., 1991; Tan et al., 2004) is 
introduced between timesteps (Equation 3.10). 
 
(3.10) 
where t is the timestep and l is the number of iterations. One iteration is sufficient to remove 
the oscillations and apply the new model explicitly. Note that if the pressure head is such that 
the water table falls below the bedrock for a given timestep (i.e., outside of the pre-determined 
aquifer domain), then the model reverts back to the free drainage parameterization (i.e., the 
effect of the water table on soil moisture dynamics becomes negligible). Furthermore, we 
should eliminate the subsurface flow from RFM, otherwise the new JULES-GFB model would 
estimate the subsurface flow twice, once in the groundwater model and once more in the river 
routing scheme. In summary, the potential advantages of this new scheme are the replacement 
of the often unrealistic free drainage assumption from JULES-FD; the lateral saturated flow 
interaction, as the calculation of the water table is based on the neighbouring cells; and the 
impacts on soil moisture content at the topsoil and the surface, where the water table intersects 
the surface and generates streams. The new scheme is extensively tested against a benchmark 










3.2.4 Benchmark Model 
In this paragraph, the benchmark model, Parflow, is described briefly. For a more detailed 
description refer to other studies (e.g., Ashby and Falgout, 1996; Kollet and Maxwell, 2006; 
Maxwell, 2013). Parflow is used as a benchmark model in the synthetic experiments to validate 
the new model parameterization for groundwater. The reasons to choose Parflow as the 
benchmark model are that: (1) it has been extensively evaluated through model inter-
comparison projects (Maxwell et al., 2014; Kollet et al., 2017) with satisfactorily results; (2) it 
has been used as benchmark in another model development study which tested the same 
groundwater theory implemented in JULES in this study (e.g., Rahman et al., 2019) and (3) it 
has been successfully tested in Continental US (CONUS) against observations (Maxwell et al., 
2015) and against the National Water Model (WRF-HYDRO) (Tijerina, 2018). The results from 
the simulations of Parflow came from Kollet et al. (2017) and Rahman et al. (2019).  
Parflow is a 3-Dimensional variably saturated groundwater surface water flow model that 
simulates the groundwater, vadose zone and the surface water as a single continuum based on 
the Richards and Saint Venant equations (Kollet et al., 2017). The model solves the Richards’ 
equation in three spatial dimensions using the finite control volume approach with two-point 
flux approximation in space and implicit backward Euler scheme in time (Kollet and Maxwell, 







= ∇ · 𝑅 + 𝑆𝑖 (3.11) 
𝑅 = −𝐾ℎ𝑠𝐾𝑟(𝛹)𝛻(𝛹 − 𝑧) (3.12) 
where Ss is the specific storage coefficient [L-1], φ is porosity [-], Si is a general source/sink 
term [T-1], Kr is relative permeability [-] and z is the depth below surface [L]. The kinematic 
wave equation is solved maintaining the continuity of pressure and flux at the boundary 
(Rahman, 2015). Parflow has been coupled to many LSMs and atmospheric models, such as 
CLM (Shrestha et al., 2014), WRF (Maxwell et al., 2011) and TerrSysMP (Kurtz et al., 2016). 
It is worth noting that both Parflow and JULES-GFB solve the Richards’ equation to 
estimate the transport of moisture. However, Parflow solves it in three spatial dimensions using 
the finite control volume approach from the surface up to the bedrock. On the other hand, 
JULES-GFB solves the Richards’ equation in one spatial dimension using the finite difference 
approach from the surface up to 3 m depth (same depth with the soil domain) and solves the 
two-dimensional transient flow equation to estimate recharge in the aquifer. Parflow uses an 
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implicit backward Euler scheme to solve the differential equations, whereas JULES-GFB uses 
a forward explicit scheme. The implicit scheme of Parflow allows to have only five layers for 
102 m total thickness of soil column (Maxwell et al., 2015), albeit in JULES-GFB a much finer 
vertical discretization is needed (i.e., 10 or 20 cm.) to run the model without numerical 
instabilities due to the explicit scheme. The runoff generation mechanisms are different. In 
Parflow, overland flow is calculated via an overland flow boundary condition assuming 
pressure and flux continuity at the surface-subsurface interface (Kollet and Maxwell, 2006). 
JULES-GFB uses the infiltration excess mechanism and the groundwater contribution to 
generate runoff. 
3.3 Metrics 
For the analyses, we use the following metrics to assess the model performance: First, we 
use the Pearson correlation (r) between observations and simulations (Equation 3.13) 
𝑟 =
∑ (𝑜𝑏𝑠(𝑡) − 𝜇𝑜𝑏𝑠)
𝑡=𝑇
𝑡=1 (𝑠𝑖𝑚(𝑡) − 𝜇𝑠𝑖𝑚)
√∑ (𝑜𝑏𝑠(𝑡) − 𝜇𝑜𝑏𝑠)
𝑡=𝑇
𝑡=1






where t is the time, obs the observed timeseries, sim the simulated timeseries, μsim the 
simulation mean, and μobs the observation mean. Correlation ranges between -1 and 1 with zero 
value to suggest no correlation. According to Schober et al. (2018) values of correlation above 
0.7 should be considered as strong, between 0.4 and 0.7 as moderate and between 0.1 and 0.4 
as weak. Note that Pearson correlation calculates linear correlation between observations and 
simulations. In case that there is non-linear correlation, then Pearson will either not identify it 
or will underestimate the significance of it. 
The Kling and Gupta Efficiency (KGE) (Gupta et al., 2009) (Equation 3.14) and Nash and 
Sutcliffe Efficiency (NSE) (Nash and Sutcliffe, 1970) (Equation 3.15) are two common metrics 
in hydrology. NSE and KGE = 1 indicate perfect agreement between simulations and 
observations. 











where r is the linear correlation, σobs is the standard deviation in observations, σsim the 
standard deviation in simulations. Looking in the literature about the acceptable range of values 
for KGE, we find different limits. Okello et al. (2018) considered values of KGE less 0.5 as 
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poor, between 0.5 and 0.7 acceptable and above 0.7 as good. Poméon et al. (2018) and Rajib et 
al. (2016) considered as acceptable models with KGE above 0.5. Gutenson et al. (2019) 
classified KGE as acceptable for KGE between 0 and 0.4, as good for KGE between 0.4 and 
0.7 and very good for KGE values above 0.7, following Tavakoly et al. (2017).  
NSE = 1 −
∑ (𝑠𝑖𝑚(𝑡) − 𝑜𝑏𝑠(𝑡))2𝑡=𝑇𝑡=1
∑ (𝑜𝑏𝑠(𝑡) − 𝜇𝑜𝑏𝑠)
𝑡=𝑇
𝑡=1
2  (3.15) 
In term of NSE, negative values suggest that the model has less explanatory power from the 
mean of the observations (e.g. Schaefli and Gupta, 2007). Values of NSE equal to zero are used 
as benchmark to distinguish “good” and “bad” models (e.g., Moriasi et al., 2007; Schaefli and 
Gupta, 2007). Moriasi et al. (2007) considered NSE values above 0.5 as satisfactory. Taking 
into consideration the above classifications, we define KGE and NSE values below 0.5 as poor 
and above 0.5 as acceptable. Negative values are classified as “bad” performance.  
Finally, mean bias was used to evaluate the new groundwater parameterization in the 
synthetic experiments (Equation 3.16). The reason why we do not use absolute values is to 
































4 EVALUATING JULES IN GREAT BRITAIN 
4.1 Introduction 
Recently, LSMs have been applied for operational applications in global hydrology (e.g., 
Beck et al., 2017; Sutanudjaja et al., 2018; Givati et al., 2016). However, the performance of 
the models is not acceptable in all cases under different climate and hydrological conditions 
(e.g., Beck et al., 2017; Zeng et al., 2018). Furthermore, even though LSMs are used for 
hydrological purposes, the hydrological processes in these models need improvement, as the 
river routing and most importantly the groundwater are usually represented in a crude way or 
are neglected (Clark et al., 2015). Thus, evaluating an LSM under multiple catchments can give 
insight about the missing components and lead to model improvements. 
The hydrological components of the JULES model have been tested for runoff predictions, 
but usually in a few catchments apart from Martinez-de la Torre et al. (2019). So far there is 
not an extensive study of JULES model in multiple catchments to evaluate the model and get 
insight on the missing hydrological processes in the model. Most of the previous studies used 
JULES to simulate hydrological processes in large time-steps (monthly, annual) (e.g., 
Gudmundsson et al., 2012a, b) or in a few catchments (Dadson and Bell, 2010; Dadson et al., 
2011). Therefore, the aim of this chapter is to investigate the performance of the JULES model 
to simulate runoff at 47 catchments in Great Britain in a finer time step (daily). We want to 
understand the strengths and the limitations of the model to simulate streamflow, while we want 
to find the key hydrological processes that are missing in the current version of the model. Our 
two specific research questions in this chapter are: 
i) How does JULES’ performance to simulate runoff contrast in surface water and 
groundwater dominated catchments? 
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ii) What are the dominant factors (land use, geology, soil texture) that affect the 
performance of the model to simulate runoff? Are there any missing hydrological 
processes in JULES? 
4.2 Evaluation methods 
For the initial evaluation step, we use the default version of JULES (v4.4) referred here as 
JULES Default. We use the default parameterization and vertical discretization (i.e., 0.1, 0.25, 
0.65 and 2.0 m.) of the model. Furthermore, we use the results of the performance metrics (Nash 
and Sutcliffe Efficiency) from two other studies (Bell et al., 2007; Martinez-de la Torre et al., 
2019) to extend our analysis. Bell et al. (2007) applied the model Grid-to-Grid to Great Britain. 
Grid-to-Grid is a catchment-based rainfall-runoff model and it is used for operational purposes. 
JULES hydrological parameterization stem from Grid-to-Grid. It uses the same river routing 
model with Grid-to-Grid, and it relies on the PDM scheme, in a similar way with Grid-to-Grid. 
Bell et al. (2007) tested Grid-to-Grid model in 25 catchments in UK for a nine-year period. 
Although Grid-to-Grid has differences with JULES, we decided to include the results of the 
performance metrics in our analysis. 
We select 47 catchments from the National River Flow Archive (NRFA) (Figure 4.1) that 
provides with daily streamflow observations. The selection criteria were to be larger than 50 
km2 with no artificial influences, like dams and abstractions. The selected catchments have 
different size, from 53 to 1480 km2, and different land use and soil types (Table 4-1). Looking 
the histogram of the catchment size (Figure 4.1), we find 30 catchments with area less than 500 
km2 and 7 catchments with area more than 1000 km2. The histogram is not uniform but skewed 
with many small catchments and less larger catchments. This is an inevitable weakness of this 
analysis, because the results will reflect mostly the behaviour of the smaller catchments. Note 
that usually catchments with size between 100 and 10,000 km2 are considered as medium-large 
catchments (Solheim et al. 2019). However, the terms “small” or “big” catchments here reflect 
the current samples and the conditions in UK. Another limitation is the fact that our evaluation 
is limited to British catchments, knowing that JULES is a British model, which are very 
particular (relatively small compared to other basins worldwide and having narrow 
hydroclimatological characteristics). We select catchments without artificial influences, like 
dams and abstractions, because we want to assess only the impact of the model without adding 
more processes, like water management, that are not represented in the model. Most of these 
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catchments are relatively small, as most of the bigger catchments in UK (not selected here) are 
used for water management purposes.  
 
Figure 4.1: Map of 47 catchments used in this analysis. For clarity purposes, we applied different grey 
scale to distinguish the catchments. The inset plot shows the histogram of the catchment size. 
 
Regarding the spatial data, in the East of England, the dominant land use type is Shrubs, 
whereas in Wales and in the North of England the dominant land use type is C3 grass (Figure 
4.2a).  Clay loam is the dominant soil texture in the Northern and West part of England and in 
the West part of Wales (Figure 4.2b). Rock is the dominant soil texture in South England and 
clay in the East part of England. Saturated conductivity is a key variable for the groundwater 
processes, as it dictates the rate of the drying of the soil domain. Figure 4.2c presents the spatial 
data of saturated conductivity with similar values for the biggest part of England and Wales 
(50-100 cm d-1), except a few small parts in North and West England with higher values (150-
200 cm d-1).  
We decided to use open data from the British Geological Survey to acquire information 
related to the geology (bgs.ac.uk/datasets/bgs-geology-625k-digmapgb/ last visited on 
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18/11/2020). Land Information System provides information for depth up to 2 meters. In our 
simulation, we define all the hydrogeological parameters for the soil domain (3 m) using only 
this dataset. However, we think that using geological data will help us firstly to define the area 
of chalk and secondly to evaluate the impact of geology in the model performance, even if we 
haven’t used this information in the model parameterization.  
In the South East part of England, the dominant type of geology is the chalk with the 
macroporosity behaviour and very high values of conductivity up to 500 cm day-1 (Lewis et al., 
2006) (Figure 4.2d). Chalk is a fine-grained porous medium traversed by fractures (Price et al, 
1993) and has dual porosity medium with flow occurring from both the matrix and fractures 
(Mathias et al., 2005). Our goal is to develop a parameterization for the groundwater for JULES 
(JULES-GFB) that will be applicable in different locations, even globally. Chalk is a different 
case with complex hydrology (Rahman and Rosolem, 2017), so it is out of the scope of this 
study.  
In Wales and in Central England, the dominant types of geology are Mudstone, Siltstone and 
Sandstone (Figure 4.2d). In the north part of England, the dominant type is Limestone. In 
general, Limestone has the highest saturated conductivity values (0.01 to 100 cm day-1) (McCall 
and Marker, 1989) compared to the Sandstone (0.001 to 10 cm day-1), Siltstone (10-4 to 0.1 cm 
day-1) and Mudstone geology type (10-5 to 0.001 cm day-1) (Freeze and Chery, 1979). 
Interestingly, looking the map of saturated conductivity from the Land Information System 
(Figure 4.2c) and the geology from BGS (Figure 4.2d), we find that there are no different 
saturated hydraulic conductivity values for the chalk region, against of what the literature 
suggests. Hence, the use of BGS data can enlighten the reason that JULES performs well or bad 
in a few areas, even if we don’t use them in the soil parameterization, as the Land Information 
System cannot provide us with information about the aquifer and the groundwater processes. 
Table 4-1: Information about the selected catchments in UK with the model performance for JULES 
v4.4. KGE and NSE values are calculated against daily streamflow observations from NRFA. Note that 
negative KGE and NSE values are shown qualitatively as “< 0”. 







Swale at Crakehill 27071 0.48 1363 Mudstone, Sandstone Shrubs 0.34 0.40 
Cod Beck at Dalton Bridge 27085 0.48 209 Mudstone, Sandstone Shrubs 0.47 < 0 
Swale at Catterick Bridge 27090 0.37 499 Limestone Shrubs 0.15 0.24 




Table 4-1: (continued). 
Dove at Izaak Walton 28046 0.79 83 Mudstone, Sandstone C3 Grass 0.04 < 0 
Tame at Hopwas Bridge 28095 0.7 1422 Mudstone, Sandstone C3 Grass 0.36 < 0 
Little Ouse at County 
Bridge Euston 
33011 0.7 129 Chalk Shrubs < 0 < 0 
Sapiston at Rectory Bridge 33013 0.65 206 Chalk Shrubs < 0 < 0 
Little Ouse at Abbey 
Heath 
33034 0.8 689 Chalk Shrubs < 0 < 0 
Thet at Redbridge 33046 0.6 145 Chalk Shrubs 0.17 < 0 
Little Ouse at Knettishall 33063 0.64 101 Chalk Shrubs < 0 < 0 
Wensum at Fakenham 34011 0.82 162 Chalk Shrubs < 0 < 0 
Bure at Horstead Mill 34019 0.81 313 Chalk Shrubs < 0 < 0 
Kennet at Theale 39016 0.88 1033 Chalk Shrubs < 0 < 0 
Lambourn at Shaw 39019 0.97 234 Chalk Shrubs < 0 < 0 
Enborne at Brimpton 39025 0.53 147 Chalk Shrubs < 0 < 0 
Dun at Hungerford 39028 0.95 101 Chalk Shrubs < 0 < 0 
Lambourn at Welford 39031 0.98 176 Chalk Shrubs < 0 < 0 
Kennet at Marlborough 39037 0.94 142 Chalk C3 Grass < 0 < 0 
Kennet at Knighton 39043 0.95 295 Chalk Shrubs < 0 < 0 
Aldbourne at Ramsbury 39101 0.96 53 Chalk C3 Grass < 0 < 0 
Kennet at Newbury 39103 0.93 548 Chalk Shrubs < 0 < 0 
Test at Broadlands 42004 0.94 1040 Chalk Shrubs < 0 < 0 
Anton at Fullerton 42012 0.96 185 Chalk Urban < 0 < 0 
Test at Chilbolton Total 42024 0.97 453 Chalk C3 Grass < 0 < 0 
Avon at East Mills Total 43003 0.91 1478 Chalk C3 Grass < 0 < 0 
Barle at Brushford 45011 0.52 128 Sandstone, Conglom. C3 Grass 0.44 0.16 
Frome at Frenchay 53006 0.38 149 Mudstone, Sandstone Urban 0.54 0.23 
Wellow Brook at Wellow 53009 0.62 73 Mudstone, Sandstone Shrubs 0.21 < 0 
Mells at Vallis 53025 0.59 119 Limestone Shrubs 0.2 < 0 
Teme at Tenbury 54008 0.56 1134 Mudstone, Sandstone Shrubs 0.66 0.46 
Rea Brook at Hookagate 54018 0.51 178 Mudstone, Sandstone C3 Grass 0.64 0.24 
Teme at Knightsford 
Bridge 
54029 0.55 1480 Mudstone, Sandstone Shrubs 0.62 0.47 
Lugg at Lugwardine 55003 0.64 886 Mudstone, Sandstone Shrubs 0.54 0.01 
Irfon at Cilmery 55012 0.37 244 Mudstone, Sandstone C3 Grass 0.62 0.55 
Arrow at Titley Mill 55013 0.56 126 Mudstone, Sandstone Shrubs 0.54 0.16 
Lugg at Byton 55014 0.65 203 Mudstone, Sandstone C3 Grass 0.57 0.11 
Ithon at Disserth 55016 0.39 358 Sandstone, Conglom. C3 Grass 0.45 0.48 
Lugg at Butts Bridge 55021 0.65 371 Mudstone, Sandstone Shrubs 0.61 0.40 
Olway Brook at Olway Inn 56015 0.43 105 Mudstone, Sandstone C3 Grass 0.42 0.32 
Cothi at Felin Mynachdy 60002 0.43 298 Sandstone, Conglom. C3 Grass 0.48 0.49 
Taf at Clog-y-Fran 60003 0.55 217 Mudstone, Sandstone C3 Grass 0.57 0.31 




Dyfi at Dyfi Bridge 64001 0.39 471 Mudstone, Sandstone C3 Grass 0.36 0.43 
Ribble at Henthorn 71006 0.31 456 Mudstone, Sandstone C3 Grass 0.54 0.48 
Ribble at Arnford 71011 0.25 204 Sandstone, Conglom. C3 Grass 0.54 0.54 
Petteril at Harraby Green 76010 0.46 160 Mudstone, Sandstone C3 Grass 0.73 0.50 





Figure 4.2: Physical characteristics of the experiment: (a) land cover (Land Cover Map 2007); (b) soil 
texture (Land Information System); (c) saturated hydraulic conductivity (Land Information System) and 
(d) geology (British Geological Survey), overlaid by model performance (KGE) of JULES Default for 
47 catchments. 
 
The atmospheric forcing data are obtained from the Climate, Hydrology and Ecology 
research Support System (CHESS) dataset (Robinson et al., 2016) that is available at daily 
temporal resolution and 1 km spatial resolution covering the entire Great Britain. The model 
set-up has spatial resolution equal to 1 km and temporal resolution equal to 30 minutes. The 
forcing is disaggregated from daily to 30 min timestep using a technique described in Williams 
and Clark (2014). In particular, the daily forcing is disaggregated to model timesteps imposing 
a diurnal cycle on temperature and radiation while allocating a constant value of precipitation 







(Williams and Clark, 2014). The simulation time consists of a ten-year period [2006-2015]. 
This period includes both drought [e.g., 2009-2010] and flood periods [e.g., 2013-2014]. In this 
case, the model will be assessed in both dry and wet conditions. This can be seen in Figure 4.3, 
in which the forcing for three different catchments, that represent Central, North and East 
England, are shown. The temperature shows almost identical behaviour and similar patterns in 
the three different areas compared to precipitation which has higher deviation from area to area. 
There is no significant change of the monthly temperature for the 10-year period. For the three 
catchments, the years of 2009 and 2010 showed the lowest minimum temperature in the winter 
with negative values during December. In the following years, there is increase of the winter 
temperatures, while this is not the case for the mean monthly temperatures during the summer. 
Regarding the precipitation, we find differences, as we expected, because the distance between 
the domains is more than 400 km. The monthly rainfall of the Irfon at Cilmery (55012) 
catchment has higher variability from the other two catchments. However, looking the Figure 
4.3, we can identify the extreme events of flood in 2009 and of extreme drought in 2010-11 for 
all the catchments.  
 
Figure 4.3: Monthly rainfall (left) and temperature (right) for three different catchments that represent 
Central (top), North (medium) and East England (bottom). 
 
We run the ten-year period for simulation [2006-2015] twice, as we disregard the first cycle 
as the spin-up period. The model is evaluated against daily runoff data from NRFA using the 
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Kling and Gupta Efficiency (KGE) (Gupta et al., 2009) and Nash and Sutcliffe Efficiency 
(NSE) (Nash and Sutcliffe, 1970) as evaluation metrics. Finally, in our analysis we use the Base 
Flow Index (BFI) that represents the proportion of baseflow runoff to the total annual 
streamflow. Values of BFI lower than 0.5 usually represent flashy catchments with low 
contribution of groundwater. Values higher than 0.5 represent groundwater dominated 
catchments. High values close to one may represent chalk catchments dominated by 
macroporosity and remarkably high saturated hydraulic conductivity values. 
 Note that the benefit of an LSM, like JULES, is that it should rely mostly on data and on 
explicit representation of processes, and not on calibration. We assume that the physics of the 
model is close to reality. Thus, if the forcing data (soil data, land use, forcing) have high quality, 
then we expect that the physics should be represented as expected in a region. In our case, we 
hypothesize that our spatial data have high quality and JULES simulates the hydrological 
processes accurately, so we expect good agreement between the observed and simulated runoff. 
In case that in some regions, the model fails to simulate the processes correctly, then it seems 
that there are a few missing parameterizations that the model needs to include in order to behave 
properly.  
Following this, we do not apply any calibration to any parameter during the analysis. We 
use the default PDM scheme to incorporate the saturation excess mechanism, as is a common 
approach within JULES community (e.g., MacKellar et al., 2013; Martinez-de la Torre et al., 
2019). We use the default values for the PDM scheme (i.e, bPDM (1) and the depth (1 m)). 
4.3 Results 
Comparing the daily runoff simulated by JULES Default against observations from NRFA, 
we distinguish three different patterns, namely for the flashy (BFI<0.5), groundwater 
dominated (BFI>0.5) and chalk catchments (overlay chalk). The first group (flashy catchments) 
comprises of 13 catchments, the second group (groundwater dominated) 14 and the last one 
(chalk) 20 catchments. Figure 4.4 depicts on the left the runoff timeseries for JULES Default 
against observations for three different catchments that represent the three distinct behaviour 
we find during this analysis for a subset of the simulation period. Figure 4.4 on the right depicts 
the scatter plot of observed daily streamflow against the simulated streamflow by JULES 
Default. In these scatter plots, we distinguish the three aforementioned behaviours. For one case 
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JULES Default underestimates runoff and for two cases, both of them groundwater dominated, 
JULES overestimates the runoff component. 
The first catchment (Irfon at Cilmery - 55012) is flashy (i.e., BFI = 0.37) with very low 
runoff values during the dry season, which ultimately means low baseflow contribution. In this 
catchment, JULES Default underestimates runoff, especially high flows (Figure 4.4 top right). 
This is a common issue in the model (e.g., Clark and Gedney, 2008; Zulkafli et al., 2013; 
Martinez-de la Torre, 2019). In particular, JULES reduces the high flows up to 60%. From the 
timeseries, we can see that JULES Default captures the timing of the floods, but not always the 
magnitude, while it overestimates a few medium flood peaks. The model shows a flashy 
behaviour and fails to simulate the recession curve after a flood event. During the dry season, 
although the observed runoff is close to zero, in JULES Default there is a constant flow coming 
from the bottom of the soil domain (free drainage) that contributes to the total runoff. This 
means that the model may underestimate the impact of a drought on the streamflow. The 
performance metrics of KGE and NSE are 0.62 and 0.55, respectively. These values are 
generally considered as acceptable (e.g., Moriasi et al., 2007; Poméon et al., 2018).  
Tame, on the other hand, (28095) is a groundwater dominated catchments with BFI=0.7. In 
this case, the linear fit is close to the 1:1 line with R2 equal to 0.59 and slope close to unity 
(1.15), meaning a good fit (Figure 4.4 middle right). However, carefully looking the scatterplot 
we find good agreement for high flows, that influence the linear fit mostly, since the samples 
overlay on the 1:1 line. On the other hand, there is poor agreement for simulating medium flows, 
as JULES Default overestimates them up to four times. From the observed daily runoff 
timeseries (Figure 4.4 middle left), we see a constant baseflow around 30 m3 s-1, many low 
floods, but only a few significant flood events. JULES Default fails completely to capture the 
baseflow dynamics and it is generally more responsive to the rainfall events, while it 
overestimates the peaks from 50 to 200%. The low performance metrics (KGE=0.36 and NSE=-
0.1) show the poor performance of the model to simulate runoff in this catchment.  
Finally, the last catchment (Test at Broadlands - 42004) represents a chalk landscape with 
very high BFI (0.94). Looking the daily timeseries, it is obvious that the dominant component 
of the streamflow is the baseflow, whereas the flood peaks during flood events are very low 
compared to the baseflow. JULES Default fails completely to capture the macroporosity 
behaviour of the chalk catchment. The scatter plot visualizes better this failure, with JULES 
Default to overestimates the daily flows up to six times. The range of daily simulated flows is 
from 0 to 150 m3 s-1, whereas the range of the observed runoff is from 0 to 30 m3 s-1. Both 
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metrics have negative values (i.e., KGE=-1.36, NSE=-8.3), meaning that the model performs 
worse than assuming a mean value across the entire time-series. Chalk is a different case with 
complex hydrology (Rahman and Rosolem, 2017), so it is out of the scope of this study. 
 
Figure 4.4: Daily runoff timeseries (left) for JULES Default (green) against observations (black) and 
scatter plot (right) for three different catchments that represent flashy (top), groundwater dominated 
(middle) and chalk catchment (bottom). 
 
In the next step, we examine if the performance of the model is similar for the dry (June-
August) and wet season (December-February) for each cluster of catchments (Figure 4.5). We 
find two distinct patterns for the overland and groundwater dominated catchments. In the flashy 
catchments, we find a better performance of the model during the summer season. In these 
catchments, the runoff comes only from the rainfall, since the baseflow is insignificant. During 
the dry season, the streamflow is usually close to zero with rare flood events. JULES constantly 
overestimates the runoff due to the contribution of the groundwater through the free drainage 
flux, but the difference is low, and it does not affect the components of KGE. During the winter, 
there are significant flood events that the model fails to capture the magnitude. The bias during 
these events affects the value of KGE and the total performance during this season. 
Consequently, the model has superior performance during the summer. We find the opposite 
behaviour in the groundwater dominated catchments, that is more profound in the chalk cluster. 
The model has better performance during the winter. The reason is that during the summer, the 
runoff is heavily dominated by the baseflow, while the peaks are relatively low compared to 
the baseflow. JULES model does not have a groundwater parameterization, so the baseflow is 
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very low. This increases the bias and decreases the KGE. During the winter, there are a few 
significant flood events that the model achieves to capture. The fact that the influence of 
baseflow during the winter decreases, as there are more flood events, leads to better 
performance of the model.  
 
 
Figure 4.5: KGE values of daily runoff against observations for the three different clusters of catchments 
in annual, summer and winter season. Note vertical scale for the Chalk subplot is different from the 
other two subplots. 
 
Table 4-1 shows the values of KGE and NSE for the 10-year period for all the catchments. 
Furthermore, the dominant geology, the soil texture and the land use type are included to 
identify the factors that control the model performance. We find three different land cover types, 
seven different soil textures and four different types of geological formations. Figure 4.2 
includes four maps of the physical characteristics of England and Wales. The circles depict the 
KGE performance of the model from high (0.8-black) to low (0-white). The purple circles 
depict catchments with KGE lower than zero and represent chalk catchments. Considering the 
geological map, we find catchments with negative KGE performance to overlay chalk regions 
at South and South East of England. It is something we expect by analysing the daily runoff 
timeseries (Figure 4.4). Catchments with higher KGE (above 0.5) overlay the Mudstone, 
Siltstone and Sandstone, whereas catchments with KGE between 0 and 0.5 overlay the 
Limestone. Here, there is a strong indication that the performance of the model is linked to the 
geology of the catchments. Considering the importance of saturated conductivity in the 
processes within the soil domain and especially the free drainage flux, we include the map of it 
provided by the Land Information System. Catchments with KGE less than 0.5 have higher 
saturated conductivity (about 150-200 cm d-1), whereas catchments with better performance, 
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have lower saturated conductivity (about 100-150 cm d-1). This means that catchments with 
lower saturated conductivity perform better. The map of soil texture is patchy and is difficult 
to draw conclusions from it. Catchments with higher KGE (above 0.5) overlay loam, silty clay 
loam, clay, or sandy loam. However, clay loam and clay are the most common soil textures in 
catchments with KGE between 0 and 0.5, as well. It seems that the soil texture does not 
dominate the model performance. Finally, in the land use map, we find that catchments with 
poor performance overlay with Shrubs that is the dominant land use in East, South and Central 
England. Overall, we find that lower performance of the model is associated with Chalk and 
Limestone areas that have higher saturated conductivity values and the land use type is Shrubs. 
There is not a unique soil texture that leads to better model performance. However, from all 
these factors that may or may not affect the model performance, it should be found which is the 
dominant one. Having found the dominant factor, we can link it with a missing process in the 
model parameterization that affects the model to perform satisfactorily. 
 
Figure 4.6: Histogram for BFI of catchments with KGE higher than 0.5 (left) and lower than 0.5 (right). 
 
First, we analyse if the geology is the dominant factor of the model performance by using 
the Base Flow Index (BFI). BFI is widely used in combination with the Hydrology of Soil 
Types (HOST) classification to develop the BFIHOST catchment descriptor in UK (Griffin et 
al., 2019). The HOST classification uses groups of soil classes based on physical and 
hydrogeological properties of soil. We plot a histogram (Figure 4.6) that compares the model 
performance and BFI indexes. We plot separately the catchments with high values of KGE 
(KGE > 0.5) (Figure 4.6 left) and low KGE values (KGE < 0.5) (Figure 4.6 right) following the 
performance classification from Rajib et al. (2016) and Poméon et al. (2018). We can see that 
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all the catchments with BFI less than 0.4 give KGE values above 0.5. Furthermore, most of the 
groundwater-dominated catchments with high values of BFI produce low KGE performance. 
We can see the strength of the model to simulate more accurately flashy catchments (i.e., low 
BFI) compared to groundwater-dominated ones.  
 
Figure 4.7: Scatter plot of Geology (upper), land cover type (middle) and soil texture (bottom) against 
KGE (left) and NSE (right). Base Flow Index (BFI) is used as colorbar. The number in the parenthesis 
shows the number of catchments per category. 
 
In order to extend this analysis, we plot the model performance (i.e., KGE and NSE) against 
catchment characteristics (geology, soil texture and land cover type) (Figure 4.7). We use the 
BFI values to colour the dots, blue for high BFI values and red for low BFI values. The two 
metrics show similar behaviour. Interestingly, all the types of geology, soil textures and land 
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use types give higher performance for low BFI values. We do not find a significant 
improvement of the model for a specific type of geology or land use type. We find better 
performance for a few soil textures (e.g., clay, clay loam) that usually have lower saturated 
conductivity, but again as the BFI increases, the performance deteriorates. Overall, we can 
deduce that it is the BFI or in other words the contribution of groundwater to the total regime 
that dominates the model performance. This finding proves our initial hypothesis that the 
missing groundwater represention on JULES affects the model performance and especially 
catchments in which groundwater has a significant proportion to the total runoff. 
 
Figure 4.8: Model performance of JULES Default from two studies (Bell et al., 2007 and Martinez-de 
la Torre et al., 2019) and our analysis for 85 catchments. For visual purposes, the performance of JULES 
that showed NSE values of less than -4 are presented here as equal to -4. 
 
In the last step, we want to investigate if our results are in line with previous studies. To this 
end, we include results of the performance metrics from two other research papers that applied 
Grid-to-Grid and JULES in Great Britain (Bell et al., 2007; Martinez-de la Torre et al., 2019). 
Both used Nash and Sutcliffe (NSE) (Nash and Sutcliffe, 1970) metric for evaluation. We plot 
the NSE values for 47 catchments from this analysis, 13 catchments from Martinez-de la Torre 
et al. (2019) and 25 catchments from Bell et al. (2007) (i.e., 85 catchments in total). Figure 4.8 
depicts the comparison of the BFI against the NSE metric for all the 85 catchments. Due to 
visual purposes, NSE values less than -4 are depicted as equal to -4. We should note that points 
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from Martinez-de la Torre et al. (2019) represent values after calibration to improve the 
saturation excess mechanism of PDM. Applying calibration in an LSM, that in theory should 
rely on data and on explicit representation of processes, implies that there is a missing 
component, or the physics of the model fail to simulate the processes accurately. Thus, 
improving the model through calibration does not mean improvement of the processes and the 
realism of the model, but probably an indirect way to address a missing parameterization. 
Looking at the big picture, we can infer that flashy catchments with BFI less than 0.6 can 
achieve high performance with NSE up to 0.8. For catchments with BFI greater than 0.6, the 
performance of JULES Default starts to decline with NSE values less than 0.5, even for cases 
after calibration. Therefore, it is evident that the model fails to achieve an acceptable 
performance in groundwater-dominated catchments, even after applying calibration.  
4.4 Discussion  
Here we present an evaluation of the operational version of JULES (JULES Default) in Great 
Britain. We selected 47 catchments with different soil and land use characteristics, and minor 
artificial influences to examine the behaviour of the JULES model under different conditions. 
By doing this, we can highlight the limitations of the free drainage assumption that the model 
uses to simulate groundwater. We use the default parameters for river routing and saturation 
excess mechanism (PDM), following the guidelines from the JULES community and other 
similar studies (e.g., Bell et al., 2007). We have organised this section to answer the two specific 
research questions highlighted in the Introduction (Section 4.1). First, we discuss the 
performance of JULES Default to simulate runoff in different catchments. Then, we discuss 
about the impact of soil and land use on the model performance.  
4.4.1 Performance of JULES Default on simulating runoff 
First, we can highlight from the differences between observed and modelled streamflow 
values that there are three distinct patterns. JULES Default shows acceptable performance on 
runoff prediction for most of the flashy catchments with KGE values higher than 0.5 (Table 4-
1). In flashy catchments, the dominant runoff generation mechanism is the infiltration excess 
mechanism and secondarily, the saturation excess mechanism. Both are represented in JULES-
Default; thus, the model can predict the daily runoff satisfactorily. Note that the contribution of 
groundwater in these catchments is minor and consequently the performance of the model is 
high. The model usually underestimates the peaks, but it captures the timing. Also, it fails to 
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represent the recession curves and the baseflow when there is no rain (Figure 4.4 top left). The 
latter implies that by overestimating the runoff in dry seasons, JULES Default will 
underestimate the impact of drought and could possibly mitigate the impact of climate change 
in a region.   
The second pattern comprises of the groundwater dominated catchments. In this kind of 
catchments, the soil has high saturated conductivity thus, a high proportion of rainfall is 
infiltrated in the soil domain. Then, the catchment discharges the groundwater with a lag 
response (Boorman et al., 1995) In these catchments, the baseflow during dry periods is high 
and sometimes dominates the annual water potential (Wheater et al., 2007). JULES Default 
overestimates the medium magnitude peaks more than 100% in a few cases (Figure 4.4 middle 
left), but it captures the significant floods (Figure 4.4 middle right). However, JULES Default 
fails completely to capture the baseflow, especially during dry periods. The model predicts 
streamflow values near zero during dry season, whereas the observations show much higher 
runoff values. This behaviour can be seen clearly in the scatter plot (Figure 4.4 middle right) in 
which JULES Default constantly underestimates the low flows. The weakness of the model to 
effectively simulate the runoff during the dry season caused worst performance during that 
period when the baseflow component has more significant influence on the total runoff (Figure 
4.5). The implication of this behaviour is that the model may fail to capture the impact of climate 
change, as by underestimating significantly the low flows would alert the signal of seasonality 
and exaggerate the impact of climate change.  
The missing groundwater parameterization in combination with the missing 
parameterization to capture the macroporosity behaviour of chalk catchments decreases even 
more the performance of JULES in this region. In these catchments, the observed runoff is 
usually constant with a few minor floods (Figure 4.4 bottom left). The baseflow strongly 
dominates the daily runoff and JULES Default fails entirely to capture this behaviour. In 
addition, the saturated conductivity values provided by the Land Information System for the 
chalk region are much lower from the literature. This deteriorates even more the performance 
of the model because the model reacts in the same way with an overland-dominated catchment. 
As we expected, the performance of the model (KGE) (Figure 4.5) is considerably worse during 
summer, because in this period there are no flood events and the total regime is dominated by 
groundwater, a process that JULES does not represent.  
In JULES Default, the baseflow contribution to the total runoff comes directly from the free 
drainage flux that is linked with the saturated conductivity and the relative saturation in the last 
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layer of the soil domain. The model could partially capture this behaviour of a groundwater 
dominated catchment only after an extensive calibration of the soil characteristics or of the 
PDM parameters that is a common approach within JULES community (e.g., MacKellar et al., 
2013; Martinez-de la Torre et al., 2019). Nonetheless, the necessity of calibration is a sign of a 
missing component in the model (assuming the soil property observations are representative to 
the ‘true’ values) that currently is addressed using the calibration process. However, if the 
benefit of an LSM is that it relies on data and on explicit representation of physics, then using 
calibration to improve realism in the model is contradictory to the scope of the LSM.   
The purpose of this Chapter is to test the operational JULES Default in a series of catchments 
with different characteristics. The simulations allow us to select key factors (e.g., geology, soil 
texture, land use) that affect JULES performance. In doing so, we have limited the number of 
catchments to 47, all with minor artificial influences. We do not use the whole archive from 
NRFA that would need the simulation of the whole UK due to technical and time constraints. 
Furthermore, we pick only a 10-year period for the simulation of our evaluation performance. 
In this period, we include periods with droughts [2009-2012] and floods [2007, 2013] to get a 
clear picture. We think that 10 years of simulation is more than enough to evaluate the model 
performance.  
4.4.2 Dominant factors that affect JULES model performance 
Here, we try to find the dominant factors that influence model performance. First, we analyse 
the impact of geology (Figure 4.2a). It seems that there is a cluster of points with bad 
performance in South and South East of England, a cluster of points with poor performance in 
South of Wales and two clusters with acceptable performance in the East part of Wales and in 
North England. The first cluster of catchments overlay with Chalk and this can explain this 
behaviour of the model. Representing the groundwater to groundwater dominated regions may 
not solve the chalk regions that have different hydrology. Maybe later we could extend the 
application of JULES-GFB to include the chalk hydrology. The current version of JULES 
Default cannot yet simulate the macroporosity behaviour of chalk, despite recent efforts (Le 
Vine et al., 2016; Rahman and Rosolem, 2017). Looking the other clusters in the map (Figure 
4.2), we find that catchments with acceptable performance overlay Mudstone, whereas 
catchments with poor performance overlay Limestone. This observation cannot be very 
informative if it is not linked to the saturated conductivity map (Figure 4.2c). It is found that 
catchments with acceptable performance have low values of saturated conductivity (100-150 
cm d-1), while catchments with poor and bad performance have saturated conductivity higher 
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than 150 cm d-1. Soil texture map (Figure 4.2b) does not help to draw any specific conclusion. 
Catchments with clay and clay loam soil textures usually have better performance, but we can 
find catchments with the same type of soil texture that give negative values of NSE or KGE. 
Finally, considering land use, we find two dominant land use types, mainly Shrubs and C3 
grasses. Both have catchments in which the performance is assessed as bad or acceptable. This 
is an indication that probably the land use has lower impact on the model performance. Note 
that C3 grasses and Shrubs have the same parameters in the model apart from the Snow-covered 
albedo for large leaf area index, set to 0.4 for Shrubs and 0.6 for C3 grasses, respectively (Best 
et al., 2011, Table 5). Considering that England and Wales usually are not covered by ice, we 
could say that we do not expect the land use type of C3 grasses and Shrubs to affect the model 
performance. In general, land use type affects mostly the evapotranspiration flux. Thus, the 
differences in the hydrograph would be less significant between observations and JULES 
Default, if the evapotranspiration was the dominant factor of the discrepancies. However, 
looking the geology and the land use without considering the hydraulic characteristics of the 
soil and aquifer is not enough to interpret the limitations and the strengths of the model. 
We introduce the impact of BFI in our analysis, in a way to include the impact of aquifer 
properties indirectly through the BFI index. We use a histogram (Figure 4.6) to present the KGE 
values against BFI index, separating the plot for KGE above and below 0.5. In this way, we 
separate the overland and groundwater-dominated catchments. Interestingly, all the catchments 
with BFI less than 0.4 (flashy catchments) give acceptable KGE values above 0.5. On the other 
hand, most of the groundwater-dominated catchments give low KGE performance. Despite the 
small sample size, we can see the strength of the model to give better performance in flashy 
catchments compared to groundwater-dominated ones. The above statement can be 
substantiated by Figure 4.7 in which, the performance of the model is plotted by geology, soil 
texture and land cover type. We use the BFI value to colour each catchment/point, with blue to 
represent significant groundwater influence and red to represent flashy catchments with no 
significant groundwater influence in the streamflow. We do not find improvement or 
deterioration of the model horizontally that would imply that a specific geology or land cover 
type dominates the model performance (exception for chalk catchments). However, we find 
changes vertically with BFI to be the dominant factor. This implies that the percentage of the 
contribution of groundwater to the total regime dominates the model performance. The reason 
for this behaviour is the missing groundwater representation on JULES Default that affects the 
model in groundwater dominated regions.  
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Finally, we increase the sample size by including results from two other research studies that 
applied JULES (Martínez-de la Torre et al., 2019) or the hydrological parameterization of 
JULES (Bell et al., 2007) in Great Britain. Overall, we use 85 catchments [47 catchments from 
this analysis, 13 catchments from Martinez-de la Torre et al. (2019) and 25 catchments from 
Bell et al. (2007)], and we compare the performance of each catchment using the Nash and 
Sutcliffe (NSE) (Nash and Sutcliffe, 1970) metric against the BFI for each one. We could 
consider this plot as a multi-objective optimisation problem with BFI and NSE to be the two 
objectives. We want to find the causality between the cause (groundwater contribution 
described by BFI) and the effect (model performance described by the NSE metric). If we could 
“draw” an imaginative line to depict the Pareto frontier with solutions/catchments that are not 
dominated, we could find an interesting line that summarizes the above findings. This line 
would be flat for BFI values lower than 0.6 with NSE around 0.8. This part describes the flashy 
catchments with low groundwater contribution in which the model performs satisfactorily, as 
the missing groundwater representation has minor effect in this kind of catchments. However, 
the line for BFI values higher than 0.6 would have a steep slope to depict the deterioration of 
the model performance as the contribution of groundwater (BFI) increases. These catchments 
are heavily groundwater dominated, thus JULES without a groundwater parameterization 
cannot simulate them accurately even when calibration is applied, like in the results from 
Martinez-de la Torre et al. (2019). This is an evidence that JULES cannot perform in a robust 
way everywhere and it is needed the development of a new groundwater scheme to extend the 
applicability of the model. 
4.5 Conclusions 
In this Chapter we evaluate the operational version of JULES (JULES Default) in 47 
different catchments in Great Britain with different size, geology, and land use type. The aim 
is to find limitations and weaknesses of the model and then, identify the dominant factors that 
affect the model performance. This will help us to identify missing components that are not 
represented in the current model. In order to extend our analysis, we use results from two other 
studies (Bell et al., 2007; Martínez-de la Torre et al., 2019). For the model evaluation, daily 
observed runoff from NRFA is used. Two metrics, namely KGE and NSE, are applied to assess 
the model performance. 
Results from the experiment demonstrate that JULES Default shows three distinct 
behaviours, namely for flashy, groundwater dominated and chalk catchments. In particular, the 
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model gives acceptable performance (KGE > 0.5) in flashy catchments with low contribution 
of groundwater. In these catchments, the infiltration excess and the saturation excess 
mechanisms are sufficient to represent the runoff generation mechanisms. However, the model 
fails to simulate catchments in which the groundwater has significant role. The missing 
groundwater representation of the model affects the model performance by constantly 
underestimating the daily flows during dry season.  
The dominant geology, land use, soil texture, saturated hydraulic conductivity and BFI for 
each catchment are analysed to find the dominant factor. Land use has minor influence in the 
model performance, as the two dominant types we find in this area, namely C3 grasses and 
Shrubs, have similar parameters in the model. Mudstone with lower saturated conductivity is 
linked with higher model performance. Overall, the performance of the model is associated 
with groundwater flow that is largely controlled by geology in the UK. Areas with high 
conductivity values (higher BFI values) showed bad model performance due to the missing 
representation of groundwater dynamics. Our major conclusion, which aligns with two 
previously published similar studies, is that JULES Default fails to simulate runoff accurately 
in groundwater dominated areas even after applying calibration (Martínez-de la Torre et al., 
2019), while it performs accurately in overland flow dominated areas. However, in both 
overland and groundwater flow dominated catchments, the model fails to simulate low flows. 
This could possibly affect the response of the model under different climate change scenarios 
by alerting the impact of a drought. This analysis was our motivation to develop a new 
groundwater representation in JULES. In Chapter 5, we implement and test a new groundwater 
scheme in JULES, and we apply the new scheme in Central Britain to identify the impact of 















This chapter explains the experimental procedure we followed to test the new groundwater 
parameterization. We test JULES-GFB in comparison to JULES-FD, using two synthetic 
experiments: (1) single-column, and (2) tilted-V catchment, against an independent 3-D 
hydrological model (Parflow), used as our benchmark. In addition, we apply our new JULES-
GFB model to regional domain in the UK, where groundwater has a key importance for runoff 
generation.  
The use of synthetic experiments to test a new model is a common approach (e.g., Kim et 
al., 2012; Lee and Chang, 2005; Sulis et al., 2010; Clark et al., 2015) that allows to control 
better the variables and the forcing. In this work, we reproduce the same synthetic cases used 
in Rahman et al. (2019) and in Kollet et al. (2017) in order to compare the new JULES-GFB 
model with a widely used hydrological model (ParFlow), used as benchmark in this work. 
This chapter is part of a paper published in the Hydrological Processes Journal. This paper 
has been modified to enhance consistency all through this dissertation. 
Citation: Batelis, S.C., Rahman, M., Kollet, S., Woods, R. and Rosolem, R., 2020. Towards 
the representation of groundwater in the Joint UK Land Environment Simulator. 
Hydrological Processes. https://doi.org/10.1002/hyp.13767 
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ParFlow is a three-dimensional variably saturated hydrological model that can simulate the 
water cycle between the bedrock to the top of the plant canopy (Ashby and Falgout, 1996; 
Kollet and Maxwell, 2006; Maxwell, 2013). However, the amount of computational resources 
needed are not easily available everywhere, so a simpler model is needed to run the coupled 
model for large region (e.g. the whole UK) and for a long-time period for applications, like 
flood analysis. Coupling a complicated model, like JULES, with an even more complicated 
groundwater model, would increase the computational time and it would reduce its 
applicability. Once the model evaluation is done for both synthetic experiments, the test will be 
expanded to a regional modelling case using runoff observations and remotely sensed products 
for actual evapotranspiration (i.e., GLEAM product). 
Every single experiment has a different purpose and is applied to test a different mechanism. 
The success all of them will give us confidence about the applicability and the correctness of 
the new model. The infiltration experiment evaluates how relative saturation dynamics are 
simulated by JULES including the newly implemented groundwater parameterization ignoring 
the impact of topography and lateral flow. This allows us to focus on processes related to 
potential recharge of the aquifer. In addition, the tilted-V catchment experiment will assess the 
magnitude and dynamics associated with both storage and flux terms focusing on the 
groundwater contribution to discharge generation. Finally, the regional experiment evaluates 
both versions of JULES (JULES-FD and JULES-GFB) against real streamflow observations 
and evapotranspiration products from remote sensing. It is important to mention that these series 
of experiments help identify advantages and limitations of the new approach when compared 
to a previous version of JULES. Note that a full application of this new version at larger 
(national to continental scales) is beyond the scope of this Chapter, which focuses on the model 
development. 
Note that in the following experiments, we have modified the vertical discretization of the 
default JULES to be more consistent with the groundwater model. In this case, all JULES model 
versions discussed in this study have been set up with evenly spaced 20 cm thick soil layers 
from surface to 3 m depth for the infiltration experiment and the regional analysis, and 10 cm 






Figure 5.1: Schematic overview of experiments in the study: (a) infiltration single-column synthetic 
experiment, (b) synthetic groundwater discharge experiment, and (c) UK regional domain. 
5.2 Experimental design 
5.2.1 Synthetic infiltration experiment 
We use a column experiment to test and compare the infiltration mechanisms in each model 
without the impact of lateral flow (Figure 5.1a). We evaluate how the wetting front changes 
after an applied rainfall pulse interacts with the aquifer (in both JULES-GFB and JULES-FD), 
in comparison to the benchmark ParFlow model. Each experiment comprises a 5-day simulation 
with an applied constant rainfall rate of 5 mm h-1 in the first 10 hours of the experiment, 
assuming no surface water loss through evaporation. In our case, the zero contribution from 
evaporation is achieved by setting both the shortwave radiation and the wind speed to zero; 
longwave radiation is set to a constant value of 219 W m-2, while temperature and specific 
humidity are set to 293.15 K and 0.00757 kg kg-1, respectively. The temporal resolution is set 








In order to evaluate model performance, we use the mean bias of relative saturation (unitless) 
which is defined as the fraction corresponding to the ratio of actual moisture content to 
maximum soil moisture possible for each soil layer (ranging from 0 to 1 which corresponds to 
fully dry and fully wet, respectively). In JULES model, relative saturation is defined as soil 
wetness. The bias is calculated from the soil profiles (i.e., surface to 3 m depth) for each of the 
two JULES versions (JULES-FD and JULES-GFB) relative to the results from the ParFlow 
benchmark model obtained from Rahman et al. (2019). By assessing mean bias, the results will 
indicate conditions where models underestimate (overestimate) the benchmark model because 
of drier (wetter) relative saturation conditions. Our comparisons use a combination of 12 
different soil types (parameters defined according to Table 5-1) and 12 different initial 
conditions of water table depth (from shallow, located at 0.25 m, to deeper, located to maximum 
depth of 30 m below the surface, following Rahman et al., 2019). 
 





































(m3 water per 
m3 soil) 
(-) 
Clay 4.00 0.67 1.70E-04 0.459 0.396 0.272 0.02 
Clay loam 2.44 0.63 9.40E-04 0.442 0.318 0.197 0.04 
Loam 1.03 0.67 1.40E-03 0.399 0.27 0.117 0.11 
Loamy 
sand 1.35 0.29 1.20E-02 0.39 0.125 0.055 0.22 
Sand 0.46 0.28 5.80E-02 0.375 0.091 0.033 0.25 
Sandy clay 5.00 0.30 1.30E-03 0.385 0.339 0.239 0.07 
Sandy clay 
loam 
3.03 0.48 1.50E-03 0.384 0.255 0.148 0.1 
Sandy 
loam 2.27 0.38 4.40E-03 0.387 0.207 0.095 0.12 
Silt 1.49 1.54 5.10E-03 0.489 0.3 0.06 0.08 
Silty clay 3.13 0.62 1.10E-03 0.481 0.387 0.25 0.01 
Silty clay 
loam 
1.92 1.20 1.20E-03 0.482 0.366 0.208 0.03 




5.2.2 Synthetic groundwater discharge experiment 
In the previous experiment, it was examined the impact of a rainfall event in the infiltration 
mechanism and in the development of the wetting front. However, lateral flow was prevented 
from happening, due to lack of changes in topography. For this experiment, we introduce the 
effects of topographic slope in driving the subsurface flow in a tilted-V shaped synthetic 
catchment (Figure 5.1b). Our specific objective here is to evaluate the contribution of the lateral 
flow to the simulated discharge at the outlet. We follow the same set up used in the Integrated 
Hydrologic Model Intercomparison Project 2, IH-MIP2 (Kollet et al., 2017), which also 
includes the benchmark ParFlow model. In addition, the IH-MIP2 includes the simulation 
results from additional integrated hydrological models, which allows us to evaluate the overall 
performance of JULES-GFB more robustly with respect to a range of similar models. In 
addition to ParFlow, IH-MIP2 models include the Advanced Terrestrial Simulator (ATS) (Coon 
et al., 2016; Painter et al., 2016), Cast3M (Weill et al., 2009), CATchent Hydrology (CATHY) 
(Bixio et al., 2002; Camporese et al., 2010), GEOtop (Endrizzi et al., 2014; Rigon et al., 2006), 
HydroGeoSphere (HGS) (Aquanty, 2015), and MIKE-SHE (Abbott et al., 1986; Butts et al., 
2004). For details about the IH-MIP2 and its models, please refer to Kollet et al. (2017). 
The tilted V-shaped topography is perfectly symmetrical in both directions with spatial 
resolution defined as 10 m. The width of the V-shaped catchment is 110 m, corresponding to 
two 50 m slopes separated by a 10 m wide river channel. The length of the catchment is 100 m 
(Figure 5.1b) and the soil column is 5 m deep at all locations. The slope in the x direction is 
Slope0,x=0.05 and in the y direction is Slope0,y=0.02. The water table depth is initialized at 2 m 
below land surface with hydrostatic conditions vertically. We simulate 120 hours with no 
rainfall and no loss from evapotranspiration and run with timestep of 5 seconds. We specify the 
soil properties based on a sandy soil following Kollet et al. (2017). Our JULES-GFB and 
JULES-FD simulations are run without the River Flow Model parameterization due to the small 
size of the catchment. We, therefore, assume that the surface storage from all the cells within 
the domain contribute to the outlet of the catchment in the same timestep. The evaluation of 
JULES-GFB and JULES-FD will be based on bias and linear correlation computed against the 
benchmark and other models used in IH-MIP2 for saturated and unsaturated storages, as well 
as for the outlet discharge. In JULES-FD, we extended the soil domain from 3 to 5 meters to 
directly compare the same initial conditions in terms of saturated and unsaturated storages to 
other IH-MIP2 models. 
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5.2.3 Regional analysis 
Synthetic experiments can be useful tools to validate new model developments. However, 
they pose the limitation of using ideal conditions and forcing, often assuming homogeneous 
spatial characteristics (soil type, land use). Here, to test the model further, we compare our new 
JULES-GFB model against the JULES-FD in a real-world application. In this case, the 
experiment is carried out over a regional domain in the UK, which consists of six neighbouring 
catchments (with individual areas greater than 100 km2 and near natural conditions) 
characterized by being groundwater dominated (i.e., relatively high Base Flow Index, BFI) 
(Figure 5.2c and Table 5-2). The study area described here is used during the testing of the 
model (Chapter 5), while we utilise the same area to assess the impact of climate change 
(Chapter 6). 
The elevation ranges from 0 to 980 m within the domain (Figure 5.2a). The elevation map 
is post-processed in order to provide flow directions following the methodology presented in 
Maxwell et al. (2009). Dominant vegetation types within the domain are shrubs (50%) and C3 
grasses (43%), as shown in Figure 5.2b. Soil classes are shown in Figure 5.2c with dominant 
clay loam (31%) and silty clay loam (30%) classes within the domain. Note that we did not 
apply any parameter calibration to JULES-GFB. Instead, we used an ad hoc sensitivity analysis 
of the aquifer conductivity to identify the impact on the model performance. 
In order to simplify our initial test with JULES-GFB, we define key aquifer properties with 
spatially uniform information from domain-average parameters also obtained from the Land 
Information System. Furthermore, we assume a homogeneous depth of aquifer equal to 100 m, 
which is a common approach for large-scale groundwater applications (e.g., Condon and 
Maxwell, 2015; Keune et al., 2016). We set a constant specific yield to 0.2, following a similar 
approach by previous studies (Niu at al., 2007; Ganji and Sushama, 2018). The focus of this 
study is to initially test the introduction of the groundwater parameterization into the JULES 
model and setting homogeneous properties is sometimes a common strategy (e.g., Niu et al., 
2007; Condon and Maxwell, 2015). The impact of introducing heterogeneous aquifer properties 
and depth to bedrock is beyond the scope of this study and can be further tested in the future. 
The vertical discretization of JULES-FD and JULES-GFB is 0.2 m, similar to the column-
scale experiment with both model versions extending their soil domain depth to 3 m. We used 










BFI** Rainfall (mm year-1)* 
Lugg at Byton 203 3.9 0.65 1039.1 
Lugg at Butts Bridge 371 6 0.65 981.7 
Lugg at Lugwardine 886 10.8 0.64 845.4 
Teme at Tenbury 1134 14.6 0.56 755.1 
Teme at Knightsford Bridge 1480 18.2 0.56 736.4 
Rea Brook at Hookagate 178 1.7 0.51 822.9 
* Mean flow and Annual Mean Rainfall are based on NRFA and CHESS datasets from 1970-2015, 
respectively. 
** BFI was computed by NRFA based on the archived record of gauged daily mean runoff. 
 
 
Figure 5.2: Physical characteristics of the regional domain experiment: (a) river network and topography 
(HydroSHEDS); (b) land cover (Land Cover Map 2007); (c) soil texture (Land Information System). 
 
The regional forcing data are obtained from the Climate, Hydrology and Ecology Research 
Support System (CHESS) dataset (Robinson et al., 2016). The regional simulation encompasses 
the year between 2008 and 2012. The different JULES versions are each individually spun up 
following common procedures. Particularly to our case, we cycle the 2008-2012 period 
repeatedly until the mean monthly soil moisture does not deviate by more than 0.1% from the 
previous year, following the same protocol used for the Large-Scale Biosphere-Atmosphere 
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Experiment in Amazônia, Model Intercomparison Project (LBA-MIP) (de Goncalves et al., 
2008). The initial soil moisture initialize for the first cycle is set so that all soils layers across 
the domain have a relative saturation of 0.95. The meteorological conditions during selected 
2008-2012 period show a mean annual temperature of 9.4 °C and mean annual precipitation of 
871 mm (Figure 5.3) which are very similar to the 1981-2015 climatological record for the 
region calculated from the CHESS (9.3 °C and 886 mm, respectively). 
 
Figure 5.3: Daily time-series of domain average input meteorological forcing for precipitation (m) and 
air temperature (°C) used in the regional experiment. 
 
As it was described in Section 2.1, PDM is the subgrid variability model based on statistical 
parameterization to simulate saturation excess runoff. For JULES-FD, we tested different 
values of bpdm, ranging from 0.2 to 1. In JULES-GFB, PDM is not used, because JULES-GFB 
can directly simulate saturation excess in those cells which have the water table at the surface. 
In this experiment, we evaluate all versions of JULES against daily streamflow data from 
individual catchments (Figure 5.2 and Table 5-2) provided by the National River Flow Archive 
(NRFA), covering 2008-2012 period. We choose Mean Bias, the Pearson correlation 
coefficient, and the Kling-Gupta Efficiency (KGE) (Gupta et al., 2009), as model performance 
metrics. 
In addition, we test these versions of JULES in representing the evapotranspiration flux 
within the domain and we compare model estimates against the daily Global Land Evaporation 
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Amsterdam Model (GLEAM) (Miralles et al., 2011; Martens et al., 2018) dataset (version 3.3a). 
This dataset calculates evapotranspiration from the water balance equation, based on satellite 
data to estimate the different components of the water cycle. 
5.3 Results 
5.3.1 Synthetic infiltration experiment 
Figure 5.4 depicts the soil moisture profile from the land surface to 3 m depth for JULES-
FD (on the left), the ParFlow Benchmark Model (middle) and JULES-GFB (right) for three 
different combinations of soil type and initial water table depth (WTDi). The simulation is 
carried out for five days with a constant rainfall rate of 5 mm h-1 during the first ten hours only 
and with no water loss through evaporation. 
We observe two distinct behaviours from the simulations. First, for the two cases where the 
water table is initialized within the soil domain of JULES (i.e., shallower than 3 m), JULES-
FD is unable to retain the soil moisture, resulting in much drier soil moisture profiles when 
compared to the Benchmark Model. This behaviour is even more pronounced for relatively 
coarser textured soil types (e.g., sand), despite the initial water table being very close to the 
surface (i.e., at 0.5 m depth). The quick drying behaviour observed at the beginning is a result 
of initially high hydraulic conductivity as a result of the gravity flow driving the vertical water 
flow. This drying behaviour is sustained until the end of the simulation in JULES-FD due to a 
lack of physical constrain at the bottom of the domain (i.e., gravity flow drives loss of water 
leaving the bottom of the soil domain). Unlike the JULES-FD results, the new JULES-GFB 
shows remarkably good agreement with the Benchmark Model in both shallow water table 
cases shown in Figure 5.4, except for some minor differences close to the surface that are related 
to the different water partitioning in ParFlow, compared to the two JULES models. 
Secondly, we notice that when the water table is initialized outside of the soil domain in the 
model (i.e., deeper than 3 m), there are only minor differences between JULES-FD and JULES-
GFB in the soil moisture dynamics within the profile. Additionally, we observe some 
differences for both JULES versions from the Benchmark Model. This suggests that 
improvements from using JULES-GFB instead of JULES-FD are expected to occur more often 





Figure 5.4: Examples of relative saturation profiles within the JULES soil domain comparing the 
JULES-FD (left) and the new JULES-GFB approach (right) against the Benchmark Model simulations 
(centre), for the infiltration experiment. 
 
In order to investigate this result more broadly, we carried out a number of simulations using 
different combinations of soil types and initial water table depths. We test typical 12 different 
soil types with 12 different initial Water Table Depths, resulting in a total of 144 combinations. 
For each combination, we calculate the Mean Bias between each of the JULES versions (i.e., 
FD or GFB) against the Benchmark model for the entire 5-day simulation period (Figure 5.5). 
In this case, we use the soil moisture profile corresponding to the domain defined between the 
surface and down to 3m depth (like those shown in Figure 5.4). The results in Figure 5.5 
corroborate the selected example cases shown in Figure 5.4. JULES-FD errors suggest 
systematically drier conditions within the top 3 m of the domain with slightly worse 
performance for relatively coarse soils. Conversely, the new JULES-GFB model is 
characterized by very low Mean Bias across different combinations when the water table is 
initialized within the 3m soil depth. However, the deviation from the Benchmark Model, when 
the water table is initialized below 3m depth, reveals no differences between JULES-FD and 
JULES-GFB. As expected, most of the impact of having the new JULES-GFB model is 






Figure 5.5: Overall model performance for the infiltration experiment computed within the soil domain 
as mean bias (Bias) with respect to the Benchmark Model: (left) JULES-FD and (right) JULES-GFB 
model. 
 
5.3.2 Synthetic groundwater discharge experiment 
Figure 5.6 compares JULES-GFB with the IH-MIP2 models in terms of storage dynamics 
of the saturated and unsaturated zones (averaged over the entire model domain), as well as 
outlet discharge rates. The behaviour of JULES-GFB (red line) is broadly consistent with the 
other IH-MIP2 models (grey lines) and the benchmark model in terms of dynamics (linear 
correlation) and overall magnitude (mean bias) with both computed relative to the benchmark 
model (Table 5-3). On the contrary, JULES-FD shows a very distinct behaviour from all the 
other models due to the different assumption of the free drainage parameterization. 
The initial reduction in saturated storage of JULES-GFB is consistent with water moving 
downwards and slowly contributing to the outlet streamflow (Figure 5.6a). All models are able 
to capture this initial behaviour with some expected model-to-model differences. Interestingly, 
the JULES-GFB model shows the highest amplitude in change of saturated storage initially, 
when compared to other models, although the overall magnitude appears to be consistent with 
the average behaviour of all models. The reason for this steep behaviour may be because in 
JULES-GFB the water from the soil domain instantly reaches the water table. As discussed by 
Rahman et al. (2019), this behaviour will tend to happen even faster for relatively coarse soils 
given the intrinsic limitations of linearly extrapolating pressure head values from bottom of soil 
domain to where the water table is located. Towards the end of the first day, we observe in all 




decrease of storage in the following days. JULES-GFB shows similar behaviour with slightly 
larger amplitude than other models, suggesting a faster decrease in storage from approximately 
day three. JULES-FD has a very distinctive behaviour, with saturated storage almost completely 
draining within the first timestep. This fact drying behaviour is consistent with the physical 
processes highlighted previously in the column experiment for JULES-FD (Figure 5.4). 
Furthermore, the initial increase in unsaturated storage of JULES-GFB is consistent with the 
initial drop of the water table (Figure 5.6b). At the end of the first day, the water table has 
returned to the initial condition and starts to contribute to the outlet streamflow. After the first 
day, there is increase of unsaturated storage that is linked to the contribution to the runoff for 
almost all the models. JULES-GFB shows similar behaviour with slightly larger amplitude than 
the other models, suggesting a faster increase in storage from approximately day three. On the 
other hand, JULES-FD simulation deviates drastically from the other models resulting in very 
high bias and low correlation against the benchmark model (Table 5-3).  
Finally, Figure 5.6c presents the outlet discharge produced by the contribution to the surface 
runoff, as there is no rainfall in this experiment and no other source of runoff generation rather 
than the groundwater. At the end of the first day, all the models, except JULES-FD, start to 
produce surface runoff almost at the same time. The models (except JULES-FD) follow the 
same behaviour and dynamics with different magnitude. JULES-GFB produces lower values 
of outlet discharge than any of the IH-MIP2 models. It appears that JULES-GFB produces more 
unsaturated storage compared to the benchmark (Figure 5.6a, 5.6b and Table 5-3), possibly 
indicating that JULES-GFB retains more water in the soil domain compared to the other models 
which generate more runoff. Overall, JULES-GFB shows similar magnitude and dynamics 
compared to other models with metrics of bias and linear correlation to be within the model 
envelope. JULES-FD does not produce any runoff, as would be expected. Soil water fluxes are 
exclusively vertical and hence the water leaves the bottom of the soil domain without 




Figure 5.6: Comparison of (a) saturated storage, (b) unsaturated storage and (c) outlet discharge: JULES-
GFB shown as red line, JULES-FD as green line and benchmark model as blue line. The grey lines 
correspond to other six Integrated Surface-Subsurface Hydrological Models (IHSSMs) investigated in 
the IH-MIP2 study (see Kollet et al., 2017). 
 
Table 5-3: Performance metrics for the tilted-V synthetic experiment computed against benchmark 
model (ParFlow). The column in the right (Models in IH-MIP2) shows the metrics in terms of observed 
ranges from all models. 
Saturated Storage JULES-FD JULES-GFB Models in IH-MIP2 
Bias (m3) -12911 -53 -280 to 145 
Correlation 0.157 0.965 0.965 to 0.996 
    
Unsaturated Storage JULES-FD JULES-GFB Models in IH-MIP2 
Bias (m3) -1542 64 -67 to 83 
Correlation 0.34 0.56 0.15 to 0.94 
    
Runoff JULES-FD JULES-GFB Models in IH-MIP2 
Bias (m3 h-1) -252 -1.3 -0.8 to 2.6 






5.3.3 Regional analysis 
We carry out a comparison between both JULES models by setting up a regional domain 
experiment in the UK, where groundwater contributes significantly to streamflow. We assess 
the results in three ways: (1) by analysing spatial patterns of soil moisture, (2) by comparing 
modelled and simulated domain-average evapotranspiration, and (3) by comparing modelled 
and observed runoff at selected catchments within the domain. For JULES-FD, we tested 
different values of b exponent (bpdm) from zero (the “JULES-FD-noPDM” case) to 1 (the 
“JULES-FD-PDM” case), following the discussion at Section 5.1.3. The test of multiple bpdm 
values represents an extra parameter calibration step in JULES-FD which is not needed in 
JULES-GFB. 
Spatial Patterns of Relative saturation 
We first begin by assessing the behaviour of JULES in reproducing spatial patterns of soil 
moisture within the regional domain. Figure 5.7a and 5.7b show the annual average relative 
saturation for the 5-year period (2008-2012) at the upper soil layer (0-20 cm) for JULES-FD-
noPDM and JULES-FD-PDM bpdm=1, respectively. Both simulations suggest a much smoother 
spatial pattern without being able to capture similar patterns from the river flow network and 
topography (Figure 5.2; top left). The results from both JULES model simulations suggest 
relatively drier conditions in the northeast region of the domain which is likely due to this region 
being characterized by relatively coarser soil (Figure 5.2; bottom) and also receiving less 
precipitation when compared to the west region of the domain (i.e., the west region receives 
annually about 1200 mm yr-1 compared to about 700 mm yr-1 in the east region of the domain; 
data not shown). This could explain the heterogeneity of Figure 5.7a and b. 
The spatial pattern of soil moisture for JULES-GFB differs drastically from both JULES-
FD simulations (Figure 5.7c), showing a distinct river network of saturated areas as a result of 
the convergence of groundwater in JULES-GFB. The pattern resembles quite satisfactorily the 
observed river network (Figure 5.2; top left). Soil type (coarse versus fine) continues to play a 
role in controlling soil moisture dynamics with the north-eastern region of the domain 
(relatively coarser soils as in Figure 5.2; bottom) suggesting drier conditions compared to the 
rest of the domain. We found no strong control by the land cover (Figure 5.2; top right) on 





Figure 5.7: Annual average relative saturation at first soil layer (0-20cm) from JULES-FD-noPDM (a), 
JULES-FD PDM (bpdm = 1) (b), JULES-GFB (c). 
 
 
Figure 5.8: Domain-average daily soil moisture for upper 20 cm for JULES-FD bpdm=1 (left) compared 
to JULES-GFB (right), for the regional experiment. The figure shows day of the month in the horizontal 








Figure 5.8 depicts the daily relative saturation, as a domain average for the upper 20 cm for 
JULES-FD bpdm =1 against JULES-GFB. We present the JULES-FD bpdm =1 case, because after 
the calibration of bpdm in JULES-FD against observed runoff, the optimal value for bpdm was 
equal to 1 for 5 out of six catchments. Note that the results do not change dramatically for 
relative saturation if we use another configuration for PDM. The first observation is that 
JULES-GFB is much wetter, especially during the summer months (June - July - August) with 
relative saturation value about 0.7, when for JULES-FD is less than 0.5. The second observation 
is about the low values of JULES-FD during the winter months (December – January - 
February). For JULES-FD, it is unusual to have relative saturation values above 0.7, even for 
months with high precipitation. Finally, the annual range of relative saturation seasonality is 
much lower for JULES-FD compared to JULES-GFB. 
Domain-average Evapotranspiration 
Since this part of the UK is not a water-limited area, the impact of groundwater model on 
the simulation of evapotranspiration (ET) is expected to be low, particularly on the annual basis. 
Nevertheless, we evaluate JULES simulated ET against the GLEAM ET product (Figure 5.9). 
Monthly time-series of ET for the study period indicate that more pronounced differences are 
expected to occur over the summer period with little or no differences observed in the 
wintertime (Figure 5.9; left). During summertime, more realistic and relatively wetter soil 
moisture conditions within the domain (Figure 5.8) obtained with JULES-GFB result in a 
slightly increase in ET rates over the summer approaching GLEAM ET’s estimates. The overall 
bias obtained with daily ET estimates computed for JULES-FD relative to GLEAM is -0.22 
mm d-1, whereas the mean bias for JULES-GFB relative to GLEAM reduces to -0.01 mm d-1. 
In previous sections, we highlighted the strong link between soil type and performance of 
JULES-GFB given the underlying assumptions of the groundwater parameterizations discussed 
in section 3.2.3 and in more detail by Rahman et al. (2019). In order to further understand this 
behaviour, we have computed the mean bias for 4 individual categories of soil types found 
within the domain (Figure 5.9; right). In this case, we focus on the summertime period defined 
to be between April and October. Our results suggest that for all types of soils within the 
domain, JULES-GFB biases are relatively lower than those obtained with JULES-FD when 
compared against GLEAM ET product. Notice that the regional domain does not necessarily 
show a large range of predominant soil types (Figure 5.2; bottom). Despite the similarities 
between the boxplots obtained for JULES-FD and JULES-GFB, we notice that the relative 
improvement (i.e., bias reduction here taken from the median) in JULES-GFB compared to 
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JULES-FD tend to be larger for the two “coarser” soil types (silty clay loam and medium sandy 
loam) and smaller for the two “finer” soil types (clay loam and clay). As we expect the 
limitations of free drainage assumptions to be more pronounced in relatively coarse soil types, 
the performance improvement by adding the groundwater parameterization in those soils is 
expected to result in more impact than in clay soils, where soil water dynamics are relatively 
slow and the limitations of assuming free drainage are reduced. 
 
Figure 5.9: Left: Comparison of domain-average monthly evapotranspiration from GLEAM (black), 
JULES-FD (green) and JULES-GFB (red). Right: Mean bias compute relative to daily 
evapotranspiration estimates from GLEAM between April and September (“summer” season) and 
combined into four dominant soil types in the regional domain. 
 
Total Runoff at Catchment Scale 
Figure 5.10 presents the runoff time-series for one catchment for a subset of the simulation 
period. The upper subplot compares the performance of JULES-GFB against JULES-FD-
noPDM. The performance of JULES-FD-noPDM in reproducing the total runoff is very week 
with consistently missing runoff peaks and eventually capturing the large events only, while 
still showing lower peak magnitudes. The reason is that only the infiltration excess mechanism 
is activated, so the rainfall rate should be higher than the infiltration rate to produce surface 
runoff. On the other hand, JULES-GFB tends to capture more accurately the dynamics of the 
total runoff with some remaining limitations in reproducing low river flows. It seems that the 
contribution of the baseflow to the total runoff improves the runoff predictions. The bottom 
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panel of Figure 5.10 depicts the same comparison between JULES-GFB and JULES-FD against 
observations, but now JULES-FD is run with PDM enabled and with bpdm set to 1 (i.e., assuming 
an extra calibration step is taken with JULES-FD). Notably, the use of PDM improves 
remarkably the performance of JULES-FD suggesting similar behaviour as seen in JULES-
GFB. The KGE metric computed relative to the observations was found to increase from 0.22 
to 0.51 for the JULES-FD before and after introducing the PDM with the calibrated parameter, 
respectively; while the KGE obtained for JULES-GFB is 0.74. Notice that in the case of 
JULES-FD with PDM, a further calibration step is required hence adding an extra level of 
complexity in the model which is not needed in JULES-GFB, also limiting JULES applications 
in places where observations are not necessarily readily available. 
 
Figure 5.10: Comparison of simulated runoff time-series from JULES-GFB (red), and JULES-FD-
noPDM (green) against observed runoff for the Lugg at Butts Bridge catchment for a subset of the 
simulation period. The difference between top and bottom figure relates to the version of JULES-FD 





The overall performance of the different JULES versions in reproducing total runoff at the 
selected catchments within the regional domain is summarized in Figure 5.11 using multiple 
performance metrics. In this case, the comparison is carried out against observations for three 
distinct model versions: JULES-FD without PDM, JULES-FD with PDM testing several values 
for bpdm, and JULES-GFB. The decision to show JULES-FD with PDM with multiple bpdm 
parameters is to highlight (1) the overall uncertainty range associated with the feasible range of 
bpdm (e.g., if the model is applied at a data-poor catchment without calibration), and (2) if a 
calibration step (despite being depicted very simply here) can be achieved (e.g., in catchments 
where supporting observations can be used for calibration). Our results are focused on three 
metrics: (1) KGE which aims to show the overall model performance using a typical 
performance metric adopted in streamflow statistics, (2) linear correlation which will focus on 
the ability to reproduce the dynamics of the observations, and (3) mean bias as an indicator of 
systematic underestimation or overestimation by the different models. Notice that these metrics 
are intrinsic relates (Gupta et al., 2009) but there are benefits in studying them separately. 
In all catchments investigated within the domain, JULES-GFB performs best (with the 
exception for two catchments with respect to KGE metrics) (Figure 5.11). In addition, JULES-
FD without PDM (i.e., without any calibration attempt) has the overall worst performance 
across all six catchments and metrics. KGE values for JULES-FD-no-PDM are low around 
0.20-0.30 range (Figure 5.11a). A possible calibration step taken with JULES-FD using PDM 
suggests improvements are achievable and can reach KGE values up to 0.5-0.70 range at 
different catchments. The KGE values obtained by JULES-GFB have similar moderate values 
compared to JULES-FD with PDM (i.e., around 0.5) with the top KGE values around 0.80. 
Looking in the literature if these KGE values are within the accepted boundaries, we find 
different limits. Gutenson et al. (2019) classified KGE as acceptable for KGE between 0 and 
0.4, as good for KGE between 0.4 and 0.7 and very good for KGE values above 0.7, following 
Tavakoly et al. (2017). Considering the above classifications, we could say that JULES-GFB is 
very good for four out of six catchments and acceptable or good for the other two catchments. 
In relation to reproducing the streamflow dynamics from observations, JULES-GFB shows 
the highest computed linear correlation coefficients at all catchments ranging from 0.60 to 0.80 
(Figure 5.11b). The “best” JULES-FD with PDM version shows slightly lower coefficients 
around 0.55-0.75 while the linear correlation coefficients obtained with JULES-FD without 
PDM are around 0.50. Finally, an important aspect in understanding model performance is to 
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be able to identify any systematic conditions for over- or under-predicting hydrological fluxes 
such as the runoff. Systematic biases vary from catchment to catchment (Figure 5.11c), however 
JULES-GFB is the only model version which consistently predicts streamflow with lowest 
biases when compared to JULES-FD without PDM which appears to highly underestimate river 
flows (except for one catchment with the lowest BFI). If JULES-FD utilizes the PDM 
parameterization, biases are reduced across the six catchments but not to the same magnitude 
as seen with JULES-GFB. In summary, Figure 5.11 indicates that JULES-GFB is capable of 
predicting river flows satisfactorily (high KGE and NSE) with realistic dynamics (high linear 
correlation coefficients) and low systematic biases with respect to observations and when 





Figure 5.11: Model performance summary across four selected metrics: KGE (top left), linear 
correlation (top right), Mean Bias (bottom left), and NSE (bottom right) computed from simulated total 
runoff against observations. The metrics obtained for JULES-FD without PDM are shown as the closed 
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green circles while the open circles correspond to results obtained from JULES-FD with PDM with 
varying bpdm (relative to size of the circle); JULES-GFB metrics are shown as red stars. 
5.4 Discussion 
We have organized this section to answer the two specific research questions highlighted in 
the Introduction (Section 1.2). First, we discuss the direct impacts of introducing this new 
groundwater parameterization in JULES focusing on understanding the conditions which result 
in more or less pronounced improvements in the simulated soil water dynamics (Section 5.4.1). 
Then, we discuss the overall impact of such implementation on other hydrological fluxes that 
are related to soil water dynamics (Section 5.4.2). 
5.4.1 Direct impact of new groundwater scheme on simulated soil water dynamics 
We examined the behaviour of the JULES model under different conditions using the classic 
free drainage approach and with our newly proposed groundwater parameterization, 
respectively. These distinct conditions are tested by altering two physical controlling factors 
(soil type and position of water table) that are expected to exert some impact on simulated water 
dynamics in the soil (e.g., Niu et al., 2007; Rahman et al., 2019). From the column scale 
experiment (Section 5.2.1), we can highlight two significant findings which are more directly 
summarized in Figure 5.5. First, we found substantial improvements in representing 
groundwater table dynamics when explicitly incorporating groundwater processes into JULES 
for all soil types when the water table is initialized closer to the surface and within the soil 
domain (i.e., from surface to 3m deep). In this case, fine soil types tend to result in slightly 
better improvements when compared to the simulations from relatively coarse soils. This 
behaviour is expected given the nature and assumptions made with the proposed groundwater 
parameterization. On the other hand, the classic free drainage approach simulates systematic 
drier conditions for all soil types because it promotes relatively faster dynamics that are solely 
controlled by the gravity flow downwards without any physical constraint at the bottom of the 
soil domain. Shallow water regions account for 22-32% of the land globally (Fan et al., 2013), 
therefore we expect that the limitations of the free drainage can lead to substantial impact over 
large regions in global applications when using the default JULES model, those being for 




Our second interesting result relates to the fact that despite promoting substantial 
improvements in representing soil water dynamics when the water table is initialized at 
relatively shallow depths, we found little differences between the classic free drainage and the 
new groundwater scheme for those cases where the initial water table is located relatively 
deeper and outside of the soil domain (below 3m). In this case, the complexity of adding a new 
groundwater scheme into JULES may not be fully justified if the purpose of the model 
application is to track or depend only on knowing the soil moisture conditions within the soil 
domain. This is because both JULES-FD and JULES-GFB results agree satisfactorily with the 
benchmark model used in this study. Studies in the past have suggested groundwater may not 
exert strong controls to the near-surface soil dynamics when it is far from the surface (Maxwell 
and Kollet, 2008; Ferguson and Maxwell, 2010; Lo and Famiglietti, 2010). However, the use 
of JULES-GFB even for deep aquifer systems may be justified if the purpose is to use JULES 
applied to water resources studies where a representative volume of subsurface water is a key 
component of the study (Fan et al., 2013 and de Graaf et al., 2017).  
The purpose of this study is to introduce this new approach by combining a series of synthetic 
and real-case experiments as recently supported by the hydrological community (e.g., Lee and 
Chang, 2005; Sulis et al., 2010; Kim et al., 2012; Clark et al., 2015). It is beyond the scope of 
this study to test the JULES model using the single column experiment under several different 
combinations of factors. The experiments we have selected allowed us to select key factors (soil 
type and initial water table depth) in order to compare directly against previously published 
studies (Kollet et al., 2017; Rahman et al., 2019). In doing so, we have limited the number of 
potential combinations to test, for example, by not investigating the role of rainfall intensity 
and duration on the model simulations. This was partially mitigated by introducing a real-case 
experiment in a region with groundwater-dominated catchments in addition to the synthetic 
cases. 
5.4.2 Indirect impact of new groundwater scheme on other hydrological fluxes 
Implementing the new groundwater parameterization into JULES has led to changes in soil 
water dynamics, especially when the water table is initialized closer to the surface and within 
the model soil domain. It is also important to understand how those changes in soil moisture 
dynamics affect other hydrologically relevant fluxes. Here, we focus on two specific fluxes, 
namely the total runoff and evapotranspiration. We first investigated changes in simulated total 
runoff with a synthetic catchment by comparing our results against the benchmark model, as 
well as other integrated hydrological models (Figure 5.6 and Table 5-3). In summary, we found 
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that JULES-GFB can reproduce the characteristics of multiple storage components and the 
outlet discharge satisfactorily. Performance metrics from JULES-GFB computed against the 
benchmark model are well within the range obtained with all other models (Table 5-3). The 
exception being only the fact that JULES-GFB had the lowest mean bias for outlet discharge (-
1.3 m3 h-1) than the lowest value obtained with the other evaluated models (-0.8 m3 h-1). This 
suggests that JULES-GFB underestimated the discharge when compared to all other IH-MIP 
models (Figure 5.6c), possibly due to relative higher water retention in its soil domain. 
Nevertheless, the fact that the JULES-GFB model incorporates a mechanism to deal with lateral 
redistribution of water resulted in the displacement of water and ultimately leading to discharge 
of the outlet. This mechanism is non-existent in JULES-FD, hence only vertical water flow is 
promoted at individual columns (grid points) in the synthetic catchment which results in no 
occurrence of discharged (note: discharge occurs solely by groundwater contribution, as there 
is no net rainfall forcing imposed at the surface).  
In addition to the simulations with the exact specifications from Kollet et al. (2017), we also 
ran the tilted-V catchment for the 12 different soil types using the same hydraulic properties 
with the infiltration column-scale experiment. Within the simulation time, only three out of 12 
soil types could produce runoff, namely the sand, loamy sand and the silt loam. These three soil 
types have high value of saturated conductivity; thus, they react fast to the groundwater 
contribution by producing runoff in the outlet. It seems that the higher value of saturated 
conductivity gives faster and greater peak discharge. It is something we expected, as the timing 
is linked with the speed of groundwater contribution (saturated conductivity) and the magnitude 
of discharge is linked with the storage of the aquifer (specific yield). Soil types with lower 
saturated conductivity values respond much slower to the groundwater table, so they cannot 
produce runoff within the simulation time (5 days). This proves that sandy soil types are more 
sensitive to the groundwater parameterization compared to other soil types. Considering the 
saturated and unsaturated storage curves for different soil types, we find that sand, silt loam and 
the simulation from the tilted-V experiment (Section 5.3.2) have linear curves with small 
fluctuations that show that they change slowly; whereas, the silt loam soil type has a more 
responsive behaviour. It produces runoff only for a few hours, whereas the response of saturated 
and unsaturated storages shows a dynamic response. 
Synthetic experiments have the benefit of allowing nearly full control of the results by 
comparing model simulations against a benchmark (reference) model taken to be the truth. 
These experiments allow us to isolate relevant processes more easily for analysis usually 
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representing ideal conditions, which do not necessarily correspond to reality. In order to get a 
better sense of how our proposed JULES-GFB perform under more realistic conditions, we 
performed a 5-year simulation over a regional domain in the UK characterized by groundwater-
dominated catchments. We investigated the ability of JULES-GFB to accurately represent the 
spatial patterns of wetness associated with the river network in the region (Figure 5.7), as well 
as potential improvements to simulated evapotranspiration (Figure 5.9) and river discharge 
(Figure 5.11) when compared against independent observations. 
Our initial analysis within the domain highlights the importance of groundwater process and 
more specifically the role of lateral flow now being resolved in JULES-GFB in order to allow 
more realistic patterns of relative saturation within the domain (Figure 5.7). These patterns are 
consistent with two key characteristics of the region, namely topography and soil type. This is 
consistent to our initial findings using the synthetic experiments highlighting the various model 
simulations for different soil types, initial water table depths, and with a synthetic catchment 
whose processes are driven entirely by groundwater dynamics (i.e., no net rainfall forcing). 
Unlike JULES-GFB, the JULES versions with the classic free drainage are unable to represent 
such patterns simply because they do not resolve lateral flow and hence all soil water dynamics 
happen vertically, meaning water eventually leaves the soil domain from the model without 
allowing for the low elevation areas to properly show convergent patterns. The more realistic 
water dynamics and ability to retain the water within the soil domain due to a newly imposed 
bottom boundary condition in the soil domain was also reported by (Niu et al., 2007). 
The analysis from Figure 5.7 allows us to have some confidence in the model performance. 
However, they do not directly quantify potential improvement in model performance. 
Therefore, we further investigate whether this arguably more realistic behaviour of the model 
results in improved evapotranspiration (ET) fluxes. As expected in this humid but energy 
limited region, the impacts of introducing the new JULES-GFB scheme indicates more 
pronounced changes during the summer season ET (Figure 5.9) with slightly increase in 
simulated ET compared to JULES-FD resulting in slightly more consistent estimates when 
compared with the GLEAM ET product. Our overall results also indicate that simulated ET 
from JULES-GFB shows reduced biases compared to JULES-FD which tends to underestimate 
ET fluxes. This behaviour is consistent across the main soil types observed in the regional 
domain. Similar results were also previously suggested by a number of studies (York et al., 
2002; Yeh and Eltahir, 2005; Niu et al., 2007; Nie et al., 2018;  Huang et al., 2019) by 
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comparing against observations from the water balance equation, ground based measurements 
and remote sensing products. 
Finally, we look at the results summarizing JULES-GFB’s ability to reproduce river 
discharge in comparison with discharge observations at six catchments within the domain (all 
strongly dominated by groundwater processes, given their relatively high Base Flow Indices – 
BFI). We highlight the performance of the model by (1) employing a metric typically used for 
evaluating model performance of streamflow predictions (KGE), (2) analysing the ability of the 
model to reproduce similar dynamics from the observed record (linear correlation coefficient), 
and (3) identifying any unwanted systematic biases in the model (mean bias). Particularly for 
JULES-FD, we also tested an additional calibration step (which is not applied to JULES-GFB) 
by enabling the PDM scheme in the model that empirically tries to resolve any limitations 
related to soil saturation distribution at subgrid spatial scales. In summary, our results suggest 
that JULES-GFB performance is superior for nearly all metrics and catchments for total runoff 
(Figure 5.11). The majority of KGE values obtained are above 0.75 which suggest satisfactory 
performance whereas JULES-FD without PDM shows KGE values on the order of 0.25. Similar 
conclusions about the performance of JULES-GFB in comparison to JULES-FD without PDM 
can be drawn for the linear correlation coefficient and the mean bias. Previous studies reported 
improvements on the same order of magnitude (Maxwell and Miller, 2005; Yeh and Eltahir, 
2005; Vergnes and Decharme, 2012; York et al., 2012). Interestingly, if JULES-FD is applied 
with a calibrated version of PDM, its performance improves substantially, but still does not 
exceed the performance of our JULES-GFB. We argue, however, that any additional calibration 
step introduced in this case will likely require a priori estimation of the parameters associated 
with PDM. This will likely require the availability of independent observations used for the 
calibration period, hence undermining the performance of JULES-FD particularly for 
hydrological applications in data-poor regions and eventually continental to global applications. 
It is important to stress that despite the observed improvements with JULES-FD with PDM, 
this version of the model still lacks the explicitly representation of groundwater processes.  
Note that our approach of groundwater parameterization is different from other previous 
studies. For instance, the developed approach by Niu et al. (2007) and Huang et al. (2019) 
extracts the baseflow from the aquifer, as a percentage of the storage or the water table depth 
using an exponential function. In our study the flux of baseflow comes from the contribution of 
aquifer to the soil domain by an additional upward flux component. Other models employ an 
uncoupled representation of groundwater (e.g., de Graaf et al., 2015, 2017; Fan and Miguez-
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Macho, 2011). According to this approach, the output of the groundwater model feeds the 
bottom boundary condition of the LSM. Both models run separately, and, in this way, there is 
not a real time feedback between saturated and unsaturated zones, whereas the groundwater 
model is not dynamically updated. In our case, we implement a dynamic model that can give 
us a more accurate insight for the surface subsurface interactions. Furthermore, our model 
adopts a simplified approach to represent groundwater in two dimensions. Three-dimensional 
groundwater coupling, such as Maxwell et al. (2011) and Tian et al. (2012), require substantial 
computational resources, especially for large-scale applications. Our approach is extensively 
evaluated against similarly more complex 3D hydrological models to ensure much of its realism 
is maintained during the development phase, while identifying potential limitations and 
shortcomings.  
This approach and this methodology have some limitations. Firstly, we tested the model over 
some regional domain characterized by groundwater dominated catchments. We recognize that 
the region is still relatively small compared to potential applications of the model at continental 
or global scale. Furthermore, the selected regional domain has climatic conditions known to 
have weak interactions with the atmosphere (i.e., weak soil moisture-ET interactions). 
Regarding the characteristics of the new approach, our simplified 2-D approach has limitations 
compared to the more realistic 3-D approach. In order to examine the magnitude of this 
limitation, both the theoretical development study (Rahman et al., 2019) and this study 
employed synthetic experiments to evaluate how much this approach impacts the overall 
realism of the simulation by benchmarking our simulations with a 3-D hydrological model 
ParFlow. We did not find significant differences between the 2-D (JULES-GFB) and the 3-D 
(ParFlow) approach that proves the realism of our approach. Finally, despite these limitations, 
our study suggests substantial improvement in the JULES model, which is a typical LSM that 
currently does not represent soil-aquifer interactions in its operational version. 
5.5 Conclusions 
In this Chapter, we incorporate a simplified groundwater representation in the Joint UK Land 
Environment Simulator (JULES) and investigate the impacts of this implementation on land 
surface hydrological processes. We consider two synthetic (a single-column and a tilted-V) and 
one real-world (regional domain including six catchments in the UK) test cases to demonstrate 
the impacts of representing groundwater explicitly in JULES-GFB. The performance of 
JULES-GFB is evaluated by considering a three-dimensional groundwater flow model ParFlow 
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as the benchmark for the synthetic test cases. For the real-world test case, observed runoff and 
evapotranspiration data are used for the model evaluation. 
Results from the synthetic test cases demonstrate that JULES-GFB improves soil moisture 
dynamics and runoff generation process compared to the default JULES-FD, especially for fine-
textured soils. The real-world test case demonstrates that JULES-GFB improves the prediction 
of runoff and evapotranspiration compared to JULES-FD. From this test case, it can also be 
concluded that representing groundwater hydrology explicitly can supersede the advantage of 
implementing a calibrated saturation excess runoff generation scheme in JULES. 
JULES-GFB shows some limitations in reproducing soil moisture dynamics and runoff 
generation compared to the benchmark model for coarse-textured soils. This is expected 
because of the simplifying assumptions considered for coupling the groundwater 
parametrization with JULES. These assumptions are necessary to achieve a high computational 
efficiency of the model (Rahman et al., 2019). In this regard, our proposed approach of 
representing groundwater hydrology aligns with the objectives of the recent development 
efforts of Hydro-JULES (Dadson et al., 2019) and other land surface and hydrological models 
for large-scale applications (Clark et al., 2015; Gleeson et al., 2019). 
The real-world test case presented here is limited in term of hydrogeological and climatic 
conditions, because this is the first study that evaluates the newly developed JULES-GFB 
model. This model requires further testing under different hydrogeological and climatic 
conditions, which should be the subject of further research. Subsequently, JULES-GFB could 
potentially be used as a numerical tool to assess water resources under e.g., future climate 


















6 REGIONAL CLIMATE PROJECTIONS BASED ON 
UKCP18 IN CENTRAL GREAT BRITAIN 
6.1 Introduction 
Groundwater is an important component of water resources in United Kingdom with about 
30% of public water to be supplied by groundwater (Environment Agency, 2006). Thus, it is 
crucial to know the impact of climate change on groundwater dominated catchments. It is 
known that climate change will affect recharge (e.g., Scibek and Allen, 2006; Konikow, 2011; 
Cuthbert et al., 2019). However, there is limited knowledge on how climate change will affect 
all the water components on groundwater dominated catchments, like soil moisture, 
evaporation, because studies usually focus only on runoff and recharge. In this Chapter, we 
assess the impact of groundwater representation on climate predictions. A common approach 
to assess the impact of climate change is the implementation of an LSM that rely on the 
traditional free drainage approach (e.g., Hagemann et al., 2013; Dankers et al., 2014; 
Huijgevoort et al., 2014; Giuntoli et al., 2015; Vetter et al., 2017). JULES has also been used 
in climate change studies (e.g., Betts et al., 2018; Koutroulis, 2019; Koutroulis et al., 2019). 
However, we showed in the two previous Chapters, that the free drainage assumption can alert 
the signal of climate change, while it exacerbates drying and underestimates the 
evapotranspiration flux. Furthermore, in groundwater dominated catchments, JULES with the 
free drainage shows substantial shortcomings in representing runoff, especially during the dry 
season, when the baseflow has higher contribution. Now that we have developed a new version 
for the JULES model (Chapter 5), which incorporates groundwater and impacts other 
components of the water balance at the surface, we will apply this to future climate change 
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scenarios in the same region. Thus, the new model can increase our understanding about the 
impact of climate change on the hydrological processes, while the previous version with the 
free drainage case created bias in the model predictions. Furthermore, the new groundwater 
parameterization on JULES can help us to identify the impact of climate change on surface-
subsurface interactions, as it represents dynamically the feedback between the soil domain and 
aquifer.  
UK Climate Projections (UKCP) is a climate analysis tool that forms part of the Met Office 
Hadley Centre Climate Programme (www.metoffice.gov.uk, accessed here https://catalogue. 
ceda.ac.uk/?q=ukcp18&results_per_page=5&sort_by=relevance last visited on 04/09/2020). 
The previous version, named UKCP09, was based on the 4th Assessment Report from the 
Intergovernmental Panel on Climate Change (IPCC) and it used the Special Report on 
Emissions Scenarios (SRES) (Fung and Gawith, 2018). These products have gained a lot of 
attention to predict the future (e.g., Cloke et al., 2010; Bell et al., 2012; Coulthard et al., 2012; 
Christierson et al., 2012; Kay and Jones, 2012). The new ensemble data of the UK Climate 
Projections 2018 (UKCP18) reflect the current information and the current hypotheses for the 
climate change projection based on the 5th Assessment Report from IPCC. This report follows 
the Representative Concentration Pathway (RCP) scenarios, which is a greenhouse gas 
concentration trajectory. Four scenarios are adopted based on the amount of greenhouse gases 
that will be emitted in the future, namely RCP 2.6, RCP 4.5, RCP 6 and RCP 8.5. In RCP 2.6 
scenario, it is assumed that the global annual greenhouse gas emissions (measured in CO2-
equivalents) will peak between 2010-2020 and then, the emissions will decline substantially. In 
RCP 4.5 scenario, the peak will occur in 2040s, and then, the emissions will decrease. In RCP 
6, the peak will occur around 2080, and then, the emissions will decrease. Finally, for RCP 8.5 
scenario, the emissions will continue to increase during the 21st century (Meinshausen et al., 
2011). UKCP18 provides a suite of datasets. In a nutshell, this product provides probabilistic 
projections for all emission scenarios, global projections for RCP 8.5 emission scenario, 
regional projections for RCP 8.5 emission scenario and for finer spatial resolution, and derived 
projections, which is a set of climate futures derived from global projections, for a lower 
emission scenario (Fung et al., 2018). Refer to Fung et al. (2018, Table 1) for more information.  
The literature review of using UKCP18 dataset in peer-reviewed papers is restricted 
compared to the previous UKCP09 product, because only recently this dataset was published. 
There are two reports that focus on Great Britain and are based on UKCP18 projections. 
According to UKCP18 overview (Met Office, 2018a, b) for the UK, it is expected the rainfall 
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to increase in the winter and decrease in the summer. However, more intense storms are 
expected during the summer. The range of the mean annual temperature increase, compared to 
1980 in Central England, is between no change to +3.3 ⁰C and +1.1 to +5.8 ⁰C, for the low and 
high emission scenario, respectively. Hot summers, like 2018, will occur more likely, with 
probability about 50%. South and Southeast part of UK are more likely to experience changes. 
Our motivation in this Chapter is to understand the impact of climate change on hydrological 
fluxes (soil moisture, runoff, recharge, ET) on groundwater-dominated catchments using the 
newly developed JULES model with groundwater parameterization. The study area covers a 
part of Central England and a part of Wales in Great Britain (See Section 5.2.3). Here, we 
address two main research questions: 
(1) What is the impact of future climate change scenarios on individual water components 
of water cycle at the surface? Which key meteorological forcing variable (i.e., 
temperature or precipitation) has the greatest impact on each water component? 
(2) Are there particular combinations of climate scenarios that result in severe extreme 
weather?  
6.2 Setting up climate scenarios impact study 
6.2.1 UK Climate Projection 2018 dataset (UCKP18) 
We use the UK Climate Projections 2018 (UKCP18) dataset to simulate the climate 
projection and assess the impact of climate change on groundwater dominated catchments. In 
the following subsections we describe this dataset and discuss the methods we apply for data 
conversion to JULES requirements, bias correction, and the sample selection procedure. The 
UKCP18 suite of datasets is freely available at the following website: https://catalogue.ceda.ac. 
uk/?q=ukcp18&results_per_page=5&sort_by=relevance&record_types=ObservationCollectio
n (last visited on 04/09/2020). We use the regional projections that cover Great Britain and 
Europe for the higher emission scenario (RCP 8.5) and for the period [1980-2080]. The regional 
projections are a set of 12-high resolution (12 km grid sizes and daily) climate future scenarios 
over Europe, downscaled from the global projections using Hadley Centre model HadREM-
GARA11M (Fung and Gawith, 2018). This selection of this dataset has a few advantages and 
disadvantages, but in the end the advantages outweigh the disadvantages, and this dataset can 
give us a useful insight for the future climate and the impact on water components. Firstly, the 
advantages of using UKCP18 dataset are that it is compatible with the forcing data needed to 
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run JULES and the dataset covers United Kingdom. Furthermore, the fact that UKCP18 has 
been produced by Met Office and the previous product (UKCP09) has been extensively used 
in United Kingdom, gives credibility to UKCP18. On the other hand, the high resolution 
UKCP18 product is based only on RCP8.5, which represents the worst emission scenario. 
Furthermore, there is not an extensive literature on this product yet, except a few reports from 
Met Office discussed in the Introduction. 
6.2.2 Making UKCP18 projections compatible to JULES forcing 
As we discussed in Chapter 3, JULES needs eight meteorological forcing variables, namely 
the precipitation, wind speed, air temperature, surface downwelling longwave and shortwave 
radiation, specific humidity, pressure, and daily temperature range. These data come directly 
from UKCP18. The only difference is that UKCP18 provides with the net surface downwelling 
longwave and shortwave radiation. However, JULES needs the total shortwave and longwave 
radiation. We convert the net shortwave downwelling radiation to total shortwave downwelling 
radiation using the following equation: 
SW = SWnet/(1-a) (6.1) 
where SW is the total shortwave downwelling radiation (W m-2), SWnet is the net shortwave 
downwelling radiation (W m-2) and a is the albedo (unitless). Soil albedo is calculated based on 
previous study (Table 1 in Houldcroft et al., 2009) that links JULES land use type with surface 
albedo. The longwave downwelling radiation is calculated as follows: 
LW = LWnet+σεsΤ
4 (6.2) 
where LW is the longwave downwelling radiation (W m-2), LWnet is the net longwave 
downwelling radiation (W m-2), σ is the Stefan-Boltzmann constant 5.67x10-8 W m-2 K-4, εs is 
the emissivity of the body (unitless) and T is the temperature of the body (K). For the 
temperature of the body, it was used the air temperature coming from UKCP18 data. The 
emissivity values come from Shuttleworth (2012, Table 5.2). The temporal resolution of the 
data is daily, but this is downscaled to the computational time-step, based on the downscaling 
tool of JULES following the same procedure with the previous Chapters. 
6.2.3 Bias Correction of UKCP18 forcing data 
It is widely recognised that bias is present in the output from climate models (e.g., 
Christensen et al., 2008; Haerter et al., 2011). To address this issue, we apply bias correction 
during the period when the two datasets (i.e., current, and future conditions) overlap. Bias 
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correction is a common method to correct climate projections, based on observations (Hay et 
al., 2000; Leander and Buishand, 2007; Hempel et al., 2013). This technique compares the 
observations and the projections for an overlapping period and then, applies this correction to 
the future projections. The most common methods are linear scaling (e.g., Hay et al., 2000; 
Fowler and Kilsby, 2007; Lafon et al., 2013; Guillod et al., 2018), variance scaling (e.g., 
Leander and Buishand, 2007), quantile mapping (Wood et al., 2004; Prudhomme et al., 2012) 
and trend-preserving quantile-mapping (e.g., Hempel et al., 2013). Linear scaling is a simple 
method, but it corrects only the mean. The variance scaling method is simple, and it retains the 
climate change signal. However, it follows the same variability with the observed dataset, and 
it is restricted to the range of the observed anomalies. The quantile mapping takes into 
consideration the entire distribution and can be used for cases with changes in extreme values 
or where the variability is important. The disadvantages of this method are that it can alter the 
climate change signal, it assumes that the correction increments are equal as in the current 
climate, whereas the extreme values are restricted to the observed ones. Finally, the trend-
preserving quantile-mapping has the same advantages with the quantile mapping plus that 
preserves the climate change signal. However, it is very complicated with many steps and it can 
lead to physical inconsistency (Met Office, 2018c). On the other hand, there are many doubts 
about the usefulness and the reliability of bias correction. Haerter et al. (2011) note that most 
of the bias correction methods do not preserve the conservation laws of energy and water 
balance. Furthermore, the correction is usually applied separately for each variable and 
consequently the links and feedbacks between the meteorological states and fluxes are 
destroyed (Ehret et al., 2012). One important reason for criticism is the assumption of 
stationarity of the methods that is not true in a climate change case (Ehret et al., 2012). 
Hagemann et al. (2011) found that applying a bias correction method can modify the climate 
change signal. 
Considering the variables in which researchers apply bias correction methodologies, it seems 
that most of the cases (e.g., Hempel et al., 2013; Sorribas et al., 2016; Zulkafli et al., 2016) tend 
to correct all of them (i.e., precipitation, temperature, radiation, humidity, pressure, humidity 
and wind), while in some cases (e.g., Hay et al., 2000; Teutschbein and Seibert, 2012) choose 
to correct only precipitation and temperature. For the case of the simpler linear scaling bias 
correction method, all the variables need a multiplicative correction, except the temperature 
that is corrected additively (Hempel et al., 2013, Table 1; Hutchins et al., 2018). The selection 
of the bias correction method should be based on the statistical properties that someone wants 
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to correct (Teutschbein and Seibert, 2012; Lafon et al., 2013). To understand the magnitude of 
bias, we analyse the UKCP18 dataset against the CHESS dataset for an overlapping period 
between 1981 and 2015. We apply the comparison between the two products for the domain 
average. We consider CHESS as the benchmark against the UKCP18 product. We apply bias 
correction to all the variables following most of the studies (e.g., Hempel et al., 2013; Sorribas 
et al., 2016; Zulkafli et al., 2016). 
We decided to use the linear scaling bias correction method (e.g., Hay et al., 2000; Fowler 
and Kilsby, 2007) because we want to correct the mean without changing the other moments. 
We are aware that this method will not correct higher-order moments of rainfall distribution, 
like the frequency of wet and dry days. However, we believe that this methodology is sufficient 
for our study. As we discussed above, all the variables are corrected multiplicatively (Equation 
6.3), except temperature that will be corrected additionally (Equation 6.4). The controlled 
period based on which we apply the bias correction is 35 years [1981-2015]. The correction is 





𝑋′(𝑡) = (𝑂(𝑡)̅̅ ̅̅ ̅̅ − 𝑋(𝑡)̅̅ ̅̅ ̅̅ ) + 𝑋(𝑡) (6.4) 
where X’(t) is one of the twelve unbiased UKCP18 ensembles, X(t) is one of the twelve biased 
UKCP18 ensembles, 𝑋(𝑡)̅̅ ̅̅ ̅̅  is the mean of the ensembles for a specific month t and 𝑂(𝑡)̅̅ ̅̅ ̅̅  is the 
mean for a specific month of CHESS dataset. 
Below, we present the results of bias correction on UKCP18 dataset [1981-2080] based on 
the CHESS dataset [1981-2015]. We apply equations 6.3 and 6.4 to individually correct biases 
for each ensemble/variable combination; however, in order to evaluate the bias correction 
approach, we use a common Percentage bias (PBias) metric: 
𝑃𝐵𝑖𝑎𝑠 =  







where n is the month (from January to December) and 𝑈𝐾𝐶𝑃̅̅ ̅̅ ̅̅ ̅̅  is the average ensemble value for 
UKCP. Positive (negative) PBias means that the UKCP18 overestimates (underestimates) a 
particular variable. To understand the magnitude of bias, we plot the UKCP18 dataset against 
the CHESS dataset for the overlapping period between 1981 and 2015 for all the variables. We 
want to analyse the seasonality of the bias to see during which period the bias is higher. 
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Furthermore, we compare the mean monthly values before and after the bias correction to 
examine the accuracy of the bias correction method and if our approach can eliminate the bias. 
 
Temperature 
Figure 6.1 compares the monthly values of the domain averaged temperature for the period 
[1981-2015] produced by CHESS (black line) against UKCP18 ensembles (red lines). The first 
observation is that we cannot see a strong bias in that variable. CHESS could be one of the 
ensembles, as there is not a clear distinction between the two products. Looking Figure 6.1 
(left), we could infer that UKCP18 ensembles are below CHESS during the spring months 
(March to May). Furthermore, in period between September and November, CHESS is in the 
upper percentile, that means that UKCP18 dataset tends to underestimate these months. 
Applying the Kolmogorov-Smirnoff test (K-S test) to the monthly datasets, we found that six 
out of twelve ensembles follow the same distribution with CHESS. Figure 6.1 (right) depicts 
the comparison of UKCP18 with CHESS after the bias correction. CHESS is lying in the centre 
of the UCKP18 ensembles. The PBias is -5.3% before the correction, but the bias correction 
method can reduce the PBias to zero. Furthermore, applying the K-S test in the bias-corrected 
projections, we found that nine out of twelve ensembles are draw from the same probability 
distribution compared to CHESS. Lower projected temperature for Match to May and from 
September to November could probably lead to less evaporation from soil, thus higher projected 
runoff, and wetter soil.  
 
Figure 6.1: Comparison of monthly mean of domain average Temperature produced by CHESS (black) 






The mean annual precipitation from CHESS is found equal to 886 mm year-1, whereas the 
corresponding values from UKCP18 dataset range between 820 and 1080 mm year-1. This 
means that the annual rainfall from the UKCP18 product can be up to 22% higher compared to 
the CHESS dataset over the same period [1981-2015]. Figure 6.2 depicts the domain average 
of total monthly rainfall of UKCP18 ensembles against CHESS between 1981 and 2015. The 
first observation is that we cannot identify a very strong bias, except in Spring, looking the 
figure from a qualitative point of view. CHESS could be, again, one of the ensembles without 
significant distinction from the other members. However, UKCP18 shows a more seasonal 
behaviour compared to CHESS. Also, UKCP18 shows minimum on August, whereas CHESS 
has homogeneous low values from February to September. We can see that for the period 
between February and May, UKCP18 overestimates the rainfall, whereas we find the opposite 
behaviour for September and October. Therefore, not applying bias correction would distort the 
results of the water cycle during the year. Applying the K-S test to the monthly datasets, we 
found that 3 out of twelve ensembles follow the same distribution with CHESS. After the bias 
correction, seven out of twelve ensembles follow the same distribution with CHESS. The PBias 
is reduced to zero after the bias correction as compared with its initial value of ~9% before the 
correction. Interestingly, we correct not only bias, but the seasonality, as well. 
 
Figure 6.2: Comparison of monthly mean of domain average Precipitation produced by CHESS (black) 






Additional meteorological forcing 
Figure 6.3a compares shortwave downwelling radiation from UKCP18 and CHESS datasets.   
This figure demonstrates maximum radiation value in June for CHESS and in July for UKCP18. 
It seems that there is one-month lag between the two products, but the magnitude of the two 
products is similar. Although the PBias is not high (-2.3%), the lag behaviour could affect the 
dynamics of evapotranspiration by changing its seasonality. In that case, bias correction is vital 
to simulate the dynamics and the seasonality correctly. Bias correction reduces PBias from -
2.3% to -0.4%, while improving the seasonality. With regards to longwave downwelling 
radiation (Figure 6.3b), note the UKCP18 longwave radiation is calculated from the net 
longwave downwelling radiation, based on Equation 6.2. In that case, there is not a lag 
behaviour and the dynamics look similar, but it seems that there is an offset between the two 
products. Bias-correction achieves to remove this offset by reducing the PBias (9.2%) to zero.  
Figure 6.3c presents the monthly mean of specific humidity. It is apparent the one-month lag 
of UKCP18 dataset compared to CHESS. Considering only when the maximum occurs, then it 
seems that for CHESS this happens on August, whereas for UKCP18 there are few ensembles 
in which the maximum occurs in September. However, the one-month lag is clear on the shape 
of the ensembles compared to CHESS. Again, bias correction is critical to simulate the 
dynamics and the seasonality accurately. Ignoring the bias of humidity (-3.4%) could possibly 
alert the seasonality of evapotranspiration. Regarding the surface pressure (Figure 6.3d), there 
is a distinctive offset between the two datasets, but the dynamics look similar, with the higher 
values for both datasets to occur in summer season and the lower between October and May. 
By applying the bias correction method, we remove the offset, and we create a more consistent 
dataset. Bias correction removes the PBias (2.5%) to zero. Finally, we analyse the wind speed 
(Figure 6.3e). In this case, there is not an obvious bias between the two products, whereas the 
seasonality is similar with higher values during winter and lower during summer. CHESS is 
inside the ensemble envelop and could be a member of the ensembles without distinction. 
However, looking all the ensembles, it seems that most of them underestimate the wind speed 





Figure 6.3: Comparison of monthly domain average of shortwave downward radiation (a), longwave 
downward radiation (b), specific humidity (c), air pressure (d) and wind speed (e) produced by CHESS 








6.2.4 Bias-corrected climate ensembles for Central Great Britain  
This subsection presents the projections of UKCP18 for the study area. We focus only on 
temperature and precipitation because these are the typical hydrometeorological variables that 
characterize the climate of a region. However, we use all bias-corrected climate variables 
discussed in the previous subsection as forcing data for our model simulations. We look the 
annual changes and the seasonal changes during Winter (December-February) and Summer 
(June-August).  
 
Figure 6.4: Mean projected temperature (left column) and total precipitation (right column) from UKCP 
ensembles (red) compared to the ensemble mean (black) for the whole year (first row), winter season 
(second row) and summer season (third row). 
 
We want to identify how strongly the future climate change might affect the hydrology of 
the study area using the UKCP18 projections for the high emission scenario (RCP 8.5). In 
Figure 6.4a, the domain average for the mean annual temperature (left) and the total annual 
precipitation (right) after the bias correction for the twelve ensembles (red colour) and the mean 
of the ensemble (black colour) are plotted. The increase of the mean annual temperature, based 









mean annual temperature of the ensembles in 1980 is about 8.5 ⁰C and it is expected to reach 
13 ⁰C in 2080s. Regarding the corresponding value of annual precipitation, in that case it seems 
that the rainfall will decrease with a rate about 11 mm per decade (Figure 6.4b).  
For both winter and summer seasons, UKCP18 predicts an increase in temperature. The 
steepest rise of temperature is expected during summer, with about 0.52 ⁰C per decade (Figure 
6.4e). The corresponding value for winter is 0.41 ⁰C per decade (Figure 6.4c). The significance 
of slope for both variables was examined using the t-statistics test and was found significant for 
p-value = 0.05. It seems that there is a constant rate of increase for both seasons. The strongest 
change (i.e., higher slope) of precipitation occurs during the summer, with average decrease of 
rainfall about 7 mm per decade (Figure 6.4f). For the winter season, the rate of rainfall will be 
lower with average decrease of 3.5 mm per decade. Interestingly, the variability during the 
summer is higher than during the winter. Overall, the variability of the ensembles for rainfall is 
much higher from the variability of temperature, but constant throughout the 100-year period 
for both variables and for all the seasons. 
6.2.5 Sampling of UKCP18 Projections 
This subsection describes the methodology we follow to select samples for the climate 
projections. Considering the computational demand of JULES-GFB, the datasets and the 
literature, we decided to develop a new methodology to choose the sample simulations from all 
the ensembles. Choosing a few decades to represent a short-term and a long-term future is 
considered not very informative and subjective, because we cannot project the exact climate 
conditions of the future decades due to the inherent uncertainty from Global Climate models 
(Holman et al., 2009; Wootten et al., 2017). Thus, we use a new more objective approach that 
could give a better insight on the impact of climate change. We run 5-year simulations whose 
average precipitation and temperature are proportional to the climatology, as described by the 
CHESS dataset between 1980 and 2015. In that case, instead of trying to predict the impact of 
climate change for a specific decade in the future (e.g., 2060s), we will try to identify the effect 
of a specific change of annual temperature and precipitation (e.g., +2 °C of mean annual 
temperature and -20% of mean annual precipitation) to the hydrology of the study area. 
Initially, we assume that a 5-year period is enough to represent the seasonality and the 
climatology of an area. The 35-year period of the CHESS dataset is used to describe the 
climatological values in the study area. The 5-year period [1991-1995] from CHESS is used as 
the control period, because it is similar to the climate average of temperature and precipitation 
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over the whole period [1981-2015] (Figure 6.5). For the 35-year period, the mean annual 
domain average temperature and precipitation are equal to 9.4 °C and 886 mm year-1, 
respectively. The corresponding values for the 5-year control period are 9.3 °C and 876 mm 
year-1, respectively. Therefore, this period could be representative for the whole period. 
However, we recognize that this approach has a few limitations. Firstly, the low variability in 
terms of rainfall for the 5-year period cannot depict the high variability of the entire period. 
Also, one simulation cannot provide with the uncertainty boundaries of the present climate 
conditions as if we used more simulations. Finally, if we run a 10-year simulation instead of 5-
year we may get more robust results, as a bigger period may reduce the noise of the data. 
 
Figure 6.5: Comparison of mean annual Temperature (top) and total annual Precipitation (bottom) from 
CHESS for the domain average against a 5-year control period (dark red) from CHESS that represents 
the climatology of the study area. 
 
In the next step, the 5-year moving average for the 12 ensembles is estimated for 
precipitation and temperature. For each ensemble, the 100-year time series gives 96 values of 
5-year average precipitation and temperature. In total, we end up with 1152 sets of 5-year 
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periods for the 12 ensembles. There values are used against the control 5-year representative 
values for temperature (?̅?_ctrl) and precipitation (?̅?_ctrl) from CHESS to compute the 
deviations. For precipitation (P), it is estimated the percentage deviation (ΔP) (Equation 6.6); 
whereas, for the temperature (T), it is estimated the difference of the two values (ΔT) (Equation 
6.7).  
ΔP=[(P(i,j)- ?̅?_ctrl)/ ?̅?_ctrl]100 (6.6) 
where P is the 5-year mean annual precipitation for every one of the 96 values (i) from each 
ensemble (j).  
ΔΤ=(T(i,j)- ?̅?_ctrl) (6.7) 
Figure 6.6 depicts the difference (ΔT) of each 5-year mean temperature T(i,j) with the control 
5-year representative mean (?̅?_ctrl) against the percentage deviation (ΔP) of each 5-year mean 
precipitation P(i,j) with the control precipitation (?̅?_ctrl). The range of x and y axis are divided 
into 8 and 7 bins, respectively. The range of bins in x axis is 1 °C and in y axis is 10%. In that 
way, both axes have almost the same number of bins. In each bin, the point that is closer to the 
centre (red X in Figure 6.6) is selected to represent the centroid point of the bin. Every bin 
should have at least 6 points, that corresponds to 0.5% of the total number of points, in order to 
participate in the point selection. In total, 25 points/bins are selected which comprise 5-year 
daily data length. The samples represent the percentage change of annual precipitation from -
35 to +25% with equal to 10% increments and additive change of mean annual temperature 
from -2 °C to +5 °C with +1 °C increment. With this methodology, we can include simulations 
that represent significant changes of rainfall and temperature and project the consequences 
while ensuring a compromise with regards to high computational demand from actually running 
our regional model simulations.  In addition, for each run, we apply a 10-year spin-up by 





Figure 6.6: Different possible combinations of normalized differences for temperature ΔΤ (°C) and 
precipitation ΔP (%) between the 1152 sets of 5-year periods from the 12 ensembles of UKCP18 against 
the 5-year Control Period from CHESS. Red X represents the centroid of each bin. Note grids with fewer 
than six ensemble simulations available are excluded from our analysis. 
 
6.3 Results and Discussion 
6.3.1 Domain average 
Figure 6.7 shows the domain average of the annual percentage change for the main 
hydrological variables (runoff, soil moisture, evaporation, and recharge) against the control 
case. The percentage change is calculated for each of the selected simulation based on the 
combined hydroclimatic conditions already presented in Figure 6.6. We can see that the 
magnitude of changes in runoff and recharge (i.e., different coloured grids) is changing more 
pronouncedly in the vertical direction (rainfall gradient) when compared to the horizontal 
direction (temperature gradient). We can infer that precipitation is the dominant factor and 
higher precipitation is associated with higher runoff and recharge. In general, in water-limited 
regions (i.e., water availability limits the values of actual evapotranspiration), runoff is very 
sensitive to the change of precipitation (Liang and Liu, 2014). However, UK is an energy-
limited region (i.e., the rate of energy supply limits the values of actual evapotranspiration), so 
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we expect a lower sensitivity of the runoff to the change of precipitation (McVicar et al., 2012). 
This is the reason why we still see a change in runoff and recharge in the horizontal axis 
(temperature gradient).  
 On the other hand, it seems that for soil moisture the dominant factor is the temperature for 
up to -5% decrease of annual precipitation. In drier conditions (ΔP < -5%), there is a different 
behaviour with more significant percentage change in the annual soil moisture throughout the 
soil column (3 m) that does not change significantly when the mean annual temperature 
increases. With regards to evaporation, both precipitation and temperature affect the annual 
percentage change as we find changes in the diagonal. We can deduce that the higher 
precipitation in combination with higher temperature lead to more evaporation. 
As we expected, the magnitude of change for each component is not the same (Figure 6.7). 
Runoff is expected to increase up to 23% if the annual precipitation increases 5% and the 
temperature decreases -2 °C in the same time. If the annual precipitation increases 15 %, then 
for almost all the changes in the temperature, the mean annual runoff will increase 15%. This 
shows that when the climate becomes very wet, the temperature does not affect the results 
significantly. It probably affects the evaporation, but we do not expect the 15% increase of 
evaporation to affect the runoff considerably, because the contribution of evaporation to the 
water balance is much lower compared to runoff. Finally, runoff is expected to decrease up to 
22% if the temperature increases +4 °C and precipitation decreases 25%. Considering soil 
moisture there is similar percentage change for ΔP > -5%. In particular, the percentage change 
of soil moisture goes from 1.2% (for ΔT = +1 °C) to -2.5% (for ΔT = +4 °C). However, for ΔP 
≤ -15%, the percentage change of soil moisture goes from -3.2% (for ΔT = +1 °C) to -5.5 % 
(for ΔT = +4 °C). In the latter case, the range is smaller. Evaporation shows a patchier 
behaviour. Simulations with negative temperature change and precipitation with change ±5% 
lead to evaporation decrease up to 15%. On the other hand, evaporation can increase up to 18% 
if temperature increases +3°C and precipitation +15%. Finally, in terms of recharge, there are 
two distinct behaviours if the rainfall increases (decreases) that lead to more (less) recharge. 
The increase of recharge can be from 70% for temperature +1 °C and precipitation +15% to -
90% for temperature +4 °C and precipitation -25%. From all the water components, recharge 
shows the highest sensitivity to the climate change scenarios.  
In the next step, we want firstly to identify which combinations lead to positive, neutral, or 
negative changes in runoff. Furthermore, we want to examine if the changes in the magnitude 
of runoff lead to changes in the dynamics and in the timing of runoff. The last question is related 
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to the soil moisture. We want to find if there is a tipping point for ΔP ≥ -5% that lead to different 
behaviour in the soil moisture. As it is mentioned before, we find similar behaviour when ΔP ≤ 
-15%. We want to know if there is a particular reason for that. Our hypothesis is that under 
these extreme dry conditions, the study domain may be converted from energy-limited to water-
limited region. To address these questions, we choose different simulations for each question 
and we compare them either against the control case that represents climatology in the area or 
between other simulations from UKCP18 projections.  
 
 
Figure 6.7: Percentage change of the domain average for Runoff (a), Soil moisture (b), Evaporation (c) 
and Recharge (d) against the control case that represents climatology for the 25 different simulations of 
UKCP18 projections. 
 
Which climate scenarios lead to positive, neutral, or negative change of runoff? 
In Figure 6.7, we showed that runoff is more strongly controlled by rainfall, albeit 
temperature has non negligible impact as UK is an energy-limited area. Thus, higher 





of annual rainfall (ΔP ±5%) is usually linked with neutral impact on runoff (ΔQ ±5%). 
Exemptions are for extreme dry or cold conditions. Percentage increase (decrease) of rainfall 
about 15% (-15%) is linked with positive (negative) change of runoff. Interestingly, the highest 
percentage change of runoff (24.7%) does not happen for the wettest scenarios (ΔP +15%), but 
for ΔP set to +5% under the coldest scenario (ΔT -2 °C). It seems that the combination of 
extreme scenarios for both temperature and precipitation is linked with more significant change 
of runoff. This is reasonable, because under these extreme conditions, evaporation and runoff 
generation mechanisms work additively to increase or decrease runoff. In other words, under 
extreme wet and cold conditions, runoff generation mechanisms (i.e., infiltration excess and 
groundwater contribution) produce more water due to the higher precipitation. More water will 
be recharged to the aquifer and after a lag response, it will reach the surface through discharge 
and baseflow contribution. At the same time, soil evaporates less water because there is less 
available energy (lower temperature) and the moisture stress factor β tends to zero, as soil 
moisture concentration decreases, that ultimately leads to lower net photosynthetic uptake. 
Therefore, the runoff increases because there is more water available for runoff and baseflow 
contribution, while less water coming from rainfall contributes to evapotranspiration. Thus, 
under these conditions, runoff is projected to increase significantly. Similarly, under extreme 
dry and warm conditions, the change of precipitation and temperature work additively towards 
the decrease of runoff. The significant lower precipitation causes the decrease of runoff due to 
infiltration excess mechanism and due to the lower contribution to the groundwater. The higher 
temperature increases substantially the evapotranspiration flux. The combination of all these 
physical processes lead to considerable reduction of runoff and recharge. 
Intuitively, we should expect that changes of runoff to be somewhat proportional to rainfall 
changes, as runoff is more strongly controlled by rainfall. For example, we find that for ΔP -
15% and ΔT +4 °C, the mean annual runoff decreases about ΔQ -12%. The increase in 
temperature will only exacerbate the issue because some of the water coming from the rainfall, 
that could have contributed to runoff, also gets evaporated. To analyse further how an “average 
year” looks like, we plot the domain daily average of the 5-year simulations of rainfall, runoff, 
temperature, and evaporation (Figure 6.8). In addition, seven-day moving average has been 
applied for smoothing purposes. Interestingly, we do not find significant difference during the 
year in the contribution of evaporation between the two simulations (Figure 6.8 bottom). As we 
expected, temperature is higher throughout the year for the climate simulation [JULES (P-15 
T+4)] with peak to occur in late summer. The difference of temperature between JULES-Ref 
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and the UKCP18 simulation is more pronounced in later summer and early autumn. Thus, we 
should expect higher difference in the daily evaporation during this period. However, the 
evaporation timeseries does not follow the same pattern, as the peak occurs in early summer. 
The reason probably is that under the dry conditions, evaporation is lower because there is less 
available water in the soil domain for evaporation. Another explanation could be that the 
radiation is lower, thus there is less available energy. 
 
 
Figure 6.8: Domain daily average of the five-year simulation for rainfall (first figure), runoff (second 
figure), temperature (third figure) and evaporation (forth figure) for [JULES (P-15 T+4)] (red) against 
JULES-Ref (black). For illustration purposes, seven-day moving average has been applied in runoff, 
temperature, and evaporation. 
 
For analysing the radiation, we calculate the outgoing longwave and the net radiation using 
equations 6.8 and 6.9, respectively. 
LW↑ = σεsΤs
4 (6.8) 






where LW↑ is the outgoing longwave radiation (W m-2), Rn is the net radiation (W m
-2), εa is 
the air emissivity assumed equal to 0.8 (unitless) and Ts is the soil surface temperature (K). The 
outgoing longwave, the net radiation and the average relative saturation throughout the soil 
domain (3 m) for each simulation are presented in Figure 6.9.  
 
 
Figure 6.9: Domain daily average of the five-year simulation for net outgoing shortwave radiation (first 
figure), net radiation (second figure) and relative saturation (third figure) for [JULES (P-15 T+4)] (red) 
against JULES-Ref (black). For illustration purposes, seven-day moving average has been applied. 
 
The outgoing longwave radiation is much higher for the climate change simulation and 
especially in summer and early autumn. Looking the net radiations, the results from the two 
simulations are similar with slightly lower values for [JULES (P-15 T+4)] during late summer 
and higher values during spring. This can partially explain the behaviour of evaporation that 
does not follow the pattern of air temperature during late summer and early autumn. However, 
it seems that the much drier soil moisture in the soil domain for the climate simulation has 
stronger impact on evaporation during late summer. In JULES-Ref, the average relative 
saturation throughout the 3 m soil domain ranges between 0.9 in wet season and 0.8 in dry 
season, while the corresponding values for [JULES (P-15 T+4)] are 0.85 and 0.4. In JULES, 
evapotranspiration includes bare soil evaporation, transpiration, and canopy evaporation. Soil 
evaporation and transpiration are restricted by the soil moisture state (Best et al., 2011). The 
minimum values for the relative saturation under the extreme dry conditions occur in late 
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summer to early autumn when we find similar evapotranspiration values for the two 
simulations. Hence, we could deduce that the reason that evapotranspiration does not exacerbate 
the decrease of the runoff under this climate scenario is the low availability of the water in the 
soil domain with the lower net radiation to have a smaller impact, especially during spring.  
 
Have the changes in magnitude of runoff also imply changes in its intensity and 
dynamics? 
Rainfall in [JULES (P-15 T+4)] is generally lower (Figure 6.8), especially during summer 
when only a few minor rainfall events occur with low intensity (less than 5 mm d-1). However, 
there are a few significant rainfall events (higher than 20 mm d-1) that occur in autumn, spring, 
or early summer for the UKP18 projection. Interestingly, although the JULES-Ref simulation 
gives more annual precipitation, it has lower intense rainfall events. This is consistent with the 
reports from Met Office (Met Office, 2018a, b) that project more intense thunderstorms in the 
future. The lower rainfall throughout the year and especially during the summer affects runoff 
with almost zero values for the UKCP18 simulation. The runoff during the spring and autumn 
has the same magnitude between the climate projection [(JULES (P-15 T+4)] and the reference 
model, whereas [JULES (P-15 T+4)] is wetter during the winter. Interestingly, rainfall events 
with same magnitude during summer season lead to lower runoff.  
Figure 6.10 proves this statement by plotting the monthly rainfall values for the domain 
average against average monthly runoff rate during winter (blue) and summer (red) for the two 
simulations. The fit of [JULES (P-15 T+4)] simulation for summer season is more horizontal 
compared to JULES-Ref. It seems that the drier soil during summer does not generate 
significant runoff regardless the magnitude of precipitation. The explanation of this behaviour 
is the infiltration excess mechanism. In the model, the rainfall splits into runoff and infiltration. 
As soil is drier in [JULES (P-15 T+4)], more water enters the soil. Hence, there is less available 
water for direct runoff. Furthermore, the low available water in the soil domain is used for 
evapotranspiration and does not reach the aquifer. As a result, the contribution of groundwater 
is lower. The steeper linear fit during the winter compared to summer is consistent with our 
hypothesis that the domain flashes more water during the cold season for the same amount of 
rainfall. For instance, for monthly rainfall of 100 mm, the average runoff rate during the summer 
is less than 1 m3 s-1, whereas during the winter is 2 m3 s-1. The model tends to produce up to 3 
times more runoff during the winter for the same amount of rainfall in [JULES (P-15 T+4)] 
simulation. On the other hand, the linear fit for winter is slightly steeper for [JULES (P-15 
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T+4)] and this can be attributed to the lower evaporation during this season (Figure 6.8 bottom). 
Similar conclusions can be drawn for the daily time step, as well, even though the data are more 
scattered.  
 
Figure 6.10: Scatter plot of monthly rainfall against monthly runoff (domain average values) for JULES 
(P-15 T+5) (right) against JULES-Ref (left) for summer (red) and winter (blue) seasons. 
 
Previously, we showed that the response of the region to rainfall events is different between 
winter and summer seasons as during summer it is generated less runoff for the same amount 
of rainfall. However, so far, we have not discussed about the timing and the intensity of runoff. 
Figure 6.11 tries to reveal these characteristics of runoff. First, looking the month with the 
highest average runoff (Figure 6.11, left), we find similar behaviour for dry and warm climate 
scenarios (bottom right) with January to be the wettest month. On the contrary, December is 
the wettest month under warm and wet climate scenarios (upper right), while there is not a clear 
answer for cold and wet climate scenarios. In terms of the month with the lowest monthly runoff 
(Figure 6.11, medium), there is a distinct behaviour for simulations without change of 
temperature and for wet and warm climate scenarios. Under these cases, August is the driest 
month. There is another cluster of simulations for ΔT +3 °C, with July to be the driest month, 
while under ΔT +4 °C, again July or August is the driest month. We find this shift under extreme 
dry conditions and the reason is the lower wetness of the soil column. For wet and cold climate 
conditions, the driest month is the same with the month that gives the highest evaporation flux, 
usually June or July. We recognize that the bias correction method may have changed the timing 
of the variables, as the correction is based on the climatological conditions and dynamics 
between 1981 to 2015.  
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Finally, regarding the intensity of maximum daily runoff, it seems that the highest values 
occur for wet and cold conditions (Figure 6.11, right) and for extreme warm conditions (ΔT +4 
°C). In the first case, the daily maximum runoff can be up to 20 m3 s-1 and in the second case 
up to 13 m3 s-1. The climate simulations between the two clusters give maximum daily runoff 
about 6 m3 s-1. The high maximum runoff values for extreme warm conditions is consistent with 
the report from Met Office (Met Office, 2018a, b) that predict more intense thunderstorms under 
these conditions.  
 
Figure 6.11: Month of the year with the maximum (left) and minimum monthly runoff (medium). The 
maximum daily runoff is presented on the right for the 25 different simulations of UKCP18 projections. 
 
Is there a tipping point that affect the soil moisture projections? 
In Figure 6.7c for soil moisture, we found two distinct behaviours. In particular, the results 
for percentage deviation ΔP ≥ -5% give similar values across the y axis with temperature to be 
the dominant factor. However, for drier conditions, the soil moisture does not change more than 
1% from simulation to simulation. We want to find if there is a tipping point that can explain 
this behaviour. We selected two simulations from climate change scenarios to identify the 
different dominant processes that dictate these different behaviours, namely [JULES (P-15 
T+3)] and [JULES (P-5 T+3)]. In these simulations, the change in the temperature is the same, 
and the only difference is the precipitation change. 
The timeseries of the four variables are presented in Figure 6.12. The first interesting finding 
is that although summer rainfall has a few significant events with intensity higher than 10 mm 
day-1, summer runoff is almost zero. We find significant flood events during autumn for [JULES 
(P-15 T+3)] that lead to floods. As we discussed above, extreme climate conditions are 
associated with intense thunderstorms. However, when these thunderstorms occur during 
summer, they do not generate significant runoff. Figure 6.10 showed the different response of 
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the domain between summer and winter under the same amount of precipitation. The linear fit 
for drier conditions during summer becomes even flatter with the magnitude of precipitation to 
have low impact on the magnitude of the flood. As we expected, even though the temperature 
is similar for all the seasons between the two simulations, there are significant discrepancies in 
the evaporation, especially during summer and autumn. The explanation is the drier soil domain 
that cannot provide with enough water for evaporation. We find the opposite behaviour for the 
spring season when evaporation is higher for JULES [(P-15 T+3)]. 
 
 
Figure 6.12: Domain average rainfall (first figure), runoff (second figure), temperature (third figure), 
soil moisture (fourth figure) and evaporation (fifth figure) for [JULES (P-15 T+3)] (red) against [JULES 
(P-5 T+3)] (black). For smoothing purposes, seven-day moving average is applied in temperature and 
evaporation. 
 
In order to test our assumption that there is a tipping point, we plot the daily soil moisture 
against temperature values, while we use evaporation to colour the samples (Figure 6.13). While 
generally evaporation is increasing in the same direction as temperature increases, there is a 
threshold of the relative saturation around 0.74 under which there is shortage of water. The 
domain is unable to provide with enough water, so the high temperature is not sufficient to 
generate evaporation. We can deduce that there is a tipping point for extreme dry conditions 
under which the temperature is not the dominant factor of soil moisture and evaporation. This 
tipping point is related to the soil characteristics and it is not expected to be the same 
 
107 
everywhere. In our case this point is for annual precipitation decrease greater than or equal to 
15%. Beyond this point we expect extreme droughts. Under these conditions, the study domain 
may move towards to becoming an energy-limited region. 
 
 
Figure 6.13: Daily soil moisture in the soil domain against daily temperature for [JULES (P-15 T+3)] 
(left) against [JULES (P-5 T+3)] (right). Daily evaporation values are used to colour the samples from 
red to represent zero evaporation and blue to represent the maximum value (6 mm). 
 
6.3.2 Catchment analysis 
In the domain analysis, we analysed the impact of climate change scenarios on water 
components for the whole domain. Here, we analyse the components separately for each 
catchment. In general, we identify similar patterns from catchment to catchment. It is something 
we should expect considering the small size of the area that lead to similar forcing. Furthermore, 
the characteristics of the catchments (land cover, soil type) are similar with all of them to be 
groundwater dominated catchments with BFI from 0.51 to 0.65. An interesting observation 
during this analysis is the change of runoff ratio (i.e., ratio of annual runoff over annual rainfall) 
for different climate change scenarios. Figure 6.14 presents the runoff ratio for four catchments 
and for the 25 different climate change scenarios. We find a change diagonally with high runoff 
ratio under drier and colder climate conditions and lower runoff ratio under wetter and warmer 
conditions. The range between the highest and the lowest value is about 0.15 for the smaller 
catchments (Lugg at Byton and Rea Brook at Hookagate) and 0.1 for the rest of them. 
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In general, runoff ratio is affected by precipitation, evapotranspiration, slope, soil 
characteristics and land cover type (Ratzlaff, 1994). As the domain is not large and the forcing 
is similar, we want to analyse why there are these differences among the catchments. We 
compare the daily timeseries of the main water components for the two catchments with the 
strongest differences (Lugg at Byton and Rea Brook at Hookagate). These two catchments have 
almost the same area (203 and 178 km2). We want to find why the Rea Brook catchment gives 
lower runoff ratio values that implies that it generates less runoff. 
 
Figure 6.14: Runoff ratio for four different catchments in the domain under different climate conditions. 
 
The daily rainfall, runoff, average relative saturation throughout the soil column (3 m) for 
the two catchments under the (ΔP = +5%, ΔT = -1 °C) climate scenario are shown in Figure 
6.15. Positive values of recharge mean that water from the soil domain (3 m) moves into the 
aquifer, whereas negative values mean that water moves out of the saturated aquifer to the land 
surface (discharge). Under this climate scenario, Rea Brook catchment receives less water (830 
mm year-1) compared to the Lugg at Byton (950 mm year-1) and it produces less runoff. The 
dominant land cover type is C3 grasses for the Rea Brook catchments and Shrubs for the Lugg 
catchments. Shrubs and C3 grasses have the same characteristics in JULES (e.g., infiltration 
enhancement factor, albedo) (Best et al., 2011), so we do not expect differences coming from 
the land cover type. The dominant soil type is clay loam with higher hydraulic saturated 
conductivity values ranging from 0.009 to 0.05 mm s-1 for the Rea Brook catchment, whereas 
Lugg has clay loam and silty clay loam with lower conductivity values about 0.006 mm s-1. The 
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higher saturated conductivity values for the Rea Brook catchment imply higher infiltration rate. 
Hence, less water is used for direct runoff. Furthermore, slope is the key element for this 
analysis. The Rea Brook catchment is relatively flat with a wide valley upstream of the outlet. 
On the other hand, Lugg is substantially steeper with a ravine upstream of the outlet. Thus, the 
groundwater contribution is more significant, as can be seen from Figure 6.15d, especially 
during late summer and early autumn. The steeper slope of the Lugg catchment in combination 
with the lower infiltration rate compared to the flat terrain of the Rea Brook catchment with the 
significant infiltration rate can explain the higher runoff ratio of the first catchment. 
Evapotranspiration flux is almost identical for the two catchments (data not shown here), so it 
does not affect the different runoff ratio.  
 
 
Figure 6.15: Daily rainfall (first figure), runoff (second figure), relative saturation (third figure) and 
recharge for the Rea Brook catchment (red) against Lugg at Byton catchment (P-5 T+3) (black) under 
the (ΔP = +5%, ΔT = -1 °C) climate scenario. For smoothing purposes, seven-day moving average has 
been applied in relative saturation and recharge. Positive (negative) recharge implies recharge 
(discharge). 
 
In the last step we try to find which water component is responsible for the behaviour of 
runoff ratio (Figure 6.14) that is changing for each climate scenario. We analyse the Tame at 
the Knightsford Bridge catchment because it is the biggest one. To calculate the dynamics 
between the water components against runoff ratio, we use linear correlation. We calculate 
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cross correlation between the mean annual values of each water component for each climate 
scenario against runoff ratio (Figure 6.16). We have also included precipitation and temperature 
as the key hydrometeorological variables that define the climatology of an area. According to 
Schober et al. (2018) values of correlation above 0.7 should be considered as strong, between 
0.4 and 0.7 as moderate and between 0.1 and 0.4 as weak. We recognize the limitation of this 
approach that assumes that one variable is caused by another only, but we know there are 
multiple interactions. However, we can gain insight at least for the direct influence of one 
variable on another. One more drawback of this approach is that linear correlation measures 
only linear relationship between two variables and ignores the non-linear relationship. 
Evaporation has the largest correlation in absolute values against runoff ratio (-0.74). 
Recharge has a weak impact with -0.34 linear correlation. Precipitation and temperature have 
weak and moderate negative correlations equal to -0.38 and -0.43, respectively. The strong 
negative correlation between evaporation and runoff ratio suggests that when the evaporation 
increases, then runoff ratio decreases. The reason is the biggest percentage of rainfall that is 
converted into evaporation instead of runoff. So, as the numerator decreases the ratio decreases, 
as well. The weak negative correlation between recharge and runoff ratio shows that when 
recharge increases, water that was supposed to run overland go into the aquifer. Thus, again the 
numerator decreases and so does the runoff ratio. Finally, it seems that the runoff component 
and relative saturation have no impact on the behaviour of runoff ratio.  
Figure 6.16 does not only help us to explain the change of runoff ratio under different climate 
change scenarios, but also summarizes the findings from this analysis. The strong positive 
correlation between evaporation and temperature (0.82) and the moderate negative correlation 
between evaporation and relative saturation (-0.47) prove that the temperature is the dominant 
factor that dictates the magnitude of evapotranspiration. However, the presence of water in the 
soil domain has moderate impact, as well. Interestingly, recharge is more strongly correlated 
with precipitation (0.94) compared to relative saturation (0.77). Furthermore, the similar 
correlation of recharge and precipitation (about 0.77) with relative saturation show that the latter 
does not depend only precipitation. Now, that there is a coupled groundwater model below 
JULES domain, the soil moisture in the soil domain depend on the groundwater, as well. We 
hypothesize that in the free drainage case, when the free drainage flux increases, the relative 
saturation in the soil moisture decreases because the soil domain is drying. Under these 
circumstances, we should expect negative correlation between recharge (free drainage) and 




Figure 6.16: Cross correlation of the annual values of main water components and forcing for different 
climate scenarios at Tame at the Knightsford Bridge catchment. Colours have been used only for 
moderate and strong correlation values. 
6.4 Conclusions 
In this Chapter, we investigate the impact of climate change in Central England using 
JULES-GFB and the UKCP18 climate projections. Simulations are performed for 25 different 
climate scenarios. The aim is to examine the impact of the main water components under 
different climate conditions, from dry (25% decrease of annual precipitation) to wet (15% 
increase of annual precipitation) and from cold (-2 °C) to warm conditions (+4 °C). 
The results from the domain analysis demonstrate that precipitation and not temperature has 
the greatest impact on surface and subsurface hydrology. Runoff and recharge are significantly 
dominated by the percentage change of precipitation, as we find no differences across different 
changes in the temperature. The percentage changes in these two components become 
substantial for higher than 15% decrease of annual precipitation. Runoff can decrease up to 
23% and recharge up to 90% under extreme dry (-25%) and warm conditions (+4 °C). Under 
colder conditions evaporation decreases up to 15% because there is less energy for evaporation. 
Under warmer and wetter conditions evaporation can increase up to 18%. The range in soil 
moisture is much lower with +2% under wet and cold conditions to -5.5% under extreme dry 
and warm conditions.  
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Furthermore, different response of the region to rainfall events is found, as during winter the 
domain generates up to three times more runoff compared to summer. The reason is the drier 
soil during summer that implies higher proportion of rainfall to be infiltrated in soil and higher 
evapotranspiration rate. In terms of the timing of the peak and trough in runoff, January is the 
wettest month under dry and warm climate scenarios and December under warm and wet 
climate scenarios. August is usually the driest month. Regarding the intensity of maximum daily 
runoff, the highest values occur for wet and cold conditions (up to 20 m3 s-1) and for extreme 
warm conditions (ΔT +4 °C) (up to 13 m3 s-1). 
For annual decrease of precipitation greater than or equal to 15%, it seems that the impact 
of temperature on soil moisture and evaporation is decreasing because there is not enough water 
for evaporation. This occurs when the average relative saturation over the model domain is less 
than 0.74. In the catchment analysis, we found runoff ratio to change diagonally when 
temperature and precipitation are increasing or decreasing simultaneously with lower values 
under wet and warmer conditions. Evaporation found to have the strongest correlation in 
absolute terms against runoff ratio. This negative correlation suggests that when the evaporation 
increases, then runoff ratio decreases because biggest percentage of rainfall is converted into 
















7 SUMMARY AND CONCLUSIONS 
Land Surface Models are now more widely used for hydrological studies, along with studies 
to assess the impact of climate change and for operational purposes. However, some of them 
still rely on the free drainage assumption, which describes the bottom boundary condition for 
soil moisture dynamics, while ignoring the groundwater contribution. This affects the realism 
as LSMs with no groundwater parameterization cannot capture the interactions between 
saturated and unsaturated zone, possibly leading to inaccurate water partitioning. In this thesis, 
the impact of explicitly representing groundwater in an LSM is explored in order to explain and 
quantify the effects on land surface water balance components, such as runoff, 
evapotranspiration, and soil moisture. The Joint UK Land Environment Simulator (JULES) 
model is used in this analysis. The regional forcing data were obtained from the Climate, 
Hydrology and Ecology Research Support System (CHESS) dataset (Robinson et al., 2016). 
The elevation map was derived from HydroSHEDS (Hydrological data and maps based on 
Shuttle Elevation Derivatives at multiple Scales) (Lehner et al., 2008). The Land Cover Map 
2007 (LCM2007) (Morton et al., 2011) and the Land Information System provided by the 
Cranfield University were used to obtain land cover type information and the soil parameters, 
respectively. Daily streamflow and evaporation values from the National River Flow Archive 
(NRFA) and the Global Land Evaporation Amsterdam Model (GLEAM) (Miralles et al., 2011; 
Martens et al., 2018), respectively, were used to validate the model. Finally, the UK Climate 
Projection 2018 dataset (UCKP18) was applied to simulate climate change scenarios. 
In the first step, the performance of the default version of JULES was assessed in terms of 
accurate daily streamflow predictions in flashy (overland-dominated) and groundwater-
dominated catchments in Great Britain (Chapter 4). Three distinct behaviours were found in the 
experiment associated respectively with flashy, groundwater-dominated, and chalk catchments. 
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The model performed satisfactorily (i.e., Kling and Gupta Efficiency (KGE) above 0.5) in 
flashy catchments, which are rainfall-dominated and have low baseflow contribution to the 
outlet (i.e., low values of Base Flow Index; BFI). In these catchments, the infiltration excess 
and the saturation excess mechanisms are sufficient to represent the runoff generation 
mechanisms. The missing groundwater representation in JULES deteriorated its performance 
to predict runoff in groundwater-dominated catchments with BFI more than 0.5. In these cases, 
the KGE was very low and in many cases, negative suggesting the failure of the model in 
groundwater-dominated regions. However, in both overland and groundwater flow dominated 
catchments, the model fails to simulate low flows. This could affect the response of the model 
under different climate change scenarios by alerting the impact of a drought. 
In the second step, a groundwater parameterization was coupled to JULES (JULES-GFB) to 
replace the free drainage assumption (Chapter 5). The model was first tested in a more 
controlled manner with two synthetic experiments, and subsequently using a real-case regional 
experiment in Great Britain. The results suggested improvement in the realism of the model as 
the new model had superior performance compared with the version of the model where free 
drainage occurs (JULES-FD), especially for shallow water regions and coarse soil types. 
JULES-GFB improved soil moisture dynamics, while successfully representing lateral water 
flow in the saturated zone, and consequently better estimating the contribution of groundwater 
to river discharge. Model evaluation of JULES-GFB in a groundwater-dominated region in 
Great Britain showed an increase of model performance relative to other hydrological fluxes, 
in particular to catchment-integrated streamflow and evapotranspiration. From this test case, it 
can also be concluded that representing groundwater hydrology explicitly can supersede the 
advantage of implementing a calibrated saturation excess runoff generation scheme in JULES. 
In the last step, the impact of climate change was evaluated using the newly developed 
JULES-GFB and the climate change scenarios obtained from the UK Climate Projections 2018 
(UKCP18) dataset (Chapter 6). The model demonstrated that runoff and recharge were 
significantly dominated by precipitation, as expected in humid environments such as those 
observed on the UK. Runoff could decrease up to 23% and recharge up to 90% under extreme 
dry (-25% of mean annual precipitation) and warm conditions (+4 °C of mean annual 
temperature). Different response of the region to rainfall events was found during winter as the 
domain generated up to three times more runoff compared to summer. The reason was the drier 
soil during summer that implied higher proportion of rainfall to be infiltrated in the soil domain 
and higher evapotranspiration. Under these extreme conditions, the impact of temperature on 
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soil moisture and evaporation was decreasing because there was not enough water for 
evaporation. Finally, in the catchment analysis, we found runoff ratio to change for different 
climate change scenario with evaporation to have the strongest correlation in absolute terms 
against runoff ratio. 
In conclusion, we examined JULES performance to simulate runoff in 47 catchments in UK 
with different characteristics. The aim was to find the limitations of the free drainage 
assumption that JULES uses and how these affect the performance of the model. The geology 
and the baseflow contribution to the runoff were the dominant factors that influenced the model 
performance. We substantially improved the hydrological representation of JULES by 
introducing a simple groundwater parameterization (JULES-GFB). We extensively tested the 
new approach against two synthetic well-controlled experiments and subsequently applying the 
new model to the real-world in a regional domain in the UK. The objective of the first synthetic 
experiment was to assess how the wetting front interacts with the aquifer in a column ignoring 
the lateral flow. In the second experiment, we evaluate the contribution of the lateral flow to 
the simulated discharge in a tilted-V catchment. The real-world application helped us test the 
new model against actual data in conditions that are not homogeneous and ideal, like these in 
the synthetic experiments. The ultimate goal of our development aimed to provide a modelling 
framework capable of simulating the hydrometeorological processes for large-scale 
applications. The new model improved the realism and the water partition of the model and 
addressed the problem of the missing groundwater representation in JULES. As the newly 
developed JULES-GFB proved to be more accurate and robust from JULES-FD, we used it to 
assess the impact of climate change in Central England and Wales. We used the UKCP18 
dataset to simulate climate change scenarios. The new model answered questions related to the 
impact of climate change on water components (e.g., recharge, runoff, soil moisture) in 
groundwater dominated catchments. The fact that the new model can capture the interactions 
between aquifer and unsaturated zone gives credibility to the model, especially in climate 
change studies. Finally, it is worth highlighting that the new groundwater parameterization 
proposed here is relatively simple and does not require substantial computational time. 
 
Recommendations for future work 
Here are a few specific points that highlight a few recommendations that may contribute to 
this work in the future: 
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• The column-scale infiltration experiment provided us with results on the impact of the 
free drainage scheme in a soil column using a specific forcing and ignoring the impact 
of climate. Future work should generalize the column-scale experiment globally by 
including different forcing based on climate classification, like that of Knoben et al. 
(2018). This analysis could provide us with a more accurate picture about the error we 
get using LSMs with the free drainage scheme without the need to run the model 
globally. 
• The application of JULES-GFB was done in a region in Great Britain with a somewhat 
narrow range in terms of hydrogeological and climatic variabilities. This region is 
characterized by a humid climate (i.e., energy limited), hence the impact of the 
groundwater model on evapotranspiration predictions will be small when compared 
against the default model. The reason is that the soil domain is always wet, so the free 
drainage assumption cannot dry it. Thus, as the differences of the wetness of the soil 
domain between JULES-FD and JULES-GFB are not large, the differences of 
evapotranspiration are not large as well. However, in an arid environment, the domain 
would be much drier in the model with the free drainage scheme and consequently the 
difference of simulated evapotranspiration between JULES-FD and JULES-GFB would 
be higher. The application of the model in areas with different climate, especially in arid 
areas, could highlight the impact of representing explicitly groundwater and the 
difference between the two configurations.  
• JULES Default (Best et al., 2011) and our approach does not take into consideration the 
capillary flux. Capillary flux is defined as the upward flux from shallow groundwater to 
the overlying rooting zone of the soil (Vergnes et al., 2014). However, we did not expect 
much difference in our results, because capillary flux affects mainly water-limited 
semiarid regions (Niu et al., 2007). Future works should focus on developing a new 
model parameterization to address the omission of the capillary rise in the model. LSMs 
usually ignore the capillary flux (Niu et al., 2007), while only in a few model 
developments with a new groundwater parameterization capillary flux is explicitly 
represented (e.g., Niu et al., 2007; Koirala et al., 2014; Vergnes et al., 2014). Introducing 
the representation of capillary flux to JULES-GFB could show wetter soil domain, 
especially in arid areas, with higher evapotranspiration values. 
• The explicit solver of JULES requires improvement because it is generally fit for very 
small timesteps. In the explicit equations, variables are calculated directly from the 
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previous time step without iterations for convergence of the solution. To achieve 
stability in the solution, it is crucial to keep the timestep small, otherwise fluctuations 
will occur, and they will be amplified, as the model continues running. Furthermore, the 
model needs fine vertical discretization to achieve robustness and avoid oscillations. 
Probably, the usage of an implicit solver could make the model more robust to numerical 
oscillations and decrease the computational time by increasing the time step and the 
vertical discretization. 
• The lateral subsurface flow in the unsaturated zone (within JULES soil domain) is not 
considered in JULES. The only instance when this happens is when the water table 
reaches the soil domain. However, previous studies (e.g., Miguez-Macho et al., 2007; 
Maxwell and Kollet, 2008) have shown the importance of vertical and lateral 
redistribution of soil moisture in the unsaturated zone (Hazenberg et al., 2015). The 
implementation of a three-dimensional flow based on Richards equation in the soil 
domain could be subject of future research. The new parameterization will require 
significant computer power, but it will improve the realism of the model because it will 
account for subgrid variation of infiltration capacity and topography (Hazenberg et al., 
2015). The use of synthetic experiments could reveal the impact of the new 
parameterization, especially the cases (e.g., geology, initial conditions, climate) in 
which the 3-D representation has significant impact. 
• The river routing scheme (RFM) is based on globally constant parameters ignoring 
topography and the land cover type. In our preliminary analysis, we replaced the river 
network scheme with the Manning equation. We found minor differences between the 
RFM and the Manning scheme suggesting low impact of river routing scheme on runoff 
predictions. However, we applied this change only in two small catchments with similar 
climatological conditions. Future works should select a bigger sample size to give a 
better picture of the impact of a new river routing approach. A comprehensive sensitivity 
and uncertainty analysis should assess the impact of each parameter. 
• Finally, there are a few other recommendations related to the hydrological 
parameterization in JULES that need further investigation: (1) the effect of layer 
thickness on water partition and telescoping; (2) the effect of different soil water stress 
(beta) parameterisations; (3) the effect of different pedotransfer functions for calculation 
of hydraulic parameters (JULES uses the Cosby equations which are not suitable for the 
Van Genuchten model, personal communication with Anne Verhoef)(; (4) The effect of 
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