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ON THE ORDER OF VANISHING OF STICKELBERGER
ELEMENTS OF HILBERT MODULAR FORMS
FELIX BERGUNDE AND LENNART GEHRMANN
Abstract. We construct Stickelberger elements for Hilbert modular cusp
forms of parallel weight 2 and use recent results of Dasgupta and Spieß to
bound their order of vanishing from below. As a special case the vanishing
part of Mazur and Tate’s refined “Birch and Swinnerton-Dyer type”-conjecture
for elliptic curves of rank 0 follows.
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Introduction
Let A be an elliptic curve over Q of conductor N . By the modularity theorem
one can associate a normalized newform f ∈ S2(Γ0(N)) to A such that the corre-
sponding L-series coincide (cf. [17], [15] and [3]). Let λA : Q/Z→ C be the modular
symbol for A given by
λA(q) = 2πi
∫ q
i∞
f(z)dz
as defined in [11].
The Ne´ron lattice LA of A is obtained by integrating a Ne´ron differential ωA
against all elements in H1(A(C),Z). There exists a pair of positive real numbers
Ω+A,Ω
−
A ∈ R>0 uniquely determined by the following property: If A(R) has two
connected components
LA = Ω
+
AZ+ iΩ
−
AZ (the “rectangular case”)
and if A(R) has only one connected component
LA ⊆ Ω
+
AZ+ iΩ
−
AZ (the “nonrectangular case”)
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with index two. To be exact, in the nonrectangular case elements in LA are of
the form aΩ+A + ibΩ
−
A with a ≡ b mod 2. By a beautiful theorem of Manin and
Drinfeld (cf. [9] and [6]) there exists a proper subring R ⊂ Q such that λA(q) =
[q]+AΩ
+
A+ i[q]
−
AΩ
−
A with functions [·]
±
A : Q/Z→R. For example, if A is a strong Weil
curve, we can take R = Z[ 1τcA ], where τ is the order of the finite group A(Q)tors
and cA is the Manin constant of A. The Manin constant cA is an integer, which
is conjectured to be 1. This is known in many cases (cf. [7]). In special cases one
has even better bounds for the denominators occuring in the ring R (cf. [18]). The
functions [·]±A are the so called “+” resp. “−” modular symbols. In the following
we just treat the “+” modular symbol, so we write [·]A for [·]
+
A.
Following Mazur and Tate’s approach in [10] we define Stickelberger elements in
this situation. Fixing an integer M ≥ 1 we write µM for the group of M -th roots
of unity and L = Q(µM )
+ for the maximal totally real subextension of Q(µM ) and
GM = Gal(L/Q). We have an isomorphism
(Z/MZ)∗/{±1}
∼=
−→ GM ,
where the image of a ∈ (Z/MZ)∗ is denoted by σa. The Stickelberger element of
modulus M associated to A is defined as
ΘMTA,M =
1
2
∑
a∈(Z/MZ)∗
[ a
M
]
A
σa ∈
1
2
R[GM ],
where for an arbitrary (commutative and unital) ring R and an arbitrary group
H the group algebra of H over R is denoted by R[H ]. Since [q]A = [−q]A for all
q ∈ Q/Z (cf. [11]) we have
ΘMTA,M ∈ R[GM ]
as long as M ≥ 3, which we will assume from now on.
Next, we state the vanishing conjecture of Mazur and Tate. For general R and
H as above, let IR(H) ⊆ R[H ] be the kernel of the augmentation map R[H ]→ R,
h 7→ 1.
Definition. The order of vanishing ordR(ξ) of an element ξ ∈ R[H ] is defined as
ordR(ξ) =
{
r if ξ ∈ IR(H)r \ IR(H)r+1,
∞ if ξ ∈ IrR(H) ∀r ≥ 1.
Let SM be the set of prime factors p of M such that A has split multiplicative
reduction at p. We define
rM = rankA(Q) + |SM | .
Conjecture (Mazur-Tate). Let R ⊂ Q be a subring, which contains [q]A for all
q ∈ Q. Then the inequality
ordR(Θ
MT
A,M ) ≥ rM
holds, i.e. ΘMTA,M ∈ IR (GM )
rM .
Our main objective is to proof the following
Theorem. There exists a free Z-module L ⊂ C of rank 1 such that [q]A ∈ L for
all q ∈ Q. Given any such module L ⊂ C we have
ΘMTA,M ∈ IZ (GM )
|Sm| ⊗ L.
In particular, if R ⊂ Q is a subring which contains [q]A for all q ∈ Q, we have
ordR(Θ
MT
A,M ) ≥ |SM | .
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Thus the conjecture of Mazur and Tate is true if rankA(Q) = 0. In fact, we prove
a more general statement for Stickelberger elements coming from Hilbert modular
cusp forms of parallel weight (2,. . . ,2).
The structure of the paper is the following. We fix once and for all a totally
real number field F . In Chapter 1 we give a description of modular symbols of
trivial weight in terms of the group cohomology of PGL2(F ) with values in certain
adelic function spaces. For every finite abelian extension L/F and every ideal m,
which bounds the ramification of L/F , Stickelberger elements are constructed by
first pulling back the modular symbol along the diagonal torus and then taking cap
products with homology classes which are essentially given by the Artin reciprocity
map. We use results of Dasgupta and Spieß (cf. [5]) to give a general criterion for
obtaining lower bounds on the order of vanishing of these Stickelberger elements
(see Proposition 1.14). Proposition 1.12 gives relations between Stickelberger ele-
ments for different moduli and field extensions, which generalize the corresponding
statements for the Stickelberger elements of Mazur and Tate. A functional equation
for Stickelberger elements is given (see Proposition 1.15) and used to determine the
parity of their order of vanishing in terms of local root numbers. An advantage of
our adelic approach is that all computations turn out to be completely local. These
computations are carried out in Section 1.2.
In the second chapter we use the Eichler-Shimura homomorphism (or rather a
version of it in our setting) to construct modular symbols for Hilbert modular cusp
forms of parallel weight (2, . . . , 2). Thus, we can use the machinery developed in
Chapter 1 to attach Stickelberger elements to Hilbert modular forms. The fact that
modular symbols commute with flat base change implies that these Stickelberger
elements take values in integral group rings (see Lemma 2.7). In Proposition 2.3
we evaluate them at primitive characters and relate them to special values of L-
functions. Finally, we give lower bounds on their order of vanishing in terms of
the number of all primes q such that the local component at q of the associated
automorphic representation is Steinberg (see Theorem 2.10). This is an integral
refinement of one of the main theorems of Spieß’ article [13] on the order of vanishing
of p-adic L-functions of modular elliptic curves at s = 0. More precisely, Spieß shows
in loc. cit. that the order of vanishing is at least the number of primes above p at
which the automorphic representation is Steinberg.
It should be mentioned that all arguments carry over (with slight modifications)
to cohomological cuspidal automorphic representations of PGL2 of trivial cohomo-
logical weight over arbitrary number fields. For ease of exposition we decided to
stick to the totally real case.
Acknowledgments: We thank Michael Spieß for suggesting to work on the
Mazur-Tate conjecture and Thomas Poguntke for useful comments on an earlier
draft. The first named author acknowledges financial support provided by the DFG
within the CRC 701 ’Spectral Structures and Topological Methods in Mathematics’.
Notions and Notations. We will use the following notions and notations
throughout the whole article.
All rings are commutative and unital. The group of invertible elements of a
ring R will be denoted by R∗. If R is a ring and H a group, we will denote the
group algebra of H over R by R[H ]. We let IR(H) ⊆ R[H ] be the kernel of the
augmentation map R[H ] → R, h 7→ 1. If χ : H → R∗ is a group homomorphism,
we let R(χ) be the representation of H whose underlying R-module is R itself
and on which H acts via the character χ. If M is another R[H ]-module, we put
M(χ) =M ⊗R R(χ).
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For a set X and a subset A ⊆ X the characteristic function 1A : X → {0, 1} is
defined by
1A(x) =
{
1 if x ∈ A,
0 else.
Throughout the paper F denotes a totally real number field of degree d with ring
of integers O = OF . Let E = O∗ denote the group of global units. For a nonzero
ideal a ⊆ O we set N(a) = ♯(O/a).
If v is a place of F , we denote by Fv the completion of F at v. If p is a finite
place, we let Op denote the valuation ring of Fp and ordp the additive valuation
such that ordp(̟) = 1 for any local uniformizer ̟ ∈ Op. For an arbitrary place
v let | · |v be the normalized multiplicative norm, i.e. |x|p = N(p)− ordp(x) if p is a
finite place and |x|v = |σv(x)| if σv is the embedding F →֒ R corresponding to the
Archimedean place v. We denote by Uv the invertible elements of Ov if v is a finite
place and the group of positive elements of Fv if v is a real place. For a finite place
p we put U
(m)
p = {x ∈ Up | x ≡ 1 mod p
m}. Further we denote by F ∗+ (resp. E+)
the totally positive elements in F (resp. E).
Let A be the ring of adeles of F and I the idele group of F . We denote by
| · | : I → R∗ the absolute modulus, i.e. |(xv)v| =
∏
v |xv|v for (xv)v ∈ I. For
a finite set S of places of F we define the ”S-truncated adeles” AS (resp. ”S-
truncated ideles” IS) as the restricted product of the completions Fv (resp. F
∗
v )
over all places v which are not in S. We put FS =
∏
v∈S Fv, US =
∏
v∈S Uv and
US =
∏
v/∈S Uv. The set of Archimedean places of F will be denoted by S∞. We
often write AS,∞ instead of AS∪S∞ and similarly we define IS,∞, US,∞, FS,∞ etc.
We always drop the superscript ∅ if S = ∅. Moreover, if U˜ ⊆ U is a subgroup, we
will write U˜S for the image of U˜ under the projection U → US . For every non-zero
ideal m =
∏
p p
mp ⊆ O we put
U(m) =
∏
p/∈S∞
U
(mp)
p ×
∏
v∈S∞
Uv.
We will write G for the algebraic group PGL2, B for the Borel subgroup of upper
triangular matrices and T for the torus of diagonal matrices in G. The embedding
ι : Gm −→ G, x 7−→
(
x 0
0 1
)
induces an isomorphism of algebraic groups Gm ∼= T . If K ⊂ G(A∞) is a compact
open subgroup and S a finite set of finite places of F , we write KS for the image
of K under the projection G(A∞) → G(AS,∞). We let G(F∞)+ ⊂ G(F∞) be
the subgroup of elements with totally positive determinant and similarly define
G(A)+ ⊂ G(A). Given a subgroup H ⊂ G(A) we write H+ for the intersection of
H with G(A)+.
1. Modular symbols
1.1. Generalities on functions and distributions. Given topological spaces
X,Y we will write C(X,Y ) for the space of continuous functions from X to Y . If R
is a topological ring, we define Cc(X,R) ⊆ C(X,R) as the subspace of continuous
functions with compact support. If we consider Y (resp. R) with the discrete
topology, we will often write C0(X,Y ) (resp. C0c (X,R)) instead.
Since a locally constant map with compact support takes only finitely many
different values, the canonical map
C0c (X,Z)⊗R −→ C
0
c (X,R)
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is an isomorphism of R-modules. Given two topological spacesX and Y , the pairing
C0c (X,R)× C
0
c (Y,R) −→ C
0
c (X × Y,R), (f, g) 7−→ f · g
induces an isomorphism
C0c (X,R)⊗R C
0
c (Y,R)
∼= C0c (X × Y,R).(1.1)
For a ring R and an R-module N , we define the R-module of N -valued distributions
on X as Dist(X,N) = HomZ(C
0
c (X,Z), N). Using (1.1) we get isomorphisms
Dist(X × Y,N) ∼= Dist(X,Dist(Y,N)) ∼= Dist(Y,Dist(X,N)).(1.2)
If X is discrete, we have the following pairing
C0c (X,Z)× C
0(X,N) −→ N, (ψ, φ) 7−→
∑
x∈X
(ψ · φ)(x),
which induces an isomorphism of R-modules
C0(X,N) −→ Dist(X,N).(1.3)
If f : X → Y is an open embedding, extension by zero
f! : C
0
c (X,R) −→ C
0
c (Y,R)
induces a map on distribution spaces
f ! : Dist(Y,N) −→ Dist(X,N).(1.4)
Let f : X → Y be a map between discrete spaces. The homomorphism
f∗ : Cc(X,R) −→ Cc(Y,R), Φ 7−→
y 7→ ∑
f(x)=y
Φ(x)

induces an R-linear map of distribution spaces
f∗ : Dist(Y,N) −→ Dist(X,N),(1.5)
which corresponds to the pullback map on N -valued functions under the isomor-
phism (1.3).
On the other hand, if g : X → Y is a proper, continuous map, the pullback
g∗ : C0c (Y,R) −→ C
0
c (X,R), φ 7−→ φ ◦ g
along g always yields an R-linear map
g∗ : Dist(X,N) −→ Dist(Y,N).(1.6)
If g : X → Y is a proper map between discrete spaces, this corresponds to the map
g∗ : C(X,N) −→ C(Y,N), Φ 7−→
y 7→ ∑
f(x)=y
Φ(x)

under the isomorphism (1.3).
Now, let H be a topological group and K a closed subgroup. Then H acts on
C0(H/K,N) (resp. C0c (H/K,R)) via left-multiplication, i.e. (h.f)(x) = f(h
−1x).
Thus, we also get an H-action on Dist(H/K,N) via (h.D)(f) = D(h−1f). Sup-
pose K ⊆ H is open. Then H/K is discrete and it follows immediately that the
isomorphism (1.3) is G-equivariant.
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1.2. Hecke operators and compatibility. This section contains all local compu-
tations, which are needed for the construction of Stickelberger elements of modular
symbols in later sections. In particular, Lemma 1.2 is the key lemma for proving the
compatibility of Stickelberger elements of different moduli and Lemma 1.4 enables
us to apply the formalism of Dasgupta and Spieß to our situation.
Let p be a fixed finite place of F, q = N(p) and ̟p a local uniformizer at p. We
choose representatives ai ∈ Op, i = 0, . . . , q − 1, of Op/p and define
γi =
(
̟p ai
0 1
)
for i = 0, . . . , q − 1, and γq =
(
1 0
0 ̟p
)
.
For simplicity, we will always assume that a0 = 0. For an integer n ≥ 0 we define
Kp(p
n) =
{(
a b
c d
)
∈ G(Op) | c ≡ 0 mod p
n
}
and consider the well known double-coset-decomposition
Kp(p
n)
(
̟p 0
0 1
)
Kp(p
n) =
{⋃q−1
i=0 γiKp(p
n) ∪ γqKp(pn) if n = 0,⋃q−1
i=0 γiKp(p
n) else.
Let us fix a ring R and an R-module N . Given g ∈ G(Fp) and a compact open
subgroup Kp ⊆ G(Fp) we let
ρ(g) : C(G(Fp)/Kp, N) −→ C(G(Fp)/(gKpg
−1), N)
be the map induced by right-multiplication, i.e. ρ(g)(φ)(∗) = φ(∗ · g). Since right-
and left-multiplication commute, we see that ρ(g) is G(Fp)-equivariant.
Definition 1.1. Let n ≥ 0 be an integer. The p-Hecke operator
Tp : C(G(Fp)/Kp(p
n), N)→ C(G(Fp)/Kp(p
n), N)
is given by
Tp =
q−1∑
i=0
ρ(γi) + 1p(p
n)ρ(γq), where 1p(p
n) =
{
1 if n = 0,
0 else.
The Atkin-Lehner involution at p is defined as
Wpn = ρ
((
0 1
̟np 0
))
: C(G(Fp)/Kp(p
n), N)→ C(G(Fp)/Kp(p
n), N).
Note that the square of the matrix defining Wpn is trivial in G(Fp) and hence,
Wpn defines an involution.
For integers n, r ≥ 0 let
∂r : C(G(Fp)/Kp(p
n), N) −→ Dist(F ∗p /U
(r)
p , N)
be the map given by
∂r(φ)
(
1
xU
(r)
p
)
= φ
((
x 0
0 1
)(
̟rp 1
0 1
))
.
Keep in mind that the set of functions 1
xU
(r)
p
, where x ranges over representatives
of F ∗p modulo U
(r)
p , is a Z-basis of C
0
c (F
∗
p /U
(r)
p ,Z). The map ∂r is well-defined for
all r ≥ 0 since (
u 0
0 1
)(
̟rp 1
0 1
)
=
(
̟rp 1
0 1
)(
u u−1̟r
p
0 1
)
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and
(
u u−1̟r
p
0 1
)
∈ Kp(pn) for u ∈ U
(r)
p . The embedding ι : F
∗
p → G(Fp) induces an
F ∗p -action on C(G(Fp)/Kp(p
n), N). The map ∂r is obviously F
∗
p -equivariant. Note
that
(
1 1
0 1
)
∈ Kp(p
n) for all n. Hence, we get
∂0(φ)
(
1xUp
)
= φ
((
x 0
0 1
))
.
By (1.5) and (1.6), the projection πr : F
∗
p /U
(r+1)
p → F
∗
p /U
(r)
p yields maps
(πr)
∗ : Dist(F ∗p /U
(r)
p , N)→ Dist(F
∗
p /U
(r+1)
p , N)
and
(πr)∗ : Dist(F
∗
p /U
(r+1)
p , N)→ Dist(F
∗
p /U
(r)
p , N).
Lemma 1.2. Let n ≥ 0 be an integer. Then
∂0(Tpφ) = ̟
−1
p .∂0(φ) + (π0)∗(∂1(φ)) + 1p(p
n)̟p.∂0(φ)
and if r > 0, the equality
∂r(Tpφ) = (πr)∗(∂r+1(φ)) + 1p(p
n)(πr−1)
∗(∂r−1(φ))
holds.
Proof. Firstly, let us treat the extra summand for n = 0. If r = 0, we have
∂0(ρ(γq)φ)
(
1xUp
)
= φ
((
x 0
0 1
)(
1 0
0 ̟p
))
= φ
((
̟−1p x 0
0 1
))
= ̟p.∂0(φ)
(
1xUp
)
.
Note that the second equality holds since we are working in PGL2. However, if
r > 0, we have
∂r(ρ(γq)φ)
(
1
xU
(r)
p
)
= φ(
((
x 0
0 1
)(
̟rp 1
0 1
)(
1 0
0 ̟p
))
= φ(
((
x 0
0 1
)(
̟rp ̟p
0 ̟p
))
= φ(
((
x 0
0 1
)(
̟r−1p 1
0 1
))
= ∂r−1(φ)
(
1
xU
(r−1)
p
)
.
It remains to take care of the other summands. Thus, without loss of generality, it
is enough to consider the case n > 0. For r = 0 we have
∂0(Tpφ)
(
1xUp
)
= ∂0(φ)
(
γ01xUp
)
+
q−1∑
i=1
∂0(ρ(γi)φ)
(
1xUp
)
by definition. For the first summand
∂0(ρ(γ0)φ)
(
1xUp
)
= φ
((
̟px 0
0 1
))
= ̟−1p .∂0(φ)
(
1xUp
)
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holds. Due to the fact that ai ∈ O∗ for 1 ≤ i ≤ q − 1, we have
(
ai 0
0 1
)
∈ Kp(pn)
and hence the second summand equals
q−1∑
i=1
φ
((
x 0
0 1
)(
̟p ai
0 1
))
=
q−1∑
i=1
φ
((
aix 0
0 1
)(
̟p 1
0 1
)(
a−1i 0
0 1
))
=
q−1∑
i=1
a−1i .φ
((
x 0
0 1
)(
̟p 1
0 1
))
= (π0)∗(∂1(φ))
(
1xUp
)
.
For the remaining case, i.e. r, n > 0, we put ui = 1+̟
r
pai for i = 0, . . . , q − 1. We
get
∂r(ρ(γi)φ)
(
1
xU
(r)
p
)
= φ
((
x 0
0 1
)(
̟rp 1
0 1
)(
̟p ai
0 1
))
= φ
((
x 0
0 1
)(
̟r+1p ui
0 1
))
= φ
((
x 0
0 1
)(
ui 0
0 1
)(
̟r+1p 1
0 1
)(
u−1i 0
0 1
))
= u−1i .∂r+1(φ)
(
1
xU
(r+1)
p
)
because
(
ui 0
0 1
)
is an element of Kp(p
n). Since {ui | i = 0, . . . , q − 1} is a set of
representatives of U
(r)
p /U
(r+1)
p , the claim follows. 
For a ring R we define the Steinberg representation Stp(R) to be the space of
locally constant R-valued functions on P1(Fp) modulo constant functions. The
group G(Fp) acts on P
1(Fp) by linear fractional transformations and hence, it acts
on Stp(R) via (γ.f)(z) = f(γ
−1z) for γ ∈ G(Fp) and f ∈ Stp(R). If R = Z, we will
simply write Stp instead of Stp(R). Extension by zero gives a map
δp : Cc(Fp,Z) −→ Stp,
i.e. δp(ϕ)([x : 1]) = ϕ(x) and δp(ϕ)([1 : 0]) = 0. This map is in fact bijective. The
inverse is given by
Stp −→ Cc(Fp,Z), f 7−→ ϕf , where ϕf (x) = f([x : 1])− f([1 : 0]).
The Borel subgroup B(Fp) acts on Cc(Fp,Z) via((
a x
0 1
)
.ϕ
)
(z) = ϕ(a−1(z − x)),
where
(
a x
0 1
)
∈ B(Fp), ϕ ∈ Cc(Fp,Z) and z ∈ Fp. The following lemma is a
simple calculation.
Lemma 1.3. The map δp is B(Fp)-equivariant.
Let us fix the element ϕp = 1Op of Stp. It is easy to see that ϕp is invariant
under the Iwahori subgroup Kp(p). Hence, for every R-module N evaluation at ϕp
defines a map
evp : Hom(Stp, N) −→ C(G(Fp)/Kp(p), N), evp(φ)(g) = φ(gϕp).
Let r ≥ 0 be an integer. We define
ηr : Dist(Fp, N) −→ Dist(F
∗
p /U
(r)
p , N)
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as the composition of the two maps
Dist(Fp, N)
(1.4)
−→ Dist(F ∗p , N)
and
Dist(F ∗p , N)
(1.6)
−→ Dist(F ∗p /U
(r)
p , N).
Lemma 1.4. Let r ≥ 1 be an integer. Then the following diagram is commutative:
Hom(Stp, N) C(G(Fp)/Kp(p), N)
Dist(Fp, N) Dist(F ∗p /U
(r)
p , N)
evp
δ∗p ∂r
ηr
Proof. We have
∂r(evp(φ))
(
1
xU
(r)
p
)
= φ
((
x 0
0 1
)(
̟rp 1
0 1
)
1Op
)
= φ
(
1
xU
(r)
p
)
= ηr(δ
∗
p(φ))
(
1
xU
(r)
p
)
,
where the last equality holds by definition. 
Finally, we want to see how the maps ∂r and the Atkin-Lehner involution in-
tertwine. The functional equation for Stickelberger elements (see Proposition 1.15)
will be a direct consequence of this. Let
inv : Dist(F ∗p /U
(r)
p , N) −→ Dist(F
∗
p /U
(r)
p , N)
be the map induced by inversion (i.e. the map which sends x to x−1).
Lemma 1.5. Let n ≥ 0 be an integer.
(i) The equality
∂0(Wpnφ) = ̟
n
p . inv
(
∂0
((
0 1
1 0
)
.φ
))
holds for all φ ∈ C(G(Fp)/Kp(pn), N).
(ii) Assume that r ≥ n. Then
∂r(φ) = inv
(
∂r
((
0 1
1 0
)
.φ
))
holds for all φ ∈ C(G(Fp)/Kp(pn), N).
Proof. (i) Using the fact that we are working in PGL2 we get
∂0(Wpnφ)(1xUp) = φ
((
x 0
0 1
)(
0 1
̟np 0
))
= φ
((
0 1
1 0
)(
̟np 0
0 x
))
= φ
((
0 1
1 0
)(
̟npx
−1 0
0 1
))
= ̟np . inv
(
∂0
((
0 1
1 0
)
.φ
))
(1xUp).
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(ii) Since (
0 1
1 0
)(
̟rp 1
0 1
)
=
(
0 1
̟rp 1
)
=
(
̟rp 1
0 1
)(
−1 0
̟rp 1
)
holds and by assumption (
−1 0
̟rp 1
)
∈ Kp(p
n)
we have
∂r(φ)(1xUp ) = φ
((
x 0
0 1
)(
̟rp 1
0 1
))
= φ
((
x 0
0 1
)(
̟rp 1
0 1
)(
−1 0
̟rp 1
))
= φ
((
x 0
0 1
)(
0 1
1 0
)(
̟rp 1
0 1
))
= φ
((
0 1
1 0
)(
x−1 0
0 1
)(
̟rp 1
0 1
))
= inv
(
∂r
((
0 1
1 0
)
.φ
))
(1xUp),
which proves the claim. 
1.3. Cohomology of PGL2(F ). We introduce modular symbols for PGL2(F ) in
terms of group cohomology. Our treatment is similar to the one of Spieß in [13].
Let Div(P1(F )) be the free abelian group over P1(F ) and let Div0(P
1(F )) be the
kernel of the map
Div(P1(F ))→ Z,
∑
P
mPP 7→
∑
P
mP .
Note that we have a G(F )-action on Div0(P
1(F )) induced by the G(F )-action on
P1(F ).
Given a ring R and a finite set S of finite places of F , we define the semi-local
Steinberg representation at S as
StS(R) = ⊗q∈S Stq(R).
As in the local case, if R = Z, we will simply write StS instead of StS(R). For an
R-module N and a compact open subgroup K ⊆ G(A∞) we define
A(K,S;N) = C(G(AS,∞)/KS,HomZ(StS ,HomZ(Div0(P
1(F )), N))).(1.7)
The G(F )-action on A(K,S;N) is given by (γ.Φ)(g) = γΦ(γ−1g), where Φ ∈
A(K,S;N), γ ∈ G(F ) and g ∈ G(AS,∞).
We now fix locally constant homomorphisms ǫv : F
∗
v → {±1} = Z
∗ for every
Archimedean place v and define ǫ : F ∗∞ → {±1} via
ǫ((xv)v∈S∞) =
∏
v∈S∞
ǫv(xv).
By abuse of notation we will also write ǫ for the homomorphism G(F∞)
det
−−→ F ∗∞
ǫ
−→
{±1}. We are interested in the cohomology of the G(F )-modules A(K,S;N)(ǫ).
Proposition 1.6. Let S be a finite set of finite places of F and K ⊆ G(AS,∞) a
compact open subgroup.
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(i) Let N be a flat R-module equipped with the trivial G(F )-action. Then the
canonical map
Hq(G(F ),A(K,S;R)(ǫ)) ⊗R N → H
q(G(F ),A(K,S;N)(ǫ))
is an isomorphism for all q ≥ 0.
(ii) If R is Noetherian, then the groups Hq(G(F ),A(K,S;R)(ǫ)) are finitely
generated R-modules for all q ≥ 0.
Proof. This is almost verbatim Proposition 4.6. of [13]. 
Definition 1.7. The module of N -valued, S-special modular symbols of F of level
K and sign ǫ is given by
M(K,S;N)ǫ = Hd−1(G(F ),A(K,S;N)(ǫ)).
If S is the empty set, we will write M(K;N)ǫ instead of M(K, ∅;N)ǫ.
As in the local setting, given g ∈ G(AS,∞) and a compact open subgroup K ⊆
G(A∞) we let
R(g) : A(K,S;N)(ǫ) −→ A(g−1Kg, S;N)(ǫ)
be the map given by right-multiplication. Since this map is G(F )-equivariant it
induces a map on cohomology groups
R(g) : M(K,S;N)ǫ −→M(gKg−1, S;N)ǫ.
Let n ⊆ O be a non-zero ideal. We are mainly interested in the case that
the level is given by K = K0(n) =
∏
pKp(n) with Kp(n) = Kp(nOp). Since
M(K0(n), S;N)ǫ = M(K0(nq), S;N)ǫ for q ∈ S we will always assume without
loss of generality that every q ∈ S divides n exactly once. Using the same notation
as in Section 1.2 (and viewing G(Fp) as a subgroup of G(A
∞) via the canonical
embedding) we define for every finite place p /∈ S the global p-Hecke operator
Tp : M(K0(n), S;N)
ǫ →M(K0(n), S;N)
ǫ
via
Tp =
q−1∑
i=0
R(γi) + 1p(n)R(γq), where 1p(n) = 1p(nOp).
We fix the element ϕS = ⊗q∈Sϕq = ⊗q∈S1Oq in StS . Evaluation at ϕS induces a
map on cohomology groups
EvS : M(K0(n), S;N)
ǫ −→M(K0(n);N)
ǫ,
which commutes with the action of the Hecke operators Tp for p /∈ S. We decompose
n into a product n1 · n2 of coprime ideals and define the element wn1 ∈ G(A
∞) by
(wn1)p =

(
0 1
̟
ordp(n1)
p 0
)
if p | n1,(
1 0
0 1
)
else,
where ̟p is a local uniformizer at p. The global Atkin-Lehner Wn1 is given by
Wn1 = R(wn1 ) : M(K0(n);N)
ǫ →M(K0(n);N)
ǫ.
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1.4. Pullback to Gm. Using the local maps studied in Section 1.2 we attach dis-
tribution valued cohomology classes to modular symbols.
Firstly, given any finite set S of finite places of F we use (1.1) to define a semi-
local version
δS = ⊗q∈Sδq : Cc(FS ,Z)→ StS
of the map δq of Section 1.2. As in the local case, this map is bijective and B(FS)-
equivariant.
For a set S of places as before, an open subgroup U˜ ⊆ U∞, a ring R and an
R-module N we define
D(U˜ , S;N) = Dist(IS,∞/U˜S × FS , N).
By (1.2) and (1.3) we have an I∞-equivariant isomorphism
D(U˜ , S;N) ∼= C(IS,∞/U˜S,Dist(FS , N)).(1.8)
We are mostly interested in the case where U˜ = U(m) for a non-zero ideal m of
O. To shorten the notation we set D(m, S;N) = D(U(m), S;N) and write D(m;N)
instead of D(U(m), ∅;N).
If K ⊆ G(A∞) is a compact open subgroup, we write U(K) ⊆ U∞ for the
preimage of K under ι. Next, we construct a global version
∆g,S = ∆g(K,S,N, ǫ) : A(K,S;N)(ǫ) −→ D(U(gKg
−1), S;N)(ǫ)
of the dual of the semi-local map δS for every compact open subgroup K ⊆ G(A∞)
and every g ∈ G(AS,∞). Given Φ ∈ A(K,S;N), x ∈ IS,∞/U(gKg−1) and ϕ ∈
Cc(FS ,Z) we define
∆g,S(Φ)(x, ϕ) = Φ
((
x 0
0 1
)
g
)
(δS(ϕ)) ([0 : 1]− [1 : 0])
using the identification (1.8).
We have an I-action on D(U(K), S;N)(ǫ) induced by left-multiplication on
IS,∞ × FS and an I-action on A(K,S;N)(ǫ) via the embedding ι : I → G(A). As
an immediate consequence of Lemma 1.3 we get
Proposition 1.8. ∆g,S is I-equivariant.
Hence, the restriction map on group cohomology together with ∆g,S induces a
map of cohomology groups
Hi(G(F ),A(K,S;N)(ǫ)) −→ Hi(F ∗,A(K,S;N)(ǫ))
−→ Hi(F ∗,D(U(g−1Kg), S;N)(ǫ))
for every integer i ≥ 0. In particular, we get a map
M(K,S;N)ǫ −→ Hd−1(F ∗,D(U(g−1Kg), S;N)(ǫ)),
which we will also denote by ∆g,S .
We want to discuss a special case of the above situation. For a non-zero ideal
m =
∏
p p
mp of O we define an element gm ∈ G(A∞) by
(gm)p =

(
1 0
0 1
)
if mp = 0,(
̟
mp
p 1
0 1
)
else,
(1.9)
where ̟p is a local uniformizer at p.
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If n =
∏
p p
np is another non-zero ideal, we have U(gSmK0(n)(g
S
m)
−1) = U(m)∞,
where (gm)
S is the projection of gm on G(A
S,∞). Therefore, we get maps
∆m,S = ∆(gm)S ,S : M(K0(n), S;N)
ǫ −→ Hd−1(F ∗,D(m, S;N)(ǫ))
for all nonzero ideals m in O. As always, we write ∆m instead of ∆m,∅. Let
E : Hd−1(F ∗,D(m, S,N)(ǫ)) −→ Hd−1(F ∗,D(m, N)(ǫ))
be the map induced by the embedding
C0c (I
∞/U(m)∞, N) −→ C0c (I
S,∞/U(m)S,∞ × FS , N).
As in the local case, for a finite place p /∈ S the projection Πm : I/U(mp)→ I/U(m)
yields maps
(Πm)
∗ : Hd−1(F ∗,D(m, S,N)(ǫ)) −→ Hd−1(F ∗,D(mp, S,N)(ǫ))
and
(Πm)∗ : H
d−1(F ∗,D(mp, S,N)(ǫ)) −→ Hd−1(F ∗,D(m, S,N)(ǫ)).
The following lemma is a direct consequence of the local Lemmas 1.2 and 1.4.
Lemma 1.9. (i) Let p be a finite place of F , which is not contained in S.
Then, if p ∤ m, we have
∆m,S(Tpκ) = ̟
−1
p .∆m,S(κ) + (Πm)∗(∆mp,S(κ)) + 1p(n)̟p.∆m,S(κ)
and if p | m, the equality
∆m,S(Tpκ) = (Πm)∗(∆mp,S(κ)) + 1p(n)(Πmp−1)
∗(∆mp−1,S(κ))
holds. Here ̟p is an idele which is a local uniformizer at the p-component
and is equal to 1 at all other places.
(ii) Assume that q divides m for all q ∈ S. Then the following diagram is
commutative:
M(K0(n), S;N)ǫ M(K0(n);N)ǫ
Hd−1(F ∗,D(m, S : N)(ǫ)) Hd−1(F ∗,D(m;N)(ǫ))
EvS
∆m,S ∆m
E
(Remember that we assume that all q ∈ S divide n exactly once.)
1.5. Homology classes attached to idele class characters. We give a slight
variation of the main result of Section 3 of [5] on the vanishing of certain homology
classes attached to idele class characters of F . It is used in the next section to
give lower bounds on the order of vanishing of Stickelberger elements attached to
modular symbols.
Given a non-zero ideal m ⊆ O and a ring R we define
C♮(m, R)
♯ = C0♮ (I
♯/U(m)♯, R)(1.10)
for ♮ ∈ {∅, c}, ♯ ∈ {∅,∞}. Let us fix a locally constant character χ : I→ R∗. For a
place v of F we denote by χv the local component of χ at v, i.e. the composition
χv : F
∗
v →֒ I
χ
−→ R∗. Since the kernel of χ is open, there exists a non-zero ideal
m ⊆ O such that the ramification of χ is bounded by m, i.e. χ restricted to U(m)
is trivial. Hence, we have a product decomposition χ((xv)v) =
∏
v χv(xv). In the
following we always assume that χ is trivial on principal ideles. Therefore, we
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can view χ as a character χ : I/F ∗U(m) → R∗ or alternatively as an element of
H0(F ∗, C(m, R)). For every idele x ∈ I we have the identity of homology classes
x.χ = χ(x−1) · χ ∈ H0(F ∗, C(m, R)).(1.11)
Next, we use a version of Poincare duality to attach a homology class to χ. By
Dirichlet’s unit theorem the group of totally positive global units E+ is free of rank
d − 1. It follows that the homology group Hd−1(E+,Z) is free of rank 1. Let us
fix once and for all a generator η of this group. For example, every ordering of the
Archimedean places of F gives a canonical choice for η (see Remark 2.1 of [14] for
details). Let F be a fundamental domain for the action of F ∗/E+ on I/U . The
isomorphism
Cc(O,Z) = Cc(I/U,Z) = c-ind
I
U Z
∼= c-indF
∗
E+ C(F ,Z)
of F ∗-modules together with Shapiro’s Lemma imply that
Hd−1(E+, C(F ,Z)) ∼= Hd−1(F
∗, Cc(O,Z)).(1.12)
We define ϑ as the image of the cap-product 1F ∩ η ∈ Hd−1(E+, C(F ,Z)) under
(1.12). The class ϑ is in fact I-invariant. The pairing
C(m, R)× Cc(O,Z) −→ Cc(m, R), (φ, ψ) 7−→ φ · ψ
induces a cap-product pairing
∩ : Hi(F ∗, C(m, R))×Hj(F
∗, Cc(O,Z)) −→ Hj−i(F
∗, Cc(m, R))
for j ≥ i ≥ 0. As a special case, by taking the cap-product with ϑ we get a
homomorphism of R-modules
H0(F ∗, C(m, R))
· ∩ϑ
−→ Hd−1(F
∗, Cc(m, R)).(1.13)
It is I-equivariant since ϑ is I-invariant.
As in Section 1.3, we fix locally constant characters ǫv : F
∗
v → {±1} for all
v ∈ S∞ and put ǫ =
∏
v∈S∞
ǫv. Tensoring the identity map of Cc(m, R)∞ with the
F ∗∞-equivariant homomorphism
C(F ∗∞/U∞,Z) −→ Z(ǫ), f 7−→
∑
x∈F∗∞/U∞
ǫ(x)f(x)
yields an I-equivariant R-linear map
Cc(m, R) ∼= Cc(m, R)
∞ ⊗ C(F ∗∞/U∞,Z) −→ Cc(m, R)
∞(ǫ).(1.14)
Given a finite set S of finite places of F we define the following generalization of
(1.10):
Cc(m, S, R)
∞ = Cc(FS × I
S,∞/U(m)S,∞, R)
Extension by zero induces an I-equivariant R-linear map
Cc(m, R)
∞(ǫ) −→ Cc(m, S, R)
∞(ǫ).(1.15)
Let cχ = cχ(m, S, ǫ) denote the image of χ under the composition
H0(F ∗, C(m, R))
(1.13)∗
−→ Hd−1(F
∗, Cc(m, R))
(1.14)∗
−→ Hd−1(F
∗, Cc(m, R)
∞(ǫ))
(1.15)∗
−→ Hd−1(F
∗, Cc(m, S, R)
∞(ǫ)).
(1.16)
Equation (1.11) together with the fact that (1.16) is I-equivariant immediately
implies that
x.cχ = χ(x
−1) · cχ(1.17)
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for every idele x ∈ I. The following proposition is essentially Proposition 3.8 of [5].
Proposition 1.10. Assume we have given ideals av ⊆ R for v ∈ S ∪S∞ such that
(A) for every q ∈ S we have χq(xq) ≡ 1 mod aq for all xq ∈ F ∗q ,
(B) for every v ∈ S∞ we have χv(−1) = −ǫv(−1) mod av,
(C)
∏
v∈S∪S∞
av = 0.
Then the homology class cχ vanishes.
We finish this section with a few words on the proof of the proposition. To
simplify matters we neglect the contribution from the Archimedean places. Let us
fix ideals aq ⊆ R, q ∈ S, such that property (A) holds. In addition, let a ⊆ R be
an ideal, which contains all the ideals aq. Thus, the character
χ : IS
χS
−→ R∗ −→ (R/a)∗
defines an element in H0(F ∗, C(m, R/a)S), where
C(m, R/a)S = C0(IS/U(m)S , R/a).
Similarly as above, we define a fundamental class ϑS for the group of S-units in F ∗
and put cχ = χ ∩ ϑ
S ∈ Hd−1+|S|(F
∗, Cc(m, R/a)
S).
By our assumptions, the maps
dχq : F
∗
q −→ aq/aaq, x 7−→ χq(x)− 1 mod aaq
are in fact homomorphisms for all q ∈ S. Thus,
zdχq(x)(y) = 1xOq(y) · dχq(x) + ((1Oq − 1xOq) · dχq)(y)
defines a 1-cocyle on F ∗p with values in C
0
c (Fq, aq/aaq). We write cdχq for the
associated cohomology class.
If we assume that that a·
∏
q∈s aq = 0 holds, we have a well-defined multiplication
map
R/a×
∏
q∈S
aq/aaq −→
∏
q∈S
aq,
which induces a homomorphism⊗
q∈S
C0c (Fq, aq/aaq)⊗ Cc(m, R/a)
S −→ Cc(m, S,
∏
q∈S
aq).
A mostly formal computation in cohomology then yields the equality
cχ = ±(cdχq1 ∪ . . . ∪ cdχqr ) ∩ cχ
with S = {q1, . . . , qr}. Specialising to the case a = R we obtain the claim.
1.6. Stickelberger elements attached to modular symbols. We define Stick-
elberger elements attached to modular symbols and bound their order of vanishing
from below.
Throughout this section we fix a ring R, an R-module N , a non-zero ideal n ⊆ O,
a character ǫ as in Section 1.3 and a modular symbol κ ∈M(K0(n), N)
ǫ. Further,
we fix a finite abelian extension L/F with Galois group G = GL/F and denote by
rec = recL/F : I → G ⊆ Z[G]
∗ the Artin reciprocity map. For a finite place p of F ,
which is unramified in L, we let σp ∈ G be the (arithmetic) Frobenius element at
p. More generally, if a =
∏
p p
ap ⊆ O is a (non-empty) product of powers of prime
ideals, which are unramified in L, we put σa =
∏
p σ
ap
p .
Let m ⊆ O be a non-zero ideal such that the ramification of L/F is bounded
by m, i.e. the Artin reciprocity map is trivial on U(m). Then we can identify
the reciprocity map with a cohomology class in H0(F ∗, C(m,Z[G])). Let ρL/F =
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ρL/F,m ∈ Hd−1(F
∗, Cc(m,Z[G])∞(ǫ)) be the image of this cohomology class under
(1.16) with S = ∅. The natural pairing
Cc(m,Z[G])
∞ ×D(m;N) −→ Z[G] ⊗N
induces a cap-product pairing
Hd−1(F
∗, Cc(m,Z[G])
∞(ǫ))×Hd−1(F ∗,D(m;N)(ǫ)) −→ Z[G]⊗N.
By construction we have
c ∩ x.b = x−1.c ∩ b(1.18)
for all x ∈ I, c ∈ Hd−1(F ∗, Cc(m,Z[G])∞(ǫ)) and b ∈ Hd−1(F ∗,D(m;N)(ǫ)).
Definition 1.11. The Stickelberger element of modulus m associated to κ and
L/K is defined as the cap-product
Θm(L/F, κ) = ρL/F ∩∆m(κ) ∈ Z[G]⊗N.
Let k be a field, which is an R-algebra. A character χ : G → k∗ induces a
homomorphism R[G]→ k of R-algebras and hence a homomorphism of R-modules
χ : Z[G]⊗N −→ k ⊗R N.
We can also consider χ as a character on I via the reciprocity map. We write
χ∞ : F
∗
∞ → µ2(k) for the component at infinity of χ. The Stickelberger elements
satisfy the following compatibility relations:
Proposition 1.12. (i) Let L′ be an intermediate extension of L/F . Then we
have
πL/L′(Θm(L/F, κ)) = Θm(L
′/F, κ),
where
πL/L′ : Z[GL/F ]⊗N −→ Z[GL′/F ]⊗N
is the canonical projection.
(ii) Let p be a finite place of F , which does not divide m. Assume that κ is an
eigenvector of Tp with eigenvalue λp. Then the following equality holds:
Θmp(L/F, κ) = (λp − σ
−1
p − 1p(n)σp)Θm(L/F, κ)
(iii) Let p be a finite place of F , which does divide m and write r = ordp(m).
Assume that κ is an eigenvector of Tp with eigenvalue λp. Then we have a
decomposition
Θmp(L/F, κ) = λpΘm(L/F, κ) + 1p(n)vm(Θmp−1(L/F, κ)),
where the elements vm(Θmp−1(L/F, κ)) satisfy the following properties:
- πL/L′(vm(Θmp−1(L/F, κ))) = vm(Θmp−1(L
′/F, κ)) for all intermediate
extensions L′ of L/F
- vm(Θmp−1(L/F, κ)) = [U
(r−1)
p : U
(r)
p ](Θmp−1(L/F, κ)) if the Artin reci-
procity map for L/F is trivial on U(mp−1)
- Let k be a field, which is an R-algebra, and χ : G → k∗ a character
such that χp has conductor p
r. Then:
χ(vm(Θmp−1(L/F, κ))) = 0
(iv) Suppose k is a field, which is an R-algebra, and χ : G → k∗ is a character.
If char(k) 6= 2 and χ∞ 6= ǫ, we have
χ(Θm(L/F, κ)) = 0.
Proof. (i) By global class field theory the diagram
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I/U(m) GL/F Z[GL/F ]
I/U(m) GL′/F Z[GL′/F ]
recL/F
= πL/L′
recL′/F
πL/L′
is commutative and thus, the claim follows.
(ii) By assumption and Lemma 1.9 we have
λpΘm(L/F, κ) = ρL/F,m ∩∆m(Tpκ)
= ρL/F,m ∩ (̟
−1
p .∆m(κ) + 1p(n)̟p.∆m(κ) + (Πm)∗(∆mp(κ))).
Equations (1.17) and (1.18) imply
ρL/F,m ∩̟
−1
p .∆m(κ) = ̟p.ρL/F,m ∩∆m(κ)
= rec(̟−1p )ρL/F,m ∩∆m(κ)
= σ−1p Θm(L/F, κ)
for the first summand. The second summand is dealt with similarly. Finally, for
the third summand the following equality holds:
ρL/F,m ∩ (Πm)∗(∆mp(κ)) = (Πm)
∗ρL/F,m ∩ (∆mp(κ))
= ρL/F,mp ∩ (∆mp(κ))
= Θmp(L/F, κ)
(iii) As before, Lemma 1.9 implies
λpΘm(L/F, κ) = ρL/F,m((Πm)∗(∆mp,S(κ)) + 1p(n)(Πmp−1)
∗(∆mp−1,S(κ))).
The first summand was already dealt with in part (ii). For the second summand
we get
ρL/F,m ∩ (Πmp−1)
∗(∆mp−1,S(κ)) = (Πmp−1)∗(ρL/F,m) ∩∆mp−1,S(κ).
The listed properties of vm(Θmp−1(L
′/F, κ)) now follow as in (i), respectively by
using orthogonality of characters.
(iv) We have
χ(Θm(L/F, κ)) = χ(ρL/F ) ∩∆m(κ)
= cχ(m, ǫ) ∩∆m(κ).
Using orthogonality of characters one sees that cχ(m, ǫ) vanishes unless χ = ǫ. 
Remark 1.13. (i) Let us assume that R is a subring of C and N ⊆ C is an
R-submodule. Since the set of characters is a basis of the dual of C[G],
it follows that an element Θ ∈ Z[G] ⊗ N is uniquely determined by the
values χ(Θ) for χ ranging through all complex-valued characters of G. Now
assume that κ ∈ M(K0(n), N)ǫ is an eigenvector for all Hecke operators Tp.
Then by the previous proposition the Stickelberger elements Θm(L/F, κ)
(for varying m and L) are uniquely determined by the Tp-eigenvalues and
the complex numbers χ(Θm(L/F, κ)), where χ ranges through all primitive
characters of conductor m such that χ∞ = ǫ.
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(ii) Using the above Proposition one can construct p-adic L-functions of “or-
dinary” modular symbols: Let p be a rational prime and let R be the
valuation ring of a p-adic field. Let n ⊂ O be a non-zero ideal such that
every place p lying over p divides n. Further, let κ ∈ M(K0(n), R)
ǫ be an
eigenvector of Tp for all places p of F dividing p with eigenvalue λp ∈ R∗.
For every ideal m ⊂ O of the form m =
∏
p|p p
mp with mp ≥ 1 for all p we
define
Θ˜m(·/F, κ) =
∏
p|p
λ−mpp
Θm(·/F, κ).
Then by Proposition 1.12 (iii) this is a norm-compatible family and hence
defines an element Θ˜(F, κ) in the completed group ring R[[Γ]], where Γ is
the Galois group of the maximal abelian extension of F unramified outside
p and∞. For s ∈ Zp and γ ∈ Γ we put 〈γ〉
s
= expp(s logp(χcyc)(γ)), where
χcyc : Γ→ Z∗p is the cyclotomic character. The p-adic L-function of κ is the
locally analytic function
Lp(s, κ) = 〈·〉
s
(
Θ˜(F, κ)
)
.
Let S be a finite set of finite places of F , such that q divides n exactly once for
all q ∈ S. We write Sm = {q ∈ S s.t. q | m}. For a place v of F we let Gv ⊆ G be
the decomposition group at v. If q ∈ S, we define Iq ⊆ Z[G] as the kernel of the
projection Z[G] ։ Z[G/Gq]. If v ∈ S∞, we let σv be a generator of Gv and define
I±1v ⊆ Z[G] as the ideal generated by σv ∓ 1.
Proposition 1.14. Assume that there exists an S-special modular symbol κ′ ∈
M(K0(n), S,N)ǫ which lifts κ, i.e. EvS(κ′) = κ and that N is Z-flat. Then:
Θm(L/F, κ) ∈
 ∏
v∈S∞
I−ǫv(−1)v ·
∏
q∈Sm
Iq
⊗N
In particular, if L/F is totally real, ǫ is the trivial character and N = R, we have
2−dΘm(L/F, κ) ∈ R[G]
and
ordR(2
−dΘm(L/F, κ)) ≥ |Sm|
with d = [F : Q].
Proof. Let κ′ be an S-special lift of κ. Evaluating κ′ at ⊗p∈S\Smϕp gives an Sm-
special modular symbol, which lifts κ. Hence, we may assume that S = Sm. Let us
write ρL/F (S) ∈ Hd−1(F
∗, Cc(m, S,Z[G])∞(ǫ)) for the image of ρL/F under (1.15).
The equality
Θm(L/F, κ) = ρL/F ∩∆m(κ) = ρL/F (S) ∩∆m,S(κ
′)
follows by Lemma 1.9 (ii). We put A = Z[G]
/∏
v∈S∞
I
−ǫv(−1)
v ·
∏
q∈S Iq and let
π : Z[G]→ A be the projection map (resp. the projection map π : Z[G]⊗N → A⊗N).
Then we have
π(Θm(L/F, κ)) = π∗(ρL/F (S)) ∩∆m,S(κ
′) = 0
since by Proposition 1.10 the homology class π∗(ρL/F (S)) = cπ◦rec(m, S, ǫ) vanishes.

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There is a natural involution on the group algebra
Z[G] −→ Z[G], Θ 7−→ Θ∨,
which is induced by the the inversion map
G −→ G, g 7−→ g−1.
In certain situations, Stickelberger elements satisfy functional equations with re-
spect to this involution.
Proposition 1.15. Assume that n can be decomposed as a product n1 ·n2 of coprime
ideals such that n1 and m are coprime and n2 | m. Write n1 =
∏r
i=1 p
ni
i as a product
over powers of prime ideals with ni ≥ 1 for all 1 ≤ i ≤ r. If κ is an eigenvector
of the Atkin-Lehner involutions Wpni
i
, 1 ≤ i ≤ r, with eigenvalues εpi ∈ {±1}, we
have
Θm(L/F, κ)
∨ = (−1)dǫ(−1) · εn1 · σ
−1
n1
·Θm(L/F, κ),
where εn1 =
∏r
i=1 εpi is the eigenvalue of the Atkin-Lehner involution Wn1 .
Proof. By Lemma 1.5 we have
∆m(Wn1Φ) = (−1)ǫ(−1)̟n1. inv
(
∆m
((
0 1
1 0
)
Φ
))
for all Φ ∈ A(K0(n);N)(ǫ), where ̟n1 is an idele which is the ni-th power of a
uniformizer at pi, 1 ≤ i ≤ r, and 1 at every other place. Hence, we get
εn1Θm(L/F, κ) = Θm(L/F,Wn1κ)
= (−1)ǫ(−1)ρL/F ∩̟n1 . inv(∆m(κ))
= (−1)ǫ(−1) inv(̟−1n1 .ρL/F ) ∩∆m(κ)
= (−1)ǫ(−1)σn1 inv(ρL/F ) ∩∆m(κ).
Note that by applying the involution inv we invert the F ∗-action on Cc(m,Z[G])∞(ǫ).
Inverting the E-action induces multiplication by (−1)d−1 on the homology group
Hd−1(E,Z) and thus, we get
inv(ρL/F ) = (−1)
d−1(ρL/F )
∨
and the claim follows. 
As a consequence, we can compute the parity of the order of vanishing of Stick-
elberger elements. With the same hypothesis as in the previous proposition we
get:
Corollary 1.16. Suppose that N = R, ordR(Θm(L/F, κ)) = r < ∞ and that 2
acts invertibly on IrR/I
r+1
R . Then:
(−1)r = (−1)dǫ(−1) · ǫn1
Proof. The involution (·)∨ induces multiplication by (−1) on IR/I
2
R and thus, it
induces multiplication by (−1)r on IrR/I
r+1
R . Since σn1 is congruent to 1 modulo
IR, the equality
(−1)rΘm(L/F, κ) = Θm(L/F, κ)
∨ = (−1)dǫ(−1) · ǫn1 ·Θm(L/F, κ)
holds in IrR/I
r+1
R . Assume that (−1)
r 6= (−1)dǫ(−1) · ǫn1 , then the above equation
would imply that
2Θm(L/F, κ) ≡ 0 mod I
r+1
R .
Since by assumption 2 acts invertibly on IrR/I
r+1
R , we get that Θm(L/F, κ) ≡ 0 mod
Ir+1R . But this contradicts our assumption that the order of vanishing of Θm(L/F, κ)
is exactly r. 
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2. Automorphic forms
2.1. Adelic Hilbert modular forms of parallel weight 2. In this section
we give a reminder on the definition of Hilbert modular forms of parallel weight
(2, . . . , 2) and the Eichler-Shimura map in the adelic setting. Although our treat-
ment is similar to the one of Spieß in [13], our construction of the Eichler-Shimura
homomorphism is slightly different from the one given in loc. cit. Recall that
the group PGL2(R)
+ operates on the complex upper half plane H = {z ∈ C |
Im(z) > 0} via fractional linear transformations. Hence, after fixing once and for
all an ordering of the Archimedean places of F we get an action of G(F∞)
+ =∏
v∈S∞
PGL2(Fv)
+ on the symmetric space X = Hd, where d = [F : Q]. Let
K∞ ⊆ G(F∞)+ be the image of SO(2) under the projection of GL2(F∞) onto
G(F∞). Thus, K∞ is the stabilizer of (i, . . . , i) ∈ X inside G(F∞)+. We consider
the factor of automorphy j(g, z) =
∏
v∈S∞
j(gv, zv) for g = (gv)v∈S∞ ∈ G(F∞)
+
and z = (zv)v∈S∞ ∈ X , where j(γ, z) = det(γ)
− 12 (cz+d) for γ =
(
a b
c d
)
∈ G(R)+
and z ∈ H.
Definition 2.1. The space A0(G, hol, 2) of (adelic) Hilbert modular cusp forms of
parallel weight (2, . . . , 2) is the space of complex valued functions Φ on G(A) such
that:
(i) Φ(γg) = Φ(g) for all γ ∈ G(F ), g ∈ G(A).
(ii) Φ(gk∞) = j(k∞, i)
−2Φ(g) for all g ∈ G(A), k∞ ∈ K+∞.
(iii) For g ∈ G(A∞) and z ∈ X define fΦ(z, g) := j(g∞, i)2Φ(g∞, g), where
g∞ ∈ G(F∞)+ is chosen such that g∞i = z.
(iv) There is a compact open subgroup K ⊂ G(A∞) such that Φ(gk) = Φ(g)
for all g ∈ G(A), k ∈ K. The map z 7−→ fΦ(z, g) is a holomorphic function
on X for all g ∈ G(A∞).
(v) (Cuspidality) We have∫
A/F
Φ
((
1 x
0 1
)
g
)
dx = 0
for all g ∈ G(A).
Note that the function fΦ defined in (iii) is well defined by (ii). We define
S2(G,K) = A0(G, hol, 2)
K for any compact open subgroup K ⊆ G(A∞). If K =
K0(n) for a non-zero ideal n ⊂ O, we write S2(G, n) instead of S2(G,K0(n)). Right
multiplication by an element g ∈ G(A∞) induces a map
R(g) : S2(G,K) −→ S2(G, gKg
−1).
Next, we are going to construct Eichler-Shimura homomorphisms, i.e. maps
ESK : S2(G,K) −→M(K;C) :=
⊕
ǫ : F∗∞→{±1}
M(K;C)ǫ
for all compact open subgroups K ⊂ G(A∞), which are equivariant with respect to
the G(A∞)-action on both sides.
Let Φ ∈ S2(G,K) and fφ as in (iii) above. For every g ∈ G(A∞) we define a
holomorphic d-differential form
ωΦ(g) = fΦ(z, g)dz1 . . . dzd
on X . Cuspidality of Φ implies that ωΦ lies in the space of fast decreasing, holo-
morphic d-differential forms Ωdfd,hol(X) (see [1] for a precise definition). An easy
calculation using property (i) shows that
γ∗ (ωΦ(γg)) = ωΦ(g)
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for all γ ∈ G(F )+. Hence, we have a map
ES0K : S2(G,K) −→ H
0(G(F )+, C(G(A∞)/K,Ωdfd,hol(X)))
Φ 7−→ [g 7→ ωΦ(g)]
for every compact open subgroup K ⊂ G(A∞). It follows immediately that the
diagram
S2(G,K) H
0(G(F )+, C(G(A∞)/K,Ωdfd,hol(X)))
S2(G, gKg
−1) H0(G(F )+, C(G(A∞)/gKg−1,Ωdfd,hol(X)))
ES0K
R(g)
ES0gKg−1
R(g)
is commutative for all g ∈ G(A∞).
Let X¯BS the Borel-Serre bordification of X with boundary ∂X as constructed in
[2]. It is a smooth manifold with corners, which containsX as an open submanifold.
The inclusion X ⊂ X¯BS is a homotopy equivalence and thus, X¯BS is contractible.
The action of G(F )+ on X can be extended to an action on X¯BS .
For a manifold with cornersM we let Csing• (M) be the complex of singular chains
in M and Csm• (M) the subcomplex of smooth chains. By the Whitney Approxima-
tion Theorem (see [16]) continuous chains can be approximated by smooth chains.
A standard argument shows that the inclusion Csm• (M) ⊂ C
sing
• (M) is a quasi-
isomorphism. Therefore, we get a canonical G(F )+-equivariant quasi-isomorphism
between the complex of relative smooth chains Csm• (X¯
BS , ∂X) and the complex of
relative singular chains Csing• (X¯
BS, ∂X).
Since X¯BS is contractible, the long exact sequence for relative homology gives
us an isomorphism between relative homology groups Hsingq (X¯
BS, ∂X) and reduced
homology groups H˜singq−1(∂X) of the boundary. But H˜
sing
q (∂X) vanishes unless q = 0,
in which case it can be identified canonically with Div0(P
1(F )). Putting everything
together, we get a G(F )+-equivariant quasi-isomorphism
Csm• (X¯
BS , ∂X) −→ Div0(P
1(F ))[1].(2.1)
Let ∆q denote the standard simplex of dimension q. If ω is a fast decreasing q-
differential form on X and f : ∆q → X¯BS is a smooth map, the integral of f∗ω
over ∆q converges. Therefore, we have a well-defined G(F )
+-equivariant pairing
Ωqfd,hol(X)× C
sm
q (X¯
BS, ∂X) −→ C.(2.2)
Since holomorphic differential forms are closed, Stoke’s theorem implies that the
pairing vanishes on the image of the boundary map
∂ : Csmq+1(X¯
BS , ∂X) −→ Csmq (X¯
BS , ∂X).
Hence, the pairing (2.2) induces a morphism of complexes
Ωqfd,hol(X) −→ Hom(C
sm
q (X¯
•, ∂X),C)[q].(2.3)
Applying (hyper) group cohomology, we get maps
H0(G(F )+, C(G(A∞)/K,Ωqfd,hol(X)))
(2.3)
−→Hq(G(F )+, C(G(A∞)/K,Hom(Csm• (X¯
BS , ∂X),C)))
(2.1)
−→Hq−1(G(F )+,A(K;N)).
for all open compact subgroups K ⊂ G(A∞) (see (1.7) at the beginning of Section
1.3 for the definition of A(K;N)).
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Precomposing the just constructed map for q = d with the map ES0K above we
get the Eichler-Shimura homomorphism
ESK : S2(G,K) −→ H
d−1(G(F )+,A(K;N)) ∼=M(K;C).
Here the last isomorphism is given by Shapiro’s Lemma.
Chasing through the definitions we easily see that the diagram
S2(G,K) M(K;C)
S2(G, gKg
−1) M(K;C)
ESK
R(g)
ESgKg−1
R(g)
is commutative for all compact open subgroups K ⊂ G(A∞) and all g ∈ G(A∞).
Especially, if K = K0(n) for a non-zero ideal n ⊆ O, the map ESn = ESK0(n) is
equivariant with respect to the action of the Hecke and Atkin-Lehner operators on
both sides.
2.2. Automorphic Stickelberger elements and special values. In the fol-
lowing we will give the relation of Stickelberger elements to special values of L-
functions.
Let us fix two non-zero ideals n,m ⊂ O and a continuous character ǫ : F ∗∞ →
{±1}. Further, we fix a finite extension L/F with Galois group G. We assume that
U(m) is contained in the kernel of the Artin reciprocity map I→ G. For a cuspidal
automorphic form Φ ∈ S2(G, n) we write κǫΦ for the image of ESn(Φ) under the
projection
M(n;C) −→M(n;C)ǫ.
Definition 2.2. The Stickelberger element of modulus m and sign ǫ associated to
Φ ∈ S2(G, n) and L/K is defined as
Θm(L/F,Φ)
ǫ = Θm(L/F, κ
ǫ
Φ) ∈ C[G].
We write T for the infinite polynomial ring Z[Tp] generated by indeterminants
Tp for all finite places of F . Let π = ⊗πv be a cuspidal automorphic representation
of G such that the components πv at all non-Archimedean places v of F are discrete
series of weight 2. By Theorem 1 of [4] there exists a unique non-zero ideal f(π) of
O such that
dimC(⊗v∤∞πv)
K0(f(π)) = 1.
It is called the conductor of π. We will assume from now on that n = f(π). The
Hecke operators act by scalars on (⊗v∤∞πv)
K0(n) and thus determine a ring homo-
morphism χπ : T → C. In fact, there is a finite extension Qπ of Q (the field of
definition of π) with ring of integers Oπ such that χπ factors over Oπ. Let aπ be
the kernel of χπ. Given any T-module M we write M [π] = HomT(T/aπ,M) for the
χπ-isotypical part of M . By the multiplicity one theorem we have
dimC S2(G, n)[π] = 1.
The non-zero elements of S2(G, n)[π] are called newforms of π. Since newforms
are Hecke eigenvectors we can apply Proposition 1.12 to get relations between the
Stickelberger elements of different moduli. To characterize Θm(L/F,Φ)
ǫ for a given
newform φ uniquely we have to evaluate these Stickelberger elements on characters
of conductor m.
In the following the Haar measure dx =
∏
v dxv on I is normalized such that
vol(Up, dxp) = 1 for all finite places p of F and we fix a non-zero character
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ψ : F\A → C∗. Given a character χ : G → C we denote by L(m)(s, π ⊗ χ) the
standard L-function of π ⊗ χ without the Euler factors at primes diving m.
Proposition 2.3. Let Φ be a newform of some π as above. There exists a constant
c ∈ C∗, which is independent of m, such that for all characters χ : I → G → C∗ of
conductor m with χ∞ = ǫ we have
χ(Θm(L/F,Φ)
ǫ) = c τ(χ−1)L(m)(1/2, π ⊗ χ).
Here τ(χ−1) = τ(χ−1, ψ, dx) is the Gauss sum of χ with respect to our choice of a
Haar measure dx on I and an additive character ψ.
Proof. By a standard argument (see for example [8]) there exists a non-zero constant
c ∈ C∗ (independent of m and χ) such that
χ(Θm(L/F,Φ)
ǫ) = c [U : U(m)] ·
∫
F∗\I
Φ
((
x 0
0 1
)
gm
)
χ(x)dx,
where gm is the matrix defined in (1.9). For s ∈ C the integral∫
F∗\I
Φ
((
x 0
0 1
)
gm
)
χ(x)|x|sdx
defines a holomorphic function. LetW denote the ψ-Whittaker function ofR(gm)Φ.
Since R(gm)Φ ∈ π is a pure tensor, we can factorW as a product of local Whittaker
functions Wv. For ℜ(s) large we can unfold the above integral to get∫
F∗\I
Φ
((
x 0
0 1
)
gm
)
χ(x)|x|sdx =
∫
I
W
((
x 0
0 1
))
χ(x)dx
=
∏
v
∫
Fv
Wv
((
xv 0
0 1
))
χv(xv)dxv.
Therefore, we are reduced to a computation of local integrals, which we will carry
out in the rest of this section. 
Let p be a finite place of F and πp an infinite dimensional, irreducible, smooth
representations of G(Fp) of conductor p
n, i.e. we have
dimC π
Kp(p
n)
p = 1.
The non-zero elements of π
Kp(p
n)
p are called local newforms. Let Λ be a ψp-
Whittaker functional of πp. By definition Λ is a non-zero linear functional on
πp such that
Λ
((
1 x
0 1
)
ϕ
)
= ψp(x)Λ(ϕ)
for all ϕ ∈ πp and all x ∈ Fp.
Lemma 2.4. Let ϕ ∈ πp be a local newform. For every character χp : F ∗p → C
∗ of
conductor pm the following integral converges for ℜ(s) large and we have an equality
[Up : U
(m)
p ]
∫
F∗
p
Λ
((
x 0
0 1
)(
̟mp 1
0 1
)
ϕ
)
χp(x)|x|
s
pdx
=c · τ(χ−1p , ψp)N(p)
(t+m)sL(p
m)(s+ 1/2, πp ⊗ χp),
where ̟p is a local uniformizer at p, c ∈ C and t ∈ Z are constants independent of
χp and m and
L(p
m)(s, πp ⊗ χp) =
{
L(s, πp ⊗ χp) if m = 0,
1 if m > 0.
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Proof. Let p−t be the conductor of ψp. A straightforward calculation shows that
Λ′(ϕ) = Λ
((
̟−tp 0
0 1
)
ϕ
)
defines a Whittaker functional with respect to an additive character ψ′ of conductor
O. It is well known that
Λ′
((
x 0
0 1
)
ϕ
)
= 0
if ordp(x) < 0 and equal to a non-zero complex number c ∈ C∗ for ordp(x) = 0 (see
for example [12]). Without loss of generality we may assume that c = 1. Hence,
for ℜ(s) large we have the following equality∫
F∗
p
Λ
((
x 0
0 1
)(
̟mp 1
0 1
)
ϕ
)
χp(x)|x|
s
pdx
=
∫
F∗
p
Λ′
((
x̟tp 0
0 1
)(
̟mp 1
0 1
)
ϕ
)
χp(x)|x|
s
pdx
=
∫
F∗
p
Λ′
((
1 x̟tp
0 1
)(
x̟m+tp 0
0 1
)
ϕ
)
χp(x)|x|
s
pdx
=
∫
F∗
p
Λ′
((
x̟m+tp 0
0 1
)
ϕ
)
ψ′(x̟tp)χp(x)|x|
s
pdx
=χp(̟
−t
p )|̟
−t
p |
s
p
∞∑
k=0
Λ′
((
̟kp 0
0 1
)
ϕ
)∫
̟k−mp Up
ψ′(x)χp(x)|x|
s
pdx.
By classical formulas for the Whittaker functional of a newform (see for example
[12]) we have
Λ′
((
̟kp 0
0 1
)
ϕ
)
= |̟kp |
1/2
p
∑
r+s=k, r,s≥0
αr1α
s
2,
where αi ∈ C, 1 ≤ i ≤ 2, are the complex number such that
L(s, πp) =
2∏
i=1
(1 − αi|̟p|
s
p)
−1.
Therefore, if m = 0, we obtain
χp(̟
−t
p )|̟
−t
p |
s
p
∞∑
k=0
Λ′
((
̟kp 0
0 1
)
ϕ
)∫
̟k
p
Up
ψ′(x)χp(x)|x|
s
pdx
=τ(χ−1p , ψp)N(p)
ts
∞∑
k=0
χp(̟
k
p)|̟
k
p |
s+1/2
p
 ∑
r+s=k, r,s≥0
αr1α
s
2

=τ(χ−1p , ψp)N(p)
ts
2∏
i=1
(1− αiχp(̟p)|̟p|
s+1/2
p )
−1
=τ(χ−1p , ψp)N(p)
tsL(s+ 1/2, πp ⊗ χp).
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In the case m ≥ 1 we can use Lemma 2.2 of [13] to get
χp(̟
−t
p )|̟
−t
p |
s
p
∞∑
k=0
Λ′
((
̟kp 0
0 1
)
ϕ
)∫
̟k−mp Up
ψ′(x)χp(x)|x|
s
pdx
=χp(̟
−t
p )|̟
−t
p |
s
p
∫
̟−mp Up
ψ′(x)χp(x)|x|
s
pdx
=[Up : U
(m)
p ]
−1τ(χ−1p , ψp)N(p)
(t+m)s
and thus the claim follows. 
Remark 2.5. If πp is an unramified principal series, an unramified twist of the
Steinberg representation or a supercuspidal representation and χp : F
∗
p → C
∗ is a
character of conductor pm with m ≥ 1, then the local Euler factor L(s, πp ⊗ χp) is
equal to 1.
2.3. Integrality and special lifts. We show that Stickelberger elements of Hilbert
modular cusp forms can be defined integrally and use the results of the first chap-
ter to bound their order of vanishing. As in the previous section let π = ⊗πv be a
cuspidal automorphic representation of G of conductor n such that the components
πv at all non-Archimedean places v of F are discrete series of weight 2. Let Qπ
be the field of definition of π with ring of integers Oπ. In the following we fix a
character ǫ : F ∗∞ → {±1}.
Definition 2.6. An automorphic cusp form Φ ∈ S2(G, n)[π] is called integral if
ESǫπ(Φ) lies in the image of the map
M(n;Oπ)
ǫ −→M(n;C)ǫ.
We let S2(G, n;Oπ)π be the Oπ-module of integral forms in S2(G, n)[π]. More
generally, let L ⊂ C be a free Oπ-submodule of rank 1. We define S2(G, n;L)π as
the submodule of all forms in S2(G, n)[π] whose modular symbols lie in the image
of the map
M(n;L)ǫ −→M(n;C)ǫ.
Lemma 2.7. (i) The Oπ-module S2(G, n;Oπ)π is locally free of rank 1.
(ii) Let Φ ∈ S2(G, n)[π]. There exists a free Oπ-submodule L ⊂ C of rank 1
such that Φ ∈ S2(G, n;L)π. Given any such submodule L ⊂ C we have
Θm(L/F,Φ)
ǫ ∈ Z[G]⊗L for all non-zero ideals m ⊆ O and all finite abelian
extensions L/F with ramification bounded by m.
Proof. (i) By a theorem Eichler-Shimura and Harder (see for example [8]) the space
M(n,C)ǫ[π] is one-dimensional for every continuous character ǫ : F ∗ → {±1} and
the Eichler-Shimura homomorphism ESn constructed in Section 2.1 induces an
isomorphism
ESǫπ : S2(G, n)[π]
∼=
−→M(n;C)ǫ[π].
Proposition 1.6 implies that the map
M(n;Qπ)
ǫ[π]⊗Qpi C→M(n;C)
ǫ[π]
is an isomorphism. Using Proposition 1.6 again we see that the intersection of the
image of M(n;Oπ)ǫ in M(n;Qπ)ǫ with M(n;Qπ)ǫ[π] is locally free of rank 1.
(ii) The existence of L follows from (i). The second statement follows directly from
the definitions. 
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Let S = Sπ be the set of finite places q of F such that πq is the Steinberg
representation.
It is well known that every q ∈ S divides the conductor n of π exactly once. For
every subset S′ ⊆ S let atorS′ ⊆ Oπ be the product of the annihilator of the 2-torsion
subgroup of M(n;Oπ)ǫ and the annihilator of the torsion subgroup of⊕
q∈S′
M(nq−1;Oπ)
ǫ.
If F 6= Q we define cS′ = gcd(
∏
q∈S′′(N(q) + 1) | S
′′ ⊂ S′ with |S′| = |S′′|+ 1). In
the case F = Q we simply put cS′ = 1. Finally, we define aS′ = cS′ · atorS′
Remark 2.8. (i) If F = Q, we are only dealing with cohomology groups in
degree 0, which are always torsion free. Thus, in this case aS′ = Oπ.
(ii) Suppose π corresponds to a modular elliptic curve A over F . Then its field
of definition is Q and Sπ is exactly the set of primes q such that E has split
multiplicative reduction at q.
Lemma 2.9. Let L ⊂ C be a a free Oπ-submodule of rank 1 and Φ ∈ S2(G, n;L)π
an automorphic form. Then r · ESn(Φ) lies in the image of the map
M(n, S′;L)ǫ −→M(n;L)ǫ −→M(n;C)ǫ
for all r ∈ aS′ and all subsets S′ ⊆ S.
Proof. Let κ be a lift of ESn(Φ) to M(n;L)ǫ. Since π is new at q for all q ∈ S we
know that the image of κ under the trace maps
Trq : M(n;L)
ǫ −→M(nq−1;L)ǫ
is torsion for all q ∈ S. Thus, every multiple t · κ with t ∈ atorS′ lies in the kernel
of all trace maps Trq for q ∈ S′ and is also an eigenvector under the Atkin-Lehner
operator Wq with eigenvalue −1.
We are going to prove the claim by induction on |S′|. The well-known short
exact sequence
0 −→ c-ind
G(Fq)
Kq(q)
Z −→
(
c-ind
G(Fq)
Kq
Z
)Wq=−1
−→ Stq −→ 0
(see for example Section 2.4 of [13]) induces an exact sequence
M(n, {q};L)ǫ
Ev{q}
−−−−→ (M(n;L)ǫ)Wq=−1
Trq
−−→M(nq−1;L)ǫ
in cohomology. Hence, we can lift the class t · κ if S′ = {q}.
Now, let |S′| ≥ 2. We pick an element q ∈ S′ and consider the following com-
mutative diagram with exact rows:
M(n, S′;L)ǫ (M(n, S′ − {q};L)ǫ)Wq=−1 M(nq−1, S′ − {q};L)ǫ
M(n, {q};L)ǫ (M(n;L)ǫ)Wq=−1 M(nq−1;L)ǫ
Trq
Trq
Ev{q}
Ev{q}
EvS′−{q} EvS′−{q} EvS′−{q}
By the induction hypothesis we can lift r·κ to a class κ˜ ∈ (M(n, S′ − {q};L)ǫ)Wq=−1
for every r ∈ aS′−{q}. If F = Q, the map
EvS′−{q} : M(nq
−1, S′ − {q};L)ǫ −→M(nq−1;L)ǫ
is injective. Therefore, the claim follows from Trq(r · κ) = 0.
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In all other cases, we consider the canonical map
ι : M(nq−1, S′ − {q};L)ǫ −→M(n, S′ − {q};L)ǫ.
Since Trq ◦ι is equal to multiplication by N(q) + 1, we see that (N(q) + 1) · κ˜ −
ι(Trq(κ˜)) can be lifted to a class in M(n, S
′;L)ǫ. The commutativity of the above
diagram together with the fact that Trq(r ·κ) vanishes implies that (N(q)+ 1) · κ˜−
ι(Trq(κ˜)) is also a lift of (N(q) + 1)r · κ. 
As in Section 1.6 let L/F be a finite abelian extension with Galois group G.
Suppose that the ramification of L/F is bounded by the non-zero ideal m ⊂ O. We
let Sm be the subset of primes in S which divide m. If q ∈ S, we define Iq ⊆ R[G] as
the kernel of the projection R[G] ։ R[G/Gq]. If v ∈ S∞, we let σv be a generator
of Gv and define I±1v ⊆ R[G] as the ideal generated by σv ∓ 1.
Theorem 2.10. Let Φ ∈ S2(G, n;L)π. Then
r ·Θm(L/F,Φ)
ǫ ∈
 ∏
v∈S∞
I−ǫv(−1)v ·
∏
q∈Sm
Iq
⊗ L,
for all r ∈ aSm . In particular, if L/F is totally real, ǫ is the trivial character and
R ⊂ C is a ring containing L, we get
2−d ·Θm(L/F,Φ)
ǫ ∈ R[G]
and
ordR(2
−dr ·Θm(L/F,Φ)
ǫ) ≥ |Sm|.
Proof. This is a direct consequence of Lemma 2.9 and Proposition 1.14. 
Remark 2.11. (i) Since newforms are also eigenvectors for all Atkin-Lehner
operators, we can (after inverting 2) use Corollary 1.16 to calculate the
parity of the order of vanishing of the above Stickelberger elements in terms
of local root numbers. Hence, if (−1)Sm and the sign in the functional
equation differ, we can deduce that the order of vanishing is at least |Sm|+1.
(ii) If Φ is a p-ordinary newform we can apply Remark 1.13 (ii) to the ordinary
p-stabilization of Φ to construct its p-adic L-function Lp(s,Φ). Using a
version of Theorem 2.10 for the p-stabilization of Φ and observing that the
ideal atorSp is independent of the modulus, we can deduce that the order of
vanishing of Lp(s,Φ) at s = 0 is at least the number of primes lying above p
at which the automorphic representation associated to Φ is Steinberg. This
was first proven by Spieß in [13].
Finally, we want to spend a few words on how the theorem of the introduction can
be obtained as a special case. LetM > 2 be a natural number andA an elliptic curve
over Q with corresponding normalized newform f ∈ S2(Γ0(N)). Let +: R
∗ → {±1}
be the trivial character. Comparing Proposition 1.12 and Proposition 2.3 with the
corresponding statements for the Stickelberger elements of Mazur and Tate shows
that there exists a constant c ∈ C∗ such that
(ΘMTA,M )
∨ = c ·ΘM
(
Q(µM )
+/Q,
2πi
Ω+A
f
)+
.
A direct calculation shows that c = 2. The modular symbol ESǫπ
(
2πi
Ω+
A
f
)
of f is
contained in M(N,L)ǫ if and only if [q]A ∈ L for all q ∈ Q/Z. Thus, our main
theorem follows from Remark 2.8 and Theorem 2.10.
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