ABSTRACT Most genetic networks, such as that for the biological clock, are part of much larger modules controlling fundamental processes in the cell, such as metabolism, development, and response to environmental signals. For example, the biological clock is part of a much larger network controlling the circadian rhythms of about 2418 distinct genes in the genome (with 11 000 genes) of the model system, Neurospora crassa. Predicting and understanding the dynamics of all of these genes and their products in a genetic network describing how the clock functions is a challenge and beyond the current capability of the fastest serial computers. We have implemented a novel variable-topology supernet ensemble method using Markov chain Monte Carlo simulations to fit and discover a regulatory network of unknown topology composed of 2418 genes describing the entire clock circadian network, a network that is found in organisms ranging from bacteria to humans, by harnessing the power of the general-purpose graphics processing unit and exploiting the hierarchical structure of that genetic network. The result is the construction of a genetic network that explains mechanistically how the biological clock functions in the filamentous fungus N. crassa and is validated against over 31 000 data points from microarray experiments. Two transcription factors are identified targeting ribosome biogenesis in the clock network.
I. INTRODUCTION
Systems biology provides a pathway-centered approach to understanding complex traits, such as carbon metabolism [1] , development [2] , and cancer [3] . A major problem in systems biology is reconstructing such pathways on a genomic scale [4] . Genome-wide reconstruction of networks is particularly limited by three difficulties: (1) genomics data are sparse and noisy with respect to the trait of interest; (2) the underlying network is large; (3) the network topology is usually unknown. To overcome the first problem, ensemble methods were introduced to identify genetic networks even in the presence of sparse and noisy data [5] , [6] . The key innovation was relinquishing finding one best model consistent with the data, but instead, identifying an ensemble of models consistent with the data available to predict systems behavior over time. To overcome the second problem new parallel computing strategies were developed for ensemble methods on General-Purpose Graphics Processing Units (GPGPUs) [7] , [8] . The models being fitted were described by systems of nonlinear ordinary differential equations (ODEs) as a first approximation, and the solution to the second problem involved finding new ways to solve large (∼10,000 variables) first-order nonlinear ODEs. Here we introduce a novel computational approach of network ensemble discovery that addresses all three problems including identifying a network of unknown topology on a genomic scale and illustrate its application to the large network of genes and their products associated with circadian rhythms [7] . The associated biological question is: By what mechanisms do such a small module as the clock mechanism, comprising only a single transcription factor (TF) complex, exert control over nearly one quarter of the entire genome? In the example below, the genomic scale network for the clock has ∼38,000 parameters and ∼31,000 data points. Yet by averaging over the 40,000 members of the ensemble insights can be obtained into how the circadian network is organized, and predictions can be made about the whole system of 2,418 genes [9] . A video summary of the solution to this central problem in systems biology is attached.
A. MODEL
Our model below has two components, an unknown regulatory component (circles and ellipses in Fig. 1 and Fig. 2 ) and the modules that control the expression of individual genes under clock control (boxes in Fig. 1 and Fig. 2 ) with partially unknown regulatory topology. Our approach here rests on the key idea that any network we may wish to reconstruct, hence referred to as the ''true net'', can be represented as a particular special case of a much more general network model, referred to as the ''variable-topology supernet''. This is illustrated in (Fig. 1 ) and (Fig. 2) for a simple hierarchical transcriptional network, in which the clock transcription factor WCC regulates 5 other transcription factors which in turn may regulate hypothesized clock-controlled genes (ccgs) or be regulated by WCC directly. Such genes will be referred to as putative ccgs. The hypothetical true net in (Fig. 2) consists of specifying how each putative ccg is regulated. The genetic network thus has an unknown true topology. Its supernet in (Fig. 1) consists of the six regulatory species regulating each putative ccg. The network kinetics, i.e., how fast each gene is converted into its product(s), is then governed by the reaction rate coefficients assigned to each reaction link, both in the true net and in the supernet. Clearly, the kinetics of the supernet will become identical to that of the true net if we set to zero all supernet rate coefficients for those supernet reaction links which are absent in the true net; and if we set the supernet rate coefficients to the corresponding true net values for the subset of links that are present in the true net. We refer to this situation by saying that the true net of (Fig. 2) is ''embedded'' in the supernet in (Fig. 1) .
The crucial point is that any network involving 2,418 genes can be embedded in the supernet of (Fig. 1) . While the true net is initially unknown, we can perform a supernet ensemble simulation to find a MCMC sample of rate coefficients [5] , [6] that is consistent with the data. The simplest hypothesis is shown in (Fig. 3) : the clock transcription factor, WCC, alone is hypothesized to regulate all 2,418 genes.
( Fig.1 ) and (Fig.2) show the whole genetic network consists of 2,418 slave modules and a master module for the clock mechanism. There are 5 transcriptional regulators under clock control of the clock transcription factor, WCC, to be solved on the GPU [6] , [7] .
B. THE SUPERNET
The genetic network exemplified in (Fig. 3) is one example of a genetic network consisting of a master clock module controlling 2,418 slave modules (putative ccgs and their products). This network specifies a system of nonlinear first order differential equations under mass action kinetics. The rate coefficients are the labels on the reactions in Fig. 3 . A gene, such as frq 0 , in the off state is activated into the on state, frq 1 . This active gene is transcribed into a messenger RNA (mRNA), frq r . The mRNA is translated into a protein, FRQ. The FRQ protein is the digital readout to the cell on the time of day. IF FRQ is high, it is dusk; if FRQ is low, it is dawn. The FRQ protein is the oscillator of the system. In turn the genes wc-1 and wc-2 are transcribed, and their mRNAs, translated, to produce the activator (WCC), which starts the oscillator. One of the functions of the FRQ protein is to deactivate the activator WCC. The result is a negative feedback loop that contributes to oscillations. The nonlinear component of the entire network in Fig. 3 is the clock mechanism in Fig. 3 leading to oscillations.
All ccg slave modules have the same mathematical form of ODEs shown below [6] , but each has its own independent values, treated as ensemble MC variables [5] , [6] , [10] , [11] , for rate coefficients and initial conditions, as follows:
The dynamical variables here are the concentrations of the putative clock-controlled gene (g 0 and g 1 in the inactive and active state, respectively), its mRNAs (g r ), and its protein (g p ). See (Fig. 3) 
The ''relative binding strength'', µ k , is the weight of the k th regulator's contribution to the targeted ccg's activation signal, with µ k ≥ 0 and
is the concentration of regulator protein k; r k is the time-average of Reg k (t) or the initial conditions defined below for k = 0, . . . , 5 (see Materials and Methods); and m is the Hill coefficient for the regulators. Regulators k = 1-5 are themselves ccg products, assumed to be regulated by WCC, i.e., having a fixed µ 0 = 1. For any other, non-regulatory ccg, the µ k , are ensemble MC variables, randomly varied to fit the data.
C. THE PARALLEL ALGORITHM FOR IMPLEMENTING THE ENSEMBLE METHOD ON A GENOMIC-SCALE GENETIC NETWORK OF UNKNOWN TOPOLOGY
An ensemble method was used previously [6] to identify the clock mechanism embedded in (Fig. 3) and took 60 days of simulation using older CPUs [6] . The ensemble method was used herein to describe and discover the other larger part of (Fig. 3 ) (labeled subunits 1 through 2,418), consisting of a suite of 2,418 circadian genes.
We previously designed a method to solve a large genetic network consisting of systems of ODEs with ∼10,000 dynamical variables, using warp-level parallelism in which each block has a warp (32 threads) and in which Adaptive Runge Kutta [12] (ARK) is used to solve the system of ODEs with shared memory techniques. Here, we have developed significantly improved and more efficient algorithms that are applicable for simulating genetic networks, where putative ccgs are regulated independently of each other and each ccg maintains its own data (not using shared memory). (Fig. 4) shows a comparison between the previous algorithm [7] (in red), which uses ARK with a block of 32 threads and shared memory to solve for a slave module, VOLUME 3, 2015 FIGURE 4. Our new algorithm with no shared memory and one slave module per thread (in Blue) and with a speedup of 250 to 650-fold outperforms our published algorithm with shared memory (in red) and a block of 32 threads per slave module and with a 13-75 fold speedup. The performance of each algorithm is given both as a function of the number of GPUs and the number of slave modules. These algorithms compute the dynamics of genomic scale networks on GPU(s) and make tractable ensemble methods on genomic scale networks. The dips in the speed up are due to exceeding the maximum number of thread blocks running simultaneously on the device, given that the time of the CPU is monotonically increasing as in (Fig. 5 ).
and the current algorithm(in blue), which uses ARK with a single thread to solve for a slave module. The speed up of the current algorithm using a single GPU for solving 2,418 systems of ODEs once in (Fig. 4) is equal to 252-fold over a comparable CPU described [7] , whereas the speed up of the previous algorithm to solve the same number of ODEs (∼2,418) using 8 GPUs is equal to 75-fold over the same CPU. Although the current ARK algorithm is much faster, the previous one has an advantage over the current one in that it is applicable for a genetic network that has a dependency between genes due to the use of the shared memory. These two ARK algorithms can be applied to solve for both linear ODEs (the putative ccg genes) and non-linear ODEs (the clock mechanism) of genetic networks in (Fig. 3) , implemented on GPUs, are now described.
1) THE ADAPTIVE RUNGE KUTTA ALGORITHM FOR SOLVING GENERAL ODE SYSTEMS ON THE GPU
The algorithm uses a common parallelization strategy that increases the number of thread blocks (TBs) per streaming multiprocessor and decreases thread blocks size (number of threads per block); for instance, we use a block of 32 threads. This provides more independent warps from other thread blocks when one warp is stalled [13] . In essence, this new algorithm implies that each thread is responsible for solving a system of ODEs (linear or non-linear) with different parameters and initial conditions using a modified ARK algorithm that accommodates the GPU architecture. This algorithm utilizes registers instead of shared memory since there is no dependency in the data among slave modules. The achieved speed up is shown (Fig. 4) and (Fig. 5 ) with the GPU time as function of the number of slave modules (putative ccgs). An ensemble solution routinely requires 80,000 sweeps [6] , each sweep being equal to the number of unknown parameters (16 parameters for each system of ODEs × 2,418 slave modules). Solving for 2,418 slave modules once on a CPU took 59,515 milliseconds as shown in (Fig. 5) . The predicted CPU time for one ensemble run is 2.4 years. In contrast, solving the same number of slave modules using a single GPU and this new parallel algorithm needed about four days (considering 236.5 ms is needed to solve the 2,418 slave modules once as shown in (Fig. 5)) . However, the time of 236.5 ms varies because MCMC will generate for every proposed update a different set of parameters for the ODEs being solved. Hence the number of iterations in the ARK method will increase or decrease based on an ODEs' set of parameters. We identified this genetic network in (Fig. 1 ) using the ARK parallelized algorithm and the MCMC algorithm in about 4 months. The algorithm is detailed in Materials and Methods.
2) THE EXACT INTEGRAL SOLUTION ALGORITHM FOR SOLVING LINEAR ODE SYSTEMS ON THE GPU
Since the ARK method still needs significant time for solving this large system of ODEs and since an alternative and a control to the ARK method is desirable, an independent exact integral (EI) solution for solving the first order linear ODEs in Eqs. (1-4) was implemented using Gauss-Legendre quadrature [12] which fits exactly our ODEs system described above in this paper, (see Materials and Methods). We found no difference in the resulting solutions between the two methods as shown in (Fig. 6) , where the max absolute error was 10 −4 using just 32 Gauss-Legendre quadrature points. This solution's accuracy is sufficient for these biological problems [10] . The speed of the exact ODE solution did not depend on the set of parameters in a MCMC update while it does in the case of ARK method. With the exact integral solution algorithm we solved the whole problem on the GPU within ∼12 hours per MCMC, instead of 4 months by ARK: a 240-fold speed up over ARK on the same GPU. However, with both methods being highly accurate, the EI method applies only to first-order linear ODEs (putative ccg part in (Fig. 3) ), while ARK applies to any ODE system as mentioned before.
II. MATERIALS AND METHODS
All microarray data used for analysis in this paper came from Accession 13 entitled ''cycle 1'' in the public database FFGED [14] , and the description of the data collected are described in Dong et al. [9] . In the cycle 1 dataset there are 2,436 features. Genes that are QA-responsive were removed so as not confound results using later datasets involving a QA-responsive promoter, leaving 2,418 genes for analysis. The ''cycle 1'' data are also attached in the supplement.
A. OBTAINING THE REGULATOR [REG k ] PROTEIN CONCENTRATIONS
A) The protein concentration [ 
To choose a value for the initial condition r k which is comparable in magnitude to typical values of [Reg k (t)] over the observation time interval [T 0 , T 1 ], we require that r k matches the time average of [Reg k (t)]:
Inserting the foregoing ODE solution equation for [Reg k (t)] into the latter equation for r k, , we obtain a simple linear algebraic equation for r k which is easily solved, given the inputs L c , D cp and m k (t) on time interval [T 0 , T 1 ], These time-averaged, and also initial, concentration values serve as the r k -input values in Eqs. (5) and (10) (11) (12) .
B. ENSEMBLE METHOD FOR DISCOVERING A GENOMIC-SCALE NETWORK OF UNKNOWN TOPOLOGY
There are two phases in the ensemble method: in the equilibration phase parameters values are found that allow the ODEs solution to fit to the experimental data, and in the accumulation phase many models or equivalently, sets of parameters, that represent the experimental data well are accumulated. Averaging over these models captured in the accumulation phase allows prediction about how the described genetic network will behave. Thus, averaging many solutions of the ODEs (obtained by a MCMC method utilizing the Metropolis algorithm) with different initial conditions and parameters values allows an assessment of fit to the experimental data.
For best performance, unlike the equilibration phase which runs on a single GPU, the accumulation phase can be run in two GPUs, one for solving ODE solutions that are used in the χ 2 -calculation for the Metropolis Monte Carlo update; and the other for calculating the results for the ''MC Scores'', i.e., the ODE model solutions actually included in the ensemble MC sample to average and compare to the experimental data. The former ODE solutions (for χ 2 -calculation) need to be calculated only for the 13 time-grid points at which observations were made; the latter (for inclusion in the ensemble MC sample) are required, less frequently, but on a much denser grid of time points. Moreover, overlapping the CPU and GPU jobs was considered and implemented in our simulation code whenever possible. A detailed description of the ensemble MC method on GPUs for the supernet is given right below.
The following steps describe the algorithm for the ensemble method [5] , [6] according to θ j = θ j + SW j (2u-1) where u ∈ [0,1] is a uniformly distributed random number drawn for each module; the updated θ-component number, j, is likewise drawn with uniform probability from j ∈ {1, 2, . . . , 10}; and SW j is a step width variable assigned to every initial condition and rate coefficient MC variable, θ j . Each SW j is to be continually adjusted for optimal MC equilibration. b) The proposed new regulator weights, µ k ', are from old µ k in a total-weight-preserving pairwise updating step, according to the following procedure, for each ccg module: 1-A pair of weight indices, i and j, each from {0, 1, . . . , 5}, is selected with uniform probability, with i =j. 2-The new weights are calculated as µ i = µ i − µ and µ j = µ j + µ; whereas µ k = µ k for all other k, with k = i and k = j, and the random change µ is generated as follows: 3-A step-width factor g ji =r f ji is calculated where r is a uniform random number, r ∈ [0,1]; and f ij is the max step-width value, assigned to each weight-preserving µ-updating pair and continually adjusted for optimal MC equilibration. Each f ij must be chosen to obey 0<f ij <1 and f ij =f ji; 4-Then set µ=g ji min(µ i, 1-µ j ) which ensures that µ≤ g ji µ i ≤ µ i and
This then also ensures that the proposed new weights (1-5) or (10-12) for each nonregulatory ccg depends only on the six regulator proteins, but not on any other non-regulatory ccg modules. Furthermore, the regulator proteins are assumed to be independent of all nonregulatory ccg modules. As a result, the θ-and µ-variables of each non-regulatory ccg are also statistically independent of the θ -and µ-variables of all other non-regulatory ccg modules in joint the ensemble likelihood function [6] for the whole system of all ccg modules. In other words, the whole-system ensemble likelihood function [6] , Q, factorizes into independent single-ccg likelihood functions, Q (n) , for each non-regulatory ccg module n. For that reason we can then perform the accept/reject steps of the θ -and µ-variables separately and independently for each non-regulatory ccg module. We thus apply the standard Metropolis criterion separately and independently to each 32 VOLUME 3, 2015
non-regulatory ccg, each with the Metropolis acceptance probability P acc
, as defined below. By drawing a uniform random number r (n) ∈ [0, 1], the proposed change of the θ -or µ-variables, for a given ccg n,is accepted when r (n) <P acc (n) , else rejected. Here, the probability ratio R (n) is given in terms of the single-ccg ensemble likelihood function Q (n) (θ ,
Here n=1, 2, . . . , N and N=2418-5=2413 is the total the number of non-regulatory ccg modules. M=13 is number of observation time points, t m , at which experimental ccg mRNA concentration data, y exp.
n,m have been taken for ccg-module n. These experimental mRNA data are compared in the χ 2 -function to the corresponding ODE model solutions for the mRNA concentration, F m (θ, µ) ≡ g r (t m ; θ, µ), obtained at time t m for ccg module n, given the module's ensemble MC variables (θ, µ). We use log-concentration difference residuals in the χ 2 -function because it is ''scale-factor free'', i.e., it assigns the weight to each data point in χ 2 independent of scale factor fluctuations. Data points (n, m) are assigned to scale factor classes, c, such that two data points belong to the same class if they both share the same unit conversion factor from experimental concentration units (fluorescent photon counts) to model concentration units; and c(n, m) denotes the class to which data point (n, m) has been assigned [6] . The log of the unknown unit conversion factor, ψ c , for each class c is treated as an ensemble MC variable [6] , on the same footing as θ and µ. The updates of the ψ-variables are performed separately and with a different procedure than θ -and µ-updates, as described below. In our experimental data sets, each ccg slave module actually has the same log unit conversion ψ c , i.e., there is only one scale factor class. However, our approach applies generally to data sets requiring multiple scale factor classes. B) Müller-Box updates of unit conversion factor variables ψ. At fixed θ and µ for all ccg modules, the whole-system ensemble likelihood function, Q= N n=1 Q (n) , results in an independent 1D Gaussian distribution for each log unit conversion factor variable ψ c . We therefore update each ψ c by drawing it from the appropriate 1D Gaussian distribution, without Metropolis, using the M'uller-Box algorithm [16] . Since all θ and µ are fixed, the draw from this Gaussian distribution does not require a new solution of the model ODE system. Also, using M'uller-Box, we achieve100% acceptance This modification on the weight constraints will allow both the suppressor and one of the five activators to fully bind to the ccg at the same time and thus compete in the ccg's regulation. In this case, only the five activator weights, µ 0 , µ 1 , µ 2 , µ 3 , µ 5 , are updated by the pairwise MC updating procedure b) described above, while weight µ 4 is treated like a θ-variable using the single-variable Metropolis MC updating procedure a). The single-variable Metropolis updating procedure is of course also used again for the θ -variables of each ccg module.
C. AN ENSEMBLE METHOD USING THE ADAPTIVE RUNGE KUTTA ON THE GPU
The ARK algorithm can be used for solving system of linear and non-linear ODEs. In this paper, the ARK method is implemented on the GPU by assigning a thread to solve for a single system of ODEs out of 2,418 systems, so in essence, we have 2,418 threads solving the same system of ODEs, but each has a different set of parameters. We used the registers on the GPU as they are the fastest memory holder to define any variable that is required by the ARK method. On the other hand all of constant data, for instance, the interpolation files, which are six files one for each regulator, and all of the ARK's constants to be defined on the constant memory of the GPU. This code organization shows the best performance among other code organizations that were tested. Algorithms were coded in CUDA/C++ and are attached as a supplement and in sourceforge.net under the keyword vtens_ARK_clock1.
D. AN ENSEMBLE METHOD USING THE EXACT SOLUTION ON THE GPU
The system of ODEs described above can be solved using an exact integral solution formula for solving the first order linear ODEs described above on the GPU using CUDA/C++ (code attached) and in sourceforge.net under the keyword vtens_EI_clock1.
1. The general first order linear ODE
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is solved subject to initial condition y (t) = y 0 at time t = t 0 by:
where J (t) = t t 0 p(t )dt . To avoid numerical overflows of the exponential function in the integrand, e J(t ) , we rewrite and numerically implement Eq. (7) as follows:
2. Use the foregoing formula to solve the ODE for g 1 (t), with g 0 (t) replaced by g 0 (t) = g tot (t) − g 1 (t); where quantity g tot (t) is the total gene concentration which is constant in time t, and given by: g tot (t) = g 0 (t 0 ) + g 1 (t 0 ); where g 0 (t 0 ) and g 1 (t 0 ); are the initial conditions for g 0 (t) and g 1 (t), imposed at time t 0 = 0 3. Use the solution for g 1 (t) (tabulated and interpolated) and the same formula, Eq. (7), to solve the ODE for the RNA concentration, g r (t) 4. Use the solution for g r (t) (tabulated and interpolated) same formula, Eq. (7), to solve the ODE for the protein concentration, g p (t).
5. The Gauss-Legendre (GL) quadrature method [17] approximates the integral for a function f (t) with t ∈[a, b] in terms of GL weights (w
, for a given number of integration points, N G , with k∈{1, 2, . . . , N G } as follows:
In this paper, we used N G = 32 points to compute each J (t) for the t-grid used in Eq. (8) and N G = 6 points in between each of these 32 t-grid points to compute J (t ) for the t -grid used in Eq. (8) . The algorithm used to compute the GL weights and roots is previously described [18] .
E. REGULATORY NETWORK WITH CSP-1(NCU00045) AS A REPRESSOR
Fitting of the five distinct models in (Fig. 11) by MCMC using the ensemble method with the exact solution was replicated twenty times for a total of 100 MCMC simulations.
As can be seen in (Fig. 11 ) the χ 2 distributions are approximately normal, which implies that the mean of each of the χ 2 distributions (χ 2 ave ) is going to be normal. We performed a one-way analysis of variance on the average χ 2 ave with the data in Table 1 . A one-way analysis of variance was performed on the average chi-squared values in Table 1 [19] . The analysis of variance is reported in Table 2 . There is a significant difference at less than 0.0001 level in the average chi-squared values in Table 1 . We then used the highly conservative Scheffe multiple comparison test to conclude that only the ensembles with all activators and m = 1 was significantly worse than the ensemble with a repressor (m = 4) and 4 activators at the 0.05 level [19] . The remaining four model ensembles (other than the ensemble with all activators and m = 1) could not be distinguished from the latter model ensemble with a repressor (m = 1) and 4 activators (m = 4). There is too much overlap in the distributions of the chisquared statistics across the respective ensembles to distinguish them as reported in the body of this work and (Fig. 11) .
F. REAL-TIME QUANTITATIVE POLYMERASE CHAIN REACTION (RT-qPCR) OF REGULATOR TARGETS FOR CIRCADIAN RHYTHM (TABLE 5)
Knockout strains were obtained for NCU01640 and NCU06108 [20] and crossed to a bd strain (Fungal Genetics Stock Center Strain 1858 or 1859, respectively) to generate the double mutants, bd, NCU01640 KO and bd, NCU06108 KO . Each of these double mutants were assayed for circadian rhythms in the 5 target genes in Table 5 , using ubiquitin and rDNA as controls over a 48 h window. Replicate cultures of each strain were grown in liquid culture and synchronized by an average of 26 h of light (7-micromoles per Liter per second per meter squared) and then transferred to the dark to assay circadian rhythms of target genes, a cycle 1 experiment [9] . In these experiments the total growth time (50 h) of 13 replicate cultures was kept constant, and one flask was harvested for cells every four hours over the 48 h observation period in the dark (D/D).
Total RNA was harvested from the 13 cultures of each strain, each at a different time point using a Spectrum Plant Total RNA kit (Sigma-Aldrich, St. Louis, MO, USA, Inc.). All RNA samples were then treated with DNase (# EN0525, Thermo Scientific, Pittsburgh PA, USA) according to manufacturer's protocol (but omitting the supplied buffer). The quality of the 26 RNA samples was assessed using an Agilent Technologies RNA 6000 Nano LabChip (#5067-1511, Agilent Technologies, Inc., Santa Clara, CA, USA) on an Agilent Technologies, Inc. 2100 Bioanalyzer, yielding RNA Integrity Numbers (RIN) between 6.0-6.3. cDNA synthesis was carried out with a Superscript III Ist Strand cDNA Synthesis Kit (Invitrogen, Inc., Grand Island, NY USA 18080-051). RT-qPCR was carried out on an ABI-Prism 7500 with a Brilliant III Ultra-fast SYBR Green qPCR Master Mix(#600882, Agilent Technologies, Inc.) or Brilliant II SYBR Green qPCR Master Mix(#600828, Agilent Technologies, Inc.).
For each target gene in Table 5 three primer pairs were tried and one selected based on amplification plots and disassociation curves (Table 3) . Two genes were considered for endogenous controls, 18S rDNA and ubiquitin. Both endogenous controls had expression levels that were aperiodic, but ubiquitin had RNA levels more comparable to those being measured in the targets and was selected as the endogenous control. The reference time point was 48 h for relative change in expression. All selected primers had a single amplification product from the disassociation curves, but the peaks for the NCU04166 and ubiquitin primers in the disassociation curve were broader than the rest. The five primers selected for the target genes and endogenous controls were validated by 5, 4-fold dilution series with correlations of at least 0.97 [21] . All reactions were compared to a control reaction only missing reverse transcriptase. These RT controls differed by ∼2-5 cycles from the start of amplification from those with reverse transcriptase. No-template controls tended to amplify after cycle 34, if at all, suggesting minimal random contamination during qPCR plate setup. Relative gene expression (RQ) was quantified by the C T method, and the average threshold cycle for each time point was normalized to ubiquitin at 48h for each strain. Periods of RQ series were estimated by fitting a sinusoid by the method of maximum likelihood as described previously [22] . The parameters, namely y-intercept, amplitude, period, and phase, were computed by maximum likelihood scoring initialized by a grid search.
FIGURE 7.
The network of 2,418 putative clock-controlled genes fits to experimental data using the ensemble method very well. The predictions (orange and purple) and the observation data (black dots) are shown in 3 dimensions. The modules in (Fig. 3) are ordered based on the similarity of their profiles.
III. RESULTS AND DISCUSSION

Comparison to Profiling Experiments:
The ARK solver on GPUs to implement MCMC methods was sufficient to describe and explain published profiling data on 2,418 putative ccgs as it is shown in (Fig. 7) and (Fig. 8) . Five model ensembles were identified by varying the Hill coefficients of the transcriptional regulator in Eq. (5), with m = 4, 2, or 1 and by varying the NCU00045 encoded regulator from an activator to a repressor as shown below in Eqs. (10) (11) (12) . The ensembles of the described genetic networks predicted the mRNA levels for most of the genes, and as is shown (Fig. 7) and (Fig. 8) , the overall fit of the RNA profiling data on 2,418 genes was consistent with ensemble predictions. The average contribution of a data point to the χ 2 was 2.05 (and 2.02 with CSP-1 as a repressor, which was a little larger than the working model (1.54) [9] .
A. DISCOVERING THE REGULATORY NETWORK OF THE PUTATITVE CLOCK-CONTROLLED GENES
A variety of biological functions for the putative ccgs were identified previously [9] . By fitting the profiling data to the supernet in Eq. (5) and given µ k (the regulator binding strengths), k=0, . . . , 5, we have been able to assign target genes and their functions to the corresponding regulators, WCC, ADV-1 (NCU07392), RPN-4 (NCU01640) in transcriptional control, product of NCU06108 in transcriptional control, repressor CSP-1 (NCU00045) [23] , and product of NCU07155 (in regulation of nitrogen and sulfur metabolism). Each regulator has a corresponding binding strength (µ k ) to a target gene. For example, the binding strengths, µ 0 and µ 5, correspond to WCC and NCU07155, respectively. Having the ensemble average of binding strengths (µ's) for the 2,418 targets, the highest µ average for each gene indicated the candidate-binding regulator for that gene or slave module. In (Fig. 9) , the number of genes assigned to each regulator is displayed.
FIGURE 9.
Putative ccgs are assigned to each of the six regulators (WCC, NCU07392, NCU01640, NCU06108, NCU00045, NCU07155). The highest µ average over the 40,000 accumulation sweeps of the 2,418 genes indicates the candidate-binding regulator for that gene.
As shown in the video, the supernet reconstruction of the network via MCMC converges quite quickly to the assignment of putative ccgs to regulators, i.e. to the estimates of the binding strengths. In the video the dynamic assignment of putative ccgs to regulators is shown during the equilibration stage of MCMC over the first 250 sweeps (a sweep being a visit on average to each parameter in the model during MCMC). The assignment(s) of 2,418 -6 putative ccgs to 6 regulators is made in less than 250 sweeps.
We tested whether or not the genetic network hierarchy could be simplified in Table 4 and asked whether or not the regulation could simply be by WCC or simplified by dropping one of the 5 other regulators. At least one activator (namely rpn-4 (NCU01640)) needed to be retained, and the data strongly supported at least one other transcription factor under WCC control in the hierarchy in (Fig. 1) and (Fig. 2) .
FIGURE 10.
A genetic network consisting of 2,418 slave modules and a master module for the clock mechanism with repressor (NCU00045). There are 4 positive activators (NCU07392, NCU01640, NCU06108, NCU07155) and a repressor (NCU00045) under control of WCC, to be identified by the ensemble simulation [6] , [7] .
B. REGULATORY NETWORK WITH CSP-1(NCU00045) AS A REPRESSOR
Sancar et al. [23] suggested that CSP-1 may be a repressor as a opposed to an activator in (Fig. 10) . We tested this hypothesis. Involving CSP-1 as a repressor instead of an activator implies changing Eqs. (1,2 and 5) respectively to the following, with TABLE 4. At least one regulator rpn-4 (NCU01640) cannot be excluded from the hierarchy in (Fig. 1) and (Fig. 2) without a highly significant loss of goodness of fit. The χ 2 WCC is for the model in (Fig. 3) , in which WCC is the only regulator hypothesized. Averageχ 2 Model is for a model in which the named transcription factor in column 1 is removed. The χ 2 ALL is for a model which there are 4 activators and 1 repressor, namely in (Fig. 10) . All starred ( * )χ 2 differences are significant at less than the 0.001 level. k=4 being the CSP-1 protein:
For this model, the weights µ k are constrained only by µ k ≥ 0 and 5 k=0,k =4 µ k = 1, while µ 4 ≥ 0 has no upper bound, as described in Materials and Methods. (Fig. 10) shows that the supernet in (Fig. 1) can be changed to involve the CSP-1 as a repressor instead of an activator while (Fig. 11) shows χ 2 values for a model ensemble with different Hill coefficients value and with CSP-1 as an activator or repressor.
From (Fig. 11) , we observe that for the three model ensembles with activators only the ensemble without cooperativity (m = 1) has χ 2 values substantially larger (and worse) than those of the two ensembles with cooperativities, m = 4 and 2. The χ 2 values of the model ensembles, with cooperativity m=4 and 2, overlapped each other, and the best fits were achieved with Hill coefficients of m = 4 as shown in (Fig. 7) and (Fig. 8) . These results were consistent with earlier results [6] in that the model ensembles overlapped with cooperativities of 2 and 4 and in that the χ 2 values were lower with m = 4. However, treating CSP-1 (from NCU00045) as a repressor (see below) with Hill coefficient of 2 or 4 yielded lower χ 2 -values but similar fit to the case with 5 activators each with Hill coefficient of 4 (WCC, NCU07392, NCU01640, NCU06108, NCU07155). Nonetheless, by replicating the ensemble fitting twenty times for each model, with a different random MC initial for ensemble model parameter variables at the start of each replica simulation (for a total of 100 MCMC runs), we find overlapping χ 2 distributions as in (Fig. 11) for all of the models except for the activator model ensemble with m = 1 (red) in (Fig. 11) (See Materials and Methods). We conclude one model ensemble can be rejected, the models (in red) involving all activators and a Hill coefficient of m = 1.
C. DISCOVERING A BROAD ARRAY OF FUNCTIONS FOR CLOCK-CONTROLLED GENES
Putative ccgs found from the averages of the binding strengths (µ's) in the model ensemble and shown in (Fig. 9) were classified by their pathways and functions using KEGG Mapper software [24] . (Fig. 12) shows the number of annotated genes regulated by a particular regulator and participating in a particular pathway or function. In (Fig. 13) we show the binding strength of a particular regulator associated with a particular group of genes. There are distinct profiles for the regulators, and the binding strengths are quite high for at least one regulator to each target.
An additional test was carried using the 862 genes that were inferred here to be regulated by WCC by asking how many genes were identified out of 292 genes [6] , [9] that are known to be regulated by WCC. The test showed that there were 153 clock-controlled genes out of the 292 genes identified correctly while one sixth of the 292=∼ 48 genes are expected to be regulated by each regulator including WCC if target genes were assigned at random to regulators.
D. CRITICAL TEST OF GENETIC NETWORK PREDICTIONS USING RT-qPCR
As a critical test of the network in (Fig. 12) , we focused on five annotated genes in ribosome biogenesis [9] whose binding strengths suggested regulation by the two of the six transcription factors, namely NCU01640 (rpn-4) or NCU06108. Genes NCU00685 (or ck-1a) and NCU09843 are predicted targets of RPN-4, and NCU00476, NCU04166, and NCU08903 are predicted targets of the cognate protein of NCU06108 (as seen from the highlighted binding strengths in green in Table 5 ). The gene NCU00685 also appears to be a target of WCC. All circadian genes had periods between 16 and 30 h [9] before introducing a knockout. The prediction was that knockouts of rpn-4 or NCU06108 should alter expression of all five genes, although the target gene NCU00685 should retain some rhythm. The binding strengths of the transcription factors to the five targets are summarized in Table 5 , as estimated by the ensemble method.
The casein-kinase-1a (ck-1a or NCU00685) target gene is a ccg, directly regulated by WCC, as determined previously [9] . Hence, a knockout of NCU01640 should not prevent ck-1a from being circadian. Indeed, its circadian rhythm in (Fig. 14) is estimated here at 25 ± 2 h by RT-qPCR. In contrast, a gene free from circadian control should have an abnormally long 'period' when tested for periodicity, making it indistinguishable from a non-oscillating system. For example, rDNA levels VOLUME 3, 2015 (5) with ± standard errors. Numbers in green highlight predicted targets of NUC01640 and NCU06108 cognate proteins.
FIGURE 14.
Change in Relative expression (RQ) of 4 of 5 target genes involved in ribosome biogenesis were correctly predicted as circadian or not circadian by the network model under knockout of NCU001640 (blue in Fig. 10 ) and NCU06108 (green in Fig. 10 ). RQ was determined by RT-qPCR (See Materials and Methods) using ubiquitin as endogenous control.
followed a 48 h period here (over a 48 h observation window) when ubiquitin was used as the internal control in RT-qPCR (see Materials and Methods). Accordingly, the periods of NCU04166 and NCU08903 shown in (Fig. 14) were 35 ± 4 h and 39 ± 2 h, consistent with loss of rhythm; the peaks for these two genes were far apart in (Fig. 14) . The remaining two genes, NCU09843 and NCU00476, were found to have periods of 22 ± 2 and 20 ± 2 h consistent with those observed in race tubes to assay circadian rhythms [9] , but a periodicity test based on amplitude was not significant for NCU00476 (P = 0.0519) [22] . Results of the same periodicity test for the remaining 4 targets were significant at the 0.05 level, although the periodicity test based on amplitude for NCU09843 was barely significant (P = 0.0355).
Retention of a circadian rhythm in NCU09843 could be due to another transcription factor (e.g., WCC) transmitting the circadian signal (see Table 5 ), mis-assignment of the target to its predicted transcription factor by our algorithm, or other regulatory mechanisms at work on circadian genes. Interestingly, the binding strength of WCC to NCU09843 is stronger than to the other targets in Table 5 .
IV. CONCLUSION
New algorithms for solving large systems of ODEs in parallel on the general-purpose graphical processing units (GPUs) allowed us to identify the dynamics of a genome-scale genetic network of unknown regulatory topology ( Fig. 1) and (Fig. 2) using a supernet that consisted of 2,418 putative ccgs as shown in (Fig. 3) . In over 40 years of clock biology, a set of 295 genes that are circadian, light-responsive, and under WCC-control have been identified and span a broad array of functions [9] , [25] . To date these are likely to be clockcontrolled genes. In this paper, we successfully fitted the dynamics and the rhythms of all 2,418 genes that are circadian in (Fig. 7) by ensemble methods implemented on a GPU and assigned each of them a place in a larger regulatory hierarchy. In addition to that, the simulation identified these genes' regulators and assigned putative functions in (Fig. 12) . The final best network identified involved a hierarchical regulatory network in (Fig. 10) with CSP-1 acting as a repressor. In this network rpn-4 (NCU01640) and NCU06108 were assigned to regulate ribosome biogenesis in (Fig. 12) . This connection between the clock and ribosome biogenesis was previously reported [9] and has been recently confirmed in mouse [26] . This connection of the clock to ribosome biogenesis raises the possibility that there are other regulatory mechanisms at work beyond transcriptional control [27] in (Fig. 10) .
Strengths of Supernet Method. One of the features of the model in (Fig. 1) was the independent regulation of the target gene modules. Some of the target genes are likely to interact with the clock module in (Fig. 3) or with each other. The supernet method can be generalized by replacing the regulators with other kinds of regulatory modules involving post-transcriptional regulation mechanisms. One example of alternative regulatory modules would be the RNA operon [28] . Such alternative regulatory modules have the effect of linking together certain clusters of target genes by new kinds of post-transcriptional regulators and hence weakening the assumption of independence in target gene modules. This approach is completely feasible to implement on GPUs.
Another strength of ensemble methods in systems biology is data integration. Ideker et al. [1] integrated RNA profiling data as used here with protein profiling data. For example, under materials and methods we simplified the reconstruction problem by assuming the initial concentration of the regulatory proteins was a time average of the regulatory protein concentration because this is the kind of data most people have. This assumption allowed us to calculate the trajectory of each regulatory protein. If one were to have the time and resources, it would be useful to carry out Westerns on all of the regulator proteins in Fig. 10 to determine their protein profiles. We predict this will allow us to differentiate the ensemble hypotheses in Fig. 11 with protein profiling data on the regulators.
A third strength of the Supernet Method is the possibility of generalization to multiple roles for regulators. In equations (10)- (12) we assumed each regulator had one of two roles as activator or repressor. In the same way that there could be different regulatory modules, there could also be a partition of the role of one regulator as activator or repressor depending on the targets. The supernet method allows us the possibility of generalizing equations (10)- (12) and to test a regulatory structure with multiple roles for each regulator, depending on the target module.
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