ABSTRACT. We give an explicit description of a syntomic regulator of a certain class of fibrations which we call hypergeometric fibrations. The description involves hypergeometric functions.
INTRODUCTION
In a preprint [A] , the first author discussed Beilinson's regulators of a hypergeometric fibration f : Y → P 1 given by an equation
f is smooth over P (λ), Q(ζ N )) decomposes into the product of 2-dimensional eigenspaces. In [A] , we construct an element ξ in Quillen's K 2 of X := f −1 (P 1 \ {0, 1, ∞}) (this is explicitly given as a K 2 -symbol in case (a, b) = (1, 1), but otherwise we have only the existence), and give an explicit description of the Beilinson regulator reg(ξ) in terms of the generalized hypergeometric functions 3 F 2 or 4 F 3 . In case of (N , a, b) = (2, 1, 1), f is the Legendre family of elliptic curves, and then one can expect the Beilinson conjecture on non-critical values of L-functions and regulator. In loc.cit. we also give a numerical verification on the conjecture for our reg(ξ).
The purpose of this paper is to give a p-adic counter part of [A] . We consider the hypergeometric fibration given by an equation
which is defined over the Witt ring W = W (F p ). There is an element ξ ∈ K 2 (X ) constructed in [A] . The main theorem is to give an explicit description of reg syn (ξ) in terms of hypergeometric function 2 F 1 , where reg syn is the syntomic regulator map
to the syntomic cohomology of Fontaine-Messing ( [Ka2] ) or the rigid syntomic cohomology of Besser ([Be1] ). See Theorem 3.1 for the precise statement. Besser showed that the syntomic regulator on K 2 of curves are the Coleman integral ( [Be2] Theorem 3). Thus our main theorem allows us to obtain a description of the Coleman integral in terms of hypergeometric functions (Theorem 9.2) To prove the main theorem, we make use of the theory of F -isocrystals which are, simply saying, integrable connections with Frobenius action. The strategy is as follows. To an element ξ ∈ K 2 (X ), we associate an extension 0 −→ H 1 (X /S)(2) −→ M ξ (X /S) −→ O S −→ 0 of filtered F -isocrystals on S := P 1 \ {0, 1, ∞} ( §2). Then its extension data gives the syntomic regulator ( §6). To compute the extension data, we take two steps. First we derive "differential equations" of reg syn (ξ) from the commutativity of the Frobenius and connection ( §7). To do this we need to compute the matrix of the Frobenius on H 1 (X /S) completely, not only the eigenvalues but also non-diagonal entries. This is done in §5. The second step is to determine the "constant terms". To do this we compute the syntomic regulator on K 2 of the degenerating curve f −1 (0), which is essentially the regulator on H 1 M (SpecW, Q p (2)) and hence the p-adic dilogarithmic function ln (p) 2 (z) appears ( §8).
Notation. For a integral domain V and a V -algebra R (resp. V -scheme X ), we denote by R K (resp. X K ) the tensoring R ⊗ V K (resp. X × V K ) with the fractional field K .
Suppose that V is a complete valuation ring V endowed with a non-archimedian valuation | · |. is the ring of power series a α T α such that for some r > 1, |a α |r |α| → 0 as |α| → ∞. We simply write
. Let X be a V -scheme of finite type. Let X K := X × Spec(V ) Spec(K ) and let (X K ) an denote the rigid analytic space associated to X K . Moreover, we let X be the formal V -scheme obtained as the completion of X , and let X K denote its generic fiber, which is a rigid analytic space. Note that we have a canonical inclusion X K → (X K ) an and that it is the identity if X is proper. If Y is a sub-k-scheme of X k , then the tube of Y in X K Let n be an integer. The Tate object in Fil-F -MIC(S), which we denote by B K (n) or are exact for all i . Then the category Fil-F -MIC (S) forms an exact category which has kernel and cokernel objects for any morphisms. It also forms a tensor category in the usual manner with an unit object B K (0). Thus the Yoneda extension groups
in Fil-F -MIC (S) are defined in the canonical way (or one can further define the derived category of Fil-F -MIC (S) , [BBDG] If r ≥ 1, it is no longer a rational function but an overconvergent function.
Proof. Since ln (p) r (z) has Z p -coefficients, it is enough to check ln
The last term of (2.1) is written as
This shows that ln
This shows ln
, as required in case r = 1. Let
By (2.2) one has
and hence ln
, as required in case r = 2. Continuing the same argument, we obtain ln
for every r .
Remark 2.3. The proof shows that ln
We define the log object Log(1 − T ) in Fil-F -MIC(S) as follows.
• Log(1 − T ) dR is a free B K -module of rank two; Log(
• c is the natural isomorphism.
• Φ is the B † K -linear morphism defined by
• ∇ is the connection defined by ∇(e −2 ) = 0 and ∇(e 0 ) =
Note that ln (p) 1 (T ) belongs to B † by Proposition 2.2. It is straightforward to check that these data define an object of Fil-F -MIC (S) . It would be convenient here to remark that we have a situation where we need to regard Log(1 − T ) dR not only as usual connections on A 1 K \ {1} but as a logarithmic connections on P 1 K with logarithmic singularity along {1, ∞} (It is easy to check that the connection ∇ has logarithmic singularity along {1, ∞}). Similarly, the overconvergent F -isocrystal Log(1−T ) rig with the connection ∇ an and Φ can be naturally considered as an log. F -isocrystal on the log. scheme (P 1 k , {1, ∞}) overconvergent along {1, ∞}.
For a general S = SpecB and f ∈ B × , we define the log object Log(f ) to be the pull-back
] is given by u(1 − T ) = f . This is fit into the exact sequence
], and σ C a p-th Frobenius such that σ C (T ) = T p . Let n ≥ 1 be an integer. We define the n-th polylog object Pol n (T ) of Fil-F -MIC(SpecC ) as follows.
• Pol n (T ) dR is a free C K -module of rank n + 1; Pol n (T ) 
• Pol n (T ) 
• Φ is the C † K -linear morphism defined by
• ∇ is the connection defined by
where
When n = 2, we also write Dilog(T ) = Pol 2 (T ) , and call it the dilog object.
For a general S = SpecB and f ∈ B satisfying f , 1 − f ∈ B × , we define the polylog object
given by u(T ) = f . When n = 1, Pol 1 (T ) coincides with the log object Log(
2.4. Relative cohomologies. In this subsection, we discuss objects in Fil-F -MIC(S) arising as a relative cohomology of smooth morphisms (with a condition about compactification). Firstly, we describe the situation for projective case.
Relative de Rham and rigid cohomology of proper smooth morphisms. Let u : X → S = Spec(B) be a projective smooth morphism of smooth V -schemes. Then, for each i ≥ 0, it defines an object H i (X /S) of Fil-F -MIC(S) in the following manner. In fact,
) is defined as follows:
and ∇ (resp. Fil • ) to be the Gauss-Manin connection (resp. the Hodge filtration) on
• Let S → S be a projective completion of S and let u : X → S be a projective completion of the composite morphism
We consider the natural morphism
and firstly check that this is an isomorphism. Because it is a morphism of coherent j † S k O ]S k [ -modules (which follows from the properness of ]u[ k and Kiehl's theorem), it suffices to show that its restriction to ]S k [ is an isomorphism. Moreover, it suffices to prove that it is an isomorphism at each fiber, and in fact this is true because of the base change theorem and the comparison of the (absolute) algebraic de Rham cohomology and the rigid cohomology [G, (7) ]. Now, the desired comparison isomorphism c is obtained by taking its global section on (S K ) an of (2.4). In fact, the global section of the target of (2.4) on (S K ) an is, being isomorphic to that on ]S k [, nothing but the relative rigid cohomology
and the first tensorand is isomorphic to the algebraic de Rham cohomology
Note also that the Gauss-Manin connection on H i rig (X k /S k ) (as a rigid cohomology) coincides with the connection induced by the Gauss-Manin connection ∇ on
Relative cohomologies of non-projective cases. We will also need the "relative cohomology object" for families of open varieties. Let u : U → S be a smooth morphism of smooth V -schemes of pure relative dimension, and assume that there exists an open immersion U → X and a projective smooth morphism u X : X → S that extends u. Moreover, assume that D := X \ U is a relative normal crossing divisor with smooth components. Let S → S be a projective completion with S \ S a divisor of S, and let u : X → S be a projective completion of the composite morphism X u X − − → S → S. Let us construct an object 
between the relative log-rigid cohomology and the relative rigid cohomology; in fact, this is the comparison isomorphism [Ca-T, 1.1.1] in the case where the ambient morphism u is not necessarily smooth but smooth around X k [Ca-T, 1.1.2(4)]. The sheaf 
Proposition 2.6 (Gysin exact sequence). Let u : X → S be a proper smooth morphism of relative dimension one, let D be a divisor of X such that u| D is finite etale, and put U := X \ D and u := u| U : U → S. In the above notation, assume that X is of relative dimension one over S and D is a relative smooth divisor. Then, there exists an exact sequence
Proof. It is a standard fact about de Rham cohomology that we have an exact sequence
(X K /S K ) → 0 the morphisms in which are horizontal and compatible with respect to Fil. The relative rigid cohomology also have a Gysin exact sequence [S, 6.1 .2] compatible with Frobenius morphisms. The construction shows that they are compatible with the comparison isomorphisms, which shows the proposition.
Extensions associated to
Recall from §2.3 the log objects Log(f ) and Log(g ) in Fil-F -MIC(U ). The exact sequences (2.3) gives rise to a 2-
To prove this, it is enough to show the following.
Proof. Dilog(T ) has a unique increasing filtration W • (as an object of Fil-F -MIC(C )) that
and the filtration Fil
where ι is the first inclusion, where π is the composition with the second projection and the inclusion W −2 → W 0 and where add : (x, y) → x+y, shows that Log(T )(1)∪Log(1−T ).
The following commutative diagram, where π 2 is the second projection and where π is the natural surjection, shows that this equals zero in the group Ext
This completes the proof of the vanishing Log(T )(1) ∪ Log(1 − T ) = 0. The proof of "Log(T )(1)∪Log(−T ) = 0" goes in a smilar way by replacing Dilog(T ) with Sym 2 Log(T ).
We define an object
and ∇ is the Gauss-Manin connection and Fil
• is the Hodge filtration on the de Rham cohomology with coefficients. Here we note that the coefficient "Cone[· · · ]" can be seen as a complex of mixed Hodge modules by M. Saito [Sa2] , so that one can define the connection and the Hodge filtration in the canonical way. The comparison isomorphism By the construction, M f ,g (U /S) can be fit into the exact sequence
Here we note that the strictness with respect to Fil
• follows from the fact that the above can be seen as an exact sequence of variations of mixed Hodge structures, again by the theory of Hodge modules [Sa1] , [Sa2] .
Proposition 2.9. The morphism
Proof. The proof is similar to that of Proposition 2.7 on noting that the strictness with respect to Fil • on cohomology with coefficients follows from the theory of Hodge modules (details are left to the reader).
Lemma 2.10. The following diagram is commutative:
Here, the tame symbol is defined by
and the vertical arrow on the right sends h ∈ O(D) 
where the two horizontal morphisms on the left-hand side are the canonical surjections and the vertical ones are the projections. Via the identification Log(
(which sends e 0,f to 1), the homomorphism p ′ is nothing but the connecting morphism arising from the extension 0
Replacing ξ with mξ for some m > 0, one can express
Since the tame symbol of ξ is f | D , the assertion follows.
Let (S) . Notice that d log :
denotes Quillen's K -theory. Therefore, Proposition 2.9 and Lemma 2.10 immediately imply the following.
Proposition 2.11. The map (2.8) uniquely extends to
SYNTOMIC REGULATORS VIA HYPERGEOMETRIC FUNCTIONS
For a, b ∈ Z p , we denote by
the hypergeometric function, regarded as a formal power series with coefficients in Z p . Let A be a noetherian Z p -algebra complete with respect to the ideal p A, and let σ : A → A be a p-th Frobenius (i.e. a lifting of the p-power map on A/p A). We define
is the Witt ring and σ is the p-th Frobenius, we also write it by log (p) (α).
Hypergeometric fibration
Q be a surjective morphism of projective smooth varieties over Q, such that a smooth general fiber f −1 (λ) is a nonsingular projective model of an affine curve
Let p ≥ 3 be an odd prime number prime to N (N −1). We shall give an integral model over Z p in §3.3, which we denote by f :
(1) and f 
By this action H
an integer n we denote by M (n) the subspace on which each ζ ∈ µ N acts by multiplication by ζ n . It follows from [A-O2] Prop. 3.1 that there is a decomposition
is free of rank 2 over O(S Q p ) with a free basis
For the later use, we introduce another basis
] and
3.2. Main Theorem. For a smooth projective scheme V over a complete discrete valuation ring with a perfect reside field, we denote by H
• syn (V, Q p ( j )) the syntomic cohomology groups of Fontaine-Messing (cf. [Ka2] ). We also use the rigid syntomic cohomology groups H
• rig-syn (V, Q p ( j )) by Besser [Be1] . They agree for projective smooth varieties. However, for non-complete varieties, the former does not give the "right" cohomology theory, while so does the latter.
Let f : X → S be as in §3.1. Let W = W (F p ) denotes the Witt ring of the algebraic closure of F p , and K := Frac(W ). For α ∈ W \ {0, 1}, we denote by
Our main theorem gives an explicit description of the syntomic regulator map
To give the precise statement, we prepare notation. Let 
where log
2 (λ) η n by the basis (3.4) and (3.5). In a down-to-earth manner, they are given as follows
The main theorem of this paper is the following. 
are overconvergent for each i , n, and the syntomic regulator is described as
Remark 3.2. By the proof below (especially §8.2 (8.19)), one further sees that the coef-
Q be the hypergeometric fibration over Q in §3.1. In this section, for p ≥ 3 a prime number prime to N (N − 1) we construct an integral model f :
], and the divisors f
and glue them by z = x For the later use we write down the singular fiber (3.18) 
where z 1 = w
. Hence Z has two irreducible components Z 1 and Z 2 such that
and intersect transversally. The intersection locus Z 1 ∩ Z 2 ⊂ W 2 is given by
and
, y * = t y and w * = t w. For simplicity of notation we write y = y * and w = w * 
and it is given as (y 1 , t ) = (0, 0). Let V 
Then P 1 has a singular point (x, y 2 , t ) = (0, 0, 0) and P 2 has a singular point (x, y 1 , t 1 ) = (1, 0, 0). The latter is a rational singularity of type A N−1 , and there is a resolution such that the reduced part of the fiber over t = 0 is a relative NCD over Z p . The former is a singular point of type t y N = x(t − x). If we take the blowing up along (x, t ) = (0, 0), then three rational singular points of type A N appear, and hence we can again resolve them. We thus have a resolution V 
and they are given as (
Q 2 is smooth over Z p while Q 1 has a singular locus (w, t ) = (0, 0). Again take a blowing up Q * 1 → Q 1 along the locus (w 2 , t ) = (0, 0). It is covered by
is smooth over Z p while Q 3 has two singular points (z, w 2 , t 1 ) = (0, 0, 0), (1, 0, 0). Both are rational singularities of type A N . There is a resolution such that the reduced part of the fiber over t = 0 is a relative NCD over Z p . We thus have a resolution V ′′ 2 → V ′′ 1 . Summing up the above we have a projective flat morphism
which is smooth over SpecZ p [t , t −1 ] and V 2 is smooth over Z p . One can check that the redcued part of the fiber over t = 0 (⇔ λ = ∞) is a relative NCD over Z p . We thus have the desired integral model
4.1. De Rham symplectic basis for totally degenerating abelian varieties. Let R be a regular noetherian domain, and I a reduced ideal of R. Let L := Frac(R) be the fractional field. Let J /R be a g -dimensional commutative group scheme such that the generic fiber J η is a principally polarized abelian variety over L. If the fiber T over SpecR/I is an algebraic torus, we call J a totally degenerating abelian schemes over (R, I ) (cf. [F-C] Chapter II, 4). Assume that the algebraic torus T is split. Assume further that R is complete with respect to I . Then there is the uniformization ρ : G g m → J in the rigid analytic sense. We fix ρ and the coordinates (u 1 , . . . , u g ) of G g m . Then a matrix
of multiplicative periods is determined up to GL g (Z), and this yields an isomorphism In what follows, we suppose that the characteristic of L is zero. The morphism ρ induces Let U be defined by
is bijective. Let 〈x, y〉 denotes the symplectic pairing on H 1 dR (J η /L) with respect to the principal polarization on J η . We call an L-basis 
, the basis η j are uniquely determined as well by (DS2). Proposition 4.1. Let V be a subring of R. Suppose that (R, I ) and V satisfy the following.
(C):
There is a regular integral noetherian C-algebra R complete with respect to a reduced ideal I and an injective homomorphism i :
is injective where we put L := Frac( R) and
Proof. By the assumption (C), we may replace
There is a smooth scheme J S /S over a connected smooth affine variety S = SpecA over C with a Cartesian square
Then the image of SpecR/I is contained in D since J has a totally degeneration over SpecR/I . Thus we may replace R with the completion 
be the analytic fibration associated to J S /S. Write
be the flat connection compatible with the Gauss-Manin connection on H
(J S /S) and prove (4.2) for the above flat connection. Write
be the homology cycle defined by the circle |u i | = ε with 0 < ε ≪ 1. Let γ j ∈ H 1 (J λ , Z) be the homology cycle defined by the path from (1, . . . , 1) to (q j 1 , . . . , q j g ). As is well-known, the dual basis
where δ i j denotes the Kronecker delta. We have ω
, and then
where (x, δ) denotes the natural pairing on H
2) is immediate from this and (4.3).
Let ). There is a commutative diagram
with all arrows injective. Hence the desired assertion for ω i , η j can be reduced to that of ω
. This completes the proof.
Periods of Jacobian scheme
be the HG fibration in §3.3. Let W = W (F p ) be the Witt ring. Recall that f has a totally degenerate semistable reduction at λ = 0. The fiber Z = f −1 (0) = Z 1 ∪ Z 2 is a relative SNCD over Z p and the intersection points Z 1 ∩ Z 2 consists of W -rational points (4.4) 
Fix a primitive N -th root ζ ∈ Z × p of unity, and put P := (ζ
be a (N − 1) × (N − 1)-matrix and put
where we regard q i j ∈ Q p ((λ)) (see Remark 4.3 below). Then q i j ∈ Z p ((λ)) and there is a surjective homomorphism
as abelian schemes over W ( (λ) 
Remark 4.3. The definition (4.7) is rewritten as
Therefore the coefficients of "log λ", "log N " and "log(1 − ε)(1 − ε −1 )" are rational integers, and hence one can regard q i j ∈ Q(ζ)((λ)) ⊂ Q p ((λ)).
Proof. Fix an embedding
and consider the analytic fibration f :
. We first compute the period integrals
where ω n is the holomorphic 1-form in (3.4), and γ i 's are the basis of H 1 (X λ , Q) which we shall give in below.
Let X λ → P 1 be the N -th cyclic covering given by (x, y) → x. This is ramified at x = 0, 1 with the ramification degree N , so that there are unique points P 0 , P 1 ∈ X λ above x = 0, 1 respectively. Let |λ| < 1. Let e be a path in X λ from P 0 to P 1 such that x ∈ [0, 1] and y = e ω n = B(a n , 1 − a n ) 2 F 1 (a n , 1 − a n , 1; λ), a n 
B(a n , 1 − a n ) 2 F 1 (a n , 1 − a n , 1; λ) (S an , λ) be the local monodromy at λ = 1, and put γ i := T 1 δ i . Then one has (4.11)
·B(a n , 1−a n )T 12 F 1 (a n , 1−a n , 1; λ) = (1−ζ i n N )·2π −1 2 F 1 (a n , 1−a n , 1; 1−λ) where the second equality follows from [NIST] 15.8.10. Since (4.10) and (4.11) are not proportional and det(1 − ζ i n N ) 1≤i ,n≤N−1 = 0, the homology cycles δ i , γ j are linearly independent in H 1 (X λ , Q), and hence they give a basis over Q. Put f n := B(a n , 1 − a n ) 2 F 1 (a n , 1 − a n , 1; λ), g n = 2π −1 2 F 1 (a n , 1 − a n , 1; 1 − λ) and a (N − 1) × (N − 1)-matrix
The period matrix is given as follows
Using the expansion of F n (λ) at λ = 
B(a n , 1 − a n )
Hence the matrix ( * * ) coincides with τ in (4.7) via the embedding ι : W → C. Since 〈δ i , γ j 〉 ⊂ H 1 (X t , Z) is a sub Z-module, one has a surjective homomorphism (C
) locally around λ = 0. This means that there is a surjective homomorphism
as abelian schemes over C((λ)). Since 2πi /B(a n , 1 − a n ) = e πi n/N − e −πi n/N ∈ ι(W × ) and Q ∈ GL(ι(W )), the matrix ( * ) is an invertible matrix with coefficients in ι(W ) → J (X /W ((λ))) over W ((λ)) which sits into a commutative diagram
where the top arrow is the base change by ι and the bottom arrow is the composition of (4.12) and the base change by ι. This implies q i j ∈ W ((λ)) (and hence q j j ∈ Z p ((λ))) and a surjective homomorphism
as abelian schemes over W ((λ)). Proof. We again take an embedding W → C, and consider the analytic fibration J → S an as in the proof of Theorem 4.2. Letting δ i , γ j ∈ H 1 (X λ , Z) be as in there, it is enough to show (4.13) 1 2π −1 δ i ω(ν) ∈ Q and (4.14)
De Rham symplectic basis of J (X /W ((λ))). Let
Recall (4.10)
B(a n , 1 − a n ) 2 F 1 (a n , 1 − a n , 1; λ) = −2π −1 · ζ
where ζ 2N := exp(π −1n/N ). Therefore we have
the desired assertion (4.13). To show (4.14), we note (4.15) e η n = B(2 − a n , a n ) 2 F 1 (1 + a n , 2 − a n , 2; λ) = N n B(a n , 1 − a n )F ′ n (λ).
Therefore we have
B(a n , 1 − a n ) ( * )
Here the equality ( * ) is proven in the following way. Let f (λ) :
It follows from the hypergeometric differential equation for F n (λ) ([NIST] 15.10.1) that one has f ′ (λ) = 0, namely f (λ) is a constant function. Using the expansion of F n (λ) at λ = 1 ([NIST] 15.8.10), one has lim λ→0 f (λ) = B(a n , 1 − a n ) −1 . Now the above implies
This completes the proof.
(X /S) be the Gauss-Manin connection. Then
Proof. The former is straightforward from (4.9) and (4.15) together with the hypergeometric differential equation for F n (λ) ([NIST] 15.10.1). The latter follows from this and a computation
Lemma 4.6. Let τ n (λ) be as in Theorem 4.2. Then
Hence τ n (λ) = − logλ + κ n + τ n (λ) where τ n (λ) is as in (3.7).
Proof. Apply the projector H
on the equality (4.2) with respect to the basis in Proposition 4.4. The multiplicative periods are computed in Theorem 4.2 so that we get
for some c ∈ Q(ζ) Let A be an integral flat noetherian V -algebra equipped with a p-th Frobenius endomorphism σ on A which is compatible with σ K . Assume that A is p-adically complete and separated and there is a family (a i ) i ∈I of elements of A such that it forms a p-basis of A n := A/p n+1 A over V n := V /p n+1 V for all n ≥ 0 in the sense of [Ka1] Definition 1.3. Notice that the latter assumption is equivalent to that (a i ) i ∈I forms a p-basis of A 0 over V 0 (loc.cit. Lemma 1.6). Write
• M is a locally free A K -module of finite rank,
Letting L := Frac(A), the category F -MIC(L) is defined in the same way by replacing A with L. Let f : X → SpecA be a projective smooth morphism. Write X n := X × V V /p n+1 V . Then one has an object
where Φ is induced from the Frobenius on crystalline cohomology via the comparison 
denote the associated object via the natural equivalence
Definition 5.1 (Tate objects). For an integer r , a Tate object A K (r ) is defined to be the triplet (A K , ∇, Φ) scuh that ∇ = d is the usual differential operator, and Φ is a multiplication by p We define a log object L og (q) = (M, ∇, Φ) to be the following. Let
be a free A K -module with a basis e i , f j . The connection is defined by
and the Frobenius Φ is defined by
By definition there is an exact sequence
Theorem 5.3. Let R be a flat V -algebra which is a regular noetherian domain complete with respect to a reduced ideal I . Suppose that R has a p-th Frobenius σ. Let J be a totally degenerating abelian scheme with a principal polarization over (R, I ) 
which sends the de Rham symplectic basis
Proof. Let q i j be indeterminates with q i j = q j i , and t 1 , . . . , t r (r = g (g + 1)/2) are products q 
. , t r ]] ([F-C] Chapter III, 4.4). Then there is a Cartesian square
such that the bottom arrow sends t i to an element of I by the functoriality of Mumford's construction ([F-C] Chapter III, 5.5). Thus we may reduce the assertion to the case of
, I = (t 1 , . . . , t r ) and h = q i j . Moreover we may replace the Frobenius σ on R with an arbitrary one (e.g. [E-M] 6.1), so that we may assume that it is given as σ(q i j ) = q p i j and σ(a) = a for a ∈ Z p . Under this assumption log (σ) (q i j ) = 0 by definition. Therefore our goal is to show
Since the condition (C) in Proposition 4.1 is satisfied, (5.2) is nothing other than (4.2). We show (5.3). Let q and a → σ(a) for a ∈ R, which we also write Φ. Therefore
In particular Φ preserves the Hodge filtration, so that Φ( ω i ) is again a linear combination of ω i 's. Since
On the other hand, since Φ(ker ∇) ⊂ ker ∇ and ker ∇ is generated by η j 's by (5.2), Φ( η j ) is again a linear combination of η i 's. Note
This implies Φ( η j ) = η j , so we are done.
Frobenius on J (X /W ((λ))).
Theorem 5.4. Let X /S be as in §3.1. Let W = W (F p ) and let A = W ((λ)) ∧ be the padic completion endowed with a p-th Frobenius σ compatible with the canonical Frobenius on W . Put K := Frac(W ),
n (λ) is as in (3.10) and ω n , η n are as in (3.5).
Proof. Let q be as in Theorem 4.2, and J (Y /W [[λ]]) which is isogenous to
. By Theorem 5.3, there is an isomorphism
Unlike the isomorphism (5.1), the de Rham symplectic basis does not exactly correspond to the basis [ε] to the isomorphism (5.5), we have
Let us put e := P n e 1 and f = P n f 1 . Then
The connection ∇ and the Frobenius Φ are given by
for certain a i j ∈ Q(µ N ). It is straightforward from (4.7) and (5.6) to see that ξ is proportional to d τ n defined in (4.6) and that G is proportional to
n (λ). Let ν be a fixed 2N -th root of unity. It follows from Theorem 4.2 that there is a free basis ν n ω n , ν n η n of the left hand side of (5.7), and they corresponds to e, f up to multiplication by Q × p by Theorem 5.3. Replacing e, f with ce, c f for some c ∈ Q × p , we may assume that the isomorphism (5.7) sends ν n ω n to e. Then it follows from Proposition 4.5 and Lemma 4.6 that we have
Comparing this with (5.8), one sees that ν n η n exactly corresponds to f via (5.7). Hence, by (5.9) and taking account into the Tate twist A K (1), we have
n (λ) η n ). This completes the proof.
we have
or more explicitly
We have
Corollary 5.5. Each F i j (λ) is overconvergent, namely
Let α ∈ W be an element such that λ σ | λ=α = α σ and α ≡ 0, 1 mod p. Let X α → SpecW be the fiber over λ = α, and put X α,0 := SpecF p × W X α . Then the p-th Frobenius φ on
Proof. There remains only to show that F i j (λ) are overconvergent. However this is immediate from the fact that Φ is the p-th Frobenius on
-module with a basis {ω n , η n } 1≤n≤N−1 .
We also have a unit root formula of Dwork type for our hypergeometric fibration.
Corollary 5.6 (Unit root formula). Let
denotes a truncated polynomial, and let
is ordinary, or equiv-
is the evaluation
Proof. Let η ′ n := F n (λ) −1 η n . Then one can rewrite (5.4) as follows 
Recall from Proposition 2.9 the 1-extension
Here we note that d log{h 1 , h 2 } = 0 since {h 1 , h 2 } belongs to K 2 (X ). We simply write M(U /S) = M h 1 ,h 2 (U /S), and denote by M dR (U /S) (resp. M rig (U /S)) the de Rham cohomology (resp. the rigid cohomology). Then, in terms of the diagram (6.3), one has
Then a direct computation yields
This shows that e dR ∈ Fil 0 M dR (U /S) is the unique lifting of 1 ∈ B K in (6.4). Let e rig ∈ M rig (U 0 /S 0 ) be the corresponding element via the comparison.
Theorem 6.2. Let Φ be the Frobenius on M rig (U /S) induced by σ. Then under the inclusion
where log (σ) (x) is the function as in Lemma 6.1.
Proof. By (6.5) we have
where the last equality follows from Proposition 6.4. The following diagram
is commutative up to sign. Here the left vertical arrow denotes the symbol map on Milnor K -groups to the rigid syntomic cohomology groups. The map ρ is given in the following way. Let
be an 1-extension of filtered Φ-modules. Let e dR ∈ Fil 0 M dR be the unique lifting of 1 ∈ K . Let e rig ∈ M rig be the corresponding element via the comparison. Then ρ associates Φ(e rig ) − e rig ∈ H 1 rig (V /K ) to the above extension.
Proof. By definition of the cup product of syntomic cohomology, we have
(see also [Be2] ( 3.2)). This means
and this agrees with (6.7) up to sign.
PROOF OF MAIN THEOREM : PART 1
We are now in a position to prove Theorem 3.1. Let
be as in the beginning of §6. Recall from Theorem 6.3 the 1-extension
in Fil-F -MIC (S) . Let e dR ∈ Fil 0 M dR (X /S) be the unique lifting of 1 ∈ B, and e rig ∈ M rig (X /S) the element corresponding to e dR via the comparison
].
Lemma 7.1.
Proof. Exercise.
We turn to the proof of Theorem 3.1. Define overconvergent functions ε
by Theorem 6.3 and Proposition 6.4. Rewrite
where { ω n , η n } is the basis (3.5). Our goal is to show
To do this it is enough to check the differential equations (3.11) and (3.12) and the initial conditions (3.13) for E (n) i (λ). In this section we check the differential equations, namely
Notice that E (n) i (λ) belong to an affinoid ring
is a truncated polynomial. Applying ∇ on (7.2), we have
where the second equality follows from Proposition 4.5. On the other hand, applying 1−Φ on (7.1), we have
where the third equality follows from Theorem 5.4 and taking account into the Tate twist in "H 1 (X /S)(2)". Comparing the two results, (7.3) and (7.4) are immediate.
PROOF OF MAIN THEOREM : PART 2
There remains to prove
Let W = W (F p ) be the Witt ring. We use the notation in (4.4) and (4.5). Moreover we put
o o 8.1. Syntomic cohomology of log schemes. In this section we use the syntomic cohomology by Kato [Ka1] rather than the rigid syntomic cohomology by Besser, as we shall discuss schemes such as Y which are regular but are not of finite type over W .
Let X be a scheme over W . We write W n := W /p n and X n := X × W SpecW n for an integer n ≥ 1. Let 0 ≤ r < p be an integer. Suppose that X satisfies the assumption in [Ka1] 2.4.
The syntomic complex S n (r ) X is defined to be the mapping fiber of the homomorphism
of sheaves on the etale site of X 1 ([Ka1] 2.5, [Ka2] (1.6)), where X → P an immersion such that P is endowed with a p-th Frobenius f and D n denotes the DP-envelope of X n ⊂ P n with respect to the canonical divided power on pW n , and J
is the i -th DP ideal. The
We write S n (r ) X ,P,f if we make the choice of (P, f ) clear. Although the syntomic complex apparently depends on the choice of (P, f ), there is a functorial isomorphism between S n (r ) X ,P,f and S n (r ) X ,
If M is the log structure associated to a normal crossing divisor D, we write (X , M) = X (D) and
). In the same way as before, one can define a homomorphism
and one has a homomorphism (0) be the fiber over λ = 0. Suppose that the reduced part D red is a relative NCD over W , and the multiplicity of each component of D is prime to p. We endow the log structure N on S associated to the divisor λ = 0, and the canonical DP structure on
be the canonical morphism from the category of log crystals to the category of etale sheaves. By [Ka3] Theorem (6.4), Ru
We fix a p-th
for some a ∈ 1 + pW . In the same way as before one can define a homomorphism
compatible with σ, and
which obviously factors through φ Y (D) n in (8.7). We sum up the above in the following proposition. 
Suppose further that f is projective, then this induces
Proof. The first assertion is obvious. For the proof of (8.11) it is enough to show the following lemma.
(2) Let E
• be a complex of locally free O Y -modules of finite rank. If f is projective,
Proof. The first assertion can be checked locally in the etale topology on noticing that f is locally given by ( 
one has an exact sequence 
Then, by taking the projective limit, we have 
which makes the following commutative (8.15)
If f is projective, then we have
• Y /S ) by taking the projective limit of the cohomology of (8.14) (note Lemma 8.3 (2) for the rght hand side).
Proof. Note first that the map (8.8) is not a morphism of complexes. In a precise sense, there are a quasi isomorphism ω
of complexes which sits into a commutative diagram
Note that h is a quasi isomorphism. Suppose that dim(Y /S) < r and hence ω This does not depend on the choice of the coordinates (u, v ) up to sign. Obviously Lemma 8.5. The symbol {h 1 , h 2 } ∈ K 2 (X ) has no boundary at Z = f −1 (0). In particular {h 1 , h 2 }| X ∈ K 2 (X ) lies in the image of K 2 (Y ).
Proof. We already know the explicit description of Z in §3.3. The assertion is now an easy exercise.
We turn to the proof of E A direct computation yields Res P ν ( η n ) = 0 and
where s ∈ Z does not depend on n. By a diagram chase of (8.17), we have 
is an inclusion and i ′ Z is the reduction modulo λ.
We prove that E 
without ambiguity of sign. We compute the both sides of (8.21) explicitly. Let {P ν } = Z 1 ∩Z 2 be the set of intersection points (4.4) and φ i : {P ν } → Z i ,K the embeddings. We fix an isomorphism 
Therefore the LHS of (8.21) is given as the cohomology class of .
