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We report here two new calculations of very high accuracy for the electronic energy of the ground state of the water molecule. The energy given by a fixed-node quantum Monte Carlo calculation is Ϫ76.421(1) hartrees, a value lower than any previously reported variational energy and only 0.017 hartrees above the experimentally-derived nonrelativistic, infinite-mass value of Ϫ76.438(3) hartrees. The energy given by an analytic variational calculation with a 341-function basis set approaching the complete-basis-set, fullconfiguration interaction limit is Ϫ76.4274 hartrees, a value even lower and only 0.011 hartrees above the experimentally derived value.
Fixed-node quantum Monte Carlo ͑FN-QMC͒ calculations 1,2 are variational with respect to node locations. Like analytic variational calculations they provide an upper bound to the energy. For the water molecule and a number of other small molecules the lowest variational energies have been provided by FN-QMC calculations. If exact node locations could be specified the exact energy could be calculated, but exact node locations cannot be specified in advance except in the simplest cases. The best node locations give the lowest energies and these have, in general, been obtained in the form of single-determinant trial wavefunctions produced in analytic SCF calculations. Attempts to obtain improved node locations with multiconfiguration trial functions have not led to significantly lower energies for the water molecule. In the work reported here the node locations were obtained from a single-determinant function of nearHartree-Fock-limit quality. The single-determinant function was multiplied by a Jastrow ͑Bijl͒ function to improve the electron-electron correlation without modifying the node locations.
The calculations were carried out for the water molecule in a single geometry corresponding to the experimentally determined equilibrium geometry. The same geometry has been used in earlier calculations of several types. It is given by: r OH ϭ r OH Ј ϭ0.9752 Å, ЄHOHϭ104.52 deg.
The SCF function was determined for an STO basis set of the type (5s,4p,2d/3s,2p) derived from the STO basis for OH reported by Cade and Huo. 3 The analytic SCF calculation was carried out after expanding the STO's into 10 ͑for 1s͒ to 6 (3d) Gaussians using the GAMESS 4 program. where a and i, j refer to the nuclei and the electrons, respectively, and where r is defined by rϭbr/(1ϩbr).
Optimization of the coefficients of the Jastrow term was carried out by minimizing the variance in the local energy E loc ϭ H⌿/⌿ in a manner similar to that of a number of earlier works. 5 The expectation value of the energy for the optimized trial function was determined in Metropolis Monte Carlo calculations to be Ϫ76.371(1) hartrees. This corresponds to recovery of 81% of the correlation energy. The standard deviation in the local energy was 1.0 hartree.
The fixed-node QMC calculations were carried out using a diffusion algorithm along with importance sampling based on the trial wavefunction. The algorithm was essentially the same as that for earlier calculations in our laboratory 6 but we added an acceptance/rejection step as described by Reynolds et al. 7 to aid in reducing time-step error. The calculations were executed on parallel IBM SP2 machines located at the Maui High Performance Computer Center.
Calculations were performed with several different timestep sizes to allow extrapolation to a time-step of zero. The step sizes, the energies, and their statistical uncertainties were as follows: ͓⌬ ͑au͒, E ͑hartrees͔͒: 0.002, Ϫ76.4210(7); 0.005, Ϫ76.4224(7); 0.007, Ϫ76.4250 (7); 0.010, Ϫ76.4281(7); 0.012, Ϫ76.4306(7); 0.015, Ϫ76.4384 (7) . A least-squares fit of a quadratic function gave for the intercept at zero step size the energy of Ϫ76.421(1) hartrees.
The result is listed in Table I along with selected results from prior calculations of several types and with the accepted experimental value and that value adjusted to the nonrelativistic, infinite-mass case. The calculated energy is 0.010 hartree lower than the previous low energy obtained 15 for this energy gives a revised experimental value of Ϫ76.438(3) hartrees. The indicated uncertainty results primarily from an uncertainty of 0.0020 hartrees in the relativistic correction of Ϫ0.045 hartrees.
In out analytic variational calculations we obtain an alternative estimate of the total correlation energy by fitting the energies obtained from a systematic sequence of wavefunctions that approach the complete basis ͑CBS͒ set, full configuration interaction ͑FCI͒ limit. The core/valence correlation consistent basis sets of Dunning and co-workers [16] [17] [18] were used to help insure smooth convergence to the CBS limit. Additional diffuse functions, taken from the augmented correlation consistent family of basis sets, were also included. Thus, the final basis sets are denoted as aug-ccpCVDZ, aug-cc-pCVTZ, etc. in accord with the usual labeling convention. The largest basis set used in the present work is the aug-cc-pCV5Z set which includes 341 functions on water and up through two sets of h functions on oxygen and g functions on hydrogen. The total energies from each basis set are fitted with a simple exponential function of the form E(n)ϭE CBS ϩBexp( Ϫ Cn), where n ϭ 2 (DZ), 3 ͑TZ͒, etc. A large number of molecular energies have been shown to be well described by this functional form. 19 Convergence to the full CI limit is achieved with a sequence of multireference, single and double excitation ͑MR SD-CI͒ wave functions. Details of these wave functions are given elsewhere. 20 The wave functions are indexed by the sum of the squares of the reference configuration's CI coefficients, ͚c i 2 , which approaches unity as the CI approaches the FCI limit. This sequence of energies is described by another exponential form, with ͚c i 2 as the independent parameter. In a relatively small number of cases where FCI energies were available, this procedure was shown to be capable of extrapolating to the correct limit with an error of less than 1 mhartree. Thus, our approach for estimating the CBS, FCI energy relies upon first estimating the FCI energy for each basis set and then extrapolating the results from the DZ through 5Z sets to the CBS limit. This approach has been used previously to estimate the valence space correlation limit in water. 21 It is difficult to derive meaningful error bars for this procedure, since it employs simultaneously extrapolations in both the 1-particle and n-particle basis sets. Judging by the agreement of the fitting functions with the raw data, which is always better than Ϯ 0.5 mhartree and experience with basis sets as large as sextuple zeta, we propose conservative error bars of Ϯ 3 mhartree.
The MR SD-CI calculations with the DZ through QZ basis sets were performed with the MELDF-X program. 22 Because this program cannot handle h functions, the aug-ccpCV5Z calculations were performed with the MOLPRO-96 codes. 23 MOLPRO was unable to perform the same type of MR SD-CI calculations as MELDF-X. Therefore, we calibrated an internally contracted, complete active space CI ͑iCAS-CI͒ based on a ͑6a1/3b2/2b1͒ active space with the DZ through QZ basis sets. This wavefunction obtained 99.8% of the estimated FCI energy for the TZ and QZ basis sets. Therefore, we assume that the aug-cc-pCV5Z iCAS-CI correlation energy represents 99.8% of the full CI value.
The lowest variational energy, corresponding to the augcc-pCV5Z basis set iCAS-CI was Ϫ76.4274 hartrees. For comparison purposes, the corresponding Hartree-Fock ͑HF͒ energy was Ϫ76.0673 hartrees. At the optimal HF geometry ͑0.940 Å, 106.3 degrees͒ this basis set gave E(RHF) ϭϪ76.0680 hartrees. The estimated CBS, FCI energy is Ϫ76.431Ϯ0.003 hartrees, which is in reasonable agreement with the ''experimental'' value of Ϫ76.438(3) hartrees. We have also performed coupled-cluster singles and doubles calculations, with perturbative inclusion of triple excitations, CCSD͑T͒, using the same correlation consistent basis sets. CCSD͑T͒ energies are lower than our FCI estimates for the TZ and larger basis sets. Our lowest CCSD͑T͒ energy, obtained with the aug-cc-pCV5Z basis, was Ϫ76.4323 hartrees. An exponential fit of the TZ, QZ, and 5Z CCSD͑T͒ energies yields a CBS estimate of Ϫ76.436 hartrees, slightly higher than the estimate of Ϫ76.439 hartrees recently obtained from r12 calculations with even larger basis sets. 24 Since CCSD͑T͒ probably overestimates the true correlation energy, the real value probably lies somewhere between Ϫ76.431 hartrees ͑our CI estimate͒ and Ϫ76.439 hartrees ͓the CCSD͑T͒ estimate͔. 
