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Esta tese apresenta um novo modelo de tarefas para expressar requisitos temporais que
na˜o podem ser facilmente representados em termos de deadlines e perı´odos. Neste modelo,
tarefas sa˜o divididas em segmentos A, B e C. O segmento A e´ responsa´vel por realizar algumas
computac¸o˜es e apo´s seu te´rmino explicitar o intervalo de tempo dentro do qual o segmento
B deve executar para cumprir alguns requisitos de aplicac¸a˜o. Finalmente, apo´s a execuc¸a˜o
de B o segmento C e´ liberado para executar. A execuc¸a˜o do segmento B e´ va´lida se realizada
dentro daquele intervalo de tempo; caso contra´rio, sua contribuic¸a˜o pode ser considerada
sem valor para sua tarefa. O modelo utiliza func¸o˜es benefı´cio para indicar quando a ac¸a˜o
deve ser executada para obtenc¸a˜o do ma´ximo benefı´cio. Soluc¸o˜es da literatura de tempo real
sa˜o adaptadas e integradas para produzir uma soluc¸a˜o de escalonamento para este problema.
Como resultado, foram criadas algumas abordagens (sı´ncronas e assı´ncronas) desenvolvidas
especificamente para o modelo. Testes de escalonabilidade offline foram desenvolvidos para
cada abordagem. Estes testes, ale´m de um resposta aceita/rejeita, fornecem um limite infe-
rior e superior para a qualidade que sera´ obtida pelo segmento B em tempo de execuc¸a˜o. No
decorrer do trabalho, foram realizadas diversas contribuic¸o˜es a` a´rea de tempo real, em es-
pecı´fico na a´rea de algoritmos de atribuic¸a˜o de prioridades, reduc¸a˜o do pessimismo no tempo
de resposta de segmentos na˜o preemptivos e na ana´lise de melhor momento de liberac¸a˜o para
os segmentos B.
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This thesis presents a new task model for expressing timing constraints that do not naturally
admit expression in terms of deadlines and periods. In our task model, tasks are divided
into segments A, B and C. Segment A is responsible by performing some computations and
eventually adjust the time-interval within the segment B should execute to fullfill some ap-
plication constraints. Finally, after the execution of segment B, segment C is released to run.
The execution of B is valid if performed inside that time-interval, otherwise, its contribution
may be considered valueless to its task. The model uses benefit functions to specify when
an action should be performed for the maximum benefit. We integrate some scheduling ap-
proaches from the literature to obtain a possible scheduling solution for our model. As a
result, new synchronous and asynchronous scheduling approaches were created specifically
to our model. Also, we created new offline feasibility tests targeting each scheduling ap-
proach. Besides an accept/reject answer for tasks set, the offline test gives a minimum and
maximum expected benefit for segment B during run-time. During the course of this work
some innovative contributions were made to the real-time literature in areas such as priority
assignment algorithms, pessimism reduction in response-time analysis under non-preemptive
segments and releasing time analysis to increase the segment B benefits.
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Capı´tulo 1
Introduc¸a˜o
Um problema de tempo real pode ser definido como aquele no qual a soluc¸a˜o depende na˜o so-
mente de uma resposta logicamente correta, mas tambe´m correta temporalmente. Isto e´, a resposta
de um problema estara´ correta se a resposta estiver logicamente correta e o tempo em que esta e´
disponibilizada cumpre os requisitos estabelecidos (Liu, 2000).
A soluc¸a˜o de um problema de tempo real inicia com um modelo. Modelo e´ uma representac¸a˜o
do problema sobre o qual podem ser aplicados testes e efetuadas simulac¸o˜es ate´ a obtenc¸a˜o de uma
soluc¸a˜o. Desta forma, e´ importante que o modelo seja fiel ao problema do mundo fı´sico.
Um exemplo pra´tico e´ o problema de monitorar um determinado processo fı´sico com um sistema
computadorizado. Deve-se amostrar dados de um conversor A/D em tempos mu´ltiplos de T, realizar
algumas operac¸o˜es simples com o valor obtido, testar limites de valores, etc. Em caso de extrapolac¸a˜o
dos limites, um alarme deve ser disparado. Ale´m disso, deve-se atualizar o display gra´fico do disposi-
tivo para que os valores sejam apresentados na tela corretamente. Esse problema pode ser modelado
com uma tarefa perio´dica que executa a cada perı´odo T com instruc¸o˜es para ler o conversor, realizar
os ca´lculos e num caso especial disparar o alarme. Apo´s realizar os ca´lculos, a tarefa deve armazenar
o valor obtido numa posic¸a˜o de memo´ria que e reservada para o vı´deo. Uma outra tarefa perio´dica
executa com perı´odo de tipicamente 130 s leˆ os dados da memo´ria do dispositivo e envia para o dis-
play. A urgeˆncia relativa das tarefas e´ representada por prioridades e estas podem ser definidas por
algoritmos de escalonamento, como por exemplo no caso do algoritmo Rate Monotonic (RM - onde
as prioridades sa˜o atribuı´das em ordem inversa aos perı´odos das tarefas) (Buttazzo and Buttanzo,
1997). Podemos nos certificar que estas tarefas terminam antes de um deadline relativo (que para
estes propo´sitos pode ser igual ao perı´odo) fazendo o teste de escalonabilidade do RM.
Esse exemplo pra´tico ilustra o que e´ comum na maioria dos problemas de tempo real. As tarefas
sa˜o liberadas em resposta a um evento (ou a` passagem do tempo) e devem terminar sua execuc¸a˜o ate´
os seus respectivos deadlines para que o sistema esteja correto temporalmente. O momento em que
estas tarefas executam em cada ativac¸a˜o e´ altamente varia´vel, em face de interfereˆncias por outras
tarefas de prioridade mais alta ou mesmo bloqueios em virtude de acesso a recursos compartilhados.
Independentemente das incertezas quanto ao real momento em que estas efetivamente executam ou
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de seu tempo de te´rmino, sua execuc¸a˜o esta´ correta desde que o tempo entre sua chegada e o momento
de te´rmino seja menor que seu deadline.
1.1 Problema
Embora muitas aplicac¸o˜es possam ser representadas pelo modelo de tarefas perio´dicas e deadli-
nes, existem algumas situac¸o˜es onde tarefas possuem requisitos especiais (Ravindran et al., 2005).
Em alguns problemas de tempo real, deve-se observar um evento, realizar ca´lculos e disparar uma ta-
refa para executar num tempo futuro, o qual e´ uma func¸a˜o do ca´lculo realizado anteriormente. Ale´m
disso, esse tempo futuro, ou mais especificamente, o intervalo de tempo em que a tarefa deve executar
pode estar associado a um benefı´cio. Se a tarefa consegue executar dentro deste intervalo, tera´ um
benefı´cio ma´ximo para o sistema representando o fato de que a operac¸a˜o realizada dentro daquele
intervalo de tempo e´ mais u´til. Esse benefı´cio diminui antes e apo´s o intervalo de tempo.
Como exemplo, temos nas Figuras 1.1 e 1.2 um cena´rio onde uma tarefa T1 e´ responsa´vel por
periodicamente verificar se existem carros numa rodovia. Ale´m disso, T1 deve medir a velocidade
dos carros, calcular a sua posic¸a˜o futura e ajustar a execuc¸a˜o de uma tarefa T2 para rodar dentro deste
intervalo de tempo. Dentro deste intervalo, T2 deve posicionar a caˆmera nas coordenadas calculadas
por T1 e obter imagens para registro. Na ativac¸a˜o representada em 1.1 o intervalo de tempo onde a
tarefa deve ser executada (para obtenc¸a˜o do ma´ximo benefı´cio) esta´ representado pelo intervalo [s,e].
Nesta figura, T2 e´ executada antes do momento ideal e a caˆmera na˜o obtem uma imagem completa do
carro. Sua contribuic¸a˜o para a operac¸a˜o de rastreamento de carros e´ baixa. Ja´ na Figura 1.2 a execuc¸a˜o
ocorre dentro do intervalo de tempo, resultando numa imagem completa do carro e consequ¨entemente
no ma´ximo benefı´cio.
(x,y)
Time
Timet1 s e
Execuc¸a˜o
Carro no tempo t1
t2∗
Carro no tempo t2∗, s ≤ t2∗ ≤ e
move camera(x,y)
captura imagem
Tarefa T2
intervalo de tempo
Tarefa T1
detecta carro
mede velocidade
calcula posic¸a˜o futura
Figura 1.1: Execuc¸a˜o com benefı´cio pequeno.
(x,y)
Time
Timet1 s t2 e
intervalo de tempo
move camera (x,y)
captura imagem
Carro no tempo t1 Carro no tempo t2, s ≤ t2 ≤ e
Execuc¸a˜o
Tarefa T2Tarefa T1
detecta carro
mede velocidade
calcula posic¸a˜o futura
Figura 1.2: Execuc¸a˜o com ma´ximo benefı´cio.
Um outro cena´rio semelhante ocorre em sistemas embarcados onde tarefas podem enviar men-
sagens utilizando um controlador de protocolo embutido no hardware tal como i2c, RS232, USB,
CAN (Noergaard, 2005). Em muitos microcontroladores de baixo custo, durante a transmissa˜o de
dados, a UCP (Unidade Central de Processamento) e´ mantida ocupada movendo dados da memo´ria
para a porta do controlador de protocolo e esperando uma resposta ou te´rmino da transmissa˜o. Tanto
1. Introduc¸a˜o 5
a tarefa quanto a transmissa˜o precisam ser escalonadas. Ale´m do mais, a transmissa˜o de dados na˜o
pode ser interrompida e a`s vezes deve ser realizada dentro de um intervalo de tempo.
Claramente estes casos de uso na˜o possuem um limite de tempo especı´fico para completar parte de
suas computac¸o˜es; no ma´ximo, eles possuem um intervalo de tempo e possivelmente um intervalo de
tempo ideal onde a execuc¸a˜o de uma parte da tarefa resulta num maior benefı´cio. Assim, o conceito de
deadline e´ inapropriado para modelar estes tipos de aplicac¸o˜es, bem como de um modelo perio´dico
de tarefas. Ainda assim, pela falta de embasamento teo´rico, estes ainda sa˜o implementados com
escalonadores convencionais levando a` falta de previsibilidade.
Algoritmos bem conhecidos tomam deciso˜es baseando-se na frequ¨eˆncia de chegada das tarefas
(por exemplo, Rate Monotonic RM), no deadline absoluto (EDF) e no deadline relativo (DM (Liu,
2000)). Uma melhor soluc¸a˜o de escalonamento para o problema seria incluir no escalonador o co-
nhecimento do benefı´cio da tarefa como func¸a˜o do tempo em que ela executa (func¸a˜o benefı´cio).
1.2 Objetivo e escopo do trabalho
O objetivo deste trabalho e´ fazer uma contribuic¸a˜o a` a´rea de sistemas de tempo real, provendo
meios de representar e solucionar o problema exemplificado na sec¸a˜o anterior. Inicialmente, define-
se um novo modelo para representar o sistema de tarefas, denominado modelo de tarefas baseado
em intervalo de tempo. Neste modelo, assume-se um intervalo de tempo [s,e] onde o benefı´cio ob-
tido pela execuc¸a˜o de uma parte do co´digo da tarefa (segmento) e´ positivo. Dentro deste intervalo
de tempo existe um outro intervalo de tempo denominado intervalo de tempo ideal [ds,de], onde a
execuc¸a˜o do segmento resulta na maior contribuic¸a˜o para a aplicac¸a˜o. O valor obtido pela execuc¸a˜o
da tarefa e´ reduzido, antes e apo´s o intervalo de tempo ideal, utilizando func¸o˜es de benefı´cio (Jen-
sen et al., 1985). Computac¸o˜es realizadas antes e apo´s o intervalo [s,e] podem ser inu´teis para os
propo´sitos da aplicac¸a˜o. Ainda assim, em um caso especı´fico podemos ter ds = s e de = e e toda a
computac¸a˜o realizada entre s e e obte´m o ma´ximo benefı´cio.
Em relac¸a˜o a abordagens de escalonamento, no ambito deste trabalho, considera-se sistemas com
apenas um processador. Sendo assim, foram criadas novas abordagens de escalonamento que adaptam
outras abordagens cla´ssicas da literatura de tempo real ao problema do intervalo de tempo. Sob o mo-
delo do intervalo de tempo, a escalonabilidade do sistema de tarefas pode ser verificada atrave´s de um
novo teste de escalonabilidade que, ale´m de fornecer uma resposta aceite/rejeic¸a˜o, fornece o mı´nimo
e o ma´ximo valor de benefı´cio possı´vel para as tarefas. Com base nesta informac¸a˜o, o projetista de
sistema pode decidir aceitar o sistema de tarefas ou fazer mudanc¸as. Ale´m disso, apresenta-se uma
ana´lise para otimizar o valor de benefı´cio obtido, atrave´s de ajustes no momento em que as tarefas
devem ser liberadas.
A efetividade do teste de escalonabilidade e´ avaliada atrave´s de comparac¸o˜es com simulac¸o˜es
realizadas sobre o mesmo sistema de tarefas, utilizando um simulador especialmente desenvolvido
para este propo´sito. Na sequ¨eˆncia apresenta-se e discute-se alguns trabalhos da literatura de tempo
real que se relacionam com o tema desta tese.
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1.3 Revisa˜o da Literatura
A abordagem cla´ssica para obter uma execuc¸a˜o num instante preciso e´ atrave´s da construc¸a˜o
de um sistema time-driven (Locke, 1992). Um escalonador time-driven possui alta previsibilidade,
e´ de simples implementac¸a˜o e possui grande aceitac¸a˜o em determinados nichos de aplicac¸o˜es. A
arquitetura de um sistema time-driven e´ fortemente baseada na regularidade da execuc¸a˜o de tarefas
periodicas. Consequentemente e´ mais simples de analisar quanto a escalonabilidade (Kopetz and
Gru¨nsteidl, 1994). Infelizmente, este me´todo de escalonar tarefas e´ conhecido pela sua inerente
inflexibilidade quando a escala de execuc¸a˜o deve ser alterada (Tokuda et al., 1987).
Em (Burns et al., 2000) os autores apresentam uma visa˜o geral do escalonamento de tarefas
baseado em valor e sua capacidade para representar sistemas adaptativos e apresentam um framework
para escalonamento baseado em valor. Em (Buttazzo et al., 1995) e´ apresentado um estudo sobre
situac¸o˜es de sobrecarga onde as tarefas sa˜o compostas por um deadline da tarefa e uma me´trica de
qualidade. O desempenho do escalonador e´ avaliado pelos valores cumulativos de todas as tarefas
completadas ate´ seus deadlines. O artigo mostra que em situac¸o˜es de sobrecarga, escalonar tarefas
com base no seu valor resulta em melhor desempenho.
Em (Liu et al., 1994) e´ apresentado um modelo para escalonar tarefas compostas por uma parte
obrigato´ria e uma parte opcional que incrementa o benefı´cio obtido da execuc¸a˜o da tarefa. Neste
modelo, e´ aceita´vel que somente as partes obrigato´rias sejam executadas. Ale´m disso, a execuc¸a˜o
da parte opcional na˜o esta´ relacionada com um intervalo de tempo especı´fico, dentro do qual deve
executar.
Em (Dey et al., 1996) e´ apresentado um caso especial de computac¸a˜o imprecisa onde a recom-
pensa obtida aumenta com a execuc¸a˜o da tarefa ate´ o seu deadline.
Em (Jensen et al., 1985) e´ apresentado o modelo de func¸a˜o utilidade (TUF) onde existe uma
func¸a˜o que associa um benefı´cio a` execuc¸a˜o da tarefa em relac¸a˜o ao seu tempo de te´rmino. O esca-
lonador deve otimizar o benefı´cio acumulado proveniente das ativac¸o˜es das tarefas (Utility Accrual
criteria). Uma extensa˜o deste trabalho e´ apresentada em (Wu et al., 2004). Neste trabalho, e´ apre-
sentado o conceito de JUF (Joint Utility Function) no qual a utilidade/benefı´cio de uma atividade
e´ especificada em termos do tempo de te´rmino de outra atividade. Ale´m disso, eles apresentam a
utilidade de uma atividade como func¸a˜o do seu progresso.
Em (Li, 2004) e´ apresentado um algoritmo de escalonamento heurı´stico para escalonar tarefas
com func¸o˜es utilidade de formatos arbitra´rios (Generic Benefit Scheduling - GBS). Uma me´trica de
utilidade potencial da´ o benefı´cio esperado para a execuc¸a˜o de uma tarefa e todas as tarefas que esta
depende.
No problema de controle de chamadas (call control problem) apresentado em (Awerbuch et al.,
1994) e (Garay et al., 1993) uma sequ¨eˆncia de requisic¸o˜es e´ feita dinamicamente para alocar um
circuito virtual entre dois no´s em uma rede. A requisic¸a˜o e´ composta pelos tempos de inı´cio e fim de
uso do circuito. Para aplicac¸o˜es como transmissa˜o de vı´deo e a´udio, a rede tem que garantir uma taxa
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mı´nima de transmissa˜o de bits entre os no´s. O objetivo e´ maximizar o nu´mero de chamadas aceitas
usando um algoritmo on-line de aceitac¸a˜o.
Em (Lipton and Tomkins, 1994) e´ apresentado um problema de escalonamento on-line de interva-
los no qual um conjunto de intervalos de tempo sa˜o apresentados ao algoritmo de escalonamento. Os
intervalos de tempo sa˜o na˜o-preemptivos, possuem inı´cio e fim e devem ser escalonados exatamente
num determinado instante de tempo. Como trabalhos futuros, os autores discutem o problema similar
no qual os tempos de liberac¸a˜o sa˜o mais gerais e onde a tarefa poderia requisitar que um dado inter-
valo seja escalonado dentro de “x” unidades de tempo. Os intervalos de tempo podem ser deslocados
para acomodar outras tarefas. No mesmo contexto de redes de comunicac¸a˜o, em (Goldman et al.,
1997) e´ mostrado um modelo onde os jobs J sa˜o na˜o-preemptivos, possuem tempo de chegada a j,
um tamanho |J| e um delay ma´ximo w j. Assim, esses jobs podem ser liberados por um algoritmo de
escalonamento on-line durante o intervalo de tempo [a j,a j +w j). Os autores apresentam diferentes
modelos de delays onde este delay pode ser proporcional ao tamanho |J| ou arbitra´rio.
Em (Chen and Muhlethaler, 1996) os autores mostram uma visa˜o geral sobre escalonamento de
tarefas descritas por func¸o˜es de valor para maximizar o benefı´cio. Ainda que sua apresentac¸a˜o sobre
o tema seja gene´rica, seu modelo de tarefas e´ limitado a func¸o˜es cujo valor e´ sempre incrementado.
Ale´m disso, eles utilizam EDF na˜o-preemptivo para escalonar tarefas. Durante a execuc¸a˜o, a ordem
das tarefas do EDF e´ alterada por um algoritmo heurı´stico para otimizar o benefı´cio. O algoritmo na˜o
incorre em perdas de deadlines. A motivac¸a˜o para a escolha de func¸o˜es cujo valor e´ sempre positivo
e´ manter o comportamento do EDF correto, onde o processador esta´ sempre executando enquanto
existirem tarefas prontas a executar. O problema e´ a impossibilidade de descrever algumas situac¸o˜es
do mundo real como as exemplificadas neste capı´tulo.
No escalonamento Just in Time Scheduling uma execuc¸a˜o adiantada de uma tarefa e´ ta˜o ruim
quanto uma execuc¸a˜o atrasada. O algoritmo de escalonamento tenta minimizar o quanto a tarefa esta´
adiantada (earliness) e atrasada (tardiness). Muitos artigos sobre escalonamento de JIT sa˜o encon-
trados na literatura de pesquisa operacional. Em (Baker and Scudder, 1990) os autores fazem uma
revisa˜o da literatura de JIT ate´ a data em questa˜o. Em (Hassin and Shani, 2005) e´ apresentada uma
visa˜o geral de problemas earliness-tardiness e apresentado um algoritmo polinomial para problemas
E/T com penalidades para na˜o execuc¸a˜o. Em (Mazzini and Armentano, 2001) os autores apresentam
um algoritmo heurı´stico para escalonar jobs minimizando o quanto o job esta atrasado/adiantado para
o caso de jobs na˜o-preemptivos.
Em (Tindell, 1992) Tindell propoˆs o uso de offsets para controlar a liberac¸a˜o de tarefas. Ele
tambe´m apresentou a Ana´lise de Tempo de Resposta RTA (Response-Time Analysis) para um modelo
de tarefas com offsets objetivando incrementar a escalonabilidade do sistema em sistemas de priori-
dade fixa. O modelo e´ estendido para suportar offsets dinaˆmicos em (Gutierrez and Harbour, 1998).
Em (Gutierrez and Harbour, 2003), (Pellizzoni and Lipari, 2004) tarefas com offsets sa˜o consideradas
com EDF. Em (Pellizzoni and Lipari, 2005) e´ apresentado um novo algoritmo para verificar a esca-
lonabilidade de transac¸o˜es com offsets e com relac¸o˜es de precedeˆncia entre as tarefas que compo˜em
a transac¸a˜o com base no EDF. Offsets dinaˆmicos sa˜o tambe´m apresentados em (Gutierrez and Har-
bour, 2003). Naquele modelo, subtarefas possuem um offset dentro de uma faixa φ ∈ [φmin,φmax].
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O sistema e´ modelado usando um offset mı´nimo e um jitter de liberac¸a˜o J. Cada subtarefa tem um
offset mı´nimo φmin para controlar a ativac¸a˜o mais cedo da tarefa (liberada depois do final da subtarefa
anterior em relac¸a˜o a` mesma transac¸a˜o) e um jitter igual a` diferenc¸a entre o pior e o melhor tempo de
resposta da subtarefa anterior. Em (Goossens, 2003) e´ definido o conceito de offset free systems, onde
os offsets na˜o sa˜o fixos e o problema e´ encontrar uma correta associac¸a˜o de offsets tal que o sistema
seja escalona´vel. Neste caso, a precedeˆncia entre as tarefas e´ um requisito difı´cil de obter.
Em (Crespo et al., 1999) e´ apresentada a subdivisa˜o de tarefas para melhorar o desempenho em
aplicac¸o˜es de controle por computador, reduzindo o atraso computacional. Uma tarefa original τi e´
dividida em treˆs subtarefas, aquisic¸a˜o de dados, computac¸a˜o e atuac¸a˜o. O algoritmo de escalonamento
proposto (basedo no DM) considera que a precedeˆncia e´ assegurada utilizando diferentes prioridades
para cada subtarefa e as faixas de prioridades sa˜o agrupadas de acordo com o tipo da subtarefa. Os
momentos corretos para liberar a segunda e terceira subtarefa sa˜o controlados utilizando-se offsets.
Os autores tambe´m propo˜em um teste de escalonabilidade para o modelo deles.
Em (Velasco et al., 2003) e´ apresentado um modelo de tarefas auto-ativado para sistema de con-
trole. Durante a execuc¸a˜o, as tarefas podem informar ao escalonador o pro´ximo instante onde devem
ser ativadas.
O problema de recursos compartilhados e´ tratado em (Mok, 1983) assumindo um quanta de pro-
cessador fixo e na˜o-preemptivo com o tamanho igual ao tamanho da maior sec¸a˜o crı´tica. Em (Sha
et al., 1990) e´ apresentado o Protocolo de Heranc¸a de Prioridade (PIP-Priority Inheritance Protocol)
e o Protocolo de Prioridade Limite (Priority Ceiling Protocol PCP) para prioridades esta´ticas. Eles
foram estendidos respectivamente para o EDF em (Spuri, 1995) e (Chen and Lin, 1990). Em (Baker,
1991) e´ descrito a polı´tica de pilha de recurso (Stack Resource Policy (SRP) para prioridades esta´tica
e dinaˆmica.
1.4 Visa˜o geral e organizac¸a˜o da tese
Como sera´ mostrado no texto desta tese, o problema proposto aqui e´ diferente daqueles mencio-
nados na revisa˜o da literatura e foi necessa´rio propor uma soluc¸a˜o especı´fica para ele. Inicialmente
apresentamos, no Capı´tulo 2, uma revisa˜o de alguns conceitos de tempo real que sera˜o utilizados
no transcorrer da tese. Na Figura 1.3 apresenta-se uma visa˜o geral da distribuic¸a˜o do restante do
conteu´do por capı´tulos da tese.
Inicialmente, temos um problema do mundo real que na˜o e´ atendido por soluc¸o˜es existentes na
literatura, como nos exemplos apresentados anteriormente (1). Um novo modelo de tarefas foi criado
para representar o problema do intervalo de tempo (2) e e´ descrito formalmente no Capı´tulo 3, no
seu nu´cleo esta˜o as me´tricas de qualidade que associam um valor de QoS para a execuc¸a˜o da parcela
de co´digo dentro do intervalo de tempo designado. O modelo permite representar treˆs diferentes
modos de execuc¸a˜o que resultam em diferentes soluc¸o˜es de escalonamento. Dentre estes treˆs modos
de execuc¸a˜o, escolheu-se dois modos para uma ana´lise mais profunda. Cada uma destas ana´lises e´
tratada num Capı´tulo diferente sobre as abordagens de escalonamento propostas. A primeira delas,
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Figura 1.3: Visa˜o geral da Tese
abordagem na˜o-preemptiva (3) (Capı´tulo 4) na qual existe uma parcela de co´digo que deve executar
dentro do intervalo de tempo sem ser preemptada. A segunda abordagem, abordagem preemptiva
(4) e´ apresentada no Capı´tulo 5 e cobre o caso em que as parcelas de co´digo que devem executar dentro
do intervalo de tempo podem ser preemptadas por outras de mais alta prioridade. Neste trabalhamos
na˜o sera´ apresentada, por limitac¸o˜es de tempo, a abordagem bloqueante, que e´ uma variac¸a˜o da
abordagem preemptiva. As abordagens de escalonamento teˆm como objetivo apresentar um teste de
escalonabilidade que possa verificar se um sistema de tarefas e´ escalona´vel ou na˜o (aceite/rejeic¸a˜o).
Em nosso caso especı´fico, como trabalhamos com me´tricas de qualidade, o teste de escalonabilidade
fornece, ale´m de uma resposta aceite/rejeic¸a˜o, um limite inferior e um limite superior para a qualidade
que pode ser obtida quando da execuc¸a˜o de uma tarefa. Com base nesta informac¸a˜o, o projetista pode
decidir alterar ou na˜o o sistema.
Como as abordagens de escalonamento resultam em diferentes algoritmos, e´ de especial inte-
resse verificar o comportamento e os resultados do teste de escalonabilidade. Assim, sa˜o realizadas
avaliac¸o˜es (5) e (6) sobre um sistema de tarefas, mostrando os valores de qualidade obtidos. Ale´m
disso, apresenta-se uma ana´lise para melhorar os valores obtidos para o caso da abordagem na˜o-
preemptiva.
O Capı´tulo 6 apresenta as concluso˜es e trabalhos futuros.
Capı´tulo 2
Conceitos ba´sicos: Sistemas de Tempo
Real
Sistemas de tempo real sa˜o sistemas nos quais existem requisitos temporais obrigato´rios para sua
operac¸a˜o. Nestes sistemas o tempo deve ser tratado explicitamente e os requisitos temporais sa˜o
expressos em geral como um tempo ma´ximo para conclusa˜o de uma tarefa (deadline) (Stankovic,
1992).
Nos sistemas convencionais (na˜o tempo real) so´ existe a preocupac¸a˜o com o resultado final de um
processamento, isto e´, se o resultado final esta´ certo ou errado segunda a lo´gica de uma aplicac¸a˜o.
Essa forma de avaliar o resultado final e´ chamada correc¸a˜o lo´gica da aplicac¸a˜o. Nos sistemas de
tempo real existe interesse, ale´m da correc¸a˜o lo´gica, tambe´m na correc¸a˜o temporal dos resultados;
isto e´, se valores foram amostrados dentro de intervalos de tempo pre´-designados, se a atuac¸a˜o ocorre
dentro de intervalos de tempo pr-e-designados e se o processamento foi concluı´do dentro do tempo
pre´-designado. Uma aplicac¸a˜o de tempo real estara´ correta se apresentar correc¸a˜o lo´gica e temporal.
Sistemas de tempo real sa˜o frequ¨entemente empregados para fazer controle digital, processamento
digital de sinais e para lidar com multimı´dia. Diversas aplicac¸o˜es fazem uso dessas func¸o˜es, tais como
controle de motores, controle de roboˆ, transmissa˜o de vı´deo, videogames, equipamentos me´dicos
(tomo´grafos, mamo´grafos, etc.), controle de freios de carro e equipamentos de manufatura (tais como
ma´quinas de corte e injetoras de pla´stico). O sistema precisa cumprir os deadlines das aplicac¸o˜es para
o seu correto funcionamento.
Nestas aplicac¸o˜es a falha em cumprir o deadline pode ter consequ¨eˆncias brandas ou graves. Nas
aplicac¸o˜es de transmissa˜o de vı´deo e videogames, a falha em cumprir os deadlines resultara´ em
reduc¸a˜o da qualidade final da aplicac¸a˜o, tal como perda de quadros numa imagem, gra´ficos sendo
mostrados incorretamente, etc. Nesse caso, a falha possui uma consequ¨eˆncia branda. Nas aplicac¸o˜es
de sistemas de freios e equipamentos me´dicos, as falhas em cumprir deadlines podem causar aciden-
tes ou diagno´stico incorreto de pacientes. A determinac¸a˜o se uma falha possui consequ¨eˆncias brandas
ou graves esta´ diretamente ligada ao valor econoˆmico que a falha resulta e se ela causa risco a` vida
de pessoas. Na aplicac¸a˜o de controle de um roboˆ, a falha poderia ser branda se o resultado da falha
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no funcionamento do roboˆ na˜o envolvesse custos substanciais. Em situac¸o˜es onde o roboˆ e´ utilizado
para explorac¸a˜o espacial, prospecc¸a˜o de petro´leo ou montagem de equipamentos existe um alto custo
associado, assim, uma falha implica em consequ¨eˆncias graves.
Em sistemas de tempo real somente a utilizac¸a˜o de processadores mais ra´pidos na˜o garante que os
deadlines das aplicac¸o˜es sejam automaticamente cumpridos. Ao utilizar processadores mais ra´pidos o
que ocorre e´ a reduc¸a˜o do tempo de computac¸a˜o das tarefas, enquanto que a previsibilidade temporal
continua uma inco´gnita. Sistemas de tempo real sa˜o bastante complexos e na˜o se restringem a device-
drivers e tratadores de interrupc¸a˜o, sendo uma a´rea de pesquisa intensa (Stankovic, 1988).
Uma das questo˜es mais importantes com respeito a sistemas de tempo real e´ o escalonamento das
tarefas e´, em geral, um problema intrata´vel (NP-completo) (Burns and Wellings, 2001). Para que seja
compreendido, necessita-se estabelecer alguns conceitos ba´sicos.
2.1 Classificac¸a˜o de sistemas de tempo real
Existem va´rias formas de classificar sistemas de tempo real. Uma das mais populares tem como
base o impacto causado pela perda de deadlines pelas suas tarefas, dividindo os sistemas de tempo
real em: (Burns and Wellings, 2001).
Tempo real soft - Compreende os sistemas nos quais os deadlines sa˜o indicac¸o˜es de quando seria o
instante ma´ximo para concluir uma determinada tarefa. Assume que os deadlines podem na˜o
ser cumpridos, mas o seu na˜o cumprimento na˜o ocasiona problemas ale´m de uma reduc¸a˜o na
qualidade dos resultados obtidos.
Tempo real firm - Assim como os sistemas com requisitos soft, a perda de um deadline na˜o e´ ca-
tastro´fica. Difere dos sistemas com requisitos soft pois o te´rmino de uma tarefa depois de seu
deadline na˜o contribui em nada para o sistema.
Tempo real hard - Nestes, os deadlines devem ser sempre mantidos, sob pena de se´rias consequ¨eˆncias
em termos financeiros, ambientais ou mesmo em vidas humanas.
2.2 Modelos de tarefas
Formalmente, uma tarefa e´ um conceito abstrato muito utilizado em sistemas de tempo real. Mui-
tas vezes tambe´m chamada de processo, uma tarefa e´ uma unidade de processamento que concorre
por recursos no sistema, tal como processador, discos e memo´ria (Silberschatz and Galvin, 1994).
Uma aplicac¸a˜o de tempo real e´ geralmente formada por va´rias tarefas.
Tarefas podem ser classificadas de diferentes formas, uma das quais e´ quanto ao momento de
ativac¸a˜o. Uma tarefa τi e´ dita perio´dica (periodic) de perı´odo Ti se ela e´ ativada ciclicamente a cada
intervalo Ti de tempo e a taxa de chegada de uma tarefa perio´dica e´ dada pelo inverso do seu perı´odo.
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As va´rias ativac¸o˜es (ou jobs) k que uma tarefa pode ter sa˜o denominadas instaˆncias da tarefa τi e
designadas como τi,k. Se a tarefa pode ser ativada a qualquer momento, ela e´ chamada de aperio´dica
(aperiodic) e se a tarefa possuir um tempo mı´nimo na˜o nulo min entre ativac¸o˜es subsequ¨entes, enta˜o
ela e´ chamada de espora´dica (sporadic) (Burns and Wellings, 2001).
A literatura de tempo real na˜o e´ unaˆnime sobre esta terminologia. Em (Liu, 2000) a autora faz uma
caracterizac¸a˜o diferente para tarefas perio´dicas, aperio´dicas e espora´dicas. Segundo a autora, uma
tarefa perio´dica possui um perı´odo T que e´ o tempo mı´nimo entre chegadas sucessivas da tarefa (que
aqui consideramos uma tarefa espora´dica). Uma tarefa espora´dica pode chegar a qualquer momento
e tem deadline hard. Uma tarefa aperio´dica pode chegar a qualquer momento e tem deadline soft ou
na˜o tem deadline.
Na nomenclatura de tempo real (Buttazzo, 2002), uma tarefa possui um conjunto de caracterı´sticas
temporais. Algumas dessas sa˜o definidas a seguir:
tempo de computac¸a˜o representa quanto tempo uma tarefa necessita ate´ sua conclusa˜o. Como esse
tempo em geral na˜o e´ conhecido, convencionou-se usar o tempo ma´ximo de execuc¸a˜o (WCET-
Worst Case Execution Time) que e´ uma estimativa de pior caso o tempo de computac¸a˜o de uma
tarefa (Puschner and Koza, 1989).
tempo de computac¸a˜o efetivo representa quanto tempo uma tarefa necessita executar em determi-
nada ativac¸a˜o. O tempo de computac¸a˜o efetivo sera´ necessariamente menor ou igual ao WCET.
tempo de inı´cio corresponde ao momento em que uma tarefa inicia sua execuc¸a˜o, apo´s sofrer inter-
fereˆncia de outras tarefas.
tempo de chegada momento em que o escalonador toma conhecimento de uma ativac¸a˜o de tarefa,
corresponde ao inı´cio do perı´odo para as tarefas perio´dicas.
tempo de liberac¸a˜o e´ o momento em que a tarefa e´ colocada na fila de tarefas prontas para executar.
Em geral o tempo de chegada coincide com o tempo de liberac¸a˜o, pois a tarefa seria inserida
na fila de tarefas prontas logo que ocorre sua ativac¸a˜o. Tais tempos podem na˜o coincidir por
caracterı´sticas da implementac¸a˜o do escalonador e pela forma de medir o tempo no sistema.
Neste caso, existe um atraso de liberac¸a˜o da tarefa denominado jitter de liberac¸a˜o (release
jitter).
tempo de te´rmino momento em que a tarefa concluiu. Mesmo que todas as ativac¸o˜es de uma tarefa
consigam concluir antes de seu deadline, pode ocorrer que algumas destas terminem antes do
que outras. Essa variac¸a˜o em relac¸a˜o ao deadline da tarefa da origem ao jitter de saı´da (output-
jitter).
criticalidade paraˆmetro relacionado a` gravidade da perda de um deadline, tipicamente se e´ soft, firm
ou hard.
atraso (lateness) representa o atraso do te´rmino de uma tarefa em relac¸a˜o ao seu deadline. Se a
tarefa termina antes do deadline este valor e´ considerado negativo.
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tempo de retardo (laxity) tempo ma´ximo que uma tarefa pode ser atrasada na sua ativac¸a˜o e ainda
assim completar antes do seu deadline.
tempo de resposta tempo que a tarefa levou desde a sua chegada ate´ o tempo de te´rmino. Consi-
derando todas as ativac¸o˜es de uma tarefa, o ma´ximo tempo de resposta e´ denominado WCRT
(Worst-Case Response Time).
tempo excedente (tardiness) tempo que uma tarefa permanece ativa apo´s o seu deadline.
job ou ativac¸a˜o, instaˆncia da tarefa executando. Uma tarefa perio´dica com perı´odo T , chega (e caso
na˜o exista jitter e´ liberada) no tempo dado por: 0,T ,2T ,3T , etc. ou genericamente T (k− 1),
para k ≥ 1.
offset ou fase - tempo contado do momento de chegada ate´ a liberac¸a˜o da tarefa. Para uma tarefa
com perı´odo T , a k-e´sima liberac¸a˜o ocorre no tempo T (k−1)+o f f set, para k ≥ 1.
precedeˆncia em alguns modelos de tarefas pode existir precedeˆncia entre tarefas, isto e´, restric¸o˜es
quando a ordem de execuc¸a˜o de tarefas. Uma tarefa τi precede τ j (τi → τ j) se a tarefa τ j
so´ pode ser executada depois da tarefa τi ter terminado. Geralmente, relac¸o˜es de precedeˆncia
sa˜o representadas como grafos acı´clicos onde os no´s do grafo sa˜o as tarefas e os arcos sa˜o as
relac¸o˜es de precedeˆncia.
exclusa˜o mu´tua quando tarefas diferentes acessam um recurso compartilhado tal como um disposi-
tivo ou uma estrutura de dados, a execuc¸a˜o dessas tarefas pode levar a uma situac¸a˜o na qual
o recurso compartilhado ficara´ num estado inconsistente. Nessa situac¸a˜o, o acesso ao recurso
compartilhado deve ser controlado de forma que somente uma tarefa por vez possa utiliza´-lo.
As demais ficara˜o bloqueadas esperando a liberac¸a˜o do recurso. Desta forma a consisteˆncia
e´ garantida. A parte de uma tarefa que acessa o recurso compartilhado e´ chamada de sec¸a˜o
crı´tica e deve ser protegida utilizando mecanismos de sincronizac¸a˜o (por exemplo, sema´foros)
para garantir o acesso exclusivo a` sec¸a˜o crı´tica.
inversa˜o de prioridade em sistemas que utilizam prioridades e existe exclusa˜o mu´tua podem ocorrer
situac¸o˜es onde uma tarefa de baixa prioridade esta´ acessando uma sec¸a˜o crı´tica de co´digo e
uma tarefa mais priorita´ria torna-se disponı´vel. Neste caso, o escalonador decide fazer uma
preempc¸a˜o e colocar a tarefa mais priorita´ria para executar. Caso esta tarefa mais priorita´ria
deseje acessar a sec¸a˜o crı´tica, ela ficara´ bloqueada pois uma tarefa de mais baixa prioridade
e´ a detentora do acesso exclusivo a sec¸a˜o crı´tica. Essa situac¸a˜o caracteriza uma inversa˜o de
prioridades, pois a tarefa menos priorita´ria esta´ bloqueando a mais priorita´ria.
A Figura 2.1 apresenta treˆs ativac¸o˜es de uma tarefa τi com tempo de computac¸a˜o Wi, perı´odo Ti e
deadline Di para ilustrar a nomenclatura utilizada.
Com base nesta nomenclatura, podemos descrever uma tarefa perio´dica τ com a qua´drupla <
J,W,T,D > onde J e´ o jitter de liberac¸a˜o, W e´ o tempo de computac¸a˜o, T e´ o perı´odo da tarefa e D
e´ o deadline. Uma tarefa espora´dica seria representada pela qua´drupla < J,W,min,D > e as tarefas
aperio´dicas seriam representadas apenas pela tripla < J,W,D >.
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Di Di Di
tempo de chegada tempo de chegada
tempo de chegada
Per´ıodo Ti Per´ıodo Ti Per´ıodo Ti
Wi Wi Wi
jitter de sa´ıdajitter de liberac¸a˜o jitter de liberac¸a˜o
tempo de in´ıcio
tempo de te´rmino
tempo de in´ıcio tempo de te´rmino tempo de in´ıcio tempo de te´rmino
tempo de liberac¸a˜otempo de liberac¸a˜o
tempo de liberac¸a˜o
Figura 2.1: Representac¸a˜o de ativac¸o˜es de uma tarefa τi.
Num sistema de prioridade fixa, o momento onde todas as tarefas esta˜o prontas para executar e´ o
momento de maior demanda por processador. Ele recebe o nome de instante crı´tico. Na determinac¸a˜o
se um conjunto de tarefas e´ escalona´vel (se e´ possı´vel construir uma escala de execuc¸a˜o para todas as
tarefas) utiliza-se em geral este momento (Liu, 2000).
2.3 Func¸a˜o utilidade
Na literatura de tempo real, costuma-se representar a utilidade dos dados produzidos por uma ta-
refa atrave´s de uma func¸a˜o de utilidade ou func¸a˜o benefı´cio (time-value function) (Jensen, 1993), (An-
drews et al., 2002) e (Burns, 1991). Esta func¸a˜o expressa a contribuic¸a˜o dos resultados produzidos
em relac¸a˜o ao momento em que estes foram gerados. Em sistemas convencionais (na˜o tempo real) a
utilidade da computac¸a˜o na˜o depende do momento em que os dados sa˜o produzidos por uma tarefa,
pois somente existe interesse se estes esta˜o corretos ou incorretos, tal como na Figura 2.2.
Na Figura 2.3 temos uma func¸a˜o utilidade usualmente associada com requisitos de tempo real
hard. Nesta, apo´s o deadline, a contribuic¸a˜o dos resultados da tarefa para o sistema tem um valor
−∞. Enquanto que em todos os instantes anteriores possui valor ma´ximo, independentemente se
este momento ocorreu num tempo infinitesimal apo´s o inı´cio do perı´odo da tarefa ou num tempo
infinitesimal anterior ao seu deadline (Burns and Wellings, 2001).
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Figura 2.2: Func¸a˜o utilidade num sistema na˜o tempo real.
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Figura 2.3: Exemplo de func¸a˜o utilidade hard.
2.4 Carga esta´tica e carga dinaˆmica
Num sistema de tempo real assume-se que a carga no sistema e´ representada pelo somato´rio de
todas as tarefas. Quando todas as tarefas sa˜o conhecidas em tempo de projeto e estas sa˜o perio´dicas
ou espora´dicas, a carga e´ limitada ou esta´tica. Quando existe alguma tarefa aperio´dica, teˆm-se uma
carga dinaˆmica ou ilimitada (Farines et al., 2000).
2.5 Escalonador
O escalonador (scheduler) e´ responsa´vel por escolher qual tarefa num sistema computacional deve
obter acesso a um recurso (tal como processador, disco, memo´ria, etc.). Num sistema computacional
existem diversos dispositivos que podem ser gerenciados por um escalonador. Dentre estes recursos,
o processador e´ o que recebe mais destaque.
Os algoritmos de escalonamento sa˜o utilizados nos sistemas convencionais (na˜o tempo real) para
maximizar o uso do processador, substituindo as tarefas que esta˜o de posse do processador sempre
com o objetivo de melhorar o desempenho me´dio no sistema e/ou promover a justic¸a na partilha de
tempo de processador entre as va´rias tarefas num sistema.
Nos sistemas de tempo real, o escalonador possui objetivos diferentes. Ele deve selecionar qual
tarefa deve obter acesso ao processador para que, idealmente, todas consigam cumprir seus deadlines.
Para tanto, ele constro´i uma escala com a indicac¸a˜o do momento em que as tarefas devem executar.
Um escalonador orientado a prioridades escolhe sempre a tarefa pronta para executar que possua a
prioridade mais alta. A regra de atribuic¸a˜o de prioridades tem implicac¸o˜es na utilizac¸a˜o ma´xima do
processador e quantidade de trocas de contexto que ocorrera˜o, estando ligada ao modelo de tarefas
utilizado.
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2.6 Preemptividade das tarefas
Em alguns modelos de tarefas, a execuc¸a˜o de tarefas pode ser fracionada. Uma tarefa a com
posse do processador pode ser suspensa pelo escalonador para permitir que uma tarefa mais urgente
possa utilizar o processador. A suspensa˜o se da´ atrave´s de uma troca de contexto. Posteriormente,
a tarefa suspensa volta a executar como se na˜o tivesse sido interrompida. Essa suspensa˜o de uma
tarefa e substituic¸a˜o por outra e´ chamada de preempc¸a˜o. Na literatura existem diversos algoritmos de
escalonamento que funcionam desta maneira, entre estes o mais popular e´ o round-robin (Silberschatz
and Galvin, 1994) que fornece uma fatia de tempo de processador para cada tarefa. Quando a tarefa
terminou de executar o seu quantum de tempo o escalonador substitui esta tarefa por uma outra obtida
de uma lista de tarefas prontas para executar.
Uma tarefa que na˜o pode ser interrompida para dar lugar a outra tarefa e´ chamada de na˜o pre-
empta´vel.
2.7 Prioridades
Num sistema onde existem va´rias tarefas sendo executadas pode-se perceber que existem algumas
mais urgentes do que outras. Uma forma para favorecer a execuc¸a˜o de um conjunto mais urgente de
tarefas em relac¸a˜o a um menos urgente e´ fazendo que cada tarefa tenha uma prioridade associada.
Em nossa convenc¸a˜o, prioridades para tarefas sa˜o atribuı´das dentro do intervalo [1,n] onde 1 e´ a mais
priorita´ria e n a menos priorita´ria. Se uma tarefa possui prioridade 2 ela e´ mais priorita´ria do que uma
de prioridade 3 e a tarefa 1 e´ mais priorita´ria do que a tarefa 2.
Algoritmos de escalonamento utilizam polı´ticas de atribuic¸a˜o de prioridades para tarefas para
favorecer determinado conjunto de tarefas em detrimento de outro.
Diferentemente do round-robin que usa a passagem do tempo como crite´rio de preempc¸a˜o, algo-
ritmos de escalonamento com prioridades utilizam o valor nume´rico da prioridade para selecionar a
tarefa que deve executar.
Quando uma tarefa esta´ executando e uma tarefa mais priorita´ria chega, o escalonador preempta
a tarefa que esta executando para dar o processador a` tarefa de prioridade mais alta. Essa situac¸a˜o
caracteriza uma interfereˆncia da tarefa mais priorita´ria sobre a menos priorita´ria.
Algoritmos de escalonamento podem ser de prioridade fixa (ou esta´tica) quando eles utilizam
uma prioridade para as tarefas e esta e´ mantida fixa durante todo o tempo. Os escalonadores nos
quais as prioridades das tarefas mudam durante a execuc¸a˜o sa˜o chamados de prioridade dinaˆmica (ou
varia´vel). Escalonadores que mante´m algumas tarefas com prioridade fixa e outras com prioridade
dinaˆmica sa˜o chamados escalonadores mistos.
Como exemplos de algoritmos de prioridade esta´tica temos o Rate Monotonic (RM) (Layland
and Liu, 1973) e o Deadline Monotonic (DM) (Leung and Whitehead, 1982). Como exemplo de
prioridade dinaˆmica tempos o Earliest Deadline First (EDF) (Layland and Liu, 1973).
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No RM as prioridades sa˜o atribuı´das a`s tarefas em tempo de projeto, levando-se em considerac¸a˜o
a frequ¨eˆncia de chegada das tarefas. Se uma tarefa ocorre mais frequ¨entemente, ela possui prioridade
mais elevada. No DM as prioridades sa˜o atribuı´das levando-se em considerac¸a˜o o deadline das tarefas.
Quanto menor o deadline relativo, maior a prioridade da tarefa.
No EDF a atribuic¸a˜o de prioridades e´ feita em tempo de execuc¸a˜o baseada no deadline absoluto
das tarefas. Uma tarefa recebe uma prioridade maior quanto mais pro´ximo esta´ o seu deadline ab-
soluto. Como num sistema de tarefas perio´dicas o deadline absoluto depende da instaˆncia atual da
tarefa, o EDF e´ um me´todo de atribuic¸a˜o dinaˆmica de prioridade.
2.8 Escalonamento esta´tico e escalonamento dinaˆmico
No escalonamento esta´tico, as deciso˜es de escalonamento sa˜o tomadas com base em paraˆmetros
fixos associados a`s tarefas antes de sua execuc¸a˜o. Pode-se considerar nesta categoria escalonadores
como o clock-driven ou time-driven (Cheng et al., 1988) no qual o escalonador realiza em tempo de
projeto (offline) a construc¸a˜o da escala de execuc¸a˜o das tarefas. Este tipo de escalonador especifica o
momento em que cada tarefa deve executar e especifica que a quantidade de tempo de processamento
alocado para uma tarefa deve ser igual ao tempo ma´ximo de computac¸a˜o desta (WCET). Neste, as
tarefas terminara˜o no seu deadline e todos os deadlines sera˜o cumpridos. Tambe´m incluı´-se nesta
categoria de escalonamento os escalonadores com prioridade fixa.
No escalonamento dinaˆmico as deciso˜es de escalonamento sa˜o tomadas com base em paraˆmetros
que podem mudar durante a evoluc¸a˜o do sistema, tais como prioridades e eventos (chegada de tarefas
novas). Nos sistemas chamados event-driven ou event-triggered todas as atividades do sistema sa˜o
tomadas em resposta a eventos externos que podem ocorrer a qualquer instante.
2.9 Classificac¸a˜o das abordagens de escalonamento
As abordagens de escalonamento podem ser classificadas de diferentes formas. Na literatura de
tempo real na˜o existe uma classificac¸a˜o padra˜o. Utilizando os crite´rios vistos anteriormente, pode-
se estabelecer uma classificac¸a˜o arbitra´ria das abordagens de escalonamento, conforme ilustrado na
Figura 2.4 (Farines et al., 2000).
Um dos crite´rios refere-se a` previsibilidade que e´ oferecida: previsibilidade em tempo de projeto
e abordagens de melhor esforc¸o que na˜o fornece garantia de cumprimento de deadlines (no ma´ximo
fornecem uma previsibilidade probabilista).
2.9.1 Garantia em tempo de projeto
Na garantia em tempo de projeto existe a premissa de uma carga limitada, conhecida em tempo
de projeto, de reserva de recursos para a execuc¸a˜o de todas as tarefas no pior caso (caso de pico).
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E´ possı´vel calcular precisamente o que o processador deve fazer a cada instante. Uma estrate´gia e´
criar uma grade (ou escala de execuc¸a˜o) que descreve a execuc¸a˜o de cada tarefa. Um programa de
controle fica responsa´vel por repetir ciclicamente essa grade (executivo cı´clico). Qualquer conflito
por recursos, precedeˆncia de tarefas, etc. sa˜o resolvidos em tempo de projeto na criac¸a˜o da grade
de execuc¸a˜o. Com a simples inspec¸a˜o da grade, e´ possı´vel verificar se todas as tarefas conseguira˜o
cumprir os seus deadlines.
Outra te´cnica consiste em atribuir a cada tarefa uma prioridade. Em tempo de projeto e´ realizado
um teste de escalonabilidade para verificar se as tarefas sa˜o escalona´veis (se todas as tarefas conse-
guira˜o manter o seu deadline). Em tempo de execuc¸a˜o, um escalonador preemptivo faz com que a
tarefa com prioridade mais alta seja selecionada para execuc¸a˜o.
2.9.2 Melhor esforc¸o
Na abordagem de melhor esforc¸o existe a possibilidade de haver sobrecarga, situac¸a˜o na qual
na˜o e´ possı´vel executar todas as tarefas cumprindo-se seus deadlines. Na situac¸a˜o de sobrecarga,
o escalonador deve utilizar uma polı´tica para flexibilizar a execuc¸a˜o de algumas tarefas. Existem,
basicamente, quatro formas (Farines et al., 2000):
• eliminar completamente algumas tarefas;
• flexibilizar o tempo de execuc¸a˜o de algumas tarefas;
• flexibilizar o prazo de execuc¸a˜o de algumas tarefas;
• flexibilizar o perı´odo de algumas tarefas.
2.9.3 Garantia dinaˆmica
Na garantia dinaˆmica (Ramamritham and Stankovic, 1994) o sistema tenta manter o deadline das
tarefas mas na˜o oferece garantias que os deadlines sempre sera˜o alcanc¸ados. Utiliza-se um teste de
aceitac¸a˜o para verificar se uma tarefa que entra no sistema e´ escalona´vel em conjunto com as tarefas
ja´ existentes na fila de tarefas prontas. Se o conjunto formado pela nova tarefa e pelas tarefas ja´
existentes no sistema na˜o puder ser escalonado, a tarefa rece´m chegada sera´ descartada, mantendo as
demais. A garantia dinaˆmica pode ser aplicada tarefa a tarefa ou ativac¸a˜o a ativac¸a˜o, sendo o segundo
caso o mais comum.
2. Conceitos ba´sicos: Sistemas de Tempo Real 19
G
ar
an
tia
 e
m
 te
m
po
de
 p
ro
jet
o
Te
st
e 
de
 e
sc
al
on
ab
ili
da
de
u
so
 d
e 
pr
io
rid
ad
es
Sa
cr
ifi
ca
 p
ra
zo
de
 e
xe
cu
çã
o
Sa
cr
ifi
ca
Ta
re
fa
Sa
cr
ifi
ca
 o
 te
m
po
de
 e
xe
cu
çã
o
es
fo
rç
o 
na
 e
xe
cu
çã
o
Sa
cr
ifi
ca
 o
G
ar
an
tia
 d
in
âm
ic
a
Si
ste
m
as
 d
e 
te
m
po
 re
al
Ex
ec
ut
iv
o 
Cí
cl
ic
o
M
el
ho
r
pe
río
do
Figura 2.4: Classificac¸a˜o das abordagens de escalonamento.
Capı´tulo 3
Modelo de Tarefas Baseado em Intervalo
de Tempo
As aplicac¸o˜es apresentadas no Capı´tulo 1 fazem parte de uma classe de problemas do mundo
real que na˜o podem ser corretamente representadas com os atuais modelos de tarefas de tempo real.
Neste capı´tulo, apresenta-se o modelo de tarefas baseado em intervalo de tempo como forma
de representar corretamente aquelas aplicac¸o˜es e permitir que, posteriormente, desenvolva-se um
algoritmo de escalonamento adaptado ao novo modelo de tarefas.
3.1 Definic¸o˜es
O modelo de tarefas baseado em intervalo de tempo e´ conjunto de tarefas τ composto por τi,
i ∈ {1 . . .n}. Tarefas τi sa˜o caracterizadas pelos seguintes atributos: tempo de execuc¸a˜o de pior caso
Wi, perı´odo Ti e um deadline Di. Considera-se que Ti =Di. Cada τi consiste em uma infinita sequ¨eˆncia
de jobs (τi1,. . . ,τi j,. . . ), o jth job da tarefa τi j chega (arrival time) no tempo ( j−1) ·Ti, j ≥ 1 e deve
terminar ate´ o tempo ( j−1) ·Ti+Di ou ate´ que uma falha temporal ocorra. Define-se como segmento
um grupo sequ¨encial de instruc¸o˜es dentro de τi (Figura 3.1).
.
.
.
.
.
.
.
.
.
.
segment Ai segment Bi segment CiEnd segment(A)
Start segment(B)
End segment(B)
Start segment(C)
.
.
Task τi
Start segment(A)
End segment(C)
Execution
segment Bi
segment Ai
segment Ci
Instructions
Figura 3.1: Tarefa τi com divisa˜o clara entre seus segmentos.
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Uma tarefa τi e´ composta por treˆs segmentos chamados Ai, Bi e Ci. Denota-se o primeiro ı´ndice
do segmento como representativo da tarefa em questa˜o e segundo ı´ndice como o job (ou ativac¸a˜o)
referenciado. Desta forma, o primeiro job do segmento Ai e´ chamado Ai1, o segundo job e´ Ai2 e assim
por diante para todos os segmentos. O pior tempo de execuc¸a˜o de Ai e´ WAi , o de Bi e´ WBi e o de Ci e´
WCi . A soma do pior tempo de execuc¸a˜o de todos os segmentos e´ igual ao pior tempo de execuc¸a˜o da
tarefa τi (WAi+WBi+WCi=Wi). E´ assumido que existe uma relac¸a˜o de precedeˆncia entre os segmentos
Ai ≺ Bi ≺Ci, conforme mostra a Figura 3.2.
A1
B1
C1
A2
B2
C2
τ1 τ2}{
Figura 3.2: Precedeˆncia entre os segmentos.
A execuc¸a˜o dos segmentos Ai, Bi e Ci e´ sujeita ao deadline Di da tarefa τi. O segmento Ai
e´ responsa´vel por realizar suas computac¸o˜es e pode requerer ou na˜o a execuc¸a˜o do segmento Bi,
responsa´vel por realizar operac¸o˜es em dispositivos. Desta forma, o tempo de chegada do segmento
Bi e´ determinado em tempo de execuc¸a˜o pelo segmento Ai. Caso a execuc¸a˜o do segmento Bi seja
requerida, o segmento Ci (que e´ um co´digo de finalizac¸a˜o da tarefa) deve ser executado. Assim,
mesmo que a execuc¸a˜o do segmento Ai seja perio´dica com perı´odo Ti, os segmentos Bi e Ci sa˜o
espora´dicos.
Caso Bi e Ci na˜o sejam requisitados para executar, o segmento Ai podera´ executar ate´ o deadline
Di. Caso contra´rio, logo apo´s o segmento Bi concluir sua execuc¸a˜o, o segmento Ci sera´ liberado para
executar.
Considera-se o escalonamento num sistema de apenas um processador, sendo assim, os segmentos
na˜o podem sobrepor-se no tempo (na˜o e´ possı´vel a execuc¸a˜o paralela de segmentos).
3.2 Me´trica de Qualidade de Servic¸o
A execuc¸a˜o do segmento Bi j esta´ tambe´m sujeita a um intervalo de tempo [si, j,ei, j] o qual e´
definido pelo segmento Ai j em tempo de execuc¸a˜o e pode mudar para cada job j, isto e´: o segmento
Bi j deve executar dentro deste intervalo de tempo para gerar um benefı´cio positivo. O tamanho de
[si, j,ei, j] e´ constante e chamado ρi. Dentro do intervalo de tempo [si, j,ei, j], existe um intervalo de
tempo ideal [dsi, j,dei, j] com tamanho constante, denominado ψi, no qual a execuc¸a˜o do segmento
Bi j resulta no maior benefı´cio para τi (WBi ≤ ψi ≤ ρi).
A Figura 3.3 mostra dois jobs da execuc¸a˜o da tarefa τi (sec¸a˜o superior) e a func¸a˜o benefı´cio do
segmento Bi (sec¸a˜o inferior). As Figuras 3.4 e 3.5 foram criadas para representar requisitos comuns
de aplicac¸o˜es e, desta forma, tambe´m representam diferentes requisitos de tempo real. A Figura 3.4
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representa um requisito de sistemas de tempo real cumulativo onde o benefı´cio e´ reduzido do ma´ximo
(dentro do intervalo de tempo ideal) para zero nos limites do intervalo de tempo. O benefı´cio obtido
pela execuc¸a˜o do segmento Bi j e´ o somato´rio dos benefı´cios obtidos em cada frac¸a˜o de co´digo que
Bi executa dentro da ativac¸a˜o j. Somente as frac¸o˜es que executam dentro do intervalo de tempo [s,e]
possuem valor a contribuir para a execuc¸a˜o de Bi, j. A Figura 3.5 representa um requisito de tempo
real rı´gido onde o segmento Bi deve executar dentro do intervalo de tempo [s j,e j], caso contra´rio,
o benefı´cio sera´ −∞, representando uma consequ¨eˆncia catastro´fica. A escolha de uma func¸a˜o em
particular para uma tarefa e´ um requisito da aplicac¸a˜o a qual tambe´m determinara´ os valores de
si, j,ei, j,dsi, j e dei, j.
Nestas figuras, o eixo y representa o benefı´cio obtido v e o eixo x o tempo de ativac¸a˜o t. O
segmento Bi j e´ apresentado como executando com o seu pior tempo de execuc¸a˜o (WBi), iniciando em
startb j e terminando em endb j. A func¸a˜o benefı´cio v(t) em func¸a˜o do tempo e´ dada pelas equac¸o˜es
em cada figura. Na Equac¸a˜o 3.1 o QoS e´ mostrado como o benefı´cio obtido na execuc¸a˜o do segmento
Bi j dentro do intervalo de tempo. A equac¸a˜o resulta em um valor entre [0,100%] e representa o
percentual do ma´ximo benefı´cio. O ma´ximo benefı´cio e´ somente alcanc¸ado quando Bi executa todo o
seu co´digo dentro do intervalo de tempo ideal [dsi, j,dei, j]. O objetivo e´ maximizar o QoS para cada
execuc¸a˜o de Bi. A execuc¸a˜o do segmento Bi na˜o e´ sempre necessa´ria e para os casos em que Bi na˜o e´
requisitado na˜o existe valor de benefı´cio para contabilizar.
Bi,1Ai,1 Ci,1
 
τi,1
si,1 ei,1
sdi,1 dei,1Max benefit
Execution
Benefit
τi,2
Bi,2Ai,2
 
si,2 ei,2
sdi,2 dei,2
Ci,2
t
t
Figura 3.3: Modelo de tarefa mostrando dois jobs da tarefa τi e uma func¸a˜o de QoS Firm.
dei
0
1 ds j
e js j
startb j endb j t
v (t) =


0, t < s j or t > e j
1, ds j ≤ t ≤ de j
1−
(
ds j−t
ds j−s j
)
, s j ≤ t < ds j
1−
(
t−de j
e j−de j
)
, de j < t ≤ e j
v Bi
WBi
Figura 3.4: Benefı´cio para um sistema de tempo real cumulativo.
dsj dej
0
1
sj = dsjsj ej
startbj endbj
v
t
ej = dej
Bi
WBi
v (t) =
{ −∞, t < sj or t > ej
1, sj ≤ t ≤ ej
−∞−∞
Figura 3.5: Benefı´cio para um sistema de tempo real rı´gido.
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QoS(Bi, j,startBi, j ,endBi, j) =
R endBi, j
startBi, j
v(t)dt
endBi, j − startBi, j
·100 (3.1)
3.2.1 Outras Me´tricas de Qualidade Possı´veis
Ale´m das me´tricas de qualidade apresentadas na sec¸a˜o anterior, pode-se utilizar variac¸o˜es daque-
las me´tricas para representar diferentes requisitos de aplicac¸a˜o (Figuras 3.6,3.7,3.8 e 3.9).
dei
0
1 ds j
e js j
startb j endb j t
v Bi
v (t) =


0, t < s j or t > e j
1, ds j ≤ t ≤ de j(
t−s j
ds j−s j
)2
, s j ≤ t < ds j(
e j−t
de j−e j
)2
, de j < t ≤ e j
WBi
Figura 3.6: Equac¸a˜o para benefı´cio suave.
ds j de j
0
1
s j e j
startb j endb j
v
t
e j = de j
Bi
s j = ds j
v (t) =
{
0, t < s j or t > e j
1, s j ≤ t ≤ e jWBi
Figura 3.7: Equac¸a˜o para benefı´cio brusco.
dei
0
1 ds j
s j
startb j endb j t
v Bi
e j
v (t) =


0, t < s j or t > e j
1, ds j ≤ t ≤ de j
1−
(
ds j−t
ds j−s j
)
, s j ≤ t < ds j
WBi
Figura 3.8: Equac¸a˜o para benefı´cio linear ante-
rior.
dei
0
1
e j
startb j endb j t
v Bi
s j
ds j
v (t) =


0, t < s j or t > e j
1, ds j ≤ t ≤ de j
1−
(
t−de j
e j−de j
)
, de j < t ≤ e j
WBi
Figura 3.9: Equac¸a˜o para benefı´cio linear poste-
rior.
3.3 Modos de execuc¸a˜o
Ale´m dos requisitos de tempo, o problema do intervalo de tempo pode tambe´m apresentar requi-
sitos de acesso exclusivo durante a execuc¸a˜o do segmento B dentro do intervalo ideal. A natureza
dos recursos sob o qual o segmento B realiza operac¸o˜es pode impor requisitos de controle de acesso
para resguardar que a operac¸a˜o mantera´ o recurso num estado consistente. E´ assumido que durante a
execuc¸a˜o dentro do intervalo de tempo, o processador e´ mantido ocupado. Os modos de execuc¸a˜o do
segmento B sera˜o descritos a seguir.
3.3.1 Modo de execuc¸a˜o preemptivo
A execuc¸a˜o do segmento Bi de uma tarefa τi pode ser interrompida por outro segmento B j da tarefa
τ j com maior urgeˆncia (prioridade). Por exemplo, tarefas τi e τ j podem compartilhar o mesmo sensor
para uma operac¸a˜o de aquisic¸a˜o de dados. O QoS de τi e´ o QoS cumulativo obtido por Bi enquanto
executando dentro do intervalo de tempo. A Figura 3.10 mostra uma execuc¸a˜o de segmentos num
sistema escalonado pelo EDF. Como os segmentos B podem ser interrompidos por segmentos de
prioridade mais alta, em t1 o segmento A j chega e ganha o processador. Em t2 o segmento Bk chega
mas sua prioridade e´ mais baixa do que o segmento que esta´ executando. Em t3 quando A j termina o
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segmento de maior prioridade e´ Bk e este ganha o processador, executando ate´ o seu fim em t4 quando
Bi volta a executar.
Bi Aj
Bi Aj Bk Bi
Aj Bk Bi
Bk
t1 t2 t3 t4
Figura 3.10: Modo de execuc¸a˜o preemptivo.
3.3.2 Modo de execuc¸a˜o bloqueante
A execuc¸a˜o de Bi da tarefa τi pode ser interrompida por outra tarefa τ j mas, neste caso, B j na˜o
pode executar enquanto Bi na˜o tiver terminado (a execuc¸a˜o dos segmentos B e´ serializada). Esta
restric¸a˜o e´ importante para manter a consisteˆncia em casos onde tarefas τi e τ j devem acessar um
sensor direcional ou outro dispositivo no qual e´ necessa´rio manter o acesso mutuamente exclusivo
e os custos de uma operac¸a˜o de rollback1 sa˜o muito altos. Desta forma, a execuc¸a˜o do segmento
Bi e´ similar a execuc¸a˜o de uma tarefa num sistema com recursos compartilhados. Na Figura 3.11
e´ mostrada a execuc¸a˜o dos segmentos num sistema escalonado pelo EDF. Em t1 o segmento Bi e´
interrompido pela chegada do segmento A j. No tempo t2 o segmento Bk chega para ser escalonado
mas possui prioridade mais baixa do que o segmento atualmente executando. Em t3 o segmento A j
termina, pore´m, o segmento Bk mesmo possuindo prioridade mais alta na˜o pode executar em virtude
de acessar o mesmo recurso que Bi acessa. Neste caso, Bi e´ posto para executar ate´ o seu final em t4
quando, finalmente, Bk ganha o processador.
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Bi Aj
Bi Aj Bi Bk
t1 t2 t3 t4
Figura 3.11: Acesso exige bloqueio.
3.3.3 Modo de execuc¸a˜o na˜o-preemptivo
A execuc¸a˜o do segmento Bi de uma tarefa τi na˜o pode ser interrompida por outra tarefa τ j por
apresentar requisitos de execuc¸a˜o estritos e acesso mutuamente exclusivo do dispositivo. Neste caso,
o inı´cio da execuc¸a˜o de Bi pode ser postergado, mas uma vez iniciado na˜o pode ser interrompido. Por
exemplo, em problemas de rastreamento de objetos em tempo real e controle de equipamentos indus-
triais, sensores/atuadores na˜o podem ser compartilhados entre tarefas enquanto existe uma operac¸a˜o
em andamento. Ale´m disso, para assegurar o correto comportamento temporal, a operac¸a˜o na˜o pode
1Operac¸a˜o na qual o sistema e´ colocados no exato estado anterior ao inı´cio de uma operac¸a˜o cancelada
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ser interrompida. Na Figura 3.12 e´ mostrada a execuc¸a˜o dos segmentos num sistema escalonado
pelo EDF. Em t1 o segmento A j esta´ pronto para executar, mas como neste modo, os segmentos B
executam sem ser perturbados, Bi continua executando. Em t2 o segmento Bi termina e A j ganha o
processador. Em t3 o segmento Bk chega mas possui prioridade menor que o segmento executando,
sendo postergado. Em t4 o segmento A j termina e Bk ganha o processador.
Aj Bk Bi
Bi Aj Bk
Bi BkBi Aj
t1 t2 t3 t4
Figura 3.12: Preempc¸a˜o na˜o permitida.
3.3.4 Modos de execuc¸a˜o: discussa˜o
Na descric¸a˜o dos modos de execuc¸a˜o, os segmentos B foram apresentados como sendo escalona-
dos pelo EDF (como os segmentos A e C). Dessa forma, os segmentos B podem ser preemptados por
segmentos A ou C de prioridade relativa mais alta. Uma outra possibilidade e´ fazer uma diferenciac¸a˜o
hiera´rquica de importaˆncia entre os segmentos. Nas abordagens de escalonamento, apresenta-se uma
diferenciac¸a˜o entre importaˆncia dos segmentos atrave´s da forma de atribuir prioridade e do me´todo
de escalonamento.
3.4 Abordagens de escalonamento propostas
Os diferentes modos de execuc¸a˜o para o segmento Bi vistos anteriormente impo˜em diferentes
requisitos de controle de acesso para um recurso compartilhado. Esses requisitos resultam em algo-
ritmos de escalonamento diferenciados sob o ponto de vista da ana´lise de escalonabilidade, sendo
alguns modos de execuc¸a˜o penalizados. Claramente, o modo de execuc¸a˜o na˜o preemptivo e´ mais res-
tritivo do que os demais e penaliza a escalonabilidade do sistemas de tarefas. Nos pro´ximos capı´tulos
algumas abordagens cla´ssicas da a´rea de escalonamento de tempo real sa˜o integradas e conveniente-
mente modificadas para representar o modelo de intervalo de tempo.
Na Figura 3.13 temos uma visa˜o hiera´rquica do que sera´ apresentado nos pro´ximos capı´tulos. No
retaˆngulo da esquerda temos os modos de execuc¸a˜o apresentados nesse capı´tulo e no retaˆngulo da
direita esta˜o as abordagens de escalonamento com destaque para as implementac¸o˜es utilizadas. No
capı´tulo 4 sera´ apresentada uma abordagem para lidar com subtarefas B que na˜o admitem preempc¸a˜o
e sa˜o implementadas tanto com relac¸o˜es de jitter quanto relac¸o˜es de offsets. No Capı´tulo 5 sera´ apre-
sentada uma abordagem para lidar com uma situac¸a˜o em que subtarefas Bi podem sofrer preempc¸a˜o
por subtarefas B j e onde as subtarefas sa˜o modeladas com offsets.
Para propo´sitos de implementac¸a˜o, e´ natural representar os segmentos de tarefas como subtarefas.
Assim, mapeia-se todos os segmentos de tarefas τi em subtarefas, mantendo os mesmos nomes Ai, Bi,
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Modelo
Tarefa
Modos de Execuc¸a˜o Implementac¸a˜o
Bloqueante
Jitter+recursos+predecedeˆncia
Offsets+recursos+predecedeˆncia
Abordagem de Escalonamento
Na˜o-interromp´ıvel
Na˜o-interromp´ıvel+predecedeˆncia+offsets
Na˜o-interromp´ıvel+predecedeˆncia+jitter
Preemptivo
Offsets+predecedeˆncia
Jitter+predecedeˆncia
Cap´ıtulo 4
Cap´ıtulo 5
Figura 3.13: Visa˜o geral deste capı´tulo.
Ci. Subtarefas Ai e Ci sa˜o escalonadas utilizando-se EDF preemptivo por sua capacidade de explorar
toda a largura de banda do processador (Buttazzo, 2005). Para facilitar a ana´lise da escalonabilidade,
assume-se que as subtarefas B possuem prioridades fixas, mais altas do que as prioridades de A e C
e, dessa forma, somente podem ser preempta´veis por outras subtarefas B com prioridades mais altas
(Figura 3.14).
EDF
Prioridade Dinaˆmica

Subtarefas A e
Subtarefas C
Prioridade FixaSubtarefas B

Prioridade mais alta
Prioridade mais baixa
Figura 3.14: Distribuic¸a˜o de prioridades.
3.5 Desafios
O novo modelo de tarefas possui alguns desafios que devem ser solucionados para criar uma
abordagem de escalonamento conveniente.
particionamento de deadline Em muitos problemas de escalonamento, o interesse principal e´ asse-
gurar que os deadlines das tarefas sera˜o respeitados. Nestes casos, os deadlines e os perı´odos
sa˜o requisitos da definic¸a˜o do problema com uma correspondeˆncia direta no mundo fı´sico.
Quando uma tarefa τi pode ser dividida em subtarefas, por exemplo: em um sistema multi-
processado, cada subtarefa possui seu pro´prio deadline e a u´ltima subtarefa tem que respeitar
o deadline previamente definido para τi, neste caso um deadline fim-a-fim Di. Os deadlines
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internos sa˜o associados a subtarefas atrave´s de uma regra de particionamento de deadline. Na
definic¸a˜o do problema do intervalo de tempo o segmento Bi deve iniciar dentro de uma janela
de tempo ajustada por Ai. O mı´nimo tempo para liberar Bi e´ um requisito do problema e este
valor pode ser utilizado como um deadline para o segmento anterior. Assume-se um limite infe-
rior e um limite superior para a liberac¸a˜o do segmento Bi [Bmini,Bmaxi] e ajusta-se o deadline
DAi = Bmini e o deadline de DBi = Bmaxi+ρBi . O deadline de Ci e´ o pro´prio deadline da tarefa
τi e seu tempo de chegada e´ o deadline Bi (DBi) (Figura 3.15).
precedeˆncia Durante a execuc¸a˜o de tarefas no EDF, a correta precedeˆncia pode ser assegurada
atrave´s dos deadlines de cada subtarefa (Blazewicz, 1976). Considerando o deadline origi-
nal da tarefa τi como Di, e´ possı´vel associar um novo deadline para cada subtarefa tal que
DAi < DBi < (DCi = Di). Desta forma, a ordem de execuc¸a˜o estara´ conforme o requisito de
precedeˆncia.
liberac¸a˜o das subtarefas E´ necessa´rio refletir no teste de escalonabilidade que uma subtarefa deve
ser liberada somente depois de um tempo predeterminado. Este controle pode ser obtido atrave´s
da modelagem de jitters para postergar a liberac¸a˜o de uma subtarefa ou atrave´s de offsets.
Um teste offline de escalonabilidade, orientado a jitters/offsets, pode cumprir estes requisitos
e garantir que o sistema de tarefas sera´ capaz de executar sem perder nenhum deadline. Um
suporte em tempo de execuc¸a˜o garantira´ que os tempos de liberac¸a˜o sera˜o obedecidos.
Bmaxi
DCi
Bmini
Bi
Ai
Ci
DBi
intervalo para liberar Bi
Bi
Figura 3.15: Limites para liberac¸a˜o de Bi.
3.6 Breve revisa˜o e concluso˜es do capı´tulo
Neste capı´tulo foi apresentado o modelo do intervalo de tempo. Este modelo foi criado para suprir
uma deficieˆncia na literatura de tempo real em representar uma classe de problemas, entre os quais, os
exemplos apresentados no Capı´tulo 1. Neste ponto, conve´m explicitar a necessidade de abordagens
de escalonamento fazendo uma diferenciac¸a˜o entre a aparente simplidade de executar tarefas sob o
modelo do intervalo de tempo e garantir em tempo de projeto que o sistema tera´ um comportamento
esperado.
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3.6.1 Infraestrutura de execuc¸a˜o x teste de escalonabilidade
Com base no modelo apresentado, pode-se imaginar um cena´rio no qual existe um sistema de
tarefas Γ para ser escalonado num processador. O escalonador usa duas filas: fila de subtarefas prontas
(lista ordenada por prioridade) e fila de eventos futuros (lista ordenada por tempo de liberac¸a˜o). Temos
inicialmente A1, A2, A3 e A4 prontas para executar. A subtarefa definida com maior prioridade pelo
EDF tem direito de usar o processador. Quanto uma subtarefa Ai termina, ela programa a execuc¸a˜o
de um Bi para um tempo futuro adicionando esta subtarefa na lista de eventos futuros. Quando chegar
o momento de liberar Bi, esta ganhara´ o direito de utilizar o processador, caso o processador na˜o
esteja em uso por outra subtarefa Bk que assim ficara´ na lista de subtarefas aptas. Assume-se que
as subtarefas B sa˜o na˜o-preemptivas, o que pode ser implementado desabilitando interrupc¸o˜es do
processador antes de executar a subtarefa e habilitando as interrupc¸o˜es quando Bi termina. Apo´s
terminar sua computac¸a˜o, Bi insere uma subtarefa Ci na lista de subtarefas aptas a executar e sinaliza
para o escalonador que sua execuc¸a˜o terminou.
Neste exemplo, a infraestrutura de execuc¸a˜o e´ bastante simples. Infelizmente, na˜o e´ possı´vel
saber em tempo de projeto se todas as tarefas sa˜o escalona´veis. Mesmo que o sistema de tarefas seja
executado durante algum tempo e todas as subtarefas tenham terminado antes de seus deadlines, ainda
assim na˜o sera´ um resposta definitiva sobre o comportamento do sistema. Uma situac¸a˜o que ocorre
raramente pode na˜o se manifestar em um cena´rio de execuc¸a˜o do sistema de tarefas. A soluc¸a˜o para
este problema e´ garantir em tempo de projeto que, no pior caso, o sistema e´ escalona´vel.
Uma garantia destas somente pode ser fornecida tendo uma abordagem de escalonamento na
qual aspectos como precedeˆncia, particionamento de deadlines, liberac¸a˜o de tarefas sa˜o analisadas
utilizando algumas modelagens como por exemplo jitters ou offsets. O resultado da abordagem e´
um me´todo analı´tico (algoritmo) para realizar um teste sobre o sistema de tarefas. Nos pro´ximos
capı´tulos, sera˜o apresentados os detalhes de cada uma das abordagens em destaque na Figura 3.13,
bem como os testes criados e uma avaliac¸a˜o dos resultados.
Capı´tulo 4
Modo de Execuc¸a˜o Na˜o-Preemptivo
Neste capı´tulo e´ apresentado o modo de execuc¸a˜o na˜o-preemptivo. A caracterı´stica desta aborda-
gem e´ o aspecto na˜o-preemptivo das subtarefas Bi que devem executar dentro do intervalo de tempo
designado pelas subtarefas Ai. Sa˜o apresentadas duas te´cnicas de ana´lise (jitters de liberac¸a˜o e off-
sets) aplicadas para representar tempos de liberac¸a˜o das subtarefas. Na implementac¸a˜o podem ser
utilizados sema´foros para representar uma sec¸a˜o de co´digo que na˜o sera´ perturbada ou ainda uma
prioridade mais alta do que as demais subtarefas.
4.1 Abordagem com sec¸o˜es na˜o-preemptivas e jitters
Neste caso, as subtarefas Ai, Bi e Ci chegam no tempo zero. O sistema de tarefas e´ sı´ncrono
pois todas as subtarefas sa˜o liberadas no tempo 0 (mesmo que B e C na˜o possam executar neste
ponto). Como visto anteriormente, o tempo em que Bi pode ser liberado e´ descrito pelo intervalo de
tempo [Bmin,Bmax]. Nesta situac¸a˜o pode-se utilizar jitters para modelar, no teste de escalonabilidade
o requisito de precedeˆncia Ai ≺ Bi ≺ Ci. O jitter de uma tarefa representa o ma´ximo tempo em
que ela levara´ desde o tempo em que chega ate´ ser liberada. Em situac¸o˜es reais o jitter e´ utilizado
para representar problemas no escalonador como tick scheduling (Burns et al., 1995) ou modelar o
ma´ximo tempo que uma mensagem leva para ser transmitida. Utilizando-se jitter para controlar a
liberac¸a˜o das subtarefas B, C e um teste de escalonabilidade que leve o jitter em considerac¸a˜o, pode-
se verificar atrave´s de um teste offline se, para um dado tempo ma´ximo de liberac¸a˜o de B e C, o
sistema e´ escalona´vel. No caso de uma resposta afirmativa, o sistema de tarefas pode fazer uso de um
suporte em tempo de execuc¸a˜o, tais como sema´foros, mensagens e timers, para liberar as subtarefas
em determinado instante.
Nas seguintes sec¸o˜es, a escalonabilidade do sistema de tarefas τ e´ verificada dividindo-se o pro-
blema em duas partes como na Figura 4.1. Na primeira parte, verifica-se a escalonabilidade das
subtarefas Ai e Ci na presenc¸a de subtarefas na˜o preemptivas Bi cuja liberac¸a˜o e´ modelada atrave´s
de jitters. Uma resposta negativa (rejeita) significa que o sistema de tarefas τ na˜o e´ escalona´vel.
Uma resposta positiva (aceita) significa que todas as subtarefas Ai e Ci terminara˜o ate´ seus deadlines,
mesmo sofrendo interfereˆncia de subtarefas na˜o-preemptivas.
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Na segunda parte, verifica-se a capacidade de Bi executar dentro do seu intervalo de tempo ideal,
mesmo que a posic¸a˜o deste possa variar. Esta informac¸a˜o e´ u´til para garantir a execuc¸a˜o de tarefas com
me´trica rı´gida de QoS. Uma resposta negativa significa que o sistema de tarefas na˜o e´ escalona´vel.
Uma resposta positiva significa que todas as subtarefas Bi rı´gidas executara˜o dentro de seus intervalos
de tempo ideais, resultando no ma´ximo QoS. Ale´m disso, determina-se os valores mı´nimos e ma´ximos
que podem ser obtidos para o QoS das subtarefas com me´trica de benefı´cio cumulativas.
Teste 1
Aceita
Rejeita
garantidas
-subtarefas Ai,Ci
Aceita
-subtarefas r´ıgidas
garantidas
-Faixa de QoS para
subtarefas cumulativas
Rejeita
Teste 2
Figura 4.1: Testes de Escalonabilidade.
4.1.1 Teste de escalonabilidade para subtarefas A e C
Para representar a subtarefa Ci que executa somente apo´s a subtarefa Bi, modela-se a subtarefa Ci
com um ma´ximo jitter de liberac¸a˜o JCi =DBi . Assim, Bi possui um jitter JBi =Bmaxi. Evidentemente,
em algumas situac¸o˜es, Bi pode ser liberada para executar antes deste tempo. A subtarefa Ai possui
jitter zero.
O teste de escalonabilidade de subtarefas A e C e´ realizado utilizando-se a abordagem de demanda
de processador (k. Baruah et al., 1990). A demanda de uma tarefa no intervalo de tempo [t1, t2] e´ o
tempo cumulativo necessa´rio para processar todas as k instaˆncias de tarefas que foram liberadas e
devem terminar dentro deste intervalo de tempo. Assume-se gi(t1, t2) como a demanda de processa-
mento de τi. Desta forma, gi(t1, t2) = ∑ri,k≥t1,di,k≤t2 ·Wi. Num sistema de tarefas τ = {τ1,τ2, . . . ,τn} a
demanda de processador em [t1, t2] e´ g(t1, t2) = ∑ni=1 gi(t1, t2).
A quantidade de tempo de processamento requerido em [t1, t2] deve ser menor ou igual ao tamanho
do intervalo [t1, t2]. Assim, ∀t1, t2 : g(t1, t2)≤ (t2− t1).
Assume-se uma func¸a˜o ηi(t1, t2) que fornece o nu´mero de ativac¸o˜es da tarefa τi com liberac¸a˜o
e deadline dentro de [t1, t2]. ηi(t1, t2) = max{0,b t2+Ti−Di−ΦiTi c− d
t1−Φi
Ti
e}. Na Figura 4.2, as u´nicas
ativac¸o˜es contabilizadas por ηi sa˜o τi,2 e τi,3. A ativac¸a˜o τi,1 possui um tempo de liberac¸a˜o antes de
t1 e τi,4 possui um deadline apo´s t2. O Φi representa o offset ou fase de uma tarefa.
τi,1
t1
τi,2 τi,3 τi,4
t2
Figura 4.2: Exemplo de ativac¸o˜es de τi, computados por ηi
A demanda de processador dentro do intervalo de tempo e´ igual ao nu´mero de ativac¸o˜es que
foram liberadas e terminaram dentro do intervalo de tempo multiplicado pelo tempo de computac¸a˜o
4. Modo de Execuc¸a˜o Na˜o-Preemptivo 31
Wi. Assim, gi(t1, t2) = max{0,b t2+Ti−Di−ΦiTi c−d
t1−Φi
Ti
e} ·Wi e a demanda de processamento para todo
o sistema de tarefa e´ :
g(t1, t2) =
n
∑
i=1
max{0,b t2+Ti−Di−Φi
Ti
c−d t1−Φi
Ti
e} ·Wi (4.1)
Simplificado a Equac¸a˜o 4.1 para o caso em que Φ = 0 e utilizando o trabalho (Spuri, 1996), o
efeito do jitter e´ inserido na demanda de processador, resultando num novo teste de escalonabilidade:
∀L≥ 0
n
∑
i=1
bL+Ti+ Ji−Di
Ti
cWi ≤ L (4.2)
Neste teste, assume-se que as subtarefas possuem deadline menor do que o perı´odo e que existe
um jitter de liberac¸a˜o na˜o nulo para Bi e Ci , enquanto que JAi = 0.
4.1.1.1 Intervalo de teste
Num sistema sı´ncrono, a escala se repete a cada hiperperı´odo (H = mmc(T1, . . . ,Tn)). Como o
perı´odo das subtarefas e´ o mesmo de sua tarefa original, basta utilizar o perı´odo das “n” tarefas para
o ca´lculo. O teste mostrado na Equac¸a˜o 4.2 deve ser realizado ate´ o limite de H. No pior caso do
hiperperı´odo (onde todos os perı´odos sa˜o nu´meros primos entre si) este sera´ o produto de todos os
perı´odos das tarefas.
n
∏
i=1
Ti (4.3)
Felizmente, uma inspec¸a˜o das equac¸o˜es permite reduzir o limite ma´ximo de vezes em que o teste
deve ser realizado. Retornando a demanda de processador g(0,L) = ∑ni=1bL+Ti+Ji−DiTi cWi, verifica-se
que os valores dentro do operador topo bc sofrem mudanc¸as sempre que L cruza um deadline dk
e permanece constante ate´ o pro´ximo deadline dk+1. Assim, g(0,L) e´ uma func¸a˜o degrau (step) e
somente e´ necessa´rio avaliar seu valor para os valores de L iguais aos deadlines absolutos em vez de
avaliar a cada unidade de tempo.
Uma outra observac¸a˜o permite limitar ainda mais os intervalos a serem verificados (Buttazzo,
2002). Considera-se a existeˆncia de uma nova func¸a˜o G(0,L) que representa um limite superior para
g(0,L). Fazendo uso de uma propriedade do operador topo, bXc ≤ (X), ou ainda:
bL+Ti−Di+ Ji
Ti
c ≤ (L+Ti−Di+ Ji
Ti
) (4.4)
Definindo:
4. Modo de Execuc¸a˜o Na˜o-Preemptivo 32
G(0,L) =
n
∑
i=1
(
L+Ti−Di+ Ji
Ti
)Wi (4.5)
G(0,L) =
n
∑
i=1
((
Ti−Di
Ti
)+(
L
Ti
)+(
Ji
Ti
))Wi (4.6)
G(0,L) =
n
∑
i=1
(
Ti−Di
Ti
)Wi+
n
∑
i=1
(
L
Ti
)Wi+
n
∑
i=1
(
Ji
Ti
Wi) (4.7)
G(0,L) =
n
∑
i=1
(Ti−Di)Ui+LU +
n
∑
i=1
(JiUi) (4.8)
G(0,L) = Constante X+LU +Constante Y (4.9)
Constante X + Constante Y = Constante Z (4.10)
G(0,L) = Constante Z+LU. (4.11)
G(0,L) e´ um limite superior para g(0,L) e observa-se que somente um termo da equac¸a˜o G(0,L)
e´ uma func¸a˜o do valor L; os demais sera˜o constantes. Assim, o gra´fico desta func¸a˜o sera´ um linha
reta como mostrado na Figura 4.3. Quando o tempo L = 0, a demanda e´ igual a ∑ni=1(Ti−Di+ Ji)Ui,
para L > 0 o valor cresce linearmente com coeficiente U (Utilizac¸a˜o da tarefa).
G(0, L)
L=t
g(0,L)
d
em
an
d
a
ttempo∑ n i=
1
(T
i
−
D
i
+
J
i)
U
i
g(0, L) > L, na˜o escalona´vel
L∗
Figura 4.3: Demanda de processador para g(0,L) e G(0,L).
A demanda G(0,L) cruza L (que cresce linearmente com o tempo t) num ponto L∗. Deste ponto
em diante L sempre sera´ maior do que G(0,L) e como g(0,L) e´ sempre menor do que G(0,L) na˜o e´
necessa´rio verificar a escalonabilidade para valores de L > L∗. Calculando o valor de L∗ temos:
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G(0,L∗) = L∗ (4.12)
G(0,L∗) =
n
∑
i=1
(Ti−Di)Ui+L∗U +
n
∑
i=1
(JiUi) = L∗ (4.13)
G(0,L∗) =
n
∑
i=1
(Ti−Di)Ui+
n
∑
i=1
(JiUi) = L∗(1−U) (4.14)
L∗ = ∑
n
i=1(Ti−Di)Ui+∑ni=1(JiUi)
1−U ∴
∑ni=1(Ti−Di+ Ji)Ui
1−U . (4.15)
Com esse limite ma´ximo basta selecionar deadlines absolutos KTi+Di de forma que o resultado
seja menor do que o limite ma´ximo. Formalmente deve-se verificar o teste de escalonabilidade para
os deadlines β = {dk|dk = K.Ti +Di,K.Ti +Di ≤ ∑
n
i=1(Ti−Di+Ji)Ui
1−U ,∀K ≥ 0,1 ≤ i < n}. Ale´m disso,
pode-se calcular, no pior caso, quantos sera˜o os deadlines absolutos necessa´rios a verificar. Sendo
dk = K.Ti+Di e este valor deve ser um inteiro menor ou igual a L∗, temos:
K ≤ L∗−DiTi
Como procuramos o maior inteiro K e esse nu´mero deve representar as ativac¸o˜es K desde K = 0,
adiciona-se uma unidade. Resultando em
Kmax = bL∗−DiTi c+1.
4.1.1.2 Contabilizando a interfereˆncia das subtarefas B
Um importante passo para verificar a escalonabilidade de tarefas preemptivas e tarefas na˜o pre-
emptivas foi dado em (Jeffay and Stone, 1993). Os autores mostraram uma condic¸a˜o de escalonabi-
lidade em um modelo para assegurar a escalonabilidade utilizando EDF na presenc¸a de interrupc¸o˜es.
Basicamente, os autores assumem interrupc¸o˜es com tarefas de mais alta prioridade que preemptam
qualquer tarefa de aplicac¸a˜o. Desta forma, eles modelam o gerenciador de interrupc¸o˜es como um
tempo que e´ roubado das tarefas de aplicac¸a˜o. Caso as tarefas consigam terminar antes de seus deadli-
nes, mesmo sofrendo a interfereˆncia de interrupc¸o˜es, o conjunto de tarefas e´ escalona´vel. O conjunto
de tarefas e´ composto por n tarefas de aplicac¸a˜o e m gerenciadores de interrupc¸o˜es. Interrupc¸o˜es sa˜o
descritas por um tempo de computac¸a˜o CH e um tempo mı´nimo entre ativac¸o˜es T H. O tempo de
processamento para executar interrupc¸o˜es e´ f (L).
Teorema 4.1.1 O conjunto τ de n tarefas perio´dicas ou espora´dicas e o conjunto ∆ de m gerencia-
dores de interrupc¸a˜o e´ escalona´vel pelo EDF se, e somente se:
∀L≥ 0 g(0,L)≤ L− f (L), f (L) calcula-se
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f (0) = 0
f (L) =

f (L−1)+1,
i f ∑mi=1d LT Hi eCHi > f (L−1)
f (L−1),
caso contra´rio
(4.16)
A prova deste teorema e´ similar a` prova do me´todo de demanda de processador em (k. Baruah et al.,
1990). A diferenc¸a esta´ no fato de que, a cada intervalo de tamanho L, a quantidade de tempo que o
processador pode dedicar para as tarefas de aplicac¸a˜o e´ igual a L− f (L).
Utilizando este me´todo, a subtarefa Bi e´ modelada como um gerenciador de interrupc¸o˜es, Ai e Ci
sa˜o implementadas como subtarefas executando no EDF e a escalonabilidade verificada utilizando-se
o Teorema 4.1.1. O Teorema 4.1.1, como descrito por Jeffay e Stone, assume que o sistema e´ sı´ncrono
com um sistema de tarefas no qual os deadlines sa˜o iguais aos perı´odos.
No problema do intervalo de tempo, subtarefas B possuem uma janela de tempo durante a qual
podem estar ativas. Aplicar diretamente o Teorema 4.1.1 seria pessimista por contabilizar a influeˆncia
de interrupc¸o˜es onde elas na˜o poderiam ocorrer.
Algoritmo 1 Escalonabilidade com jitters - primeira parte, testa a demanda de processador
for all L such that 0≤ L≤ L∗ do
g(0,L) = ∑ni=1(bL+Ti−Di+JiTi c) ·Wi
if g(0,L)> (L− f (L)) then
return nonfeasible
end if
end for
// Escalona´vel, aplica a segunda parte
return feasible
4.1.2 Teste de escalonabilidade para subtarefas B
Diferentemente das subtarefas Ai e Ci que sa˜o escalonadas pelo EDF, subtarefas Bi sa˜o escalo-
nadas com base numa prioridade fixa com valores associados por um algoritmo de associac¸a˜o de
prioridades. Considera-se n nı´veis de prioridade (1,2,. . .,n), onde n e´ a prioridade mais baixa. Uma
subtarefa Bi e´ na˜o preempta´vel por outras subtarefas mas, como possui prioridade maior do que A e
C, pode preempta´-las sempre que for liberada.
Pretende-se verificar a escalonabilidade dos Bi, calculando-se seus tempos de respostas rt, assumindo-
se que todas as subtarefas Bi sa˜o sempre liberadas em ds j como mostrado na Figura 4.4. Na mesma
figura, utiliza-se β para descrever o intervalo de tempo entre a liberac¸a˜o em ds j ate´ o ponto e j. Em
subtarefas com me´trica cumulativa (Figura 3.4) e´ possı´vel que Bi termine apo´s o intervalo ideal, resul-
tando num baixo valor de QoS. Em contraste, subtarefas com me´trica rı´gida (Figura 3.5) demandam
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sua execuc¸a˜o completa dentro do intervalo ideal. Assim, e´ necessa´rio verificar se no pior cena´rio
possı´vel rt(Bi)≤ ψ. Note que numa subtarefa com me´trica rı´gida Bi, s j = ds j, de j = e j.
β
DBi
Response-Time rt(Bi)
rt(Bi) QoS
rt ≤ ψ 100%
rt ≥ β +WBi 0%
ψ < rt < β +WBi QoS(Bi, rt(Bi)−WBi , rt(Bi))%
WBi
sj ej
dsj
ψ
dej
Figura 4.4: QoS em relac¸a˜o ao rt.
O tempo de reposta pode ser dividido em tempo de resposta de pior caso (wcrt) e tempo de
resposta de melhor caso (bcrt). O wcrt representa o pior cena´rio possı´vel para a execuc¸a˜o de Bi e,
neste sentido, o QoS obtido e´ o mı´nimo possı´vel. O bcrt representa o melhor cena´rio possı´vel para Bi
resultando no maior QoS.
Atrave´s do ca´lculo do wcrt e do bcrt de uma subtarefa Bi e´ possı´vel obter um QoS como mostrado
na Figura 4.4. Desta forma, aplicando o wcrt de uma subtarefa Bi como seu tempo de resposta na
Figura 4.4 resulta no mı´nimo QoS possı´vel. Aplicando o bcrt como seu tempo de resposta, resulta no
ma´ximo QoS possı´vel. A primeira linha da tabela na Figura 4.4 cobre o caso em que todo Bi executa
dentro de seu intervalo de tempo ideal [ds j,de j]. A segunda linha cobre o caso em que a execuc¸a˜o
acontece fora do intervalo de tempo [ds j,e j] (lembrando que agora considera-se todas as subtarefas
Bi liberadas em ds j) e a terceira linha cobre o caso em que parte de Bi executa dentro do intervalo de
tempo [ds j,e j]. Caso Bi represente uma subtarefa com me´trica de qualidade rı´gida, rt(Bi) deve ser
≤ ψ (resultando em QoS=100%), caso contra´rio o QoS e´ −∞ e o sistema de tarefas e´ rejeitado.
4.1.2.1 Calculando o tempo de resposta - Janela de Tempo
O tempo de resposta de pior caso de tarefas num sistema de prioridade fixa pode ser calculado
utilizando o trabalho (Audsley et al., 1993). Fazendo adaptac¸o˜es para o problema especı´fico de sub-
tarefas na˜o-preempta´veis, resulta na seguinte equac¸a˜o composta pela soma de treˆs fatores.
wcrtBi =WBi + max
j∈l p(i)
(WB j)+ ∑
j∈hp(i)
WB j (4.17)
O primeiro termo na Equac¸a˜o 4.17 e´ o tempo de execuc¸a˜o de pior caso da subtarefa Bi. O segundo
termo e´ o ma´ximo tempo que Bi pode ficar bloqueada por uma subtarefa que se encontra em execuc¸a˜o
no momento que Bi e´ liberada. Contabiliza-se este valor como o maior wcet entre as subtarefas B j
com prioridade menor (l p) do que Bi, deixando a interfereˆncia das subtarefas de prioridade mais alta
(hp) para o pro´ximo termo. O u´ltimo termo e´ o ma´ximo tempo de bloqueio causado por subtarefas
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B j com prioridades mais altas. Contabiliza-se este valor adicionando todas as subtarefas B j com
prioridade mais alta do que Bi.
Infelizmente, em algumas situac¸o˜es as janelas de tempo nas quais Bi e B j podem estar ativas
podem na˜o se sobrepor. Neste caso, e´ impossı´vel para B j produzir interfereˆncia sobre Bi mesmo que
B j possua prioridade mais alta. Por exemplo em:
subtask W T Bmin Bmax D Prio
Bi 2 50 10 20 30 1
B j 5 50 35 45 55 2
As janelas de tempo na˜o se sobrepo˜em, logo, na˜o existe interfereˆncia entre B j e Bi como mostrado
na Figura 4.5 item a). Contudo, se trocarmos os valores de Bmin e Bmax de B j, tal como em BminB j =
15,BmaxB j = 35,DB j = 45 as janelas de tempo estara˜o sobrepostas e existira´ interfereˆncia entre Bi e
B j para contabilizar, como mostrado na Figura 4.5 item b).
a) no interference
BminBj BmaxBj DBj
b) interference
Bi
BmaxBiBminBi DBi
ΩBminBj BmaxBj
DBiBminBi
Bi
BmaxBi
Ω DBj
Figura 4.5: Interfereˆncia de B j sobre Bi.
Estende-se a Equac¸a˜o 4.17 para a Equac¸a˜o 4.18 para levar em conta somente as subtarefas que
produzem interfereˆncia sobre Bi(Algoritmo 2). O Ω na Equac¸a˜o 4.19 fornece o menor intervalo de
tempo entre a liberac¸a˜o de Bi e B j. Se Ω e´ menor que a distaˆncia entre [DBi ,BminBi ], as janelas de
tempo se sobrepo˜em, resultando em interfereˆncia contabilizada como o tempo de execuc¸a˜o de pior
caso de B j. Embora a Equac¸a˜o 4.18 resulte num menor wcrt comparando com a Equac¸a˜o 4.17, ela e´
ainda pessimista no sentido de que a interfereˆncia sobre Bi e´ calculada assumindo-se que os intervalos
de tempos entre Bi e B j sa˜o, a cada ativac¸a˜o, os menores possı´veis.
wcrtBi =WBi + max
j∈l p(i)
(I(B j,Bi))+ ∑
j∈hp(i)
I(B j,Bi) (4.18)
Ω= BminB j −BminBi +
⌈(
BminBi−BminB j
gcd(TBi ,TB j)
)⌉
·gcd(TBi ,TB j) (4.19)
bcrtBi =WBi (4.20)
O tempo de resposta de melhor caso para as subtarefas Bi (mostrado na Equac¸a˜o 4.20) ocorre
quando Bi na˜o sofre qualquer interfereˆncia de outras subtarefas B j (por exemplo, quando nenhuma
das demais subtarefas B j e´ requisitada para executar). Como resultado, o tempo de resposta de melhor
caso de Bi e´ seu pro´prio tempo de execuc¸a˜o de pior caso. Sob a premissa que WBi ≤ ψi (Equac¸a˜o 4.4)
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Algoritmo 2 Calcula Interfereˆncia com jitters.
1. Procedure I(Bi,B j)
2. // Compute the interference caused by i upon j.
3. inter f erence← 0
4. d←Ω(B j,Bi)
5. if d < DB j then
6. if (d < Bmax j)or((prio(i)< prio( j))and (d ≥ Bmax j)) then
7. // prio(i) < prio(j) In the sense than i has a higher priority than j.
8. inter f erence←WBi
9. end if
10. end if
11. d←Ω(Bi,B j)
12. if d < DBi then
13. inter f erence←WBi
14. end if
15. return inter f erence
16. end procedure
e que bcrtBi =WBi , o ma´ximo QoS dado pelo teste offline sera´ sempre 100% se o sistema de tarefas e´
escalona´vel.
4.1.2.2 Atribuic¸a˜o de prioridade para as subtarefas B
Existem diversas formas de associar prioridades para uma subtarefa de prioridade fixa, as mais
conhecidas sa˜o o RM (Layland and Liu, 1973), (quanto menor o perı´odo maior a prioridade) e o
DM (Leung and Whitehead, 1982), (quanto menor o deadline maior a prioridade). Conectados a`
atribuic¸a˜o de prioridade existem testes de escalonabilidade. Estes testes verificam se determinado
sistema de tarefas, com prioridades associadas sob determinada regra e condic¸o˜es (como D ≤ T ou
D = T ), sa˜o escalona´veis. Tanto o RM ou o DM sa˜o o´timos no sentido de que, para as condic¸o˜es que
eles sa˜o aplica´veis (D = T para o RM e D≤ T para o DM), na˜o existe outro algoritmo de prioridade
fixa que seja capaz de escalonar um sistema de tarefas que na˜o possa ser escalonado pelo RM ou DM.
Uma outra caracterı´stica de sistemas de prioridade fixa e´ que, partindo de um instante fixo, a perda
do primeiro deadline ocorre na primeira ativac¸a˜o da tarefa. Se a tarefa termina antes do seu primeiro
deadline, ela assim o fara´ para todos os demais deadlines.
Neste trabalho, parte-se para uma outra abordagem em relac¸a˜o a` associac¸a˜o de prioridades para
as subtarefas B. Ao inve´s de utilizar-se associac¸a˜o de prioridades pelo RM ou DM, utiliza-se uma
regra heurı´stica com duas me´tricas criticalidade e fator de deslocamento e calcula-se o QoS obtido
pela subtarefa B na pior situac¸a˜o possı´vel.
Na primeira me´trica, tarefas podem ser rı´gidas ou cumulativas. Subtarefas com criticalidade rı´gida
correspondem ao grupo de subtarefas com prioridades mais altas do que tarefas com criticalidade
cumulativa. Dentro de cada grupo, prioridades sa˜o associadas inversamente ao fator de deslocamento,
calculado como s fi =
ψ
WBi
. O fator de deslocamento esta´ relacionado a` capacidade da subtarefa de ser
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postergada dentro do seu intervalo de tempo ideal e ainda assim obter o ma´ximo QoS. Infelizmente,
a aplicac¸a˜o da regra heurı´stica na˜o garante um alto valor de QoS.
4.2 Abordagem na˜o-preemptiva com offsets
Nas seguintes sec¸o˜es, a escalonabilidade do sistema de tarefas τ e´ verificada dividindo o problema
em duas partes como na Figura 4.6. Na primeira parte, verifica-se a escalonabilidade das subtarefas
Ai e Ci na presenc¸a de subtarefas na˜o preemptivas Bi que podem chegar entre [Bmini,Bmaxi]. Uma
resposta negativa (rejeita) significa que o sistema de tarefas τ na˜o e´ escalona´vel. Uma resposta posi-
tiva (aceita) significa que todas as subtarefas Ai e Ci terminara˜o ate´ seus deadlines, mesmo sofrendo
interfereˆncia de subtarefas na˜o-preemptivas.
Na segunda parte, verifica-se a capacidade de Bi executar dentro do seu intervalo de tempo ideal,
mesmo que a posic¸a˜o deste possa variar. Esta informac¸a˜o e´ u´til para garantir a execuc¸a˜o de tarefas com
me´trica rı´gida de QoS. Uma resposta negativa significa que o sistema de tarefas na˜o e´ escalona´vel.
Uma resposta positiva significa que todas as subtarefas Bi rı´gidas executara˜o dentro de seus intervalos
de tempo ideais, resultando no ma´ximo QoS. Ale´m disso, determina-se os valores mı´nimos e ma´ximos
que podem ser obtidos para o QoS das subtarefas cumulativas.
Teste 1
Aceita
Rejeita
garantidas
-subtarefas Ai,Ci
Aceita
-subtarefas r´ıgidas
garantidas
-Faixa de QoS para
subtarefas cumulativas
Rejeita
Teste 2
Figura 4.6: Testes de Escalonabilidade.
4.2.1 Teste de escalonabilidade para subtarefas A e C
O teste de escalonabilidade de subtarefas A e C e´ realizado utilizando-se a abordagem de demanda
de processador (k. Baruah et al., 1990). A demanda de uma tarefa no intervalo de tempo [t1, t2] e´ o
tempo cumulativo necessa´rio para processar todas as k instaˆncias de tarefas que foram liberadas e
devem terminar dentro deste intervalo de tempo. Assume-se gi(t1, t2) como a demanda de processa-
mento de τi. Desta forma, gi(t1, t2) = ∑ri,k≥t1,di,k≤t2 ·Ci. Num sistema de tarefas τ = {τ1,τ2, . . . ,τn} a
demanda de processador em [t1, t2] e´ g(t1, t2) = ∑ni=1 gi(t1, t2).
A quantidade de tempo de processamento requerido em [t1, t2] deve ser menor ou igual do que o
tamanho do intervalo [t1, t2]. Assim, ∀t1, t2 g(t1, t2)≤ (t2− t1).
Assume-se uma func¸a˜o ηi(t1, t2) que fornece o nu´mero de ativac¸o˜es da tarefa τi com liberac¸a˜o
e deadline dentro de [t1, t2]. ηi(t1, t2) = max{0,b t2+Ti−Di−ΦiTi c− d
t1−Φi
Ti
e}. Na Figura 4.7 as u´nicas
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τi,1
t1
τi,2 τi,3 τi,4
t2
Figura 4.7: Ativac¸o˜es de τi
ativac¸o˜es contabilizadas por ηi sa˜o τi,2 e τi,3. A ativac¸a˜o τi,1 possui um tempo de liberac¸a˜o antes de
t1 e τi,4 possui um deadline apo´s t2.
A demanda de processador dentro do intervalo de tempo e´ igual ao nu´mero de ativac¸o˜es que
foram liberadas e terminaram dentro do intervalo de tempo multiplicado pelo tempo de computac¸a˜o
Ci. Assim, gi(t1, t2) = max{0,b t2+Ti−Di−ΦiTi c−d
t1−Φi
Ti
e} ·Ci e a demanda de processamento para todo
o sistemas de tarefa e´ dada pela Equac¸a˜o 4.21:
g(t1, t2) =
n
∑
i=1
max{0,b t2+Ti−Di−Φi
Ti
c−d t1−Φi
Ti
e} ·Wi (4.21)
A escalonabilidade de um sistemas de tarefas assı´ncrono com deadline menor ou igual ao perı´odo
pode ser verificado pela Equac¸a˜o 4.22. Em sistemas de tarefas assı´ncronas, a escala de execuc¸a˜o
repete-se a cada [2 ·H +Φ] onde H e´ o hiperperı´odo (H = mmc{T1,T2, . . . ,Tn}) e Φ e´ o maior offset
entre tarefas (Φ = max{Φ1,Φ2, . . . ,Φn}). Assim, o teste de escalonabilidade deve verificar todos os
perı´odos ocupados em 0,2 ·H +Φ, sendo assim de complexidade exponencial O(H2).
∀t1, t2 g(t1, t2)≤ (t2− t1) (4.22)
4.2.1.1 Contabilizando a interfereˆncia das subtarefas B
Um importante passo para verificar a escalonabilidade de tarefas preemptivas e tarefas na˜o pre-
emptivas foi dado por Jeffay e Stone em (Jeffay and Stone, 1993). Os autores mostraram uma
condic¸a˜o de escalonabilidade em um modelo para assegurar a escalonabilidade utilizando EDF na
presenc¸a de interrupc¸o˜es. Basicamente, o autor assume interrupc¸o˜es com tarefas de mais alta pri-
oridade que preemptam qualquer tarefa de aplicac¸a˜o. Desta forma, eles modelam o gerenciador de
interrupc¸o˜es como um tempo que e´ roubado das tarefas de aplicac¸a˜o. Caso as tarefas consigam ter-
minar antes de seus deadlines mesmo sofrendo a interfereˆncia de interrupc¸o˜es, o conjunto de tarefas
e´ escalona´vel. O conjunto de tarefas e´ composto por n tarefas de aplicac¸a˜o e m gerenciadores de
interrupc¸o˜es. Interrupc¸o˜es sa˜o descritas por um tempo de computac¸a˜o CH e um tempo mı´nimo entre
ativac¸o˜es T H. O tempo de processamento para executar interrupc¸o˜es e´ f (L).
Teorema 4.2.1 O conjunto τ de n tarefas perio´dicas ou espora´dicas e o conjunto ∆ de m gerencia-
dores de interrupc¸a˜o e´ escalona´vel pelo EDF se e somente se
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∀L≥ 0 g(0,L)≤ L− f (L), f (L) calcula-se
f (0) = 0
f (L) =

f (L−1)+1,
i f ∑mi=1d LT Hi eCHi > f (L−1)
f (L−1),
caso contra´rio
(4.23)
A prova deste teorema e´ similar a prova do me´todo de demanda de processador em Baruah. A
diferenc¸a esta´ no fato de que a cada intervalo de tamanho L, a quantidade de tempo que o proces-
sador pode dedicar para as tarefas de aplicac¸a˜o e´ igual a L− f (L) (Buttazzo and Buttanzo, 1997).
Utilizando este me´todo, a subtarefa Bi e´ modelada como um gerenciador de interrupc¸o˜es, subta-
refas Ai e Ci sa˜o implementadas como subtarefas executando no EDF e a escalonabilidade verificada
utilizando o teorema 4.2.1. O teorema 4.2.1 como descrito por Jeffay e Stone assume que o sistema e´
sı´ncrono com um sistemas de tarefas no qual os deadlines sa˜o iguais aos perı´odos.
Este teorema e´ estendido utilizando-se a demanda de processador para representar um sistema
assı´ncrono com deadlines menores ou iguais aos perı´odos. Neste caso, subtarefas Ai chegam no
tempo zero (ΦAi = 0) e Ci chega no tempoΦCi . Neste momento, assume-se que num tempo especı´fico
uma interrupc¸a˜o inicia Bi (utilizando a mesma designac¸a˜o de Jeffay e Stone). Para assegurar que a
subtarefa Ci somente sera´ executada apo´s a subtarefa Bi, utiliza-se um offset ΦCi = DBi . O novo teste
de escalonabilidade no qual todas as subtarefas Ci possuem offsets e subtarefas Bi sa˜o modeladas
como interrupc¸o˜es e´:
∀L≥ 0, g(t1, t2)≤ (t2− t1)−F(t1, t2). (4.24)
Diferentemente de um sistema sı´ncrono, onde a escalonabilidade pode ser verificada testando-
se todos os perı´odos ocupados L ate´ H(hiperperı´odo). Os testes de escalonabilidade para sistemas
assı´ncronos de tarefas possuem alta complexidade algorı´tmica e torna-se necessa´rio testar todos os
perı´odos ocupados de 0 ate´ 2 ·H +Φ (Leung and Merill, 1980).
No problema do intervalo de tempo, subtarefas B possuem uma janela de tempo durante a qual po-
dem estar ativas. Aplicar diretamente o teorema 4.2.1 seria pessimista por contabilizar a influeˆncia de
interrupc¸o˜es onde elas na˜o poderiam ocorrer. Uma melhoria seria inserir um offset ΦHi em dL−ΦHiT Hi e
para representar o fato que uma interrupc¸a˜o na˜o pode ocorrer antes de Bmin. No algoritmo 3 assume-
se que F(t1, t2) representa a demanda de processador resultante das interrupc¸o˜es em [t1, t2]. No pior
caso, o algoritmo possui complexidade O(H2). Infelizmente, no pior caso, o hiperperı´odo e´ o produto
de todos os perı´odos ∏ni=1 Ti. Assim, o algoritmo pode ser aplicado apenas quando os perı´odos do
sistema de tarefas resultam num hiperperı´odo pequeno.
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Algoritmo 3 Escalonabilidade com offsets - primeira parte
for all t1 such that 0≤ t1 ≤ 2 ·H +Φ do
for all t2 such that t1 ≤ t2 ≤ 2 ·H +Φ do
g(t1, t2) = ∑ni=1 max{0,b t2+Ti−Di−ΦiTi c−d
t1−Φi
Ti
e} ·Wi
F(t1, t2) = f (t2)− f (t1)
if g(t1, t2)> (t2− t1)−F(t1, t2) then
return nonfeasible
end if
end for
end for
// Escalona´vel, aplica a segunda parte
return feasible
4.2.2 Teste de escalonabilidade para subtarefas B
Diferentemente das subtarefas Ai e Ci que sa˜o escalonadas pelo EDF, subtarefas Bi sa˜o escalona-
das com base em prioridade fixa com valores atribuidos por um algoritmo de atribuic¸a˜o de prioridades.
Considera-se n nı´veis de prioridade (1,2,. . .,n), onde n e´ a prioridade mais baixa.
Pretende-se verificar a escalonabilidade dos Bi, calculando-se seus tempos de respostas rt, assumindo-
se que todas as subtarefas Bi sa˜o sempre liberadas em ds j como mostrado na Figura 4.8. Na mesma
figura, utiliza-se β para descrever o intervalo de tempo entre a liberac¸a˜o em ds j ate´ o ponto e j. Em
subtarefas com me´trica cumulativa (Figura 3.4) e´ possı´vel que Bi termine apo´s o intervalo ideal, resul-
tando num baixo valor de QoS. Em contraste, subtarefas com me´trica rı´gida (Figura 3.5) demandam
sua execuc¸a˜o completa dentro do intervalo ideal. Assim, e´ necessa´rio verificar se no pior cena´rio
possı´vel rt(Bi)≤ ψ. Note que numa subtarefa com me´trica rı´gida Bi, s j = ds j, de j = e j.
β
DBi
Response-Time rt(Bi)
rt(Bi) QoS
rt ≤ ψ 100%
rt ≥ β +WBi 0%
ψ < rt < β +WBi QoS(Bi, rt(Bi)−WBi , rt(Bi))%
WBi
sj ej
dsj
ψ
dej
Figura 4.8: QoS em relac¸a˜o ao rt.
O tempo de reposta pode ser dividido em pior tempo de resposta (wcrt) e melhor tempo de res-
posta (bcrt). O wcrt representa o pior cena´rio possı´vel para a execuc¸a˜o de Bi e neste sentido o QoS
obtido e´ o mı´nimo possı´vel. O bcrt representa o melhor cena´rio possı´vel para Bi resultando no maior
QoS.
Atrave´s do ca´lculo do wcrt e do bcrt de uma subtarefa Bi e´ possı´vel obter um QoS como mostrado
na Figura 4.8. Desta forma, aplicando o wcrt de uma subtarefa Bi como seu tempo de resposta na
Figura 4.8 resulta no mı´nimo QoS possı´vel. Aplicando o bcrt como seu tempo de resposta, resulta no
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ma´ximo QoS possı´vel. A primeira linha da tabela na Figura 4.8 cobre o caso em que todo Bi executa
dentro de seu intervalo de tempo ideal [ds j,de j]. A segunda linha cobre o caso em que a execuc¸a˜o
acontece fora do intervalo de tempo [ds j,e j] (lembrando que agora consideramos todas as subtarefas
Bi liberadas em ds j) e a terceira linha cobre o caso em que parte de Bi executa dentro do intervalo
de tempo [ds j,e j]. Caso Bi represente uma subtarefa com criticalidade rı´gida, rt(Bi) deve ser ≤ ψ
(resultando em QoS=100%), caso contra´rio o (QoS) e´ −∞ e o sistema de tarefas e´ rejeitado.
4.2.2.1 Calculando o tempo de resposta - Janela de Tempo
O tempo de resposta do pior caso de tarefas num sistema de prioridade fixa pode ser calculado
utilizando o trabalho em (Audsley et al., 1993). Fazendo adaptac¸o˜es para o problema especı´fico de
subtarefas na˜o-preempta´veis, resulta na seguinte equac¸a˜o composta pela soma de treˆs fatores:
wcrtBi =WBi + max
j∈l p(i)
(WB j)+ ∑
j∈hp(i)
WB j (4.25)
O primeiro termo na Equac¸a˜o 4.25 e´ tempo de execuc¸a˜o de pior caso da subtarefa Bi. O segundo
termo e´ o ma´ximo tempo que Bi pode ficar bloqueada por uma subtarefa que se encontra em execuc¸a˜o
no momento que Bi e´ liberada. Contabiliza-se este valor como o maior wcet entre as subtarefas B j
com prioridade menor (l p) do que Bi, deixando a interfereˆncia das subtarefas de prioridade mais alta
(hp) para o pro´ximo termo. O u´ltimo termo e´ o ma´ximo tempo de bloqueio causado por subtarefas
B j com prioridades mais altas. Contabiliza-se este valor adicionando todas as subtarefas B j com
prioridade mais alta do que Bi.
Infelizmente, em algumas situac¸o˜es as janelas de tempo nas quais Bi e B j podem estar ativos
podem na˜o se sobrepor. Neste caso, e´ impossı´vel para B j produzir interfereˆncia sobre Bi mesmo que
B j possua prioridade mais alta. Por exemplo em:
subtask W T Bmin Bmax D Prio
Bi 2 50 10 20 30 1
B j 5 50 35 45 55 2
As janelas de tempo na˜o se sobrepo˜em, logo, na˜o existe interfereˆncia entre B j e Bi como mostrado
na Figura 4.9 item a. Contudo, se trocarmos BminB j = 15,BmaxB j = 35,DB j = 45 as janelas de
tempo estara˜o sobrepostas e existira´ interfereˆncia entre Bi e B j para contabilizar, como mostrado na
Figura 4.9 item b.
a) no interference
BminBj BmaxBj DBj
b) interference
Bi
BmaxBiBminBi DBi
ΩBminBj BmaxBj
DBiBminBi
Bi
BmaxBi
Ω DBj
Figura 4.9: Interfereˆncia de B j sobre Bi.
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Estende-se a Equac¸a˜o 4.25 para a Equac¸a˜o 4.26 para levar em conta somente as subtarefas que
produzem interfereˆncia sobre Bi(Algoritmo 4). O Ω na Equac¸a˜o 4.27 da´ o menor intervalo de tempo
entre a liberac¸a˜o de Bi e B j. Se Ω e´ menor que a distaˆncia entre [DBi ,BminBi ], as janelas de tempo
se sobrepo˜em, resultando em interfereˆncia contabilizada como o tempo de execuc¸a˜o de pior caso de
B j. Embora a Equac¸a˜o 4.26 resulte num menor wcrt comparando com a Equac¸a˜o 4.25, ela e´ ainda
pessimista no sentido de que a interfereˆncia sobre Bi e´ calculada assumindo-se que os intervalos de
tempos entre Bi e B j sa˜o a (cada ativac¸a˜o) os menores possı´veis.
wcrtBi =WBi + max
j∈l p(i)
(I(B j,Bi))+ ∑
j∈hp(i)
I(B j,Bi) (4.26)
Algoritmo 4 Calcula a interfereˆncia com offsets.
1. Procedure I(Bi,B j)
2. // Compute the interference caused by i upon j.
3. inter f erence← 0
4. d←Ω(B j,Bi)
5. if d < DB j then
6. if (d < Bmax j)or((prio(i)< prio( j))and (d ≥ Bmax j)) then
7. // prio(i) < prio(j) In the sense than i has a higher priority than j.
8. inter f erence←WBi
9. end if
10. end if
11. d←Ω(Bi,B j)
12. if d < DBi then
13. inter f erence←WBi
14. end if
15. return inter f erence
16. end procedure
Ω = BminB j − BminBi +
⌈(
BminBi−BminB j
gcd(TBi ,TB j)
)⌉
· gcd(TBi ,TB j) (4.27)
bcrtBi =WBi (4.28)
O tempo de resposta de melhor caso para as subtarefas Bi (mostrado na Equac¸a˜o 4.28) ocorre
quando Bi na˜o sofre qualquer interfereˆncia de outras subtarefas B j (por exemplo, quando nenhuma
das demais subtarefas B j e´ requisitada para executar). Como resultado, o tempo de resposta de melhor
caso de Bi e´ seu pro´prio tempo de execuc¸a˜o de pior caso. Sob a premissa que WBi ≤ ψi (Figura 4.8) e
que bcrtBi =WBi , o ma´ximo QoS dado pelo teste offline sera´ sempre 100% se o sistema de tarefas e´
escalona´vel.
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4.2.2.2 Atribuic¸a˜o de prioridade para as subtarefas B
Para sistemas de prioridade fixa o RM e o DM sa˜o o´timos no sentido de que na˜o existe outro
algoritmo de prioridade fixa que seja capaz de escalonar um sistema de tarefas na˜o escalona´vel pelo
RM ou DM. O crite´rio de otimalidade assume que todas as tarefas sa˜o sı´ncronas, independentes e
preemptivas. Quando uma destas premissas e´ removida, tanto o RM quanto o DM na˜o sa˜o mais
o´timos (Audsley, 1991).
Me´todo simples de atribuir prioridades
A forma mais simples de atribuir prioridades e´ atrave´s de uma regra que atribui prioridades
baseando-se em crite´rios esta´ticos. A regra heurı´stica proposta nesta tese possui duas me´tricas criti-
calidade e fator de deslocamento. Na primeira me´trica, tarefas podem ser rı´gidas ou cumulativas.
Subtarefas com criticalidade rı´gida correspondem ao grupo de subtarefas com prioridades mais altas
do que tarefas com criticalidade cumulativa. Dentro de cada grupo, prioridades sa˜o atribuidas inversa-
mente ao fator de deslocamento, calculado como s fi =
ψ
WBi
. O fator de deslocamento esta´ relacionado
a` capacidade da subtarefa de ser postergada dentro do seu intervalo de tempo ideal e ainda assim ob-
ter o ma´ximo QoS. Como ponto positivo, temos a baixa complexidade computacional deste me´todo
O(n). Infelizmente, aplicando a regra heurı´stica na˜o garante um alto valor de QoS. Um algoritmo
de atribuic¸a˜o de prioridade mais dinaˆmico atribuiria prioridades em face do QoS esperado. Como as
interfereˆncias sa˜o afetadas a cada vez que ajusta-se a prioridade das subtarefas, o algoritmo deveria
recalcular as interfereˆncias a cada passo.
Atribuic¸a˜o o´tima
Em (Audsley, 1991) e´ mostrado um algoritmo com complexidade O(n2) para encontrar uma
atribuic¸a˜o o´tima de prioridade para um sistema de tarefas. Em cada passo, o algoritmo escolhe uma
tarefa que deve possuir a prioridade mais baixa disponı´vel e testa se a tarefa e´ escalona´vel. Em caso de
ser na˜o escalona´vel, ele escolha outra tarefa e repete o teste. Apo´s encontrar uma tarefa escalona´vel,
o processo e´ repetido com as tarefas restantes e uma prioridade imediatamente mais alta. Neste caso,
uma atribuic¸a˜o o´tima e´ uma atribuic¸a˜o de prioridades para as tarefas tal que todas as tarefas terminem
ate´ seus deadlines. Diferentes atribuic¸o˜es de prioridades podem resultar em sistemas de tarefas esca-
lona´veis. Assim, como a u´nica preocupac¸a˜o e´ a escalonabilidade, diferentes atribuic¸o˜es de prioridade
podem resultar em atribuic¸o˜es o´timas.
Diferentemente de (Audsley, 1991) onde o crite´rio de otimalidade e´ a escalonabilidade e a atribuic¸a˜o
de prioridade pode resultar em {escalona´vel,na˜o escalona´vel}, no problema do intervalo de tempo o
crite´rio de otimalidade esta´ conectado ao Hprio (que representa um QoS global) e cada atribuic¸a˜o de
prioridade pode resultar numa soluc¸a˜o diferente. Para o caso especı´fico do trabalho desta tese, a u´nica
forma de encontrar uma atribuic¸a˜o o´tima de prioridade e´ enumerar todas os n! possı´veis sistemas de
tarefas (com prioridades diferentes) onde n e´ o nu´mero de tarefas e escolher uma ou algumas que
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resultem na soluc¸a˜o o´tima. Infelizmente, gerar todos os possı´veis sistemas de tarefas com diferen-
tes atribuic¸o˜es de prioridades possui complexidade algorı´tmica O(n!) o que e´ proibitivo em muitas
aplicac¸o˜es pra´ticas.
No problema do intervalo de tempo, os tempos mı´nimos para liberar Bi {Bmin1,Bmin2,. . .,Bminn}
caracterizam o escalonamento de subtarefas Bi como um sistema assı´ncrono Bi. Subtarefas Bi pos-
suem valores de QoS e, neste caso, uma atribuic¸o˜es o´tima de prioridades deve atribuir prioridades de
forma que o sistema de tarefas, como um todo, possua um alto QoS. Uma heurı´stica Hprio deve ser
utilizada como crite´rio para selecionar, entre todas as atribuic¸o˜es de prioridade, a atribuic¸a˜o que e´
considerada o´tima.
Neste trabalho, e´ apresentada uma heurı´stica para selecionar o sistema de tarefas com a atribuic¸a˜o
de prioridade r onde o QoS me´dio xQoSr e´ alto e o QoS de todas as subtarefas apresentem uma pequena
dispersa˜o (desvio padra˜o) sQoSr em relac¸a˜o a` me´dia.
xQoSr =
1
n
n
∑
i=1
QoS(Bi) (4.29)
sQoSr =
√
1
n
n
∑
i=1
(QoS(Bi)− xQoSr)2 (4.30)
Nesta heurı´stica particular, Hprio(r) ≥ Hprio(s) (no sentido de Hprio para uma atribuic¸a˜o de prio-
ridades r e´ uma soluc¸a˜o melhor que Hprio para uma atribuic¸a˜o de prioridade s) se e somente se:
xQoSr ≥ xQoSs and
(
(sQoSr ≤ sQoSs) or
(
sQoSr ≤
xQoSr
xQoSs
sQoSs
))
(4.31)
A Equac¸a˜o 4.31 compara os valores de QoS me´dio em ambas atribuic¸o˜es de prioridades r e s.
Ale´m disso, ela verifica se a dispersa˜o foi reduzida em r comparado a s ou se, no ma´ximo, aumentou
proporcionamente a` variac¸a˜o da me´dia dos QoS. O Algoritmo 5 apresenta uma soluc¸a˜o o´tima.
A prova da otimalidade e´ simplificada pela constatac¸a˜o de que o algoritmo gera todas as permutac¸o˜es
possı´veis de prioridades. Assume-se que o nu´mero de prioridades e´ o mesmo nu´mero n de subtarefas
Bi. Para cada atribuic¸a˜o de prioridade para o sistema de tarefas, avalia-se o mesmo pela heurı´stica
descrita. As atribuic¸o˜es de prioridade que resultam no maior valor de Hprio sa˜o consideradas o´timas.
Atribuic¸a˜o subo´tima
No Algoritmo 6 e´ apresentado um algoritmo guloso com complexidade O(n2) para atribuir prio-
ridades para subtarefas Bi. Claramente, o resultado e´ sub-o´timo no sentido de que na˜o existe garantia
que o algoritmo resulte na melhor atribuic¸a˜o de prioridades. O algoritmo encontra a soluc¸a˜o esco-
lhendo uma subtarefa q (linha 5) com o QoS mais alto (assumindo-se que todas as demais subtarefas
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Algoritmo 5 Algoritmo O´timo de Atribuic¸a˜o de Prioridade.
1. {S}← all permutations with n priorities
2. r← take one priority assignment from {S}
3. {S}← {S}− r
4. while {S} is not empty do
5. s← take one priority assignment from {S}
6. {S}= {S}− s
7. if Hprio(r)< Hprio(s) then
8. r← s
9. end if
10. end while
11. return r
em S possuem prioridades mais altas) para receber a prioridade mais alta disponı´vel. Sempre que uma
nova subtarefa Bi (q) e´ escolhida, as interfereˆncias causadas por prioridades mais altas e mais baixas
para todas as subtarefas remanescentes que recebem interfereˆncia de q sa˜o recalculadas. O processo
e´ repetido ate´ que todas as subtarefas possuam prioridades atribuidas. Subtarefas com criticalidade
rı´gida somente podem ser escolhidas (linha 5) quando seus QoS forem 100%.
Algoritmo 6 Algoritmo Subo´timo de Atribuic¸a˜o de Prioridade.
1. {S}← all subtasks Bi ∀i ∈ {1 . . .n}
2. p← n // Lowest priority.
3. Compute all interferences(Bi) ∀i ∈ {1 . . .n}
4. while S is not empty do
5. q← choose a subtask Bi with the highest QoS in {S}
6. in such way, all B j have higher priorities
7. prio(q) = p
8. // Assigns the lowest priority available.
9. p← p−1
10. {S}← {S}−q
11. for all subtasks Bi in {S} which interfere with q do
12. recompute interferences(Bi)
13. end for
14. end while
4.2.3 Observac¸o˜es sobre offsets e jitters
Ate´ este capı´tulo vimos duas formar para modelar a precedeˆncia de tarefas: atrave´s de jitters e de
offsets. Independentemente da forma utilizada para implementar a infra-estrutura que sera´ utilizada
em tempo de execuc¸a˜o, deve-se representar no teste de escalonabilidade a relac¸a˜o de precedeˆncia.
Assim, utilizam-se testes de escalonabilidade que utilizam jitters ou que utilizam offsets.
Este capı´tulo fornece indı´cios de que a escalonabilidade com offsets e´ superior a um teste de
escalonabilidade em que utiliza-se jitter para o mesmo fim, mesmo que resulte numa complexidade
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algorı´tmica maior. Abaixo, apresenta-se dois exemplos nume´ricos simples de um dado sistema de
tarefas Γ mostrado na Tabela 4.1 que demonstram essa diferenc¸a.
Tarefa Wi Ti Di Φi/Ji
τ1 2 10 3 2
τ2 2 10 3 2
τ3 2 10 3 2
Tabela 4.1: Exemplo com treˆs tarefas.
Os exemplos das Figuras 4.10 e 4.11 representam do sistema de tarefas Γ composto por treˆs
tarefas τ1, τ2, τ3. No primeiro caso (Figura 4.10) temos o sistema utilizando jitters para controlar a
liberac¸a˜o de duas tarefas. Sobre a mesma figura esta´ representada a demanda de processador (linhas
tracejadas) resultante das tarefas. Na primeira figura o sistema na˜o e´ escalona´vel, visto que a demanda
de processador no tempo 3 e´ 6 (W1+W2+W3). Na Figura 4.11 temos o mesmo sistema utilizando-se
offsets. A demanda do processador no tempo t = 3 e´ 2, em t = 5 e´ 4 e em t = 7 e´ 6. Sendo assim, a
demanda permanece sempre abaixo da linha tracejada L e o sistema e´ escalona´vel.
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Figura 4.10: Sistema de Tarefas com Jitter.
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Figura 4.11: Sistema de Tarefas com Offset.
O teste de escalonabilidade com jitters e´ pessimista no sentido de que ele ira´ rejeitar conjuntos
de tarefas como na˜o escalona´veis pois considera que todas as subtarefas sa˜o liberadas no tempo 0,
resultando numa grande demanda de processador. Uma alternativa melhor seria ajustar a chegada
das subtarefas τ2 e τ3 para um tempo diferente do instante zero atrave´s de offsets. Neste aspecto,
nas pro´ximas abordagens, somente faremos uso de offsets para modelar os momentos de chegada das
subtarefas.
4.3 Avaliac¸a˜o experimental - modo na˜o preemptivo com offsets
Nesta sec¸a˜o apresenta-se o teste de escalonabilidade proposto sobre um sistema na˜o preemptivo
de tarefas Γ, comparando seus resultados com uma simulac¸a˜o realizada sobre o mesmo sistema de
tarefas. No experimento, Γ e´ composto por quatro tarefas (τ1,τ2,τ3,τ4), as quais sa˜o divididas em
treˆs subtarefas. Os tempos de execuc¸a˜o de pior caso, perı´odos, deadlines, offsets e criticalidades sa˜o
apresentados na Tabela 4.2. Os paraˆmetros especı´ficos das subtarefas B, tais como ρ,ψ,Bmin e Bmax
sa˜o apresentados na Tabela 4.3 e a interfereˆncia entre as subtarefas B e´ representada pelo gra´fico da
Figura 4.12 com as subtarefas como no´s e arestas ligando no´s para representar a interfereˆncia entre
estas subtarefas.
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τ subtarefa Wi Di Ti Φi criticalidade
τ1
A1 2 6 40 0
B1 4 20 40 7 cumulativa
C1 2 40 40 20
τ2
A2 3 9 40 0
B2 3 31 40 9 rı´gida
C2 2 40 40 31
τ3
A3 2 25 80 0
B3 6 38 80 28 cumulativa
C3 1 80 80 38
τ4
A4 3 23 120 0
B4 6 35 120 23 cumulativa
C4 3 120 120 35
Tabela 4.2: Exemplo com quatro tarefas.
A simulac¸a˜o da execuc¸a˜o do sistema de tarefas foi realizada por 10.000 unidades de tempo,
assumindo-se um tempo de liberac¸a˜o uniformemente distribuı´do entre Bmin e Bmax. Na simulac¸a˜o,
foi arbitrado que as subtarefas Bi e Ci sa˜o requisitadas em 90% das ativac¸o˜es τi. Neste trabalho, o soft-
ware de simulac¸a˜o foi desenvolvido especificamente para avaliar o novo modelo de tarefas e coletar
os valores de qualidade obtidos durante a execuc¸a˜o. As simulac¸o˜es foram realizadas sobre conjuntos
de tarefas de tamanhos variados e destes conjuntos, por motivo de clareza, escolheu-se um conjunto
com apenas quatro tarefas para ilustrar a avaliac¸a˜o dos me´todos desenvolvidos.
No primeiro experimento, todas as subtarefas Bi sa˜o assumidas com sua liberac¸a˜o no tempo t = ds
e executando sempre com tempo de execuc¸a˜o de pior caso. Numa segunda etapa, analisa-se o impacto
dessas premissas nos resultados do teste de escalonabilidade em relac¸a˜o ao valor de QoS mı´nimo
obtido.
subtarefa ρ ψ Bmin Bmax
B1 8 6 6 13
B2 9 9 9 23
B3 14 8 25 27
B4 10 10 23 27
Tabela 4.3: Paraˆmetros das subtarefas B.
W=4
B2
W=6
W=3
B3
W=6
B4
B1
Interference
Figura 4.12: Relac¸o˜es de interfereˆncia entre subtarefas.
4.3.1 Ana´lises
Nas Tabelas 4.4,4.5,4.6,4.7 sa˜o apresentados os passos para atribuir prioridades a` subtarefas B uti-
lizando o algoritmo 6 onde Wi,max,∑, QoS e prio representam respectivamente o tempo de execuc¸a˜o
de pior caso, a ma´xima interfereˆncia por subtarefas de mais baixa prioridade, a soma das interfereˆncias
de todas as subtarefas de mais alta prioridade, o mı´nimo QoS com uma determinada prioridade e a
prioridade da subtarefa em questa˜o.
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subtarefa Wi max ∑ wcrt QoS prio
I B1 4 0 3 7 87.5% 4
B2 3 0 16 19 0.0% -
B3 6 0 9 15 11.1% -
B4 6 0 9 15 16.6% -
Tabela 4.4: Escolhe subtarefa B1.
subtarefa Wi max ∑ wcrt QoS prio
B1 4 0 3 7 87.5% 4
B2 3 4 12 19 0.0% -
B3 6 0 9 15 11.1% -
I B4 6 0 9 15 16.6% 3
Tabela 4.5: Escolhe subtarefa B4.
subtarefa Wi max ∑ wcrt QoS prio
B1 4 0 3 7 87.5% 4
B2 3 10 6 15 0.0% -
I B3 6 6 3 15 11.1% 2
B4 6 0 9 15 16.6% 3
Tabela 4.6: Escolhe subtarefa B3.
subtarefa Wi max ∑ wcrt QoS prio
B1 4 0 3 7 87.5% 4
I B2 3 6 0 9 100.0% 1
B3 6 6 3 15 11.1% 2
B4 6 0 9 15 16.6% 3
Tabela 4.7: Escolhe subtarefa B2.
Na Tabela 4.8 sa˜o apresentadas seis possı´veis atribuic¸o˜es de prioridades que produzem resultados
o´timos (entre estes, a atribuic¸a˜o de prioridade obtida pelo algoritmo 6) dentre o espac¸o de pesquisa
de 24 atribuic¸o˜es para o sistema de tarefas Γ (n = 4 ∴ 4! = 24).
Atribuic¸a˜o de Prioridade
xQoSr sQoSrB1 B2 B3 B4
2 1 3 4 53.81 40.22
2 1 4 3 53.81 40.22
3 1 2 4 53.81 40.222
4 1 2 3 53.81 40.22
3 1 4 2 53.81 40.22
4 1 3 2 53.81 40.22
Tabela 4.8: Seis atribuic¸o˜es de prioridades o´timas para Γ.
O resultado do teste offline pode ser visto na Tabela 4.9. A subtarefa B2 (com criticalidade rı´gida)
sempre executa dentro o intervalo de tempo ideal, resultando no ma´ximo QoS. As outras treˆs sub-
tarefas possuem criticalidade cumulativa e possuem um QoS mı´nimo de 87.5%, 11.11% e 16.66%
respectivamente. Em virtude de um teste offline pessimista, o wcrt mostrado na Tabela 4.9 e´ um
limite superior para os valores de rt que pode nunca ser obtido na ana´lise por simulac¸a˜o. Assim,
deverı´amos esperar que os valores reais de QoS mı´nimo (obtido por simulac¸a˜o) fossem mais altos (ou
no mı´nimo iguais) aos valores dados pelo teste offline. Da mesma forma, o bcrt dado pelo teste offline
e´ um limite inferior para o rt e esta´ associado com o QoS ma´ximo que pode ser obtido. Assim, caso
o rt simulado seja maior ou igual ao bcrt o QoS ma´ximo obtido seria menor ou no ma´ximo igual aos
valores dados pelo teste offline.
Os resultados da simulac¸a˜o mostrados na tabela Tabela 4.10 sa˜o consistentes pois os mı´nimos
valores de QoS sa˜o iguais ou maiores do que os valores dados pelo teste offline. Assim, o teste offline
pode garantir que, durante a execuc¸a˜o, na˜o existe a possibilidade de uma subtarefa obter um QoS mais
baixo do que o valor calculado pelo teste offline.
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subtarefa wcrt bcrt min QoS max QoS
B1 7 4 87.5% 100.0%
B2 9 3 100.0% 100.0%
B3 15 6 11.1% 100.0%
B4 15 6 16.6% 100.0%
Tabela 4.9: Resultados do teste offline.
subtarefa wcrt bcrt min QoS max QoS
B1 7 4 87.5% 100.0%
B2 6 3 100.0% 100.0%
B3 11 6 75.0% 100.0%
B4 12 6 66.6% 100.0%
Tabela 4.10: Resultados por simulac¸a˜o.
4.3.2 Liberac¸a˜o das subtarefas Bi
Observando os resultados do teste offline (Tabela 4.9), percebe-se que algumas subtarefas obtive-
ram baixos valores de QoS. Uma explicac¸a˜o possı´vel para estes baixos valores seria o momento em
que Bi e´ liberada. Ate´ agora, Bi tem sido liberada em ds. A liberac¸a˜o em ds e´ u´til quando, ainda
que no pior caso, a subtarefa em ana´lise consegue terminar dentro do intervalo ideal. Se a mesma
subtarefa fosse liberada em t = s e executasse sem interfereˆncia, acabaria por receber um baixo valor
de QoS, visto que valores altos de QoS sa˜o obtidos no intervalo [ds,de]. Assim, pode-se analisar em
face do tempo de resposta de pior caso (wcrt), qual o melhor momento para liberar Bi tal que o teste
offline resulte no maior limite inferior para o QoS mı´nimo.
4.3.2.1 Ana´lise para B1
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Figura 4.13: Alguns cena´rios em que B1 e´ liberada em t = s e t = ds.
Na Figura 4.13 apresenta-se alguns cena´rios possı´veis para a execuc¸a˜o de B1 em func¸a˜o do mo-
mento em que esta e´ liberada. Existem va´rios momentos em que a subtarefa B1 pode ser liberada,
na figura apresentamos a liberac¸a˜o de B1 nos tempos t = s e no ds como exemplo. Neste gra´fico,
deve-se levar em conta que nem sempre B1 sofrera´ a ma´xima interfereˆncia. Para cada um dos tempos
de liberac¸a˜o, B1 pode ser executada imediatamente (numa ativac¸a˜o que na˜o sofre interfereˆncia I=0)
ou apo´s sofrer interfereˆncia. O pior tempo de execuc¸a˜o e o tempo de computac¸a˜o sa˜o respectivamente
4 e 7 unidades de tempo. Assim, a maior interfereˆncia e´ de 3 unidades de tempo.
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Observa-se na figura que quando B1 e´ liberada em t = s e na˜o sofre interfereˆncia, sua execuc¸a˜o
(representada pela a´rea com listas inclinadas) inicia antes do intervalo ideal e termina dentro do
intervalo ideal resultando num QoS baixo pois o ma´ximo QoS esta´ dentro do intervalo ideal [ds,de].
Quando B1 e´ liberada em ds e na˜o sofre interfereˆncia, seu QoS e´ ma´ximo, pois toda a sua ativac¸a˜o
ocorre dentro do intervalo ideal. No caso em que Bi e´ liberada em t = s e sofre a ma´xima interfereˆncia,
seu QoS tambe´m sera´ ma´ximo. Ja´ quando e´ liberada em ds e sofre a ma´xima interfereˆncia, a parte
final de sua ativac¸a˜o termina apo´s o intervalo ideal, resultando num baixo QoS.
Na Figura 4.14 tem-se um gra´fico do QoS obtido em func¸a˜o do tempo de liberac¸a˜o de B1. Para
cada instante de tempo (eixo x do gra´fico), corresponde um valor de QoS (eixo y). A subtarefa
e´ liberada no determinado instante e apo´s o te´rmino de sua execuc¸a˜o, obtem-se o valor de QoS. Sa˜o
apresentadas treˆs curvas. A primeira delas (linha cheia) representa os valores de QoS encontrados caso
a subtarefa em questa˜o na˜o sofra interfereˆncias das demais subtarefas (I=0). No tempo t = ds+1.5,
por exemplo, a subtarefa B1 sera´ liberada 1.5 unidades de tempo apo´s o inı´cio de ds. Para esta
configurac¸a˜o, e numa situac¸a˜o em que B1 na˜o sofre interfereˆncia (curva de linha cheia), a subtarefa
executa integralmente dentro de seu intervalo ideal, obtendo QoS de 100%. A curva de linhas e
trac¸os representa o QoS obtido caso a interfereˆncia seja ma´xima (neste caso, 3 unidades de tempo que
resultam no ma´ximo tempo de resposta 7 unidades de tempo). A u´ltima curva (tracejada) apresenta
uma interfereˆncia me´dia (2 unidades de tempo). Pelo gra´fico, o tempo ideal para liberar B1 e´ t =
s+0.5, ponto em que a curva da execuc¸a˜o sem interfereˆncia corta a curva da execuc¸a˜o com a ma´xima
interfereˆncia. Neste ponto, encontra-se o maior limite inferior para o QoS de B1. Esse valor e´ o
QoS mı´nimo dado pelo teste offline. Pode-se afirmar que mesmo com uma interfereˆncia variando de
[0,3] na˜o podera´ haver QoS menor 96.87% obtido em t = s+ 0.5 (lembrando que na Tabela 4.9 B1
sendo liberada em ds resulta em um QoS de 87.5%). O gra´fico tambe´m mostra dois pontos em que
o QoS obtido e´ o mesmo liberando B1 respectivamente em t = s e t = ds. Caso a subtarefa sofra
uma interfereˆncia de 2 unidades de tempo durante sua execuc¸a˜o, como mostrado pela curva tracejada,
obtem-se um QoS maior.
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Figura 4.14: QoS em func¸a˜o do tempo de liberac¸a˜o de B1.
4.3.2.2 Ana´lise para B2
Como os resultados da Tabela 4.9 mostram a subtarefa B2 com um QoS de 100%, na˜o existe
necessidade de uma ana´lise para obter resultados melhores.
4.3.2.3 Ana´lise para B3
Realizando a mesma ana´lise para B3, a Figura 4.15 mostra alguns cena´rios possı´veis para a
execuc¸a˜o de B3 em func¸a˜o do momento em que esta e´ liberada. Apresenta-se duas possibilidades:
liberar B3 no tempo t = s ou no tempo ds. Ale´m disso, deve-se que levar em conta que nem sempre
B3 sofrera´ a ma´xima interfereˆncia. O pior tempo de execuc¸a˜o e o tempo de computac¸a˜o sa˜o, respecti-
vamente, 6 e 15. Para cada um dos tempos de liberac¸a˜o, B3 pode ser executada imediatamente (numa
ativac¸a˜o que na˜o sofre interfereˆncia I=0) ou apo´s sofrer interfereˆncia.
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Figura 4.15: Alguns cena´rios em que B3 e´ liberada em t = s e t = ds.
Na Figura 4.16 apresenta-se um gra´fico do QoS obtido em func¸a˜o do tempo de liberac¸a˜o de B3.
Sa˜o apresentadas treˆs curvas. A primeira delas (linha cheia) representa os valores de QoS que encon-
trarı´amos caso a subtarefa na˜o recebesse interfereˆncias das demais subtarefas. A curva de linhas e
pontos representa o QoS obtido caso a interfereˆncia seja ma´xima (neste caso, 9 unidades de tempo que
resultam no ma´ximo tempo de resposta 15). A u´ltima curva (tracejada) apresenta uma interfereˆncia
pequena (2 unidades de tempo). Pelo gra´fico, o tempo ideal para liberar B3 e´ t = s−0.5. Neste ponto,
tem-se o maior limite inferior para o QoS de B3. Pode-se afirmar que mesmo com uma interfereˆncia
variando de [0,9] na˜o podera´ haver QoS menor 66.66% (obtido em t = s−0.5).
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Figura 4.16: QoS em func¸a˜o do tempo de liberac¸a˜o de B3.
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4.3.2.4 Ana´lise para B4
A subtarefa B4 possui s = ds e de = e. Sendo assim, na Figura 4.17 existe apenas uma situac¸a˜o
onde a subtarefa e´ liberada em s = ds e pode sofrer ou na˜o interfereˆncia. Neste caso, a Figura 4.18
serve para demonstrar que quando a tarefa e´ liberada em t = s= ds seu QoS sera´, no mı´nimo, 16.66%.
A interfereˆncia me´dia representada no gra´fico e´ de 6 unidades de tempo. Uma ana´lise mais detalhada
revela que caso B4 seja liberada antes de s = ds, como no tempo t = s− 2.5, seu QoS seria aumen-
tado para 58.33%. Ocorre que a principal causa de um QoS baixo e´ quando a subtarefa recebe a
ma´xima interfereˆncia. Assim, liberando B4 no tempo t = s− 2.5, ainda que a subtarefa sofra inter-
fereˆncia ma´xima, conseguira´ executar uma parcela maior de seu co´digo dentro do intervalo ideal do
que conseguiria caso fosse liberada em t = s = ds.
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Figura 4.17: Alguns cena´rios em que B4 e´ liberada em t = s = ds.
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4.3.3 Discussa˜o de resultados
Em face desta ana´lise, temos como novos valores de QoS aqueles apresentados na Tabela 4.11.
Realizando uma nova simulac¸a˜o (Tabela 4.12) com os novos tempos de liberac¸a˜o para as subtarefas
B, obteˆm-se valores ideˆnticos aos obtidos pelo teste offline.
subtarefa liberar wcrt bcrt min QoS max QoS
B1 s+0.5 7 4 96.87% 100.0%
B2 s 9 3 100.0% 100.0%
B3 s-0.5 15 6 66.66% 100.0%
B4 s-2.5 15 6 58.33% 100.0%
Tabela 4.11: Novos resultados do teste offline.
subtarefa liberar wcrt bcrt min QoS max QoS
B1 s+0.5 6 4 96.87% 100.0%
B2 s 8 3 100.0% 100.0%
B3 s-0.5 11 6 66.66% 100.0%
B4 s-2.5 12 6 58.33% 100.0%
Tabela 4.12: Novos resultados da simulac¸a˜o.
Infelizmente, a ana´lise para determinar o melhor momento em que Bi deve ser liberado parte
do princı´pio que as subtarefas Bi executam sempre com seu tempo de computac¸a˜o WBi = WCETi.
Quando o WBi ≤WCETi, a determinac¸a˜o do tempo de liberac¸a˜o pode resultar em valores de QoS
mı´nimo menores dos que os informados pelo teste offline. O “encurtamento” do tempo de computac¸a˜o
faz com que o percentual da tarefa que executa dentro do intervalo de tempo seja menor. A Tabela 4.13
representa esta situac¸a˜o, onde na simulac¸a˜o o tempo de computac¸a˜o das subtarefas Bi e´ escolhido
linearmente entre WBi/2+1 e WBi . O caso especial e´ o da subtarefa B2 para a qual a liberac¸a˜o ocorre
no tempo t = s = ds e o encurtamento do tempo de computac¸a˜o na˜o reduz o valor obtido.
subtarefa liberar wcrt bcrt min QoS max QoS
B1 s+0.5 5 3 95.83% 100.0%
B2 s 8 2 100.0% 100.0%
B3 s-0.5 11 4 49.99% 100.0%
B4 s-2.5 9 4 37.50% 100.0%
Tabela 4.13: Simulac¸a˜o onde os tempos de execuc¸a˜o na˜o sa˜o constantes.
4.4 Conclusa˜o
Neste capı´tulo descrevemos o modo de execuc¸a˜o na˜o-preemptivo. Para a ana´lise de escalonabili-
dade, dividimos o problema em duas partes, atacando cada uma delas com modificac¸o˜es de aborda-
gens da literatura de tempo real e atrave´s de contribuic¸o˜es novas. Para escalonar as subtarefas A e C
utilizamos a demanda de processador (k. Baruah et al., 1990) e modelamos a liberac¸a˜o de C atrave´s
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de jitter ou offset. Sobre este tema, ilustra-se, atrave´s de um exemplo nume´rico e argumentac¸a˜o, a
vantagem em termos de escalonabilidade dos uso de offsets.
Para escalonar as subtarefas B utiliza-se uma adaptac¸a˜o da ana´lise do tempo de resposta para ta-
refas com prioridade fixa (Audsley et al., 1993). Visto que as atribuic¸o˜es de prioridades dadas por
algoritmos cla´ssicos como RM e DM na˜o sa˜o mais o´timas em func¸a˜o das premissas empregadas,
apresenta-se treˆs me´todos para atribuir prioridades (me´todo sı´mples, o´timo e subo´timo) mostrando
a complexidade computacional destes. Analisamos o pessimismo para o ca´lculo da ma´xima inter-
fereˆncia recebida pelas subtarefas Bi atrave´s da identificac¸a˜o de quais subtarefas B j podem causar
interfereˆncia. Ale´m disso, apresenta-se uma ana´lise que escolhe quais momentos liberar as subtarefas
B para melhorar o QoS.
Capı´tulo 5
Modo de Execuc¸a˜o Preemptivo
Neste modo de execuc¸a˜o, subtarefas Bi podem acessar recursos privados ou recursos de acesso
na˜o bloqueante, os quais na˜o precisam tratamento especial para controle de concorreˆncia. O QoS
obtido pela execuc¸a˜o de uma subtarefa Bi sera´ o valor cumulativo da execuc¸a˜o do segmento Bi dentro
do intervalo de tempo determinado.
5.1 Abordagem preemptiva com offsets
Nesta abordagem, subtarefas A e C sa˜o escalonadas pelo EDF e sa˜o utilizados offsets para con-
trolar a chegada de B e C, da mesma forma que apresentado no Capı´tulo 4.
5.1.1 Teste de escalonabilidade para subtarefas A e C
Para verificar a escalonabilidade das subtarefas Ai e Ci num sistema com offsets fazendo uso da
demanda de processador. Sera´ utilizada a mesma abordagem usada no modo de execuc¸a˜o na˜o pre-
emptivo visto no capı´tulo anterior. A mudanc¸a esta´ no fato de que agora a subtarefa Bi e´ preempta´vel.
Felizmente, como as subtarefas B possuem prioridades mais altas do que as subtarefas escalonadas
pelo EDF, uma subtarefa Bi somente podera´ ser preemptada por uma subtarefa B j, prio(i)< prio( j).
Assim, a ana´lise em relac¸a˜o a`s subtarefas A e C que sofrem interfereˆncia das subtarefas B permanece
igual. A mudanc¸a existe somente no momento de analisar a escalonabilidade das subtarefas B, atrave´s
do tempo de resposta.
5.1.2 Teste de escalonabilidade para subtarefas B
No capı´tulo anterior, calcula-se o tempo de resposta das subtarefas Bi e com base neste valor
obteve-se o QoS resultante de cada subtarefa. Infelizmente, esta forma de analisar o QoS em face
do tempo de resposta somente pode ser aplicada para subtarefas na˜o-preemptivas. Na Figura 5.1 (a)
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mostra-se uma execuc¸a˜o na˜o-preemptiva de um sistema de tarefas no qual o interesse e´ calcular o
QoS de B1.
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Figura 5.1: Diferenc¸as em Relac¸a˜o ao Tempo de Resposta.
Pelo tempo de resposta de B1 rt = 20 percebe-se que a tarefa obteve QoS=100% pois seu rt ≤ ψ.
Ja´ no item b) da mesma figura, rt = 50 e caso fosse aplicado o crite´rio do tempo de resposta, QoS=0%.
Entretanto, B1 executou dentro do intervalo de tempo ideal nos intervalos [0,2], [7,17] e [22,25],
resultando em QoS de 10%, 50% e 15%, respectivamente, resultando em QoS da subtarefa igual a
75%. Apenas a u´ltima parcela de B1 executou fora de seu intervalo de tempo, sem contribuir para o
valor do QoS.
5.1.2.1 Calculando o QoS para as subtarefas B
Na abordagem preemptiva, o teste de escalonabilidade deve contabilizar a execuc¸a˜o de cada par-
cela de Bi, acumulando em cada caso o valor de QoS obtido. O somato´rio destes valores sera´ o QoSmin
de Bi, desde que as interfereˆncias que as demais subtarefas B j com prioridade maior que Bi sejam es-
colhidas de forma a resultar na ma´xima interfereˆncia. O resultado do teste offline sera´ o resultado da
execuc¸a˜o de pior caso. Sendo assim, criou-se um algoritmo para calcular o QoS de todas as subtarefas
B do conjunto de tarefas τ.
A ide´ia ba´sica do algoritmo e´ determinar quais tarefas B j interferem com Bi e simular a execuc¸a˜o
de uma ativac¸a˜o apenas de Bi num cena´rio de pior caso, onde as subtarefas B j causam ma´xima in-
terfereˆncia. Como o cena´rio e´ pessimista, o valor de qualidade sera´ o mı´nimo QoS possı´vel para Bi.
Repete-se esse processo para todas as subtarefas e assim determina-se o mı´nimo QoS para todas as
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subtarefas. Dessa forma, o algoritmo e´ aplicado n vezes, cada uma das quais por uma ativac¸a˜o apenas
de Bi.
O primeiro passo do Algoritmo 7 (linhas 1 ate´ 8) e´ determinar quais sa˜o as subtarefas B j de
prioridade mais alta que Bi. Para tal, verifica-se se as tarefas de mais alta prioridade interferem com
Bi atrave´s da intersecc¸a˜o das janelas de execuc¸a˜o. Caso exista intersecc¸a˜o, sera´ possı´vel que num
cena´rio pessimista essas subtarefas B j estejam prontas para executar ao mesmo tempo de Bi. Desta
forma, todas podem ser liberadas para executar ao mesmo tempo. O segundo passo (linhas 9 ate´ 41) e´
utilizar estas subtarefas B j num simulador de escalonador com prioridade fixa para contabilizar o QoS
obtido por Bi. Cada nova ativac¸a˜o k das subtarefas B j e´ ajustada para um arrival-time (e como na˜o
existe jitter sera´ o mesmo tempo de liberac¸a˜o) de (k ·Tj +Bmin j ). A simulac¸a˜o somente executa por
uma ativac¸a˜o de Bi e como o cena´rio das subtarefas B j e´ o que causa mais interfereˆncia, o resultado
desta simulac¸a˜o sera´ o mı´nimo valor de QoS possı´vel para Bi. Assim, nesta abordagem e´ calculando
o valor de QoS cumulativo da subtarefa ao inve´s do tempo de resposta.
5.2 Avaliac¸a˜o Experimental - modo preemptivo
Nesta sec¸a˜o ilustra-se a efetividade do teste de escalonabilidade proposto sobre um sistema pre-
emptivo de tarefas Γ, comparando seus resultados com uma simulac¸a˜o realizada sobre o mesmo sis-
tema de tarefas. No experimento, Γ e´ composto por quatro tarefas (τ1,τ2,τ3,τ4), as quais sa˜o divididas
em treˆs subtarefas. Os tempos de execuc¸a˜o de pior caso, perı´odos, deadlines, offsets e criticalidades
sa˜o apresentados na Tabela 5.1. Os paraˆmetros especı´ficos das subtarefas B,(ρ,ψ,Bmin e Bmax) sa˜o
apresentados na Tabela 5.2 e a interfereˆncia entre as subtarefas B e´ representada pela figura 5.2 com
as subtarefas como no´s e arestas ligando no´s para representar a interfereˆncia entre estas subtarefas.
A simulac¸a˜o da execuc¸a˜o do sistema de tarefas foi realizada por 10.000 unidades de tempo, com
um tempo de liberac¸a˜o uniformemente escolhido entre Bmin e Bmax. Na simulac¸a˜o, foi arbitrado que
as subtarefas Bi e Ci sa˜o requisitadas em 90% das ativac¸o˜es τi. Todas as subtarefas Bi teˆm um tempo
de liberac¸a˜o t = ds e sa˜o executadas sempre com tempo de execuc¸a˜o de pior caso.
subtarefa ρ ψ Bmin Bmax
B1 8 6 6 13
B2 9 9 9 23
B3 14 8 25 27
B4 10 10 23 27
Tabela 5.2: Paraˆmetros das subtarefas B.
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Figura 5.2: Relac¸o˜es de interfereˆncia entre subtarefas.
5.2.1 Modo preemptivo com offsets
Nas tabelas 5.3 e 5.4 sa˜o apresentados os resultados do teste offline e da simulac¸a˜o quando a
preempc¸a˜o e´ permitida. Sa˜o destacados na Tabela 5.4 as diferenc¸as entre os resultados da simulac¸a˜o
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Algoritmo 7 Calcula o QoS das Subtarefas B.
1. for all Bi such that 0≤ i≤ N do
2. for all B j such that 0≤ j ≤ N and prio(i)< prio( j) do
3. d1 =Ω(Bi,B j)
4. d2 =Ω(B j,Bi)
5. if d2 < DB j or d1 < DBi then
6. // There is interference
7. insert(B j,0,ReadyList);
8. end if
9. // ReadyList is sorted by priority
10. // EventList is sorted by release time, assuming jitter zero
11. le f t computation =WBi
12. current time = 0
13. while (le f t computation > 0) do
14. task← ReadyList.top()
15. ReadyList.removeTop()
16. current time = max(current time, task.release time)
17. nextEvent time = EventList.top()
18. if nextEvent < current time+ task.le f t computation) then
19. // Preempt task
20. if task = Bi then
21. QoSBi ← QoSBi +QoS(current time,nextEvent time) · ((nextEvent time− current time)/WBi)
22. update(task.le f t computation)
23. insert(task,ReadyList)
24. update(le f t computation)
25. end if
26. else
27. if task = Bi then
28. QoSBi ← QoSBi + QoS(current time, task.le f t computation) · ((task.le f t computation −
current time)/WBi)
29. update(task.le f t computation)
30. update(le f t computation)
31. else
32. reRun(task)
33. // Run again using Bmin as the offset
34. end if
35. end if
36. update global time(nextEvent time)
37. ReadyList← release events(EventList)
38. end while
39. end for
40. end for
41. // Return the QoS of all subtasks
e do teste offline, evidenciando que o teste offline e´ pessimista pois resulta em valores menores de
QoS mı´nimo em comparac¸a˜o com a simulac¸a˜o. Ainda assim, os valores sa˜o bastante pro´ximos, visto
que o teste offline na˜o e´ nada mais do que uma simulac¸a˜o com alguns paraˆmetros ajustados para um
cena´rio pessimista.
5.3 Concluso˜es
Em comparac¸a˜o com os resultados da sec¸a˜o anterior, observa-se que no modo preemptivo sa˜o
obtidos valores mais altos de QoS do que no modo na˜o-preemptivo. Um fator que tem grande impacto
nesta diferenc¸a entre valores de QoS e´ a inversa˜o de prioridade que ocorre a todo momento nos
sistemas na˜o-preemptivos. Neste capı´tulo, na˜o utiliza-se a ana´lise que determina o melhor momento
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τ subtarefa Wi Di Ti Φi criticalidade
τ1
A1 2 6 40 0
B1 4 20 40 7 cumulativa
C1 2 40 40 20
τ2
A2 3 9 40 0
B2 3 31 40 9 rı´gida
C2 2 40 40 31
τ3
A3 2 25 80 0
B3 6 38 80 28 cumulativa
C3 1 80 80 38
τ4
A4 3 23 120 0
B4 6 35 120 23 cumulativa
C4 3 120 120 35
Tabela 5.1: Exemplo com quatro tarefas.
subtarefa wcrt bcrt min QoS max QoS
B1 7 4 87.5% 100.0%
B2 3 3 100.0% 100.0%
B3 9 6 97.2% 100.0%
B4 15 6 16.6% 100.0%
Tabela 5.3: Resultados do teste offline.
subtarefa wcrt bcrt min QoS max QoS
B1 7 4 87.5% 100.0%
B2 3 3 100.0% 100.0%
B3 7 6 100.0% 100.0%
B4 12 6 66.6% 100.0%
Tabela 5.4: Resultados por simulac¸a˜o.
para liberar Bi, visto que a forma com que a interfereˆncia se apresenta no modo preemptivo torna sua
ana´lise mais complexa. Como nos experimentos realizados todas as subtarefas B sa˜o liberadas em
t = ds, para o caso em que o tempo de computac¸a˜o seja menor que o tempo de computac¸a˜o de pior
caso, os resultados sera˜o claramente melhores, diferentemente do que ocorreu no capı´tulo anterior.
Capı´tulo 6
Concluso˜es e Trabalhos Futuros
6.1 Visa˜o geral do trabalho
Neste trabalho foi apresentado um novo modelo de tarefa para expressar requisitos de tempo real
que na˜o podem ser expressos naturalmente em termos de deadlines e perı´odos. O modelo de tarefas
e´ u´til para alguns problemas do mundo real, que pela falta de um estudo teo´rico, sa˜o implementados
com escalonadores convencionais, resultando em imprevisibilidade. O modelo faz uso de func¸o˜es be-
nefı´cio para expressar quando uma ac¸a˜o deveria ser realizada para pbtenc¸a˜o de um benefı´cio ma´ximo.
Soluc¸o˜es da literatura, antes inadequadas para o problema, sa˜o adaptadas e integradas para o problema
do intervalo de tempo.
Foram apresentadas diversas abordagens de escalonamento para o modelo criado, seja sı´ncrono ou
assı´ncrono, com sec¸o˜es na˜o-preemptivas ou preemptivas. A escalonabilidade do sistema e´ garantida
offline atrave´s de testes de escalonabilidade criados, os quais, ale´m de uma resposta aceite/rejeita,
fornecem um valor de benefı´cio mı´nimo e ma´ximo para a execuc¸a˜o de cada tarefa. Sa˜o estudados
diferentes te´cnicas para associar prioridades para as tarefas, sendo apresentado um algoritmo para
este fim. Ale´m disso, uma ana´lise dos valores de benefı´cio obtidos revela os melhores momentos em
que cada tarefa deve ser liberada para obtenc¸a˜o de benefı´cios ma´ximos.
6.2 Contribuic¸o˜es da Tese
Como contribuic¸o˜es desta tese para a a´rea de tempo real, pode-se mencionar a criac¸a˜o do mo-
delo de tarefas baseado em intervalo de tempo que trata explicitamente um intervalo no qual parte do
co´digo de uma tarefa deve ser executada para obtenc¸a˜o de benefı´cio. Anteriomente, utilizando o mo-
delo perio´dico e os testes de escalonabilidade disponı´vel, na˜o era possı´vel determinar se um sistema
de tarefas seria escalona´vel ou na˜o, muito menos qual o benefı´cio obtido por uma ativac¸a˜o da tarefa
em tempo de execuc¸a˜o.
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Neste trabalho, desenvolveu-se abordagens de escalonamento para o modelo proposto onde foram
feitas contribuic¸o˜es na a´rea de algoritmos para associar prioridades para as subtarefas na˜o preempti-
vas, sem reduc¸a˜o do pessimismo na ana´lise do tempo de resposta em face de uma ana´lise mais precisa
da interfereˆncia causada por outras subtarefas. Finalmente, desenvolveu-se uma ana´lise para determi-
nar o melhor momento para liberar subtarefas B na˜o-preemptiva com o objetivo de obter benefı´cios
maiores. Atrave´s das contribuic¸o˜es apresentadas nesta tese, pode-se calcular a escalonabilidade de um
sistema de tarefas sob o modelo do intervalo de tempo, obtendo quais o limites mı´nimos e ma´ximos
de QoS para as subtarefas B em tempo de projeto. De posse desta informac¸a˜o, o projetista de sistema
pode decidir se alterac¸o˜es no sistema de tarefas sa˜o necessa´rias ou na˜o.
6.3 Perspectivas futuras
Como trabalhos futuros, pretende-se investigar a possibilidade de aumento da qualidade obtida
pela execuc¸a˜o de subtarefas Bi na˜o-preemptivas atrave´s de duas te´cnicas:
Escalonamento ciente de contexto. Tornar o escalonador ciente do comportamento das tarefas, tal
que quando a subtarefa Ai requisita a execuc¸a˜o de Bi, ela tambe´m informa ao escalonador o
quanto de tempo de processamento e´ necessa´rio para aquela ativac¸a˜o, num cena´rio em que
WBi ≤WCETBi . Com posse desta informac¸a˜o, o escalonador pode (usando a ana´lise do melhor
tempo de liberac¸a˜o de Bi) determinar o melhor tempo de liberac¸a˜o para um WBi . Num exemplo
hipote´tico, para um B1 com WBi =WCETBi , o melhor instante de liberac¸a˜o e´ t = s+ 0.5, mas
para WBi =WCETBi−1, o melhor instante pode ser t = ds. Em tempo de execuc¸a˜o o escalona-
dor pode decidir liberar B1 em t = ds em face dessa informac¸a˜o para aumentar o QoS mı´nimo
obtido.
Na mesma linha, a subtarefa Ai pode, ao final de sua execuc¸a˜o, informar ao escalonador que na˜o
deseja executar Bi. Dessa forma, a interfereˆncia que seria causada por uma ativac¸a˜o de Bi sobre
outras subtarefas seria eliminada, abrindo possibilidades para melhores escolhas dos tempos de
liberac¸a˜o. O escalonamento ciente de contexto ainda que possa melhorar o benefı´cio obtido,
este se mostraria presente apenas durante a execuc¸a˜o (como um me´todo de refinamento) na˜o
sendo possı´vel contabilizar seus ganhos offline. Ale´m disso, as operac¸o˜es envolvidas represen-
tam um overhead durante o tempo de execuc¸a˜o.
Reordenac¸a˜o de segmentos na˜o-preemptivos. Durante a execuc¸a˜o o escalonador pode violar a or-
dem de prioridade de duas subtarefas na˜o-preemptivas Bi e Bi fazendo que uma execute antes
da outra. A troca e´ permitida se resultar num incremento de benefı´cio para uma das subtarefas
e na˜o interferir no benefı´cio da outra ou, ainda que incorra em perda de benefı´cio, ele seja
compensando pelo ganho da anterior segundo alguma me´trica.
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