Abstract
Introduction
In systems with dynamically arriving tasks, for example web servers or real-time databases, it is typically not known when a task will arrive. If too many tasks arrive simultaneously, the system will become overloaded and tasks will miss their deadlines. The purpose of the admission controller is to accept or reject arriving tasks based on the amount of available (remaining) capacity such that, once a task is accepted, it will be guaranteed to meet its deadline. The term capacity usually translates to utilization which is a well-defined concept for periodic tasks [1] . For aperiodic tasks, the definition of utilization is less intuitive [2] although previous work on admission controllers use the so called synthetic utilization [3] . The main difference between the utilization of periodic and aperiodic tasks is that for periodic tasks, the utilization represents the exact amount of requested capacity while for aperiodic tasks the capacity is overestimated. The reason is that the concept of utilization assumes that a task will never leave the system. This implies that capacity bounds used in admission controllers for aperiodic tasks are unnecessarily pessimistic. This pessimism is increased further by the fact that admission controllers tend to offer only a sufficient admission test [4] . The reason for this is that it is generally believed that an exact admission-controller would have a too high computational complexity. Since running the admissioncontrol algorithm takes time from running the tasks, it is crucial that its runtime complexity be low. Admission controllers based on capacity bounds are claimed to run in constant time (Ç´½µ) [3] . These admission controllers need to decrement a counter when the deadline of a task expires. In the restricted case when tasks can be partitioned into service classes, such that all tasks in a service class has the same relative deadline, and the number of service classes is bounded then the computational complexity is indeed Ç´½µ. But in the general case the complexity is Ç´ÐÓ Òµ (where Ò is the number of tasks) [5] because a data structure of accepted tasks must be maintained so that the task with the minimum absolute deadline can be retrieved. Clearly, it is desirable to design exact Ç´ÐÓ Òµ admission tests since the real processor utilization would then be higher compared to sufficient tests while the overall complexity remains unchanged. In this paper, we propose such an exact admission-controller for aperiodic tasks. We also extend this admission controller to deal with a mix of periodic-and aperiodic tasks.
System Model
We will begin by considering the problem of scheduling a task set Ì of Ò aperiodically-arriving real-time tasks on a single processor. An aperiodic task has an arrival time , an execution time and a relative deadline , that is, the task requests to execute time units during the time interval We study EDF (earliest-deadline-first) [1] scheduling which (without admission controller) behaves as follows. Tasks that have arrived and are awaiting execution are kept in a queue, called ready queue, sorted ascendingly by their absolute deadlines. When the processor becomes idle, the first task in the queue is selected for execution. When a task arrives it is inserted in the queue (breaking ties arbitrarily). If the deadline of this newly arrived task is shorter than the deadline of the currently running task, the latter is preempted and the new task starts to execute instead. We assume that a task always can be preempted and there is no cost of preemption.
An admission controller acts as a filter for arriving tasks such that a task is only allowed into the system if it is guaranteed that all tasks in the ready queue and future arrivals of periodic tasks will still meet their deadlines with the given scheduling algorithm. It is assumed that the admission controller (or scheduling algorithm) is not allowed to use information about future aperiodic tasks, that is, at time Ø it is not allowed to use or of ¾ Ì with Ø. Thus, the admission-control problem is as follows:
Given the task set Ì Ô Ö of periodic tasks and the task set Ì Ô Ö of previously admitted aperiodic tasks, can aperiodic task be admitted?
In Section 3 we will propose an admission controller under the assumption that Ì Ô Ö while an algorithm for the general case will be proposed in Section 4.
The Admission Controller
Instead of using an aggregate of the task properties, such as the utilization, we base our admission controller on the actual properties which contain more information and thus enable an exact analysis. The drawback is that data structures used to maintain these properties become harder to implement and possibly time-consuming to update. Therefore, when devising an exact admission-controller it is not only the idea of the algorithm that is important but also how to implement it efficiently. In the description of our admission controller we will treat these two aspects separately to simplify the understanding. Furthermore, as a start, we will assume that ¼ ½ ¾ Ò (which implies that ) and that no are the same.
Algorithm Description
It is known [6] , that if and only if the following condition holds, all tasks (in the ready queue) will meet their deadlines:
Schedulability condition:
The basic idea of our algorithm is to use this condition as the admission test. That is, if an arriving task would cause the condition to be violated, the task is rejected, otherwise it is accepted. Unfortunately, to check whether the condition is satisfied, all tasks in the queue may have to be traversed, resulting in a run-time complexity of Ç´Òµ. However, it is possible to make the test in Ç´ÐÓ Òµ by introducing some additional task parameters. We will use the notation ÔÓ×´ µ to denote the task at position in the queue. Thus, ÔÓ×´ ½µ and ÔÓ×´ ·½µ indicate the immediately preceding and succeeding tasks respectively. Note that, for Ð , ÔÓ×´Ðµ ÔÓ×´ µ and for Ð , ÔÓ×´Ðµ ÔÓ×´ µ . For each task at position in the queue we define the following two task parameters:
The accumulated execution-time of preceding tasks.
The minimum slack of succeeding tasks.
An illustration of these parameters can be found in Figure This lookup procedure can be done in Ç´ÐÓ Òµ if the queue is implemented as a balanced tree with as keys. The task is then accepted if the following conditions are met:
Condition 1
The new task will meet its deadline.
ÔÓ×´ ·½µ ·

Condition 2
The succeeding tasks will continue to meet their deadlines.
× ÔÓ×´ ½µ
Note that the schedulability of preceding tasks cannot be affected. Also note that these two conditions are equivalent to the schedulability condition implying that the admission test still is exact. If the admission test succeeds, Clearly, although the admission test now can be done in Ç´ÐÓ Òµ, the overall run-time complexity is still Ç´Òµ since on accept we may have to update all tasks in the queue. However, as we will show in the next section, we can use an AVL-tree and a form of lazy evaluation to obtain an Ç´ÐÓ Òµ algorithm. It is important to note that the overall Ç´ÐÓ Òµ complexity cannot be achieved simply by using an AVL-tree since the tree by itself only provides Ç´ÐÓ Òµ complexity for find/insert/delete operations concerning a single entry. In our case we may have to update all Ò entries. Thus a major contribution of this paper is showing how these Ò updates can be performed in Ç´ÐÓ Òµ. 
Data Structure
We use an AVL-tree [7] as the basic data-structure for the ready queue (although our idea is likely to work for any balanced tree-structure). An AVL-tree is a binary tree, ordered such that for an entry , entries with Ý´ µ Ý´ µ ( Ý´ µ Ý´ µ) are found in the left (right) subtree of . Each entry records the balance as -,+ or 0 representing a skew to the left, right or none in the height of its subtrees. If an insert or delete operation results in a skew of more than one, rotations of subtrees are performed to reestablish the balance. An AVL-tree guarantees that operations such as find, insert and delete are done in Ç´ÐÓ Òµ steps. Now, what we want to do is to also update the and × values for all Ò entries in the tree in Ç´ÐÓ Òµ steps. This may sound impossible but is actually achievable in our case since (i) an update is the same for all preceding/succeeding entries (ii) an entry need only be fully up-to-date when requested. This works as follows.
When a task arrives, the admission controller will look up its potential position in the AVL-tree (which is ordered by the task deadlines). This is done by starting at the root entry and traversing the tree by selecting either the left or right subtrees. This means that there will be a path from the root to the leaf containing those entries that are traversed. If the admission controller then accepts the task, its entry is simply added at the end of the path. However, we must now make the necessary updates of the and × values for succeeding and preceding tasks. Due to the constitution of the tree, we know that, for all entries in the path, the deadlines in the left (right) subtrees are shorter (longer) than for the new task. Hence, a subtree either contains only preceding or succeeding tasks. (In contrast, the path may contain both preceding and succeeding tasks.) This means that it is enough to update the values for the entries on the path, since when doing so we can make a note for each entry saying that the next time the left (or right) subtree is traversed, the and × values should be set/increased/decreased by a certain amount. The next time the admission controller uses the look-up procedure the latter will perform the updates for those entries that it traverses. This includes moving the notes to the subtrees. The updates that can occur are as mentioned (i) × Ñ Ò × (for tasks preceding the new task ) and (ii) × × · (for tasks succeeding ). Hence, an update note contains two entities:
The new minimum slack of succeeding tasks. When moving a note we must also remember not to update the slack for an entry if its minimum slack already is less than stated in the note since this indicates that the note is obsolete. That is, ×
This data structure implies that an entry is only updated when it is requested which is in fact the only time its information is required to be correct. Hence, the computational complexity of keeping the tree up-to-date is indeed Ç´ÐÓ Òµ.
It should be mentioned that when a new entry is inserted (or deleted) the possible rotations in the tree will cause subtrees to be moved. That is, left subtrees may become right subtrees and vice versa. However, this does not affect the validity of the update notes since these concern the relationship between tasks which is independent of the tree representation. (When the rotations are performed the notes also move along.) Furthermore, since seeing an entry means updating it, the actual rotations will only be performed on entries that are up-to-date which guarantees that consistency among notes is maintained.
As a proof sketch we show one case of the rotations in Figure 2 . In the figure the tree is first shown before the insertion of an entry C. As can be seen there are several update notes present. However, as C is inserted the update notes along its path will be carried out such that after the insertion all entries on the path will be completely updated. That is, entry B is updated with note 1 and the entries on the path in subtree B1 are updated with the merged notes of 1 and 3. Furthermore, subtrees that are not traversed receive new or merged update notes. For example, note 4 is merged with note 1. As can then be seen, the rotation only move subtrees between entries on the path. Since these entries and subtrees are bound to be updated due to the insert operation, the rotation does not cause inconsistency in the update notes. The same reasoning can be applied and validated for all cases of rotations that can occur during insert and delete.
The pseudo-code for our admission controller can be seen in Figure 3 .
Example 2 We will use the task set in Table 1 again but this time we will also consider that the ready queue is implemented as an AVL-tree. After inserting ½ the tree 
. This is all illustrated in Figure 4 (c).
When is inserted the updates are similar to those for . The difference is that now a note already exist and have to be updated. In this case, (a Case 4 update) the slack information should be replaced. When is inserted the update is performed and instead a new note is added to the right of . This tree is shown in Figure 5 (a). When ½¼ is to be inserted (to the right of ) the note will be pushed down to the right of while the entry for is updated. The insertion will also cause the note to be updated and since it is a Case 1 update, the slack information will not change. We also get a new note to the left of . However, as the tree becomes unbalanced we have to do an AVL-rotation which will make this left note a right note as can be seen in Figure 5(b) . As mentioned, this will not affect the validity of the note since its information applies to all entries in a particular subtree regardless of the position of the subtree.
Scheduler Interaction
We will now remove the assumption that ¼ ½ ¾ Ò , that is, we will consider how the ready queue (AVL-tree) is updated due to interaction with the EDF scheduler over time. First of all, the parameter no longer represents the accumulated execution-time of preceding tasks but rather the scheduled start-time. For instance, when the ready queue is empty, Ô Ó×´½µ ½ . When the processor is idle and there are tasks in the ready queue, the scheduler selects the first task Ô Ó×´½µ for execution. However, the task is not removed from the queue until it is finished. Instead, the scheduler keeps a pointer to its entry in the AVL-tree. When a new task arrives, the entry for ÔÓ×´½µ is updated to indicate what portion of its code it has executed. That is, ÔÓ×´½µ ÔÓ×´½µ ÔÓ×´½µ and ÔÓ×´½µ ÔÓ×´½µ · ÔÓ×´½µ where ÔÓ×´½µ is the time the task has executed from its (last) dispatch. If is accepted, the scheduler has to redo the selection of which task to run. This selection also has to be done whenever a task is finished (even if there are preempted tasks). The removal of a task, when finished, requires at most Ç´ÐÓ Òµ AVLrotations to keep the tree balanced. Removal also includes performing any update notes encountered during the operation. Non-unique can be quite easily handled by being consistent in the deadline comparisons and keeping track of whether the entries on the path are to the left or right of their parent. That is, this is no different from an ordinary AVL-tree where entries may have similar keys. Figure 4 : Illustration of the AVL-tree. ¾ before the admission controller is invoked. If the new task is accepted and has a shorter deadline than ½ (which is currently running), the new task will be the one to run and it will preempt ½ . However, due to the previous update, this preemption is transparent to the admission controller since the amount of requested capacity still is accurate. (Of course, the management of the actual context-switch is handled by the processor/scheduler.)
Extension to Periodic Tasks
We will now remove the assumption that Ì Ô Ö . When the synthetic utilization is used for admission control, extension to periodic tasks is trivial since in fact the aperiodic tasks are treated as periodic. Similarly, in our case it is easy to believe that periodic tasks simply can be treated as a number of aperiodic ones. However, this is not the case since we must ensure that all future invocations of the periodic tasks will meet their deadlines. That is, the admission controller for aperiodic tasks must ensure that there is enough capacity left for safe execution of the periodic ones. Therefore, in an exact admission controller we must distinguish aperiodic tasks from periodic ones.
Basic Idea
The fact that the utilization of the periodic tasks is Í Ô Ö means that over the hyperperiod (Ð Ñ´Ì ½ Ì Ñ µ) they require Ð Ñ´Ì ½ Ì Ñ µ ¡ Í Ô Ö Ô Ö time units of computation. This means that there are Ð Ñ´Ì ½ Ì Ñ µ Ô Ö ×Ð time units remaining to be used by aperiodic tasks. However, to guarantee the deadlines of the periodic tasks, this slack cannot be arbitrarily distributed. To find the exact slack distribution we can examine the EDF schedule produced by the periodic task and record the slack appearances. Now, since we do EDF scheduling, we know that, if the processor is idle at time Ø this means that all tasks with Ø has finished. But this also means that (due to Ì ) some of these tasks could have been safely delayed. ( Figure 3 : Pseudo-code for our admission controller. lating a table (or list) containing the location and duration of slack, over the hyperperiod, when EDL is used. We can then recognize that, if we execute a periodic task during a time interval that according to this table contain idle time (slack), the task is executed sooner than necessary and thus the slack will be postponed but not consumed. (It will appear after the task instead of before as the table dictates.) In contrast, if the processor is idle, slack is consumed. Thus, by keeping track of when slack is used compared to when it is available it is possible to know whether aperiodic tasks can be admitted or not with respect to the periodic tasks.
Merging of update notes IF no previous update note exists THEN
Our admission controller will be divided into two parts. First we check that the aperiodic tasks, as a whole, will not use more slack than available. Here we will use the slack table from Chetto-Chetto. When the periodic tasks are known to be safe, we check whether the (already admitted) aperiodic tasks also will be safe. Here we will use our previous admission controller with some extensions.
Admission Control: Periodic Tasks
The slack table generated by the algorithm proposed by Chetto-Chetto contains Ô entries representing the time intervals in the EDL schedule which begin with idle times. An entry contains Ø , the start time of the interval, and ¡ , the duration of the slack, that is, during Ø Ø · ¡ the processor will be idle under EDL. According to [8] [8] . To speed up the access of the table information, we introduce an additional field ª È ½ ½ ¡ which holds the total amount of idle times in ¼ Ø . Furthermore, we assume that the table is represented as an AVL-tree ordered on Ø which enables entry access in Ç´ÐÓ Ôµ. In particular, we will use the operation ª´Øµ which computes the amount of slack in ¼ Ø . Since all table values are restricted to the hyperperiod, we use that,
Ø Ð Ñ is the value to use when looking up in the slack table and ¡ Ð Ñ is the amount of slack for previous hyperperiods. We then have that ª´Øµ ª · ¡ Ð Ñ · Ñ Ò´Ø Ð Ñ Ø ¡ µ where Ø Ñ Ü Ø Ø Ð Ñ . Due to the tree implementation, the entry can be located in Ç´ÐÓ Ôµ and thus ª´Øµ can be computed with the same complexity. Note that the table only contains static information.
In order to record the actual use of the slack we use the counter (initially zero) which represents the total amount of consumed (or allocated) slack. Whenever the processor has been idle for some amount of time, is increased by the same amount. We also use Ñ Ü to represent the largest deadline of the admitted aperiodic tasks. When an aperiodic task arrives, the admission control regarding periodic tasks consists of the following test:
Periodic condition ª´Ñ Ü´ Ñ Ü µµ
Thus the test considers all aperiodic tasks as one big task and checks whether there is enough processing capacity to allow it to meet its deadline. Our next admission test will determine whether also the individual deadlines of the aperiodic tasks will be met. If the task also passes the aperiodic test, Ñ Ü Ñ Ü´ Ñ Ü µ and · . The EDL schedule and the location of the slack for this task set is shown in Figure 6 (a). The EDF schedule for the same task set is shown in Figure 6 
½¾ and
¾ we see that ª´½ µ ½ which means that this task is rejected. If instead ½ the task passes this periodic and we must turn to the aperiodic admission test for a complete decision.
Admission Control: Aperiodic Tasks
Here we use our previously proposed admission controller based on the AVL-tree. We will assume that the ready queue contains both admitted aperiodic tasks and released invocations of periodic tasks. To make the admission test correct also in the presence of periodic tasks, we must consider the processing capacity required by future periodic task invocations. Hence, for a task potentially located at position in the queue, we use the following term to denote this entity:
Required processing capacity of future periodic arrivals preceding Ô Ó×´ µ . This rather complicated definition of ´ ½ µ is due to that it, together with the and × values, is used for both aperiodic and periodic tasks while the admission test is only performed for aperiodic tasks. Informally, ´ ½ µ represents those periodic tasks that will execute between and its preceding task. Note that it is not necessarily the case that all these tasks actually do execute before since it may finish before they are invoked. In the worst case, the total amount of computation that must take place before is . This implies that in Condition 1 we cannot use the value ÔÓ×´ ·½µ since it includes periodic tasks that will execute after the task considered for admission control. Instead we have: However, if is a released invocation of a periodic task then its computation demand has been accounted for already and hence no updates of succeeding tasks are required. For preceding tasks, an update of the minimum slack is required if the new task also is the one with the minimum slack.
As mentioned, the scheduled start time may now be greater than the actual start time. However, this poses no problem since when the processor becomes idle the scheduler simply picks the first task in the ready queue. The total amount of computation, as accounted for by succeeding tasks, will be the same regardless of the task order.
The computation of ´ ½ µ requires that all periodic tasks are examined and thus the complexity of this second admission test (and insertion in the ready queue) becomes Ç´Ñ · ÐÓ Òµ.
Example 5
We consider example 4 again. We assume that The update notes result in and × ½ ½ ¾. Note that the minimum slack now appears to be 2 although in reality it is zero due to the periodic tasks that not yet has arrived but later on will be postponed by the aperiodic tasks.
Overall Admission Control
By combining the computational complexity of the admission test for the periodic tasks (Ç´ÐÓ Ôµ) with the complexity of the test for already admitted aperiodic tasks (Ç´Ñ · ÐÓ Òµ) the overall computational complexity of the admission controller becomes Ç´Ñ · ÐÓ Ò · ÐÓ Ôµ. Although this complexity may appear discouragingly high, it should be remembered that on rejection the complexity may be much lower. Furthermore, since previous exact admission-controllers require Ç´Ôµ steps and typically Ô Ñ our method provides a clear improvement.
Related and Future Work
It is clear that our exact admission-controller requires more overhead that admission control based on the synthetic utilization. However, our simulations [9] show that, if tasks are not too small compared to the overhead, our exact test provides a higher average utilization than the utilizationbased test. To find out if this conclusion holds in a real system, we are currently implementing the admission controller in the Linux kernel. Moreover, the task information maintained in the AVL-tree can be exploited to implement features such as capacity reclamation and task isolation [9] . In addition, our algorithm is also capable of performing admission control for incoming periodic tasks -even in the presence of already admitted aperiodic ones [9] . However, in the worst case, this requires a recomputation of the slack table and therefore the runtime complexity is unfavorable.
We have already mentioned the work on utilizationbased admission control [10] which provides sufficient tests for task sets with purely aperiodic tasks as well as for a mixture of periodic and aperiodic tasks. Our algorithms assumed that Ê ½ Ê ¾ Ê Ñ but utilization-based admission did not, so clearly if the task set does not satisfy
control is superior. Exact tests for joint scheduling of periodic and aperiodic have been proposed in [11, 8] . However, the runtime complexity of these tests is Ç´AE µ where AE is the number of slots or arrivals within the hyperperiod. (In addition, [8] assumes that Ì Ô Ö whenever an aperiodic task arrives.) Another popular approach for this joint scheduling is aperiodic servers, e.g., [12] . However, these servers typically assume that aperiodic tasks have no deadlines but rather that their response times are to be minimized. Furthermore, the server parameters must be set according to some anticipated workload which can be hard to predict [13] . Nevertheless, a popular property of aperiodic servers is their ability to provide task isolation through policing. That is, a subset of tasks (constituting an application) is prevented from requesting more than its predetermined share. In this line of work, [14] proposes the BSS algorithm which uses an AVL-tree with lazy updates resembling our approach. The proposed algorithm maintains budgets -similar to our minimum slacks -to decide whether an application may execute or not. (When a budget becomes zero any remaining tasks will not be allowed to execute.) However, the budget calculation does not consider the task execution-times until after some task's execution. This means that, in an overload situation, there will still be tasks awaiting execution when the budget is zero. In particular, it is not possible to know when a task arrives whether it will be executed or not.
As an example, consider the tasks ½ with ½ ½¼, ½ and ¾ with ¾ , ¾ . It is assumed that ½ ¾ ¼. With our admission controller ¾ will be rejected at arrival which is the expected result. However, using the BSS algorithm both tasks will be admitted with budgets equaling their deadlines. ¾ will then be the first to execute and when it finishes, the budget of ½ will be decreased by ¾ such that ½ ½¼ . ½ will then be allowed to execute until its budget is exhausted. Thus, since ½ ½ the task will not finish within its deadline. From this example we can note two things: (i) an admitted task is not guaranteed to meet its deadline and (ii) the budget information is not enough to make a correct admission decision. Hence, the proposed data structure and update scheme of BSS cannot trivially be applied to admission control.
The on-line scheduling algorithm D* [15] also resembles our admission controller in the data structure it uses. However, in D* an (accepted) task is never guaranteed to finish since it may be rejected later on due to "better" tasks coming in, i.e., tasks which contribute more to the cumulative value. As with BSS, D* is not trivially extended to an admission controller since the information that it maintains is not sufficient to perform an admission test.
Conclusions
In this paper we propose an exact admission-control algorithm for aperiodic tasks and EDF. For purely aperiodic task sets our algorithm runs in Ç´ÐÓ Òµ. This is the same run-time complexity as for utilization-based admission controllers that only provide a sufficient admission test. For applications with a mix of aperiodic and periodic tasks, our admission controller runs in Ç´Ñ · ÐÓ Ò · ÐÓ Ôµ which is considerably faster than previous approaches that run in Ç´Ôµ since typically Ô Ñ.
