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Abstract—The computation of nodes centrality is of great im-
portance for the analysis of graphs. The current flow betweenness
is an interesting centrality index that is computed by considering
how the information travels along all the possible paths of a
graph. The current flow betweenness exploits basic results from
electrical circuits, i.e. Kirchhoff’s laws, to evaluate the centrality
of vertices. The computation of the current flow betweenness may
exceed the computational capability of a single machine for very
large graphs composed by millions of nodes. In this paper we
propose a solution that estimates the current flow betweenness in
a distributed setting, by defining a vertex-centric, gossip-based
algorithm. Each node, relying on its local information, in a self-
adaptive way generates new flows to improve the betweenness of
all the nodes of the graph. Our experimental evaluation shows
that our proposal achieves high correlation with the exact current
flow betweenness, and provides a good centrality measure for
large graphs.
I. INTRODUCTION
In the last years the broad diffusion of the internet and,
more in general, the communication networks, allowed people,
information, computing devices and even simpler “things” to
be always reachable, according to the “always-on” paradigm.
Operatively, this world of connections is often supported by
social networks and/or the underlying physical communication
networks. The web of interactions among the entities com-
posing such environments can be even more interesting; both
from the amount and richness of information viewpoints. Such
network of interactions is often represented as a graph, that
if analysed can provide useful information, both regarding the
graph as a whole or regarding specific vertices. Specifically,
centrality measures are an important tool in graph analysis,
as they provide information on the structural prominence of
nodes and edges and, as a consequence, they support the
identification of the key elements of the network. For instance,
in a social network it could be interesting to find the most
important actors in large social interaction graphs; or in a data
network could be worth to find the nodes that are subject to the
highest traffic to prevent network congestion and disruption.
Over the years, many different centrality measures have
been proposed. One of the most popular measures is the
vertex betweenness centrality. The Betweenness Centrality [1]
measures the importance of a node as the number of times
it lies on the shortest path between two other nodes. It is
an appropriate index in networks where information flows
mostly along geodesic paths, and it is currently adopted for the
analysis of a wide set of complex networks. A common limit
of shortest-paths based measures is that they do not take into
account the information spread occurring along non-shortest
paths, hence, they are not the best choice when information
conveying is governed by other rules. To overcome this limi-
tation, in literature have been proposed betweenness measures
that are based on the information flow along the graph.
Freeman et al. [2] suggested a sophisticated betweenness
measure, the flow betweenness, that includes contributions
from some non-geodesic paths. The flow betweenness is
computed by considering a network where a maximal amount
of information (with respect to edges capacity) is continuously
injected between all the source vertices and the target vertices.
However, using this measure there might be paths that are
central in the networks, but are not crossed by any flow unit
for particular pairs of sources and targets. To address these
issues, Newman [3] and Brandes et al. [4] proposed to model
the network as a electric circuit where a current flow is injected
to a source node and exits to the target node. The resulting
index, the current flow betweenness named also random-
walk betweenness is able to compute contributions from all
paths existing between the source and the target node. The
current state-of-the-art for the computation of the current flow
betweenness includes both exact [5], [4] and approximated
[4], [6], [7] approaches. However, these solutions are all
centralized, and their applicability is limited only to small
graphs.
To overcome this limitation, this paper proposes DUCK-
WEED, a novel algorithm for the distributed computation
of the approximated current flow betweenness centrality. In
DUCKWEED, each node, using only locally available informa-
tion, exploits, in a self-adaptive way, the Kirchhoff’s laws of
electrical circuits to incrementally compute the current flow
betweenness of the graph. Our algorithm can be implemented
in both distributed frameworks for the analysis of large graphs
(such as Apache Spark [8] or Hadoop [9]) and in peer-to-peer
networks.
The paper is organised as follows. Section II reports an anal-
ysis of the related work. Section III presents some preliminary
notions, focusing in detail on random walks and current flow
betweenness. Then, in Section IV, is present DUCKWEED, our
proposed solution for the distributed estimation of current flow
betweenness. In Section V are reported our empirical findings.
Finally, Section VI reports our conclusions.
II. RELATED WORK
The computation of the betweenness centrality index is
intrinsically expensive. In fact, to be determined it requires
the computation of all the shortest paths. The naive centralized
algorithm requires θ(n3) time and θ(n2) space, where n is the
number of vertices. An improvement to the basic solution has
been proposed by Brandes [10] in 2001. In his proposal, he
introduces the notion of vertex dependency, recursively defined
on the whole structure of the graph. Following this approach
it is no longer required the combinatorial counting of all paths
and O(n+m) space and O(nm) time bounds, respectively, are
obtained for undirected graphs (with m the number of edges).
Another approach is based on the definition of algorithms
for computing approximated values of the index. Riondato et
al. [11] proposed two efficient randomized algorithms for the
estimation of betweenness based on random sampling. These
algorithms offer probabilistic guarantees on the quality of the
approximation. To bound the size of the sample exploited to
achieve their approximated result, they rely on the results from
the Vapnik-Chervonenkis theory, which allows to use small
sample sizes.
The current flow betweenness centrality has gained mo-
mentum in the last years as an alternative index to measure
centrality of nodes in a graph. Similarly to the classical
betweenness centrality, the straightforward algorithm to deter-
mine current flow centrality is to compute information flows
for all the possible pairs of node in the graphs. Newman [3]
and Brandes et al. [4] provided a formulation derived from
Kirchoff’s law of current conservation, in which edges are
resistors with a given conductance, and the nodes are junctions
between resistors. They propose an algorithm for estimating
the current flow betweenness centrality having a computational
complexity of O(I(n− 1) +mn2), where O(I(n− 1)) is the
complexity to invert a n×n matrix. Moreover, they propose an
approximated version of the algorithm that selects uniformly at
random a small fraction of all pairs s 6= t ∈ V . The bound on
the number of pairs is computed by exploiting the Hoeffding
bound [12].
Bozzo and Franceschet [6] [13] proposed an algorithm for
current flow betweenness centrality that reduces the com-
plexity deriving from the inversion the Laplacian matrix de-
scribing the graph by choosing a subset of its eigenvalues
and eigenvectors. Avrachenkov et al. [7] introduce the α-
current flow betweenness centrality by adding a “ground node”
to the original graph, and connecting each node to it. The
introduction of the ground node simplifies the computation
and leads to a reduction of the complexity of the matrix
calculations. In addition, they approximate the betweenness by
randomly selecting a subset of all possible pairs, similarly to
Brandes et al. [4]. They also introduce the truncated α-current
flow betweenness, an approach in which the scores on the
edges starting from the source of the flow are not considered in
the computation of the betweenness. They proved empirically
that the resulting estimation increases the correlation with the
exact current flow betweenness.
Despite the optimizations introduced by the solutions men-
tioned above, the computational cost to determine path-based
centrality indices requires the adoption of distributed solutions
when dealing with large graphs. Lehmann and Kaufmann [14]
propose a general framework for defining decentralized algo-
rithms that compute centrality indices. To this end they take
into account four different centralities, closeness, stress, graph
and betweenness, with emphasis on the betweenness centrality.
As far as we know, there is no distributed algorithm for the
current flow betweenness centrality. Rather, novel definitions
of the centrality indices have been proposed, which are suitable
to be computed in a distributed environment. Wehmuth and
Ziviani [15] redefined the closeness centrality index of a
vertex by considering its h-neighbourhood, i.e., the vertices
within a radius h around it. The centrality value of each
vertex in the network is defined as the sum of the degrees
of the vertices in its h-neighbourhood, i.e., the volume of
its h-neighbourhood. This notion of centrality is equivalent to
the degree centrality when h = 0. The distributed algorithm
consists in a TTL-restricted flooding of the degree of each
node within its h-neighbourhood. The experimental results
show a high degree of correlation between this notion of
centrality and the closeness centrality. Kermarrec et al. [16]
introduces a novel notion of centrality based on random walks,
called second order centrality. According to it, each node
computes its centrality index by starting an unbiased random
walker and counting how much time the walker requires to
return to the node. Their approach collects a certain number of
this measure in order to calculate the standard deviation. This
calculation is performed incrementally each time the walker
returns to the node, improving the estimation of the centrality
of the nodes over time.
III. PRELIMINARIES
In this section we introduce the notions required for the
definition of the main theoretical framework at the basis of our
approach. We first introduce the Random Walk Betweenness
and then we present the relation between elementary electric
network theory and random walks, which is at the basis of the
definition of the Current Flow Betweenness.
A. Random Walk Betweenness
Let us consider a network and suppose that a node s
generates an information (conveyed as a message) whose target
is node t. Each node receiving the message propagates it to one
of its neighbours, chosen uniformly at random. This strategy is
usually referred as random walk. The notion of Random Walk
Betweenness Centrality introduced by Newman [5] measures,
for a given a node n, the expected net number of times a
random walker passes through n on its way from s to t,
averaged on all s and t. As Newman states, when computing
the net number of times, two visits of the walker to the same
vertex coming from opposite directions must be cancelled out.
This avoid scenarios where the walker passes forth and back
a vertex many times, without actually going anywhere.
B. Current Flow Betweenness
Doyle and Snell [17] give an exhaustive presentation of
the relations existing between random walks end electric
networks. We briefly summarize the main results of their work
in this section.
Let G = (V,E) be an undirected graph, where E ⊆ V ×V ,
with n = |V | vertices and m = |E| edges. We assume that
there are no self-loops from one vertex to itself and no pairs
of vertices connected by multiple edges. Each edge (i, j) ∈ E
connecting vertices i and j has a weight wi,j . The matrix Ai,j
is the adjacency matrix of the graph, i.e. Ai,j = 1 if and only
if there exist an edge connecting vertices i and j.
An electrical network may be represented by a graph by
assigning to each edge a positive weight indicating the conduc-
tance of the corresponding electric wire (or the resistance of
the wire, which is the inverse of the conductance). According
to this representation, the vertices of the graph are junctions
between resistors. For the sake of simplicity, we consider
unitary conductance (or resistance), i.e., wi,j = 1, ∀i, j.
In particular, we are interested in how current flows through
the network, when injected to a source node s and picked up
at a target node t, for all possible choices of s and t.
Definition 1. We define a current flow F (s,t) over the graph
G as follows:
• s is the source of the flow, the current enters the network
through it;
• t is the target of the flow, the current leaves the network
through it;
• u(s,t)i , called supply vector, is a vector such that
∑
i ui =
0 and us = −ut = 1:
Let v(s,t)i be the potential at node i for F
(s,t). Kirchhoff’s
law of current conservation states that the current that enters
into a node is equal to the current that flows out of it. This
implies that the potentials of a node satisfy the following
equation for every node i:∑
j
Aij(v
(s,t)
i − v(s,t)j ) = u(s,t)i (1)
v
(s,t)
i =
∑
j Aijv
(s,t)
j + u
(s,t)
i∑
j Aij
(2)
By considering only unitary resistances as stated above, we
have Aij = 1 if exists the edge (i, j), otherwise 0 and that∑
j Aij = deg(i).
Given the above, let us consider the current flow that passes
through the vertex when a unit of current is injected in a source
vertex and removed from a target vertex, averaged over all
source-target pairs [4], [5]. Doyle et al. [17] show that this
current flow is equal to the net expected number of times
that a walker, starting at s and walking until it reaches t,
will pass through that vertex. The random walker betweenness
can be therefore computed by considering the electrical circuit
associated to the graph and by applying the laws of electrical
circuits. The resulting betweenness index is also referred as
Current Flow Betweenness.
To compute the current flow betweenness of a vertex i, 6=
s, t, it is therefore required to compute the current flowing
through i, which, given a flow F (s,t), is defined as half of the
sum of the absolute values of the currents flowing along the
edges incident on that vertex:
I
(s,t)
i =
1
2
∑
j
Ai,j | v(s,t)i − v(s,t)j | (3)
The current-flow betweenness centrality bi [4], [5] is the
average of the current flows over all the source-target pairs:
bi =
∑
s<t I
(s,t)
i
(1/2)n(n− 1) (4)
Bozzo et al. [13] show how to solve the system of equa-
tions 2 by exploiting classical matrix calculus when consider-
ing all the possible source and target pairs. However, when the
graph is very large, this calculus may exceed the computational
capability of a single machine. On the other hand, we note
that a distributed computation of the system of equations 2 is
feasible, because each node requires only local information,
i.e. information about its neighbours, to iteratively compute
the value of its potential for a given s and t pair, and calculates
its betweenness by means of its currents flowing according to
Equation 3. This observation is at the base of the distributed
approach we present in the next section.
IV. DUCKWEED
As far as we know, current state-of-the-art approaches for
current flow betweenness centrality (CFBTW) are centralized,
and their applicability is limited to small graphs [4], [7]. In
this work we present our proposal to fill this gap. We propose
DUCKWEED, a novel distributed approach that computes an
estimation of the current flow betweenness centrality, which is
suitable for large graphs. Approximate CFBTW has a practical
applicability, essentially for two reasons: (i) computing a
precise CFBTW for a large graph is very time consuming, and
(ii) many applications of centrality indexes require to find a
ranking of the top-most central nodes, rather than the exact
values of centrality for each vertex.
A. Computational Model
The computation performed by DUCKWEED follows a
vertex-centric approach in which the nodes of the graph are
considered as the unity of computation. We assume that nodes
of the graph are processed periodically and asynchronously.
Nodes do not have access to the entire graph, but only to their
immediate neighbours in the graph, and to a small set of other
nodes, provided by means of information diffusion protocols.
DUCKWEED does not require any kind of shared memory,
as nodes communicate only through explicit messages. This
makes DUCKWEED suitable for graph computing frameworks,
and for peer-to-peer networks, in case each node is assigned
to a peer of the network.
Algorithm 1: Flow Computation
Data: F : the set of flows known by the node
1 R← receive flows from neighbours
2 N ← flowCreation()
3 F ← F ∪ R ∪N
4 forall the f ∈ F do
5 update potential for f
6 ∆f ← difference with potential of the previous iteration;
7 if ∆f < D then
8 mark f as completed
9 end
10 end
11 send F to neighbours
12 CentralityComputation()
13 F ← F \ {f is completed}
B. The DUCKWEED approach
The main idea behind DUCKWEED is to exploit Kirchhoff’s
law to calculate the electric potentials of all the vertices,
as building blocks for the computation of CFBTW for the
entire graph. The computation is organized in such a way
that each node, locally and autonomously, can compute its
own electric potential and its own value of CFBTW centrality.
DUCKWEED is based on the following two main modules: the
Flow computation and the Centrality computation.
The Flow computation drives the creation of flows and the
computation of potentials. In particular, for a given F (s,t), the
corresponding potential can be computed using Equation 2 and
exploiting only the knowledge about the neighbours potentials
(due to the fact that the conductance between two nodes is zero
if they are not neighbours, see considerations in Section III).
The detailed description of the Flow computation is given in
Section IV-C.
For Centrality computation, each node collects the potentials
of its neighbours to compute independently the actual values of
the CFBTW. In particular, to compute the incremental CFBTW
for a vertex i, Centrality computation exploits Equations 3 and
4 in the following way:
bki =
(k − 1)bk−1i + I(s,t)i
k
(5)
where k is the amount of computed flows known by the vertex.
The fact that DUCKWEED computes the CFBTW incrementally
yields two relevant impacts. First, it is possible to have an
idea of what are the most central nodes without waiting
for the computation to be completed. Second, it is possible
to define an automatic mechanism of termination, so that
DUCKWEED stops the computation when it reaches a given
level of approximation. A detailed description of the Centrality
computation is provided in Section IV-D.
C. Flow computation
This section describes in details how the computation of
a single generic flow F (s,t) is realized in DUCKWEED. The
computation of a single flow is then extended to the concurrent
computation of n flows, considering that each flow F (s,t)
can be identified uniquely using its source and target vertex,
respectively s and t, with s < t.
Algorithm 1 shows the pseudo code of the Flow computa-
tion in a node. The node first receives the information about
the flows computed at the previous iteration by its neighbours,
and then, if necessary, creates new flows. Subsequently, it
updates the potential relative to each flow and marks a flow as
terminated if the changing in potential is under the threshold
D. Further, the node sends the set of updated flows to its
neighbours, it updates its current flow betweenness centrality
value, and removes the completed flows from the local state.
For the sake of the explanation, we divide the Flow computa-
tion into three main steps: creation, update, and termination.
In the following we describe these three steps.
1) Creation: The creation of a flow F (s,t) is done locally by
each node, by considering itself as the source s and choosing
a target t among the other nodes. Since the algorithm is fully
distributed, deciding when to start a new flow, and which node
to choose as target are relevant aspects.
To define when a node shall create a flow, we designed
DUCKWEED such that the number of concurrent flows in the
network are probabilistically limited in any given point in time,
so to avoid to oversaturate the nodes. To this end, we define
the system-wide parameter ϕ as the number of maximum
concurrent flows active on each node; the number of flows
active on a generic node i is defined as ϕi. In addition, to
avoid the re-creation of an already computed flow, each vertex
u maintains a list of all the flows processed for which u is the
source or the target of the flow.
The flow creation relies on a combination of different
gossip-like protocols, organized in layers (as usual), to realize
the distributed computation of the flows. These protocols are
popular in peer-to-peer networks, as they proved to be efficient
solutions to tackle very different problems, ranging from
distributed data clustering [18], [19], [20], [21], resource and
service discovery [22], [23], online games [24]. Moreover, they
can also be implemented and exploited in graph computing
frameworks [25]. These protocols are based on a random node
sampling layer that provides a selection of random nodes from
the graph, similarly to the random peer sampling gossip pro-
tocols used in distributed applications [26], [27]. In addition,
the Flow computation exploits the following protocols: (i) the
size estimator implements a well-know protocol to count the
number of peers in a gossip fashion scenario [28], [29]; note
that, at any given time, a node has its own estimation of
the graph size, which in general is different from the one
of the other nodes. In the following, we refer to the size
estimation of node i as ni. (ii) The average betweenness
provides an estimation of the average CFBTW of the whole
graph. This protocol is similar to the size estimator protocols,
and we refer to the CFBTW average estimation of node i as
BTWi. (iii) The k-partitioning performs a distributed k-way
partitioning on input graph, similar to the one proposed in [30].
The result of the partitioning is to colour the nodes of the
graph with different colours according to their partition. The
k-partitioning and average betweenness are optional, as they
depends on the particular strategy used for the generation of
the flow.
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Fig. 1: Evolution of a flow from s to t over time
Using these concepts, we defined three different strategies
to generate a new flow:
• random: a node generates a new flow F (s,t) with a certain
probability prandom, computed as the following:
prandom = max
(
0,
ϕ− ϕi
n
)
(6)
where n is the number of (estimated) nodes in the graph.
If the node is supposed to create a flow, selects t from
its random sampling view.
• adaptive: the aim of this strategy is to favour the creation
of flows between nodes that are at the border of the
graph, and to disfavour flow betweens nodes in the center.
Recall that to be source (or target) of a flow, do not
improve its own betweenness value. In other words, this
strategy tries to accelerate the computation of the nodes
with already an higher betweenness. To implement this
strategy, a generic node i considers the local estimation
of the average CFBTW for the whole graph (BTWi). If
i has its current centrality value larger than BTWi, then
it generates no flow. Otherwise, it creates a flow with
probability padaptive, defined as the following:
padaptive = max
(
0,
ϕ− ϕi
n/2
)
(7)
Note that padaptive is twice prandom, so to compensate
the node with no chance to create a flow. A node u elected
to generate a new flow sets s = u and t equals to the node
having the smallest CFBTW value in its random sampling
view.
• partitioner: the aim of this strategy is to favour the
generation of flows with s and t being in different
partitions of the graph. Intuitively, nodes on the path
between two nodes of different partitions are more likely
to have higher betweenness centrality. A node u generates
a new flow with a probability equals to prandom and
s = u, and exploits the colouring from the k-partitioning
protocol to choose t from the random sampling view, such
as t’s colour is different from s’s colour.
2) Update: During every step, each vertex collects all the
flows received by its neighbourhood in the previous step and
applies Equation 2 to update the potential of each flow. The
updated potentials, along with the flow identifiers, are then
sent to all the neighbourhood to continue the computation
in the next step. This computation can be easily extended to
handle weighted graphs introducing the weights in Equation
2 as described by Bozzo et al [13] using as A the weighted
adjacency matrix.
Figure 1 depicts a flow computation where a unit of current
is injected in node s and removed from node t. In step t+1 the
node B receives from its neighbours {A,C, s} the potentials
calculated on step t equals to {0.62,−0.73, 0.94}. It applies
Equation 2 and it obtains a potential equals to 0.28. This
potential will be available to its neighbours in the following
step.
3) Termination: The termination of a flow is regulated by
the system-wide parameter D, which represent the minimum
difference in the potential of a flow between two consecutive
steps. Therefore, on a generic vertex i, the flow F (s,t) is
completed when both the following conditions are verified:
• v(s,t)i has converged to at least D;
• all the neighbours of i have converged to at least D.
When a flow is marked as completed, the vertex stops the
propagation of the potential relative to such flow. This eventu-
ally terminates the update of the flow F (s,t) in all the vertices
of the graph.
D. Centrality computation
In the previous section, we described how the computation
of a single flow is performed in DUCKWEED. This section
describes how DUCKWEED combines the results coming from
the computation of multiple flows to incrementally compute
the CFBTW for the nodes of the graph.
When the computation of a generic flow F (s,t) is completed
(as described in Section IV-C2), vertex i uses Equation 3 to
compute I(s,t)i for the F
(s,t). Vertex i then updates its current-
flow betweenness bi using I
(s,t)
i and Equation 5. Note that
the source s and target t do not consider I(s,t)s and I
(s,t)
t for
their betweenness calculation. Since we provide an estimation
of the CFBTW by computing only a subset of the all possible
flows, this assumption is required to avoid biased computation
of centrality, which would occur if considering any value for
I
(s,t)
s and I
(s,t)
t , for example equals to 0 or 1 as suggested in
[6]. Figure 1 (on the right) show the current flowing on each
node of the graph calculated with Equation 3 when the flow
is completed at step t+ n. Considering node B we obtained:
IB =
1
2
(|0.323− 0.617|+ |0.323− 0.949|+ |0.323 + 0.736|)
= 0.99
(8)
This value will be used by node B in Equation 5 to incremen-
tally calculate its current flow betweenness value.
The precision of the CFBTW increases as more and more
flows are updated and completed. To detect when the results
of the CFBTW are precise enough, and hence to terminate the
generation of new flows, it is possible to define a parameter
k to stop the generation of new flows when all the nodes
have already processed k flows. Otherwise it is possible to
introduce more sophisticated techniques to let each node de-
cide autonomously when stopping flow generation and hence
terminate the computation. Note that the termination of the
computation of the CFBTW is different from the termination
of a single flow. In the former case we refer to the termination
of the whole system (i.e. no more flows are created), in the
latter (described in Section IV-C3) we refer to the termination
of a single flow.
In order to equip each node with the possibility of locally
terminating the computation of the CFBTW, we adapt the
centralized mechanism introduced by Brandes et al. [4] to
a distribute context. This method exploits the Hoeffdings
bound [31] to identify a value of k such that the error BTW on
the betweenness values bv on each node is sufficiently small.
Hoeffding’s bound gives:
P
(∣∣∣∣∣c∗k
k∑
i=1
X(i)v − bv
∣∣∣∣∣ ≥ BTW
)
≤ 2
n2l
(9)
when choosing:
k = l · d(c∗/BTW )2 logne (10)
for arbitrary l, where c∗ = n/(n − 2) and X(1)v , ..., X(k)v
are independent random variables that return F (s,t), for a
pair s 6= t, picked uniformly at random. We adapted the
above calculation to be suited for the distributed environment
of DUCKWEED. To pick a flow uniformly at random we
exploited a random peer sampling layer and each node, for
instance using the random flow creation heuristic, has the
same probability to generate a flow with a node taken from
the random peer sampling. Also, each node has its estimation
ki about the number of flows already computed in the system
equals to the number of flows that i has computed. The size of
the network n can be estimated in the same way explained in
Section IV-C1. Given the above, each node can autonomously
calculate k and stop the flow generation when ki > k.
V. EXPERIMENTAL EVALUATION
The aim of the evaluation is to verify the effectiveness of
DUCKWEED both in terms of the quality of results, and on its
applicability on large graphs. The evaluation of DUCKWEED
was conducted by means of simulations. We implemented
DUCKWEED, and all the associated protocols, on the discrete-
event PeerSim [32] simulator.
A. Evaluation of Correlation
To conduct an evaluation of DUCKWEED we measured the
correlation of the results provided by our approach with the
ones given by the other algorithms. To measure the correlation,
we use the KENDALL TAU metrics, which is a measure of rank
correlation. It measures the degree of similarity between two
distinct rankings by assigning a value in the range [−1, 1].
If two rankings have the same values, the coefficient equals
to 1, whereas if the disagreement between the two rankings
is perfect (i.e., one ranking is the reverse of the other) the
coefficient has value −1. For this evaluation we generated 3
graphs of 1000 nodes each, using the Snap library [33] with the
following strategies: preferential attachment (Barabasi-Albert),
random (Erdos-Renyi) and RMAT1 [34]. These graphs are
purposely small to ease the computation of exact values for
all the centrality measures.
1) Validation against NetworkX: In this first set of ex-
periments we validate the precision of the current flow be-
tweenness centrality provided by DUCKWEED against the one
provided by NetworkX [35]. NetworkX is a popular tool to
analyse network structure and it provides an implementation
of the algorithm presented by Brandes et al. [4] to calculate
the current flow betweenness centrality. We run NetworkX on
the three aforementioned graphs to compute the exact CFBTW.
Then, we run DUCKWEED on the same graphs, computing
all flows and varying the decimal precision of D up to five
decimals. We compared the top 100 nodes of NetworkX and
DUCKWEED with the KENDALL TAU metrics. It is worth to
point out that in the context of all our experiments we refer
to the top X nodes to indicate the X nodes that received the
highest value of centrality according to a given measure.
Results are presented in Figure 2. It is evident that in all
datasets the correlation increases when increasing the decimal
precision. This is an expected result because increasing the
precision on each flow leads to a more precise calculation of
the current flow betweenness. The value of centrality, com-
puted by DUCKWEED on the preferential attachment graph,
exhibits the best correlation in all the configurations. In fact,
even with a single-decimal precision the value of its correlation
with NetworkX is around 0.9. Conversely, the random graph
exhibits a correlation of 0.7 when adopting single-decimal
precision, however the correlation value rapidly increases
when using additional decimal precision. It is worth to notice
that with a precision of 4 decimals, all the datasets exhibits a
correlation value greater than 0.9, suggesting that DUCKWEED
correctly approximates the current flow betweenness centrality
also with a reasonable value of D.
2) DUCKWEED complete vs approximated: This test com-
pares the complete version of DUCKWEED (i.e. the one in
which all flows are computed), against the approximated
version, in which only a portion of all the flows is computed.
The results presented in Figure 3 show the KENDALL TAU
correlation of the top 100 nodes between the complete and
the approximated version of DUCKWEED, when the amount
of flows executed varies.
The experimental results show that the correlation increases
quite fast becoming closer to the complete one, even using a
1RMAT graphs were generated with parameters (.6, .1, .15, .15)
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number of flows that represents less than the 1% of all the
possible flows. We obtained the best results when using the
preferential attachment graph. As can be observed, it starts
from 0.6 and reach 0.9 in step 200, whereas both the RMAT
and random graphs achieve a correlation value not greater than
0.7.
B. Convergence Time
In Section V-A1 we evaluated the results of DUCKWEED
when varying the D parameter. We found that the results
achieved using an increased value of D have an increased
correlation with the exact values of current flow betweenness
centrality. Here, we evaluate the impact of D on the time
spent to terminate a flow. We measure this time in terms of
STEP, i.e., the number of times DUCKWEED is executed on
each node.
Figure 4 presents the number of STEP required by adopting
different values of D for the analysis of the very same graph.
The results presented are computed as an average of 1000
flow computations. As expected, an higher decimal precision
corresponds to an higher amount of STEP. In particular, a
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Fig. 4: Convergence Time
decimal precision greater than 3 leads to a sensible increase
of STEP, that reach its maximum of 22 STEP with a decimal
precision of 5 on the RMAT graph. Anyhow, it is worth to
notice that with a decimal precision below 3 the amount of
STEP is always less than 5 for any given datasets. This is quite
interesting, in fact with a decimal precision of 3, DUCKWEED
already achieves good correlation values with the exact values.
C. Centrality on Large Graphs
The evaluation of certain centrality measures in large graphs
is an issue by itself. In fact the exact computation of some
centrality measures can be very costly, from a computational
viewpoint, when the size of the graph is large. A common
strategy to evaluate the centrality of a given set of nodes,
without having to compute exact results, is to remove the
whole set from the graph and measure the amount of connected
components (CCs) characterising the graph after this process
[7], [36].
Clearly, an higher number of CCs corresponds to a better
identification of nodes responsible to maintain the network
connectivity. In the following we refer to this metrics as CC
NUMBER.
Using this metrics we conducted two different sets of exper-
iments. The first testbed is aimed at evaluating, in terms of CC
NUMBER, the quality of the results produced by DUCKWEED
with respect to the result obtained by the DEGREE centrality.
Previous results for CFBTW approximation provided result for
graphs in the order of 103 nodes in Brandes et al. [37] and
3 × 103 in Avrachenkov et al. [7]. We chose the DEGREE
centrality as the baseline since it is the least expensive in
terms of computational complexity among popular centrality
measures, and therefore suitable to be computed on large
graphs.
For our evaluation we considered three graphs taken from
the SNAP [38] website: (i) the RoadPA graph represents the
roads network of Pennsylvania; (ii) the DBLP graph provides a
co-authorship network of paper indexed by the DBLP service;
(iii) the Google graph represents web pages and hyperlinks
released in 2002 by Google.
From these graphs we extracted each largest connected
component, and we use these as the input for our evaluation.
The connected components were extracted using [39], and
measure respectively 1, 087, 562, 317, 080 and 855, 802 nodes.
The results we achieved show that DUCKWEED is able to
provide good results, i.e., identifies nodes with a centrality
index sensibly higher than the one provided by DEGREE
centrality.
The second experiment evaluates the approximation pro-
vided by DUCKWEED during the simulation. More in details,
Figure 6 shows the amount of CC NUMBER that would be
introduced if the top 100, 50 and 25 rankings were removed
by the graph. The timespan considered focuses on the initial
500 STEP of the simulation. As expected, the top 25 nodes
require less STEP to be identified with respect to the top
100. In fact, let us consider, for instance, Figure 6a. It can
be noticed how after 50 STEP the top 25 curve identifies 20
CC NUMBER, a value that increases only marginally in the
remaining of the simulation. Conversely, the top 100 curve
rapidly increases till STEP 200 and then remains stable right
to the end. In conclusion, the results presented in Figure 6a
show that DUCKWEED is able to achieve a good level of
approximation in a reasonable number of STEP (around 200).
The results reported in figures 6b and 6c, are slightly different
but still confirm the ability of DUCKWEED in quickly finding
nodes that if removed lead to the creation of a consistent
amount of connected component.
D. Message Volume
In order to evaluate the cost of DUCKWEED, in terms
of messages required for its execution, we measured the
amount of messages as the total number of flows sent during
a single STEP, and we called this metrics MSG VOLUME.
To conduct our evaluation we considered three types of
graph, each one generated according the following mod-
els: preferential attachment, random and RMAT. For each
type we generated five graphs each having a different size:
{10000, 20000, 40000, 80000, 160000}. We run the experi-
ments by varying the number of concurrent flows, per step,
in the following set: {10, 20, 40}.
As can be noticed in Figure 7a the value of MSG VOLUME
for the RMAT graph increases linearly with the graph size
(the results obtained using preferential attachment and random
graphs are not included because are equivalent to the RMAT
ones). This is easy to see in Figure 7a, in fact with 10
concurrent flows the MSG VOLUME value equals to 2.5× 106
for a graph size of 80000 nodes and about 5×106 for a graph
of 160000 nodes. Similarly, an increment on the number of
concurrent flows leads to a linear increment of MSG VOLUME.
Figure 7b presents the results achieved using different types
of graphs and fixing the number of concurrent flows to
10. We observed that all the graphs behave a similar way
when increasing the network size. However, the preferential
attachment graph requires the largest MSG VOLUME, whereas
RMAT the smallest. This is essentially due to the total amount
of edges in each graph: the greatest in preferential attachment
and the lowest in RMAT.
Figure 7c shows the MSG VOLUME per node, with the
number of concurrent flows fixed to 10. The results we
achieved show that the network size affects only marginally
the MSG VOLUME per node. In particular, with the preferential
attachment and RMAT the MSG VOLUME remains constant,
whereas it slightly increases with random graph. These results
suggest that DUCKWEED scales in terms on MSG VOLUME
with the size of the graph, which makes it suitable for
computation on large graphs.
E. Flow Creation Strategy
This last set of experiments is aimed at evaluating the impact
of the flow creation strategies (random, adaptive, partitioner,
described in Section IV-C1) on the identification of central
nodes. To this end we executed a simulation of 5000 flows with
all the graph types, but fixing the graph size to 160000 nodes.
The CC NUMBER achieved by DUCKWEED were sampled every
10 completed flows by removing the top-{25,50,100} most
central nodes. From the sample, we computed the minimum,
maximum, average and standard deviation. An overview of
the results for the Random graph are reported in Table I (the
results with the other graph types are omitted as the results
were almost the same).
Even if Brandes et al. [37] observed that from a theoretical
viewpoint a random selection of the flow performs better than
more complex heuristics, from the results we achieved it can
be observed that the adaptive strategy provides the best result
on average. However, some aspects are worth to notice: (i)
the random strategy considered by Brandes et al. exploits
a “perfect” uniform random, rather, the random nodes in
DUCKWEED are taken from the random peer sampling service,
that only from a theoretical point of view converges to an
uniform random; (ii) from a temporal analysis of the results,
we observed that the differences among the strategies is more
evident during the initial steps of the simulation when the
number of completed flows is still low. Instead, at the end of
the simulation all the strategies achieved similar results.
Overall, these considerations suggest that in a distributed
context where an uniform random distribution is not easily
available, a more elaborate strategies can have an impact on
the computation of the CFBTW, especially if does not require
to compute complex global measures of the graph. Instead,
the considerations of Brandes et al. still hold in a controlled
environment that provides an uniform random.
A last consideration can be made about the partitioner
strategy, which appears to be, on average, the least performer.
In this case the introduction of a gossip layer to compute the
distributed partitioning of a graph appears to be not justified,
according to the poor performances of the strategy.
VI. CONCLUSION
In this paper we presented DUCKWEED, a distributed ap-
proach to calculate the current flow betweenness centrality. To
the best of our knowledge, our approach is the first solution
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Fig. 7: Message Volume Evaluation
able to compute a centrality index, based on global properties
of the graph, in a fully distribute way.
Each node relies only on local information, i.e. on informa-
tion stored by itself or by its neighbours, to adaptively estimate
the value of its current flow betweenness. We empirically
prove that DUCKWEED is able to provide a good approxi-
mation of the CFBTW and correctly identifies central nodes
which guarantee network connectivity. DUCKWEED delivers
good results also for large graphs over millions of nodes, while
previous approaches considered only thousands of nodes, and
is characterized by a good scalability.
As a future work, we plan to conduct further studies to
analyse the behaviour of our approach for dynamic graphs.
Furthermore, we believe our approach is able to return good
results also in the context of the cluster based data intensive
computation. In this case, we plan to investigate whether
Kirchhoff’s circuit simplification rules can be exploited to
detect block of nodes which can be reduced to a single node,
with the aim of optimizing the overall computation.
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