Abstract: Recent algorithm developments in the field of output-feedback eigenstructure assignment make use of the available design freedom in a multi-stage assignment process. Depending on the number of degrees of freedom available and the manner in which they are distributed between the stages, it is possible that not all will be used. This paper develops an algorithm by which these excess degrees of freedom may be put to use by nulling individual elements of the gain matrix, thereby imposing structure upon the resulting controller. Consideration is given to the effect of this process on the remaining gain matrix elements.
INTRODUCTION
The recent work of Clarke et al. (2003) detailed new algorithms for output-feedback eigenstructure assignment control for linear systems. The algorithms employ a multi-stage approach, in which the available design freedom is reduced stepwise by the assignment of eigenvectors and associated eigenvalues. Depending on the number of degrees of freedom available and the manner in which they are distributed between the design stages, it is possible that some may remain unused after the assignment is complete. In other published work, Clarke and Griffin (2004) introduce an algorithm (the 'retro-assignment stage') that makes use of this post-assignment freedom to assign complementary eigenvectors to those assigned using the original algorithm.
It is likely, however, that further eigenvector assignment is not the most appropriate use for this design freedom. Typically, only a few right eigenvectors (corresponding to dominant modes) are crucial to the system specification, but the formation of the general nonlinear eigenstructure assignment problem into a problem with a linear solution requires that one eigenvector is assigned for every eigenvalue. The control of modal coupling is therefore likely to have been satisfied by the primary assignment algorithm and the design freedom could, instead, be employed to achieve some other objective.
One such objective is a defined controller structure. Eigenstructure assignment, in common with most multi-input multi-output control system design techniques, will, in general, generate a fullypopulated matrix of feedback gains. The resulting complex, fully-interconnected controller bears little resemblance to the sparse, modular control systems achieved using classical approaches. In order to impose structure upon a controller, it is necessary to reduce a subset of the gains to zero, thereby reducing the complexity of the connections from plant outputs to plant inputs. This paper presents a method by which design freedom, remaining after eigenstructure assignment is completed, may be used for this purpose.
Section 2 defines the Kronecker product and vec operator, both of which are at the heart of the development of the problem in Section 3. A solution is then derived in Section 5. Nulling individual gain matrix entries must affect the remaining entries. The nature and magnitude of this effect is investigated in Section 6. Conclusions are presented in Section 7.
DEFINITIONS
The following definitions will be employed throughout this paper.
which can be seen to be of order (mr × ns).
Vec Operator: The vec operator converts a matrix of order (m × n) into a vector of length mn and is defined as
3. PROBLEM DEFINITION
The algorithms described in Clarke et al. (2003) yield a gain matrix K which is dependant upon a matrix of free parameters Z. The matrix Z may be chosen arbitrarily, and any changes exhibited by the gain matrix K as a result will not affect the eigenvalues or assigned eigenvectors of the closed loop system. The gain matrix equation takes the following form:
where X ∈ C w×r , Y ∈ C m×v , and K, K 0 , Z ∈ R r×m . A † is the Moore-Penrose inverse of A and satisfies the following four equations:
where A represents the complex conjugate transpose of A.
The mapping of Z to K through Equation 3 is not bijective, so a multiplicity of values for Z can yield the same K. Clarke and Griffin (2004) show that the number of degrees of freedom available at this stage is given by
and that, if f = 0, the term involving Z in Equation 3 will evaluate to zero.
In order to reduce an arbitrary set of gain matrix entries to zero, it is necessary to find a solution to the equation
where the permutation matrix U δ×mr posesses exactly one unity element per row and is zero elsewhere. The parameter δ is therefore equal to the number of gain matrix elements that are to be nulled. Substituting Equation 3,
The identity (Graham, 1981, p25) vec
can now be applied, yielding
Note the lack of a transpose operator since the matrices forming the Kronecker product are symmetric. We may now define
so that UΞvecZ = −UvecK 0 (15) Section 5 will concentrate upon finding a solution to Equation 15. But, beforehand, we must consider essential properties of Ξ.
PROPERTIES OF Ξ
The term Ξ, defined in Equation 14, has two properties that will assist in the analysis presented below.
Firstly, Ξ is idempotent. The idempotence of its component terms is easily shown, and the product of two Kronecker products (Graham, 1981, p24) is given by (16) provided that the dimensions are such that the various matrices exist. Consequently, if both E and F below are idempotent, then
and, therefore, Ξ is idempotent.
Secondly, Ξ is symmetric. From Equations 6 and 7, the expressions X † X and YY † can be seen to be symmetric and consequently so are I−X † X and I − YY † . The transpose of a Kronecker product is given by Graham (1981, p24) as
and so it is clear that the term Ξ is symmetric.
SOLUTION FOR Z AND K
We now consider the solution for Equation 15, which is of the form
and therefore (Ben-Israel and Greville, 1974, p40) has a solution if and only if
The solution is therefore given by
Consequently, a solution to Equation 15 exists if and only if
A matrix E is idempotent if E 2 = E; the term UΞ (UΞ) † is idempotent (via Equations 4 and 5), and it holds for an idempotent matrix E (Ben- Israel and Greville, 1974, p49) that
if and only if x ∈ range (E)
Therefore a solution exists for Equation 15 if and only if
∈ range (UΞ)
A simple sufficient condition is easily seen to be
This condition, although not strictly necessary, is necessary for general K 0 and Ξ since, otherwise, there is no guarantee of the existence of a U which satisfies Equation 26.
A necessary (but not sufficient) condition for the fulfillment of Equation 27 is that 
