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Abstract
We study in this paper a generalized coupon collector problem, which consists
in analyzing the time needed to collect a given number of distinct coupons that
are drawn from a set of coupons with an arbitrary probability distribution.
We suppose that a special coupon called the null coupon can be drawn but
never belongs to any collection. In this context, we prove that the almost
uniform distribution, for which all the non-null coupons have the same drawing
probability, is the distribution which stochastically minimizes the time needed
to collect a fixed number of distinct coupons. Moreover, we show that in a given
closed subset of probability distributions, the distribution with all its entries,
but one, equal to the smallest possible value is the one, which stochastically
maximizes the time needed to collect a fixed number of distinct coupons.
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1. Introduction
The coupon collector problem is an old problem, which consists in evaluating the
time needed to get a collection of different objects drawn randomly using a given prob-
ability distribution. This problem has given rise to a lot of attention from researchers
in various fields since it has applications in many scientific domains including computer
science and optimization, see [3] for several engineering examples.
More formally, consider a set of n coupons, which are drawn randomly one by one,
with replacement, coupon i being drawn with probability pi. The classical coupon
collector problem is to determine the moments or the distribution of the number of
coupons that need to be drawn from the set of n coupons to obtain the full collection
of the n coupons. A large number of papers have been devoted to such analysis when
n tends to infinity; see [4] and the references therein.
We suppose in this paper that p = (p1, . . . , pn) is not necessarily a probability
distribution, i.e. we suppose that
∑n
i=1 pi ≤ 1 and we define p0 = 1 −
∑n
i=1 pi. This
means that there is a null coupon, denoted by 0, which is drawn with probability p0,
but that does not belong to the collection. We are interested, in this setting, in the
time needed to collect c different coupons among coupons 1, . . . , n, when a coupon
is drawn, with replacement, at each discrete time 1, 2, . . . among coupons 0, 1, . . . , n.
This time is denoted by Tc,n(p) for c = 1, . . . , n. Clearly, Tn,n(p) is the time needed
to get the full collection. The random variable Tc,n(p) has been considered in [7] in
the case where the drawing probability distribution is uniform. The expected value
E{Tc,n(p)} has been obtained in [5] when p0 = 0. Its distribution and its moments
have been obtained in [1] using Markov chains.
In this paper, we prove that the almost uniform distribution, defined by v =
(v1, . . . , vn) with vi = (1− p0)/n, where p0 is fixed, is the distribution which stochas-
tically minimizes the time Tc,n(p) when p0 = 1 −
∑n
i=1 pi. This result was expressed
as a conjecture in [1] where it is proved that the result is true for c = 2 and for c = n
extending the sketch of the proof proposed in [3] to the case p0 > 0. It has been
proved in [1] that the result is true for the expectations, that is that E{Tc,n(u)} ≤
E{Tc,n(v)} ≤ E{Tc,n(p)}, where u = (1/n, . . . , 1/n) is the uniform distribution.
We first consider in Section 2, the case where p0 = 0 and then we extend it to
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the one where p0 > 0. We show moreover in Section 3, that in a given closed subset
of probability distributions, the distribution with all its entries, but one, equal to the
smallest possible value is the one which stochastically maximizes the time Tc,n(p). This
work is motivated by the worst case analysis of the behavior of streaming algorithms
in network monitoring applications as shown in [2].
2. Distribution minimizing the distribution of Tc,n(p)
The distribution of Tc,n(p) obtained in [1] using Markov chains, is given by
P{Tc,n(p) > k} =
c−1∑
i=0
(−1)c−1−i
(
n− i− 1
n− c
) ∑
J∈Si,n
(p0 + PJ)
k, (1)
where Si,n = {J ⊆ {1, . . . , n} | |J | = i} and, for every J ⊆ {1, . . . , n}, PJ is defined by
PJ =
∑
j∈J pj . Note that we have S0,n = ∅, P∅ = 0 and |Si,n| =
(
n
i
)
.
This result also shows that the function P{Tc,n(p) > k}, as a function of p, is
symmetric, meaning that it has the same value for any permutation of the entries of p.
We recall that if X and Y are two real random variables then we say that X is
stochastically smaller (resp. larger) than Y , and we write X ≤st Y (resp. Y ≤st X),
if P{X > t} ≤ P{Y > t} (resp. P{X > t} ≥ P{Y > t}), for all real numbers t. This
stochastic order is also referred to as the strong stochastic order.
2.1. The case p0 = 0
This case corresponds to the fact that there is no null coupon, which means that
all the coupons can belong to the collection. We thus have
∑n
i=1 pi = 1. For all
n ≥ 1, i = 1, . . . , n and k ≥ 0, we denote by N (k)i the number of coupons of type i
collected at instants 1, . . . , k. It is well-known that the joint distribution of the N
(k)
i is
a multinomial distribution, i.e. for all k1, . . . , kn ≥ 0 such that
∑n
i=1 ki = k, we have
P{N (k)1 = k1, . . . , N (k)n = kn} =
k!
k1! · · · kn!
pk11 · · · pknn . (2)
We also denote by U
(k)
n the number of distinct coupon’s types. We clearly have, with
probability 1, U
(0)
n = 0, U
(1)
n = 1 and, for i = 0, . . . , n,
P{U (k)n = i} =
∑
J∈Si,n
P{N (k)u > 0, u ∈ J and N (k)u = 0, u /∈ J}.
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It is easily checked that Tc,n(p) > k ⇐⇒ U (k) < c. We then have using Relation (2),
P{Tc,n(p) > k} = P{U (k)n < c} =
c−1∑
i=0
P{U (k)n = i}
=
c−1∑
i=0
∑
J∈Si,n
P{N (k)u > 0, u ∈ J and N (k)u = 0, u /∈ J}
=
c−1∑
i=0
∑
J∈Si,n
∑
k∈Ek,J
k!
∏
j∈J
p
kj
j
kj !
, (3)
where Ek,J = {k = (kj)j∈J | kj > 0, for all j ∈ J and KJ = k}, with KJ =
∑
j∈J kj .
Theorem 1. For all n ≥ 2 and p = (p1, . . . , pn) ∈ (0, 1)n with
∑n
i=1 pi = 1, and for
all c = 1, . . . , n, we have Tc,n(p
′) ≤st Tc,n(p), where p′ = (p1, . . . , pn−2, p′n−1, p′n) with
p′n−1 = λpn−1 + (1− λ)pn and p′n = (1− λ)pn−1 + λpn, for all λ ∈ [0, 1].
Proof. The result is trivial for c = 1, since T1,n(p) = 1 for all p. Moreover, we have
P{Tc,n(p) > 0} = 1 for all p. We thus suppose now that c ≥ 2 and k ≥ 1. The fact
that k ≥ 1 implies that the term i = 0 in Relation (3) is equal to 0. We then have
P{Tc,n(p) > k} =
c−1∑
i=1
∑
J∈Si,n
∑
k∈Ek,J
k!
∏
j∈J
p
kj
j
kj !
. (4)
To simplify the notation, we denote by Ti(p) the ith term of this sum, that is
Ti(p) =
∑
J∈Si,n
∑
k∈Ek,J
k!
∏
j∈J
p
kj
j
kj !
. (5)
For i = 1, we have S1,n = {{1}, . . . , {n}} and Ek,{j} = {k}, thus, T1(p) =
∑n
j=1 p
k
j .
For i ≥ 2 we introduce the following partition of the set Si,n.
S
(1)
i,n = {J ⊆ {1, . . . , n} | |J | = i with n− 1 ∈ J and n /∈ J} ,
S
(2)
i,n = {J ⊆ {1, . . . , n} | |J | = i with n− 1 /∈ J and n ∈ J} ,
S
(3)
i,n = {J ⊆ {1, . . . , n} | |J | = i with n− 1 ∈ J and n ∈ J} ,
S
(4)
i,n = {J ⊆ {1, . . . , n} | |J | = i with n− 1 /∈ J and n /∈ J} .
These subsets can also be written as S
(1)
i,n = Si−1,n−2 ∪ {n− 1}, S
(2)
i,n = Si−1,n−2 ∪ {n},
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S
(3)
i,n = Si−2,n−2∪{n−1, n}, and S
(4)
i,n = Si,n−2. The term Ti(p) of Relation (5) becomes
Ti(p) =
∑
J∈Si−1,n−2
∑
k∈Ek,J∪{n−1}
k!
∏
j∈J
p
kj
j
kj !
 pkn−1n−1
kn−1!
+
∑
J∈Si−1,n−2
∑
k∈Ek,J∪{n}
k!
∏
j∈J
p
kj
j
kj !
 pknn
kn!
+
∑
J∈Si−2,n−2
∑
k∈Ek,J∪{n−1,n}
k!
∏
j∈J
p
kj
j
kj !
 pkn−1n−1
kn−1!
pknn
kn!
+
∑
J∈Si,n−2
∑
k∈Ek,J
k!
∏
j∈J
p
kj
j
kj !
 .
We introduce the sets Lk,J = {k = (kj)j∈J | kj > 0, for all j ∈ J and KJ ≤ k}. To
clarify the notation, setting kn−1 = ` and kn = h when needed, we obtain
Ti(p) =
∑
J∈Si−1,n−2
∑
k∈Lk−1,J
k!
∏
j∈J
p
kj
j
kj !
 pk−KJn−1
(k −KJ)!
+
∑
J∈Si−1,n−2
∑
k∈Lk−1,J
k!
∏
j∈J
p
kj
j
kj !
 pk−KJn
(k −KJ)!
+
∑
J∈Si−2,n−2
∑
k∈Lk−2,J
k!
∏
j∈J
p
kj
j
kj !
 ∑
`>0,h>0,`+h=k−KJ
p`n−1
`!
phn
h!
+
∑
J∈Si,n−2
∑
k∈Ek,J
k!
∏
j∈J
p
kj
j
kj !
 ,
which can also be written as
Ti(p) =
∑
J∈Si−1,n−2
∑
k∈Lk−1,J
k!
(k −KJ)!
∏
j∈J
p
kj
j
kj !
(pk−KJn−1 + pk−KJn )
+
∑
J∈Si−2,n−2
∑
k∈Lk−2,J
k!
(k −KJ)!
∏
j∈J
p
kj
j
kj !
 (pn−1 + pn)k−KJ
−
∑
J∈Si−2,n−2
∑
k∈Lk−2,J
k!
(k −KJ)!
∏
j∈J
p
kj
j
kj !
(pk−KJn−1 + pk−KJn )
+
∑
J∈Si,n−2
∑
k∈Ek,J
k!
∏
j∈J
p
kj
j
kj !
 .
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We denote these four terms respectively by Ai(p), Bi(p), Ci(p) and Di(p). We thus
have, for i ≥ 2, Ti(p) = Ai(p) + Bi(p)− Ci(p) +Di(p). We have already shown that
T1(p) = A1(p) +D1(p), so we set B1(p) = C1(p) = 0. We then have
P{Tc,n(p) > k} = Ac−1(p) +
c−2∑
i=1
(Ai(p)− Ci+1(p)) +
c−1∑
i=2
Bi(p) +
c−1∑
i=1
Di(p). (6)
For i ≥ 1, we obtain
Ai(p)− Ci+1(p) =
∑
J∈Si−1,n−2
∑
k∈Ek−1,J
k!
(k −KJ)!
∏
j∈J
p
kj
j
kj !
(pk−KJn−1 + pk−KJn ) .
By definition of the set Ek−1,J , we have KJ = k − 1 in the previous equality. Thus,
Ai(p)− Ci+1(p) =
∑
J∈Si−1,n−2
∑
k∈Ek−1,J
k!
∏
j∈J
p
kj
j
kj !
 (pn−1 + pn) .
The function x 7−→ xs being convex on interval [0, 1] for every s ∈ N, we have
p′
k−KJ
n−1 + p
′k−KJ
n = (λpn−1 + (1− λ)pn)
k−KJ + ((1− λ)pn−1 + λpn)k−KJ
≤ λpk−KJn−1 + (1− λ)pk−KJn + (1− λ)p
k−KJ
n−1 + λp
k−KJ
n
= pk−KJn−1 + p
k−KJ
n ,
and in particular p′n−1 + p
′
n = pn−1 + pn. It follows that Ac−1(p
′) ≤ Ac−1(p), Ai(p′)−
Ci+1(p
′) = Ai(p) − Ci+1(p), Bi(p′) = Bi(p), Di(p′) = Di(p), and from (6) that
P{Tc,n(p′) > k} ≤ P{Tc,n(p) > k}, which concludes the proof.
The function P{Tc,n(p) > k} being symmetric, this theorem easily extends to the
case where the two entries pn−1 and pn of p are any pi, pj ∈ {p1, . . . , pn}, with i 6= j.
In fact we have shown in this theorem that for fixed n and k, the function of p,
P{Tc,n(p) ≤ k} is a Schur-convex function, that is, a function that preserves the order
of majorization; see [6] for more details on this subject.
Theorem 2. For all n ≥ 1, p ∈ (0, 1)n and c = 1, . . . , n we have Tc,n(u) ≤st Tc,n(p).
Proof. We apply successively and at most n − 1 times Theorem 1 as follows. We
first choose two different entries of p, say pi and pj such that pi < 1/n < pj and
then we define p′i and p
′
j by p
′
i = 1/n and p
′
j = pi + pj − 1/n. This leads us to write
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p′i = λpi + (1− λ)pj and p′j = (1− λ)pi + λpj , with
λ =
pj − 1/n
pj − pi
.
From Theorem 1 vector p′, which is obtained by taking the other entries equal to those
of p, i.e. by taking p′` = p`, for ` 6= i, j, is such that P{Tc,n(p′) > k} ≤ P{Tc,n(p) > k}.
Note that at this point vector p′ has at least one entry equal to 1/n, so repeating at
most n− 1 this procedure, we get vector u, which concludes the proof.
2.2. The case p0 > 0
We consider now the case where p0 > 0. We have p = (p1, . . . , pn) with
∑n
i=1 pi < 1
and p0 = 1 −
∑n
i=1 pi. Recall that in this case Tc,n(p) is the time or the number of
steps needed to collect a subset of c different coupons among coupons 1, . . . , n. Coupon
0 is not allowed to belong to the collection. The number N
(k)
i of coupons of type i
collected at instants 1, . . . , k follows the binomial distribution with parameters k and
pi. Moreover, for all k0, k1, . . . , kn ≥ 0 such that
∑n
i=0 ki = k, we have
P{N (k)0 = k0, N
(k)
1 = k1, . . . , N
(k)
n = kn} =
k!
k0!k1! · · · kn!
pk00 p
k1
1 · · · pknn .
It follows that for all k1, . . . , kn ≥ 0 such that
∑n
i=1 ki = k − k0,
P{N (k)1 = k1, . . . , N (k)n = kn | N
(k)
0 = k0} =
(k − k0)!
k1! · · · kn!
(
p1
1− p0
)k1
· · ·
(
pn
1− p0
)kn
.
(7)
As in Subsection 2.1, we have Tc,n(p) > k ⇐⇒ U (k)n < c and so using (7), we obtain
P{Tc,n(p) > k |N (k)0 = k0}
=
c−1∑
i=0
∑
J∈Si,n
P{N (k)u > 0, u ∈ J and N (k)u = 0, u /∈ J | N
(k)
0 = k0}
=
c−1∑
i=0
∑
J∈Si,n
∑
k∈Ek−k0,J
(k − k0)!
∏
j∈J
(
pj
1−p0
)kj
kj !
 . (8)
Theorem 3. For all n ≥ 1, p ∈ (0, 1)n with
∑n
i=1 pi < 1, and for all c = 1, . . . , n, we
have Tc,n(u) ≤st Tc,n(v) ≤st Tc,n(p),
Proof. From Relation (3) and Relation (8), we obtain, for all k0 = 0, . . . , k,
P{Tc,n(p) > k | N (k)0 = k0} = P{Tc,n(p/(1− p0)) > k − k0},
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and unconditioning,
P{Tc,n(p) > k} =
k∑
`=0
(
k
`
)
p`0(1− p0)k−`P{Tc,n(p/(1− p0)) > k − `}. (9)
Since p/(1− p0) is a probability distribution, applying Theorem 2 to this distribution,
observing that u = v/(1− p0) and applying (9) to v, we obtain
P{Tc,n(p) > k} ≥
k∑
`=0
(
k
`
)
p`0(1− p0)k−`P{Tc,n(u) > k − `}
=
k∑
`=0
(
k
`
)
p`0(1− p0)k−`P{Tc,n(v/(1− p0)) > k − `}
= P{Tc,n(v) > k}.
This proves the second inequality. To prove the first one, observe that P{Tc,n(p/(1−
p0)) > `} is decreasing with `. This leads, using (9), to
P{Tc,n(p) > k} ≥ P{Tc,n(p/(1− p0)) > k}.
Taking p = v gives P{Tc,n(v) > k} ≥ P{Tc,n(u) > k}, which completes the proof.
3. Distribution maximizing the distribution of Tc,n(p)
We fix a parameter θ ∈ (0, (1 − p0)/n] and we are looking for the distributions p
which stochastically maximize the time Tc,n(p) on the set Aθ defined by
Aθ = {p ∈ (0, 1)n |
n∑
i=1
pi = 1− p0 and pj ≥ θ, for every j = 1, . . . , n}.
We first introduce the set Bθ defined by the distributions of Aθ with all their entries,
except one, are equal to θ. The set Bθ has n elements given by
Bθ = {(γ, θ, . . . , θ), (θ, γ, θ, . . . , θ), . . . , (θ, . . . , θ, γ)}, with γ = 1− p0 − (n− 1)θ.
Since θ ∈ (0, (1− p0)/n], we have 1− p0 − (n− 1)θ ≥ θ which means that Bθ ⊆ Aθ.
Theorem 4. For every n ≥ 1, p ∈ Aθ and c = 1, . . . , n, we have Tc,n(p) ≤st Tc,n(q),
for every q ∈ Bθ.
Proof. By symmetry, P{Tc,n(q) > k} has the same value for every q ∈ Bθ, so
we suppose that q` = θ for every ` 6= j and qj = γ. Let p ∈ Aθ \ Bθ and let i
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be the first entry of p such that i 6= j and pi > θ. We define p(1) as p(1)i = θ,
p
(1)
j = pi + pj − θ > pj and p
(1)
` = p`, for ` 6= i, j. Thus pi = λp
(1)
i + (1 − λ)p
(1)
j and
pj = (1− λ)p(1)i + λp
(1)
j , with λ = (pj − θ)/(pj − θ+ pi − θ) ∈ [0, 1). From Theorem 1,
we get P{Tc,n(p) > k} ≤ P{Tc,n(p(1)) > k}. Repeating the same procedure from
distribution p(1) and so on, we get, after at most n − 1 steps, distribution q, that is
P{Tc,n(p) > k} ≤ P{Tc,n(q) > k}, which completes the proof.
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