Abstract-Depression is one of the most common mental health disorders, and a large number of depression people commit suicide each year. Potential depression sufferers do not consult psychological doctors because they feel ashamed or are unaware of any depression, which may result in severe delay of diagnosis and treatment. In the meantime, evidence shows that social media data provides valuable clues about physical and mental health conditions. In this paper, we argue that it is feasible to identify depression at an early stage by mining online social behaviours. Our approach, which is innovative to the practice of depression detection, does not rely on the extraction of numerous or complicated features to achieve accurate depression detection. Instead, we propose a novel classifier, namely, Inverse Boosting Pruning Trees (IBPT), which demonstrates a strong classification ability on a publicly accessible dataset with 7862 Twitter users. To comprehensively evaluate the classification capability of the IBPT, we use three real datasets from the UCI machine learning repository and the IBPT still obtains the best classification results against several state of the arts techniques. The results manifest that our proposed framework is promising for identifying social networks' users with depression.
I. INTRODUCTION
Depression is one of the most common mental illnesses. It is estimated that nearly 360 million people suffer from depression [1] . Andrade et al. [2] reported that the probability for an individual to encounter a major episode of depression within a period of one year is 3-5% for males and 8-10% for females. Because of depression, about one million of people committed suicide annually in the world [3] .
Depression people may have a variety of symptoms: having troubles in going to sleep or sleeping too much, lack of passion, feeling hopeless or disappointed [4] . In clinical exercises, psychological specialists are looking for reliable methods to detect and prevent depression. Yang et al. [5] investigated the relation between vocal prosody and changes in depression severity over time. Alghowinem et al. [6] examined human behaviours such as speaking behaviours and eye activities associated with major depression. Diagnostic and Statistical Manual of Mental Disorders [7] is an important reference for psychological doctors to diagnose depression. There are nine classes of depression symptoms reported in the menu, describing the distinguishing behaviours in our daily life. Nevertheless, the symptoms of depression disorders evolve over time and it has been advised to dynamically update the criteria of depression diagnosis [3] .
On the other hand, depression sufferers who do not receive timely psychotherapy will develop worse conditions. More than 70% of people in the early stage of depression do not consult psychological doctors, and their conditions were deteriorated [7] . González-Ibánez et al. [8] reported that people are somehow ashamed or unaware of depression which makes them miss timely treatment. Choudhury et al. [9] and Neuman et al. [10] proposed to explore the correlation of depression sufferers with their online behaviours on social networks. With the explosive growth of computer network applications, social networks have become an indispensable part of many people's daily lives. 62% of the American adults (age 18 and older) use Facebook, whilst the majority of the users (70%) visit Internet daily and a large portion of the users access to Internet multiple times each day [11] . There are 1.10 billion posts on Facebook every day. Twitter and Tumblr also have 500 and 77.5 million users who are active per day, where 70% of the Twitter users log in every day [11] . As such, social networks provide a means for capturing behavioural attributes that are relevant to an individual's thinking, mood, communication, activities and socialisation [9] . Research studies reveal that collecting social networking information for analysing human physical and mental wellness is possible [12] - [14] . Neuman et al. [10] developed methods for recognising associated signals in the user's posts on social networks, which may suggest whether or not clinical diagnosis is required, based on his/her naturally occurring linguistic behaviours. Salawu et al. [15] detected cyberbullying on social networks by comparing textual data against the identified traits. Nguyen et al. [16] utilised psycholinguistic clues to conduct sentiment analysis arXiv:1906.00398v1 [cs. LG] 2 Jun 2019 on users' posts to detect depression users online. Hence, it is feasible to detect depression via social networks.
Our proposed framework is shown in Fig.1 . In the first phase, we conduct data preprocessing and extract various discriminative features of social network users, while the second phase presents a new inverse boosting pruning trees method based on the standard Adaboost [17] to classify depression users. Our new contributions reported in this paper are: (1) We develop a novel classifier, namely Inverse Boosting Pruning Trees (IBPT) based boosting algorithm, which combines multiple weak models with the power of Adaboost in pruning decision trees. The IBPT outperforms several baselines on a publicly accessible depression database. We also conduct experiments to evaluate the classification capability of the IBPT on three real datasets from UCI machine learning repository and the IBPT still achieves the best classification result. (2) We study user profile, social interaction and linguistic features extracted from the Twitter dataset and evaluate the importance of these features in the framework of the IBPT. The weighting of these features is optimally adapted so that the features can effectively attribute to the classification outcome. (3) We conduct comprehensive experiments to justify the significance of the proposed strategy over heterogeneous databases.
II. RELATED WORK
In the literature, questionnaire or online interview is one of the common means used in depression diagnosis. Lee et al. [18] investigated whether or not interviewees have depressive trends using a choice questionnaire. Park et al. [19] conducted a face-to-face interview with 13 active Twitter users to explore their depressive behaviours. These questionnaires and interviews have several limitations. For example, they are time-consuming and hard to be generalised. On the other hand, because of the explosive growth in the popularity of social networks, online depression detection has attracted large interests in recent years.
Many research studies for online depression detection have focused on feature detection. Choudhury et al. [9] introduced measures (e.g. egocentric social graphs and description of antidepressant medications) to quantify the online behaviors of an individual for a year before s/he reports the onset of depression. Park et al. [20] explored the use of languages in describing depressive moods using real-time moods captured from Twitter users. Saha et al. [21] analysed the content information of depression users' posts by extracting topical features. Most recently, Shen et al [7] extracted six groups' features such as user profile and engagement with online application programming interface (API) to interpret the online behaviours of depression users. However, most previous research studies focus on exploring new features of depression behaviours whilst ignoring the fitness of classification models.
Shen et al. [7] presented a multi-modal depressive dictionary learning model (MDDL) which combines sparse dictionary learning with Logistic Regression to identify depression users. Nadeem et al. [22] conducted experiments to classify Major Depression Disorder (MDD) using four binary classifiers, e.g. decision trees and Naive Bayes. Also, Choudhury et al. and Shuai et al. [9] , [23] proposed a depression detection framework based on support vector machine. Nevertheless, these established classifiers cannot achieve consistent performance due to the noise or errors in the data. We here propose a novel ensemble learning method to identify depression users in noisy Twitter data.
Ensemble learning has attracted much attention in the community. Ensemble methods use multiple learning algorithms to obtain better predictive performance than that of using any of the constituent learning algorithms alone [24] - [26] . Our framework is based on Adaboost which is one of the typical ensemble meta-algorithms for primarily reducing bias and variance in supervised learning [27] . In general, Adaboost employs decision dump (a one-level decision tree) as its base estimator. However, decision dump cannot fit well the training data because of its simple structure. Adaboost with decision dump does not perform well in complex datasets [25] . Boonyanunta et al. [28] proposed a method to improve Adaboost performance by averaging the estimators' weights or reordering estimators, but there is no obvious improvement on Adaboost. Based on Adaboost, Friedman et al. [29] reported a Gradient Boost decision trees (GBDT) which is the generalisation of boosting to arbitrary differentiable loss functions. Unfortunately, GBDT can be over-fitting if the data is noisy and the training process of GBDT is time consuming. Chen et al. [30] introduced an advanced Gradient Boost algorithm (called 'XGboost') based on GBDT in 2016. Although XGboost is more flexible and efficient than GBDT, it has many parameters that are hard to tune.
In this paper, we propose a novel classification algorithm based on Adaboost that can mitigate the influence of noise or errors and have a strong fitness and generalisation ability. We introduce the details of the proposed algorithm in Section 4. Finally, we summarise the discussed classification methods in Table A .1, Appendix A.
III. DATA PREPROCESSING AND FEATURE EXTRACTION
In this paper, we intend to analyse depression users' online behaviours. As the scripts on social networks may be random and unpredictable, features with different noise may be obtained and influence the detection accuracy. Before feature extraction is implemented, we carry out the following preprocessing procedure: (1) Minimisation of the influence of noisy samples. Inspired by the work of Yazdavar et al. [31] , we remove the noisy samples from the dataset where the posting number of the samples is less than five. These samples cannot provide sufficient information for analysing the users' behaviours or topic modelling. (2) Processing of irregular words. The words on social networks may look irregular because of mistaken spelling or abbreviations. We use the Textblob API reported in [32] (commonly used in natural language processing tasks) to remedy the wrong type of words. (3) Stemming. We expect to perform statistical analysis on commonly used words of normal and depression users separately and conduct topic modelling on the users' posts. Words must be of unified representations regardless of tense and voice. Hence, we utilise the SnowballStemmer algorithm reported in [33] to deal with these words. For instance, "accepting" and "accepted" can be converted to "accept". Afterwards, we extract three feature categories as follows and the proposed framework is shown in Phase 1 of Fig.1 .
(1) User's Profile Features: The user's profile features contain user individual information on social networks. We collect 4 different features here: total f avourites reflects the number of posts that this particular user favours during his/her account's lifetime; listed count shows the number of the public list that this user holds a membership within. We collect the number of the user's f riends and f ollowers which well characterise the author's egocentric social networks.
(2) Social Interaction Features: Park et al. [20] discovered that depression users are less active in social networks, and depression users regard social networking as a tool for social awareness and emotional interaction. Thus, we extract retweet count, mention count (e.g. @someone) and f avourites count (indicating how many times this post has been favoured by the other users) to describe the behaviours of the user interacting with others. Besides, we collect the posting number and time distribution to demonstrate the user's activeness on social networks.
(3) Linguistic Features: The content of the posts on social networks can intuitively reflect a person's mood and attitude. Depression users may post more negative words than normal users [7] , [9] , [20] , [34] . Hence, we count the numbers of negative and positive words in the tweets using the NLTK toolkit [35] . In addition, we collect the numbers of emoji and emoticons from the texts to form relevant features. In order to comprehensively explore the semantics, Resnik et al. [36] examined the difference of the concerned topics between the depression and normal users by topic modeling and observed that topic modeling might be effective for depression detection. In our work, we utilise the Latent Dirichlet Allocation (LDA) approach presented in [37] to extract topic distributions from the tweets.
Finally, the extracted feature sets are used to train our proposed classification algorithm IBPT, which is shown in Phase 2 of Fig.1 and we provide the details of this process in Section 4.
IV. PROPOSED METHOD

A. Discrete Adaboost
Our classification algorithm is built upon the discrete Adaboost algorithm proposed by Freud et al. [17] . Algorithm 1 presents the base-line scheme of the discrete Adaboost that combines many simple hypotheses (called weak learners) to form a strong classifier for the task [25] . The algorithm can be summarised as follows: (1) Training multiple base classifiers sequentially and assigning a weight value ln(β m ) according to its training error ε m . (2) The samples misclassified by the preceding classifier are assigned a higher weight w m+1,i , which will let the classifier pay more attention to these samples. (3) Finally, combining all the weak classifiers with their weights to obtain an ensemble classifier G(X). As we have discussed above, Adaboost may not perform well on a complex dataset, we proposed the IBPT algorithm to improve the performance of Adaboost in two aspects: (1) We improve the fitting and generalisation ability of the base classifier. (2) We propose a novel structure of the boosting algorithm in order to reduce the impact of the less contributing data.
B. Inverse boosting pruning trees
In this section, we propose an ensemble method that combines an improved Adaboost algorithm with pruning decision trees for classification. Here, we still employ decision trees Update sample weight for step m+1 by w m+1,i = wm,iβ
as the base estimator of boosting because of its flexibility and ease of use. Decision dumps often suffer from underfitting whilst a full tree has high variance. We here consider pruning trees in order to increase system generalisation. In our algorithm, we firstly apply all the training samples and allow a decision tree to fully grow, and then use the cost-complexity pruning method reported in [38] to prune certain branches of the trees and use the modified criterion to evaluate the system performance with the pruned trees and updated weights. Afterwards, the above steps will be executed iteratively till the maximum number of the trees is reached. To formulate our algorithm, we here declare the used notations in advance. In particular, we denote the training dataset as L = X 1 , y 1 , X 2 , y 2 ....X N , y N . Here, X n is the sample feature vector, y n represents the class label and N is the number of the samples. We employ D m = (w m,i , w m,i+1 ...), m = 1, 2, ...M, i = 1, 2, ..., N to represent the distribution of the sample weight in each iteration. M is the number of the estimator (iterations) and each sample weight is initialised to 1 N in the first iteration during the normalisation. Furthermore, we use ϕ m and G f inal (x) to denote the m-th estimator's weight and the final classifier.
1) Search for the best pruned tree: In the framework of Adaboost, each sample's weight value will be updated iteratively. Therefore, we propose a weighted cost-complexity method to build the relationship between the cost-complexity value and the sample weight. Independent sample validation or cross-validation can help us to choose the best pruned subtrees. Here, we use the V-fold cross-validation for weighted cost-complexity pruning because this method can make full use of the sample information when the sample scale is not too large.
Firstly, we denote the original learning sample set L which is divided randomly into V subsets, L v , v = 1, ..., V and the training set of each subset is
The tree T max comes from the original set L and we build a complete tree on each subset L v . We present the cost function of the decision trees as follows:
where T is the leaves' number, C denotes the class number and the sample of class c is defined as i c . The cost of the decision trees is the sum of all the leaf nodes' gini index. A complete tree's gini index is zero because each leaf node only includes a single class's samples. But the Gini({T } , {w}) will increase in the pruning process where the pruned nodes' samples are combined with their parents' nodes. Therefore, Gini({T } , {w}) is not a good measure of selecting a subtree because it always favors large trees. Thus, the penalty term, regularization parameter α and the tree leaves T are added to the cost function. The new cost function is defined as follows:
The penalty term favours a smaller tree when α is constant and T decreases with pruning. Now, the variation in the cost function is given by R α (T − T t ) − R α (T ), where T is a complete tree, T t represents a branch with the node at t and a tree pruned at node t would be T − T t . Next, the cost of the pruning on the internal nodes is calculated by equating R α (T − T t ) to that of the branch at node t:
We will prune the branch T t with the decrease of the cost function value when α ≥ g (t). The order of pruning is performed by setting α = argmin g(t) in order to find the branch, which should be pruned, and the process will be repeated until the tree is left with the root node only. This provides a sequence of subtrees T
α , α = 0, ... with the associated cost-complexity parameter α. For α, we apply the pruned subtree T (v) α to predict the estimation in the v − th test set, resulting in the following error rate:
where i miss denotes the index of the misclassified sample weight, w represents the misclassified rate of set L v . Hence, the average misclassified rate of v is:
In the meantime, we define α * = argmin α T E α , the best pruned tree obtained by pruning T max till R α * (T max ) reaches the minimum.
2) Inverse boosting structure: As shown in steps 4 and 5 of Algorithm 1, Adaboost employs the training error ε m as the evaluation criterion of the base estimators' performance, to set up the estimator's weights and update the sample weights. But ε m is not a consistent criterion against the pruned trees. Fig.2 illustrates the error rate of the training and testing set corresponding to the pruning. We observe that the training samples' errors ε m keep increasing during the pruning, and the testing samples' errors ε ts m decrease when the tree is relatively small. The testing samples' errors come to the minimum with the subtree of approximate 150 leaf nodes, and begin to increase when the tree continues to be pruned. ε m is not a suitable criterion for evaluating the pruned trees. In fact, the pruned trees should be given higher estimation weights when they have a lower training error. Thus, we now propose a novel boosting structure which associates the classification outcome with the pruned trees accordingly.
In the first step, we fit a complete decision tree to the training data L and prune it in order to obtain the best tree structure. Next, we use T E α to replace ε m as the evaluation criterion because T E α closely reflects the pruned trees' outcome. The estimator's weight can be updated as follows,
when T E α ≥ 1 2 , we allow the iteration process to terminate a little bit early because the current estimator cannot maintain the classification performance at all times.
In the next step, we present an inverse boosting structure to update the sample weight. In each iteration, we treat the misclassified samples as 'disturbing' items which may cloud the judgement of the estimator from the pruned branch and influence the generalisation ability of the decision trees. Hence, the sample weight can be updated as follows:
In Eqs. (8), the normalisation factor Z m is
G m (X i ) is the predicted value of X i by the pruned tree G m , y i represents the ground-truth of sample X i , and
The misclassified samples' weights are decreasing and the weight of the classified samples are increasing, which reduces the influence of the 'disturbing' items for reforming the trees in a later iteration. Then, we use the dataset L with the updated weight distribution D m+1 to train the next estimator, set the estimator weight and update the sample weight iteratively in order to satisfy the maximum number of the estimators. The final ensemble classifier will be:
The proposed algorithm is based on inverse boosting pruning trees, which is illustrated in Algorithm 2. We discuss the convergence characteristics of the proposed classification approach in Appendix B.
V. EXPERIMENT SETUP
A. Datasets
In our experimental work, we use a Twitter database collected by Shen et al. [7] for depression detection. The Twitter database has three parts: Split the learning samples L into V folds, L v , v = 1, 2, ..., V , and grow a max tree T max on L.
3:
Fit a decision tree to L v training samples.
6:
Recursively repeat till the tree only has root nodes: 1. Calculate g (t) using Eq. (4). 2. Set α = argmin g (t) and prune the branch T t .
7:
Calculate T E Compute
Define α * ← argmin α T E α .
11:
The best pruned tree G m (X) is obtained by pruning T max till R α * (T max ) becomes minimal.
12:
return G m (X), T E α . 13 : end function 
19:
Update the estimator weight using Eq. (7).
20:
Update each sample's weight w m,i using Eqs. (8) and (9) . 21: Preserve D m+1 for the next iteration. [7] constructed an unlabelled large dataset D3 for depression candidate. Based on the tweets shown in December 2016, this unlabelled depression candidate dataset was established where the user were obtained if their anchor tweet loosely contained the character string "depress". There are 2558, 5304 and 58810 samples stored in D1, D2, D3, respectively. Each sample of these three datasets contains one-month post information of a Twitter user before the anchor tweet was detected. In this paper, we employ the well labelled datasets D1 and D2 to evaluate our classification algorithm's performance and analyse the online behaviours of depression users.
B. Baseline Comparison Methods
Decision tree: A decision tree based classifier partitions data recursively to form groups or classes. This is a supervised learning algorithm which can be used in discrete or continuous data for classification or regression [39] .
Random Forest: Random Forest is an ensemble learning method of using bagging and random features selection to construct a multitude of decision trees during the training [38] , [40] . This classification algorithm is widely used in data mining area.
Discrete Adaboost: We have introduced this algorithm in Section 4. We abbreviate Discrete Adaboost algorithm as Dis Ada in the next experiment section.
Real Adaboost: Real Adaboost is an extension of the classical Adaboost algorithm. Real AdaBoost is able to produce readable credit scorecards and offers attractive features including variable interaction and adaptive and stage-wise binning [41] . We abbreviate Real Adaboost algorithm as Real Ada in the next experiment section.
LogitBoost: LogitBoost algorithm is derived by considering AdaBoost as a generalised additive model whilst applying the cost functional of logistic regression.
SVM: Support Vector Machine (SVM) is a supervised learning model with an associated learning algorithm that analyses data for classification or regression [42] . Because of the kernel tricks, SVM cannot only perform linear classification, but also perform efficiently on non-linear classification.
Naive Bayes: Naive Bayes classifiers are a family of simple "probabilistic classifiers" based on Bayes' theorem with strong (naive) independence assumptions between the features.
XGboost: XGBoost is an optimised distributed gradient boosting library designed to be highly efficient, flexible and portable. It implements machine learning algorithms under the Gradient Boosting framework. XGBoost provides a parallel tree boosting (also known as GBDT, GBM) that solves the classification problems in a fast and accurate way [30] .
DNN: In recent years, there has been a growing interest in deep learning for discovering intermediate representations built in a hierarchical manner. As having already extracted features, we construct a three layers deep neural networks(DNN) for classification. All the features extracted from the previous stages go directly into DNN which can inform whether or not this user is depressed.
GBDT: The idea of gradient boosting decision trees (GBDT) proposed by Breiman et al. [43] is that boosting can be interpreted as an optimization algorithm on a suitable cost function. GBDT builds an additive model in a forward stagewise fashion, and allows for the optimization of arbitrary differentiable loss functions.
MDDL: Multimodal depressive dictionary learning (MDDL) is a dictionary model for mutli-view learning by constructing multiple depression feature dictionary [7] . It was proposed for binary classification of the depression datasets. Adaboost with Naive Bayes: We employ Naive Bayes as the base estimator of discrete boosting structures and evaluate the performance of this ensemble algorithm. For convenience, we denote Adaboost with Naive Bayes as Ada NB.
Adaboost with support vector machine: We employ SVM as the base estimator of discrete boosting structures and test the performance of this ensemble algorithm. For convenience, we denote Adaboost with SVM as Ada SVM.
Adaboost with pruning trees: We combine the Discrete Adaboost with pruning trees as a comparison classification method against IBPT to verify the effectiveness of our proposed inverse boosting structure. Adaboost with pruning trees is abbreviated as Ada PT in the following section.
VI. EXPERIMENTAL RESULT
In this section, we analyse the correlation between the parameters of the IBPT firstly. Then we conduct experiment to verify the IBPT's classification ability in three toy datasets in comparison with the results of the aforementioned 14 methods. Finally, we evaluate the performance of the IBPT for depression detection on a publicly accessible Twitter dataset and explore the online behaviours of the depression users on Twitter.
A. IBPT parameter tuning
We conduct experiments on the depression dataset to justify the performance of our proposed algorithm IBPT in practice. Our approach only has two parameters, base estimator number M and pruning cross-validation fold V . Fig.3(a) shows the result of the IBPT with different pruning folds including training and test errors with different number of estimators. For comparison, we include some results of boosting based algorithms in the same figure. It is observed that with the increment of the estimator number, all the methods' training and test errors keep decreasing and converge to a minimum value, which confirms the lower limit of the IBPT. Moreover, IBPT's training errors converge to zero and the IBPT's final testing errors are less than those of other boosting algorithms, which verifies the improvement of our algorithm on fitness and generalisation ability over Adaboost. Obviously, there is no significant performance changes of the IBPT with different pruning folds V .
Meanwhile, we also include the base estimators' errors, and the weight variation curve is shown in Fig.3(b) and  3(c) . Here, we only include the Discrete and Real Adaboost results in Fig.3 (b) and 3(c) because GBDT and LogitBoost do not have the attributes of estimator errors and weights. Discrete Adaboost's estimation errors increase with the increase of the estimator number and are inversely proportional to the estimator's weights. Real Adaboost removes the section of updating the estimator's weight so its estimator's weights remain unchanged, but our proposed IBPT's estimation errors or weights vary in a certain interval. This is due to the fact that the pruning trees increase the fitting degree against the training data and the inverse boosting structure reduces the estimator's errors through continuously decreasing misclassified sample weights.
To summarise, we have verified the convergence of the IBPT and comprehensively analysed the variation of the IBPT compared with the traditional Adaboost. Estimator number M is the crucial parameter of the IBPT, and we use 500 base estimators and set the pruning fold V to 10 in order to ensure that the IBPT achieves consistent performance in the following section.
B. Toy experiments
In order to evaluate our method comprehensively, we use three real datasets from UCI machine learning repository [44] to examine our method's classification performance and compare our method with other 14 baselines. The testing The results of classification on three datasets are presented in Tables II, III and IV. We have obtained the following observation: (1) Our proposed method Inverse Boosting Pruning trees (IBPT) achieves the best performance for the three datsets. (2) Employing a boosting structure on the decision trees has a significant improvement on classification performance, compared with the other boosting ensemble methods such as Ada NB, Ada SVM and this demonstrates the value of the improved decision tree structure. (3) It is evident that the ensemble methods such as Ada PT, XGboost, GBDT, Random Forest outperform the other traditional machine learning classifiers (e.g. SVM, Naive Bayes) for the three datasets, which confirm the ensemble learning methods have a strong classification ability. (4) On the LSVT datset, IBPT's AUC score surpass that of Discrete Adaboost and Ada PT by 6% and 7% respectively, and the IBPT outperforms these two methods in News and Glass datasets, which verifies the inverse boosting structure and pruning trees effectively work together to achieve better system performance. Besides that, we generate the statistics of feature importance of the IBPT for three toy datasets (shown in Through the experiments of classification on the three toy datasets, our proposed method IBPT shows a strong classification ability in complex datasets with multi-features or multi-classes. In the next section, we employ the IBPT for depression detection and analyse depression features in order to understand the online behaviours of the depression users.
C. Depression Detection
In Table I , we summarise the classification results on the Twitter depression dataset. It is witnessed that the mean value, lower and upper limits of the IBPT's AUC are higher than those of the other 14 methods and the IBPT achieves the highest AUC score with 0.93. In addition to analysing the effectiveness of the IBPT for depression classification, we further explore the feature importance in classification and compare the online behaviours between depression and normal users. We plot the feature importance of IBPT for classification, shown in Fig.4 . The most crucial feature is LDA topics which seem to hold one-third of feature importance. We make up the statistics of the salient terms of LDA topics, shown in Fig.5(a)-(b) , in order to discover the linguistic patterns of the Twitter users (LDA topics are multidimensional feature vectors which cannot be plotted using KDE). It should be noted that there are certain difference regarding the salient words number between depressed and non-depressed classes because of the imbalance of the Twitter dataset (about 1:2 positive-negative ratio). The content of the tweets is so casual that both of the classes post tweets including many common used words such as 'love', 'video', 'people' in their tweets. Non-depressed persons are more likely to share their daily life on Twitter whose tweets include words such as 'life', 'day', 'happi'. Different from the non-depressed users, the tweets' content of the depression users involve with 'depress', 'mental health' that imply that the depression users tend to post their mental status on Twitter.
Moreover, we wish to analyse the remaining features according to their importance. In Fig.6(a)-(b) , depressed and non-depressed users cannot be separated effectively as two classes mix up. This is due to the fact that except for the LDA topics, other features have a small percentage in the feature map. We conduct the following experiments: (1) Fig.7(a) shows the difference of users' posting proportions The features of user profile categories do not hold a big proportion in terms of feature importance. From Fig.7(c) , we discover that the average counts of the followers, friends, and listed are similar between the depression and nondepressed users, and the total favourites and the average count of the non-depressed class are larger than those of the depression class. However, there is something in common between these features that the one class confidence interval is included in another class. As for the retweet count feature, the confidence interval of the non-depressed class does not fully include the depression class's interval. This is why retweet counts rank highly in the feature importance table.
The user profile features may depend on the time length of the user spent on Twitter that cannot effectively distinguish the non-depressed and depressed classes. In order to verify the above predictions, we conduct experiments by combining different feature categories for classification and the result is presented in Fig.8 . Linguistic features have the largest AUC area among the three feature categories and the user profile features' AUC area is less than the other two categories. Compared with the single feature category, the combination of the multiple feature categories improves the classification performance. The model achieves the best performance with 0.93 AUC score when we combine three feature categories.
VII. CONCLUSION
In this paper, we have made an attempt to automatically identify potential online depression users. We presented an Inverse boosting pruning trees (IBPT) algorithm to classify non-depressed and depression users. The IBPT outperforms several baselines against a depression database. In the meantime, we verified the convergence of our algorithm IBPT through rigorous theoretical analysis with comprehensive experiments. Moreover, we utilise three UCI datasets to evaluate the classification ability of our method comprehensively, which shows our method outperforms the other baselines. We then analysed the feature importance of the IBPT and described the difference of the online behaviours of the non-depressed and depression classes. Finally, we used different combinations of the feature categories to confirm the effectiveness of the three feature categories for depression detection. In the future, we expect to explore the semantic information of users' posts by using the proposed algorithm and/or deep learning techniques and attempt to mine information from other source social networks, e.g. Facebook, Instagram, and Tumblr. Convergence is a descriptive characteristic of a classifier. In this section, we look closely at the convergence of our proposed classification method, which shows that the pruning process is model adaptive, stating in particular that the convergence error of the associated classification rule is strictly monotone decreasing. The analysis also indicates that the rate of convergence can be maintained with adding random noise to the data or different estimator numbers.
APPENDIX A SUMMARY OF THE METHODS FOR DEPRESSION
CLASSIFICATION
Firstly, Eq. (8) in Section 4.2 can be transformed as follows:
m Z m (B.1) Thereby, the training error of the final classifier ε f inal is shown as follows:
Then, we have the following equation:
Finally, Eq. (B.2) can be represented as:
where w m+1,i are the updated weights and i w m+1,i = 1 because of the normalisation. According to CauchySchwarz inequality, we have:
The upper limit of the training error ε f inal can be described as:
It is observed that the upper limit of the training error ε f inal is strictly monotone decreasing when Z m > 1. As we have discussed above, i w m,i = 1. Assuming Z m > 1, we have:
where w r represents the weight of the classified sample and w w is the misclassified sample weight. When Eq. (B.7) is satisfied, we ensure Z m > 1. Because of our inverse boosting structure, the base estimator error must be less than 0.5 and the misclassified samples' weights are decreasing iteratively, where we hold ww wr ≤ 1. According to the above definition, we have T E α < 1 2 , and exp(ϕ m ) > 1. Thus, Eq. (B.7) always holds, and we can verify Z m > 1. This suggests that the training error of our proposed method is strictly monotone decreasing with the increasing estimator number m and eventually the errors converges to a global minimum.
APPENDIX C IBPT FEATURE IMPORTANCE ANALYSIS IN THREE TOY
DATASETS
This section complements the feature importance analysis in Section 6.2 of the main manuscript.
In order to investigate the criterion of the IBPT classification in-depth, we make up the statistics of feature importance of the IBPT in three toy datasets, shown in Fig.C.1(a)-(c) . Fig.C.1(b) -(c) only show part of important features as LSVT and News datasets have too many various features. We extract two more and less important features in each dataset and then plot Fig.C.2(a) -(f) to introduce the difference between the classes in each dataset. It is observed that there is significant difference of sample distributions between classes in the more important features shown in Fig.C.2(a), (c) and (e). But in the less important features shown in Fig.C.2(b) , (d) and (f), different classes' sample distributions cover each other so it is difficult to separate different classes in these cases. In summary, it shows that the IBPT is effective for distinguishing features and its classification result is reliable.
Authors
Employed Methods Strength Weakness Brief Introduction Shen et al. [7] Multi-modal depressive dictionary model (MDDL)
(1) Learn the latent and sparse representation of features. (2) Capture the common patterns from different feature groups.
(1) It shares the weaknesses with MOD being efficient only for signals with relatively low dimensionality and having the possibility of being stuck at local minima. (2) It is easy to be disturbed by noise information.
Create a sparse dictionary model for each of feature groups and combine with Logistic Regression.
Nadeem et al. [22] Four binary classifiers, i.e. Support Vector Machine, Logistic Regression, Naive Bayes and Decision tree These classifiers are flexible and easy to use.
These classifiers have a poor fitness ability to handle complex datasets.
The extracted feature sets are used to train four binary classifiers.
Choudhury et al. [9] Principal component analysis (PCA) + Support Vector Machine with RBF kernal (SVM)
(1) This method is flexible and easy to use. (2) Use PCA to avoid over-fitting.
It is easy to be disturbed by noise information.
Use PCA to reduce the dimensionality of feature vectors and employ SVM to classify depression users. Shuai et al. [23] Social Network Mental Detection-base Tensor Model (STM)
The method is designed to handle the sparse data from multiple online social networks.
This method aims to find the common features from different social networks and some unique features may be ignored and classification accuracy may be poor.
Extract the common features from multi-source social networks and then employ SVM as the classifier.
Freud et al. [17] , [27] Adaboost It can be used in conjunction with other types of learning algorithms to improve performance.
AdaBoost is sensitive to noisy data and outliers.
More details of Adaboost are described in Section 4 of the main manuscript.
Boonyanunta et al. [28] Advanced Adaboost Ease of use.
There is no significant improvement on performance.
Averaging the estimator's weights and reordering estimators under the boosting structure. Friedman et al. [29] Gradient Boost decision trees (GBDT)
GBDT can be used to solve all objective functions.
(1) GBDT is sensitive to over-fitting if the data is noisy. (2) GBDT's training is time consuming because trees are built sequentially.
GBDT is the generalisation of boosting to arbitrary differentiable loss functions.
Chen et al. [30] XGBoost XGBoost is more flexible and quicker than GBDT XGBoost has many parameters that are hard to tune.
XGBoost provides a parallel tree boosting (also known as GBDT or GBM) that solves the classification problems in an efficient way.
Ours
Inverse Boosting Pruning trees (IBPT)
(1) IBPT has a strong fitness and generalisation ability. (2) IBPT can avoid the influence of noise information. (3) IBPT just has two parameters which are easy to be tuned.
Time-consuming.
More details of IBPT are described in Section 4 of the main manuscript. 
