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There are several ways of studying the history of mathematics. One can study 
the history of certain problems or some specific theories. The ways in which 
new fundamental ideas were created and pervaded can be traced. One can 
describe the points of view of mathematicians in the course of time. Then there 
are the investigations of the work of mathematicians and their mutual 
influences and their correspondences. I think studies of this kind make up the 
main part of historical research. 
In some previous publications my point of view was different 11, 2, 31. I 
considered mathematics as a whole and my aim was to find general statements 
about the evolution. Such a study must be based on results in special situations, 
but in principle results in special theories are not of first importance in such a 
survey. The mutua1 relations between the various areas of mathematics come 
in the first place and one has to look for general conclusions about the 
evolution, valid for various parts of mathematics. Abstraction is made from 
developments in special cases. The problem is: what can be said about the 
development as a whole? If in studies of this kind special results or theories are 
mentioned, their function is only to illustrate general trends in the evolution in 
the various periods of science. I tried, for instance, to describe characteristic 
differences between what is commonly called “classical mathematics” and 
‘ ‘modern mathematics’ ’ . 
These studies have a somewhat philosophical character. What is their place 
in historical mathematical research? First, they are an effort to give a survey 
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of some lines of the development, an effort to know more about the place of 
mathematics in the periods of science, i.e. what, in philosophical sense, 
mathematics was and really is. Classically this is perhaps clear: calculating 
integrals, finding explicit solutions of differential equations, the study of 
various classes of special functions, properties of curves and surfaces, some 
elementary algebra etc, all of them concrete and constructive problems. But 
what about the steadily increasing abstract methods and results? Is it merely a 
formal axiomatic play? 
Such studies can demonstrate the shift of the methods of research in the 
various periods of history. By way of example I mention the shift from 
constructivity towards abstract, in general non-constructive methods. But isn’t 
there in recent times a development back again? Are there waves in the general 
evolution in the past as well as in modern times? Are there characteristic 
features in the various periods? Finally, I remark that all what is going on 
nowadays is in some way based on the past. Therefore, studies of the aspects 
of the evolution may be a contribution to reflections on developments of our 
days and in the future: where are we going? 
In the three publications I mentioned before, I treated some fundamental 
aspects of the evolution. 
In the following pages I give a synthesis of these publications with special 
emphasis on the changing methodologicuZ aspects in the course of time. 
Methods and results are in relation to each other and it is interesting to study 
these relations in their dependence on the periods of history. 
I think the following trends in the evolution of mathematics are important. 
They are not all independent. 
1. The phenomenon of the aigebraization of mathematics. 
2. The aspect of ColZectivization in mathematics, i.e. the strong impact of the 
theory of sets on results as we11 as on methods in almost every part. 
3. The strong tendency towards axiomatizution. 
4. Aspects of constructivity versus non-constructivity. 
5. The shift of influences responsible for the evolution: external- and internal 
inj7uences. 
These are important aspects of the methods of building mathematics. Some 
are already old; some introduced in more recent periods. By means of a 
complicated interplay - and certainly something more - mathematics such as 
we know it has been developed on the basis of what we call “classical mathe- 
matics”. 
I. ALGEBFUIZATION 
When I mention the algebraization of mathematics as one of the charac- 
teristics of modern mathematics, I have in view the strong penetration of the 
methods, the results, the algebraic concepts which were created about half a 
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century ago, then called “modern algebra’ ‘. I don’t mean here the, nowadays 
trivial, application of the simple elementary algebra, the method of calculating, 
used from the beginning in analysis and in geometry, although this can be seen 
as the very beginning of algebraization. What I mean will be clear in reading 
modern textbooks, papers, monographies of the last half century. They could 
not have been written without the concepts of a group, a ring or field, ideals, 
homomorphisms etc., in connection with axiomatic and set-theoretical 
methods. In nearly every area of modern mathematics these concepts are 
indispensable, changed the face of mathematics and are of a high intrinsic value 
for results and proofs, even algebra itself. 
First there is the question: what is algebra? It makes sense to ask this 
question, The name is old and up to our days it is not uncommon to say about 
a mathematician that he is an algebraist and every mathematician then knows 
what we mean. Nevertheless it is not easy to give a definition of algebra. There 
are questions on the role of finite or infinite sets in algebra, the role of 
topology, algebra and algorithms, algebra as a science of structures. What 
about limits in algebra? And the real numbers? Is the theorem of Hahn- 
Banach on the extension of homomorphisms in vector spaces an algebraic 
theorem? There are discussions about this question up to rather recent years. 
I mention a curious example given by Lebesgue (1918) [4]. He considers a 
function f and two operators F and G defined by 
F(x) =fix) + 1 resp. G(x) = i f(t)&. 
0 
Lebesgue calls F an algebraic operation because to obtain F for a value x0, it 
is only necessary to know f(xo). G however is an operation belonging to 
analysis because for calculating G(xo) one needs the values off in the interval 
[0, xc]. Here it seems to be the finite character and the discrete which for 
Lebesgue makes the distinction between algebra and analysis. The concept of 
a function shows already an aspect of collectivization. On a higher level of 
collectivization in analysis one is accustomed to have sets of functions of a 
special type. This is a hierarchy of collectivization. There is a discussion of the 
question by Boutroux (1920) [5]. Saunders MacLane wrote about it several 
times (1938, 1963, 1976), considering aspects of algorithms and structures. At 
last he rejected the idea that algebra should be a theory of structures. In 1976 
[6] he wrote finally: “But no formal definitions hold valid for long, since 
algebra and its various subfields steadily change under the influence of ideas 
and problems coming not just from logic and geometry, but from analysis, 
other parts of mathematics, and extra mathematical sources”. I shall not make 
a new attempt. 
The roots of the method of algebraization are old. Looking through the 
history at least two aspects should be distinguished: 
1. The role of algorithms; 
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2. The tendency to get insight into the structure of theories and to discover 
analogous structures in apparently different theories by means of algebraic 
methods and concepts. 
The oldest example of algebraization is, perhaps, the algebraization, or 
arithmetization, of geometry by Descartes (1637). This was the starting point 
of analytic geometry, the kind of geometry using coordinates to study 
properties of figures. The transformation from curves to calculations was 
fundamental for all further developments in mathematics. It is the algorithmic 
method: results are obtained by calculations of a mechanical character. It is 
remarkable that just this mechanical procedure gave rise to objections, already 
by Leibniz, who, on the other hand, was in his scientific work much interested 
in algorithmic methods, (“Characteristica Universalis”). Much later Monge 
and Poncelet had objections to the application of algebraic, non-geometric, 
methods in geometry. They turned to geometric methods; projective, synthetic, 
geometry resulted from it. Lagrange studied the algebraization of infinitesimal 
calculus (1772). He introduced an operator 
and formed an algebraic calculus with d, introducing for instance d2,d3,. . . , 
and also d-l (integration). In 1797 he published a book in which he wanted 
to reduce the theory of analytic functions to algebra, avoiding infinitesimals 
and limits, concepts that were not yet quite clear. The derivatives of a function 
fare defined in a formal way as the coefficients of the Taylor series of f(x+ h). 
Nowadays we would say that this is something like an axiomatic method (but 
one has to be careful in using this terminology; here is the question of 
distinction between definition and axiomatics). 
There is a continuation of this work by Servois (1814) [7], who introduced 
a formal calculus with functions, in which one recognizes some aspects of the 
modern theory of linear operators. But all these works had little or no influence 
on later developments. There was no need to the attempt of Lagrange. 
Elementary calculus has - and already had at that time - a strong algebraic 
aspect. One begins to define the derivative by means of a limit, the rules of 
derivation (sum, product etc.) are proved, the derivatives of the elementary 
functions, the exponential function etc., are determined by means of a limit 
process. When this is done, calculus is reduced to an algorithmic, formal, 
method: in practice limits are no longer necessary. Calculus is reduced to 
algebra. One has the same situation in integral calculus. So I think it is the 
philosophical aspect that counts in this effort of Lagrange. 
At the end of the 19th century there are more important examples of 
algebraization, valuable for the later developments. The structure of concepts 
and their characterization and the structure of theories gradually came more in 
the foreground. It is not yet analysis with rings, fields, ideals such as we do 
nowadays; that was still impossible in these years. The examples can be 
summarized under the title “derivative, limits and algebra”. 
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There is a paper by Bourlet of 1897 [S], in which he studied the concept of 
the derivative of a function, characterizing it by means of algebraic properties. 
At that time sets and maps were already introduced. Bourlet studied homo- 
morphisms T(not under this name, which came later) of a set of functions into 
itself satisfying the supplementary condition 
T(uu) = UT0 + UTU, 
in which one recognizes the rule of derivation for the product of two functions. 
He developed an extensive theory of these mappings. Much later this notion 
appears again in the form of the notion of derivative in an algebra (Jacobson) 
[9], which was not yet possible at the time of Bourlet. See [lo]. 
There are analogous studies of Drach (1898) [l l] who investigated the theory 
of differential equations in an algebraic way, following analogies with the 
theory of Galois in algebra, later followed by studies of Picard and Vessiot. 
Further researches of a fundamental character about the notion of a limit 
followed soon. In the beginning of the 20th century the concepts of set-theoretic 
topology were present. FrCchet contributed to it. In 1906 [12], he introduced 
limits as primitive concepts that is to say avoiding the classical E and 6. It is a 
kind of axiomatic - algebraic notion. This led him to the so-called “limit- 
spaces”. 
In the first decennia of the 20th century the first principles of functional 
analysis were developped: vector spaces, Banach spaces etc. In this framework 
the investigations around the concept of a limit came in 1932 to a culminating 
point with the “Banach limit” of a bounded sequence (5,) of real numbers. 
Banach proved the existence of a number, denoted by Lim &, for every 
bounded sequence, having properties which can be seen as characteristic for the 
ordinary limit: 
Lim (a& + by,) = a Lim <, + b Lim qn, 
Lim <,rO if <,rO, n=1,2 ,.-., 
Lim <,+,=Lim <,, 
Lim l=l, 
This is proved by means of the theorem of Hahn-Banach. It is a result of the 
axiomatic-algebraic development, Later on I shall make some remarks about 
it in a more general framework. 
In these decennia we also find, after long years of preparation, the rapid 
development of what was then called “modern algebra” and since these years 
the notions introduced there had a steadily increasing influence in nearly all 
parts of mathematics, in geometry as well as in analysis, in pure and in applied 
mathematics. Groups, rings, fields, ideals, homomorphisms appear every- 
where. We find rings of functions, rings of differential operators, algebraic 
theory of operators, homology groups etc., and algebraic results and algebraic 
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foundation of theories in analysis are common. Many theories in the area of 
pure analysis show a pattern of an algorithmic - algebraic character. There are 
many situations in which theorems and results are proved and applied in a kind 
of natural way, introducing in a suitable manner, in connection with traditional 
topological structures, vector spaces, subspaces, quotients, ideals, homo- and 
isomorphisms etc. and manipulating with them. Of course this is a simplified 
version; it is not a characterization of all analysis. It is algebraization on a 
higher level than the arithmetization of Descartes. However, algebraization 
cannot be seen apart from the trends of collectivization and axiomatization, 
and therefore from the methods of topology. I have only to mention infinite 
groups, vectors spaces provided with a topology or certain algebraic structures 
or both. Algebraization is not something like making a discrete theory. 
To illustrate the importance of the methods of algebra in the historical 
context I mention some examples of theories and areas where the strong 
influence of algebra is evident. It is easy to give more examples. 
(i) The theory of Lie groups and Lie algebras, originally coming from the 
theory of differential equations. 
(ii) Algebraic topology, which, I think, has overtaken set-theoretic topology. 
(iii) Algebraic geometry, whose roots lie in analytic geometry, started by 
Descartes. 
(iv) Functional analysis and operator theory. 
(v) The transformation of classical “Aristotelian” logic into mathematical 
logic. 
I think we can draw some conclusions. Algebraization has been and still is 
of high intrinsic value for the evolution of mathematics. In algebraization, 
together with the aspect of collectivization, the interplay of method and result 
is apparent. It has led to results, different in character from the results of 
classical mathematics, which otherwise should not have been obtained. 
Structures have become clear which before were unclear. Modern algebra is 
extremely suitable for unveiling structures in apparently different areas. But 
should it be the ultimate aim of mathematics (as was more or less suggested in 
a paper I read several years ago [ 13])? I think this would mean a reversal of 
the situation. Perhaps the evolution proceeds by waves. Any time has its 
fundamental problems and new fundamental ways and methods might be 
created in future, leading again to new points of view. 
II. COLLECTIVIZATION 
There is another aspect which has caused great changes in the face of 
mathematics: the theory of sets. The influence of set-theory has been discussed 
but in the framework of this essay I still can make some new remarks. They 
concern the kind of concepts and the problems treated in classical respectively 
modern analysis. In particular I make some remarks about the notion of 
existence in mathematics. In relation to this there will be occasion to say 
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something about external- and internal influences in mathematics, constructi- 
vity and non-constructivity and axiomatization. 
The theorem of sets is, in contrast to algebraization, much younger. Perhaps 
one may view in Dirichlet’s definition of the concept of a function a weak 
aspect of collectivization, a weak tendency to the introduction of sets, but at 
least it is not explicit [ 141. There are indications in the work of Dedekind, but 
set-theory really begins with Cantor. 
In order to have an overview of the penetration of the methods of set theory 
into analysis in the first years I recommend a perusal of the books of the so- 
called ‘ ‘Collection-Borel”, beginning with the book of E. Bore1 “Thtorie des 
fonctions” (1898), and, towards the end I). Levy “Lecons d’analyse fonc- 
tionnelle” (1922). The large number of books in this series give a good picture 
of the growing influence of the theory of sets during the first decennia, first in 
the theory of real and complex functions, later in function spaces, revealing 
also the increasing role of topology, connected with set theory. 
What can be said about the characteristic differences between classical and 
modern mathematics? In [2] I gave a rough sketch of what is commonly called 
classical mathematics. As to analysis one may conclude that classical analysis 
has a strong constructive character. For example, theorems, stating the 
existence of a certain function, solutions of differential equations, were 
constructive in the sense that an explicit solution was given or at least 
approximation was possible. When more general theories were given, con- 
structivity remained in some way in the mind of the mathematicians, perhaps 
unconsciously. Physical analogies and pictures were for a long time accepted 
as a guide. In my study [3] I called existence theorems of this kind strong 
existence theorems; they state the strong existence of certain objects. 
One may perhaps say that existence as such - strong existence - was not 
a great problem in the classical period, Existence was sure because of physical 
or mechanical reasons, that is to say because of external irzj7uence.s. 
In classical mathematics one does not. find statements about properties of 
collections, classes or spaces of functions or any other objects, provided with 
an algebraic or topological structure or with both. Results of this kind are 
typical for modern mathematics. They became possible under the internal 
influence of algebra and set-theory, that is algebraization and collectivization. 
External influence is not entirely eliminated - in [3] I gave examples - but at 
least internal developments dominate in a strong way. In these theories 
existence theorems have another form. It is stated, for example, that in a certain 
collection of functions, there exist functions satisfying a certain condition and 
there is no need to describe them in an explicit way. One is interested in 
uniqueness and, if there is no uniqueness, one asks for information on the 
number of solutions, or on the set of the solutions for instance on topological 
or metrical properties of this set. Questions like these, in simple cases, were not 
new, but now a general treatment became possible with the concepts of 
category, measure, cardinal number, dimension. 
This notion of existence differs in a fundamental way from strong existence. 
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The mathematician, unless he is a constructivist, or works in applied mathe- 
matics, is in general not so much interested in construction. He is content with 
the statement of pure existence. Existence has a meaning for him without any 
association to construction. In [3] I introduced for existence theorems of this 
type the name weak existence theorem; they state weak existence of certain 
objects. 
This change in the attitude of mathematicians with respect to problems can 
be expressed as follows: 
the problem of finding a solution is replaced by the problem of solvability. 
Constructing solutions evidently is not entirely eliminated, but I believe that 
this statement gives a fundamental characteristic of mathematics of our years. 
Constructivity is, I think, more limited in the sense that it is often adapted to 
particular situations. Weak theorems are more flexible. 
The evolution took place under the general aspects of “modern” algebra, set 
theory and topology but of special methodical importance are: 
(i) The axiom of choice; 
(ii) Zorn’s lemma - equivalent with (i) - and several theorems that are 
based on them. For instance the theorem of Hahn-Banach, elementary 
theorems on operators in Banach spaces, the theorem of Banach-Steinhaus. 
Towards the end of the twenties of our century axiomatics entered into 
analysis, leading to general theories: topological groups, normed linear spaces, 
Banach spaces etc. This opened the possibility for giving general statements 
applicable to apparently different concrete situations. This is the force of 
axiomatics. 
In [2] I gave concrete examples of the evolution of classical problems, giving 
a picture of the new point of view. I mention some of them here; for details 
see [2]. 
1. The functional equation f(x+ y) = f(x) + fQ) 
Already Cauchy (1821) studied this equation for x, y E R. He proved that, 
under the condition that the solution shall be continuous, the solution is the 
linear function f :f(x) = Cx, C a constant. 
Later the condition on continuity was weakened and it appeared that if there 
exist discontinuous solutions, they will be extremely discontinuous. 
In 1905 Hamel proved by means of the axiom of choice that there exist indeed 
infinitely many discontinuous solutions. Using this axiom he showed that there 
exists an algebraic basis for R and the statement is a simple consequence of this 
fact. Later on it was proved that any vector space has a basis. Here we are 
dealing with weak existence: neither a base for R, nor a discontinuous’ solution 
of the equation are effectively known, and perhaps this is in principle 
impossible. L 
2. Divergent series 
Summation methods for divergent series are classical. Several methods are 
known by means of which a real number can be associated with a divergent 
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numerical series of a certain type, but none of them is valid for any divergent 
series. 
In 1901 E. Bore1 observed that the main problem in the theory of divergent 
series is to associate to any numerical divergent series a real number in such a 
way that in numerical calculations this number can be substituted for the series 
such as giving a correct result. Bore1 was not hopeful that this would be 
possible. 
In the beginning of functional analysis the solution can be found, at least for 
series whose sequence of partial sums is bounded and multiplication of series 
gives difficulties. This result is a simple consequence of the Banach limit which 
I mentioned before as a result of algebraization. There is weak existence, the 
solution is not effective. No example is known and it is not likely that it shall 
ever be given 
3. The problem of universal measures 
In measure theory one meets nearly the same situation as to the evolution 
from constructive theories to weak theories. I consider measure theory in IR’. 
Classical measure theory as developed by Cantor and Jordan is constructive. 
A measure is only associated to special classes of sets. In 1905 Lebesgue asked 
the question to associate to any bounded real function a real number, called the 
integral, in such a way that some natural conditions are verified. Lebesgue did 
not succeed in giving the soiution: he followed the constructive way, leading to 
Lebesgue measure and the Lebesgue integral. Evidently this universal inte- 
gration problem is equivalent to the problem of universal measure, that is the 
problem to associate a measure to any bounded subset of R’. And again we 
have: the problem has a solution for R’, in the sense of weak existence. 
Banach (1932) proved it in exactly the same way as the weak existence of 
Banach limits [15]. He gave the proof for the circle S’. Note that earlier 
Hausdorff (1914) came to negative results, emposing different conditions [16]. 
This result was the starting point of many investigations on measure theory: 
the generalisation to V, restricted or total additivity etc. In some connection 
with this area there are results on paradoxical decompositions of a sphere and 
generalizations (already treated by Hausdorff), rather pathological results. The 
constructive existence theorems in this area are scarce. 
4. Continuous nowhere differentiable functions 
I recall that after long years of discussion Weierstrass was the first to give an 
example of a continuous nowhere differentiable function (1870). 
Banach viewed this problem as one in functional analysis. A simple proof of 
the theorem “There exist continuous nowhere differentiable functions” was 
given in the sense of weak existence, i.e. not by means of a concrete example, 
but by showing pure existence. This was proved by considering a sequence of 
linear operators 
T (f)-fox+hn)-fox’, n=l 2...; h n - +O 
hn 
, n 3 
and applying a general theorem on operators to T(f) = Em,,, T,df). 
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This was the beginning of investigations on internal characterizations of the 
set - in later formulation the space - of continuous functions having no left 
or right derivative, or with some other properties which were considered as to 
be not “normal”, pathological. 
5. Fourier series 
Classically there was the problem of convergence or divergence of the Fourier 
series of a function f. For long years it was thought that for any continuous 
function f its corresponding Fourier series was everywhere convergent to f. In 
1873 du Bois Reymond gave the first counter example. This was the beginning 
of a long development. Again in the beginning of functional analysis the weak 
existence of such functions was proved by a method not relying on concrete 
examples. There are investigations on spaces of functions in relation to diver- 
gence or convergence of their Fourier series. It is still a domain of recent 
research. 
6. Analytic functions 
The theory of analytic continuation in the theory of analytic functions of one 
complex variable furnishes also an example. In 1880 Weierstrass gave a 
concrete example of a function, defined by means of a power series, such that 
any point of the boundary of its circle of convergence is singular and therefore 
analytic continuation is impossible. 
I can be brief: later developments led to the study of the properties of the 
set of all such power series. There are theorems like: “the power series which 
admit analytic continuation form a set of measure 0” (measure defined in an 
adequate set of series). This is a global property without possibility of 
individualization, a “weak” result. 
7. Miscellaneous 
Though algebraization and collectivization are general aspects of the 
evolution, there are differences in the various areas. The influence of collec- 
tivization, in the form of topology, is evident in the theory of analytic functions 
of one complex variable (see example 6). However, algebraization is not 
apparent in this area. Are the methods of algebra not so well adapted for 
solving the problems in that domain? It is most remarkable, on the other hand, 
that algebraization and collectivization (topology) are very important in the 
domain of functions of several complex variables, an important area in recent 
years. 
The general theory of functions of a real variable was in the past an 
important area of research (see the Collection Borel). It is no longer so much 
in the foreground. Collectivization and topology were important aspects of that 
theory. Algebraization however, is not so much found in this domain. I only 
know investigations on the theory of rings of continuous functions. Is the 
general theory not so well adapted to the methods of algebra? 
Finally algebra itself. I compare “classical” and “modern” algebra. To the 
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domain of “classical” algebra belonged determinants, the theory of algebraic 
equations, elimination, continued fractions etc. In contrast to this it could be 
said that “modern” algebra is the study of structures, See however [6]. I 
mention the theory of categories. In this sense one can speak of the aspect of 
algebraization of algebra. What about collectivization in algebra? This aspect 
is apparent in modern, structural, algebra. I only have to mention groups, 
rings, subgroups etc., as sets provided with a structure. It is a historical 
question whether this aspect came into algebra before or after Cantor, which 
I shall not treat in this paper. Then constructivity and non-constructivity. 
Modern algebra contains aspects of non-constructivity and there are weak 
existence theorems. I mention the theorem stating the existence of an algebraic 
closure of a commutative field, some existence theorems in the theory of 
formally real fields, theorems about extension of order, where Zorn’s lemma 
is used. As to the question whether results like these belong to “algebra” or are 
accepted there I refer to what Van der Waerden says about it in his “Vorwort 
zur zweiten Auflage” of his book “Modern Algebra”, (1937). In his opinion 
rejecting all non-constructivity would be a too radical standpoint. 
III. SOME GENERAL CONCLUSIONS 
1. There is a difference between the examples 1, 2, 3 and the examples 4, 
5, 6. In 4, 5, 6 concrete examples were known and the development of 
mathematics led in a more or less natural way to a method for getting more 
insight in the situation. This became possible by means of algebraization and 
collectivization. 
But what about the examples 1, 2, 3? What is the significance of weak 
existence of solutions? Is it to show the force of the axiom of choice or Zorn’s 
lemma by means of curiosities? Is it just a mathematical game? Consider for 
instance the Banach limit. Weak existence is proved by means of the theorem 
of Hahn-Banach which is based on Zorn’s lemma. I don’t know any serious 
application of a Banach limit. On the other hand, there are many applications 
of the theorem of Hahn-Banach in modern analysis. This seems a paradoxical 
situations. Should one conclude that the classical (e, 6) method is in some way 
necessary in analysis? This would be rather remarkable because, as I mentioned 
before, classical calculus is highly algorithmic, it is algebra. Why then E and 6 
(or in modern terms, neighborhoods)? And why is the Banach limit of little or 
no use? Is it because uniqueness fails? What is the historical role of the E and 6? 
2. I think we may draw the conclusion that the attitude of modern 
mathematicians (at least most of them) is fundamentally different from the 
attitude of classical mathematicians. If the classical mathematicians had some 
idea about mathematical existence it certainly was constructive, but, at the 
exception of some great men (Gauss, Dirichlet), these ideas were perhaps not 
well articulated. I think that in the mind sf modern mathematicians, the 
concept of weak existence - even when it is only called existence - is prior 
to a constructive notion. Existence means weak existence except for con- 
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structivists. I think mathematicians consider “mathematical existence” mainly 
as a formal notion, the result of reasonings that take place in a certain system 
by means of allowed methods. Or is there a platonistic background? 
I can express this change in still another way. Before I characterized the 
change by observing that the problem of finding a solution is replaced by 
solvability. This leads to another question. How was the evolution of the notion 
“solution of a problem”? One can ask when in the periods of history, a 
problem was considered as being solved? During many centuries a construction, 
an explicit formula, should be the answer. This lasted even until the twenties 
(probably longer) for some problems in secondary school mathematics. I recall 
the way of solving some type of problems in elementary geometry in these 
years. The problem of finding a figure satisfying some conditions was divided 
into four parts. (i) an analysis (ii) a construction (iii) a proof that the result 
satisfies the conditions (iv) a discussion of the conditions of solvability. How 
long has this gone in this way? A historical survey on “probkm solving” may 
be interesting [ 171. 
3. In my reflections on algebraization and collectivization algebra and set 
theory appear as methods, to be applied in other branches. Aspects of algebra 
and set theory as disciplines for itself are left out of consideration. This leads 
to questions on the relation between method and results of application. 
Speaking about methods I have in view the great methods in mathematics which 
caused the evolution, evidently not incidental methods for soIving classes of 
special problems. Discussion on the relation between method and result belongs 
to the domain of the philosophy of mathematics and I only want to make a few 
remarks. I think the relation is complicated. The term method suggests that 
there is something to which the method can be applicated. So there is the 
question how new fields are created. Are (or were) the new great methods first 
created spontaneously and did it afterwards appear that they are suited for 
application or creating new domains? Or are some great methods created with 
special aims? Questions like these are connected with one’s opinion about 
mathematics. Mathematics as a creative process or in platonistic sense? I think 
both aspects of method-result are found in the history of mathematics. 
There was from the beginning a close connection between the algebra and 
geometrical problems (Descartes). In the course of time algebra was developed 
as a discipline for itself - now differing essentially from the cIassica1 theory 
-7 which in turn later appeared to be applicable to new fields of problems in 
other branches, applications that were unknown before. 
Apart perhaps from some attempts, set theory was from the beginning 
created as a discipline for itself. But very soon applications to other fields 
appeared to be possible, leading to new points of view, new fields of problems 
and new disciplines, for instance topology. 
I think that it can be said that, when new really fundamental disciplines, such 
as “modern” algebra and set theory, are created, new problems and new 
theories arise in a more or less natural way in connection with the new methods. 
And these new fields and applications reveal the power of the new methods. 
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REMARK. After writing this paper, a recent book of R.L. Wilder came to my 
attention, in which I found similar considerations 1183. 
ABSTRACT (added in proof) 
Aspects of the general historical evolution of mathematics as a whole are studied. Characteristic 
differences between “classical” and “modern” mathematics are described. In particular 
“algebraization” and “collectivization” are considered and there are remarks on the relation 
between methods and results. 
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