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Envision a small subsystem S exchanging energy E1 with its large stationary environment whose energy
E2 has an infinitesimal variation δ. The theory of probability predicts that, as E1 → 0 and fixed δ > 0,
the conditional probability density for E1 given E1 + E2 = h has a limit law fE1|E1+E2(x;h) =
Z−1(h)Ω(x)e−β(h)x, where β(y) = d ln fE2(y)/dy. The canonical distribution for the phase space of S
then can be deduced; a discrete version of the theorem yields the grand canonical distribution and logically
resolves Gibbs paradox. An equivalence hypothesis between the conditional probability and conservation laws
in dynamics is discussed. In the thermodynamic limit the form of the conditional probability yields the Legendre
transformation F ≡ −β−1 lnZ = E − β−1S where S = lnΩ(E) and β = dS/dE.
L. Boltzmann had used penetrating statistical arguments in
his investigations on the mechanical basis of thermodynamics,
but it is universally agreed upon that J. W. Gibbs was
the originator for giving equilibrium thermodynamics a
systematic, probabilistic foundation in terms of his theory
of ensemble [1, 2] and ensemble change through Legendre
transform. In the applications of statistical thermodynamics,
from condensed matter physics to biophysical chemistry, it
is also widely recognized that Gibbs’ probabilistic approach
to many-body problems is far more powerful and efficient
than an ab initio deterministic Newtonian one [3]. One of
the crowning achievements of the latter is the computational
molecular dynamics (MD) of atoms in an individual protein
molecule in an aquesous solution: The computation requires
fully specified laws of interactions among all atoms involved,
known as a force field [4].
Not only macroscopic equilibrium thermodynamics is an
emergent phenomenon, we shall show that the Gibbs’ theory
itself is a result of a limit law according to the theory
of probability. Our limit theorem is to the exponential
distribution in canonical ensemble what the central limit
theorem is to a normal distribution. Furthermore, just as in the
theories of phase transition [5] and the passing from quantum
mechanics to quantum chemistry via Born-Oppenheimer
approximation, the mathematical limit involves subtleties that
are fundamental [6].
Previous works — There are currently several opinions on
the foundation of Gibbs’ theory [7]: The classical view is
that the ensemble theory for a fluctuating extensive quantity
α, in a small “open” system, emerges from a conservation
law of α in a large “closed” dynamics, with corresponding
conjugate intensive variable β that is determined by β =
∂S/∂α, where S(α) is the entropy function for the closed
system. Note that from the point of view of axiomatic
probability,1 the very existence of such an entropy function,
which requires a probability distribution a priori over different
1 By this theory, statistics is concerned with obtaining a probability
distribution, usually from data, while the theory of probability carries out
reasoning and prediction based on a given probability.
α, is questionable. To solve this problem, the current
textbooks on statistical mechanics require the principle of
equal a priori probabilities in the phase space. Such a
distribution cannot be a consequence of the dynamics, since
an α-conserved dynamics in the phase space is only restricted
on a constant α-level set.2
A very different take of Boltzmann-Gibbs’ theory has
led to the development of E. T. Jaynes’ maximum entropy
principle (MEP) [8]. There has been growing followers of
this idea [9–11] and one expects its even greater significance
in data science. Our present work finds a rather interesting
unification of these two above perspectives; effectively our
result unifies the earlier work of A. Ya. Khinchin [1], which
is widely considered as the mathematical foundation of the
former, and a result by van Campenhout and Cover [12]
which showed Boltzmann’s logic is mathematically consistent
with the MEP. It is significant to note that while these two
work went to very different directions, both employed the
mathematical concept of conditional probability.
Dynamic conservation vs. conditional probability — Let
us consider a Gedankenexperiment: Consider a very large
mechanical system W in which there is a small part S ⊂
W whose mechanical energy fluctuates 3. If one is only
interested in the static statistics of S, should the resulting
statistics be different between (a) W has a conserved total
mechanical energy EW = h for all time, determined by the
initial condition for the dynamics, and (b) W has a fluctuating
total mechanical energy EW(t) as a function of time, but one
selects only those measurements onS that simultaneously has
EW = h? If we make an equivalent principle between (a) and
(b), then the work of Khinchin and van Campenhout-Cover,
both are based on the theory of probability, applies to
deterministic dynamics with conservation laws.
Grand canonical ensemble and Gibbs paradox —
In addition to Boltzmann’s law on mechanical energy
2 In this view, Boltzmann’s theory is based on i.i.d. counting an ideal gas,
Sanov’s theorem, and large deviations for the mechanical energy function
as a random variable through contraction principle.
3 The notion of a “small part” is mathematically defined as a non-negative
continuous random variable with its expected value tending 0.
2distribution in connection to a canonical ensemble, a
mechanical system with fixed number of particles but
fluctuating total energy due to exchanges with a single heat
bath, Gibbs also introduced the notion of a grand canonical
ensemble for a system that has fluctuating particle numbers
due to exchanges with a single material reservoir. Here,
Legendre transform inherited from thermodynamics has met
with difficulties as a unifying mathematical device for the
ensemble theory. The existence of the Gibbs paradox is an
indication that a more unified, rigorous treatment is desirable.
A recent such attempt based on the principle of maximum
relative entropy can be found in [9, 13]. Through our
probabilistic theory, it is very clear that the Gibbs paradox
arises in grand canonical ensemble precisely as the principle
of equal a priori probabilities arises in canonical ensemble.
Three mathematical theorems — The following theorems
generalize the previous work by Khinchin [1] and van
Campenhout and Cover [12]. We do not assume independence
between E1 and E2 before the conditioning. Our results
show the importance of independentE1 andE2 in defining an
equilibrium temperature. Otherwise, the ψn(h) in (1a) below
depends on the correlation between E1 and E2, represented
by the conditional probability fE2|E1 in (1b).
We state the key results without detailed mathematical
conditions nor proofs, which will be published elsewhere [14].
Theorem 1: A limit law on a sequence of conditional
probabilities. Consider a sequence of non-negative random
variable Xn ∈ R, and another non-negative random variable
Y ∈ R which needs not to be independent fromXn. Denoting
Hn = Xn + Y . The expected value E[Xn|Hn] ∼ O(n
−1)
almost surely as n → ∞. Then the sequence of conditional
probability density functions has an asymptotic expression4
fXn|Hn(x;h) = Z
−1
n (h)fXn(x)e
−ψn(h)x, (1a)
as n → ∞, where fXn(x) is the marginal distribution of
correlated pair (Xn, Y ),
ψn(h) =
[
∂ ln fY |Xn(y;x)
∂y
−
∂ ln fY |Xn(y;x)
∂x
]
y=h,x=0
(1b)
Zn(h) =
∫ h
0
fXn(x)e
−ψn(h)xdx. (1c)
If Y is independent of Xn, then the second term in (1b)
vanishes, and ψn(h) is independent of n; it is solely
determined by the property of fY (y) near y = h.
Theorem 2: Canonical Gibbs measure on phase space.
Consider a continuous phase space with state variables q =
(q,Q), q ∈ Rn1 , Q ∈ Rn2 , n1 ≪ n2. Assume three
non-negative continuous functions that satisfy Ut(q) =
4 The two probability density functions on lhs and rhs, in term of their KL
divergence, has the order of O(n−2/3).
U1(q) + U2(Q). Then the limit distribution in (1) implies
Pr
{
U1(q) ≤ a
∣∣Ut(q) = h}
=
1
Z(h)
∫
U1(q)∈[0,a]
e−ψ(h)U1(q)µ
(
dq
)
. (2a)
Furthermore, if one chooses Lebesgue measure µ(dq) =
dq, then for any continuous function ξ(q), its conditional
expectation
E
[
ξ|Ut = h
]
=
1
Z(h)
∫
Rn1
ξ(q)e−ψ(h)U1(q)dq. (2b)
Theorem 3: Integer random variables and counting
statistics. Consider a sequence of non-negative integer
random variables Ln ∈ Z, and another non-negative integer
random variable K ∈ Z which needs not to be independent
from Ln. Denoting Hn = K + Ln. The expected value
E[K|Hn] ∼ O(1) almost surely and E[Ln] ∼ O(n) as
n → ∞. Then the sequence of conditional probability mass
functions has an asymptotic expression
pK|Hn(k;nh) = Q
−1
n (h)pK(k)e
µn(h)k, (3a)
as n→∞, where pK(k) is the marginal distribution of K ,
µn(h) =
1
n
[
∂ ln fLˆn|Kˆn(y;x)
∂x
−
∂ ln fLˆn|Kˆn
∂y
]
y=h,x=0
,
(3b)
Lˆn =
Ln
n , Kˆn =
K
n , fLˆn|Kˆn(y;x) = npLn|L(ny, nx) +
O(n−1), and
Qn(h) =
nh∑
k=0
pK(k)e
µn(h)k. (3c)
If K is independent of Ln, then µn(h) has a limit which is
solely determined by limn→∞ Lˆn, when it exists.
If the integer random variables K and Ln are the number
of particles randomly and uniformly distributed in the space
within regions B and D \ B, B ⊂ D, and the size
of B is infinitesimal in comparison with that of D, then
pK(k) ∝
1
k! [13]. We see clearly that the k! arises through
the distribution of K a priori for counting indiscriminately
particles distributed in space. This is known as spatial
Poisson point processes. For distinct particles the k! is
in principle absent. The freedom to choose priors is
corresponding to the ”subjective observer” in experiments
[15]. Changing representation from Lagrangian to Eulerian,
statistical counting of particles gives rise to the notion of
entropy of assimilation [16].
Physics interpretations of the theorems — Under the
assumption of (a) and (b) being equivalent in the above
Gedankenexperiment, the mathematical theorem can be
interpreted as follows: First, the fixed Y implied that the
heat bath is invariant irrespective of the nature of X as long
as it is sufficiently small. This is indeed a widely held
assumption in statistical physics. Second, the total energy
3X + Y = h is conserved. Third, the interaction between a
system and its bath is assumed to be weak: This is reflected
in the assumption that X is independent of Y . In this case,
temperature arises as a universal parameter solely determined
by the heat bath β(h) = (d ln fY (y)/dy)y=h. A valid notion
of global equilibrium temperature depends crucially on the
weak interaction assumption.
Microcanonical ensemble. In standard textbooks, the
deduction of the canonical ensemble based on a much larger
microcanonical ensemble has a clear scientific logic: The
conservation of energy of a very large system should be
understood as only approximately with infinitesimal energy
fluctuation δ.5 Thm. 1 then indicates that the tiny fluctuation
gives rise conceptually the notion of a temperature from
fE2(x) = 0 for x /∈ (h −
δ
2 , h +
δ
2 ] [1]. In connection to
a mechanical system with a Hamiltonian functionH(x),
fE2(z)dz =
∫
z<H(x)≤z+dz
dx, (4)
where x is the phase space variable. The n → ∞ in Thm.
1, representing infinitely large heat bath, however, has to be
taken before the δ → 0, i.e., Newtonian limit [6].
Indeed, we note the subtle setup for Thm. 1: If one takes
δ → 0 first, letting total energyEtot = h followed by defining
random variables E
(n)
2 = h − E
(n)
1 , then nothing can be
proved concerning E
(n)
1 . In this case, it can be an arbitrary
probability density function f
E
(n)
1
(x) = nΩ(nx)e−nβ(h)x,
with otherwise arbitrary Ω(x) and β(h) that satisfy∫ ∞
0
Ω(x)e−β(h)xdx =
∫ ∞
0
xΩ(x)e−β(h)xdx = 1,
and E[E
(n)
1 ] = 1/n→ 0.
Legendre transform in thermodynamics. With one
additional assumption, the result in Eq. 1a gives rise to
the Legendre transform in thermodynamics. If one assumes
the existence of a thermodynamic limit, with thermodynamic
energies and entropies being “extensive quantities”6, i.e.,
S(x) ≡ ln fX(x) and ψ(h)x are both ∝ V , where V → ∞
representing the size of the system, then the normalization
factor in (1c)
F (β) ≡ −β−1 lnZ = −β−1 ln
∫ h
0
eS(x)−βxdx
≃
[
E − β−1S(E)
]
dS(E)/dE=β
(5)
5 In current protein MD computation, one is not able to solve
energy-conservative Hamiltonian dynamics with sufficiently long time
due to numerical error. Nose´-Hoover thermostat has to be introduced to
stabilize an approximate solution.
6 This is closely related to the large deviations principle in the theory of
probability, and the widely cited “maximum term method” in standard
textbook.
In the original work of Boltzmann, and [1, 12] the S is one
of the large number, N , of i.i.d. subsystems in W. In this
case, our Thm. 1 and the thermodynamic limit can be proved
simultaneously as N →∞ [14].
Temperature fluctuation. One can further explore the
implication of the relation β(h) = (d ln fY (y)/dy)y=h.
Since Y is a random variable, the β(Y ) is a random variable
correspondingly. Temperature fluctuation, therefore, naturally
arises as the variance of β−1(Y ) [17]. Furthermore,
var
[
Y
]
var
[
β(Y )
]
=
{∫ ∞
0
(
y − E[Y ]
)2
fY (y)dy
}
×
{∫ ∞
0
(
d ln fY (y)
dy
− E
[
d ln fY (y)
dy
])2
fY (y)dy
}
≥
∣∣∣∣
∫ ∞
0
(
y − E[Y ]
) [d ln fY (y)
dy
+ fY (0)
]
fY (y)dy
∣∣∣∣
2
=
(
1− fY (0)E[Y ]
)2
; (6)
and similarly, E[Y 2]E[β2(Y )] ≥ 1.
Discussion — Our mathematics is developed strictly in the
framework of Kolmogorov’s axiomatic probability. It clearly
reveals the need for a probability measure as a starting point
for the mathematical analysis. It is now generally agreed
upon that a prior distribution is important to both theories of
statistical inference and the theory of probability.
As succinctly pointed out by Khinchin, in the Introduction
of [1], the power of Gibbs’ theory that predicts the laws of
nature resides in the limit theorems from probability [6, 18].
This work echoes this idea. Here, we would like to quote
from P. W. Anderson [5] “Starting with the fundamental laws
and a computer, we would have to do two impossible things —
solve a problem with infinitely many bodies, and then apply
the result to a finite system — before we synthesized this
behavior.” An emergent behavior, as a “law”, is rigorously
defined only as a limit theorem in which chance disappears.
This is why it is independent of many of the details; and this
is how it is used as a scientific theory.
With regard to the equivalence between (a) and (b) in
the Gedankenexperiment, one can in fact sense a similar
idea in Gibbs’ variational method used in his theory of
chemical thermodynamics [19], and Onsager’s regression
hypothesis [20]. This connection will be explored in
a future work. Very recently, a probability theory for
nonequilibrium stochastic dynamics of population systems in
terms of counting statistics was able to derive Gibbs’ chemical
thermodynamics for isothermal, heterogeneous substances,
as a limit theorem, completely independent of the atomic
constituent and mechanical nature of the interior of molecules
[21, 22].
Conditional probability and the probabilistic meaning of
partition function. Ever since the work of Boltzmann and
Helmholtz, the notion of a free energy is intimately related
to an equilibrium probability distribution. Each fluctuating
random variable, i.e., an ensemble, has its own corresponding
4free energy: Helmholtz, Gibbs, Isobaric [23], etc. It is widely
known in the theory of statistics that to compute a conditional
probability, the most challenging task is to compute the
normalization factor, which is often difficult to obtain since
one does not have a full grasp of the “total probability
space”. Nevertheless, relative probability of two events are
independent of the normalization. A partition function itself
is actually a non-normalized marginal distribution.
Free energy minimization, appropriate thermodynamic
potential and its minimal value. These are well-known
concepts in thermodynamics; they echo two distinct
mathematical ideas in the theory of probability. There is no
doubt that the notion of free energy in statistical mechanics
is related to the mathematical quantity known as relative
entropy, also known as Kullback-Leibler (KL) divergence, of
two probability distributions f and g on a space Γ:
DKL(f‖g) =
∫
Γ
f(x) ln
(
f(x)
g(x)
)
dx.
The DKL(f‖g) ≥ 0 for any normalized f and g. But more
interestingly, for a non-normalized g˜ one has [24]∫
Γ
f(x) ln
(
f(x)
g˜(x)
)
dx ≥ − ln
∫
Γ
g˜(x)dx. (7)
In other words, the lhs is greater than the negative logarithm
of the normalization factor (neg-log-norm-fac) of g˜ for
any probability distribution f , irrespective of the nature of
dynamic change of a distribution! This is why thermodynamic
free energy is always the neg-log-norm-fac; and for different
ensembles that represent different fluctuating variables x,
the appropriate thermodynamic potentials are different. Eq.
7 asserts that (i) when a normalized f(x) reaches its
“equilibrium distribution”, its free energy is at its minimum;
and (ii) the equilibrium free energy is defined through
neg-log-norm-fac. Thm. 1, together with Eqs. 5 and 7,
form the probabilistic basis of Gibbsian canonical theory of
statistical thermodynamics.
The rigorous logic of conditional probability is interpreted
by a causal mechanism as follows: Each single exchange of
energy between S and the heat bath is instantaneous and
conservative. The amount of energy being exchanged is
determined by the statistical property of the heat bath, which
is characterized by the slope d ln fE2(y)/dy at y = h. The
probability theory offers no explanation for the origin of the
“slope”; Boltzmann’s statistical theory and the existence of
SRB measure [25], however, provide the possibilities.
Two examples outside thermal physics. We give two
scenarios to which our mathematical theory applies: (i) cash
possessed by a small city in a large economic system, and
(ii) the fluctuating population of a relatively small community
among a total population whose variation is negligible in an
appropriate time scale.
(i) Cash, as a continuous variable in an economic system is
exchangeable and additive; thus it satisfies the basic elements
of Thm 1. Consider a small city A which has only domestic
business transactions with a much larger, remaining of the
country, B, which also trades with foreign states. It can be
predicted then that the ratio of the conditional probability for
the cash amount of the city given the total amount of cash in
the country, fA|A∪B(x;h), to that of the marginal distribution
fA(x) is an exponential function. More importantly, all small
cities yield a common β.
(ii) Consider two colonies of bacteria with continuous
migration in between. One of the colonies is significantly
smaller in population size than the other, and each has its
birth rate balanced with the death rate. Then the conditional
probability for the population of the smaller colony, given the
total bacterial population of the two colonies together, follows
the Thm. 3.
Separation of time scales in terms of “fast” and “slow” is a
time-honored idea in physics and mathematics [26]. Motion
on a slow manifold often is idealized as conservative [27], and
technically singular perturbation can be understood as a form
of computing conditional probability [28, 29]. The present
work illustrates a central role of Gibbsian ensemble theory in
such an approach to multi-scale systems and dynamics.
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