Subspace clustering and frequent itemset mining via "stepby-step" algorithms that search the subspace/pattern lattice in a top-down or bottom-up fashion do not scale to large high dimensional data bases. Recent "jump" algorithms directly choose candidate subspace regions or patterns. Their scalability and quality depend heavily on the rating of these candidates as mislead jumps incur poor results and costly candidate refinements. Existing techniques rely on simple statistics with low estimation quality or on inefficient data base scans.
Introduction
Clustering data with respect to mutual (dis-)similarity degenerates in high dimensional spaces due to the "curse of dimensionality", as distances between objects grow more and more alike [6, 10] . Subspace clustering therefore clusters objects in individually relevant subspace projections [1, 12, 3, 4, 5] . Similarly, frequent itemset mining identifies subsets of items that frequently cooccur in a set of transactions [2, 11] . Both mining tasks find dense/frequent attribute values. As arbitrary projections are analyzed, these techniques have to search exponentially many candidates.
"
Step-by-step" algorithms that search all combinations of patterns top-down or bottom-up do not scale to very high dimensional spaces [1, 12, 3, 4, 5, 2, 11] . As a consequence, "jump" algorithms have been proposed [14, 23] . The general idea is to quickly compute approximations of the subspace regions or itemset combinations that potentially contain dense or frequent patterns.
As an example, a sensor network in a forest surveillance project detects indicators of fire. These sensors cluster together according to their measurements in a subset of sensors (temperature, humidity, dust-level). Typical measurements in a fire could be (high temperature, dry humidity, high dust-level). To detect if such an attribute value combination is a meaningful pattern, mining algorithms scan the data and compute the number of sensors that support this pattern (density of the pattern). The actual database access however is quite costly, which is especially disadvantageous if one has to perform this calculation for exponentially many attribute value combinations in subspace clustering or frequent itemset mining.
Density estimation therefore replaces the exact computation of density by an efficient rough estimate. This is especially interesting for jump algorithms, which need to efficiently estimate their jump destination in advance without accessing the data. For these algorithms, it is sufficient to get an efficient estimation of the actual number of sensors for the given attribute value combination. Efficiency is clearly required as the estimation procedure is used for exponentially many subsets of attributes the mining algorithm is interested in. Estimation has to be accurate as the algorithm has to rely on the estimation quality. Finally, one is interested in estimating a selective region in a subset of attributes. In our example for the chosen subset (temperature, humidity, dust-level) one was interested in the selective region (high, dry, high) but not in normal forest conditions with (low,wet,low) values. The aim is to achieve all three properties, namely efficiency, accuracy and selective estimation, for a good density estimation in high dimensional mining.
Existing jump algorithms, however, rely only on simple statistics for low dimensional projections to obtain interesting subspace regions in higher dimensional spaces. Such statistics lead to costly misleading jumps of poor pattern quality, e.g. simply using onedimensional clusters with shared objects [14] . As no correlations between dimensions are considered, the choice may be off target and result in unnecessary expensive data base scans for refinement. Likewise, pattern fusion of short itemsets requires repeated range queries for similar patterns to construct potentially large itemsets, incurring numerous data base scans [23] . In general, recent jump algorithms suffer from inaccurate density estimations, as they do not consider correlations between the attributes. These techniques are efficient, however, they perform misleading jumps and thus have low accuracy as they do not find the actual patterns hidden in the data.
In this work, we propose a novel density estimation technique DensEst that achieves a better estimation combined with a much more efficient computation. By incorporating correlations between dimensions, DensEst shows far better accuracy. In addition, the better estimation quality is achieved by an efficient computation, as DensEst computes the accurate estimation by a new closed formula. DensEst is capable of computing the interestingness of selective subspace regions, based on compact local statistics that can be efficiently computed. DensEst can estimate density in arbitrary subspaces, showing improved estimation quality. As all the needed information is given in local statistics, the estimation process does not need any further data base scans and thus is highly efficient. In addition, DensEst is capable of estimating a selective region without having to estimate all regions of a subspace, which is also advantageous for efficiency as it highly reduces the estimation computation costs.
DensEst thus fulfills the following key criteria for mining in large high dimensional data bases:
• Accuracy -quality of the estimate is essential for the quality of the mining result in jump algorithms
• Subspace Efficiency -quick estimations of entire subspaces for scaling to high dimensional settings
• Region Efficiency -fast estimation of selected subspace regions is crucial for iterative jumping
Density Estimation
For density estimation, first of all it is important to understand its application domain. In this section, we thus explain why data mining techniques benefit from accurate and efficient estimators. We therefore show drawbacks of recent approaches which are either not efficient or not accurate in their estimation. We generalize these algorithms to the concept of jump algorithms, before we explain our density estimation model. Based on this model, we provide a new closed formula for density estimation, which incorporates correlations between the attributes. Our DensEst approach can thus efficiently estimate density with a high estimation accuracy. Finally, we prove correctness of our estimator and provide algorithmic details for the efficient computation in DensEst.
Enhancing data mining algorithms
In the following, we illustrate how high dimensional data mining algorithms require accurate and efficient density estimates for high quality results and low runtimes. We describe two recent techniques from different data mining areas, starting with the subspace clustering algorithm FIRES [14] , before turning to Pattern Fusion for frequent itemset mining [23] .
We abstract from their details to give a general algorithm for approximative, scalable mining of patterns in high dimensional spaces based on low dimensional projections. In general, these mining techniques are based on a density calculation step, in which they determine whether a high dimensional candidate is promising. We improve these techniques by replacing this calculation with our efficient and highly accurate density estimation approach. It is crucial to develop an accurate estimator as the quality of the overall approximation is highly dependent on density estimation quality. Furthermore, efficient estimation is important to provide an overall scalable mining process.
Subspace Clustering.
In high dimensional spaces, clusters are typically hidden by locally irrelevant attributes [1, 12, 3, 4, 5, 14] . Subspace clustering identifies clusters in relevant subspace projections of the full space. As the number of possible subspaces is exponential in the number of dimensions, this is a very complex process. Most subspace clustering algorithms use a bottom-up step-by-step algorithm to identify subspace clusters based on the apriori principle from frequent itemset mining [2] . Iteratively, clusters of dimensionality k are joined to generate candidates of dimensionality k + 1, these candidates are clustered, and so on.
This procedure is illustrated in Figure 1 : for example, clusters in subspace 1 and 2 are combined to form a candidate in subspace 1, 2. Assuming that the subspaces 1, 2 and 1, 3 and 2, 3 all contain clusters, they form a candidate in 1, 2, 3. In this example, we assume that clustering discards 1, 2, 3, thus the higher dimensional projection 1, 2, 3, 4 does not have to be clustered due to the apriori principle. The drawback of such step-by-step methods is that all low dimensional projections have to be generated before high dimensional subspace clusters can be mined. This is a serious problem, as the very idea underlying step-by-step approaches is that high dimensional clusters are reflected in the low dimensional projections. Consequently, their number is generally huge, thus the algorithm has to work its way through tremendously large, low dimensional subspace clusters, before reaching high dimensional subspace clusters. High dimensional subspace clusters are typically considered to be the most interesting patterns, as they subsume their projections.
Step-by-step subspace clustering is prohibitively slow in mining these interesting, or "maximal", subspace clusters in high dimensional data.
The idea in "jump" algorithms is to avoid the tedious clustering of huge low dimensional sets of clusters before reaching higher dimensional subspace clusters. FIRES starts by clustering all one-dimensional subspace projections k = 1 to identify base clusters [14] . The ensuing step is a direct jump to a high dimensional subspace cluster candidate k 2 by combining several of the base clusters. This is based on the observation that any high dimensional subspace cluster will be reflected in many different one-dimensional base clusters. For example in Fig. 1 , the dimensions 2, 3, and 4 could be combined for a direct clustering of 2, 3, 4.
For efficiency reasons the density computation is only performed in all one-dimensional spaces. This information is then used as a simple estimator for high dimensional projections. FIRES is thus an efficient approach that detects high dimensional subspace clusters. However, as only one-dimensional base clusters are used, the approximation quality is not always adequate for high dimensional spaces, resulting in many missed maximal subspace clusters. In the experimental section we will show that by replacing the simple one-dimensional estimator by our DensEst approach, we improve both the overall subspace clustering quality and the runtime of FIRES.
Frequent Itemset Mining. The Pattern Fusion approach for frequent itemset patterns takes a similar jump approach [23] . Starting from an initial pool of all frequent patterns up to a certain length, random seeds are drawn. Via range queries on these seeds, similar patterns are joined to a longer pattern. This process is repeated iteratively as long as more than K patterns are in the current pool. With Pattern Fusion, much longer patterns than with previous approaches are detected. However, for each Pattern Fusion step the actual frequency has to be calculated via a data base scan. This exact frequency computation can be replaced by our density estimator, which improves the efficiency of the pattern fusion technique.
Generalized Jump Processing. For jump techniques in general, correct and efficient estimation is crucial. If the estimate does not provide a close approximation of the true high dimensional pattern, that pattern may not be detected. Likewise, the efficiency of these methods depends largely on the efficiency of the estimate computation. In the following, we give a generalized view of such jump algorithms and explain how we can improve them both in terms of accuracy and efficiency by our proposed density estimation method DensEst.
We abstract from these two algorithms to a general view, as sketched in Algorithm 1. Both algorithms start from an initial set of patterns, from which they combine new candidates. For the combined patterns, an estimate of the density is computed. This estimation is either performed by exact density calculation via a data base scan or a rough estimation. In the last step the combined pattern is refined, provided that the density estimate indicates a promising candidate. Optionally, the process can be repeated based on this novel pool of patterns.
input: initialPool candidateSet = combineCandidates(initialPool); foreach candidate ∈ candidateSet do quality = densityEstimation(candidate); if quality > threshold then isPattern = refine(candidate); if isPattern then return refined candidate; end Algorithm 1: Generalized jump processing From this general algorithm, we can easily see that the costly refinement step is carried out whenever the density estimate suggests to do so. Consequently, the accuracy of the density estimate is crucial for the quality of any jump algorithm. As the density estimator is called for any potential candidate, its efficiency is also decisive for the overall runtime. As the estimation is the central step in this generalized processing, we will first give the basic notions and explain recent estimation approaches in Section 2.2, before we propose our DensEst approach in Section 2.3. In contrast to existing methods, our novel DensEst approach provides both efficient and accurate estimates for good and fast mining results. DensEst achieves accuracy by incorporating correlations between the attributes. While taking all correlations into account typically leads to high runtimes during the computation of the estimate, we have developed several heuristics for an efficient but still accurate estimate computation (cf. Section 2.4).
Modeling density estimation
Before jumping to a high dimensional projection the estimation technique ensures that there is a high probability for meaningful patterns in this region. Assuming categorical attributes, a region can be described by a set of interesting dimensions/attributes S and the attribute values j i for each attribute i ∈ S (w.l.o.g. S = {1, . . . , s}). As a consequence, an estimator is a function f S that calculates a value f S (j 1 , . . . , j s ) as an approximation of the true number of objects for the specified region (j 1 , . . . , j s ) in subspace S. For real-valued attributes this setting is achieved by a discretization of the data space. In both cases the function f S yields a |S|-dimensional histogram which estimates the number of objects in the selected subspace S.
In a toy example with two intervals per dimension ( Fig. 2) we have 14 objects in a 3d space. As most (10) of the objects are located in region (2, 1, 1) while only two objects are in (1, 1, 1) and single objects are in regions (1, 2, 2) and (2, 2, 1), an accurate estimator should calculate that it is highly probable to find objects in (2, 1, 1). Hence, the estimator f {1,2,3} (2, 1, 1) should give this region the highest value for subspace {1, 2, 3}. We assume w.l.o.g. that the estimation function is normalized, such that the overall sum of the histogram bins is equal to 1. Thus the function f S can be interpreted as the probability that an object is located in one of the discretized regions. The density estimation histogram represented by f S can thus also be interpreted as the probability that the random variables X i (representing dimension i) take the values j i :
We use both interpretations in this paper for different goals: The estimation function is used for the description of different estimators and the components they are based on. To derive the density estimator formula and to prove its correctness, we use probabilities.
The general idea to obtain f S is using information on the low dimensional projections of the data space.
1D estimation. A simple approach to determine such an estimation is by considering the onedimensional (marginal) histograms [20] . Naively assuming independence between all the dimensions one can compute the estimation in a high dimensional region by combining the given histograms:
The estimation is simply the product of the histogram values in the specified one-dimensional intervals j i . Obviously, this can be done efficiently as after having created the one-dimensional histograms once, the product can be computed for arbitrary regions and subspaces S. However, the assumption of independence is also obviously not true in general. This assumption leads to qualitatively bad estimations as the correlations between dimensions are not considered. Especially the relevant dimensions of a subspace cluster show high correlations, which is a key characteristic of such a subspace cluster.
In summary, the 1D histogram technique uses insufficient information for the estimation. Consequently, mining algorithms based on such estimates like FIRES suffer from poor estimation quality and thus almost random jumps into high dimensional spaces [14] .
xD estimation (IPF technique). Although 1D techniques are efficient solutions for estimating density, they provide only a poor estimation quality. A direct extension of such 1D approaches are xD techniques, which use higher dimensional (x > 1) histograms as basis for the estimation. As such techniques use more information it is clear that one can thus increase estimation quality. The two main advantages are that by the given 2d, 3d or higher dimensional histograms the data distribution is described by more histogram bins. The second and even more important property is that the xD histograms contain dependencies between dimensions. Correlations can thus be incorporated into the estimation process and achieve a significant quality improvement. The problem with such xD histograms is that a direct computation of density in arbitrary subspaces is not possible [7] . An approximate computation is the Iterative Proportional Fitting (IPF) , that has already been applied for selectivity estimation and also approximative query processing [7, 15, 18] . The major drawback of the IPF approach is, that every region in a subspace has to be computed. Assuming 10 intervals per dimension one has to compute and store 10 |S| estimations in multiple iterations. This results in high estimation runtimes even for medium dimensional subspaces S. Although IPF provides better estimation, it takes far too much time.
Density Estimation (DensEst)
As discussed in the previous section, one dimensional histogram estimators typically do not provide the necessary accuracy required for high dimensional spaces. The general idea in our density estimation approach is therefore to decompose the density within a high dimensional region into a product of its two-dimensional projections, for which we computed the 2d histograms. By using 2d histograms we are able to model correlations between dimensions.
We avoid the drawbacks of IPF by giving a direct computation method to achieve an efficient estimation process. The key idea is to relax some correlations between dimensions to keep the property of direct computation as observed for 1D histograms. Consequently, our DensEst technique needs only 2d histograms to estimate the density, and it does not require iterative processing of all s-dimensional histogram bins as in IPF, since we provide a closed formula. Especially in the case of selective estimation, as given for jump algorithms, DensEst provides an efficient estimation. By having a closed formula at hand, DensEst achieves an efficient estimate of one s-dimensional histogram bin without the need of computing estimates for all other bins in subspace S.
For the decision which are the relevant correlations between dimensions we first model the correlations in independence graphs. In a second step we propose our new direct estimator out of 2d histograms and present our strategies to choose the relevant correlations.
Graph representations. To represent correlations between dimensions, we use independence graphs [21] . Each node represents a random variable, i.e. a dimension in the subspace S, edges denote dependencies. For density estimation, we denote the probability of an object to be located within a specific region j i in dimension i as p(X i = j i ). As an abbreviation we use X A = {X i |i ∈ A} for a set of random variables. The random variables X i and X j are conditionally independent given all other variables X V \{i,j} (short: 
A key property for our approach is that for acyclic independence graphs we can derive a direct estimator. In the following we derive such a direct estimator assuming an acyclic independence graph. We then present our strategies to obtain the necessary acyclic graph.
Density estimation is based on the dependencies between the probability of objects to be located within a certain region. Based on the locality information in low dimensional spaces, we estimate the locality in higher dimensional projections, using the conditional probabilities. In the independence graph representation this means that exactly those regions form the basis of density estimation that are connected via edges in the independence graph.
For any connected pairs, i.e. (k, l) ∈ E, assume the corresponding 2d histogram denoted as f {k,l} is given. Then, the density of any high dimensional region j in a subspace S, specified through its set of dimensions {1, . . . , s}, can be computed as the product of all codependent 2d histograms. If any node is included more than once, i.e. its joint probability with several nodes is part of the computation, we have to normalize the product by dividing with its individual probability.
Given the independence graph in Figure 4 and our previous toy example (cf. Fig. 2) , we want to estimate the density of the region at the lower front bottom. Therefore we compute the 2d histograms f {1,2} and f {1,3} that correspond to the two edges (1, 2) and (1, 3) in the independence graph. At the same time we infer for each node i the 1d histogram f {i} . The link between the independence graph and the histograms is illustrated in Figure 4 . 
. , j s ), is computed as
where deg(m) denotes the degree of node m ∈ V .
Note that we assume positive histogram values. If an entry is zero, the estimate is obviously zero as well. The 1d histograms f {m} for all m ∈ V are implicitly given, since G is a connected graph.
Thus the density f S (j 1 , . . . , j s ) of a region j = (j 1 , . . . , j s ) in subspace S is computed as the product over all connected histograms f {k,l} (j k , j l ) in dimensions {k, l}. If any f {m} (j m ) occurs more than once, i.e. the corresponding node has degree larger than one, we have to account for this by normalizing accordingly.
For the example in Figures 2 and 4 , the density of region (2,1,1) in subspace {1, 2, 3} is computed via
We prove correctness of our density estimator in Theorem 2.1. The basic idea is straightforward and relies on decomposition of the joint probability into conditionally independent subgraphs, using the fact that the graph is acyclic.
We first note the following lemma: 
The leaf X l is thus independent of the variables in any subset of the remaining nodes R , given the parent X k and the other variables in R\R as illustrated in Figure 5 .
Proof. We use induction over the cardinality n of R .
Induction basis:
Induction hypothesis: Assume Lemma 2.1 for all R , |R | ≤ n.
Induction inference:
Since l is a leaf, and m = k is not the parent of l, there is no edge between m and l, and independence holds:
We are now ready to prove Theorem 2.1 using the above decomposition of the graph to show that the joint probability computed in our density estimator can be decomposed successively as well.
Proof. via induction over the cardinality of the independence graph (|V | = n).
Induction basis: n = 1 = |V | = |S| The graph V has a single node m of degree zero:
Induction hypothesis: Assume Theorem 2.1 for all connected acyclic independence graphs with |V | ≤ n.
Induction inference: n → n + 1 Let G = (V, E) connected acyclic independence graph with |V | = n + 1. Since G is acyclic, there is a leaf l ∈ V with parent k ∈ V :
We decompose leaf l and the remaining graph to obtain a smaller G :
. G is also connected and acyclic with cardinality n. The degree of nodes in G is decreased by one for the parent of l, since their connecting edge is removed:
Using the induction hypothesis, we obtain:
We have: 
Thus, the density estimation of any region (j 1 , . . . , j s ) in subspace S, which corresponds to the probability p(X V ) with V = S, can be computed as stated in Theorem 2.1 via the 2d histograms and the independence information.
Graph construction strategies
So far, we have assumed that an acyclic independence graph is given. For density estimation of any subspace region, we have to construct such an acyclic graph by choosing some relevant edges (cf. Figure 6) . Obviously, the goal is to construct the acyclic graph such that the density estimation approximates the "true" distribution as closely as possible, and that the computation is efficient. We present two different strategies for the construction of independence graphs.
2d-χ 2 strategy. Constructing an acyclic graph from the complete independence graph corresponds to a local independence assumption. As edges are removed, we ignore conditional probabilities. Choosing edges for removal should therefore focus on edges where the independence assumption is close to the actual relationship between the vertices. In statistics, a measure for the validity of independence assumption is the χ 2 test. For a 2d histogram f {k,l} we have:
where E {k,l} (a, b) denotes the expected density value of any cell assuming independence of dimensions, i.e. Our statistical strategy thus chooses histograms with large χ 2 values to keep those edges that indicate most dependences. To obtain the best possible spanning tree from the graph, i.e. a fully connected graph with no cycles, with respect to the χ 2 independence test, we choose those edges whose weights maximize the sum of χ 2 values. In the example in Figure 7 , we thus choose to keep the edges in bold lines to connect all vertices without introducing cycles.
Randomized strategies. The χ 2 strategy is based on an evaluation of all 2d histograms, which have to be computed before the spanning tree is constructed. This is also the case, even if only one region has to be estimated.
For the example in Figures 2 and 4 the density of the region f {1,2} (1, 2) = 1 has to be computed for the χ 2 value, but this density is not used for the estimation of f {1,2,3} (2, 1, 1) at all. To avoid this overhead, we propose an alternative randomized strategy. The idea is to simply choose edges in the graph randomly such that all vertices are connected without cycles. We propose three heuristics, as illustrated in Figure 8 : a random tree, random path, or random star on the complete graph.
They differ mainly in the variance of node degrees. In a path structure, almost all nodes have the same degree, whereas the star center node has a much higher degree than the outer nodes. The random tree is inbetween these two extremes.
The importance of the node degrees is reflected in the density estimator formula (cf. Theorem 2.1), more precisely in the denominator:
For the three heuristics in Figure 8 the denominator tree:
This means, that in the star heuristics, only the 1d histogram in dimension 3 is used which consequently has a strong influence on the resulting density estimate. As a consequence the estimation is very sensitive to the choice of the center node and fluctuating results could arise. To avoid this effect and obtain greater robustness to the choice of nodes and edges the path strategy is presented. As one can see, almost all 1d histograms are taken into account, and no dimension is favored over the other. However in this way uncorrelated dimensions could impair the density estimation. The tree method lies in between these extrema and is less sensitive than the star, yet less robust than the path heuristics.
These three heuristics allow very efficient density estimates for regions, even without complete computation of all histograms. By the use of 2d histograms all approaches nevertheless take correlations among the dimensions into account. We evaluate these strategies in the experiments.
Experiments
We evaluate the efficiency and accuracy of our DensEst approach on several real world data sets from the UCI Machine Learning Repository [17] , the UCR Time Series Classification/Clustering Page [13] and the Frequent Itemset Mining Dataset Repository [9] .
We first evaluate the density estimator by comparing it to the IPF and 1d histograms estimators discussed in Section 2.2, and then turn to experiments on the estimator integrated into data mining algorithms.
We report runtime and quality improvement factors for the different data sets to illustrate the speed-up and quality gain. We also report the variance in the deviation from the exact calculation, since the absolute difference is not as important as the consistency of the estimate. Consistent estimation means that the densest region is indeed rated as the most promising candidate, which is the crucial decision made in jump data mining algorithms.
We integrated our density estimator into two jump data mining algorithms, FIRES for subspace clustering, and Pattern Fusion for frequent itemset mining [14, 23] . The density estimator provides an efficient way of determining the likely quality of a candidate before running the costly clustering or frequency counting procedures. Similarly, our density estimation can be used in any other data mining algorithm as an approximation of costly scans for e.g. density or frequency computations.
All implementations are in Java, and runtime experiments were run on Pentium 4 computers with 2.4 GHz and 1 GB main memory. Table 1 summarizes the datasets used for the subspace clustering algorithm. To measure the accuracy on real world data where no ground truth on the number and size of subspace clusters is known, we use class label information in the data as ground truth. For the itemset mining algorithm we make use of the three datasets Connect, Mushroom and Pumsb [9] . Additionally the synthetic dataset Diag30, presented in [23] Figure  9 and 10 the 2d tree strategy is used as a representative for the randomized strategies. The resulting runtimes of the two other approaches (2d star, 2d path) are nearly identical.
As we can see in Figure 9 , estimation of density for entire subspaces is far more efficient using DensEst. The IPF technique takes almost twice as long to compute an estimate, whereas the simpler 1d histograms are only slightly faster. As we can see, there is hardly any difference between the χ 2 graph construction strategy and the randomized strategies. The overhead in the χ 2 method, i.e. the calculation of the χ 2 values for all 2d histograms, is negligible in comparison to the computation effort for the density estimation of all regions in the subspace. Thus the runtime difference is only marginal for all DensEst strategies. Our next experiment evaluates the runtime for estimating selective regions in a subspace. As we can see, the differences in runtimes are far greater (note that the runtime is on a logarithmic scale). The simple 1d histograms are by far the fastest approach. Our DensEst technique performs very well, as it is capable of computing selective 2d histograms for estimation, as can be seen in the randomized strategy runtime. The χ 2 strategy requires far more overhead to estimate single regions, because the calculation of the χ 2 values is still based on the full 2d histograms, but for the estimation itself only a fraction of the histogram is required. Thus the method takes almost two orders of magnitude longer. IPF, however, is clearly not suitable for estimation of individual regions. It has to compute the entire subspace estimates in an iterative process. Consequently, its runtime is more than two orders of magnitude higher than that of the χ 2 strategy, and even about four orders of magnitude higher than the randomized strategies.
Density estimators accuracy
We evaluate the effect of construction strategies for independence graphs in the DensEst technique on the accuracy of the estimate. We compare the χ 2 strategy to the three heuristics of randomized independence graph construction, the path, tree, or star (cf. Section 2.4). As a baseline comparison, we include the "opposite" of the χ Figure 10: Efficiency of region estimation strategy, termed 2d worst, i.e. based on the χ 2 analysis, we always remove the edge with the greatest dependence. This should result in a worse estimation. In Figure 11 , we illustrate the resulting variance in deviation from the exact computation. As we can see, the χ 2 strategy is indeed the best strategy in terms of accuracy. It is extremely robust in the variance from the exact value, and thus provides consistent estimates for data mining. The randomized strategies show greater variance, but still fare substantially better than the 2d worst approach. For illustrative purposes, we cut off the diagram, but the maximal deviation factors correspond to the quantiles visible, e.g. χ 2 has a maximum of 5.9, whereas 2d worst goes up to 17.0. We compare the robustness of estimation accuracy with competing estimators, the IPF and 1d estimators, in Figure 12 . For better readability we plot only the DensEst χ 2 method in these figures. As we can see, the most costly estimator, the IPF strategy shows the lowest deviation and also the smallest variance. The much more efficient χ 2 strategy, performs only slightly worse, but far better than 1d histograms, that result in a very rough guess with huge variance in the result (a maximal deviation factor of 74). This is clearly not feasible for practical applications. 
Density estimation in subspace clustering
We evaluate the runtime of the subspace clustering algorithm FIRES using three different density estimation approaches: DensEst refers to our new approach with the randomized tree approach that has shown to be both efficient and accurate. It is compared to the 1d calc that corresponds to the original FIRES approach that is based on 1d histograms. Additionally, we include a 2d calc version for comparison that is an exact computation of 2d histograms. As we can see in Figure 13 for several different real world data sets, DensEst outperforms the exact calculations, especially those in two dimensions. Using a logarithmic scale we see that DensEst outperforms the costly exact 2d calculation by orders of magnitude. Note that we have tried to find optimal parameters for each data set as given in Tab. 2. We also study the accuracy of FIRES using these density estimators. One common measure in recent studies of subspace clustering is to measure the accuracy of classifiers (e.g. C4.5 decision tree) built on the detected patterns [8] . A high accuracy indicates that the found subspace clustering is a good generalization of the underlying data distribution. Figure 13 : Runtime of estimators in FIRES Figure 14 shows the resulting accuracy for the same real world data sets as in the previous experiment. As we can see, DensEst greatly improves the accuracy values of the original 1d histograms and is often even close to the full 2d histogram calculation. Thus the estimates based on 2d histograms are very close to the accuracy of the full calculation with far higher runtimes as seen in the previous experiment. Another commonly used quality measure in the evaluation of classifiers and recently also for subspace or projected clustering [16, 22] is the F1 value. It is computed as the harmonic mean of recall ("are all clusters detected?") and precision ("are the clusters accurately detected?") values, respectively. The average of all F1 values is the F1 value of the whole clustering. The class label assigned to any detected subspace cluster is its most frequent class label.
The analysis using the F1 measure validates the findings of the previous experiments. As depicted in Figure 15 , DensEst is an estimator of very high quality, especially with respect to its low runtime. 
Density estimation in Pattern Fusion
We also integrated our DensEst technique into the Pattern Fusion algorithm for frequent itemset mining and evaluated it on several real world data sets. Figure 16 shows that the runtime of our density estimator is only a small fraction of the runtime required for exact computation in the original Pattern Fusion algorithm (denoted as calc in the figure) , where the set of similar low dimensional patterns is required for exact calculation of high dimensional candidates. Note that, we tried to find optimal parameters for each dataset as given in Tab. 3.
C on ne ct M us hr o. P um sb D ia g3 0 min. support 30% 5% 75% 50% initial pool 1000 20000 1000 1000 initial length 4 τ 0.5 K 50 Table 3 : Parameter setting for FUSION
The quality measure for comparing the Pattern Fusion estimators follows the approach used by its authors [23] . As we can see in Figure 17 , also in frequent itemset mining our DensEst approach performs extremely well on all real world data sets. It is a very tight approximation of the full calculation in the original Pattern Fusion technique, even though it is much faster to compute. 
Conclusion
Scaling up data mining algorithms via direct "jumps" to high dimensional candidate patterns requires fast and sound estimates of the potential of each candidate. Our novel DensEst technique provides such estimates very accurately based on 2d histograms and their correlations. These histograms and the resulting estimate can be efficiently computed, even for single selected candidates. Our experiments demonstrate the quality and efficiency of DensEst for both subspace clustering and frequent itemset mining on real world data.
