In this paper we will derive a solver for a symmetric strongly nonsingular higher order generator representable semiseparable plus band matrix. The solver we will derive is based on the Levinson algorithm, which is used for solving strongly nonsingular Toeplitz systems.
Introduction
Currently there is a growing interest in semiseparable matrices. Attention is paid to different theoretical or algorithmic descriptions related to these matrices, for example eigenvalue and singular value algorithms [1, 2, 3, 4, 5, 6, 7, 8, 9, 10] relations with orthogonal rational functions [11] , reduction algorithms related to this matrices [12, 13, 14] , and many more. A more elaborate overview of publications related to semiseparable matrices can be found in [1, 15] .
Also a lot of attention is paid to system solving, where the coefficient matrix is of semiseparable (plus a diagonal) form. Linear systems of equations of semiseparable (plus diagonal) form arise for example in the solution of differential and integral equations [16, 17] , in oscillation theory [18] , statistics [19] , and so on. In the following publications, algorithms are proposed for solving semiseparable systems of equations [20, 21, 22, 23, 24, 25, 26] . The publications [21, 24] are based on the QR-decomposition for more general classes of matrices. In the papers [20, 26, 27] several methods based on the QR (or URV )-decomposition of these matrices are proposed.
In a recent paper [28] , we proposed a method based on the Levinson idea for solving strongly nonsingular semiseparable plus diagonal matrices. The presented solver used only 19n − 17 operations. The method was however only suitable for semiseparable matrices of semiseparability rank 1, i.e. their lower triangular part and their upper triangular part are coming from a rank one matrix. Therefore we present a more general solver in this paper, based on the same idea as in [28] . In fact we will present three solvers in this paper. A first solver will solve higher order strongly nonsingular semiseparable systems of equations. If the semiseparability rank of the considered matrix equals p, the solver will have an overall complexity of 6p 2 n operations plus lower order terms. Secondly we present a solver based on a similar idea for solving strongly nonsingular band systems of equations. If the bandwidth is 2l + 1, the solver has a complexity of 6l 2 n plus lower order terms. Finally we will combine both of these algorithms and derive a solver for higher order semiseparable plus band matrices, having as complexity 6(l + p) 2 n plus lower order terms.
The proposed method is based on the Durbin and Levinson algorithm for solving Toeplitz systems of equations. The Levinson algorithm for Toeplitz matrices is widespread and described for example in [29, 30, 31] . We will not reconsider the Levinson algorithm for Toeplitz matrices in this paper.
The paper is organised as follows. In the following section we will briefly introduce some notation related to higher order semiseparable matrices and band matrices. This notation will be used throughout the remainder of the paper. In Section 3 we will derive the solver for the higher order semiseparable matrices. This section is split up into 4 parts. A first part constructs a solution method for the Yule-Walker part of these equations. An implementation of this solution method is given in the second part, combined with the operation count for this algorithm. In a third part we derive the solver for the overall problem with an arbitrary right-hand side. An implementation together with the operation count is given in the fourth part. In Section 4, the solver for the band matrices is derived. This section is split up in a similar way as Section 3. In Section 5, both methods are combined to tackle the general problem. The relation between the presented solvers and the upper triangular factorisation of the inverse are shown in Section 6. In a last section, numerical experiments are given. Two types of experiments are performed. In the first type of experiments we perform timings for the different solvers for various sizes, and varying thereby also the semiseparability rank and the bandwidth. A second type of experiments checks the accuracy of the proposed methods. All the proposed methods in this paper are freely available and can be downloaded from http://www.cs.kuleuven.ac.be/∼marc/.
Some notation
As already mentioned in the abstract, the general solver for the semiseparable plus band system is based on the solvers for band and for semiseparable matrices separately. Before starting the construction of the Levinson solvers for these systems, we will introduce briefly some notation which will be used throughout the remainder of the paper.
Higher order semiseparable matrices
Let us define firstly what is meant with a higher order generator representable semiseparable matrix. Higher order generator representable matrices are characterised by the fact that the part below (and including) the diagonal is coming from a certain rank k matrix, the same statement holds for the upper triangular part including the diagonal. This means in fact that the higher order semiseparable matrix can be written as the sum of generator representable semiseparable matrices of rank 1. In the remainder of the manuscript, for simplicity, we will talk about semiseparable matrices, but in fact generator representable semiseparable matrices are discussed. A more elaborate study on the difference between generator representable semiseparable and semiseparable matrices can be found in [32] . Let us assume the rank of the higher order semiseparable matrix to be equal to p, this is briefly called the semiseparability rank. For the semiseparable matrix S of semiseparability rank p and of dimension n × n, we get
where all the matrices S j are semiseparable matrices of rank 1, i.e. they are of the following form: (only the lower triangular part of the matrices is shown, as we consider symmetric matrices).
Let us define the following two matrices U = (u i j ) and V = (v i j ), with i = 1, . . . , n and j = 1, . . . , p and let us use the following notation
where
denote the ith row out of U and V respectively. Using this new notation, one can easily rewrite the matrix S of Equation (1) as
This gives us a similar structure as for the semiseparable matrices of semiseparability rank 1. Similarly as in the semiseparability rank 1 case we will call the matrices U and V the generator matrices of the higher order generator representable semiseparable matrix S.
Band matrices
Even though most of the readers are already familiar with band matrices, we would briefly like to introduce some notations related to band matrices, which we will use in this paper. Let us consider a band matrix B with bandwidth 2l + 1, where l ≥ 1. This means that our matrix B has the following form (only consider the lower triangular part, because the considered matrices are symmetric): 
0
. . . 0 a n,n−l . . . a n,n−1 a n,n
with all the a i, j ∈ R. This is of course not the most compact representation of the band matrix B, as many of its elements are zero. Let us introduce the matrix A, which contains as columns the elements on the same super or sub-diagonal of the matrix B: a n,n−l a n,n−l+1 . . . a n,n
Let us denote with a i the ith row out of the matrix A, this means:
The row vectors a i are of length l + 1. This is a more compact notation, which we will use throughout the paper, and which is also used in the effective implementation.
A Levinson-like solver for higher order semiseparable matrices
In this section we will solve a higher order semiseparable system of equations based on the Levinson idea. Firstly we will solve in fact k systems of Yule-Walker-like equations. The solution of this system will afterwards be used for solving a system with an arbitrary right-hand side.
A Yule-Walker-like solver for higher order semiseparable matrices
Let us consider a higher order semiseparable matrix S of rank p with generators U and V , as in Equation (2) . The Yule-Walker-like problems we would like to solve are the following ones:
where S k denotes the upper left k × k sub-block of the semiseparable matrix S. The right-hand side R k is a k × p matrix of the following form:
This Yule-Walker-like equation is similar to the one considered in [28] . An important difference however is the fact that the right-hand side is not a vector anymore but a matrix of dimension k × p. The solution Y k of the kth order Yule-Walker system is therefore also a k × p matrix and plays an important role in solving the general problem with an arbitrary right-hand side. Even though we have to solve now in fact p problems, we will limit the overall complexity to O(p 2 n). First we will derive the recursion formulas, which will give us a O(p 2 n 2 ) method. Afterwards we will remove the most expensive steps in the recursion, which will reduce the overall complexity by a factor n. The system is solved, as already mentioned, in a recursive manner. Assume we have the solution of Equation (3), and we would like to find the solution now of the (k + 1)th system of equations:
Rewriting the above formula in block form leads to:
with Z k+1 ∈ R k×p and α k+1 ∈ R 1×p . Expanding Equation (4), we observe that
and
Rewriting Equation (5) towards the matrix Z k+1 gives us
where I p denotes the identity matrix of size p. Substituting the latter equation in Equation (6) leads to:
from which we can extract α k+1 as:
.
Using now the vector α k+1 in equation (7), we can compute the matrix Z k+1 . Based on the formulas for α k+1 and Z k+1 , we can immediately derive a recursive algorithm, having complexity O(p 2 n 2 ). The goal is however to come to an O(p 2 n) algorithm, so we have to eliminate two expensive, in terms of operations, steps. Before showing a possible reduction in complexity, we will briefly prove that the denominator in the formula for α k+1 is always nonzero. Because our matrix S is assumed to be stronly nonsingular, we know that all the principal k × k matrices are nonsingular. This means that for every nonzero vector w:
, we can derive the following equality:
Using the fact that S k Y k = −R k we come to
which states that the calculation of α k+1 is well defined. Let us focus now again on reducing the complexity. The calculation in each step of the algorithm of the matrix R T k Y k , is too expensive. For each k this is a multiplication of a p × k matrix with a k × p matrix, which costs p 2 (2k − 1) operations. Calculating the inner-product in this way, in every step of the algorithm, leads to an overall complexity of O(p 2 n 2 ). If we rewrite the formula, we can reduce this complexity. Using the following relations we come to a recursion for calculating this inner-product:
This leads to a recursive calculation of the inner-product. It costs each step in the algorithm p(2p − 1) + p + p 2 + p 2 = 4p 2 , and hence is independent of k.
Secondly, the computation of Z k and hence Y k is too expensive to compute in each step. It costs at step k: kp(2p − 1) + O(p 2 ) operations, which leads again to an O(p 2 n 2 ) algorithm. If we postpone this computation up to the very end, we can reduce its complexity. The only thing needed to compute the final solution is the storage of the vectors α k in each step of the algorithm. Using the equations
we can write the final solution of the Yule-Walker system as:
This can be recursively rewritten, starting from the last element. The most expensive step in this calculation is the computation of the matrix products. Let us define the p × p matrix F i as the matrix
we can obtain a constant complexity of p 2 + p(2p − 1) + p 2 = 4p 2 − p for computing one row in the solution vector Y (more details can be found in the following subsection).
The algorithm
Included is the Matlab 1 implementation for solving the Yule-Walker system in a way explained in the previous section. The software is publicly available and can be found on http://www.cs.kuleuven.ac.be/∼marc. After each line of operations, the complexity for that computation in the algorithm is given. Note, that in the computation of the number of flops, we did not count a sign change as an operation nor did we count computations involving indices.
The input of the function consists of two matrices U and V , which generate the higher order semiseparable matrix S. Both U and V are of dimension n × p, where p stands for the semiseparability rank of S. This leads to an operation count of 6np 2 + 5np − 2n − 5p 2 − 2p + 1 flops for part 1 in the algorithm, and 4np 2 − np − 4p 2 + p flops for computing the solution. The overal number of operations is hence 10np 2 + 4np − 2n − 9p 2 − p + 1 which gives us the desired O(np 2 ) complexity.
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The Levinson solver for higher order semiseparable matrices
In this section we will solve a system of equations for which the coefficient matrix is a higher order strongly nonsingular symmetric semiseparable matrix. The solver we will propose here is based on the Levinson idea for solving Toeplitz systems. The method is recursive and in every step k of the algorithm we need the solution of the kth order Yule-Walker-like equation from Section 3. 1 We would like to find a solution x for the following system of equations Sx = b. Assume we know the solution of the (k + 1)th order Yule-Walker system, and assume that we also know the solution of :
and S k is again the upper left k × k sub-block of the matrix S. Based on the solutions of the previous two equations we will now solve S k+1 x k+1 = d k+1 .
We start deducing the formulas in a similar way as in Section 3.1. The system we would like to solve can be rewritten in block form as:
We remark that in contrast to the previous section, the right-hand side is now a column vector instead of a matrix, therefore also x k and x k+1 are column vectors. Expanding the above formula (8) leads to the following two equations
Equation (9) can be rewritten towards w k+1 , using thereby S
Substituting the equation for w k+1 into Equation (10) and rewriting this leads to the following expression for µ k+1 :
The formula for µ k+1 is well defined as the denominator is always different from zero (see Section 3.1). Using the relations for computing µ k+1 and w k+1 we can derive an order O(p 2 n 2 ) method. We will reduce this complexity to O(p 2 n). One can compare these results for higher order semiseparable matrices, with the available results for semiseparable plus diagonal matrices [28] , and see that the formulas of both methods are quite similar. If we want to come to an order O(p 2 n) solver we need to adapt two things in the algorithm, namely the computation of the product R T k x k , and we have to postpone the computation of the solution vector x up to the very end.
The computation of the vector R T k x k can be rewritten in a recursive manner:
This recursive formula for computing R T k x k in each step of the algorithm requires a fixed number of operations independent of k.
Suppose we postpone the computation of the solution vector x up to the very end, and we store all the factors α k and µ k . Then we come to the following formula for computing the solution:
The computation of the vector above can easily be rewritten in a recursive manner from bottom to top requiring O(p 2 n) operations for computing the solution, instead of the O(p 2 n 2 ) operations needed if it was incorporated in the first recursion.
Using the recursive calculation of the product R T k x k and postponing the computation of the solution vector x up to the very end, leads to an order O(p 2 n) method for solving the system of equations with a higher order semiseparable coefficient matrix. In the next section an effective implementation of the method is described, together with the operation count for this method.
The algorithm
The software is publicly available and can be found at the same site as mentioned in Section 3.2. The input of the function consists of two n × p matrices U and V , which are the generators of the semiseparable matrix S of semiseparability rank p. The input vector b of length n is the right-hand side. The function returns as output the solution vector x of the system Sx = b.
Similar as in the previous algorithm the complexity is given after each operation and operations involving indices and sign changes are not counted. The overall operation count leads to 6np 2 + 10np − n − 5p 2 − 6p + 1 operations for part 1 of the algorithm and 4np − 3p operations for constructing the solution. The overal complexity is therefore O(np 2 ), more precisely the method performs 6np 2 + 14np − n − 5p 2 − 9p + 1 flops.
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A Levinson-like solver for band matrices
In this section we will develop a Levinson-like system solver for band matrices. We will derive this solver in a similar way as for the higher order semiseparable matrices. This means that we will first solve a Yule-Walker-like system and secondly we will use this solution for solving a band system with an arbitrary right-hand side.
A Yule-Walker-like solver for band matrices
Let us denote the leading k × k matrix of B with B k . The Yule-Walker-like equations we would like to solve for this band matrix are the following ones:
where T k is a k × l matrix of the following form:
where I l denotes the identity matrix of size l. If we are in the beginning of the algorithm, we have that k ≤ l. In this case we take only the last k lines of I l , this means that:
This means that also here we have to solve in fact l equations to obtain the solution of the Yule-Walker-like equation. Firstly we will derive an O(l 2 n 2 ) method, but afterwards we will reduce this complexity to come to an O(l 2 n) algorithm. Note that for this particular Yule-Walker system k first rows of the right-hand side of the equations changes in every step. This was not the case in the system corresponding to the higher order semiseparable matrix, in that case the right-hand side was increased in dimension every time by adding one more row.
Let us solve now the (k + 1)th order Yule-Walker-like equation, assuming we have the solution of the kth order system. The (k + 1)th system B k+1 Y k+1 = −T k+1 can be rewritten in block form, using the representation matrix A, which represents the band matrix B (see Section 2.2):
whereā k equals the first l elements of the vector a k , so in fact
]. Writing the right-hand side in block form does not give us something of the following form:
To be able to use the right-hand side in the recursion formulas we need to use an operator. Let us define the shift operator P as the l × l matrix of the following form
Multiplying a matrix on the right with this operator, will shift all the columns in this matrix one position to the left, and add a trailing zero column. Using this shift matrix the right-hand side T k+1 can be written as
Therefore we can extract the following two formulas in terms of the previous right-hand side T k :
Rewriting the first equation towards Z k+1 leads to
Combined with Equation (11) we can determine α k+1 ,
Similarly like in Section 3 one can prove non zeroness of the denominator in the equation for α k+1 . The relations for α k+1 and Z k+1 give us a recursive algorithm of complexity O(l 2 n 2 ). We will further reduce this complexity by rewriting the calculation of T T k Y k in a recursive manner, and by postponing the calculation of the solution matrix Y .
Let us derive a recursive formula for the product T T k Y k :
Using this relation we can write the product T T k+1 Y k+1 in terms of the product of the previous step T T k Y k . The updating of the product in every step takes now a number of operations independent of k.
The last important resources taking computation is the calculation of the vector Z k and hence Y k in every step. If we store however the vectors α k for every k we can compute this vector in an easy manner, similarly as for the higher order semiseparable case:
Constructing the solution matrix Y from bottom to top costs now O(l 2 n) instead of O(l 2 n 2 ). The overall algorithm has therefore a complexity of O(l 2 n).
The algorithm
In this section a Matlab implementation of the algorithm for solving the Yule-Walker-like problem for band matrices is given. The input of the algorithm is the matrix A, which contains in fact the representation of the band matrix B. The output Y is the solution matrix of the Yule-Walker-like equation. The number of flops corresponding to a particular equation are given at the end of every line. The number of operations for the first part in the algorithm is 6nl 2 − 2nl − 6l 2 + 2l + 1, the number of operations needed to calculate the solution is 4nl 2 − 3nl − 4l 2 + 3l. The overall complexity is O(l 2 n), more precisely 10nl 2 − 5nl − 10l 2 + 5l + 1 flops are needed to compute the solution of the Yule-Walker-like equation for band matrices.
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The Levinson solver for band matrices
In this section we will construct a Levinson solver for band matrices. Again this method is based on the Yule-Walker solution as presented in the previous section. Let us consider the right-hand side b, and use the same notation as for the Yule-Walker-like solver for band matrices, the system we would like to solve is Bx = b. Assume the solution in step k:
Moreover also the solution of the (k + 1)th order Yule-Walker-like equation is known.
We start deducing the formulas in a similar way as in the previous section. The (k + 1)th system can be written as:
Expanding towards the rows, leads to the following two equations:
In a straightforward way, we can solve the system towards w k+1 and substitute this solution in the equation above. This gives us for µ k+1 and w k+1 the following relations:
This formula is well defined because the matrix T is strongly nonsingular. This leads to an O(l 2 n 2 ) method. But we can again decrease the complexity: the computation of the vector T T k x k can be rewritten in a recursive manner:
Suppose we postpone the computation of the solution vector x up to the very end, and we store all the factors α k and µ k . This gives us the following formula for computing the solution:
The computation of the vector above can easily be rewritten to come to a complexity of O(l 2 n).
In the following section an implementation of the solver for band matrices based on the Levinson idea is given.
The algorithm
The function below solves a symmetric band system of equations. The input consists of the right-hand side b and the matrix A representing the band matrix B. The output of the algorithm is the vector x = B −1 b. The number of operations in each step is given at the end of the line. The total number of operations for the first part of the algorithm is 6nl 2 + nl − 6l 2 − l + 2, the number of operations for calculating the solution vector x is 4nl − n − 4l + 1. This means that the overall complexity of the algorithm is O(l 2 n), more precisely 6nl 2 + 5nl − n − 6l 2 − 5l + 3 flops are needed.
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A Levinson solver for higher order semiseparable plus band matrices.
In this section the results of the previous two sections will be combined, to come to a system solver where the coefficient matrix is a higher order semiseparable plus band matrix. Again we first have to derive a solution for the Yule-Walker-like problem and afterwards we will solve the general problem with a Levinsonlike algorithm.
The Yule-Walker-like problem
As the construction of the solution is always rather similar, we do not go into the details of this construction. We only give the essential formulas for solving the problem. Suppose we have a band matrix B of bandwidth 2l + 1 and a semiseparable matrix S of semiseparability rank p. The Yule-Walker-like problems we would like to solve are the following ones:
where the matrices R k and T k are respectively of dimension k × p and k × l. The matrices are the same as the ones used for solving the semiseparable problem and the band problem separately. This means that:
Suppose we know the solution of the kth problem and we would like to solve the (k + 1)th Yule-Walker-like equation. Let us introduce some extra notation for simplifying the coming formulas. let
. Rewriting the (k + 1)th equation in block form leads to:
The right-hand side Q k+1 still needs to be rewritten in block form. Let us define the operatorP as the block diagonal matrix having as diagonal blocks I p and P, with I p the identity matrix of size p and P the left shift matrix from the previous section. This leads to the following block splitting for the matrix Q k+1 :
In a completely similar way as in the previous sections we can derive now the equations determining α k+1 and Z k+1 :
Also the formulas for computing the product Q T k Y k in each step of the algorithm, and the computation of the solution Y k at the very end, are done in a similar way as before and hence not included. The algorithm is however included.
The algorithm
The function below, takes as input the generators U and V of the semiseparable matrix and the generator matrix A of the band matrix B. The output is the solution matrix Y of the Yule-Walker-like equation described in the previous section. Combining the operations, leads to a total of 6n(p + l) 2 − 4nl + n − 6(p + l) 2 + 4l + p 2 + 4p operations for executing part 1 in the algorithm, and 4n(p + l) 2 − 2n(p + l) operations for part 2. The complete method is of order O((l + p) 2 n).
%--------PART 2: CALCULATE THE SOLUTION -----------------------
The Levinson solver for higher order semiseparable plus band matrices
As the computation of the formulas is again a straightforward generalization of the previous sections, we do not include the complete derivation. Only the relations determining w k+1 and µ k+1 are given. We want to solve the following system: (B + S)x = b. Suppose we know the solution of the kth order system (S k + B k )x k = d k and of the kth order Yule-Walker-like equation
Then we can write for the following system:
the solutions of w k+1 and µ k+1 as:
Similarly like in the previous sections we can write formulas for calculating Q T k x k such that this computation is recursively. Moreover also the computation of the solution vector x can be postponed up to the very end, to reduce the complexity of the algorithm.
The algorithm
The function below takes as input the generators U and V of the semiseparable matrix S, the matrix A which represents the band matrix B and the right-hand side b. The output of the method is the solution x of the linear system (S + B)x = b. The first part of the method performs (6(p + l) 2 + 4p − 1)(n − 1) + p 2 + 5p + 2 operations, while the second one performs (n − 1)(4(p + l) − 1) operations. The overall complexity is therefore 6n(p + l) 2 .
Levinson solver
An upper triangular factorization of the inverse
The method presented in this paper is closely related to an upper triangular factorization of the inverse of the matrix on which we applied our solver, this was expectable as also the Levinson algorithm for Toeplitz matrices has this relation [30] . In this section we will show this relation. As the construction for all three shown methods is completely similar we will only deduce the formulas for the inverse of the higher order semiseparable plus band matrix. The other two cases are dealt with in a similar way. We use the same notation as in the previous section. Let us denote the solution of the kth order Yule-Walker type equation
Bringing the matrix Q k to the left-hand side, and multiplying this equation on the right with the vector c T k+1
gives us:
= 0. This equation can be rewritten towards the matrix S k+1 + B k+1 , the above system is similar to:
If we put the successive equations above in an upper triangular matrix we get (we note that the products Y k c T k+1 are column vectors of dimension k):
The × denote arbitrary elements in the matrix. Rewriting the equations above, defining the upper triangular matrix to the right of (S + B) as U and defining the matrix Λ as the diagonal matrix with on its diagonal the elements σ i , we get the following upper triangular factorization of the inverse of (S + B)
Moreover, in fact we get the representation of the upper triangular factor U, which gives us an easy way to construct the generators of the inverse of (S + B). More information on this factorization can be found in [28, 29] .
Numerical Experiments
In this section two types of numerical experiments are performed. For all the different algorithms proposed in this paper we performed timing experiments and accuracy experiments.
Timings for the solvers
In a first experiment we considered timings in Matlab. We performed experiments for different sizes of the matrices: [5.10 2 , 5.10 3 , 5.10 4 , 5.10 5 ]. These experiments were repeated for several values of the semiseparability rank: for every matrix size, experiments were constructed for ranks 1, 2, 4, 8, 16. In Figure  1 , the different sizes of the matrices are plotted in a log scale on the x-axis, while the y-axis contains the cputime in a log scale needed for calculating the solution. The different lines correspond to the different values of the semiseparability rank. The second experiment is similar to the previous one. Here we timed the solver for band matrices. The experiments performed are the same as above, but varying the bandwidths instead of the semiseparability ranks.
We did not include timing tests for the combined solver, as the behaviour is completely similar. 
Accuracy tests for the solvers
To test the accuracy of the semiseparable solver, experiments were performed for different sizes of matrices, and also for different semiseparability ranks. The sizes are [5.10 2 , 5.10 3 , 5.10 4 , 5.10 5 ] and the different ranks were equal to [1, 2, 4, 8, 16] . We generated a solution vector x and calculated then the right-hand side b = Bx. For every problem we calculated two different things. When we denote withx the computed solution, we computed the relative residual Bx − b / b and we calculated also the relative error x − x / x . The observations are shown in Figure 3 .
To test the accuracy of the band solver we performed similar experiments as for the semiseparable solver. Instead of changing the semiseparability rank, we changed now the bandwidht. The results are shown in Figure 4 .
Also tests were performed to check the accuracy of the solver for higher order semiseparable plus band matrices. We performed experiments for p = [1, 2, 4, 8] thereby varying for every p the bandwidth of the examples l = [1, 2, 4, 8] . For every every choice of p and l experiments were performed of different sizes [10, 10 2 , . . . , 10 5 ]. The results are depicted in Figure 5 .
In the last experiment, we tested some matrices with a principal leading submatrix which is almost singular. We generated a test matrix of dimension 20. The matrix A is the sum of a higher order genera- tor representable semiseparable matrix of semiseparability rank 2 and a bandmatrix of bandwidth 2. We changed the upper left 10 × 10 block of the matrix, by subtracting a diagonal from it. This diagonal was chosen to be very close to the smallest eigenvalue of this leading 10 × 10 matrix. We varied this diagonal to obtain different condition numbers for the upper left block. In the following table the results of this experiment are shown. From left to right we see the condition number of the complete matrix, the condition number of the leading 10 × 10 matrix, the relative error and finally the relative residual. The relative error and the relative residual are computed similarly as in the other experiments. Relative Error Relative Residual 9.8826702011e+02 7.2137658055e+06 7.9371451652e-12 1.5876136765e-13 9.8834568681e+02 7.2137666893e+07 1.2899057031e-11 8.1869391232e-13 9.8835355416e+02 7.2137668126e+08 1.3731988886e-09 1.6178975264e-11 9.8835434090e+02 7.2137678326e+09 1.7523244367e-08 1.9521650543e-10 9.8835441958e+02 7.2137522541e+10 4.9245637551e-08 7.5282322736e-10 9.8835442745e+02 7.2134203263e+11 1.0598060169e-06 1.5041387982e-08 9.8835442823e+02 7.2125761709e+12 8.4718778442e-06 1.4160532102e-07 9.8835442831e+02 7.1769836736e+13 1.0353474474e-04 1.3557724944e-06 9.8835442832e+02 7.0936256361e+14 7.6248083160e-04 1.4000530881e-05 9.8835442832e+02 5.4957030404e+15 9.4706661128e-03 1.1029369701e-04
The accuracy is therefore highly dependent on the condition number of the leading submatrices of A.
Conclusions
In this paper a new method based on the Levinson idea was presented for solving strongly nonsingular systems of linear equations, where the coefficient matrix is a higher order semiseparable matrix plus a band matrix. Denoting the semiseparability rank with p and the bandwidth with 2l + 1, the overall complexity of the presented solver is O((p + l) 2 n). Numerical experiments have shown that the presented approach is stable.
Future work will focus on a look-ahead method. In this way, we can also solve problems for which the matrix has one or more ill-conditioned principal leading submatrices.
