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CHAPTER 1. COMMUTATIVE BANACH ALGEBRAS 
O. Introduction 
This chapter is divided into three sections. 
In section 1 an introduction to the theory of commutative Banach 
algebras will be given. The main result (Theorem 1.1.21) is the one-to-one 
correspondence between the set of all maximal ideals in a commutative Banach 
algebra V and the set of all homomorphisms L: V + ~. All results in this 
section are known and can be found in the literature on this subject (cf. 
[NAI], [HIL], [RUD-1], [RUD-2], [RIC], [GEL]). 
In section 2 attention will be paid to the Banach algebra V(~) of 
(weighted) complex valued summable sequences on the nonnegative integers 
and to some subalgebras of V(~). Most of the results in this section are 
known (cf. [GRU], [ROG-2], [CHO]). However, the purpose of this section is 
to present simplified proofs and at the same time unify the proof techniques 
for the different possible cases. 
In section 3 the Banach algebra S(~) of (weighted) complex measures, 
concentrated on the positive halfline, and some subalgebras of S(~) are 
considered. Among the most important and new results is a characterization 
of the space of homomorphisms on S(~) (Theorem 1.3.2) and the implication 
of this result (Theorem 1.3.4). These results fill an important gap in the 
reasoning of Rogozin (cf. [ROG-3], [ROG-5]) who derived similar results for 
a special case. The rest of the proofs and results are straightforward 
generalizations of the ideas used in section 2. 
Finally, we like to mention that we will use the theorems in sections 
2 and 3 to derive asymptotic results for the renewal sequence (Chapter 2), 
respectively the renewal measure (Chapter 3) in case the expectation of the 
waiting time distribution is finite. 
2 
1. General properties 
DEFINITION 1.1.1. (cf. [DUN]). A nonempty set Vis called a complex algebra 
if V is a ring as well as a vectorspace over the complex field ~ with the 
property that for every x,y E V and a E C the equality a(xy) = (ax)y = x(ay) 
holds. 
If in addition V possesses a complete norm II• II satisfying llxyll ;;; llxll llyll for 
all x,y E V we call V a Banach algebra. 
REMARK 1.1.2. 
1. Since Vis a vectorspace there exists a unique element e (the zero 
element) such that e + x = x for all x E V. 
Also Ox= (1-1)x 
element of j:;. 
x - x = 8 for all x E V, where 0 denotes the zero 
2. The multiplicative norminequality implies that the mapping (x,y) + xy is jointly continuous. 
3. The existence of an element e, which satisfies xe = ex = x for all x E V 
and llell = 1, is assumed. This element is called the unit of V. (These 
conditions are not restrictive (cf. [HIL]).) 
4. The operation of multiplication in V is assumed to be commutative, i.e. 
xy = yx for all x,y E V. 
DEFINITION 1.1.3. An element x E Vis called invertible if there exists an 
element y E V satisfying yx = e. (This element y is unique and is denoted 
by x- 1.) 
LEMMA 1.1.4. Suppose Vis a corrorrutative Banach algebra with unit. 
1. For every x E V mth llxll < 1 the element e - x. is invertible and 
(e-x)-1 = I 
n=O 
where x0 := e. 
n 
x 
2. For every h E V and every invertible x E V with llhll ;;;; (llx- 111)- 1 the 
element x + h is invertible and it satisfies 
-1 -1 -2 (llx- 111) 3 (!1hll) 2 II (x+h) - x + x h II ;;; 
1 - llx -l hll 
( 1) 
3 
PROOF. Since llxll < 1 and llxnll ;;; llxlln for every n E JN we obtain that 
\k n 
sk := ln=O x is a Cauchy sequence. Hence 
I 
n=O 
n 
x 
belongs to V. But (e-x)sk = e - xk+l and so by the continuity of the multi-
plication and the uniqueness of the inverse element we have 
co 
(e-x)-1 = l 
n=O 
n 
x 
This proves the first part of the lemma. 
-1 
A proof of the second part is given as follows. Since x + h = x(e + x h) 
and by assumption llx- 1 hll < 1 we obtain applying the first part that x + h 
is invertible. Also 
ll(x+h)- 1 - x- 1 + x-2 hll ;;; ll(e + x- 1 h)- 1 - e + x- 1 hll llx- 111 
) (-1)n(x- 1 h)nll llx- 111 
n~2 
REMARK 1.1.5. By Lemma 1.1.4 the set G of all invertible elements is open 
and the mapping x + x- 1 (defined on G) is continuous. 
DEFINITION 1.1.6. Suppose Vis a commutative Banach algebra with unit. 
For x E V, denote by oV(x) the set of all A E t such that x - Ae is not 
invertible in V. This set oV(x) is called the spectrum of x and the comple-
ments of oV(x) in t (=: pV(x)) the resoZvent of x. 
LEMMA 1.1.7. Let w be a bounded Zinear functionaZ on a Banach aZgebra V 
with unit. Take x E V and define f(A) := w((x-Ae)- 1) for aZZ A E pv(x). 
Then f is anaZytic on the resoZvent of x and lim f(A) = 0. I A l+co 
PROOF. First note that the resolvent is not empty since e - A- 1
 x is 
invertible for IAI > llxll and hence x-Ae E G. This observation implies 
{A Et:: IAI > llxll} c pV(x). Taking A E pV(x) and applying (1) with (A-µ)e 
replacing h and x - Ae replacing x yields 
-1 -1 -2 II (x-µe) - (x-Ae) + (A-µ) (x~Ae) II 2 o( I A-µ I ) 
D 
4 
[or IA-µ! sufficiently small. Hence 
0 . (2) 
By the definition of f and the continuity and linearity of w we obtain from 
(2) that 
lim f(µ) - f (A) 
µ - A µ-+A 
So f is analytic on the resolvent of x. Also 
-1 and this implies by the continuity of the mapping x -+ x that 
lim H(A)= -w(e). Hence 
I A 1-+<x> 
lim f(A) = 0. 
IAl-+<x> 
THEOREM 1.1.8. For every x E V the set ov(x) is nonempty and compact. 
0 
PROOF. Suppose .oV(x) is an empty set. Then it follows from Lemma 1. 1. 7 
that for every ~ E V* the function f: pV(x) -+ C defined by f(A) := ~((x-Ae)- 1 ) 
is entire (cf. [TIT], [KOD]). 
Since lim f(A) = 0, Liouville's theorem implies that ~((x-Ae)- 1 ) IAl-+<x> 
all A E C and ~ E V*. Thus, by the Hahn-Banach theorem, 
for all A E C , 
an obvious contradiction, and so oV(x) is not empty. 
0 for 
Since oV(x) is bounded and the complement of the set G of invertible ele-
ments is closed, the compactness of oV(x) follows easily. 
Before proving a key theorem in the general theory of Banach algebras 
we need the following definition. 
DEFINITION 1.1.9. Let V be a Banach algebra and La complex-valued func-
tional (not identically zero) on V. 
1. Lis called an (algebra) homomorphism if 
(i) L is a linear functional, i.e. 
L(ax+Sy) = aL(x) + SL(y) for all x,y E V and a,S E C . 
0 
(ii) L is a multiplicative functional, i.e. 
L(xy) = L(x)L(y) for all x,y E V . 
2. L is called an isometric isomorphism if 
( i) L is an (algebra) homomorphism. 
(ii) L is onto, i.e. L(V) = (:. 
(iii) L is an isometry, i.e. IL(x) I ttxtt for all x E V. 
THEOREM 1.1.10 (Gelfand-Mazur). Suppose Vis a commutative Banach algebra 
with unit in which every nonzero element is invertible. Then V is iso-
morphic to the complex field C (notation: V - C). 
5 
PROOF. Fix x # e and choose A E oV(x). (This is possible by Theorem 1.1.8.) 
Then x - Ae is not invertible, and so, by assumption, x - Ae = e or equiva-
lently x Ae. This proves that oV(x) consists of precisely the element A, 
which we denote by A(x). Define also A(B) := O. It is now obvious that the 
mapping L: V + ~ defined by L(x) = A(x) is an isometric isomorphism. o 
DEFINITION 1.1.11. 
1. A subset I of the commutative Banach algebra Vis called an ideal if 
(i) I is a linear subspace of V. 
(ii) xy E I for all x E I and y E v. 
2. An ideal I is said to be proper if I # v. 
3. An ideal I is said to be maximal if it is a proper ideal and there exists 
no proper ideal I' such that I c I' and I # I'. 
REMARK 1.1.12. It is easy to verify that e ~I if I is a proper ideal. 
In order to prove that every proper ideal is contained in a maximal 
ideal we need the next result. 
LEMMA 1.1.13 (Zorn's lemma). If in a partially ordered nonempty set X every 
linearly ordered subset has an upperbound in X then X contains a maximal 
element. 
PROOF. Cf. [HIL], [NAI]. D 
6 
LEMMA 1.1.14. Every proper ideal is contained in a maximal ideal. 
PROOF. The set of all proper ideals which contain a given proper ideal is nonempty and partially ordered by inclusion. Since every linearly ordered 
subset K has the upper bound U {I: I E K} and U {I: I E K} is an ideal with e (/_ U {I: I EK} (hence U {I: I EK} is a proper ideal) and U {I: I E K} 
contains the given one we can apply Lemma 1.1.13. This yields the stated 
result. 
The following theorem is very helpful in identifying whether an ele-
ment is invertible or not. 
THEOREM 1.1.15. An element x E Vis invertible if and only if x does not belong to any maximal ideal. 
PROOF. Suppose x E V is invertible and belongs to a maximal ideal IM. Then -1 e = xx E IM and so IM= V. This proves that an invertible element does not belong to a maximal ideal. 
Conversely, supp?se the element x E V is not invertible and consider the 
set Vx := {yx: y E V}. Then Vx is an ideal (use the commutative property of the multiplication) and e (/_ Vx (use x is not invertible). 
Hence Vx is a proper ideal with x =ex E Vx and by Lemma 1.1.14 we arrive at the desired result. 
The Gelfand-Mazur theorem states that a Banach algebra V can be iden-tified with (; in case every nonzero element in V is invertible. Therefore we like to reduce every Banach algebra V into a Banach algebra V' with the above P.roperty. This reduction can be carried out as follows. 
Suppose I is a proper ideal in the complex algebra V with unit e and consider for fixed x E V the coset IT(x) := x +I:= {x+y: y EI}. Since I is a linear subspace of V we obtain for x 1-x2 (/_ I that Il(x 1) n IT(x2) = 0 and for x 1-x2 E I that IT(x 1) = IT(x2). The set of all cosets is then denoted by V/I (V modulo I) and one defines in this set in a consistent way (since I is an ideal) as follows the operations of multiplication, addition and scalar multiplication (cf. [RUD-1), [RUD-2]): 
IT (x+y) := IT (x) + IT (y) x,y ( v 
IT ( A.x) := A.IT(x) x E v, A. E (; 
IT (xy) := IT(x)IT(y) x,y E V 
D 
D 
This makes V/I a complex algebra with unit IT(e). 
LEMMA 1.1.16. Let V be a commutative complex algebra with unite and I a 
proper ideal. Then every nonzero element in V/I is invertible if and only 
if I is a maximal ideal. 
PROOF. Suppose I is a maximal ideal and consider the set V/I. In this set 
the unit is IT(e) and so we have to prove for every nonzero element IT(x) (in 
V/I) the existence of an element v E V such that IT(v)IT(x) = IT(e). 
Take now an arbitrary nonzero element IT(x) E V/I and define 
I' := {vx + y: v E V, y E I} ~ I • 
Then I' is an ideal. Also I' contains I properly since x = ex+S EI' and 
x [ I. This implies by the maximality of I that I' = V and so there exists 
some v E V such that Vx + y = e. Hence IT (v)IT (x) = IT (Vx) = IT (e) and this 
proves the first part of this lemma. 
7 
If I is not a maximal ideal there exists by Lemma 1.1.14 a maximal ideal IM 
containing I properly and so we can find some v0 E V such that v0 E IM and 
v0 [ I. Hence IT(v0) is a nonzero element in V/I. Note also, since IM is a 
maximal ideal, that IT(v)IT(v0) = IT(vv0) # IT(e) for every v E V. Thus we have 
found a nonzero element IT(v0) (in V/I) which is not invertible in V/I. o 
In the preceding notes we looked at the algebraic properties of ideals 
and quotient spaces. We now pay attention to the topological properties. 
LEMMA 1.1.17. Every maximal ideal IM is closed. 
PROOF. It is easily verified that the closure of an ideal is again an ideal. 
Since by Remark 1.1.5 the nonempty set G of invertible elements is open and 
by Theorem 1.1.15 every invertible element does not belong to any proper 
ideal we obtain that the closure of a proper ideal is again a proper ideal. 
By this observation and the maximality of IM we get that the closure of IM 
equals IM and so IM is closed. 
Consider the quotient space V/I with I a proper and closed ideal and 
V a commutative Banach algebra. Define now: 
llIT(x)ll := inf {llx+yll: y EI}. q (3
) 
8 
It follows that this defines a norm (the so-called quotient norm) on V/I 
which satisfies the following property. 
LEMMA 1 .1.18. If V is a commutative Banach algebra and I is a proper and 
closed ideal, then V/I with norm 11•11 is a commutative Banach algebra. q 
PROOF. Cf. [RUD-2]. 
Combining the algebraic and topological properties the next important 
theorems hold. 
THEOREM 1.1.19. If IM is a maximal ideal in a commutative Banach algebra V 
with unit, then V/IM is isometrically isomorphic to the complex field~. 
Also there exists for every x E V a unique number x(IM) E (; such that 
(4) 
The correspondence x + x(IM) has the following properties for every x,y E V 
and a E t 
(5) 
(6) 
(7) 
(8) 
(9) 
a 
( 1 O) 
( 11) 
PROOF. Since by Lemmas 1.1.17 and 1.1.18 V/IM is a commutative Banach 
algebra and every nonzero element IT(x) E V/IM is invertible by Lermna 1.1.16 
we can apply the Gelfand-Mazur theorem (Theorem 1.1.10). Hence for every 
x E V there exists some complex number x(IM) such that IT(x) = x(IM)IT(e). 
The complex number x(IM) is unique since IT(e) f IM (zero element in V/IM). 
Obviously, by the above observation we can find for every x E V and corre-
sponding complex number x(IM) some y E IM such that 
9 
x = x(~)e + y • ( 12) 
Using this representation we easily obtain (5) up to (9) and so we only have 
to prove (10) and (11). 
In order to prove (10) we note that the element x - x(IM)e belongs to IM. 
Hence x - x(IM)e is not invertible by Theorem 1.1.15 or equivalently 
x(IM) E crv(x). Also, lx(IM)I S sup {l\I:).. E crV(x)} and since for all).. E ~ 
with l\I > llxll the element x- )..e is invertible, i.e.).. E pV(x), we obtain 
lx(IM)I S llxll. o 
REMARK 1.1.20. In the sequel we will use homomorphism instead of (algebra) 
homomorphism. 
THEOREM 1.1.21. Let V be a commutative Banach algebra with unit. Then for 
every homomorphism 1: V + t the set L+(O) := {x E V: L(x) = O} is a maximal 
ideal. 
Conversely, for every maximal ideal IM there exists a unique homomorphism L 
such that L+(O) = IM", 
PROOF. Since 1 is a homomorphism the set L+(O) is an ideal and its codimen-
sion equals one. This implies directly that L+(O) is a maximal ideal. 
Conversely, suppose the set IM is a maximal ideal in V. Then by (12) there 
exists for every x E V a unique complex number x(IM) such that x = x(IM)e + y 
for some y E IM. 
From (5) up to (8) it is easy to see that the mapping L: x + x(IM) defines 
a homomorphism. Also by (9), L+(O) =IM and hence we have found a homomor-
phism satisfying the given property. 
On the other hand this homomorphism is unique since every x E V has by (12) 
a unique representation and L(e) = 1 for every homomorphism 1 on V. 
REMARK 1.1.22. By Theorem 1.1.21 we obtain immediately that there exists a 
one-to-one mapping T of the set ~(V) of all homomorphisms L: V + C onto the 
set of all maximal ideals in V. (Take T: 1 + L+(O).) 
LEMMA 1.1.23. Suppose Vis a commutative Banach algebra with unit. Then 
for every x E V 
{L(x): 1 E ~(V)} • 
D 
10 
PROOF. Suppose x E V fixed and let L: V +~be a homomorphism. Then 
x - L(x)e belongs to the set L+{O) and this set is a maximal ideal by Theo-
rem 1.1.21. Hence x - L(x)e is not invertible by Theorem 1.1.15 and this 
means by definition L(x) E crV{x). So we have proved 
{L(x): LE 6(V)} ~ crv{x) 
Take now an arbitrary A E crV(x). Then by definition x - Ae is not invertible 
and this implies by Theorem 1.1.15 that x - Ae belongs to some maximal ideal 
IM" 
By Theorem 1.1.21 we can find a unique homomorphism L: V + C such that 
L+(O) = IM. For this homomorphism we get L(x) = A and so 
crv{x) ~ {L(x): LE 6(V)} 
LEMMA 1.1.24. Suppose Vis a commutative Banach algebra with unit and let 
L: V + C be a homomorphism. Then the operator norm of L equals one. 
PROOF. By Lerrnna 1.1.23 we have L(x) E crV(x) for every x E V. Since x - Ae 
is invertible for all A EC with !Al > llxll, i.e. A<!. crV(x), we obtain 
IL(x)I::;; llxll. 
Also L(e) = 1, Hell = 1, and this implies together with the above inequality 
that the operator norm 
llLll := sup { Lll~I~ x E V, llxll 1' O} 
0 
equals one. o 
In order to discuss the next theorems we need the following observa-
tions. A Banach algebra V with unit contains every polynomial 
and in general every function 
7\{x) I 
n=O 
n 
a x 
n 
x E V, k E lN 
where A: C + C, defined by A(z) = I~ anzn, is an entire function. (Use the 
multiplicative norm inequality in V, the absolute convergence of the series 
\
00 a zn for every z E r and the completeness of V ) ln=O n ~ • 
11 
TUese examples are special cases of Theorem 1.1.28 as can be seen from 
Theorem 1.1.30. However, before mentioning these theorems, we introduce some 
well-known definitions. 
DEFINITION 1.1.25 (cf. [RUD-2]), 
1. A curve in C is a continuous mapping y of a compact interval [a,S] c 1R 
(a < S) into C. We call [a,S] the parameter interval of y and denote the 
range of y by y*, i.e. y* := {y(t): t E [a,S]}. 
2. A path is a piecewise continuously differentiable curve in ~. 
It is now possible to define the integral of a function A: ~ + V over 
the path y* in case A is continuous on an open set containing y*. 
DEFINITION 1.1.26. Let A:~+ V be continuous on an open set containing the 
path y*. Then 
J A(!t)d!t := 
y* 
s 
J A(y(t))y' (t)dt 
where y is the piecewise continuously differentiable curve with parameter 
interval [a,S] belonging to y*. 
REMARK 1. 1. 2 7 • 
1. This definition does not depend on the parametrization of y*. (Use the 
substitution theorem.) Since the integral JS A(y(t))y'(t)dt is defined a 
in a similar way as the classical Riemann integral, i.e. as the limit of 
a Cauchy sequence {ck} of which every element ck has the form 
k I A<y<t )h'<t Ht 1-t) 
n=O n n n+ n s ' 
we obtain by the completeness of V that f A(!t)d!t belongs to V. Y* 
THEOREM 1.1.28. Let x E V be fixed and suppose 
1. A: D + C is analytic in an open set D containing the compact spectrum 
ov(x) = {L(x): LE 6(V)}. 
2. r is a collection of finitely many paths Y1·····Y~ in D with 
12 
and 
where 
If we define 
(i 1 , ••• , n) 
0 
n 
r* u y~ . 
k=1 
1 n I -1 A(x) := 2ni l A(A)(Ae-x) dA 
k=1 y* 
k 
if z E crV(x) 
if z <!. D 
:= 2~i f A(A)(Ae-x)-l dA 
r* 
( 13) 
then 
1. A(x) E V 
2. L(A(x)) = A(L(x)) for every homomorphism L on V. 
PROOF. -1 Note that A + (Ae-x) is a continuous function on the open set 
pV{x). Hence by Remark 1.1.27 and condition (1) the first result follows 
immediately. 
Observe also by the definition of a contour integral and the continuity of 
every LE &(V) (Lemma 1.1.24) that 
L(A(x)) = 2~i I A(A)L((Ae-x)- 1)dA = 2ni J A(A)(A-L(x))- 1 dA • 
r* r* 
Hence, since the Cauchy formula holds (cf. [RUD-2]), we get 
L(A(x)) = A(L(x)) • 
REMARK 1.1.29. 
a 
1. In order for the Cauchy formula to hold we assumed the existence of a 
contour r* satisfying condition (2) of Theorem 1.1.28. However, this 
condition is not restrictive since the first condition in Theorem 1.1.28 
implies the existence of such a contour f*. (A constructive proof of this 
result can be found in [RUD-2].) Finally, we like to mention that we 
will always use in (13) (unless stated otherwise) a contour r* con-
structed along the lines of the proof of Theorem 13.5 of [RUD-2]. 
2. By Lemma 1.1.23 and Theorem 1.1.28 it is easy to see that crv(A(x)) 
= A(crV(x)) for every A satisfying the conditions of Theorem 1.1.28. 
THEOREM 1.1.30. Let x E V be fixed and Ax the collection of all analytic 
functions A on some open set D containing crV(x). Then the mapping A+ A(x) 
satisfies the following properties: 
1. A(z) 
-
1 + 7\(x) = e 
2. A(z) 
-
z + 7\(x) x 
3. a 1A1(z) + a 2A2(z) + a 17\1(x) + a 27\2(x) (a 1 ,a2 E (:) 
4. A(z) = A1(z)A2(z) + A(x) = 7\1 (x)7\2 (x) 
13 
5. If the sequence {An} converges uniformly to A in every compact subset of 
D then the sequence {An(x)} converges in norm to A(x). 
PROOF. We will only prove (1), (2) and (4), since (3) and (5) are obvious. 
For the proof of (1) and (2) we note that the functions A are entire and so 
by Cauchy's formula we can take for the contour in (13) the positively 
oriented circler* := {;\. E (;: p,j = llxll + 1}. On this circle (;\e-x)-l has 
\"'" -n-1 n the expansion ln=O A x (Lemma 1.1.4) and so substituting this in (13) 
and using Cauchy's formula yields the desired results (1) and (2). 
In order to prove (4) we have to show that the product of 7\1(x) and 7\2(x) 
equals 
By the construction of r* (see Remark 1.1.29) it is easy to verify that 
crv(x) c int(r*) and cl(int(r*)) c D. Applying again Theorem 13.5 of [RUD-2] 
with K = cl(int(r*)) and Q = D, we can construct a contour r* with 1 
* I -1 r 1 c D-cl(int(r*)) and A1(x) = 271 i A1(f,)(Ae-x) di. 
r* 1 
Hence the product of A1(x) and A2(x) equals 
14 
Since 
- 4> J J 
r* r~ 
-1 -1 (Ae-x) - (µe-x) (Ae-x)- 1(µe-x)- 1((µe-x) - (Ae-x)) 
(µ-A)(Ae-x)- 1(µe-x)-l 
this implies that the product /i'1(x)A2(x) equals the sum of 
and 
2!i J A2(µ)(µe-x)-1 
r* 
The first term in this sum equals zero (use A2 (µ)/(µ-A) is analytic on 
cl(int r*) for every A Er~), while the second by Cauchy's formula equals 
2!i I A2(µ)A1(µ)(µe-x)-1 dµ • 
r* 
Finally, we conclude this section with the following remark. 
-1 REMARK 1.1.31. If 0 ~ oV(x) (+. x exists) then by (1) and (4) of Theorem 
1.1.30 we obtain x- 1 = A(x) with A(z) = 1/z. 
2. The Banach algebra of complex-valued sequences on the nonnegative 
integers 
Let '¥ be the set of all functions 1)1: lN + [O,oo) satisfying 1)1(0) = 1 and 
0 < 1/J(n+m) ::> 1/J(n)l[J(m) for all m,n E JN. It is known (cf. [HIL]) that each 
such l/J has the property 
lim (ijJ(n)) l/n = inf (1/J(n)) l/n 
n+oo 
with 0 ::> inf (ijJ(n)) l/n < "' 
n~1 
n~l 
CJ 
For each o/ E ~ let V(o/) be the set of all complex-valued sequences 
{x(n)}:=O for which 
llxll"' := I o/(n)lx(n)I < oo 
'Y n=O 
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Define in V(o/) as follows the operations of addition, scalar multiplication 
and multiplication: 
(x + y) (n) := x(n) + y(n) for all n E JN 
(ax) (n) := a.x(n) for all a I: (;, n E JN 
n 
(x '~ y) (n) := I x(n-k)y(k) for all n E JN • 
k=O 
Then the following result holds. 
THEOREM 1.2.1 (cf. [RUD-1]). The space V(o/) with norm ll•llo/ is a commutative 
Banach algebra (with unit) for every o/ E ~. 
PROOF. The only properties of a commutative Banach algebra, which need 
verification, are the completeness and the (multiplicative) norm inequality. 
We start with the completeness. 
Since V(o/) can be identified with the space 1 1 (v) with v a positive measure 
on the nonnegative integers defined by v({n}) = o/(n) and 1 1 (v) (cf. [RUD-2]) 
is a complete space, we obtain the completeness of V(o/). 
The multiplicative norm inequality follows immediately by the observation 
that 
n 
l o/(n)l(x*y)(n)I;;; l l o/(n-k)o/(k)ly(n-k)x(k)I 
n=O n=O k=O 
l o/(k) lx(k) I • l o/(n-k) ly(n-k) I o 
k=O n=k 
REMARK 1.2.2. The unit in V(o/) is given bye= {e(n)}:=O with e(O) 
e(n) = 0 for all n ~ 1. Also, since o/(O) = 1, we obtain llello/ = 1. 
1 and 
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THEOREM 1.2.3 (cf. [RUD-1]). Let w E ~and suppose 
C := {z EC: lz I ;;; inf Cw(n)) l/n} • 
n~1 
'J.'hen L: V(w) -+ C is a homomorphism if and only if there exists some z E C 
such that L(x) = I:=o x(n)zn for all x E V(w). 
PROOF. Obviously for all z EC and x E V(w) we obtain I:=o lx(n) lzn ;;; /lx/lw 
and so the mapping L: V(w) -+ C with L(x) = I:=o x(n)zn is well defined. 
This mapping is clearly a homomorphism for all z E C. 
It remains to prove that every homomorphism has this form. This can be done 
as follows. Consider the real valued sequence x0 = (0,1,0, ••• ). By the 
definition of multiplication in V(w) the real valued sequence x~* for n ~ 
equals 1 in the (n+1)th component and 0 in the other components. Also, 
o* 
"' 
x0 :=e. Hence every complex valued sequence x in V(w), where x = {x(n)}n=O' 
has the representation x = I:=O x(n)x~* and this implies that 
/Ix - n k* I xCk)x0 11w -+ o k=O 
(n -+ oo) • 
Thus by Lemma 1.1.24 we obtain for every homomorphism L: V(w)-+ t that 
L(x) = limL( I x(k)x~*) = I x(k)(L(x0))k n-+co k=O k=O 
We now have to prove that L(x0) E C. Since the operator norm of L equals one 
(Lemma 1.1.24) we get for every n E lN that 
This implies ILCx0)1 
result. 
;;; inf (w(n))l/n and thus we have proved the desired n~1 
D 
THEOREM 1.2.4. If x E V(w) for some w E ~ and I:=O x(n)zn f 0 for ail z E C 
then x is invertible in V(w). 
PROOF. The result follows immediately by applying Theorems 1.1.21, 1.1.15 
and 1.2.3. 
D 
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REMARK 1.2.5. It is easy to verify by the compactness of C and the con-
tinuity of the function x<z) = I:=o x(n)zn that the condition I:=o x(n)zn # o 
for' all z E C is equivalent with the condition 
inf {1 I x(n)znl: z E c} > 0. 
n=O 
We now introduce the following class of commutative Banach algebras 
(with unit), which are connected with V(w). 
Let S denote the set of all positive functions µ: JN + [O,oo) for which 
/* (n) sup_(_)_< 
n;;;O µ n 
00 • 
This class contains the so-called subexponential and other related sequences, 
discussed in [EMB-1]. 
For all w E ~ and µ E S we define 
lx(n)I 
~~b µ[Ii) < 
v0 (~,µ) := {x E V(w,µ): !.!: I~~~~ I = o} . 
Clearly, V(~,µ) is a vectorspace and it is easy to verify that 
with 
2*(n) 
::;; M := sup~ < oo 
nf;Q µ\nJ 
is a norm on V(~,µ). 
(x E v(w,µ)) 
THEOREM 1.2.6. V(w,µ) with the above norm is a commutative Banach algebra 
(with unit) for every w E ~ and every µ E Sand v0 (~,µ) is a closed sub-
algebra, also with unit. 
PROOF. Fix~ E ~. µ E S and let x,y E V(w,µ) be arbitrary. Then for every 
n E JN we have 
n 
I (x * y) (n) I ::;; l 
k=O 
lx(n-k) I ly(k) I ::;; :P (x)P (y) µ µ 
n l µ(n-k)µ(k) • 
k=O 
18 
Hence 
l(x *Y)(n)I :;; MP (x)P (y) 
µ(n) µ µ for every n E 11 
and this implies P (xy) :;; MP (x)P (y). 
)J )J )J 
Using this inequality it is immediately clear that llxyll 
ip' )J 
The completeness can be proven as follows. Let V(µ) be the 
complex-valued sequences x for which 
llx II : = sup ~ < co • 
µ n<:O µlnJ 
:;; llxll ,,, lly 11,,, • 
'f'')J 'f'')J 
set of all 
This set is isomorphic to the Banach space tco of bounded sequences and so it 
is a complete space. 
Nco Nco Now {x }N=O is a Cauchy sequence in V(ip,µ) if and only if {x }N=O is a Cauchy 
sequence in V(µ) and V(ip). Since V(µ) and V(ip) with norms respectively 11•11 
co co )J 
and ll•llip are complete spaces, we can find elements x 1 E V(ip) and x2 E V(µ) 
such that 
N co It is clear that x (n) + x.(n) (i 
l. 
x~ = x~. This implies 
x~ E V(ip) n V(µ) = V(ip,µ) 
and 
1,2) as N t co for every n E 11 and so 
and lim llxN - x~llip,µ 0 • 
N+co 
It is easy to verify that v0 (ip,µ) is a closed subspace of V(ip,µ) and so we 
only have to verify that v0 (ip,µ) is closed under multiplication. 
0 Let x 1,x2 E V (ip,µ). Then clearly 
and 
0 
x1,n * x2,n E V (ip,µ) 
(i 1 '2) 
for every n E 11 • 
Also, lim x. x. (i = 1,2) in v0 (ip,µ) and so by the joint continuity of 
n+co i,n i 
* and the closedness of v0 (ip,µ) we obtain 
0 lim x 1 n * x2 ,n = x 1 * x2 E V (ip,µ) 
n-rco ' 
D 
REMARK 1.2. 7. The only deficiency in Theorem 1.2.6 is that llell,,, # 1, 
'l'•]J 
where e is the (discrete) Dirac measure at zero. However, one can renorm 
V(lj!, µ) with an equivalent norm II• II:. such that llell~ = 1. This can be 
'l'•]J 'l'']J 
carried out as follows: 
Give any element x E V(lj!,µ) the norm of the bounded linear transformation 
Tx(y) = x * y. Then 
llxll:, 
'I'' ]J 
·=sup {llx * yllijJ,µ} 
y#e llylll)!,µ 
and by the definition of llxll* and the multiplicative norm inequality one 1)!,µ 
obtains 
Obviously, llell~ 1 and by the above inequality the different norms are 
'1'>1l 
equivalent. (In the sequel we assume that the equivalent norm 11·11:. is 
'1'>1l 
used.) 
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Like in the case of V(lj!) we are interested in the representation of 
every homomorphism on V(lj!,µ). It turns out that solving this problem is easy 
0 
on the Banach subalgebra V (lj!,µ). However, before stating the result, we 
need the following observation. 
REMARK 1.2.8. For every positive sequence {µ(n)}:=o it is obvious that 
n+m 
µ(m)µ(n) ~ I µ(k)µ(n+m-k) 
k=O 
This implies, in case µ E S, that 
for all m,n E 1N • 
µ(m)µ(n) ~ Mµ(n+m) for all m,n E 1N • 
Putting f(n) := ln µ(~) we see that f(n) is a subadditive function. This 
proves the existence of lim f(n) (cf. [HIL]). Moreover, since lim f(n) < oo, 
n-+co n n-t<x> n 
we have lim (µ (n)) l/n > O. 
n-+«> 
THEOREM 1.2.9. Let 1jJ E ~andµ Es. Then the following conditions are 
equivalent: 
20 
1. lim (~(n)µ(n)) l/n;;; 
n--
(the Zimit exists by the preceding rem:irk and is 
< co}• 
2. The m:ipping L: v0 (~,µ) + ~ is a homomorphism if and only if there exists 
\co n 0 
some z EC such that L(x) = Ln=O x(n)z for all x E V (~,µ). 
PROOF. Suppose lim (~(n)µ(n))l/n;;; 1. Note first that v0 (~,µ) is a commu-
n--
tative Banach algebra with unit. 
Since the proof of (2) is very similar to the proof of Theorem 1.2.3 we will 
only discuss the differences. 
Observe that 
P (x - I x(k)x~*) 
µ k=O 
0 for all x E V (~,µ), and so 
n 
sup 
k<;;n+1 
k* lim llx - l x(k)x0 II~,µ 
n-- k=O 
or equivalently' 
0 
lim n k* * llx - l x(k)x0 II~ = 0 
n-- k=O ,µ 
This implies 
lx(k) I + 0 
µ(k) 
' 
. 
(n + co) , 
L(x) l x (k)(L (x0) ) k 
k=O 
0 for every x E V (~,µ) • 
It remains to prove that A := L(x0) E C. Suppose 
IAI > w0 := inf (~(n)) l/n • 
n;;; 1 
In that case, define 
and 
p := 
n 
x(n) := _P __ 
An~(n) 
for all n E JN • 
Obviously, x E V(ijJ) and lim lx~n))I = O. (Use lim (ijJ(n)µ(n)) 1/n ~ 1 and 0 n.._ µ n n.._ 
p < IX.I.) Hence x E V (1)!,µ). 
On the other hand, 
n 
L(X) = lim I x(k)Ak 
n.._ k=O 
and this tends to infinity since 
n 
lim I pk(ijJ(k))-1 
n.._ k=O 
p > inf (ijJ(n)) 1/n = lim (ijJ(n)) 1/n • 
n~1 n-700 
Now we have obtained a contradiction since IL(x)I 
The converse can be proved as follows. Suppose 
;;; 11x-11,1, < oo. 
'!'•µ 
lim (\jJ(n)µ(n)) 1/n 
= a ' 0<a<1. 
n-700 
Then there exists some n0 E JN such that 
(\jJ(n)µ(n)) 1/n ;;; a ; 1 < 
Hence 
;;; c 
for all n ~ 
a+1 k I o + 4) <"' 
k=n0 
0 for some constant C, depending on x E V (\)!,µ). This implies that 
L(x) := I x(k)(a1l + !)k w~ 
k=O 
0 is a well defined mapping on V (\)!,µ).Clearly Lis a homomorphism and we 
have obtained a contradiction since ~1-1 + ! > 1 or, equivalently, a+ 
(_1_ + l) a+1 2 wQ>wQ. 
21 
For the proof of the next result we need the following simple lemma. 
LEMMA 1.2.10. Letµ ES and\)! E ~.Put x n 
every sequence x = {x(n)}:=o· Then 
1,2, ... ) for 
[J 
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imp'lies that 
lim sup 
n-too pE:JN 
2* (µ-µn) (p) 
µ(p) 
2* lim II (x-x ) II,,, 
n-too n 'f'' µ 
0 
0 for every x E V(iji,µ) • 
PROOF. Let x E V(ijl,µ) be given. Trivially, lim llx-xnll,,, 0, so all that 
n-+oo 'f' 
must be proved is that 
- 2* lim P ((x-x ) ) 0 • 
n-too µ n 
If M = P (x), then for all p,n E :JN we have lx-x I (p) :;; M(µ-µ ) (p) and µ n n 
therefore 
2 2* M (µ-µ ) (p) 
n 
Dividing by µ(p) and using the assumption yields 
- 2* lim P ((x-x ) ) 
n-too , µ n 
REMARK 1.2.11. 
1. Let 
a(n) ·= sup 
pE:JN 
0 . a 
Then µ E S is equivalent with a(O) < oo, Since {a(n)}:=O is a nonincreasing 
sequence, lim a(n) exists (and is finite) in case µ E S. n-too 
2. Observe that 
2* (µ-µn) (p) 2* ( µ-µn) (p) 
sup µ(p) sup µ(p) pE:JN pi;:;2n+2 
since 
2* [2n+2,oo) n :JN • supp ((µ-µn) ) c 
We now prove an analogue of Theorem 1.2.9 for the subalgebra V(ijl,µ). 
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THEOREM 1.2.12. Let 1ji E: '!' and µ E: S. Suppose also 
lim sup 
n-+<><> pE:JN 
0 . 
Then the following conditions are equivalent. 
1. lim (iji(n)µ(n)) 1/n ~ 1 
n-+<><> 
2. The mapping L: V(iji,µ) + ~ is a homomorphism if and only if there exists 
some z E: C such that L(x) = l~=O x(n)zn for all x E: V(iji,µ). 
PROOF. Suppose lim (µ(n)iji(n))l/n ~ 1 and let L: V(iji,µ) +~be given. Put 
-~-- 0 n..- ~ . . 0 
L := L/V (iji,µ). Then Lis a homomorphism on V (iji,µ) and so by Theorem 1.2.9 
there exists some z E: C such that L(x) = I;=O x(p)zp for all x E: v0(1ji,µ). 
This implies in particular L(x·) = \"' 0 x (p)zP for every n E: JN. (Remember: n lp= n 
xn := 1[0,n]x.) 
. 2 2* On the other hand, by lemma 1.2.10 we obtain (L(x) - L(x )) = L((x-x) ) + 0 
n Q n 
(n + oo) and so lim L(x) = L(x). This implies (since xn E: V (iji,µ) for every 
n-+oo n 
n E: JN) 
L(x) = lim L(xn) = lim L(xn) 
n-+<><> n-+<><> 
lim l x (p)zp = l x(p)zp 
n-+<><> p=O n p=O 
The other result can be proved in a similar way as Theorem 1.2.9. 
We shall now derive a result similar to Theorems 1.2.9 and 1.2.12 for 
yet another subalgebra of V(iji) and for a special choice of 1ji E: '!'. 
D 
DEFINITION 1.2.13. For r ~ 1 let S(r) denote the set of probability measures 
µ:JN+ (0,1] satisfying 
( i) µ(r) := I rnµ(n) < 00 
n=O 
2* 
lim 11 (p) = 2\l(r) 
p-+<><> ~ (ii) 
lim~= r µ(n+l) 
n-+<><> 
(iii) 
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REMARK 1 • 2 • 14 • 
1. The members of S(r) are called r-subexponential (cf. [EMB-1]). In the 
special case r = 1 we call them subexponential instead of 1-subexponential. 
2. It is possible to show that the probability measure µ with µ(n) = Crnh(n) 
and h satisfying 
( i) 
(ii) 
(iii) 
(iv) 
h positive, 
h E: L1 (O,oo) , 
. h(n) 
hm h(n+1) = 
n--
lim sup 
n-- a;;;t;;;1 
h( [nt]) 
h(n) < 00 for some 0 < a < 1 , 
belongs to S(r). (cf. Theorem 2.1.18.) 
In particular, the probability measure µ with 
13>1,yE:lR 
are r-subexponential sequences. 
3. An equivalent set of conditions characterizing S(r) is: 
(ii') 
(iii I) 
2* 
1 . µ (n) . 1m ~ exists 
n--
11'm µ(n) = 
µ(n+1) r • 
n--
(cf. [CHO]). 
In the next lemma we discuss another set of conditions characterizing 
S ( r) ( cf. [ EMB-1]) • 
LEMMA 1.2.15. Letµ: lN + (0,1] be a probability measure satisfying 
( i) 
(ii) 
(iii) 
P(r) := I µ(n)rn < oo 
n=O 
2* 
lim µ (p) = 2µ(r) 
p-7<0 ]J('p) 
l · .. f µ(n) > 1m1n UTi1+1) ~ 
n +oo µ 
r • 
r ~ 
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Then necessarily lim µ(~:~) = r (or equivalently µ E S(r)). 
n-+oo 
PROOF. We only have to verify that lim µ(n) = r for r n-+oo µ(n+1) 
general case r > 1 can easily be reduced to the case r 
1, since the 
by putting 
The proof for r = 1 can now be carried out as follows. Since by definition 
µ(n) > 0 for every n E JN, one easily obtains 
µ(n-1) ~ ~ (µ 2*(n) - 2 I µ(n-k)µ(k)) 
µ kf1 
for every m ~ [~]. 
Heney by (iii) and (ii) it follows 
. µ(n-1) 1 ( m~ ) limsup -=ti'" ~ ~ 1 - µ (k) 
n-+oo µ\nJ µ\IJ k 1 
Letting m t 00 finally yields 
and so 
limsup µ(n-l) :S 1 µ(n) -
n-+ oo 
1 . µ(n-1) 
:LID {Ii:"") 
n-+oo µ 
1 • 
for every m E JN • 
D 
For simplicity we write ~r(n) := rn and we define for all µ E S(r) and 
a E (; 
LEMMA 1.2.16. ~(~r'µ) is a closed subalgebra of V(~r'µ) for all r ~ 1 and 
µ E S(r). 
PROOF. We omit the proof since a proof for a similar Banach algebra in a 
more general setting will be given in the next section. D 
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LEMMA 1.2.17. Ifµ E S(r) for some r G 1, then 
lim sup 
n-- pE:JN 
2* (µ-µn) (p) 
µ(p) 0 . 
PROOF. Let £ > 0 be arbitrary. Since µ E S(r) there exists an n0 = n0 (£) E :JN 
such that 
I rnµ(n) ::£ £ • 
n=n0 
An elementary computation shows for all p G 2n0 + 2 that 
2* µ (p) - 2 
no 
I µ(p-k)µ(k) 
k=O 
This implies using (1) arid Definition 1.2.13 that 
2* ( µ-µn ) (p) 
__ o~--::£ 2£ 
,µ(p) 
( 1) 
for all p E :JN with p G Po = p(n0). 
Since (µ-µm) 2* ::£ (µ-µn)2* whenever m G n it follows that for n G max(n0 ,P2o) 
we have 
sup 
pE:N 
2* (µ-µn) (p) 
µ(p) sup pG2n+2 
2£ • 
REMARK 1.2.18. We do not know whether the conclusion of Lemma 1.2.17 holds 
for everyµ ES (see also Remark 1.2.11). 
. . 1/n -1 LEMMA 1.2.19. If r G 1 andµ E S(r), then lim (µ(n)) = r • (Hence the 
n--
conc lusion of Theorem 1.2.9 holds with~ = ~ andµ E S(r).) 
r 
PROOF. Setting h(n) = - ln(µ(n)) it follows from lim µ(n) = r that 
n-- µ(n+1) 
lim h(n+1) - h(n) = ln r 
n--
[J 
Hence, in particular, his bounded on each finite interval, so Lennna 1.12 of 
[SEN] implies that lim h(n) = ln r i e lim (µ(n))l/n = r- 1• o n ' • • 
n-- n--
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We are now prepared for the proof of the announced analogue of Theorems 
1.2.9 and 1.2.12 for the subalgebra V(o/ ,µ)of V(o/r) (µ E S(r)). ~ r 
THEOREM 1.2.20. Letµ E S(r) for some r G 1. Then the mapping L: ~(o/r,µ) + ~ 
is a homomorphism if and onty if there exists some z E C such that 
L(x) l:=o x(n)zn for aii x E ~(o/r,µ). 
~ 0 
PROOF. Let L: V(o/ ,µ) + C be given and put L := L/V (o/r'µ). (Clearly, 
~o~- o ~ r 
V (o/ ,µ) c V (o/ ,µ) c V(o/ ,µ).)By Lemma 1.2.19 we obtain 
r - rv r - rv r 
lim (o/r(n)µ(n)) 1/n 
n~ 
and so applying Theorem 1.2.9 yields the existence of some z EC such that 
L(x) I x(n)zn 
n=O 
0 for all x E V (o/r,µ) 
On the other hand, we know by Lemmas 1.2.10 and 1.2.17 that lim L(x) L(x) n~ n 
for every x E V(o/ ,µ); 0 ~ r 
Since xn E V (o/r,µ) for every n E lN we finally obtain that 
L(x) 
I x(p)zp 
p=O 
lim L(x ) 
n 
n~ 
lim I 
n~ p=O 
x (p)zP 
n 
for every x E ~(o/r,µ) . 
Clearly a mapping of this form defines a homomorphism. D 
From the general theory of commutative Banach algebras (section 1) the 
results stated in Theorems 1.2.9, 1.2.12 and 1.2.20 have the following 
corollaries. (We do not repeat the assumptions here.) 
(A) x E 0( ) . . V o/,µ and x invertible -1 0 in V(o/) + x E V (o/,µ) (Theorem 1.2.9). 
(B) x E V(o/,µ) and x invertible in V(o/) + x-l E V(o/,µ) (Theorem 1.2.12). 
(C) x E ~(o/r,µ) and x invertible in V(o/) + x -1 E V(o/ ,µ) (Theorem 1. 2 .20). ~ r 
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These corollaries are special cases of the following results, which will be 
stated without proof. (Proofs of similar results in a more general setting 
will be given in the next section.) 
Before stating these results we like to remind the reader of the 
following well-known facts (see also Theorem 1.1.28). Suppose Vis a com-
mutative Banach algebra with unit e and A is an analytic function on an open 
set D containing the compact spectrum oV(x). If r is a contour surrounding 
oV(x) in D ([RUD-2)) then the formula 
~ 1 I -1 A(x) := 21Ti A(:>,) 0..e-x) d>. 
r 
defines an element of V. 
Moreover, for every homomorphism L: V + ~ we have 
L(A(x)) = A(L(x)) 
In particular 
a/i\(x)) 
THEOREM 1.2.21. Suppose~ E ~. x E V(~) and A is analytie on an open set D 
containing oV(~)(x). 
1. Ifµ ES and lim (~(n)µ(n))l/n G 1 then x E v0 (~,µ) implies A(x) E v0 (~,µ). 
n-+<x> 
2. If, in addition, lim sup 
A(x) E V(~, µ). n-+<x> pElN 
We now sharpen en generalize (C). 
0 then x E V(~,µ) implies 
THEOREM 1.2.22. Letµ E S(r) for some r G 1 and let x E y(~r'µ). If A is 
analytic on an open set D containing OV(~)(x) then A(x) E x<~r.µ). 
• • b ~ d • I <'oo More prec~sely, ~f x E J, (~r'µ) then A(x) E J, (~r'µ) w~th d = bA ln=O 
(A' denotes the derivative of A.) 
Finally, we mention the following class of Banach algebras. Let ST be 
the set of probability measures µ: lN + (O, 1] satisfying 
< 00 • 
For all w E ~ and µ E ST we now define 
VT(w,µ) := {x E V(w): P/x) := 
I Jx(k) I 
k=n } sup ---~- < °' 
n;:O µ([n,oo)) 
and 
Clearly, VT(w,µ) is a vector space. 
I Jx(k) I 
1 . _k_=n--~­im µ( [n,oo)) 
n-><x> 
o} . 
It is also easy to verify that llxll := llxll + MP (x) is a norm on 
w.µ w µ 
VT(w,µ). 
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Moreover, if the multiplication is given by the convolution operation 
*• VT(w,µ) is a Banach algebra (with unit) and VTO(w,µ) is a closed sub-
algebra of VT(w,µ). 
Now we mention without proof the following results. (The proofs of 
these results follow the same lines as previous proofs.) 
THEOREM 1.2.23. Let w E ~andµ EST. Then the following conditions are 
equivalent: 
1. lim (w(n)µ([n, 00))) l/n;;: 1. (Note that this lirrrit always exists.) 
n-><x> 
2. The mapping L: VTO (w, µ) -+ C is a homomorphism if and only if there exists 
\°' n 0 
some z EC such that L(x) = ln=O x(n)z for all x E VT (w,µ). 
THEOREM 1.2.24. Let WE~ andµ E ST. Suppose also 
lim sup 
n-><x> pElN 
2* (µ-µn) ([p,oo)J 
µ([p,oo)) 0 . 
Then the following conditions are equivalent: 
1. lim (w(n)µ([n,oo))) l/n;;: 1. 
n-><x> 
2. 1'he mapping L: VT(w,µ) + C is a homomorphism if and only if there exists 
some z EC such that L(x) = I:=O x(n)zn for all x E VT(w,µ). 
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At last we introduce the following set of probability measures. 
DEFINITION 1.2.25. For r ~ 1 let ST(r) denote the set of probability measures 
µ: :N + (0,1] satisfying 
(i) 
(ii) 
(iii) 
µ(r) ·= l rnµ(n) < oo 
n=O 
2* 
1 . µ ([n,oo)) 
im µ( [n,oo)) p+oo 
lim µ([n,oo)) 
µ([n+1,oo)) n+oo 
2µ(r) 
r • 
If we define for all µ E ST(r), r ~ 1 and a E (;, 
and 
I x(k) 
. k=n 
hm µ([n oo)) n+oo , 
then it is easy to prove that ~(~r'µ) (remember ~r(n) 
commutative Banach algebra. 
rn, n ~ O) is a 
Before mentioning the next result we like to make the following 
remark. 
REMARK 1.2.26. The above definition and results are only interesting for 
r = 1, since for r > 1 one can easily prove that S(r) = ST(r) and ~(~r'µ) = 
= X,(~r,µ). 
THEOREM 1.2.27. Letµ E ST(r) for some r ~ 1. Then the nt:lpping 
L: ~(~r,µ) + t is a homomorphism if and only if there exists some z E c 
such that L(x) = I:=O x(n)zn for aZZ x E ~(~r,µ). 
REMARK 1.2.28. Most of the results in this section already appeared in 
[CHO] and [GRU]. However, the purpose of this section was to unify the proofs 
for the 0-o and limit-results. 
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Also we have stated the results and given the proofs since it is relatively 
easy to identify every homomorphism in the Banach algebra of complex valued 
sequences (in contrast to the more general Banach algebra in the next sec-
tion). 
Finally we like to remark that the important results (A), (B), (C) (similar 
0 
results also hold for the Banach algebras VT(iji,µ), VT (iJ!,µ) and VT(iJ! ,µ)!) ~ r 
can also be derived from the more general setting in the next section. 
3. The Banach algebra of complex measures concentrated at [O,oo) 
Let 'I' be the set of all (Borel) measurable functions ip: [O,oo) -+ (O,oo) satis-
fying 
iji(O) = 1 and 0 < iji(x+y) ~ iJ!(x)ijJ(y) for all x,y ~ 0 • 
It is known (cf. [HIL]) that each such ijJ has the following properties: 
and 
-1 -1 ijJ and ijJ are bounded on (E,E ) 
ln iJ!(x) inf ---'----'-'-
x>O x 
lim ln iji(x) 
x 
for every 0 < E < 1 
For each ijJ E 'I' let S(iji) be the set of all complex measures v on [O,oo) for 
which 
llvlliji := J iji(x) lvl (dx) < co • 
0 
The term 'measure' is to be taken here in the Bourbaki sense. Alternatively, 
a measure v is a complex valued set function on the bounded Borel sets which 
is countably additive, and therefore of bounded variation, on B([O,a]) 
(=the Borel sets in [O,a]) for every a~ O. The variation lvl can of course 
be extended to a countably additive (generally non-finite) set function on 
B([0, 00)). It is a well-known fact (cf. [HIL]) that with the usual addition 
and scalar multiplication and with convolution as the product operation, 
S(ijJ), with norm ll•lliji is a commutative Banach algebra. 
Our main goal in this section is to derive Theorem 1.3.4, an essential 
tool in later developments. For this we must first prove an integral repre-
sentation theorem (Theorem 1.3.2) for the homomorphisms of the algebra S(iJ!). 
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Special cases of this are treated in [HIL]. [SRE] presents a general repre-
sentation, but only in the case of bounded measures without weight func-
tions. Our approach is essentially Sreier's. We start with the following 
simple result. 
PROPOSITION 1.3.1. If 
T := { Y A~ A a nonnegative measure on [O,oo)} 
n=O n. 
and if, for every w E o/ and µ E T, 
then 
(i) 
(ii) 
PROOF. 
s < w) : = { v E s <w) : v « µ} , µ 
S (w) is a commutative Banach algebra with unit; µ 
s<w) = u s <w). 
µET µ 
Let w E o/ and v E S(w) be arbitrary. Then obviously 
µ := I lv!n E T 
n=O n. 
and v << µ • 
Hence, v E S (w) and (ii) is proved. µ 
To prove (i), letµ= l==O An/n! ET be fixed. It is easily checked that 
for every bounded Borel set B 
( µ * µ) (B) l l 
n=O k=O 
from which it follows that 
An+k(B) 
n! k! 
µ * µ << µ and µ << µ-I<µ • 
Hence for every pair v 1 ,v2 E Sµ(w) we have v 1 * v2 << µ * µ << µ, so 
v1 * v 2 E Sµ(w). Since evidently v 1 + v 2 and av 1 (a EC) also belong to 
S (w), we have thus shown that S (w) is an algebra. Also S (w) contains the µ µ µ 
unite=: AO of S(w), the Dirac measure at O. 
We shall now show that S (w) is complete by proving that it is isometrically µ 
isomorphic to L1(µ). Indeed, let\! ES (w) be given. Define µ 
pv(B) ·= Jw(x)v(dx) 
B 
(B Borel). 
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Since 
llvll~ J ~(x)lvl(dx) < oo, 
0 
the measure p has finite variation Ip l([O,oo)) = llvll • Also, since v « µ, 
v v ~ 
'Ne have p << µ. Therefore the Radon-Nikodym derivative 
v 
exists and llvll~ = llh)I 1• The map 
4µ 1 
S (~) 3 v - h E L (µ) µ v 
is therefore a linear isometry. Since for every h E L1(µ) the measure 
v := (h/~)µ is in Sµ(~) and h"= hv' 4µ is also surjective. This proves (i). o 
Our next result gives an integral representation for the homomorphisms 
of the algebra S(~) (cf. [SRE]). 
THEOREM 1.3.2. Let T be the set of measures defined in Proposition 1.3.1 
and let ~ E ~ be fixed. Suppose that {g : µ E T} is a collection of Borel µ 
measurable complex functions on [0, 00 ) satisfying the following properties, 
for all µ E T: 
( i) g (0) and lg I ;;; µ µ 
(ii) g (x+y) = g (x)g (y) µ µ µ 
(iii) µ1 << µ2 ~ gµ1 = gµ2 
Then the formulas (one for 
<L,v> 
~ µ a.e. 
µ x µ a.e. 
µ1 a.e. 
each µ E T) 
(v E S (~)) µ 
defines a homomorphism Lon S(~) = ~T S (~). Conversely, for each homo-µc. µ 
( 1) 
morphism L on S(~) there exists a collection {g : µ E T} of complex Borel µ 
measurable functions on [O,oo) satisfying (i), (ii) and (iii) above such that 
(1) holds. Moreover, the collection {g : µET} is unique in the sense that µ 
each g is determined µ a. e. µ 
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PROOF. Let L be a homomorphism of S(~) = U S (~).For eachµ ET, set µET µ Lµ :=Lis(~)· In the proof of Proposition 1.3.1 we have defined a surjec-
tive isom~try ~ : S (~) + L1(µ). Since the adjoint ~*is also surjective µ µ 1 * µ (cf. [LUE], [KAN]) and since L (µ) may be identified with L00 (µ), there 
exists an f E L00 (µ) such that L = ~*f • Observe also that Jlf II = 1 since µ µ µ µ µ 00 
llL II 1 and ~* is isometric. Thus, with h ~ v and g : = ~ • f , we have µ µ \) µ µ µ 
00 
<L ,v> <~*f ,v> <f .~ v> 
0
J fµ(x)hv(x)µ(dx) µ µ µ µ µ 
00 
f fµ(x)~(x)v(dx) 
0 
00 
f gµ(x)v(dx) 
0 
We shall now prove the properties (i), (ii) 
( := ~ • f ) • (i) is immediate since llf II 
and (iii) for the functions g µ 
µ 
. µ 00 1 and 1 = <L ,e> = g (O). To µ µ prove (ii), let v ESµ(~) and B1,B2 E B([O,oo)) be arbitrary. Then 
<L ,(1B v) * (1B v)> = <L ,1B v> • <L ,1B v> µ 1 2 µ 1 µ 2 
since L is a homomorphism. Applying (2) to both members of (3) yields µ 
ff gµ(x+y)v(dx)v(dy) 
B1xB 2 
and therefore, more generally, 
ff gµ(x)gµ(y)v(dx)v(dy) 
B1xB 2 
ff gµ(x+y)v(dx)v(dy) =ff gµ(x)gµ(y)v(dx)v(dy) 
B B 
for all BE B([O,oo) x [0, 00)). We conclude from this that 
g (x+y) µ v x v a.e. 
Since the function~ is bounded on (e,e- 1) whenever 0 < £ < 1 and since 
~(O) = 1, the measures 1{0}U(l/n,n)µ belong to Sµ(~) for every n E JN. 
Applying (4) to v = 1{0}U(l/n,n)µ and letting n + oo, yields (ii). 
For the proof of (iii), let µ1 ,µ 2 ET with µ1 << µ2 be given. Then 
(3) 
(4) 
sµ 1 (~) c sµ 2 (~) and so <Lµ 1,v> = <Lµ 2,v> for all v E Sµ 1 (~). Thus, by (2), 
for all v E S (~) 
µ1 
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Taking v = 1{0}U(l/n,n)·µ 1 and arguing as in the proof of (ii), we get that 
gµ1 = gµz µ1 a.e. 
This completes the proof of the second part of the theorem. That, conversely, 
given a collection {g : µ E T}, the formulas (1) define a homomorphism, is µ 
an easy matter which we leave to the reader. Finally, to see that g is µ µ 
a.e. determined for each µ E T, observe that this is so for f , since ~* is µ µ 
injective. 
As an illustration of the preceding theorem we mention the following 
well-known result (cf. [HIL]). 
PROPOSITION 1.3.3. Let~ E ~be fixed and let L(~) := {v ES(~): v << £}, 
where £ is the Lebesgue measure. Then 
(i) L(~) is a commutative Banach algebra (without unit); 
(ii) there is a 1-1 correspondence between the set of homomorphisms L on 
L(~) and the halfplane {c E ~: lRec ~ inf ln ~(x)}, given by 
x>O x 
PROOF. Set 
<L,v> J exp(cx)v(dx) 
0 
£n 
µ := l n! 
n=O 
(v EL(~)) 
Thenµ ( T. Since£ is translation invariant, we have£*£<<£, hence 
(5) 
It easily follows from this that S (~) = [e] + L(~) (e is the Dirac measure µ 
at 0 and [e] denotes the span of e) and that L(~) is a closed subalgebra of 
S (~).Thus (i) is a consequence of Proposition 1.3.1. µ 
For the proof of (ii), note that the homomorphisms of L(~) are the restric-
tions of those of S (~), except for the one with kernel L(~). From Theorem µ 
1.3.2 we know that for every homomorphism L of S (~) there exists a function µ 
D 
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g g with g(O) = 1 and · 
µ 
lgl :;; 1jl µ a.e. 
such that 
.. 
and g(x+y) g(x)g(y) µ x µ a.e. 
<L,v> J g(x)v~dx) 
0 
( v E S (ljl)) • µ 
Since g(O) = ip(O) 1 and I:=l 1n/n! << 1, (6) is equivalent to 
lgl :;; 1jl 1 a.e. and g(x+y) = g(x)g(y) 1 x 1 a.e. 
(6) 
(7) 
Now it is clear that the function g = 1{0} corresponds to the trivial homo-
morphism on L(ljl). We may therefore assume that 1({g # O}) > O. We then have 
00 
<L,v0> = J ~(x)v0 (dx) # O 
0 
for some v0 E L(ljl) • 
For every x E [O,co) let us denote by ex the Dirac measure at x. It is not 
difficult to sh9w that ex * Vo E L(ljl) for all x ;;:; 0 (Hex * vollip < 00 follows 
from ljl(x+y) ~ ljl(x)ljl(y) Vx,y) and that the function 
is continuous (see [HIL]). It follows that 
00 
x + <L,ex*vo> J g(y)(ex*v0)(dy) 
0 
J g(x+y)v0(dy) 
0 
is continuous. From the fact that g(x+y) 
that 
g(x)g(y) 1 x 1 a.e., we infer 
00 
J g(x+y)v0(dy) 
0 
00 
g(x) J g(y)v0(dy) 
0 
for 1 a.a.x. Since <L,v0> # 0 it follows that g coincides 1 a.e. with a con-
tinuous function. Observe next that changing g on an 1-null set does not 
effect (7). This is clear from the proof of Theorem 1.3.2 and can also be 
seen directly in this case, using 1*1 << 1. We may therefore assume that g 
is continuous. But then g(x+y) = g(x)g(y) holds everywhere and it follows 
that g is of the form g(x) = exp(cx) for some c E t: .(this is well known and 
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at any rate easy to prove). The inequality lgl ~ ij; ~ a.e. finally implies 
that 
JRec ~ lim ln 1/J(x) inf ln 1/J(x) 
X-7-00 
x x>O x 
Conversely, it is obvious that for every c with JRe c ~ inf ln ij; (x) (5) 
x>O x 
defines a homomorphism on L(ij;). It is also evident that the correspondence 
is 1-1. 
We now come to the principal result of this section. 
THEOREM 1. 3.4. Let iJ; 1,iJ; 2 E ~satisfy 
1);1 ~ 1);2 (hence S(iJ; 1) :::i S(iJ;2)J 
and 
ln ij; 1 (x) ln 1);2 (x) 
lim lim > -co • 
x x 
X-7-00 X-7-00 
(8) 
Let L'l(S(ij;i)) (i 1,,2) denote the set of all homomorphisms on S(ij;i). Then 
every L2 E 6(S(iJ;2)) is the restriction to S(iJ; 2) of a unique L1 E 6(S(iJ; 1)). 
PROOF. Let L2 E 6(S(iJ; 2)) be arbitrary. By Theorem 1.3.2 there exists a 
collection {g : µ E T} of functions g satisfying µ µ 
g (0) = and µ lgµ! ;;; 1);2 µ a.e. 
g (x+y) g/x)gµ (y) µ x µ a.e. µ 
µ1 << µ2 ~ g = g µ1 a.e. µ1 µ2 
so that L2 is given by the formulas (one for each µ E T) 
Suppose that we have shown that, for each µ E T, 
Then the formulas 
(9) 
( 10) 
D 
38 
f gµ(x)v(dx) 
0 
( 11) 
clearly define the required extension of L2, by the other half of Theorem 
1.3.2. 
Before proving (10) we make a preliminary observation. Let us fix µ E T and 
w E ~ and let us defined 
for every n E lN • 
Then Sµn(w) := {v E S(w): v << µ} is a closed subalgebra of S (w) for every 
n 1 µ 
n E lN. (Use that supp µn * µn c {O} U [n-,oo), so that µn * µn « µn.) As in 
the proof of Theorem 1.3.2 one shows that every homomorphism on Sµn(w) is 
given by the formula 
00 
v + f g (x)v(dx) 
µn 
0 
(v E s (w)) , 
µn 
where gµn is µn'a.e. determined and satisfies 
g (O) = 1 , I gµ I :;; w 
µn n 
g (x+y) 
µn gµ (x)gµ (y) n n 
( 12) 
Conversely, for every such gµn 
We now prove (10). Again fixµ 
By (8) we have 
formula (12) defines a homomorphism on Sµ (w). 
n 
E T and let £ > 0 and n E lN be arbitrary. 
for sufficiently large x. 
-1 This implies, together with the fact that w2Jw 1 is bounded on (o,o ) when-
ever 0 < o < 1, that for each v E Sµn(w 1) the measure Hv, defined by 
(Hv)(B) J exp(-gx)v(dx) , 
B 
belongs to Sµn(w 2). Moreover, H: Sµn(w 1) + Sµn(w 2) is clearly an algebra 
homomorphism. Now let us consider the homomorphism L2 ° Hon Sµn(w 1). It is 
easily verified that L2 ° H is given by 
J gµ(x)exp(-Ex)v(dx) 
0 
As observed in the second paragraph of this proof we may now conclude that 
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( 13) 
Since E > 0 and n E JN were arbitrary, (10) now follows from (13) by letting 
E t 0 and n -+ oo. 
Finally, the uniqueness of the extension L1 is clear from the fact that 
Sµ(w 2) is dense in Sµ(w 1): for every v E Sµ(w 1) we have 
\) ·= 1 
n 1 {O}U[n,n] 
v E Sµ(w 2) 
and 
lim II v - v II 
n W1 n-roo 
REMARK 1.3.5. If 
ln w 1' (x) 
lim----
x 
X-+oo 
0 
ln w2(x) 
lim----
x 
X-+oo 
for all n E JN 
Theorem 1.3.4 is obvious since in that case both sets ~(S(wi)) (i = 1,2) 
consist of only the element L: v-+ v({O}). This can be seen as follows: 
Define for every fixed s > 0 the measure es by 
if s E B 
B E B([O,oo)) 
if s (/. B 
and consider an arbitrary LE ~(S(w)), where lim ln w(x) = - oo Then 
x-roo x 
for every n ~ 1 and hence L(e 1) = O. (Use lim (w(n))1/n = O.) Applying n-+oo 
Theorem 4.18.1 of [HIL] yields L(v) = v({O}) for all v E S(w). 
We now introduce the following class of connnutative Banach algebras 
(with unit) which are connected with S(w). 
Let SMT denote the set of all Borel probability measures on [O,oo) for 
which 
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{ )J*)J){ [ t ,oo)) 
sup µ([t,oo)) 
tf:O 
< CX> • 
This set contains the so-called subexponential and other related distribu-
tions discussed in [ATH], [EMB-2], [EMB-3] and [TEU]. We now define for all 
W E ~ and µ E SMT 
ST(w,µ) := {v E S(w) p (v) ·=sup lvl([t,oo)) < oo} µ • tf:O µ ( [ t, co)) 
STO(w,µ) :={v E ST(w,µ): lim lvl([t,oo)) = o} µ{[t,oo)) t-+a> 
Clearly ST(w,µ) is a vector space and it is easy to verify that 
with M := {)J*)J){[t,oo)) sup µ{[t,oo)) 
tf:O 
(v E ST(w,µ)) 
is a norm on ST(w,µ). 
PROPOSITION 1.3.6. ST(w,µ) with the above norm is a cornrrmtative Banach 
algebra with unit for every w E ~and every µ E SMT and STO(w,µ) is a closed 
subalgebra, also with unit. 
PROOF. Fix w E ~ andµ E SMT and let v 1,v2 E ST(w,µ) be arbitrary. Then for 
every t f: 0 we have 
t 
lv 1*vzl([t, 00)) ~ J lv2l([t-x, 00))1v 11(dx) + lv21([0, 00))1v 11([t, 00)) 
0 
t 
~ P)J(v2)[ J µ([t-x,oo))lv 11(dx) + µ([O,oo))lv 11([t,co))] 
0 
Repeating this argument and dividing by µ([t,oo)) we find 
lv 1*v21([t, 00)) 
µ{[t,oo)) ~ 
so 
This implies that 
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llv 1*v2 11ijJ,µ llv 1*v2 111/J + MPµ(v 1*v2) S 
2 
s llv 1 111/J llv 2 111/J + M Pµ(v 1)Pµ(v 2) s 
S (llv-1111/J+MPµ(v 1))(11v2 111/J + MPµCv 2)) 
Hence ST(ijJ,µ) is a subalgebra. 
Now let ( v) be a Cauchy sequence. Then in particular ( vn) is Cauchy for 
11 • llijJ and therefore converges for II 0 llijJ to some v E S(ijJ). Since ( vn) is also 
Cauchy for P (•), hence a fortiori for the variation norm, (v ) converges µ n 
in variation to a limit which obviously coincides with v. Consequently, for 
every t ~ 0 and for every E > 0 we have 
lvn-vl ([t, 00)) 
µ([t,oo)) sup P (v -v ) ~n µ n m < E 
for sufficiently large n. Hence llv -vii -+ 0 as n -+ oo and the completeness n ijJ,µ 
of ST(ijJ,µ) is proved. 
Since it is trivial that STO(ijJ,µ) is a closed linear subspace of ST(ijJ,µ) 
containing e, it remains to prove that 
0 0 0 ST (ijJ,µ) * ST (ijJ,µ) c ST (ijJ,µ) 
( 1 1,2) 
and 
for every n E JN • 
Also, lim v. 
n-+oo 1, n 
\). ( i 
l. 
1,2) and therefore 
0 lim v 1 n * v2 E ST (ijJ,µ) 
n-+oo ' , n 
by the joint continuity of *· 
REMARK 1.3.7. 
(i) If ijJ = 1 and µ is a probability measure then µ E SMT is necessary for 
ST(ijJ,µ) to be an algebra. Indeed, sinceµ E ST(ijJ,µ), we must have 
µ*µ E ST(ijJ,µ), i.e. µ E SMT. 
0 
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(ii) For a positive measure µ 
µ([t,oo))µ([s,oo)) ~ (µ*µ)([t+s,oo)) 
holds for all t and s. If we assume that µ E SMT, i.e. 
~ M := sup (µ*µ)([t,oo)) 
t~O µ([t,oo)) 
then it follows that 
< 00 
µ([t,oo))µ([s,oo)) ~ Mµ([t+s,oo)) for all t,s ~ 0 • 
Putting f(t) := µ([t~oo)) we see that ln f(t) is a subadditive func-
tion. This proves the existence of lim ln µ([t,oo)) (see [HIL]). More-
over, s· ce lim ln f(t) < oo, we hav;-+<><> t in t-+<x> t 
t-+<x> 
lim ln µ([t,oo)) 
t 
> - co • 
THEOREM 1.3.8. Let 1jl E ~andµ E SMT. Then the following conditions are 
equivalent. 
1. lim ln p(t)µ([t,oo)) ~ t 0 . 
2. Every LE 6(STO(ljl,µ)) is the restriction of a unique LE 6(S(ljl)). 
PROOF. We shall define a function 1jl E ~with the following properties: 
(i) 1jl ~ 1jl ' 
(ii) lim ln ;p(t) lim ln ljl(t) (> - 00) t t ' t-+<x> t-+<x> 
(iii) - 0 S(ljl) c ST (ljl,µ) (c S(ljl)) 
Assuming for the moment that we have such ;p, let us show how to complete 
the proof. For any L E6(STO(ljl,µ)) the restriction Lls(;p) has a unique 
extension LE 6(S(ljl)), by Theorem 1.3.4. Since s(;p) is dense in STO(ljl,µ) for 
ll•llljl,µ (hint: take vn := 1{0}U(l/n,n)v), and therefore also for ll•llljl' we 
have 
We now construct ;p E ~ with the above properties. Setting 
we have 
Put 
Cl : = 
lira ln(~(t)•µ([t,oo))) 
t-+o> 
t 
1 [ exp (at) ] 
lim n ~(t)µ([t,oo)) 
t 
0 • 
Since lira h(t) = O, there exists an increasing sequence (t ) 00 0 with 
t-+«> t -n n n= 
lira t = oo such that lh(t)I ~ 2 t whenever t > tn (n = 0,1, ••• ). 
n-+«> n 
We now define 
ii< t) I 
-n 2 t 
:= max(t, sup h(t)) 
O~t~t0 
The following properties of ii are evident: 
h ~ h 
if tn < t ~ tn+1 
if o ~ t ~ t 0 • 
h(t+s) ~ ii(t) + ii(s) 
lira h(t) = 0 
for all t, s f: 0 
t-+«> t 
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( 14) 
( 15) 
(16) 
Now we set ~ 0 (t) exp(ii(t)) and ~ := ~O~ and verify that ~ has the required 
properties. (i) is obvious and (ii) follows from (16). Furthermore, (16) 
implies that ~OE~' hence~ = ~0 ·~ E ~. Finally we use the assumption a f: 0 
to show that (iii) holds. For all measures v and t E [0,oo) we have 
lvl([t, 00)) 
µ([t,oo)) ~ f µ([x, 00 ))-1 lvl (dx) 
t 
00 
~ f ~(x)~0 (x)lvl(dx) 
t 
Hence v ES(~) implies v E STO(~,µ). 
~ f ~(x) • ~c:)~~[=~oo)) lvl (dx) ~ 
t 
J ~(x)lvl(dx) 
t 
The converse can be proved by contradiction as follows: Suppose 
lira ln ~(t)µ([t,oo)) = a < 0 
t 
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0 
and let v E ST (~,µ) be given. Then there exists some t 0 such that 
If WO ~ o, 
at ~(t)µ((t,oo)) ~ exp(~) for every t ~ t 0 • 
where 
lim ln ~(t) WO := t t--
. f ln ~(t) l.n -~-
t>O t 
consider then the integral 
00 t 
J J exp((w0 - t)x)dxlvl(dt) • 
to to 
By Fubini's theorem this integral equals 
J lvl([x, 00))exp((w0 - %)x)dx 
to 
and so, using the definition of w0 and v E STO(~,µ) we can find some M > 0 
such that 
00 
J lvl([x, 00))exp((w0 - t)x)dx ~ M J µ([x,oo))~(x)exp(- a:)dx ~ 
< 00 • 
Hence 
t 
J J exp((w0 - t>x)dxlvl(dt) 
to to 
is finite and since lvl([0, 00)) < oo (w0 ~ O!) this implies 
J exp{(w0 -*)x)lvl(dx) < 00 • 
0 
~ 0 ~ If w0 < 0, define v(dx) := exp(w0x)v(dx). Then obviously v EST (~,µ),where 
~ = 1 and ]:i'([t, 00)) := exp(w0t)µ([t, 00)) for all t ~ O. By our previous result 
r a J exp((w0 - 4)x) lvl(dx) J ax ~ exp(- -z;-) lvl(dx) < ro 
0 0 
and so, combining the two cases w0 ~ 0, w0 < 0, finally yields that 
J exp((w0 - ~)x) lvl(dx) 
0 
0 is finite for every v ES (w,µ). 
0 This implies that the mapping L: ST (w,µ) + C given by 
L(v) J exp((w0 - ~)x)v(dx) 
0 
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is well-defined and clearly a homomorphism. Hence by our assumption, there 
exists a unique homomorphism LE l(S(w)) such that 
L'<v) 
and so 
L'<v) 
f, exp((w0 - ~)x)v(dx) 
0 
J exp(w0 - ~)x)v(dx) < ro 
0 
(Use llv-vnllw + 0 (n+ro), where vn 
However, if 
0 for every v E ST (w,µ) 
for every v E S(w). 
v(dx) -1 a ((w(x)) 1[0, 1](x) + exp(-(w0 - 3)x)1[ 1, 00)(x))(dx) 
ro a 
we have v E S(w) and 0r exp((w0 - 4 )x)v(dx) This gives a contradiction 
and so 
t+ro 
lim ln w(t)µ([t, 00)) ~ 
t 
0 . 
For the proof of the next result we need the following simple lenuna: 
LEMMA 1.3.9. Letµ E SMT and w E ~.Put vn := 1[0,n]v (n 
every measure µ. Then 
1,2, .. . ) for 
IJ 
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impUes that 
2 (µ-µn) ([t,oo)) 
lim sup ---r:--...,....,.--
n-+<» t~O µ([t,oo)) 
2 lim II ( v-v ) 11,,, 
n-+<» n 'f•JJ 
0 
0 
for all v E ST(ijl,µ) 
PROOF. Let v E ST(ijl,µ) be given. Trivially, lim llv-v II,,, = O, so all that 
( 17) 
( 18) 
n-+<» n 'f 
must be proved is that lim P ((v-v ) 2) = O. If M = P (v), then for all t ~ 0 n-+<» JJ n µ 
and all n E lN we have 
and therefore 
Dividing by µ([t,oo)) and using (17), we get (18). 
REMARK 1.3.10. Observe that 
2 ( µ-µn) ( [ t, oo)) 
~~g JJ ( [ t '00) ) 
2 since supp(µ-µ) c [2n,oo), 
n 
2 (µ-µn) ([t,oo)) 
sup µ([t,oo)) t~2n 
We now prove an analogue of Theorem 1.3.8 for the subalgebra ST(ijl,µ). 
THEOREM 1 • 3. 11 • Let µ E SMT and ijl E 'I' and suppose that 
2 (µ-µn) ([t,oo)) 
lim sup µ([t,oo)) 0 • 
n-+<» t~O 
Then the following conditions are equivalent: 
1. lim ln ijl(t)~([t,oo)) ~ O. 
t-+<» 
2. Every LE ~(ST(ijl,µ)) is the restriction of a unique LE ~(S(ijl)). 
PROOF. Let LE ~(ST)ijl,µ)) be given and put LO := LlsTO(ijl,µ)' By (1) and 
Theorem 1.3.8, L0 has a unique extension LE ~(S(ijl)). It remains to show 
0 
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that LIST(~,µ)= L. By our assumption onµ and Lemma 1.3.9 we have 
lim ll(v-v ) 2 11,,, = O 
n-- n 'I'•µ 
for every v E ST(~,µ) . 
Therefore, given v EST(~,µ), we have 
2 2 L((v-v ) ) = (L(v-v )) + 0 
n n 
as n + oo , 
so lim L(v) = L(v). Since v E STO(~,µ) we also have L(v) 
n-- n n n 
L0 (v ) = L(v ) n n 
for all n E lN. It now follows from lim llv-v II,,, = 0 that 
n-- n 'I' 
L(v) = lim L(v ) = lim L(v ) = L(v) 
n n 
n-- n--
The converse can be proved in a similar way as in Theorem 1.3.8, so we 
omit it. 
We shall now derive a result similar to Theorems 1.3.8 and 1.3.11 for 
yet another subalgebra of S(~), and for a special choice of~ E ~. Some 
preparations are needed first. 
DEFINITION 1.3.12. For c ~ 0 let SMT(c) denote the set of Borel probability 
measures on [O,oo) satisfying 
(i) 
(ii) 
(iii) 
00 
P(-c) := I exp(cx)µ(dx) < oo , 
0 
1 . µ([t,oo)) im t-- µ([t+y,oo)) 
2i'.l(-c) , 
exp(cy) for all y ~ 0 • 
REMARK 1.3.13. 
a) For c = 0 the members of SMT(c) are called subexponential distributions 
(cf, [ATH], [EMB-2]). It can be proved that for each c ~ 0 and each S > 
the measureµ defined by µ([t,oo)) = (1+t)-S exp(-ct) belongs to SMT(c). 
b) An equivalent set of conditions characterizing SMT(c) is 
(ii) I l]_"m (µ*µ)([t,oo)) · t d · f" "t d µ([t,oo)) exis s an is ini e, an 
t4<» 
[] 
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(iii) lim µ([t,co)) = exp(cy) 
t-- µ([t+y,co)) 
(see [CHO], [TEU], [EMB-3]). 
for all y ;;; 0 
c) The convergence of (iii) is uniform on compacta in y (cf. [SEN]). 
For simplicity we write ~c(x) := exp(cx) (c ;;; 0) and we define, for 
all µ E SMT(c) and a E ~, 
~a(~c'µ) := {v E ST(~c'µ): lim v([t,co)) a} t-- µ([t,co)) 
ST(~ ,µ) := U Sa(~ ,µ) ~ c aEC ~ c 
PROPOSITION 1.3.14. ~(~c,µ) is a aZosed suhaZgebra of ST(~c,µ) for aZZ 
c;;; 0 andµ E SMT(c). 
PROOF. Fix c ~ 0 andµ E SMT(c). Observe thatµ E ST 1 (~ ,µ)by Definition ~ c 
1.3.12. Clearly also ST(~ ,µ) is a vector space. Hence, given v,,v2 EST(~ ,µ), ,...,, c 0 f """' c 
there are const~nts a1,a2 EC and measures p 1,p2 E ~ (~c,µ) such that 
Thus 
To prove that ST(~ ,µ) is an algebra we must show that ~ c 
exists and is finite. First of all we have by Definition 1.3.12 that 
a 1a2(µ*µ)([t,co)) 
lim --~-~-­µ( [ t,co)) 
t--
Next we will show that 
( µ *P 1) ( [ t, 00 ) ) 
lim------t-- µ([t,co)) (:= J exp(cx)p 1(dx)) 
0 
(20) 
(21) 
0 
Let £ > 0 be arbitrary. Since p 1 EST (~ ,µ), there exists a constant ~ c 
M = M(£) such that 
lp1([y,oo))I 
µ([y,oo)) :;; £ 
This implies that 
t-y 
for all y ~ M(£) • 
I J p1([t-x, 00))µ(dx) I < £(µ*µ)([t,oo)) 
0 
whenever t ~ y ~ M(£), and thus Definition 1.3.12 implies that 
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(22) 
for ally~ M(£). Since p1 E S(~c) there exists a constant y(£) ~ M(£) such 
that 
0:;; exp(cy(£))lp 1 l([y(£), 00)) < I exp(cx)lp 1 l(dx) S £ • (23) 
We may assume that lim y(£) = ""· 
£-+() 
y(£) 
Now for t ~ y(£) we have, by the Fubini theorem, that 
t I p1([t-x,oo))µ(dx) 
t-y(£) 
Using Definition 1.3.12 we get 
0 
y(£) 
r J µ([t-x,oo))p 1(dx) + 
t-y{~) p1([t-x,oo))µ(dx) 
lim --~~_.._,-.-----,.....,-----
t-K<> µ ( [ t ,oo)) 
y(£) 
= I exp(cx)p 1(dx) + exp(cy(£))p 1([y(£),oo)) - p 1([0,oo)) • (24) 
0 
Combining (22), (23) and (24) and letting£_,. 0 yields 
0Jt p1([t-x,oo))µ(dx) 
lim ---~-~---µ( [ t,oo)) 
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and this in turn implies 
(µ*p 1}([t,co)) 
lim µ{[t,co}} = p1(-c) • 
t-+co 
(25) 
Replacing p1 by p2 in this argument gives 
(26) 
and, by similar reasoning, 
(27) 
By (19), we conclude from (20), (25), (26) and (27) that 
Thus ~(we,µ) i~ an algebra, and obviously closed in ST(wc,µ). 
We need two more preparatory lemmas. 
LEMMA 1.3.15. Ifµ E SMI(c) for some c ii: O, then 
2 (µ-µn) ([t,co)) 
lim sup µ([t,co}) = 0 • 
n-+co tii:O 
PROOF. Let e: > 0 be arbitrary. Since µ E SMI(c) there exists an n0 = n0 (e:) 
such that 
co I exp(cx)µ(dx) < e: • 
no 
An elementary computation shows that for all t ii: 2n0 we have 
2 (µ-µn ) ([t,co)) 
0 
no 
(µ*µ)([t,co)) - 2 I µ([t-x,co))µ(dx) 
0 
(28) 
a 
51 
This implies, using (28) and Definition 1.3.12, that 
2 (µ-µno) ( [ t, oo)) 
µ([t,oo)) < 2£ 
2 2 Since (µ-µm) ~ (µ-µn) whenever m ~ n, it follows that for n ~ max(n0 ,!t0 ) 
we have (cf. Remark 1.3.10) 
2 2 
sup 
t~O 
( µ-µn) ( [ t, oo)) 
µ([t,co)) 
(µ-µn) ([t,co)) 
sup µ ( [ t, co) ) ~ 2 £ • 
t~2n 
REMARK 1.3.16. For any µ E SMT let 
2 (µ-µn) ([t,co)) 
a := sup 
n t~O µ([t,co)) (n 0,1, ••• ) • 
[J 
It is easy to see that an+l ~ an for all n E JN. Since a0 < co by the defini-
tion of SMT, lim a exists. We do not know if necessarily lim a = O, i.e. 
n-+«> n n-+«> n 
whether the conclusion of Lemma 1.3.15 holds for allµ E SMT. 
LEMM.~ 1.3.17. If c ~ 0 andµ E SMT(c), then 
lim ln µ([t,co)) 
t 
n-+«> 
- c • 
Hence the conclusion of Theorem 1.3.8 holds with~= ~c andµ E SMT(c). 
PROOF. Setting h(t) := - ln µ([t,co)), it follows from 
that 
lim µ([t,co)) 
µ([t+x,co)) t-+«> 
exp ex 
lim {h(t+x) - h(t)} 
t-+«> 
ex for all x ~ 0 • 
Hence, in particular, his bounded on each finite interval so Lemma 1.12 of 
[SEN] implies that 
l' h(t) im-t-
t-+«> 
c ' i.e. 
lim ln µ([t,oo)) 
t 
- c • 
We are now prepared for the proof of the announced analogue of Theo-
rems 1.3.8 and 1.3.11 for the subalgebra ST(~ ,µ) of S(~) (µ E SMT(c)). ~ c c 
[J 
52 
THEOREM 1.3.18. Letµ E SMI(c) for some c ~ O. Then every LE ~(~(We•µ)) 
is the restr1'.ction of a unique LE ~(S(wc)). 
PROOF. Let L E ~(~(we,µ)) be given. Observe that 
0 0 ST <w ,µ) c ST <w ,µ) c ST(w ,µ) c S(w ) 
c f"J c f"J c c 
By Theorem 1.3.8 and Lemma 1.3.17 the restriction L0 := LlsTO(wc,µ) has a 
unique extension LE ~(S(wc)). It remains to be shown that LlsT(wc,µ) = L. 
However, by Lemmas 1.3.15 and 1.3.9 we know that ~ 
for every v E ST(w ,µ) • ~ c 
0 Since vn E ST (we,µ) for all n E l'I, we conclude that 
L(v) = lim L(v ) lim L(v ) = L(v) n 
n-+<o 
for all v E ~(we,µ) . o 
n-+<o 
n 
REMARK 1.3.19. Let V be a commutative Banach algebra with unit e. It is 
well-known (cf.,Lemma 1.1.23) that the spectrum oV(x) :={A EC: Ae - x not 
invertible} of an element x E V equals the set {L(x): LE ~(V)}. If W is a 
subalgebra of V that contains e and is a Banach algebra (possibly for a 
norm other than that of V) then in general we have oV(x) ~ oW(x) for x E W 
(oV, respectively ow denotes the spectrum of x taken with respect to V, 
respectively W.) If, however, every LE ~(W) is the restriction of an 
LE ~(V), unique or not, then clearly oV(x) = oW(x) for every x E W. In 
particular, if x-1 exists in V, then x-1 E W. (Observe that inverses are 
unique.) Hence Theorems 1.3.8, 1.3.11 and 1.3.18 have the following corol-
laries (we do not repeat the assumptions here): 
(A) 0 v EST (w,µ) and v invertible in S(w) -1 0
 ~v EST (w,µ) (Theorem 1.3.8) 
(B) vEST(w,µ) and v invertible in S(w) -1
 ~ v E ST(w,µ) (Theorem 1.3.11) 
(C) vEST(w,µ) 
~ c 
and \I invertible in s<w ) -1 (Theorem 1 .3.18) ~v EST(w ,µ) c ~ c 
These corollaries are special cases of more general results as we 
shall now show. Let us first recall some well-known facts (cf. Theorem 
1.1.28). Suppose that Vis a commutative Banach algebra with unite, that 
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x E V and that A is an analytic function on an open set D containing the 
(compact) spectrum oV(x). If r is a contour which surrounds oV(x) in D (cf. 
[RUD-2] for this terminology), then the formula 
7\(x) := 2~i I A(A)(Ae-x)- 1 dA 
r 
defines an element r of V which is independent of the choice of r. More-
over, for every L E 6(V) we have 
L(A(x)) = A(L(x)) • 
(29) 
(30) 
In particular, by Remark 1.3.19, oV(A(x)) = A(oV(x)). 
-1 
If x E Vis invertible, i.e. 0 ~ oV(x), then the function A(A) :=A 
is analytic on a neighbourhood of oV(x) and it can easily be shown (Remark 
1.1.31) that for this choice of A we have A(x) = x- 1• Thus (A) and (B) 
above are special cases of the next result. 
THEOREM 1.3.20. Suppose that w E o/, v E S(w) and that A is analytic on an 
open set containing o(v) os(w)(v). 
(i) If µ E SMT and lim ln(w(t)µ([t, 00 ))) ~ t 0 ' 
t--
then v E sT0 (w,µ) implies A(v) E sT0 (w,µ) 
(ii) If, in addition, 
2 (µ-µn) ([t,oo)) 
lim sup--~-""'""'"--
n-- t~O µ([t,oo)) 0' 
then v EST(~,µ) implies A(v) EST(~,µ). 
PROOF. Since by Theorems 1.3.8 and 1.3.11 and Remark 1.3.19 we .have 
(in case (i)) 
and 
(in case (ii)), 
the formula (29) defines an element of STO(w,µ), respectively ST(w,µ). o 
We now generalize and at the same time sharpen (C). 
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THEOREM 1.3.21. Letµ E SMT(c) for some c ~ 0 and let v E ~<we,µ). If A is 
analytic on an open set containing aS(w )(v), then A(v) E ~<we,µ). More 
b ~ c d 00 precisely, if v E ST (w ,µ) then A(v) EST (w ,µ) ~ith d=bA 1 ( 0J exp(cx)v(dx)) 
- c - c (A' denotes the derivatives of A.) 
PROOF. The first statement follows exactly as in the previous proof, this 
time by Theorem 1.3.18. What remains to be proved is that 
lim Q\(v))([t,oo)) 
t-+oo µ([t,oo)) bA'( J exp(cx)v(dx)) 
0 
(31) 
(Observe that A1 ( 0J00 exp(cx)v(dx)) makes sense: v ~ 0100 exp(cx)v(dx) is an 
element of ~(S(wc)), so 0100 exp(cx)v(dx) E crs<wc)(v).) For simplicity we 
write 
p := 2~i J A(A)(Ae-v)- 1 dA 
r 
<= 'A<v>> 
p1 := 2~i J A'(A)(Ae-v)- 1 dA (= A'(v)) • 
r 
Note that also p1 E ~(we,µ). Taking the Laplace transforms of p and p1 
(which exist for Re A ~ c and are analytic for Re A < c) we find, using 
(30), that 
00 
J exp(Ax)p(dx) 
0 
00 
J exp(Ax)p 1(dx) 
0 
=A( J exp(Ax)v(dx)) 
0 
A'( J exp(Ax)v(dx)) 
0 
With these notations (31) becomes 
~_!:: ~~~~:=~~ = bA'( J exp(cx)v(dx)) 
0 
Before proving (36) we observe that (34) implies that for all A with 
Re A < c, 
(32) 
(33) 
(34) 
(35) 
(36) 
I exp(Ax)xp(dx) = ddA ( J exp(Ax)p(dx)) 
0 0 
I exp(h)xv(dx) •A'( I exp(h)v(dx)) 
0 0 
= I exp(h)xv(dx) • I exp(h)p 1 (dx) 
0 0 
= J exp(Ax)(v*p 1)(dx) 
0 
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with v(dx) := xv(dx). Since a measure is uniquely determined by its Laplace 
transform (see Chapter 3) it follows that 
xp(dx) = (v*p1) (dx) • (37) 
Now we prove (36). Fix a> O. For all t ~ 2a we have, by (37), 
p([t,co)) 
t 
a a 
I I x~y p1(dx)v(dy) + I 
0 t-y 0 
t-a 
+ I 
a 
I x~y p1(dx)v(dy) + 
t-y 
I x~y v(dy)p 1(dx) + 
t-x 
co co 
J I~ p1(dx)v(dy) 
t-a a 
We shall separately estimate the last four integrals. Let us call them 
1 1, 1 2, 13 , 14 , respectively. We have 
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and therefore, using that p1 EST(~ ,µ) andµ E SMT(c), ~ c 
b Since v E ~ (~c'µ) andµ E SMT(c), it follows that 
l 
1 . 2 im t-+o> µ ( [ t • <XJ) ) 
a 
b J exp(cx)p 1(dx) 
0 
For 13 we have 
t-a 
1131 ~ J lp 1 l([t-y, 00))1vl(dy) 
a 
Since lp 1 I, lvl E ST(~c'µ), Lemma 1.3.15 implies that for a given £ > 0 
there exists n0 = n0(£) E lN such that 
(lp 11-IP 11 ) * (lvl-lvl )([t,oo)) no no 
sup ------µ~( [~t-,-oo~)~)------ < £ • t~O, 
Now it follows from (40) that for a ~ n (and t ~ 2a) we have 
Hence 
l 
lim lim 3 
a-+o> t-+o> µ{[t,oo)) 0 . 
Finally, since µ E SMT(c) and v E ~(we,µ) we get 
so 
- 1141 
lim lim ([t oo)) 
a-+o> t-+o> µ ' 
0 
since p1 E S(~c). Combining (38), (39), (40) and (42) we see by first 
choosing a large and then letting t -+ oo, that (36) holds. 
(38) 
(39) 
(40) 
(41) 
(42) 
a 
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The previous results will be used to give very short proofs of first 
order renewal theorems. In order to prove second order renewal theorems we 
need analogous results for a different class of Banach algebras which we 
shall now discuss. 
DEFINITION 1.3.22. SM denotes the set of all Lebesgue measurable functions 
m: [O,oo) + (O,oo) satisfying 
(i) m and~ are locally bounded on [O,oo); 
(ii) sup 
tii;O 
t 
of m(t-y)m(y)dy 
m(t) < 00 
(iii) lim sup ~ 
t+oo lxl~a m(t+x) < 00 for some (hence for ever
y) a > O. 
REMARK 1.3.23. 
(a) If m is non-increasing then for every a > 0 and t ii; a we have 
t 
m(t-a) J m(x)dx ~ 
a a 
t 
J m(t-x)m(x)dx ~ 
t I m(t-x)m(x)dx 
0 
From this it easily follows that (ii) implies (iii). In this case 
also (i) holds. 
(b) It follows from (i) and (iii) that 
m(t) 
sup sup m(t+x) < oo 
tii;O lxl~a 
for every a > 0 
Let m E SM and iji E ~ be arbitrary. Furthermore, let us fix h > 0 once 
and for all and let us write A:= [O,h]. For any measure v on [O,oo) we 
define 
P (v) 
m 
lvl(A+t) 
:= sup m(t) 
tii;O 
We are interested in the following spaces of measures: 
S(iji,m) := {v E S(iji): P (v) < oo} 
m 
0 S (iji,m) := {v E S(iji): lim lvl(A+t) m(t) O} . t+oo 
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Using Remark 1.3.23(b) one easily checks that these sets do not depend on 
the choice of h. 
Our first goal is to prove that a norm can be defined on S(~,m) so 
that it becomes a Banach algebra. 
LEMMA 1.3.24. There exists a constant M > 0 such that 
PROOF. Let v1,v2 E S(~,m) be given. For every t ~ 0 we have 
Set K 
t 
t t+h 
= J lv 1 I (A+t-x) lv2 I (dx) + 
0 
J lv 11([0,t+h-x])lv21(dx) ~ 
t 
t 
Pm(v 1)( J m(t-x) lv21(dx) + m(O)lv2 1(A+t)) 
0 
:= sup sup ~ t~O lxl~h m(t+x) Then 
(k+1)h t 
(43) 
(44) 
J m(t-x)lv21(dx) 
0 
[t/h)-1 
I 
k=O 
J m(t-x)lv2 1(dx) + 
kh 
J m(t-x)lv21(dx) ~ 
h[t/h] 
[t/h)-1 
~ K L m(t-kh)lv2 1(A+kh) + KmCO)lv21([h[t/h],t]) < k=O 
Also 
( [t/h)-1 < KP (v2 ) L m(t-kh)m(kh) + Km(O)m(t)) • 
m k=O 
[t/h)-1 
l 
k=O 
K2 m(t-kh)m(kh)~ ii"" 
t 
J m(t-x)m(x)dx 
0 
Combining (44), (45) and (46) we find 
t 
J m(t-x)m(x)dx + 
0 
(45) 
(46) 
Dividing by m(t) and using Definition 1.3.22(ii), we get (43). 
We now define 
llvll,,, := llvll,,, + MP (v) 
't',m 1.r m 
( v E S (1/J ,m)) 
where M is a constant satisfying (43). Clearly If• II,,, is a norm on the 
'l'•m 
vector space S(i[J,m). Moreover, we have 
PROPOSITION 1.3.25. S(i[J,m) with the above norm is a commutative Banach 
algebra with unit for every 1/J E ~and m E SM and s0 (1[J,m) is a closed sub-
algebra, also with unit. 
PROOF. The inequality 
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is a consequence of Lemma 1.3.24. The completeness of S(i[J,m) and the fact 
that s0 (1/J,m) is closed are shown almost as in Proposition 1.3.6. Observe 
that we do not have llell,,, = 1. However, it is well known that an equivalent 
'l'•m 
norm II• II exists such that S(i[J,m) is a Banach algebra with llell = 1 (cf. 
D 
[HIL]). D 
REMARK 1.3.26. Since 
~<oo sup sup ( ) 
tf;O lxl:;;! m t+x 
it is easily verified that there exists a constant K1 > 0 such that 
m(x)m(y) :;; K1m(x+y) whenever min(x,y) :;; !. Now suppose x,y > !. Then for 
the same reason we have, for some constant K2 that m(x)m(y) :;; K2m(z)m(x+y-z) 
whenever z E [x-!,x+!]. Hence 
m(x)m(y) 
x+! f m(x)m(y)dz :;; K2 
x-! 
x+! 
f m(x+y-z)m(z)dz :;; 
x-! 
x+y 
:;; K2 f m(x+y-z)m(z)dz 
0 
From Definition 1.3.22(ii) we now conclude that there is a constant K3 > 0 
such that m(x)m(y) :;; K3m(x+y) whenever x,y > !. Combining both cases, we 
find a constant K such that m(x)m(y) :;; Km(x+y) for all x and y. Thus K/m is 
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a submultiplicative function, so - ln m + ln K is subadditive. The theory of 
subadditive functions now shows that lim ln m(t) exists and 
t-+a> t 
-co < lim ln m(t) ~ co, 
t-+a> t 
The next result should be compared with Theorem 1.3.8. The proof is 
virtually identical, 
THEOREM 1.3.27. Let 1jl E 'I' and m E SM. Then the foUowing aonditions a!'e 
equivalent: 
1. lim ln ijl(t)m(t) ~ 0 t (limit exists by p!'eaeding !'ema!'k!) t-+a> 
2. Eve:ry LE ~(SO(ijl,m)) is the !'est!'iation of a unique LE ~(S(ijl)). 
We now aim for an analogue of Theorem 1.3.11. The next lemma should be 
compared to Lemma 1 • 3. 9. · 
LEMMA 1.3.28. Let 1jl E 'I' and m E SM. If 
then 
lim sup 
n-+a> t;;;:2n 
ft-n m(t-x)m(x)dx 
n 
m(t) 0 ' 
lim II (v-v ) 2 11,,, 0 
n-+a> n 'I' ,m 
for every v E S(ip,m), 
PROOF. Since obviously O, we only have to show that 
l<v-v >2 1CA+t) 
n lim sup ---m-(.,..t~)---
n-+a> t~O 
0 • 
2 Since supp lv-v I c [2n,co) we have, also using Remark 1,3.23(b), that 
n 
l(v-v >2 1(A+t) lv-v 12(A+t) 
sup ___ n~--- :> sup __ n~--- :> C sup 
m(t) m(t) t~O t~O t~2n 
2 lv-v I (A+t) 
n 
m(t) 
for some constant C > O. Now fix n E Ji! and let t ~ 2n be arbitrary. Then 
2 lv-v I (A+t) 
n 
:> 1-nlvl([t-x,t+h-x])lvl(dx) + lvl([t-n,t-n+h])lvl([n,n+h]) • 
n 
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Arguing as in the proof of Lemma 1.3.24 we see that there exists a constant 
M such that 
2 lv-v I (A+t) 
n 
m(t) 
m(t-x)m(x)dx m(t-n)m(n)] 
m(t) + m(t) • 
n 
By assumption the first term on the right hand side is small for large n. 
Also we have, for suitable constants K1,K2 > 0 that 
n+1 n+1 
m(t-n)m(n) J m(t-n)m(n)dx ;;; Kl 
r 
J m(t-x)m(x)dx ;;; 
n n 
n+1 t+ 1--n 
;;; K2 I m(t+1-x)m(x)dx ;;; K2 I m(t+ 1-x)m(x)dx 
n n 
m(t-n)m(n) 
so m(t) is also small for large n, again by the assumption. This 
completes the proof. 
THEOREM 1.3.29. Let~ E ~. m E SM and suppose 
Jt-n m(t-x)m(x)dx 
lim sup _n ___ ~~----
n~ t~2n m(t) 0 . 
Then the following conditions are equivalent: 
1. lim ln ~(t)m(t) ~ 0 ; 
t t~ 
2. Every LE 6(S(~,m)) is the restriction of a unique LE 6(S(~)). 
PROOF. Replace STO(~,µ) and ST(~,µ) by s0 (~,m) respectively S(~,m) in the 
D 
proof of Theorem 1.3.11 and use Lemma 1.3.28 instead of Lemma 1.3.9. This 
proves the first part. The second part (2 + 1) can be proved almost identical 
as the corresponding part in Theorem 1. 3. 8. 
Finally, we derive an analogue of Theorem 1.3.18. 
DEFINITION 1.3.30. For each c E 1R let SM(c) be the set of all Lebesgue 
measurable functions m: [O,oo) + (O,oo) satisfying 
D 
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{i) 
(ii) 
m and J_ are locally bounded on [O,oo); 
m 
lim m(t) = exp(cy) 
t_, m(t+y) 
00 
for ally E [O,oo); 
(iii) iii(-c) := J exp(ct)m(t)dt < oo 
0 
(iv) lim (m*tn) ( t) 
m(t) t_, 
2iii(-c) < oo • 
REMARK 1.3.31. 
{a) 
(b) 
(c) 
and 
Definition 1.3.30(ii) implies that lim (ln m(t) - ln m(t+y)) = cy, or t_, 
lim (h(t) - h(t+y)) = 0 for all y, where h(t) := ln m(t) - et. 
i-;';1ying now Lemma 1.1 of [SEN] yields that lim ~holds uni-t_, m\t+yJ 
formly on compacta (in y). Hence SM(c) c SM for every c E JR. 
Replacing µ([t, 00)) by m(t) in the argument given in the proof of 
Lemma 1.3.17 yields lim ln ~(t) = -c whenever m E SM(c) (c arbitrary). t_, 
It is possible to show that m{t) := exp(-ct)h(t) belongs to SM(c) for 
every measurable function h satisfying 
(i) . h(t) Vy~O lim h(t+ ) = 1 ; t_, y 
(ii) ll.·m h(tx) f 0 1 sup ll(tf < 00 or some < a < ; 
t_, a;:;lx;:>1 
(l.l.0 1.0 ) h d 1 an h locally bounded on [0,oo) ; 
(iv) h E L1[o,oo). 
In particular the functions exp(-ct)(1+t)-a[log(e+t)]Y belong to SM(c) 
for all a > 1 and y E JR. 
We now define for every c E JR and a Et; 
Sa(~ ,m) := {v E S(~c'm): lim v(A+t) - a} ~ c t_,~-
(Recall that~ (x) = exp(cx).) 
c 
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PROPOSITION 1.3.32. ~(~c,m) is a commutative Banach algebra with unit for 
every c E: 1R and m E: SM(c). 
PROOF. The only fact that needs verification is that S(~ ,m) is closed ~ c 
with respect to*· We show, more precisely, that for any v 1,v2 E: S(~c'm) we 
have 
v. (A+t) 
lim l.m(t) 
t-)ooo 
a. (i l. 
Before proving (47), let us note that for any E: > 0 there exists a 
b0 = b0 (E:) such that 
t/2 
_ bf m(t-y)m(y)dy 
lim m(t) < E: whenever b ~ b0 • 
t-)ooo 
Indeed, choose b0 so that 
I exp(cy)m(y)dy < E: 
bo 
and write, for every t > 2b0, 
t/2 
of m(t-y)m(y)dy 
m(t) 
t/2 b0 bf m(t-y)m(y)dy I m~(~~) • m(y)dy + _o ___ m~(-t)~---
0 
We have 
t/2 
Of m(t-y)m(y)dy ( )() lim = ! lim m*m t = m(-c) 
t-)ooo m(t) t-)ooo m(t) ' 
(47) 
(48) 
(49) 
(50) 
(51) 
by Definition 1.3.30(iv). Also, by Definition 1.3.30(ii) and Remark 1.3.31 (a) 
bo 
lim J m~<~r • m(y)dy 
t-)ooo 0 
bo 
= J exp(cy)m(y)dy • 
0 
Evidently (49), (50), (51) and (52) imply that b0 satisfies (48). 
We now prove (47). Let us take h = 1, for simplicity. We have 
(52) 
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t/2 
J v 1(A+t-y)v2 (dy) + 
0 
t/2 
J v2(A+t-y)v 1(dy) + 
0 
t/2+1 t+1-x 
+ J J v2 (dy)v 1(dx) 
t/2 t/2 
For t > 2b0 we rewrite the first term on the right as 
t/2 
J v 1(a+t-y)v2 (dy) 
0 
h0 t/2 
J v 1(A+t-y)v2 (dy) + J v1(A+t-y)v2(dy) 
o h0 
Using that v 1,v2 E S(~c'm) one easily checks that for some constant M we 
have 
lb~t/ 2 v1(A+t-y)v2(dy)I 
m(t) 
t/2 bf m(t-y)m(y)dy 
~ M-0 ______ _ 
m(t) 
so that, by (36), 
I t/2 I bf v1(A+t-y)v2(dy) lim -----m...,(_t.,...) ____ < Me: 
t~ 
whenever b ~ b0 • 
1 · l" m( t) ( ) · f 1 d · A so, since im ~t+ = exp cy uni orm y on compacta, an since a t~ ID\LTYJ 
v1 ES 1(~ ,m), we find that for all b > 0, ~ c 
lb v 1 (A+t-y)v2 (dy) b 
lim 0 J exp(cy)v2 (dy) m(t) a1 t~ 
0 
Taking e: small and b large we infer from (54) and (55) that 
Similarly, interchanging v1 and v2 , 
(53) 
(54) 
(55) 
(56) 
(57) 
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Finally, using P (v.) < oo (i 
m i 
1,2) and again Remark 1.3.31(a) we see that 
for some constant K we have 
t/2+1 t+1-x 
t/2 
I J v2(dy)v1(dx)I ~ 
t/2 
1 t t t t ~ m(t) lv11([2•2+1])1v21([2,2+1]) ~ 
1t/2 t/2_1 m(t-y)m(y)dy 
~ K m(t) ~ 0 as t-+ oo (by (48)). 
Combining (56), (57) and (58) with (53) yields the desired result. 
The next result should be compared with Theorem 1.3.18. 
(58) 
THEOREM 1.3.33. Let m E SM(c). Then every LE 6(~(~c,m)) is the restriction 
of a unique LE 6(S(~ )). 
c 
PROOF. Fromm E SM(c) it follows that 
lim sup 
n-roo t;;:;2n 
ft-n m(t-x)m(x)dx 
n 
m(t) 0 
D 
(compare (48) in the proof of Proposition 1.3.32). Hence by Lemma 1.3.28 we have 
lim II ( v-v ) 2 11,,, = 0 . 
n-?<x> n 't',m 
Observe also that li ln m(t) t~ t 
ln(~c(t)m(t)) 
lim------t 
-c, by Remark 1.3.31(b), so that 
0 . 
Now argue as in the proof of Theorem 1.3.18, replacingµ by m everywhere. o 
REMARK 1.3.34. It is also possible to prove an analogue of Theorem 1.3.21 
in this case. In particular, if m E SM(c) and v E Sb(~ ,m) has an inverse 
-1 -1 d ~ c -2 
v in S(~c) (hence in ~(~c'm)), then v E ~ (~c,m), where d = -b(m(-c)) 
(take A(z) = z- 1). 
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As noted in Remark 1.2.28 the results of Section 2 can also be derived 
from the more general results of this section. This can be seen as follows. 
Obviously, 
where 
V(1/J) s (1/J) µ 
:\n 
µ := l Ill 
n=O ' 
and :\ denotes the counting measure on the 
nonnegative integers 
(59) 
In order to verify the above observation it is now sufficient to prove the 
next result. 
LEMMA 1.3.35. If v ES (1/J) (c S(1/J)) withµ as in (*)and vis invertible 
-1 µ 
in S(1/J), then v ES (1/J). µ 
. -1 ( ) - 1 . b 1 1 . PROOF. Since v E S 1/J .we can decompose v into an a so ute y continuous, 
an atomic and a non-atomic singular part. hence 
and Usi'ng" * (("-1) + 
v v ac 
+ v * 
(v-1) ) is non-atomic, this implies 
s 
The unicity of the Laplace transform (remember ~A E ~(S(1/J)) and ~A(v) # O!) 
now yields (v- 1) + (v- 1) = e and so it is sufficient to prove that 
_ 1 ac s (v ) « µ. 
a 
If the Borel set Ac (0,1) we derive from v(A) = 0 and e v * that 
0 = (v * (v-1) )(A) = v({O})(v- 1) (A) 
a a 
Next observe that L: v ~ v({O}) is a homomorphism and so (v- 1) (A)= O. 
a 
Now by induction on the maximal distance of elements of A to zero we easily 
derive from e = v * (v- 1) the stated result. 
a 
D 
CHAPTER 2. RENEWAL SEQUENCES 
o. Introduction 
Let ~1 ,!2 , ••• be independent and identically distributed positive integer-
valued random variables with distribution F. 
Assume F satisfies in this chapter the following properties: 
(i) 
(ii) 
Set 
n 
F(n) := l f(k) 
k=O 
f(O) := 0 l f(k) 
k=O 
g.c.d. {n: f(n) > O} 
2o := 0 ' s 
-n 
n 
:= l x. 
i=1 -i 
1 • 
(n E JN) 
and consider the renewal sequence {u(n)}:=O defined by 
1 • 
If 1E(~ 1 ) is denoted by E the following result is well-known. 
THEOREM 2.0.1 (cf. [FEL-1]). 
lim u(n) 
n-+ro 
E 
0 
for E < oo , 
for E 00 • 
( 1) 
In the sequel we are interested in the first- and second-order remain-
der terms in the convergence to this limit. Since the methods of proof are 
entirely different for E = oo and E < oo we will distinguish these two cases. 
For E = oo Fourier analysis will be used, while for E < oo Banach algebra 
methods can be applied. 
An advantage in the latter case is, that, once the Banach algebra 
machinery is set up, the proofs are short and simple. 
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1. The behaviour of the renewal sequence in case the expectation is finite 
Let us define the sequence {f1(n)}:=O' where 
00 
f 1(n) := t l f(k) = t (1-F(n)) 
k=n+1 
n E lN • 
LEMMA 2.1.1. Suppose f 1 is invertible in V(ip 1). Then the renewal sequence 
{u(n)}:=o "has the folloUJing representation: 
-1 x 
u = f1 * 'E ' 
where x (n) : = 1 for every n E lN. 
PROOF. For every z EC: with fzf S 1 let us define (j)z E ll(V(.P 1)) by 
00 
(j) (x) := l x{n)zn 
z n=O 
It is easy to see that 
1 - (j) (f) 
= z 
E(1-z) for lzl :>1,zf-1 
and 
(j)1(f 1) = t l (1 - F(k)) 1 • 
k=O 
-1 ) Since f 1 exists in V(ip 1 we obtain 
Furthermore, using 
yields 
00 
u(n) = l fk*(n) 
k=O 
00 
(j) (u) = l (j) (fk*) 
z k=O z 
for every z EC with lzl < 1. 
E(1-z) 
1 - (j) (f) • 
z 
for every n E lN, 
(2) 
(3) 
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(Fix lzl < 1 and choose c > 0 so that JzJ+c < 1. Observe that the series 
I~=O fk* is norm convergent in V(w 1_c), 
\j)z as an element of Li(V(w 1_c)).) 
where w (n) := (1-c)n. Now regard 1-c 
Observe now that the sequence {i(n)}~=O .belongs to the Banach algebra 
V(w 1_c) for every c > 0 and that 
(z E C, I z I ;;; 1-c) • (4) 
Substituting (4) and (2) in (3) yields for every z EC satisfying izl ;;; 1-c 
(c fixed) that 
- -1 (Regard u, x and f 1 as elements of V(w 1_c).) This implies 
REMARK 2.1.2. If f 1 E V(w) for some w E '!'and f 1 is invertible in V(ijJ) we 
obtain the same representation as in Lemma 2.1.1. However, in this case 
f~ 1 E V(w) instead of f~ 1 E V(w 1). 
Our next result gives a necessary and sufficient condition for 
f 1 E V(w) to be invertible in V(w) if lim (w(n)) l/n = 1. (Note that this 
n-+<» y+1 
includes in particular the cases w(n) = (1+n)y or equivalently JE(!1 ) < 00 , 
where y ~ 0 and y E JR.) 
LEMMA 2.1.3. Let w E '!'be given and suppose lim (w(n)) l/n 
n-+<» 
following conditions are equivalent: 
(a) f 1 E V(w) and g.c.d. {n: f(n) > O} 
(b) f 1 is invertible in V(w). 
1. Then the 
Before proving this result we need the following proposition. 
PROPOSITION 2.1.4. Suppose Z is a nonnegative integer valued random vari-
able with p(n) := P{~ n}, n ~ O. Then the next conditions are equivalent: 
(a) g.c.d. {n: p(n) > O} = 1 
[J 
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(b) lE(eit~) = 1 if and only if t 2k'rr (k E 7l). 
PROOF. Seep. 94 of [KAW]. 
PROOF OF LEMMA 2.1.3. By Theorem 1.2.3 we have to verify that 
k ~ <f 1> := I f 1(k)z # o 
z k=O 
co 
for every z EC with lzl ~ 1. 
As in Lemma 2.1.1 it follows that 
for every z EC with lzl ~ 1, z # 1 and ~ 1 (f 1 ) = 1. 
Since {f(n)}:=O is a probability distribution, it is clear that l~z(f)I < 
for every z E C with I z I < 1. Hence ~z (f 1) # 0 for every z E C with I z I < 1. 
Also by Proposition 2.1.4 and the assumption g.c.d. {n: f(n) > O} = 1, we 
obtain ~z (f 1) # 0 for every z E C with I z I = 1, z # 1. Hence the first part 
of the lemma is proved. 
If f~ 1 exists in V(w) then 
for every z EC with lzl = 
g.c.d. {n: f(n) > O} = 1. 
in particular ~ (f 1) # 0 or equivalently ~ (f) # z z 
1, z # 1. This implies by Proposition 2.1.4 that 
Obviously f 1 = (f~l)- 1 exists in V(w). 
REMARK 2.1.5. 
1. By strengthening the conditions of Lemma 2.1.3 we can prove in a similar 
way the following stronger result: 
If f 1 E V(w) with lim (w(n))l/n > 1, g.c.d. {n: f(n) > O} = 1 and 
~ (f) # 1 for all ~Et: with fi < lzl ;::;lim (w(n))l/n, then f 1 is invertible z _ 1 n-+<x> 
in v(w), i.e. f 1 E v(w). 
2. By partial summation it follows immediately that f 1 E V(w) is equivalent 
with lE(w0 <!1)) <co, where w0 (n) := t:=o w(k). 
We now are prepared to prove first-order limit theorems. Although most 
of the first-order results are already known we will for the sake of com-
pleteness mention and prove them. 
a 
a 
THEOREM 2.1.6 (cf. [GRU]). If the expectation E is finite then 
l lu(k) - u(k-1)1 
k=1 
is finite. (Recall we always assume g.c.d. {n: f(n) > 0} = 1.) 
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PROOF. 
-1 
Clearly f 1 E V(w 1) and so by Lemma 2.1.3 we obtain f 1 E V(w 1). This 
implies, using Lemma 2.1.1, the desired result. 
REMARK 2.1.7. In case l~=l lu(k) - u(k-1)1 is finite it is easy to see 
that {u(n)}:=O is a Cauchy sequence. Hence u(n) converges to a finite limit 
as n + oo and by elementary computations (use the relation u = f * u + e) one 
can prove that this limit equals 1/E. 
THEOREM 2.1.8 (cf. [GRU]). Let y > O. Then the following conditions are 
equivalent. 
(a) 
(b) 
Both imply 
l kylu(k) - u(k-1)1 < oo. 
k=1 
I ky-1lu<k) - ~I < 00. 
k=1 
PROOF. SinceJE(!~+y) < oo we obtain f 1 E V(w) with w(n) := (1+n)Y, (Clearly 
w E '!'.) Then 
lim (w(n)) l/n = lim (1+n)y/n 
0 
and so by Lemma 2.1.3 we know that f 1 is invertible in V(w), i.e. f~ 1 E V(w). 
This implies (Lemma 2.1.1) ~u E V(w), where 
~u(n) := u(n) - u(n-1) (n ~ 1) and ~u(O) := 1 • 
Suppose ~u E V(w). Then similarly as in Lemma 2.1.3 we can prove that 
(~u)- 1 E V(w). This implies (Lemma 2.1.1) f 1 E v(w) or equivalently 
JE(X 1+y) < "'· 
-1 
Finally it follows by Fubini's theorem: 
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and this series is finite since f~ 1 E V(~). 
THEOREM 2.1.9 (cf. [GRU]). The following conditions are equivalent. 
(a) 
(b) 
x JE(p-1) < oo for some p > 1 
l pklu(k) - u(k-1)1 < 00 for some p > 1 
k=1 
(not necessarily the~ p). 
Both imply 
'i' 
k=O 
l!u(k) -..!.I < 00 E for some p > 1 • 
PROOF. x Let JE(p-1) < 00 for some p > 1. Then clearly there exists some n with 
1 < n ~ 
Define 
p such that f 1 E V(~n). 
B (p) : = { z E t: I z I ~ p} 
and consider the set 
W := {B(p): p ~ n, ~2 (f 1 ) I 0 for all z E B(p)} 
Suppose there does not exist a p > with B(p) E w. Then we can find a 
sequence {x(n)}:=O with 1 < lx(n) I ~ n, ~~ +lx(n) I = 1 and ~x(n)(f 1 ) = 0 
for every n E JN. 
Since the sequence {x(n)}:=O is uniformly bounded, there exists some sub-
sequence {nk}~=O such that ~.f! x(nk) exists, a~d using~~ +lx(n)I 1 we 
can find a 8 E (0,2~] satisfying lim x(nk) = eie 
k~ 00 k Finally by the absolute convergence of the series lk=O f 1(k)z on B(n) we 
obtain 
and this contradicts Lemma 2.1.3. 
[J 
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Hence there exists a p > 1 with B(p) E W and by the same reasoning as in 
the previous lemma (apply Theorem 1.2.4 and f 1 E V(~) c V(~ )), we obtain n P 
the desired result. 
The converse statement as well as the implication can be proved in a similar 
way as Theorem 2.1.8. 
THEOREM 2.1.10. The following conditions are equivalent. 
(a) 2 
(b) 
u(n) - ..!. 
l . E d im f ([n oo)) - F: an 
n.._ 1 ' 
PROOF. By assumption 
lim 
n..-
2* f 1 ([n,oo)) 
f 1([n,oo)) 
This implies (cf. [ATH]) 
2 • 
f 1 ([n+1, 00)) 
lim ([ )) 1, n..- f 1 n,oo 
f 1([n+1,oo)) 
lim-~-~~ 
n..- f 1([n,oo)) 
1 • 
and so f 1 E ST(1) (cf. Definition 1.2.25). On the other hand 
u(n) - E = ~ I f~1(k) 
k=n+1 
(cf. Lemmas 2.1.1 and 2.1.3) and hence by Theorem 1.2.27 and Remark 1.2.28 
u(n) - ..!. 
1 . E _ 1 im f ([n oo)) - E 
n..- 1 ' 
We now have to prove that 
2* f 1 ([n,oo)) 
lim ([ )) 2 • n.._ f 1 n,oo 
Obviously for every 0 < p ~ n-1 
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n-p-1 
I f 1(k)f 1([n-k,oo)) + 
k=O 
+ l f 1(k)f 1([n-k,oo)) + f 1([p+1,oo))f 1([n-p,oo)) • 
k=O 
By assumption 
and so 
f 1([n+1,oo)) 
lim f ([n oo)) 
n-- 1 ' 
I f 1(k)f 1([n-k,oo)) 
lim _k_=O--...,..,,.---,-,.---
f 1 ( [n,oo)) 
Also by assumption 
(cf. Lemmas 2.1.'1 and 2.1.3). 
for every p > 0 • 
(5) 
(6) 
Hence for every E > 0 we can find some p0 = p0 (E) such that the second part 
of (5) is bounded from below by 
and bounded from above by 
for every p ~ p0 • 
-1 Since (f 1 * f 1 )([n,oo)) = 0 for every n > 0 we obtain that (cf. also (5)) 
equals 
p 1 
- l f 1 (k)f~ ([n-k,oo)) 
k=O 
Using the above observations and the assumptions now yields 
and combining (7) with (6) we obtain 
2* f 1 ([n,co)) 
lim f ([n co)) 
n..- 1 ' 
2 • 
For the class ST(r), r > 1 (= S(r), cf. Remark 1.2.26), a similar 
result holds. 
THEOREM 2.1.11. The following conditions are equivalent. 
(a) f 1 E ST(r), r > 1 fof. Definition 1.2.13) and 
co 
- t k f 1(z) = L f 1(k)z ~ 0 for every z EC with 1 < lzl 
k=O 
;:;; r 
(b) 
- 2 E(u(n-1) - ~(n))(f 1(r)) 
lim -----~-----
n-- f1(n) 
r with r > 1 
f 1 (n) 
1 and lim f 1(n+l) n..-
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(7) 
(c) 
f 1([n,co)) 
and l" 
n..: f 1([n+1,co)) 
r with r > 1 • 
-1 a - -2 
PROOF. By Theorem 1.2.22, f 1 E J., (~r'f 1 ) with a= - (f 1(r)) , and so 
from Remark 2.1.2 result (b) follows. 
The proof of (b) + (c) is obvious, so we omit it. 
In order to prove (c) + (b) we note that 
f 1 (n) 
lim f ([n co)) 
f 1([n+1,co)) =E....::_! 
1 - lim f ([n oo)) r 
n..- 1 ' n..- 1 ' 
Hence 
. f1(n) . f1(n) 
lim f1(n+1) = lim f ([n co)) 
n.._ n..- 1 ' 
Also (cf. Lemma 2.1.1) 
-1 f 1 ([n,co)) 
lim f ([n co)) 
n.._ 1 ' 
f 1([n,oo)) 
f 1 ([n+1,co)) 
f 1([n+1,co)) 
f 1(n+1) r
 • (8) 
D 
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and this implies by the same method as in the proof of (8) that 
-1 
f1 (n) - -2 
lim --- = - (f 1 (r)) n-- f1(n) 
or equivalently 
- 2 E(u(n) - u(n-1))(f 1(r)) 
lim ( ) 1 • 
n-- f1 n 
Finally for the proof of (b) -+ (a) we note that 
-1 - 2 f 1 (n) 
lim 
f 1 (n)(f 1(r)) 
-1 and f 1 (n) lim f (n+1) n-- n-- 1 
imply (as in the proof of Theorem 2.1.10) 
Hence f 1 E S(r). 
= r 
Also, by assumption (b) there exists some n0 E lN such that 
I -1 - 2 f 1 ( n) I ( f 1 ( r)) 
;;; 2 for all n ~ f 1(n) no 
and so it is clear that 
CIO 
2 l rk f 1 (k) 
CIO 
rklf~ 1 <k> I k=n0 l ;;; 
- 2 < CIO • k=no (f 1(r)) 
Hence 
-1 E V(ijlr) f1 . 
By (9) L(f~ 1 ) < 00 for every homomorphism L: V(ijir) -+ C and since L(f~ 1 ) 
= (L(f 1))- 1 it follows L(f 1) f O. Applying Theorem 1.2.3 now yields 
(9) 
f 1(z) f 0 for every z EC with 1 < lzl ;;; r. o 
Without proof we mention the next first-order results, since they 
follow innnediately from Lemmas 2.1.1, 2.1.3, Remark 2.1.5 and the observa-
tions after Theorem 1.2.22. 
THEOREM 2.1.12. Letµ EST and suppose 
lim (µ([n,oo)) l/n = 1 • 
n-+<><> 
Then 
u(n) - -
. E 
hm ([n oo)) 
n-+<><> µ ' 
0 if 
f 1([n,oo)) 
lim ([noo)) 
Il-700 µ ' 
THEOREM 2.1.13. Letµ EST and suppose 
0 • 
lim (µ([n,oo)) l/n = S < 1 
n-+<><> 
and -1 P<s ) < 00 • 
Then 
u(n) - ...!. 
. E 
hm ([n oo)) 
n-+<><> µ ' 
0 if 
for every z E C with < I z I -1 ~ s . 
THEOREM 2.1.14. Let,µ EST, 
lim (µ(n))l/n = 1 and 
Then 
n-+<><> 
sup 
n;;;O 
THEOREM 2.1.15. 
lim 
n-+<><> 
and 
lu(n) - ~I 
µ([n,oo)) < 00 if 
Let µ E ST, 
1 /n (µ([n,oo))) = S < 
2* 
lim sup 
(µ-µn) ([p,oo)) 
n-+<><> pElN 
µ([p,oo)) 
Then 
lu(n) 11 
- "El 
sup µ([n,oo)) < 00 if 
n;;;O 
f 1([n,oo)) 
lim µ([n,oo)) 
n-+<><> 
lim sup 
n-+<><> pElN 
2* (µ-µn) ([p,oo)) 
1 
sup 
n;;;Q 
' 
0 
sup 
n;;;o 
f 1([n,oo)) 
µ([n,oo)) 
-1 µ(S ) < oo 
f 1 ([n,oo)) 
µ([n,oo)) 
µ([p,oo)) 
< 00 • 
< 00 
and f 1(z) ~ 0 for every z EC with 1 < lzl ~ S- 1• 
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Before discussing second-order limit results we like to give some examples 
of important subclasses of S, S(r) and 
SD := {µ E S: 
2* (µ-µn) (p) 
lim sup µ(p) 
n-+oo pElN 
Of course (cf. Lemma 1.2.17) 
U S(r) c SD 
r~1 
DEFINITION 2.1.16. 
1. A function , : lN + (0 ,oo) belongs to ID if 
D (a) 
'[ 
11'm L(n) := sup T([nx]) 
n-+<x> 1;;>x;;>a 
is finite for some a> 1. 
2. A function <: lN + (O,oo) belongs to lL if 
lim L(n(+)l) = 1 • 
n-+oo , ' n 
o} . 
3. A function<: lN + (O,oo) belongs to R.V.S. 00 if p 
lim L([nx]) 
n-+<x> L(n) for every x > 0 
(This is called a regularly varying sequence with index p E JR.) 
REMARK 2.1.17. 
1. A function <: lN + (O,oo) is cal~ed a function of bounded decrease if T 
is nonincreasing and D (a)< oo for some a> 1. T 
(Obviously in this case D (a) equals lim (~n)]) .) T n-+oo < na 
A function T: lN + (0,oo) is called a function of bounded increase if 1/T 
is a function of bounded decrease. 
2. In the Appendix we will give a short summary of all the relevant proper-
ties of the function classes mentioned in Definition 2.1.16. 
Before mentioning the next result we introduce for the sets A, B of 
positive sequences the notation 
AB := {µ: JN+ (O,co); µ(n) f(n)h(n) (y n~JN) for some f EA, h E B} • 
THEOREM 2.1.18. Let 
Then 
:= {iji: _!_ E '!'} and 'l'- 1 (r) 
1jJ := {iji E 'l'-l: lim ijit~:~) = r} . n+co 
(a) The set 'l'- 1 (IDn L 1(0, 00)) is a subset of SD. 
(b) For every r;;; 1 the set 'l'- 1(r)(mnn..n L 1(0, 00 )) is a subset of S(r). 
PROOF. In order to prove (a) we assumeµ E 'l'- 1(IDnL 1(0,co)). Then by 
definition there exists some 1jJ E 'l'-l and TE IDn L 1(0,co) such that 
µ(n) = iji(nh(n) for every n E JN. 
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Now for all n E JN and p ;;; 2n+2 we obtain by the multiplicative property of 
1jJ that 
p-(n+1) p-(n+1) 
2* I µ(k)µ(p-k) I T (k)T (p-k) (µ-µn) (p) k=n+1 ~ k=n+1 
)J (p) µ(p) T(p) 
;;; 
r p/21 
I T(k)T(p-k) 
~ 2 k=n+1 T(p) 
and so there exists for every E > 0 some n 0 n 0 (E) E JN such that 
This implies, since 
lim sup 
n+co pEJN 
2D,(2) I T(k) ;;; E 
k=n0 
0 . 
Hence 'l'-l (ID n L 1(0,co)) is a subset of SD. 
for every p ;;; 2n0 +2 . 
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In order to prove (b) let µ(n) = ljJ(n)T(n) with l/J E '!' (r) and 
1: E ID n 11 n L 1 (0,oo). Then by the theory of subadditive functions (cf. 
[HIL]) one easily verifies that 
r- 1 sup (ljJ(n))l/n 
n2. 1 
This implies rk:;; (l/J(k))-l for every k E 1'l and so 
I rk µ(k) :;; I 1:(k) < .,, • 
k=O k=O 
As in (2) there exists for every E > 0 a n0 = n0 (E) such that 
2* (u-µno) (p) 
Hence 
µ(p) 
no 
I 
2 k=O 
µ(p-k)µ(k) 
µ(p) 
for every p ~ 2n0+2. 
Since 
1 . ll(n-1) im~=r 
n-+«> µ n 
we obtain from (10) that 
for every p ~ 2n0+2 • 
2* 
< µ (p) < 
= --µ(ii) = 
no 
I 
2 k=O 
µ(p-k)µ(k) 
µ(p) 
no 2* 2* 
2 I k µ(k) :;; lim µ (p) :;; lim µ (p) :;; 2 r p-+«> )j(p) p-+«> JiTPJ k=O 
+ E 
no 
I 
k=O 
Letting E + 0 <~ no t «>) yields using r k k=O r µ(k) < o:> that 
2* 
lim ~ = 2µ(r) • 
p-+«> µ p 
rk µ(k) + E 
( 10) 
. 
We will now discuss second-order limit results for renewal sequences 
having distributions {f(n)}~=O for which the tail 1 -F(n) decreases sub-
exponentially fast. By Theorem 2.1.10 it is then natural to analyze the 
behaviour of 
D 
R(n) := u(n) - E - ---z l 1 - F(k) 
E k=n+1 
if n tends to infinity. 
As in the previous case we first give a representation for the 
sequence {R(n)}:=o· 
THEOREM 2.1.19. Let 
R(n) :=u(n) 1 1 l (1-F(k) 
- E - E2 k=n+1 
for every n E :JN • 
Then the following representation holds: 
R 
(Recall x(n) := 1 for every n E :JN.) 
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PROOF. It is well known that the renewal sequence {u(n)}:=o satisfies the 
so-called renewal equation u = f * u +e. 
, x 
Also by definition f 1 = (e-f) * E . This implies 
and so 
x (e-f) * E * u 
x x x (e-f) * u * E = e * E = E 
Applying this equality twice yields 
- -
2* 
R ·= u - ~ - (e-f ) * ~ = (e-f ) * (u-~) = (e-f 1) * u 
. E 1 E 1 E 
Moreover, since we always assume in this section that g.c.d. {n: f(n) > O} = 1, 
the representation for {u(n)}:=o can be applied (Lemmas 2.1.1 and 2.1.3). 
Hence 
R (e-f ) 2* * ~ * f-l 1 E 1 
By imposing moment conditions we obtain the following rate of con-
vergence results for R(n). Since the proofs are slightly different, we dis-
tinguish the cases lE x2 < 00 and lE x2 
-1 ....:1 
0 
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THEOREM 2.1.20. Suppose 
lE (X2+Y) h > 0 
_ 1 < 00 , w ere y ~ • 
Then 
00 l ky+llu(k) - I - __!__ l (1-F(p))i < oo. 
k=1 E E2 p=k 
PROOF. By 
f 1 € V(lji), 
2.1.3) it 
h . h k th t R ( f ) 2* * ~ * f-l s· t e previous t eorem we now a = e- 1 E 1 • ince 
where iji(n) = (1+n)y+l, and f 1 is invertible in V(lji) (Lemma 
is sufficient to prove that 
If 
00 
g(n) := (n+1)f 1(n+1), f 2(n) := l f 1(k) 
k=n+1 
and 1 2* d(n) := E (f2 - 2f 2 * g) (n) 
for every n € lN, then it is easy to verify that the derivative of the 
generating function of (e-f 1) 2* * (i/E) equals the generating function of d. 
Hence 
d(n) for every n € lN • 
SincelE(!~+y) is finite it is also easy to verify that 
()0 00 l (1+n)Y f 2(n) 
n=O 
and l (1+n)y g(n) 
n=O 
are finite. This implies (Theorem 1.2.1) 
()0 
l (1+n)Yld(n)I < oo 
n=O 
and so by ( 11) 
THEOREM 2.1.21. Let 
n n 
f~(n) := l f 2(p) := l l f 1(k) for every n € lN 
p=O p=O k=p+1 
2+y 
and suppose lE <!1 ) < 00 , where -1 :;; y < 0. Then 
( 11) 
D 
"" 
I ky+l(f~(k))- 1 ju(k) - ]_ - ....!_ I (1-F(p))j < 00 • 
k=1 E E2 p=k 
PROOF. As in Theorem 2.1.20 we know that f~ 1 E V(o/), where o/(n) 
and 
2* x d (n) = (n+1) ((e-f 1) * E) (n+1) for every n E lN , 
where 
1 2* d := E (f 2 - 2f2 * g) and g(n) := (n+1)f 1(n+1) • 
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(1+n)y+l, 
Hence by Theorem 2.1.19 and the observations in Theorem 2.1.20 we only have 
to verify that the series 
and I ky(f~(k))- 1 (f 2 *g)(k) 
k=1 
are finite. 
Since lE(~;+y) < "" it is easy to see that the series 
"" 
and I ky+l f 1(k) 
k=O 
are finite. Also by the monotonicity of f 2(n) we obtain 
and so the finiteness of the first series is established. 
On the other hand 
n 
(f2 * g) (n) ;:;:; f2([~]) I (k+1)f 1 (k+1) + nf 1 ([~])f~(n) 
k=O 
n k 
f2([~]) I I f 1 (k+1) + nf 1 ([~]) f~ (n) ;:;:; 
k=O m=O 
;:;:; f 2 ([~])f~(n) n o + nf 1([-z])f2 (n) 
and this implies by the finiteness of the series I:= 1 ky f 2(k) and 
\"" ky+1 f 1(k) that Lk=1 
I ky(f~(k))- 1 <f 2 *g)(k) 
k=1 
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is finite. It is now cl.ear that 
is finite and hence by the submultiplicative property of (1+n)y+ 1 and the 
monotonicity of f~(n) we obtain by Theorem 2.1.19 that 
l (1+k) l+y(f~(k))- 1 lu(k) - _!_ - __!_ L (1-F(p))j 
k=1 E E2 p=k 
is finite. 
Before discussing the next theorems we mention the use of the conven-
tion that a constant is denoted by the symbol C. This means in particular 
that two (not necessarily equal) constants are denoted by the same symbol. 
THEOREM 2. 1. 22. Suppose 
(a) 
(b) 
Then 
f 1(n) 
µ: 1N + (0, 00 ) belongs to ID and sup ~ < "' 
nElN l.l\ni 
sup 
nEJN 
I µ(k) for every n E :JN. 
k=n+1 
"' 
nJu(n) - .! - __!_ I (1-F(k)) I 
E E2 k=n 
~~~~~-µ-1-(~n~)~~~~~~ < "' • 
PROOF. From the lower bound for functions belonging to ID (cf. Appendix) and 
lim µ(n) = 0 it follows that lim (µ(n)) 1 /n = 1. Moreover by Theorem 2 .1.18 
n+<» n+<» 
µES and hence by Lemma 2.1.3 and the observations following Theorem 1.2.20 
a 
-1 ~ f 1 E V(1/J 1,µ). Sinceµ EID it can be verified very easily that alsoµ EID, where 
~ µ1 (n) 
µ(n) := ~-n~ for every n ~ 1 , ):i'(O) := and µ(p) < sup "' • 
pElN ):i'(p) 
This last result implies V(1/J 1,µ) ~ V~1/J 1 ,):i') and so by Theorem 2.1.19 it is 
2* x ~ 
sufficient to prove that (e-f 1) *EE V(1/J 1,µ). 
First notice (as in Theorem 2.1.20) that the sequence {d(n)}:=O' where 
1 d := E (f 2 * (f 2-2g)), satisfies 
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for every n E lN . 
1 
Since I (f2-2g) (n) I ;<:; Cµ 1 (n) for some constant C > 0 and µ 1 E ID n L (O,oo) c S 
it is obvious that 
id(n) I 
This impl iP-s 
and so by the representation for R(n) we obtain the desired result. 
An almost similar proof can be given for the next result. 
THEOREM 2.1.23. Suppose 
(a) lN -+ (O,oo) belongs to ID and 
. f 1 (n) 
0 • µ: lim-w = 
n-+oo µ n 
(b) µ1 EL1 (0,oo) 
Then 
0 
REMARK 2.1.24. 
1. By a slightly different method of proof we can deduce a result which is 
in special cases stronger than Theorems 2.1.22 and 2.1.23. This method 
uses the fact that 
2* -((e-f 1) * x)(n) 
and 
f~*(n) for every n E lN 
2* f2 (-1) := o. 
0 
I 2* - I Now after some elementary calculations we can bound ( (e-f 1) * x) (n) by 
and so there exists some constant C > 0 such that 
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This finally yields 
2 n ~ C(µ 1(n)) + Cµ(n) l µ(k)k ~ 
k=1 
2 ~ C(µ 1(n)) + Cµ(n) for every n E :JN • 
2 !R(n) I ~ C((µ 1(n)) + µ(n)) 
ifµ satisfies the conditions of Theorem 2.1.22. 
A similar a-result holds ifµ satisfies the conditions of Theorem 2.1 .23. 
2. Note that a special case of Theorem 2.1.22 is given by the sequence 
µ(n) = ~ (1 - F(n)) =: f 1(n), if f 1(n) is a function of bounded decrease 
2 and the second moment lE(!1) is finite. 
3. Rogozin obtained by using a more complicated proof the same results for 
R(n) in case µ is a regularly varying sequence with index < -2. 
In order to obtain limit results for R(n) we have to strenghthen the 
conditions on f 1(n) (see Remark 2.1.24(2)) a little. 
THEOREM 2. 1 • 25. Suppose 
(a) fl E ID n L 
(b) E2 := lE(!~) < co • 
Then 
1 1 co co u(n) 
- E-2 l ( 1-F(k)) 2 l kfl(k) 
lim E k=n+1 k=1 
n-+<» 1 - F(n) E3 
-1 -1 PROOF. Obviously by Theorem 2.1.18: f 1 E S(l) and so f 1 E Y, <w 1,f 1) 
(Lemma 2.1.3 and Theorem 1.2.22). Now by Theorem 2.1.19 it is sufficient to 
prove that 
2* - a 2 ~ (e-f 1) * x E Y, <w 1,,f 1), where a= - E k~l kf 1(k) • 
Then the desired result follows by Lemma 1.2.16. 
2* - a In order to prove (e-f 1) * x E Y., ( w1' f 1) we remark that for every n ;;; 0 
2* - 2* 2* ((e-f 1) * x)(n) = £2 (n) - £2 (n-1) , 
where £2 := (e-£ 1) 2* * i and f~*(-1) ·= O. 
Hence 
n-1 
= - I f 1(n-k)f 2(k) + f 2(0)f 2(n) 
k=O 
n ~1 2 l f 1(k) I f 1(n-m) + (f 2(n)) 
k=1 m=O 
Since the second moment is finite we obtain 
and so 
lim nf2(n) = 0 
n-+oo 
-.- f 2 (n) < 
e: 11m -Y-c ) ~ e:c 
n-+oo n 1 n 
for every e: > 0 and C some fixed constant. 
Now we only have to verify that 
n k-1 l f 1(k) I f 1(n-m) 
lim _k_=_1 ___ m_=_o __ _ 
n-+oo f1(n) 
Split the above series into the components 
Ln/2J k-1 l f 1(k) l f 1(n-m) 
k=1 m=O 
n k-1 
r 2 (n) : = l f 1 (k) l f 1 (n-m) • 
k=f n/21 m=O 
Obviously for every m0 E JN' and n > 2m0 
Since 
mo k-1 Ln/2J I f 1(k) l f 1(n-m) + l 
k=1 m=O k=m0+1 
f 1(n+1) 
lim f (n) 
n-+oo 1 
we obtain for every fixed m0 E JN' that 
k-1 
f 1(k) l f 1(n-m) • 
m=O 
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( 12) 
( 13) 
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mo k-1 
l f 1(k) l f 1(n-m) 
lim _k_=_1 __ -=-m..,..=....,O ___ _ 
f 1 (n) 
Also, since l~=l kf 1(k) is finite, we can find for every c > 0 some 
n0 = n0 (c) E ll' such· that 
This implies 
k-1 Ln/2J 
l 
k=n 
f 1(k) l f 1(n-m) 
m=O 
0 :;; 0 
f 1(n) 
Letting c + 0 (=> n0 t 00 ) finally yields 
On the other hand, 
n n 
l f1(k) l f1(m) 
k=f n/21 m=n-k+1 
n n 
l f 1 (k) l 
k=f n/21 m=n-Ln/2J+1 
f 1 (m) 
n n 
l f 1 (k) l 
k=f n/21 m=n-Ln/2j+1 
f 1 (m) 
for every n E lN. 
:> Df (2) l f 1(k)k :> c • 
1 k=n0 
n n-Ln/2J 
+ l fl(k) l f 1 (m) 
k=f n/21 m=n-k+1 
n-Ln/2J n 
+ l f 1 (k) l f 1 (m) 
k=l m=n-k+1 
One can easily verify that the first term in (15) is o(f 1(n)), while the 
second can be analyzed in a similar way as r 1(n). Hence 
. r 2 (n) co 
l im T:1i1)" = l kf 1 (k) 
n~ 1 k=1 
( 14) 
(15) 
and this implies together with (14) and (13) the desired result (12). o 
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In Theorems 2.1.22, 2.1.23 and 2.1.25 we discussed the behaviour of 
2 
R(n) as n t 00 under the assumption that JE ! 1 < "' (and some other conditions). 
In the next four theorems we will'discuss their analogues in case lE!~ 
THEOREM 2.1.26. Suppose 
(a) 
f 1(n) 
11: lN + (O,oo) be"longs to ID and sup 11 (n) < "' 
nElN 
(b) I ln(k)11(k) < 00 & I 11 1<k) = 00 • 
k=1 k=1 
Then 
where 
lu(n) - E - -;. I (1-F(k))I 
E k=n+1 
sup ----n---------- < "' , 
n~1 I (11t(k))111(n) 
k=O 
11 1 <n) : = , I 11 (k) • 
k=n+1 
PROOF. First we will prove that 
< "' • 
As in Theorem 2. 1. 20 we obtain for every n E lN that 
where 
2* x d(n) = (n+1)((e-f 1) * E)(n+1) , 
d = _l f * (f2-2g) • E 2 
Since 11 belongs to ID it follows that there exists some C > 0 such that 
and so 
for every n E lN • 
( 16) 
( 17) 
(18) 
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Hence by the fact that µ1 also belongs to ID we obtain from (18) 
n 
!d(n)I ~ Cµ1(n) l µ1(k) 
k=O 
for every n E JN • 
This implies by (17) the desired result (16). 
-1 As in Theorem 2.1.2 we have f 1 E V(~ 1 ,µ) and so there exists a constant 
C > 0 such that 
for every n E JN , 
where 
µ 1 (n) n 
t(n) :=-- L µ (k), n~ 1, and t(O) := 1. 
n k=O 1 
(Use representation for R(n) in Theorem 2.1.19.) 
This implies by the properties of ID that for some C > 0 
µ1 (n) n n 
IR(n)I ~ c-- l µ1 (k) + Cµ(n) l t (k) ~ n k=O k=O 
n c1 (n) n µ1 (k)) ~ c l µ1 (k) -- + µ(n) I- ~ k=O n k=1 k 
n (1 (n) n ln(k)µ(k)) ~ c l µ1 (k) -n- + µ(n) l ~ 
k=O k=1 
n µ1 (n) 
~ c l µ1(k) -n-
k=O 
a 
REMARK 2.1.27. In caseµ E L1(0,oo) and l==l µ1(k)/k = oo (.,.l==l ln(k)µ(k) =oo) 
it is easy to see from the proof of Theorem 2.1.26 that 
for some constant C > 0 and every n E JN. 
An almost similar proof can be given for the next result. 
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THEOREM 2.1.28. Suppose 
(a) (O,oo) belongs 
f 1 (n) 
0 µ: JN + to ID and lim µ(n) = 
n+oo 
00 
(b) I ln(k)µ(k) < 00 and I µ1 (k) 00 • 
k=1 k=1 
Then 
(u(n) 
0 • 
In order to obtain limit results for the sequence R(n) as n tends to 
2 infinity (in case 1E!1 = 00 ) we have to strengthen the conditions on f 1• 
Since similar results will be proved for the non-lattice case we will 
only mention in the lattice case one of these results. 
THEOREM 2.1.29. Suppose 
(a) f 1 E R.v.s.:2 
(b) = 00 
Then 
u(n) 1 
lim 
- E - E2 
n+oo ( 1 - F(n)) 
I 
k=n 
n 
I 
k=1 
(1 - F(k)) 
kf 1 (k) 
2 
- E3 
Finally we discuss some applications of the previous results in the 
theory of Markov chains and Markov processes. 
Let X = {X : n E JN} be an irreducible aperiodic time-homogeneous 
-n 
Markov chain on a denumerable set T and suppose all its states are recurrent 
(cf. [FEL-1]). Define for all i,j E T 
T .. := inf {n;;: 1 : x j} if !o = i 
-l.J -n ( 19) 
·= 0 otherwise 
and 
92 
f. . (k) : = lP {T .. = k I x" i} , k ;;-; 
l.J -l.J -v 
f .. (O) := 0 • 
l.J 
By assumption for all i € T 
l f .. (k) = 1 
k=O 11 
g.c.d. {n: fii(n) > O} 
If A c T is some arbitrary subset then for all n ?; 1 and i € T 
lP {!n € A I !Q = i} lP {!n € A; !ii > n !Q i} + 
n 
lP {-nX € A; T. . > n I Xn 
-l.l. -<J 
i} + l lP {X € A; T .. = k I !a i} k=O -n -ii 
n 
lP {X € A; T .. > n I Xn 
-n -11 -v i} + l k=O lP {X € A !ii = k, !a i}f .. (k) l.l. -n 
By the strong Markov property (cf. [~IN]) and the definition of T .. we 
-].]. 
obtain 
n l lP{X EA IT .. =k, Xn k=O -n -ii -v i}f .. (k) l.l. 
n 
= l lP {X E A I x_ = i}f .. (k) k=O -n ::::!{ 11 
n 
= l lP {!n-k € A I X" = i}f.. (k) , k=O -v 11 
and so substituting (23) into (22) yields 
If we define 
and 
lP {!n € A I !Q = i} = lP {!n € A; !ii > n I !Q i} + 
ipiA(n) 
n 
l lP {!u-k € A I !a 
k=O 
i}f .. (k) • 
l.l. 
: = lP {X € A; T. · > n I X" 
-n -l.l. -v 
i} 
(20) 
(21) 
(22) 
(23) 
(24) 
piA(n):=IP{!nEA\!Q i} 
it is easy to see that (24) means 
This implies for all izl < 1 
or 
where 
p iA (z) := I piA (n)zn 
n=O 
F .. (z) := I 
ii n=O 
f .. (n)zn 
]_]_ 
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for all n :;: 0 . 
(25) 
(Remember \F .. (z) \ < 1 if lzl < 1 since {f .. (n)} 00 0 is a probability dis-
ii ii n= 
tribution!) 
It is well known that the sequence of n-steps transition probabilities 
{p .. (n)}00 0 of the Markov chain satisfies (cf. [FEL-1)) ii n= 
p .. (n) 
]_]_ 
p .. (0) 
]_]_ 
and hence for all lzl < 1 
p .. (z) 
]_]_ 
- :F .. (z) 
]_]_ 
where P .. (z) := PiA(z) with A= {i}. ]_]_ 
Combining (25) and (26) yields 
n:;: 1 
and this implies by the uniqueness of the generating function that 
(26) 
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for all n ;;:; 0 . (27) 
If the Markov chain is also ergodic (cf. [FEL-1]) we can proceed as follows. 
Let j E T and take A = {j}. By (27) 
p .. (n) = (.p .. *p .. )(n) , 
l.J l. l.J l.l. 
for all n ;;:; 0 • (28) 
Define now 
m. . : = lE (T. . I Xn = i) (< "') , l.l. -].]. -v 
(29) 
CX) 
f.. 1(n) := m~. l f .. (k) := - 1- (1-F .. (n)). 
11
' l.l. k=n+1 11 mii 11 
From (26) and (21) we learn that p .. (n) (f .. (n)) plays the role of u(n) 
l.l. l.l. -1 (f(n)) for all n E JN. Hence by Lemma 2.1.3, f .. 1 exists and f-:-! 1 E V(ip 1). l.l., l.l., 
Moreover, by Lemma 2,1.1 
-1 x p .. =f··1*-
l.l. 11 ' mii 
Substituting (30) into (28) yields 
( x -1 ) p .. (n) = .p .. * - * f .. 1 (n) , l.J 1 l.J mii 11 ' 
We know from Chapter 1, § 9 of [CHU] that 
CX) 
a . . : = l . p .. (n) 
l.J n=O 1 l.J 
is finite and hence by (31) (a~. := a .. /m .. ) 
l.J l.J .ll. 
for all n f:: 0 • 
lp .. (n)-a~.I ;:;;;(ipij * 12-* (f-:-! 1-e)l)<n) +-1- I .p .. (k) 
l.J l.J mii n, mii k=n+1 1 l.J 
\"' -1 
or equivalently (use Lk=O fii, 1(k) = 1) 
(30) 
(31) 
n 
lp .. (n) - a~.I;:;;; - 1- l .p .. (k)1£°:-~ 11([n-k+1, 00)) + - 1- l .p .. (k). (32) 
l.J l.J mii k=O 1 l.J n, mii k=n+1 1 l.J 
Using 
l .p .. (k) =: jET 1 l.J .p.T(k) l. l. - F .. (k) = m .. f .. l (k) l.l. l.l. l.l.' 
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we obtain from (32) 
n -1 l lp .. (n) - a~.I:;; l f .. 1(k)lf.. 11([n-k+1,oo)) + l f.. 1(k) jET iJ iJ k=O ii, ii, k=n+1 ii, 
:;; (f .. 1 *If-:-~ 1l)([n,oo)) (33) 
ii, ii, 
-1 (Observe that If .. 11([0, 00)) ~ 1.) ii, 1 
Also f. . 1 * If-:. 1 I E ii, ii, 
I -1 I V(1jJ 1) by Theorem 1.2.1 and f .. 1, f.. 1 E V(1jJ 1). ii, ii' 
Hence 
lim I 
n-l-00 jET 
Ip .. (n) - a~· I = 0 
iJ iJ 
and knowing that the limit exists we can easily deduce that 
* a .. 
iJ m •• 
JJ 
(cf. [FEL-1)). 
By (33) it is also possible to prove stronger results under stronger 
conditions. However, before mentioning those results, we introduce the fol-
lowing notations. 
If ijJ: 1N -+ (0,oo) is some arbitrary sequence then 
n 
1jJ o(n) : = l ijJ(k) 
k=O 
for all n ~ 0 , 
(AijJ)(n) := ijJ(n) - ijJ(n-1) , n ~ 1 ; (AijJ) (0) := 0 • 
Moreover, for X = {X : n E :JN} some ergodic Markov chain on a denumerable 
-n 
set T we introduce 
THEOREM 2.1.30. 
(i) If 
I 
n=O 
I jET 
1jJ 0 (n)P{T .. 
-ii 
IP .. (n) - - 1-1 
iJ mjj ( i E T) • 
n I !o = i} 
is finite for some i E T, where 1jJ nondecreasing and 1jJ E ~ with 
lim (ijJ(n))l/n = 1, then 
n-l-00 
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00 
l 
n=O 
(ii) If 
l 
n=O 
rn P{T .. = n 
-11 !a = i} 
is finite for some r > 1 and i ET, then there exists some a with 
1 < a ~ r such that 
l 
n=O 
( iii) If lE (T .. I X,, ') . f' . d _ 11 -v 1 ~s ~n~te an 
(iv) 
l P{T.. > k I x,, 
-11 -v 
lim _k_=n ___ µ~(~[~n-,00.....,-)),-----
n.._ 
i} 
0 
for some i ET andµ EST with lim (µ([n,oo))) l/n 
n.._ 
1, then 
x 
llP:n - 7rll 
lim --,-1 .----.,-.,.--µ ( [ n, oo)) n.._ 0 . 
If lE (T. . I X,, = i) is finite and 
-11 -v 
l P{T .. > k I x,, k=n -11 --v 
sup µ([n,oo)) 
n<:O 
i} 
for some i E T and µ E ST with 
lim (µ([n,oo))) 1/n = 1 and 
then 
n-+<x> 
x 
llP:n - 7rll 
1 sup < oo • 
nElN µ([n,oo)) 
< 00 
2* (µ-µn) ([p,oo)) 
lim sup µ([p,oo)) 
n.._ pElN 
0 
PROOF. We only prove (i) since the other results can be proved similarly 
using different Banach algebras (see also proof different results for 
renewal sequences). Since f .. E V(~0 ) for some i we obtain easily 11 
f .. 1 E V(~). Hence by Lemma 2.1.3 and Theorem 1.2.1 11, 
f.. * 11, 1 
-1 
If .. 1 I E V(~) 11, 
By (33) and ~ nondecreasing 
"' x I (6~)(n)llP:n - vii S 
n=1 1 
I (6~)(n)(f .. 1 * If:~ 11)([n, 00)) 
n=l 11, 11, 
and so using Fubini's theorem (observe that the double serie consist of 
positive terms): 
"' x I (6~)(n) llPt - vii S I 
n=1 n=1 
(6~)(n) I Cf .. 1 *If:~ 1\)Ck) k=n 11, 11, 
k 
I l. C6~)(n) Cf.. 1 * If:! 11) Ck) k=1 n=1 11, 11, 
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(34) 
I c~Ck)- ~<1))(f .. 1 * \f:! 1 !)(k). C3s) k=1 11, 11, 
Applying (34) yields the desired result. 
REMARK 2.1.31. A part of the above results are also given by [GRU] using a 
more complicated proof. 
Moreover, these results slightly generalize Theorem 1.1 of [NUM]. 
This concludes our application to Markov chains. In order to apply 
D 
our results to Markov processes we first summarize some well-known properties 
of a time-homogeneous Markov process X = {!t: t ~ O} on a denumerable set T 
with standard Markov semi-group P = {P(t): t ~ O}. 
(i) 
(ii) 
In this case (cf. [FREE], [CHU]): 
p .. (h) - 1 
~:-1_1--=-h-- =: Qii exists and -oo S Qii S 0 for all 
(Remember p .. (t) := IP{!(t) 1J 
p .. (h) 
j X(O) i}.) 
i E T. 
lim - 1 J __ =: Q .. 
MO h 1J 
exists and Q .. <"'for every i,j ET with if j. 1J 
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iii) inf Q .. > -oo ~ p {P(t): t ;;: O} is a uniform Markov semi-group. 
iET 11 
(iv) inf Q .. > -oo ~ lim 
iET l.l. h+O 
P(t) eQt, where 
By the equality 
11 P(h) -
h 
Qt 
e 
I 
- Qll = 0 with 
( p .. (h) - 0 .. ) I Q • • = I Q · • - l.J l.J jET l.J jET l.J h 
and (iv) it follows inmediately letting h + 0 that 
I Q .. jET l.J 0 ViET 
if -qi'nf := inf Q .. > -oo. 
iET 11 
Define in this case for every q ;;: qinf 
I + g_ • 
q 
llAll := sup 
iET 
Then Qq is a stochastic matrix by (i), (ii) and .(36). Also 
P(t) Qt e 
(qlt and qQ t commute) q 
00 k 
e-qt I ~ o_k 
k=O kl q 
This implies for all i,j E T 
~ (qt)k A p .. (t) = e-qt L -k-, - Q .. (k) ' 
l.J k=O ' q, l.J 
I ja ·. j jET l.J and 
(36) 
(37) 
(38) 
where Q .. (k) is the k-step transition probability from i to j belonging to q,l.J 
the Markov chain X(q) := {X (q): n E JN} having the stochastic matrix Q as ~ q 
its transition probability matrix. 
Since the realizations of a Poisson process are right-continuous step 
functions (cf. [~IN]) it follows immedately from (38) that there exists a 
version of the Markov process X = {X(t): t;;: 0} having right-continuous 
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realizations with a finite number of jumps in every finite interval. (From 
now on we will always consider this version.) Hence the following random 
variables are well-defined: 
£.i := inf {t > 0: !t f i} if !a = i 
: = 0 otherwise. 
and 
~ii := inf {t > 0, t > E.i & !t i} if !a = i 
:= 0 otherwise. 
DEFINITION 2.1.32. Let X = {_!(t): t ~ O} be a time-homogeneous Markov 
process on a denumerable set S with uniform Markov semi-group 
P = {P(t): t ~ O}. (This is called a uniform Markov process!) 
(39) 
(40) 
(i) If Xn = i we call i recurrent if P{a .. < 00 \ Xn = i} = 1, otherwise i 
-v -1.l. -v 
is called transient. 
(ii) A recurrent state i is called positive recurrent if 1E (a .. \ Xn = i) < 00 , 
-1.l. -v 
otherwise it is called null recurrent. 
(iii) The Markov proc'ess X = {_!(t): t ~ O} is called irreducible if for 
every i,j ES there exists some t 1 = t(i,j) > 0 such that pij(t 1) > O. 
(Since P = {P(t): t ~ O} is a standard Markov semi-group this imme-
diately implies Pij(t) > 0 for every t ~ t 1.) 
Finally we prove the following rate of convergence result for uniform 
Markov processes. 
THEOREM 2.1.33. Let X = {X(t): t ~ O} be an irreducible uniform Markov 
process and suppose there exists a recurrent state i UJith 1E (rt \ Xn = i) 
-1.l. -v 
is finite for some k > 1 (k E JN). Then 
I jET IP .. < t) - 11. I = o
 
l.J J 
UJhere {11j}jET is the unique solution of the set of equations 
v. > 0 , 
J I jET v. J 1 , I iET Vi Q(i,j) 
v. 
J 
(41) 
(42) 
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PROOF. By (38) (fix q > q. f) 1n 
CXI k 
p .. < t) = e -qt I <qkt/ Q .. (k) 1J k=O . q, 1J (i,j E T) (43) 
and this implies, since q > qinf' i recurrent and X = {X(t): t ~ 0} irre-
ducible, that the underlying Markov chain X(q) = {~(q): n E JN} is also 
irreducible and consists of aperiodic recurrent states. 
If as always 
f .. (k) : = IP {T .. (q) = k I x" (q) = i} , 11 -11 -v 
where T .. (q) is the first return time from i to i of the Markov chain 
-11 
X(q) = {~ (q): n E JN} and 
we obtain from (43) 
0 
CXI I exp(-st)p .. (t)dt 11 
Also (cf. [COH]) 
where 
CXI 
f exp(-st)pii(t)dt 
0 
:= I e-st 
0 
Combining (44) and (45) yields 
- (jl .. (s) 11 
s 
and this implies 
lz I < 1 , 
\ __g_k~ 
= -- /.. ( + ) Q •• (k) 
s + q k=O s q q,11 
= _1_. ------
s + q - F (-L) 
ii s+q 
1 1 
= _s_+_q-1. • ---(jl-.-. ....,(-s""") ' 11 
F .. (dt) 11 and F ii (t) 
1 _ _s_ 
s+q 
:= p{a. .. 
-11 
(44) 
(45) 
i} . 
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JE((T .. (q))k I X"(q) = i) < oo~ 1E(a.~. I Xn = i) < oo. (46) 
-]_]_ -v -]_]_ -v 
Hen-ce it follows from (46) that the recurrent states of the underlying 
Markov chain are ergodic and applying Theorem 2.1.30 (iii) we have 
lim nk-1 l 
n..- jES 
I q .. <n) - 1f · I = o . q, l.J J 
Moreover, by considering (43), we obtain 
IP· .(t) - 11.1 
l.J J 
;;; tk-1 e-qt I <qkt?k I lq .. (k) - 11.I;;; 
k=O . jET q,iJ J 
(qt)k 
kl l jET I Cl .. (k) - 71 .1 q, l.J J 
(47) 
(48) 
The second term in (48) converges to zero by (47) while the first term 
equals 2tk-l P{~(t) ;;; Lqt/2j} where {~(t): t ~ O} is a Poisson process with 
rate q (cf. [9IN]). 
This implies that the first term also converges to zero as t t 00 and so by 
the above observations and (48) we have proved (41). 
Also by a well-known result for Markov chains (cf. [9IN]) we obtain that 
{1fj}jET is the unique solution of the set of equations 
v. > 0 ' 
J l jET 1 ' 
v. 
J 
v. 
J l iET Q(i,j)v .• ]_ 
This implies (42) and so the proof of Theorem 2.1.33 is finished. 
REMARK 2.1.34. 
(i) In case the state space T is finite it is clear that a Markov process 
on T is a uniform Markov process. Moreover, it is not difficult to 
prove that every finite irreducible Markov chain converges exponenti-
ally fast to its invariant distribution (cf. [LAM]). 
Combining the above observations yields that every finite irreducible 
Markov process also converges exponentially fast to its limit {11j}jET 
(cf. [DOO]). 
(ii) In applications one often knows only the matrix Q and so by imposing 
conditions on ~q for some q > qinf we can derive similar results as 
in Theorem 2.1.30. 
D 
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(iii) A similar type of result as stated in Theorem 2.1.33 can be proved 
for even a bigger class of standard Markov processes by using general 
results for regenerative processes (see Chapter 4). However, since 
uniform Markov processes have a very nice representation for their 
transition probabilities, we thought it useful to give an alternative 
proof of this class. 
This concludes our section on the behaviour of the renewal sequence 
{u(n)}:=o in case the expectation E is finite. In the next section we con-
sider the rate of convergence in case E = oo 
2. The behaviour of the renewal sequence in case the expectation is infinite 
If E = oo we have to use another method of proof for analyzing the rate of 
convergence of u(n) to zero. This is due to the fact that the total varia-
tion norm of the sequence {1-F(n)}:=O is infinite. 
In this case we will use Fourier analysis to obtain a representation 
of u(n). Although this method can also be used 1n the lattice case if E < oo 
(cf. [ST0-3]), it is not as powerful as the Banach algebra method. Further, 
we will only discuss in this section the case of regularly varying tails 
(cf. Definition 2.1.16). 
LEMMA 2.2.1. Suppose {c(n)}:=-oo is a sequence satisfying 
+oo 
I lc(n)I < 00 • 
n=-co 
If 
+oo 
(j)(S) := I c(n) exp(inS) 
n=-oo 
then 
7T 
c(n) = 271 J exp(-in8)(j)(8)d'8 
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PROOF. By Lebesgue's dominated convergence theorem we obtain that 
11 11 +oo I exp(-in8)lj)(8)d8 = -211 I exp(-ine) I c(k) exp(ike)d8 k=-oo 
11 I exp(-i(n-k)S)de c(n) . 
A very important result is stated in the following theorem. 
THEOREM 2.2.2. (cf. [ERI].) Suppose the sequence {f(n)}::_00 defines a 
lattice probability distribution function 1Jith g.c.d. {n E JN: f(n) > O} = 1 
and let lj)(8) be its characteristic function (i.e. lj)(8) := I:=-oo exp(in8)f(n) .) 
If the absolute first moment m1 is finite and the expectation E positive 
then for all continuous functions h on [-11,11] 
11 
lim f h(8) Re( 1 _ ~lj)(S))d8 = 11hiO) + 
rt1 
11 f h(8) Re( 1 _ 1lj)(S))d8 
If lim Im ~(e) the above relation is also true with the interpretation 
8-+-0 
that in this case 11h(O)/E equals zero. 
PROOF. We omit the proof for the lattice case as it is similar to the proof 
for the nonlattice case (cf. Section 3, Chapter 3). 
From now on we will only consider in this section (unless stated 
otherwise) the case where the lattice distribution f(n) is concentrated on 
the nonnegative integers and g.c.d. {n > 0: f(n) > O} = 1. 
CJ 
THEOREM 2.2.3. (cf. [ERI], [GAR].) The renel;)(ll sequence {u(n)}:=o possesses 
the following representation for all n ~ 
u(n) 
2 
E + 7T 
0 
I 
11 
cos(n8) Re( 1 _ f<e))de 
2 
11 f cos(n8) Re( 1 _ 1lj)(S))d8 
0 
if 0 < E < oo 
if E 
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PROOF. From the probabilistic interpretation for u(n) we easily obtain 
with fP* the p-fold convolution of the sequence {f(n)}:=o and fO* the 
probability distribution concentrated at 0. Hence 
u(n) 1 im l rp f P* (n) = 
rt 1 p=O 
1 im 21rr l 
rt1 p=O 
Tf 
rp J exp(-ine)(~(e))P de 
-rr 
Tf 
lim 21rr I rp I Re (exp (-ine)(~( e)) p) de 'v' ni;:O ( 1) 
rt1 p=O -rr 
Consider now the integral Irr Re(exp(-ine)(~(e))P)de for every n;;: 1 and 
-rr 
p ;;: o. 
It follows 
Tf Tf 
J Re(exp(-ine)(~(e))P)de J cos(ne) Re((~(e))P)de + 
Tf 
+ I sin(ne) Im((~(e))P)d6 • 
Moreover by the dominated convergence theorem and the definition of the 
Fourier transform we obtain for every n ;;: 
Tf Tf 
J cos(ne) Re((~(e))P)de - I sin(ne) Im((~(e))P)d8 
Tf I (cos(ne) cos(k8) - sin(ne) sin(k8))d8 
-rr 
l fP*(k) Jrrcos((n+k)8)d8 0 • 
k=O 
Hence 
1T 
J Re(exp(-ine)(cp(e))P)de 
1T 
2 J cos(ne) Re((cp(e))P)de 
-1T 
for every n ~ 1 and this implies by (1) and Theorem 2.2.2 
1T 
00 
u(n) = lim l I rp 
rt1 1T p=O 
-1[ 
J cos(ne) Re((cp(6))P)d6 
lim l 
rt1 1T 
lim l 
rt1 1T 
-1[ 
-1[ 
1T 
J cos(ne) Re( I rP(cp(e))P) de p=O 
1T 
J cos(n6) Re( 1 _ 
1 
r<P(e»de 
1T 
1 2 
-+-E 1T J cos(n6) Re( 1 1 _ cp(e»de ifO<E<co 
0 
1T 
~ J cos(n6) 
0 
if 1. Im cp(e) 
l.m e 
6-+0 
= co 
The main results in case E = oo are stated in the next two theorems. 
THEOREM 2. 2. 4. (cf. [ERI], [GAR].) 
(a) For ! < a < 1 
1 - F(n) E R.V.S.co * u(n) E R.V.S.co 1 
-a a-
Either> r>elation implies 
sin 1Ta lim m(n)u(n) = 7iT1::aJ 
n4"" 
(b) For> 0 < a ~ ! 
n 
7/Jith m(n) := I (1-F(k)) • 
k=O 
co sin 1Ta 1 - F(n) E R.V.S._a • lii.minf m(n)u(n) = 7iT1::aJ 
n ~ co 
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PROOF. It is easy to deduce (using Karamata's Abel-Tauber theorem) that 
u(n) E R.V.S. 00 1 implies 1 - F(n) E R.V.S. 00 for ! <a < 1. (A proof of this a-
-a 
result is only given for the nonlattice case, cf. Chapter 3.) 
The proof of the other results (using the Fourier representation given in 
Theorem 2.2.3) can be found in [GAR] or [ER!]. o 
REMARK 2.2.5. It is possible to construct a probability distribution 
{f(n)}:=O with g.c.d. {n > 0: f (n) > O} = 1 such that 
and 
1 - F(n) := I f(k) E R.v.s.:! 
k=n+1 
limsup m(n)u(n) > 0 . (cf. [GOE].) 
n + oo 
This means that there is no analog of Theorem 2.2.4, part (a), for 0 <a~ !. 
Similar results can be obtained only by stronger conditions on the tail of 
the lattice probability distribution. 
The following theorem discusses a key result ;n case 1-F(n) E R.v.: 1• 
THEOREM 2. 2. 6. (cf. [FRE].) 
1 - F(n) E R.V.s.:1 ~ lim u(n) - u([np])_2 ~ ln(p) Vp>O. 
n~ n(1-F(n))(m(n)) 
PROOF. Since 1 - F(n) E R.v.s.: 1 we may apply the representation for the 
sequence {u(n)} mentioned in Theorem 2.2.3. This means that for all p > 1 
with W(e) := Re( 1 _ 1\P(e)) 
B/n 
( J cos(n0)W(0)d0 -
0 
B/[np] 
J cos([np]0)W(0)de) + I (u(n) - u([np])) 
£ 
+ J cos(ne)w(e)de 
B/n 
1T 
0 
£ 
- J cos([np]e)w(e)de + 
B/ [np] 
+ J (cos(ne) - cos([np]0))W(0)de • 
£ 
(2) 
107 
We will consider these three parts separately and prove 
B/n B/[np] J cos(ne)W(e)de - J cos([np]e)W(e)de 
(a) lim ~ _o _________ o _________ = ln(p) . 
n_. 7f n(1 - F(n))m-2(n) 
7f 
I J (cos(ne) - cos([np]e))W(e)del 
(b) lim _£----------..,,..------- = 0 • 
n_. n(1 - F(n))m-2 (n) 
£ £ 
(c) 
I J cos(n8)W(8)d8 - J cos([np]8)W(8)d8I 
lim _B_/~n ______ ~B~/_[_n~p~] ------- = O(B-cS) 
n_. n(1 - F(n))m-2 (n) 
for some cS > 0 . 
In order to prove (b) and (c) it is sufficient to prove 
7f 
I J cos(n8)W(8)dBI 
(b ') lim _£ ____ ---.., __ 
n_. n(1 ;- F(n))m-2 (n) 
0 • 
£ 
I J cos(n8)W(8)dBI 
(c ') lim _B-'--/n ______ _ 
n_. n(1- F(n))m-2 (n) 
for some cS > 0 • 
We will first provide the proof of (a) and (b') since the proof of (c') is 
lengthy and rather technical. 
PROOF of (a). Using integration by parts we obtain for every p ~ 1 and 
B > 0 
Hence by (3) 
B/[np] f cos([np]8)W(8)d8 
0 
B/[np) 
cos(B) f W(8)d8 + 
0 
e B/[np) 
+ [np] J sin([np]e) I W(z)dz d8 
0 0 
B/n B/[np] 
f cos(n8)W(8)d8 - f cos([np]8)W(8)d8 
0 0 
(3) 
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cos B 
n 
B 
J W(~)d6 
nB/[np] 
sin(6) 
a 
J W(~)dz de 
ne/ [np] 
Since 1- F(n) E R. v.s.:1 we have (cf. Appendix or [ERI]) 
1 "' W(-) E R. V. l and (n -+ "') • n -
Combining now (4) and (5) it is easy to deduce 
B/n B/[np] J cos(n6)W(8)d6 - J cos([np]6)W(6)d6 
lim~-0--------0--,,--~-----~ 
n-+oo 7T n(1-F(n))m-2(n) 
PROOF of (b'). Since cos(n6) - cos(n6+7T) we obtain 
7T 7T 
2 J cos(n6)W(6)d6 
£ 
J cos(n8)(W(6) -W(6-~))d8 + 
£+7T /n 
+ I 
£ 
£ 
cos(ne) W(e-2!:.)da -
n 
7T+7r/n 
I 
7T 
cos(ne) W(e-'.!!:.)d6 
n 
ln (p) • 
(4) 
(5) 
(6) 
Because, by Proposition 2.1.4, W(8) is bounded on [a,b] with 0 <a< b ~ 7T 
and w(.!.) -+ "' (n -+ 00 ) we get n 
and 
E+Tr/n 
I J cos(n6) W(S-~)dej 
lim £ ~ M lim (W(1/n))-l 
.!. w(.!.) n-+oo 
n n 
7T+ 7T /n 
I J cos(ne) W(e-'.!!:.)d6 
n lim _7T __________ :;. M lim (W(1/n))-l 
n-+oo .!. W (.!. ) n-+oo 
n n 
By [ERI, Lemma 5] 
0 ( 7) 
0 • (8) 
and thus, using the definition of W(6) and Proposition 2.1.4 we obtain for 
all a E [£,7T] 
with 
Hence by (5) and (9) 
1T I J cos(n8)(W(8) - W(S-~))del n lim _£ ___________ ~ 
n-?oo ..!. w(..!.) 
n n 
0 • 
Combining (6) up to (10) yields the desired result. 
PROOF of (c'). We write 
Obviously 
and hence 
£ 
2 I cos(n8)W(8)d8 
B/n 
-* £r1Tcos(8) W( 8:1T)d8 +* rcos(8)(W(~)-W( 8:1T))d8 
£n B 
B+1T J cos(S) W( 8-1T)d8 B+1T 
lim _B ______ n __ = J cos(S) d8 
n-?oo w(..!.) 8 - 1T 
n B 
1 B+1T 8 
- J cos(S) W(~)d8 
_n B n 
lim 1 1 O(B- 1) • 
n-?oo - W(-) 
n n 
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(9) 
( 10) 
( 11) 
(12) 
Also, since W(_!_) + oo 
n 
8-1T (n + 00 ) and W(-U-) is bounded on 8 E [£n,£n+1T] we find 
n 
£n+1T 
J cos(S) W( 8-1T)del 
n 1 im __ £_n _______ _ 
n-?oo ..!. w(l) 
n n 
0 • (13) 
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Finally we have to consider 
e:n 
_!_ J cos(S)(W(~) - W(S-n))dS 
n n n 
B 
By the definition of W(S) we get 
Re tp ( 8-n) - Re tp (ll.) 
n n 
e 2 + 
11 - 4> <Ii-> I 
S-n ( 1 1 ) + ( 1 - Re 4> (-n ) ) 2 - 2 • 
11 -q>(~)I 11 -tp(e-n)I 
n n 
Denote the first term in (14) by Integrand1(S,n) and the second by 
Integrand2(S,n). Consider then 
e:n 
~ J cos(S) Integrand 1(S,n)dS 
B 
It is proved in [ER!, Lemma 5] that 
( 14) 
Sm(-k) ~ kl1-tp(S))I for all S E (O,n) and k some constant. 
1-0 By this inequality and the results in the Appendix we find for h = - 4- > 0 
and n sufficiently large 
1 e:n 
I- J cos(S) Integrand 1(S,n)dS e:n 
_n_B ____________ ~ Ck2 J _e-=-o_m_,2,_<_n_) dS 
n(1-F(n))m-2(n) e2 m2(!:) B S 
e:n 
= o( J eo+2h-2 de)= o(B!(o-1)) 
B 
Consider next 
Since 
and 
e:n 
n J cos(S) Integrand2(e,n)dS • 
B 
( 1 - Re 4> ( e) ) 2 + (Im 4> ( e) ) 2 
( 15) 
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we get the following relation: 
Integrand2(e,n) = 
( 16) 
Notice that one can prove in a similar way as done by [ERI, Lemma 5] 
I Im c.p( 8- 71 ) - Im c.p(i) I ;:;; 271 m(.!!.) 
n n n 7f 
and (17) 
By (16), (17) and the mentioned inequality for 11-w(e)I we find 
1Integrand2 (e,n)I ;:;; 
(18) 
Denote the first term in (18) by Integrand3(e,n) and the second by 
Integrand4 (e,n), Consider now Integrand3(8,n). 
Since 1 - Rec.p(..!.) ~ 21:.2 (1-F(n)) (n-+ 00 ) and w1+h(1-Rec.p(..!.)) is bounded in n w 
the neighbourhood of zero we can apply the results from the Appendix to the 
following integral and find for 0 < n < ~ and n sufficiently large 
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Hence 
l Ell I- J cos(e) Integrand3(e,n)del 
n B 
2 2 -3 n (1- F(n)) m (n) 
= o( JEn (e-n)1+n(e1+n + (e-n)1+n)e2n(e-n)2n de)= 
e2(e-n) 2 B 
= O(B-(1-6n» 
l Ell I- J cos(e) Integrand3(e,n)del n B 
lim ---------=-----
n-too n(1-F(n))m-2(n) 
= O(B-(1-6n» lim n(1 - F(n)) = 0 . 
m(n) n-too 
( 19) 
(20) 
Since Im~(J_) ~ m(n) (n ~ 00 ) and n sufficiently small we find analogously n n 
, l Ell I- J cos(e) Integrand4(e,n)del 
- nB lim 
_2 
n-too n(1- F(n))m (n) 
By (18), (20) and (21) we obtain for 1-6n > 0 
l Ell I- J cos(e) Integrand2(e,n)del 
lim _n_B ______ ---=------ = O(B-( 1-6n » 
n-too n(1- F(n))ru- 2(n) 
and this implies by (14) and (15) (take 1-6n > !(1-o)) 
1 En e e I- J cos(e)(W(-) - W(~))del 
n B n n = O(B!(o-1)) 
-2 n(1- F(n))m (n) 
with o-1 < o. 
Finally, combining (11), (12), (13) and (23), we get with o-1 < 0 
E I J cos(ne) W(6)del 
lim _B_/_n ______ = O(BH o-1)) . 
n-too n(1- F(n))m-2(n) 
(21) 
(22) 
(23) 
(24) 
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The proof of (c') is now completed and by combining (a), (b), (c) and (2) we 
find as B tends to infinity 
1 . u(n) - u([np]) 
1IIl -2 
n-+oo n(1-F(n))m (n) 
ln(p) . 
In order to prove the main result we need the following definition. 
DEFINITION 2.2.7. (cf. [GEL].) A sequence of positive numbers {c(n)}:=o 
belongs to the class rr.s. 00 if there exists a sequence {L(n)}:=o such that 
(i) L(n) E R.V.S.~ 
(ii) 1 . c([nx]) - c(n) im L(n) 
ntoo 
ln(x) V x>O • 
The next theorem yields the extension of Theorem 2.2.4 in case a 1. 
THEOREM 2.2.8. (cf. [FRE].) The following result holds 
1- F(n) E R.v.s.: 1 ** u(~) E rr.s. 00 
Either relation implies 
1 . m(n)u(n) - 1 im _ 1 0 • 
nt00 n(1- F(n)) (m(n)) 
PROOF. It follows immediately by Theorem 2.2.6 that 1-F(n) E R.V.s.: 1 
1 co yields UfrlY E IT.S .• Also one can derive using Tauberian arguments (cf. 
[GEL]) and the monotonicity of 1 - F that u(~) E IT.S. 00 implies 
1-F(n) E R.V.s.: 1• (We only give a proof of this result in the nonlattice 
case, cf. Chapter 3.) Hence we only gave to prove that 
1 . m(n)u(n) - 1 _ 0 
im -1 - . 
nt00 n( 1 - F (n)) (m(n)) 
This can be obtained in the following way. Let 
f ( t) :=u([t]) and 
== + I x exp (-t)f(x)dx 
0 
Then by Theorem 2.2.6 
a 
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1. f(t) - f(tp) 
t~: L(t) ln(p) 'v'p>O 
where 
-2 
L(t) = [t](1- F([t]))(m([t])) • 
Now by Corollary 1.15 of [GEL] (see also the Appendix) 
1 . f(t) - f(1/t) im--~~--
ttco L(t) 
J exp(-x)(f(t)- f(tx))dx 
lim -0-----------L(t) 
ttco 
J exp(-x) ln(x)dx = - y 
0 
(y denotes Euler's constant, cf. [ABR, p. 230]). 
Notice that f(l/t) equals (1-exp(-1/t))(1-F(exp(-1/t))- 1 where 
- t"" k F(z) := Lk=O f(k)z is the so-called moment generating function of the 
probability distribution {f(k)}~=o· Hence 
- -1 
1 . u([t]) - (1-exp(-1/t))(l-F(exp(-1/t))) ( 25 ) im L(t) -y • 
ttco 
On the other hand one can prove in a similar way using m(n) E IT.S. 00 that 
l' m([t]) - m(1/t) 
t~: [t](1 - F([t])) 
-1 -
1 im m ( [ t]) - ( 1 - exp ( -1 / t) ) ( 1 - F (exp ( -1 / t))) 
t (1 - F([t])) = y 
ttoo 
and this implies 
~ - ( 1 - F(exp(-1/t)) )-l ( 1 - exp(-1 /t)) 
1 . mdt]J im L(t) - y • 
t-700 
Combining (25) and (26) now yields the desired result. 
(26) 
D 
CHAPTER 3. RENEWAL MEASURES 
0. Introduction 
Let ,!1,!_2, ••• be positive independent and identically distributed random 
variables with nonlattice probability distribution function F, and corre-
sponding probability measure vF. We assume that 
Set 
0 , F(oo) 
E.o := 0 ' s := 
-n 
n I x. 
i=1 -]_ 
"' 
and E := f x vF(dx) 
0 
(n ;;: 1) 
and consider the renewal measure U defined by 
U(B) := E( I 1{S EB}) 
n=O -'[). 
(B E B([O,oo))) • 
(= expected number of renewals in B.) 
( 1) 
With e denoting, as always, the probability measure of a random vari-
able degenerate in zero, (1) can clearly be written equivalently as 
U(B) e(B) + l v;(B) 
n=1 
(2) 
We mention the following well-known result. 
THEOREM 3.0.1 (cf. [FEL-2]). For every non"lattice probability distribution 
function F with F(O+) = 0 and F(00 ) = 1 it follows that U([t,t+h]) + h/E 
(t + 00 ) for any h > O. (If E = "'• h/E equals 0.) 
As in the lattice case (Chapter 2) we are interested in the first and 
second-order remainder terms in the convergence to this limit. Moreover, we 
will distinguish the cases E = "' and E < "' 
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1. The behaviour of the renewal measure in case the expectation is finite 
Our results on the asymptotic behaviour of the renewal measure U (in case 
E < oo) will be based on a certain representation of U (Lenuna 3.1.2). Before 
stating this result we recall the following well-known fact about Laplace 
transforms. 
LEMMA 3.1.1. Let v be a (complex) measure on [O,oo) and asswne that 
J exp(ax)lvl(dx) < oo 
0 
for some a E 1R • Then if 
J exp(Ax)v(dx) 0 
0 
for all real A < a, it follows that v = O. 
PROOF. It clea~ly suffices to prove this for real v. Let v 
the Jordan decomposition of v. Then 
J exp(ax)v+(dx) 
0 
are both finite and 
00 
and J exp(ax)v-(dx) 
0 
+ 
v - v be 
J exp(h)v+(dx) 
0 
for all A < a . 
Since a measure is uniquely determined by the restriction of its Laplace 
transform to any interval of the form (-oo,b) we conclude that v+ = v , 
hence v = O. 
Now let us define the following two measures on [0, 00): 
vm(B) := J (1-F(x))dx = ((e-vF)*£)(B) 
B 
( 1) 
(2) 
D 
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for all B E B( 0,oo)). Note that v E S(w ), where w - 1, and hence m o o 
VEE S(wo). 
LEMMA 3.1.2. Suppose that vE is invertible in S(w0 ). Then we have the fol-
lowing representation for the renewal measure U (~ denotes the Lebesgue 
measure) 
U(B) = ~~) + v; 1(B) ~ J v; 1([x,oo))dx 
B 
(B E B([O,oo))) . (3) 
PROOF. For every A EC with Re A ~ 0 let us define WA E ~(S(w0 )) by 
wA(v) ·= I exp(Ax)v(dx) 
0 
One checks without difficulty that 
whenever A ~ O, hence 
(v E sew ) ) • 
0 
In the remainder of this proof A will always be real and < O. 
-1 -1 Since wA(vE) CwA(vE)) it easily follows from (5) that 
-1 
- WA(vE) 
Furthermore, by Fubini's theorem, 
I -1 (1-exp(h))vE (dx) 
0 
- A J v; 1 ( [x , 00)) exp(h) dx 
0 
Observe next that E = vm([0, 00)), so vE([0, 00)) 1. Since 
-1 -1 
1 = e([O,oo)) = (vE *VE )([0,oo)) = vE([O,oo))vE ([0,oo)) , 
-1 
also VE ([O,oo)) 1 and therefore (7) can be rewritten as 
(4) 
(5) 
(6) 
(7) 
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-1 
- q>A ( "E ) 
-;!. 
00 
f -1 "E ([x,oo))exp(;!.x)dx 
0 
(8) 
Finally, let us note that the definition of U in the introduction (see (2)) 
implies 
(Fix ;!. < 0 and choose E > 0 so that ;!.+£ < O. Observe that the series 
U = e + l:=l v~ is norm convergent in the Banach algebra S(ljJ_8 ), where 
1jJ (x) := exp(-Ex). Now regard q>, as an element of 6(S(1/J )).) 
-E A 
-E 
Substitution of (8) and (9) into (6) yields 
00 00 
of exp(;!.x)U(dx) = E OJ exp(;!.x)dx + of -1 exp(;!.x)vE (dx) + 
-i f 
0 
Lemma 3.1.1 now implies (3). 
-1 
exp(;!.x)vE ([x,oo))dx 
(9) 
REMARK 3.1.3. If "EE S(ljJ) for some 1/J E ~and "Eis invertible in S(ljJ), we 
obtain the same representation as in Lemma 3.1.2. However, in this case 
-1 -1 
"E E V(ljJ) instead of "E E V(ljJ0 ). 
Our next result gives a sufficient condition for "E to be invertible 
in S(ljJ) if lim ln 1/J(x) = O. 
x x--
LEMMA 3.1.4. Let 1/J E ~ be given and suppose Um ln 1/J(x) = O. If "Fno is 
x-- x 
nonsingular for some n0 E lN then "E is invertible in S(l/J) whenever "E 
belongs to S(l/J). 
PROOF. We will first prove the result for 1jJ = 1jJ • By Theorems 1. 1. 15 and 
0 
1.1.21 "Eis invertible iff q>(vE) f 0 for all q> E 6(S(ljJ 0 )). 
We first show that q>A(vE) f 0 for all A Et with Re A~ O. This is clear 
for A= O. Suppose A f O. If Re A 0, then lq>A(vF)I < 1 because "Fis non-
lattice (cf, [KAW]) and if Re A< 0 then lq>A(vF)I < 1 holds trivially. Thus 
in both cases (5) implies that q>A(vE) f 0, 
D 
By Proposition 1.3.3 or Theorem 4.18.2 of [HIL] every~ belonging to 
b(S(w0 )) '{~A: Re A~ O} is identically zero on the set of ~-absolutely 
continuous measures in S(w ). Hence 0 
no no ((vF )s denotes the singular part of vF .) 
By assumption 
so \~(vF)\ < 1. Since ~(VE)= 1 - ~(vF) we again have ~(VE)~ 0 and the 
proof for w = w0 is complete. 
Suppose now vE E S(W) for some W E ~ with lim ln w(x) = 0. Then by [HIL] 
this limit equals inf ln w(x) and so w(x)x;x'1 fo; every x E [0, 00). 
x>O x 
By Theorem 1.3.4 we know that any L1 E b(S(w)) is the restriction to s(w) 
of a unique L2 E b(S(w0 )). Hence, if we assume that ~(vE) = 0 for some 
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~ E b(S(w)), there exists some iP E b(S(w0 ))with \P(vE) = O. This contradicts 
VE is invertible in S(W 0 ). 
REMARK 3.1.5. It is not known to the author whether the condition in Lemma 
3.1 .4 is also necessary. 
We are now prepared for the main results of this section. 
THEOREM 3.1.6. Let w E ~. w nondecreasing, i.!! ln ~(x) O, and define 
(bw)(x) := w(x+1) - w(x), x ~ o. 
If vm E S(w) and v;o is nonsingular for some n0 E :JN then 
J (bw)(x)\u - ~I (dx) < 00 • 
0 
PROOF. Since w E ~and w nondecreasing we obtain 
D 
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with 
00 00 I w(x)vF(dx) $ w(3) + I w(x)vF(dx) $ 
0 3 
z 
00 x 
$ w(3) + w(l) I I w(z)dz vF(dx) $ 
3 x-1 
00 
$ w(3) + w(l) J w0 (z)vF(dz) 
0 
wo(z) == I w(x)dx 
0 
(10) 
• ~ 00 0 By Fubini's theorem the integral of w(x)vF([x, 00))dx equals 0f W (x)vF(dx) 
and this implies, since vm E S(w), that vE E S(w) (use (10)). 
Applying Lemma 3.1.4 yields v; 1 E S(w). Hence 
o $' f (nw)(x)1v; 11cdx) $ J w(x+1)1v; 11cdx) $ 
0 0 
00 
$ w(1) J w(x)1v; 11cdx) < 00 (11) 
and 
00 
0 $ I (nw)(x)lv; 1([x, 00))i(dx) 
0 
0 
00 
$ I (nw)(x) I lv; 11Cdz)(dx) 
0 x 
00 z 00 z+l 
= J J (nw)(x)(dx)1v; 11cdz) $ J J w(x)dx1v;11cdz) $ 
0 0 0 z 
00 
$ w(l) f w(z)1v; 11cdz) < 00 • 
0 
(12) 
Finally using the representation of U (Lemma 3.1.2) we obtain from (11) and 
(12) the desired result. o 
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REMARK 3. 1. 7. 
(i) Theorem 3.1.6 slightly improves results of [NUM] and [ST0-4]. 
The above authors derive their results by completely different methods, 
[NUM] by coupling methods and [ST0-4] by Fourier analysis. 
(ii) A spec~al case of Theorem 3.1.6 is given by the following result. 
If 1E(_!~+y) < oo for some y > 0 and v;o is nonsingular for some n0 E lN 
then 
f x Y- 11 U - ~I (dx) < oo • 
1 
THEOREM 3.1.8. Let ~a (x) := exp(ax), x ~ O. If v;o is nonsingular for some 
n0 E lN and v E S(~ ) for some a > 0 then there exists some O < a' :ii a m a 
suah that 
) exp(a'x)IU-~I (dx) < 00 • 
PROOF. Set 
h(f3) where f3 E (-oo,a] • 
n 
Since vFO is nonsingular we have h(O) < 1. Clearly his continuous and non-
decreasing and so there exists some 0 < a :ii a such that h(f3) < 1 for every 
f3 E (-ro,a]. 
Suppose now vE is not invertible in any S(~f3) where 0 < f3 :ii a. This means 
that for every 0 < f3 :ii a there exists a homomorphism LE ~(S(~f3)) such that 
no -L(vE) = O. From ll(vF )sll~f3 < 1 for every 0 :ii f3 :ii a it follows (see also the 
proof of Lemma 3.1.4) that this implies the existence of a sequence {An}~ t 
with 
0 < Re A 
n 
lim Re A 
n 
n~ 
0 ' IA I + 0 n 
Since for every A E t with 0 < Re A < a the inequality 
lrn (v) - en (v )j :ii jRe Aj f exp((Re A)x)xvF(dx) 
"'A F "'iimA F 
0 
1 • ( 13) 
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holds we obtain from (13) that 
( 14) 
In case the sequence {!An!} (remember !An! f O) is uniformly bounded, we 
obtain a contradiction since IPA is continuous in A and vF nonlattice. Hence 
I I . no lim A = co. However in that case we have, since v..., is nonsingular, that 
n~ n " 
(Riemann-Lebesgue lemma). 
This contradicts (14) again and so there exists some 0 <a'~ a such that VE 
is invertible in S(ip ,). The rest of the proof follows the same lines as 
a 
Theorem 3.1.6. 
In the next theorems we discuss the behaviour of !u - iJ ((t,t+h]) as 
t tends to infinity in case the tail of the distribution function F tends 
to zero at a subexponential rate. 
THEOREM 3.1.9. ,suppose that 
(i) 
(ii) 
Then 
no 
vF is non singular for some n0 E 1'I and 
V ([t,co)) 
m 
lim µ([t,co)) 
t~ 
0 ' 
where µ is a probability measure on [O,co) satisfying 
sup (µ*µ)([t,co)) <co (i.e.µ E SMT} and t~O µ ( [ t 'co) ) 
lim ln µ([t,co)) 
t 
!u - ii ([t,t+h]) 
lim µ([t,co)) 0 for every h > 0 . 
t~ 
0 . 
PROOF. (i) and Lemma 3.1.4 (take ip =l/J) imply that the representation (3) 0 
for U is valid. For each a ~ 0 the trivial inequality 
µ([t-a,co))µ([a,co)) ~ (µ*µ)([t,co)) (t ~ a) 
implies that 
µ([t-a,co)) ~~~ µ ([ t 'co) ) ~ 
1 (µ*µ)([t,co)) 
µ([a,co)) ~~~ µ([t,co)) < co • 
D 
Hence, by (ii) 
0 ~ lim 1 - F(t) 
- t-+<x> µ([t,co)) 
-.- t-/'" (1-F(x))dx -.- ([t-l co)) 
;;; 11m • 11m µ ' = 0 • 
t-+oo µ([t-1,co)) t-+<x> µ([t,co)) 
h S O( ) s· (1'1') h STO( ) 1 h T us vF E T w0 ,µ • l.nce states t at vm E w0 ,µ we a so ave 
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vE E sT0 (w 0 ,µ). 
Remark 1.3.19 (A) now says that the inverse v; 1 (which exists in S(w0 ) by 
(i) and Lemma 3.1.4) actually belongs to STO(w ,µ).The conclusion then 0 
follows from (3). o 
THEOREM 3.1.10. Suppose that 
(i) 
(ii) 
Then 
PROOF. 
no 
vF is nonsingu Zar for some n0 E JN and 
V ([t,co)) 
- m !!: -µ~( [~t-,-co~) ~) < co ' 
where µ is a probability measure on [0, 00 ) satisfying 
and 
sup (µ*µ)([t,co)) < 
µ([t,co)) co ' t~O 
2 (µ-µn) ([t,co)) 
lim sup µ([t,co)) = 0 
n-+<x> t;;:;O 
lim ln µ(~t,co)) = 0 
t-+<x> 
sup 
t;;:;O 
I u - ~I < [ t, t+h) > 
µ([t,co)) < co for every h > 0 • 
0 
Argue as in the preceding proof with ST(~0 ,µ) instead of ST (~0 ,µ) 
and use Remark 1.3.19 (B). 
THEOREM 3.1.11. Suppose that 
(i) no . vF .,,s nonsingular for some n 0 E JN and 
(ii) 
(v *V ) ([t,co)) 
lim _m_~m~~~-
v ([t,co)) t-+<x> m 
2E • 
D 
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Then 
(a) 
1u - ~I <rt,t+hD 
sup 
vm([t,oo)) < CX> ' t<:O 
.e, 
lim 
(U - E)([t,t+h]) h for every h > 0 • V ([t,oo)) = E2 t~ m 
(b) 
PROOF. Note that E = v (0) and that (ii) implies m 
V ([t+1,oo)) 
1 im _m--,-,,..-------t~ vm([t,oo)) (cf. [ATH]) • 
1 It follows that E vm E SMT(O). 
( 15) 
Using also Lemmas 1.3.15 and 1.3.17 the assumptions of Theorem 3.1.10 are 
satisfied with µ = v /E. Hence (a) follows. m 
For the proof of (b) we observe that (15) easily implies that 
and consequently 
vE([t,oo)) 
lim ....,1-----
t~ E v m ( [ t , "") ) 1 ' 
i.e. 
Since v; 1 exists in S(>.jJ0 ) by (i) we now obtain from Theorem 1.3.21 with 
A(z) = z- 1 (see also Remark 1.1.31) that 
Now (b) follows from (3) with the aid of (15). a 
REMARK 3.1.12. The so-called coupling method for proving first order renewal 
theorems only yields 0- en a-results ([NEY], [NUM]), comparable with Theorems 
3.1.9 and 3.1.10. (For weaker results proved by Fourier analytic methods, 
see [ST0-1), [ST0-2), [ST0-3), [ST0-4) .) 
The coupling method only gives an upper bound on the error due to replacing 
the original process by its corresponding stationary version. It is therefore 
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unlikely that this method will ever produce limit results such as Theorem 
3.1.11. 
We will now give an example of a limit result for \u - ~\ ([t,t+h]) 
as t tends to infinity in case the tail of the distribution function F 
decreases exponentially fast to zero. However, before mentioning this result, 
we have to make the following observation. 
REMARK 3.1.13. Let 
1 
:= e{B) - vF(B) + - v (B) c m (B E B([O,oo))) 
for any fixed c > O. 
As in Lemma 3.1.2 we now obtain in case vc is invertible in S(~) (~ E ~) 
that the following representation of U holds: 
U(B) - i(B) -1{B) 
- -E- +Ve 
- ~ J 
B 
THEOREM 3.1.14. Suppose that 
-1 
v ([x,oo))dx 
c 
(B E B ( [ 0, oo))) • 
(i) vF E SMT(a) for some a > 0 (cf. Definition 1.3.12), 
(ii) ~A(vF) f 1 for every A EC with 0 <Re A~ a, 
(l.·1·1·) 11(.vnFO)s,;1,,, < 1 , o/ where ~a(x) := exp(ax) , 
a 
x ~ 0 . 
Then 
(a) sup 
t~O 
\u - ii ([t,t+h]) 
vF([t,oo)) < 00 for every h > O , 
(16) 
(b) 
(U - ~)([t,t+h]) 
lim ----,,...-~,--,--t~ vF([t,oo)) 
-2 (1 - exp(-ah))(1 - ~a(vF)) for every h > 0. 
PROOF. Since vF E SMT{a) it is easy to verify that 
;;; h l 
k=O 
exp {{-a +E) kh) ( 17) 
126 
for any e:,h > 0 (cf. Definition 1.3.12(iii)). 
Also for every fixed B > 0 
{exp(-ax)dx 
0 
(cf. Remark 1.3.13.(c).) Hence by (17) and (18) it follows that 
V ([t,co)) 
lim-m.,-..--""<""T"" t~ vF([t,co)) a 
and this implies 
b 
v E ST (lj! ,vF) c ~ a where b 
1 - ea 
ea 
( 18) 
Take c := 1/2a. Then by (ii) and (iii) one can prove in a similar way as in 
Lemma 3.1.4 that Ve is invertible in S(lj!a). Hence 
(lj)a(vc))2 ' 
-1 d v E ST (lj! ,vF) , where d c ~ a 
(cf. Theorem 1.3.21) and by the representation of U ((16)) the results (a) 
and (b) follow easily. a 
REMARK.·3.1.15. It is also possible in this case to prove 0- and o-results. 
We leave the details to the reader. 
Before discussing second-order limit results we need some definitions. 
DEFINITION 3.1.16. 
1. A measurable function -r: [O,co) -+ (O,co) belongs to ID if 
D (a) := lim sup '~~)) 
' t~ 1~x~a ' x 
is finite for some a> 1. 
2. A measurable function -r: [O,co) -+ (0,co) belongs to 1L if 
1 . -r(t+x) t.: TTt) = for every x ;;:; 0 
3. A measurable function T: [O,oo) + (O,oo) belongs to R.V. 00 if p 
1 . T(tx) p i.m~=x 
t-+<>o T\L) 
for every x > 0 . 
(This is called a regularly varying function with index p.) 
REMARK 3.1.17. 
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(i) A measurable function T: [O,oo) + (O,oo) is called a function of bounded 
dearease if T is nonincreasing and D (a) < oo for some a> 1. T 
(Clearly in this case D (a) equals lim T~tt)) .) 
T t-+<><> T a 
A measurable function T: [O,oo) + (O,oo) is called a function of 
bounded inarease (notation T E B.I.) if 1/T is a function of bounded 
dearease. 
(ii) In the Appendix we will give a short summary of all the relevant 
properties of the function classes mentioned in Definition 3.1.16. 
THEOREM 3.1.18. Suppose that 
(i) no vF is nonsingular for some n~ E lN, 
(ii) 1 
-,---:-p E B • I. , 
00 
(iii) J x2 vF(dx) < oo 
0 
Then 
lim 
t-+<><> 
t(\u - K -;z vm([x,oo))dx\([t,t+h])) 
V ( t,oo)) 
m 
< 00 for every h > 0 • 
PROOF. Fix h > O. Using (ii) one easily verifies that 1-F E SM (see Defini-
tion 1.3.22). Since also 
and 
we have VEE S(~ ,1-F), with~ = 1. 0 0 
sup 
t<::O 
I VE I ( [ t' t+h]) 
1 - F ( t) < 00 ' 
It is also not difficult to check, using (ii) and the inequality for func-
tions of bounded increase (see Appendix), that the assumptions of Theorem 
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1.3.29 are satisfied with m = 1-F and 1Ji=1Ji. Since by (i) and Lemma 3.1.4 
0 
vE is invertible in S(1Ji0 ), Theorem 1.3.29 therefore tells us that 
The definition of vE (cf. (2)) and (3) yield 
ju - ~ - : 2 vm([x,oo))dxj([t,t+h]) ~ 
t+h 
~ lv; 1 j([t,t+h]) + ~ J (1-F(x))dx + 
t 
t+h 
( 19) 
+ i J lv; 1([x, 00)) + vE([x,oo))jdx. (20) 
t 
Also it follows from (19), (ii) and the inequality 
\I ([t,oo)) ~ (a-1)t(1-F(ta)) 
m 
(t ~ 0, a > 1) (21) 
that 
I -1, 1 t+h 
-.- t( VE ([t,t+h]) + E / (1-F(x))dx) 
11m \I ([too)) < oo • t~ m ' 
(22) 
Hence the desired result will follow from (20) and (22) once we have shown 
that 
(23) 
For the proof of (23) we first observe that, by a simple computation, 
+ 
(r.p;>..(vE) - 1)2 
;>..r.p;>.. ( vE) 
(24) 
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(Here and in the rest of the proof, A will be an arbitrary complex number 
with Re A < 0.) 
2 Let us define p := - (vE-e) * i. Using formula (30) of section 3 in Chap-
ter 1 with A(z) (z-1)2, and the fact that <PA(-i) = 1/A, we find that 
lj)A (p) 
hence by (24), 
so, by Lemma 3.1.1, 
(Later we shall see that p E S(ip ). For the moment is suffices to observe 
0 
that p ES($_£) for every£> 0 so that <PA(p) is well-defined.) 
A consequence of (25) is that 
J exp(A~) xp(dx) =:A ((j)A(p)) 
0 
Hence by Lemma 3.1.1 and the already used fact that 
we get that 
xp(dx) 
(25) 
(26) 
(27) 
We shall use (27) to obtain an estimate for p that will finish the proof in 
combination with (26). 
First let us observe that, by (iii), 
J lvEl([x, 00))dx < 00 and 
0 
We also have by (ii) that 
(28) 
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and, using (21)' that 
t+h 
tf xlvEI (dx) 
sup V ([t,oo)) 
t<:O m 
;;; sup 
t<:O 
I VE I ( [ t ,co)) 
vm([t,co)) < co 
h(t+h)lvEl([t,t+h]) 
vm([t,oo)) < co • 
(29) 
(30) 
For simplicity let us write T(t) := v ([t,oo)), t <: O. Since 1/(1-F) E B.I. m 
it is easily seen that also 1/T E B.I. (see Appendix) which implies (see 
the first line of this proof) that T E SM. 
We can now reformulate (28), (29) and (30) as 
Since S(ijl ,T) is an algebra by Proposition 1.3.25, (27) now yields that 
0 
Let us put 
if 0 ;;; t ;;; 
if t > 
Clearly , 1 E SM and (32) is equivalent to 
Moreover, (21) shows that S(ij1 0 ,1-F) =: S(ij10 ,,1). Thus, by (19) and (33), 
-1 
p *VE E S(ijlo,T1) 
since S(ijl0 ,T 1) is an algebra (Proposition 1.3.25). 
This last fact combined with (26) proves (23). 
REMARK 3.1.19. 
(31) 
(32) 
(33) 
(i) If the second moment of vF is finite and if 1/(1-F) E B.I. (as assumed 
in Theorem 3.1.18), then it is easy to prove by contradiction that the 
upper index of 1/(1-F) is<: 2 (cf. Appendix). 
(ii) [ROG-5] has proved a somewhat weaker result than Theorem 3.1.18 
(under the implicit assumption that Theorem 1.3.4 holds). The present 
proof is a considerably simplified version of his. 
a 
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Before proving the next result we need the following lemma. 
LEMMA 3.1.20. Suppose that 1/(1-F) E B.I. with upper index a< 2. Then 
(i) lim tv ([t,co)) = co ; 
t-+<>o m 
(ii) 
t 
-.- of vm ( [x, 00 ) )dx 
lim tv ([t,co)) 
t-+<>o m 
< co . 
PROOF. Fix c such that a< c < 2. 
(i) By the inequality for functions of bounded increase (cf. Appendix) we 
have for some constant M and for all t ~ 1 that 
- F(2) 
- F (2t) 
so 
-c 
1 - F(2t) ~ ~ (1-F(2)) 
and therefore , 
2-c 
tvm([t,co)) ~ t 2(1-F(2t)) ~ ~ (1-F(2)) 
This implies lim tv ([t,co)) =co since c < 2. 
t-+<>o m 
(34) 
(ii) By the inequality for functions of bounded increase (cf. Appendix) we 
have for all y ~ x ~ 1 that 
V ([x,co)) 
m 
f 00 (1-F(z))dz ~ ! 00 (1-F(~ z))dz 
x = y y y ~ 
f 00 (1-F(z))dz ! 00 (1-F(z))dz y y 
~ ~ M(l)c = M(i'..)c-1 
y x x 
Hence for t ~ 1 
t 
1! vm([x,co))dx ~ ..!. M 
tv ([t,co)) - t <-M-dx ~ 2 - c 
m 
This implies (ii), by (i). CJ 
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THEOREM 3 • 1 • 2 1 • Suppose that 
( i) v;o is nonsingular for some n0 E :N. 
(1·1·) 1 0 h ·a.e 2 1_F E B. I. 'W1-t upper -z.n x a < • 
Then 
h.m 
t--
IU - ~ - -;z "m([x,m))dxj([t,t+h]) 
2 (vm([t,m))) 
< m for every h > 0 • 
PROOF. We argue as in the proof of Theorem 3.1.18 up to formula (27). 
For simplicity we introduce the notations 
and, as before, <(t) := v ([t,m)) (t ~ O). 
m 
Recall that, by (ii), 1/< E B.I. and that (29) and (30) state that 
P (p.) < m (i = 1,2). 
' 1 Furthermore, b~ the proof of Lemma 1.3.24 there existst a constant M > 0 
such that for all t ~ 0 we have 
t 
~ MP (p 1)P (p 2) J \I ([t-x,m))v ([x,m))dx + < < m m 
0 
+ MP (p 1)P (p 2)v ([t,m)) • 
' ' m 
(35) 
By Lemma 3.1.20 (i) and (ii) and by the fact that 1/< E B.I. we infer from 
(35) that 
sup 
t~1 
(p 1*p 2)([t,t+h]) 
t(v ([t,m))) 2 
m 
The same argument proves that 
sup 
t~1 
(p 1*p 1)([t,t+h]) 
2 t(v ([t,m))) 
m 
and thus, by (27), 
t+h tl xlpl(dx) 
< m 
sup 2 < m ' 
t~1 t(v ([t,m))) 
m 
or equivalently, 
lpl([t,t+h) 
sup 2 
t~1 (v ([t,oo))) 
m 
< 00 • 
Using (19) and (36) one easily shows by an obvious modification of Lemma 
1.3.24 that for all t ~ 0 
-1 (lpl*JvE j)([t,t+h]) 
for some constant M. 
t 
::;; M J 
0 
2 (v ([t-x,oo))) (1-F(x))dx + M(1-F(t)) 
m 
We now estimate both terms in the right member of (37). 
It follows from the first half of (34) and from (ii) that 
lim 1 - F(t) = 0 
2 
t-- vm([t,oo)) 
It is also not difficult to verify, using 1 h E B. I., that there exist 
constants M, t 1 > 0 such that for all t ~ t 1 
2 (v ([t-x,oo))) (1-F(x))dx 
m 
t/2 
of vm([x,oo))dx 
::;; M tv ([t,oo)) 2 (v ([t,oo))) 
m 
m 
where the last inequality also uses Lemma 3.1.20 (ii). 
Also, again using 1/< E B.I., there exists a t 2 > 0 such that 
2 (vm([t-x, 00))) (1-F(x))dx 
~~~~~~~~~~~~~- < 00 • 
(v ([t,oo))) 2 
m 
Substitution of (38), (39) and (40) into (37) yields 
(IPl*Jv; 1 j)([t,t+h]) 
(v ([t,oo))) 2 
m 
Therefore, by (26), 
< 00 • 
ft+h lv; 1([x,oo)) + vE([x, 00))idx 
lim-t~~~~~~~~~~~~~~ < oo. 
t-- (v ([t,oo))) 2 
m 
Finally, it is clear from (22) and Lemma 3.1.20 (i) that 
< 00 
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(36) 
(37) 
(38) 
(39) 
(40) 
(41) 
(42) 
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(1-F(x))dx 
0 . (43) 
The desired result now follows from (42), (43) and (20). 
REMARK 3.1.22. 
(i) By the same proof as in Theorem 3.1.18 (with some obvious modifica-
tions) it is possible to show the following more general result. 
Suppose (i), (iii) of Theorem 3.1.18 hold and 
then 
sup 
t'1:0 
- F(t) 
T(t) < "' , where..!. E B.I. and T 
If, in addition, lim 
t-l<><> 
- F(t) - 0 it follows that T{t) - ' 
t/U - i - :2 vm([x,oo))dx/([t,t+h]) 
lim 0 • 
t-l<><> 
(44) 
(ii) A similar rematk applies to Theorem 3.1.21. We leave the details to 
the reader. 
Finally, we will discuss second-order lirrrit results. 
THEOREM 3.1.23. Suppose that 
(i) 
(ii) 
no 
vF is nonsingular for some n 0 E :N. 
1-F E R.v."' , a '1:2 (cf. Definition 3.1.16 (3)). 
-a 
(iii) E2 := J x2 vF(dx) < "' • 
0 
Then 
D 
135 
a. 
!U - i - ~2 vm([x,oo))dx!([t,t+h]) 
lim -------,.,,...,-.,..,.------ < oo 1 - F ( t) for every h > 0 • 
t'7<>0 
b. 
h 1 t+h U([t,t+h)) - - - - J v ([x,oo))dx E E2 t m hE2 
lim -------1---F-(~t~)------- = - 3 
t-7<l0 E 
for every h > 0 . 
PROOF. Since (ii) implies 1/(1-F) E B.I. we can apply Theorem 3.1.18, and 
so by this result and 
li t(1-F(t)) = a._ 1 
t_; v m ([ t, oo) ) 
(cf. Appendix) (a) follows immediately. 
In order to prove (b) we first fix h > O. Obviously 1-F E SMT(O) by (ii). 
Since 
VE ( [ t, t+h]) 
lim 1 - F(t) 
t'7<>0 
it is easy to verify that VEE Sa(~ ,1-F), where a:= h/E. 
"' 0 
By (i) v; 1 exists in S(~0 ) and so (cf. Remark 1.3.34) 
-1 -a VE ES (~ ,1-F) . 
"' 0 
The definition of VE and formula (3) yield 
U([t,t+h]) - ~ - _!__ 
E E2 
t+h 
J vm([x,oo))dx = 
t 
t+h 
= v; 1([t,t+h]) - j J (1-F(x))dx + 
t 
t+h 
- j J (v; 1([x,oo)) + vE([x,oo)))dx • 
t 
From (45) and (46) it is now clear that we only have to verify that 
(45) 
(46) 
(47) 
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in order to obtain the desired result. Als in Theorem 3.1.18 we have 
-1 -1 p *VE =VE ([x,oo))dx + vE([x,oo))dx , 
where p := - (vE-e) 2 * ~-
By (iii) and (ii) it is easy to show that 
vm E SMT(O) , 
t+h 
tf vE([x,oo))dx _ h 
lim V ([t,oo)) - E 
t..- m 
and 
(For the last result use Karamata's theorem, cf. Appendix.) 
Combining (28), (29), (30) and (49) yields 
where 
a 
vE([x, 00))dx E S ($ ,T) , ~ 0 
b 
xvE(dx) E S ($ ,T) , 
~ 0 
b h(a.-1) 
:= -E-- a = i and T(t) := vm([t,oo)) ; t £ 0 . 
Hence by (27) and formula (47) of Proposition 1.3.32 it follows that 
where 
Since 
c := 
2h(a.-1) 
E 
p(B) J ~ p(dz) 
B 
and p := xp(dx) • 
(B E B([O,oo))) 
it is obvious from (51) and Karamata's theorem that 
l' p([t,t+h]) c 
t..: 1 - F(t) = a=-1 
and so 
p E E_d($0 , 1-F) , where d := a. ~ 1 
(48) 
(49) 
(50) 
(51) 
(52) 
Hence by (45), (48), (52) and formula (47) of Proposition 1.3.32 we obtain 
co 
~h J vE([x,co))dx - ~ P([O,co)) = ~h J vE([x,co))dx = 
0 0 
THEOREM 3.1.24. Suppose that 
(i) no vF is nonsingular for some n0 E JN. 
(ii) 1-F E R.v.:2• 
(iii) E2 := J x2 vF(dx) 
0 
Then 
a. 
I ~ 1 I U - E - -z vm([x,co))dx ([t,t+h]) 
lim ____ E ___________ < co 
t-too (1-F(t)) 0Jt vm([x, 00))dx 
for every h > o. 
U([t,t+h]) h 1 t+h 
- E - E2 tf vm([x,co))dx 
b. lim 
t-too (1-F(t)) ft vm([x,co))dx 0 
2h 
= - E3 
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PROOF. We only prove the second part since the proof of the first part can 
be done along similar lines. Leth> 0 be given. As in Theorem 3.1.23 
-1 -a VE E ~ (~0 ,1-F) with a := h/E (cf. (45)). Also by the representation for 
the renewal measure 
U([t,t+h]) - E_ - J_ 
E E2 
-1 
=VE ([t,t+h]) 
t 
t+h 
J v m ( [ x, co) ) dx = 
t 
t (53) 
a 
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Clearly 
lim v; 1([t,t+h]) - i tft+h (1-F(z))dz = 0 
t t-+<x> (1-F(t)) of vm([x,oo))dx 
and so we only have to prove that 
t+h -1 
. tf VE ([x,oo)) + vE([x,oo))dx 2h 
lim t -y 
t-+<><> (1-F(t)) of vm([x,oo))dx 
-1 -a -1 Since we already know that vE E ~ (1j1 0 , 1-F) and (vE ([x,oo)) + vE([x,oo)))dx = 
= p * v; 1 (cf. (26)) with p := - (vE-e) 2* * i it is obvious that we first 
have to analyse the behaviour of p in case 1-F E R.v.:2 and E2 = 00 • 
By (27) 
p([t,t+h]) 
00 00 I I x ! y 1{t~x+y~t+h} vE([y,oo))dy vE([x,oo))dx + 
0 0 
00 00 
+ 2 I I x ! y 1{t~x+y~t+h} vE(dy)vE([x,oo))dx • (54) 
0 0 
The first integral in (54) equals 
t 
r 
- J 
0 
t+h-x I x ! y vE([y,oo))dy vE([x,oo))dx + 
t-x 
t+h t+h-x 
- f f x ! y vE([y,oo))dy vE([x,oo))dx 
t 0 
Clearly, using ~~ 0ft vm([x, 00))dx = 00 , we obtain 
0 • 
Also by the definition of vE it is easy to check that the first part of, 
(55) is bounded from above by 
t t+h-x 
J...2 f f ~+1~ V ([y,oo))dy v ([x,oo))dx E x y m m 
0 t-x 
(55) 
(56) 
(57) 
Applying 
t t+h-x 
J J J (1-F(y)) x ! y dy vE([x,oo))dxJ 
0 t-x 
t t+h-x t/2 
J J J vE([y, 00)) x ! y dy(1-F(x))dxJ ~ f (1-F(f)) I vm([x,oo))dx , 
0 0 t-x 
t t+h-x 
I f f 
0 t-x 
and 
t t+h-x 
I I 
0 t-x 
(1-F(y)) (1-F(x)) dy dxJ ~ ~t (1-F(-2t)) x + y 
1 c 
vm([y,oo)) -- v ([x,oo)) dy dx ~ -t v ([!t,oo)) x+ym · m 
t/2 
J vm([x,oo))dx 
0 
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for sufficiently large t, yields in combination with (57) that the ratio of 
t t+h-'x I J x ! y vE([y,oo))dy vE([x,oo))dx 
and 
0 t-x 
t t+h-x 
E12 J I x ! y v m ( [ y 'oo)) dy 
0 t-x 
tends to one as t t 00 • 
Hence by the monotonicity of v ([t,oo)) and 
m 
V ([x,oo) )dx 
m 
V ([t+z,oo)) 
1 . m im -v-(~[-t-,oo~)~)- for every z > 0 
t~ m 
it follows that 
lim 
t~ 
t 
t 01 
Since by assumption 
(58) 
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V ( [t,oo)) 
lim-m~-~~ 
t-. t(1-F(t)) 
t 
and J vm([x,oo))dx E R.V.~ 
0 
(58) now implies 
2h oft/2 v ([t-x,oo))v ([x, 00))dx 2h lim m m 
t-n> E2 t(1-F(t)) Oft vm([x,oo))dx = E2 
(59) 
and so by (55) and (56) 
(60) 
Consider now the second part of (54). As for the first part one can easily 
check that the ratio of 
00 00 
I I x-f--y 1{t~x+y~t+h} vE(dy)vE([x,oo))dx 
0 0 
and (61) 
00 00 
:2 I I x-f--y 1{t~x+y~t+h} vm(dy)vm([x,oo))dx 
0 0 
tends to one as t t 00 • 
Also it is easy to see that 
f 00 f 00 ~y~ 1 v (dy)v ([x,oo))dx lim 0 0 x + y {t~x+y~t+h} m m 
t t+h-x v t-n> 0f t f ___,,__+ (1-F(y))dy v ([x,oo))dx 
-x x y m 
Since 
for all y ;:;: 0 
and 
1 • 
t-Aft (t-x)(1-F(t-x))vm([x,oo))dx 
lim 0 for every A > 0 
t4<X> Oft-A (t-x)(1-F(t-x))vm([x,00))dx 
(62) 
we obtain 
t oft t ft+h-x ~ (1-F(y))dy v ([x,oo))dx 
lim -x x y m 
t t-+<x> h Of (1-F(t-x))(t-x)vm([x,oo))dx 
and hence by assumption (ii) (decompose nominator oft 
at t (1-o)t 
of •.• , (1-o)tf and otf .•• ): 
ft t ft+h-x ~ (1-F(y))dy v ([x,oo))dx lim-0~~--x~~~-x~~Y~~~~~~m~~~~ 
t t-+<x> 2h(1-F(t)) Of vm([x,oo))dx 
By (64), (62) and (61) 
and this yields (cf. (54), (60)) 
lim p([t,t+h]) 2h 
t-+<x> ( 1-F ~ t) ) Oft v m ( [ x, oo) ) dx = E 2 
. -1 -a Finally, using VE E ! (~0 ,1-F) and (65) we obtain 
lim 
t-+<x> 
Hence by (26) 
lim 
t-+<x> 
-1 (p*VE )([t,t+h)) 2h 
(1-F(t)) Oft vm([x,oo))dx = E2 
t+h -1 
tf VE ([x,oo)) + vE([x,oo))dx 2h 
(1-F(t)) Oft vm([x,oo))dx = E2 
and this implies the desired result. 
into the parts 
1 • 
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(63) 
(64) 
(65) 
REMARK 3.1.25. If we combine Theorems 3.1.23 and 3.1.24 the result reads 
as follows: 
( i) 
(ii) 
no 
vF is nonsingular for some n0 E lN. 
1-F E R.V. 00 ; a ~ 2. 
-a 
CJ 
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Then for every h > 0 
a. lim 
t-+oo 
!u - j - -;,z vm([x, 00))dx!([t,t+h]) 
(1-F(t)) oft vm([x,oo))dx 
< 00 
b. 
h 1 t+h U([t,t+h]) - E - ~ tf vm([x,oo))dx 
lim 
t-+oo (1-F(t)) oft vm([x,oo))dx 
THEOREM 3.1.26. Suppose that 
(i) 
(ii) 
v;o is nonsingular for some n0 E lN. 
1-F E R.V. 00 , 1 < a < 2. 
-a 
Then for every h > O 
a. 
!u - i - -;. vm([x, 00))dx!([t,t+h]) 
-1. E 
1m t 
t-+oo' (1-F(t)) of vm([x,oo))dx 
< 00 
U([t t+h]) - .!:!_ - ....!_ ft+h V ([x 00))dx 
' E 2 t m ' 
b. . E 11m t 
t-+oo (1-F(t)) Of vm([x,oo))dx 
1 
_ (2a;3)(2-a)h I (l-x) 1-a x1-a dx 
E (a-1) O 
2h 
= - E3 
PROOF. Since the method of proof is similar as in the previous theorem we 
will only discuss the differences. 
As in Theorem 3.1.24 
00 00 1 
t Of of x + y 1{t:>x+y:>t+h} vE([y,oo))dy vE([x,oo))dx h 
lim -------"----__:_-----"----''------------- -
t-+oo 0ft v ([t-x,oo))v ([x,oo))dx - E2 m m 
(66) 
and hence by the properties of regularly varying functions (cf. Appendix) 
lim -
t-+oo 
00 00 1 
Of Of X"""'+-Y 1{t:>x+y:>t+h} vE([y,oo))dy vE([x,oo))dx 
(v ([t,oo))/ 
m 
1 
= - - ( 1-x) x dx h I 1-cx 1-cx 
E2 
0 
Moreover (cf. Theorem 3.1.24), 
and again by the properties of regularly varying functions 
"" ""__x_ 
. 0 f 0f x + y 1{t~x+y~t+h} vE(dy)vE([x,m))dx 
l:un t(1-F(t))v ([t, 00)) 
t-- m 
1 
= :2 J (1-x)1-cx x1-cx dx 
0 
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(6 7) 
(68) 
V ([t,m)) 
Formulas (54), (67) and (68) now imply (use also t!! tCl-F(t)) = ex ~ 1) that 
1 
lim 
t--
p([t,t+h]) 
2 (v ([t,""))) 
(2cx-3) ..!!__ J (1-x) l-cx xl-cx dx • 
E2 
0 m 
-1 -a Hence by (68) and VE E ~ (~0 ,1-F) with a= h/E we obtain 
t+h -1 
. tf VE ([x,m)) + vE([x,m))dx 
lim . 2 
t-- ( v ( [ t '""))) 
m 
lim 
t--
-1 (p*VE )([t,t+h]) 
. 2 (v ([t,m))) 
m 
(2cx-3) 
1 
..!!__ I (1-x)1-cx x1-cx dx 
E2 
0 
and this implies (using the representation for the renewal measure) the 
desired result. 
(69) 
"" 13-1 -x REMARK 3.1.27. If we denote the integral of x e dx for 13 > 0 by f(l3) 
(the so-called gamrrv:i function) then one can prove (cf. [ABR]) 
1 I x1-cx(1-x)1-cx dx 
0 
(r(2-cx)) 2 
r(4-2cx) and lim sr (13) 13-1-0 
1 • 
a 
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This implies 
lim _ (2a-3)(2-a)h 
at2 E3(a-1) 
1 I (1-x)1-a 
0 
x 1-a dx 2h 
- E3 
and this limit, as one expects, is the same constant as mentioned in Theorem 
3.1.24. 
2. On the behaviour of the renewal measure for a special class of distributions 
In this section we introduce a class of distributions on [O,oo) for which 
analytical expressions for the corresponding renewal measure can be derived. 
This class includes many well-known distributions and is therefore an impor-
tant subset of the set of all distributions on [O,oo). Moreover, the expres-
sion for the renewal measure can be computed by an elementary method and is 
well suited for numerical evaluations. Therefore the elementary approach is 
preferable above' the Banach algebra approach used in the previous section. 
However, as always, one has to pay a price for using this method, since it 
can only be applied to a limited number of distributions. In order to start 
we first introduce these distributions. 
DEFINITION 3.2.1. Let vF be a probability measure on [0, 00). We say vF E Km 
if 
~A(vF) := f exp(Ax)vF(dx) 
0 
equals P1(A)/P2(A), where Pi(A) (i = 1,2) are polynomials without common 
factors and m = degree(P2) > degree(P 1). 
Suppose now in the remainder of this section that VF E Km for some 
m E JN. As always 
~A(U) Re A < 0 
and this reduces for VF E Km to 
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(jl;>. (U) Re :>. < 0 • 
If we define P(;>.) := P2(:>.) - P1(:>.) then it follows immediately by (1) 
p 1 (:>.) 
ljl;>.(U) = 1 + P(:>.) 
Moreover, by the definition of Km we obtain 
degree(P 1) < degree(P) • 
l 1) 
(2) 
In order to expand the rational function P 1(:>.)/P(:>.) by partial frac-
tions ([CON]) we have to determine the factors of P(:>.). Note that these 
factors equal the roots of the equation P1(:>.)/P2(:>.) = 1, since P1 and P2 
have no common zeroes. Now the following observations about these factors 
can be made. 
In case ci is a complex-valued root of P(:>.) = 0, then also ci is a 
root of P(:>.) = 0 where c. denotes the complex conjugate of c .• This follows 
1 1 
from the fact that the coefficients of the polynomial P(:>.) are real-valued 
and hence P(~) = p""TX). 
Also using ljl0 (vF) = 1 it is obvious that P(O) = 0 and so :>. = 0 is a 
real-valued root. This root has multiplicity 1 since by the factorization 
theorem for polynomials 
1 
- ljl;>.(vF) 
. P(:>.) ;>.k-1 G(:>.) lim ;>. 11m DX)1" lim P2(:>.) 0 ;>.-+{) ;>.-+{) 2 :>.-+O 
in case k ~ 2, where k denotes the multiplicity of ;>. = O. This contradicts 
lim 
;>.-+{) 
and hence k equals one. 
E > 0 
So in the general case the roots of the equation P(;>.) = 0 are either 
real-valued nonnegative numbers r 1, ••• ,r, each with multiplicity k. p 1 
(i = 1, ••• ,p) and/or conjugate pairs (c 1,c 1), ••• ,(c.Q,'ci), each with multi-
plicity ni and Re ci > 0, i = 1, ••• ,R.. (Note vF is nonlattice.) 
146 
However, we will not discuss this general case but focus our attention 
on two important subcases. 
CASE A. No complex-valued roots (i.e. i = O). 
CASE B. There exist complex-valued roots and the multiplicity of all distinct 
roots equals one. 
THEOREM 3. 2. 2. Let vF E Km for some m E JN and suppose the different roots 
ri (i = 1, ••• ,p) of the equation P(A) 0 are real-valued. Then 
U([O, t]) t E2 =-+---
E 2E2 
p 
l 
i=1 
k. 
]. 
l j=1 
-j j-1 (r.t)k 
(-r.) A .. l _ki' exp(-r.t) 
i l.J k=O ' i 
where ki denotes the multiplicity of the nonzero root ri and 
A.k . = (Dj H.) (r.) I j ! 
' 
j o, ... ,ki-1 
i CJ ]. ]. 
U,'ith 
k. (A-r.) i 
Hi (A) ]. := 1 
- <PA(vF) 
and Dj H. the jth_derivative of Hi (H~O) := Hi). ]. ]. 
(3) 
(4) 
PROOF. By partial fraction expansion (cf. [CON]) we obtain for every A with 
Re A < 0 
P 1 (A) ~ 
P(X) = 
i=1 
k. 
]. 
l j=1 
( ) -j +A A-l A .• A-r. Ol l.J ]. 
where p denotes the number of different nonzero roots ri > 0 and ki the 
multiplicity of ri. 
Hence by (3) 
p 
<PA(U) = 1 + A01 A-1 + l 
i=1 
k. 
]. 
l j=1 
-j 
A .. (A-r.) l.J ]. 
(5) 
(6) 
Since the Laplace-Stieltjes transform of the negative exponential distribu-
tion with parameter r. equals -r. I (A-r.) it follows from (6) and Lemma 3. 1. 1 ]. ]. ]. 
that the renewal measure equals 
U([O, t]) 
where Fr,(t) := 1 - exp(-rit). l. 
It is well known that 
and so from (7) 
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(7) 
p ki ( j-1 (rit)k) 
U ( [ O , t] ) = 1 + I l ( -1 ) j A . . r-:- j 1 - exp ( -r it) kl=O -k-1- - A01 t . ( 8) 
i=1 j=1 l.J l. 
In order to determine the constants we observe by (6) that 
and 
Ao 1 = lim All\ (U) 
HO 
k. 
1 + I { (-1)j A .. 
i=1 j=1 l.J 
-j 
r. l. 
1 
lim lll;1. (U) + EA = 
HO 
(9) 
( 10) 
Finally noting that the constants Aik·-j (j k· l. . = O, •••
 ,k.-1) equal (DjH.)(r.)/j! l. l. l. 
denotes the jth derivative of where H.(A.) = (A.-r.) l./(1-lll. (vF)) and DJH. l. l. 'A l. 
H. (DOH. :=H.) (cf. (6)) and combining (7), (8) and (9) yield the desired l. l. l. 
result. 
REMARK 3.2.3. 
(i) In case ki = 1 (i = 1, ••• ,p) ('* p = m-1) it is easy to see that 
formula (4) reduces to 
U([O, t]) 
where 
m-1 I Ai. 1 r~ 1 exp(-r.t) i=1 l. l. 
co 
-1 
(Dlll (vF)) = -r. l. ( J x 0 
( 11) 
D 
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(ii) 2 Let vF € K2• Then by definition tpA(vF) equals (1+a0A)/(1+a 1A+a2A ), 
where a2 f O. Also by definition it is forbidden that both polynomials 
have common factors and so we have to assume in case a0 f 0 that 
and 
2 Now the roots of the equation (1+a0A)/(1+a 1A+a2A ) = are given by 
A= 0 and A= (a0-a 1)/a2, A > O, and after some calculations and ap-
plying (i) we obtain 
U([O,t]) 
(Note that the class of K2-distributions contains hyperexponential 
distributions and mixtures of Erlang-1 and Erlang-2 distributions with 
the same scale parameters (cf. [KOK]).) 
Finally we discuss case B. 
THEOREM 3. 2. 4. Let vF € Km for some m € JN and suppose the nonzero roots of 
the equation P(A) = 0 are either real-valued or complex-valued and have 
multiplicity 1. Then 
U([O,t]) 
+ 2 
JI, -1 L Re(B. 1c. exp(-i Imc.t)) exp(-Recit) i=1 l. l. l. (11) (*) 
where p denotes the nuniber of nonzero real-valued roots r 1, ••• ,rp and Jl the 
nuniber of pairs of conjugate roots (c 1 ,~ 1 ), ... ,(c!l'~Jl). Also 
Ai 1 (D<Pr. (vF)) -1 i 1, ••• , p 
l. 
Bi1 = - (Dtp (v ))-l i 1, ... ,Jl c. F 
l. 
PROOF. By partial fraction expansion 
P1(A) p 
-1 JI, 
-1 JI, * - -1 -1 ~= l A. 1(A-r.) + l B. 1(A-c.) + l B . 1 (A-c.) + A01 ;\ i=1 l. l. i=1 l. l. i=1 l. l. ( 12) 
(*) If p = 0 then the third term of (11) vanishes. 
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Hence (as in Theorem 3.3.2) we obtain 
U([O,t]) 
.R, -1 ~ * --1 -I Bi' 1 c i' ( 1 - exp ( -c . t)) - l Bi· 1 c i ( 1 - exp ( -c . t) ) • ( 13) i=1 ]. i=1 ]. 
Now it is easy to check that for all i = 1, ••• ,R. 
and this implies 
( 14) 
By (14) formula (13) reduces to 
U([O,t]) - 2 
R, -1 p 1 l Re(Bilci) + l Ail r: exp(-r.t) - A t + 
i=1 i= 1 ]. ]. 01 
p R, 
- l Al.. 1 r-:- 1 + 2 l Re(Bl.. 1 c-:- 1 exp(- i Imc.t)) exp(- Re cl..t) (15) i=1 ]. i=1 ]. ]. 
and following the same method as in Theorem 3.2.2 to determine the constants 
in (15) we can easily establish from (15) the desired result. o 
We conclude this section with an example of a distribution satisfying 
the conditions of Theorem 3.2.4. 
Let VF be the Erlang-n distribution, where n is an integer. For this 
distribution <.PA(vF) = (1-A)-n and now the roots of the equation (1-A)-n = 1 
are given by 
2krri 
- exp(-n-) + 1 , k O, ••• ,n-1 . 
This implies (see Theorem 3.2.4) 
t n + 1 U([O,t]) = n + ---zn:- + O(exp(-'-(1 - cos(211/n))t)) , (16) 
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3. The behaviour of the renewal measure in case the expectation is infinite 
In this section we will only consider (unless stated otherwise) nonlattice 
probability distribution functions F on (O,oo) with F(O+) = 0, E = oo and 
regularly varying tails (cf. Definition 3.1.16). 
First we will discuss the asymptotic behaviour of the rene7JJal function 
and after that the behaviour of the same function on [t,t+h] as t too. The 
results for the case 1-F E R.v.: 1 are new. Before mentioning these results 
let us introduce the following notations: 
U(t) := m(jo 1{s :>t}) ' t G 0 
-n 
t ( 1) 
m(t) := f (1-F(z))dz t G 0 • 
0 
The corresponding Laplace-Stieltjes transforms (cf. [WID]) are given by 
00 
u(;1.), := f exp(-;1.x)U(dx) ;I. > 0 
0 
(2) 
m.(;1.) := f exp(-h)m(dx) ;I. > 0 • 
0 
These notations are sl~ghtly different from the ones used in the previous 
sections. This is due to the fact that we deal in this section with func-
tions instead of measures. 
THEOREM 3.3.1. (cf. [FEL-2).) For 0 :>a:> 1 the next result holds: 
m(t) E R.V.~-a ~ U(t) E R.v.: 
Either relation implies 
1 . m(t)U(t) 
l.IIl t 
ttoo r(2-a)r(1+a) 
PROOF. By Karamata's Abel-Tauber theorem (cf. [GEL] or the Appendix) and 
the relation U(;l.)m(;I.) = ;I. for all ;I. > 0 we obtain the following equivalent 
statements: 
Moreover, by the same Abel-Tauber theorem, 
1 . m(t)U(t) im t 
ttco 
REMARK 3.3.2. 
1 . m(1/t)u(1/t) t~: tr(2-a)r(1+a) r(2-a)r(1+a) 
(i) Note that for every (nonlattice) probability distribution F we have 
1 ~ m(t~U(t) ~ 2 for all t > O. This inequality is easily verified, 
since 
t 
t = J m(t-x)U(dx) 
0-
and hence 
t/2 
t ~ m(t)U(t) and t ~ J m(t-x)U(dx) ~ m(t/2)U(t/2) • 
0-
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(ii) If the first moment is finite then lim m(t) = µ < "'• so m(t) E R.v."'0 • 
t-+oo 
This implies by Theorem 3.3.1 (take a= 1) that 
lim m(t)tU(t) = 1 
t-+oo 
or equivalently lim U(t) = J_ 
t-+oo t µ 
(iii) Since for 0 <a< 1, m(t) E R.V.~-a if and only if 1-F(t) E R.v.:a 
(cf. Appendix), an equivalent formulation of Theorem 3.3.1 is given by 
1-F(t) E R.V. 00 #U(t) E R.V. 00 
-a a 
Either relation implies 
lim (1-F(t))U(t) 
ttoo 
r(1-a)r(1+a) 
(0 < a < 1) 
If the tail of the distribution function F belongs to R.v.:1 we can prove a 
stronger result than the one mentioned in Theorem 3.3.1. 
(*) TE R.v. 0 if g E R.V. 00 where g(t) := T(1/t) (cf. Definition 3.1.16). p -p 
a 
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However, before proving this, we need the following. 
THEOREM 3.3.3. For ! < a ~ 1 the next result holds 
m(t) E R.V.~-a ~ U(t+1) - U(t) E R.v.:_ 1 
Either relation implies 
lim m(t)(U(t+h) - U(t)) 
ttoo 
h Vh>O .: 
r(a)r(Z-a) 
PROOF. It is proved by [ER!] using Fourier analysis that for ! < a ~ 1 
m(t) E R.V.~-a implies H:!! m(t)(U(t+h)- U(t)) = r(a)~(Z-a) • So we only 
need to verify that U(t+1)-U(t) E R.v."" 1 implies m(t) E R.v.""1 . a-
-a 
We have 
t+1 
J U(x)dx = 
t 
t 
J (U(x+1) - U(x))dx + 
0 
1 
J U(x)dx 
0 
and this yields since a > 0 and U(t+1) - U(t) E R.v."" 1 that a-
t+1 
J U(x)dx E R.v.: 
t 
Now by the monotonicity of U we obtain 
t+1 
U(t) ~ J U(x)dx ~ U(t+1) 
t 
and since U(t+1)-U(t) remains bounded (cf. [FEL-:l]) we get 
t+1 J U(x)dx 
!.!: t U(t) 1 • 
"" Hence U(t) E R.V.a and by Theorem 3.3.1 the desired result follows. 
REMARK 3.3.4. For 0 <a~ ! the next result holds (cf. [ER!]): 
m(t) E R.v."" ~ lim m(t)(U(t+h)- U(t)) 
-a -
t--
h 
r(a)r(Z-a) (3) 
This result cannot be improved without imposing stronger conditions on F. 
(See also the lattice case.) 
D 
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In order to prove the next theorem we need the following definition. 
DEFINITION 3.3.5. (cf. [GEL].) 
(i) A measurable function ,: [O,oo) + lR belongs to the class IT 00 if there 
exists a positive measurable function L such that 
lim T(tx) - T(t) = ln(x) 
L(t) ttoo 
for all x > O. 
(ii) A measurable function T: [O,oo) + lR belongs to the class ITO if g 
belongs to the class IT 00 where g(t) = T(1/t). 
REMARK 3.3.6. The auxiliary function L belongs automatically to R.V.~. 
This is easily verified from the equality 
L(ty) T(txy) - T(ty) 
L(t) L(ty) 
which is valid for atl x,y > 0. 
T(txy) - T(t) 
L(t) 
T{ty) - -r(t) 
L(t) 
Moreover, one can prove that rr"' is a proper subclass of R. V. ~ (cf. [GEL] or 
Appendix). 
THEOREM 3.3.7. Let the function TE IT 00 with auxiliary function L be positive 
and nondecreasing. Then for every nondecreasing function R(t) E R.V. 00 with 
a~ 0 and limsup t(R(t+l)- R(t)) < oo we obtain a 
t t oo R(t) 
t 1 
lim J 
(T(t) - T(t-x))R(dx) I a-1 dx . L(t)R(t) -a ln(1-x)x ttoo 
0 - 0 
PROOF. Without loss of generality we assume that L is locally bounded on 
[O,oo). Obviously for every 0 < n < 
t nt 
I (T(t) - T(t-x))R(dx) I (T(t) - T(t-x) )R(dx) + 
-0 0 
t 
+ I (T(t) - T{t-x))R(dx) (4) 
nt 
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We first prove that the latter term on the right in (4) is small for n close 
to 1, if t tends to infinity. The proof of this result is carried out as 
follows. 
Since T and R are nondecreasing we obtain for this term the upperbound 
LtJ 
J (T(t)- T(t-x))R(dx) + T(t)(R(t)-R(t-1)) . 
L ntJ 
(5) 
For the last term in (5) we have 
O < r T(t) (R(t) - R(t-1)) ;;; ~ t~: L(t)R(t) 
< r t(R(t) - R(t-1)) r t(t) < Mr- T(t) (6) ~ t~: R(t) t~: tLTtJ ~ t~: tL(t) O • 
Consider next 
Lt J 
J (T(t) - T(t-x))R(dx) . 
LntJ, 
From the monotonicity of R and T we obtain 
0 ;;; 
LtJ 
J (T(t) - T(t-x))R(dx) 
LntJ 
L tJ-1 
I 
k= LntJ 
kr (T(t) - T(t-x))R(dx) ;;; 
k 
L tJ-1 
;;; I (T(t)-T(t-k-1))(R(k+1)-R(k));;; 
k=LntJ 
LtJ-1 
:> M l (T(t) - T(t-k-1)) R~) for some M > 0 
k= LntJ 
and hence, since R is nondecreasing and n > 0 
L tJ-1 
0;;; J (T(t)- T(t-x))R(dx) ;;; 
LntJ 
,; MR(t) 
- nt 
LtJ-1 
I (T(t) - T(t-k-1)) 
k=LntJ 
(7) 
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Consider the latter term on the right in (7). Since T is nondecreasing and 
positive we get 
LtJ-1 
0 ~ I (T(t) - T(t-k-1)) 
k = LntJ 
LtJ-1 
= T(t- LntJ) - T(t- LtJ) + I (T(t)- T(t-k)) 
k= LntJ 
LtJ 
~ T(t- LntJ) - T(t- LtJ) + J (T(t) - T(t-x))dx 
LntJ 
So, in order to prove 
t f (T(t) - T(t-x))R(dx) 
lim lim _n_t ___ ~-· ~~---
nt 1 ttoo L(t)R(t) 
it is sufficient to show that 
LtJ J (T(t) - T(t-x))dx 
- LntJ lim lim ...___.._ __ t-=L....,(-t""") ___ _ 
nt 1 ttoo 
0 
0 • 
In order to do so we need the following representation for T E rr"' given in 
the Appendix: 
t 
T(t) c + L(t) + I L~) dp 
1 
with c some constant and L the auxiliary function. Using this representation 
we obtain for t sufficiently large 
0 ~ 
t LtJ 
J (T(t) - T(t-x))dx ~ 
LntJ 
J (T(t) - T(t-x))dx 
n2 t 
1 1 
t J J L(;y) dydx + 
n2 1-x 
1 
t J (L(t) -L(t(1-x)))dx 
n2 
Note that by the uniform convergence theorem (cf. Appendix) 
(8) 
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and 
1 
lim I I L(ty) dy dx 
ttoo L(t) y 
n2 1-x 
1 
lim I I tt<» 
n2 1-x 
0 (ty) L(ty) ~ dx = 
to L(t) Y 1 +o 
1 
lim J 
ttoo n2 
L(t(1-x)) dx = 
L (t) 
1 
1 
J ln( 1-x)dx 
n2 
( 9) 
lim J (t(1-x)) 0 L(t(1-x)) dx 1 _ n2 
t 0 L(t) (1-x) 0 = 
(take o E (O, 1)) . 
tt<» 
n2 
Hence by (8) and (9) 
and so 
0 ;;; lim lim 
nt1 tt00 
t 
LtJ 
J L ntJ 
T(t) - T(t-x) dx = 0 
tL(t) 
J (T(t) - T(t-x))R(dx) 
lim 1 im --'n_t __ ~------ = 0 • 
nt1 tt<» L(t)R(t) 
This takes care of the second term on the right of (4). 
( 10) 
We proceed with the first term of (4). By the representation for functions 
TE IT 00 and Fubini's theorem we obtain for the first term on the right of 
(4) that 
nt J (T(t) - T(t-x) )R(dx) 
1 . 0-
l.m ---~------tt<» L(t)R(t) 
nt t j j L(y) dy R(dx) 
t-x y 
+ 1 im _o_-_ ____,,L'(-t~) R=--( t') __ _ 
tt00 
nt J (1 - L(t-x))R(d ) L(t) x 
1 . 0- + im ---------
tt<» R(t) 
1 dx j (R(t1) - R(t(l-x)))L(xt) x 
lim _1_-~n----,R=-(.,..t_,,)-=-1'(-t~) -----
t too 
1 
J - Cl Jn 
a-1 
ln( 1-x)x 
1-n 0 
dx • 
This takes care of the first term on the right of (4) and so the proof is 
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now complete. a 
REMARK 3.3.8. Note that 
1 
a J ln(l-x)xa-l dx 
0 0 
1 
J 
1 - xa 
---dx 1 - x (D(ln or)) (a+l) + y 
where y is Euler's constant, (lno r)(x) := ln(r(x)) and (Df)(x) denotes the 
derivative of a function f in x (cf. [ABR, p. 259]). 
THEOREM 3.3.9. The next result holds: 
( ) E oo ~ _ U(t) E TI°" 1-Ft R.V._ 1 ~ t 
Either relation implies 
U(t)m(t) _ l 
lim t 
tt00 t(1-F(t))(m(t))-l 
PROOF. Suppose - U~t) E TI 00 • Then by [HAA-2] we obtain 
t 
2 J U(x)dx - tU(t) 
0 
E R.v.; 
and hence by Karamata's Abel-Tauber theorem its Laplace-Stieltjes transform 
is also regularly varying, i.e. 
U~A) + (D(U))(A) E R.V.~2 
- 0 - 0 - -1 This implies (D(AU))(A) E R.V._ 1 and so - AD(A) E TI • From m(A)U(A) =A we 
get m(A) E TIO and hence the Abel-Tauber theorem for n-varying functions (cf. 
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[GEL) or the Appendix) yields m(t) E IT 00 or equivalently 1-F(t) E R.v.: 1 
(cf. Appendix). 
·we now prove the other part of this theorem. Let 1-F(t) E R.v.: 1• Since 
(i) m nondecreasing, m(t) E IT 00 with auxiliary function L(t) := t(1-F(t)), 
(ii) U nondecreasing, U(t) E R.v.7 and lim t(U(t);(~5t-l)) 
t-+<x> 
rems 3.3.3 and 3.3.1) 
we may apply Theorem 3.3.7 and so we obtain 
m(t)U(t) - t 
lim t(1-F(t))U(t) 
t-+<x> 
t J (m(t) - m(t-y))U(dy) 
l" Q-
t.: --t-(~1---F-( t~)~)-U~(-t~) --
This implies by Theorem 3.3.1 the desired result. 
< 00 (use Theo-
1 • 
REMARK. For 1-F(t) E R.V. 00_ 1 we obtain lim ( m(t~ )) = 00 and hence the t-+<x> t 1 - F t 
result, stated in Theorem 3.3.9 implies f~ m(t)tU(t) 1. 
Since the first moment is not necessarily finite if 1 - F(t) E R.v.: 1 
we cannot use the methods from Banach algebra theory for the analysis of the 
function U(t+h) - U(t). Therefore (cf. [ST0-3)) Fourier analysis will be used 
to investigate this behaviour. Before starting we introduce the characteris-
tic function of a probability distribution F, i.e. 
-(() (6) ·= J exp(i6x)F(dx) 
LEMMA 3.3.10. For any probability distribution function F we have 
-lim Im q>(6) 
6-+0 6 
00 ~ f lxldF(x) 
PROOF. Clearly 
- -J lxl I si:6 x 6 I dF(x) :0 f lxldF(x) 
D 
D 
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THEOREM 3.3.11. Suppose Fis an arbitrary nonlattice distribution function 
(not necessarily on the positive halfline) and lim Im ~( 9 ) = oo, Then for all 8->-0 
continuous functions h with compact support 
- -lim jr h(8) Re( 1 _ !~( 8))d8 
st1 
Ih(8) Re( 1 _ ~( 8))d8 
PROOF. For the greater part this proof is similar to the proof for the case 
where the absolute first moment m1 is finite and 0 < E < 00 , given by [BRE, 
Lemma 10.11). Checking Breiman's proof we see that we have to verify the 
following: 
(i) 1 Re( 1 _ ~( 8 )) is absolutely integrable on (-b,b) for some positive 
(ii) 
constant b. 
lim 
st1 
-e: 
£ I (1-s)h(8) Re(~(8)(1-\P(8)»d8 \1-s<p(8)\2 1 -~(8) 0 ' 
with \P(8) the complex conjugate of ~(8) and £ some positive constant. 
We first verify (i). 
Since lim Im ~( 9 ) = 00 , we obtain by Lemma 3.3.10 that f'lxlF(dx) = 00 • 
8-+() --00 
This implies by [BRE, p. 52) that \s \/n diverges almost surely to infinity n 
as n + 00 , where Sn is the partial sum of independent random variables, each 
distributed according to F. 
Hence P{S E I i.o.} = 0 for all bounded intervals I and so by [FEL-2, 
n 
p. 202) U (I) < 00 for all bounded intervals I. This implies by [FEL-2, 
p. 616) that for all b > 0 
b 
J Re( 1 _ ~( 8 ))d8 < oo 
0 
1 
and since Re( 1 _~( 8 )) is even and positive the desired result follows. 
We now verify (ii). 
Since h(8) is bounded (say \h(S) \ ;;; 1), (1 - s Re ~(8)) 2 ~ (1-s) 2 and 
we obtain for every £ > 0 that 
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£ 
J 
( 1-s)h(e) R <<j)(e)(1-iP<e)»del ~ 2 e 1-<j)(e) 
-e: 
11 - s<j)( e) I 
£ 
~ J 
( 1-s) de • 2 2 2 ( 1-s) + s (Im<j)(e)) 
-e: 
( 11) 
Also, since Im ~(e) + oo (e + O), there exists for every M > 0 a positive 
Im <j)( e) constant e: such that for all e with 0 < I e I :£ e:, ~ M and this implies e 
Using 
£ 
0 ~ lim J 
stl 
(l-s) de ~ lim J 
(1-s) 2 + s2 M2 e 2 stl 
lim 
stl 
e:/ ( 1-s) 
J 
-e:/(1-s) 
---.,,.......,,- de 211 M2 e2 = M2 
+-2-
£ 
(12) 
( 1-s) 
2 M2 2 de ( 1-s) + T e 
we finally obtain by combining (11) and (12) the desired result. 
REMARK 3.3.12. As noted in the proof of this theorem Breiman proved for 
nonlattice probability distribution functions with 0 < E < 00 and finite 
absolute first moment m1 that for all continuous functions h with compact 
support 
lim 
stl 
-J h(e) Re( 1 _ 1 )de = 1Th(O) + s<j)( e) E -J h(e) Re( 1 _~<e»de 
An easy consequence of Theorem 3.3.11 is the next result. 
THEOREM 3.3.13. Suppose Fis an arbitrary nonlattice probability distribu-
tion function (not necessarily on the positive halfline) for which 
D 
Im ~(e) + 00 (e + 0). Then for all continuous functions h with compact support 
and x E lR we have 
lim 
st1 
+co 
J h(8) Re(exp(-ix8))d8 1 - S(j)(8) 
PROOF. It is easy to verify that 
+co +co 
+co 
J h(8) Re(exp(-ix9))d8 1 - 4)(8) 
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J h(8) Re(exp(-ix8))d8 1 - S4)(8) J h(8) cos(x8) Re( 1 _ ~( 8 ))d8 + 
+co 
+ x J h( 8) sin(x8) ( 8 )d x8 Im 1 - S(j)(8) 8 
By Theorem 3.3.11 and (13) it is now sufficient to show that 
lim 
st1 
-J h( 8) sin(x8) ( 8 )d x8 Im 1 - s(j)(8) 8 
-J sin(x8) 8 h(8) x8 Im( 1 _4J( 8»d8 
( 13) 
This proof can be carried out as follows. Since h(8) is a continuous func-
tion with compact support and for 181 sufficiently small, 
I 8 I I 8s Im 4)(8) I Im(1 - s(j)(8)) = 2 ~ I 8s Im 4)(8) I 2 2 11 - s4)(8)1 s (Im 4)(8)) 
= _!_ I 8 I s 2 I 8 I s M s Im 4)(8) - Im 4)(8) -
for all ! ~ s ~ 1 with M some constant, we may apply Lebesgue's dominated 
convergence theorem (use also in case 181 away from zero the nonlattice 
8 
property of F and the continuity in both variables of p(8,s) := Im( 1 _ s(j)( 8») 
and so we get 
lim 
st1 
-J h(8) sin(x8) ( 8 )d x8 Im 1 - s4)(8) 8 
-J sin(x8) 8 h(8) x8 Im( 1 _ 4J( 8»d8 
This finishes the proof of the theorem. CJ 
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Suppose now F is a nonlattice probability distribution function on 
Im cp(9) (-oo,+oo) with finite moment E > 0 or 9 + oo (9 + O) and denote the aver-
h h 
age number of renewals on [x-z-,x+-zl by U(x,h), i.e. 
U(x,h) := l 
n=O 
By [BRE, Prop. 3.39] we get S(h) < oo with 
S(h) := sup{U(x,h) : -oo < x < oo, 0 ;:;; h ;:;; h} for every h > 0 . 
Choose subsequently a probability density function k on (-00 ,+oo), satisfying 
the conditions (cf. Appendix) 
+oo (i) its characteristic function k(S) 
1a1 ;?; 1 ' 
:= _00! exp(iax)k(x)dx is zero for 
(ii) k(x) is even and continuous, 
(iii) k(x) has finite moments of all order; 
and set 
+oo 
V(x,h,a) := f a- 1 k(a- 1 y)U(x-y,h)dy (a > 0, x E lR) • ( 14) 
Since U(•,h) is uniformly bounded on (-oo,+oo) and k is a probability density 
function we obtain that V(•,h,a) is uniformly bounded and so this function 
is well defined. 
We now derive a Fourier representation for V(x,h,a). Using integration 
by parts we have for every n E lN 
+oo f exp(ix9) (Fn* (x + ~) - Fn*(x - ~)) dx 2 sin~h9/2) cpn(a) 
and this implies for every 0 < s < 1 by Fubini's theorem, the inversion 
formula for Fourier transforms and the monotone convergence theorem that 
n n* h 
s F (x-y + -z) n* h \ -1 -1 F (x-y-Z))a k(a y)dy 
= _!_ l Sn 
27! n=O 
1/a 
n* h J F (x-y - z) 
-1 /a 
exp(-iy9)k(a9)d9 dy 
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1/a +oo 
J exp(-ixe)k(ae) 
-1/a 
I . ( n* h n* h) exp(i.(x-y) 6) F (x-y + 2) - F (x-y-2) dyd6 = 
1/a 
h l sn J exp(-ixe)k(ae) sin(h8/2) n(e)de = 211 he/2 \P 
n=O 
-1/a 
1/a 
h J exp(-ix8)k(ae) sin(he/2) 1 de 
= 211 h6/2 1 - S\j)(8) 
-1/a 
1/a 
h J k(ae) sin(h6/2) Re(exp(-ixe»de 
= 211 he/2 1 - S\j)(8) 
-1/a 
Hence by the relations (14), (15), the monotone convergence theorem and 
Theorem 3.3.13 we finally obtain that 
+oo 
J -1 -1 ~ n( n* h n* h) V(x,h,a) lim a k(a y) L s F (x-y+2) - F (x-y-2) dy 
s+1 n=O 
= _E._ lim 
211 s+1 
1/a 
J k(ae) 
-1/a 
1/a 
sin(h6/2) Re(exp(-ixe))de 
h6f2 1 - S\j)(6) 
_E._ + _E._ J k(ae) 2E 211 
sin(h8/2) R (exp(-ix8))de 
hS/2 e 1-\P(e) 
-1 /a 
1/a 
J k(ae) 
-1 /a 
if 0 < E < 00 and m1 finite, 
sin(h6/2) R (exp(-ix8))de 
h6/2 e 1-(j)(6) 
if lim Im \j)(6) 
e""*° e 
Since the integrand in (16) is even we obtain the following result. 
( 15) 
(16) 
THEOREM 3.3.14. For every nonlattice probability distribution function F 
(not necessarily concentrated on the positive halfline) we have 
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1/a 
- + - k(ae) h h I A 2E 11 sin(he/2) R (exp(-ixe))de he/2 e 1 - 1.P(e) 
0 
V(x,h,a) if m1 is finite and 0 < E < oo , 
1/a 
~ J k(ae) sin(he/2) Re(exp(-ixe))de he/2 1-1.P(e) 
0 
if lim Im \j)(S) 
e~ e + 00 • 
REMARK 3.3.15. Stone (cf. [ST0-3]) uses the above representation for 
V(x,h,a) to analyze the behaviour of U(t+h) - U(t) h in case the m-th E 
absolute moment is finite for m ~ 2. 
The following theorem links the function V(x,h,a) to the function 
U(x,h). 
THEOREM 3.3.16. Let M > 0 be given. Then for every e: > 0 there exists some 
-3 x0 = x0{e:) such that for all lxl ~ x0 and 2lxl s h s M the following 
inequality holds 
V(x,h-2lx!-3,lxl-4) - S{M)e: < U(x,h) S 
lx1 2 ~ 
-2 -1 -3 -4 S (1-e:lxl ) V(x,h+21xl ,lxl ) 
where S{M) := sup{U(x,h) : 0 S h S M, - 00 < x < oo} < oo. 
PROOF. See [ST0-3, p. 340]. 
Since U(x,h) is estimated in terms of V(x,h,a) it is sufficient for 
the analysis of U(x,h) to analyze the asymptotic behaviour of V(x,h,a). 
This is done in the next theorem. 
DEFINITION 3.3.17. A distribution function Fon (-oo,+oo) is called strongly 
non lattice if 
(a) F is nonlattice, 
(b) limsup l1.P(6) I < 1 
e t oo 
0 
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THEOREM 3.3.18. If Fis strongly nonlattice and 1-F E R.v.:1 then for hand 
p strictly positive: 
x-+oo 
-4 -4 
lim (V(x,h,x ) - V(px,h,(px) )) = h ln(p) 
L(x) 
where L(x) is some slowly varying function (i.e. L E R.V.~J. 
PROOF. By Theorem 3.3.14 we obtain 
with 
-4 -4 V(x,h,x ) - V(px,h,(px) ) 
x4 
h 
71 J k(x - 4 6) g(h6) Re(exp(-ixe))d6 + 1 - (j)( e) 
0 
(xp)4 
J k((xp)-4 e) g(h6) 
0 
( e) ·= sin(6/2) 
g • , e/2 
Re(exp(-ix6))de 
1 - (j)( e) 
Now the major contribution to the integral V comes from a small neighbour-
hood of zero. Since L(x) is slowly varying we may neglect terms of the order 
1 /x. 
Consider the difference 
D 
B/x 
J k(x-4 e) g(he) 
0 
R (exp(-ix6))de 
e 1-(j)(6) + 
B/xp 
- J k((xp)-4 6) g(h6) Re(e~p-(~t~~))d6 
0 
for some fixed B > 0. 
We may delete the first two factors k•g in both integrals. This only alters 
D by 0(1/x) (x + 00 ) since the functions k, g are differentiable in zero, 
x:?: 1 and 6/l1-(j)(6)1 is bounded on (0,1]. 
A change of variables, T = ex in the first integral and T 
second, yields 
6px in the 
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Write 
Then 
B 
J Re(exp(-i-r) 
0 
( -r/x - -r/px ) d-r = D + o(1(x)) • 1 - lfl(-r/x) 1- lfl(-r/px) -r 
p ( e) + icr ( e) • 
p ( 1 /x) ~ ~ x 2 ( 1 - F (x)) / (m(x)) 2 
since 1-F E R.v.: 1 (cf. Appendix) and this implies p(1/x)•1/x ~ 1(x) (x + 00 ). 
For any slowly varying function 1(x) we have 
B 
lim - 1- J ij>(-r) (1(~) - 1(E)) d-r = 
t 1 (x) -r -r -r 
x 00 0 
B 
= lim ~ J (1(~) 
...,,... 1\XJ '"[ 
X1- Q 
= ij>(O) ln(p) if sup 
-rE[O,B] 
Thus we obtain 
B 
lim 1 (~) J cos(-r) 
x-roo 0 
-r p(2)) d-r = ln(p) • 
px px -r 
The second part of n0 yields almost the same limit but the proof is differ-
ent. 
Note that (cf. Appendix) 
1 1 
1 . x 0 ( 1 /x) - -x-I"""m....,(~W~(..,..1 /_,..x_,,)""<""") 
l.Ill 2 2 -3 
xtoo - x (1-F(x)) (m(x)) 
x Im(!fl( 1 /x)) --,,......,..~1 ,...,....,.~ 
1 . x2/,'ll-!fl(l/x)l2 - x Im(!fl(1/x)) 
im 2 2 -3 
xtoo - x (1- F(x)) (m(x)) 
= lim (x2 11-(j)(1/x)l 2)- 1-(x Im(j)(1/x))-l 
xtoo - x2(1- F(x)) 2(m(x))-4 
and this implies..!. a(1/x) is a TI-varying function with auxiliary function x 
x(1-F(x))(m(x))-2. Hence, since sin(-r) is bounded, we obtain for p f 1 
T 
B 
lim 1 J (sin(T)) 
t L(x) T x 00 0 
(~ a(~) - 2- a(2-)) d-r = x x px px 
sin(-r) d 1 ( ) 
--,- T • n p 
~ -2 (Remember: L(x) := 2 x(1- F(x)) (m(x)) .) 
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For B t 00 the right-hand side converges to ln(p) which also was the case for 
the first part of n0 . 
In order to complete the proof it suffices to show that for some M > 0 
xJ~ ,4 ( -ixe) 
k(x- e) g(he) Re 1:_(j)(e) 
B/x 
d8 J :ii M • L (x) /B 
for x ~ xB and B fixed. 
This can be done in a similar way (by splitting the integrals over the 
intervals [B/x,£] and [£,x4J) as in the lattice case and so we will omit 
the proof of it. o 
Finally, the main result follows, which is an extension of Theorem 
3.3.3 (!<a< 1) to the case a= 1. 
THEOREM 3.3.19. Suppose Fis a strong nonlattiae probability distribution 
on (0, 00). Then the following result holds 
1-F(t) E R.v.: 1 4* - (U(x+h)-U(x)) E TI00 Vh>O. 
Either relation implies 
1 . U(t+h) - U(t) - h/m(t) im _ 2 0 • 
tt00 t ( 1 - F ( t) )(m( t)) 
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PROOF. Let F be strongly nonlattice with -1-varying tail. Then as in 
Theorem 3.3.18 one can prove 
-3 -4 -4 1 . V(x,h+O(x ),x ) - V(x,h,x ) 0 im L(x) 
xtoo 
and this implies by Theorems 3.3.16 and 3.3.18 and x-a 
a > 0 (cf. Appendix) that 
lim U(x,h) - U(xp,h) = h ln(p) \lh>O \lp>O 
t L(x) x 00 
where L(x) equals x(1- F(x)) (m(x))-2• 
Thus 
- (U(x+h) - U(x)) E lT00 • 
o(L(x)) for every 
In order to prove the other implication we note that - (U(x+h)-U(x)) E lT00 
. U (x) oo ( · ) yields - ~x~ E lT cf. proof of Theorem 3.3.3 and hence by Theorem 3.3.9 
1 - F(t) E R. v.:1" 
For the proof of the limit result we can easily adapt the proof of the same 
result in the lattice case (cf. Theorem 2.2.8) and so we will omit it. CJ 
CHAPTER 4. REGENERATIVE PROCESSES 
O. Introduction 
In this chapter we introduce the notion of a regenerative process and prove 
for these processes some first order limit results for the convergence of 
the probability distribution of the process at time t to its stationary 
distribution. 
1. The behaviour of a regenerative process in case its distribution of the time 
between regeneration points has finite mean 
Let (n,F,P) be a probability space and consider a set of random variables 
{Xt: t E T} where the index set T denotes either lN or lR + and Xt: Q + E for 
every t ( T. Assume E is a topological space equipped with some topology E 
and B(E) is the corresponding Borel a-algebra. 
DEFINITION 4.1.1. (cf. [9IN]) The stochastic process X = {!t: t ET} is 
called regenerative if there exists a sequence of stopping times ~.~1 , •.• 
such that 
( i) S = {S : n E JN} is a renewal process. 
-n 
(ii) For any m,n E JN, t 1, ••• ,tn E T 
lP {!s +t '· • • •!s +t 
-m 1 -m n 
E A I x : u ~ s } 
-u --m 
lP {!t , ••• •!t E A} 
1 n 
where A belongs to the product a-algebra~ B(E). 
(1) 
In order to derive limit theorems for regenerative processes we need 
the following well-known result. 
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THEOREM 4.1.2. Let g be a Borel-measurable function (-00 ,+<») + JR, vanishing 
for x < O and bounded on finite intervals, and F some probability distribu-
tion on [O,oo) with F(O) < 1. Then Z = g* u, where 
-I g(t-y)U(dy) 
-oo 
~ooO n* and U denotes the renewal measure L vF , satisfies the renewal equation 
H g + H * F and Z is the only solution of the rene7iXJ.l equation vanishing for 
t < 0 and bounded on finite intervals. 
PROOF. Since it is very easy to check that Z satisfies the desired proper-
ties we will only prove the uniqueness. 
Suppose f 1, f 2 are two solutions of the renewal equation with the above 
properties. Then h := f 1 - f 2 vanishes for t < 0, is bounded on finite inter-
vals and satisfies 
This implies h =,h * Fn* for every n E lN (iterate (2) n times) and hence 
lh(t)I ~ sup lh(x)IFn*(t) 
O~x~t 
for every t > 0 • 
We are now finished once we have proved that Fn*(t) + 0 (n + oo) for every 
t > O. This can be seen as follows. 
Since the distribution function F is by definition right-continuous and 
F(O) < 1, there exists some b > 0 such that F(b) < 1. Then 
Fk*(t) ~ Fk*(kb) = 1 - lP{~k >kb} ~ 
(2) 
~ 1 - lP{!1 > b, ••• ,!k > b} = 1 - (1-F(b))k < 1 (3) 
where k E lN is chosen in such a way that kb f; t. 
Finally, using F(nk)*(t) ~ ((Fk*)(t))n and applying (3) the desired result 
follows. 
Before stating the next result we introduce for the remainder of this 
chapter the following notations. 
The stochastic process X = {!t: t E T} denotes a regenerative process 
and F the probability distribution associated with the underlying renewal 
process S {S : n E lN}. For this distribution 
-n 
D 
0 and E := f xF(dx) < oo • 
0 
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Sometimes we will also use the corresponding probability measure vF instead 
of F. Moreover, 
Observe 
where 
KA (t) := JP {!t E A, ~l > t} for every t G 0 , 
Pt{A) := JP{!t EA} and P00 {A) := f KA{z)dz 
0 
I KA {t)dt 
0 
J 01 
_!A(t) := l 
00 I 1E (_!.A {t))dt 
0 
1E ( J !A {t)dt) 
0 
if !t E A and ~ 1 > t 
otherwise. 
Hence P00 (A) equals the expected amount of time the process X = {!t: t E T} 
stays in A during the first cycle. 
Finally, U denotes the renewal measure ~:=O v; and f: E + 1R some 
Borel-measurable function. 
THEOREM 4. 1. 3. Suppose 1E (I fC!t) I) < 00 for every t E T. Then 
t 
I 
0 
PROOF. By standard arguments from measure theory (cf. [BIL], [LAH]) we 
obtain 
Hence for every t G 0 
1E (f(!t)1{~1>t}) + 1E (f(!t)1{~1;<;;t}) 
( m Cf<!t) I ~1 
0 
y) F(dy) 
(4) 
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Since 
t I JE (f(!t-y)) F(dy) 
0 
is a Borel-measurable function, bounded on finite intervals, the desired 
result follows from (6) and Theorem 4.1.2. 
LEMMA 4. 1. 4 • 
Pt(A) 
t I KA ( t-y) U(dy) 
0 
PROOF. Apply Theorem 4.1.3 with f 
for every A E BCE) and t E T • 
(6) 
By Theorem 4.1.3 and Lemma 4.1.4 it is easy to see that we can obtain 
limit results fo~ X = {_!t: t E T} by decomposing the renewal measure U (see 
Chapters 2 and 3). 
D 
D 
Since this decomposition is most difficult for T = 1R+ we will only 
prove results for this case. As the reader can easily verify, similar results 
hold for T = :N. 
THEOREM 4.1.5. (cf. [MIL]) Let E = 1R and D[0, 00 ) the set of reaZ-vaZued 
functions on [0, 00 ) which are right-continuous and for which Zeft-hand Zimits 
exist. 
If either 
. (i) the sampZe paths of the process X 
or 
n (ii) vFO is nonsinguZar for some n0 E lN 
w w then Pt=> P00 , where=> denotes weak convergence (cf. [LAH]). 
THEOREM 4. 1 • 6 • Suppose 
(i) no vF is nonsinguZar for some n 0 E lN. 
(ii) J ~(x)v (dx) < oo, 
0 m 
Then 
where ~ E ~. ~ nondecreasing and lim ln p(x) x 
X-+oo 
(t + oo) , 
where II denotes the total variation norm. 
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o. 
PROOF. By a similar reasoning as in Theorem 3.1.6 we obtain vF ES(~) and 
hence vE ES(~) (for definition vE, seep. 116). Furthermore, by Lemma 
1 -1 3.1.4, v; exists and vE ES(~). Hence we can decompose the renewal measure 
(Lemma 3.1.2) and so by Lemma 4.1.4 
- E I KA(z)dz 
t 
t 
t 
+ I KA(t-y)v; 1(dy) + 
0 
-i J KA(y)v; 1([t-y,oo))dy 
0 
for every A E B(E) and t G 0. 
Observe KA(t) $ vF([t, 00 )) for every A E B(E) and t G 0 and this implies 
using (7) 
llP - P II t 00 
V ([t,oo)) 
$ m 
E 
t 
t 
+ J vF([t-y,oo))iv; 1 i(dy) + 
0 
+ i:; J vF([y,oo))!v; 1 i([t-y,oo))dy 
0 
Rewriting this upper bound yields 
llP - P II t 00 
V ([t,oo)) 1 
$ m E + (VF * Iv; i)([t, 00)) + 
Since S(~) is closed under convolutions (cf. [HIL]) it follows that the 
upper bound in (9) belongs to S(~) and hence 
(7) 
(8) 
(9) 
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[
V ([t,oo)) 1 
lim ~(t) m E + (vF * Iv; i)([t,oo)) + 
0 . 
Substituting this in (9) finally yields the desired result. 
REMARK 4.1.7. By taking ~(x) = 1 in Theorem 4.1.6 we can easily deduce 
case (ii) of Theorem 4.1.5. (Note that the result in Theorem 4.1.6 is 
actually stronger than the one stated in Theorem 4.1.5.) 
A closely related result is given in the next theorem. 
THEOREM 4 • 1 • 8. Suppose 
i) 
ii) 
Then 
v;o is nonsingular for 
v E 
m 
ST(~0 ,µ), where µ 
llP - P II t 00 
sup ----- < oo 
tf;;O µ([t,oo)) 
some n0 E JN. 
E SMT and lim ln µ([t,oo)) 0 t t~ 
REMARK 4.1.9. Since any regular standard irreducible Markov process (cf. 
[CHU]) and any regular irreducible semi-Markov process (cf.[9IN]) is a 
regenerative process with sample paths in D([0, 00)), the results of theorems 
4.1.6 and 4.1.8 immediately carry over to these processes. Hence we have 
extended the results proved for uniform Markov processes in Chapter 2. 
[J 
APPENDIX 
A. 1. Functions of bounded increase and related concepts 
In this section every function is defined on [O,oo), Lebesgue measurable and 
positive (unless stated otherwise). Also we relate to every function T the 
function D with 
T 
D (a) 
T 
lun" T(t) 
sup T(tx) ' 
t..- a;:>x;;i1 
-.- T(t) 
lim sup T(tx) , 
t..- 1;;;x;;;a 
0<a~1, 
a > 1 • 
THEOREM A.1. 1. The following statements are equivalent 
a) For some a > D (a) < oo • 
T 
b) There exist positive constants M, c, t 0 such that for all y ~ x ~ t 0 
c) For every a > 1 DT (a) < 00 • 
If DT (a) < 00 for some a > 1, then b) holds for any c > 
ln (D (a)) 
T 
111 (a) 
PROOF. We only give a proof of a) + b) since b) + c) and c) +a) are 
obvious. 
Suppose for some a > 1 D (a) < oo. By the definition of D (a) there exists 
T T 
for every £ > 0 a constant t 0 
sup T(t) ;;; D (a) 
1 ;;ixfa T(tX} T 
+ £ for all t ~ t 0 • 
Let > > t d h · h th t p<. y<:: _ xap+l. Then for y ~ x ~ 0 an c oose p in sue a way a xa ~ ~
n = 0 , 1 , ••• , p-1 
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and 
Hence 
Notice that 
and so 
-r(xap) < D (a) 
-r(y) ~ T + £ • 
-r(x) ,, (D (a) + E)p+1 
-r(y) =' T 
ln(x/y) 
p ;;; ln(a) 
ln((D (a)+ E)p) ;> c ln(x/y) 
T 
ln(D (a)+ £) 
T 
where c equals ~~1n-.,-(a~)~~ > O. Now by (1) the desired result follows. 
( 1) 
LEMMA A.1.2. Suppose D (a)< 00 for some a> 1. Then there exist some posi-
' -c tive constants c, M, t 0 such that for all y ~ t 0 -r(y) ~ My • 
PROOF. Take in Theorem A.1.1: t = t 0 . 
THEOREM A.1.3. The following statements are equivalent: 
a) There exists some constant 0 < a< 1 for which D,(a) < 00 
b) There exist positive constants M, c, t 0 such that for all y ~ x ~ t 0 
T(x) < M(x..x)-c • 
-r(y) ~ 
c) For every 0 < a < 1 D./a) < oo. 
If D,(a) < 00 for some O < a < 1 then b) holds for any 
PROOF. Apply Theorem A.1.1 with T replaced by 1/-r. 
REMARK A.1.4. 
c > 
a) If {-r(n)}:=o is a sequence of positive numbers satisfying 
ll.'m T(n) 
sup -r([nx]) 
n"" 1:>x:>a 
< 00 for some a > 1 , 
ln(D./a)) 
ln(a) 
then it is easily verified that there exists some 1 < b :> a such that 
a 
a 
a 
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Df(b) < oo where f(t) = T([t]). The same applies to 0 <a< 1 and so every 
_result for functions also holds for sequences. 
b) If T is a nondecreasing function satisfying DT(a) < oo for some 0 < a < 
then T is called a function of bou:ndad increase (TE B.I.). For such a 
function it is easy to prove that the conditions in Theorem A.1.3 are 
equivalent with 
lim 
x--
ln r- T(xt) im~ 
t-- T\ ~/ 
~~-1-n~(-x~)~~ < 00 ' 
c) If T is a function such that 1/T. is a function of bounded increase then 
T is called a function of boundad dacrease. 
DEFINITION A. 1 .5. For every function T E B.I. we call 
ln r T(xt) im~ 
lim t--
x--
ln(x) 
the upper indax of T. (Notation: index T,) 
An important subclass of the set of functions for which D (a) < oo for T 
all a > 0 is the set of functions of regular variation. 
DEFINITION A.1.6. 
a) A function T: JR+ +JR which is eventually positive is called regularly 
varying (at infinity) if 
1 . T ( tx) p im~=x 
t--
for some p E 1R and all x > 0. 
Notation: TE R.V. 00 p 
b) A sequence T: N +JR+ is called regularly varying (at infinity) if 
lim T([nx)) = xp 
n-- T(n) 
for some p E 1R and all x > O. 
Notation: T € R.V.S. 00 p 
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Without proof we mention the following results. For a proof of these 
results the reader is referred to [GEL] or [HAA-1]. 
THEOREM A.1.7. (UnifoI'ITl aonvergenae theorem) If TE R.V. 00 then the limit 
relation lim T((tx)) = xp holds unifoI'ITlly for x E [a,b] withPO <a< b < 00 
t-+<» T t 
THEOREM A.1.8. 
results hold: 
(Karamata's theorem) Suppose T E R.V. 00 • Then the following p 
a) There exists some t 0 > 0 suah that T(t) is positive and loaally bounded 
for t ;::; t 0 • 
b) If p ;::; -1 then 
lim __ t T_(_t~)­
t 
t-+<» j T(s)dx 
to 
p + 1 • 
c) If a < -1, or a = -1 and 01"' T(s)ds < 00 then 
1 im __ t T_(_t~)­
"' 
- p - 1 • 
t-+<» J T(s)ds 
t 
d) Conversely: if (2) holds with -1 < p < 
with - 00 < p < -1, then T E R. V."' • p 
"'• then T E R.v.;; if (3) holds 
From these last two theorems the following results can easily be 
deduced. 
THEOREM A.1. 9. (cf. [GEL]) 
a) If T E R.V. 00 , there exist some measurable funations a: [0, 00 ) +JR. and p 
c: [O,oo) + JR. with 
lim c(t) = c0 
t-+<» 
(0 < CO < oo) 
and t 0 > 0 suah that for all t > t 0 
t 
T(t) c(t) exp ( J a~s) ds) 
to 
and lim a(t) 
t-+<» 
p 
(2) 
(3) 
(4) 
(5) 
Conversely, if (5) holds with a and c satisfying (4), then 1 E R.V. 00 • p 
b) If T 
This 
E R.V. 00 then p 
1 . ln(T(t)) im ln(t) 
t-+<><> 
implies 
{ 0 lim T(t) = 
t-+<x> 00 
p • 
if p < 0 
if p > 0 
c) Suppose , E R.V. 00 • Then for every £,o > 0 there exists a constant p 
t 0 = t 0 (£,o) such that for t ~ t 0 and x ~ 
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d) If 1 E R.V. 00 , p ::; O, is bounded on finite intervals of [0, 00 ) and o,A > 0 p 
arbitrary, then there exist some constants c > 0 and t 0 = t 0 (o,A) such 
that 
T{tx) < p-o 
~=CX 
for all t ~ t 0 and 0 < x ::a A. 
e) If 1 E R.v.; (p > O) and 1 is bounded on finite intervals, then the limit 
relation lim '~tt)) = xp holds uniformly on (O,b] with b < 00 • For 
- t-+<x> T 
1 E R.V. 00 (p < 0) the uniformity of the limit relation holds on [a, 00 ) 
with a >PO. (*) 
f) If T E R.V. 00 (p ~ 0) and 1(t) p 
monotone, then 
lim tg(t) = p • 
t-+<><> T( t) 
g) If 1 E R.V. 00 (p ::a 0) and 1(t) p 
then 
1 im tg ( t) = - p • 
t-+<><> T( t) 
tf00 g(s)ds < 00 with g(s) nonincreasing, 
(*) Note that e) is an extension of the uniform convergence theorem. 
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h) If {T(n)}:=o is a reguZarZy varying sequence (with index p), then 
f E R.V. 00 where f(t) := <([t)). p 
An important subclass of the slowly varying functions (i.e. R.V.~) is 
given in the next definition. 
DEFINITION A.1.10. (cf. [GEL]) 
(i) A Lebesgue measurable function ,: [O,oo) + lR is said to belong to the 
class IT 00 if there exists a positive measurable function L such that 
lim T(tx) - T(t) 
L (t) ln(x) for all x > 0 . t+oo 
(ii) A sequence of positive numbers {T(n)}:=o is said to belong to the 
class IT.S. 00 if there exists a sequence {L(n)}:=o such that 
a) L(n) E R.V.S.~ , 
b) 1 . 'T([nx]) - T(n) im L(n) 
n+oo 
ln(x) for all x > 0 • 
Without proof we mention the following results for the class IT00 • For a 
proof the reader is referred to [GEL] or [HAA-1). 
THEOREM A.1.11. (Uniform convergence theorem) If TE IT 00 then the Zimit 
relation i.!! T(txl(~)T(t) = ln(x) hoZds uniformly for x E [a,b] with 
0 < a < b < oo. 
THEOREM A. 1 . 12 • 
a) If T E rr00 , then for every £ > 0 there exist some constants t 0 
c > 0 such that 
for every t <: t 0 and x <: 1 • 
b) ' E rr 00 if and only if there exists a sZowZy varying function p and a 
constant c such that 
t 
T(t) c + p(t) + J p(x)dx 
1 
181 
c) If the seqY1.ence {T(n)}:=o beZongs to n.s."" then the function T{t) := T([t]) 
belongs ton"". 
Originally, the class of regularly varying functions was introduced by 
Karamata for use as a suitable condition for Abelian and Tauberian theorems 
for Laplace transforms. 
A slight extension of his famous Abel-Tauber result is given in the 
next theorem. 
THEOREM A.1.13. (cf. [GEL]) Suppose f: [O,oo)-+ lR is a Lebesgue measurable 
function and 
J exp(-\x)lf(x)ldx <"" 
0 
Then the following holds for all p ~ 0: 
for aU \ > 0 • 
a) f(t) E R.v. 00 implies 1/t f(1/t) p E R.v."" with p 
Moreover 
f(s) := J exp(-sx)f(x)dx 
0 
t--
lim 1/t f(1/t) 
f (t) r(1+p). 
b) Conversely, if x 13 f (x) is nond.ecreasing for some O ;:; 13 < 1, then 
1/t f(1/t) E R.v."" implies f(t) E R.v."". p p 
For the class n"" a stronger result can be proved. 
THEOREM A.1.14. (cf. [GEL]) Suppose f satisfies the same conditions as in 
Theorem A.1.13. Then the following holds: 
a) f(t) En"" implies 1/t f(1/t) E n"". 
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Moreover, 
1 . f(t) - 1/t f(1/t) im L(t) y 
t~ 
with y Euler's constant and L(t) the auxiliary function of f(t). 
b) Conversely, if f is nondecreasing, then 1/t f (1/t) En"' implies f(t) En"'. 
Finally, we discus.s in this section the behaviour of the characteris-
tic function 
cp(8) := I exp(i6)dF(x) 
0 
in the neighbourhood of the origin in case the tail of the distribution 
function is regularly varying. 
THEOREM A.1.15. The following results hold: 
a) 
b) 
1 - F E R. V. co 
-a 
1-FER.v.:1 
(0 < Cl < 1) => [
. 1-Rel.j)(6) 
lim 1 - F(1/6) 6-tO 
=> 
. Imcp(8) 
lim 1 - F(1/8) 
8-t{) l . 1 - Re l.j) (6) 7T lim 1 - F(1/6) = Z 8-tO 
1 . Imcp(8) - 8m(1/8) 
im 1 - F(1/6) 8-tO 
= -y 
r ( 1-a) sin (7T2Cl) 
(Euler's constant) 
PROOF. Clearly for every k E lN and 8 > 0 
and 
1 -1.j) (6) 
2k7T /8 I (1-exp(i6x))dF(x) + 
0 
. I J (1-exp(i8x))dF(x)J 
lim 1 - F(1/8) ;:;; 
e-+0 2k7T /6 
I (1- exp(i6x))dF(x) 
2k7T /8 
1 . 2 ( 1 - F (2krr /8)) 
im 1 - F(1/8) 6-tO 
-a 2-(2k7T) 
(6) 
(7) 
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If we consider the first integral in (6) then we obtain by Fubini's theorem 
2k7T/0 
J (1-exp(i0x))dF(x) 
0 
2k7T 
-i I (1-F(z/0)) exp(iz)dz 
0 
and hence by the dominated convergence theorem and Theorem A.1.9, part d), 
2k7T/0 
J (1- exp(i0x))dF(x) 
1 im _0 ___ 1---F~( 1-/~0~)---
0-+-0 
2k11 
- i I exp(iz) z -a dz 
0 
Letting k too in (7) and (8) and using [GRA, 3.761] yields for every 
0 < a < 1 
. 1-q>(0) 
lim 1 - F(1/0) 
0-+{) 
I -a - i exp(iz) z dz 
0 
r(1-a) exp(- in) 
2 
This implies the result stated in a). 
If 1 - F E R. V.: 1 we can prove in a similar way as in a) that 
1 . 1-Req>(0) 
im 1 - F(1/0) 
0-+-0 0 
I sinz z dz 7T =2 
In order to prove the second part of b) we notice that Imq>(0) - 0m(1/0) 
equals 
1 
J (1-F(z/0))(cos(z)-1)dz + 
0 
2k7T I (1 - F(z/0))cos(z)dz + 
+ I sin(z)dF(z) 
2k7T/0 
Now by Theorem A.1.9, part d), and the dominated convergence theorem 
1 J (1-F(z/0))(cos(z)-1)dz 
lim -0-------,-~----
0-+0 1 - F(l/0) 
and 
0 
f 1 cos(z) - 1 --~-dz z 
(8) 
(9) 
( 10) 
( 11) 
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2k1T J (1- F(z/e))cos(z)dz 2kn 
lim _l __ _,1---,F=-('1=-1•e...-) __ _ I cosz(z) dz (12) 
8-i-O 
1 
Hence by (10), (11) and (12) (Let k too) 
1 
lim Im l{?(S) - Sm( 1 /8) 
S-+0 1 - F(1/8) I cos(z~ - 1 dz + I cosz(z) dz -y 
0 
(cf. [GRA]), where y denotes Euler's constant. a 
THEOREM A.1.16. If Fis a nonZattice probability distribution function, 
concentrated on [O,oo), and 1- F E R. v.: 1 then there exist for every 0 < £ < 1 
some constants c > 0, 0 < o < 1, and t 0 = t 0 (t:) such that for all t G t 0 and 
e E [2n,t:t] 
/Re (j){e-rr) - Re (j){-t8) / 
t < M8o • 1 - F(t) = 
(In case F is a lattice probability distribution function we have to replace 
t E :m. by n E lN ). 
PROOF. We only give the proof for the nonlattice case, since the proof of 
the lattice case is completely similar. Also we denote in this proof every 
constant (not necessarily equal) by c. 
The definition of(/) yields for every finite constant p and m (use Fubini's 
theorem) 
1 - Re (/) (m) 
Hence (let p t oo) 
1 - Re (j){m) 
(1 - cos(mx))dF(x) 
mp 
- (1-F(p))(1-cos(mp)) + I sin(x)(l-F(;))dx + 
0 
+ I (1- cos(mx))dF(x) 
p 
J sin(x)(1- F(;))dx 
0 
and this implies 
00 
Re <1>< 6~1T) - Re <1><%> = f sin(x)(F(x6t) 
0 
- F(xt))dx 
0-ir 
or equivalently 
00 
1 0-ir 0 a (Re <P (-t-) - Re (j)(t)) I sin(6x)(F(xt) - F(xt6))dx • 0-ir 
0 
Split the last integral into two parts, the first part 
1 1(0,t,n) 
and the second 
00 
sin(6x)(F(xt) - F(xt6))dx 0-ir 
J sin(6x)(F(xt) 
6-n 
where n is an arbitrary chosen number between 0 and !(/5-1). 
Since 
00 
f sin(6x)(1- F(~::))dx -
6-n 
00 f sin(6x) (1- F(xt))dx 
6-n 
and 1-F is a positive bounded and nonincreasing function, we can apply 
Bonnet's form of the second mean value theorem (cf. [KAW, p. 24]) and this 
yields 
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I I 4 -n 12(6,t,n) :;; e (1- F(t6 )) (13) 
By Theorem A.1.9, part d) we obtain from (13) the existence of some 
t 1 = t 1(n) and some constant c such that for all t ~ t 1 and 6 ~ 2ir 
12(0,t,n) 
I 1 - F(t) I :;; 
Consider now 11(6,t,n). By applying Fubini's theorem again we get 
( 14) 
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6-n 6-n 
r 1 (6,t,n) = 6 J J (F(tz(1 + 6~'11)) - F(tz)) dz cos(6p)dp • (15) 
0 p 
Since 
we obtain that 
6-n 
f (F(tz(1 + 6~'11)) - F(tz))dz 
0-nc1 +__!__) 
= .:!!. I 6-'ll ( 1 - F ( tz) ) dz + 
6 . 
p(1 +-0'11 ) 
-'II p 
p(1 + 6~'11) 
+ f (1- F(tz))dz - • ( 16) 
p 
Combining (15) and (16) yields 
1 1(0,t,n) = 01 11 (0,t,n) + 01 12 (0,t,n) - 01 13 c0,t,n) ( 17) 
with 
1 11 <0,t,n) cos(6p)dp , 
6-n p(1 + 6 'II ) 
1 12 <0,t,n) := J J -'II (1-F(tz))dz cos(6p)dp, 
0 p 
,. r 
0 
Since t 1+n(1-F(t)) is locally bounded on [O,oo) we can apply TheoremA.1.9, 
part d) and so there exist some constants c and t 2 = t 2 (n) such that 
1- F(t;\) < ;\-(1+n) 
1 - F(t) = c for every t ~ t 2 and A ~ 2 • ( 18) 
Hence by ( 18) for every t <:; t 2 and 0 <:; 2,.. 
and 
and 
11 11 <0,t,n>I 
1 - F (t) 
11 12<0,t,n)I 
1 - F(t) 
11 13 <0,t,n>I 
1 - F(t) :ii c 
Combining (15), (17); (19), (20) and (21) finally yields 
for every t <:; t 2 and 0 <:: 211" • 
Taking t 0 = max(t 1,t2) and o = max(n 2-n+1,n 2+n) and using (22) and (14) 
implies 
I e-,.. e I Re q>(-t-) - Re q>(t) 
--~1 --~F7( t""") ___ :ii 
for every t <:: t 0 and e <:: 211". 
Since 0 < n < !(/5-1), we have 0 < o < 1 and this completes the proof of 
Theorem A.1.16. 
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( 19) 
(20) 
(21) 
(22) 
a 
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A. 2. On the Fourier transform 
In this section of the Appendix we discuss some important properties of the 
Fourier transform 
+oo 
f(e) := J exp(ix6)f(x)dx 
of a complex measurable function f belonging to L1(lR) (cf. [RUD-2]). 
Note that the term 'Fourier transform' also applies to the mapping 
which takes f to!. 
It is well-known (cf. [RUD-2]) that 
(i) If f E L 1 (JR.) then ! E c0 where c0 denotes the class of continuous 
functions h on lR. for which lim h(x) = O. 
lxlt00 
(ii) If f E L 1 (JR.) , f E LI (JR.) and 
+oo 
g(x) = - f f (t) exp(-ixt)dt 211 
then g E c0 and g(x) 
measure). 
f(x) a.e. (with respect to the Lebesgue 
Since we are interested in the behaviour of on a subset of L1(JR.) we intro-
duce the following class of functions. 
DEFINITION A.2.1. (cf. [DYM]) The function f: JR.-+(: belongs to the class c: (JR.) if 
(i) f is an infinitely differentiable function on JR., i.e. f E C00 (lR.). 
(ii) For every nonnegative integral p and q 
lim xp(Dqf)(x) = 0 
Ix I t 00 
where Dqf denotes the q-th derivative of f. 
It is clear that for every f E c:(lR) also DP(xqf) belongs to c:(lR.) 
for every nonnegative integral p and q. Moreover, by partial integration 
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+oo 
A (Df)(8) I (Df) (x) exp(ix8)dx = (1) 
+oo 
i8 J f (x) exp ( ix8) dx 
On the other hand, by the dominated convergence theorem and the inequality 
lexp(ix)-11;;; lxl VxE:JR 
+oo 
"' (xf) (8) J xf(x) exp(ix8)dx = 
+oo 
= - i I exp(ix8)f(x) ~.: (exp(ix~) - 1) dx = 
+oo 
- i ~.: I exp(ix8)f(x)(exp(ix~) - 1) dx = 
-00 
. 1 . £ < 0+h) - £ < 0) 
= - 1 1m ------
h+O h 
- i (Df)(8) VfEC:(:JR) • 
We are now able to prove the following result. 
THEOREM A.2.2. 
b) - 1 f(x) - 27T 
+oo I f (8) exp(- ix8)d8 
-<X> 
c) The nv.pping is one-to-one and onto. 
d) The inverse nv.pping v : f -r f of is given by 
+oo 
f (x) = 27T I f(y) exp(- iyx)dy 
e) If f E c:(:JR) is even then 27T(f*f) is the Fourier transform of (f) 2 • 
(2) 
190 
PROOF. We only give a proof of a), b) and e) since c) and d) follow 
immediately from a) and b). 
In order to prove a) we consider some f E c7(:JR.). Now for every nonnegative 
integral p and q we obtain by (1) 
(~))(e) = (~)))(e) 
and so by iteration 
Similarly by (2) 
(x0,))(e) -0-- i(D(x f))(e) 
and again by iteration 
Hence 
lim eP(Dqf)(e) = o (3) 
I e 1-l<X> 
This completes the proof of a). 
- 00 1 Since f,f E C+(:JR.) c L (:JR.) we obtain (cf. [RUD-2]) that g(x) f(x) a.e. 
where g E c0 and 
+-00 
g(x) = _J_ J exp(- ixe) f (e)de 21T 
Hence the continuity off yields f(x) = g(x). 
- 2 For the proof of e) we notice that the mapping - maps f * f to (f) and so by 
by d) 
+-00 
21T (f * f) (x) J (f(y)) 2 exp(-ixy)dy . 
Since f is even it follows easily that f is also even and hence 
+co +co I (f(y)) 2 exp(-ixy)dy J (f(y)) 2 exp(ixy)dy • 
This implies the desired result. 
Finally we can prove the main result. 
THEOREM A.2.3. There exists a probability density function k(x) which 
satisfies the following conditions: 
a) Its characteristic function 
+co 
k(6) := I exp(ix6)k(x)dx 
beZongs to C00 (lR) and is zero for lei<: 1. 
b) k(x) is even and belongs to c7 (lR). 
PROOF. Define 
lxl <: 
lxl < ~ • 
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Then f E C00 with compact support (cf. [SCH]) and f is even. Also f is real-
valued and even. 
Now by Theorem A.2.2, part e), the desired result follows by taking 
k(x) = c(f(x)) 2, where c is a normalization constant. 
[J 
[J 
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