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Introduction
The reduction of the non-quality costs is a main concern in all production and service systems because it increases the customer fidelity and reduces the after-sales costs. The FMEA is a long established quality improvement technique that dates back to 1940s. The first step in FMEA is to identify potential or known failure modes of a given system. These modes are then evaluated for their causes and effects, and the final purpose of FMEA is to correct the most critical failure modes.
Traditionally, the criticality assessment of the failure modes in FMEA is carried out by calculating their risk priority numbers (or RPNs), which are given by the product of the likeness of occurrence (O), the severity of the effects (S), and the chance of being undetected (D), each one measured on a 1-10 scale, as follows:
Based on their RPN ranking, it is decided whether an improvement action needs to be implemented in order to reduce the RPN. The issue is to find the threshold that triggers this improvement action.
This problem is therefore better solved with a sorting technique, where failures are sorted into predefined priority classes.
To the best of our knowledge, the most recent review on FMEA has been conducted by Liu, Liu, & Liu (2013) who have summarized a number of major shortcomings in the traditional FMEA approach. They have reviewed a number ofacademic journal articles published between 1992 and 2012 that aimed at overcoming these shortcomings. It is worth to remark that more than a half of the reviewed paper aim to overcome the following shortcomings:
a) The relative importance of O, S and D is not taken into account.
b) Different sets of the three risk factors can give the same RPN without considering their very different implications.
c) The three risk factors are difficult to be precisely evaluated.
These shortcomings have been solved with multi-criteria decision making methods (see section 2).
However, these methods provide only a rank for the failure but do not sort them into priority classes. Having an ordered class of importance of failures allows the managers to focus in priority on all the elements of this class and then to tackle the elements of the next class. This gives a clear indication on which failures to correct first.
[ Post-print version] , please cite as: FlowSort-GDSS -A novel group multi-criteria decision support system for sorting problems with application to the FMEA, Expert Systems with Applications, , 6342-6349 3 Moreover, several experts are generally involved in the FMEA. For example, engineers, process managers, product managers, quality inspectors and inline operators are called to design and monitor the quality of products and processes. As a consequence, the sorting method introduces ad hoc approach for the FMEA and accommodates multiple decision-makers.
This paper proposes a group decision support system, named FlowSort-GDSS, for sorting the failure modes into priority classes. This method belongs to the PROMETHEE family methods and therefore inherits their properties. Particularly to this method is that the decision-makers are asked to provide the reference profiles on the risk factors to define the priority classes according to their experiences and skills. The essence of this method lies in the pair-wise comparison between the failure modes and the reference profiles, either limiting or central profiles, which provides their global net flow, so named according with the PROMETHEE notation. The structure of this paper is as follows: Section 2 reviews the developments of the FMEA. Section 3 proposes the new method termed FlowSort-GDSS. Section 4 describes the application of FlowSort-GDSS for the FMEA in a large company operating in the blow moulding field. Finally, Section 5 concludes the paper with some future research suggestions.
Literature review
The FMEA approaches introduced in the last decades can be divided into three categories according to their failure mode prioritization methods: MCDM, mathematical programming, and integrated approaches.
With regard to MCDM methods, Braglia (2000) introduced the multi attribute failure mode analysis (MAFMA), which uses the analytic hierarchy process (AHP) to calculate weights for the risk factors. The same technique was also used later in (Carmignani, 2009 ). Zammori and Gabbrielli (2012) further decomposed the occurrence, severity and detectability into subcriteria and used analytic network process (ANP) to evaluate their weights. In addition to the multiplication reported in equation (1), other aggregation techniques have also been proposed, e.g. decision making trial and evaluation laboratory -DEMATEL (Seyed-Hosseini, Safaei, & Asgharpour, 2006) , grey theory (Chang, Liu, & Wei, 2001 ) and evidence theory ). Liu, Liu, and Liu (2013) reported a trend to incorporate MCDM methods with fuzzy logic in order to overcome the shortcoming c) mentioned in section 1. For a recent review on fuzzy MCDM techniques, reader may refer to (Mardani, Jusoh, & Zavadskas, 2015) . Some researchers have in fact merged multi- [Post-print version] , please cite as: FlowSort-GDSS -A novel group multi-criteria decision support system for sorting problems with application to the FMEA, Expert Systems with Applications, , 6342-6349 4 criteria techniques and fuzzy logic to accommodate the imprecision of the evaluations: fuzzy technique for order preference by similarity to ideal solution (TOPSIS) (Braglia, Frosolini, & Montanari, 2003; Hadi-Vencheh & Aghajani, 2013; Liu et al., 2011; Liu, Liu, Liu, & Mao, 2012; Vahdani, Salimi, & Charkhchian, 2015) ; VIKOR (VIsekriterijumska optimizacija i KOmpromisno
Resenje) with fuzzy logic (Liu et al., 2012) ; fuzzy AHP (Hu, Hsu, Kuo, & Wu, 2009; Kutlu & Ekmekçioğlu, 2012) ; fuzzy logic with grey theory (Chang, Wei, & Lee, 1999) ; or simply applied fuzzy logic on the risk factors (Petrović et al., 2014) . Mandal and Maiti (2014) adopted the similarity measure of fuzzy numbers in order to overcome the drawback of standard defuzzification approaches. However, these approaches neither support a group decision nor solve a sorting problem. A group-decision FMEA approach was proposed by (Liu, You, Fan, & Lin, 2014) where grey relational projection and D numbers representing the uncertain information are merged in order to rank the failure modes. Examples of D numbers applications can be read in (Deng, Hu, Deng, & Mahadevan, 2014a; Deng, Hu, Deng, & Mahadevan, 2014b Integrated approaches have also been proposed for ranking the failure modes. For instance, the DEMATEL approach has been integrated with the ordered weighted geometric averaging operator (Chang, 2009 ) and with the fuzzy ordered weighted averaging operator (Chang & Cheng, 2011) .
The fuzzy weighted least square method is integrated with nonlinear programming model (Zhang & [Post-print version] , please cite as: FlowSort-GDSS -A novel group multi-criteria decision support system for sorting problems with application to the FMEA, Expert Systems with Applications, [6342] [6343] [6344] [6345] [6346] [6347] [6348] [6349] Chu, 2011). The 2-tuple is combined with the ordered weighted averaging operator (Chang & Wen, 2010) . The fuzzy evidential reasoning is integrated with the grey theory (Liu et al., 2011) , and fuzzy TOPSIS with fuzzy AHP (Kutlu & Ekmekçioğlu, 2012) . Fuzzy logic is used within the integrated approaches to deal with judgmental imprecision and vagueness. Bozdag, Asan, Soyer, & Serdarasan (2015) have highlighted the importance of group decision in the FMEA by measuring both the variation in one expert's understanding (intra-personal uncertainty) and the variations in the understanding among experts (inter-personal uncertainty) by adopting an interval type-2 fuzzy sets.
The individual judgments are aggregated into group judgments in form of interval type-2 fuzzy numbers that deal with both intra-and inter-personal uncertainty. However designed for multiple experts, this approach does not sort failures into groups. Moreover, as it is based on fuzzy logic, it requires the definition of membership functions, which is subjective and difficult. Risk assessment of the FMEA is in fact a group exercise that requires cross-functional specialists from various functions (e.g. design, process, production and quality). Thereby, the membership function definition may vary from person to person (Ishizaka & Nguyen, 2013) . Unfortunately, in previous researches the same membership function was used for all members of the risks assessment team.
For these reasons, in our paper, we avoid to use fuzzy logic as the definition of membership functions is a difficult task. Instead, we have introduced the novel Flowsort-GDSS, a method of the outranking family, which allows us to deal with the inter-personal uncertainty regarding the reference profiles defining the priority classes and therefore reaching the classification of the failure modes as consensual as possible. Furthermore, it is partially compensatory; this means that a bad evaluation on a risk factor cannot be compensated by a good evaluation on other risk factors. The next section will describe the method in details.
FlowSort-GDSS

Introduction
FlowSort-GDSS is an extension of the FlowSort method, when several decision-makers are involved in the sorting decision process. FlowSort was developed by Nemery & Lamboray (2008) as an adaption of the ranking method PROMETHEE II. The possibility to use FlowSort for group decisions was first mentioned in an oral communication (Nemery, 2008) . FlowSort-GDSS is composed of the three following steps:
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2) This stage compares one alternative at the time with the reference profiles on each criterion for each decision-maker. The comparison step is described in the section 3.3.
3) The last stage assigns the alternatives to a class defined in step 1, on the basis of their global scores achieved in step 2. The assignment step is described in section 3.4.
Definition step
The first step is to define = { 1 , … , , … , } the set of n alternatives to be sorted, with respect to a set = { 1 , … , , … , } of J criteria, both qualitative and quantitative, into K global classes, i.e.
1 , … , , … , . The term 'global' is used when the sorting decision is based on the whole set of the criteria. A 'local' sorting decision is employed when the process is based on one criterion. The This condition avoids the overlapping of the reference profiles. Figure 1 shows three criteria, three decision-makers and three classes represented by two limiting profiles. In this case, the dominance condition is verified.
Figure 1. An example of Dominance condition respected
Comparison step
The comparison stage is based on the PROMETHEE algorithm (Brans & Vincke, 1985) . Two alternatives 1 and 2 are compared on a criterion by calculating the distance ( 1 , 2 ) =
( 1 ) − ( 2 ) in a uni-criterion preference degree ( 1 , 2 ), whose proprieties are:
Six different types of function ( 1 , 2 ), e.g. linear, step wise, Gaussian and so on, have been proposed (Brans & Vincke, 1985) . They are defined by two shape parameters: preference and indifference threshold.
In Flow-Sort, each alternative ∈ is compared only to the reference profiles (Nemery & Lamboray, 2008) . This technique is also used in Flow-Sort-GDSS but in using all references 
profiles of all decision-makers. Therefore, the uni-criterion net flow of on criterion is defined as follows:
The net flow is between -1 and 1 depending on the strength (near 1) or the weakness (-1) of the alternative relatively to the reference profiles on criterion . Equation 1 is calculated with one alternative at the time for making ( ) independent from the other alternatives of the set A.
The global net flow ( ) is given by the weighted sum of the uni-criterion net flow:
where represents the weight given to criterion j.
In order to situate the global net flow of the alternative regarding the reference profiles, the net flows of the × ( − 1) limiting profiles or × central profiles on the criterion have to be calculated. Therefore, the uni-criterion net flow of the reference profile , ∈ is compared in pairs with all reference profiles and the alternative .
The global net flow ( ) referred to is given by the weighted sum of the uni-criterion net flow:
Equations (1), (2), (3) and (4) are calculated for each , i = 1, .., n.
Because of the dominance condition on the local classes (Section 3), it is proved that:
Lemma 1: Dominance on the global reference profiles
∀ , = 1, … , and ∀ = 1, … , .
Assignment step
Introduction
The assignment procedure is composed of rules depending on the value of ( ) (Equation (2)) with respect to the global net flows of the reference profiles (Equation (4)). These rules are always forces the divergence of assignment between decision-makers only between two consecutive classes at most.
Assignment with limiting profiles
Depending on the unanimous agreement or not of the decision-makers, two different assignment procedures are distinguished.
Unanimous assignment:
Three cases exist:
The assignment rules b) and c) are for the highest and lowest class, respectively. The assignment rule a) is for all the other classes.
Non unanimous assignment.
If at least two decision-makers t and s exist such that ( ) ≤ ( ) < ( ), which means that and assign respectively to and +1 .
The non unanimous assignment consists of two subsequent steps:
i. The distances ( ) and ( + 1) between the net flow ( ) and the net flows of the global limiting profiles of the decision-makers assigning to and +1 are calculated as follows (in respective order):-
where and are the weights respectively given to the decision-makers and , which represents the experience and knowledge of the decision-maker involved in the sorting process. Thereby, Equation (5) and (6) ii. The distances ( ) and ( + 1) are compared in order to conclude the class assignment on the basis of the degree of membership to and +1 . The smallest the distance to the limiting profile defines the class. In case of equal distance, two assignments are possible according to the vision of the decision-makers. In an optimistic vision, the alternative is assigned to the higher class and in a pessimistic vision it is assigned to the lower class. The three assignment rules are defined as following:
Assignment with central profiles
Depending on the unanimous agreement or not of the decision-makers, two different assignment procedures are distinguished. 
Non unanimous assignment.
If at least two decision-makers (t and s) and two different classes (k and h) exist such that
, it means that and assign respectively to and ℎ or have an equal preference for and ℎ in case of an equality sign. It is to remark that the lemma of the dominance (Section 3.3) leads to ℎ = ± 1. Thereby, without loss of generality, in order to simplify the notation let be and +1 the set of decision-makers assigning respectively to and +1 .
As in the case of the limiting profiles, the non unanimous assignment has two steps:
i. The distances d i (k) and d i (k+1) between the net flow ( ) and the net flows of the central profiles defined by the decision-makers assigning to and +1 are respectively calculated as follows:
where and are the weights respectively given to the decision-makers and .
Equations 7 and 8 provide the weighted distances between ( ) and the global central profiles of their respective classes. They represent respectively the degree of membership to and +1 .
ii. The distances ( ) and ( + 1) are compared in order to conclude the class assignment on the basis of the degree of membership to and +1 . The smallest the distance to the limiting profile defines the class. In case of equal distance, two assignments are possible according to the vision of the decision-makers. In an optimistic vision, the alternative is assigned to the higher class and in a pessimistic vision it is assigned to the lower class. The three assignment rules are defined as following:
Case study
This section presents the application of FlowSort-GDSS to the FMEA on plastic bottles manufacturing, through a blow-moulding process. Some features of the operative environment have to be clarified before showing the numerical illustration. When the FMEA is applied to the plastic bottles (i.e. the final products of a blow-moulding process) of an already existing process, failure modes regard the defects occurred in a pre-defined time horizon to the bottles, e.g. oval neck, weak handle welding, and so on. They in turn should be correlated to their causes related to machines and/or technological process. However, as often happens in real industrial contexts, the failure causes are not directly traceable when the failure modes are reported by inline operators without any specific knowledge on the process. In this case, the FMEA is applied to the failure modes of the final products, and FlowSort-GDSS is used for classifying them into priority classes.
FlowSort-GDSS:
A large dataset consisting of 2673 events of 46 different failure modes (i.e. alternatives with = 46) is registered during one year by visual inspections performed by inline operators. The product, quality and process managers have then agreed on the severity (S) of the failures by using Table 1 and on the detectability (D) by using Table 2 . The occurrence (O) is simply given by the number of observed events. Table 3 reports these values for all the alternatives denoted by , with = 1, … ,46. The objective of the application of the FlowSort-GDSS to these 46 failures is thus to sort them into 3 priority classes ( = 3).
Severity ( ) Linguistic judgment 10
Damage to customers 9
Damage to retailers 8 Very frequent line stops leading to the blocking of production 7
Repeated line stops leading to the blocking of production 6
Very frequent line stops leading to the products selection 5
Repeated line stops leading to the products selection 4
Periodic problems of machinability 3 Sporadic problems of machinability 2
Rare problems of machinability 1
The line does not stop without damaging customers/retailers As the decision-makers have the same importance, the same weight is allocated to them.
Flowsort-GDSS: comparison step
For the pair-wise comparison, the linear preference function ( 1 , 2 ) is selected for each criterion j. The indifference and preference thresholds are given in Table 5 . Table 6 . 
Flowsort-GDSS: assignment step
The assignment rules described in section 3.4 are applied on the net flows of Table 6 . Some examples illustrating the assignment procedure are described in the following:
For the unanimous assignment:
 Failure 8 is assigned to 2 because a class exists ( Table 9 reports the final sorting either by unanimous ("U" in 2th column) or non unanimous assignments ("NU" in the 2th column). Table 7 . Sorting of the failures with Flowsort-GDSS.
In this case study, ten failures are 1 classified and thus prioritised for improvement interventions.
As shown in Table 7 , twelve non unanimous assignments exist. In these cases, decision-makers would remain in a conflicting state without such a group decision support system. FlowSort-GDSS reveals its strength exactly when an individual sorting method fails. 
Conclusion
FMEA is recognised in industrial settings as an operative tool for quality improvement of both the products and the processes. Although several shortcomings of the traditional FMEA have already been addressed, we have seen that some of them are still unsolved. The ranking of the failure modes does not directly provide clear classes of risk levels. In particular, when dealing with a large number of failure modes, classifying them into priority classes by an expert and intelligent system allows managers to be focused on the most critical ones. Therefore, this qualifies to be a multi-criteria sorting problem. Furthermore, the FMEA generally involves several decision-makers with different experiences and skills. However, literature lacks of contributions on expert and intelligent group decisions systems, especially for the FMEA. In this paper, a novel MCDM approach named FlowSort-GDSS has been introduced for facing such a group decision sorting issue. It requires that the decision-makers establish the reference profiles on each risk factor for defining each priority class. Thereby, the global classification of the failure modes incorporate multitude of experiences and several points of view coming from multiple decision-makers.
FlowSort-GDSS incorporates the generic advantages of the MCDM methods, which are able to overcome the standard FMEA shortcomings (e.g. different degree of importance may be assigned to the risk factors, construction of a risk function) and the specific advantages of the outranking methods: it does not require any normalisation. This addresses the problem of the choice of the normalisation method which may lead to different outcomes. As a consequence, the classification does not depend on the failure modes stored into the dataset. This feature represents a relevant advantage in real settings, when FMEA is periodically reviewed and new types of failure modes eventually appear into the dataset. In fact, the already classified failure modes will not change their priority classes because they are only compared to the same reference profile. Moreover, FlowSort-GDSS avoids compensatory effects. A low score on one risk factor cannot be compensated by a high score on another risk factor and therefore problems cannot be hidden and ignored.
Furthermore, FlowSort-GDSS is highly flexible, that is it can be customised by adopting different preference (risk) functions, as well as by assigning different weights to the decision-makers.
The practical advantages of FlowSort-GDSS have been confirmed in the industrial case study of the blow moulding process, where a large dataset of product failures have been collected. Sorting these failures into priority classes allowed the company to focus the improvement actions only on the most critical ones. It is worth to remark that FlowSort-GDSS is generic enough to be used in other sorting problems involving several decision-makers.
It is to note that the advanced information provided by FlowSort-GDSS also require more inputs from the decision-makers, which can be time-consuming. Other limitations of FlowSort-GDSS exists and they require further research. The economical dimension is not taken into account. This is an important further research direction because budget are often limited. Moreover, the improvements are not necessarily linear correlated with the investments, which means that a nonlinear optimisation problem needs to be solved. The FMEA has been considered as a snapshot of the quality production. This does not take into account that the different improvement and degradation rate over time. FMEA could benefit from continuous improvement theory by introducing quality-based learning curves. It is also to note that we have assumed that the failures are independent. This is not always the case, for example one improvement action can solve several failures. Therefore, further research would be to take into account the interdependent failures while building the model.
