This paper proposes an algorithm for feature selection in the case of mixed data. It consists in ranking independently the categorical and the continuous features before recombining them according to the accuracy of a classifier. The popular mutual information criterion is used in both ranking procedures. The proposed algorithm thus avoids the use of any similarity measure between samples described by continuous and categorical attributes, which can be unadapted to many real-world problems. It is able to effectively detect the most useful features of each type and its effectiveness is experimentally demonstrated on four real-world data sets.
INTRODUCTION
Feature selection is a key problem in many machine learning, pattern recognition or data mining applications. Indeed the ways to acquire and store data increase every day. A lot of features are thus typically gathered for a specific problem while many of them can be either redundant or irrelevant. These useless features often tend to decrease the performances of the learning (classification or regression) algorithms (Guyon and Elisseeff, 2003) and slower the whole learning process. Moreover, reducing the number of attributes leads to a better interpretability of the problem and of the models, which is of crucial importance in many industrial and medical applications. Feature selection thus plays a major role both from a learning and from an application point of view.
Due to the importance of the problem, many feature selection algorithms have been proposed in the past few years. However, the great majority of them are designed to work only with continuous or categorical features and are thus not well suited to handle data sets with both type of features, while mixed data are encountered in many real-world situations. To illustrate this, two examples are given. First, the results of medical surveys can include continuous attributes as the size or the blood pressure of a patient, together with categorical ones as the sex or the presence or absence of a symptom. In another field, socio-economic data can contain discrete variables about individuals such as their kind of job or the city they come from, as well as continuous ones like their income.
Algorithms dealing with continuous and discrete attributes are thus needed. Two obvious ways to handle problems with mixed attributes are turning the problem into a categorical or a continuous one. Unfortunately, both approaches have strong drawbacks.
The first idea would consist in coding the categorical attributes into discrete numerical values. It would then be possible to compute distances between observations as if all features were continuous. However, this approach is not likely to work well. Indeed, permuting the code for two categorical values could lead to different values of distance. To circumvent this problem, Bar-Hen and Daudin (1995) proposed to use a generalized Mahalanobis distance, while Kononenko (1994) employs the Euclidean distance for continuous features and the Hamming distance for categorical ones. The second idea is to discretize continuous features before running an algorithm designed for discrete data (Hall, 2000) . Even if appealing, this approach may lead to a loss of information and makes the feature selection efficiency extremely dependant on the discretization technique.
Recently, Tang and Mao proposed a method based on the error probability (Tang and Mao, 2007) while Hu et al. reported very satisfactory results using rough set models generalized to the mixed case (Hu et al., 2008) . In this last paper, the authors base their work on neighborood relationships between mixed samples, defined in the following way. First, to be considered as neighbors, two samples must have the same values for all their discrete attributes. Then, depending on the approach chosen and according to the continuous features, the Euclidean distance between the samples has to be below a fixed treshold or one of the sample has to belong to the k nearest neighbors of the other. The method thus makes a strong hypothesis about the notion of proximity between samples, which can be totally inconsistent with some problems as will be illustrated later in this work.
In contrast, the approach proposed in this paper does not consider any notion of relationship between mixed samples. Instead, the objective is to correctly detect the most useful features of each kind and to combine them to optimize the performance of prediction models. More precisely, the features of each type are first ranked independently; two independent lists are produced. The lists are then combined according to the accuracy of a classifier. Mutual information (MI) based feature selection is employed for the ranking of both continuous and categorical features.
The rest of the paper is organized as follows. Section 2 briefly recalls basic notions about MI. The proposed methodology is described in Section 3 and experimental results are given in Section 4. Conclusions are drawn in Section 5 which also contains some future work perspectives.
MUTUAL INFORMATION
In this section, basic concepts about MI are introduced and a few words are given about its estimation.
Definitions
MI (Shannon, 1948 ) is a criterion from the information theory which has proven to be very efficient in feature selection (Battiti, 1994; Fleuret, 2004) mainly because it is able to detect non linear relationships between variables, while other popular criteria as the well-known correlation coefficient are limited to linear relationships. Moreover, MI can handle groups of vectors, i.e. multidimensional variables.
MI is intuitively a symmetric measure of the information two random variables X and Y carry about each other and is formally defined as follows:
where H(X) is the entropy of X:
with f X being the probability density function (pdf) of X. H(X,Y ) is the entropy of the joint variable (X,Y ) defined in the same way.
The MI can be reformulated as:
This last equation defines MI as the Kullback-Leibler divergence between the joint distribution f X,Y and the product of the distributions f X and f Y , these quantitites being equal for independant variables. As in practice none of the pdf f X , f Y and f X,Y are known, MI can not be computed analytically but has to be estimated from the data set.
MI Estimation
Traditional MI estimators are based on histograms or kernels (Parzen, 1962) density estimators which are used to approximate the value of the MI according for example to (1) (Kwak and Choi, 2002) . Despites its popularity, this approach has the huge drawback that it is unreliable for high-dimensional data. Indeed, as the dimension of the space increases, if the number of available samples remains constant, these points will not be sufficient to sample the space with an acceptable resolution. For histograms, most of the boxes will be empty and the estimates are likely to be inaccurate. Things will not be different for kernel estimators which are essentially smoothed histograms. These problems are a direct consequence of the curse of dimensionality (Bellman, 1961; Verleysen, 2003) , stating that the number of points needed to sample a space at a given resolution increases exponentially with the dimension of the space; if p points are needed to sample a one-dimensional space at a given resolution, p n points will be needed if the dimension is n.
Since in this paper MI estimation is needed for multi-dimensional data points, other estimators have to be considered. To this end, a recently introduced family of estimators based on the principle of nearest neighbors are used (Kraskov et al., 2004; Gómez-Verdejo et al., 2009) . These estimators have the advantage that they do not estimate the entropy directly and are thus expected to be more robust if the dimension of the space increases. They are inspired by the Kozachenko-Leonenko estimator of entropy (Kozachenko and Leonenko, 1987) :
where k is the number of nearest neighbors considered, N the number of samples of a random variable X, d the dimensionality of these samples, c d the volume of a unitary ball of dimension d and ε X (n, k) twice the distance from the n th observation in X to its k th nearest neighbor; ψ is the digamma function:
Using (4), Kraskov et al. (Kraskov et al., 2004) derived two slightly different estimators for regression problems (i.e. for problems with a continuous output). The most widely used one is:
where τ x (n) is the number of points located no further than ε X (n, k) from the n th observation in the X space; τ y (n) is defined similarly in the Y space with ε Y (n, k).
In case of a classification problem, Y is a discrete vector representing the class labels. Calling L the number of classes, Gomez et al. (Gómez-Verdejo et al., 2009 ) took into account the fact that the probability distribution of Y is estimated by p(y = y l ) = n l /N, where n l is the number of points whose class value is y l , and proposed to estimate the MI as:
In this last equation, ε l (n, K) is defined in the same way as ε X (n, K) in (4) but the neighbors are limited to the points having the class label y l .
If both X and Y are categorical features, equations (2) and (3) become sums where the probabilities can be estimated from the samples in the learning set by simple counting and no estimator is needed. Assume X (resp. Y ) takes s x (s y ) different values x 1 . . . x s x (y 1 . . . y s y ), each with a probability p x i (p y i ) and denote by p x i ,y i the joint probability of x i and y i , then:
METHODOLOGY
This section presents the proposed feature selection procedure. It ends with a few comments on the filter / wrapper dilemma.
Lists Ranking
As already discussed, this paper suggests avoiding the use of any similarity measure between mixed data points. To this end, the proposed procedure starts by separating the continuous and the categorical features. Both groups of features are then ranked independently, according to the following strategies.
Continuous Features
For continuous features, the multivariate MI criterion is considered, meaning that the MI is directly estimated between a set X of features and the output Y . The nearest neighbors based MI estimators (Kraskov et al., 2004; Gómez-Verdejo et al., 2009) described previously are particularly well suited for multivariate MI estimation. Indeed, as already explained, they do not require the estimation of multivariate probability density functions. This crucial advantage allows us to evaluate robustly the MI between groups of features with a limited number of samples.
As an example the estimator described in (Kraskov et al., 2004) has been used sucessfully in feature selection for regression problems (Rossi et al., 2006) .
In this paper, the multivariate MI estimator is combined with a greedy forward search procedure; at each step of the selection procedure, the feature whose addition to the set of already selected features leads to the largest multivariate MI with the output is selected. This choice is never questioned again, hence the name forward. Algorithm 1 illustrates a greedy forward search procedure for a relevance criterion c to be maximized, with R{i} being the i th element of R.
Obviously, in such a procedure, the possible redundancy between the features is implicitely taken into account since the selection of a feature carrying no more information about the output than the already selected ones will result in no increase of the MI.
Categorical Features
It is important to note that the multivariate MI estimators (Kraskov et al., 2004; Gómez-Verdejo et al., 2009) should not be considered for categorical features. Indeed, for categorical data it is likely that the distances between a sample and several others are identical, especially in the first steps of the forward selection procedure. These ex-aequos could bring confusion in the determination of the nearest neighbors and harm the MI estimation. Moreover, using directly equation (7) can be untractable in practice. As an example, if X consists of 20 features, each taking 3 possible discrete values, the total number of possible values s x for points in X is 3 20 > 3 × 10 9 .
Another criterion than multivariate MI has thus to be thought of. In this paper, the minimal-Redundancy maximal-Relevance (mRmR) principle is used since it has proven to be very efficient in feature selection when combined with the MI criterion (Peng et al., 2005) . The idea is to select a set of maximally informative but not redundant features.
This principle is also combined with a greedy forward search strategy: suppose a subset of features has already been selected; one searches for the unselected feature which maximises D − R where D, the estimated relevance, is the MI between the new feature and the output. R is the estimated redundancy and can be measured by the average MI between the new feature and each of the already selected features. Denote by S the set of indices of already selected features; the mRmR criterion D − R for feature i (i / ∈ S) given an output vector Y is:
All MI estimations or computations in the mRmR procedure are thus bivariate (i.e. involve only two variables). Of course, bivariate methods are not expected to perform as well as multivariate ones since they only consider pairwise redundancy or relevance. A simple example showing this is the well-known XOR problem. It consists of two random binary vectors X 1 , X 2 and an output Y whose i th element is 1 if the i th elements of X 1 and X 2 are different and 0 otherwise. Individually, both vectors carry no information about the output Y . However, together they entirely determine it. Thus, even if X 1 is selected, a mRmR procedure will not be able to determine X 2 as relevant while a multivariate approach will.
Combination of the Lists
Once established, the two lists are combined according to the accuracy (the percentage of well-classified samples) of a classification model. First, the accuracies of a model built on the first continuous or the first categorical feature are compared. The feature leading to the best result is chosen and removed from the list it belongs to. The selected feature is then combined with the best continuous or with the best categorical feature that still belong to their respective lists, i.e. that has not been selected yet; the subset for which a model performs the best is selected, and so on until all features have been selected. The whole feature selection procedure is described in Algorithm 2.
Input:
A set F of features i, i = 1 : n f A class labels vector Y Output: A list L of sorted indices of features.
Algorithm 1: Forward search procedure to maximize a criterion c.
Filter or Wrapper Feature Selection
As can be seen from the previous developments, two different approaches to feature selection are successively used to produce a global algorithm. First, building the two lists is made by using filter methods. This means that no classification model is used and that the selection is rather based on a relevance criterion, such as MI in this paper. On the other hand, the combination of the lists does require a specific classifier and is thus a wrapper procedure.
Wrappers are generally expected to lead to better results than filters since they are designed to optimize the performances of a specific classifier. Of course, wrappers are also usually much slower than filters, precisely because of the fact they have to build a huge number of classification models with possible hyperparameters to tune.
As an example, the exhaustive wrapper approach consisting in testing all the possible feature subsets would require building 2 n f models, n f being the number of features. If there are 20 features, about 10 6 classifiers must be built. This method thus becomes quickly untractable as the number of features grows. An alternative is to use heuristics such as the greedy forward search presented in Algorithm 1. The number of models to build is then n f (n f +1) 2 − 1 which is still unrealistic for complex models.
On the contrary, the approach proposed in this paper only requires the construction of at most n f − 1 classifiers. Indeed, Algorithm 2 emphasizes the fact that the use of a classification model is needed only if none of the lists are empty; in practice the number of models to build will thus often be smaller than n f − 1. In addition
− 2 evaluations of the MI are necessary, n cat and n cont being respectively the number of categorical and continuous features. A compromise between both approaches is thus found, which prevents us to use any similarity measure between mixed samples, while keeping the computional burden of the procedure relatively low. 
Algorithm 2: Proposed feature selection algorithm.
EXPERIMENTAL RESULTS
To assess the performance of the proposed feature selection algorithms, experiments are conducted on artificial and real-world data sets. The limitations of methods based on a given similarity measure between mixed samples are first emphasized on a very simple toy problem. Results obtained on four UCI (Asuncion and Newman, 2007) data sets then confirm the interest of the proposed approach. Two classification models are used in this study. The first one is a Naive Bayes classifier with probabilities for continuous attributes estimated using Parzen window density estimation (Parzen, 1962) and those for categorical attributes estimated by counting.
The second one is a 5-nearest neighbors classifier, with distances between samples computed by the Heterogeneous Euclidean-Overlap Metric (HEOM) (Wilson and Martinez, 1997) while other choices could as well have been made (see e.g. (Boriah et al., 2008) ). This metric uses different distance functions for categorical and continuous attributes. It is defined for two vectors
if a is continuous with max a and min a , respectively the maximal and minimal values observed for the a th feature in the training set, and overlap(x, y) = 1 − δ(x, y) (δ denoting the Kronecker delta, δ(x, y) = 1 if x = y and 0 otherwise). These models have mainly been chosen because they are both known to suffer dramatically from the presence of irrelevant features in comparison with, for example, decision trees.
In this section, we compare the proposed feature selection approach with the algorithm by Hu and al. (Hu et al., 2008) . As already explained, in that paper, the authors consider two points as neighbors if their categorical attributes are equal and if one is among the k nearest neighbors of the other or if the distance between them is not too large according to their numerical attributes (there are thus two versions of the algorithm). Then, they look for the features for which the largest number of points share their class label with at least a given fraction of their neighbors. The methodology is thus extremely dependent on the chosen definition of neighborhood. Even if this definition can be modified, it is not easy, given an unknown data set, to determine a priori which relation can be a good choice. Among the two versions of Hu and al.'s algorithm, only the nearest neighbors-based one will be considered in this work, since it has been shown more efficient in practice (Hu et al., 2008) , which was confirmed by our experiments.
Toy Problem
To underline the aformentionned drawbacks, a toy problem is considered to show the limitations of methods based on dissimilarities for mixed data.
It consists in a data set X containing two categorical variables (X 1 , X 2 ) taking two possible discrete values with equal probability and two continuous variables (X 3 , X 4 ) uniformly distributed over [0; 1]. The sample size is 100. A class labels vector Y is also built from X; the points whose value of X 3 is below 0.15 or above 0.85 are given the class label 1 and the other points are given the class label −1. The only relevant variable is thus X 3 , which sould be selected in first place by accurate feature selection algorithms.
However, the problem with Hu et al.'s method is that many points with class label 1 do not have enough neighbors with the same label. Feature X 3 will not thus be detected as relevant by the algorithms. More precisely, over 50 repetitions, X 3 has been selected in the first place only in 28 cases. With the approach proposed in this paper, X 3 has been selected first in the 50 repetitions of the experiment.
Interestingly, if the problem is modified such that points for which the value of X 3 is between 0.4 and 0.7 have class label 1 and other points have class label −1, then Hu and al.'s algorithm always detect X 3 has the most relevant variable. Although the proportion of both classes in the two problems are the same, the second one is more compatible with the chosen definition of neighborhood, explaining the better results obtained. Of course, this definition of neighborhood could be modified to better fit the first problem but would then likely be inaccurate in other situations.
Real-world Data Sets
Four classification benchmark data sets from the UCI Machine Learning Repository (Asuncion and Newman, 2007) are used in the study to further illustrate the interest of the proposed approach. All contain continuous and categorical attributes and are summarized in Table 1 . Two come from the medical world, one is concerned with whether an applicant should receive a credit card or not and the last one is about the choice of a contraceptive method. The data sets used in this work are not the same as those considered in (Hu et al., 2008) since many of the latest do not actually contain mixed features.
As a preprocessing, observations containing missing values are deleted. Moreover, continuous at- tributes are normalized by removing their mean and dividing them by their standard deviation in order to make the contribution of each attribute to the Euclidean distance equivalent in the MI estimation. As suggested in (Gómez-Verdejo et al., 2009 ), for continuous features, the MI is estimated over a range of different values of the parameter k and then averaged to prevent strong underfitting or overfitting. In this paper, 4 to 12 neighbors are considered except for the Hepatitis data set for which 4 to 6 neighbors are taken into account. This is due to the fact that a class is represented by only a few samples in this data set.
The criterion of comparison is the classification error rate. It is estimated through a 5-fold cross validation procedure repeated 5 times with different random shufflings of the data set. The presented error rates are obtained on the test set, independant of the training set used to train the classifier. The feature to choose at each wrapper step is determined by a 5-fold cross validation on the training set.
Figures 1 to 7 show the average classification error rate achieved by the proposed method (referred to as Hybrid MI) and by Hu and al.'s one with respect to the number of features selected. As can be seen, the approach is very competitive with both classifiers and leads to the global smallest misclassification rate in 7 of the 8 experiments. Moreover, for the Hepatitis and the Contraception data sets, it is the only approach selecting a subset of features leading to better performances than the set of all features. The improvement in classification accuracy is thus obvious.
CONCLUSIONS
This paper introduces a new feature selection method- ology for mixed data, i.e. for data with both categorical and continuous attributes. The idea of the method is to independently rank both types of features before recombining them guided by the accuracy of a classifier. The proposed algorithm is thus a combination of a filter and a wrapper approach to feature selection. The well-known MI criterion is used to produce both ranked lists. For continuous features, multidimensional MI estimation is used while a mRmR approach is considered for categorical features.
One of the most problematic issues for feature se-lection algorithms dealing with mixed data is to chose an appropriate relationship between categorical and continuous features leading to a sound similarity measure or neighborood definition between observations. This new method simply alleviates this problem by ignoring this unknown relationship. The hope is to compensate the loss of information induced by this hypothesis by a more accurate ranking of features of each type and by the use of a classification model. Even if the approach requires the explicit building of prediction models, the number of models to build is small compared to a pure wrapper approach. Moreover, experimental results on four data sets show the interest in terms of the accuracy of two classifiers.
All the developments presented in this paper could be applied to regression problems (problems with a continuous output); the only modifications needed would be to use the MI estimator (5) instead of (6) for the continuous features and the mRmR approach for the categorical ones. It would thus be interesting to test the proposed approach on such problems.
