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Abstract
Newton-step approximations to pseudo maximum likelihood estimates of spatial autore-
gressive models with a large number of parameters are examined, commencing from initial
instrumental variables or least squares estimates. These have the same asymptotic efficiency
properties as maximum likelihood under Gaussianity but are of closed form. Hence they are
computationally simple and free from compactness assumptions, thereby avoiding two no-
torious pitfalls of implicitly defined estimates of large spatial autoregressions. For an initial
least squares estimate, the Newton step can also lead to weaker regularity conditions for a
central limit theorem than those extant in the literature. A simulation study demonstrates
excellent finite sample gains from Newton iterations, especially in large multiparameter
models for which grid search is costly. A small empirical illustration shows improvements
in estimation precision with real data.
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1 Introduction
Spatial autoregressive (SAR) models, introduced by Cliff and Ord (1973), are extremely popular
tools for modelling cross-sectionally dependent economic data. The pre-eminent feature of such
models is the presence of one or more ‘spatial weight’ matrices, which parsimoniously capture
the dependence between units in the sample. Such dependence need not be geographic in
nature, indeed the spatial weight matrix is known by other terms such as ‘adjacency matrix’,
‘network link matrix’ and ‘sociomatrix’. For n×1 vectors yn and u of responses and unobserved
disturbances, respectively, and an n× k covariate matrix Xn, the SAR model is
yn =
p∑
i=1
λ0inWinyn +Xnβ0n + u, (1.1)
where the elements of the n × n spatial weight matrices Win are inverse economic distances
and λ0n = (λ01n, . . . , λ0pn)
′ and β0n are unknown parameter vectors. Subscripting with n
permits treatment of triangular arrays, an important issue for spatial models in general (see
Robinson (2011)), and for SAR models even more so due to various normalizations of the Win
that make it n-dependent. This paper justifies computationally straightforward estimation for
the parameters of (1.1) with the same asymptotic properties as pseudo maximum likelihood
estimates.
SAR models allow dependence to occur across a very generalized notion of space: so long
as a mapping exists between every pair of individuals to the real line a spatial weight matrix
may be constructed. The flexible nature of the SAR model means that it may be used to model
a very wide range of phenomena. Thus it has found application in many fields of economics
such as development economics (Case (1991), Helmers and Patnam (2014)), industrial orga-
nization (Pinkse, Slade, and Brett (2002)), trade (Conley and Dupor (2003)) and peer effects
(Hsieh and van Kippersluis (2018)), to name only a few examples.
Estimation of SAR models has long been considered in the regional science literature, see
e.g. Anselin (1988). Rigorous asymptotic theory for instrumental variables (IV) estimation
was initially provided by Kelejian and Prucha (1998), leading to the present flourishing theo-
retical literature. Lee (2002) studied ordinary least squares (OLS) estimation of SAR models,
stressing the need for lack of sparsity in the spatial weight matrix to establish desirable asymp-
totic properties such as consistency and efficiency. This was followed by Lee (2004), a seminal
contribution that provided a taxonomical asymptotic theory for Gaussian pseudo maximum
likelihood estimates (PMLE) of SAR models. Recently Kuersteiner and Prucha (2013, 2020)
have provided general theory for such models in a panel data setting.
The flexible nature of SAR modelling is further embellished by the seamless ability to in-
tegrate more than one spatial weight matrix in the model (1.1), thus permitting simultaneous
connections between units across a number of channels. This is an accurate representation of
typical economic situations, e.g. countries are ‘connected’ by both geographical proximity as
well as trade ties. Furthermore, in many economic settings the sample partitions naturally
into p clusters or groups, leading to block diagonal structure for the spatial weight matrix
Vn = diag (V1n, . . . , Vpn), where Vin is mi ×mi and
∑p
i=1mi = n. To permit the modelling of
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heterogenous spillover effects across clusters, one may take Win to be the n× n block diagonal
matrix with the mi×mi dimensional i-th diagonal block given by Vin. This approach has been
suggested by Gupta and Robinson (2015, 2018). Here and more generally, the specification
(1.1) is termed a ‘higher-order’ SAR model if p > 1, see e.g Blommestein (1983), Lee and Liu
(2010), Li (2017), Han, Hsieh, and Lee (2017), Kwok (2019).
In the study of higher-order SAR models, Gupta and Robinson (2015, 2018) have suggested
that p, k be allowed to diverge slowly to infinity as functions of sample size. The motivation for
such generality is typically threefold: first, it is desirable to permit a richer model as the sample
size permits. Second, clustered data as mentioned in the previous paragraph naturally imply
asymptotic regimes with increasing p. For instance, when mi = m for each i = 1, . . . , p, we have
n = mp and the results of Lee (2004) imply that p→∞ is necessary for consistent estimation,
analogous to the problems created in the spatial statistics literature by ‘infill asymptotics’, see
e.g. Lahiri (1996). Finally, a theory that allows the model dimension to grow with sample
size provides a more incisive analysis of large models in practice, much as typical asymptotic
theory with a fixed parameter space itself can be thought as providing an approximation in
finite samples.
The estimation of such increasing-order SARmodels has been studied by Gupta and Robinson
(2015, 2018) using IV, OLS and PMLE approaches. The first two methods have the advan-
tage of being in closed-form, while even for p = 1 PMLE (in)famously requires grid search and
the inversion of an n × n matrix in every iteration, leading to many ingenious solutions for
faster computation, see e.g. Ord (1975) and Pace and Barry (1997). The computational cost
of PMLE in SAR type models is particularly salient as data sets increase in size, as stressed
by Zhu, Huang, Pan, and Wang (2020). Modern network data sets are amenable to modelling
via SAR techniques and can feature, or accommodate, large parameter spaces but computation
remains a serious challenge. Han, Lee, and Xu (2020) provide a discussion of the problems and
propose a Bayesian solution.
These problems are naturally exacerbated if p > 1, with grid search requiring more itera-
tions to converge and each iteration requiring inversion of an n × n matrix, as well as risk of
convergence to local optima. Furthermore, the requirement of a compact parameter space for
λ0n can severely restrict the admissible parameter values (see Gupta and Robinson (2018)). On
the other hand, under Gaussianity the PMLE becomes the MLE and is efficient. This prop-
erty is shared by OLS, but under rather delicate and specific conditions even for p = 1 (see Lee
(2002)). Thus the IV/OLS and PMLE approaches each have their advantages and it is desirable
to combine the positive properties of both.
One method of obtaining closed-form estimates with the same asymptotic covariance matrix
as a target estimate is to use Newton-type iterations commencing from an initial consistent es-
timator that is straightforward to compute. The approach dates back at least to Fisher (1925)
and LeCam (1956). It enjoys the added attraction of avoiding a potentially complicated con-
sistency proof for an implicitly defined estimate, as well as the compactness assumptions this
typically entails. As a result, the technique has been used in a vast variety of settings, see e.g.
Rothenberg and Leenders (1964) (simultaneous equations), Hartley and Booker (1965) (non-
linear least squares), Janssen, Jurecˇkova, and Veraverbeke (1985) (M -estimation), Rothenberg
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(1984) (generalized least squares), Hualde and Robinson (2011), Kristensen and Linton (2006),
Robinson (2005) (time series and adaptive estimation), Andrews (1997) (generalized method
of moments), Kasahara and Shimotsu (2008), Kristensen and Salanie´ (2017) (structural estima-
tion), De Luca, Magnus, and Peracchi (2018) (generalized linear models) and Frazier and Renault
(2017) (efficient two-step estimation), to name just a few.
In this paper we use IV and OLS estimates as initial estimates to form a single Newton-
step asymptotic approximation to the Gaussian PMLE with p = pn and k = kn allowed to
diverge as functions of n→∞. The approach has been studied in the case of fixed-dimensional
SAR models by Robinson (2010) and Lee and Yu (2013), but the previous discussion hints at
its particular usefulness when considering large models. One avoids grid search over a high-
dimensional parameter space, compactness assumptions on this space and the inversion of large
(n×n) matrix for every search iteration, as well as various headaches related to convergence and
local optima. When commencing from IV estimates, this leads to closed-form efficient estimates
under Gaussianity. As suggested by the results of Lee (2002) and Gupta and Robinson (2015),
commencing iteration from OLS preserves the efficiency property. Howevere, we show that the
Newton step approach cancels out certain terms of large stochastic order that allows for weaker
rate conditions than those imposed in these papers.
In a simulation study, we demonstrate that the Newton step can lead to much improved
estimates in finite samples, both in terms of bias and efficiency. While a single step is sufficient
to establish desirable asymptotic properties, in our simulation study we also explore the finite
sample implications of additional Newton steps, reporting results with up to six iterations. We
find large finite sample gains in both bias and mean squared error that are robust to heavy
tailed error distributions. We also observe fast convergence of iterations, which conforms to
extant theoretical observations. The gains are particularly notable when the parameter space
and sample size is large, a situation in which PMLE becomes computationally onerous. In a
small illustration with real world data, we show that the estimates work well in practice and
lead to more precise results.
2 Approximations to Gaussian PMLE
The (−2/n times) log pseudo Gaussian likelihood function for model (1.1) at any admissible
point θ = (λ′, β′)′ is given by
Qn
(
θ, σ2
)
= log (2πσ2)−
2
n
log |Sn (λ)|+
1
nσ2
y′nSn (λ)MnSn (λ) yn, (2.1)
where Mn = In−Xn (X
′
nXn)
−1X ′n and Sn(λ) = In −
∑p
i=1 λinWin, with In denoting the n×n
identity matrix. Henceforth we denote true parameter values with 0 subscript and suppress
the argument for a quantity evaluated at a true parameter value, e.g. Sn (λ0n) ≡ Sn. If Sn is
invertible, (1.1) admits the reduced form yn = S
−1
n Xnβn +S
−1
n u, and we define Rn = An+Bn,
where An = (G1nXnβn, . . . , GpnnXnβn), Bn = (G1nu, . . . , Gpnnu), Gin(λ) = WinS
−1
n (λ), i =
1, . . . , pn, and so Rn = (W1nyn, . . . ,Wpnnyn).
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Defining Ryn (θ) = Rnλn +Xnβn − yn, the derivative of (2.1) at any admissible
(
θ, σ2
)
is
ξn
(
θ, σ2
)
=
(
ϕn
′(θ, σ2), 2σ−2n−1Ryn
′ (θ)Xn
)′
, (2.2)
where ϕn
(
θ, σ2
)
= 2σ−2n−1
(
σ2trG1n(λ) + y
′
nW
′
1nR
y
n (θ) , . . . , σ2trGpn(λ) + y
′
nW
′
pnR
y
n (θ)
)′
. Be-
cause Ry = −u, denoting φn = σ
−2
0
n−1
(
σ20trC1n − u
′C1nu, . . . , σ
2
0trCp − u
′Cpnu
)′
with Cin =
Gin +G
′
in, we obtain
ξn ≡
∂Qn
∂θ
=
(
φn
′, 0
)′
− 2σ−2
0
tn, (2.3)
with tn = n
−1 [An,Xn]
′ u. The Hessian at any admissible point in the parameter space is
Hn
(
θn, σ
2
)
≡
∂2Qn(θn, σ
2)
∂θ∂θ′
=


2
nPji,n(λn) +
2
nσ2
R′nRn
2
nσ2
R′nXn
2
nσ2
X ′nRn
2
nσ2
X ′nXn

 (2.4)
where Pji,n(λn) is the pn × pn matrix with (i, j)-th element given by
tr (Gjn(λn)Gin(λn)).
For a generic matrix A denote ‖A‖ = (η (A′A))
1
2 , with η(·) and η(·) denoting the largest and
smallest eigenvalues, respectively, of a symmetric positive semidefinite matrix. Note that if A
is a vector then ‖A‖ is simply its Euclidean norm. Let Zn be an n× rn matrix of instruments,
with rn ≥ pn, and define the IV and OLS estimates as
θˆn = Qˆ
−1
n Kˆ
′
nJ
−1
n kˆn, σˆ
2
n = n
−1
∥∥∥yn − (Rn,Xn) θˆn∥∥∥2 , (2.5)
θ˜n = Lˆ
−1
n lˆn, σ˜
2
n = n
−1
∥∥∥yn − (Rn,Xn) θ˜n∥∥∥2 , (2.6)
respectively, with Qˆn = Kˆ
′
nJ
−1
n Kˆn, Kˆn = n
−1 [Zn,Xn]
′ [Rn,Xn], kˆn = n
−1 [Zn,Xn]
′ yn, Jn =
n−1 [Zn,Xn]
′ [Zn,Xn] , and Lˆn = n
−1 [Rn,Xn]
′ [Rn,Xn], lˆn = n
−1 [Rn,Xn]
′ yn. Define the re-
spective ‘one-step’ estimates
ˆˆ
θn and
˜˜θn by the following equations
ˆˆ
θn = θˆn − Hˆ
−1
n ξˆn, (2.7)
˜˜
θn = θ˜n − H˜
−1
n ξ˜n. (2.8)
where for any function f(θ) and generic estimate θˇ, fˇ ≡ f
(
θˇ
)
.
While our theorems below establish desired asymptotic properties for the one step estimates,
from a practical point of view more iterations may be desirable. In fact, these also improve the
statistical rate of convergence to the target PMLE, yielding an even faster statistical counterpart
to the famous quadratic numerical rate of convergence of Newton estimates, see for example
Theorem 2 of Robinson (1988) and p. 312-313 of Ortega and Rheinboldt (1970). We examine
this issue in more detail in the next section and also the Monte Carlo study.
3 Asymptotic properties
The following assumptions are discussed in Lee (2002, 2004), and Gupta and Robinson (2015,
2018), amongst other spatial papers in which they are routinely employed. Stochastic regressors
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can easily be accommodated but needlessly complicate the notation so we opt for simplicity.
Assumption 1. u = (u1, . . . , un)
′ has iid elements with zero mean and finite variance σ20.
Assumption 2. For i = 1, . . . , pn, the elements of Win are uniformly O (1/hn), where hn is some
positive sequence which may be bounded or divergent, but always bounded away from zero and
such that n/hn →∞ as n→∞. The diagonal elements of each Win are zero.
Assumption 3. Sn is non-singular for all sufficiently large n.
Let ‖A‖R denote the maximum absolute row sum norm of a generic matrix A.
Assumption 4.
∥∥S−1n ∥∥R, ∥∥S′−1n ∥∥R, ‖Win‖R and ‖W ′in‖R are uniformly bounded in n and i for
all i = 1, . . . , pn and sufficiently large n.
Assumption 5. The elements of Xn are constants and are uniformly bounded in n, in absolute
value, for all sufficiently large n.
Assumption 6. The elements of Zn are constants and are uniformly bounded in absolute value,
for all sufficiently large n.
Assumption 7. lim
n→∞
η(Jn) <∞ and lim
n→∞
η(K ′nKn) > 0.
Assumption 8. lim
n→∞
η(Jn) > 0 and lim
n→∞
η(K ′nKn) <∞.
Assumption 9. lim
n→∞
η(Ln) <∞.
Assumption 10. lim
n→∞
η(Ln) > 0.
Assumption 11. E
(
u4i
)
≤ C for i = 1, . . . , n.
Let Ψn be an s×(pn+kn) matrix of constants with full row-rank. The claims of the following
theorems also hold when pn and kn are fixed, but we state and prove the results for the more
challenging case when these diverge.
Theorem 3.1.
(i) Let Assumptions 1-11 hold along with
1
pn
+
1
rn
+
1
kn
+
p3nk
4
n
n
+
p
3
2
nkn
hn
→ 0 as n→∞, (3.1)
and
r2n
n
bounded as n→∞. (3.2)
Then
n
1
2
(pn + kn)
1
2
Ψn
(
ˆˆ
θn − θ0n
)
d
−→ N
(
0, lim
n→∞
σ20
pn + kn
ΨnL
−1
n Ψ
′
n
)
,
where the asymptotic covariance matrix exists, and is positive definite, by Assumptions 9
and 10.
(ii) Let Assumptions 1-5 and 9-11 hold. Suppose also that
1
pn
+
1
kn
+
p3nk
4
n
n
+
p
3
2
nkn
hn
+
n
1
2 p
5
2
n
h3n
→ 0. (3.3)
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Then
n
1
2
(pn + kn)
1
2
Ψn
(
˜˜θn − θ0n
)
d
−→ N
(
0, lim
n→∞
σ20
pn + kn
ΨnL
−1
n Ψ
′
n
)
,
where the asymptotic covariance matrix exists, and is positive definite, by Assumptions 9
and 10.
In the ‘just identified’ case pn = rn, condition (3.2) is implied by (3.1). Theorem 3.1 (i) shows
that the one-step estimate asymptotically achieves the efficiency bound noted by Lee (2002). On
the other hand, Theorem 3.1 (ii) yields the same distributional result as for the OLS estimate
(Theorem 4.3 of Gupta and Robinson (2015)). This should come as no surprise since Lee (2002)
has already established the efficiency of OLS under suitable conditions. Nevertheless, Theorem
3.1 (ii) imposes weaker conditions on the relative rates of hn and n
1
2 than those extant in the
literature.
Indeed, for their result, Gupta and Robinson (2015) assumed n
1
2 p
1
2
n/hn → 0 as compared to
our n
1
2p
5
2
n/h3n → 0. The latter is a quantity of smaller order as
(
n
1
2 p
5
2
n/h3n
)
/
(
n
1
2p
1
2
n/hn
)
=
(pn/hn)
2 → 0. For fixed pn and kn, our asymptotic normality result relies only on n
1
2 /h3n → 0,
as n→∞. This is a weaker requirement as compared to Lee (2002), who assumed n
1
2/hn → 0
as n →∞. The reason for these favourable outcomes is the cancellation of higher order terms
when using the one-step approximation. The key difference is in the rates
wwn−1 [Bn, 0]′ uww =
Op
(
p
1
2
n/hn
)
and ‖φn‖ = Op
(
p
1
2
n/n
1
2h
1
2
n
)
, the latter being sharper since n/hn →∞ as n→∞.
If hn is bounded as n→∞, a more complicated analysis is required to establish that one-step
estimates achieve the PMLE asymptotic covariance matrix, because the information equality
does not hold asymptotically. Denote µl = E
(
uli
)
for natural numbers l, and introduce, with
i, j = 1, . . . , pn, the pn × pn matrix Ωλλ,n with (i, j)-th element
4µ3
nσ4
0
∑n
r=1 crr,inbr,jnXnβ0n +
(µ4−3σ40)
nσ4
0
∑n
r=1 crr,incrr,jn and the kn × pn matrix Ωλβ,n with i-th column
2µ3
nσ4
0
∑n
r=1 crr,inxr,n
where cpq,in is the (p, q)-th element of Cin, bjn = GjnXnβ0n with t-th element bt,jn (j = 1, . . . , pn
and t = 1, . . . , n) and xp,n is the p-th column of X
′
n. Define
Ωn =


Ωλλ,n Ω
′
λβ,n
Ωλβ,n 0

 . (3.4)
Then E (ξnξ
′
n) = n
−1 (2Ξn +Ωn) , where
Ξn = E (Hn) =


2
n
(
Pji,n + Pj′i,n +
1
σ2
0
A′nAn
)
2
nσ2
0
A′nXn
2
nσ2
0
X ′nAn
2
nσ2
0
X ′nXn

 . (3.5)
When hn is bounded OLS cannot be consistent (see Lee (2002)), so the following theorem
considers only initial IV estimates.
Theorem 3.2. Let Assumptions 1-7 hold. Suppose that hn is bounded away from zero and that
7
there is a real number δ > 0 such that E |ui|
4+δ ≤ C for i = 1, . . . , n. In addition, assume that
lim
n→∞
η
(
2Ξ−1n + Ξ
−1
n ΩnΞ
−1
n
)
<∞, lim
n→∞
η
(
2Ξ−1n + Ξ
−1
n ΩnΞ
−1
n
)
> 0 and lim
n→∞
η (Ξn) > 0. (3.6)
Suppose also that
1
pn
+
1
rn
+
1
kn
+
p3nk
2
n
(
pn (rn + kn) + k
2
n
)
n
+
(pnkn)
2+
8
δ
n
→ 0 as n→∞. (3.7)
Then
n
1
2
(pn + kn)
1
2
Ψn
(
ˆˆ
θn − θ0n
)
d
−→ N
(
0, lim
n→∞
σ20
pn + kn
Ψn
(
2Ξ−1n + Ξ
−1
n ΩnΞ
−1
n
)
Ψ′n
)
,
where the asymptotic covariance matrix exists, and is positive definite, by (3.6).
As indicated earlier, further iterations on the Newton step can improve the rate of statistical
convergence to the target as well as finite sample properties. To see this, let
ˆˆ
θℓn be the ℓ-th
Newton iteration towards the PMLE θˇn. By Theorem 2 of Robinson (1988),
∥∥∥θˇn − ˆˆθℓ+1n ∥∥∥ =
Op
(∥∥∥θˇn − ˆˆθn∥∥∥2ℓ
)
, an identical bound holding also for
˜˜
θℓ+1n . A factor that depends on ℓ is
suppressed in the stated stochastic bound, indicating that this is not uniform in ℓ. Because the
results of Gupta and Robinson (2018) and this paper show that one-step Newton estimates and
θˇn are n
1/2/ (pn + kn)
1/2-consistent, we have
∥∥∥θˇn − ˆˆθℓ+1n ∥∥∥ = Op ((n/ (pn + kn))−2ℓ−1) , ∥∥∥θˇn − ˜˜θℓ+1n ∥∥∥ = Op ((n/ (pn + kn))−2ℓ−1) ,
thus yielding the rate at which the iterations approximate the target estimate in a statistical
sense, pointwise in ℓ.
4 Finite-sample performance of Newton-step estimates
We examine finite-sample performance of
ˆˆ
θn in this section, since the IV case entails a change
in limiting distribution due to the Newton step. Following Das, Kelejian, and Prucha (2003)
and the design in Gupta and Robinson (2015), define W ∗in as the symmetric circulant matrix
with first row
w∗1j,in =
{
0 if j = 1 or j = i+ 2, . . . , n− i;
1 if j = 2, . . . , i+ 1 or j = n− i+ 1, . . . , n,
(4.1)
and take W cin = ‖W
∗
in‖
−1W ∗in, where ‖W
∗
in‖ = η (W
∗
in) = 2i, because W
∗
in is a symmetric,
circulant matrix (see e.g. Davis (1979) p. 73). Thus W cin is also a symmetric circulant matrix
with first row given by w∗1j,in/2i. This is an example of spatial weight matrices with bounded
hn.
We now dispense with n subscripts for brevity. Our design generates y = S−1(Xβ + u)
for sample sizes n = 200, 400, 800 and k = 2, with elements of X generated as iid replicates
from a U(0, 1) distribution. We generate the disturbance u using two different distributions:
N(0, 1) and t8. PMLE becomes MLE under the first, while the second has heavier tails. Our
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experiments take p = 2, 4, 6 for each of the described designs. We use a design with weights
matrices given by W ci , i = 1, . . . , p. Finally, we set β1 = 1, β2 = 0.5 and p = 2 : λ1 = 0.4, λ2 =
0.5; p = 4 : λ1 = 0.3, λi = 0.2, i = 2, 3, 4; p = 6 : λi = 0.15, i = 1, . . . , 6. The choices of λi satisfy
the sufficient condition
∑p
i=1 |λi| < 1 for invertibility of S.
With the aim of comparing initial IV estimates to Newton-step estimates, we report two
statistics: the Monte Carlo mean and relative root Monte Carlo mean squared error, the latter
being a straightforward ratio of the root MSE for IV and the iterated estimate. We also examine
the use of more than one iteration in finite samples, and for this recall the notation
ˆˆ
θℓn for the
ℓ-th Newton iteration. Our results are reported for ℓ = 1, 3, 6. The set of instruments that we
use for our initial estimates are the linearly independent columns of Z =
(
W c1X, . . . ,W
c
pX,X
)
.
In Tables 4.1 and 4.2, we report the Monte Carlo mean of our estimates for standard normal
and t8 errors, respectively. For standard normal errors, we notice that the initial IV estimate
can be heavily biased but Newton iterations improve matters, sometimes spectacularly. Indeed,
for p = 6 and n = 200 the performance of θˆn can be appalling, with λˆ5 < 0. However after
six Newton steps this has improved to 0.1216 and even three iterations lead to a significant
improvement. The reduction of bias from Newton iterations is not a universal feature, however
broadly speaking the Newton steps reduce bias in the estimates, even for smaller values of p.
As the sample size increases the iterations converge substantially, with little to choose typically
between
ˆˆ
θ3n and
ˆˆ
θ6n for n = 800. However for n < 800, we notice that three iterations usually
do the job quite satisfactorily, especially when p < 6.
For t8 errors, Table 4.2 paints a similar picture to Table 4.1. Once again, the noticeable
‘rogue’ estimate is for λ5 when p = 6 and n = 200. Considering that all our simulations start
from the same seed, this outlier may possibly be attributed to a bad draw. As in the normal
errors case, results are quite stable for larger n and smaller p, and typically show bias reduction
due to Newton steps and near convergence after three iterations.
In Tables 4.3 and 4.4, we report the ratio of the Monte Carlo root mean squared error of θˆn
to that of
ˆˆ
θℓn, ℓ = 1, 3, 6, abbreviating this quantity to RRMSE. An RRMSE of two indicates
that the RMSE of the IV estimate is twice that of the Newton iteration it is being compared
to. Our results in Table 4.3 show that Newton iterations can lead to tremendous finite sample
gains in MSE. These gains are present in 100% of the cases considered, but are generally larger
for the spatial parameters λi than the regression parameters βi.
We discuss the spatial parameter estimates first. Note that for greater sample sizes we have
greater MSE gains, often the gains more than doubling from n = 200 to n = 800, and sometimes
even tripling. As observed for the means in Table 4.1, there is usually not much to choose from
between the third and sixth iterations. With and n = 800 we nearly always obtain Newton
estimates with RMSE a quarter of that for IV, and occasionally even a fifth of the IV RMSE.
In most cases three iterations are enough to achieve these superb gains.
These patterns for the λi qualitatively repeat themselves when the errors are t8, as seen in
Table 4.4. In this case when n = 800 we achieve RMSE improvements over IV of a factor of
three always when three iterations are carried out, with factors of four commonly seen and three
cases with a fivefold improvement. The factors of efficiency improvement that we observe in our
results can dominate similar precedents in other settings. Indeed, the greatest relative root MSE
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n = 200 n = 400 n = 800
p = 2 θˆn
ˆˆ
θ1n
ˆˆ
θ3n
ˆˆ
θ6n θˆn
ˆˆ
θ1n
ˆˆ
θ3n
ˆˆ
θ6n θˆn
ˆˆ
θ1n
ˆˆ
θ3n
ˆˆ
θ6n
λ1 0.4488 0.4381 0.4153 0.4148 0.4198 0.4144 0.4037 0.4037 0.4251 0.4061 0.3997 0.3997
λ2 0.4582 0.4611 0.4812 0.4818 0.4834 0.4843 0.4942 0.4942 0.4769 0.4934 0.4992 0.4992
β1 0.9265 0.9922 1.0164 1.0160 0.9612 1.0002 1.0083 1.0082 0.9832 1.0052 1.0100 1.0101
β2 0.4586 0.5061 0.5218 0.5211 0.4858 0.5120 0.5168 0.5166 0.4862 0.5011 0.5044 0.5044
p = 4
λ1 0.3021 0.3006 0.3008 0.2999 0.3181 0.3085 0.3079 0.3110 0.3237 0.3010 0.2975 0.2975
λ2 0.3512 0.2922 0.2219 0.2236 0.2469 0.2361 0.1888 0.1821 0.2209 0.2146 0.2042 0.2042
λ3 0.1695 0.2729 0.2956 0.2905 0.2233 0.2254 0.2410 0.2469 0.2104 0.2145 0.2060 0.2059
λ4 0.0937 0.0365 0.0799 0.0841 0.1207 0.1293 0.1603 0.1583 0.1499 0.1690 0.1908 0.1910
β1 0.8371 0.9562 0.9988 0.9993 0.9036 0.9871 1.0033 1.0027 0.9524 1.0047 1.0113 1.0114
β2 0.4064 0.4890 0.5101 0.5103 0.4574 0.5108 0.5159 0.5153 0.4723 0.5050 0.5068 0.5069
p = 6
λ1 0.1678 0.1759 0.1774 0.1769 0.1727 0.1628 0.1570 0.1566 0.1742 0.1507 0.1493 0.1495
λ2 0.2756 0.2017 0.1373 0.1420 0.2225 0.1662 0.1383 0.1392 0.1878 0.1547 0.1525 0.1511
λ3 0.1046 0.1401 0.1856 0.1815 0.1279 0.1467 0.1641 0.1629 0.1361 0.1531 0.1490 0.1515
λ4 0.2741 0.2885 0.2149 0.2029 0.1587 0.2026 0.1564 0.1613 0.1488 0.1720 0.1487 0.1459
λ5 -0.0390 0.0475 0.1085 0.1216 0.1522 0.1753 0.1870 0.1761 0.1700 0.1439 0.1613 0.1636
λ6 0.1390 0.0496 0.0749 0.0736 0.0794 0.0456 0.0949 0.1016 0.0906 0.1242 0.1374 0.1366
β1 0.7790 0.9346 0.9887 0.9893 0.8594 0.9802 1.0023 1.0034 0.9272 1.0064 1.0122 1.0124
β2 0.3812 0.4893 0.5109 0.5109 0.4349 0.5143 0.5193 0.5196 0.4590 0.5093 0.5090 0.5091
Table 4.1: Monte Carlo mean of parameter estimates. IV and iterated Newton-step estimates
with N(0, 1) errors.
improvement that Robinson (2005) finds in his fractional time series setting is
√
1/0.23 = 2.085
(see Table 4 of that paper).
Moving to the estimates of the regression parameters β1 and β2, in both Tables 4.3 and 4.4
we see almost universal improvement over IV. The exceptions are four cases out of a total of
54 in Table 4.4, for the t8 case. These RMSE gains are not as spectacular as for the λi, but
are generally noticeably large as both n and p increase. Indeed, for n = 800 we the RMSE for
the IV estimate can sometimes be one and a half times are large as the Newton iterations when
p = 6 and n = 800. For n ≥ 400, IV performs worse than the Newton iterations uniformly over
both β1 and β2, the values of p, the number of iterations and the error distribution. Thus there
is evidence of the usefulness of Newton iterations even for the regression parameters, albeit the
gains are greater for the spatial parameters.
5 Empirical illustration
In this small empirical illustration we show that the Newton step estimates perform well in prac-
tice and can lead to more precise estimation. The example is based on Kolympiris, Kalaitzandonakes, and Miller
(2011) (KKM), and is also studied in Gupta and Robinson (2015). KKM seek to model the
venture capital funding (provided by venture capital firms (VCFs)) for dedicated biotechnology
firms (DBFs) with a SAR model. The hypothesis is that the level of VC funding for a DBF
increases with the number of VCFs located in close proximity. Denoting by dlk the distance in
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n = 200 n = 400 n = 800
p = 2 θˆn
ˆˆ
θ1n
ˆˆ
θ3n
ˆˆ
θ6n θˆn
ˆˆ
θ1n
ˆˆ
θ3n
ˆˆ
θ6n θˆn
ˆˆ
θ1n
ˆˆ
θ3n
ˆˆ
θ6n
λ1 0.4777 0.4622 0.4296 0.4277 0.4363 0.4206 0.4001 0.3999 0.4299 0.4086 0.3974 0.3973
λ2 0.4304 0.4385 0.4674 0.4693 0.4682 0.4788 0.4975 0.4976 0.4731 0.4911 0.5015 0.5015
β1 0.9177 0.9826 1.0156 1.0159 0.9472 0.9913 1.0076 1.0078 0.9705 0.9985 1.0060 1.0061
β2 0.4582 0.5024 0.5221 0.5220 0.4777 0.5088 0.5192 0.5194 0.4824 0.5021 0.5076 0.5076
p = 4
λ1 0.3396 0.3296 0.3219 0.3176 0.3416 0.3137 0.3053 0.3050 0.3234 0.3013 0.2980 0.2979
λ2 0.3814 0.3272 0.2491 0.2542 0.2614 0.2445 0.1966 0.1986 0.2334 0.2245 0.1944 0.1945
λ3 0.1073 0.2010 0.2427 0.2369 0.1535 0.2361 0.2616 0.2553 0.1857 0.1992 0.2191 0.2194
λ4 0.0915 0.0478 0.0868 0.0918 0.1558 0.1063 0.1353 0.1398 0.1645 0.1745 0.1871 0.1870
β1 0.8048 0.9241 0.9783 0.9786 0.8695 0.9687 0.9938 0.9945 0.9305 0.9963 1.0058 1.0059
β2 0.3979 0.4787 0.5048 0.5046 0.4390 0.5052 0.5135 0.5135 0.4615 0.5048 0.5084 0.5085
p = 6
λ1 0.1976 0.1737 0.1554 0.1525 0.1763 0.1437 0.1449 0.1437 0.1681 0.1470 0.1470 0.1476
λ2 0.2993 0.2373 0.1676 0.1701 0.2767 0.2293 0.1620 0.1637 0.2097 0.1696 0.1523 0.1517
λ3 0.0411 0.0749 0.1248 0.1190 0.0061 0.0873 0.1655 0.1638 0.1162 0.1402 0.1640 0.1619
λ4 0.3219 0.3633 0.3061 0.3067 0.2812 0.2949 0.1821 0.1811 0.1357 0.1590 0.1244 0.1282
λ5 -0.0051 0.0421 0.1620 0.1664 0.1190 0.1141 0.1433 0.1337 0.1840 0.1891 0.1727 0.1671
λ6 0.0688 0.0121 -0.0196 -0.0185 0.0581 0.0319 0.1004 0.1124 0.0968 0.0944 0.1382 0.1421
β1 0.7682 0.9337 1.0058 1.0067 0.8204 0.9561 0.9922 0.9928 0.8960 0.9938 1.0047 1.0050
β2 0.3780 0.4908 0.5256 0.5257 0.4104 0.5042 0.5155 0.5141 0.4444 0.5086 0.5087 0.5087
Table 4.2: Monte Carlo mean of parameter estimates. IV and iterated Newton-step estimates
with t8 errors.
miles between the l-th and k-th DBFs, we estimate
y =
p∑
i=1
λiW
b
i y +Xβ + U, (5.1)
whereW bi is the (row-normalised) weight matrix having off-diagonal (l, k)-th element equal to 1
if i− 1 < dlk ≤ i, i = 1 . . . , p, and if dlk = 0 for i = 1. Thus the matrices are based on each one
of p sequential 1-mile rings from the origin DBF. y is the vector of natural logs of the amount
of VC funding (million $) received by each of n = 816 DBFs.
We focus on estimates of the main parameters of interest λi in (5.1), and omit details
regarding the β.1 We estimate (5.1) with p = 2, 4, 6 using initial IV and the Newton-step
estimates that we have justified theoretically. We only report the Newton-step for a single
iteration as convergence is achieved. Like Gupta and Robinson (2015), we find that only λ1 and
λ2 are statistically significant at the 1% level, and the magnitude of our parameter estimates is
also close to their findings, with our results reported in Table 5.1. The table reports t statistics in
1The authors include several explanatory variables in Xn, we give a very brief description and refer the reader
to KKM for details. The covariates include the number of proximate VCFs and DBFs to capture the effects of
being in areas of high VCF or DBF concentration. Firm-specific characteristics include the distance from each
DBF to its funding VCFs, , the average age of each funding VCF, exposure of VCFs through syndication and an
indicator for foreign VCF investment. Variables controlling for DBF-specific factors include firm age, dummies
for receiving a grant and being in an R&D tax credit state, a cost of business index for the DBF’s home state,
distance to the closest university and the number of non-biotech establishments in the DBF’s zip code. Two
further variables recognize that additional factors can affect the cost of doing business in ways that influence the
VC funding levels of a given DBF.
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n = 200 n = 400 n = 800
p = 2
RMSE(θˆn)
RMSE
(
ˆˆ
θ1
n
) RMSE(θˆn)
RMSE
(
ˆˆ
θ3
n
) RMSE(θˆn)
RMSE
(
ˆˆ
θ6
n
) RMSE(θˆn)
RMSE
(
ˆˆ
θ1
n
) RMSE(θˆn)
RMSE
(
ˆˆ
θ3
n
) RMSE(θˆn)
RMSE
(
ˆˆ
θ6
n
) RMSE(θˆn)
RMSE
(
ˆˆ
θ1
n
) RMSE(θˆn)
RMSE
(
ˆˆ
θ3
n
) RMSE(θˆn)
RMSE
(
ˆˆ
θ6
n
)
λ1 1.7153 2.1911 2.1598 2.4010 2.8942 2.8768 3.7949 4.7428 4.7428
λ2 1.7376 2.2296 2.2220 2.4464 2.9896 2.9890 3.8068 4.6176 4.6177
β1 1.1957 1.2513 1.2178 1.2386 1.2116 1.1921 1.2631 1.2883 1.2882
β2 1.1593 1.1687 1.1296 1.1907 1.1753 1.1619 1.2086 1.2256 1.2256
p = 4
λ1 1.4788 1.7564 1.7551 1.6691 1.3737 1.0766 3.6541 4.9979 4.9985
λ2 1.4056 1.6953 1.6970 1.6553 1.5718 1.2998 3.3546 5.1763 5.1771
λ3 1.3166 1.5318 1.5427 1.6893 1.9599 1.8133 2.8921 5.0718 5.0753
λ4 1.2547 1.4249 1.4330 1.7027 2.0739 2.0016 2.7064 4.5145 4.5203
β1 1.1754 1.2170 1.2107 1.2485 1.1755 1.0576 1.2991 1.3525 1.3530
β2 1.0943 1.0599 1.0465 1.1169 1.0689 0.9883 1.1695 1.1851 1.1850
p = 6
λ1 1.5238 1.8796 1.9072 1.9000 2.6952 2.7952 3.3835 5.2067 5.1087
λ2 1.3958 1.7188 1.7368 1.7611 2.4511 2.5773 2.9643 4.4185 4.8870
λ3 1.3158 1.5665 1.5676 1.5706 2.1165 2.2470 2.6220 3.6239 4.2671
λ4 1.2792 1.5581 1.5392 1.5342 2.0344 2.0960 2.6719 4.0798 4.3461
λ5 1.1814 1.3455 1.3298 1.4746 1.9325 1.9781 2.5431 4.2170 3.9651
λ6 1.1505 1.2750 1.2645 1.4946 1.9605 2.0073 2.5447 4.1421 3.9062
β1 1.2082 1.2520 1.2444 1.3249 1.4428 1.4632 1.3712 1.4492 1.4550
β2 1.0795 1.0168 1.0075 1.1487 1.1802 1.1818 1.1715 1.1854 1.1850
Table 4.3: Monte Carlo relative root MSE of IV estimates to iterated Newton-step estimates
with N(0, 1) errors.
parentheses. In square brackets we report for each parameter estimate the ratio of IV standard
error to Newton-step standard error, and find that this difference can be as great as 12.53%.
Thus the iteration scheme we propose can lead to more accurate inference in practice as the
estimates are more precise.
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n = 200 n = 400 n = 800
p = 2
RMSE(θˆn)
RMSE
(
ˆˆ
θ1
n
) RMSE(θˆn)
RMSE
(
ˆˆ
θ3
n
) RMSE(θˆn)
RMSE
(
ˆˆ
θ6
n
) RMSE(θˆn)
RMSE
(
ˆˆ
θ1
n
) RMSE(θˆn)
RMSE
(
ˆˆ
θ3
n
) RMSE(θˆn)
RMSE
(
ˆˆ
θ6
n
) RMSE(θˆn)
RMSE
(
ˆˆ
θ1
n
) RMSE(θˆn)
RMSE
(
ˆˆ
θ3
n
) RMSE(θˆn)
RMSE
(
ˆˆ
θ6
n
)
λ1 1.4555 1.7342 1.7414 2.1357 3.3159 3.3193 3.2507 5.4809 5.4817
λ2 1.4656 1.7515 1.7632 2.1615 3.3345 3.3376 3.2949 5.3084 5.3092
β1 1.1569 1.1778 1.1598 1.2496 1.3146 1.3149 1.2396 1.2936 1.2937
β2 1.1004 1.1186 1.0993 1.2226 1.2459 1.2453 1.2449 1.2626 1.2625
p = 4
λ1 1.3098 1.3860 1.2775 1.5653 1.7974 1.7953 2.8757 5.1471 5.1629
λ2 1.2268 1.3308 1.2585 1.5168 1.8671 1.8747 2.6245 4.1506 4.1549
λ3 1.1879 1.3483 1.3456 1.4416 1.7831 1.8151 2.5528 4.2522 4.2538
λ4 1.1551 1.2645 1.2531 1.4080 1.7190 1.7505 2.4240 4.0830 4.0891
β1 1.1008 1.0799 1.0235 1.2291 1.2212 1.2175 1.3167 1.3939 1.3941
β2 1.0242 0.9450 0.9020 1.1305 1.0746 1.0690 1.1976 1.2251 1.2247
p = 6
λ1 1.4822 1.9157 1.9285 1.6396 2.0738 2.1085 3.0096 4.3936 4.3961
λ2 1.3604 1.5680 1.5705 1.5297 1.9408 1.9490 2.6047 4.0743 4.1376
λ3 1.2884 1.4815 1.4725 1.4419 1.7877 1.7818 2.4023 3.9000 3.9829
λ4 1.2074 1.4081 1.4030 1.3858 1.6864 1.6840 2.1311 3.1934 3.3425
λ5 1.1174 1.2658 1.2572 1.3263 1.6468 1.6101 1.9883 3.0289 3.0780
λ6 1.0880 1.1946 1.1922 1.2769 1.5176 1.4524 1.9031 3.0604 3.0937
β1 1.1652 1.1557 1.1268 1.2875 1.3147 1.3098 1.4213 1.5274 1.5305
β2 1.0252 0.8939 0.8725 1.1343 1.0534 1.0363 1.2031 1.2188 1.2191
Table 4.4: Monte Carlo relative root MSE of IV estimates to iterated Newton-step estimates
with t8 errors.
p = 6 λˆ1 λˆ2 λˆ3 λˆ4 λˆ5 λˆ6
0.1228 0.0853 0.0490 0.0510 0.0249 0.0136
(3.0525) (2.1215) (1.1225) (1.0627) (0.6064) (0.3450)
ˆˆ
λ1
ˆˆ
λ2
ˆˆ
λ3
ˆˆ
λ4
ˆˆ
λ5
ˆˆ
λ6
0.0821 0.0848 0.0080 0.0483 0.0223 0.0171
(3.3776) (2.3139) (1.2404) (1.1628) (0.6559) (0.3568)
[1.1065] [1.0907] [1.1050] [1.0942] [1.0817] [1.0341]
p = 4 λˆ1 λˆ2 λˆ3 λˆ4
0.0982 0.0844 0.0581 0.0516
(2.4240) (2.0840) (1.3298) (1.1102)
ˆˆ
λ1
ˆˆ
λ2
ˆˆ
λ3
ˆˆ
λ4
0.0844 0.0875 0.0049 0.0555
(2.7276) (2.3051) (1.4859) (1.2116)
[1.1253] [1.1061] [1.1174] [1.0913]
p = 2 λˆ1 λˆ2
0.0984 0.0894
(2.4879) (2.1819)
ˆˆ
λ1
ˆˆ
λ2
0.0891 0.0882
(2.7968) (2.4516)
[1.1241] [1.1236]
Table 5.1: IV and single Newton-step estimates of λi in model (5.1). t-statistics are in parenthe-
ses and the ratio of IV standard errors to Newton-step standard errors are in square brackets.
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A Proofs of theorems
Write an = pn + kn, bn = rn + kn, cn = pnk
2
n + kn and τn = n
1
2 /a
1
2
n .
Proof of Theorem 3.1. (i) By the mean value theorem (2.7) implies that
ˆˆ
θn − θ0n =
(
Ian − Hˆ
−1
n Hn
)(
θˆn − θ0n
)
− Hˆ−1n ξn
= θˆn − θ0n − Hˆ
−1
n Hn
(
θˆn − θ0n
)
− Hˆ−1n ξn (5.2)
where Hn = ∂
2Qn(θn, σˆ
2
n)/∂θ∂θ
′ and
wwθn − θ0nww ≤ wwwθˆn − θ0nwww, with each row of the
Hessian matrix evaluated at possibly different θn. The latter point is a technical comment
that we take as given in the remainder of the paper whenever a mean-value theorem is
applied to vector of values. For any s×1 vector α, we can use (5.2) to write
τnα
′Ψn
(
ˆˆ
θn − θ0n
)
= τnα
′ΨnHˆ
−1
n
(
Hˆn −Hn
)(
θˆn − θ0n
)
− τnα
′ΨnHˆ
−1
n ξn, (5.3)
recalling that τn = n
1
2/a
1
2
n . The first term on RHS above has modulus bounded by
τn ‖α‖ ‖Ψn‖
wwwHˆ−1n wwwwwwHˆn −Hnwwwwwwθˆn − θ0nwww , where the second factor in norms is O
(
a
1
2
n
)
,
the third is bounded for sufficiently large n by Lemma B.5, by Lemma B.3 the fourth is
Op
(
max
{
p
3
2
n b
1
2
n/n
1
2hn, b
1
2
n c
1
2
n/n, p
1
2
nb
1
2
n/n
1
2h
1
2
n , bn/n
})
and the fifth is Op
(
b
1
2
n/n
1
2
)
by The-
orem 3.1 of Gupta and Robinson (2015). We conclude that the first term on the RHS of
(5.3) is Op
(
max
{
p
3
2
nb/n
1
2hn, bnc
1
2
n/n, p
1
2
n b/n
1
2h
1
2
n , b
3
2
n/n
})
, which is negligible by (3.1) and
(3.2) because p
3
nb
2
n
nh2n
≤ C
(
p3nr
2
n+p
3
nk
2
n
nh2n
)
= O
(
p3n
h2n
r2n
n +
p3nk
2
n
nh2n
)
, bnc
1
2
n
n ≤ C
(
rnp
1
2
n kn+p
1
2
n k
2
n
n2
)
=
O
(
p
1
2
n kn
n
1
2
rn
n
1
2
+ p
1
2
n k
2
n
n2
)
, pnb
2
n
nhn
≤ C
(
pnr2n+pnk
2
n
nhn
)
= O
(
r2n
n
pn
hn
+ pnk
2
n
n
1
hn
)
, b
3
n
n2
≤ C
(
r3n+k
3
n
n2
)
.
For the negligibility of the last term note that r
3
2
n
n =
r2n
n r
− 1
2
n .
Thus we only need to find the asymptotic distribution of −τnα
′ΨnHˆ
−1
n ξn. We can write
− τnα
′ΨnHˆ
−1
n ξn =
2
σ2
0
τnα
′ΨnHˆ
−1
n tn − τnα
′ΨnHˆ
−1
n φn. (5.4)
We have E ‖φn‖
2 ≤
∑pn
i=1 E
(
n−1trCin − n
−1σ−2
0
u′Cinu
)2
=
∑pn
i=1 var
(
n−1u′Cinu
)
=
O (pn/nhn) , (see (A.20) in the proof of Theorem 3.3 and Lemma B.2 in Gupta and Robinson
(2018)), so that
‖φn‖ = Op

 p 12n
n
1
2h
1
2
n

 . (5.5)
Therefore the second term on the right of (5.4) has modulus bounded by τn times
‖α‖ ‖Ψn‖
wwwHˆ−1n www ‖φn‖ , (5.6)
14
where the second factor is O
(
a
1
2
n
)
, the third is bounded for sufficiently large n by Lemma
B.5 and the last is Op
(
p
1
2
n/n
1
2h
1
2
n
)
. Thus (5.6) is Op
(
p
1
2
na
1
2
n/n
1
2h
1
2
n
)
and the second term
on the right of (5.4) is Op
(
p
1
2
n/h
1
2
n
)
which is negligible by (3.1). Then the asymptotic
distribution required is that of
2
σ2
0
τnα
′ΨnHˆ
−1
n tn =
3∑
i=1
Υin + τnα
′ΨnL
−1
n tn, (5.7)
Υ1n =
2
σ2
0
τnα
′ΨnHˆ
−1
n
(
Hˆn −Hn
)
H−1n tn,Υ2n =
2
σ2
0
τnα
′ΨnΞ
−1
n (Hn − Ξn)H
−1
n tn,Υ3n =
τnα
′ΨnL
−1
n
(
σ2
0
2
Ξn − Ln
)(
σ2
0
2
Ξn
)−1
tn.We will demonstrate that |Υin| = op(1), i = 1, 2, 3.
First we observe that |Υ1n| ≤
2
σ2
0
τn ‖α‖ ‖Ψn‖
∥∥∥Hˆ−1n ∥∥∥ ∥∥∥Hˆn −Hn∥∥∥ ∥∥H−1n ∥∥ ‖tn‖ , where the
second factor in norms is O
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by
Lemma B.3, and by (A.13) of Gupta and Robinson (2015) the last is Op
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.
Then |Υ1n| = Op
(
max
{
p
3
2
nb
1
2
n c
1
2
n/n
1
2hn, b
1
2
n cn/n, p
1
2
n b
1
2
nc
1
2
n/n
1
2h
1
2
n , bnc
1
2
n/n
})
, which is negli-
gible by (3.1) and (3.2) because p
3
nbncn
nh2n
≤ C
(
p4nrnk
2
n+p
4
nk
3
n
nh2n
)
= O
(
rn
n
1
2
p
3
2
n k
2
n
n
1
2
p
5
2
n
h2n
+ p
3
nk
3
n
n
pn
h2n
)
,
bnc2n
n2
≤ C
(
rnp2nk
4
n+p
2
nk
5
n
n2
)
= O
(
rn
n
1
2
p2nk
4
n
n
3
2
+ p
2
nk
4
n
n
kn
n
)
, pnbncnnhn ≤ C
(
rnp2nk
2
n+p
2
nk
3
n
nhn
)
=
O
(
rn
n
1
2
p
3
2
n k
2
n
n
1
2
p
1
2
n
hn
+ p
2
nk
3
n
nhn
)
and bnc
1
2
n/n = o(1) has been shown earlier.
Next |Υ2n| ≤ 2σ
−2
0
τn ‖α‖ ‖Ψn‖
∥∥H−1n ∥∥ ‖Hn − Ξn‖ ∥∥Ξ−1n ∥∥ ‖tn‖ , where the second factor in
norms is O
(
a
1
2
n
)
, the third and fifth are bounded for sufficiently large n by Lemma B.5,
the fourth is Op
(
pnkn/n
1
2
)
by Lemma B.4 and the last is Op
(
c
1
2
n/n
1
2
)
as above. Then
|Υ2n| = Op
(
pnknc
1
2
n/n
1
2
)
which is negligible by (3.1) because p2nk
2
ncn/n ≤ Cp
3
nk
4
n/n.
Similarly |Υ3n| = Op
(
pnc
1
2
n/hn
)
by Lemma B.4, which is negligible by (3.1) because
p2ncn/h
2
n ≤ Cp
3
nk
2
n/h
2
n. Then we only need to find the asymptotic distribution of the last
term term in (5.7), but this is precisely the proof of Theorem 3.3 of Gupta and Robinson
(2015). Replicating those arguments leads to the theorem.
(ii) In view of Lemmas B.4, B.6 and B.7, the theorem is proved exactly like Theorem 3.1 (i),
except for different orders of magnitudes of various expressions. In this case two of the
orders will be different from the analogous ones considered in the the proof of Theorem
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3.1 (i). Indeed, the analogue of the bound for the first term in (5.3) is
Op

n 12 max

 p
3
2
nc
1
2
n
n
1
2hn
,
p2n
h2n
,
p
7
4
nc
1
4
n
n
1
4h
3
2
n
,
cn
n

max

 c
1
2
n
n
1
2
,
p
1
2
n
hn




= Op (max {π1n, π2n, π3n, π4n, π5n, π6n}) ,
where π1n = p
3
2
ncn/n
1
2hn, π2n = p
2
nc
1
2
n/h2n, π3n = p
7
4
nc
3
4
n/n
1
4h
3
2
n , π4n = c
3
2
n/n, π5n = n
1
2p
5
2
n/h3n,
π6n = n
1
4p
9
4
nc
1
4
n/h
5
2
n . Now π5n is assumed to tend to zero by (3.3), while the remaining πin
terms are also negligible by (3.3) because π21n = O
(
p5nk
4
n/nh
2
n
)
, π22n = O
(
p5nk
2
n/h
4
n
)
,
π43n = O
((
p4nk
3
n/n
) (
p6nk
3
n/h
6
n
))
, π24n = O
(
p3nk
6
n/n
2
)
, π26n = O
(
n
1
2p5nkn/h
5
n
)
=
O
(
π5n
(
p
5
2
nkn/h
2
n
))
.
The Υ1n bound analogue is O
(
n
1
2
)
Op
(
max
{
p
3
2
nc
1
2
n/n
1
2hn, p
2
n/h
2
n, p
7
4
n c
1
4
n/n
1
4h
3
2
n , cn/n
})
×
Op
(
c
1
2
n/n
1
2
)
= Op (max {π1n, π2n, π3n, π4n}) , which was shown to be negligible under the
assumed conditions. All other bounds remain unchanged and will be also be negligible
under (3.3), as in the proof of Theorem 3.1 (i).
Proof of Theorem 3.2. Proceeding as in the proof of Theorem 3.1 (i), we can write
τnα
′Ψn
(
ˆˆ
θn − θ0n
)
= τnα
′ΨnHˆ
−1
n
(
Hˆn −Hn
)(
θˆn − θ0n
)
− τnα
′Ψn
(
Hˆ−1n − Ξ
−1
n
)
ξn − τnα
′ΨnΞ
−1
n ξn. (5.8)
As in the proof of Theorem 3.1 (i), the first term on the RHS above is negligible by (3.7).
Lemma B.5 (for bounded hn) indicates that the second term on the RHS of (5.8) is bounded
in modulus by a constant times τn ‖Ψn‖ (‖tn‖+ ‖φn‖)
(∥∥∥Hˆn −Hn∥∥∥+ ‖Hn − Ξn‖) which is
Op
(
n
1
2 max
{
c
1
2
n/n
1
2 , p
1
2
n/n
1
2h
1
2
n
}
max
{
p
3
2
nb
1
2
n/n
1
2hn, b
1
2
n c
1
2
n/n, p
1
2
n b
1
2
n/n
1
2h
1
2
n , bn/n, pnkn/n
1
2
})
, us-
ing (A.13) of Gupta and Robinson (2015), (5.5) and Lemmas B.3 and B.4 (i). This is negligible
by (3.7), in a similar way to the preceding proofs. Thus we need to establish the asymptotic
distribution of −τnα
′ΨnΞ
−1
n ξn, which is established under the assumed conditions in Theorem
3.4 of Gupta and Robinson (2018).
B Lemmas
In the subsequent lemmas the assumptions of the theorems that these are used to prove are
taken to hold.
Lemma B.1. (Lemma LS.4 of Gupta and Robinson (2018), Supplementary Material) ‖B′nAn‖ =
‖A′nBn‖ = Op
(
n
1
2pnkn
)
.
Lemma B.2. (Lemma LS.4 of Gupta and Robinson (2018), Supplementary Material) ‖X ′nBn‖ =
‖B′nXn‖ = Op
(
n
1
2 p
1
2
nk
1
2
n
)
.
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Lemma B.3.wwwHˆn −Hnwww and wwwHˆn −Hnwww are Op
(
max
{
p
3
2
nb
1
2
n/n
1
2hn, b
1
2
nc
1
2
n/n, p
1
2
n b
1
2
n/n
1
2h
1
2
n , bn/n
})
.
Proof. By the triangle inequality
wwwHˆn −Hnwww ≤ wwwHˆn −Hnwww+wwHn −Hnww, and again by the
triangle inequality
wwwHˆn −Hnwww is bounded by
2
n
∥∥∥Pji,n(λˆn)− Pji,n∥∥∥+ 2
n
∣∣∣∣ 1σˆ2n −
1
σ2
0
∣∣∣∣ (∥∥R′nRn∥∥+ 2∥∥X ′nRn∥∥+ ∥∥X ′nXn∥∥) . (5.9)
The first term in (5.9) is bounded by


pn∑
i,j=1
(
2
n
tr(Gjn(λˆn)Gin(λˆn))−
2
n
tr(GjnGin)
)2

1
2
(5.10)
By the MVT, we have tr(Gjn(λˆn)Gin(λˆn)) = tr(GjnGin) + ζ
′
ij,n
(
λˆn − λ0n
)
, where ζij,n has
elements tr
(
Gin
(
λn
)
Gsn
(
λn
)
Gjn
(
λn
)
+Gsn
(
λn
)
Gin
(
λn
)
Gjn
(
λn
))
, s = 1, . . . , pn, andwwwλn − λ0nwww ≤ wwwλˆn − λ0nwww. Thus, the summands in (5.10) are 4n−2 (ζ ′ij,n (λˆn − λ0n))2 ≤
4n−2
∥∥∥ζ ij,n∥∥∥2 ∥∥∥λˆn − λ0n∥∥∥2 by Cauchy-Schwarz inequality, where the first factor in norms on the
RHS is O
(
pnn
2/h2n
)
by Lemma LS.3 of Gupta and Robinson (2018), supplementary material.
The second factor is bounded by
wwwθˆn − θ0nwww2 = Op (bn/n) (see (A.6) of Gupta and Robinson
(2015)), so we conclude that the summands in (5.10) are Op
(
bnpn/nh
2
n
)
and therefore (5.10) is
Op
(
p
3
2
n b
1
2
n/n
1
2hn
)
and it follows that so is the first term in (5.9). By (A.7) of Gupta and Robinson
(2015), ∣∣∣∣ 1σˆ2n −
1
σ2
0
∣∣∣∣ = Op

max

b
1
2
n c
1
2
n
n
,
p
1
2
nb
1
2
n
n
1
2h
1
2
n
,
bn
n



 , (5.11)
which handles the second factor in the second term in (5.9). We shall now bound the terms
inside the parentheses in the second term in (5.9). These are Op(n) because n
− 1
2 ‖Rn‖ = Op(1),
n−
1
2 ‖Xn‖ = O(1) and n
−1 ‖X ′nRn‖ = Op(1), by Assumption 9. From (5.10), (5.11), we conclude
that
wwwHˆn −Hnwww = Op

 p 32nb 12n
n
1
2hn

+ Op

max

b
1
2
n c
1
2
n
n
,
p
1
2
n b
1
2
n
n
1
2h
1
2
n
,
bn
n




Similarly, it may be shown that
wwHn −Hnww has the same order, whence the lemma follows.
Lemma B.4. (Lemma B.2 of Gupta and Robinson (2018)) (i) ‖Hn − Ξn‖ = Op
(
pnkn/n
1
2
)
if
Assumption 11 holds, (ii)
wwLn − (σ20/2)Ξnww = O (pn/hn) .
Lemma B.5. (Lemma B.3 of Gupta and Robinson (2018)) The following inequalities are satis-
fied: plim
wwwHˆ−1n www ≤ C plimwwH−1n ww ≤ C limn→∞wwΞ−1n ww ≤ C
(
lim
n→∞
η(Ln)
)−1
≤ C. If hn does
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not diverge, the above result becomes plim
wwwHˆ−1n www ≤ C plimwwH−1n ww ≤ C
(
lim
n→∞
η(Ξn)
)−1
≤ C,
if also lim
n→∞
η(Ξn) > 0.
Lemma B.6.wwwH˜n −Hnwww and wwwH˜n −Hnwww are Op
(
max
{
cn/n, p
2
n/h
2
n, p
3
2
n c
1
2
n/n
1
2hn, p
7
4
n c
1
4
n/n
1
4h
3
2
n
})
.
Proof. The proof is similar to that of Lemma B.3 and we only elaborate on the differences from
that proof. In this case we need to bound
2
n
∥∥∥Pji,n(λ˜n)− Pji,n∥∥∥+ 2
n
∣∣∣∣ 1σ˜2n −
1
σ2
0
∣∣∣∣ (∥∥R′nRn∥∥+ 2∥∥X ′nRn∥∥+ ∥∥X ′nXn∥∥) . (5.12)
In the OLS case we have σ˜2n − σ
2
0 = Op
(
max
{
cn/n, pn/h
2
n, p
1
2
nc
1
2
n/n
1
2hn
})
and
wwwθ˜n − θ0nwww =
Op
(
max
{
c
1
2
n/n
1
2 , p
1
2
n/hn
})
, from (A.23) and (A.21) of Gupta and Robinson (2015), respec-
tively. The first term in (5.12) is then Op
(
max
{
p
3
2
nc
1
2
n/n
1
2hn, p
2
n/h
2
n, p
7
4
nc
1
4
n/n
1
4h
3
2
n
})
while the
second one is Op
(
max
{
cn/n, pn/h
2
n, p
1
2
n c
1
2
n/n
1
2hn
})
. We may then argue in a similar way that
the Hessian evaluated at the OLS estimate differs from its value at an intermediate point in
norm by the same to conclude the proof.
Lemma B.7. (Lemma B.3 of Gupta and Robinson (2018)) plim
wwwH˜−1n www ≤ plimwwH−1n ww ≤
limn→∞
wwΞ−1n ww ≤ σ202
(
lim
n→∞
η(Ln)
)−1
≤ C.
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