Abstract. Let T n denote the set of triangulations of a convex polygon K with n sides. We study functions that measure very natural "geometric" features of a triangulation τ ∈ T n , for example, n (τ ) which counts the maximal number of diagonals in τ incident to a single vertex of K . It is familiar that T n is bijectively equivalent to B n , the set of rooted binary trees with n − 2 internal nodes, and also to P n , the set of nonnegative lattice paths that start at 0, make 2n − 4 steps X i of size ±1, and end at X 1 + · · · + X 2n−4 = 0. n and the other functions translate into interesting properties of trees in B n , and paths in P n , that seem not to have been studied before. We treat these functions as random variables under the uniform probability on T n and can describe their behavior quite precisely. A main result is that n is very close to log n (all logs are base 2). Finally we describe efficient algorithms to generate triangulations in T n uniformly, and in certain interesting subsets.
Introduction and Summary
Consider a convex polygon K with n sides. We label the vertices v i = i, i = 0, . . . , n − 1, in clockwise order. A triangulation is a set of n − 3 noncrossing diagonals v i v j which partitions K into n − 2 triangles. You can imagine constructing a triangulation τ recursively: taking the polygon edge v 0 v n−1 as base, just choose the apex of the triangle of τ that it belongs to, say v i , 0 < i < n − 1, and now continue in the same way on the two polygons v 0 , . . . , v i with v 0 v i as base and v i , . . . , v n−1 with v i v n−1 as base ( Fig. 1 has n = 8 and v i = 2, 4, and 5, respectively). This shows that t n , the number of such triangulations, satisfies t n = t 2 t n−1 + t 3 t n−2 + · · · + t n−1 t 2 t 2 = t 3 = 1, the recursion of the Catalan numbers. Therefore
is the size of T n , the set of triangulations of K . It is natural to consider certain "geometric" features of a triangulation τ ∈ T n . Let d i denote the degree of vertex v i , the number of diagonals of τ incident with v i . It is easy to see [10] that τ is characterized by this sequence of degrees. In this paper we study
the maximal degree of the vertices. n = 2 when τ is a zigzag and n − 3 when it is a fan (d i = n − 3 for some vertex), as in Fig. 1 . Define the length of a diagonal v i v j with i > j to be v i v j = min(i − j, n − i + j), the (fewest) number of successive edges of K between the endpoints. Another geometric feature of τ that we look at is
the length of the longest diagonal in the triangulation. It is clear that n/3 ≤ λ n ≤ n/2. To see how these functions behave across the family of triangulations we treat them as random variables under the uniform probability on T n . By symmetry, each d i has the same distribution, but they are not independent because, e.g., d 0 +· · ·+d n−1 = 2(n − 3). In view of the fact that the expected degree of each v i is 2(1 − 3/n), it may be somewhat surprising that n is close to log n (all logs are base 2). The main result is Theorem 1. As n → ∞,
In fact n is strongly concentrated. For all c > 0, as n → ∞,
The upper bound is based on computing the distribution of d i .
Lemma 1. For each vertex v i , the probability that its degree is k is given by
k+1) when n > 3 (which we assume throughout), this says that d i has tails that decrease geometrically fast. Theorem 1 indicates that their maximum is logarithmic, like the max of n independent geometric random variables (see also Final Remark 1). The proof makes these connections more explicit. It is interesting to wonder about the variance of n . Simulation indicates that it could be constant.
The key fact about the longest diagonal is
Lemma 2. The distribution of the length of the longest diagonal is given by
where ( * ) means "multiply the summand by 1 2 when i = 2k and i = n − k, unless 3k = n, when we multiply by 1 3 ."
This enables us to find the limit distribution of λ n .
Theorem 2.
For each x ∈ ( ), as n → ∞, Prob(λ n ≤ nx) → to the distribution with density In addition E(λ n )/n → α, where
A motivation for the present work-along with deep curiosity about how typical triangulations look-is the inherent interest of binary trees. It is familiar that T n is bijectively equivalent to B n , the set of rooted binary trees with n − 2 internal nodes, each triangulation τ ∈ T n corresponding to a particular tree b(τ ) ∈ B n . The two features of triangulations that we study translate into interesting and natural properties of the corresponding trees. For example, n (τ ) measures a property of b(τ ) that we call the external-node separation, χ n (b(τ )): this is the maximal distance in the tree between successive external nodes. λ n (τ ) measures a property of b(τ ) that we call the nearly half measure, H n (b(τ )): it is the size of the largest subtree with not more than half the external nodes. Though trees have been studied intensively (e.g., [3] , [4] , [8] , [11] , and [12] ), we are unaware of any previous work on these two features. Theorems 1 and 2 and Lemmas 1 and 2 thus appear to express interesting, new facts about trees, as well as about triangulations. In Section 2 we translate the functions n and λ n into the context of binary trees. We also exploit the correspondence between T n and nonnegative lattice paths P n ; we interpret our functions in this set as well, to help with the proofs, which appear in Section 3.
In Section 4 we describe some linear-time algorithms to generate elements of T n randomly. In addition let T n (k) denote the subset of triangulations in T n with λ n (τ ) = k. We show how to generate quickly triangulations restricted to T n (k). Finally, if d i = 0, the vertex v i is called an ear of the triangulation. We show how to generate quickly triangulations with a given number of ears. This may be of some interest because ears of τ correspond to leaves of b(τ ).
Remark 2.
If we regard the trees in B n as binary-search trees generated by permutations of 1, . . . , n − 2, each permutation being equally likely, the bijection gives the (binary-search tree) probability β, on T n . Trees in B n are well studied in this model (e.g., [4] , [6] , [11] , and [13] ). In contrast to the situation in the uniform distribution, the vertex degrees in this model are not identically distributed. Actually
as is familiar from [4] and [6] . We can prove that in this distribution n / log n → c > 1 in probability. It seems difficult to analyze λ n in this model.
Preliminaries
We first describe the explicit correspondences between triangulations, trees, and paths that we use. The standard way to associate a tree with a triangulation uses the dual graph of τ ∈ T n . This gives a binary tree with n − 2 internal nodes, one for each triangle of τ ; adjacent triangles of τ correspond to nodes joined by an edge of the tree. The triangle with edge v 0 v n−1 is associated with the root of the tree. If v i is the apex of this triangle in τ , label the root with i. The left subtree has i − 1 internal nodes (the number of vertices of K between v 0 and v i ) and corresponds to the triangulation of subpolygon v 0 , . . . , v i in τ ; the right subtree has n − 2 − i internal nodes and corresponds to the triangulation of subpolygon v i , . . . , v n−1 in τ , and now continue recursively in the two subpolygons (subtrees). Once the n − 2 internal nodes are placed, external nodes are added so internal nodes have outdegree 2. Call this (binary-search) tree b(τ ). It has n − 1 external nodes whose inorder traversal corresponds to the edges v i−1 v i , i = 1, . . . , n − 1. The root misses an external node corresponding to v 0 v n−1 . We label them x i , i = 1, . . . , n − 1, and the missing external node, x 0 (see Fig. 2 ). This scheme defines a bijection T n ↔ B n .
For τ ∈ T n construct a path p(τ ) ∈ P n as follows (we think of elements of P n as upright rectilinear paths joining points in the integer lattice in R 2 contained in the triangle bounded by the x-axis, x = n − 2, and y = x). Paths start at (1, 0) and end at (n − 2, n − 3). Suppose τ has j 0 internal diagonals incident to v 0 ; then the path moves right j 0 steps. In general, let j i denote the number of diagonals from v i to a higher number vertex. We are currently at vertex v 0 . We move clockwise in K to the next vertex v i with j i > 0. The path moves up to the line y = i and then moves right for j i steps. It is easy to see that this procedure gives a path in P n and that every such path comes from a distinct triangulation. These bijections are frequently exploited when studying the combinatorics in one of these sets (see especially [15] ), and also for the task of randomly generating elements from one of the sets (e.g., [2] , [5] , and [13] ).
To understand what n says about trees, imagine the diagonal v i v j in τ as directed from the smaller numbered vertex of K to the larger one. Take 0 < i < n − 1 and move counterclockwise along the circumference of a sufficiently small circle centered at vertex v i from edge v i−1 v i to edge v i v i+1 . First we meet diagonals (if any) coming from lower vertices into v i and then we meet diagonals (if any) going out from v i to higher vertices. This shows that the degree of v i in τ is the number of nodes in b(τ ) between x i and α, and the number of nodes between x i+1 and α, α being the root of the smallest subtree containing x i and x i+1 ; thus it is the path distance in b(τ ) (number of internal nodes) from x i to x i+1 , minus 1. Similarly, and because x 0 is missing from rooted binary trees, d 0 and d n−1 count the number of internal nodes between the root and x 1 and the root and x n−1 , respectively.
Given a rooted binary tree b with n −2 internal nodes and external nodes x 1 , . . . , x n−1 , tack an external node x n (≡ x 0 ) onto the root and define the external-node separation by
where x i x i+1 counts the path distance minus 1 between the external nodes. We just argued that
It is more difficult to interpret n on paths. From the construction of p(τ ) the width j i of the step along y = i is the outdegree of vertex v i , i = 0, . . . , n − 3 ( j i = 0 means the path has no step at level i). The outdegrees of v n−2 and v n−1 are zero. Similarly, the indegrees of v 0 and v 1 are zero. The other indegrees are more complicated, except for v n−1 , where the indegree equals d n−1 , and both count the number of times the path meets y = x, from x = 1 to x = n − 3. Also both d n−2 and the indegree of v n−2 can be determined from the intersections of the path with y = x − 1. However, in general, d i seems not to be an easily "seen" feature of the path.
Given a path p ∈ P n , define its step-width by
where j i is the width of the step of p at height y = i.
Lemma 4. Given a triangulation τ ∈ T n , n (τ ) ≥ s n ( p(τ )).
Therefore probabilistic lower bounds for step-width imply lower bounds for the maximum degree. It is straightforward to interpret λ n . From the construction of b(τ ) from τ , each internal node in the tree other than the root corresponds to the part of τ restricted to some subpolygon v i , . . . , v j , i < j − 1. Therefore v i v j corresponds to the number of external nodes in the subtree rooted at that particular internal node. Given a tree b ∈ B n , denote its nonroot internal nodes by ν i and define ν i as the number of external nodes in the subtree rooted at ν i . The "nearly-half measure" of b is defined by
Its the size of the largest subtree with not more than half the external nodes. Because λ n (τ ) = H n (b(τ )), Lemma 2 gives the distribution of this random variable on trees.
Proofs
We sketch the proofs of the results mentioned previously. A main tool is the ballot theorem (see p. 73 of [7] ) which says that the number of lattice paths that start at (0, 0), make i unit steps to the right, j ≤ i unit steps up, and preserve y ≤ x is
Proof of Lemma 1. Since the degrees are identically distributed, we only have to consider vertex v 0 . If d 0 = k in τ , the corresponding path (a good path) must start at (1, 0), pass through (k + 1, 0) and then (k + 1, 1), and finally continue to (n − 2, n − 2). The number of ways a path can continue through (k + 1, 1) to (n − 2, n − 2) is
by the ballot theorem. Since there is only one way a path in P n can get from (1, 0) to (k + 1, 0), N is also the number of good paths. Therefore Prob
Simplification gives (3).
We prove Theorem 1 in two steps. For the upper bound we want to determine a k
The lower bound is
Proof. This is the only tricky part, because the d i are dependent. From Lemma 4, n is larger than the size of the largest horizontal step, s n , in the corresponding path, so we just need to determine k so that Prob( Y m ) , the coordinates of a point on a random path in P n , after m < 2n − 4 steps of size 1, each up or right, starting from (1, 0) ≡ (X 0 , Y 0 ). Of the C n−2 paths in P n , C n−3 pass through (1, 1) , the rest through (2, 0). Therefore, letting I [A] denote the indicator of A, if Y 1 ) will be (1, 1) or (2, 0) 
Therefore the probability that the path at (X m , Y m ) = (i, j) moves right at step m is
which is 0 when i = n − 2, and 1 when i = j, as required. If we define
our path will move from
with the correct probabilities. We use m = i + j − 1 in the equation for p m and simplify to see p m ≥
where m * > m is a bound on the number of steps taken. Disregarding truncations we define k = log n − (1 + c) log log n, c > 0, m * = n/(2 log n), and
With this choice of m * the right-hand side of (10) is at least p, if n is large enough. Consider the Bernoulli sequence Z 1 , Z 2 , . . ., where
. . be the lengths of its runs of consecutive ones. Each Z j = 0 ends such a run and since
for some constant r > 0.
Proof of Lemma 2. First observe that there are
To count the number of triangulations with λ n = k, suppose v 0 v k is a diagonal in τ (its length is k) and that v i is the apex of its triangle.
So we sum the products C k−1 C i−k−1 C n−i−1 over i, from n − k to 2k, and multiply this sum by n to reflect the fact that the longest diagonal could as well be
Finally the * in ( * ) in (4) means "multiply the summand by 1 2 when i = 2k and when i = n − k (these triangles have two edges of length k and would be counted twice), unless 3k = n, when we multiply by 1 3 ." This counts each good triangulation only once.
Proof of Theorem 2. The first observation is that sum (disregarding the meaning of (*)) in (4) has the closed form
, which can be verified easily. Multiply this sum by nC k−1 /C n−2 , approximate 2m m by 4 m / √ πm, and observe that w(x) is the limit as k and n → ∞, with k/n → x ∈ (
). The use of in place of ( * ) has no effect on this analysis. The constant α arises from direct evaluation of
It is also possible to compute higher moments exactly.
The proofs of the statements in Remark 2 are omitted.
Algorithms
There already exist algorithms for the uniform generation of elements of T n , B n , and P n and which have complexity O(n) in the RAM model of computation. In this section we give a new, extremely simple algorithm, based on the proof of Theorem 1, to generate elements of P n uniformly. From a random path it is then straightforward to obtain the corresponding trangulation in T n and tree in B n in O(n) time. Using this as a building block we can uniformly generate triangulations with maximum diagonal of a given length and triangulations with a given number of ears, both in linear time. Throughout we use "uniform" to mean "generate a uniform [0, 1] random number" and "uniform[i, i + 1, . . . , j]" to mean "generate an integer in [i, j], each being equally likely."
Generating Paths
Given n, the following algorithm generates a random path from (1, 0) to (n − 2, n − 3) which is described by j 0 , . . . , j n−3 , j i giving the width of the step made by the path at level y = i, and j 0 + · · · + j n−3 = n − 3.
Triangulations with k Ears
For k ∈ [2, n/2 ] let T k n ⊂ T n denote the triangulations of K with exactly k ears. We give an O(n) algorithm to generate these triangulations uniformly. The algorithm is based on a combinatorial proof of the following formula for the number of k-ear triangulations (see [9] ):
Let τ be a triangulation of K having ears at vertices v j 1 , . . . , v j k , and fix j 1 = 0. Obviously | j i − j i+1 | ≥ 2. τ has n − 3 diagonals including v j i −1 v j i +1 , i = 1 . . . , k. We collapse τ by removing (in any order) every edge of K that is not incident to an ear of τ , n − 2k edges in all. When edge v r v r +1 is removed from, say, v r v r +1 v q , we identify v r +1 with v r and note that the two diagonals v q v r and v q v r +1 become one, so n − 2k of the diagonals of τ have also been removed, leaving 2k − 3. Let K be the resulting collapsed polygon and τ its triangulation. Since K is a 2k-gon and τ has k ears, there are C k−2 different possibilities for τ ; k of its diagonals (one for each ear) form a convex k-gon whose interior has C k−2 distinct triangulations. To count the number of triangulations τ that collapse to the same triangulation of K , order the n − 3 diagonals of τ , for example, so v i v j precedes v i v r for diagonals where i < j < r and v i v j precedes v r v s for diagonals where i < r except d = v 0 v n−1 is always last. d remains in τ but n − 2k of the other n − 4 are eliminated when τ collapses to τ (see Fig. 3 ). There are n−4 n−2k choices for which diagonals are eliminated, each of which corresponds to a triangulation that collapses to τ . Finally, suppose the diagonal 
