We present results of a new process for generating 1 f type noise sequences and introducing the noise in the primary visual cortex which then enables improved perception of weak edges when an observer is scanning a complex image in real time to detect detail such as in mammogram reading sessions. It can be explained by an adaptation of information theory for functional rather than previous task-based methods for formulating processes for edge formation in early vision. This is enabled from a two "species" classification of the interaction of opposing on-centre and off-centre neuron processes. We show that non-stationary stochastic resonances predicted by theory can occur with 1 f noise in the primary visual cortex V1 and suggest that signalling exchanges between V1 and the lateral geniculate nucleus (LGN) of the thalamus can initiate neural activity for saccadic action (and observer attention) for weak edge perception. Improvements predicted by our theory were shown from 600 observations by two groups of observers of limited experience and an experienced radiologist for reference (but not for diagnosis). They scanned and rated the definition of microcalcification in clusters separately rated by the experienced radiologist. The results and supporting theory showed dependence on the observer's attention and orderly scanning. Using a compact simplified equipment configuration the methodology has important clinical applications for conjunction searches of features and for detection of objects in poor light conditions for vehicles.
Introduction
There is a need in many disciplines to improve observer perception of weak edges when scanning images for detail. This is the case, for example, in mammography when scanning sequences of screened breast images in real-time conditions for suspect signs of early breast cancer. Training needs for such applications prompted the work in the present report for a method to improve edge detection of weakly defined shapes and edges having variations in optical density. In our context the term "weak edge" relates to a low value of the spatial gradient at what, to the observer, appears to be a low contrast boundary of an object in a breast mammogram image. Regular grid image patterns were initially considered but were not realistic for the practical medical situations of interest. Microcalcification deposits often occurring as clusters in mammograms are sometimes easy to notice but it is the foregoing parameters and spatial distribution (including any outlying deposits or embedded in areas of dense parenchymal tissues) which are important. The aim was to improve edge responses in an observer's vision system when scanning such images in real time conditions. We used basic characteristic examples from a hospital data base which we had previously quantified to establish a reference base by a fractal method which includes the size, shape, density and distribution. The values were compared with ratings by an experienced radiologist and found to be consistent for the range 1 to 5 for edge quality definition based on the foregoing properties. The expert requirement of difficult diagnostic interpretation methods in our other projects 1 was not involved in those particular experiments.
Stochastic resonance (SR) from random Gaussian noise has been shown to occur in the cortex for improved observer recognition of intensity change in a harmonically varying patch of illumination of progressively declining intensity produced on an observer's computer screen 2 . The periodic small patch of declining illumination was added to that of only one eye, shielded from the other, and the two eye inputs were combined at V1. However, although that experiment indicated that SR was acting in the cortex, the neurology for observer perception of individual edges in an image is quite different. This will be seen in this present paper from a "two species" based Lotka-Volterra formulation of on-centre and off-centre neuron group interactions for edge response.
We show that functional information processes for edge formation by on-centre excitatory and off-centre inhibitory neurons in the primary vision pathway when treated in terms of "two species" yields Lotka Volterra (LV) type equations for the excitatory and inhibitory ganglion responses from which an edge response is produced for approximately equal values at particular threshold levels of intensity. We show that the LV type of differential equations also apply for the introductions at V1. We introduce 1 f noise to interact at V1 with each of the two neuron species because it has previously been shown 3 that 1 f type noise is required for stochastic resonances to occur from the interaction of the variables in LV differential equations. Signalling information exchanges between V1 and the lateral geniculate nucleus (LGN) can relay the responses at V1 to the cortical front eye field (FEF) via the thalamus 4 and produce saccadic action for an observer attention when scanning an image as indicated from our experiments.
1 f noise, is a frequency deformation with power spectrum correlations of a white noise spectrum. The power spectrum decay is 1 f D with 0 2
D
. It has the surprising ability to produce resonances of subthreshold signals in nonlinear processes. Wide ranging examples occur in nature, biological and other applications including those of cellular membrane potentials 5 heart beats 6 and brain electromagnetics 7 . The origins of 1 f fluctuations in nature are not fully known. We generated 1 f for our observer experiments using the system shown in Fig 1 (described in detail in a subsequent Section) which utilises polarised random white noise segments and selective polaroid filters for the correlated spectral responses of the retinal rods and cones of each eye to provide power spectrum correlations of the white noise spectrum. Although individual neurons are noisy this does not affect normal everyday vision. Neural encoding at the group population level of two species when correlated activity is considered and where spiking of neighbouring neurons is taken into account has recently been shown 8 to be less noisy than would be expected from the variability of individual neurons. Also 20% additional information is extracted from the visual scene than by assuming independence and 40% more information is preserved than optimal linear coding.
The paper is presented as follows:
We begin with the basic theory which provides the background leading to the experiments including a brief outline of the early vision system involved in edge formation where we use the "two species" functional approach for the role of the neurological on-centre and offcentre opposing signals. This then allows formulation in terms of the well known Lotka-Volterra differential equations as detailed in later sections with Figs 3 and 4. We then describe the reference set of images and selection of observers. We then describe the laboratory generation of 1 f noise for testing the hypothesis of improved weak edges by introducing 1 f noise into the observer's vision system. The observer tests used two sets of observers of the reference set of images which had ratings (1 -5) for perception of detail done by an experienced radiologist. Results of the observer tests are then presented. Supporting theory for the modelling expands on the basic theory given previously and provides the key features related to observer results. An orbital representation of non-stationary and improved on-centre and off-centre responses and its relevance to observer's scanning performance is then demonstrated graphically in 3D. Discussion and Conclusions include practical aspects for observers in edge recognition in clinical applications and further developments.
Theoretical background
The primary visual pathway begins at the retina and involves the lateral geniculate nucleus (LGN) and the visual cortex V1. A greatly simplified illustration of the visual pathways is shown in Fig 2. The
LGN is a small but very important part 1.5 | million cells) of the thalamus in the pathway for each eye. Retinal ganglions receive spatial information in the form of excitatory ("light") and inhibitory ("dark") signals to form an edge and transmit this information via action potential spike pulses to the separate layers of the LGN. Each LGN relays signals to the visual cortex V1 but it also is involved with extensive signals back-projected from the cortex and associated neurological processes, not all of which are known in their exact functions.
The formation of a perceived edge in the vision system results from the interaction in the primary visual cortex V1 of the excitatory and inhibitory signals from the repetitive action of the potential discharges (spikes) initiated respectively from the local on-centre (excitatory) and offcentre (inhibitory) receptive fields of retinal ganglions. As a result the image of the edge at V1 is formed. Such a "two species" competitive process can be represented by the Lotka-Volterra type of differential equations (de's) which arose initially for coexisting predators and prey interactions. A good exposition of the topic is given by Fig 4) produce 
'" and similarly Murray 8 . The use of the LV analogy is applicable for our purpose because of (i) an earlier development from information theory which provides a means to incorporate "function" into components of a neurological physical information system rather than be limited to assigning "classification of tasks", (ii) published results 10 11 and more recent experimental studies 7 have shown that groups of neurons can act as single population entities in vision including the primary visual cortex. We therefore used the envelopes of the spatial responses of the on-centre and offcentre neurons as two separate species which we designate as L C and D C for the respective envelopes of the spike train discharges. These are shown in Fig 2 for crosses the spatial axis for the changes from dark l light are termed "zero crossings". Their importance is that a surprising theorem by Logan 12 which shows that the information contained at these edge intensity inflexions is all that is needed to define the intensity distribution. We found that its application to the zeros (ie inflexion) of second derivations of our L C and D C responses from the functional model diagrams in Fig 3 and 
The spatial gradients govern the acutance and acuity for the image as seen by the observer. The formulation is given in later sections to follow but in principle, for L C , it can be seen that the spatial rate of increase of excitation near the dark to light edge is proportional to L C and its interaction with the inhibitory Our formulation allows for the known separate large cell magno (M) and small cell parvo (P) (for detail) pathways for on-centre and off-centre signals initiated from the respective action potential discharges of M and P type ganglions. The discharge signals proceed via the lateral geniculate nucleus (LGN) and ipsolateral and contralateral pathways to interact at V1 as shown in Fig 2 for the ipsolateral path. We introduced computer software generated noise using dynamic polaroids (Fig 1) into the early vision pathways via the retinal receptors from dynamic polaroid fields for power spectra requirements. The 1 f noise sequences interact with the two signal trains L C and D C in V1 according to the stochastic resonance properties 3 of the two LV de's for the two variables interacting with 1 f noise at V1. We examined the amplitude and frequency of occurrences of combinations of L C and D C in a 3 dimensional plot of orbital responses over 500 repetitive discharge cycles during an observer's inspection as will be seen later in this paper (Fig 7) where time dependent higher resonances are shown to occur at small value combinations of L C and D C , ie at weak edges.
Reference set of images and their ratings
A reference set of mammogram images from breast mammograms regions of interest was provided from a hospital breast clinic data base in order to present a range of edge detail in shape, sizes and optical density of separated clusters (which can be quantified) of small white or gray microcalcification deposits (approximately 0.1 to 1mm) as viewed by radiologists in regions of interest for early signs of possible breast cancer. However our experiments were just for edge dependent detail not the expert requirement for diagnosis for earliest signs of possible breast cancer.
An experienced breast radiologist was used as a control for ratings (1) (2) (3) (4) (5) to be made on edges based on shape, size, density and distribution of the microcalcifications. His ratings were then compared with a calculated fractal dimension of each of the corresponding regions using a method which includes the pixel grey level and also accounts for size, shape, density and distribution 13 . The comparisons of fractal dimensions ranges with the radiologist's ratings in the ranges 1 to 5 showed consistency. Cluster analysis showed that all the ratings for the 30 individual cases, when plotted against the fractal dimensions, showed values of connectedness (mean squared radius MSR) consistent with the 1 to 5 rating scales. In other words the less experienced observers' visual ratings for edges for shape, size and density could be compared with verified known reference levels. This supported our use of observer ratings for the detail.
We used two groups of five independent observers all of whom were from different backgrounds and had no communication with each other. They all had basic levels of experience with other types of images, not microcalcifcations. The observers were shown a range of separate image cases with edge dependent detail which had been rated as 1, 2, 3, 4 or 5, by the experienced radiologist. We showed these differing introductory images for several minutes before beginning the actual tests on the 30 cases. For the experiments each observer was told that they would be asked to rate each test image presented as 1 to 5 based on clarity of edge dependent detail when noise or no noise was applied (out of sight) in random sequences. They were not told of any possible difference. This also applied to our experienced radiologist who participated. Performance in relation to noise application was not amenable to Receiver Operating Characteristic (ROC) measurement where observer decisions are plotted in relation to a definitely known result, as in diagnostic tests. The observer tests and results are presented in Sections 5 and 6 following our new method of generating 1 f noise for use in the observer vision system.
Generation of the 1 f noise
Various methods for generating 1 f noise time series have been proposed in the literature including half-order integration of white noise`1 4 , fractal-like division of the space 15 and the sum of fluctuations with different relaxation times 16 . We generated 1 f time series (Fig 1) based on another known principle 17 with a white light source and tuned filters which we implement with two crossed eyepiece polaroids and a dynamic, randomly stepped swinging Polaroid. This provided independent random segmented inputs in time to a separate multi-spectral filter in each eyepiece, giving different maxima in each case between the declining yellow (filter 1) and blue (filter 2) colour-opponent neuron responses in that visual range of approximately 600 -400 nm . Colour opponent neurons can discriminate wavelengths independent of brightness such as produced by the crossing of the dynamic polaroid sheet in the system of . The adjustable separate eye pieces with polaroids and filters for the left and right eyes were fitted to a light box with black interior. When the polaroid is moving in random stepping transits across the optic axis, each eye is subjected to segments of random time sequences of differing, but correlated, wavelength segments over its particular filter's spectral response. These independent inputs are analogous to a sequence of responses from tuned filters 16 in electronics. Each filter provided declining transmission coefficients, T, in the ratio 10, 5, 2.7 (approximately) at their turning points. The overlapping correlated responses of the three retinal cone types L, M and S and the rod peak response (498 nm) located between the M and S cone responses are the sources for the correlated power spectra required. As a result of the overlaps of their correlated spectral responses curves and the swinging Polaroid and eyepiece filters, the original white noise input spectrum acquires correlated power spectral correlations which decline approximately in the form required for 1 f D type noise. (D was calculated 17 as approximately 1.3).
Observer tests
The first test series (A) test used ratings (1 to 5) of detail clarity (poor to quite clear) for observation in two randomised presentations of the 30 images without and with noise added in randomised sequence. The experiments were undertaken with the understanding and consent of each observer. The control system was out of sight of the observer.
A sample size of 30 was the requirement 18 for a one-tail test to compare two series of randomised image observations for 2 groups (Series A and a subsequent Series B) each of five observers. Series A presentations for detecting a difference with 80% probability of success at a 95% confidence level, were one with noise, the other without, in random sequence, Series B used "with noise" and "with placebo" (known with harmonic perturbation) in random sequence. A one-tail test was used, being better for disclosure of a difference 19 when, on theoretical grounds, an assumed difference is thought to exist and is justified when the nature of the difference may be for reasons other than those connected with the actual samples (ie 1 f noise added or not). A rating of 1 to 5 for detail was required within a period of approximately 30 seconds for each image presentation. Series B was a more stringent and more experimentally symmetric and less subjective than Series A, using an alternative forced choice (AFC, better, worse, no change).
Photometric measurements of the light intensity levels at the eyepieces for both modes of operation were used to calculate the incident light flux. This was done in order to compare with published data 19 on the effect of changes in intensity as the dynamic polaroid in Fig 1 passed across the static polaroid in each eyepiece. It was shown that the rates of change of intensity in the experiment were considerably less than the level which produces any noticeable increase in optic tract activity. Optic tract activity from intermittent light flux is known to be mainly in the magno pathway but the parvo pathway is the basis for spatial detail as mentioned previously in our Theoretical Background.
Also, for visual sensation and visual acuity at levels of retinal illumination within which the observations were made, (approximately 0.01 lumens/ 2 m ), published data shows that the effect of changes in illumination as the polaroid swings, corresponds to the almost flat linear range for changes in visual acuity 21 , as previously mentioned. In other words there should be no difference due to temporal changes in illumination in the observer's acuity between the two modes of observations in the two motions "with 1 f noise" and the harmonic placebo perturbation used in the Series B tests. The changes in "brightness" due to the polaroid motion in both cases were of the order 20 V P rms and 10 V P rms and we note that spectrally opponent cells can discriminate wavelengths independent of brightness 20 .
Results of observer tests
The results (Sign Test) for the A Series gave 0.05 p (A Series) for the 300 observations from two sets, each with 5 observers x 30 randomised presentations, each observer making observations and ratings in real-time with and without the noise randomly applied. In the less subjective alternative forced choice (AFC) B Series, 7 of the 10 observer results sets (5 observers, 2 sets) gave 0.07 p . In those 300 AFC observations (Table 1) 59.4% preferred the image detail with added noise, 22.3% no change and 18.3% chose without noise. The We were surprised at statistics from a national sample experiment in the United States where experienced radiologists were sent a set of mammograms to search for features for diagnosis. When the same unidentified set was sent to the same observers several months later, there was a variability in their results of up to 11%. In our own experiments it was shown that the observers were all different from each other 2 F test for bias), as would be expected, since they were all selected from different backgrounds and with different types of image experience. However, our interest was for any effect on the observer's perception when an image was presented with noise.
The importance of an organised spatial search method will be seen from the results of our model where it will be shown that a spatial search is needed rather than relying on an overall observation expecting details to 'stand out' in an overall static observation (which is not uncommon). This is recognised by experienced radiologists and from observers' methods noticed in training sessions.
Theory supporting the information based methodology and results
We now provide more details of the modeling used in the project and explain specific observer dependence in the different approach to the usual micro-network complexities. We begin with the use of the two interacting species for the edge formation at the retina and then proceed to the primary visual cortex V1 where we develop the expression for the edge at that location and the role of observer attention. A "two interacting species" model of edge formation from incident light flux I used the two excitatory and inhibitory edge responses represented by the spatial envelopes represented by
of the respective frequency modulated spike discharges (imps/s) originating from the particular groups of retinal ganglions being activated across the dark(D) to light(L) edge region " . Together, the L C and D C envelopes form the "Mexican Hat" shape of edge response for a retinal spot image (Fig 2) . The edge acutance is dependent on the spatial gradients of L C and D C at the zero crossings (from dark l light) of the edge intensity response.
The modeling of many of the very complex vision processes is a challenging task. However, neurobiology of vision is a type of information system and the spatial envelopes L C and D C of the spike discharges contain the information for edge formation 12 . An extension of information content in Information Theory for functional classification 23 , originally developed for bacteriology, prompted our new method for representing functional entities producing the information for an edge response. The usual expression for information content in information theory applies to ability but not to function 24 which is particularly important in biological and neurological applications. Our adaptation for a function based edge model was formatted from the description of functional pathways 25, 26 and the need for segregated information systems in vision to be accessible to integration at every stage 25 . The complexities of vision processes limit our modeling to a simple image edge environment For our purpose it overcomes the functional shortcoming which has been cited 25 as such for earlier taskbased edge modelling of Marr and Hildreth 27 . We use information content as defined ex novo by Resigno and Maccacaro 23 based on a hierarchy of functional properties, not their similarity. It is a method whereby a group of operators (eg mathematical) is the basis for classifying a set of entities into a number of subsets where each subset consists of functions which do not differ in themselves as a group but are different from those in other subsets by at least one of the operators. The functional subsets then formed have been called "formae" (from J. Steiner in Gesampte Werke Vol 1, 1832). Further detail is found in the Resigno and Maccacaro reference 23 for the principles used at each stage of early vision in our model. From the established principles of early vision and the foregoing method. It allows identification of the functions involved for our edge model which then relates acutance and acuity for observer performance with a minimum number of variables and parameters.
By applying the foregoing method into the signaling pathways at each physiological level of the early vision pathways (Fig 3) we can express functions of L C and D C consistent with Marr and Hildreth conditions for an edge 27 and envelopes 28 . These functions are continuously dependent on the data even though there can be digital l analogue conversions of the signals by the known properties of neurons.
The responses L C and D C in the resultant information processes shown in Fig 3, apply particularly to the parvo pathway for detail, as previously mentioned. The parvo P (small cell) pathway in the human visual system begins in the P type ganglion cells of the retina and ultimately divides to form the pathway for colour and small detail and a magno M (large cell) pathway is mainly for 'form' and motion. Specialised visual areas of the cortex can make use of both types of information. Within the cortex the M and P the signals can mix and the inputs to the specialised visual areas utilise signals from either source 26 . Beginning at the retinal stage we are dealing with "simple" cells with well-defined excitatory and inhibitory subregions of their receptive fields. They respond best to lines or edges and our subsequent edge formulation at V1, (to follow) allows us to obtain the spatial gradients of L C and D C at V1 across an edge region " . At that stage the zero crossings from their inflexions corresponding to light l dark transitions at an edge yield LV type de's. We can then examine the responses when 1 f noise is added in the model over repetitive temporal cycles of Fig 4 shows the direct and branching pathways 25, 26 used in the formulations to obtain the action potentials for L C and D C at the retinal ganglions from the excitatory and inhibitory electrotonic interactions at the edge-activated groups of neurons in the preceding retinal layers. It has recently been shown 29 how the interactions govern the resulting ganglion spiking pattern. The envelopes of the pattern correspond to our L C and D C envelopes. Fig 4 shows the proportional content of the initial spatial signals for an edge arriving at the associated destination of on-centre and off-centre ganglions directly or by branching via the electrotonic signals of the horizontal (mediating) cells, bipolar and amacrine cells. The direct and branching pathways between the on-centre and off-centre receptive fields of the cells 25 provide the branching signaling diagram for destination distribution at the activated on-centre and off-centre ganglions. The resulting action potentials from the respective activated ganglions provide the subsequent excitatory and inhibiting pulse signal spikes to the optic nerve. These frequency modulated pulse signals carry the spatio-temporal edge response information to the lateral geniculate nucleus (LGN), a small but important part of the thalamus is still not yet fully understood.
Retinal signalling

Interaction of the two species of signalling for retinal ganglion responses
In the excitation and inhibition processes of convergence and divergence of connections in the signaling pathway, the spatial rate of change at a given stage is proportional to the number of cells influencing it at that location and to the number of the interacting excitatory inhibitory cells. This is shown by the parameters , , , over a small spatial length ' in the duration of a single electrotonic signal pulse. The resultant interaction is of a product form but the exact function is not known. However, we will see that our response results (Fig 5a) show that the simplest product form for the interaction term in the LV equations yield responses for an edge from the beginning of the ganglion activation period, consistent with ganglion potential measurements 30 The short linear inactive discrete time between discharge cycles does not affect the cyclic LV repetition property 32 of the spatial envelope patterns of potentials and ganglions discharge spikes over the same length " of the repeated ganglion activity for the edge. As will be seen below, a class of LV responses for an edge is also generated at V1 and this is consistent with the conformal shape-preserving retinotopic property of the early vision system.
Interaction of L
C and D C sequences at V1 From the retinal ganglion input to the LGN, most signalling information goes to V1 but some proceeds via the thalamus to the infero-temporal cortex (ITC) and held in short term memory accessible to subsequent V1 exchanges with the LGN. Retinal spatial frequency selectivity increases in the LGN from signals exchanged back from selective cells in V1. Information from the overlapping of retinal responses at the LGN stage is not utilised until interactions at V1 take place with complex cells as indicated in Fig 3. "Complex" cells (with complex OR operation) can fire to stimuli from both "simple" (with AND operation) and other complex cells. A complex cell has been modelled 33 within experimental ranges as a coincidence detector in encoding synaptic events within a time window of the order of 2ms from simple cells. This is consistent with our input times from the left and right eye. Although individually, the complex cells appear to be insensitive to phase, the information content of their group populations has been shown 34 to contain sufficient information for capturing the perceptual essence of images for identification in a robust manner. Information encoded in time across ensembles of synchronous neurons converges to single neurons downstream in the visual pathway and we therefore assume that the original temporal noise can interact with the L C and D C information brought together at V1.
At V1 the L C excitatory and D C inhibitory signal components are interacted 27 and are represented in our proposed interaction process (Fig 6a,b) which originated as follows. Siegal 9 examined the encoded inter-spike interval data for the dynamics of single unit activity of groups, O (10 4 ), of single neurons in the primary visual cortex of the cat. He suggested that the dynamics may be "not highly complex" despite the highly complex system itself and possibly modelled by a "small set" of coupled nonlinear equations, as we have found. The advantages of modelling larger scale neuron activity which exhibit a coherent group organisation were subsequently discussed by Sirovich et al 11 . No model was presented but organising principles for analysing and viewing data were presented. In our model, V1 laminae interactions of L C and D C components are obtained for any particular region by using a cyclic convolution of present and previous spatiotemporal signal components (Fig 6b, e and g This process meets the requirement 35 for speed of signalling to other regions of the visual cortex and also provides for retinal shift invariance 36 using the summations for cyclic time displacements of the bilinear L D C C products 37 as shown in Fig 6b . This is consistent with the fact that the visual areas are not connected serially with each other as is known medically from specific visual defects. 
e g e g e g e g e g e g The neurons in V1 laminae can transfer the signal train of sequences of L C and D C components of the activated groups of neurons into a spatial pattern with one-to-one correspondence between temporal and spatial configurations for conditions 38 which are complied with in our model and our experimental system such as limiting the size of inputs. This was first illustrated in principle with computer graphics in an early computer network experiment 38 with "neuron-like" computer components and with quantitative support for applicable conditions. Since then there have been related transfers noted in neural net studies of patches of cortical neurons which are dynamic in time but have a simplified spatial response 39 40 . Temporalto-spatial processes have been supported by recent work (tracer substances injected) and a relevant diagram is also shown in a cortical review 40 .
. (a) Grossly simplified diagram for some of the known main pathways within visual cortex V1. (Laminae connectivities still not all known). Adapted from Crick 1994. (b) Algorithm representation for cyclic convolution principle of two spatiotemporal sequences S(E) and S(G) corresponding to
Zero crossings for equations for edge formation at V1 including observer attention At V1 we used the theorem by Logan 12 which shows that the information contained at the edge intensity inflexions (zero crossings) is all that is needed to define the intensity distribution. Observer perception depends, in part, on the sharpness of an edge and is therefore related to intensity gradient close to the zero crossings 27 . As will be seen below, in Eq (1) represents the , i j synapse connection strengths. The vision system requires integration at every stage 26 and is a multistep process. The resulting on-centre result at V1 is consistent with the adapted information theory requirements of Rosigno and Maccacaro 23 (processes labelled C at the V1 cortex in Fig 3) .
This applies for each spatial frequency channel i f (not related to the usual f nomenclature for " 1 f noise"). Similarly for the off-centre case giving a complementary equation:
In the off-centre equation the output for a dark-to-light edge response spatial gradient 27 . The right hand side of the equation is then of opposite sign to that of Eq(1). Superscript V applies for information input and V * for output information. Lateral linking interactions could be included in our model if known, such as occurs in lamina 5 and on to lamina 6. Also, with some simplifications and limitations we can see (but not studied) a possible LV relationship of our "two species" approach, to a two species excitation and inhibition firing rates model 42 using mean-field equations which simulate only lateral excitations.
The coefficient c for the interaction term in Eqs (1) and (2) results from the known ability of observers to suppress unwanted detail in complex images as shown from fMRI experiments 43 . The effect arises from the observer's cerebral functions associated with the observer's attention via the inferior temporal cortex (ITC) and the psychophysical feedback from the reticular formation located at the top of the brain stem. We also noted 39 the role of an observer's attention in the control of information processing in functional reorganisation of spatial frequency filtering of the receptive fields. Those cited experiments support the incorporation of i s f in our interaction formulation using the adaptation of information theory for function whereby identified levels of activity can be treated independently. The numerical value of the function is not known but its existence is important although relatively small since, for a real edge, the zero crossings for different spatial frequencies should be "not too far apart" for a real edge, to quote Marr and Hildreth 27 . The two equations (1) and (2) yield two de's after differentiation under the integral sign with respect to " using discrete step function selective spatial frequency thresholds 44 for the i f . The second differentials for each i f channel are:
i.e.
A similar set of differential equations is obtained for
The second differentials at the inflexions of the variables at zero crossings, the result from which when equated contains the information for the edge intensity distribution 12 . We know that the integrand of the right hand side of Eqs (4) and (5) and is not an arbitrary function which might be equated to zero to meet that condition. It must conform to a shape of the same form of response as projected from the LGN to V1 so our expressions in square brackets in Eqs (4) and (5) is a correct candidate when equated to zero for a response at each of the spatial frequency channels. Equating the right hand side of Eqs (4) and (5) to zero therefore provides the information for the edge using Eqs(7) and (8) below. From Eq(4),
from which, for the L C process at V1 the integrand yields
omitting the superscript V (for notation simplicity) Similarly,
The two LV equations (7) and (8) 44 . As a result of the above LV formulations the L C and D C responses provide the basis of edge intensity and also provide the known retinotopic property of early vision between retina and V1 as mentioned previously. The coefficients , a b and c govern the spatial properties of the solution of Eq (7) and (8) . The Marr and Hildreth conditions for a true edge would be satisfied provided that the coefficients , , a b c in each channel do not differ greatly for the zero crossings for the separate frequency channels. Depending on the image quality of an edge region and observer attention function C and D C is easily found and it is of more value for our purpose of revealing edge responses from the joint occurrences of these two variables when interacted with 1 f noise (as shown in Fig 7) . This will be seen in the following Section.
Orbital representation of ,
L D
C C show resonances for weak edges Eq(7) and Eq(8) can be used in the usual text book manner to obtain the basic orbital equation (9) 
In Fig 7 computer generated 1 LGN/thalamus with high pass filtering in the thalamus 45 to produce non-stationary saccades for observer attention via the recently confirmed thalamus link to the frontal cortical neurons 3 .
Discussion
The peaks and troughs in the spatio-temporal orbits were found to be not stationary, neither spatially nor temporarily, as opposed to an earlier computational LV study which indicated stationary "preferred orbits" for a case which had 1 f noise added to just one of the two variables in only one of two LV equations. A subsequent study 3 , in conjunction with that original author, showed that the apparent stationary property may not have been correct, possibly due to a computational process used for the 1 f noise. However, in those papers and in our present study, the peaks were stated as indicative of an underlying type of stochastic resonance 3 47 and the non-stationary property which we now suggest can explain our experimental results and improved edge acutance for detail in most of our observers when scanning in an orderly manner.
Acutance is a measure of the sharpness of an edge expressed in terms of the mean square of the gradient of luminous flux (or image density in a film image) with distance from the edge. Acutance and resolving power (in acuity) are often closely related but this need not be the case. Acutance, A , has been often used as a measure of the image quality but it is known that the expression . k is a constant and R is resolving power. This aspect of observer dependence is probably a contributor to the difference in edge detection performance of our observers who come from different levels of experience in viewing images in various applications in their work.
Conclusion
The functional approach to the modelling from retina to V1 for edge detection was made possible by the fact that L C and D C and the mathematical operations on them, conform with the requirements for "information content" from Shannon's Information Theory, as extended for functional operations 23 . For our simple edge model it avoids circuit-type modelling and microcircuits.
Our model and experiments are related to aspects of observer performance through the relative magnitude of the coefficients in the expressions for L C and D C and for the effect of 1 f noise in their interactions for L D F C C in V1. The noise interactions based on single cell behaviour of groups of neurons 10 11 together with more than the required small number, O(10), of separate V1 multilevel threshold weak edges can produce nonstationary stochastic resonances including those for some sub-threshold levels 47 . We suggest that resonances are induced in the geniculostriate system for non-stationary peaks of combined L C and D C responses, especially for small values of L C and D C occurring together (ie in V1 at weak edges). The non-stationary resonances can provide saccade triggering from the high pass filtering in the thalamus 45 . This would occur from the effect of the 1 f noise when an observer spatially scans an image for edges in an organised manner. The latter aspect is a well known problem in practice if not done carefully when scanning a series of complex breast images in real-time conditions. It has important clinical implications for conjunction searches 48 49 of features in medical images including faint stellates in breast screening images, to be discussed in a subsequent paper as mentioned in the text. As mentioned previously, the independent clinical trials reviewer of our laboratory system stated that the forced choice Series B results of Table 1 0.07 p should not be discarded in view of the neurological nature of the problem, the number of observations and the percentage of cases which gave a positive result. The Series A results gave 0.05. p
The principles used in the laboratory equipment can be incorporated in much smaller systems in medical applications and, with modifications (magno pathway), in other areas such as detection of objects in poor night vision conditions for vehicles. The laboratory system is not suitable for such applications or clinical usage but the designs being considered can use electro-optics and avoid the mechanical aspects of our laboratory system. A clinical system can use a conventional screen display, electro-optics and fibre optics. The application for assisting a vehicle driver in poor visibility conditions may use a projector to radiate ahead of the vehicle and a detector system for screen display similar in size and position to current car navigator systems.
