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Abstract
Developing efficient computational methods to
assess the impact of external interventions on
the dynamics of a network model is an impor-
tant problem in systems biology. This paper
focuses on quantifying the global changes that
result from the application of an intervention
to produce a desired effect, which we define as
the total effect of the intervention. The type of
mathematical models that we will consider are
discrete dynamical systems which include the
widely used Boolean networks and their general-
izations. The potential interventions can be rep-
resented by a set of nodes and edges that can be
manipulated to produce a desired effect on the
system. We use a class of regulatory rules called
nested canalizing functions that frequently ap-
pear in published models and were inspired by
the concept of canalization in evolutionary bi-
ology. In this paper, we provide a polynomial
normal form based on the canalizing properties
of regulatory functions. Using this polynomial
normal form, we give a set of formulas for count-
ing the maximum number of transitions that will
change in the state space upon an edge deletion
in the wiring diagram. These formulas rely on
the canalizing structure of the target function
since the number of changed transitions depends
on the canalizing layer that includes the input
to be deleted. We also present computations on
random networks to compare the exact number
of changes with the upper bounds provided by
our formulas. Finally, we provide statistics on
the sharpness of these upper bounds in random
networks.
1 Introduction
Boolean networks (BN) have been proposed as
an appropriate framework for modeling the state
of cells due to their simplicity and the vari-
ety of tools available for model analysis [1, 2].
However, some complex gene interactions can-
not be represented in the Boolean setting and
several generalizations of the Boolean approach
have been developed [3]. Multistate models,
a generalization of the BN framework, where
the genes can attain more than two states have
been proposed as appropriate models for cap-
turing complex gene expression patterns, such
as consideration of three states (low, medium,
and high). This paper presents theoretical re-
sults along with applications for the analysis and
control of multistate networks.
A Gene Regulatory Network (GRN) is a rep-
resentation of the intricate relationships among
genes, proteins, and other compounds that are
responsible for the expression levels of mRNA
and proteins. Many dynamic systems theory ap-
proaches have been used over the last six decades
to develop computational tools for analyzing the
dynamics of GRN. Prominently, Boolean net-
works have been successfully used to model and
study the properties of GRN [4, 5]. In partic-
ular, Boolean canalizing rules were introduced
by S. Kauffman and collaborators [6, 7] and re-
flect the concept of canalization in evolutionary
biology that Waddington pioneered in 1942 [8]
– that organisms evolve developmental robust-
ness, producing an invariant phenotype even un-
der genetic or environmental perturbations.
In this article, we study the network-wide ef-
fect of an experimental intervention that either
prevents a regulation from happening or silences
a node. Such intervention is modeled through
edge deletion and can be achieved via thera-
peutic drugs that target a specific gene inter-
action [9, 10]. In [11] we introduced methods
for quantifying side effects in Boolean networks.
However, many of the more recently published
discrete dynamical models include variables that
take on more than two states due to the need for
capturing mechanisms that are not binary in na-
ture [12, 13, 14, 15, 16]. Consequently, Boolean
nested and partially nested canalizing functions
were generalized to multistate [17, 18, 19] which
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enables the possibility of capturing more com-
plex interactions among the genes in the net-
work. Such functions can be viewed as a dis-
crete dynamical system with a stratified struc-
ture which consists of hierarchical layers of vari-
ables according to their relative influence over
the system dynamics.
The ability to quantify the global changes
in the dynamics of the network after an exter-
nal perturbation has important applications. In
the presence of external network modifications
where the topology of the network changes but
the attractor structure remains unchanged, it is
still desirable to quantify the changes in other as-
pects of the dynamics such as the transient time.
For instance, in evolutionary biology to simulate
evolution one often evolves an ensemble of net-
works (by performing mutations, crossover, se-
lection, etc.) for many generations [20]. At the
end of the simulations, one measures the changes
in the evolved networks to compare with the fea-
tures of the original ensemble. In [20], after
simulated evolution, the evolved networks had
similar features to the original ones such as the
number of attractors and basin sizes. One fea-
ture that had changed is the transient time [20].
The theoretical tools presented in this paper will
be useful to measure global changes even if the
attractor structure is preserved after an inter-
vention.
There are several published control meth-
ods for Boolean networks such as Stable Mo-
tifs [2], Feedback Vertex Sets [21], Minimal Hit-
ting Sets [22, 23], and several others [24, 25, 26,
27, 12, 28]. While these control methods focus
on finding control targets, there are very few
studies focusing on the consequences of applying
a certain control action. This paper contributes
methods for measuring the impact of the control
actions on the dynamics of multistate networks.
The type of theoretical tools presented here can
help to discriminate control actions with min-
imal effect on the state space. That is, even
if we have different control candidates that can
achieve a certain objective, they might have dif-
ferent impact on the dynamics of the network
and we might be interested in distinguishing the
control action that produces the least changes in
the dynamics of the network.
The rest of the paper is structured as follows.
In Section 2, we introduce discrete dynamical
systems and their representation as polynomial
dynamical systems. In Section 3 we define the
control actions for multistate networks. In Sec-
tion 4 we provide a polynomial normal form for
discrete functions and then we use this represen-
tation to derive a set of formulas for counting
the maximum number of transitions in the state
space upon edge deletions. In Section 5 we apply
our formulas to two multistate models. Finally,
in Section 6 we provide the conclusions of the
paper.
2 Background
A discrete dynamical system can be defined as a
dynamical system that is discrete in time as well
as in variable states. More formally, consider a
collection x1, . . . , xn of variables, each of which
can take on values in finite sets X1, . . . , Xn. Let
X = X1 × · · · × Xn be their Cartesian prod-
uct. A discrete dynamical system in the vari-
ables x1, . . . , xn is a function
F = (f1, . . . , fn) : X → X
where each coordinate function fi is a discrete
function on a subset of {x1, . . . , xn} which rep-
resents how the future value of the i-th variable
depends on the present values of the variables.
If Xi = {0, 1}, then each fi is a Boolean rule
and F is a Boolean network.
In this article, for the purpose of exploiting
the algebraic properties of discrete functions, it
is assumed that the variables x1, . . . , xn take on
values from a finite field F. Then using the fact
that any discrete function fi : F
n → F can be
represented as a polynomial in x1, . . . , xn, that
is fi ∈ F[x1, . . . , xn], the discrete network can be
represented as
F = (f1, . . . , fn) : F
n → Fn
where each fi ∈ F[x1, . . . , xn]. If any of the vari-
ables x1, . . . , xn take on values from a set that
cannot be directly identified with a finite field,
then it is straightforward to embed the system
F : X → X into a system Fˆ : Fn → Fn, where
X ⊂ Fn, while preserving the attractor structure
of F; see [1].
Given a discrete network F = (f1, . . . , fn), a
directed graph W on n nodes x1, . . . , xn is asso-
ciated to F as follows: there is a directed edge
in W from xj to xi if xj appears in fi, i.e. xj is
in the support of fi, written xj ∈ supp(fi). In
the context of a molecular network model, this
graph represents the wiring diagram of the net-
work.
The dynamics of a discrete network is given
by the difference equation x(t + 1) = F(x(t));
that is, the dynamics is generated by iteration
of F. More precisely, the dynamics of F is repre-
sented by the state space graph S, defined as the
graph with vertices in Fn which has an edge from
x ∈ Fn to y ∈ Fn if and only if y = F(x). In this
context, the problem of finding the states x ∈ Fn
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where the system will get stabilized is of partic-
ular importance. The collection of these special
points of the state space are called attractors of
a discrete network and elements of the attrac-
tors may include steady states (fixed points),
where F(x) = x, or cycles, where Fr(x) = x
for some integer r > 1. Attractors in network
modeling might represent cell types [29] or cel-
lular states such as apoptosis, proliferation, or
cell senescence [30, 31]. Identifying the attrac-
tors of a system is an important step towards
the control of that system.
3 Methods
Network interventions can be modeled through
edge and node manipulations and can be
achieved via therapeutic drugs that target a spe-
cific gene interaction [9, 10]. In [11, 32] we pro-
vided definitions for these actions in Boolean
networks. These definitions are usually used
for encoding the control parameters with the
purpose of identifying control targets as shown
in [32]. In this paper we will consider the dele-
tion and constant expression of edges and nodes
in the multistate setting.
Throughout the paper, Si,j and Si will be sub-
sets of F and Qi,j(u) and Qi(u) will be the indi-
cator functions of Si,j and Si, respectively. That
is, they return 1 when u is in the set and 0 when
u is not. The index i indicates the node xi from
which the edge begins and the second index j is
used when necessary to mark the function under
consideration.
3.1 Edge Control in Multistate
Networks
In the Boolean setting, the deletion of an edge
was implemented by setting an input to zero so
that the interaction of that input (represented
by an edge) was being silenced. For the multi-
state case, the silencing of the interaction will be
applied whenever the control variable is within
a range of values of the possible discrete values.
Definition 3.1 (Edge Deletion). Consider the
edge xi → xj in a wiring diagram. For u ∈
Si,j, the control of the edge xi → xj consists of
manipulating the input variable xi for fj in the
following way:
Fj(x, u) = fj(xj1 , . . . , (1 −Qi,j(u))xi, . . . , xjm ).
For each value of u ∈ F we have the following
control settings:
• For u ∈ Si,j,
Fj(x, u) = fj(xj1 , . . . , xi = 0, . . . , xjm).
That is, the control is active and the action
represents the removal of the edge xi → xj .
• For u /∈ Si,j,
Fj(x, u) = fj(xj1 , . . . , xi, . . . , xjm).
That is, the control is not active.
3.2 Node Control in Multistate
Networks
Definition 3.2 (Node Deletion). Consider the
node xi in a wiring diagram. The function
Fi(x, u) := (1−Qi(u))fi(x) (1)
encodes the control of the node xi because for
each possible value of u ∈ F one has the following
control settings:
• For u ∈ Si, Fi(x, u) = 0. This action rep-
resents the knock out of the node xi.
• For u /∈ Si, Fi(x, u) = fi(x). That is, the
control is not active.
3.3 Constant Expressions in Mul-
tistate Networks
We will also consider the constant expression of
edges and nodes, which we define as follows.
Definition 3.3 (Constant edge expression).
Consider the edge xi → xj in a wiring diagram
and a ∈ F. For u ∈ Si,j, the control of the edge
xi → xj consists of manipulating the input vari-
able xi for fj in the following way:
Fj(x, u) =
fj(xj1 , . . . , (1−Qi,j(u))xi + aQi,j(u), . . . , xjm).
For each value of u ∈ F we have the following
settings:
• For u ∈ Si,j,
Fj(x, u) = fj(xj1 , . . . , xi = a, . . . , xjm).
That is, the control is active and the action
represents the constant expression (to a) of
the edge xi → xj .
• For u /∈ Si,j,
Fj(x, u) = fj(xj1 , . . . , xi, . . . , xjm).
That is, the control is not active.
Notation 3.4. We will denote an edge deletion
or a constant expression by indicating the con-
stant that the input is being set to by xi
a
−→ xj .
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Similarly, we encode constant expression of
nodes as follows.
Definition 3.5 (Constant node expression).
Consider the node xi in a wiring diagram and
a ∈ F. The function
Fi(x, u) := (1 −Qi(u))fi(x) + aQi(u) (2)
encodes the constant expression of the node xi
to a. Note that,
• For u ∈ Si, Fi(x, u) = a. This action rep-
resents the constant expression to a of the
node xi.
• For u /∈ Si, Fi(x, u) = fi(x). That is, the
control is not active.
4 Results
In this section we present a definition of k-
canalizing functions for the multistate case and
then we characterize this functions in terms of
layers of canalizations. Subsequently, we use this
canalizing layers representation to derive an up-
per bound for the number of changes in the state
space of a discrete system upon an edge deletion
in the wiring diagram.
4.1 Multistate k-Canalizing Func-
tions
In the following definition, we assume that σ is
a permutation on {1, . . . , n}.
Definition 4.1. The function f : Fn → F
is a k-canalizing function in the variable or-
der xσ(1), . . . , xσ(k) with canalizing input sets
S1, . . . , Sk ⊂ F and canalizing output values
b1, . . . , bk ∈ F if it can be represented in the form
f(x1, . . . , xn) =

b1, if xσ(1) ∈ S1,
b2, if xσ(1) /∈ S1, xσ(2) ∈ S2,
...
bk, if xσ(1) /∈ S1, . . . , xσ(k) ∈ Sk,
g 6= bk, if xσ(1) /∈ S1, . . . , xσ(k) /∈ Sk,
(3)
where g = g(xσ(k+1), . . . , xσ(n)) is a multistate
function on n − k variables. When g is not a
canalizing function, the integer k is the canaliz-
ing depth of f . If g is not a constant function,
then g is called the core function of f and is
denoted by PC .
Remark 4.2. Note that in Definition 4.1 we re-
quire that the function g be unique when all the
canalizing variables are not in their correspond-
ing canalizing input sets. As a result, a function
could be canalizing but not 1-canalizing, see Ex-
ample 4.3.
Example 4.3. Let F = {0, 1, 2} and n = 2.
Consider the function
f(x1, x2) = 1 + 2x
2
1 + 2x2 + 2x
2
1x2 + 2x
2
2.
For this function x2 is canalizing (with S1 =
{2}) because f(x1, 2) = 1. However, f is not
a 1-canalizing function because f(x1, 0) = 1 +
2x21 6= 2 + x
2
1 = f(x1, 1). Thus, even though x2
is canalizing for f , the function f has no layers
of canalization. Thus, PC = f .
4.2 Layers of canalization in mul-
tistate networks
In Theorem 4.4 we provide a polynomial nor-
mal description of discrete functions. Basically,
this theorem gives a partition of the inputs of
the function into canalizing and non-canalizing
variables and, within the canalizing ones, we cat-
egorize the input variables into layers of canal-
ization. This theorem is a generalization of a
theorem in [33] from Boolean to the multistate
case.
Let S ⊂ F be a subset of F and Q˜S(u) be the
indicator function of the complement of S. That
is,
Q˜S(x) =
{
1 if x /∈ S,
0 if x ∈ S.
Theorem 4.4. Every multistate function can be
uniquely written as
f(x1, . . . , xn) = M1(M2(. . . (Mr−1(MrPC+
Br) +Br−1) . . . ) +B2) +B1,
(4)
where Mi =
ki∏
j=1
Q˜Si,j , d = k1 + · · · + kr is the
canalizing depth, PC is a polynomial that has
no canalizing variables, B1, B2, . . . , Br ∈ F, and
Br 6= 0. Each variable xi appears in exactly one
of the M1,M2, . . . ,Mr, PC .
Proof. If f(x1, . . . , xn) is non-canalizing, then
PC = f . If f(x1, . . . , xn) is canalizing, then we
proceed by induction. For n = 1, if f is canal-
izing in xi but not 1-canalizing in xi, then we
set PC = f . If f is 1-canalizing in xi, then it
can be written as f = Q˜S1(xi) + B1 for some
set S1 ⊂ F. Then f has the form of Equa-
tion 4 by setting M1 = Q˜S1(xi) and PC = 1.
For n = 2, if f(xi, xj) is not 1-canalizing on
any of its variables, then we set PC = f . If f
is 1-canalizing on xi, then f can be written as
4
f(xi, xj) = M1(xi)g(xj) + B1 for some g(xj).
Then f has the form of Equation 4 by setting
PC = g. Now assume that Equation 4 is true
for any canalizing function that is essential in
at most n− 1 variables (that is, for all functions
that depend in at most n−1 variables). Let f be
a function that is essential in n variables. If f is
not 1-canalizing on any of its variables, then we
set PC = f . If f is 1-canalizing in xi1 , . . . , xik1 ,
then f = M1g + B1, where M1 is the product
of indicator functions of the complements of sets
Si1 , . . . , Sik1 ⊂ F and g has n−k1 variables. If g
has no canalizing variables, then f has the form
of Equation 4 with PC = g. If g is canalizing,
then by the inductive hypothesis g can be writ-
ten as
g = M2(. . . (Mr−1(MrPC+Br)+Br−1) . . . )+B2.
Thus, f has the form of Equation 4.
Remark 4.5.
For a multistate nested canalizing function, the
formula in Equation 4 reduces to
f(x1, . . . , xn) = M1(M2(. . . (Mr−1(Br+1Mr+
Br) +Br−1) . . . ) +B2) +B1,
(5)
as was shown in [19].
In the following example we describe a 2-
canalizing function with noncanalizing variables.
Example 4.6. Let F = {0, 1, 2} and n = 4.
Consider the function
f(x1, x2, x3, x4) = 1 + x
2
1 + x
2
1x2 + 2x
2
1x
2
2+
x21x2x3 + 2x
2
1x
2
2x3 + x
2
1x2x4 + 2x
2
1x
2
2x4.
The function f can be written as in Equation 4
as
f = M1(M2(PC + 1) + 1) + 1),
where M1 = Q˜S1(x1) = x
2
1, S1 = {0}, M2 =
Q˜S2(x2) = x2+2x
2
2, S2 = {0, 1}, and PC = x3+
x4. Thus f has two layers and two noncanalizing
variables. Note that f can also be written as in
Equation 3 as
f(x1, x2, x3, x4) =

1, if x1 ∈ S1 = {0},
2, if x1 /∈ S1, x2 ∈ S2 = {0, 1},
PC , if x1 /∈ S1, x2 /∈ S2.
4.3 Upper bounds
Using the polynomial normal form of multistate
functions in Theorem 4.4, we derive a set of
formulas for counting the maximum number of
transitions that will change in the state space
upon an edge deletion in the wiring diagram.
The formulas presented here are generalizations
from the Boolean case to the multistate setting
of the formulas we presented in [11].
For the next theorem, we are going to assume
that the functions of the discrete network F =
(f1, . . . , fn) : F
n → Fn are written in the format
of Theorem 4.4. That is, for t = 1, . . . , n the
coordinate function ft has the following form,
ft(x1, . . . , xn) = M
t
1(M
t
2(. . . (M
t
r−1(M
t
rPC+
Br) +Br−1) . . . ) +B2) +B1,
(6)
where M ti =
ki∏
j=1
Q˜Sj,t , d = k1 + · · · + kr is
the canalizing depth, PC is a polynomial with
no canalizing variables, B1, B2, . . . , Br ∈ F, and
Br 6= 0. Each variable xi appears in exactly one
of M t1,M
t
2, . . . ,M
t
r , PC .
Remark 4.7. Note that the function ft has r
layers and there are ki variables in each layer
for i = 1, . . . , r.
In the following theorem, we assume that the
canalizing input sets are all of the same size for
all the variables. In Theorem 4.10 we study the
general case where the canalizing input sets of
the variables can be different.
Theorem 4.8. Let F = (f1, . . . , fn) : F
n →
F
n be a multistate network where ft is a k-
canalizing function written as in Eq. 6 with
k1, . . . , kr the numbers of variables in layers
1, . . . , r, respectively. Let xs be in the ℓ
th layer,
where ℓ ≤ r and r is the number of layers. Sup-
pose that all canalizing variables have the same
canalizing input set S and that 0 ∈ S. Then,
the maximum number of transitions in the state
space that will change upon deletion of xs → xt
is given by
pn−k1−···−kℓ (p− |S|)
k1+···+kℓ . (7)
Proof. Let m = k1 + · · · + kℓ. The number of
input vectors where the other canalizing vari-
ables (not xs) of ft do not take on their canal-
izing input is (p− |S|)
m−1
. For these input
vectors, if xs was already set to 0 or to any
other of its canalizing values in S, then the out-
put of ft will not change as a result of delet-
ing xs → xt. Finally, since we have n − m
non-canalizing variables, the total number of in-
put vectors for which the output of ft can pos-
sibly change is (p− |S|)
m−1
(p − |S|)pn−m =
(p− |S|)
m
pn−m.
Remark 4.9. Note that from Equation 7 that
the number of variables in each layer affects the
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Figure 1: Statistics for the number of changes
in the first layer of scale-free Boolean networks.
The x-axis shows the 100 networks that were
randomly generated and the y-axis shows the
number of changes corresponding to a network
in the x-axis. In Figure 2 we plot the differences
between upper bounds and the exact number of
changes for these networks.
number of changes and that there are potentially
more changes when the deletion happens in a
more dominant layer, see examples 5.1-5.2.
Theorem 4.10. Let F = (f1, . . . , fn) : F
n →
F
n be a multistate network where ft is a k-
canalizing function written as in Eq. 6 with
k1, . . . , kr the numbers of variables in layers
1, . . . , r, respectively. Let xs be in the ℓ
th layer,
ℓ ≤ r and r is the number of layers. The max-
imum number of transitions in the state space
that will change upon deletion of xs → xt is
given by
pn−k1−···−kℓ ·

ℓ−1∏
i=1
ki∏
j=1
(p− |Sj,t|)




kℓ∏
j=1
j 6=s
(p− |Sj,t|)

 (p−R),
(8)
where
R =
{
|Ss,t| if 0 ∈ Ss,t
p− |Ss,t| if 0 /∈ Ss,t.
Proof. The strategy is to first count the num-
ber of inputs that do not contain values from
the canalizing sets of the variables in the first
ℓ− 1 layers (that do not contain xs). Thus, the
term in the first line of Equation 9 counts the
number of non-canalizing inputs in the previous
layers to the layer containing xs; the term in-
side the second set of parentheses of Equation 9
counts the number of non-canalizing inputs of
the variables (except of xs) in the layer contain-
ing xs; the last term in Equation 9 counts the
number of non-canalizing inputs of xs. For the
last term, notice that deleting xs → xt results
in setting xs = 0 in ft. If 0 is in the canalizing
set of xs, Ss,t, then the rest of the values in Ss,t
will yield the same output as 0. Since |Ss,t|/p of
the input values in the transition table of ft con-
tain a canalizing value for xs, it is the remaining
p−|Ss,t|
p
of the table that can potentially change
as a result of the edge deletion. On the other
hand, if 0 /∈ Ss,t, then it is the inputs not in Ss,t
that have the potential to change the output as
a result of deleting xs → xt which constitutes
1/p of the transition table, with p−1
p
of the ta-
ble that can potentially change as a result of the
edge deletion. Thus, to obtain Equation 8 we
multiply the following expressions:
pn
p
k1+···+kℓ−1
·

ℓ−1∏
i=1
ki∏
j=1
(p− |Sj,t|)



 1pkℓ−1
kℓ∏
j=1
j 6=s
(p− |Sj,t|)

 1p (p−R) =
pn−k1−···−kℓ ·

ℓ−1∏
i=1
ki∏
j=1
(p− |Sj,t|)




kℓ∏
j=1
j 6=s
(p− |Sj,t|)

 (p−R),
(9)
Remark 4.11. 1. The bound in Equation 8 is
sharp.
2. When p = 2, the formula in Equation 8 re-
duces to 2n−k1−k2−···−kr .
3. If instead of edge deletion, we consider con-
stant expression to a ∈ F (see Section 3.3)
of xs → xt, then the formula in Equation 8
remains the same except for R which be-
comes
R =
{
|Ss,t| if a ∈ Ss,t
p− |Ss,t| if a /∈ Ss,t.
Proposition 4.12. Let F = (f1, . . . , fn) : F
n →
F
n be a multistate network where ft is written as
in Equation 6. Let xs ∈ supp(PC). The max-
imum number of transitions in the state space
that will change upon deletion of xs → xt is
pn−k1−···−kr−1

 r∏
i=1
ki∏
j=1
(p− |Sj,t|)

 (p− 1).
(10)
Remark 4.13. 1. This upper bound is sharp.
2. When p = 2, the expression reduces to
2n−d−1, where d is the canalizing depth.
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Figure 2: Statistics for the differences between
the upper bounds and the exact number of
changes for the networks in Figure 1. In about
40% of the networks the upper bounds match
the exact number of changes.
3. If f has no canalizing variables, then the
formula in Equation 10 reduces to pn−1(p−
1).
Proposition 4.14. Let F = (f1, . . . , fn) : F
n →
F
n be a multistate network where ft is written
as in Equation 6. If PC is canalizing but not 1-
canalizing with canalizing variable xs and input
set Ss,t, then there are two cases to consider:
1. The deletion of xs → xt will result in up to
pn−k1−···−kr−1

 r∏
i=1
ki∏
j=1
(p− |Sj,t|)

 (p−R)
(11)
transitions, where
R =
{
|Ss,t| if 0 ∈ Ss,t
1 if 0 /∈ Ss,t.
2. Let xa ∈ supp(PC) that is not canalizing.
Then the maximum number of transitions
in the state space that will change upon dele-
tion of xa → xt is
pn−k1−···−kr−2

 r∏
i=1
ki∏
j=1
(p− |Sj,t|)


(p− |Ss,t|)(p− 1).
(12)
Remark 4.15. 1. This upper bound is sharp.
2. If PC has more than one canalizing vari-
ables (but it is still not 1-canalizing), then
the formula in Equation 12 becomes
pn−k1−···−kr−c−1

 r∏
i=1
ki∏
j=1
(p− |Sj,t|)


∏c
i=1(p− |Ssi,t|)(p− 1),
(13)
where each xsi is a canalizing variable and c
is the number of canalizing variables of PC .
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Figure 3: Statistics for the number of changes in
the second layer of scale-free Boolean networks.
The x-axis shows the 100 networks that were
randomly generated and the y-axis shows the
number of changes corresponding to a network
in the x-axis. In Figure 4 we plot the differences
between upper bounds and the exact number of
changes for these networks.
5 Applications
To provide further insights into the results pre-
sented above and to illustrate the use of the for-
mulas here we present numerical results for ran-
dom networks where we compare the exact num-
ber of changes to the upper bounds provided by
the formulas.
Example 5.1 (Boolean Case). We generated
random networks with scale-free structure using
the Barabasi-Albert algorithm [34]. In order to
calculate the exact number of changes we use
random networks with 10 nodes.
The average maximum in-degree for the net-
works in Figure 1 is 4.14 (std = 1.07). The aver-
age number of variables in the first layer is 2.61
(std = 1.5). The average number of changes in
the first layer is 221.28 (std = 168.363) and the
average upper bound is 259.04 (std = 201.562).
In Figure 2 we present statistics of the num-
ber of changes as well the difference between the
exact number of changes and the upper bound
provided by the formulas.
The average maximum in-degree for the net-
works in Figure 3 is 4.8 (std = 1.07). The aver-
age number of variables in the first layer is 1.67
(std = 0.93). The average number of variables
in the second layer is 2.13 (std = 0.75). The av-
erage number of changes in the second layer is
86.0 (std = 62.7) and the average upper bound
is 100.64 (std = 78.88).
In Figure 4 we present statistics of the num-
ber of changes as well the difference between the
exact number of changes and the upper bound
provided by the formulas.
Example 5.2 (Multistate Case). As in the
Boolean case in Example 5.1, here we generated
random networks with scale-free structure using
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Figure 4: Statistics for the differences between
the upper bounds and the exact number of
changes for the networks in Figure 3. In about
50% of the networks the upper bounds match
the exact number of changes.
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Figure 5: Statistics for the number of changes in
the first layer of scale-free multistate networks.
The x-axis shows the 100 networks that were
randomly generated and the y-axis shows the
number of changes corresponding to a network
in the x-axis. In Figure 6 we plot the differences
between upper bounds and the exact number of
changes for these networks.
the Barabasi-Albert model [34]. Here we also use
random networks with p = 3 and n = 10 nodes.
The average maximum in-degree for the net-
works in Figure 5 is 4.05 (std = 0.88). The aver-
age number of variables in the first layer is 2.28
(std = 1.16). The average number of changes in
the first layer is 17303.2 (std = 14739.4) and the
average upper bound is 17792.5 (std = 15220.6).
In Figure 6 we present statistics of the differ-
ence between the upper bounds provided by the
formulas and the exact number of changes.
The average maximum in-degree for the net-
works in Figure 7 is 4.84 (std = 0.94). The av-
erage number of variables in the first layer is 1.7
(std = 0.86). The average number of variables
in the second layer is 1.93 (std = 0.97). The av-
erage number of changes in the second layer is
3946.68 (std = 3789.71) and the average upper
bound is 4056.48 (std = 3969.7).
In Figure 8 we present statistics of the differ-
ence between the the upper bound provided by the
formulas and the exact number of changes.
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Figure 6: Statistics for the differences between
the upper bounds and the exact number of
changes for the networks in Figure 5. In about
75% of the networks the upper bounds match
the exact number of changes. The vertical axis
is in logarithmic scale.
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Figure 7: Statistics for the number of changes
in the second layer of scale-free networks with
p = 3 and n = 10 nodes. The x-axis shows the
100 networks that were randomly generated and
the y-axis shows the number of changes corre-
sponding to a network in the x-axis. The verti-
cal axis is in logarithmic scale. In Figure 8 we
plot the differences between upper bounds and
the exact number of changes for these networks.
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Figure 8: Statistics for the differences between
the upper bounds and the exact number of
changes for the networks in Figure 7. In about
80% of the networks the upper bounds match
the exact number of changes. The vertical axis
is in logarithmic scale.
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6 Conclusions
We presented practical methods for quantifying
the global changes that result from an appli-
cation of an external intervention in the net-
work, which we called the total effect of the
intervention. We emphasized that, while there
are several methods for identifying control tar-
gets in discrete networks, there have been very
few studies focusing on quantifying the changes
upon the applications of controls. This paper
contributes methods for measuring the number
of changed transitions in the state space upon
the application of an edge control in multistate
networks. The approach is based on a polyno-
mial normal form description of discrete func-
tions that provides a way of categorizing the in-
puts of the function and therefore of quantify-
ing their impact on the dynamics of the net-
work. We applied our methods to randomly
generated multistate models and verified that in
many cases the upper bounds provided by our
formulas were accurate. Future work includes
the study of the combined effect of edge dele-
tions or constant expressions of multiple edges
or nodes.
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