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9Modeling of evolvingtextures usinggranulometries
A.J. Gray(1), S. Marshall(2) and J.
McKenzie(2)
9.1. Introduction
This chapter describes a statistical approach to classification of dynamic
texture images, called parallel evolution functions (PEFs). Traditional clas-
sification methods predict texture class membership using comparisons with
a finite set of predefined texture classes and identify the closest class. How-
ever, where texture images arise from a dynamic texture evolving over time,
estimation of a time state in a continuous evolutionary process is required
instead. The PEF approach does this using regression modeling techniques
to predict time state. It is a flexible approach which may be based on any
suitable image features. Many textures are well suited to a morphological
analysis and the PEF approach uses image texture features derived from a
granulometric analysis of the image.
The method is illustrated using both simulated images of Boolean pro-
cesses and real images of corrosion. The PEF approach has particular ad-
vantages for training sets containing limited numbers of observations, which
is the case in many real world industrial inspection scenarios and for which
other methods can fail or perform badly.
9.2. Textures and Texture Analysis
It is natural to describe textures qualitatively, in terms of measures such
as coarseness, smoothness, granulation, or randomness. However, texture
analysis is concerned with the extraction and use of quantitative descriptors
of texture.
There are two main categories of textural feature [37], namely statis-
tical and structural (and some which overlap both categories). Statistical
textures include grass, canvas, cork, sand, marble and corrosion. In statisti-
cal textures the location of the texture primitive(s) (i.e. meaningful regions)
is random and irregular (Figure 9.1). Structural textures consist of repeti-
tions of a basic texture element(s) (texels) or primitive(s). The texels are
repeated regularly or with some degree of freedom (Figure 9.2).
(a) (b)
(c) (d)
Figure 9.1. Some examples of statistical textures: (a)–(c) from Brodatz [6]; (d) is an
image of corrosion.
(a) (b)
Figure 9.2. Some examples of structural textures from Brodatz [6].
There are three main areas of texture analysis, namely classification of
an unknown texture region to one of a set of texture classes, modeling and
describing a given texture region, and segmentation (of distinct textures
within an image). Texture classification has been used in many different
applications. Some examples are medical image processing, for detecting
cancerous cells [52]; automated inspection of machinery, for detection of
corrosion [51] and segmentation of landscape features from satellite images
[88, 7]. An ideal robust texture classifier should be invariant to changes in
rotation, lighting and translation, and be able to detect both very fine and
fairly large textures, as well as irregular textures, such as many natural
textures, including corrosion (of which rust is a common example).
9.2.1. Approaches to Texture Analysis
We briefly review approaches to the analysis of texture images and the
advantages of a morphological approach [60, 81]. There are three main
approaches to texture analysis, namely statistical, structural and model-
based. Structural methods analyze the texture primitives present in an im-
age and characterize regular textures in terms of arrangements of these
texture primitives. The texture primitives can be used as image features
for classification purposes. We do not consider structural methods in more
detail here, as our main application of interest is corrosion images, which
are statistical textures.
9.2.1.1. Statistical Methods
Statistical methods represent the texture by feature variables obtained
through measurement. Some of the most common statistical texture anal-
ysis techniques [83, 84] are mathematical morphology [20, 79, 80] (Section
9.2.3); spatial gray level co-occurrence or dependence [38], [37, Ch. 9]; gray
level run-length distributions [32]; digital transforms [92]; and the auto-
correlation function [90, 19].
Spatial gray level co-occurrence (SGLC) matrices [37, 35] characterize
texture by the relative frequency of co-occurrence of gray levels of pairs of
pixels separated by a given distance and orientation. These are often aver-
aged or summed over different angles. An alternative approach to remove
dependence on angle is to compute neighboring gray level dependence ma-
trices [42]. Using regions with certain properties as the primitives instead
of pixels has also been suggested. Either the matrices themselves, or more
commonly, features computed from them are used for classification.
SGLCs have been very widely used and provide a robust, powerful, and
general method for texture analysis, segmentation and classification [38, 32,
16, 95, 88]. For a wide class of images, SGLCs capture much of the texture
data, such as degree of coarseness and directionality. Vickers and Modestino
[95] achieved 95% accurate classification of various texture types. However,
co-occurrence matrices do not contain any shape or size information about
texture grains. Some texture features derived from the SGLC [38], including
angular second order moment, entropy and correlation measures, do have
the advantage of invariance to monotonic gray level transformation. Gray
level difference vectors [92, 66] are used similarly to SGLC matrices, in
that they compute relative frequency of absolute difference in gray level
between pairs of pixels at a given distance for a given orientation, and
similar summary measures are used as texture features. Gray level run-
length distributions (GLRDs) represent frequency of runs of consecutive
pixels with a given gray level in a specified direction [92]. Coarse textures
will have a high percentage of longer runs, while fine textures will have
more short runs. Galloway [32] achieved 100% classification accuracy using
GLRDs for aerial terrain images. Xiaoou [101] found that GLRDs (98-
100% accurate) were slightly better than SGLCs on Brodatz [6] and VisTex
images (MIT Media Library) [96].
An alternative approach is to view texture in the frequency domain.
The Fourier spectrum [92] is found from the discrete Fourier transform of
the image. Texture coarseness and directionality are indicated by peaks in
1-D summations of the spectrum or the power spectrum, expressed in polar
co-ordinates [4]. Very large images are required to obtain stable values, and
local properties cannot be represented, therefore this is unsuitable for tex-
ture segmentation or detection of small local areas of texture. Wavelets (Sec-
tion 9.2.1.2), in contrast, represent both spatial and frequency information.
Also, the Fourier transform is not invariant to monotonic gray level trans-
formations, in common with most spatial frequency approaches [40, 97].
Conners and Harlow [16] found the SGLC to perform better than digital
transforms. The auto-correlation function (ACF) is the Fourier transform
of the power spectrum (spectral density function) [37]. It compares an im-
age with a translated version of itself, thus detecting periodicities in the
original image as peaks in the ACF [90]. The ACF is robust to noise and
has been widely used in feature recognition. For example, Kurita and Otsu
[50] found that it classified Brodatz textures with over 90% accuracy.
9.2.1.2. Texture Models
Textures can be synthesized from a texture model [44, 53, 100], or the
parameters of a texture model can be used to characterize an observed
texture and enable segmentation [75] or classification. Modeling approaches
include random fields [47, 103], especially the Markov random field (MRF)
[47], and the autoregression (AR) model [9], as well as wavelets [103, 40],
and filter-based representations [71, 72, 67], including Gabor filters [43, 45].
MRFs and AR models both generalize the time-series auto-regressive
moving average models [103] to 2-D. Image models are verified as suitable
to represent the textures of interest using the training set of texture classes.
The model parameter values are chosen to give the best model fit to each
observed texture. Texture classification then compares model parameters
for an observed image with those for a given texture class. The AR model
[92] specifies pixel gray level as a linear combination of the gray levels in
a neighborhood of specified dimensions. The coefficients of this linear com-
bination characterize the texture. Performance depends on neighborhood
size, which can be chosen to minimize prediction error.
Random field models represent the texture images as realizations of
a random field with a probability distribution concentrated over the most
likely images. The joint probability distribution for the image is specified
through the conditional probabilities of pixel gray level (or texture type) for
a given pixel given the rest of the image [19]. These are assumed to depend
only on gray levels (texture types) of neighboring pixels (the Markov prop-
erty). A suitable form must be specified for the neighborhood and nature
of the probabilities. Commonly the Gibbs’ random field model is used, in
which the joint probability has an exponential form, or the Gauss-Markov
random field [49, 13]. However, parameter estimation to fit the probabili-
ties to the images can be difficult. Such models also typically include only
nearest neighbor interactions and do not realistically capture higher order
structural information in the images. Compared to other techniques, the
MRF can achieve very high classification accuracy (100% for many tex-
tures) but for a few textures its performance can be very poor [1].
Wavelet transforms and Gabor filters both provide multi-resolution spa-
tial frequency decompositions of an image. Wavelets [56, 57, 64, 100] are a
set of orthogonal basis functions which provide a complete representation
of the image at different scales. The coefficients of the basis functions pro-
vide the multi-resolution texture features. If the number of coefficients is
very big, the dimension of the feature vector is decreased. There are many
choices of basis function. The Fourier series expansion is one example, using
sine and cosine curves. Wavelets are popular but do not always perform well
for texture analysis [94, 69, 101]. Results in [94] suggest that the discrete
wavelet approach (99% accurate overall) should perform better than most
traditional single resolution approaches such as SGLC.
Gabor filters [31, 43, 39] are also widely used. The Gabor functions
are used in a similar way to wavelets, as basis sets, though their non-
orthogonality makes computation of the coefficients non-trivial. The image
is represented as a linear superposition of Gaussian modulated complex si-
nusoids (whereas the Fourier representation [76] uses only sinusoids). Vari-
ous studies have compared the Gabor filter with other texture classifiers and
segmentation schemes, mainly MRF [39] variations and wavelet methods
[68]. Haley and Manjunath [39] found that the Gabor filter outperformed
MRF methods, while Manjumath and Ma [58] found that the Gabor fil-
ter and multi-resolution simultaneous AR models outperformed wavelets.
However it did not perform well in a comparison of filtering methods by
Randen and Husoy [72]. Multichannel filters based on the Gabor filter, but
with much lower computational cost, can perform almost as well [71]. Gabor
filtering has various desirable properties over other multi-resolution meth-
ods [103, 59] and the advantage of strong parallels with the low level visual
processing of humans and other mammals.
Finally, texture analysis of color images [28] is a higher dimensional
problem than for gray level textures. Transforming an image from RGB
space to a different color space, such as LUV space [82], can be useful for
producing a more perceptually consistent image segmentation [62] when
combined with morphological operators. Ko¨ppen et al. [48] proposed a gen-
eralization of gray-scale morphology to color images. Monadjemi et al. [63]
proposed Walsh transforms for color texture classification, while Chindaro
et al. [13] used color space fusion for classifier combination.
9.2.2. Evolving Textures
For evolving textures, such as occur in a corrosion process where a few small
‘spots’ gradually increase in size and number until they cover the surface
of the material (see Figure 9.8), or in diseased tissues imaged over time,
the classification problem is one of relating a given sample of texture to
a specific time within a texture evolution process rather than to one of a
series of unconnected texture classes.
Most conventional texture classifiers compare characteristics of the tex-
ture with those of a known class and place it to the nearest class, according
to some measure of closeness, e.g. the maximum likelihood (ML) or Eu-
clidean distance criteria. For example, Liu et al. [52] use a quadratic dis-
criminant function; Kyvelidis et al. [51] use fuzzy logic to classify defects
(the results are used on a series of corrosion images to examine the growth
process); Garcia-Sevilla and Petrou [33] use the nearest-neighbour rule with
various distance measures; Clausi [14] uses a 2-class Fisher linear discrimi-
nant rule to project an n-dimensional class feature set to a one-dimensional
vector providing an optimal separation of 2 classes, and a series of ML clas-
sifications is then used to assign an observation to the class with the highest
number of hits; and Rajesh et al. [70] use unsupervised classification based
on the ISODATA algorithm [29], which minimizes a least squares objective
function.
The PEF method differs in that, instead of using a series of comparisons
with predefined classes, it computes a set of parameters directly related to
the class or state of evolution on a continuous scale, from the statistical
texture characteristics. The removal of the direct comparison stage enables
the classification of images that are not from any of the training classes,
but are from classes intermediate to these, as long as the growth pattern
is sufficiently well represented by the training examples. More importantly,
the use of all instances of the texture over time to train the classifier means
that for smaller training sets there is more information available for train-
ing. Chantler and Stoner [8] have shown that the use of combined sequences
of data measurements can greatly decrease the error rate of feature classi-
fication over methods using each measurement in isolation.
9.2.3. Advantages of Morphological Analysis
Series of evolving texture images often consist of images which initially
contain very little detail, then the texture builds up through time by the
placement of more and/or larger objects in the image. This is the case
with images of corroding metal, for example, considered in Section 9.5, in
which the metal begins as a smooth surface, then becomes damaged and
a small seed or grain of corrosion appears. Further grains may appear at
other positions in the image and these grains increase and enlarge over time
to cover the image plane. Alternatively an evolving texture may coarsen
over time, as in images of soil becoming wetter. In either case such images
are well suited to a morphological analysis, which extracts size and shape
information from texture elements present in the image at a given time.
Mathematical morphology [60, 81] is a methodology for shape-based
non-linear image filtering using set operations. It has a very broad spec-
trum of applications and can be applied to localized textures, pixel by pixel
[26, 27], particularly where a texture is composed of well-defined grains
or where variation in the grains is important. This approach allows for
good discrimination between the texture of interest and any background
clutter which does not share similar shape properties. In particular, al-
though the granulometry (Section 9.3) is a statistical method, it can be
related to the 3-D physical properties of a material and its surface texture.
While covariance-based methods, such as autoregression, difference statis-
tics, Fourier transforms and SGLC, only describe the texture process up
to second-order characteristics, morphological methods can capture higher
order properties of the spatial random processes [3] and no other approach
directly uses shape information in the image. Morphological tools can also
be directly translated to Boolean algebra, and therefore are easily imple-
mented in hardware for efficient integration into digital systems for faster
processing [2].
9.3. Granulometries
Granulometries are well known morphological tools [20, 79] which consist
of an iterative sequence of morphological operations. The simplest granu-
lometry consists of a series of structural openings [60, 20], which we use
here.
A morphological opening, SoB, of an image S by a structuring element
(SE) B, is the image consisting of the union of every translation x of B
that is totally contained within the image set in S (or which fits beneath
the image surface in the gray level case), giving a coarse representation of
the original image:
SoB = ∪{B + x : B + x ⊂ S}. (9.1)
For gray-scale images, opening with a 2-D SE is faster than using a
3-D SE, however the latter can also extract information on the gradient
and contours of the surface, as well as surface shape information.
An opening-granulometry uses a series of SEs of increasing size r, that
remove all image particles within which the SE cannot fit. Grains of smaller
size are removed from the image by small scale SEs and larger grains are
removed sequentially as the SE is increased in size until no image content
remains. The volume Ω(r) of the opened image is recorded at each step, i.e.
the sum of all pixel intensity values in the image (or a sum of remaining
pixels in the binary case). These volumes are then normalized using the
initial volume Ω(0), to define a cumulative probability distribution function,
the size distribution,
φ(r) = 1− Ω(r)/Ω(0), r = 0, . . . , R, (9.2)
which increases monotonically from 0 to 1 as r increases. This is the pro-
portion of the volume removed up to and including step r. The differences
between the normalized values define the pattern spectrum of the image
(Figure 9.3):
Φ(r) = φ(r)− φ(r − 1), r = 1, . . . , R, (9.3)
i.e. the proportion removed at stage r, which approximates the derivative
of φ(r) and is a probability mass function.
Figure 9.3. A size distribution (left) and its corresponding pattern spectrum (right).
The pattern spectrum profile captures the size and shape information
from the foreground texture detail at differing scales. The more ’peaked’
the profile, the more closely the shape of the SE fits the texture structure,
as sharp drops indicate a large number of grains of a given size and similar
shape to the SE. Smooth graphs indicate a more even spread of sizes of
grains, or grains which are not similar in shape to that of the SE. Figures
9.4-9.5 show examples for a simple gray-scale case and a real texture image.
In Figure 9.4, the image contains 4 squares of different sizes and an ellipse,
and the SE is square. The pattern spectrum contains several separate spikes,
one for each of the 4 squares (which drop out one after the other as complete
objects, as they are the same shape as the SE), and several contributed to by
the ellipse (which differs in shape from the SE, and so is gradually eroded to
become more rectangular in shape before disappearing completely). Figure
9.5 shows a 3-D (gray-scale) image and the SE used was a 2-D square. There
is no clear separation of the grains by the background, and the use of a SE
with dissimilar structural shape to that of the grains in the image results
in a pattern spectrum which consists of a slowly decreasing curve, rather
than a series of spikes corresponding to complete objects disappearing.
(a) (b)
Figure 9.4. (a) Image consisting of differently shaped grains, and (b) its pattern spectrum
obtained using a square SE; the horizontal axis represents size r and the vertical axis s
the proportion of image volume removed.
(a) (b)
Figure 9.5. (a) A texture image of dried paint[6], and (b) its pattern spectrum from a
square SE.
As the pattern spectrum is a probability mass function, its statistical
moments can be calculated and used as texture feature descriptors [25, 60,
54]. These are referred to as the granulometric moments [20]. The ith order
moment is:
Mi = E(ri) =
∫
r
rΦ(r)dr ≈ ΣriΦ(r), (9.4)
in which r is a measure of size of the SE.
More general granulometries that do not necessarily use an opening can
be defined [22]. In each case there is a parameterized set of operators {ψr}
and the volume of the image operated upon by {ψr} is computed to form
the size distribution. In our application {ψr} is an opening by a single SE
rB, where B is a fixed primitive (the generator of the granulometry) and r
is a scaling factor. Another frequently used granulometry takes {ψr} as a
union of openings from different SEs rB1, rB2, . . . , rBm [5].
Use of the Euclidean granulometry [24] ensures that the granulometry
acts strictly as a sieve, in which grains or image areas are removed depend-
ing only on their size and shape relative to the SE(s). The Euclidean granu-
lometry is a family of operations {ψr(S) = S o rB} which is anti-extensive
(i.e. ψr(S) ⊆ S); increasing (A ⊂ B =⇒ ψr(A) ⊂ ψr(B), i.e. the sequence
of processed images has the same order as the original images); fulfilling the
mesh property (ψrψq = ψqψr = ψmax(r,q), r, q > 0, i.e. use of several SEs
is equivalent to using only the largest); scale invariant (ψr(S) = rψ1(S/r),
i.e. scaling S by 1/r, sieving by ψ1, then re-scaling by r is the same as
sieving S by ψr); and translation invariant (ψr(Sx) = (ψr(S))x, where Sx
is the image S translated by x) [21]. These five properties limit the type of
operators and SEs that can be used [80, 21, 24]. In particular, the SE used
for opening must be convex.
Note that opening of the image foreground (the objects) and the back-
ground gives complementary information. Opening the foreground provides
information on size and shape, while opening the background provides in-
fomation on spatial distribution of the objects in the image. Use of the
pattern spectrum moments from both foreground and background is there-
fore recommended.
It has been shown [77, 86] that the granulometric moments for an im-
age containing disjoint grains are asymptotically normally distributed with
increasing numbers of grains. For a limited amount of grain overlap, the
distribution can be assumed to be approximately asymptotically normal.
This asymptotic normality is one reason why the granulometry has proven
to work well for texture classification in conjunction with a Gaussian ML
classifier [78, 77]. We use this as a benchmark for the PEF approach.
The theoretical properties of granulometries and their properties in
local texture classification are well researched. They have achieved classi-
fication accuracy in the high 90% range using granulometric features in a
Gaussian ML classifier [26, 11] on Brodatz textures [6], even in the pres-
ence of noise and visually similar textures. Other morphological tools have
also been used, with a fuzzy hit-or-miss texture transform achieving 96.9%
accuracy for Brodatz textures in [102]. The granulometric approach has
proved successful in varied applications, including blood cell analysis and
chromosome overlap detection [12]; detecting changes in trabecular bone
with an ML classifier [10]; analysis of electrophotographic (toner particle)
images [25]; segmentation of digital mammograms [3], and counting white
blood cells [91].
Ayala and Domingo [1] proposed new descriptors for binary and gray-
scale images based on new spatial size distributions, that generalize the
usual granulometric size distribution. These combine a granulometric anal-
ysis of the image with a comparison between the geometric covariograms
for binary images, or, for grayscale images, the ACF (auto-correlation func-
tion) of the original image and its granulometric transformation. The new
descriptor was better where a finer description of the image was required.
The ACF on its own did not perform as well as using granulometry. Ayala
and Domingo [1] compared their new method using a Bayesian classifier
with some of the most common existing methods, including an opening-
granulometry performed only on the foreground (thereby losing shape dis-
tribution information, which the new method included). There was no
undisputed best classifier, however overall they concluded that the gran-
ulometry with added spatial data was at least as good as any of the other
methods (MRFs, SGLCs, fractal dimensions [17, 46, 93] and Gabor fil-
ters). Performance increased dramatically when spatial distribution data
was included with the foreground granulometric moments. Even a fore-
ground granulometry performed at least as well overall as a simple SGLC,
for example.
Sivakumar and Goutsias [85] developed morphologically constrained
Gibbs’ random fields and applied them to texture synthesis and analy-
sis. It was shown that under certain conditions the ML estimators of the
morphologically constrained GRF parameters could be approximated us-
ing the granulometric pattern spectrum, providing a much easier and faster
implementation of GRFs. A computationally simple morphological Bayes’
classifier then achieved 98% correct classification on Brodatz textures.
9.4. Parallel Evolution Functions
The Parallel Evolution Function (PEF) approach [54] to time classification
of evolving textures is now described. It may be used with any calculable
descriptors that characterize the image at different times. Here it makes use
of the granulometric pattern spectrum moments as image features. These
are calculated, as described above, from a granulometric opening of the
texture image.
The PEF approach is a statistical method which places an image from
an evolving process directly to a position on the evolution time scale of the
process, rather than compare the observed features with all available time
classes and allocate to the closest class. It relates the evolution parame-
ters of the model assumed to generate the texture images to the observable
granulometric moments over a series of time steps, using multiple linear
regression (MLR) of the moments, as the dependent variable, on the evo-
lution parameters, as the explanatory variables. (Note that the moments
are random functions of the fixed parameters of the evolution process). Us-
ing a training set of simulated images for which the underlying evolution
parameters are known, a multiple regression model is fitted for each cho-
sen moment, giving an “evolution function” relating the (mean over the
available observations at each time step of the) moments of the evolving
textures to the parameters controlling the evolution. The result is a set
of these evolution functions; one for each chosen moment, hence the term
“parallel”. Once the PEFs are fitted, for any new image, for which the time
state is unknown, the granulometric moments of the image are calculated.
Each of the PEFs could be used singly to predict the evolution parameters
and then the time of evolution, however each of the PEFs involves the same
parameters. Therefore the PEFs are combined as described below.
At each of n + 1 times t = 0, . . . , n, there are l images, giving l ×
(n + 1) moments of a given order i, i = 1, . . . ,m. Let Mi(t) denote the
training sample mean (averaged over the l images) of the ith moment at
time t for times t = 0, 1, . . . , n, giving an (n + 1)-vector of moments of
order i, Mi = (Mi(0),Mi(1), . . . ,Mi(n))T . Pj is the (n + 1)-vector Pj =
(Pj(0), Pj(1), . . . , Pj(n))T , where Pj(t) is the jth evolution parameter, j =
0, . . . , J , at time t (used as an explanatory regressor variable). The least-
squares MLR model is given by
Mi = ΣJj=0bijPj + ri, i = 1, . . . ,m, (9.5)
i.e.

Mi(0)
Mi(1)
...
Mi(n)
 =

P0(0) P1(0) . . . PJ(0)
P0(1) P1(1) . . . PJ(1)
...
...
. . .
...
P0(n) P1(n) . . . PJ(n)


bi0
bi1
...
biJ
+

ri(0)
ri(1)
...
ri(n)
 ,
(9.6)
where the (n+1)-vector P0 = (1, 1, . . . , 1)T , and ri is an (n+1)×1 column
vector of random errors or disturbance terms representing the deviations of
the ith order moments in the vector Mi from the expected moments given
by ΣJj=0bijPj. The coefficient vector bi = (bi0, bi1, . . . , biJ)
T is estimated
by minimising the error sum of squares [61]:
Σnt=0[Mi(t)− ΣJj=0bijPj(t)]2, (9.7)
giving
bˆi = (PTP)−1PTMi. (9.8)
We have such a regression model Mi = Pbi + ri for each moment used
(i = 1, . . . ,m). The goal is to estimate the evolution parameters from the
moments, and having acquired these parameter estimates, to use them to
derive the time status of the image. The same evolution parameters are
involved in each regression equation, which we use as follows. Let M, B
and P be defined as:
M =

M1(0) M2(0) . . . Mm(0)
M1(1) M2(1) . . . Mm(1)
...
...
. . .
...
M1(n) M2(n) . . . Mm(n)
 = (M1 |M2 | . . . |Mm), (9.9)
B =

b10 b20 . . . bm0
b11 b21 . . . bm1
...
...
. . .
...
b1J b2J . . . bmJ
 = (b1 | b2 | . . . | bm), (9.10)
and
P =

P0(0) P1(0) . . . PJ(0)
P0(1) P1(1) . . . PJ(1)
...
...
. . .
...
P0(n) P1(n) . . . PJ(n)
 = (P0 | P1 | . . . | PJ). (9.11)
Then the MLR model can be summarized by M = PB + R, where R =
(r1 | r2 | . . . | rm). Then Mˆ = PBˆ where Bˆ = (bˆ1 | bˆ2 | . . . bˆm) contains
all the least squares estimates of the coefficients from the regressions for
each of the moments (i = 1, . . . ,m) separately.
Given a new image, the evolution parameters P are then estimated
from the observed moments as Pˆ =MBˆ+ where Bˆ+ is the pseudo-inverse
of Bˆ and where Bˆ+ = Bˆ−1 if B is non-singular [19]. The assumed growth
model equations relating evolution parameters to time are used to convert
estimated evolution parameters to estimated evolution time (Section 9.6.1).
The process is illustrated in Figure 9.6.
9.4.1. Model Fitting Issues
Use of ordinary least squares (OLS) regression, as described, assumes that in
each of the m regression models, the errors ri(0), . . . , ri(n) are uncorrelated
Figure 9.6. The training and classification process for the PEF approach, using param-
eters P1–P3 and moments M1–M3; solid and dotted lines indicate training and classifi-
cation steps respectively.
and have the same variance τ2i , i = 1, . . . ,m, and the optimal estimators
of the regression coefficients are given as in Eq. (9.8). If these assumptions
are invalid, these estimated coefficients will be suboptimal. Weighted least
squares regression allows for differing error variances within a given re-
gression model, while generalized least squares (GLS) regression allows for
correlated errors also, as are likely to be present in data collected through
time. GLS assumes that cov(ri) = τ2i Wi, i = 1, . . . ,m, where Wi is an ar-
bitrary positive definite (n+ 1)×(n+ 1) variance-covariance matrix, rather
than cov(ri) = τ2i In+1, a constant multiple of the (n+ 1) × (n+ 1) iden-
tity matrix, and the minimum variance linear unbiased estimators of the
regression coefficients are then [99, 73]
bˆi = (PTWi−1P)−1PTWi−1Mi. (9.12)
However, estimating the covariance matrix means that the estimated coef-
ficients bˆi no longer have minimum variance and may have greater variance
than the OLS estimates. Reliable estimation of individual variances and co-
variances requires large amounts of data and unreliable estimation is likely
to lead to estimates with poorer model fit than with OLS. For both the sim-
ulated and real images used below, the sample variances of the moments
were in general not constant over time, however we use OLS regression
modeling, owing to limited availability of data. This may adversely affect
model fit.
It will be seen (Section 9.6.1) that in our model all evolution parameters
increase with time, and hence there are likely to be collinear relationships
between the explanatory variables [73]. The likelihood of the fitting of the
regression coefficients becoming unstable (i.e. small changes in the data or
explanatory variables leading to large changes in the estimated coefficients)
due to collinearity was tested, using eigenanalysis [73] of the covariance ma-
trix of the explanatory variables as well as altering the order of the chosen
explanatory variables. Near-zero eigenvalues indicate linear dependencies
between the explanatory variables. For both the simulated and real data,
collinearity was found to be present, especially for the background data,
however this did not appear to cause model instability. Nevertheless, cen-
tering the explanatory variables, or using principal components regression
[73] may be helpful.
Assessing model fit using statistical tests requires that the moments
(or residuals) in the regression model are normally distributed [99, 73]. For
the simulated images, normal probability plots and histograms indicated
that the distributions of the residuals were reasonably symmetric but heavy
tailed. The plots for the background moments of the real images were closest
to a normal distribution.
9.5. Application to Corrosion Images
Industrial inspection is a well-established field, essential to the safe and
economical running of any business involved in manufacturing or requir-
ing to maintain equipment. Component damage or defects often consists
of cracks, discoloration, or variations in size or texture [25, 89, 51, 82].
Mechanical parts, such as aircraft engine components [74], showing signs
of damage may be routinely replaced at regular intervals, whereas optimal
replacement times may be different. Having the ability to relate degree of
damage to weakening of a component is therefore important.
The motivation is to develop a method for automatic detection and
classification of corrosion of metal parts according to its seriousness in terms
of component weakening or loss of functionality. Figure 9.7 shows samples
of turbine blades with varying degrees of corrosion. Clearly it would clearly
be desirable to remove blades as corroded as that in D, before they reached
this degree of damage.
Figure 9.8 shows 4 images of a mild steel plate, sprayed regularly with
a dilute saline solution over a period of 9 days, as it corrodes over time. The
resulting series of 10 images (at times t = 0− 9 days) shows the evolution,
from no corrosion to almost complete oxidation of the surface of the plate.
The plate changed from gray to brown during the experiment, however there
was insufficient variation in color for color itself to be useful for prediction
of time state. The 10 images of 1400 × 1400 resolution were converted to
Figure 9.7. Turbine blades showing different degrees of corrosion: some damage visible
on C and severe damage on D.
(a) t = 0 (b) t = 4
(c) t = 7 (d) t = 9
Figure 9.8. Gray-scale corrosion images at times t = 0, 4, 7 and 9 days.
gray-scale (as shown) for gray-scale granulometry to be used. The blob-
like textures observed in these images are well suited to a morphological
analysis, as provided by granulometry.
Corrosion appears as an irregular texture, which evolves according to
an underlying chemical process controlled by many factors, such as environ-
mental humidity and acidity, initial surface roughness and type of material.
The detection of corrosion is seldom easy, as any image of a component will
contain shading and shapes that are not the result of corrosion but which
may look similar to the effects of corrosion. The PEF method assumes that
the evolution of the underlying chemical process results in a parallel evo-
lution of the visual texture, and approximates this relationship in order to
classify an observed texture to a precise point on the evolution scale. The
texture process is modeled as a time dependent stochastic spatial point
pattern described by random variables whose value depends stochastically
on parameters which are functions of time. These underlying parameters
can be used to quantify component weakening, through mechanical test-
ing or comparison with components that have been assessed by a human
expert. However, these parameters describing the evolutionary state of cor-
rosion cannot be observed directly from new corrosion images. The pattern
spectrum moments of the corrosion image are therefore used as a means
of estimating the underlying hidden parameters. These estimates can then
be used as a measure of the state of evolution or severity of corrosion, by
finding the equivalent length of time taken, under set conditions, for the
corrosion to form and therefore the degree of weakening caused (if this is
known for the training data).
9.6. Modeling the Texture
9.6.1. Image Simulation
The methodology is illustrated first on binary, then gray-scale, simulated
images. Simulation permits fitting of the regression models relating the
underlying model parameters to the observable granulometric moments, as
the values of the parameters are known for a given evolution time of the
texture. The choice of model and parameters controlling the evolution was
based on observations of corrosion forming under natural conditions. This
appears as a few small spots, which grow slowly at first, then size, and then
also the number of spots increase rapidly, until the entire surface is covered.
Therefore the model assumes corrosion to be a spatial point pattern growing
from randomly distributed seed points [65].
A Boolean point process model [18, 41, 79], a random process in which
random shapes (‘grains’) are positioned according to an independent point
process [36], is used to represent the image textures, although any suitable
model can be used. Grains are scaled to random size and placed randomly
(according to a Uniform distribution) in the image plane with grains simu-
lated according to a Poisson point process with grain intensity λ(t) (number
of events per unit area) controlling the number of grains in the image. The
Poisson process assumes that the grain positions are disjoint but grains
may overlap. The values of the parameters of the model (the intensity and
the grain size parameters), the “evolution parameters”, are functions of the
evolution time t.
The parameters were chosen empirically to give a series of realistic-
looking textures, beginning with no coverage of the image background, in-
creasing rapidly to almost complete coverage (at time t = 20). Texture
growth is achieved by increasing grain intensity λ(t) and mean grain size
µ(t) with time. The variance of the grain dimensions also increases with
time, to allow for new seed points forming once larger grains are already
formed. An increase in the rate of corrosion with time can be explained
as being due to the increased surface area exposed by surface roughening
[98]. Grain size at time t is taken as a folded Normal random variable (i.e.
absolute grain size is used), with mean µ(t) and standard deviation (s.d.)
σ(t). The grain intensity (no. of grains) λ(t) and size standard deviation
σ(t) are assumed to increase linearly, while mean grain size µ(t) increases
quadratically with time, as illustrated in Figure 9.9. This results in grains
that both grow and overlap to a greater extent as time increases.
Figure 9.9. Assumed evolution path of the corrosion model parameters, using µ(t) =
0.03t2 + 0.133t+ 2.61; σ(t) = 0.0416t+ 2.349; and λ(t) = 4t+ 16. Note that some small
grains are present at time 0.
For a new image, once the parameter values are estimated from the
moments, each of the equations relating the parameters to time is inverted
to predict time t for that image and these various predictions are averaged.
Alternatively, a single equation may be chosen on the basis of minimizing
classification error for the training images, giving a single predicted time.
Figures 9.10–9.11 show example textures using binary octagonal grains
and square-based gray-scale pyramidal grains (clipped to a maximum gray
level of 255). These simulated images were generated using new seed points
in every instance and not grown from one set over time. Both models use
parameter evolution as in Figure 9.9. For the octagons (approximation to
a disc) the grain size is the radius. For the pyramids, the mean base length
is taken as 2µ(t) + 1, for comparability with the octagons, and the mean
step size is also set to µ(t), so that gradient and overall gray level increase
with time.
(a) t = 0 (b) t = 11 (c) t = 20
Figure 9.10. Binary octagonal textures at times t = 0, t = 11 and t = 20.
(a) t = 0 (b) t = 11 (c) t = 20
Figure 9.11. Gray-scale pyramid images at times t = 0, t = 11 and t = 20.
9.6.2. PEF Modeling
We use the first three moments of the pattern spectrum, Mi(t), i = 1, 2, 3,
at each time t (see Section 9.3), so there are three regression equations. We
chose an MLR model depending on a subset of the first five powers of the
Boolean model parameters, µ, σ, λ, µ2, σ2, λ2, . . . , µ5, σ5, λ5, which results
in a set of 15 candidate explanatory regressor variables p1, p2, . . . , p15 (and
16 coefficients if an intercept is included). This was done to increase the
chances of good model fit. The “best” three MLR regressor variables of these
15 candidates for each regression were chosen as those giving the lowest
classification error on the training images. This is very time consuming,
and a stepwise variable selection procedure may be more useful in practice
[73]. Note that these were not necessarily those variables giving best fit
of the regression models. It was generally found that the best results were
obtained by restricting the number of regressor variables and using separate
regressions for the foregound and background moments. Three variables
were used here so that B is a square matrix when modeling 3 moments,
but more could be used.
The evolution time is estimated as the (nearest integer to the) mean of
the estimated times from the foreground and background regressions.
9.6.3. Benchmark Methods
The most commonly used classifier is the Gaussian maximum likelihood
(ML) classifier [30], however (both for this and the optimal Bayes’ classifier
assuming multivariate normality of the feature variables), the number of
observations needs to be larger than the number of variables used, for the
covariance matrix of the variables to be non-singular [34]. This severely
limits the usefulness of these methods in this context, given the very small
number of observations often likely to be available in practice. The ML
classifier was therefore used with the pooled covariance matrix from all
time classes (the MLP method). In some cases MLP performed worse than
ML using individual covariance matrices and in other cases it was better,
but it always produces a result for 2 or more training observations. In our
application, ML fails completely for fewer than 7 training observations, as it
was used with 6 feature variables (i.e. the three pattern spectrum moments
from each of the foreground and background images).
We use the ML and MLP classifiers and the minimum distance (MD)
classifier [85] (which can be used regardless of sample size), as benchmark
comparisons for the PEF. Unlike ML, MLP and PEF, which use the pattern
spectrum moments as feature variables, the MD method is applied to the
discrete pattern spectrum itself (and all pattern spectra are filled out with
zeroes to the size of the largest pattern spectrum observed, to make this
possible). MD chooses class k such that
k =
argmin
t
{ΣRr=0[Φobs(r)− Φt(r)]2}, (9.13)
where r indexes the scale of the SE used in opening and R is the largest
such scale, and Φobs(r) and Φt(r) are the values of the pattern spectrum at
scale r for the observed image and the t-th class respectively. In practice we
have a sum of squared distances, as in Eq. (9.13), for both the foreground
and background pattern spectra and we classify using the total of these
sums. See [85] for optimal properties of the MD classifier.
9.6.4. Results for simulated images
The results below use an octagonal SE for the opening of the binary octag-
onal grain images, and a pyramidal SE calculated using the fast algorithm
of [87] for the gray-scale pyramid images. The gradient of the slope of the
pyramid SE was decreased from very steep steps of 31 to steps of 2 (almost
flat), with height being kept at approximately 255 by increasing base size
as the gradient decreases. In this case, in calculation of the moments in Eq.
(9.4), r represents the gradient.
Performance is assesssed through several error measures, referred to as
type 0, type 1, type 2 and type 3 error. Type i error is defined as
1
n
Σnj=1Ii(C
j
est − Cjobs), i = 0, . . . , 3, (9.14)
where j indexes the n images to be classified, Cjest and C
j
obs are respectively
the estimated and actual class/state of image j, and Ii(x) = 1 if | x |> i, else
Ii(x) = 0. Hence type i error records the proportion of images not classified
to within i units of their actual time state. These error measures reflect
the nature of the corrosion application. For applications where safety or
damage limitation is critical, the maximum allowable chance of a component
or system failing is set deliberately low to allow for uncertainty in safety
status and ensure safe operation. It is more important always to predict the
safety/damage status close to the correct class, than to be exactly correct
most of the time but have the occasional large error. Where some overlap
between classes is also possible, such as in the simulated images, for which
the evolution parameters controlling the grain size and density are random
variables, classification may not be exactly correct, but still effective for
assessing evolution state. In assessing corrosion, deciding whether corrosion
is too advanced will depend on being ‘close’ to the time classes representing
advanced corrosion in the training data. Again, allowing some tolerance
before recording an error is sensible.
Table 9.1 and Figure 9.12 show results for the binary octagons, for
training sets of size 30 and 5 images at each of times t = 0, . . . , 20. The
smaller number of training images was chosen as in many real world quality
control situations very limited training samples are available. The available
data is often limited by difficulties in process monitoring, tracking of parts,
record keeping, and various other factors. In both cases, an independent
test set of 30 images was used at each time step to find the error rates,
so that n = 630 in Eq. (9.14). The smaller sample size is too small for the
unpooled ML method to be feasible. For the gray-scale pyramids, the errors
have been averaged over 10 sets of training observations of a given size, for
greater stability with smaller training set sizes. Table 9.1 and Figure 9.13
give the results.
No method achieves a low type 0 error, and classifying exactly correctly
is clearly difficult. For both octagons and pyramids, PEF is better than MD
Training set size 30 images 5 images
Error type 0 1 2 3 0 1 2 3
Images Binary octagons
Method % error
MLP 39 5.9 1.3 0.3 45.6 8.7 1.9 0.5
ML 38.7 3.5 0.6 0.2 - - - -
MD 49 11 1.9 0.2 57 16 5.4 1.1
PEF 49 5.4 0.6 0 47.6 5.6 0.6 0
Images Gray-scale pyramids
Method % error
MLP 42.3 16.9 7.8 2.6 46.1 17.1 8.6 3.6
ML 50.1 5.3 0.4 0.0 - - - -
MD 61.0 23.0 9.4 4.4 66.3 26.5 11.4 5.3
PEF 60.4 11.4 2.1 0.4 60.0 11.4 2.3 0.4
Table 9.1. Type 0, type 1, type 2 and type 3 errors for binary octagonal textures and
gray-scale pyramid textures, using 30 and 5 training images.
for all error types, especially for the smaller training set, and better than
MLP for all except type 0 error. PEF is barely affected by a reduction in
training set size, whereas MD and MLP both perform better for the larger
training set.
For the octagons, and 30 training observations, ML is better than PEF
for type 0 and 1 errors, but ML is unavailable for the smaller training set
sizes, and PEF and ML are very similar for error types 2 and 3. For the
pyramids, ML is always better than PEF for the larger training sample,
but again cannot be used for smaller samples.
Figures 9.14 and 9.15 show type 0 and type 2 errors as a function of
training set size. For type 0 error, for the octagons PEF is best for very
small numbers of observations, beyond which MLP is best, whereas PEF
is poorer than the other methods for the pyramids. Where some tolerance
is allowed, PEF is clearly the best and most consistent choice regardless of
sample size.
Further results, for triangular grains and mixed grain types, are given
in [54, 55]. Robustness of the PEF, when trained on one set of textures and
applied to textures in which only the grain shape differed but the generative
model followed the same evolution process, was also investigated in [54, 55].
Achieving acceptable results depends on the relationships of the moments
with time being similar for the two processes.
(a) 30 training observations
(b) 5 training observations
Figure 9.12. Percentage error versus error type (tolerance) for binary octagons.
9.6.5. Results for corrosion images
The granulometric opening of the corrosion images here uses gray-scale
pyramid structuring elements of increasing base size as 3-D probing func-
tions, applied as in Section 9.6.4.
For the simulated training images generated from a model, the evolu-
tion parameters used in the PEF approach are known. The model for the
simulated images is used as an estimate of the model linking the parameters
to time for the corrosion images. It is not necessary that the parameters
relate to precise physical structures in the real images. They are instead
“virtual” parameters which are used to encode time.
The ten 1400 × 1400 corrosion images (Figure 9.8) were each cut into
49 sub-images of size 200× 200. The first 7 such images (from the top row)
for each time were used as the training data, reflecting the small training
set sizes typically available in practice for such applications, and another 7
images from the right hand side of the plate were considered as independent
test data. The limited number, and the position, of the selected images owes
to the reflection of the camera on the polished surface (seen in Figure 9.8)
being harder to remove than the gradual light variations. However, there
(a) 30 training observations
(b) 5 training observations
Figure 9.13. Percentage error versus error type (tolerance) for gray-scale pyramids.
is substantial variation within the corrosion images at a given time t, and
obtaining sufficiently similar training and test images was difficult. Figure
9.16 ilustrates this variation, showing a 200 × 200 training image taken
from the top left of the original image at day 5, and a test image taken
from the bottom right. In this application, clearly larger training images
are desirable, to encompass the variation found in these stochastic textures
at a given point in time. The results shown are therefore for the dependent
data.
Figures 9.17 and 9.18 show percentage errors for 1 to 7 training images.
Given the small training set sizes, the ML method is not used and MLP is
inapplicable for only 1 training image. The error rates shown are averages.
The training observations were chosen randomly from the available set of
training images, and up to 10 such choices were made, depending on the
training set size. Averaging the resulting error rates smooths out fluctua-
tions caused by the particular choice of small training set. Results are shown
for the combined PEF method, as previously, as well as for PEF applied to
the image foreground (FRONT) and background (BACK) separately. The
results are compared with those of MD and MLP.
(a) Type 0 error
(b) Type 2 error
Figure 9.14. Percentage error versus training set size for binary octagons.
For type 0 and type 1 errors, MD is best for 1 or 2 observations. For
type 0 error, MLP is clearly best for more than 2 observations and PEF,
FRONT and BACK methods are poorer. For type 1 errors, MLP and PEF
are equally good choices for more than 2 observations. For type 2 and
type 3 errors, MD is best only for 1 observation, and beyond that PEF
and FRONT are generally best. BACK does not perform as well, and of
the combined PEF, FRONT, and BACK, the combined PEF is the most
consistent of the three methods. These results are not quite as good as for
the simulated images, however PEF is still the best method overall when a
small tolerance is allowed, where there is more than 1 training observation.
MD and MLP are more accurate with no tolerance.
PEF is more sensitive to changes in texture than MLP and MD, which
is generally an advantage, although it does require that the moments and
evolution functions are similar for the training data and the process gen-
erating the textures to be classified. The poorer performance of PEF for
the real data with only 1 or 2 training observations is a result of the larger
(a) Type 0 error
(b) Type 2 error
Figure 9.15. Percentage error versus training set size for gray-scale pyramids.
Figure 9.16. Training image (left) and independent image (right) from day 5.
variation in the moments within a given time state requiring more data to
fit the regression model reliably.
(a) Type 0 error
(b) Type 1 error
Figure 9.17. Percentage error versus number of training observations for corrosion im-
ages.
9.7. Summary
Morphological methods have the advantage, over other approaches to tex-
ture analysis, of directly evaluating shape and size information in the tex-
ture image. Granulometric analysis applies morphological operators in se-
quence at a series of different scales. The resulting granulometric pattern
spectrum and its statistical summaries characterize the proportions of the
image containing objects/texture elements of different sizes and shapes.
Evolving shape-based textures, arising from a process in which size and/or
shape of texture elements present changes with time, are therefore intrin-
sically well suited to a granulometric approach to texture analysis.
Furthermore, most texture classification techniques allocate images to
one of a discrete set of unrelated static textures, rather than placing an
image directly to a point on an underlying continuous scale on the basis of
a set of evolving textures related by time.
(a) Type 2 error
(b) Type 3 error
Figure 9.18. Percentage error versus number of training observations for corrosion im-
ages.
The PEF method uses both granulometry and the dynamic nature of
the textures, to relate the values of the hidden parameters of an underlying
generative image model to the observable pattern spectrum moments, using
a statistical model. It then uses this model to estimate directly the evolution
status of a new image.
The results shown clearly indicate that using the relationship between
the moments and evolution parameters, rather than granulometric informa-
tion alone, improves classification accuracy for small to moderate training
samples, and gives consistent performance for larger training samples.
The PEF method has been shown to perform better than other clas-
sifiers for small training sets when the observed data is visually similar to
the training data or is controlled by a similar random growth process. This
is especially the case when the main priority is for the predicted class to be
close to the correct class, if not exactly correct all of the time. PEF performs
well when only a few training observations are available, due to its use of
information from all time states, and, unlike the maximum likelihood (ML)
method, it does not require a minimum number of observations. Compared
to both the minimum distance (MD) [85] and pooled maximum likelihood
(MLP) [30] classifiers, it performs well, hardly ever deviating far from the
correct class. This is a great advantage in quality control applications.
As it predicts directly to a time state on a continuous scale, PEF also
has the advantage of being able to predict intermediate time states between
those represented in the training set. Since it involves multiple linear re-
gression, reliable prediction of time state does require that the training data
covers the period of time or severity of interest, to avoid extrapolation [99].
While granulometries are non-linear, the PEF modeling linearly relates
the granulometric moments to the evolution parameters. This facilitates
inversion in order to estimate the evolution parameters for a new image.
It is assumed that any departures from this model or from the required
conditions for a multiple linear regression will not seriously impact on the
accuracy of prediction. However, more generally, non-linear regression mod-
els [73] or time series methods [15] could be used for modeling. Time series
models are likely to make back-prediction, as used in the PEF approach,
difficult, but are worth considering as the best form of model may depend
on the application.
Possible improvements to PEF include using a different point process,
i.e. more varied and irregular shapes of grain to build the evolution model,
and/or different grain density distributions, and different growth functions
for the mean grain size and its variance. Regarding the point process, it is
likely that new sites of corrosion will depend on the existing corrosion rather
than being randomly distributed. A suitable model should result in model
parameters being more closely related to the granulometric moments of the
real data and therefore more accurate prediction of time state. Optimizing
choice of SE(s) [23], or use of multiple SEs in a more complex granulometry
[5], are also worth considering.
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