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Control of combustion systems is of considerable importance to the 
improvement of system performance and is currently an active field of research.  An 
understanding of combustion system dynamics is crucial to the development of 
effective control systems.  Combustion dynamics and control combine the different 
aspects of combustion research such as theoretical analysis of the governing equations 
and phenomena, computational simulation, modeling, and measurement using 
advanced sensors.   
Investigation of the use of proper orthogonal decomposition to analyze 
combustion product fields and their associated dynamics is presented.  Proper 
orthogonal decomposition is applied to CO2 number density and vorticity magnitude 
data from reacting rectangular jet simulations.  The resulting eigenfunctions are used 
to develop physical insight of the vortex formations and dynamics of these jets and 
their related mixing and spreading characteristics.  It is seen that different vortex 
structures are captured in the eigenfunctions and that CO2 and vorticity eigenfunctions 
are very similar indicating that vortex-driven mixing dominates in these jets.  Using 
subsets of eigenfunctions with high information content, CO2 and vorticity magnitude 
distributions can be represented with relatively few eigenfunctions.     
Results of research to develop and apply multiple line-of-sight absorption and 
emission tomography for the study of combustion and as a sensor for monitoring and 
control of combustion systems are reported.  Absorption tomography can provide data 
on the state of macro-mixing in combustion systems that can influence system performance, e.g. efficiency, radiation signature, and pollutant emissions.  The 
development of an IR laser absorption facility for rapid scanning tomography and the 
performance of the tomographic reconstruction technique, Adaptive Finite Domain 
Direct Inversion, are discussed.  The development of a sensor system for use in a 
practical combustion device is also addressed.  Computational simulation of a 
combustor sector rig provided operating state conditions such as excited state 
population and temperature distributions.  Emission tomography measurements were 
simulated using numerical line-of-sight integration of simulated excited state number 
densities of water for two emission transitions.  Tomographic reconstruction was 
performed using Tomographic Reconstruction via a Karhunen-Loeve Basis to evaluate 
nine line-of sight measurement configurations and an optimal measurement 
configuration was selected.  Operating state identification for control applications was 
investigated using the TRKB reconstructions.   iii
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Chapter 1 
 
Introduction 
 
The widespread use of combustion systems in applications related to 
propulsion, power generation, heating, and waste incineration make combustion 
control an area of continuing interest.  Control of combustion systems is of 
considerable importance to the improvement of system performance and is currently 
an active field of research.  As a complex system, an understanding of combustion 
system dynamics is crucial to the development of effective control systems.   
Combustion dynamics and control combine the different aspects of combustion 
research such as theoretical analysis of the governing equations and phenomena, 
computational simulation, modeling, and measurement using advanced sensors.   
Control of combustion instabilities has been a primary concern in combustion systems.  
Combustion processes are extremely susceptible to instabilities; high energy density 
(heat release) drives oscillations, resonant properties of combustor geometries allow 
for acoustic oscillations, and perturbations in the flow feed unstable processes, which 
grow according to the Rayleigh criterion when the heat-release is in phase with 
pressure fluctuations.  Efficiency and optimization of a combustion process are also of 
primary concern.  Combustor efficiency, temperature distribution (pattern factor), 
radiant signature, exhaust gas composition, and pollutants can be optimized through 
control of the operating state of a combustion system.     2
Combustion control techniques can be divided into passive and active control 
methods.  Passive control methods aim to reduce the dominant unstable oscillations in 
a combustion system through modifications of combustor geometry or introduction of 
resonators to alter resonant conditions and damp oscillations.  Passive control methods 
are often inadequate for control in situations where combustor operating conditions 
change.  Active closed-loop or feedback control is promising for control of 
combustion systems as it enables control of combustion systems under constantly 
changing conditions.  Required for the development of an active control system are 
sensors for monitoring the combustion process and actuators used for modulation of 
the process.  Methods of active control include the use of actuators such as acoustic 
drivers to induce pressure oscillations, fuel injectors used to alter fuel flow 
configurations and timing, secondary jets used to alter velocity or vorticity fields, and 
heating elements. A thorough understanding of the combustion dynamics is necessary 
for the development of models relating the important parameters and governing 
equations for use in control algorithms.  The goal of the present work is the 
investigation of several of these important aspects of active combustion control, 
including the potential for model development and advancement in sensing 
technology. 
Active feedback control requires modeling of a combustion system and testing 
of control concepts under representative conditions.  The complex dynamics of a 
combustion system are governed by a set of partial differential equations, making 
thorough analytical investigation of combustion behavior difficult.  However, an 
understanding of combustion dynamics and the underlying elementary processes is 
necessary for successful control.  Finite-dimensional or reduced order models become 
necessary for the study of combustion parameters and their response to control action.  
Flame/vortex interactions, vortex enhanced mixing, and acoustic flame coupling are   3
examples of processes important to combustion dynamics.  Understanding of these 
individual processes may be used to develop components of a more comprehensive 
model of the combustion system dynamics.  In Chapter 2, the potential for 
development of reduced order models based on the CO2 and vorticity fields is 
evaluated for forced reacting rectangular jets.  These jets are of interest for use as 
actuators in combustion control applications as they have been shown to enhance 
mixing and entrainment through the development of large-scale vortical structures.   
The use of fast, accurate, and robust sensors is required to make active 
combustion control possible.  Information from sensors monitoring the combustion 
zone or exhaust gases is used in a feedback loop to reduce combustion instability or 
optimize combustor performance through operating point control.  Practical 
considerations for the use of sensors, including optical sensors, in combustion systems 
include speed of data acquisition for real-time control applications, measurement 
accuracy, integration of sensors in practical combustor geometries, and limitations on 
optical access. Common sensors used in combustion applications include pressure 
transducers, photodiodes, and radiometers.  The evaluation of a new tomographic 
measurement facility coupled with tomographic reconstruction using the Adaptive 
Finite Domain Direct Inversion (AFDDI) algorithm is presented in Chapter 3.  This 
chapter addresses the issues of data acquisition speed and measurement accuracy.  The 
high-speed infrared absorption facility was developed to make a complete set of 
measurements in less than 2 ms for tomographic reconstruction of combustion product 
concentrations.  The practical implementation of tomographic measurement as a 
sensor for combustion control is considered in Chapter 4.  Emission measurements 
are simulated at the exit plane of a practical combustor demonstrating that a limited 
number of measurements is required for accurate reconstruction using the   4
Tomographic Reconstruction via a Karhunen-Loeve Basis (TRKB) algorithm.  The 
issues of sensor integration and limited optical access are addressed in this chapter.   5
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ABSTRACT 
 
The results of proper orthogonal decomposition analyses on CO2 number density and 
vorticity magnitude data from reacting rectangular jet simulations are presented.  The 
resulting proper orthogonal decomposition eigenfunctions are used to develop physical 
insight of the vortex formations and dynamics of these jets and their related mixing 
and spreading characteristics.  It is seen that different vortex structures are captured in 
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the eigenfunctions and that CO2 and vorticity eigenfunctions are very similar 
indicating that vortex-driven mixing dominates in these jets.  The eigenvalue spectra 
associated with these eigenfunctions are used to evaluate the information content of 
the eigenfunctions, and the potential for reduced order models.  Using subsets of 
eigenfunctions with high information content, CO2 and vorticity magnitude 
distributions can be represented with relatively few eigenfunctions.  However, as the 
flows develop downstream, more eigenfunctions are needed to represent them to the 
same level of accuracy.  The potential for reduced order modeling of each field is 
approximately the same for the jets of aspect ratios 1, 2, and 3, however, there is 
stronger potential for reduced order modeling of the CO2 field than of the vorticity 
field.   
 
2.1  Introduction 
 
Combustion control technologies are under development for application to 
advanced combustion and propulsion systems [1-13]. Detection and control of the 
large-scale flow and scalar features in these systems are of primary importance as 
internal mixing control can improve combustor performance [1,2,6,10,14]. An 
overview of combustion dynamics and control can be found in the review article by 
Candel [8].  The behavior of a combustion system is governed by a set of partial 
differential equations (PDEs) that describe the fluid dynamics, combustion dynamics, 
heat transfer, and acoustics of the system [15].  These PDEs and their associated 
boundary conditions define a system state located in an infinite-dimensional state 
space [16,17,18] that can change as a function of both time and condition. Detailed 
solution of the PDEs is impractical for control applications and finite-dimensional or 
reduced order models become necessary to describe the behavior of the system.   
Reduced order models representing the dynamics of a combustion system are crucial   7
to the development of effective combustion control, by providing a model of the 
system and how it responds to control actuation [3,4,8,9,11].  For control applications, 
these models have been developed in two ways: 1) through projection of the governing 
equations onto a subspace defined by a chosen basis set [18-21]; and 2) through a 
system identification approach where a mathematical model describing the 
relationships among the important system variables is obtained from empirical input 
and output data, often including expansions of individual input or output parameters in 
a basis set [11,22].  It has been shown that the performance of a control system 
depends highly on the quality of the basis set used
19 and proper orthogonal 
decomposition eigenfunctions are often utilized [9,11,19,21,23-25] because of their 
ability to represent important parameters efficiently, requiring only a small number of 
eigenfunctions in an expansion. 
The Karhunen-Loeve (KL) procedure, or Proper Orthogonal Decomposition 
(POD), is one method that could be  used to develop reduced order models and 
investigate large-scale structures of a combustion system.  POD decomposes a set of 
distributions or functions, the ensemble, into an optimal orthonormal set of 
eigenfunctions able to represent the distributions of the ensemble [18,26-28].  These 
distributions are represented as a weighted expansion of the eigenfunctions.  Subsets 
of these eigenfunctions can offer highly efficient representations of important 
variables in combustion systems.  They are optimal in the sense that they contain the 
most information relative to any other basis set and allow one to capture the dominant 
features of a system using the fewest number of basis functions  in an expansion.   
Examination of a few POD eigenfunctions quickly identifies the most important large-
scale structures of the flow enabling the researcher to visualize the flow behavior and 
determine where more detailed investigation is desired.  Furthermore, the potential for 
a reduced order model utilizing these basis functions can be evaluated from their   8
information content as determined from the associated eigenvalue spectrum derived 
from POD.  The eigenvalue spectrum quantifies the average contribution of each 
eigenfunction in representing the distributions in the ensemble, and thus its relative 
importance, to the representation of the system properties.  For a reduced order model 
utilizing an expansion in a set of basis functions, a measure of the potential for 
modeling is the number of basis functions necessary to capture the flow physics.   
Because the POD eigenfunctions provide an optimal basis set, the number of POD 
derived basis functions required will be the lowest of any basis set and POD analysis 
can be used as a best case to evaluate the potential for modeling.   
Proposed by Lumley in 1967 as a method to recover coherent structures in 
turbulent flows [29], POD has become widely used for investigation of organized 
structures in jet flows.  POD has been used to study velocity data generated by 
numerical simulation [30,31] as well as particle image velocimetry (PIV) [32,33] and 
hot-wire measurements [34-36] in various jet configurations.  POD has also been 
applied to scalar fields such as concentration and temperature produced by numerical 
simulation [30,31,37] and experimental measurement [32,38,39].  POD has been used 
by a number of researchers to study various spatial structures in physical flows and 
systems [18,26,27]; for example, it has been applied to the study of turbulent mixing 
in jets [40] and facial pattern recognition [27].  POD results are frequently used to 
study the dynamics and understand the nature of jet flows.  For instance, results have 
been used to examine the stagnation point location and radial velocity fluctuations in 
an annular jet [33].  The relation between jet stability and jet flapping and penetration 
were examined for a round jet in a counterflow [32], and vortex rings and jet flapping 
were investigated in round jet-like flows [39].  POD results are also commonly applied 
to the identification and evolution of large-scale structures in jet flows and used in 
low-dimensional representations of the fields studied [31,34-38].  Tornianen et al.   9
developed a tomographic reconstruction technique using POD eigenfunctions as basis 
functions, taking advantage of the optimality of the eigenfunction set and the ability to 
represent a scalar field using relatively few basis functions [37].    
Low-dimensional models based on Galerkin projection of the governing 
equations onto POD eigenfunctions have been developed [9,11,30,41,42].   Studies 
have utilized POD eigenfunctions to develop reduced order models of flow over 
compliant wall surfaces and coherent structures in turbulent boundary layers
 [41] as 
well as turbulent plane Couette flow [42].  Models based on POD eigenfunctions have 
been developed to describe burning characteristics and instability in combustion 
systems for use in control applications [9,11].  POD eigenfunctions have also been 
used with partial measurements of data fields in a H2/air opposed-jet diffusion flame to 
estimate “unmeasured” quantities, showing that POD eigenfunctions have good 
interpolative properties [31].  The forced 1-D turbulent jet studies of Faghani et al. 
showed that eigenfunctions depend on the domain of measurements but are possibly 
invariant in a given flow for certain relevant parameters, e.g. Reynolds number [35].    
It has been suggested that the use of POD eigenfunctions may be extended to 
situations similar to that from which they were derived if the ensemble of distributions 
from which the eigenfunctions were generated is sufficiently large and contains 
sufficient information on the dynamics of the system [20,35].  However, for the 
majority of applications, models utilizing POD eigenfunctions are developed for a 
specific system.  Due to the need for an ensemble of distributions, the eigenfunctions 
must be derived from computational [9,19,21,23,24] or experimental data [11,23,25] 
representative of the system of interest and are sometimes referred to as empirical 
eigenfunctions.  The necessary ensemble may contain distributions resulting from 
various operating states of a system or a set of measured or simulated time realizations 
of important variables in an unsteady process.   10
The majority of the studies mentioned above were applied to axisymmetric or 
plane jets.  The studies were performed on non-forced and forced [35-37] flows and, 
with the exception of Refs. 31 and 37, the jet studies were performed on non-reacting 
flows.  Forced jets are of particular interest due to their use as actuators in combustion 
control applications [3-7].  Rectangular jets have been shown to passively improve 
mixing of the jet (e.g. fuel) with its surroundings (oxidizer) through enhanced 
entrainment due to axis-switching and to enhance mixing near corner regions and far 
downstream [1,43-45].  Entrainment and mixing control are highly dependent upon the 
development of large-scale coherent vortical structures in the flow and their 
breakdown into turbulence.   
We are investigating CO2 and vorticity magnitude data in forced rectangular 
reacting jets of varying aspect ratios as non-premixed flames where fuel-oxidizer 
mixing is required for chemical reaction [43,44].  Near the jet exit, CO2 production is 
governed primarily by fuel-air mixing through the vortex formations there while 
farther downstream, its presence is governed not only by production in mixed zones, 
but also by convective and diffusive transport.  CO2 concentration data are useful as an 
indicator of overall mixing, as well as being an important measure of combustion 
progress.  Vorticity magnitude data is investigated because of the importance that 
vorticity plays in the mixing and entrainment of these jets and the connection between 
combustion instabilities and vortex dynamics [10,14,46].
    
Data for the jet flows studied are obtained from large-eddy simulation (LES) of 
the jets, reported separately [43,44].  While both experimental and numerical 
simulation data can be used for the POD analysis, the need for a large number of 
distributions in the ensemble makes simulation data the most attractive choice.  LES 
reduces the need for the extensive computational resources required by direct   11
numerical simulation (DNS) and eliminates the need for experimental resources 
needed to gather large amounts of data on multiple jets for this study.  
In this paper the results of POD applied to CO2 concentration and vorticity 
magnitude fields in forced rectangular reacting jets of aspect ratios AR=1-3 are 
reported and discussed.  By consideration of eigenvalue spectra and eigenfunction 
information content we evaluate the potential for reduced order modeling of vorticity 
and scalar fields in forced rectangular jets using a limited number of basis functions.  
In addition, we investigate the structures of these jets through the study of the vorticity 
magnitude and CO2 concentration fields. Through comparison of these two fields, we 
can investigate the effect of vorticity on jet mixing and combustion and extract 
physical insight about the jet structures.    
    
2.2  Reacting Rectangular Jets 
 
Large Eddy Simulation (LES) of turbulent reacting rectangular jets was 
performed on forced jets of varying aspect ratios (AR=1-3) [43,44].  Monotonically 
Integrated LES (MILES) [43-45,47-52] was used for the LES computations in this 
paper.  The MILES approach involves solving the unfiltered Euler or Navier-Stokes 
equations with high-resolution, locally monotonic algorithms such as the Flux-
Corrected Transport (FCT) method or the Piecewise Parabolic Method (PPM).  Non-
linear high-frequency filters built into the algorithms provide implicit SGS models 
eliminating the use of explicit SGS models introduced for closure in conventional 
LES.  Formal properties of the effectual SGS modeling using MILES are presented in 
Refs. 44 and 48.   
By design, the simulated rectangular jets differed in AR but had otherwise 
essentially identical initial conditions, including nearly identical De.  Propane-nitrogen 
jets were issued into a quiescent oxygen-nitrogen background, with reactant molar   12
concentrations chosen to be the same and equal to 0.4, a Mach number of 0.3, and 
Reynolds number greater than 85,000 – based on the jet exit velocity, Uo, and the 
circular-equivalent jet diameter, De, (the diameter of a round jet having the same 
cross-sectional area).  Typical Re for the jets discussed in this paper is 
Re=UoDe/ν>85000 based on estimated upper bounds for the effective numerical 
viscosity of the FCT algorithm [44,49]. The jets were initialized with laminar 
conditions, thin rectangular vortex sheets, slightly rounded-off corner regions, and 
uniform initial momentum thickness, θ, such that De/θ=50.  The jet exit velocity was 
forced axially by superimposing a single-frequency sinusoidal perturbation on the jet-
exit velocity, Uo=200m/s, having an rms level of 2.5% and Strouhal frequency 
St=fDe/Uo=0.48.   
A global (single-step irreversible) model for propane chemistry was used 
[44,53], C3H8+5O2Æ3CO2+4H2O, with the fuel consumption rate given by ω=Arexp(-
Eact/RT)[C3H8]
α[O2]
β, α=0.1, β=1.65, Ar=8.6×1011 cm
2.25mol
-0.75s, and Eact=30 kcal
 
mol
-1. As the fuel consumption rate is sensitive to fuel and oxidizer concentrations as 
well as temperature, it can handle extinction and reignition in a limited manner when 
there are large fluctuations in concentrations or temperature.  Given the simplified 
chemistry model used and the assumption of near unity Lewis numbers (typical Le 
range from 0.8 to 0.94), coupling relations between species and temperature can be 
developed [54,55].  With these assumptions, it is expected that temperature or species 
data for the POD analysis will provide the same information with regard to the 
potential for modeling of these fields.  Convective mixing (stirring) and fast chemistry 
dominate in the flow regime of these jets (fast flow, high Damkohler number), such 
that this combustion model is useful to provide a reasonable, simple framework to 
assess the utility of POD.  This chemistry model is reasonable for calculating heat 
release rate for use in combustion instability and control studies [47,50].  The   13
background gases were at 1400 K to ensure autoignition of the jet.  Multi-species 
temperature-dependent diffusion and thermal conduction processes were calculated 
explicitly using central difference approximations and coupled to the chemical kinetics 
and convection using timestep-splitting techniques.  The numerical model was second 
order in space and time [47].  Subgrid fluctuations were neglected and instantaneous 
evaluation of relevant combustion quantities such as diffusivities, thermal 
conductivities, and fuel burning rates was performed directly in terms of unfiltered 
variables.  Further details on the simulated transport properties and their validation are 
discussed in Refs. 43, 44, 47 and references therein.  
The close relationship between unsteady fluid dynamics and non-premixed 
combustion in high-speed propane jets emerging into an air background was used to 
illustrate the potential practical impact of the vortex dynamics on the jet entrainment. 
For the jet regimes considered, large-scale vortex-driven convective mixing dominated, 
and instantaneous entrainment and fuel-burning rates were highly correlated [47].  These 
are precisely the kinds of regimes (large-scale driven entrainment, mixing, and 
combustion) where LES can be expected to be useful. Moreover, because the regimes 
involve near-unity jet-to-background density ratio and virtually negligible preferential 
diffusion effects such that differences in Lewis and Schmidt numbers between the jet 
and surroundings are small, the results for propane reactive jets discussed are not very 
dependent on the combustion specifics [44,47].  The main focus of the simulations is to 
relate unsteady jet combustion and fluid dynamics while examining the basic 
topological features of the jets. 
Jet simulations were performed on a 140×200×140 computational grid and the 
results were presented on a 120×200×120 inner subdomain, at up to 63 equally spaced 
times with time interval = 0.1/f.  The cell spacing, dx, of the output grid was equal to 
0.015 cm, and the reference equivalent jet diameter was De=0.338 cm; see Figure 2.1.    14
Jet dimensions are 0.3cm×0.3cm, 0.21cm×0.42cm, and 0.18cm×0.54cm for the AR=1,2, 
and 3 jets respectively.  Convergence studies indicate that the MILES approach is 
capable of capturing the dominant inertial subrange in these flows.  Previous spectral 
analysis
45 of the jets presented on the coarse and fine grids in Appendix A showed 
similar trends for amplitudes and self-similar behaviors on the smallest resolved scale.  
Grid resolution issues in the context of POD are addressed in Appendix A. 
 
2.3  Proper Orthogonal Decomposition 
 
Proper orthogonal decomposition (POD) is a mathematical procedure that we 
have applied to the study of reacting forced jets.  It is useful because it produces an 
optimal orthonormal set of eigenfunctions from an ensemble of distributions.  The 
eigenfunctions are optimal in the sense that they are calculated to have the smallest 
mean squared error in representing the ensemble of distributions for any fixed number 
of terms in the expansion compared to any other basis set [26-28].  Due to the 
optimality of the POD basis set, it can be used as a best case to evaluate the potential 
for development of a reduced order model utilizing an expansion in any set of basis 
JET
JET
120dx
120dx 
200dx
0.4De 
2.6De 
5.7De 
Figure 2.1.  Schematic diagram of computational domain 
representing the output grid provided for this study [37].   15
functions, making POD analysis useful to the development of reduced order models of 
the system under investigation.    POD is used here to investigate the potential for 
reduced order modeling of forced reacting rectangular jet systems through evaluation 
of the eigenvalue spectra and eigenfunction information content, as well as to capture 
and study  large-scale features of these jet flows, specifically large-scale spatial 
structures in CO2 concentration distributions and vorticity magnitude distributions.   
The most important POD eigenfunctions contain those structures that are the most 
significant, primarily large-scale structures. Because the large scales are well resolved 
with LES and we are interested in retaining the most important eigenfunctions for 
modeling and analysis, POD analysis is well suited for this study.  Information 
regarding the spatiotemporal behavior of the large-scale structures can be gained from 
the results of POD applied to the CO2 and vorticity fields.  
An ensemble of time realizations such as those in this study can be expanded 
as a superposition of KL eigenfunctions, each with a set of associated time coefficients 
that correspond to all of the time realizations of the ensemble. Each eigenfunction also 
has an associated eigenvalue, which classifies the importance of the eigenfunction to 
the representation of the ensemble of time realizations.  The eigenvalues are the mean 
square of the associated time coefficients. The KL eigenfunctions and time 
coefficients are determined from a matrix eigenvalue problem via the method of 
snapshots [27,28].  Using this method, eigenfunctions are given by a superposition of 
instantaneous distributions from the set of time realizations, producing an intrinsically 
defined basis set.  Details of formulation of the matrix problem that follows are 
included in Appendix B. 
Two-dimensional POD decomposes the ensemble of scalar distributions, {n}, 
calculated at a set of discrete time realizations, (tk), and chosen at specified axial 
locations in the jet, into a set of eigenfunctions, {φ}, with time coefficients, {a}:   16
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l
j i l k l k j i z x t a t z x n φ                           (2.1) 
i=1,…,Nx,  j=1,…,Nz,  k=1,…,Nt . 
Nx and Nz are the number of grid points in the x and z directions respectively, equal to 
120 in both directions, Nt is the number of time realizations analyzed (approximately 
60), and Nm is the number of eigenfunctions used in the expansion [27,28,37].   
Generally, the number of eigenfunctions, Nm, necessary for a sufficient representation 
of a distribution n(x,z,tk) is much less than the total number of eigenfunctions provided 
by the POD analysis, Nt.    
As noted, the eigenfunctions are given by a superposition of instantaneous 
distributions producing an intrinsically defined basis set. The time coefficients and 
eigenfunctions are calculated by solving the following matrix eigenvalue problem 
through Cholesky factorization: 
              Λ = A DA                      (2.2) 
where  D∈R
Nt×Nt,  A∈R
Nt×Nt, and Λ∈R
Nt×Nt.  A is a matrix containing the time 
coefficients and Λ is a diagonal matrix containing the associated eigenvalues 
[27,28,37].  The two-time correlation matrix, D, is defined by  
 
                            
T
t CGC N D ) / 1 ( =                            (2.3) 
where C is a Nt×Np (Np=Nx×Nz) matrix containing the ensemble of distributions and G 
is a Np×Np integration matrix.  The integration matrix, G, is used to obtain the discrete 
estimate of the two-time correlation matrix, D  [28]. The eigenfunctions are then 
calculated as [28,37] 
C A N
T
t
1 ) / 1 (
− Λ = Φ                                   (2.4)   17
 
where the Nt×Np matrix Φ contains Nt eigenfunctions that are normalized according to  
 
I G
T = Φ Φ                                (2.5) 
 
The eigenvalue, λi, associated with the eigenfunction, φi, classifies the 
importance of that eigenfunction in the representation of the ensemble of distributions 
investigated.  The eigenfunctions are arranged in order of importance, the first 
eigenfunction having the largest eigenvalue and the last eigenfunction having the 
smallest eigenvalue.  The total amount of information present in a subset of 
eigenfunctions, termed the information content, can be evaluated as the sum of the 
subset of normalized eigenvalues.  It is therefore possible to estimate the contribution 
of any particular eigenfunction or subset of eigenfunctions to a representation by 
determining the information content therein, see Equation (2.7). It is important to note 
however that the “importance” of an eigenfunction to the representation is an average 
quantity of the entire ensemble and may be described as an ensemble average 
importance.  However, for any given distribution in the ensemble, the amount of 
information a particular eigenfunction can capture in the distribution can differ from 
the amount of information it captures in the ensemble on average. 
For this study, the eigenvalues were normalized as  
 
              
∑
=
=
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j
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λ
λ                                        (2.6) 
following the analysis in Ref. 37 and were used to classify the information content of a  
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subset of the first M eigenfunctions, EM (sometimes referred to as the “energy” of an 
eigenfunction [26,27])   
               ∑
=
=
M
i
i M E
1
λ .                                         (2.7) 
 
 
2.4  Results 
 
POD is used here to investigate the potential for reduced order modeling of 
forced reacting rectangular jet systems through analysis of eigenfunction information 
content, as well as to  capture large-scale spatial structures in concentration and 
vorticity magnitude distributions.  Information regarding the spatiotemporal behavior 
of the large-scale structures is investigated using the results of POD applied to these 
fields. Results were obtained by performing POD on sets of planar CO2 concentration 
and vorticity magnitude distributions containing approximately 60 time realizations. 
Distributions at seven axial locations were examined:  y=0.4De, 2.2De, 2.6De, 3.3De, 
4.8De, 5.7De, and 6.6De. Results representative of the CO2 and vorticity fields are 
presented here for y=0.4De, 2.6De, and 5.7De.   
 
 
2.4.1  CO2 Concentration 
 
The first KL eigenfunctions of CO2 concentration are presented in Figure 2.2 
for the axial locations described above in reacting rectangular jets of aspect ratios 1, 2, 
and 3.  The normalized eigenvalue spectra corresponding to the eigenfunctions 
produced by POD at these locations are shown in Figure 2.3.  The first eigenfunction, 
having the largest eigenvalue, is considered to be the eigenfunction most closely 
correlated to the distributions contained in the ensemble and the single eigenfunction 
that best represents the jet distributions [37]. This eigenfunction contains over 95% of   19
the total information in the set of eigenfunctions at 0.4De and over 75% of the 
information at 5.7De for the aspect ratios considered.  Close to the jet exit (at 0.4De), 
the first eigenfunction for each jet shows some lobes beginning to develop near the 
corner regions of the jets.  In the center of each eigenfunction is a rectangular region 
where no CO2 is present, indicating the fuel region of the jet.At locations close to the 
jet exit, the first eigenfunctions are of similar shape for each aspect ratio jet.   
However, farther downstream (at 2.6De), the eigenfunctions begin to differ due to 
a)                b)               c) 
Figure 2.2.  First eigenfunctions of CO2 at y=0.4De (top), 2.6De (middle), 5.7De 
(bottom) for a) AR=1; b) AR=2; and c) AR=3 jets.  Notice the lobes that 
develop in the corner regions and the ridges that develop along the major sides 
of the jets.   20
different vortex dynamics between the jets [43,44].  Lobes develop at the corners of 
each jet, however these lobes are far more pronounced for AR=1 than for AR=2 or 3.  
The lobes increase the spreading of the square jet in the corner regions over that of the 
rectangular jets at this axial location.  For aspect ratios of 2 and 3, ridges develop 
Figure 2.3.  Eigenvalue spectra for CO2 and vorticity eigenfunctions 
at y=0.4De (top), y=2.6De (middle), and y=5.7De (bottom).   21
along the major sides of the rectangular jets that are less prominent in the case of the 
square jet.  The peak levels of CO2 are approximately the same in the eigenfunctions 
for the different aspect ratios, consistent with the results from numerical simulations of 
these jets.   
Far downstream (at 5.7De), the first CO2 eigenfunctions are much more diffuse 
and complex.  The lobes and ridges that are well defined at y=2.6De have lost their 
definition and become more random.  The eigenfunctions suggest better mixing and 
entrainment in the AR=2 and especially AR=3 jets compared to the square jet.  This is 
evident in the more uniform concentration of the first eigenfunctions in the rectangular 
jets when compared to the square case and is due to more intense streamwise vorticity 
in these jets [43,44].   More extensive spreading of the CO2 field in the AR=3 and, to 
some extent, the AR=2 jets is also noted at this axial location, in contrast to axial 
locations closer to the jet exit where there is enhanced spreading of the square jet.  
Note that the fuel core region remains visible even at these downstream locations. 
 
2.4.2  Vorticity Magnitude 
 
The first eigenfunctions of vorticity magnitude are displayed in Figure 2.4 for 
axial locations y=0.4De, 2.6De, and 5.7De with the corresponding normalized 
eigenvalue spectra for these locations displayed in Figure 2.3.  The second 
eigenfunctions of vorticity are displayed in Figure 2.5.   
The eigenfunctions display well-defined vortex structures at y=0.4De and 
2.6De. Vorticity magnitude data after vortex structure breakdown and transition to 
turbulence in the far jet is displayed at 5.7De.  The vorticity eigenfunctions also 
capture different vortex structures in the flow dependent upon the aspect ratio of the 
jet.  The structures apparent in the corresponding eigenfunctions of AR=2 and 3 jets 
are similar to each other, however, different vortex structures are apparent in the   22
corresponding eigenfunctions of the square jet.  This reflects the inherent differences 
in the vortex dynamics of square versus rectangular jets.  While different vortex 
structures may be captured in the eigenfunctions of the three jets, eigenvalue spectra 
suggest that the same number of eigenfunctions for each of the jets is required to 
capture a specified amount of information in the flow. 
While the vorticity magnitude does not contain any directional information, 
previous studies have determined the dynamics and topology of the coherent structures 
in these jets [43,44].  Comparisons of detailed data of these structures with POD 
Figure 2.4.  First eigenfunctions of vorticity at y=0.4De (top), 2.6De (middle), 
and 5.7De (bottom) for a) AR=1; b) AR=2; and c) AR=3 jets. 
           a)                        b)                 c) 
rib pair  single rib  single rib   23
results indicate that different vorticity eigenfunctions can be associated with specific 
vortex orientations.  For instance, the first eigenfunction at y=2.6De (see Figure 2.4) 
appears to capture streamwise vorticity in the form of rib pairs for the square jet and 
single ribs aligned with corner regions in the rectangular jets.  The rib pairs present in 
the square jet produce larger streamwise vorticity and larger jet spreading in the corner 
regions of the square jet than for the rectangular jets at y=2.6De, consistent with the 
spreading seen in the CO2 eigenfunctions.  The second eigenfunction appears to 
capture portions of the azimuthal vortex ring more strongly than other eigenfunctions, 
   a)         b)              c) 
Figure 2.5.  Second eigenfunctions of vorticity at y=0.4De (top), 2.6De 
(middle), and 5.7De (bottom) for a) AR=1; b) AR=2; and c) AR=3 jets. 
   24
as well as capturing additional streamwise vortex formations, including vortex ring 
distortion and rib pair coupling in the square jet. The third eigenfunction (not 
displayed) also captures primarily streamwise vorticity.  
Comparisons of the first eigenfunctions of CO2 and vorticity reveal similar 
shapes and nonzero spatial extent at each axial location.  This is expected since it is 
vortex driven convective mixing that dominates in these reactive jets.  Highly 
correlated entrainment and fuel burning rates are expected as the AR dependent 
coherent structures have an important role in jet spreading, mixing, and combustion 
[44].    
 
Table 2.1.  Percentage of information content of each CO2 and vorticity 
magnitude eigenfunction presented. 
 
Eigenfunction  AR  y=0.4De, %  y=2.6De, %  y=5.7De, % 
CO2 – 1
st  1  95.22 90.08 80.74 
CO2 – 1
st  2  95.78 86.11 84.74 
CO2 – 1
st  3  97.18 87.32 85.71 
       
Vorticity – 1
st  1  92.97 71.94 61.86 
Vorticity – 1
st  2  92.89 67.73 59.16 
Vorticity – 1
st  3  93.26 67.29 60.95 
       
Vorticity – 2
nd  1  5.78 6.43 5.05 
Vorticity – 2
nd  2  5.76 6.38 5.36 
Vorticity – 2
nd  3  5.69 7.83 5.09 
   25
2.4.3  Axis Switching 
 
Studies have shown that as a rectangular jet spreads, the shape of its cross-
section can evolve with downstream distance in such a way that the axes of the jet will 
rotate in ways determined by the jet geometry.  As the jet spreads, it will contract in 
the direction of the major axis and expand in the direction of the minor axis.  The 
cross section will evolve through an intermediate rhomboidal shape where the jet 
widths are equal in both directions, termed the crossover location. The axes of a 
square jet rotate 45 degrees while those of a rectangular jet rotate 90 degrees, 
interchanging the major and minor axes of the jet.  This is denoted as axis-switching 
[43,44,56].  Rectangular jets passively improve mixing through enhanced entrainment 
due to axis-switching.  Axial forcing of these jets is one way to make axis-switching 
more pronounced, by increasing the vortex ring strength and coherence [43,44]. 
The streamwise location of axis-switching increases with aspect ratio.  In the 
present results, axis-switching can be seen in several of the eigenfunctions in Figure 
2.6.  The eigenfunctions make axis-switching phenomena more apparent than 
individual distributions from the ensembles. For the AR=1 jet, the first axis switching 
occurs at approximately y=2.5De.  The 45 degree rotated vortex ring and its influence 
can be seen in the first eigenfunctions of both vorticity and CO2. For the AR=2 jet, the 
first 90 degree axis-switching occurs at approximately 5De and can be seen in the 
second eigenfunction of vorticity at y=4.8De in Figure 2.6.  The first switching for the 
AR=3 jet occurs past 6.6De.  At the axial locations studied here, it is only possible to 
see the intermediate rhomboidal jet cross-section at the crossover location in the first 
eigenfunction of vorticity at y=6.6De for the AR=3 jet.  POD analyses were performed 
at the downstream locations chosen based on expected axis-switching distances in the 
three jets, determined in previous studies [43,44,57].  The switching distance for the 
AR=1 jet is expected to be approximately one-half and one-third of the distances for   26
the AR=2 and AR=3 jets, respectively.  This expectation is consistent with the results 
seen in the POD eigenfunctions.   
 
Figure 2.6.  Vorticity eigenfunctions displaying axis-switching in the three jets. 
a) Switching first occurs at y=2.6De for AR=1;  b)  Switching first occurs at 
y=4.8De for AR=2;  c)  Switching occurs past y=6.6De for AR=3, intermediate 
rhomboidal shape at crossover is displayed here. 
 a)
b) 
c)   27
2.4.4  Eigenvalue Spectra and the Potential for Reduced Modeling 
 
Eigenvalue spectra for CO2 and vorticity magnitude are shown in Figure 2.3 
for the locations y=0.4, 2.6, and 5.7De.  Near the jet exit, the spectra for both fields 
drop off rapidly indicating that the majority of information in each set of 
eigenfunctions is contained in the first few eigenfunctions.  This indicates a strong 
potential for reduced order modeling using a small number of eigenfunctions to 
represent distributions contained in the ensembles of CO2 and vorticity distributions.  
As axial distance from the jet increases (moving downstream) the information content 
of a subset of a fixed number of eigenfunctions decreases in each case, evident in the 
slower decrease in the eigenvalue spectra.  At downstream locations more 
eigenfunctions are needed to capture the same amount of information that is present in 
a smaller number of eigenfunctions closer to the jet exit.  This is a result of the 
evolution of the flow through transition to turbulence and breakup of large-scale 
structures, leading to an increase in complexity as measure by the required number of 
eigenfunctions necessary to represent the flow.  The decrease of information in a given 
subset of eigenfunctions continues until approximately y=4De, beyond which point the 
information content of a subset of eigenfunctions remains approximately the same.  
The eigenfunctions, on the other hand, continue to change. This indicates that the CO2 
and vorticity fields have reached a constant level of complexity as measured by the 
information content of a fixed number of eigenfunctions.   
At all axial locations, the eigenvalue spectra for the three different aspect ratio 
jets are approximately the same, indicating that about the same number of 
eigenfunctions are needed in each jet to capture a given amount of information. 
Comparing the CO2 spectra and the vorticity magnitude spectra, it is seen that the 
information content of a subset of eigenfunctions of CO2 is greater than the 
information content of the same number of vorticity eigenfunctions, more significantly   28
as distance from the jet exit is increased.  Near the jet exit, CO2 production is 
primarily governed by production in regions mixed through large-scale vortex 
formations, resulting in similar eigenfunctions and eigenvalue spectra for the two 
fields.  Farther downstream, the CO2 field is more diffuse and uniform as its presence 
is determined not only by production in mixed regions but also by convective and 
diffusive transport.  Differences are seen in the eigenfunctions as vorticity 
eigenfunctions contain more small-scale structure than CO2 eigenfunctions at these 
downstream locations (compare Figures 2.2 and 2.4), requiring use of additional 
vorticity eigenfunctions to capture the information in the flow. Hence, reduced order 
modeling based on a small number of eigenfunctions may be more feasible for the 
CO2 field than for vorticity.   
The development of a reduced order model is dependent on the ability of a 
limited number of basis functions to capture the flow physics and represent the 
important flow parameters.  The POD eigenfunctions presented here are the most 
efficient basis set possible for this particular problem.  A reduced order model could 
be developed through Galerkin projection of the governing equations of the flow onto 
the basis functions [18], resulting in a set of ordinary differential equations that 
describe the flow through the evolution of the associated time coefficients of each 
basis function.  A reduced order model based on a subset of the most important 
eigenfunctions would require modeling of the small scale processes not captured by 
these eigenfunctions, however this would be true for any reduced order model.   For 
control applications, input and output parameters may be represented by an expansion 
of basis functions and relations between these parameters used to develop a reduced 
order model using system identification methods or Galerkin projection of the 
governing equations.  Development of a reduced order model for control is often 
system specific and can be highly dependent on the basis set utilized.   29
Relevant to this study, two-dimensional POD analysis of the flow provides a 
basis set for use with two-dimensional measurements of combustion parameters for 
tomographic or other  applicable techniques.  Measurements in the cross-stream 
direction allow for the study of axis-switching phenomena present in these jets.  In a 
measurement context, three-dimensional measurements of quantities such as 
pressures, species concentrations, temperature, emission, etc. are often difficult and 
costly.  One-dimensional or two-dimensional measurements are often made on a 
combustion system at fixed locations.  Measurements of these quantities can then be 
used for feedback control of the system utilizing a reduced-order model based on the 
measured parameters at these fixed locations [11,13,25,58,59].  CO2 eigenfunctions 
could be used to develop a model for CO2 formation rate, which is proportional to the 
heat release rate and hence could be used in combustion instability studies.  CO2 
eigenfunctions also can be used for tomographic analysis [28,37] and monitoring of a 
combustion system.  Studies have shown that vortex dynamics are linked to sustaining 
combustion instabilities [10,14,46] indicating that development of a reduced order 
model based on vortex dynamics could be important for use in active combustion 
control.   The results of the POD analysis presented here are representative of the jets 
under investigation and reflect the flow dynamics evident in the ensemble of 
distributions from which they were derived.  Therefore, the eigenfunctions are specific 
to each jet and downstream location in this study, nonetheless, they are useful for 
developing models of these jets for use in combustion control applications where 
forced jets are of interest as actuators [3-7].     
The information content of subsets of eigenfunctions, EM, is quantified in 
Tables 2.2 and 2.3 for different axial locations.   Because the eigenvalue spectra for 
the three jets are approximately the same at each axial location, average values of the 
information content of the three jets have been used.   30
 
Table 2.2.  Comparison of information content of subsets of CO2 eigenfunctions 
(average values for the three aspect ratio jets). 
 
EM y=0.4De,% y=2.6De,% y=5.7De,% 
E1  96.06 87.84 83.73 
E5  99.81 95.6  95.58 
E10  99.94 97.95 98.13 
 
Table 2.3.  Comparison of information content of subsets of vorticity 
eigenfunctions (average values for the three aspect ratio jets.) 
 
EM y=0.4De,% y=2.6De,% y=5.7De,% 
E1  93.04 68.99 60.66 
E5  99.78 83.98 76.04 
E10  99.91 90.54 84.79 
 
A way to examine the representational capabilities of subsets of eigenfunctions 
is to calculate the best representation of a given distribution in the training set.  The 
best representation of a distribution n(x,z,tk) using a subset of M eigenfunctions is 
given by 
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where n ˆ (x,z,tk) is the best representation using the first M eigenfunctions and  i β (tk) is 
the associated weighting factor for each eigenfunction  i φ  at time tk. The weighting 
factors are chosen to minimize the difference between the actual distribution and the   31
best representation of that distribution, i.e., to minimize the norm  n n ˆ −  given M 
eigenfunctions.  The weighting factors are calculated by taking the inner product of 
the actual distribution with each eigenfunction.  It is thus possible to reduce the 
representation problem to order M, where M is the number of eigenfunctions 
determined to give a sufficiently accurate representation of a distribution.  Sirovich 
suggests defining the representational dimension as the number of eigenfunctions with 
eigenvalues greater than 1% of the first eigenvalue [27].  An expansion based on these 
eigenfunctions will capture at least 90% of the total information.  For example, based 
on this concept, 10 vorticity eigenfunctions and 6 CO2 eigenfunctions (capturing 
91.5% and 97.0%, respectively) are necessary for the AR=1 jet at y=2.6De.  The 
number of eigenfunctions needed for a particular model or representation will most 
likely be chosen based on the accuracy needed for a given application.  Sample 
representations are presented in Figure 2.7 and Figure 2.8.  The associated errors are 
quantified in Table 2.4 using the following error measures discussed in Reference 60.   
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3)  Normalized maximum error 
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Table 2.4.  Errors in representations of chosen CO2 and vorticity magnitude 
distributions using subsets of eigenfunctions are presented. Bold values indicate 
the representations presented in Figures 2.7 and 2.8.   
 
Distribution M  erms e abs e max 
CO2, 2.6De  2 0.2894 0.2203 2.9508 
 4 0.2030 0.1526 0.6853 
  6 0.1640 0.1255 0.7915 
 8 0.1450 0.1126 0.7070 
 10 0.1256 0.0981 0.6143 
 12 0.1196 0.0911 0.5912 
    
Vorticity, 2.6De  2 0.4516 0.4403 0.8169 
 4 0.4469 0.4515 0.8135 
 6 0.3009 0.2688 0.3825 
 8 0.2717 0.2512 0.9630 
  10 0.2576 0.2242 0.4230 
 12 0.2517 0.2116 0.4154 
 
2.5  Summary and Conclusions 
 
Proper orthogonal decomposition has been used to analyze ensembles of two-
dimensional distributions of concentration and vorticity magnitude in forced reacting 
rectangular jets of aspect ratios 1-3.  The ensembles were constructed at various 
downstream locations using CO2 concentration and vorticity magnitude data obtained    33
Figure 2.8.  Representation results using 10 eigenfunctions of a 
representative vorticity magnitude distribution in the square jet at y=2.6De. 
Figure 2.7.  Representation results using 6 eigenfunctions of a 
representative CO2 distribution in the square jet at y=2.6De.   34
by computation; they contained 60 and 63 members, respectively.  Proper orthogonal 
decomposition produced sets of eigenfunctions useful for investigating the large-scale 
features of the flow, and eigenvalues used to evaluate the information content of the 
eigenfunctions and the potential for reduced-order modeling of these combustion 
variables using a limited number of basis functions.  While not part of this 
investigation, spectral analysis of the POD derived time coefficients could be used to 
investigate the temporal contributions of individual eigenfunctions and to gain insight 
into the dynamics of the flow. 
Results of proper orthogonal decomposition applied to CO2 concentration and 
vorticity magnitude distributions show CO2 eigenfunctions and vorticity 
eigenfunctions of similar shapes and nonzero spatial extent, consistent with the 
understanding that vortex driven mixing dominates in these jets.   The results show 
similar eigenfunctions for the different aspect ratio jets at locations near the jet exit.  
However, the similarity decreases as downstream distance from the jet exit increases.  
The differences are evident in the different vortex structures that are captured in 
the rectangular jets and square jet eigenfunctions, e.g. single ribs located in corner 
regions of the rectangular jets as opposed to rib pairs present in the square jet, and 
result from the inherent differences in the vortex dynamics of these jets.  Differences 
in the extent of the spreading of the CO2 eigenfunctions between the rectangular and 
square jets are also displayed, resulting from the different vortex structures mentioned 
above.   The vorticity eigenfunctions can be associated to some extent with different 
vortex orientations, e.g. the first eigenfunction appears more correlated with 
streamwise vorticity while the second eigenfunction is more correlated with the 
azimuthal vortex ring.  Axis-switching is evident in the eigenfunctions at axial 
locations that are consistent with expectations, e.g., axis-switching distances increase 
with aspect ratio.  While new structures or flow physics have not been revealed   35
through the POD analysis, it is useful in the interpretation of the LES results as it 
eliminates the need for detailed analysis of many timesteps.  Large-scale structures are 
easily identified in the POD results and phenomena such as axis-switching are readily 
apparent.   
Eigenvalue spectra and eigenfunction information content are examined at 
various downstream locations.  Near the jet exit, the spectra for both CO2 and vorticity 
magnitude show that the majority of the information contained in the eigenfunctions is 
present in the first few eigenfunctions of CO2 and vorticity, which indicates a good 
potential for reduced-order modeling at this axial location.  However, the complexity 
of the CO2 and vorticity eigenfunctions increases as distance from the jet exit 
increases up to approximately y=4De.  This indicates that additional eigenfunctions 
would be necessary for reduced-order modeling at locations farther downstream and 
the potential for reduced-order modeling based on a small set of eigenfunctions at 
these locations is less than that near the jet exit.  After approximately 4De, evaluation 
of the eigenfunction information content and the eigenvalue spectra suggests that a 
constant level of complexity in the flow has been reached.  This is evident in the near 
constant amount of information content contained in a fixed number of eigenfunctions 
as distance from the jet exit is increased past this location.  It is also noted that at each 
axial location the eigenvalue spectra are approximately the same for the different 
aspect ratio jets, indicating that a similar amount of information is contained in a fixed 
number of eigenfunctions for each of the jets.  However, the information content of a 
fixed number of CO2 eigenfunctions is greater than the information content of the 
same number of vorticity eigenfunctions, indicating a greater potential for reduced-
order modeling of the CO2 concentration field.  As a result, more vorticity 
eigenfunctions are needed to accurately represent a vorticity distribution from the   36
ensemble than the number required for a representation of a CO2 distribution of the 
same accuracy. 
In this paper, we have investigated the results of proper orthogonal 
decomposition analysis on unsteady, reacting rectangular jets.  Through evaluation of 
the eigenvalue spectra and eigenfunction information content, we have determined that 
there is a stronger potential for reduced-order modeling of the CO2 field than for the 
vorticity field, while these potentials are approximately the same for the three 
rectangular jets studied. We have gained physical insight through examination of the 
resulting eigenfunctions, specifically relating to vortex structures and the development 
of the CO2 concentration field through mixing and spreading at locations downstream 
from the jet exit.  Axis-switching phenomena and the influence of vortex dynamics on 
mixing are also evident in the POD eigenfunctions.   
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Appendix A 
 
Grid Resolution Issues 
 
The computational domains used in the original simulations in Reference 44 
had streamwise lengths between 7De-10De and extended up to 5De-10De away from 
the jet axis in the transverse directions. Various grids were used in the original 
simulations; for AR=1, for example, the number of grid points ranged between 
87×112×87 (spacing 2Δ) to 174×225×174 (spacing Δ), with most of the simulations 
typically carried out on computationally convenient grids at the intermediate 
resolution 1.5Δ; the smallest cell size considered was Δ=De/42 [43,44].  In all cases, 
the timestep used in the temporal integration was determined as a function of the 
smallest grid spacing based on a fixed Courant number of 0.4. The computational 
grids used evenly spaced cells in the shear flow region of interest.  Geometrical grid 
stretching in the cross-stream direction outside of the latter region was used to 
implement the open boundary conditions there [43].  The data used for the POD 
analysis on the rectangular jets in this investigation were generated at the intermediate 
resolution with characteristic spacing 1.5Δ.  Datasets were obtained from similar 
simulations of a non-reacting square jet carried out on the finest and coarsest such 
grids.  Because the vortex dynamics and topology of the reacting rectangular and non-
reacting square jets are similar and the Reynolds number regime is the same, the non-
reacting square jet simulations are applicable to address grid resolution issues in what 
follows. 
Because we are dealing here with LES (as opposed to DNS), the meaningful 
issue to be addressed is convergence of the largest scales of the simulated flow. Figure 
2.9 compares vorticity distributions on streamwise planes passing through the jet axis;   38
run “rc40” was carried out on the 174×225×174 grid with one-half the mesh spacing 
of the 87×112×87 “rc36” grid; the finest-resolved vorticity data were interpolated onto 
a grid with the same spacing as the coarsest to generate the frames in Figure 2.9. 
Comparison of snapshots at representative selected times in Figure 2.9, indicates that 
the large-scale features are virtually identical in the first few diameters of streamwise 
extent, say, up to a transitional location of yo≈2.75De; downstream of which 
differences are more apparent, reflecting significantly more smaller-scale features 
captured on the finest grid after transition to turbulence – which also affect the large 
scales of the simulated flow.   
Figures 2.10 and 2.11 examine the grid resolution issues from the perspective 
of POD analysis. Analysis is based on the available vorticity simulation data from runs 
rc40 and rc36 at 10 equally-spaced timesteps, over a time interval spanning two 
forcing periods – significantly less than that used in the POD analysis presented above 
(60 samplings over six forcing periods). A large number of distributions is desirable 
for POD analysis and additional grids would allow for more comprehensive 
convergence studies, however the production of numerous distributions on different 
LES grids is computationally intensive and thus we have chosen to use pre-existing 
simulation data for the present grid resolution studies [43-45].   
POD analysis is useful for investigating grid resolution issues in an unsteady 
process, as differences in the flow resulting from changes in the simulation grid will 
alter both the resulting eigenfunctions and eigenvalue spectra.  The specific nature of 
the eigenfunctions makes them useful as a mechanism for determining the adequacy of 
LES resolution through evaluation of the small-scale information captured in the 
eigenfunctions and the associated eigenvalue spectra. Changes in the eigenvalue 
spectra caused by differing amounts of small-scale information captured on the 
different grids are useful in evaluating grid resolution.  The relevant quantity to be    39
Figure 2.9.  Vorticity distributions on streamwise planes passing through 
the jet axis for run rc40 (top) and run rc36 (bottom).   40
computed is the amount of information contained in a subset of eigenfunctions as 
deduced from the eigenvalue spectra.  By comparison of a subset of eigenfunctions 
resulting from POD analysis of different grid resolutions, if the eigenvalue spectra are 
suitably similar for the different grids, one can determine a measure of grid resolution 
suitability based on the amount of information contained in the subset of 
eigenfunctions.    
Figure 2.10 compares the normalized eigenvalue spectra at two relevant 
streamwise locations, y1=2.2De<yo and y2=3.3De>yo. By design, y1 and y2 were chosen 
to straddle the transitional location y=yo.  The two eigenvalue spectra compare 
favorably at y=y1, but somewhat less favorably at y=y2, especially at higher index 
number.   In Figure 2.11, large-scale coherent structures are seen in the eigenfunctions 
resulting from the coarsely gridded rc36 simulation.  The lack of small-scale  
Figure 2.10.  Normalized eigenvalue spectra at y1=2.2De (top) and 
y2=3.3De (bottom).   41
a)
b) 
Figure 2.11.  a) First eigenfunctions of vorticity for rc36 jet (left) and rc40 jet 
(right) at y1=2.2De (top) and y2=3.3De (bottom); b) Second eigenfunctions of 
vorticity for rc36 and rc40 jets at y1=2.2De (top) and y2=3.3De (bottom).   42
information in the rc36 eigenfunctions results in a fast decline in the eigenvalue 
spectra at both downstream locations.  This simulation is capable of capturing the 
large-scale vorticity formations but is unable to capture the smallest scale coherent 
structures, the high intensity “worm” vortices as described in Reference 44.  The 
finely gridded rc40 simulation is able to resolve the worm vortices and thus captures 
more small-scale information in the flow.  These small-scale structures can be seen in 
the resulting eigenfunctions in Figure 2.11 and cause the flattening of the rc40 
eigenvalue spectrum as information is shifted from the lower to the higher 
eigenfunctions, seen in Figure 2.10 at y2=3.3De.  At the downstream location y1, the 
eigenvalue spectra for the two simulations are similar and a subset of the first four 
eigenfunctions captures approximately 90% of the information in the flow for each 
simulation.  Farther downstream at y2, the same subset of eigenfunctions captures 
approximately 90% of the information in the rc36 simulation but only 83.5% of the 
information in the rc40 simulation.  Comparison of the information content on 
additional grids would allow for further evaluation of grid resolution; the convergence 
features are likely to depend on ensemble specifics (e.g. number of samplings 
involved, downstream location, etc.). 
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Appendix B 
 
Proper Orthogonal Decomposition Matrix Formulation 
 
The matrix formulation of the POD is presented following the formulation in 
Ref. 27.  As stated in the main text, consider an ensemble of distributions {n}.  An 
individual distribution is a scalar function of position and time, n(x,z,tk), and can be 
written as n
k(x).  Consider C as a matrix containing the ensemble distributions {n
k(x)} 
such that each member of the ensemble is contained in a row of C of length Np=Nx×Nz 
resulting in a Nt×Np matrix. 
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We seek a system of orthonormal functions {φ 
k(x)} such that 
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Consider a Nt×Np matrix Φ such that each row is a vector denoting a member of the set 
{φ 
k(x)}. 
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The set {φ} can then be normalized according to ΦGΦ
T=Ι.   G is an “integration” 
matrix used to approximate the spatial integration of a function in the x and z 
directions using the trapezoidal rule.  The members of {φ} are chosen such that    44
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is a maximum. 
The  method of snapshots calculates φ as an admixture of distributions, i.e. 
“snapshots” in the ensemble [27]. 
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A two-time correlation matrix D is formulated according to  
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leading to the matrix equation D=(1 /Nt)CGC
T, where D is a Nt×Nt matrix. The 
coefficients {ak} are determined through solution of the eigenvalue problem 
 
∑
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=
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k
j k jk a a D
1
λ .         (2.19) 
This can be written in matrix form as DA=ΛA, where A is a Nt×Nt matrix, each row of 
which contains the time coefficients for all eigenfunctions at a timestep and Λ is a 
diagonal Nt×Nt matrix containing the eigenvalues.   This is the resulting eigenvalue 
problem presented in the main text. 
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ABSTRACT 
 
The results of research to develop and apply multiple line-of-sight (LOS) infrared 
absorption tomography for the study of combustion and as a sensor for monitoring and 
control of combustion systems are reported.  Absorption tomography can provide data 
on the state of macro-mixing in combustion systems that can influence system 
performance, e.g. efficiency, radiation signature, and pollutant emissions.  With 
infrared absorption tomography, spatial distributions of a radiation absorbing species 
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can be reconstructed from the measured attenuation of radiation along multiple LOSs 
distributed over a measurement plane.  In this paper, we report on the development of 
an IR laser absorption facility for rapid scanning tomography and on the performance 
of the tomographic reconstruction technique, Adaptive Finite Domain Direct 
Inversion. 
 
3.1  Introduction  
 
Our overall goal is to develop and apply multiple line-of-sight (LOS) infrared 
(IR) absorption tomography to study mixing and for problems of feedback combustion 
control, especially in propulsion systems such as ramjets and turbojets. For IR 
absorption tomography, the attenuation of radiation along multiple LOSs in a common 
plane is measured, and the data are used to reconstruct the spatial distribution in the 
measurement plane of the radiation-absorbing chemical species, e.g., CO2, CO or NO.  
Many aspects of aircraft propulsion system performance such as efficiency, radiation 
signature and pollutant emissions depend in whole or part on mixing processes.  In 
turn these processes depend on the flow configuration, flow turbulence and large-scale 
flow structures, i.e. macro-mixing, and on molecular transport, i.e. micro-mixing. 
Line-of-sight absorption and emission tomography provides data primarily on the state 
of macro-mixing. 
For practical reasons the number of LOS measurements is finite, and thus the 
tomographic reconstruction problem is ill-posed [1,2].  We have developed a 
reconstruction method for cases where optical access is restricted, and the number 
of measurement LOSs is limited.  This method, Adaptive Finite Domain Direct 
Inversion (AFDDI), typically requires 100 or more LOSs in a plane [3,4,5] which is an 
improvement over other reconstruction methods that may require up to 1000 or more 
LOS measurements for acceptable results [6].   53
  Here we report on CO2 concentration measurements performed on a square, 
forced jet using a flow facility constructed for the study and an IR laser absorption 
facility designed for making temporally resolved LOS absorption measurements of 
high quality.   The absorption facility incorporates a tunable, color center laser system 
[7,8,9] and six scanning modules [10], allowing for simultaneous measurements to be 
made along multiple LOSs on a millisecond time scale.  High time resolution and 
phase sensitive detection make the IR absorption facility a valuable instrument for the 
collection of data in both steady and unsteady flows.  As a demonstration of the IR 
absorption facility capabilities, absorption data have been collected on a forced, square 
CO2-air jet and tomographic reconstructions of the CO2 concentration field have been 
performed using AFDDI.  Additional evaluation of the AFDDI reconstruction method 
is performed using phantom tomographic measurement data.  Together, the 
tomographic IR absorption facility and AFDDI reconstruction method provide a 
powerful tool for the analysis of combustion systems and flows. 
 
3.2  Absorption Tomography 
  
In absorption tomography, laser beam transmission measurements are made 
along many LOSs distributed over several viewing angles, {θι}.  In the present case, 
LOSs sharing a common viewing angle are parallel to each other and defined by their 
offset from the origin s, and view angle θ,  Figure 3.1.  Attenuation of line-of-sight 
measurements is governed by the Bouguer-Lambert-Beer law [11] 
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where Iν is the radiant intensity of the laser beam at frequency ν, n is the number 
density of the optically active species, t is the path length, and σν is the absorption 
cross section of the active species at the laser source, line frequency, ν .    F o r  
isothermal conditions the absorption cross section can be assumed to be constant and 
line integrals of the species number density, n(x,y), over a LOS set can be related to 
the laser beam transmission through the equation  
 
 
(3.2) 
 
For Equation (3.2) to be valid, the laser line width is assumed to be much smaller than 
the absorption line width. 
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Figure 3.1.  Schematic of coordinate system and LOSs 
in a single view.  LOSs are defined by the offset s, and 
viewing angle, θ.  It is assumed that n(x,y) is zero 
outside of the measurement domain.   55
The projection p(s,θ) is proportional to the line integral of n(x,y) along the 
LOS defined by s and θ times the absorption cross section, σν , of the optically active 
species.  p(s,θ) can be  related to the experimentally measured initial (Iν
0) and 
transmitted (Iν
t) laser beam intensities using the Bouguer-Lambert-Beer law as shown.  
R(n) denotes the Radon transform [12,13] of distribution n(x,y). The absorption cross 
section σν  is assumed to be constant under isothermal conditions in (1), but under 
non-isothermal conditions it may be necessary to include σν within the integral due to 
changes in absorption line widths with temperature. 
 
3.3  IR Absorption Facility 
 
An IR absorption facility for making LOS measurements on confined and 
unconfined, nonreacting and reacting flows has been designed and constructed [10]. 
The facility consists of a Nd:YVO4-pumped,  broadly  tunable, KCl:Li color center 
laser (CCL) system [7,8,9] and an optical apparatus composed of six scanning 
modules that permit simultaneous measurement of LOS absorption in a single plane at 
six different viewing angles, {θj}.  A schematic of the facility is shown in Figure 3.2.  
The color center laser consists of a KCl:Li color center crystal housed in a vacuum 
dewar between a dichroic input coupler and Littrow-configuration grating for 
wavelength selection and tuning.  The color center laser beam is tunable over the 
range 2.45-2.82 μm spanning absorption lines of several important combustion 
products including H2O, NO, and CO2 [8].  For the measurements reported here, 
absorption in the 2.7 μm CO2 absorption band is measured. The CCL beam is split 
into six nearly equal-intensity beams, each sent into a separate module, illustrated in 
Figure 3.3.  In addition, a fraction of the beam is sent to a reference detector for 
monitoring the laser output power.  The six modules are located at equally spaced    56
Figure 3.2.  Schematic diagram of the IR absorption facility.  The absorption 
facility consists of an IR laser beam divided amongst 6 scanning modules and 
a reference detector.  The IR beam originates at the CCL (dashed lines) and 
is coupled to a tracer HeNe laser for alignment.  The HeNe-coupled IR laser 
path throughout the facility is highlighted in red.  Beam splitters for dividing 
the laser into the 6 modules are indicated by B.S.  Each module consists of a 
focusing lens, a mirror mounted on a 400 Hz scanning galvanometer, a pair 
of parabolic mirrors, and an InAs detector.  Approximate locations of inner 
and outer chimneys enclosing the optics are indicated by dotted lines though 
it is important to note that the drawing is not to scale.  Further details on the 
module setup are presented in Figure 3.3.  Drawing courtesy of Dr. Ann 
Chojnacki. 
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viewing angles spanning 150° in 30° increments.  The CCL beam in each module is 
focused onto an optical scanning mirror that is mounted on a galvanometer and located  
at the focus of an off-axis parabolic mirror.  The galvanometer-driven scanning mirror 
sweeps the beam horizontally across the parabolic mirror, producing a set of parallel 
LOS laser paths spanning the measurement domain.  The CCL beam is collected by a 
second off-axis parabolic mirror and focused onto a thermoelectrically cooled InAs 
photodetector. The beam is swept across the flow domain at a rate of approximately 
400 Hz.  The galvanometer is driven by a modified saw tooth wave form with the 
signal rising in magnitude for 70% of the period and falling for 30%.  The 
galvanometer scanning speed is constant over the majority of the driving signal rise 
allowing the time history of the galvanometer scanner signal to be correlated to the 
location of an instantaneous measurement (i.e. the position of the beam).  The full 
range across which the laser beam is swept by the galvanometer is -15 mm to 15 mm, 
though only measurements within the region of interest from -10 mm to 10 mm are 
Figure 3.3.  Schematic diagram of a single module and reference detector. 
Each module consists of a focusing lens, a mirror mounted on a 400 Hz 
scanning galvanometer, a pair of parabolic mirrors, and an InAs detector. 
The scanning mirror sweeps the CCL beam across the parabolic mirror 
creating parallel lines-of-sight across the measurement region.  A second 
parabolic mirror focuses these lines-of-sight onto an InAs detector. 
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used for the tomographic analysis.  From the time history of the sweep, transmission 
of the beam along 175 selected LOSs in the flow is determined.  It takes 
approximately 1.5 milliseconds to complete a sweep of the laser beam across the 
region of interest in the measurement domain allowing for measurements of high 
temporal resolution.    
Phase sensitive detection is used to improve the signal to noise ratio.  Before 
splitting, the  CCL beam is electro-optically modulated at a frequency of 
approximately 1 MHz for phase sensitive detection.  Each photodetector is connected 
to a demodulating, ‘lock-in’ circuit which beats the 1 MHz transmitted beam with a 
coherent reference signal at 1 MHz to generate a signal that represents the transmitted 
laser intensity as a function of time.  The demodulated detector output is low-pass 
filtered at 40 kHz, before being read and processed by a fast PC-based data acquisition 
system. Data are acquired at 800,000 samples/sec, while analog to digital conversion 
is performed with two 12 bit National Instruments PCI-6110E boards.  Approximately 
1200 samples are collected by each module from the time continuous signal as the 
laser beam is swept across the region of interest from -10 mm to 10 mm in the 
measurement domain.   Each sample corresponds to a specific location of the laser 
beam as mentioned previously.  A Gaussian filter with a standard deviation of 0.02 
mm is used in data processing to average the 1200 samples into 175 data points [14].  
These 175 data points yield the tomographic projection measurements at 175 lines-of-
sight per view angle with center-to-center spacing of 0.1143 mm.   
While the absorption facility developed for this work utilizes a KCl:Li color 
center laser (CCL) system and InAs detectors, it is important to note that this setup can 
be adapted for use with other laser systems and detectors.  This would allow for phase 
sensitive detection and high time resolution measurements of additional species in 
other wavelength ranges for combustion or non-combustion applications.    59
3.4  Flow Apparatus 
 
Measurements were made on a forced, square jet (8 mm x 8 mm) with a flow 
of a mixture of air and CO2.  The flow apparatus is shown schematically in Figure 3.4.  
Gas flows are supplied from high pressure tanks and controlled by electronic mass 
flow controllers; maximum flow velocities up to 50 m/s are possible.  A speaker that is 
driven by an audio power amplifier provides jet forcing at 30 Hz.  A brass honeycomb 
with a cell diameter of approximately 0.8 mm is located 1 cm upstream of the jet exit 
to provide a nearly uniform exit velocity profile without forcing.  A chimney, exhaust 
hood, and 5 inch diameter co-flow of air are added to reduce the effects of ambient 
flow perturbations on the jet.  Hot-wire anemometry measurements were made to 
characterize the velocity distributions of the unforced flow at 0.1 and 1 cm 
downstream from jet exit.  These distributions show a low speed (1 m/s) co-flow 
surrounding the square jet with large velocity gradients at the edge of the square jet.  
At 0.1 cm downstream from the jet exit, multiple peaks are seen in the jet velocity 
distribution that are due to the individual honeycomb cells.  At 1 cm (1 De) 
Figure 3.4.  Schematic diagram of square jet flow apparatus.  
A CO2/air mixture is fed through a speaker chamber that 
forces the flow at 30 Hz through an 8 x 8 mm square jet.  The 
jet is surrounded by a low velocity circular co-flow of air.   
co-flow of air co-flow of air
primary flow
CO2/air
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honeycomb 8 x 8 mm jet
screens  60
downstream, these peaks have merged, and the velocity distribution is nearly flat 
across the center of the jet.  The equivalent diameter, De, is defined as the diameter of 
a round jet having the same cross-sectional area as the square jet.    
 
3.5   Performance of Absorption Apparatus 
 
 A custom built alignment tool was used to align and determine the laser beam 
position and orientation for each of the six viewing angles. The tool consists of an 
aluminum ring containing six sets of alignment holes.  Each set consists of 16 pairs of 
holes, with each member of the pair located on opposite sides of the ring.  The pairs in 
each set are equally spaced and lines connecting the hole pairs of a set form parallel 
chords of a circle in a single, horizontal plane.  These chords define the known 
locations of particular lines of sight and provide the spatial alignment and calibration 
for the optical system. 
The six modules complete simultaneous scans over the measurement plane in 
approximately 1.5 ms. The outputs from the lock-in amplifier circuits for each module 
are over-sampled by the data acquisition system to further reduce the influence of 
electrical noise.  Two thousand data points are collected from each module during a 
scan.  However only those portions of the detector signals collected while the 
galvanometer signal increases are used for reconstruction of CO2 distributions.  A 
digital, low-pass filter with a cutoff frequency of 20 kHz is applied to the acquired 
data to further reduce the influence of residual electrical noise.  Signal-to-noise ratios, 
SNR, vary due to changes in the flow conditions (e.g. amount of CO2, forcing phase, 
and flow rate) and due to changes in color center laser power.  SNRs ranging from 9 to 
68 were measured under various flow conditions using the IR absorption facility.  
Measurements were made in both laminar and forced jets with velocities 
ranging from 1 to 50 m/s and with CO2 concentrations in air ranging from 8.4% CO2   61
to 100 % CO2.  Figure 3.5 shows a representative sample set of the raw signals from 
the absorption facility and the resulting projection data obtained from the six modules 
for measurements made within 1 mm downstream of the exit of a 6 m/s jet with a 50% 
CO2 concentration.  For each set of projection data, the location of the centerline and  
shape of the CO2 absorption profile is slightly different in each of the views because 
the jet is not centered in the measurement domain and is not axisymmetric.  Residual 
signal noise after low-pass filtering and  fluctuations of ambient laboratory CO2 
concentrations are the most significant sources of error in the projection 
measurements.  Fluctuations of laboratory CO2 concentrations can be a significant 
source of error, and care has been taken to reduce the influence of these fluctuations. 
Dry nitrogen is used to purge the color center laser housing and reduce absorption 
from ambient CO2.  In addition, the experimental apparatus is shielded using an inner 
chimney surrounding the flow facility and an outer chimney surrounding the 
tomographic apparatus to reduce interference from absorption by CO2 in the 
surrounding room (see Figure 3.2).  An air co-flow and exhaust hood provide further 
barriers to CO2 concentration fluctuations near the measurement region.   All 
measurements are made with these precautions in place.  The efficacy of these 
precautions is evident in projection data such as those shown in Figure 3.5 that 
absorption goes to zero outside the jet flow region. 
 
3.6  Tomographic Reconstruction 
 
The practical reconstruction problem is the inverse problem [15] of solving Eq. 
(3.2) for n(x,y) in cases where p(s,θ) is known at a discrete set of s and θ.  While the 
continuous problem for which p(s,θ) is know for all s and θ  is well-posed, the discrete 
reconstruction problem is not.  Consequently, the reconstruction solution method must    62
(a) 
(b)
Figure 3.5.  Absorption measurements from a 6 m/s forced jet with 50% CO2
made at the jet exit.  (a) Raw laser scanning data recorded from the reference and 
module detectors with the galvanometer drive signal.  (b) Projections obtained
from the raw data in (a).   63
be matched to the particular problem of interest, as defined by the character of n(x,y) 
and by the number and distribution of the available projections {p(si,θj)} over s and θ.  
Here we use Adaptive Finite Domain Direct Inversion (AFDDI) for reconstruction, a 
method developed at Cornell [3,4] especially for cases where optical access is 
restricted and a limited set of LOS measurements is available.  AFDDI is intended for 
use where the goal is to determine the large-scale features in a distribution.  It is 
suitable for cases where parallel projection measurements are available over a limited 
number of viewing angles, θi.  For successful tomographic reconstruction using 
AFDDI, the number of viewing angles available is more important than the number of 
projections per viewing angle.    
Finite Domain Direct Inversion (FDDI), a precursor to Adaptive FDDI, was 
developed by Ravichandran and Gouldin [3].  Separate basis functions derived from 
the Kaiser window function, W(R), [16] are used to express both the measured 
projections, p(s,θ), and the distribution to be reconstructed, n(x,y). Use of the Kaiser 
window function results in a set of local 2-D basis functions, {bk(x-xk,y-yk)}, used in 
the representation of n(x,y), that are band limited while finite computer precision 
renders their numerical representation space limited.  These basis functions are located 
on a set of triangularly distributed anchor points, {xk,yk}, and their aspect ratio is 
defined by two parameters: the cutoff frequency, C0, and the influence length 
parameter,  H0. These parameters are chosen according to guidelines provided by 
Ravichandran and Gouldin in which the product C0H0 is set to 1.6 and C0 is set to 
1/2Δg, where Δg is the closest spacing between the basis functions on the triangular 
grid [3].  The 1-D basis functions, ψ(s), used in the expansion of p(s,θ) are the 1-D 
inverse Fourier transforms of the Kaiser window function, W(R) [3,4].   
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where F
-1 denotes the 1-D inverse Fourier transform and R  the Radon transform.  The 
Kaiser window function itself is defined as  
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where I0 is the modified Bessel function of the first kind, order 0, and R is the Fourier 
space variable. 
As noted, the distribution n(x,y) is expanded in a set of local 2-D basis 
functions that are located on a equilateral triangular grid defined by the anchor points 
{xk,yk} : 
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For the original implementation of FDDI, the points on the triangular grid are 
uniformly spaced with the closest spacing, Δg, set to 0.1925 on a normalized grid 
extending from –1 to 1 in the x and y directions.  In Adaptive FDDI, the triangular grid 
is adapted to include additional basis functions in a triangular configuration with Δg of 
the additional basis functions set to 0.1111 on the normalized grid.  Sample FDDI and 
AFDDI basis functions are shown in Figure 3.6.  For the uniform triangular FDDI 
grid, characteristic view angles of 0, 30, 60, 90, 120, and 150 degrees allow for the 
lines-of-sight to pass through the maximum number of basis function locations 
possible (see Figure 3.6).  In Adaptive FDDI, there is no simple choice of 
characteristic view angles due to the non-uniform addition of basis functions to the 
adapted triangular grid. However, studies by Ha et al [4] have concluded that there is 
no need to restrict the view angle and line-of-sight selection to the characteristic sets 
if  R < C0 
 
otherwise,   65
determined by the grid geometry.  For the results reported here, measurements are 
made at 175 uniformly spaced lines-of-sight per view angle and 6 view angles spaced 
every 30 degrees.  
For the expansion given in Eq. (3.5), {fk} is the set of unknown weighting 
coefficients for the basis functions, bk, where K denotes the number of basis functions 
used in the expansion.  The reconstruction problem is reduced to finding {fk} given the 
set of projection measurements {p(si, θj)} and the set of basis functions {bk}.  {fk} is 
determined by solving the resulting overdetermined least squares problem 
 
p Cf =                                (3.6) 
for the vector of weighting coefficients, f, by singular value decomposition [17].  In 
Equation (3.6), C is a MNxK projection matrix, the elements of which represent the 
contribution of each 2-D basis functions to the projection measurement lines-of-sight.  
For each projection measurement, the contribution of each basis function can be 
calculated by evaluating the 1-D basis function at the shortest distance from the 
Figure 3.6.  Two-dimensional basis functions of varying aspect 
ratios used in the FDDI and AFDDI reconstructions.  These 
basis functions are band limited and numerically space limited.   66
projection measurement location (sm,θn) to the basis function grid location (xk,yk), with 
the shortest distance defined as   
n k n k m y x s θ θ sin cos − −               (3.7) 
such that   
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The index mn denotes a specific projection measurement specified by offset (sm) and 
view angle (θn) and index k refers to a particular basis function.  The projection matrix 
C is modified to impose a bound that forces n(x,y) to zero outside of the measurement 
domain and to remove contributions from portions of the basis functions that lie 
outside of the measurement domain [3,18]. Using the modified projection matrix, a 
new matrix equation is formed: 
 
p Df =                          (3.9) 
where D is the modified projection matrix that includes boundedness in the domain.  f 
is a K vector and p is the MN projection vector.  MN is the total number of projection 
measurements, i.e. the number of views, N, times the number of projections per view, 
M.  It is necessary for MN>K for the problem stated in Equations (3.6) and (3.9) to be 
overdetermined.   Equation (3.9) is formulated as a nonnegative least squares problem 
as described in Ravichandran et al. [3] and solved using singular value decomposition. 
In the original FDDI, 97 basis functions located on a uniform triangular grid 
were used in the expansion in Equation (3.5).  The vector of weighting factors, f, is 
solved for using singular value decomposition and the weighting factors are then 
applied to the series expansion of n(x,y) in Equation (3.5).  For Adaptive FDDI, 
additional basis functions are added to the expansion at grid points located in regions   67
of high spatial gradients of n(x,y).  These high gradient regions are identified in the 
reconstruction obtained by application of the original FDDI solution method to the 
projection data [4,5,18].  Gradients of the reconstructed distribution obtained using the 
original FDDI method are evaluated at possible basis function locations on the 
additional adaptive grid.  The basis function locations are ranked from highest to 
lowest gradient and a specified number of basis functions in the highest gradient 
regions are selected for use in Adaptive FDDI (see Figure 3.7 for a sample adaptive 
grid).   The projection matrix D is modified in AFDDI to include the contributions 
from the additional basis functions, the weighting coefficients {fk} are recalculated, 
and the reconstruction of n(x,y) is obtained.  The number of basis functions added 
during AFDDI is variable, with 50 commonly used for a total of 147 basis functions.  
It is thus necessary to use greater than 147 projection measurements to make the 
problem stated in Equations (3.6) and (3.9) overdetermined.  AFDDI reconstructions 
have been performed on data collected from LOS configurations utilizing up to 1050 
Figure 3.7.  Adaptive grid for a square phantom distribution.  Left:  uniform 
grid of 97 basis functions used in FDDI.  Characteristic view angles of 
multiples of 30° are shown on the FDDI grid.   Right:  Adaptive grid with the 
original 97 basis functions (o) and 50 additional basis functions (*) added in 
regions of high gradients.   
x
y 
θ = 30° 
θ = 60°   68
projection measurements though the number of projection measurements can be 
increased, if necessary, depending on the diameter of the laser beam, the size of the 
measurement domain, and the resolution needed to capture small scale flow features.   
 
3.7  Forced Square Jet Reconstructions from Laboratory 
Data 
 
Inversion of the projection data collected by the 6-module IR absorption 
facility was performed using the AFDDI method.  175 LOSs for each view angle 
(1050 total) were used to reconstruct CO2 concentration fields from the forced jet 
facility.  Various two-dimensional filters were investigated for smoothing of the raw 
reconstructions, including averaging, disk (pillbox), and Gaussian filters of varying 
kernel size and FWHM [14].  A Gaussian filter with a full-width at half maximum 
equal to twice the closest spacing on the adaptive triangular grid was chosen for 
application as it smoothed the reconstruction noticeably while retaining the high 
contrast features of the reconstruction.  For each point on the reconstruction grid, the 
averaging and disk filters would provide a uniformly weighted average of a specified 
number of grid points surrounding the central point.  The disk filter would average the 
points from a circular area surrounding the central point and the averaging filter would 
average the points from a square area surrounding the central point.  Because a 
Gaussian filter provides an average weighted more towards the value of the central 
point, it provides gentler smoothing and preserves high gradients better than similarly 
sized standard averaging and disk filters.  Varying the Gaussian filter size and 
standard deviation controls the degree of smoothing performed.  The Gaussian filter 
kernel, h, can be determined using the formulae below, where x and y are the locations   69
of each grid point, σ is the standard deviation, and hg is an intermediate step needed 
for forming the kernel h.   
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The filter used for this application was chosen to reduce the structure seen from 
individual AFDDI basis functions in the reconstruction.  The Gaussian FWHM was 
set at the twice the closest basis function spacing to sufficiently smooth or “blend” the 
contributions from neighboring basis functions to the reconstruction.  The Gaussian 
filter does a good job of removing the artifacts from the raw reconstructions while 
retaining the large-scale structures and high gradients in the concentration field.  Peak 
reconstructed concentrations and jet extent, as measured by the full-width at half-max 
(FWHM) location of the reconstructed jet distribution, are not altered noticeably by 
filtering.  
Figure 3.8 shows the filtered AFDDI reconstruction obtained from the 
projection data collected at 0.1 cm downstream of the jet exit, see Figure 3.5.  These 
results show that the effect of forcing in the 6 m/s jet is modest.  Reconstructions of 
the CO2 concentration field at the jet exit are similar for the eight forcing phases 
studied.  Results at 1 De downstream show slight spreading of the jet and small 
changes in the shape of the jet cross section and in peak concentration values (see 
Figure 3.9).     
Figure 3.9 shows contour plots of four forced-jet reconstructions from data 
collected at 1 De downstream from the jet exit on a 6 m/s jet with 50% CO2 and a 3 
m/s jet with 25% CO2. The results in Figure 3.9 are from four scans taken at 90° phase 
increments relative to the jet forcing signal.  Changes in jet size and peak    70
concentration are quantified in Table 3.1.  The area of the jet cross section is estimated 
based on the number of grid points in the reconstruction with CO2 concentrations 
above a threshold value equal to 1/5 of the maximum CO2 concentration.  Jet area and 
peak concentrations shown in Table 3.1 are measured relative to the maximum values  
Figure 3.8.  Filtered forced jet AFDDI reconstructions of a 6 m/s jet with 
50% CO2.   
(a)  Reconstruction of projection data in Figure 3.5, measurements made 
at the jet exit.  
(b)  Reconstruction of measurements made 1 De downstream of the jet 
exit.  
While it is possible to do so, we have not explicitly calculated the 
absorption cross section, σν, and thus present the CO2 field in arbitrary 
units. 
 
(a)  (b)  71
Figure 3.9.  Reconstructions at 0, 90, 180 and 270 degrees in the forcing 
phase.  Maximum CO2 values are labeled on the plots in arbitrary units.   
  (a) 6 m/s jet with 50% CO2  at 1 De downstream of the jet exit.   
   (b) 3 m/s with 25 % CO2 jet at 1 De downstream of the jet exit.   
 
(a) 6 m/s jet with 50% CO2  (b) 3 m/s jet with 25% CO2   72
determined over eight phases (45° increments) in the forcing period.  Results show 
that modulation of the 6 m/s jet is perceptible with some changes to the shape of the 
jet cross section but changes in size and peak concentration are limited to 
approximately 20% or less of maximum size and concentration values.  Significant 
modulation of the jet flow is apparent in the reconstructed distributions of the 3 m/s jet 
at 1 De with peak concentration values varying up to 50% of the maximum 
concentration over all phases of the forcing period (see Table 3.1).  The size of the 3 
m/s jet varies from 36% to 100% of its maximum size (up to 64% change) over the 
eight forcing phases studied.    Compared to the 6 m/s jet, the 3 m/s jet shows 
significant effects due to the forcing.  While the forcing amplitude and frequency were 
the same for the two cases, the dynamic pressure of the 6 m/s jet is a factor of four 
larger than that of the 3 m/s jet, which accounts for the differences in forcing effect of 
the two jets.   
The square jets measured using the IR absorption facility provide an excellent 
opportunity to test the capabilities of the AFDDI reconstruction method for high 
 
Table 3.1.  Comparison of forcing effects on two forced CO2/air jets. 
  6 m/s jet, 50 % CO2  3 m/s jet, 25 % CO2 
Forcing  % Max Area  % Max CO2  % Max Area  % Max CO2 
0 82 100 40  86 
45  80 97 53  84 
90  87 94 61  85 
135 100  87  66  76 
180 80  78  100 100 
225  83 86 47  51 
270  90 93 42  58 
315  90 77 36  70   73
contrast cases in the presence of noise.  Various aspects of the distribution 
characteristics and measurement geometry must be considered for tomographic 
applications.  Distribution orientation, size, location, and shape can affect the choice 
of method for reconstruction as well as the LOS measurement configuration.  Note 
that the reconstructions in Figures 3.8 and 3.9 show that the square jet is not aligned 
with the grid axes and is shifted slightly away from the center of the measurement 
region.  The alignment and location of the jet within the measurement domain are not   
critical to the experimental setup because the AFDDI reconstruction method is able to 
capture the orientation and location of the jet in various positions.  The reconstructed 
distributions in Figures 3.8 and 3.9 are verified to be consistent with the position of 
the jet in the flow facility.  Forcing has been shown to affect the size and shape of the 
jet.  Changes in distribution size and shape will affect the selection of additional basis 
functions in the AFDDI reconstruction method.  Characterizing the performance of 
AFDDI under varying conditions of distribution geometry (size, shape, orientation), 
distribution features of low and high contrast, and the presence of measurement noise 
is important to the evaluation of the robustness of the reconstruction method. 
 
3.8  Performance of Adaptive FDDI 
 
 The experimental work reported in this paper is focused on square jet flows 
with top-hat like concentration profiles having steep, smooth sides and relatively flat 
tops.  These features are difficult to accurately reconstruct with a generic basis set 
suitable for application to a wide range of problems, and their high-contrast presents a 
significant challenge for many reconstruction methods.   While reconstruction 
methods such as Fourier-based [6,19] backprojection or series-expansion based 
[6,20,21] algebraic reconstruction techniques are often used to reconstruct high-
contrast features, a large number of line-of-sight measurements distributed over many   74
view angles is required in these cases for accurate reconstructions.  Compared to many 
other reconstruction methods, AFDDI requires a low number of LOS measurements 
for accurate reconstructions.  The number of the projections needed to make the 
reconstruction problem in Equation (3.9) overdetermined is based on the number of 
basis functions used in the AFDDI reconstruction.  This limits the minimum number 
of LOS measurements necessary for reconstruction to approximately 150 instead of 
1000 or more that are necessary for other reconstruction methods.  The shape of the 
basis functions used in Adaptive FDDI make it well suited to cases where smooth, 
high gradient profiles are expected.  In the original FDDI, 97 identical basis functions 
located on a uniform triangular grid were used for tomographic reconstructions [3].  
With AFDDI, 97 basis functions are used on the original grid and 50 basis functions 
are added in the regions having the highest concentration gradients.  Sample grids are 
shown in Figure 3.7 for the distribution shown in Figure 3.10.   
Analyses of the performance of AFDDI were conducted on the 27 different 
phantom distributions of various jet/peak configurations [1,18], including multiple 
Figure 3.10.  Sample phantom top-hat distribution used in evaluation of 
AFDDI performance (see Figure 3.7 for corresponding AFDDI grid).  The 
square top-hat shape is similar to the experimental CO2 concentration 
distributions measured using the IR absorption facility.   75
circular jets and merged peaks (see Figures 3.10 and 3.11), and one square top-hat 
distributions to test the behavior of AFDDI under high gradient situations.  The 
phantom distributions derived from jet flows [1,18] are representative of the type of 
smooth high-gradient distributions encountered in physical flows, while the top-hat 
phantom distribution is of the shape expected from forced jets similar to the one 
reported above.  Additional investigations of AFDDI performance using triangular and 
square top-hat data are discussed later is this section.  Use of these phantom 
distributions allows for the evaluation of AFDDI using realistic concentration 
distribution data.  The distributions are expressed as an array of CO2 concentration 
values on a 50x50 square grid.  Phantom projection data were calculated according to 
the isothermal Bougeur-Beer-Lambert law, Equation (3.2).  Absorption cross sections  
are assumed to be constant as in Equation (3.2) and are not included in the phantom 
projection calculations.  Thus, phantom distributions are presented in arbitrary units 
and are proportional to number density.  Laser absorption data were simulated by 
numerical integration of each CO2 number density distribution along each specified 
Figure 3.11.  Sample multiple-jet (left) and merged-peak phantom 
distributions derived from previous measured data [1,17].   76
line-of-sight, producing phantom projection measurements with no error.  The 50x50 
grid distributed over the -10 mm to 10 mm domain yields a grid cell size of 0.4 mm x 
0.4 mm.  Numerical integration of the phantom distribution along a line-of-sight yields 
an equivalent laser diameter of approximately 0.45 mm.  For the purposes of 
evaluating AFDDI performance using phantom distributions, this method should be 
sufficient to provide the resolution necessary to capture the features in the distribution.  
However, if simulating laser absorption measurements of a well characterized 
distribution (e.g. previously characterized using CFD or probe sampling) for 
comparison to experimental measurements, it would be necessary to more accurately 
model the laser diameter by performing volume integrals over multiple grid points 
along a line-of-sight.   
The standard LOS configuration used for these studies is composed of 175 
parallel LOSs per view angle and 6 view angles spaced every 30 degrees, resulting in 
a total of 1050 LOSs.  This measurement configuration was chosen to match the 
experimental setup of the IR absorption facility.  It should be noted that while the 
studies below were performed using 1050 LOSs, there was no appreciable degradation 
in reconstruction performance as measured by the error measures discussed below, 
when testing randomly selected phantom distributions using 87 LOSs per view angle 
(522 total) and 51 LOSs per view (306 total).  The AFDDI basis functions, phantom 
distributions, and tomographic reconstructions were discretized on a uniform 50x50 
point grid.  Grids ranging from 25x25 to 100x100 were investigated and it was 
determined that the 50x50 grid allowed for satisfactory resolution to capture the high 
gradient regions without needing excessive computational time. 
  Three error measures are often used for quantitative comparisons of 
reconstruction results [20,22] (Equation (3.11)):  1) the normalized root mean square 
error, also called the reconstruction error, erms; 2) the normalized mean absolute error,   77
eabs; and 3) the maximum error, emax.  erms  emphasizes a few large errors in the 
reconstruction, while eabs emphasizes many small errors.  These error measures are 
defined mathematically as 
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where n0 is a reference distribution, in this case, the phantom distribution, and n1 is the 
reconstructed distribution to be evaluated.   F  denotes a Frobenius norm and the 
overbar denotes a spatial average.   Reconstruction errors will result from both the 
inability of the basis set to exactly represent a distribution, the representation error, 
and from errors in the retrieval of the weighting coefficients, the retrieval error.  The 
overall  reconstruction error is composed of contributions from representation and 
retrieval errors.  The best representation of a phantom distribution, nbest(x,y), is given 
by  
) , ( ) , (
1
k k k
K
k
best best y y x x b f y x n − − =∑
=
         (3.12) 
Best representation weighting factors, fbest, are computed using a least squares fit of the 
basis functions to the phantom distribution.  The representation error, erep, is then 
calculated as the normalized root mean square error using the phantom as the 
reference distribution, n0.  
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Results of AFDDI performed on phantom absorption data for a set of 27 
distributions including round jets, merged-peaks, and a square top-hat showed that 
AFDDI failed to reduce the reconstruction error below the FDDI error in 10 cases (see 
Figure 3.12).  Many of these ten distributions contain regions of high gradient as well 
Figure 3.12.  Reconstruction and representation errors for various jet 
and peak distributions. 
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as regions of low (nonzero) gradient, especially near the tops of the distributions 
where the top-hat distributions flatten out and the multiple-jet and merged-peak 
distributions become more rounded.  Error measures for distributions with jets or 
peaks located near the edges of the domain are higher than for the same feature located 
near the center of the domain for both FDDI and AFDDI reconstructions.     
Reconstruction errors tend to rise when non-zero features in a distribution are located 
near the edges of the measurement domain because in FDDI and AFDDI corrections 
are required to remove contributions of the basis functions from regions outside the 
measurement domain and the projection matrix is bounded to force the reconstructed 
distribution to zero at the edges of the domain.  Distributions consisting of centered 
gaussian peaks were used to investigate the effects of spatial gradients on 
reconstruction and representation errors (see Figure 3.13).  Gaussian peaks were 
normalized on a –1 to 1 grid (arbitrary length units) such that the double integral of the 
distribution over the grid is 1, and the standard deviation was varied to obtain different 
two dimensional concentration distributions and gradients in the phantom projection 
measurement.  Projection gradients are calculated for every line-of-sight in a set of 
projection data and are given by dp(s,θ)/ds.  Reconstruction results for these 
distributions show that reconstruction and representation errors are lowest using FDDI 
when the maximum projection gradient in a set of projection measurements is less 
than approximately 60 units
-1, where “units” indicate the length units of the domain.  
Below this value of projection gradient, AFDDI performance is unpredictable 
resulting in highly variable reconstruction error measures.  Compared to the total 
reconstruction errors, low AFDDI representation errors at low projection gradient 
suggest that good reconstructions should be possible using the AFDDI basis functions 
and that the high reconstruction errors are most likely due to errors in retrieval.  For 
the range of projection gradients between 60 units
-1 and approximately 110 unit
-1,   80
reconstruction and representation errors are comparable for FDDI and AFDDI.  Above 
a projection gradient of 110 units
-1, AFDDI errors are the lowest.  Shifting the 
Gaussian peaks away from the center of the domain helps to reduce errors in the 
AFDDI reconstructions at low projection gradient while increasing the reconstruction 
error in both FDDI and AFDDI for projection gradients above 60 units
-1. 
Figure 3.13.  Reconstruction and representation errors for gaussian 
peak distributions. 
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The sensitivity of AFDDI to small variations in projection data was tested by 
adding error to the phantom projection data as follows: 
 
) 1 ( i m i i e p p γ ⋅ + = ′                (3.14) 
where the  i p′’s are the “noisy” phantom projection data given at a specific line-of-
sight i, the  i p ’s are the original phantom projection data,  m e is the percentage noise 
magnitude, and the  i γ ’s are random numbers between –1 and 1.  Noise was added at 
5% and 10% levels (em set to 0.05 and 0.10) to test error sensitivity to noise of the 
reconstruction results.  Though the reconstruction problem is ill-posed, both the 
AFDDI and FDDI reconstruction methods perform well under these conditions with 
the reconstruction error increasing by less than 20% in the majority of cases with the 
addition of 5% noise to the projection data.  Reconstruction errors increased more 
significantly with the addition of 10% noise to the projection data; however rms error 
measures remain below 0.7, compared to measurements with no noise added.  Sample 
results for one distribution are shown in Table 3.2.  In cases where AFDDI produces 
high reconstruction errors, the addition of noise to the projection data helps to reduce 
the largest AFDDI reconstruction errors, see Table 3.3 for an example.  Representation 
errors for both FDDI and AFDDI are largely unaffected by the addition of noise to the 
projection data as the selection of the additional basis function locations is unchanged 
in most cases.  However, if large noise spikes or systematic noise were present in 
multiple view angles of the projection measurements (e.g. in multiple detectors), 
AFDDI basis function selection could be affected.  Though the noise would be due to 
the detector or other electronics, it could incorrectly be reconstructed as part of the 
distribution, affecting AFDDI basis function selection.  
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Table 3.2.  Sample reconstruction error results for a phantom distribution with 
noisy projection measurements. 
 
   FDDI    AFDDI  
  erms e abs e max e rms e abs e max 
no noise  0.341  0.496  0.675  0.148  0.176  0.212 
5% noise  0.341  0.495  0.681  0.169  0.198  0.240 
10% noise  0.346  0.502  0.683  0.315  0.367  2.533 
 
Table 3.3.  Sample reconstruction error results for a case with high AFDDI 
reconstruction error. 
 
   FDDI    AFDDI  
  erms e abs e max e rms e abs e max 
no noise  0.112  0.134  0.153  0.427  0.346  1.9917 
5% noise  0.112  0.134  0.168  0.145  0.153  0.198 
10% noise  0.114  0.134  0.174  0.136  0.145  0.473 
 
Previous studies of AFDDI performance had determined that the addition of 
more than 50 adaptive basis functions did not have a significant effect on 
reconstruction error [4].  However, the investigations of AFDDI performance 
presented here using a square top hat phantom distribution show that there can be a 
significant effect on reconstruction accuracy caused by the number of basis functions 
added in AFDDI.  Changes in the spatial extent of the top hat distribution show that 
for a large distribution covering approximately 20% of the measurement domain or 
more, reconstruction errors increase as the spatial extent of the distribution is 
increased when using AFDDI with 50 additional basis functions.  Representation   83
errors remain low indicating that the ability of AFDDI to represent the broader 
distributions is good but that there are errors in the retrieval of the reconstruction 
weighting factors.  Reconstruction and representation errors for two different square 
top hat profiles are presented in Table 3.4.  The square top hat distributions were 
expressed on a grid spanning -10 mm to 10 mm in the x and y axes.  The sizes of the 
top hat distributions were varied from 6x6 (i.e. spanning -3 mm to 3 mm in the x and y 
directions) to 10x10.  Results show that while representation error is continuously 
lowered by the addition of more basis functions, reconstruction error is not always 
lowered, indicating an increase in retrieval error for some cases.  Results also indicate 
that the number of basis functions needed to produce the lowest reconstruction error 
depends in part on the spatial extent of the distribution to be reconstructed. 
 
Table 3.4.  Effect of the addition of basis functions on AFDDI representation and 
reconstructions errors. 
  6x6 square top hat  10x10 square top hat 
basis functions  erms rep  error erms rep  error 
30  0.067 0.058 0.196 0.102 
40  0.057 0.050 0.149 0.082 
50  0.058 0.048 0.210 0.068 
60  0.058 0.048 0.106 0.063 
70  0.086 0.047 0.124 0.055 
  
AFDDI reconstructions of top-hat distributions often show significant structure 
on the top of the reconstructed peak.  This structure is due in part to the use of high 
aspect ratio basis functions for reconstruction and to the limited number of basis 
functions used in regions of lower spatial gradient.  Clearly, the high aspect ratio basis 
functions are unable to represent flat, smooth features in areas where they are not   84
closely packed, resulting in rippling and spikes in the reconstructed distribution.     
Applying a spatial filter to the reconstructed results is one way to reduce the rippling 
and spikes and smooth the AFDDI reconstructions.  Though not applied to the top-hat 
reconstruction discussed here, a Gaussian spatial filter can be designed to reduce the 
small features seen in the reconstructions while preserving the large-scale flow 
features [23]. 
The dependence of AFDDI reconstructions on the distribution orientation with 
respect to the LOS measurement configuration was investigated using a triangular top 
hat distribution and rotating it about its centroid.  Reconstruction errors were found to 
have a significant dependence on the orientation (see Figure 3.14) and often to be low 
when the distribution was oriented such that one side of the top hat was perpendicular 
to the lines-of-sight of a view.  It should be noted that for AFDDI the location of the 
additional basis functions is highly dependent on the orientation of the distribution, 
affecting the representation and reconstruction errors.  AFDDI representation error 
remained low but fluctuated significantly from 0.04 to 0.12 with rotation while FDDI 
Figure 3.14.  Triangular top hat distribution rotated at 0 degrees and 
reconstruction errors of the triangular distribution under rotation.   85
representation error remained fairly constant at 0.14 to 0.16.     
Analyses of multiple types of phantom distributions were performed in order to 
test AFDDI.  AFDDI performed well using measurement configurations of 306, 522, 
and 1050 LOSs.  Reconstructions errors were shown to be dependent on gradients in 
the projection measurements with FDDI performing well in cases of low gradient and 
AFDDI performing better than FDDI in cases of high gradient.  Errors in the 
reconstruction were often larger in areas of low or zero spatial gradients, where the 
basis functions were not closely packed.  Additional errors can be due to noise in the 
projection measurements.  While noise in the projection measurements generally 
increased reconstruction errors, both FDDI and AFDDI performed well in the 
presence of noise.  Though reconstruction errors generally increased in the presence of 
noise, they remained comparable to error measurements computed for phantom data 
with no noise added.  Orientation, location, and size of features in the phantom 
distributions were shown to effect reconstruction accuracy.  Errors increased in both 
FDDI and AFDDI when distribution features were located near the domain boundaries 
due to the inability of the limited number of basis functions in boundary regions to 
fully represent these features.  It was determined that the number of basis functions 
added to the AFDDI basis set can have a significant effect on the reconstruction 
accuracy, specifically in cases where the spatial extent of the features to be 
reconstructed cover a large portion of the domain.  While representation errors were 
lowered with the addition of basis functions, there is a tradeoff with increasing 
retrieval error.  Overall, AFDDI performed well with error measures comparable to or 
lower than FDDI error measures.   
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3.9  Summary and Conclusions 
 
An IR absorption facility for making LOS measurements on confined and 
unconfined, reacting and nonreacting flows has been designed and constructed.  The 
facility is capable of making simultaneous measurements of LOS absorption over six 
viewing angles, collecting 1050 LOS measurements in approximately 1.5 ms for high 
temporal resolution. CO2 absorption measurements have been made with a KCl:Li 
color center laser operating at approximately 2.69 μm.  The CCL beam is electro-
optically modulated at 1 MHz for phase sensitive detection to improve signal to noise 
ratios.  The measurements were made on an 8 mm x 8 mm forced square jet composed 
of a mixture of CO2 and air.  Jet forcing at 30 Hz was provided by a speaker driven by 
an audio power amplifier.  Representative projection data show good control of noise 
and of interference due to ambient CO2 fluctuations in the laser paths.  
The measurements presented in this paper are for large CO2 concentrations of 
25% and greater by volume.  Lower CO2 concentrations in the range of 5-15% can be 
expected for hydrocarbon combustion applications.  Interference in the measurement 
process due to ambient H2O, which may absorb at certain wavelengths within the CCL 
tuning range, ambient CO2 absorption, and electrical signal noise are the primary 
causes of reduced signal-to-noise ratios and can make low-concentration 
measurements difficult.  Increasing the laser intensity and selecting an appropriate 
detector with low noise levels and high sensitivity would be primary concerns for 
practical applications in which CO2 concentrations are low and low absorption levels 
are expected.  As a demonstration of the IR absorption facility, the measurements 
presented here have shown good control of measurement errors and reasonable signal 
levels for CO2 levels of 25-50%.  However, extra care must be taken to reduce these 
errors for measurement of low concentrations.  Tomographic reconstruction results of 
data for 8.4% CO2 collected using the IR absorption facility show more significant   87
reconstruction artifacts than for the 25-50% CO2 level results presented here.   
However, the reconstruction results still capture the square top-hat nature of the flow 
in the case of low (8.4%) CO2 levels.  These results indicate that it is possible to 
record projection measurements of low concentration flows for tomographic 
reconstructions though additional noise and error-reduction procedures would be 
necessary, possibly including electronics and hardware (e.g. wiring) modifications for 
noise control and additional signal or data filtering. 
Tomographic reconstruction of projection data collected by the 6-module IR 
absorption facility is performed using Adaptive Finite Domain Direct Inversion.   
Resulting reconstructions are filtered using a Gaussian filter to reduce reconstruction 
artifacts while maintaining the large-scale structures.  Reconstructions of the CO2 field 
in forced jets of 3 m/s and 6 m/s were performed. Reconstructions of the 6 m/s jet 
show less effects of forcing on the CO2 field when compared to reconstructions of the 
3 m/s jet which show significant modulation.  Additional absorption measurements of 
various combustion products (CO2, H2O, NO, and NO2) can be performed using the 
KCl:Li color center laser with the IR absorption facility.  The laser wavelength range 
can be extended to the 2.25-2.65 μm range by using a KCl:Na crystal to permit 
measurement of CO [7].  Additional flow rates and forcing parameters (frequency, 
forcing signal power) can be investigated using the IR absorption facility.  These data 
could then be used to study the dominant gradients and spreading in the jet as well as 
mixing.  Coupled with velocity or vorticity studies, concentration data could provide 
more detailed information regarding the structures and dynamics of these jets.     
Performance of Adaptive FDDI has been evaluated using various phantom 
distributions of jet/peak configurations as well as high gradient triangular and square 
top hat distributions.   Results show that, relative to FDDI, AFDDI performs better for 
distributions that contain high gradient regions, such as top hat distributions, and   88
produces reconstruction errors lower than those of FDDI in many of these high 
gradient cases.  AFDDI does not always produce lower reconstruction errors than 
FDDI and may fail to reduce errors in cases where the distribution contains a wide 
range of spatial gradients.  Investigations performed on Gaussian peaks of varying 
standard deviation show that there are three ranges of spatial gradient magnitudes that 
affect the performance of AFDDI.  At low magnitudes (less that 60 units
-1) FDDI 
produces the lowest reconstruction and representation errors, while AFDDI 
performance is unpredictable. At high magnitudes (greater than 110 units
-1), AFDDI 
consistently produces the lowest errors.  Finally, there is an intermediate range of 
magnitude (60 units
-1 to 110 units
-1) in which AFDDI and FDDI performance is 
comparable.  Errors in the reconstruction occurred often in areas of low or zero 
gradient magnitude, where the basis functions were not closely packed.   
The effects of orientation, location, and size of features on reconstruction 
performance were investigated.  Reconstructions of a high gradient square top hat 
show that AFDDI performance is dependent on the nonzero spatial extent of a 
distribution and the number of additional basis function used in the reconstruction.  
For accurate reconstructions, the number of additional basis functions used in AFDDI 
must be sufficient to thoroughly cover the high gradient regions of the distribution.  
AFDDI reconstructions can be improved by increasing the number of basis functions 
added in the AFDDI procedure when the distribution to be reconstructed covers a 
large portion of the domain.  In addition, reconstruction performance is dependent on 
distribution orientation as well as location in the domain. Errors increased in both 
FDDI and AFDDI when absorption features were located near the domain boundaries 
due to the inability of fewer basis functions in these regions to fully represent the 
features.       89
Reconstruction performance was evaluated in the presence of measurement 
noise.  While noise in the projection measurements generally increased reconstruction 
errors, both FDDI and AFDDI performed well with reconstruction errors remaining 
comparable to measurements with no noise added.  Overall, AFDDI performed well 
with error measures comparable to or lower than FDDI error measures for all 
reconstructions performed in this study. 
We have demonstrated that high quality tomographic data can be collected 
using the IR absorption facility.  Coupling the IR absorption facility with Adaptive 
Finite Domain Direction Inversion has yielded a valuable tool for the analysis of non-
reacting and reacting, steady and unsteady flows.  Additional modifications to the 
facility, including changes to the laser and detectors, could further enhance the range 
of possible species and concentrations that can be measured for a variety of 
applications.  
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ABSTRACT 
The development of a sensor system that can be used in a practical combustion device 
for the purpose of feedback control of a combustor exit temperature distribution is 
discussed in this work.  Combustor operating states can be defined by distributions of 
composition, temperature, and pressure that result from the control of a combustion 
system through fuel-injection or acoustic modulation of flow through the system.  In 
this study, computational simulation of a combustor sector rig provided combustor 
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operating states that were defined by the percentages of fuel-flow through the 
injectors, resulting in excited state population and temperature distributions specific to 
each state.  Emission tomography measurements were simulated using numerical line-
of-sight integration of simulated excited state number densities of water for two 
emission transitions.  Tomographic reconstruction was performed using Tomographic 
Reconstruction via a Karhunen-Loeve Basis (TRKB) which utilizes an optimal basis 
set to reduce the number of basis functions and thereby measurement lines-of-sight 
required for reconstruction.  TRKB reconstructions of excited state populations and 
temperature were used to evaluate nine line-of sight measurement configurations and 
an optimal measurement configuration was selected.  Operating state identification for 
control applications was investigated using the TRKB reconstructions.     
4.1  Introduction 
 
Active control of combustion systems is a focus of current research and 
development [1-12].  Monitoring and feedback control is of great potential importance 
in applications such as power generators, waste incinerators, furnaces, and gas 
turbines for propulsion.   Detection of off-design conditions, control of combustion 
instability, and maintenance of peak performance are primary goals in the 
development of an active control system for combustion [1-3].  Many control systems 
have focused on controlling thermoacoustic instabilities [5-10], most notably pressure 
oscillations, to prevent degradation of system performance.  Other control systems 
have been developed to maintain stable and efficient combustion through optimization 
in the form of operating state control [11,12] where operating conditions may be 
adjusted to optimize combustor efficiency, minimize emissions,  control emission 
composition, and temperature distribution within a combustor.  An active feedback   94
control system requires the measurement of combustor operating conditions using 
sensors from which the operating state of the system can be determined.  Control can 
be accomplished through direct modulation of fuel or air injection into the system or 
through the use of acoustic actuators that modulate the flow in response to control 
signals that are supplied by a control sensor [1-3].   
Several important metrics in the evaluation of gas turbine engine performance 
include emissions, efficiency, and, for turbojets, thrust generated.  These engine 
characteristics are related in part to the temperature distribution at the combustor exit, 
often quantified by the engine pattern factor.  Specifically, the pattern factor is a 
simple measure of the maximum deviation from the average combustor exit 
temperature [13].  In gas turbine engines, uniform combustor exit temperature 
distributions are desirable because large temperature gradients can have detrimental 
effects on engine turbine blades, influencing engine reliability, longevity, and 
maintenance cost [14].  Determination of the engine pattern factor gives an indication 
of the temperature non-uniformity but does not provide information on the spatial 
distribution of temperature.  Knowledge of the entire temperature distribution is useful 
for the evaluation of combustor mixing, temperature dependent emissions – including 
CO and Nox, engine efficiency, and thrust generated [14].  Measurements of 
temperature distributions at the combustor exit have included the use of 
thermocouples [15], thin film sensors, and laser absorption techniques [13].  These 
measurements are capable of making limited temperature measurements at relatively 
few spatial locations or lines-of-sight and can be limited in temporal response.  One 
powerful technique for collecting extensive spatially and temporally resolved data is 
multiple line-of-sight tomography and reconstruction [16-20].  Tomography is a 
powerful technique for obtaining spatial distributions of scalars from sets of 
quantitative line-of-sight measurements.  Analysis of line-of-sight data via   95
tomographic reconstruction yields two-dimensional scalar distributions such as species 
concentration, excited state populations, and temperature.    
In general, tomographic measurements can be made in various ways including 
laser absorption, nuclear magnetic resonance imaging, X-ray tomography, positron 
emissions, and radiant emissions, the approach used in this study [17-25].  Absorption 
and emission tomography are commonly used in the physical sciences in situations 
where optical access is available and knowledge of spatial distributions in a system is 
desired (e.g. monitoring in flow or combustion applications) [16-25].
  Application of 
tomography can yield information on combustor exit concentration and temperature 
distributions over the entire spatial extent of the combustor exit, which is useful for 
determining and controlling combustor performance.  As an alternative to physical 
probe measurements, tomography is a non-intrusive method that can be used to 
determine the state of a system and to quantitatively measure conditions in an object 
or flow.  Cross sections of an object or a flow field can be imaged through 
measurements of emission, transmission or reflection data from multiple lines-of-sight 
and angles of view [16-25]. An image is then computationally reconstructed from 
“projection measurements” that are path-integrated measurements of a quantity of 
interest (e.g. radiation intensity, absorption, etc.) along a set of lines-of-sight.    While 
both absorption and emission tomography are commonly used, emission 
measurements offer advantages over other measurement techniques, particularly when 
probing a practical combustion system.  Such measurements are single-ended; only 
collection optics, a spectral resolving element, and a detector such as a radiometer or 
photodetector are needed for measurement of emitted radiation at chosen wavelengths 
and lines-of-sight, compared to absorption measurements that require a radiation 
source at one end of a line-of-sight and a detector at the other end.  Emission 
tomography can be used to reconstruct both species concentration and temperature   96
distributions while eliminating the need for a radiation source, thereby reducing the 
complexity of the measurement system. 
The quality of a tomographic reconstruction is highly dependent on the number 
and orientation of the line-of-sight projection measurements [16-20,26].  Thorough 
measurement coverage of the domain of interest is necessary, often resulting in the 
need for many overlapping lines-of-sight.  Thus, a major challenge in the design of an 
optical tomography system is the requirement for extensive optical access for 
measurement of radiation transmitted through or emitted from a medium along 
multiple, overlapping lines-of-sight distributed over multiple viewing angles.  In 
practice, the physical constraints of many combustion systems and the desire to reduce 
the modifications necessary for sensing limit the location and number of line-of-sight 
measurements possible.  A goal of the research reported here is to minimize the 
required number of lines-of-sight and optimize a line-of-sight measurement 
configuration through comparative analysis of tomographic reconstructions resulting 
from different measurement configurations. 
Evaluation of a tomographic sensor requires the analysis of tomographic 
reconstructions.  For accurate tomographic reconstructions, a reconstruction method 
well suited to the measurement configuration and distributions to be measured is 
necessary.  The number and location of line-of-sight measurements is important to 
both the design of a tomography sensor and the choice of reconstruction method.  As 
discussed above, relatively few line-of-sight measurements are desired for application 
of a tomographic sensor to a practical combustion system.  Developed at Cornell 
University, one reconstruction approach that requires a small number of line-of-sight 
measurements but incorporates a priori information is a series expansion method 
called Tomographic Reconstruction via a Karhunen-Loeve Basis (TRKB) 
[16,18,27,28].   This reconstruction technique is based on a series expansion using an   97
optimal basis set obtained from Proper Orthogonal Decomposition (POD) of an 
ensemble of distributions [27-30].  POD produces a set of eigenfunctions that 
represent the principal components of a set of data.  Use of these eigenfunctions as the 
TRKB basis set adapts the basis set to the distributions in the ensemble for efficient 
tomographic reconstruction.   
A priori data in the form of ensembles of expected distributions (e.g. molecular 
excited state concentration distributions), termed the “training set”, are necessary for 
POD and can be obtained through physical sampling or computational simulation of 
an ensemble of combustor operating states.  In turn, data in the form of combustor 
distributions of concentration, temperature, and pressure are needed to generate these 
training sets.  Since empirical measurements of these quantities are difficult and are 
not available for the combustor in this work, computational simulations are used to 
generate the expected distributions.   
Combustor exit temperature fields can be determined using the statistical 
mechanical relationships between species populations of two excited states.  The 
measurement of emission at two distinct wavelengths yields the data necessary for 
reconstruction of the species distributions.  Therefore, the choice of emission 
tomography as a sensor and desire to determine temperature distributions require the 
simulation of line emission from at least two excited states of a chosen species.  Using 
the simulation data, excited state species populations are computed and TRKB training 
sets of population and temperature distributions are developed.   
The development of a sensor system that can be used in a practical combustion 
device for the purpose of feedback control of the combustor exit temperature 
distribution is discussed in this work.  The development of rugged, compact sensors 
that measure radiation and advanced tomographic reconstruction techniques makes 
tomography a promising approach to measurements in a practical combustion device   98
[1,16,18,26-28,31,32].  The primary objectives of the research reported here are to 
evaluate the potential for emission tomography for operating state identification and to 
demonstrate an approach for selecting an optimal tomographic line-of-sight 
measurement configuration.  This is accomplished through evaluation of combustor 
simulation data describing operating states and through prediction of sensor 
performance using different measurement configurations.  Practical concerns 
associated with the development of a tomography system are addressed in this work, 
including choice of measured species, measurement wavelengths, and tomographic 
reconstruction technique.       
The remainder of this paper begins with a discussion of the tomographic 
reconstruction problem and TRKB method in Section 4.2.  The determination of 
species population and exit temperature distributions using emission tomography are 
presented and the application of tomography for state identification and control is 
discussed.  Combustion simulation and emission measurement modeling are presented 
in Section 4.3, including a brief review of the relevant statistical mechanical 
relationships and discussion of measurement wavelength selection.  Results of an 
analysis of several different line-of-sight measurement configurations and the related 
tomographic reconstructions are discussed in Section 4.4.  Efficacies of the different 
line-of-sight configurations are evaluated through comparison of reconstruction results 
and error measures of excited state populations and the related temperature 
distributions.  An optimal measurement configuration is chosen and application of 
tomographic reconstruction results to the identification of the combustor operating 
state for the purpose of combustion control is discussed.  The POD procedure and 
sample results of POD applied to excited state population distributions determined 
from simulation data are presented in the Appendix.   
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4.2 Tomographic  Reconstruction via a Karhunen-Loeve 
Basis 
 
 
4.2.1  Tomographic Reconstruction Problem 
 
Tomographic reconstruction is the reconstruction of a distribution, e.g. radiant 
emission distribution, from projections.  Projections are defined as the integral of the 
distribution along lines-of-sight specified by view angle, θ and offset, s.  For spatially 
inhomogeneous distributions, multiple line-of-sight measurements are required at 
different view angles for reconstruction of the distribution.  For reconstruction of a 
scalar distribution, f(y,z), measurements are made at a set of view angles, {θ}, and 
offsets, {s}, that result in a line-of-sight along direction t as shown in Figure 4.1.  
θ 
y 
z
s  t 
f(y,z) 
s
Line-of-sight  
at (s,θ) 
Iv 
Figure 4.1.  Tomographic measurement geometry.  Measurement 
of intensity, Iv, is performed along a line-of-sight in the t direction, 
defined by offset, s, and viewing angle, θ.    100
In general, the tomographic projection for a line-of-sight defined by s and θ 
(see Figure 4.1) is given by the line-integral of the distribution f(y,z) along that line-of-
sight 
∫
∞
∞ − = dt z y f s p ) , ( ) , ( θ .             (4.1) 
Using the coordinate transform 
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Equation (4.1) can be rewritten as  
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This is known as the Radon transform of f(y,z) for which an explicit inversion 
is known [19].  Because measurements are only available at a limited number of 
discrete view angles and offsets, the practical reconstruction problem for f(y,z) is ill-
posed and the explicit inversion formula for the Radon transform cannot be used.   
Various methods have been used to reconstruct two-dimensional spatial 
distributions from projections.  The two primary types of tomographic reconstruction 
method are based on Fourier transforms and finite series expansions respectively 
[19,20].  Transform methods are generally used in medical applications where 
accuracy is of vital importance and generality is needed with respect to the 
distributions to be reconstructed.  Standard transform methods used for reconstruction 
are backprojection algorithms, which require little or no a priori information about the 
distribution to be reconstructed [20].  The main drawback of backprojection 
algorithms is the need for numerous line-of-sight measurements at many viewing 
angles for accurate reconstructions.  Series expansion methods are better suited to 
applications where limited line-of-sight measurements are possible and a priori 
information such as non-negativity is available.  These methods include reconstruction   101
algorithms such as the Algebraic Reconstruction Technique (ART) [20], Finite 
Domain Direction Inversion (FDDI) [26], and Tomographic Reconstruction via a 
Karhunen-Loeve Basis (TRKB) [16,18,27,28], the method that is used in this work.  
These techniques are often used in the physical sciences where numerous line-of-sight 
measurements are difficult to acquire and distributions are typically smooth and of low 
contrast [20]. 
The TRKB method approximates a discretized distribution f(yi,zj) in an 
expansion of basis functions, φl(yi,zj). 
 
∑
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where αl are the basis function weighting coefficients, i and j are the indices for each 
discrete grid point, Ny and Nz are the number of grid points in the y and z directions 
respectively (equal to 48 in each direction for this work), and NB is the number of 
basis functions used in the expansion.  The reconstruction problem is reduced to 
finding the basis function coefficients given the set of projection measurements, 
{p(s,θ)}.  The coefficients {αl} are determined from solution of an overdetermined 
least squares problem 
p D = α .                             (4.5) 
 
D is an MN×NB projection matrix containing line integrals of the basis functions along 
the measurement lines-of-sight used for reconstruction, α is a NB vector of basis 
function coefficients, and p is a MN vector of projection measurements.  MN is the total 
number of line-of-sight projection measurements available.  It is necessary for the 
number of line-of-sight measurements to be greater than the number of basis functions 
used in the expansion, i.e. MN>NB, for the least-squares problem to be overdetermined.     102
Tomographic reconstruction is accomplished by solution of the least-squares 
problem (4.5) through minimization of the norm 
  
p D − α .                                (4.6) 
Significant a priori information can be incorporated into the problem solution through 
the use of a basis function set derived from an ensemble of expected distributions to be 
reconstructed.  Proper Orthogonal Decomposition of the ensemble provides an optimal 
set of basis functions that incorporate a priori information including non-negativity 
and the primary features evident in the ensemble distributions.  However, if a limited 
number of basis functions is used for reconstruction, errors in the reconstruction may 
include negative values.  To ensure non-negativity of the reconstructed distribution, a 
constraint is applied to the problem, such that f(y,z)>0.  For the discrete problem of 
computationally simulated distributions investigated in this work, the constraint is 
applied at each grid point (yi,zj) in the domain such that 
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The problem including this constraint can be restated in matrix form as 
 
min  p D − α   subject to  h B > α                  (4.8) 
 
where B is a NpxNB matrix containing the values of each basis function at all points 
(yi,zj) and h is a vector of constraints set equal to zero for this problem.  Np is the total 
number of grid points in the simulated data, equal to Nx*Ny.  This is a linear least 
squares problem with linear inequality constraints.  The reader is referred to Reference 
26 for details on the solution methodology. 
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4.2.2  TRKB Basis Set Development  
 
A major challenge in the design of a tomography sensor for practical 
applications is the determination of a line-of-sight measurement configuration.  As 
discussed previously, given the physical constraints and limited optical access of 
practical hardware such as an engine combustor, it is important to minimize the 
required number of line-of-sight measurements such that extensive modifications to 
the system can be avoided.  Use of an optimum set of basis functions for the 
tomographic reconstruction minimizes the number of measurements required.  The 
advantage of using the TRKB method for reconstruction is the use of an optimal set of 
basis functions derived from the Karhunen-Loeve (KL) procedure, commonly termed 
Proper Orthogonal Decomposition (POD) [16,18,27,28].   POD is a mathematical 
procedure that produces an optimal orthonormal set of eigenfunctions for an ensemble 
of distributions [16,18,27-30].
  The eigenfunctions are optimal in the sense that they 
are calculated to have the smallest mean squared error compared to any other basis set 
in representing the ensemble of distributions for any fixed number of terms in a series 
expansion.  Calculation of the KL eigenfunctions for use as the TRKB basis set 
requires a priori knowledge of a set of expected distributions, termed the training set.  
In this work, computational simulations have provided distributions of temperature, 
pressure, and species needed to develop the training sets of species excited state 
number density and temperature distributions at the exit of a gas turbine engine 
combustor.  Details of the training set development and POD analysis are presented in 
Section 4.3 and the Appendix respectively. 
Determination of species population and temperature distributions at the 
combustor exit from line-of-sight measurements is accomplished using emission 
tomography.  Tomographic projection measurements of radiant emissions can be 
related to the population of a species in a specific molecular state via the equation of   104
radiative transfer.  For emissions at frequency, ν, the radiant intensity Iν measured at 
distance r for a spontaneous emission dominated process simplifies (see below) to 
 
∫ =
r
v r hvd A n I
0 21 2 ˆ                    (4.9) 
where n2 is the population of a species in an excited state and A21 is the Einstein 
coefficient for spontaneous emission from an excited energy state 2 to a lower energy 
state 1.  The Einstein coefficient and emission frequency are known for a 
measurement system based on a chosen frequency and molecular transition, and the 
distribution of the excited state species population density n2 over the domain can be 
reconstructed from projection measurements using TRKB as described previously.   
Reconstructions of population distributions for two separate excited states resulting 
from measurements at two separate emission frequencies can be used to determine the 
temperature distribution at the combustor exit.  For the line-of-sight configuration 
evaluation presented in this work, emission from two specific molecular transitions is 
modeled as a line integral according to Equation (4.9).  A review of the statistical 
mechanics and radiative transfer relevant to these calculations is presented in Section 
4.3.  Though the line-of-sight configuration evaluation does not include effects from 
practical measurement applications, these effects are discussed in Section 4.3.3.   
 
4.2.3  Error Measures 
 
Comparison of tomography results with training sets of species population and 
temperature distributions allows for evaluation of errors in the tomographic 
reconstructions.  Three error measures are often used for quantitative comparisons of 
reconstruction results [16,17,20]:  1) the normalized root mean square error, also   105
called the reconstruction error, erms; 2) the normalized mean absolute error, eabs; and 
3) the maximum error, emax.  erms emphasizes a few large errors in the reconstruction, 
while eabs emphasizes many small errors.  The error measures are defined as 
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2)  Normalized absolute error 
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3)  Normalized maximum error 
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In the equations above, f(yi,zj) is the actual distribution to be reconstructed, frec(yi,zj) is 
the reconstructed distribution, (ymax,zmax) is the spatial location of the largest error, and 
F denotes a Frobenius norm.   
Limiting the number of basis functions used in the TRKB reconstructions 
places some, if not all, of the distributions in the ensemble outside the span of the 
basis functions.  Given a basis set composed of all available POD eigenfunctions, all   106
distributions from the ensemble would be within their span and errors in the 
reconstruction would result only from the inability of the reconstruction algorithm to 
retrieve the proper basis function weighting coefficients.  For reconstructions outside 
the span of the basis set, reconstruction errors will result from both the inability of the 
basis set to exactly represent a distribution from the ensemble, termed representation 
error, and from errors in the retrieval of the weighting coefficients, termed retrieval 
error.  The overall reconstruction error is composed of the sum of representation and 
retrieval errors.  The best representation of a distribution f(y,z) using a subset of NB 
eigenfunctions is given by 
       ∑
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where the weighting coefficients {β} are obtained from the inner product of 
eigenfunctions in the basis set with the actual distributions to be reconstructed. The 
representation error, erep, can then be calculated as 
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Retrieval error, eret, is calculated as 
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4.2.4  Evaluation of Tomography for Control using TRKB 
 
The determination of combustor exit plane temperature distributions is of 
interest for combustion control applications where knowledge of the operating state   107
can be used to improve combustor performance.  It is possible to identify the operating 
state of the combustor by matching the population and temperature distributions 
determined using emission tomography to those produced by the computational 
simulation.  For this work, state identification is accomplished through a least-squares 
fit of the weighting factors for each reconstructed distribution to the best 
representation weighting factors.  Simulation data of 18 combustor operating states 
results in 18 unique sets of best representation weighting coefficients {β} to identify 
the operating states.  Reconstruction of each nA, nB, or temperature distribution using 
TRKB results in a set of reconstructed weighting coefficients, {α}.  Because the basis 
set for TRKB reconstructions is the same basis set used for producing the best 
representations, comparisons of the TRKB weighting coefficients {α} and the best 
representation weighting coefficients {β} can be used for state identification purposes.  
Given a set of TRKB weighting coefficients for a distribution, it is possible to find the 
closest match of these weighting coefficients to all possible best representation 
weighting coefficients by minimizing the norm  } {   −   } β α {  for all possible unique sets 
of {β}, allowing for identification of the actual operating state distribution from the set 
of 18 possible distributions, and hence the operating state associated with it. 
Nine configurations of line-of-sight measurements are considered in this 
investigation.  To determine an optimum measurement configuration for combustion 
control, tomographic reconstruction errors and state identification capabilities are 
evaluated for all combustor operating states.   
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4.3  Combustor Simulations and Modeling of Emission 
Measurements 
 
4.3.1 Combustor  simulation 
 
The determination of operating conditions using emission tomography requires 
the measurement of radiation caused by emission from excited molecular states.  In 
addition, a set of expected distributions is required   to calculate a set of basis 
functions for reconstruction using TRKB.  These data can be collected through 
physical measurements or produced through numerical simulation of the flow.  For 
this study, data are produced through numerical simulation such that excited state 
populations necessary to simulate emitted radiation can be computed.  These excited 
state populations and temperature distributions can then be used for the generation of 
TRKB basis functions. 
Simulated combustor exit plane temperature, pressure, and fuel/air ratio 
distributions were provided for a Pratt & Whitney combustor sector rig.  Allstar, a 
Pratt & Whitney proprietary CFD flow solver was used to provide these distributions 
[33,34].  Allstar solves the Reynolds-averaged Navier-Stokes equations on 
unstructured or structured meshes for the entire combustor domain. It is a pressure-
based, finite-volume flow solver that discretizes the conservative form of the 
governing equations using second order centered differencing.  For combustor 
applications, the standard k-ε model for turbulence is used with wall function near-
wall modeling.  In order to provide a good representation of flame structure and heat 
release and a reasonably accurate determination of local flame temperature, a 
combustion model based on the Magnussen-Hjertager Eddy Breakup Model is used.    109
Assuming infinitely fast chemistry acceptable for the high combustor pressures and 
temperatures, the chemistry mechanism is based on the simplified reaction: 
 
Fuel + xO2 + yN2 Æ (1+x)Prod + yN2 
 
For further details on the computational solution method, the reader is referred to 
Malecki, et. al [33].  
The computational fluid dynamics (CFD) combustor nozzle representation 
consisted of a flameholder with four fuel injectors located on either side (for a total of 
eight).  Fuel injectors were grouped into three zones:  an outer zone of two fuel 
injectors, a middle zone consisting of the four center fuel injectors, and an inner zone 
of two fuel injectors.  Operating states were specified by the percentages of fuel in 
each of the three injector zones.  Eighteen operating states were included in the 
analysis with Jet-A as the fuel, modeled as C12H23 with a molecular weight of 167.32 
g/mole.   
A single nozzle of a four-nozzle combustor rig was modeled for the CFD 
simulation, see Figure 4.2.  Periodic boundary conditions on the single nozzle were 
applied during the simulation.  Simulation data were collected at the exit plane of the 
combustor, measuring 8.0645 cm by 7.62 cm (3.5 in by 3 in) and located 16.51 cm 
(6.5 in) downstream of the fuel injectors.  Temperature, pressure, and molar fuel/air 
ratio distributions were output onto a 48x48 grid at the exit plane (see Figure 4.3 for 
sample distributions).  The computation simulations provided molar fuel/air ratios, 
FA, that were calculated as 
aC12H23 + b(O2+3.76N2) Æ  products 
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a
FA = =              (4.17)   110
Product composition was determined through equilibrium calculations where 
temperature, pressure, and reactant mole fractions (determined from the fuel/air ratios 
as shown in (4.17)) are used to calculate product composition at each grid point.   
Chemical equilibrium calculations were performed using Cantera, an open-source 
software package for problems involving chemically-reacting flows, including 
combustion.  Cantera was developed by Dr. D.G. Goodwin at the California Institute 
of Technology and is available at http://www.cantera.org.   
 
4.3.2  Modeling of Emission Measurements 
 
The choice of emission tomography as a sensing technique and computation of 
population and temperature distributions from measured emission data require the 
simulation of line of sight emissions from excited states of a chosen species.  To  
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Figure 4.2.  CFD single nozzle schematic.   111
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Figure 4.3.  Sample temperature, pressure, and fuel-air ratio distributions 
provided by CFD simulations.  Though the pressure values vary little over 
the sample distribution seen in the center, the discretization of the 
distribution on the computational grid creates the pattern seen in the sample 
pressure distribution, and is amplified by the color scaling.   112
evaluate the performance of the tomographic sensor described in this work, it is 
necessary to model radiant emission measurements given the pressure, temperature, 
and product composition obtained from the combustor simulation data.  It is useful to 
first briefly review the statistical mechanics required for the analysis of radiant 
emissions and to relate radiation intensity to excited state species number densities and 
combustor exit temperature distributions.  
In this investigation, emission measurements are simulated at the exit plane of 
a research combustor.  Spontaneous radiant emission occurs during a transition from 
an excited state (i.e. upper energy level) of an atom or molecule to a lower energy 
level [35,36].  In a molecular gas, changes in rotational, vibrational, and electronic 
states can occur simultaneously [37].  The energy of the emitted photon, hν, is given 
by the difference in energy between the two states.  Consider the emission of radiation 
due to a transition from an excited state 2 to a lower state 1.     The Einstein coefficient 
for spontaneous emission, denoted A21, is a measure of the probability per unit time for 
a spontaneous transition from state 2 to state 1 [35,36].  The rate of emission is 
proportional to the number density of molecules in the excited state 2, n2.  For an ideal 
gas, the number density of molecules in state 2 can be calculated using the Boltzmann 
distribution [35,38] 
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where  n is the total number density of the emitting species in the gas, g2 is the 
degeneracy of the molecular energy level 2, ε2 is the energy of level 2, k is 
Boltzmann’s constant, T is the temperature of the gas, and Q is the molecular partition 
function.  For this investigation we consider radiant emissions from H2O molecules.  
The internal molecular partition function for water is often written as the product of 
the vibrational, rotational, and electronic contributions, [35,38] i.e.   113
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Rotational and vibrational energies are coupled through interacting modes of vibration 
and rotation [39].  A combined ro-vibrational partition function, Qvr, can be introduced 
and the internal partition function rewritten as  
 
e vrQ Q Q = int                           (4.20) 
 
Electronic excited states for water lie well above the dissociation energy of the system, 
thus,  Qe can be assumed to be unity [39].  Values for the ro-vibrational partition 
function of H2O at temperatures up to 6000 K have been calculated [39], and it is seen 
that the ro-vibrational partition function can be presented in analytic form as 
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where the ai’s are coefficients used to fit the calculated values of Qvr to the formula 
above [39].  Equation (4.21) is the form of the partition function used in this work. 
Specific ro-vibrational emission lines of water are chosen for the simulated 
emission.  Given the above form for Qvr, the number density of water molecules in a 
specific ro-vibrational state (i.e. excited state 2) at temperature T is given by 
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The total number density of water molecules in the combustion products is given by  
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where χH2O is the mole fraction of H2O and p is the pressure.  Emission measurements 
made at two separate frequencies correspond to transitions from excited energy levels 
A and B and can be used to determine temperature through the relation 
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Here, gA, gB, and εA, εB refer to the degeneracies and energy levels of the excited states 
A and B  respectively.  Data for the upper state energy levels are taken from 
experimentally derived energy levels of H2O presented in Reference 40.   The 
HITRAN database provides weighted transition-moments squared, R21, for each 
transition in Debye
2 [Debye
2=10
-36 ergs cm
3], and the Einstein coefficient A21 can be 
calculated from the transition-moments according to [41]  
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Here h is Planck’s constant and  21 v  is the wavenumber (1/λ) of the photon emitted in 
the transition from excited state 2 to the lower state 1. 
It is possible to calculate the radiation emitted by an excited species using the 
species number densities and transition Einstein coefficients.  Following the analysis 
in Vincenti & Kruger [35], for steady-state conditions and non-degenerate molecular 
transitions, the equation of radiative transfer for radiation of frequency v along a line-
of-sight in direction r is given by 
 
hv I B n hv I B n hv A n
r
I
v v
v
12 1 21 2 21 2 − + =
∂
∂
.               (4.26) 
The three terms in Equation (4.26) correspond to contributions from spontaneous 
emission, induced emission, and absorption respectively with Einstein coefficients A21,   115
B21, and B12.  Iv is the specific radiation intensity and hv is the energy of a radiative 
molecular transition from an excited to lower state.  Using relations between the 
Einstein coefficients and equilibrium populations for an ideal gas one can show that 
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and the equation of radiative transfer can be rewritten as 
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The three terms in brackets represent the contributions of spontaneous emission, 
induced emission, and absorption as above.  Bv(T) is the Planck function, k is 
Boltzmann’s constant, c is the speed of light, and T is temperature. 
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For a process to be emission-dominated such that spontaneous emission dominates 
over induced emission and absorption the radiating medium must be optically thin.  
The optical depth, τv, is defined as 
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where r ˆis a running variable of integration.  Optically thin conditions apply if τv(r) << 
1 for all distances r in the domain of interest.  For the engine combustor temperature 
and concentration distributions provided by the CFD simulations for this investigation, 
numerical integration of the optical depth for the transitions chosen confirm optically 
thin conditions with typical values of the optical depth less than 10
-2. 
Neglecting any background radiation from the wall at distance rs, the solution 
to the equation of radiative transfer (4.28) is    116
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Contributions from background radiation sources in practical applications are 
addressed in Section 4.3.3.  Using equilibrium population relations, Einstein 
coefficients, and the Planck function, this can be rewritten for optically thin conditions 
as  
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The term in parentheses is approximately equal to one such that the intensity measured 
at distance r for a spontaneous emission dominated process simplifies to 
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which is consistent with Equation (4.26) when the stimulated emission and absorption 
contributions are removed.  The specific intensity in W/m
2-sr-m can be easily 
evaluated through numerical integration of the excited state populations along chosen 
lines-of-sight.   
Water was chosen for the emission measurements in this investigation due to 
the large number density of molecules present as one of the major products of 
combustion.  In addition, water has several strong emission lines within the spectral 
range captured by available emission sensors [40-43].  The choice of energy levels for 
measurement is determined by the strength of the H2O emission lines in the spectral 
range of interest (700-1150 nm), and the absence of additional strong lines from other 
major combustion products near the chosen emission line [31,32].  Vibrational states 
are presented in the standard mode notation of (v1v2v3) where the vibrational quantum 
numbers are v1 (symmetric stretch), v2 (bending), and v3 (asymmetric stretch) [37,40].  
Rotational states are labeled using standard asymmetric top notation of JKa,Kc where J   117
is the rotational angular momentum and Ka and Kc are the values of the angular 
momentum for corresponding prolate and oblate symmetric tops [37,40].  Based on 
the HITRAN database [42,43], two measurement wavelengths for H2O emission from 
ro-vibrational lines that met the criteria stated above were selected, and measurements 
were simulated at 936 nm (transition A) corresponding to a (300) 87,2 Æ (000) 94,5 
transition and at 1130 nm (transition B) corresponding to two overlapping transitions 
(111) 98,1 Æ (000) 98,2 and (111) 98,2 Æ (000) 98,1.    Differences in Einstein A21 
coefficients for overlapping transitions in B are negligible (<1%) and an average value 
of the Einstein A coefficients is used.    H2O Einstein A coefficients and transition line 
strengths from HITRAN are presented in Figure 4.4.  
In the Section 4.4, tomographic line-of-sight configurations are evaluated 
using simulated projection data of intensity determined by the line integral in Equation 
(4.33).  This approach is sufficient for the purposes of line-of-sight configuration 
evaluation using TRKB.   It will be necessary to include the effects of measurement 
over a finite volume, finite solid angle, and finite spectral resolution in practical 
applications.  Section 4.3.3 evaluates the potential for practical measurements through 
estimation of the line emission and background signal strengths.  
 
4.3.3  Practical Emission Estimates 
 
This section first outlines the procedure for predicting emission signal levels in 
a general manner for a practical application.  Simplifications in the analysis are then 
made where reasonable for the goal of signal estimation in the measurement 
configurations presented in this work.     118
 
Figure 4.4.  H2O spectral information provided by HITRAN.   119
In practical emission tomography, light collection is not restricted to a small 
differential solid angle and to a single line-of-sight but rather is distributed over finite 
solid angle and a bundle of lines-of-sight that define a finite volume.  The measured 
quantity, neglecting absorption, can be expressed as the volume integral over space 
and solid angle of the product of the emission coefficient jν(x,y,z), density ρ, and a 
measurement system response function gν(x,y,z,φ,χ:θ,s,t) that accounts for the 
performance characteristics of the light collection system at the frequency ν.   In 
gν(x,y,z,φ,χ:θ,s,t),  φ and χ define the orientation of a light ray emitted from a 
differential emitting volume, dV.  At a distance ta along a measurement line-of-sight, 
emitted light is collected from a finite volume over a finite solid angle with a 
collection efficiency that may vary with spatial position and collection angle.  The 
emitting volume which is being measured and the collection solid angle are defined by 
the collecting optics and vary with position along ta, see Figure 4.5.  Consider an 
emitting volume ΔV that is disk-shaped with a thickness dta and cross sectional area 
ΔAs such that ΔV=ΔAsdta.  The variation in the system response function, gν over the 
volume of the disk accounts for any spatial variation in collection efficiency.  Light 
emitted from a differential volume, dV, in this disk can be defined by the differential 
cross sectional area dA that is imaged onto the detector, and the thickness dta of the 
emitting volume such that dV=dAdta.  The light emitted from dV and collected over a 
differential solid angle, dΩ, is given by  
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where φ and χ define the orientation of a light ray emitted from dV.  Integration of this 
product over space and collection solid angle Ω for fixed s and θ gives the light 
collected at frequency ν from the line-of-sight defined by s and θ.  In turn, integration   120
over ν gives the light collected by a measurement along the line-of-sight defined by s 
and θ yielding the tomographic projection, 
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The integration is over all light frequencies, solid angle, and emitting volume   
collected by the optics and detector.  The practical emission projection measurements 
in Equation (4.35) can be rewritten as 
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where projection measurements of intensity are summed over all nÆm H2O transitions 
within the detector bandpass with indices n and m denoting the upper (excited) and 
lower states of each transition within the summation.  Line-of-sight limits of 
integration across the measurement domain are denoted t1 and t2.  Projection 
Figure 4.5.  Line-of-sight collection geometry assuming practical collection 
optics.  The collection optics define the solid angle and emitting volume that 
vary with position along ta.  Note that the emitting area, ΔAs, is small and of 
the same order of magnitude as the thickness dta.  The emitting distribution 
is integrated along the line in the direction ta as decribed by Equation (4.36).
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measurements in Equation (4.36) are integrated over the light collection solid angle, 
Ω, emitting area, ΔAs, distance along the line-of-sight, ta, and frequency, v. For each 
transition, there is an associated line shape function, φnm(ν),  that describes the 
variation in line emission with frequency.    
For the estimation of predicted signal strengths, we assume that the collection 
solid angle is independent of the position of the differential emitting volume in 
physical space, the emitting volume ΔV is a cylinder centered on the optical axis of the 
detector with cross-section ΔAs, and the frequency band pass is a top hat profile.  Since 
transition line widths are small in comparison to the detector bandpass, it is assumed 
that the entire transition line is within the detector bandpass and the line shape can be 
simplified to a Dirac delta function at each transition frequency, vnm.  While these 
assumptions are not necessary, they significantly simplify the analysis.  For the 
calculation of projections from computer simulation data, we further assume that the 
component of gradients of property values perpendicular to the measurement plane are 
small and this variation is neglected.  With these assumptions, emission projection 
measurements from Equation (4.36) can be written as 
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In order to estimate signal strengths in a practical manner, it is necessary to 
consider a sensor capable of withstanding the harsh environment of combustors.  Such 
sensors must be extremely robust to allow for continuous operation in a combustion 
control application.  In addition, compactness of sensors is of primary concern to 
minimize the modifications necessary for incorporation into an engine.  Advanced 
sensors capable of fulfilling these requirements are currently under development.  For 
example, a fiber-optic probe and remote spectrograph with readout-unit capable of   122
collecting thermal radiation over the visible and near infrared spectral range has been 
developed and tested [31,32].  These probes are capable of a spectral resolution of 2 
nm at FWHM over a spectral range of approximately 700-1150 nm.  Both single and 
five-fiber probes have been developed to allow for measurement of a single view 
defined by line-of-sight angle and offset or multiple views in a fan-like shape.  The 
probes measure ¼ inch in diameter, allowing for incorporation into the wall of a 
combustor with minimal intrusiveness.  They are capable of withstanding temperatures 
of up to 270 °C (520 °F) without cooling and with cooling could be placed close to the 
combustion zone.  Emission spectra of water, O2, and black body radiation have been 
measured using the these probes and readout-unit [31,32]. 
Given the geometry of these fiber-optic probes and of the measurement lines-
of-sight, it is possible to estimate the collection solid angle Ω of the collecting optics 
(including a focusing lens) and fiber probe or detector.   The arrangement of the fiber 
probe and focusing lens correspond to some area from which radiation is emitted 
along the line-of-sight and captured by the detector.  Both the collection solid angle 
and emitting area ΔAs vary due to changes in focus along the line-of-sight, but as 
noted, this variation is neglected.  To estimate solid angle and emitting area, it is 
assumed that the optics are focused at the average midpoint for all lines-of-sight in a 
measurement configuration.  Assuming the smallest relevant length scale is on the 
order of the computational grid cell size, the emitting area of the radiating source can 
be estimated as the area of a cell. For the combustor geometry investigated here, the 
exit plane is discretized on a 48×48 grid with cells measuring 0.159 cm × 0.168 cm, 
yielding an emitting area of ΔAs=2.67x10
-6 m
2.    The collection solid angle is based 
on the area of the focusing lens and distance from the emitting volume to the lens.  
Because emission projection measurements are determined by the line integral of 
emission along the line-of-sight ta, the separation distance L from the collecting optics   123
to the emitting volume varies over the measurement domain, resulting in changes in 
the collection solid angle.  However, using line-of-sight configuration 9 as a 
representative measurement configuration (see Section 4.4), an estimate of the average 
solid angle Ω can be made based on a lens to sample distance of L=3.81 cm (1.5 in), 
which is the average distance to the sample line-of-sight midpoints.  Previous 
applications of the fiber-optic probes noted above have incorporated a 7 mm diameter 
lens for collection, giving a lens area of A lens=3.85x10
-5 m
2.  The corresponding 
collection solid angle is computed as 
 
2 /L Alens = Ω                       (4.38) 
yielding an estimate of 0.0265 steradians.  Given that the emitting area is estimated as 
the computational grid cell size, a negligible variation in excited state population over 
the emitting area is assumed and we can eliminate the integration over area and solid 
angle in Equation (4.37).   For a constant solid angle, the H2O line emission signal, 
SH2O, can be approximated according to: 
 
   
          (4.39 a) 
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          (4.39 b) 
 
 
Estimates of background radiation from the hot combustor walls are necessary 
for comparison with H2O line emissions to determine if line emission signals are large 
enough to be measurable in the presence of background radiation.  The combustor 
walls are assumed to have an emissivity of one, and the background radiation, Sbkgd, is 
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approximated by blackbody radiation, Bλ(T), emitted within the 2 nm spectral band of 
the detector from λ1 to λ2 centered at each of the measurement wavelengths.  
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A combustor liner temperature of T=1600 °F (1144 K) is used to approximate the 
background radiation.  Using measurement configuration 9 as a representative line-of-
sight configuration, approximate H2O emission signal strengths range from SH2O = 5-
30 nW with background emissions of Sbkgd = 35-140 nW.   With a wall emissivity of 
one assumed, it is likely that background signals are overestimated for the temperature 
specified.  In order to collect the H2O line emission signals in this situation it would be 
necessary to use a method such as tuning the detectors across the emission line of 
interest to accurately determine both the background and line emission signals.  The 
background signal due to the combustor wall could then be removed from the 
emission signals leaving only H2O line emission data to be used in the tomographic 
analysis as presented in this paper.  In addition, since the optical depth is very small, 
stronger H2O emission lines could be selected without violating the small optical 
depth assumption. 
While Equations (4.34)-( 4.40) take into account the practical considerations of 
measurement for signal estimations, recall that simplified projection measurements are 
simulated at two single transition energies for use in the tomographic evaluation of 
various line-of-sight measurement configurations, which is presented in the Results 
section.  For the tomographic measurements simulated in this paper, the distribution to 
be reconstructed is the excited state population for each transition.  Phantom   125
projection measurements of intensity with the geometry shown in Figure 4.1 are given 
by the line integration in Equation (4.33)  
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where A21 and the energy of the transition, hv, are constants and have been pulled out 
of the integral, and t1 and t2 are the limits of integration across the combustor domain.  
The tomographic projection measurements were evaluated according to Equation 
(4.41) for H2O emission lines at two specific transitions, neglecting emission from 
additional transitions nÆm in the detector bandpass.  A21 and n2 in Equation (4.41) 
correspond to the Einstein coefficient and excited state number density for each 
measured transition A and B at wavelengths λA and λB.  The omission of detector 
responsivity, H2O transition line shapes, emitting source and detector areas, and solid 
angle effects is not expected to have a significant effect on the tomographic analysis in 
the Results section of this paper.  It is noted that it is also possible to include the 
practical measurement considerations such as collection solid angle and emitting area 
variation in the integrals of the basis functions contained in the TRKB D matrix.   
However, due to the complexity involved in this calculation, it was considered outside 
the scope of the present investigation.  
 
4.4  Results 
 
The TRKB method is used to test various line-of-sight measurement 
configurations for application to the combustor shown in Figure 4.2.  Emission 
measurements are simulated by numerical integration of Equation (4.41), producing 
simulated intensity measurements resulting from radiant emission due to molecular 
transition along the lines-of-sight specified by a measurement configuration.     126
Eigenfunctions resulting from POD of molecular excited state distributions were used 
as TRKB basis functions, yielding an optimum basis set.  Details on the POD 
procedure are included in the Appendix.  Numerical integration of each basis function 
along the specified lines-of-sight yields the elements of the projection matrix D.  
Examples of excited state distributions and the resulting eigenfunctions for transition 
A are presented in Figure 4.6 and Figure 4.7 respectively; results for transition B are 
similar.  Eigenfunction spectra for the two transitions are presented in Figure 4.8.   
Nine line-of-sight measurement configurations were evaluated for the 
combustor nozzle represented in the CFD simulations.  Because future experimental  
measurements are under consideration for testing of an actual combustor, practical 
line-of-sight configuration limitations were taken into account.  Given the annular 
shape of an engine combustor, measurement probes must be placed at locations along 
the outer regions of the annulus.  Installation of fiber optic probes such as those of 
References 31 and 32 would require forming holes of several millimeters or more in 
diameter through the combustor liner.  Minimizing the number of holes necessary for 
measurements is an important practical concern as modifications to the combustor are 
both difficult and costly.  The use of multiple-fiber probes [31,32] that can make 
multiple line-of-sight measurements is one way to reduce the number of modifications 
made to the combustor while providing enough measurement lines-of-sight for the 
least-squares problem to be overdetermined.  Consequently, 5-view probes were 
utilized in most of the measurement configurations studied.  Nine line-of-sight 
configurations were evaluated using TRKB reconstructions of the water nA and nB 
distributions.  These configurations are shown in Figure 4.9.  Note that while 
configurations 5 and 8 appear to have five probes each, due to the periodicity of the 
boundary conditions, the five LOS from one probe have been split across the 
boundaries at the minimum and maximum Y locations such that only four probes are    127
Figure 4.6.  Sample nA excited state population distributions from the 
ensemble.  The outer zone, middle zone, and inner zone, locations are 
marked at the top of the figure. 
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Figure 4.7.  First three nA population eigenfunctions.   129
Figure 4.8.  Eigenvalue spectra for the nA and nB population eigenfunctions.  130
Figure 4.9.  LOS measurement configurations considered.  Inner, middle, 
and outer regions correspond to minimum, median, and maximum Z 
locations as presented in Figure 4.6.   131
used per combustor nozzle in these measurement configurations.  Similar to the four-
probe configurations above, configuration 4 consists of three probes only with one 
probe split across the boundaries.  Except for configuration 1, all configurations result 
in a maximum of four probes installed per combustor nozzle. 
 
4.4.1  Evaluation of Tomographic Measurement Configurations 
 
The efficacies of the nine line-of-sight measurement configurations shown in 
Figure 4.9 were evaluated using TRKB reconstructions of the nA and nB distributions.  
The number of lines-of-sight employed in a measurement determines the maximum 
number of basis functions that can be used for reconstruction without making the 
problem underdetermined.  It is beneficial to make the problem overdetermined by 
increasing the number of lines-of-sight or reducing the number of basis functions used 
for reconstruction.  Solution of an overdetermined problem reduces the effects of 
random errors or noise in the projection measurements on the weighting factors 
calculated from TRKB.  The number of basis functions used for reconstruction will 
depend on the accuracy needed for a given application.  Sirovich suggests defining the 
representational dimension as the number of eigenfunctions with eigenvalues greater 
than 1% of the first eigenvalue [29]. For the nA and nB eigenvalue spectra shown in 
Figure 4.8, the representational dimension as defined above is equal to 8, though 
eigenvalues 9 and 10 have values close to 1% of the first eigenvalue.  Preliminary 
reconstructions indicated that it might be necessary to include up to 12 eigenfunctions 
to capture some significant features occurring in a few specific distributions.  As a 
result TRKB reconstructions have been evaluated using basis sets consisting of 10 and 
12 eigenfunctions.  The limited basis sets of 10 and 12 eigenfunctions lead to 
significant representation errors, with average representation errors for the 18   132
ensemble distributions being 40-60% of the total reconstruction error for various line-
of-sight configurations.  The average representation error for a basis set of 12 
eigenfunctions is approximately half that of the 10 eigenfunction basis set, showing 
the ability of the additional basis functions to capture important features in the 
ensemble distributions.  However, increasing the number of eigenfunctions in the 
basis set results in a less over-determined reconstruction problem, therefore retrieval 
errors for the 12 eigenfunction basis set compose a larger percentage of the total 
reconstruction errors than for the 10 eigenfunction basis set.   
The previous work of Chojnacki et. al. has addressed the problem of line-of-
sight configuration selection using TRKB for the case where distributions to be 
reconstructed were within the span of the basis set [18].  For the practical problem of 
the engine combustor presented in this work, it is likely that measured distributions 
will be outside the span of the basis set due to variations in operating state conditions 
not seen in the numerical simulations and due to the use of a subset of eigenfunctions 
for reconstruction.  For this study, numerical simulations of eighteen fuel-flow 
configurations have been used to derive the POD eigenfunctions.  Even if all available 
eigenfunctions were used in the basis set, off-design conditions would likely force the 
empirically measured distributions outside the span of the basis functions.  Thus, it is 
useful to investigate TRKB performance when out-of-span distributions are 
encountered, such as those that can occur in a practical measurement context.  In 
addition to making the problem overdetermined by reducing the number of basis 
functions used, evaluating the TRKB reconstructions using a limited basis set is a 
good indicator of reconstruction behavior when out-of-span distributions are 
encountered.     
TRKB reconstructions are performed for all 18 distributions in each nA and nB 
ensemble, for a total of 36 reconstructions for each measurement configuration.     133
Average error measures of all 36 reconstructions for each configuration are shown in 
Figure 4.10.    Averages of the three error measures show that errors are reduced when 
12 eigenfunctions are used as a basis instead of 10 eigenfunctions, resulting in 
significant reductions in reconstruction error for all measurement configurations.  For 
a basis set of 12 eigenfunctions, average values of error measures are similar for the 
nine configurations investigated.  Maximum average values of the normalized 
reconstruction and absolute errors are under 0.24, which is within the normal range of 
errors for reconstructions utilizing limited data [17,20,26].   
Though error measures are similar for the nine configurations, careful selection 
of a measurement configuration can result in some improvements in reconstruction.  In 
general, average errors are lowest for a 12 eigenfunction basis set using measurement 
configurations 1, 4, 5, 6, and 9.  Configuration 1 would require the use of two 5-view 
probes and five single-view probes for a total of 7 probes.  While reconstruction errors 
are low, the practical considerations of combustor modification are likely to eliminate 
configuration 1 as a realistic possibility.  The use of configuration 4 is advantageous 
because only 3 probes are necessary for measurements, reducing the modifications 
made to the combustor.  However, the limitation of configuration 4 is that only 15 
LOS are used, making the reconstruction problem less overdetermined than for a 
configuration with 20 LOS’s.  Configuration 4 would also make the least-squares 
problem underdetermined if a full basis set of 18 eigenfunctions was considered.   
Reconstructions using measurement configurations 4, 5, 6, and 9 and a basis 
set of 12 eigenfunctions are evaluated in the presence of random error or noise in the 
projection measurements.  Noise levels of 5% and 10% are added to the projection 
measurements p given by the line integral in Equation (4.41); see Equation (4.42). 
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Figure 4.10.  Mean error measures presented for the nine 
measurement configurations.  135
where pn is the noisy projection measurement, γ is the noise level maximum (5% or 
10%), and erand is a vector of uniformly generated random numbers from -1 to 1.  
Twenty sets of noisy projection measurements are calculated according to Equation 
(4.42) for four sample distributions of the nA population ensemble that contain features 
representative of the different combustor operating states.  The resulting 
reconstruction errors averaged over the 20 noisy data sets for each distribution are 
presented in Figure 4.11.  Error measures for the case of 5% noise are within the 
normal range of error measures for tomographic reconstruction using limited data, but 
the error measures increase to significantly higher values when noise levels of 10% are 
considered.  It is also noticeable that errors increase significantly when noise is added 
to distributions that have very low reconstruction errors without noise being present 
(e.g. sample distributions 1 and 4).   In the absence of noise, sample distributions 1 
and 4 have both low representation and retrieval errors.  Reconstruction errors 
presented in Figure 4.11 indicate that measurement configuration 9 results in the 
lowest errors of the four configurations evaluated in the presence of noise.         
Another measure of the efficacy of a measurement configuration can be 
considered.  The condition number of the eigenfunction projection matrix D has been 
shown to be one method of gauging the reconstruction effectiveness of a configuration 
[16,18,27].  The condition number, κ(D), is defined as  
 
B N D σ σ κ / ) ( 1 =                   (4.43) 
 
where σ1 is the largest singular value of D and σNB is the smallest singular value.  
Studies have shown that low condition numbers often indicate reconstruction errors  
will be low [16,26].  The condition number of D is a minimum at 1 when D is 
orthogonal.  Given that the KL eigenfunctions used in the basis set are orthogonal, low    136
Figure 4.11.  Average reconstruction errors for four sample nA distribution 
reconstructions in the presence of noise in the projection measurements.    137
condition numbers indicating a nearly orthogonal projection matrix can be achieved 
with selection of a proper measurement configuration.  Condition numbers for the 
eigenfunction projection matrices using 12 eigenfunctions are shown in Table 4.1 for  
the nine configurations.  Configuration 9 has a low condition number as well as low 
errors, even in the presence of noise, and would be a good choice for measurements if 
the installation of four probes in the combustor sector wall is feasible.  
All measurement configurations considered include lines-of-sight distributed 
over a large area of the combustor sector.  This allows for line-of-sight measurement 
coverage of many important features that occur in the H2O distributions for the 
different fuel injector operating states studied (see Figure 4.6 for samples).  While 
coverage of a large area of the sector is important, reconstruction results show that it is 
necessary to include measurements to capture specific features in the H2O  
 
Table 4.1.  Projection matrix condition numbers for a 12 eigenfunction basis set. 
 Condition  Number 
Measurement 
Configuration nA projection matrix  nB projection matrix 
1 247.69  403.23 
2 660.01  478.20 
3   58.62   55.02 
4 147.59  132.53 
5   92.52   90.09 
6 165.15  152.49 
7 154.54  154.48 
8 319.28  282.58 
9   24.44   24.13   138
distributions near the boundaries of the sector (e.g. features seen in distributions 2 and 
3 in Figure 4.6).  Practical consideration of combustor modifications was taken into 
account in all configurations through limitations on the number and spacing of   
measurement probes and placement of probes along only one side of the combustor.   
There are some physical similarities amongst the configurations that result in the 
lowest errors (configurations 1, 4, 5, 6, 9).  These configurations include lines-of-sight 
near or at the minimum and maximum Y locations (the boundaries of each combustor 
nozzle sector), where adjacent nozzles of the combustor meet, and lines-of-sight 
through the middle region of the combustor.  Lines-of-sight near the minimum and 
maximum Y boundaries are important for measurements of several distributions, such 
as distribution 3 presented in Figure 4.6, where small features are concentrated in 
regions near the edges of the domain.  The fan-like LOS arrangement of the 5-view 
probes makes it difficult to achieve good coverage near the side of the combustor 
where the probes are located.  Lack of projection data in this region is detrimental to 
the reconstruction of distributions similar to distribution 1 presented in Figure 4.6.  
Most of the low-error configurations have lines-of-sight distributed over a large area 
of the domain (configurations 1, 5, and 9) and/or include specific regions where 
significant features are present in some distributions (configuration 6).   Configuration 
9 incorporates all of the features above with 20 lines-of-sight, resulting in both low 
errors and a low condition number. Reconstructions of sample nA and nB ensemble 
distributions using 12 eigenfunctions are presented in Figure 4.12 for configuration 9. 
Temperature distributions can be reconstructed according to Equation (4.24) 
using populations nA and nB measured for the same operating state.  Due to the 
exponential dependence of populations on temperature, relatively small errors in 
population reconstructions are amplified in the temperature reconstructions.   
Temperature distributions for each fuel-flow operating state obtained from the   139
combustion simulations were used to obtain POD temperature eigenfunctions.  Once a 
temperature distribution has been calculated from the population reconstructions 
according to Equation (4.24), the temperature eigenfunctions can be used to “filter” 
the calculated distribution.  The temperature distribution is filtered by computing the 
inner products of the temperature eigenfunctions with the calculated distribution, 
producing a new set of weighting factors.  These weighting factors are used in a series 
expansion to construct the “filtered” temperature distribution using a basis set 
consisting of the temperature eigenfunctions.  Results show that filtering the 
temperature distributions in this manner significantly reduces the large errors that 
Figure 4.12.  Sample population distributions and errors in reconstruction. 
Note, the distributions for nA and nB presented here are for different 
operating states of the combustor.  Error in the distributions presented is 
calculated as (frecon-factual).   140
result from extracting temperature distributions from reconstructed population 
distributions. Sample reconstructions of temperature for the two operating states 
presented in Figure 4.12 are shown in Figure 4.13.  Error measures for temperature 
distributions calculated from the 12-eigenfunction population reconstructions and 
filtered using 12 temperature eigenfunctions are presented in Figure 4.14.  While the 
error measures have been reduced significantly in many cases using the filtering 
technique described, rms temperature reconstruction errors remain large (greater than 
1) compared to the population distribution reconstruction errors.  
 
4.4.2  Control Applications   
 
Although temperature determination using excited state population 
reconstructions results in large errors, the resulting population and temperature 
reconstructions can be used for operating state identification in control applications.  
For the present study, operating states are defined by the percentages of fuel-flow 
through the injectors.  The corresponding excited state population and temperature 
distributions for each operating state can be used for state identification.  For the 18 
operating states supplied, identification was attempted using distributions of nA 
populations, nB populations, and filtered temperature. 
State identification was accomplished through a least-squares fit of the 
weighting factors for each reconstructed distribution to the best representation 
weighting factors, as described in Section 4.2.  This procedure was tested using 
reconstructions from different line-of-sight measurement configurations for the nA, nB,  
and filtered temperature distributions.  Results show that this method is significantly 
more successful at identifying states using nA or nB distributions than using the filtered 
temperature distributions (see Table 4.2).  The number of states successfully identified    141
Figure 4.13.  Temperature distributions and errors in reconstructions 
corresponding to the two operating states presented in Figure 4.12.  Error in 
the distributions presented is calculated as (frecon-factual).   142
Figure 4.14.  Error measures corresponding to temperature distributions 
calculated from reconstructed populations (○) and filtered using temperature 
eigenfunctions (*).   143
using population distributions is also not very dependent on the configuration chosen 
as at least 17 of the 18 states were identified using all configurations.  Preliminary 
studies have shown that state identification using the filtered temperature distributions 
is dependent on the number of temperature eigenfunctions used in the filtering process 
and the least-squares fit described above, allowing for some optimization of the 
temperature filtering and state identification processes.  However, currently there has 
been no determination of a systematic method for optimizing the number of 
temperature eigenfunctions used in this process and population distributions remain 
the best choice for state identification.  The number of states identified for each 
distribution type is presented in Table 4.2 for the nine configurations using a 12   
eigenfunction basis set.  A sample set of norms  } {   −   } β α {  for state identification of a 
single sample excited state distribution is presented in Table 4.3 using configuration 9.   
 
Table 4.2.  Number of states identified using basis sets consisting of 12 
eigenfunctions. 
  Number of States Identified 
configuration nA population  nB population  filtered 
temperature 
1  18 17 10 
2 17  17 9 
3  17 17 11 
4 17  17 7 
5  17 17 11 
6  17 17 12 
7 17  17 7 
8 17  17 8 
9  17 17 10 
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Table 4.3.  Sample State Identification Results 
Sample Distribution No. to be Identified {α}:   5 
Distribution No. to Match  {β}  } {   −   } β α {  
1  0.4668 x 10
20 
2  0.5596 x 10
20 
3  0.5919 x 10
20 
4  0.4636 x 10
20 
5  0.0041 x 10
20 
6  0.4893 x 10
20 
7  0.7428 x 10
20 
8  0.4650 x 10
20 
9  0.2812 x 10
20 
10  0.2162 x 10
20 
11  0.4909 x 10
20 
12  1.0930 x 10
20 
13  0.3385 x 10
20 
14  0.4681 x 10
20 
15  0.4667 x 10
20 
16  0.4564 x 10
20 
17  0.6264 x 10
20 
18  0.4679 x 10
20 
 
Because the TRKB basis functions are normalized, the magnitudes of the resulting 
TRKB weighting factors are on the order of the population distributions.  Note that the 
large values of the norm results seen in Table 4.3 are comparable to the magnitude of 
the weighting factors calculated for tomographic reconstruction. 
 
4.5  Summary and Conclusions 
 
Active control of combustion systems for propulsion is important to 
maintaining the stability and peak performance of a system.  Knowledge of the   145
operating state of a gas turbine combustor allows for feedback control through 
modulation of fuel injector flow rates, allowing for optimization of efficiency, 
emission composition, and exit plane temperature distribution.  Operating states can be 
defined by distributions of composition, temperature, pressure, etc. that result from the 
control of a combustion system through fuel-injection or acoustic modulation of flow 
through the system.  In this study, operating states are defined by the percentages of 
fuel-flow through the injectors, resulting in excited state population and temperature 
distributions specific to each state.  Minimally invasive measurements of operating 
conditions are required for monitoring and feedback control of the system.  
We have investigated the use of emission tomography for measurements in an 
engine combustor.  Emission measurements were simulated using numerically 
evaluated line-of-sight integrals of excited state number densities of water for two 
emission transitions.  Number densities were calculated from mean pressure, 
temperature, and fuel/air ratio distributions generated by CFD simulation.   
Tomographic reconstruction was performed using Tomographic Reconstruction via a 
Karhunen-Loeve Basis (TRKB) which utilizes an optimal basis set to reduce the 
number of basis functions and thereby reduce the number of measurement lines-of-
sight required for reconstruction.  Using this approach, the number of required line-of-
sight measurements has been reduced, minimizing physical modifications necessary to 
the combustor for emission measurements.   
TRKB reconstructions of excited state populations and temperature were used 
to evaluate nine line-of sight measurement configurations.  Use of a 12 eigenfunction 
basis set improved population reconstructions for all configurations when compared 
with a basis set of 10 eigenfunctions.  Error measures for population reconstructions 
were within the normal range of tomographic errors but required very few line-of-
sight measurements due to the optimality of the basis set.  Error measures using a 12-  146
eigenfunction basis set were comparable for the nine measurement configurations 
evaluated though some configurations showed slight improvements in error measure 
and condition number of the eigenfunction projection matrix used in TRKB.   
Depending on the number of probes desired, configurations 4 (three probes) and 9 
(four probes) have been determined to be good choices for a measurement 
configuration. 
Operating state identification for control applications was investigated using 
the TRKB reconstructions.  Use of reconstructed population distributions for state 
identification was much more accurate than use of the filtered temperature 
reconstructions.  At least 17 of the 18 states were identified using population 
reconstructions, while at most 12 were identified using temperature reconstructions.  
Filtered temperature reconstructions were calculated from population distribution 
reconstructions at two excited states and filtered using temperature eigenfunctions.  
Errors present in the population reconstructions were amplified in the temperature 
reconstructions, making state identification difficult.  It was determined that the 
excited state populations were the best choice for state identification. 
Advances in measurement technology have made it possible to consider active 
feedback control of a gas turbine engine combustor.  In this investigation, we have 
evaluated the potential for a control sensor based on multiple line-of-sight emission 
tomography.  Tomographic reconstruction tools developed at Cornell and applied to 
combustor simulation data from Pratt & Whitney have been used to evaluate and 
optimize the line-of-sight measurement configuration of an exit plane control sensor.  
The sensor is based on fiber-optic water emission measurements in the near infrared 
along a limited number of lines-of-sight.  Errors in reconstructed population and 
temperature distributions from phantom data were evaluated and it is shown that the 
combustor operating state can be identified from the reconstructed population   147
distribution. Exit plane temperature distributions, emissions, and efficiency can be 
controlled through the use of operating state information supplied by the 
measurements, thereby improving the performance of the combustor. 
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Appendix 
 
POD Analysis and Results 
 
An ensemble of NM distributions {f}, such as H2O excited state populations for 
the various fuel-flow conditions,  can be expanded as a superposition of KL 
eigenfunctions, {φ}, each with a set of associated distribution coefficients {a} that 
correspond to all of the distributions in the ensemble.  
 
) , ( ) ( ) , , (
1 ∑
=
=
M N
l
j i l l j i z y k a k z y f φ                    (4.43) 
i=1,…,Ny,  j=1,…,Nz,  k=1,…,NM 
NM is the total number of eigenfunctions provided by POD analysis, and is equal to the 
number of distributions available in the ensemble. Distributions of excited state 
populations for 18 fuel-flow configurations were used for analysis.  Each 
eigenfunction also has an associated eigenvalue, which classifies the importance of the 
eigenfunction to the representation of the ensemble of distributions.  The eigenvalues, 
{λ}, are the mean square of the associated distribution coefficients, {al(k)}.  
The KL eigenfunctions and distribution coefficients are determined from a 
matrix eigenvalue problem via the method of snapshots [29]
 
 
A CA Λ =                            (4.44) 
where  C  is a NMxNM correlation matrix, A is a NMxNB matrix of distribution 
coefficients, and Λ is a diagonal NBxNB matrix of eigenvalues.  The correlation matrix 
is defined as 
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T
M G N C Ψ Ψ = ) / 1 (                 (4.45) 
 
where Ψ is a NMxNp matrix containing the distributions in the ensemble, Np is the 
number of spatial points in each distribution (equal to NyxNz), and G is a NpxNp matrix 
used to numerically integrate each ensemble distribution with another ensemble 
distribution. Using this method, eigenfunctions are given by a superposition of 
instantaneous distributions from the ensemble, producing an intrinsically defined basis 
set, 
 
Ψ Λ = Φ
− T
M A N
1 ) / 1 (                          (4.46) 
 
where the NM×Np matrix Φ contains NM eigenfunctions that are normalized according 
to  
 
I G
T = Φ Φ                               (4.47) 
 
For the present study, combustor simulations provide distributions of pressure, 
temperature, and molar fuel/air ratios for 18 combustor operating states defined by the 
fuel-injector flow configurations.  Mole fractions of H2O are computed from these 
distributions using Cantera and distributions of H2O total number density are 
calculated according to Equation (4.23).  Excited state number densities nA and nB are 
calculated for two specific ro-vibrational transitions according to Equation (4.22) 
where the excited state 2 in Equation (4.22) corresponds to each of the measured 
excited states A and B. The sets of distributions of nA and nB for all combustor 
operating states form two ensembles, ΨA and ΨB, used to calculate two sets of 
eigenfunctions, ΦA and ΦB according to Equation (4.47).     150
The eigenvalue, λi, associated with each eigenfunction, φi, classifies the 
importance of that eigenfunction in the representation of the ensemble of distributions 
investigated.  The eigenfunctions are arranged in order of importance, the first 
eigenfunction having the largest eigenvalue and the last eigenfunction having the 
smallest eigenvalue.  The total amount of information present in a subset of 
eigenfunctions, termed the information content, can be evaluated as the sum of the 
subset of normalized eigenvalues.  Eigenvalues are normalized as  
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and are used to classify the information content of a subset of the first M 
eigenfunctions,  EM (sometimes referred to as the “energy” of a subset of 
eigenfunctions) [16,29,43]   
∑
=
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i
i M E
1
λ .                            (4.49) 
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Chapter 5 
 
Summary  
 
Active control of combustion systems is important to maintaining the stability 
and peak performance of a system.  Combustor efficiency, temperature distribution 
(pattern factor), radiant signature, exhaust gas composition, and pollutants can be 
optimized through control of the operating state of a combustion system, which is 
defined by the composition, temperature, and pressure distributions within the 
combustor or at the combustor exit.  Knowledge of the operating state of a combustor 
is necessary to enable feedback control of the combustor.  Two methods of combustor 
control that affect the operating state of the combustor are modulation of fuel injector 
flow rates and acoustic modulation within the combustor.  The work presented in this 
dissertation addressed both combustor control using acoustic modulation of jets (e.g. 
fuel injectors) as well the sensing technology needed to measure the operating state of 
the combustor for feedback control purposes. 
In Chapter 2, proper orthogonal decomposition was used to analyze ensembles 
of two-dimensional distributions of concentration and vorticity magnitude in forced 
reacting rectangular jets.  These forced jets are of interest as flow actuators for control.  
The jet distributions of CO2 concentration and vorticity magnitude data were obtained 
by CFD.  Proper orthogonal decomposition was used to investigate the large-scale 
features of the flow through analysis of the POD eigenfunctions.  Eigenvalues were 
used to evaluate the information content of the eigenfunctions and the potential for 
reduced-order modeling of the CO2 and vorticity fields using a limited number of basis 
functions.  CO2 eigenfunctions and vorticity eigenfunctions were similar in shape and   156
nonzero spatial extent, consistent with the understanding that vortex driven mixing 
dominates in forced rectangular jets.  Vorticity eigenfunctions could be associated to 
some extent with different vortex orientations, e.g. streamwise vorticity or azimuthal 
vortex rings.  Large-scale structures were easily identified in the POD results and 
phenomena such as axis-switching were readily apparent.  Through evaluation of the 
eigenvalue spectra and eigenfunction information content, it was determined that there 
is a greater potential for reduced-order modeling of the CO2 field than for the vorticity 
field. 
The Cornell IR absorption facility for making LOS measurements on confined 
and unconfined, reacting and nonreacting flows was presented in Chapter 3.  The 
facility is capable of making simultaneous measurements of LOS absorption over six 
viewing angles, collecting 1050 LOS measurements in approximately 1.5 ms for high 
temporal resolution.  The measurements were made on an 8 mm x 8 mm forced square 
jet composed of a mixture of CO2 and air using a KCl:Li color center laser capable of 
measurements at wavelengths of 2.45-2.82 μm.  Additional absorption measurements 
of various combustion products (CO2, H2O, NO, and NO2) can be collected using the 
KCl:Li color center laser with the IR absorption facility.  The measurements presented 
in Chapter 3 were for CO2 levels of 25% and greater by volume.  For practical 
combustor applications, CO2 levels below 10% are possible, in such cases absorption 
measurement uncertainty is a significant concern.  Increasing the laser intensity and 
selecting an appropriate detector with low noise levels and high sensitivity would be 
primary considerations for measurements o f  l o w  s i g n a l  l e vels.  Tomographic 
reconstructions from projection data collected by the 6-module IR absorption facility 
were performed using Adaptive Finite Domain Direct Inversion.  Reconstructions of 
multiple jets showed less effects of forcing on the CO2 field in a 6 m/s jet than in a 3 
m/s jet.  Additional flow rates and forcing parameters (frequency, forcing signal   157
power) can be investigated using the IR absorption facility.  These data could then be 
used to study the dominant gradients and spreading in the jet as well as mixing, to 
provide more insight into the structures and dynamics of these jets.   
Performance of Adaptive FDDI was evaluated in Chapter 3 using various 
phantom distributions of jet/peak configurations as well as high gradient top hat 
distributions.   Results showed that, relative to the original FDDI method, AFDDI 
performs better for distributions that contain high gradient regions, such as top hat 
distributions, and produces reconstruction errors lower than those of FDDI in many of 
these high gradient cases.  AFDDI does not always produce lower reconstruction 
errors than FDDI and may fail to reduce errors in cases where the distribution contains 
a wide range of spatial gradients. Results showed that for accurate reconstructions, the 
number of additional basis functions used in AFDDI must be sufficient to thoroughly 
cover the high gradient regions of a distribution.  While noise in the projection 
measurements generally increased reconstruction errors, both FDDI and AFDDI 
performed well with reconstruction errors remaining comparable to measurements 
with no noise added.  Overall, AFDDI performed well with error measures 
comparable to or lower than FDDI error measures for all reconstructions performed in 
this study. 
In Chapter 4, the practical implementation of a tomographic sensor for 
combustion control was considered using phantom data for application to a gas turbine 
combustor.  Exit plane temperature distributions, pollutant emissions, and efficiency 
can be controlled through the use of operating state information supplied by the 
measurements, thereby improving the performance of the combustor.  Minimally 
invasive measurements of operating conditions are required in a practical system.  In 
this work, combustor operating states were defined by the percentages of fuel-flows 
through multiple fuel injectors and related to the resulting excited state H2O   158
population and temperature distributions specific to each operating state.  The 
tomographic sensor investigated in Chapter 4 is based on fiber-optic water emission 
measurements in the near infrared along a limited number of lines-of-sight.    Emission 
measurements were simulated using numerically evaluated line-of-sight integrals of 
excited state number densities of water for two emission transitions.  Number densities 
were calculated from mean pressure, temperature, and fuel/air ratio distributions 
generated by CFD simulations.  Tomographic reconstruction was performed using 
Tomographic Reconstruction via a Karhunen-Loeve Basis (TRKB) which utilizes an 
optimal basis set to reduce the number of basis functions and thereby reduce the 
number of measurement lines-of-sight required for reconstruction.  Through this 
approach, the number of required line-of-sight measurements has been minimized, 
reducing physical modifications necessary to the combustor for emission 
measurements.  Error measures for population reconstructions were within the normal 
range of tomographic errors but required very few line-of-sight measurements due to 
the optimality of the basis function set.  Operating state identification for control 
applications was investigated using the TRKB reconstructions.  Use of reconstructed 
population distributions for state identification was much more accurate than use of 
the temperature reconstructions calculated from the population distributions.   
While the studies presented in this paper were performed as separate 
investigations, it is possible to apply the results from each to the problem of 
measurement diagnostics for combustion control.  Further work on these projects 
could bring aspects of all three studies together.  For example, the IR absorption 
tomography facility presented in Chapter 3 can be modified to investigate forced 
rectangular jets such as those presented in the proper orthogonal decomposition 
analysis presented in Chapter 2.  The results from the POD analysis of numerically 
simulated forced jets could be compared to experimental data collected with the IR   159
absorption facility.  Such a comparison would help further the understanding of how 
the vortex formations in these jets affect the combustion product distributions, 
including CO2 and other product species.  Both AFDDI and TRKB reconstruction 
methods could be applied to the experimentally measured projection data. 
Measurements made using the IR absorption facility have been of nonreacting 
CO2/air mixtures thus far.  A possible next step would be to modify the flow facility to 
measure CO2 and H2O concentrations in combusting flows.  An emission tomography 
sensor similar to the one outlined in Chapter 4 could be constructed for measurements 
of H2O in the reacting jets in the flow facility.  Line-of-sight configurations would be 
selected through POD analysis of the forced rectangular jets for implementation with 
the TRKB method.  The reconstructed H2O and CO2 distributions obtained from the 
IR absorption facility could be used to monitor combustion products.  
The ideas outlined above are simply a few ways in which the various aspects 
of the research in this dissertation can be applied for combustion control.  Each of the 
studies in this dissertation addresses important aspects of the development of 
diagnostics for combustion system control applications.  The proper orthogonal 
decomposition method discussed in Chapter 2 is useful in the analysis of flow 
structures and dynamics.  The tomographic IR absorption facility and emission sensors 
presented in Chapters 3 and 4 are highly effective sensors for measurements of 
combustion systems. AFDDI and TRKB are powerful techniques for the 
reconstruction of temperature and species concentration distributions.  Coupled with 
the measurements systems, they are extremely valuable in the analysis of combustion 
systems.  Further investigations can be done to improve the reconstruction methods 
and sensor performance, and bring the tools described above together for the purpose 
of combustion control. 
 