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Abstract
We answer a question raised by Carl de Boor regarding the existence of certain “good” error formulas
for ideal interpolation. We will show that, for a specific form of ideal interpolation by linear polynomials in
two variables, such formulas do not exist.
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1. Introduction
In this paper, we will answer a question raised by Carl de Boor [3] regarding the existence of
certain “good” error formulas for ideal interpolation. We will show that, for a specific form of
ideal interpolation by linear polynomials in two variables, such formulas do not exist.
Let k be either the real field R or the complex field C and let k[x] := k[x1, . . . , xd ] stand for
polynomials in d indeterminates with coefficients in k. For d = 2, we use k[x, y] to denote the
same object. The subspace of k[x] consisting of polynomials of degree at most N is denoted by
k≤N [x]. For a set H ⊂ k[x], we use 〈H〉 to denote the ideal generated by H. We will refer to H
as an (ideal) basis for 〈H〉. An ideal basis H is called unshortenable if, for every proper subset
H0 ⊂ H, 〈H0〉 6= 〈H〉. With every ideal J ⊂ k[x], we associate the affine variety
Z(J ) := {z ∈ Cd : f (z) = 0, for all f ∈ J }.
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For p ∈ k[x], we use p∗ to denote the homogeneous polynomial formed by the leading form
of p. The space of all formal power series in x is denoted by k[[x]]. For µ ∈ k[[x]], we use µ(D)
to denote the differential operator on k[x] obtained by formally replacing the indeterminates
with the corresponding partial derivatives with respect to these indeterminates. Every µ ∈ k[[x]]
defines a linear functional µˆ on k[x] by
µˆ( f ) := (µ(D) f )(0) for every f ∈ k[x].
It is well-known (cf. [6,7]) that the map µ 7−→ µˆ defined by the display above is a linear
isomorphism between k[[x]] and the algebraic dual (k[x])′ of the space k[x]. Thus, for instance,
the point evaluation functional (k[x, y])′ 3 µˆ : f 7→ f (z1, z2) is identified with the power series
for the exponential function µ = ez1x+z2 y . For a set J ⊂ k[x], we define
J⊥ := {µ ∈ k[[x]] : µˆ( f ) = 0 for every f ∈ J }.
Definition 1.1 ([1]). A linear idempotent operator P on k[x] is called an ideal projector if ker P
is an ideal in k[x].
Lagrange, Taylor and, more generally, Hermite interpolating projectors are typical examples
of ideal projectors. The following definition is suggested by de Boor [3].
Definition 1.2. Let P be an ideal projector onto k<N [x] and let {h0, . . . , hn} be an ideal basis
for ker P . We say that the basis {h0, . . . , hn} admits a “good” error formula if there exist
homogeneous polynomials H0, . . . , Hn of degree N and linear operators L j : k[x] → k[x]
such that
H j (D)hk = δ j,k for all j, k = 0, . . . , n (1.1)
and
q − Pq =
n∑
k=0
Lk(Hk(D)q) · hk (1.2)
for all q ∈ k[x].
We say that P has a “good” error formula if there exists an ideal basis {h0, . . . , hn} for ker P
that admits a “good” error formula.
For d = 1, “good” error formulas always exist and are well-known (cf. [4,5,8]). For d > 1,
the existence of “good” error formulas was demonstrated in [4,5,11] for some specific type of
interpolation, namely Chung–Yao interpolation.
Problem 1.3. Does every ideal projector onto k<n[x] have a “good” error formula?
The main (and only) theorem proved in this paper provides a negative answer:
Theorem 1.4. The ideal projector P∗ from k[x, y] onto k≤1[x, y] defined by
ker P∗ =
〈
x2 − y, xy, y2
〉
(1.3)
does not have a “good” error formula.
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The non-conceptual proof of the theorem warrants a short discussion of the idea behind the
proof and the role of P∗. Let P be an ideal projector onto k≤1[x, y]. To produce a “good” error
formula, we need to find three quadratic polynomials h0, h1, h2 that form an ideal basis for ker P
and three linear operators L0, L1, L2 such that the formula
q = L0(H0(D)q)h0 + L1(H1(D)q)h1 + L2(H2(D)q)h2 (1.4)
holds for all q ∈ ker P (cf. [9]). For this, we choose P∗ in such a way that at least one of the
h j , say h0, is irreducible and can then conclude from the existence of a “good” error formula
that hk ∈ 〈h0, hi 〉 for {i, k} = {1, 2}, thus showing that, in general, there is none. But if these
conditions hold, then we can show that
h∗i = l j lk, {i, j, k} = {0, 1, 2},
for certain linear homogeneous polynomials l0, l1, l2 and, with that, and the irreducibility of h0,
show that (1.4) cannot hold for a certain selection of cubic polynomials in ker P∗.
This approach is further reinforced by the fact that all known bases that do admit a
“good” error formula are products of linear factors. The kernels of “generic” Lagrange projectors
onto k≤m[x, y] do not have such basis for m ≥ 2. For this reason, I believe that “most” Lagrange
projectors onto k≤2[x, y] do not have a “good” error formula.
Every Lagrange projector onto k≤1[x, y] has a “good” error formula (cf. [10,11]) that varies
continuously with the interpolation points. Since the projector P∗ is a limit of Lagrange projectors
(cf. [3,7]), Theorem 1.4 shows that the error formulas for these Lagrange projectors do not have
a limit when the points coalesce in a special way.
I am grateful to Carl de Boor for inspiration and for all the hard work that he put into this
manuscript correcting numerous errors and misprints. I also wish to thank a referee for a prompt
and informative report.
Some computations in this paper were done in Maple imbedded into Scientific
WorkPlace 3.0 and verified in MuPad imbedded into Scientific WorkPlace 5.5.
2. Generic case
In this section, we will prove that a generic basis for ker P∗ does not admit a “good” error
formula.
It follows from the orthogonality relations (1.1) that, in order for a basisH for the ideal ker P∗
to admit a “good” error formula, it must be of a very specific form:
Proposition 2.1 (cf. [9]). If a basis H for the ideal ker P∗ admits a “good” error formula then
H must consist of exactly three quadratic polynomials
H ={h0, h1, h2}
such that the set {h∗0, h∗1, h∗2} of homogeneous quadratic polynomials is linearly independent.
Any such basis is necessarily of the form
[h0, h1, h2] = [x2 − y, xy, y2]A (2.1)
for some invertible 3 × 3 matrix A =: (a j,i : j, i = 0, 1, 2). Hence the determinant ∆ := det A
is necessarily non-zero, and
hi = a0,i (x2 − y)+ a1,i xy + a2,i y2, i = 0, 1, 2, (2.2)
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with a0,i 6= 0 for at least one value of i .
With the “ansatz”
[H0, H1, H2] = [x2/2, xy, y2/2]BT (2.3)
for the polynomials H j appearing in (1.1), we get that (1.1) is equivalent to
id3 = [H0(D), H1(D), H2(D)]T [h0, h1, h2]
= B[D2x/2, Dx Dy, D2y/2]T [x2 − y, xy, y2]A = B A,
i.e.,
B = A−1 (2.4)
is the unique choice of B for the H j in (2.3) to satisfy (1.1) for the given hi .
Hence to prove that P∗ does not have a “good” error formula, we need to prove that, for any
linear operators L0, L1 and L2, the formula
q = L0(H0(D)q)h0 + L1(H1(D)q)h1 + L2(H2(D)q)h2 (2.5)
fails for some q ∈ ker P∗, no matter how we choose the invertible matrix A.
We will need the following consequence of Bezout’s Theorem (cf. [2, Chapter 8, Section 7]):
Proposition 2.2. Let p and q be two quadratic polynomials in k[x, y]. Then:
(i) dim(k[x, y]/ 〈p, q〉) > 4 if and only if p and q have a common factor.
(ii) If dim(k[x, y]/ 〈p, q〉) < 4 then p∗ and q∗ have a common factor.
The proof of Theorem 1.4 relies heavily on the following two facts:
Proposition 2.3. If hi is defined by (2.2), Hk by (2.3)–(2.4), and a0,i 6= 0 then:
(i) The polynomial hi is irreducible.
(ii) For j 6= i and for all k = 1, 2, 3 there exists a polynomial p ∈ 〈hi , h j 〉 such that
Hk(D)p = 1.
Proof. (i) Without loss of generality, we assume that a0,i = 1. If
(x2 − y)+ a1,i xy + a2,i y2 = (u1x + v1 y + w1)(u2x + v2 y + w2), (2.6)
thenw1u2 = 0 = u1w2, u1u2 = 1, and hencew1 = w2 = 0. This contradicts v1w2+w1v2 = −1
as required by (2.6).
(ii) Without loss of generality, we assume that a0,0 6= 0 and prove, for (a, b, c) 6= 0, the
existence of p ∈ 〈h0, h1〉 such that
H(D)p := (aD2x + bDx Dy + cD2y)p = 1.
Assume (ii) is false. Then C ∩ G = ∅, with G := 〈h0, h1〉, and
C := { f ∈ k[x, y] : H(D) f = 1} (2.7)
non-empty since H(D) 6= 0. Let f ∈ C . Then k f ∩ (ker H(D)+ G) is trivial since, otherwise,
γ f = p + g for some γ 6= 0, p ∈ ker H(D), g ∈ G, and therefore γ = γ H(D) f = H(D)g;
hence g/γ ∈ C ∩G = ∅, a contradiction. But with k f ∩ (ker H(D)+G) trivial, there is a linear
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functional that takes the value 1 at f and vanishes on ker H(D)+ G, hence has an extension to
a linear functional µˆ on all of k[x, y] satisfying
µ ∈ 〈h0, h1〉⊥ (2.8)
and ker H(D) ⊂ ker µˆ. The last containment implies µˆ = νˆ ◦ H(D) for some ν ∈ k[[x, y]].
Equivalently,
µ = ν · H, (2.9)
i.e., µ is divisible by H , and hence every homogeneous term in µ is divisible by H . In particular,
µ contains no constant or linear terms.
To derive a contradiction, we will consider two cases. First assume 0 6= z =(z1, z2) ∈
Z(〈h0, h1〉); then ez1x+z2 y ∈ 〈h0, h1〉⊥. Since, by (i), h0 is irreducible, Proposition 2.2 implies
that dimk[x, y]/ 〈h0, h1〉 ≤ 4; hence 〈h0, h1〉⊥ is at most four-dimensional. Since (cf. [7])
(ker P∗)⊥ = span {1, x, x2 + 2y}
and since 〈h0, h1〉⊥ ⊃ (ker P∗)⊥, it follows that 〈h0, h1〉⊥ is spanned by
1, x, x2 + 2y, ez1x+z2 y . (2.10)
(This also shows that, in the case k = R, z ∈ R2 since, otherwise, also ez1x+z2 y ∈ 〈h0, h1〉⊥,
which would contradict the fact that dim〈h0, h1〉⊥ ≤ 4.)
Since 1+(z1x+z2 y) = 1+z1x+z2(x2+2y)/2−z2x2/2, the non-trivial linear combinations
of the four functions in (2.10) that do not contain constant or linear terms, and thus the only
candidates for µ ∈ 〈h0, h1〉⊥, are
µ = α
(






k! (z1x + z2 y)
k
)
for some α 6= 0. For every homogeneous component of µ to be divisible by the same quadratic







and, since a0,0 6= 0 by assumption, µˆ(h0) = αa0,0z21 6= 0 contradicting (2.8).
This leaves the case where Z(〈h0, h1〉) = {0}. Then (cf. [6]) the space 〈h0, h1〉⊥ consists of
polynomials. Set n := degµ. If the leading form of µ is
µ∗ = βxn
for some β 6= 0 then H(D) = aD2x 6= 0 since H divides xn , and so a 6= 0 and H(D)( 12aa0,0 h0) =
1 contradicting (2.8). If, on the other hand, the leading form ofµ contains a monomial of the form
y f for some monomial f of degree n − 1 then h0 f contains a unique monomial of least degree
n, namely y f . Thus µˆ(h0 f ) 6= 0 which contradicts (2.8). 
Corollary 2.4. If the basis (2.1) admits a “good” error formula then this basis is not
unshortenable. More specifically, if a0,i 6= 0 then for all j 6= i and all k = 1, 2, 3:
hk ∈
〈
hi , h j
〉
. (2.11)
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Proof. If k = i or k = j then the statement is obvious. Now, for the sake of specificity, we
assume i = 0, j = 1 and k = 2. Since H2(D)h2 = 1 and a0,0 6= 0, by Proposition 2.3(ii), there
exists p0h0 + p1h1 ∈ 〈h0, h1〉 such that
h := h2 − (p0h0 + p1h1) ∈ ker H2(D). (2.12)
Since h ∈ ker P∗, (2.5) together with (2.12) implies
h2 − (p0h0 + p1h1) = L0(H0(D)h)h0 + L1(H1(D)h)h1,
hence
h2 = (L0(H0(D)h)+ p0) · h0 + (L1(H1(D)h)+ p1) · h1
and so h2 ∈ 〈h0, h1〉. 
3. A special case
The conditions (2.11) are not met for generic polynomials hi . Thus (2.11) requires that the
quadratic polynomials hi in (2.2) be of specific form.
Proposition 3.1. If (2.1) admits a “good” error formula then there exist linear homogeneous
polynomials l0, l1 and l2 such that
h∗0 = l1l2, h∗1 = l0l2, h∗2 = l0l1. (3.1)
Proof. First, observe that if (2.1) admits a “good” error formula then each pair of the polynomials
h∗0, h∗1, h∗2 has a common factor. Indeed, since P∗ is a projector onto the three-dimensional space
k≤1[x, y], it follows that
dim(k[x, y]/ ker P∗) = 3. (3.2)
If a0,i 6= 0 then Corollary 2.4 implies that each of the two pairs (hi , h j ), j 6= i , generates
ker P∗; hence
dim(k[x, y]/ 〈hi , h j 〉) = 3 < 4
and, by Bezout’s Theorem, each pair (h∗i , h∗j ) must have a common factor. If a0,i = a0, j = 0
then y is a common factor for h∗i and h∗j .
With this, we are done provided we can show that the three polynomials don’t have a common
factor. But if they had a common factor then, after a change of variables, we could assume
that common factor to be x and multiplying x by an arbitrary linear polynomial will produce a
polynomial without a y2 term and hence the span of h∗0, h∗1,h∗2 would not contain y2, hence would
fail to be three-dimensional, contradicting the assumed invertibility of the matrix A in (2.1). 
Corollary 3.2. There exist constants ai , bi , i = 1, 2, 3, such that
h0 = (a1x + b1 y) (a2x + b2 y)− a1a2 y,
h1 = (a0x + b0 y) (a2x + b2 y)− a0a2 y,
h2 = (a0x + b0 y) (a1x + b1 y)− a0a1 y,
(3.3)
and, in these new parameters, the determinant
∆ = − (a0b1 − a1b0) (a0b2 − a2b0) (a1b2 − a2b1) 6= 0, (3.4)
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and the differential operators H j (D) have the form
H0(D) = − (a1b2 − b1a2)2∆
(
b0 Dx − a0 Dy
)2
,
H1(D) = − (a2b0 − b2a0)2∆
(
b1 Dx − a1 Dy
)2
,
H2(D) = − (a0b1 − b0a1)2∆
(




The operator bi Dx − ai Dy annihilates (ai x + bi y), hence commutes with multiplication by
(ai x + bi y):
Proposition 3.3. For every p ∈ k[x, y], we have
(bi Dx − ai Dy)((ai x + bi y) · p) = (ai x + bi y)(bi Dx − ai Dy)(p). (3.6)
Proof. By the product rule. 
We finish this section with one more technical proposition:
Proposition 3.4. H0(D)((a2x + b2 y)h1) 6= 0.
Proof. Applying
H0(D) = − (a1b2 − b1a2)2∆
(
b0 Dx − a0 Dy
)2
to (a2x + b2 y)h1 with
h1 = (a0x + b0 y) (a2x + b2 y)− a0a2 y,
we have
H0(D)((a2x + b2 y)h1) = 1a0b1 − a1b0 ((a0b2 − a2b0) (a0x + b0 y)− a
2
0a2).
But this cannot be the zero function since, by (3.4),
a0b2 − a2b0 6= 0,
and hence a0x + b0 y is not the zero function. 
4. The conclusion of the proof
We are left to prove that for any a j , b j , j = 0, 1, 2, satisfying (3.4), for h j and H j defined
by (3.3) and (3.5) respectively and for any linear operators L j , there exists a cubic polynomial
q ∈ ker P∗ such that (2.5) fails. We prove this by showing that the assumption that (2.5) holds
for specific cubic polynomials (ai x + bi y)h j leads to a contradiction.
Proof. Since h0, h1 ∈ ker H2(D), by Proposition 3.3, we have
(a2x + b2 y)h0 ∈ ker H2(D),
(a2x + b2 y)h1 ∈ ker H2(D). (4.1)
Similarly,
(a1x + b1 y)h0 ∈ ker H1(D).
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Applying (2.5) to (a2x + b2 y)h1 and using the second equation in (4.1), we have
(a2x + b2 y)h1 = L0(H0(D)((a2x + b2 y)h1)) · h0 + L1(H1(D)((a2x + b2 y)h1)) · h1,
or
(a2x + b2 y)− L1(H1(D)((a2x + b2 y)h1)) · h1 = L0(H0(D)((a2x + b2 y)h1)) · h0.
Similarly,
(a2x + b2 y)− L0(H0(D)((a2x + b2 y)h0)) · h0 = L1(H1(D)((a2x + b2 y)h0)) · h1
and
(a1x + b1 y)− L0(H0(D)((a1x + b1 y)h0)) · h0 = L2(H2(D)((a1x + b1 y)h0)) · h2.
Since h0 is irreducible and cannot divide h1 or h2, we conclude that
L0(H0(D)((a2x + b2 y)h1)) = p0h1,
L0(H0(D)((a2x + b2 y)h0)) = (a2x + b2 y)+ p1h1,
L0(H0(D)((a1x + b1 y)h0)) = (a1x + b1 y)+ p2h2,
L0(1) = 1
(4.2)
for some p0, p1 and p2 in k[x, y]. The last line in (4.2) follows from the orthogonality condition
(1.1) and (2.5) applied to h0.
Observe that the set
{1, (a1x + b1 y), (a2x + b2 y)} (4.3)
formed by three of the functions appearing on the right-hand side of (4.2) is linearly independent
since, by (3.4), a1b2 − b1a2 6= 0.
We now consider two cases:
Case 1: p0h1 = 0. Since, by Proposition 3.4, the linear polynomial
H0(D)((a2x + b2 y)h1) 6= 0,
it follows that the restriction (L0) |k≤1[x,y] of L0 to k≤1[x, y] has a non-zero kernel and hence its
range is at most two-dimensional. Since L0 is applied in (4.2) only to elements of k≤1[x, y], it
follows that the three functions
(a2x + b2 y)+ p1h1, (a1x + b1 y)+ p2h2, 1
form a linearly dependent set. Since a non-trivial linear polynomial cannot belong to the ideal
ker P∗ = 〈h1, h2〉, this implies the linear dependence of the set (4.3), a contradiction.
Case 2: p0h1 6= 0. The range of (L0) |k≤1[x,y] is at most three-dimensional; hence the set of
the four functions on the right side of the display (4.2) above is linearly dependent and, as in the
previous case, this implies the linear dependence of the set (4.3), a contradiction. 
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