Abstract. Moufang sets were introduced by Jacques Tits as an axiomatization of the buildings of rank one that arise from simple algebraic groups of relative rank one. These fascinating objects have a simple definition and yet their structure is rich, while it is rigid enough to allow for (at least partial) classification. In this paper we obtain two identities that hold in any Moufang set. These identities are closely related to the axioms that define a quadratic Jordan algebra. We apply them in the case when the Moufang set is so-called special and has abelian root groups. In addition we push forward the theory of special Moufang sets.
the little projective group of the Moufang set, and the subgroups {U x | x ∈ X} are called the root groups of the Moufang set.
Any Moufang set can be constructed as follows (see [DW] ). Start with a group U and let ∞ be a new symbol (not in U ). Let X denote the set X := U ∪ {∞}. We write U in additive notation even though we do not assume that U is commutative. For a ∈ U * := U {0}, we let α a ∈ Sym(X) be the permutation which fixes ∞ and maps x to x + a for every x ∈ U . Suppose that τ ∈ Sym(X) with 0τ = ∞ and ∞τ = 0, and let
for all a ∈ U * .
Then G † := U x | x ∈ X , and the subgroups {U x | x ∈ X} are candidates for being a Moufang set. These "candidates" are encoded by the notation M(U, τ ). For a ∈ U * , let
, where for group elements g, h, g h = h −1 gh. These complicated looking permutations µ a play an important role in the analysis of Moufang sets. It can be easily shown that µ a interchanges 0 and ∞, for all a ∈ U * . In particular, for a ∈ U * , τ µ a fixes 0 and ∞ and hence acts as a permutation on the set U . In the main theorem (Theorem 2) of [DW] it is proved that the fact that M(U, τ ) is a Moufang set is equivalent to the fact that τ µ a ∈ Aut(U ), for all a ∈ U * . The permutations µ a , a ∈ U * , are invariants of M(U, τ ) in the following sense: From the definition of M(U, τ ) it follows that M(U, τ ) = M(U, ρ) for every permutation ρ ∈ Sym(X) that interchanges 0 and ∞ and satisfies
Although the permutations µ a appear to depend on τ , once it is established that M(U, τ ) is a Moufang set, it turns out that µ a depends only on the subgroups U 0 and U ∞ : It is the unique element in U 0 α a U 0 that interchanges 0 and ∞ (see Lemma 3.3(2) ).
This paper shows that some of the connections between special Moufang sets and quadratic Jordan division algebras discovered in [DW] actually exist in a more general context: We prove It turns out that in the case when U is abelian and M(U, τ ) is a special Moufang set, identity (1) of Theorem 1.1 is equivalent to the "fundamental identity" in the theory of quadratic Jordan algebras (axiom (QJ3) in §2), while identity (2) of Theorem 1.1 is closely related to axiom (QJ2).
The exact way the identities of Theorem 1.1 translate to identities in the theory of quadratic Jordan division algebras becomes more transparent once the Hua maps (relative to τ ) are introduced. These maps come from [DW] ; see Notation 3.2. They are given by h a = τ µ a . A word of caution is needed here: Though τ does not appear in the notation h a , nevertheless h a does depend on τ .
We now discuss the application of Theorem 1.1 to special Moufang sets with abelian root groups. By [T, Thm. 5 .2(a), p. 55], if M(U, τ ) is a special Moufang set such that U is abelian, then U is a vector space over Q or over GF(p) for some prime p (see also Proposition 4.6(5) below). Thus U has a natural characteristic. The following theorem generalizes Theorem 7 of [DW] . We refer the reader to §2 for the definition of a quadratic Jordan division algebra. 
Then (U, H, e) is a quadratic Jordan division algebra.
In §5 there are additional results related to special Moufang sets with abelian root groups: In Proposition 5.5 and Corollary 5.6 we show some interesting conditions which are equivalent to axiom (QJ2) in the context of Moufang sets.
Section 4 is devoted to special Moufang sets: In Lemma 4.3 we deduce a variety of identities involving the permutations µ a and α a , a ∈ U * . Proposition 4.6 shows that if U is torsion free, then U is a uniquely divisible group (and there are also results in the case when U contains torsion). Proposition 4.9 shows that two µ-maps µ a and µ b can only be equal if b = ±a, and Proposition 4.10(5) shows that if a ∈ U * has finite order, then µ 4 a = 1. There are various additional results in this paper. We note that some of the results of §4 were applied in [SW] .
Quadratic Jordan algebras
Throughout this paper we compose maps from left to right and we apply maps on the right side of the variable. For a set X containing a zero element, X * will denote X {0}.
We first recall the definition of quadratic Jordan algebras, as introduced by K. McCrimmon [Mc1] . Note that we will use the notation J x in place of the more common notation U x , to avoid confusion with our notation for the root groups.
Let k be an arbitrary commutative field, let J be a vector space over k of arbitrary dimension, and let 1 ∈ J * be a distinguished element. For each x ∈ J, let J x ∈ End k (J), and assume that the map J : x → J x from J to End(J) is quadratic, i.e.
Any element e ∈ J such that J e = id J is called an identity element. An element x ∈ J is called invertible if there exists y ∈ J such that yJ x = x and 1J y J x = 1.
In this case y is called the inverse of x and is denoted y = x −1 . By [Mc2, 6.1.2] , an element x ∈ J is invertible if and only if J x is invertible; we then have J −1
x . If all elements in J * are invertible, then (J, J , 1) is called a quadratic Jordan division algebra.
Moufang sets
For a permutation group H ≤ Sym(X) and elements x, y ∈ X we denote by H x the stabilizer in H of x, by H x,y := H x ∩ H y , and by H {x,y} the stabilizer of the set {x, y} in H. Also, for any group G, elements x, y ∈ G and a subgroup H ≤ G, x y = y −1 xy and H y = y −1 Hy. For the sake of being orderly we repeat (and expand) some of the definitions and notation given in the Introduction. A Moufang set is a set X together with a permutation group
and a collection of subgroups {U x | x ∈ X}, satisfying the following properties:
The subgroups U x are called the root (sub)groups of the Moufang set; the group G † is called its little projective group.
Notation 3.1.
(1) Throughout this paper U denotes a group which is not necessarily commutative but written in additive notation.
(2) Throughout ∞ is a new symbol (not in U ) and X denotes the set
(3) For a ∈ U * we let α a ∈ Sym(X) be the permutation
(4) Suppose that τ ∈ Sym(X) with 0 τ = ∞ and ∞ τ = 0; then we denote
Notation 3.2. Let a ∈ U * ; following [DW] we denote
(−(aτ −1 ))τ ; these maps h a are called the Hua maps corresponding to τ . (4) It will be convenient to define µ 0 := 0 and h 0 := 0. To show (2), let ρ ∈ U 0 α a U 0 and assume that 0ρ = ∞ and ∞ρ = 0. Write
It follows that xτ + a = 0γ
Notation 3.4.
(1) Let X be a set. Suppose that for each x ∈ X we are given a subgroup U x ≤ Sym(X) that fixes x. We denote this situation by
, where X = U ∪{∞} and τ , U x are as in Notation 3.1(2) and 3.1(4). Notation 3.6. Let Λ ⊂ Sym(X) be the set of all permutations λ ∈ Sym(X) such that 0λ = ∞ and ∞λ = 0. Then we can define M(U, λ), for λ ∈ Λ, where M(U, λ) is as in Notation 3.4(2), with τ replaced by λ. We let M ⊂ Λ be the smallest subset satisfying the following properties:
Lemma 3.7. Let M be as in Notation 3.6 and suppose M(U, τ ) is a Moufang set.
Proof. First notice that (3) is immediate from the definitions. Then by (3) to show (1) it suffices to show that if for some λ ∈ Λ, M(U, λ) is a Moufang set, then M(U, λ −1 ) is also a Moufang set. We show this for τ ; so we must show
Notice that g a is the Hua map corresponding to τ −1 (see Notation 3.2(3)). By [DW, Lemma 8 
aτ , so in particular, g a ∈ Aut(U ). It follows by Theorem 3.5 that M(U, τ −1 ) is a Moufang set. It remains to prove (2). Note that the map µ x,ρ is the "µ-map" as defined in Notation 3.2(1) and 3.2(2), with τ replaced by ρ. Now by (1), M(U, ρ) is a Moufang set and, by definition, µ x,ρ is in the little projective group corresponding to the Moufang set M(U, ρ). Furthermore, by Lemma 3.3(2), µ x,ρ ∈ Λ. Thus (2) follows from the fact that M(U, ρ) is a Moufang set (in particular from axiom (MFS3)), using (3). 
(1) This follows from Lemma 3.7(3) and 3.7(2). (2) The first part of (2) is [DW, Thm. 1(ii) ]. The second part follows from the first and from Lemma 3.3(2). (3) By (2) it suffices to show that µ a µ b ∈ Aut(U ). But replacing τ with µ a and using (1), we get from Proposition 3.9(1) below that the corresponding Hua maps are µ a µ b and by Theorem 3.5 these maps are in Aut(U ).
(1) By [DW, Lemma 8 
. We first prove (2) for ρ = τ . Following [DW] , we define the maps
Then by definition, the maps g a are the Hua maps corresponding to τ −1 . Since we are assuming that M(U, τ −1 ) = M(U, τ ), we can apply (1) to the maps g a . Note that by Lemma 3.3(2), the maps µ a are independent of τ . Therefore, taking in (1) g a in place of h a and τ −1 in place of τ we have
On the other hand, we know from [DW, Lemma 8(i) ] that g a = h −1 aτ , and hence
, just replace τ by ρ in the above argument, so the first part of (2) holds. The second part of (2) is a consequence of the first, noticing that by Proposition 3.
* , and using Proposition 3.8(2). (3) First, by (1) and (2) (1) and (2),
then c is independent of the choice of τ , and µ
Proof.
(
, µ x is independent of τ , and hence the same equalities hold with ρ in place of τ , which implies (1).
(2) Notice that by (1) and by the definition of µ a in Notation 3.2(2),
Using Lemma 3.3(1) and Proposition 3.9(2) we have
and since µ a is independent of τ , this last equality holds with τ replaced by τ −1 . (3) By (2) we have
(4) Since statement (4) is independent of τ , using Proposition 3.8(1) we may (and we will) assume that M(U, τ ) = M(U, τ −1 ) by replacing τ by some µ x . By part (2) with τ replaced by τ −1 , we have that
and hence
since the left hand side is independent of τ , we can replace τ by any µ x , and therefore
for all x ∈ U * . In particular, if we put x = −a, then we get, using the identity in part (3), that
which can be rewritten as
x ∈ Aut(U ). Hence, using Proposition 3.8(1), we may (and we will) again assume that M(U, τ ) = M(U, τ −1 ) by replacing τ by some µ x .
We have that ∼c = (bτ
by interchanging a and b we get
In particular, c is independent of the choice of τ , and hence we have that
Notice that since ∼b = (−(bτ ))τ −1 , bτ = −((∼b)τ ). Also, ∼(∼b) = b and by Proposition 3.9(2) and Lemma 3.3(1), µ ∼b = µ −b . From equation (3.1) (with a replaced by ∼b) it now follows that
Thus, by a repeated use of (3.1), we get that
It follows that
and using (3.3) and (3.4), we can write this as
We now apply equation (3.5) (with µ b in place of τ and (a − b) in place of b) and equation (3.2), and we get that
where we have used part (4) with a − b in place of a.
Special Moufang sets
In this section M(U, τ ) is a special Moufang set. We start by defining this notion, which has been introduced by F. Timmesfeld [T] in the context of (abstract) rank one groups.
Proof. We first show that (−a)µ x = −(aµ x ), for all a, x ∈ U * . By Proposition 3.9(1) and Theorem 3.5,
Now let ρ ∈ M and assume first that M(U, ρ) = M(U, τ ). Then by Proposition 3.9(1) (with ρ replacing τ ), ρµ x ∈ Aut(U ), where x is an arbitrary element in U * . Then (−a)ρ = (−a)ρµ x µ −x = (−(aρµ x ))µ −x = −(aρ), using the first paragraph of the proof.
Finally, using the previous paragraph of the proof and the definition of M to prove the lemma, it remains to show that (−a)τ Proof.
(1) Notice that since M(U, τ ) is special, ∼a := (−(aτ −1 ))τ = −a. Hence (1) follows from Lemma 3.10(2). 
Proof. We already observed in Proposition 3.10(5) that (aτ −1 − bτ −1 )τ is independent of τ . Hence, by Proposition 3.8(1) we may (and we will) assume that M(U, τ ) = M(U, τ −1 ). Also (in the notation of Proposition 3.10), ∼x = −x, for x ∈ U * . Now (1) follows from equations (3.3) and (3. Proof. We show that the order of aτ is equal to the order of a, relying only on the fact that M(U, τ ) is a special Moufang set. By Lemma 3.7(1) and Lemma 4.2, M(U, ρ) is a special Moufang set for all ρ ∈ M, hence the lemma holds for any ρ ∈ M.
We have aτ = aτ µ −1
x µ x , and by Theorem 3.5 and Proposition 3.9(1), τ µ −1
x = τ µ −x ∈ Aut(U ), so it suffices to show (by replacing a with aτ µ −1 x ) that the order aµ x is equal to the order of a. By Lemma 4.3(2), a = (−a)µ a µ x and by Proposition 3.8(3), µ a µ x ∈ Aut(U ), so the lemma follows. Proposition 4.6. Let a ∈ U * , n ≥ 1, be a positive integer such that a · n = 0, and ρ ∈ Sym(X) such that ρ interchanges 0 and ∞ and satisfies Proof.
(1) & (2) Let n ≥ 1 be a positive integer. Assume that the equality
holds. We claim that then (1) and (2) hold for n. First, by Lemma 4.3(2), aρ = (−a)µ −a ρ. Now µ −a ρ is the inverse of the map ρ −1 µ a which, by Proposition 3.9(1), is a Hua map corresponding to ρ −1 , so µ −a ρ ∈ Aut(U ). It follows that
Also, the equality
holds. This is because 
It thus remains to show (4.1). The proof is by induction on n. For n = 1, this is Lemma 4.3(2). Assume that a · (n + 1) = 0. Note that if a · n = 0, then a · (n + 1)µ a · (n + 1) = aµ a · (n + 1) = −a, so we may assume that a · n = 0. Notice also that a · (n + 1)n = 0, because otherwise we would get (a · n) · n = (−a) · n, but then, by the uniqueness in part (1) and by induction, a · n = −a, which is false. Hence a · (n + 1) · 1 n makes sense. By Proposition 3.10(4), µ −a = α a µ −a α a µ −a α a . Notice that by induction we may assume that equation 
Hence, (a · (n + 1))µ −a · (n + 1) = −a. This completes the proof of (1) 
and (2). (3) This follows immediately from (1). (4) Assume first that b ∈ U
* is an element of order p 2 , where p is a prime.
Let p, q be distinct primes and assume that b has order pq. By (1), there exists a unique x ∈ U * such that x · p = b. But then one easily checks that the order of x must be p 2 q, so the order of x · q is p 2 , a contradiction. This shows (4). (5) If U is torsion free this follows from (3), so assume U contains torsion and let p be a prime such that
we are done, so assume not. Then since no group is a union of two proper nontrivial subgroups, U = U · p. Since V = {0}, this implies the existence of an element of order p 2 in U , contradicting (4). (6) By Proposition 3.8(1), we may assume that τ = µ x , for some x ∈ U * . Then M(U, τ ) = M(U, τ −1 ) so we may apply part (2) with τ in place of ρ. We note that by Lemma 3.3(2), replacing τ by µ x does not change the permutations µ a , a ∈ U * . We first show that
Indeed,
for all x ∈ U * . Replacing −a with a we get (6) for s = n. The case s = n −1
follows.
The following two technical lemmas will be used in the proof of Proposition 4.9.
Lemma 4.7. Let a, b ∈ U * such that a · 2 = 0. Then for all t ∈ Q such that a · t is defined and non-zero, we have that,
Proof. First we remark that by "a · t is defined" we mean the following. Write t = m n with m, n ∈ Z and gcd(m, n) = 1. Then a · t is defined provided that either the order of a is infinite, or the order of a is the prime p and gcd(n, p) = 1. Then, by Proposition 4.6(1), a · t = (a · m) · 1 n is well defined; see also Proposition 4.6(4).
(1) We first observe that if b = a · r for some r ∈ Q such that a · r is defined, the statement is obvious since a and b then commute. So we may assume that b = a · r for all such r; in particular, a + b = 0 and a · 2 + b = 0. We will compute aµ a·2+b in two different ways. On the one hand, if we replace a by a · 2 in Lemma 4.4(3), then we get, using Proposition 4.6(2), that
On the other hand, if we replace b by a + b in Lemma 4.4(3), then we get
Comparing these two expressions, we get that
Now let t ∈ Q such that a · t is defined and non-zero, and replace a by a · t. Then we get, using Proposition 4.6(2), that
Taking the negative of both sides gives us the required identity. 
Proof.
(1) This is obvious. (2) By Lemma 4.3(1),
This shows (2). 
Subtracting b · 3 from both sides of the above equality we get Let t ∈ Z such that for each s ∈ {t, t 2 − 1, t 2 + 1}, a · s = 0. Replacing t with 1 t in Lemma 4.7(2) we get
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Subtracting equation (ii) from the equation in Lemma 4.7(2) we get
Replacing t with −t in equation (iii) we see that
From equations (iii) and (iv) we get
and 
Proof. By Proposition 3.8(1) we may (and we will) assume that M(U, τ )=M(U, τ −1 ), by taking τ = µ x , for some x ∈ U * .
(1) Assume the hypotheses of (1) and that b = −a. If b · 2 = 0, then by Lemma 4.8(2) and by Proposition 4.6(2),
By Proposition 4.6(1) we get a (1) By Proposition 4.6(2), (a·k)µ a·m = (aµ a·m )· 1 k . Also, by Proposition 4.6(2) and Lemma 4.3(2),
This shows the first part of (1). For the second part we use Proposition 3.9(2) and Lemma 3.3(1) to get
(2) Notice that if the order of a is finite, then, by Proposition 4.6(4), the order of a is a prime number, so by Proposition 4.6, a · k, a · m are well defined as well as a · (k + m) and a · rs = 0 for all r, s ∈ {k, m, k + m}.
By Proposition 3.10(5) we have
Taking b = a · k and c = −a · m and using Proposition 4.6(2), we get
On the other hand, using Proposition 3.9(2) and using (1) with k + m in place of k and −m in place of m, we get
By (*) and (**) we have
replacing a by a · (k + m) we get the first equality in (2). The second equality is obtained by inverting (i.e. taking the inverses) the first equality, replacing a with −a and interchanging m and k. (3) Putting m = 1 in (2), we get that Suppose first that −1 is a square modulo p and let t ∈ Z such that
−a , and (5) follows. So we may assume that −1 is a non-square modulo p. Now let t ∈ GF(p) such that t is a square in GF(p), but t + 1 is not a square. Note that since −1 is not a square in GF(p), and t + 1 is a non-square, the order of t + 1 in the multiplicative group of GF(p) must be even so there exists an 0 ∈ Z such that (t + 1) 0 = −1 in GF(p). Taking = 0 and = 0 in (3), we get that
Since t is a square in GF(p), it follows from (4) that µ 
Proving (QJ2)
In this section we assume that M(U, τ ) is a special Moufang set with U an abelian group, and that τ = µ e , e ∈ U * (but e will occasionally vary). Note that by Lemma 5.1 (below), τ is an involution. Also, by Lemma 3.8(1) M(U, τ ) = M(U, µ e ), for all e ∈ U * . for all s ∈ F by Proposition 4.6(6), this implies that the map x → h x is a quadratic map from U to End F (U ). Since the base field F has at least 5 elements, the identities (QJ1), (QJ2) and (QJ3) automatically hold strictly, and hence U is a quadratic Jordan algebra. Finally, by definition, every map h a (with a = 0) is a permutation of X so it is invertible (with inverse map h aτ ); therefore, U is a quadratic Jordan division algebra.
The following proposition and the corollary following it give some useful identities which are equivalent to (QJ2).
(5) Since h a,a = h a · 2, and τ = µ e we must show that
Applying µ a µ b to this equality and noticing that by (3)
commutes with µ b µ a+b , we must show that
for all a, b ∈ U and all s ∈ F.
Proof. We first show that
for all a, b ∈ U . Indeed, using the fact that h −a,b = −h a,b for all a, b ∈ U and using Proposition 5.8(4), and Lemma 5.2(1) we get
We now show that for all a, b ∈ U and all n ∈ Z,
Since h −a,b = −h a,b for all a, b ∈ U , we may assume that n > 0, and we will use induction on n. The statement is obvious for n = 1, so assume that it holds for n = k (for all a, b ∈ U ). Then, using equation (5.3) and Proposition 4.6(6), we get that
which shows the statement for n = k + 1. Hence equation (5.4) holds; this implies (1). It now follows from (1) and Proposition 4.6(6) that also (2) holds. We start with the identity h a+e h a = h a h a+e from Proposition 5.8(3). We substitute a + b · s for a in this identity, where s ∈ F; using Lemma 5.9(2), we then get that
for all a, b ∈ U . Since char(U ) = 0 or char(U ) ≥ 5, we can take at least 5 different values for s, and hence the coefficients of each power of s have to coincide (see, for example, [TW, (2.26)] We now apply this identity to the element aτ , and we get, using Lemma 5.7(2) and On the other hand, if we replace a by a + b in the identity eh a · 2 = ah a,e , which follows from Proposition 5.8(4) and (5), then we get using equation ( Proof. If the map (x, y) → h x,y is biadditive, then the conditions (i) and (ii) in Theorem 5.11 are satisfied, so the result follows from that theorem.
