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ON GEVREY ORDERS
OF FORMAL POWER SERIES SOLUTIONS
TO THE THIRD AND FIFTH PAINLEVÉ EQUATIONS
NEAR INFINITY
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Abstract. The question under consideration is Gevrey summability of formal power series
solutions to the third and ﬁfth Painlevé equations near inﬁnity. We consider the ﬁfth Painlevé
equation in two cases: when  6= 0 and when  6= 0;  = 0 and the third Painlevé
equation when all the parameters of the equation are not equal to zero. In the paper we
prove Gevrey summability of the formal solutions to the ﬁfth Painlevé equation and to the
third Painlevé equation, respectively.
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1. GENERAL THEORY
Let V be an open sector with a vertex at inﬁnity on the extended complex plane or
on the Riemann surface of the logarithm, such that
V = V ('1; '2) = fz : jzj > R;Argz 2 ('1;'2)g;
'1; '2 2 R; z 2 C; let w be a function holomorphic on V and ^ w =
P1
k=0 akz k be a
formal series belonging to C[[1=z]].
A function w is said to be asymptotically approximated by a series ^ w on V ('1;'2)
if for the points z of any closed subsector Y of V and for any n 2 N there exist the
constants MY;n > 0:
jznj


 w(z)  
n 1 X
p=0
apz p


  < MY;n:
c 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If there exists the constants AY > 0; C > 0 such that MY;n = C(n!)1=kAn
Y , a series
^ w is an asymptotical Gevrey series of order 1=k for a function w on V ('1;'2), it is
deﬁned like ^ w 2 C[[z]]1=k.
For G(z;Y;Y1;:::;Yn) being an analytic function of n+2 variables let us consider
an equation
G(z;w;Dw;:::;Dnw) = 0; (1.1)
where D is an operator z d
dz; D2 = z2 d
2
dz2 + z d
dz; Dk = D(Dk 1):
Let ^ w 2 C[[1=z]] be a formal series, being a formal solution of a diﬀerential
equation (1.1).
Theorem 1.1 (O. Perron [8], J.-P. Ramis, Y. Sibuya [9, 10], B. Malgrange [6] in
diﬀerent cases). Let ^ w 2 C[[z]]1=k be a solution to the equation (1.1). Then there
exists k0 > 0 such that for every open sector V ('1; '2) with the vertex in the inﬁnity,
having an angle j'2   '1j less than min(=k;=k0) and for a suﬃciently big R there
exists a function w, being a solution to the equation (1.1) which is asymptotically
approximated of Gevrey order 1=k by a series ^ w.
The next theorem contains conditions on the Newton open polygon. We will de-
scribe the process of its construction for a linear diﬀerential operator
L =
n X
k=0
ak(z)Dk; where ak(z) 2 C[z][[1=z]]; ak(z) =
1 X
j=jk
aj;kz j;
aj;k = const 2 C:
Consider a set of points on the plane: (k; jk); k = 0; :::; n, called a support of the
operator L. We deﬁne a set
N(G) =
n [
k=0
f(q1;q2) : q1  k; q2  jkg
and then we construct a convex hull of this set in the half-plane q1  0. A boundary
of this set is called a Newton open polygon N(G) of the linear diﬀerential operator L.
The Newton open polygon N(G; ^ w) of the equation (1.1) (meaning, that the equa-
tion (1.1) has the form Gw = 0) on a formal solution ^ w is deﬁned as a Newton polygon
of the linearization on the series ^ w of the operator G.
Theorem 1.2 (J.-P. Ramis [11]). Let ^ w 2 C[[z]] be a formal solution to the equa-
tion (1.1), then the series ^ w converges or has a Gevrey order equal to s, where
s 2 f0; 1
k1; :::; 1
kN g and 0 < k1 < ::: < kN < +1 are all positive slopes of the
edges of the Newton open polygon N(G; ^ w) of the equation (1.1) on a formal solution
^ w to the X-axis.
The previous Theorem 1.2 is formulated for a general nonlinear diﬀerential equa-
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In a particular case @G
@Yn(z; ^ w; ;:::; ^ w(n)) 6= 0, a Newton polygon of this equation
(1.1) on a formal solution ^ w can be constructed (Remark A.2.4.3 of [12]) as a polygon
of a linear operator
L0 =
n X
k=0

@G
@Yk
(z; ^ w;D ^ w; :::; Dn ^ w)

Dk: (1.2)
We can show that the operator L0 (1.2) coincides with the operator M used to
construct exponential expansions of solutions via the methods of Power Geometry [2].
Let (bj;k) be a matrix of a transformation from the basis D; D2; :::; Dn to basis
z d
dz; z2 d
2
dz2; :::; zn d
n
dzn in a vector space of linear diﬀerential operators. We can check
that the element bj;k is equal to bj;k = S(j;k), where S(j;k) is a Stirling number
of the second kind ([13]).This assertion is easily proved by induction using the fact
that the elements of the matrix satisfy an equation bj+1;k+1 = bj;k + (k + 1)bj;k+1.
The transition matrix is lower triangular, the diagonal elements are equal to one
(S(j;j) = 1). An inverse matrix (bj;k) is also lower triangular, its elements are equal
to bj;k = ( 1)j ks(j;k), where s(j;k) is a Stirling number of the ﬁrst kind ([13]).
Let
G(z;w;Dw; :::; Dnw) = F

z;w;z
dw
dz
;:::;zndnw
dzn

;
i.e.
G(z;Y;Y1;:::; Yn) = F(z;Y;X1; :::; Xn):
An operator (1.2) can be rewritten using zk d
k
dzk (we use designation j;l for the Kro-
necker delta):
L0 =
n X
k=0
n X
l=0
@F
@Xl
@Xl
@Yk
Dk =
n X
k=0
n X
l=0
@F
@Xl
bl;k
n X
j=0
bk;jzj dj
dzj =
=
n X
l=0
@F
@Xl
n X
j=0
zj dj
dzj
n X
k=0
bl;kbk;j =
n X
l=0
@F
@Xl
n X
j=0
zjj;l
dj
dzj =
n X
l=0
@F
@Xl
zl dl
dzl;
and this expression is a ﬁrst variation of a diﬀerential sum F. Being calculated on a
series ^ w, it coincides with an operator M from [2].
Let us recall that a formal ﬁrst variation of a diﬀerential sum g(z;w) is a linear
diﬀerential operator
g
w
: C
h
z;
1
z
;w;w0;:::;w(n)
i
! C
h
z;
1
z
;w;w0;:::;w(n);
d
dz
;:::;
dn
dzn
i
deﬁned by the following formulae:
C(z)
w
= 0;
w
w
= 1;
w(k)
w
=
dk
dzk;
(g1 + g2)
w
=
g1
w
+
g2
w
;
(g1g2)
w
=
g1
w
g2 + g1
g2
w
(1.3)
for C(z) 2 C[z;1=z]; g1;g2 2 C[z;1=z;w;w0;:::;w(n)]:594 Anastasia V. Parusnikova
The conclusion is – to construct a Newton polygon of the equation
F(z;w;zw0;:::;znw(n)) = 0 on a solution ^ w we need to perform the following steps:
1) calculate the ﬁrst variation F
w on a solution ^ w,
2) perform a transformation expressed by a matrix ( 1)j ks(j;k),
3) verify a condition @G
@Yn(z; ^ w; ;D ^ w; ;:::; Dn ^ w) 6= 0,
4) ﬁnd the set (k; jk); k = 0; :::; n,
5) construct a convex hull of this set in the half-plane q1  0.
Remark 1.3. The steps 2 and 3 can be interchanged, i.e. instead of condition
@G
@Yn(z; ^ w; ;D ^ w; ;:::; Dn ^ w) 6= 0 we can check condition
@F
@Xn
(z; ^ w; ; ^ w0; ;:::; ^ w(n)) 6= 0:
Remark 1.4. We use a Newton polygon considered in [12] to calculate the Gevrey
orders but it can be easily shown that the Gevrey order of the solution can be cal-
culated via constructing a polygon of the eqaution used in Power Geometry ([1]). To
calculate the order we should:
1) perform a transrormation u = logy in the operator M(z) ([2]), applied to u;
2) reduce an expression by u;
3) construct a polygon for the diﬀerential sum obtained.
In the conditions of Theorem 1.2 the tangents are replaced by cotangents.
2. THE FIFTH PAINLEVÉ EQUATION
We consider the ﬁfth Painlevé equation
w00 =

1
2w
+
1
w   1

(w0)
2  
w0
z
+
(w   1)2
z2

w +

w

+
w
z
+
w(w + 1)
w   1
; (2.1)
where ;;; are complex parameters, z is an independent complex variable, w is a
dependent one, and we consider its formal power series solutions near inﬁnity. These
solutions are obtained in the work [5].
If  6= 0, there exist the following ﬁve formal power series solutions:
( 1)l
r


1
z
+
 
 
2

+ ( 1)l 
2
r


!
1
z2 +
1 X
s=3
c s;l
zs ; l = 1;2; (2.2)
 1 +
2
z
+
1 X
s=2
c s
zs ; (2.3)
( 1)l
r
 


z + 2 + ( 1)l 
2
p
 
+
1 X
s=1
c s;l
zs ; l = 1;2: (2.4)On Gevrey orders of formal power series solutions to the third... 595
If  6= 0,  = 0 there exist the following four expansions:
( 1)l
s
 


1
p
z
+

z
+
1 X
s=3
c s;l
zs=2 ; l = 3;4; (2.5)
( 1)l
r
 


p
z + 1 +
1 X
s=1
c s;l
zs=2 ; l = 3;4: (2.6)
The coeﬃcients cs, cs;l 2 C, l = 1;2;3;4 are uniquely determined constants, i.e. if
we ﬁx the values of the parameters ;;;, these coeﬃcients are uniquely determined
as solutions of a non-degenerate system of linear equations.
If  =  = 0, the ﬁfth Painlevé equation can be solved directly.
Theorem 2.1. The series (2.2), (2.3) and the regular part of the series (2.4) are of
Gevrey order 1. The series (2.5), (2.6) considered as the series in a new variable
p
z
are also of Gevrey order 1.
Proof. We apply Theorem 1.2, where (1.1) is equation (2.1) multiplied by z2w(w 1)
with all the terms of the equation put into the left part:
f(z;w)
def
=  z2w(w   1)w00 + z2

3
2
w  
1
2

(w0)
2   zw(w   1)w0+
+ (w   1)3(w2 + ) + zw2(w   1) + z2w2(w + 1) = 0:
(2.7)
We take instead ^ w the series (2.2), (2.3), (2.4) in course. If the principal part is
not equal to zero, we can easily obtain the case of a zero principal part using a
transformation; we speak about the Gevrey order of the regular part of the series.
The ﬁrst variation of the equation P5 represented in a form of a diﬀerential sum
(2.7) is equal to
@f
@w
=  z2w(w   1)
d2
dz2 +
 
z2(3w   1)w0   zw(w   1)
 d
dz
 
  z2(2w   1)w00 +
3z2(w0)2
2
  z(2w   1)w0+
+ (w   1)2(5w2   2w + 3) + z(3w2   2w) + z2(3w2 + 2w):
(2.8)
We substitute the series (2.2) into the expression (2.8), rewrite it in terms of
operators D and D2, and we select the highest order term in z in each coeﬃcient of
D2, D and D0. We ﬁnally construct the following operator, where only the highest
order term appears in each coeﬃcient of D2, D and D0:
( 1)l
r



D2
z
+
D
z
+ 2z

; l = 1;2;
the support of such an operator consists of the points (0; 1); (1;1); (2;1); the Newton
polygon is shown in Figure 1.596 Anastasia V. Parusnikova
Remark 2.2. Below we will see that in the other cases (considering the series (2.3),
(2.4), (2.5), (2.6)) we obtain a shift of Figure 1.
Analogous calculations can be performed for the series (2.3). We obtain an operator
 2D2 + 14


D
z
+ z2;
the support of it consists of the points (0; 2); (1; 1); (2;0); its Newton polygon
(brought down by a vector (0;1)) is shown in Figure 1.
For the series (2.4) we obtain an operator


z2D2 +

  3


  2
r
 


 
2 + ( 1)l 
2
p
 

 
r
 



zD   3
2

z4; l = 1; 2:
Its support consists of the points (0; 4); (1; 1); (2; 2); its Newton polygon
(brought down by a vector (0;3)) is shown in Figure 1.
As we see in Figure 1, the unique positive tangent of the Newton polygon is equal
to 1, using Theorem 1.2 we obtain that series (2.2), series (2.3) and the regular part
of series (2.4) are of Gevrey order 1.
The polygon constructed in Power Geometry is obtained from this one by the
reﬂection in the ﬁrst quadrant bisector, this fact corresponds with Remark 1.4.
Let us calculate the Gevrey order of the series (2.5) and (2.6) obtained if  = 0.
To transform the ﬁfth Painlevé equation to the form (1.1) we substitute t =
p
z and
consider the series (2.5) and (2.6) which are series in decreasing half-integer degrees
of z as the series in decreasing interger degrees of t. We calculate the ﬁrst variation
(we deﬁne diﬀerentiation with respect to t as a dot):
 
t2w(w   1)
4
d2
dt2 +
1
4
 
t2(3w   1) _ w + tw(w   1)   w(w   1)
 d
dt
 
 
(2w   1)(t2  w + t _ w)
4
+
3t2 _ w2
8
+
+ (w   1)2(5w2   2w + 3) + t2(3w2   2w):
(2.9)
We substitute series (2.5) into the expression (2.9), rewrite it in terms of operators
D and D2, and we select the highest order term in z in each coeﬃcient of D2, D and
D0. We ﬁnally construct the following operator, where only the highest order term
appears in each coeﬃcient of D2, D and D0:
c 1=2
4t
D2
t  
c 1=2
4t
Dt + 3c 1=2t;
where Dt = t d
dt, c 1=2 = ( 1)l
q

; l = 1;2.
The support of the operator consists of the points (0; 1); (1;1); (2;1); its Newton
polygon is shown in Figure 1. We obtain again that series (2.5) is of Gevrey order 1.
The operator corresponding to series (2.6) has the form
 
c2
1=2t2
4
D2
t +
3c2
1=2t2
4
Dt   3c2
1=2t4;
where c1=2 = ( 1)lp
 

; l = 1;2.On Gevrey orders of formal power series solutions to the third... 597
The support of the operator consists of the points (0; 4); (1; 2); (2; 2); its
Newton polygon (brought down by a vector (0;3)) is shown in Figure 1. The regular
part of the series (2.6) considered as the Laurent series in a variable t is of Gevrey
order 1.
This statement accomplishes the proof of Theorem 2.1.
Corollary 2.3. For each of the power series (2.3), (2.4) and regular part of series
(2.2) there exist k0  1 and R0 2 R+ such that for every open sector
fz : jzj > R  R0; Argz 2 ('1;'2)g; '2   '1 < =k0  ;
there exists a solution to the ﬁfth Painlevé equation approximated by these Gevrey-1
series.
For each of the power series (2.5), (2.6) there exist k0  1=2 and R0 2 R+ such
that for every domain
fz : j
p
zj > R  R0; Argz 2 ('1;'2)g; '2   '1 < =k0  2;
there exists a solution to the ﬁfth Painlevé equation (with parameter  = 0) approxi-
mated by these Gevrey-1 series.
This assertion is a consequence of Theorems 1.1 and 2.1.
Other results concerning the ﬁfth Painlevé equation obtained by the author of this
article are published in [3,4,7].
3. THE THIRD PAINLEVÉ EQUATION
Let us pass on to the consideration of the analogous questions for the formal power
series solutions to the third Painlevé equation:
w00 =
(w0)2
w
 
w0
z
+
w2 + 
z
+ w3 +

w
; (3.1)
which can also be found in the book [5].
When  6= 0 they form four power expansions:
il 4
s
 


 

( 1)l
4
p
 
+

4

1
z
+
1 X
k=2
cl;k
zk ; l = 1;2;3;4; (3.2)
where i2 =  1; and we consider the main branch of the root while speaking about
the forth root.
We apply Theorem 1.2 taking equation (3.1) multiplied by zw with all the terms
of the equation put into the left part as in equation (1.1):
 zww00 + z (w0)
2   ww0 + w(w2 + ) + zw4 + z = 0; (3.3)
and taking the series (3.2) as a formal power series solution ^ w.598 Anastasia V. Parusnikova
The ﬁrst variation of the equation (3.3) is equal to
 zw
d2
dz2 + (2zw0   w)
d
dz
  zw00   w0 + 3w2 +  + 4zw3: (3.4)
We substitute the series (3.2) into the expression (3.4), rewrite it in terms of
operators D and D2, and we select the highest order term in z in each coeﬃcient of
D2
t, Dt and D0
t. We ﬁnally construct the following operator, where only the highest
order term appears in each coeﬃcient of D2
t, Dt and D0
t:
ik 4
s
 


D2
z
+ 3

( 1)l
4
p
 
+

4

D
z2 + 4i3k 4 p
 3z; l = 1;2;3;4;
the support of such an operator consists of the points (0; 1); (1;2); (2;1); the Newton
polygon is shown in Figure 1.
As we see in Figure 1, the unique positive tangent of the Newton polygon is equal
to 1, using Theorem 1.2 we obtain that the series (3.2) are of Gevrey order 1.
So, we obtain the following theorem.
Theorem 3.1. The series (3.2) are of Gevrey order equal to one. There exists k0  1,
R0 2 R+ such that for any open sector
fz : jzj > R  R0; Argz 2 ('1;'2)g; '2   '1 < =k0  ;
there exists a solution to the third Painlevé equation approximated by this Gevrey-1
series.
-
6
q1
q2
0
 1
2
 
 
 
 
r
r r
Fig. 1
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