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Jakarta Composite Index (JCI) is the main stock index in Indonesia Stock Exchange, which indicates the movement of 
the performance of all stocks listed. The data of stock price index often experience rapid fluctuations in a short time, 
so it is needed to carry out an analysis to help investor making the right investment decisions. Forecasting JCI is one 
of the activities that can be done because it helps to predict the value of the stock price in accordance with the past 
patterns, so it can be a consideration to make a decision. In this research, there are two forecasting models created to 
predict JCI, which are Artificial Neural Network (ANN) model with (1) Backpropagation algorithm (BP) and (2) 
Backpropagation algorithm model combined with Particle Swarm Optimization algorithm (PSO). The development 
of both models is done from the stage of the training process to obtain optimal weights on each network layer, followed 
by a stage of the testing process to determine whether the models are valid or not based on the tracking signals that are 
generated. ANN model is used because it is known to have the ability to process data that is nonlinear such as stock 
price indices and PSO is used to help ANN to gain weight with a fast computing time and tend to provide optimal 
results. Forecast results generated from both models are compared based on the error of computation time and forecast 
error. ANN model with BP algorithm generates computation time of training process for 4,9927 seconds with MSE of 
training and testing process is respectively 0,0031 and 0,0131, and MAPE of forecast results is 2,55%. ANN model 
with BP algorithm combined with PSO generates computation time of training process for 4,3867 seconds with MSE 
of training and testing process is respectively 0,0030 and 0,0062, and MAPE of forecast result is 1,88%. Based on these 
results, it can be concluded that ANN model with BP algorithm combined with PSO provides a more optimal result 
than ANN model with BP algorithm.
Keywords: Artificial Neural Network; Indonesia Stock Exchange; Jakarta Composite Index; Particle 
Swarm Optimization.
aBstraK
Dalam pasar saham Bursa Efek Indonesia, Indeks Harga Saham Gabungan (IHSG) merupakan indeks saham 
utama yang mengindikasikan pergerakan kinerja semua saham yang terdaftar. Data indeks harga saham ini 
sering mengalami fluktuasi yang cepat dalam waktu yang singkat, sehingga diperlukan suatu analisis agar 
investor dapat mengambil keputusan investasi yang tepat. Peramalan IHSG merupakan salah satu kegiatan 
yang dapat dilakukan karena membantu untuk memprediksi nilai harga saham sesuai dengan pola yang 
terbentuk dari masa lalu, sehingga dapat dijadikan pertimbangan pengambilan keputusan. Pada penelitian 
ini, terdapat 2 model peramalan yang dibuat untuk memprediksi IHSG, yaitu model Jaringan Saraf Tiruan 
(JST) dengan algoritma Backpropagation (BP) dan model algoritma Backpropagation yang dikombinasikan 
dengan algoritma Particle Swarm Optimization (PSO). Pembuatan kedua model dilakukan dari tahap proses 
pelatihan untuk mendapatkan bobot optimal pada setiap layer jaringan, dilanjutkan dengan tahap proses 
pengujian untuk mengetahui apakah model yang dibuat sudah valid atau belum berdasarkan tracking signal 
yang dihasilkan. Adapun pemilihan model JST karena dikenal memiliki kemampuan untuk memproses 
data yang bersifat nonlinear seperti data indeks harga saham dan PSO digunakan untuk membantu JST 
mendapatkan bobot dengan waktu komputasi yang cepat dan hasil yang optimal. Hasil peramalan yang 
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dan error peramalan. Model JST dengan algoritma 
BP menghasilkan waktu komputasi proses pelatihan 
selama 4,9927 detik dengan MSE proses pelatihan 
dan pengujian masing-masing 0,0031 dan 0,0131, 
serta MAPE hasil peramalan sebesar 2,55%. Model 
JST dengan algoritma BP yang dikombinasikan 
dengan PSO menghasilkan waktu komputasi proses 
pelatihan selama 4,3867 detik dengan MSE proses 
pelatihan dan pengujian masing-masing 0,0030 dan 
0,0062, serta MAPE hasil peramalan sebesar 1,88%. 
Berdasarkan hasil tersebut, diperoleh bahwa model 
JST dengan algoritma BP yang dikombinasikan 
dengan PSO memberikan hasil yang lebih optimal 
dibandingkan model JST dengan algoritma BP.
Kata Kunci: Backpropagation; Bursa Efek Indo-
nesia; Indeks Harga Saham Gabungan; Jaringan 
Saraf Tiruan; Particle Swarm Optimization.
PENGaNtar
Pasar saham merupakan salah satu 
pilihan investasi yang selalu memiliki daya 
tarik dari waktu ke waktu (Khirbat dkk., 2013). 
Selain sebagai sarana pendanaan perusahaan, 
investasi di pasar saham mampu memberikan 
keuntungan yang menarik bagi para investor. 
Ketertarikan investor terhadap pasar saham 
salah satunya terjadi di pasar modal sekaligus 
pasar saham Indonesia yang dikenal dengan 
nama Bursa Efek Indonesia (BEI). Hal ini dapat 
direpresentasikan dari jumlah investor yang 
tercatat di BEI yang mengalami peningkatan 
sebanyak 26% dari Juli 2015 hingga Juli 2016 
(Kustodian Sentral Efek Indonesia, 2016). 
Adanya peningkatan tersebut antara lain 
disebabkan oleh penerbitan Undang-Undang 
No.11 Tahun 2016 tentang pengampunan 
pajak serta sosialisasi dan edukasi pasar modal 
yang terus dilakukan oleh BEI (Sadono, 2016).
Pada pasar saham, faktor penting yang 
akan mempengaruhi keputusan investasi 
adalah harga saham dan pergerakannya. Untuk 
mengetahui pergerakan harga saham apakah 
turun, stabil, atau naik maka dibutuhkan 
indeks harga saham sebagai indikator yang 
dapat merepresentasikan hal tersebut. Indeks 
harga saham utama di BEI adalah Indeks 
Harga Saham Gabungan (IHSG) karena indeks 
ini merupakan indeks yang mencerminkan 
kinerja semua saham yang terdaftar.
Indeks harga saham termasuk IHSG 
sering mengalami fluktuasi yang cepat dalam 
waktu singkat, sehingga perlu dilakukan 
analisis untuk membantu investor dalam 
per timbangan pengambilan keputusan yang 
tepat. Salah satu pendekatan yang dapat di-
gunakan adalah analisis teknikal, yaitu suatu 
pen dekatan yang didasarkan pada prinsip 
Teori Dow yang meramalkan pergerakan 
indeks harga saham berdasarkan data historis 
(Kurniawati et al., 2013). Analisis teknikal dapat 
dilakukan dengan quantitative forecasting models 
berbasis data time series karena indeks harga 
saham erat kaitannya dengan data historis, 
yaitu berkaitan dengan pengaruh nilai masa 
lalu terhadap nilai masa kini. Time series akan 
menganalisis pola hubungan antara variabel 
yang akan diramalkan dengan variabel waktu.
Metode time series yang umum digunakan 
untuk melakukan peramalan indeks harga 
saham salah satunya pada IHSG adalah 
metode Box-Jenkins Autoregressive Integrated 
Moving Average (ARIMA). Aplikasi ARIMA 
salah satunya terdapat dalam penelitian 
Adebiyi et al. (2014) yang melakukan peramal-
an saham New York Stock Exchange (NYSE) dan 
Nigeria Stock Exchange (NSE). Pada penelitian 
tersebut, data yang akan diolah adalah data 
historis berupa harga saham kedua negara. 
Harga saham terdiri dari empat unsur, 
yaitu harga pembuka, harga tertinggi, harga 
terendah, dan harga penutup. Dari keempat 
unsur harga saham, harga penutup dipilih 
untuk diolah karena merupakan data yang 
dapat merepresentasikan indeks dari semua 
kegiatan perdagangan. Hasil penelitian me-
nunjukkan bahwa model ARIMA memiliki 
potensi kuat dalam meramalkan saham untuk 
jangka pendek. Penelitian lain (Banarjee, 2014) 
meng gunakan ARIMA dalam peramalan 
Indian Stock dan menghasilkan ARIMA 
(1,0,1) sebagai model terbaik. Model ARIMA 
yang dihasilkan tidak bisa digunakan jika 
sewaktu-waktu terjadi fluktuasi pada data 
yang digunakan karena model tidak dapat 
meng akomodasi adanya perubahan pola 
data. Selain model yang tidak robust, data 
yang diolah diasumsikan linear sedangkan 
pada kenyataannya hal tersebut sangat jarang 
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terjadi. Oleh sebab itu, ketika menggunakan 
model untuk meramalkan data dengan pola 
nonlinear hasil yang diperoleh menjadi tidak 
efektif. 
Penggunaan metode ARIMA fokus pada 
data empiris yang bersifat normal, linear, 
dan diasumsikan stasioner (Chen, 1994). 
Metode ini tidak dapat mengolah suatu data 
runtun waktu dengan variabilitas yang tinggi 
sehingga tidak efektif untuk meramalkan 
indeks harga saham yang bersifat random, 
nonlinear dan nonstasioner. Berdasarkan 
hal tersebut, beberapa penelitian selanjutnya 
meng kombinasikan metode ARIMA dengan 
Support Vector Machine untuk meminimalisir 
resiko dari data yang fluktuatif. 
Support Vector Machine (SVM) merupakan 
algoritma pembelajaran yang berbasis teori 
pembelajaran statistik yang diperkenalkan 
oleh Cortes dan Vapnik (1995). SVM berfungsi 
mengklasifikasikan dua set data dari kelas yang 
berbeda secara efisien dengan memetakan data 
dari dimensi yang rendah ke dimensi yang 
tinggi menggunakan nonlinear kernel function 
(Devi dkk., 2015). Salah satu aplikasi yang 
mengkombinasikan ARIMA dengan SVM 
adalah pada penelitian Sirijunyapong et al. 
(2014) yang melakukan peramalan pada Bursa 
Efek Thailand. Peramalan saham fokus pada 
sektor keuangan tiga bank penting Thailand 
yaitu Bangkok Bank Public Company Limited 
(BBL), Siam Commercial Bank Public Company 
Limited (SCB), dan Kasikornbank Public Company 
Limited. Semua data terkait harga saham 
ketiga bank didapatkan dari Smart Portal 
(Version 4.6.1). Data tersebut berubah setiap 
hari dikarenakan faktor ekonomi, politik dan 
gross domestic product. Berdasarkan informasi 
tersebut, diperoleh bahwa terdapat faktor 
eksternal yang tidak dapat dikontrol. Faktor- 
faktor tersebut mempengaruhi perubahan 
data harga saham sehingga karakteristik data 
menjadi tidak jelas dan tidak pasti. Oleh karena 
itu, dalam penelitian ini digunakan SVM untuk 
mengolah data yang tidak pasti dan memiliki 
dimensi tinggi dengan cara menerapkan 
kernel function untuk meningkatkan akurasi 
model peramalan. Penelitian menunjukkan 
bahwa SVM memberikan hasil yang lebih baik 
daripada ARIMA.
Peramalan harga saham dengan meng-
gunakan SVM terus dikembangkan seperti 
pada penelitian Abolhassani dan Yaghoobi 
(2010) yang melakukan peramalan New York 
Stock Exchange dengan mengintegrasikan 
Support Vector Machine dan Particle Swarm 
Optimization. Pada penelitian tersebut indi-
kator yang bervariasi dari analisis teknikal 
di gunakan sebagai input, seperti korelasi 
antara harga saham dari perusahaan yang 
berbeda yakni DJI, S&P 500 dan Nasdaq-100. 
Particle Swarm Optimization (PSO) digunakan 
untuk memilih input yang paling informatif 
dari semua indikator analisis teknikal. Hasil 
penelitian menunjukkan bahwa konsep 
korelasi dan penggunaan PSO mampu me-
ning katkan kinerja SVM secara signifikan. 
PSO juga dapat dikombinasikan dengan Type-
2 Fuzzy Time Series. Kombinasi metode tersebut 
diaplikasikan pada penelitian yang dilakukan 
Singh dan Borah (2014) pada perusahaan 
Google untuk menyesuaikan panjang interval 
dalam peramalan tanpa meningkatkan jumlah 
interval. Hasil penelitian menunjukkan bahwa 
akurasi peramalan model dapat ditingkatkan 
secara efektif dengan hibridisasi PSO dan Type-
2 Fuzzy Time melalui utilisasi frekuensi interval 
bobot dengan defuzifikasi. 
Metode lain yang digunakan untuk 
meng akomodasi kekurangan ARIMA adalah 
metode peramalan modern Jaringan Saraf 
Tiruan (JST). Kombinasi ARIMA dengan JST 
diaplikasikan pada penelitian Ratyanaka 
et al. (2015) dalam melakukan peramalan 
Colombo Stock Exchange yang memiliki pola 
data tidak stabil dan fluktuasi yang bergejolak 
tinggi. Peramalan pertama dilakukan dengan 
menerapkan ARIMA dan JST secara terpisah. 
Pada tahap berikutnya, dilakukan peramalan 
dengan mengintegrasikan ARIMA dengan 
JST. Dari kedua tahap penelitian tersebut, 
didapatkan bahwa metode yang diintegrasikan 
memberikan solusi terbaik untuk memprediksi 
harga saham dengan fluktuasi data yang 
bergejolak tinggi dibandingkan dengan 
metode yang diterapkan secara terpisah. Pada 
pene litian lain yang dilakukan oleh Nugraha 
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dan Azhari (2014) dalam meramalkan tingkat 
inflasi di Indonesia, digunakan JST sebagai 
metode peramalan. Berdasarkan penelitian 
tersebut didapatkan masalah overfitting saat 
proses pembelajaran JST dengan menggunakan 
algoritma Backpropagation sehingga akhirnya 
tidak dapat mengeneralisasi masalah. Oleh 
karena itu, maka perlu dilakukan kom-
binasi suatu metode lain untuk mengatasi 
kekurangan JST, salah satunya yaitu Particle 
Swarm Optimization yang merupakan salah 
satu metode Artificial Intelligence terbaik untuk 
optimasi dan perkiraan parameter (Neto et al., 
2009). Dengan menggunakan PSO maka akan 
membantu proses pembelajaran pada JST. 
Berdasarkan uraian beberapa penelitian 
di atas dapat ditarik kesimpulan bahwa pene-
litian peramalan harga saham terus dikem-
bangkan. Penelitian dilakukan dengan meng-
kombinasikan beberapa metode untuk saling 
melengkapi kekurangan dari setiap metode 
yang diterapkan. Pada penelitian ini, peneliti 
akan melakukan peramalan Indeks Harga 
Saham Gabungan dengan mengkombinasikan 
Jaringan Saraf Tiruan dan Particle Swarm 
Optimization.
Metode
Objek penelitian yang digunakan adalah 
data Indeks Harga Saham Gabungan pada 
Maret 2016 sampai Februari 2017. Dari empat 
jenis harga pasar pada indeks harga saham, data 
yang digunakan untuk melakukan peramalan 
adalah harga penutupan karena harga ini 
merupakan harga yang dapat dijadikan 
acuan untuk memprediksi harga pembuka di 
hari berikutnya sehingga membantu dalam 
mempertimbangkan keputusan investasi. Data 
selanjutnya akan dibagi menjadi dua kelompok 
yaitu data untuk pelatihan dan pengujian 
model dengan komposisi 60% data untuk 
pelatihan dan 40% data untuk pengujian model. 
Tahapan pertama dalam pembangunan model 
adalah menentukan arsitektur dan parameter 
model. Arsitektur yang dibutuhkan untuk 
membuat JST adalah jumlah layer dan neuron 
di input, hidden, dan output layer sedangkan 
parameter yang dibutuhkan meliputi learning 
rate dan momentum. Adapun parameter pada 
Particle Swarm Optimization (PSO) yaitu jumlah 
partikel dan konstanta learning factor 1 dan 
learning factor 2. Masing-masing parameter 
JST dan PSO dicari menggunakan Design 
of Experiment dan analisis regresi sehingga 
diperoleh kombinasi parameter yang optimal. 
Setelah arsitektur dan parameter model 
ditentu kan, tahapan selanjutnya adalah me-
mbangun model. Terdapat dua model yang 
dibuat, yaitu model JST dengan menggunakan 
algoritma pembelajaran Backpropagation 
(BP) dan model JST yang dikombinasikan 
dengan metode metaheuristik PSO. Model 
BP diguna kan untuk pelatihan dan pengujian 
data sedangkan model kombinasi BP dan 
PSO hanya digunakan untuk pelatihan data. 
Model yang dibangun selanjutnya dilakukan 
validasi untuk membandingkan hasil yang 
diperoleh dari model dengan kondisi nyata 
sehingga dapat diketahui apakah model 
yang dibuat memberikan error yang kecil 
atau tidak. Validasi dilakukan pada tahap 
proses pengujian, kemudian data hasil peng-
ujian dibuat tracking signal untuk melihat 
per sebaran error masih dalam batas kendali 
atau tidak. Setelah model dinyatakan valid, 
selanjutnya dijalankan untuk mendapatkan 
hasil peramalan indeks harga saham. Hasil 
run dari dua model dibandingkan berdasarkan 
waktu dan nilai error untuk mengetahui model 
yang memberikan hasil peramalan yang lebih 
akurat. 
HasIL DaN PEMBaHasaN 
analisis Data
Berdasarkan pola datanya harga penutup-
an IHSG membentuk pola tren naik seperti 
terlihat pada Gambar 1. Adanya pola tren 
memberikan efek yang tidak diinginkan pada 
kinerja prediksi Jaringan Saraf Tiruan (Tseng 
dkk., 2002). Oleh karena itu, pola tren naik 
harga penutupan IHSG diubah menjadi pola 
stasioner dengan melakukan differencing.
Dari hasil differencing selanjutnya di-
laku kan identifikasi data berdasarkan lag-
lag signifikan pada partial autocorrelation 
function (PACF) atau plot fungsi autokorelasi 
parsial untuk menentukan input dan target. 
Hasil plot fungsi autokorelasi menunjukkan 
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bahwa lag yang signifikan adalah lag 29 dan 
lag 60, sehingga kedua lag tersebut masing-
masing akan dijadikan sebagai input 1 dan 





Pola Data (i) Harga Penutupan IHSG Maret 
2016-Februari 2017; (ii) Differencing-1; (iii) 
Autokorelasi Parsial Data Differencing-1
Data input dan target yang telah didapat-
kan kemudian dinormalisasi agar data berada 
pada suatu range tertentu sehingga tidak 
terdapat dominasi data yang bernilai besar 
terhadap data yang bernilai kecil dan untuk 
memfasilitasi proses pembelajaran jaringan.
Model Jaringan syaraf tiruan – Back 
Propagation
Peramalan IHSG dengan metode Jaringan 
Saraf Tiruan akan dilakukan dengan algoritma 
pembelajaran Backpropagation (BP). Algoritma 
ini akan melakukan pembelajaran terhadap 
input dan target dengan melakukan ada-
ptasi sesuai parameter-parameter yang telah 
ditentukan. Proses pembuatan model peramal-
an dengan menggunakan meto de Jaringan 
Saraf Tiruan diawali dengan menyusun 
arsitektur dan parameter Backpro pagation. 
Arsitektur Backpropagation terdiri dari jumlah 
layer dan jumlah neuron pada input, hidden, 
dan output layer. Arsitektur yang dibuat pada 
penelitian ini terdiri dari 2 input layer dengan 
183 neuron, 1 hidden layer dengan k neuron, dan 
1 output layer dengan 183 neuron. 
Parameter Backpropagation terdiri dari 
jumlah epoch, learning rate, momentum, tole-
ransi atau error goal, fungsi pelatihan, dan 
fungsi aktivasi. Penyusunan parameter dalam 
mem buat model peramalan bertujuan untuk 
mendapatkan bobot yang optimal untuk 
setiap layer. Pada penelitian ini dilakukan 
Design of Experiment (DOE) untuk menentukan 
kombinasi parameter yang sesuai untuk men-
dapatkan bobot yang optimal. DOE dilakukan 
terhadap beberapa parameter yang sangat 
berpengaruh pada optimasi bobot dengan 
algoritma Backpropagation yaitu learning rate, 
momentum dan jumlah neuron di hidden 
layer (Hsu, 2011). Dalam penyusunan DOE 
digunakan tiga level (low, medium, high) 
yang berarti terdapat 3n factorial design, maka 
ada 27 design kombinasi parameter. Untuk 
algoritma Backpropagation, level DOE diambil 
dari beberapa hasil penelitian yaitu Jabin 
(2014), Chen dkk.,. (2013), dan Hsieh dkk.,. 
(2011) setelah diuji terlebih dahulu. Tabel 1. 
merupakan level DOE untuk parameter BP. 
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Tabel 1.




Jumlah neuron di 
hidden layer (nH) 1 6 9
Learning rate (α) 0,25 0,40 0,60
Momentum (Mc) 0,20 0,40 0,95
Berdasarkan analisis DOE didapatkan 
parameter optimal untuk algoritma Backpro-
pagation yaitu jumlah neuron di hidden layer 
sama dengan 1, learning rate 0,6 dan momentum 
0,2.
Setelah mendapatkan nilai parameter 
optimal, langkah selanjutnya adalah menjalan-
kan proses pelatihan untuk memperoleh bobot 
yang optimal dengan menggunakan parameter 
yang telah didapatkan dari tahap sebelumnya. 
Adapun beberapa parameter lain nilainya 
diatur tetap berdasarkan karakteristik jaringan 
yang akan dibuat. Tabel 2. menunjukkan 
semua parameter yang akan digunakan untuk 
membuat model.
Tabel 2.
Parameter Pelatihan Menggunakan 
Backpropagation
Parameter Spesifikasi
Arsitektur jaringan 1 hidden layer
Inisialisasi bobot Nilai acak
Fungsi aktivasi ke hidden 
layer
Sigmoid bipolar






Jumlah iterasi (epoch) 60000
Toleransi (MSE) 0,0035
Berdasarkan pelatihan dengan Backpro-
pagation, diperoleh hasil MSE 0,0031 dengan 
waktu komputasi selama 4,9927 detik serta 
bobot input 1 dan 2 ke hidden layer masing-
masing -0,7890 dan 0,0147, bobot hidden ke 
output layer -1,4202 dan bias pada hidden dan 
output layer masing-masing -0,2166 dan -0,2723.
Setelah proses pelatihan selanjutnya di-
lakukan pengujian model dengan meng guna-
kan 40% data yang belum digunakan dalam 
proses pelatihan dengan menggunakan bobot 
yang telah didapatkan dari hasil pelatihan 
dan diperoleh MSE pengujian sebesar 0,0131. 





Hasil (i) Pelatihan dan (ii) Pengujian 
Menggunakan Bobot dari BP
Model Jaringan syaraf tiruan – 
BP+Particle swarm Optimization
Model yang dibuat dengan algoritma 
Particle Swarm Optimization (PSO) mengguna-
kan parameter Particle Swarm Optimization 
dan arsitektur jaringan dari algoritma Back-
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propagation. Proses pembuatan model pe-
ramal an dengan menggunakan algoritma 
Particle Swarm Optimization diawali dengan 
menentukan parameter PSO. Parameter Particle 
Swarm Optimization terdiri dari bobot inersia, 
jumlah partikel, dan learning factor. Penyusunan 
parameter dalam membuat model peramalan 
bertujuan untuk mendapatkan bobot yang 
optimal untuk setiap layer. Pada penelitian ini 
dilakukan Design of Experiment (DOE) untuk 
menentukan kombinasi parameter yang sesuai 
untuk mendapatkan bobot yang optimal. 
DOE dilakukan terhadap beberapa parameter 
yang sangat berpengaruh pada optimasi bobot 
dengan algoritma Particle Swarm Optimization 
yaitu jumlah partikel dan learning factor. Dalam 
penyusunan DOE digunakan 3 level (low, medium, 
high) yang berarti terdapat 3n factorial design, 
maka ada 27 design kombinasi parameter. Untuk 
algoritma Particle Swarm Optimization, level DOE 
diambil dari beberapa hasil penelitian yaitu 
Asriningtias et al. (2015), dan Deng et al. (2016) 
setelah diuji terlebih dahulu. Parameter optimal 
untuk algoritma Particle Swarm Optimization 
yaitu jumlah partikel sama dengan 11, learning 
factor 1 1,3 dan learning factor 2 1,5. 
Setelah menentukan parameter optimal, 
tahap selanjutnya adalah melakukan pelatihan 
data. Proses pelatihan dilakukan untuk 
membuat model Particle Swarm Optimization 
dengan menggunakan parameter optimal 
yang telah didapatkan. Tabel 2. menunjukkan 
semua parameter yang akan digunakan untuk 
membuat model.




Learning factor 1 1,3
Learning factor 2 1,5
Posisi awal partikel Nilai acak
Kecepatan awal partikel Nilai acak
Bobot inersia awal Nilai acak
Bobot inersia minimum 0,4
Bobot inersia maksimum 0,9
Jumlah iterasi 20
Setelah memasukkan semua parameter 
pada pelatihan jaringan, dilakukan pelatihan 
terhadap 60% data input dan target. Ber-
dasarkan pelatihan dengan Particle Swarm 
Optimization, diperoleh hasil MSE 0,0030 
dengan waktu komputasi selama 4,3867 detik 
serta bobot input layer 1 dan 2 ke hidden layer 
masing-masing -2,1027 dan 0,2994, bobot 
hidden ke output layer -1,8687 dan bias pada 
hidden dan output layer masing-masing 0,1801 
dan 1,1444. Hasil pelatihan dapat dilihat pada 
Gambar 3(i).
Setelah proses pelatihan selanjutnya 
di laku kan pengujian model dengan meng-
gunakan 40% data yang belum digunakan 
dalam proses pelatihan dengan menggunakan 
bobot yang telah didapatkan dari hasil pe-
latihan dan diperoleh MSE pengujian sebesar 






Hasil (i) Pelatihan dan (ii) Pengujian 
Menggunakan Bobot dari BP-PSO
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Peramalan Out sample
Berdasarkan dua model peramalan yang 
telah dibuat, yaitu dengan algoritma Back-
propagation dan algoritma Particle Swarm Opti-
mi zation, dilakukan perbandingan ter hadap 
hasil yang didapatkan, yaitu waktu komputasi 
dan error yang dihasilkan. Per bandingan hasil 
dari kedua model peramalan dapat dilihat 
pada Tabel 4.
Tabel 4









BP 4,9927 0,0031 0,0131 2,5472
BP dengan PSO 4,3867 0,0030 0,0062 1,8823
 
Melalui hasil yang didapatkan untuk 
kedua model, dapat diketahui bahwa model 
yang dibuat dengan kombinasi algoritma BP 
dan PSO menghasilkan waktu komputasi, 
error model, dan error peramalan yang lebih 
kecil daripada model BP. Apabila dilihat 
dari nilai MAPE, peramalan yang dilakukan 
dengan kedua model tersebut termasuk highly 
accurate karena MAPE yang dihasilkan lebih 
kecil daripada 10%. Oleh karena itu, kedua 
model BP dan kombinasi BP dengan PSO 
dapat digunakan untuk melakukan peramalan 
IHSG, akan tetapi perlu dilakukan pengaturan 
parameter yang berbeda karena akan menen-
tukan performa algoritma terhadap kasus 
yang diselesaikan.
sIMPULaN
Peramalan indeks harga saham Bursa 
Efek Indonesia, telah berhasil dibuat model 
peramalan IHSG menggunakan meto de 
Jaringan Saraf Tiruan (JST) dengan algo-
ritma Backpropagation (BP) dan algoritma 
Backpropagation yang dikombinasikan dengan 
algoritma Particle Swarm Optimization (PSO). 
Pembuatan model dilakukan dengan mengatur 
parameter yang telah disesuaikan untuk 
mendapatkan hasil waktu komputasi, error 
model dan error peramalan yang minimal. 
Melalui analisis yang telah dilakukan pada bab 
hasil dan pembahasan, didapatkan model BP 
dengan PSO menghasilkan waktu komputasi 
dan error model yang lebih kecil daripada 
model BP yaitu 4,3867 detik dengan MSE 
proses pelatihan dan pengujian masing-masing 
0,0030 dan 0,0062. Berdasarkan hasil tersebut, 
diperoleh bahwa model BP dengan PSO 
memberikan hasil yang lebih baik dibandingkan 
model BP. Adapun peramalan yang dilakukan 
dengan kedua model tersebut termasuk highly 
accurate karena MAPE yang dihasilkan lebih 
kecil daripada 10% yaitu 2,55% untuk BP dan 
1,88% untuk BP dengan PSO.
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