In this survey we describe some modifications of Prony's method. In particular, we consider the recovery of general expansions into eigenfunctions of linear differential operators of first order and show, how these expansions can be recovered from function samples using generalized shift operators. We derive an ESPRIT-like algorithm for the generalized recovery method and show, that this approach can be directly used to reconstruct classical exponential sums from non-equispaced data. Furthermore, we derive a modification of Prony's method for sparse approximation with exponential sums which leads to a non-linear least-squares problem.
Introduction: Recovery of Exponential Sums
The recovery and sparse approximation of structured functions is a fundamental problem in many areas of signal processing and engineering. In particular, exponential sums and their generalizations play an important role in time series analysis and in system theory [13, 15] , in the theory of annihilating filters, and for the recovery of signals with finite rate of innovation [10, 34, 25, 32, 3] , as well as for linear prediction methods [16, 31] . For system reduction, Prony's method is related to the problem of low-rank approximation of structured matrices (particularly Hankel matrices) and corresponding nonlinear least-squares problems [17, 33] . There is a close relation between Prony's method and Padé approximation [4, 9] . Exponential sums started to become more important also for sparse approximation of smooth functions, see [5, 6, 12, 22] , and this question is closely related to approximation in Hardy spaces and the theory of Adamjan, Arov and Krein, see [1, 2, 21 ].
The Classical Prony Method
A fundamental problem discussed in many papers is the recovery of exponential sums of the form
where the coefficients c j ∈ C \ {0} as well as the pairwise different frequency parameters α j ∈ C (j = 1, . . . , M ) or equivalently, z j ∈ C are unknown. For simplicity we assume that the number of terms M is given beforehand. One important question appears: What information about f is needed in order to solve this recovery problem uniquely?
The classical Prony method uses the equidistant samples f (0), f (1), . . . , f (2M − 1). Indeed, if we suppose that Im α j , j = 1, . . . , M lies in a predefined interval of length 2π, as e.g. [−π, π), these 2M samples are sufficient. This can be seen as follows.
We can view f (x) as the solution of a homogeneous linear difference equation of order M with constant coefficients and try to identify these constant coefficients in a first step. We define the characteristic polynomial with the help of its (yet unknown) zeros z j = e αj ,j = 1, . . . , M , and consider its monomial representation, Knowing p(z), we can simply compute its zeros z j = e αj , and in a further step the coefficients c j , j = 1, . . . , M , by solving the system
α j z ℓ j , ℓ = 0, . . . , 2M − 1.
In practice there are different numerical algorithms available for this method, which take care for the inherit numerical instability of this approach, see e.g. [14, 24, 26, 28] . Note that for a given arbitrary vector (f k ) 2M−1 k=0
the interpolation problem
may not be solvable, see e.g. [8] . The characteristic polynomial p(z) of the homogeneous difference equation M k=0 p k f k+m = 0, m = 0, . . . , M − 1, may have zeros with multiplicity greater than 1, whereas the exponential sum in (1) is only defined for pairwise different zeros. In this paper, we will will exclude the case of zeros with multiplicity greater than 1. However, the zeros of the characteristic polynomial e αj resp. the parameters α j , j = 1, . . . , M , may be arbitrarily close. This may lead to highly ill-conditioned matrices.
Content of this Paper
In this paper, we will particularly consider the following questions.
1. How can we generalize Prony's method in order to recover other expansions than (1)? 2. What kind of information is needed in order to recover the considered expansion? 3. How can we modify Prony's method such that we are able to optimally approximate a given (large) vector of function values in the Euclidean norm by a sparse exponential sum?
To tackle the first question, we introduce the operator based general Prony method and particularly apply it to study expansions of the form
where c j , α j ∈ C, c j = 0, α j pairwise different, G, H ∈ C ∞ (R) are predefined functions, where G is strictly monotone on [a, b], and H is nonzero on [a, b] . This model covers many interesting examples as e.g. shifted Gaussians, generalized monomial sums and others. For the expansions (2) we will derive different sets of samples which are sufficient for the recovery of all model parameters, thus answering the second question. In regard to question 3 we will show for the case of f as in (1) and (2), how the methods need to be modified for optimal approximation, and how to treat the case of noisy measurements.
The outline of the paper is as follows. First we will introduce the idea of an operator based Prony method by looking at the recovery problem of the classical exponential sum from different angles. In Section 3, we study the recovery of the more general expansion f of the form (2) . We will show that (2) can be viewed as an expansion into eigenfunctions of a differential operator of first order and thus, according to the generalized Prony method in [20] , can be recovered using higher order derivative values of f . We will show construct a new generalized shift operator which possesses the same eigenfunctions. This leads to a recovery method that requires only function values of f instead of derivative values. The idea will be further illustrated with several examples in Subsection 3.3. Section 4 is devoted to the numerical treatment of the generalized recovery method. We will derive an ESPRIT-like algorithm for the computation of all unknown parameters in the expansion (2) . This algorithm also applies if the number of terms M in the expansion (2) is not given beforehand. Furthermore, we show in Section 4.3, how the recovery problem can be simplified if some frequencies α j ,j ∈ {1, . . . , M }, are known beforehand (while the corresponding coefficients c j are unknown). In Section 4.4, we use a different interpretation of (2) in order to derive a new method to recover an exponential sum from non-equispaced functions samples. Finally, in Section 5 we study the optimal approximation with exponential sums in the Euclidean norm. This leads to a nonlinear least squares problem which we tackle directly using a Levenberg-Marquardt iteration. Our approach is essentially different from earlier algorithms, as e.g. [7, 18, 19, 35] .
Operator Based View to Prony's Method
In order to tackle the questions 1 and 2 in Section 1.2, we start by reconsidering Prony's method. As an introductory example, we study the exponential sum in (1) from a slightly different viewpoint.
be the shift operator given by S h f := f (· + h). Then, for any α ∈ C, the function e αx is an eigenfunction of S h with eigenvalue e αh , i.e., i.e., we can reconstruct p(z) by solving this homogeneous system for m = 0, . . . , M − 1. We conclude that the exponential sum in (1) can be recovered from the samples f (hℓ + x 0 ), ℓ = 0, . . . , 2M − 1. This is a slight generalization of the original Prony method in section 1.1 as we introduced an arbitrary sampling distance h ∈ R \ {0} and a starting point x 0 ∈ R.
Moreover, we can also replace the samples S k+m This example already shows, that there exist many different sample sets that may be used to recover the exponential sum. In particular, each set of the form F A ℓ h , ℓ = 0, . . . , 2M − 1, where F is an arbitrary (fixed) linear functional satisfying F (e α· ) = 0 and A : C ∞ (R) → C ∞ (R) being a linear operator with eigenfunctions e αx corresponding to pairwise different eigenvalues (at least for the range of α covering the α j in (1)) can be employed for recovery.
However, in practice it is usually much easier to obtain function samples of the form f (x 0 + hℓ) than higher order derivative values f ℓ (x 0 ) for ℓ = 0, . . . , 2M − 1. Therefore, for more general expansions, for example of the form (2), we will raise the following question which has also been investigated in [30] : Suppose we already found a set of samples which is (theoretically) sufficient to recover the expansion at hand. Is it possible to find other sets of samples which can be more easily acquired and also admit a unique recovery of the sparse expansion? In terms of linear operators, we can reformulate this idea: Suppose we have already found an operator A, such that a considered expansion f is a sparse expansion into M eigenfunctions of A (to pairweise different eigenvalues). Is it possible to find another operator B that possesses the same eigenfunctions as A, such that the samples F (B ℓ )f (with some suitable linear functional F ) can be simpler obtained than F (A ℓ )f for ℓ = 0, . . . , 2M − 1?
In our introductory example for the exponential sum (1), let the linear functional F be given as F f := f (0). Assume that we had found the recovery of (1) from the samples f (ℓ) (0), ℓ = 0, . . . , 2M − 1 first. This sampling set corresponds to the linear differential operator A = D with Df = f ′ . How can we find the shift operator B = S h , knowing just the fact, that (1) can be viewed as a sparse expansion into eigenfunctions of D? Is there a simple link between the linear differential operator D and the shift operator S h ? This is indeed the case. Taking ϕ ∈ C ∞ (R) with ϕ(x) = e hx , and applying ϕ (formally) to D. We observe for each exponential e αx , α ∈ C,
h ℓ ℓ! α ℓ e α· = e αh e α· = S h e α· .
Therefore, we also have ϕ(D)f = S h f for f in (1) . We note that ϕ also maps the eigenvalues of the differential operator onto the eigenvalues of the shift operator. We will use the idea to switch from differential operators to other more suitable operators in the next section in order to recover general sparse expansion
Recovery of Generalized Exponential Sums
In this section we focus on the recovery of more general sparse expansions. Let G : R → C be a given function in C ∞ (R), which is strictly monotone in a given interval [a, b] ⊂ R, and let H(x) : R → C be in C ∞ (R) and nonzero in [a, b]. We consider expansions of the form
with c j ∈ C \ {0} and pairwise different α j ∈ C. Obviously, (1) is a special case of (4) with G(x) = x and H(x) ≡ 1. In order to recover f , we need to identify the parameters c j and α j , j = 1, . . . , M .
Expansion into Eigenfunctions of a Linear Differential Operator
According to our previous considerations in Section 2, we want to apply the so-called generalized Prony method introduced in [20] , where we view (4) as an expansion into eigenfunctions of a linear operator.
Step 1. First we need to find a linear operator A that possesses the functions H(x)e αj G(x) as eigenfunctions for any α j ∈ C. For this purpose, let us define the functions
which are well defined on [a, b], since G ′ and H have no zeros in [a, b]. Then the operator A :
i.e., the differential operator A indeed possesses the eigenfunctions H(x) e αj G(x) with corresponding eigenvalues α j .
Step 2. To reconstruct f , we can apply a similar procedure as in Section 2. Let
be the characteristic polynomial defined by the (unknown) eigenvalues α j that correspond to the active eigenfunctions of the operator A as in (6) .
for all integers m ≥ 0. Thus we can compute the coefficients p k , k = 0, . . . , M −1, using the values F (A ℓ f ), ℓ = 0, . . . , 2M − 1. Having determined the polynomial p(z), we can compute its zeros α j , and afterwards solve a linear equation system to reconstruct the complex coefficients c j in (4). However, the question remains, how to obtain the needed data F (A ℓ f ), ℓ = 0, . . . , 2M − 1. We obtain
Since g and h (and their derivatives) are known beforehand, it is sufficient to provide the first 2M derivative values of f at one point x 0 ∈ [a, b] in order to reconstruct f . Therefore we can conclude
, such that G ′ and H have no zeros on [a, b], and let x 0 ∈ [a, b] be fixed. Then f in (4) can be viewed as an expansion into eigenfunctions of the differential operator A as in (6), and f as in (4) can be uniquely reconstructed from the derivative samples f (ℓ) (x 0 ), ℓ = 0, . . . , 2M − 1.
Proof. As seen from the above computations the operator A of the form (6) indeed possesses the eigenfunctions H(x) e αj G(x) . In order to reconstruct the parameters α j , we first have to compute the required values
For this purpose, we need to determine the triangular matrix
As seen in (8), we have already λ 0,0 := 1, λ 1,0 := g(x 0 ), λ 1,1 := h(x 0 ). In order to obtain the entries of L, we have to consider the elements λ m,ℓ as functions in x, starting with λ 0,0 (x) ≡ 1. Induction and
We can conclude the recursion
The matrix entries λ ℓ,k := λ ℓ,k (x 0 ) are well-defined by assumption on H and G.
In a second step, we solve the homogeneous equation system
Then we can determine the characteristic polynomial p in (7) and extract its zeros α j . Finally, the coefficients c j can be computed from the linear system
However, the values f (r) (x 0 ), r = 0, . . . , 2M − 1, may not be easily accessible , and we require some extra effort to compute F (A ℓ f ).
Expansion into Eigenfunctions of a Generalized Shift Operator
Our goal is to find a different set of sample values for the reconstruction of f as in (4), which is easier to obtain but also sufficient for a unique reconstruction. Thus we need to find an operator B which possesses the same eigenfunction as A as in (6) . In addition B should satisfy that F (B ℓ f ) (with some point evaluation functions F ) can be obtained from function values of f . Similarly as in Section 2, we consider the linear operator B = ϕ(A) = exp(hA) with A as in (6) and
We observe for f in (4),
We therefore we define the generalized shift operator
with functions G, H, and the step size h ∈ R \ {0}. This shift operator has also been introduced in [23] . In particular it satisfies the properties
for k ∈ Z, see Theorem 2.1 in [23] . Observe that here we do not to assume that G and H are C ∞ (R) functions, and it is sufficient to consider continuous functions. We only need to ensure the existence of G −1 and 1/H within the considered sampling interval. We summarize this in the following theorem. 
satisfy Im α j ∈ (−T, T ] and that c j ∈ C \ {0}. Then f can be uniquely reconstructed from the sample values
2M
and sign h = sign (G(b) − G(a)) and x 0 ∈ R.
Proof. From the arguments above, we can conclude that H(x) e αj G(x) is an eigenfunction of the generalized shift operator S H,G,h as in (9) with the eigenvalue e αj h (α j ∈ C), since
= H(·) e αj (h+G(·)) = e αj h H(·) e αj G(·)
holds. Further, for Im α j ∈ (−T, T ], and 0 < |h| < π T , the eigenvalues e αj h corresponding to active eigenfunctions in (4) are pairwise different, such that we can uniquely derive the "active" eigenfunctions H(x)e αj G(x) in (11) from the corresponding "active" eigenvalues. We define the chacteristic polynomial
using the (unknown) eigenvalues e αj h , where p k , k = 0, . . . , M − 1, are the (unknown) coefficients of the monomial representation of p(z). Then, we conclude 
for all integers m, where by definition
Thus, we can compute the coefficients from the homogeneous linear system p k ,
for m = 0, . . . , M − 1, and p M = 1, or equivalently from
for m = 0, . . . , M − 1. The conditions on h in the theorem ensure that we only use samples of f in [a, b]. The equation system (14) is always uniquely solvable, since the coefficient matrix is invertible. More exactly, we have for f in (11),
The first and the last matrix factor are invertible Vandermonde matrices with pairwise different nodes e αj h , and the diagonal matrix is invertible, since c j = 0.
Having solved (14), we can reconstruct p(z) and extract all its zeros z j = e αj h . In a second step we can compute the coefficients c j from the overdetermined system
for ℓ = 0, . . . , 2M − 1. ⊓ ⊔
Application to Special Expansions
The model (4) covers many special expansions, and we want to illustrate some of them.
Classical Exponential Sums. Obviously, the model (1) Expansions into Shifted Gaussians. We want to reconstruct expansions of the form
where β ∈ C \ {0} is known beforehand, and we need to find c j ∈ C \ {0} and pairwise different α j ∈ C, see also [34, 23] .
First, we observe that by e −β(x−αj) 2 = e −βα 2 j e −βx 2 e 2βαjx , that these functions are of the form H(x) e αj G(x) , where here
Using the results in Section 3.1 and 3.2, (5) yields
We define the operator A by Af (x) :
Thus, we can reconstruct f in (17) Therefore, the expansion in (17) is an expansion into eigenfunctions of the generalized shift operator in (18) and can be reconstructed from the equidistant samples
where a ∈ R can be chosen arbitrarily and 0 < |h| < π T , where T is the a priori known bound satisfying |α j | < T for all j = 1, . . . , M . Since the interval [a, b] occurring in Theorem 2 can be chosen arbitrarily large, we can always choose it such that
Thus, there is no further condition on the choice of h. We note that it is also possible to choose G(x) = x and thus substituting α j = α j 2β for j = 1, . . . , M . This is useful in the case of Imβ = 0.
Remark 1. The model (17) particularly also includes expansions into modulated shifted Gaussians
with κ j ∈ [0, 1) and s j ∈ R which have been considered in [23] . Since e 2πixκj e −β(x−sj) = e −βs 2 j e −βx 2 e −x(2βsj +2πiκj) ,
we choose α j := 2βs j + 2πiκ j . It is sufficient to recover the parameter α j is sufficient to find the parameters s j and κ j from the real and the imaginary part of α j , respectively for j = 1, . . . , M .
Example 1. We illustrate the recovery of expansions into shifted Gaussians and consider f (x) of the form (17) with M = 10. The parameters in Table 1 have been obtained by applying uniform random sampling from the intervals (−3, 3)+ i(−2, 2) for c j and from (−2, 2) for α j . We chose the starting parameter x 0 = −1, the step size h = 1 and β = i. The reconstruction algorithm uses the 20 samples f (k), k = −1, . . . , 18, which are represented as black dots in Figure 1 . The maximal reconstruction error for the parameters α j parameters c j are err α = 1.518622755454592 · 10 −11 , err c = 5.286537816367291 · 10 −10 .
Expansions into Functions of the Form exp(α j sin x). We want to reconstruct expansions of the form
where we need to find c j ∈ C \ {0} and pairwise different α j ∈ C. Here, e αj sin x is of the form H(x)e αj G(x) with H(x) := 1 and G(x) := sin(x). To ensure that G(x) is strictly monotone, we choose the interval (− π 2 π 2 ). With g(x) = (G ′ (x)) −1 = (cos(x)) −1 and h(x) = 0. We define the differential operator Af (x) = (cos(x)) −1 f ′ (x) and find
A(e αj sin(·) )(x) = 1 cos(x) (α j cos(x) e αj sin(x) ) = α j e αj sin(x) .
According to Theorem 1 we can therefore reconstruct f in (19) from the derivative samples f (ℓ) (x 0 ) for some x 0 ∈ (− π 2 , π 2 ). Using Theorem 2, we define with H(x) := 1 and G(x) := sin(x) the generalized shift operator S H,G,h f (x) = f (G −1 (h + G(x)) = f (arcsin(h + sin(x))).
We have to choose x 0 and h such that all samples f (arcsin(hℓ + sin(x 0 ))) are well-defined, i.e., sin(x 0 ) + hℓ ∈ (− π 2 , π 2 ) for ℓ = 0, . . . , 2M − 1. This is ensured for a = − π 2 + h 2 and 0 < h ≤ 1/(M + 1). Example 2. We illustrate the reconstruction of a function f (x) of the form (19) with M = 10 and with real parameters c j and α j in Table 2 . The have been obtained by applying a uniform random sampling from the intervals (−3, 3) for c j and from (−π, π) for α j . We chose a sampling distance h = 1 17 and a starting point x 0 = − π 2 + h 2 = − π 2 + 1 34 . The reconstruction problem is ill-posed, and we cannot reconstruct the exact parameters with high precision, however, the reconstructed function is a very good approximation of f . Table 2 . Parameters cj and αj for f (x) in (19) with M = 10, see Figure 2 . 
Numerical Treatment of the Generalized Prony Method
In this section, we consider some numerical procedures to recover the parameters α j , c j , j = 1, . . . , M , in (4) resp. (11).
The simple Prony Algorithm
First we summarize the direct algorithm for the recovery of f in (11) from the function values f (G −1 (hℓ + G(x 0 ))), ℓ = 0, . . . , 2M − 1, according to the proof of Theorem 2.
Algorithm 1.
Input: M ∈ N, h > 0, sampled values f (G −1 (hℓ + G(x 0 ))), ℓ = 0, . . . , 2M − 1.
1. Solve the linear system (14) to find the vector p = (p 0 , . . . , p M−1 ) T . Output: α j ∈ R + i[− π h , π h ), c j ∈ C, j = 1, . . . , M . The assumptions of Theorem 2 imply that the coefficient matrix of the linear system (14) is the invertible Hankel matrix,
.
The factorization (15) indicates that H M may have very high condition that particularly depends on the condition of the Vandermonde matrix e αj hm M−1,M m=0,j=1 .
ESPRIT for the Generalized Prony Method
We are interested in a more stable implementation of the recovery method and present a modification of the ESPRIT method, see [28, 27, 24] for the classical exponential sum. We assume that the number of terms M in (4) is not given beforehand, but L is a known upper bound of M . In the following, we use the notation A K,N for a rectangular matrix in C K×N and A K for a square matrix in C K×K , i.e., the subscripts indicate the matrix dimension. Let
be given and well defined, where N ≥ L ≥ M . We consider first the rectangular Hankel matrix
For exact data, (13) implies that rank H 2N −L,L+1 = M . We therefore compute the singular value decomposition of H 2N −L,L+1 ,
with unitary square matrices U 2N −L , W L+1 and a rectangular diagonal matrix D 2N −L,L+1 containing the singular values of H 2N −L,L+1 . We now determine the numerical rank M of H 2N −L,L+1 by inspecting its singular values σ 1 ≥ σ 2 ≥ . . . ≥ σ L+1 ≥ 0. We find M as the number of singular values being larger than a predefined bound ǫ. Usually, we can find a gap between σ M and the further singular values σ M+1 , . . . , σ L+1 , which are close to zero. We now redefine the Hankel matrix and consider H 2N −M,M+1 := (f ℓ+m )
with unitary matrices U 2N −M and W M+1 . For exact data, H 2N −M,M+1 has rank M , and
We introduce the sub-matrices H 2N −M,M (0) and H 2N −M,M (1) given by
i.e., we obtain H 2N −M,M (0) be removing the last column of H 2N −M,M+1 and H 2N −M,M (1) by removing the first column of H 2N −M,M+1 . For exact data (14) yields
where p = (p 0 , . . . , p M−1 ) T contains the coefficients of the Prony polynomial in (12) . Let
be the (unknown) companion matrix of p possessing the M zeros of p(z) in (12) as eigenvalues. By (23) it follows that
This observation leads to the following algorithm. According to (22) we find the factorizations
where W M+1,M (0) is obtained by removing the last column of W M+1 and W M+1,M (1) by removing its first column. Now, (24) implies
and by multiplication with the generalized inverse 
where W M (0) is invertible since C M (p) is invertible. (We can assume here the z j = 0 since z j = e αj .) We therefore obtain the following new algorithm.
Algorithm 2 (ESPRIT for the generalized Prony method) Input: L, N ∈ N, L ≤ N , L upper bound for the number M of terms in (11) , sample values f ℓ , ℓ = 0, . . . , 2N − 1 as given in (20) , G(x 0 ). Table 3 , we present the results of parameter reconstruction using Algorithms 1 and 2.
j exact αj αj (Algorithm 1) αj (Algorithm 2) j = 1 π 2 1.57121 + 6.0886 · 10 −5 i 1.57079 − 2.3198 · 10 −8 i j = 2 Remark 2. The Hankel matrices occurring in the considered reconstruction problems can have a very high condition. However, there are stable algorithms available to compute the SVD for Hankel matrices, particularly for the square case, see e.g. [11] .
Simplification in the Case of partially Known Frequency Parameters
In some applications it may occur that one or more of the parameters α j , or equivalently z j = e αj h , are already known beforehand. However, if the corresponding coefficients c j are unknown, we cannot just eliminate the term c j H(x) e αj G(x) from the sum in (11) to get new measurements of the simplified sum from the original measurements. However, we can use the following approach. Recall that the vector p = (p 0 , . . . , p M ) T of coefficients of the Prony polynomial
with H 2N −M,M+1 as in (20) . Assume that z 1 is already known beforehand, and let
with the coefficient vector (q 0 , . . . , q M−1 ) T . Then p(z) = (z − z 1 )q(z) implies for the coefficient vectors
Thus i.e., the coefficients c j ,j = 2, . . . , M , are changed to c j = c j (e αj h − e α1h ). Thus, we can use the samples f ℓ to recover the shorter sum M j=2 c j H(x)e αj G(x) . Once we have computed the remaining α j ,j = 2, . . . , M we compute the coefficients c j by solving system (16) for j = 1, . . . , M .
Recovery of Exponential Sums from Non-equispaced Data
This section is devoted to the recovery of a signal f of the form
Similarly to the ESPRIT-like algorithm in Section 4.2 M ≤ L ≤ N holds. In order to recover f from the non-equispaced samples we try to find a continuous strictly monotone function G −1 on [a, b] such that
We employ the substitution y :
c j e αj G(y) . This is a special form of the model (2) with H(x) ≡ 1 and can be recovered using the ESPRIT-like Algorithm. In some applications, the nodes y ℓ may already satisfy a predefined known structure that provides us with the function G −1 . Otherwise, we can find some G −1 by solving the interpolation problem above. Theorem 2 already holds for continuous and strictly monotone functions G. Therefore, one simple choice for G −1 would be a piecewise linear spline function with
which is strictly increasing. We summarize the algorithm for the recovery of the exponential sum with Im α j ∈ (−T, T ]. using the samples f (y ℓ ) = f (G(hℓ)).
Remark 3. In [24] , another procedure for recovering the exponential sum from non-equispaced samples has been proposed, which is essentially based on the idea that the given discrete samples are first interpolated by a spline function, and then the equidistant samples of the obtained spline are applied in the usual ESPRIT algorithm.
Modified Prony Method for Sparse Approximation
In this section, we want to consider the question, how to approximate a given data vector y = (y k ) L k=0 with L ≥ 2M − 1 by a new vector f = (f k ) L k=0 whose elements are structured as
i.e., f only depends on the parameter vectors c = (c j ) M j=1 and z = (z j ) M j=1 . We assume that for the given data y the corresponding Hankel matrix H := (y k+m ) L−M−1,M−1 k=0,m=0 has full rank, i.e., that the given data cannot be exactly represented by an exponential sum with less than M terms, as it can be also seen from the factorization (15) . Therefore, we can suppose that z j ∈ C are pairwise distinct and c j ∈ C \ {0}.
The nonlinear least-squares problem
We want to solve the minimization problem 
This problem occurs in two different scenarios. The first one is the problem of parameter estimation in case of noisy data. Assume that we have noisy samples y k = f (k) + ǫ k , k = 0, . . . , L, where ǫ k are i.i.d. random variables with ǫ k ∈ N (0, σ 2 ). In the second scenario we consider the sparse nonlinear approximation problem to find a function f (x) = M j=1 c j z x j , which minimizes L ℓ=0 |y ℓ −f (ℓ)| 2 . With the Vandermonde matrix where P z = V z V + z denotes the projection matrix satisfying P z = P * z = P 2 z , P z V z = V z as well as V + z P z = V + z . Hence, similarly as for Prony's method, we can concentrate on finding the parameters z j in z first.
Consider r(z) := P z y ∈ C L+1 . Then the optimization problem is equivalent to argmax 
To derive an iterative algorithm for solving (27) , we first determine the Jacobian J z of r(z) = (r ℓ (z)) L ℓ=0 . Theorem 3. The Jacobian matrix J z ∈ C (L+1)×M of r(z) in (27) 
the Euclidean norm, one can consider the maximum norm, see [6, 12] or the 1-norm, see [29] . 2. Some questions remain. How good is this approximation and what is the rate of convergence with respect to M .The authors are not aware of a complete answer to this question. However, in [6] it has been shown that the function 1/x can be approximated by an exponential sum with an error O(exp(c √ M ). Also the results in [5] and [22] indicate that we can hope for an exponential decay of the approximation error for a larger class of functions.
