I. INTRODUCTION
HE Fourth edition of the Portuguese Software Engineering Doctoral Symposium (SEDES 2012) was held on 3 September 2012 in Lisbon, colocated with the QUATIC 2012 conference. The aim of this symposium is to bring together software engineering PhD students supervised or co-supervised by faculty members of Portuguese universities in a constructive environment where they can present and discuss their ongoing PhD projects. The symposium aims at selecting PhD students that have already settled on a specific research topic, but are at least one year apart from delivering their dissertation, so that they can still benefit from the symposium discussions. This symposium is also instrumental as a gathering point for the Software Engineering researchers in Portugal, with a tradition of synergies facilitator since its first edition. As such, an effort has been made to hold this event in different towns. Previous editions took place in Coimbra [1] , Caparica [2] and Porto [3] .
Regarding scope, the eligible topics for participation in SEDES include all knowledge areas defined in SWEBOK [4] . Research work in related fields such as Computer Science (including formal methods) and Information Systems (including Information Services variants) are considered within the scope of SEDES if they hold an applied perspective on the technological or methodological issues of software development or maintenance.
II. ORGANIZATION
Six PhD students were selected for presenting their work in this edition. Submissions were blind-reviewed by at least two program committee members focusing on the quality, maturity and clarity of the ongoing research work, both in terms of scope delimitation and problem relevance, adequacy of the adopted methodology, results significance and their validation, as well as technical writing style. The reviewers' panel included Software Engineering experts from the majority of the Portuguese public universities, namely Dulce Domingos (FCUL), João Cachopo (IST-UTL), João Miguel Fernandes (Univ. do Minho), José Maria Fernandes (Univ. de Aveiro), José Paulo Leal (FCUP), Miguel Pessoa Monteiro (FCT-UNL), Pedro Guerreiro (Univ. do Algarve), Raul Moreira Vidal (FEUP), and João Varajão (UTAD). The papers presented in the symposium covered a wide range of topics and were discussed in depth, both with the symposium participants and with a set of invited senior "opponents", chosen amongst SEDES PC and Steering Committee members.
The Symposium was organized in 4 sessions. The first session included a welcome address and an "elevator pitch session", where students were invited to present their work in no more than 2 minutes each. The session continued with the first student presentation. The second and third sessions included 2 student presentations each, while the fourth session featured the last student's presentation and a closing discussion. While the invited senior "opponents" were responsible for fostering a constructive discussion on the challenges faced by each of the students, all symposium participants (and, in particular, the PhD students) were strongly encouraged to provide feedback to the presenters.
III. PRESENTATIONS SUMMARY
Luís Alves presented his work on "Experimental Software Engineering in Educational Context". In his PhD research, Luís is dealing with the challenges of conducting experimentation using students as participants. Experimentation is a crucial activity in the T 333 Foreword evaluation of Software Engineering claims. Unfortunately, it is hard to find appropriate industry settings where experimentation is feasible. Luís is particularly interested in evaluating how the Rational Unified Process can be made compliant with the Capability Maturity Model Integration (CMMI) maturity levels 2 and 3. He is also analyzing the influence of project management tools in the evolution of the maturity of development teams. By conducting his experimentation with students, Luís will assess the extent to which the results obtained with students are comparable with those reported in related studies carried out in industry.
Ankica Barišić presented her work on "Usability Evaluation of Domain Specific Languages" (DSLs). DSLs are increasingly being adopted in industry due to their claimed benefits with respect to software development productivity. These languages use concepts from the corresponding application domain, thus making them potentially suitable for usage not only by professional software developers, but also by domain experts and domain users, who can then develop their own applications. In order for DSLs to succeed, their quality in use is a key element. However, there is currently little evidence of serious DSL evaluation being carried out in a systematic way. Ankica's work aims to mitigate this shortcoming by proposing methods and models to support this evaluation and promote it to a first class activity in the DSL development cycle. This work draws influences from usability engineering to language engineering.
Tiago Boldt Sousa presented his work on "ObjectFunctional Patterns: Re-Thinking Development in a Post-Functional World". For several years, design patterns have been primarily presented using the object-oriented paradigm. More recently, the development of other paradigms has provided developers with innovative ways of solving problems. Tiago focuses his work in the increasingly popular object-functional paradigm and on how existing patterns can be migrated to this paradigm and improved by using its mechanisms. The dissertation's contribution includes reference implementations for these patterns in the Scala programming language, to be evaluated both in academic and industrial contexts. The benefits of patterns introduction in this new paradigm are expected to be a valuable input for language development, through patterns absorption, as well as useful for practitioners who can apply these patterns in their work.
José Martins presented his work on "Ontologies for Product and Process Traceability at Manufacturing Organizations: A Software Requirements Approach".
A traceability business process is a mandatory feature for organizations acting as product providers, but its implementation in a sustainable way remains a challenge, mostly due to difficulties in reaching a common understanding on the meaning of traceability concepts, concrete demands and the process nature itself. José's work aims to improve the support for traceability offered by Information Systems solutions. To this end, José is developing an ontology of the "traceability business process", upon which domain models can then be built. The main targets (from a software development perspective) are requirements elicitation and solution validation. The reported work is being conducted in close cooperation with a large manufacturing organization partner, which will foster its validation in a real-world setting.
Manuel Amaro presented is work on "A Software Framework for Supporting Ubiquitous Business Processes: An ANSI/ISA-95 Approach". Ubiquitous computing is becoming increasingly important, and has a potentially deep impact in the way business processes are shaped and monitored. In particular, monitoring the execution of business processes in realtime, through ubiquitous computing, enables the possibility of adapting these business processes to changes in their environment, as well as to set up alarms to detect deviations to the planned business processes (e.g. time deviations). This approach has already been tested in two projects in the automotive industry and is currently undergoing a formalization initiative, which will facilitate the construction of a framework to monitor the real-time executions of ubiquitous business properties.
Finally, José Sousa presented his work on "Modeling Organizational Information Systems Using "Complex Networks" Concepts". His work tackles the problem of understanding the information flows that emerge in the increasingly more frequent Service Oriented Architecture (SOA) information systems. José is particularly interested in defining an approach to support the adoption of a complex network metamodel upon which existing organizational information systems can be defined and later monitored and better understood. The work is inspired by complex networks research from other domains, namely physics and is expected to be instrumental in increasing our understanding on the co-evolution of enterprise and socio-technical systems.
IV. CONCLUSIONS
Once again, SEDES was a privileged occasion for Software Engineering PhD students to get feedback on their research proposals and on the adequacy and feasibility of their research plans, as well as for getting advice on how to improve their scientific presentation abilities.
Further information on this doctoral symposium can be found at http://2012.quatic.org/sedes/ INTRODUCTION In the early nineties, Basili introduced, for the first time, the concept of experience factory. As the author refers in [1] the concept was introduced to "institutionalize the collective learning of the organization that is at the root of continual improvement and competitive advantage". Thus, the experience factory provides an organizational schema for collecting experiences on reuse of empirical results, for analyzing them and generalizing the knowledge contained [2] . This scheme was designed based on many years of the Software Engineering Laboratory (SEL) work. Over several years, this well-known laboratory has conducted several studies and experiments for the purpose of understanding, assessing, and improving software and software processes within a production software development environment at the National Aeronautics and Space Administration/Goddard Space Flight Center (NASA/GSFC) [1] .
With our approach we do not intend to create a new software engineering laboratory. Instead, we intend to create a space (virtual or physical) that allows us to conduct empirical studies in the software engineering area by involving students that are enrolled in our current software engineering courses (both at undergraduate and postgraduate university programmes).
Unlike other mature disciplines, the field of software engineering continues to lack a research and development infrastructure that supports systematic testing of novel software engineering methodologies. Our intention is to develop a new experience factory approach based on one explicit educational environment. Initially, we will work just with students as subjects of our first empirical studies. We are fully aware that we will face some problems with the validation of the results that we will be obtained in our student-based experiments. It is impossible to be sure that techniques evaluated under such circumstances will scale up to industrial size systems or very novel software engineering problems. Even though, Kitchenham says that "students are the next generation of software professionals and, so, are relatively close to the population of interest" [3] . In the opposite, students in psychology studies are not representatives of the human population as a whole [4] .
In this paper, a description of the state-of-the-art related with the subject of this research is presented in Section 2. Section 3 describes in detail the research objectives and the methodological approach. In Section 4, the past work and preliminary results already done in the context of this research are briefly described. Section 5 presents the future work and expected results for the next 2 years of research. Finally, in Section 6 some conclusions are presented
II. STATE-OF-THE-ART
The state-of-art of this work essentially relates to: ESE (Empirical Software Engineering), SPI (Software Process Improvement) and PM (Project Management). We will give special emphasis to the ESE with students as subjects of experiments.
A. Empirical Software Engineering
ESE is a sub-field of software engineering which aims at applying empirical theories and methods for the measuring, understanding, and improvement of the software development process in real software companies [5] . This definition extends the concept for ESE proposed by Basili, when he said that "experimentation is performed in order to help us better evaluate, predict, understand, control, and improve the software development process and product" [6] . In the early nineties, the empirical methods applied in software engineering were basically restricted to quantitative studies (mostly controlled experiments). The concept of experimental software engineering has moved to empirical software engineering when a range of qualitative methods have been introduced, from observational to ethnographical studies. In a broad sense, an empirical investigation (synonym of empirical study) is a process that aims to discover something unknown or to validate hypotheses that can be transformed in generally valid laws [2] .
It is important to be able to evaluate new techniques and methods in a structured way before they are introduced in the software process [7] . Empirical methods have gained increased attention in software engineering; there are dedicated conferences such as the International Conference on Evaluation and Assessment in Software (EASE), and there are dedicated journals such as the International Journal of Empirical Software Engineering.
Controlled experiments are the most commonly used empirical methods in software engineering. Sjøberg et al. define controlled experiment in software engineering as a "randomized experiment or a quasi-experiment in which individuals or teams (the experimental units) conduct one or more software engineering tasks for the sake of comparing different populations, processes, methods, techniques, languages, or tools (the treatments)" [8] . Sjøberg et al. analyzed in detail 103 scientific articles published in leading software engineering journals and conferences in the decade from 1993 to 2002 that reported controlled experiments in which individuals or teams performed one or more software engineering tasks.
Currently, some universities offer courses in the ESE area, as in the cases of Norwegian University of Science and Technology [5] and Lund University in Sweden. Both institutions have worked with students as subjects of experiments. These institutions run the experiences out of the courses' context, whereas in our approach the students perform the experiments as part of their regular academic courses. The Department of Computer Science of the University of Helsinki created an experimental software laboratory for basic and applied software development research and education. The name of this laboratory is Software Factory and they involve researchers, students, and industry partners in their projects [9] .
B. ESE using Students versus Profissionals
In this section, based on literature review we will describe the strengths/weaknesses of using students versus professionals in the empirical software engineering context.
In the survey conducted in [8] , a total of 5,488 subjects took part in the 113 experiments investigated, eighty-seven percent were students and nine percent were professionals. This survey demonstrates the importance of using students in this context.
In many studies, students are used instead of professional software developers, although the objective is to draw conclusions valid for professional software developers. The differences are only minor, and it is concluded that software engineering students may be used instead of professional software developers under certain conditions. Höst et al. [10] argue that the main reason to use students as subjects is often that they are available at universities and they are willing to participate in studies as part of courses they attend. In many cases, it is possible to combine the learning objectives of the courses with the research objectives of the studies. Tichy refer that software students are much closer to the world of software professionals than psychology students are to the general population [11] . In particular, software graduate students are so close to professional status that the differences are marginal. Software graduate students are technically more up to date than the "average" software developer who may not even have a degree in computing. Software professionals, on the other hand, may be better prepared in the application domain and may have learnt to deal with systems and organizations of larger scale than a student.
Sjøberg et al. [12] argue that the main reason of most subjects in software engineering experiments are students is that they are more accessible and easier to organize, and hiring them is generally inexpensive. Consequently, it is easier to run an experiment with students than with professionals and the risks are low. Jaccheri [13] refers that empirical studies are often carried out with students because they are viewed as inexpensive subjects for pilot studies. Svahnberg [14] refers that the students are readily available, often willing to participate, and require no or little compensation. The bad thing is that the variations among studies conducted with professionals are higher than the variations among students due to the more varied educational backgrounds and working experiences in the professionals [12] .
Carver et al. [15] have developed a checklist that provides guidance for researchers and educators when planning and conducting studies in university courses. In our PhD work, we want to specialize this framework to the software engineering domain, when conducting experiences related with software process improvement and project management research questions.
C. Software Process Improvement
According to Humphrey [16] , a software process is "the sequence of steps required to develop or maintain software, aiming at providing the technical and management framework for applying methods, tools, and people to the software task". Therefore, SPI aims at providing software development companies with mechanisms for evaluating their existing processes, identifying possibilities for improving as well as implementing and evaluating the impact of improvements [17] .
SPI is an applied academic field, rooted in the software engineering and information systems disciplines, which has been studied for almost twenty years now. It deals primarily with the professional management of software companies, and the improvement of their practice, displaying a managerial focus rather than dealing directly with the techniques that are used to write software. Classical SPI techniques relate to software processes, standardization, software metrics, and process improvement. Many of the major contributions to SPI are originated from the SEI (Software Engineering Institute) at Carnegie Mellon University [18] [36] .
SPI is based on process assessment. Most process improvement models and standards applied in SPI primarily provide guidance for process assessment. When criticalmission software is required to demonstrate (often by obtaining certain type of certifications) their ability to develop and sustain high maturity practices is mandatory. There are currently some software process models available for assessing and improving software development and its related practices.
Empirical studies that we will perform during the PhD work will concentrate primarily on the software development process, from the perspective of process improvement. Thus, we intend to implement experiments involving the suggested practices in CMMI (Capability Maturity Model Integration) [19] and RUP (Rational Unified Process) [20] .
D. Project Management Approaches
One of the standard models most popular in PM area is the PMBOK (Project Management Body of Knowledge) [21] . Thus, in 1996, the first version of the body of knowledge in PM was published by the Project Management Institute [22] . According to the PMBOK, projects are composed of processes. A process is "a set of interrelated actions and activities performed to achieve a pre-specified product, result or service. Each process is characterized by its inputs, the tools and techniques that can be applied, and the resulting outputs" [21] .
Today, one can find several approaches that aim at collecting PM data in a standardized data model which can be used to implement PM tools and to exchange project data. In order to perform PM activities, people use different methodologies according to their needs and standards. Instead of creating a project plan manually, companies use PM tools that support most important PM processes [21] . For instance, Microsoft Office Project is one of the most often used PM tools in small teams [34] . Although it is not based on an official standard, it can surely be considered as a defacto standard because of its market position. However, this tool does not have an open structure since it uses a proprietary data model, which is not defined by an independent body.
PROMONT [35] is an ontology-based PM approach that intends to summarize all major PM standards and tools in one integrated reference model. It offers extending definitions of PM issues aimed at supporting interoperability of PM systems, processes and organizations. In particular, PROMONT offers a formal approach to define relationships and conditions between different terms that are used in PM.
III. RESEARCH OBJECTIVES AND METHODOLOGICAL APPROACH

A. Research objectives
It is common knowledge that software projects have a high rate of failure [23] . Although various strategies have been tried (such as structured programming, rapid prototyping, CASE tools and so forth), there is still no end to the software crisis.
With the intensification, acceleration in the rate of change, and expansion in the use of information technologies, particular attention is being focused on the opportunities and difficulties associated with sharing knowledge and transferring "best practices" within and across organizations [24] . A best practice is public knowledge, a tactic or method that has been shown through real-life implementation to be successful [25] . Models and standards that provide guidance for process improvement include a set of best practices for product and service development and maintenance [19] .
A typical problem with software engineering research is that either it is difficult to find companies that provide reasonable research possibilities or the research is made with students in "artificial environments". Our approach provides a solution for this problem. In our approach we can do research in a very similar authentic environment. The participants in our experiments are students but the environment is very business-like. Teams work constantly together just like in a real work place. There is always a real business demand behind the project, which makes the project context valid for research. Researcher can observe team members anytime and even participate in projects if it is considered useful. Face to what we could allow in real company, our approach has some advantages, namely:
• The ease of research to use their own means of investigation and, at any time, the ease of the researcher to ask participants to answer questionnaires (paper or web) during the semester (within the classes or outside classes);
• All artifacts and documents (e.g. code, models and reports) provided by the teams are available for research purposes (we adopt direct analysis of artifacts to assess the teams process and product maturity);
• Researcher can go to the laboratory and do direct observation (teams have mandatory meetings in our laboratories and are available to be observed when interacting and working in their projects);
• Researcher can take part in the projects and interview both team members and clients during and after the projects.
This PhD thesis will adopt four main objectives. The first three correspond to specific software process research questions that are perfectly pertinent to be addressed when considering the configuration of process frameworks and PM tools in small software development teams. The fourth objective is related with the ESE perspective to assess empirical results with students; which means that efforts relative to this fourth objective must run in parallel with the others. The efforts relative to the first three objectives may not necessarily be run in a sequential order; we will adopt spiral approach to deal with the complexity of managing the complexity relative to all the existing interdependencies between the variables under study in the first three objectives:
• The first objective is to analyze the coverage of CMMI practices that we can expect when adopting the RUP reference model. To fulfill this objective, we need an alignment between CMMI and RUP process frameworks, by selecting the process areas, the specific goals and the specific practices from CMMI and comparing them with the coverage we can expect from the execution of the activities and tasks established by RUP.
• The second objective is to evaluate how CMMI ML2 and ML3 can be accomplished by particular configurations of RUP for small software development teams. To fulfill this objective, we need to address the specific configurations of RUP and understand the implications in the alignment established in the pursuing of the previous objective. The outcome of these two first objectives may explain how to adopt RUP as a process asset to promote CMMI assessments, taking into account the specific characteristics of the team's organization (roles, tasks, activities).
• The third objective is to assess the impact of PM tools in the performance of software development teams. With this objective we intend to determine the relationship between the maturity of the teams and the support they can get from PM tools. The outcome of this third objective may explain what kind of key success factors we should look for when choosing one PM tool taking into account the process framework (in our case, configurations of RUP for small teams) and the maturity assessment reference model (in our case, CMMI ML2 and ML3) we adopt to frame the software development team.
• Finally, the last and most important objective is to validate the research results to be produced by the previous three objectives in an explicit educational context. The external validity is a major concern in the ESE. The external validity defines the conditions that limit the ability to generalize the results of an experiment to industrial practice. Problems can occur due to the population of participants not be representative of the population under interest, instrumentation is not suitable for industrial practice, and the experiment can be run in a day or special time that will affect the results. In our case, we will run three sets of experiences with students, each one dedicated to one the objectives previously referred. This fourth objective corresponds to an umbrella research question that will enable the production of some systematic insight of the advantages and drawbacks of conducting empirical studies with software students.
B. Methodological approach
An experience should be treated as a process of formulation or verification of a theory. In order that the process provides valid results, it must be properly organized and controlled, or, at least, monitored. In order to achieve these goals several methods of organization of experiments have been proposed. In order to compare the experimentation methodologies we have to consider their different characteristics, for example, the phases of process experimentation, the way of the transformation of abstract concepts of the domain to concrete metrics, the main purpose of experimentation, tools, etc.
In the sub-field ESE, the most relevant research methods are the controlled experiments, the surveys, and the case studies. The selection of methods for a given research project depends on many local contingencies, including available resources, access to subjects, opportunity to control the variables of interest, and, of course, the skills of the researcher [26] . All the research methods have known flaws and each can only provide limited, qualified evidence about the phenomena being studied. However, each method is flawed differently and viable research strategies use multiple methods, chosen in such a way that the weaknesses of each method are addressed by use of complementary methods [27] .
We will adopt surveys as one of the research methods (specifically, questionnaires) since it is an assessment tool that can be applied to a considerable number of students, it is cost effective and non-invasive, provide quantitative data, and allows the analysis of results with promptness. It has been argued that the application of questionnaires consumes less time, effort and financial resources than other methods of data collection such as interviews and document reviews [28] . However, at later stages of the research, we will make some interviews with some students to get additional information about the team's organization (mainly related with the instantiation of RUP configurations).
State-of-the-art will be performed as another research approach at initial stages of the PhD work. This activity will complement the brief state-of-the-art presented in this paper. With the literature review, we intend to acquire knowledge about the efforts made for similar problems. We intend to review the following main areas of study:
• Experimental software engineering giving special attention to studies conducted with students as subjects;
• Software process improvement approaches, in particular CMMI and RUP configurations for small teams;
• Project management tools and their support to software development activities.
The three sets of experiences with students will be run as empirical software engineering studies, framed by all the recommendations contained in the previously referred literature. Simultaneously, with the validation of the research results, we will start the development of a framework that shows us a consistent process of using students as subjects of empirical studies. The writing of the thesis will be done along the realization of the work.
IV. PAST WORK AND PRELIMINARY RESULTS
This PhD work takes place within the Software Engineering and Management Group (SEMAG) from the ALGORITMI Research Centre at the University of Minho. SEMAG research group is devoted to study the development process of software-based information systems and related methodologies, focusing on both the engineering and management aspects.
At the undergraduate level (Bologna 1st cycle), the teaching staff of the SEMAG is mainly enrolled in the University of Minho DLic degree in Information Systems and Technology (LTSI) by running, among others, the Software Process and Methodologies (PMS) and Development of Software Applications (DAI) courses. At the postgraduate level (Bologna 2nd cycle), the teaching staff of the SEMAG is enrolled both in the DEng degree in Engineering and Management of Information Systems (MEGSI) and in the MSc degree in Information Systems (MSI) by running, among others, the Analysis and Design of Information Systems (ACSI) and Project Management for Information Systems (GPSI). The empirical studies planned for this PhD work will use software engineering materials and students from PMS, ACSI, DAI, and GPSI courses.
During the first academic semester, PMS students (undergraduation) perform part of the RUP inception phase relative to one real software application, resulting in a project proposal to be addressed to one real client. They have three moments of evaluation and their work focuses on business modeling, requirement, and project management disciplines. The existence of a real costumer permits the acquiring of all the needed information to perform the project proposal. Simultaneously, some ACSI students (postgraduation) get involved with PMS students in order to collect information about the produced business and requirements artifacts and to perform CMMI assessments.
In the second academic semester, DAI students (undergraduation) continue to serve the same client of the first semester and perform the remainder of the RUP inception phase and execute the elaboration, construction and transition phases of RUP to deploy the software application to the real client. Simultaneously, some GPSI students (postgraduation) get involved with DAI students to collect information about the produced software artifacts and the adopted RUP configuration and to perform CMMI assessments and to analyze the utilization of PM tools.
In our approach, we detain several mechanisms that bring into the educational context some characteristics of a real industrial project:
• We have a real client that interacts with the teams and that opens for them the real organizational environment where the software application will be explored;
• We adopt a real problem, with the complexity and the imperfections of any real medium-size software project;
• The inter-relation between PMS and ACSI courses (by means of the ACSI students that emulate external process consultants) and between DAI and GPSI courses (by means of the GPSI students that emulate senior project facilitators) allow us to recreate a typical industrial environment where we have outsourcing of consultants and several depths of professional experiences in the teams;
• The teams compete with each other to sell their software application to the client, which emulates reasonably well the real software market.
The two sets of undergraduate and postgraduate courses (PMS+ACSI and DAI+GPSI) allow us to perform empirical studies of the controlled experiment type, where teams of students (subjects) are the experimental units that lead several software engineering tasks to assess different software processes (RUP configurations) and PM tools support.
In the academic year of 2010/2011, a controlled experiment was performed to assess the reduced model of RUP [29] [30] . It involved seven development software teams. The teams had between 13 and 17 students (1 team with 13, 3 teams with 14, 2 teams with 16 and 1 with 17). Two teams (team 5 and team 7) were randomly chosen to not adopting the RUP reduced model (we called these two teams the "Control Teams"), while the other five teams followed the guidelines established by the RUP reduced model, executing the phases of inception, elaboration and construction. The students elaborated the project proposals during the first semester and developed the software applications during the second semester.
The assessment of the RUP reduced model was conducted by adopting the CMMI-DEV v1.2 ML 2 reference model. With the exception of SAM (Supplier Agreement Management), all the other process areas were assessed. Figure 1 shows the percentage of accomplishment of all specific practices from all process area analyzed for each team. Although there is a significant difference between the various teams, the obtained results show that when the teams use the RUP reduced model they are able to accomplish CMMI ML2 adequately [31] .
Figure 1. : Coverage of CMMI ML2 Process Areas
In this first experiment, students were suggested to use Microsoft Project Server 2010 to support their software development activities. The configuration of this platform was performed by two GPSI students. The configuration was extremely difficult to perform. Teams had very little tool support to perform PM tasks.
In the academic year of 2011/2012, a second controlled experiment is being performed to assess the mapping between specific practices of CMMI ML2 and ML3 process areas and RUP artifacts, activities and tasks. In this second experiment, students are using Clocking IT [32] and Teamwork Project Manager [33] to support their software development activities. ClockingIT is an open source application hosted for tracking all tasks, issues, projects and time spent, with a focus on software development and handling large amounts of tasks. Teamwork Project Manager is an online application that helps organize and take control of our current projects, task lists, milestones, files, notebooks, resources and time. We intent to assess the influence of these tools in the team's performance. Meanwhile, we are gathering information to elaborate our framework to support the adoption of student teams to perform industry-valuable empirical software engineering experiences.
V. FUTURE WORK AND EXPECTED RESULTS
For the next two academic years (2012/13 and 2013/2014), students will get a more stable PM tool support. With the lessons learned from the two first experiments we intend to refine our processes of experimentation and start to explicitly address specific issues related with conceptual elaboration of our framework. We will also compare the CMMI maturity of teams that adopt the RUP reduced model with those adopting agile methods. We will also assess specific PM tools.
VI. CONCLUSIONS
Empirical studies in software engineering are important to be conducted to evaluate new tools, techniques, methods and technologies in a structured way before they are introduced in a real software process. Taking into account that: (1) software companies are not usually available to conduct empirical studies; and (2) when, exceptionally, they decide to do it, they keep the results for themselves; empirical studies with students are an interesting alternative to assess software processes and tools and share the results with the academia and the industry.
The problem with this interesting alternative is that there is a lack of scientific evidence that empirical studies with students are valuable for software companies. In our PhD work we intend to develop a framework that shows us a consistent process of using students as subjects of empirical studies. The framework will help to guide new empirical studies in a way that software companies may get interested in buying empirical studies to our laboratory. With this research we hope to contribute to the body of knowledge of ESE, SPI and PM and also to contribute to the increasing of the competitiveness of software companies. An increasing number of people rely on software systems to perform their daily routines and responsibilities. As such, systems need to be developed rapidly. Domain-Specific Languages (DSLs) are claimed to contribute to a productivity increase in software systems development, while reducing the required maintenance and programming expertise. The main purpose of DSLs is to bridge the gap between the Problem Domain (crucial concepts, domain knowledge, techniques, and paradigms) and the Solution Domain (technical space, middleware, platforms and programming languages). The sooner we fill in this gap, the sooner we shall increase users' productivity. However intuitive this idea may be, we need to have means to assess the Quality and success of the developed languages. The alternative is to accept the risk of building inappropriate languages that could even decrease productivity or increase maintenance costs.
Usability Evaluation of Domain-Specific Languages
Software Language Engineering (SLE) is the application of a systematic, disciplined and quantifiable approach to the development, usage, and maintenance of software languages. One of the crucial steps in the construction of DSLs is their validation. However, this step is frequently neglected. The lack of systematic approaches to evaluation, and the lack of guidelines and a comprehensive set of tools may explain this shortcoming in the current state of practice. To assess the impact of new DSLs we could reuse experimental validation techniques designed for User Interfaces (UIs) evaluation. The focus of this research proposal is to build up a conceptual framework that supports the development process of DSLs concerning the Usability evaluation. This will include concepts, methods, languages, processes, implementation of tools, and metrics proposal.
DSLs can be regarded as communication interfaces between humans and computers. In that sense, using a DSL is a form of Human-Computer Interaction (HCI). As such, DSLs evaluation could benefit from techniques used for evaluating regular UIs. We reviewed current methodologies and tools for the evaluation of UIs and General Purpose Languages (GPLs), in order to identify opportunities for improving the current state of practice in DSL evaluation. That brought us closer to providing adequate techniques for supporting the evaluation process which, we argue, should be based on methods for assessing user experience and customer satisfaction, applied to DSL users. By promoting DSL Usability to a priority in the DSL development, Usability must be considered from the beginning of the development cycle. One way of doing this is through user-centered methods. In order to tailor such methods to DSL development, we need to establish formal correspondences for all stages of the DSL development process and the Usability evaluation process. This paper is organized as follows. In section II we discuss the current state of the art in DSL development and potential contributions from HCI to improve it. In section III we detail our research objectives and methodology. In section IV we report on the preliminary results in this research project, while in section V we outline our plans for future work and expected results. In section VI we present the conclusions for this paper.
II. STATE-OF-THE-ART
The immersion of computer technology in a wide range of domains, leads to a situation where the users' needs become increasingly demanding and complex. The Quality of the users' interaction with this kind of technology is becoming of the utmost importance. Consequently, the development of successful software systems becomes increasingly more complex.
Software engineers need to cope with the growing of both essential and accidental complexity [1] . They have to provide solutions that solve a class of crucial problems in a given domain, which are sometimes very complex to learn, such as the rules and technical jargon found in domains like the Physics, Finance, Medicine, etc. Also, they need to deal with the accidental complexity of the used technology, e.g., the use of low level abstraction programming languages, while integrating a wide plethora of different tools and libraries.
The use of the Model Driven Development (MDD) techniques and tools is seen as a viable approach for dealing with this accidental complexity [2] . MDD is grounded on the notion of providing explicit Models, commonly called "first class artifacts", that are further translated into other lower level, more detailed, Models. These translations are also considered as development artifacts and can be explicitly modeled by means of transformation models. This approach has special impact in dealing with the complexity of large scale problems, while enabling rapid prototyping, simulation, validation and verification techniques [3] , [4] .
In direct relation with the MDD approach, we have modeling languages that are able to express the models with adequate notations. DSLs provide a notation tailored towards an application domain as they are based on models of relevant concepts and features of the domain [5] . As DSLs are used to describe and generate members of a family of systems in the application domain, they give the expressive power to generate the required family members more easily. As such they separate domain experts' work from analysis/transformation experts' work. DSLs are claimed to match users' mental model of the problem domain by constraining the user to the given problem [6] .
In general, the software industry does not report investment on the evaluation of DSLs, as shown in a recent systematic literature review [7] . This conveys a perception that there is an insufficient understanding of the SLE process which, in our opinion, must include the evaluation of the produced DSLs. This apparent state of practice contrasts with the return of investment attributed to usability improvements reported for other software products [8] . In general, those benefits span from a reduction of development and maintenance costs, to increased revenues brought by an improved productivity by the end users [9] .
The end user of the DSL can be a domain expert, a regular domain user, or a programmer that developing software systems for a specific domain. Each of these users has a different background profile and a different role in the problem solution. Both are expected to impact the way these users use a DSL. We need comparable validation procedures to assess user experience with DSLs, in contrast with whatever was the previous problem solving approach in that particular context.
Comparing the impact of different languages in the software development process has some tradition in the context of GPLs (e.g., [10] ). Typically, the popularity of a language is used as a surrogate for its usability, but this simplistic approach is not particularly interesting for DSLs, which often have a well-bounded set of target users (e.g. people working in a particular organization) Another shortcoming of the "popularity" approach is that it does not help identifying the strengths and weaknesses of a language, be it DSL or GPL. Other sorts of evaluations on GPLs include benchmarks, feature-based comparisons and heuristic-based evaluations [10] , [11] . Since the end users of GPLs are usually closer to computation concepts, while the end users of DSLs are generally closer to domain concepts of the context of use, these methods cannot be directly applied for DSLs either.
When usability problems are identified too late in the language development process, a common approach to mitigate them is to build tool support that minimizes their effect on users' productivity [12] , [13] . Better Usability is a competitive advantage, although evaluating it remains challenging, because it is hard to interpret existing metrics in a fair and unbiased way.
When compared to using GPLs, the increased productivity achieved by using DSLs is the one of the strongest claims of the DSL community [3] , [4] , [14] . The problem is that this claim is mostly based on anecdotal reports on improvements that lack external validity. Other reports, present maintainability and extensibility improvements brought by a combination of DSLs and Software Product Lines (SPLs) [15] . The usage of DSLs has been favorably compared to the usage of templates in code generation, with respect to flexibility, reliability and usability [16] . In a recent survey DSL users reported that they achieved noticeable improvements in terms of reliability, development costs, and time-to-market [6] . Comparisons can also be made among competing DSLs: for instance, [17] compares a visual DSL against the textual language for which it is a front-end.
DSLs define a way for human to communicate with machines. Therefore, DSL evaluation should not be much different from evaluating a regular UI. We can argue that any UI is a realization of a language, where a language is considered as a theoretical object (a.k.a. model) that describes the allowed terms and how to compose them into the sentences involved in a particular human-computer communication. Examples of UIs range from compilers to command-shell and graphical applications, and in each of those examples we can deduce the human-computer (H/C) language that is being used to perform that communication [29] . The general goal for HCI is that "it should increase efficiency of humans performing their duties within a computation infrastructure, without extra organizational costs, inconveniences, dangers and dissatisfaction, as well as undesirable impacts on the environment during long periods of learning, or maintenance, among others" [18] .
Usually, there is a broad spectrum of issues to evaluate Software's Quality. Looking at the quality standards, and to the current Software Evaluation techniques we can fit them to the particular case of DSLs. In the literature, most of the requirements are actually associated with a qualitative software characteristic called Usability. The need for development of Usability definition is discussed in several articles such as [19] , [20] . The standards ISO/IEC 9241-11 (2001), ISO/IEC 9126 (2001) and ISO IEC CD 25010.3 [19] provide several definitions. The ISO IEC 9241-11 (2001) standard defines Usability as the "extent to which a product can be used by specified users to achieve specified goals with effectiveness, efficiency and satisfaction in a specified context of use". ISO IEC 9126 (2001) gives us a quality model for achieving 'Goal Quality', i.e., Quality in Use. ISO IEC CD 250100.3 estimated that model into complete Quality Model [21] , where Usability is considered part of Quality in Use. In the context of DSL's evaluation [22] , important notions such as Quality in Use, internal and external Quality were considered strongly dependent on the DSLs' intended context of use [27] .
DSLs are built for a more confined context of use, and they capture one particular set of domain concepts. When we evaluate these languages, the population of users is smaller, and the external validity of the result is expected to be much higher than we would have for a UIs. In the context of potential language's optimization procedure, we expect to find more relevant and accurate interpretations for these results.
III. RESEARCH OBJECTIVES AND METHODOLOGICAL APPROACH
Despite the advantages that DSLs might bring to Software Engineering (by mitigating the accidental complexity of software), in order to be widely adopted by Software Engineering professionals, we need to provide the means to assess their Quality in Use and success of implemented problem solution when compared to the other solutions. The alternative is to accept the risk of developing inappropriate DSLs that can decrease the domain developers' productivity or even increase maintenance costs.
We need a rigorous collaborative procedure in order to evaluate DSLs (both during and after their development), as well as evaluate their sentences (called instance models). For that it is necessary to: a) Define the quality criteria to evaluate DSLs; b) Integrate in an existing IDE support for development of DSLs with high Quality in Use; and c) Define a methodological approach to support the evolution of a DSL's design based on user experience and infer its impact on quality improvement during its lifecycle (e.g. traceability of design decisions).
We propose to build a comprehensive methodology that involves Usability concern in all phases of existing DSLs' development process. We should research the most suitable means to provide both reliable DSL evaluation metrics and iterative suggestions during DSLs' development and evolution. This methodology will be based on user-centric techniques and cope with the DSL's evolution by assessing the impact of the changes in the DSL's design and implementation on user experience. In order to be able to build this methodology it is necessary to answer the following questions:
x What are the relevant quality concerns for DSL's evaluation, and associated metrics? How can we take advantage of these metrics to actually measure the quality in use of a DSL? Which existing standard DSLs can we take as a reference for performing DSLs comparison (or comparison of software languages in general)?
x How to plan an effective experimental evaluation of a DSL (i.e., giving statistically significant results with the minimum effort)?
x How to guide the software language engineer in order to build a DSL with high level of Quality in Use? What are the good language design patterns? How can we foresee the Usability of a DSL while in an iterative evolution step?
The methodology will be validated by compilations based on recommendations that emerge from it in the development of the DSLs and experimental assessment of their impact trough few case studies on the different DSLs.
We foresee the following main research activities that need to be applied in each development step of DSL in order to introduce Usability evaluation into development process:
A. Domain Analysis
The Domain analysis phase is needed in order to understand the domain in consideration, by collecting information about it. The output of these phase is a domain model [23] , that represents the common and varying properties of systems within the domain, the vocabulary used in the domain and defines concepts, ideas and phenomena, within the system. Existing systems, their artifacts (such as design documents, requirement documents and user manuals), standards, and customers are all potential sources of domain analysis input.
In this activity, we find it essential to define and model DSLs target users and intended context of use. Also, we propose new models, e.g. scenario-based modeling and goaloriented modeling, which are based on assessment of users' previous experience. They should be included into the existing domain analysis models in order to define the usability requirements and crucial tasks that should be supported by the DSL under evaluation. Also, we find it crucial to relate these requirements to dependent user and context models. These models should be considered from the beginning of the DSL's development process as quality criteria for the newly designed language. During the development process these models should be refined according to results of validation recommendations.
B. Language Design
Designing DSLs remains a difficult and under-explored problem [31] . Recent work has focused mainly on the implementation of DSLs and supporting tools. Also, Volter presents a collection of design patterns for describing the process of MDD. However, there still lacks detail for language design, development and implementation. We expect to contribute here with design patterns of Usability evaluation of DSLs.
In the Language Design activity, we propose to perform corpus evaluation of DSLs. Here, the main objective is to identify the means to evaluate the internal quality of a language, i.e., in the perspective of language's evolution and validation. We expect to trace the impact of metamodel design changes, and collected statistic on the DSLs Usability.
C. Testing -Controlled experiment
The main objective of the testing activity is to identify the means to evaluate the Quality in Use of a language according to the requirement models described in the domain analysis phase. This involves the definition of experimental procedures/processes, heuristics and questionnaires. In order to be able to provide proper instrumentation for experimental evaluation, it is necessary to design support that will log Quality indicators, and present quantitative metrics result, so that developer is able to reason about the Quality in Use of implemented solution.
Designed instrumental support should be integrated into experimental model, so it can be validated trough controlled experiments. The quality in use of a language may be evaluated distinctly according to either its abstract syntax or concrete syntax which also implies the adoption of a (arguably) good interaction model. However, that is another aspect of usability evaluation of DSLs that is not part of this work. In scope of this work we find it necessary to evaluate only functional quality of concrete syntax, and not concentrate on evaluating concrete syntax by itself. Also, we will distinguish between evaluating a DSL from evaluating its implementing tool.
D. Deployment and Maintenance -Collect and evaluate the Quality the Instance Models (sentences)
The objective of this activity is to identify the appropriate means to qualify the instance models based on the users' feedback in the production environment. To be able to compare the (semantically equivalent) instance models expressed on the same language in a cognitive perspective we should revisit and improve corpus evaluation tools/techniques from testing activity. Also we should monitor the language's ability to support the evolution of the instance models without having negative impact of the languages usability.
E. Validation -Iterative life-cycle
The main objective of this activity is to build a conceptual framework to reason about the pertinence of the results of the language's Quality in Use in the overall language's lifecycle. It is important to identify what quality attributes (and corresponding metrics) have the most relevant impact on overall Quality in Use. We should evaluate impact of those quality metrics during following the language development step, as well as to validate suggestions for further improvements on the following steps. The framework should enable us to trace the impact of design changes on user experience with language and be interactively connected to the usability models proposed for another development activity.
By using existing language evaluation case studies we can compare the decisions from the reasoning framework, with the conclusions (considered sound by the community) taken from other language evaluation approaches. The expected output is a report containing a proof of correctness (completeness and soundness) of the conclusions taken by the reasoning framework on the observed case studies.
IV. PAST WORK AND PRELIMINARY RESULTS
There are already many publications about UI Usability evaluation. However, we find that the Usability evaluation of a UI is typically superficial when compared to the required usability evaluation of DSLs. Existing methodologies do not cover all the relevant aspects and dimensions of usability evaluation, e.g. learnability, efficiency, effectiveness for all intended users and features of product. As it is hard to capture all the intended contexts of use for UIs at once, supporting tools are developed to support some parts of methodologies, usually built to provide questionnaires or collect some quantitative data, and are in most cases too general. Existing practices have very a low level of external validity, and sometimes it is hard to interpret what the collected information means, probably because of the wide spectrum of contexts of use that they target.
DSLs can have a precise definition of the end user's profile and task models, as well as syntactic models, that our method uses in order to achieve better results from its Usability evaluation. Moreover, we can rely on these results in order to validate the claim that DSLs can effectively narrow the gap between humans and computers, when compared to regular GPLs.
A. Iterative user-centered design
According to Mernik et al., the Language life cycle consists of a set of phases [5] : Decision, Domain Analysis, Design, and Implementation. Visser adds Deployment and Maintenance to this process [23] . Besides adding Testing (as in any typical Software Product), we propose to introduce Language Evaluation just before Deployment [24] . This Language Evaluation phase is done with language quality concerns in an incremental and iterative user-centric approach, with the DSL end users, while crosscutting all of the involved phases, as suggested in [25] .
By allowing significant changes to correct deficiencies along the development process, instead of just evaluating the DSL at the end of the process, when it might be too late, user-centered design can reduce the cost of development and support. The critical activities required to implement usercentered design are described in ISO 13407 [20] . Once the system is released to the users, an user experience assessment of DSLs and associated IDE may be highly beneficial [19] .
An Iterative Usability evaluation approach should be merged with the DSL development cycle, as described in [22] . This approach supports reasoning about the already implemented and wished problem domain concepts of DSLs users. In a first moment, by defining them for the user and context models in the domain engineering phase, designing and implementing them in the language. In a later stage, the language concepts should be validated in the testing phase, along with the development environment proposed for using the DSL. Note that the combination of language and tool support is essential in the evaluation, because language usage will be significantly impacted by its tool support. As such, it is essential that the iterative usability evaluation covers both.
B. Context-dependent evaluation
Empirical evaluation with users, is recommended at all stages of development, or at least in the final stage of development [26] . To do so, we can use several methods, with different kinds of measures, where each type of measure is usually regarded as a separate factor with a relative importance that depends on the DSL's context of use [27] . These evaluations can be designed to target specific profiles of DSL users in order to increase their replicability.
For several predefined groups of DSL users we should use techniques like questionnaires, and observations to analyze the tasks involved while using a given DSL. Observations should include capturing quantitative indicators related to users' interaction with the DSL environment (e.g. mouse movements, keystrokes, heartbeats, or eye tracking). Experimenters in human factors have developed a list of tasks that can capture these particular aspects [28] . These tasks should be designed to capture relevant Usability concerns, e.g., effectiveness, efficiency or satisfaction. We propose a systematic approach based on UIs experimental validation techniques to assess the impact of the introduction of DSLs on the productivity of its end users. To illustrate this evaluation approach we have presented a case study of a DSL for High Energy Physics [29] .
C. Experimental Language Evaluation
We argue that the Quality in Use of a DSL should be assessed experimentally. In Software Engineering, a controlled experiment can be defined as "a randomized experiment or quasi-experiment in which individuals or teams (the experimental units) conduct one or more Software Engineering tasks for the sake of comparing different populations, processes, methods, techniques, languages or tools (the treatments)" [30] . In the case of DSLs, this can be instantiated in early phases of development with domain experts that typically have to conduct with software construction, or evolution tasks. For the sake of comparing different languages, including the DSL under evaluation and any existing baseline alternatives to that DSL, representative user groups should be modeled and involved.
We proposed a general experimental evaluation model, tailored for DSLs' experimental evaluation, and its instantiation with several DSL evaluation examples [24] .
These instantiations served as a proof of concept for the proposed experimental evaluation process. Our evaluation model can be instantiated for repeated evaluations of a DSL, thus building up a longitudinal evaluation of the DSL, while it evolves. This enables us to track and control the impact and scope of changes in the DSLs. The model also facilitates reasoning about which Usability levels are achieved for each user profile population, which can help language engineers in determining when the desired quality in use level is achieved (i.e. when additional changes do not have any more significant impact in the Usability of DSL). The representation of the evaluation as an instance of our evaluation model also facilitates the comparison of alternative DSL solutions, as well as the replication of previous evaluations, their approaches and decision models.
V. FUTURE WORK AND EXPECTED RESULTS
Our research will follow by proposing metrics and methodologies for Usability evaluation of DSLs, whose validity should be supported by real life experiments with users of existing DSLs. In order to do that, we find it necessary to define conceptual distance as the distance between concepts in the users' mind and the conceptual domain of a language. If we are able to measure that distance, and have methods that will minimize it, we can support the claim that DSLs are able to close the gap between domain experts and solution domain.
An additional step is to conceptualize models for performing DSL's evaluation i.e. quality model, instruments model, metrics and traceability model of design changes and their impact. This support should be tailored to internal and external quality attributes (such as syntactic and semantic models of the DSL under evaluation) and user's experience while using a DSL along several iterative evolution steps.
By providing that kind of support, we can effectively perform evaluation, whose outcome can be used to help increasing users' productivity, and explicitly model all the process. This evaluation procedure will give us faster convergence of language development, as we are able to monitor the impact of language evolution in the efficiency and effectiveness of practitioners using the language (and its companion toolset). As a side effect, we expect our evaluation work to contribute to the validation of the claim that DSLs are more usable then GPLs.
The impact of an evaluation process for DSLs is expected to be interesting from an industry point of view. With many organizations developing their own languages, or hiring companies to develop such languages for them, this framework will aid them in reaching more usable languages.
VI. CONCLUSION
Building DSLs is becoming very popular and by that there are increasing needs of some pointers in topic of their cognitive congeniality to end user. Although pragmatic, reactive approaches would not be necessary if domain experts could develop applications easily. It is necessary to explore more proactive approaches to improving DSLs' Usability. We need to build a comprehensive methodology that support all phases of the Usability evaluation process and indicate ways to provide reliable metrics for supporting this evaluation. This is expected to enhance the community's awareness and recognition of the relevance of this topic in the process of SLE. Abstract-Programing paradigms define how to think and design while creating software. Object-Oriented and Functional paradigms are two of the most adopted for synthesizing it. Modern languages, attempting to provide higher abstractions, are increasingly supporting native multi-paradigm programming styles. The Object-functional approach still uses classes for information and high-level structure, but allows algorithms to be implemented functionally. New challenges now exist and there is a general lack of knowledge on best practices for adopting this paradigm. This research proposes the systematic usage of software patterns to capture these new recurring problems and their solutions, though not discarding the identification of new algorithms and designs. We will use Scala as a base language, and will attempt to validate our hypothesis through multiple methodologies, including quasi-experiments and case studies. We expect to provide a basis for improvement for programming languages (through pattern absorption) and for software engineering professionals.
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I. INTRODUCTION
Synthesizing software is a problem that can be approached through multiple paradigms. Object-Oriented and Functional are probably the two most adopted currently. Providing different thinking styles, they have previously been mutually exclusive. Nevertheless, these two paradigms are not incompatible with each other and modern languages are now providing support for them to be used together in a multi-paradigm approach, referred to as Object-Functional. This new paradigm provides advantages from both sides, allowing the high-level structure to be modeled using Classes, while still exploiting a functional algorithm definition. Adopting such paradigm opens new research possibilities regarding software engineering best practices for documenting best practices while combining both paradigms, avoiding probable mistakes such as users biased from previous experiences using either of the paradigms. We believe that such combination can be better than the sum of its parts, when correctly combined. Software design patterns are a generally accepted way to share software engineering knowledge and could be used to document recurring problems using the object-functional paradigm. Furthermore, we believe that known patterns, such as the ones introduced by Gamma et al [1] in the book "Design Patterns" can be tampered with, with slight adjustments in the forces, resulting in additional solutions that benefit from the multi-paradigm approach.
This work proposes to evaluate the possibility of evolving known software patterns, as well as identifying and documenting new ones, in order to adapt them to the objectfunctional paradigm. It is the authors belief that such approach might positively influence the work quality for developers, with a multitude of measurable advantages through software engineering metrics, such as: increased production efficiency, reduced code size, and the production of less error-prone applications. A reference implementation of such patterns will be provided using the object-functional language Scala.
This document is organized in seven sections. After the introduction, section II describes the motivation for this proposal. In section III a small introduction to the topics researched is presented, followed by section IV describing the current state of the art. Our thesis proposal is better described in section V. Sections VI and VII present the past and future work, respectively. The document finishes with its conclusions in section VIII, where final thoughts about this work are presented.
II. MOTIVATION
Object-functional languages provide a bridge between two highly adopted programming paradigms: Functional and Object-Oriented. We believe that this recent paradigm can improve the quality of code generated by programmers by avoiding state and mutable data as functional programming does, while still providing programmers with the intuitive OO Class-oriented way representing data.
Despite the advantages introduced by object-functional languages facing its separated composing paradigms, little work has been found attempting to document patterns in this context. Regarding such, we can raise the following questions: How could known software patterns be implemented in a objectfunctional language? How would these be improved, while compared to their more generic, plain OO-based description? What new patterns could emerge in this context?
This proposal describes an attempt to find answers for such questions, attempting to provide a positive contribution to the research area of software engineering. For that, we will aim at providing novel patterns to be applied in this context, which can be of use for researchers and professionals working with these technologies, as well as provide patterns feasible for being absorbed by programming languages themselves in the future, increasing their abstraction level, hence, simplifying programmers' work.
III. BACKGROUND A. Programming Paradigms
A programming paradigm defines the thinking style applied while programing. Different paradigms offer different concepts and abstraction to represent elements within the program (such as variables, functions or objects). Programming languages can adopt simultaneously multiple paradigms, providing developers with an increased freedom to use the style it best fits them, or the problem in hand.
1) Object-Oriented Paradigm: The object oriented paradigm was first introduced as part of Ivan Sutherland's PhD thesis [2] but formalized only later in the first version of the Simula language in 1967 [3] . Soon it was implemented by Alan Kay in the Smalltalk, a fully Object-Oriented language. This paradigm allows programmers to model data as classes, providing an intuitive way to model information as it is observable in the real world, through the notion of objects that have properties and perform actions. OO promotes code reuse as classes are easily portable between projects that need to model the same information. Mitchell [4] describes OO as a set of four key features: dynamic dispatch, abstraction, subtype polymorphism, and inheritance.
2) Functional Paradigm: The Functional paradigm was introduced by John McCarthy in the 50's through the Lisp programming language [5] . Functional programming languages model applications with a mathematical stance, promoting equational reasoning, making them easier to formally proof. Contrary to other computation models, this paradigm avoids keeping a state or mutable data in the program, with every computation being made only regarding the inputs provided to a function and logic being handled as a composition of functions. It is common for Functional programming languages to have advanced type and type-inference systems, such as Hindley-Milner [6] , which not only considerably reduce the amount of code needed, but also provide a stronger validation at compile time when compared to other non strongly-typed languages. Performance improvements are also relevant, with lazy evaluation being key, computing data only when it is needed by other computations, hence, providing the ability to handle concepts such as infinite data streams, as well as parallelization being freely achieved through the use of the multiple provided parallel data structures.
3) Object-Functional Paradigm: Languages adopting the object-functional paradigm are actually multi-paradigm languages that merge the best of the object-oriented and functional paradigms, providing developers with the ability to represent data using the classes provided by OO and implement their algorithms using the more mathematically approach of functional programing, retaining the features above mentioned. The improved type systems also reduce the proneness to error. Several languages have been adopting both these paradigms, with Scala being one of the most actives.
B. The Scala Programming Language 1) Overview:
Scala is a multi-paradigm, general purpose programming language, designed to express common programming patterns in a concise and type-safe way. By joining the functional and object-oriented paradigm, Scala could enable programmers to be more productive at their work when correctly applying both paradigms together.
2) The Expression Problem and Scala: Originally described by Wadler [7] , the expression problem is well explained by Torgersen who formulates it as: "Can your application be structured in such a way that both the data model and the set of virtual operations over it can be extended without the need to modify existing code, without the need for code repetition and without runtime type errors" [8] . This is a recurring problem in single paradigm languages, specifically, pure objectoriented and functional languages. The expressiveness of a programming language is a relevant factor for guaranteeing code maintainability. By 2005, Nielsen et al [9] , evaluated the language's expressiveness; they considered Scala to be able to solve the expression problem, a positive influence regarding our programming language choice.
C. Software Patterns
The concept behind Software Patterns was invented by Christopher Alexander in the civil architecture domain. Alexander stated that "Each pattern describes a problem which occurs over and over again in our environment, and then describes the core of the solution to that problem, in such a way that you can use this solution a million times over, without ever doing it the same way twice" [10] . Software patterns follow the same principle, with a pattern being a detailed description of a problem, its context, variating forces and a proposed solution. Meszaros [11] describes the components for patterns in detail as follows:
1) Context: You are an experienced practitioner in your field. You have noticed that you keep using a certain solution to a commonly occurring problem. You would like to share your experience with others.
2) Problem: How do you share a recurring solution to a problem with others so that it may be reused?
3) Forces:
• Keeping the solution to yourself doesn't require any effort. Sharing the solution verbally helps a few others but won't make a big impact in your field.
• Writing down your understanding of the solution is hard work and requires much reflection on how you solve the problem.
• Transforming your specific solution into a more widely applicable solution is difficult.
IV. STATE OF THE ART
A. Functional Patterns in Object-Oriented
Kuhne in 1999. stated in his PhD thesis that "Design patterns inspired by functional programming concepts can advance object-oriented design" [12] . With his thesis, Kuhne demonstrated the feasibility of porting some concepts from the functional paradigm to a purely object-oriented language, by actually implementing functional concepts as usable objects in a non functional language. In his pattern language, Kuhne describes and relates the following patterns, which are common functional concepts:
Implementing those functional concepts inside a purely objectoriented language motivated the usage of a functional style even outside functional languages, which he proves to be feasible and advantageous for programmers.
B. Design Patterns in Scala
A more recent research was performed by Fredrik Løkke, with his masters thesis, where he implemented the patterns described in Design Patterns by the Gang of Four, in the object-functional language Scala [13] . With his work, Løkke exploited the functionalities of the language, such as lazy evaluations, generics, case-classes amongst others to implement the patterns in a more functional way. The author states that there were some patterns absorbed by the language itself, such as the Singleton pattern, showing how these might influence the evolution of programming languages. In his conclusion, the author highlights the relevance of the higher abstraction models that the language provides and suggests that these models can be a starting point for the creation of new patterns that can facilitate the creation of powerful software at lower costs.
C. Functional Patterns in Scala
In the book "Scala in Depth" [14] , Suereth presents a review on functional patterns using the (object-functional) Scala programming language. Described are functors, monads and applicative functors. Such patterns could pose as starting ground for research on object-functional patterns, either by observing natural evolution of these patterns in the wild or by identifying other patterns that depend on the ones presented in the book.
D. Design Patterns as Higher-Order Datatype-Generic Programs
Design pattern solution are usually extra-textually presented, through prose, pictures or prototypes. Gibbons [15] believes that this happens due to the lack of expressiveness from programming languages that, otherwise, could be used by themselves to describe solutions in patterns, providing directly reusable library components, presenting multiple benefits: patterns may be reasoned about, type-checked implementation, applied and reused, just as any other abstractions can. Higherorder parameterization and datatype-generics would provide the customization needed to adapt the provided patterns implementation to the specific problem at hand. Considering this, Gibbons presents a functional implementation in Haskell of four highly-related GoF patterns (Composite, Iterator, Visitor and Builder), promoting the uptake of higher-order and datatype-generic techniques, encouraging their incorporation in mainstream programming languages.
V. THESIS PROPOSAL A. Problem Description
Considering the lack of documented knowledge regarding the Object-functional paradigm, we believe that software patterns, as an accepted approach to share knowledge and propose solutions for solving common software engineering problems, should be used to collect and disseminate knowledge on the subject. Considering this, the following questions can then be raised:
• Is it possible to improve known software patterns following the object-functional paradigm? • What knowledge can we provide to promote more reliable and less error prone implementations? • What new patterns can emerge in this context? • How would Object-functional be an improvement over the traditional purely object-oriented or functional implementations in similar contexts? We believe that documenting best practices for using the object-functional paradigm could result in less error-prone and more efficient implementations of software artifacts. Moreover, current research let us believe to be possible to document several new patterns regarding this paradigm, improving both in algorithm programming style and data organization imposed by the purely Object-Oriented or functional formalizations.
B. Hypothesis
Assuming (i) that we want to increase the efficiency while synthesizing software, (ii) that patterns are a proven way of capturing empirical knowledge on best-practices, and (iii) that a pattern language empowers a more abstract, general, and hence powerful way of reasoning, then: If programmers are provided a pattern language for implementing software exploiting the object-functional paradigm, when compared to traditional (either strict OO or Functional) approaches, they will (i) produce software more efficiently, (ii) produce less error-prone artifacts, and (iii) object-functional expressiveness of these patterns will promote higher quality regarding software engineering metrics.
C. Research Objectives
This research will focus on researching Software Patterns, both existing and new ones, using Object-Oriented and Functional programming languages.
1) Object Functional Programming in program synthesis:
Understand how the OFP paradigm changes program synthesis by comparing software engineering metrics such as code size, execution time, anti-patterns introduced, amongst others;
2) Improve existing patterns: Research if and how existing patterns could be reformulated to take advantage from the OF paradigm;
3) New object-functional patterns: Identify and document new patterns or pattern languages oriented in this context; 4) Reference Implementation: Provide a reference implementation of the patterns and pattern language(s) described; 5) Reproducible description of the deliverables: Provide reproducible experimental packages for the attained deliverables, namely, the point previously described.
D. Methodological Approach
The validation of this work will be attempted using two different methodologies: case studies and quasi-experiments.
1) Case Studies:
The first form of validation for this work will consist of case studies performed on industrial partners. We expect to observe an improvement in their productivity and overall code quality considering multiple generic software engineering metrics as a result of the adoption of the objectfunctional paradigm, the implemented library and application of patterns documented in this thesis. We will use data gathered from other projects from the same team where objectfunctional languages are not used to evaluate the performance increase with the new paradigm.
2) Quasi-Experiments:
In order to measure the ability from developers to adopt the object-functional paradigm and interpret the documented patterns, quasi-experiments will be held in a controlled academic environment. We intend to create homogeneous groups of students and provide them with a set of problems and corresponding documented patterns to be solved with one of the three paradigms: object-oriented, functional or object-functional. Implementations will then be evaluated regarding efficiency, effectiveness, anti-patterns produced, amongst other metrics. This data will provide us with the possibility to evaluate if and in what way is adopting the object-functional paradigm effective amongst non-biased developers.
E. Scientific Impact
Scientific contribution from this research can be published in conferences and journals on general software engineering or specific conferences on programming paradigms or patterns. Appendix A lists some of the conferences and journals where our research is feasible to be published. We believe that the publication of new patterns, pattern language(s), their reference implementation and our results can greatly contribute to both academic researchers working in the same subject or professionals that might find use in the patterns documented.
VI. PAST WORK AND PRELIMINARY RESULTS
This project is still in its early stage. Currently, research is being conducted regarding programming languages, patterns and pattern languages in general, exploring their current state of the art. Knowledge gathered from this research has been used to contribute to the European project eCAALYX. In this context, a paper was accepted in the Cooperative Design, Visualization and Engineering conference entitled "Scalable Integration of Multiple Health Sensor Data for Observing Medical Patterns". The paper describes the concept of a Timeline data structure that strongly exploits the object-functional paradigm, implemented with the Scala programming language.
VII. FUTURE WORK AND EXPECTED RESULTS
A. Patterns and Pattern Language
With this thesis, we intend to document multiple objectfunctional patterns and a pattern language relating them. We expect these patterns to be of use for researchers working under the same area as starting point for their own research and to professionals as a source of knowledge for helping them solve the documented recurring engineering problems.
B. Reference Implementation
For all patterns documented, a reference implementation will be produced. This will exemplify the usage of the pattern, as well as provide the artifact used during this research.
C. Verification and Validation
Verification and validation of this research, as stated in section V-D, will be achieved through case studies and quasiexperiments. Results from both validation methodologies will allow us to evaluate how the paradigm under study benefits, or not, the development of software artifacts. We expect to observe the following results:
• Reduction of code size, achieved due to the higher abstractions provided by the paradigm; • Reduction of Anti-Patterns and bugs introduced, through the strongly-typed system; • Reduction of development time, enabled by the usage of the reusable pattern library provided.
VIII. CONCLUSIONS
Patterns and pattern languages have long been accepted by software engineers as a useful source of information to solve software problems. Still, modern languages are providing developers with new paradigms or combinations of paradigms that allow them to do their work better, with less effort. This research will focus on the object-functional paradigm (particularly using the Scala language) and will document best practices while joining the two well known paradigms (OO and Functional) as patterns. We expect to either improve existing patterns in this context, as well as identify new ones, providing a source of knowledge for developers and researchers working in the area. We expect to validate this thesis through the application of case studies with industrial partners and quasiexperiments in academic environments.
APPENDIX
A. Conferences and Journals
There are several conferences and journals to which our research is of interest: 1) Journals:
• Keywords-software requirements, computer science related discipline: information management, management related discipline: information systems INTRODUCTION Traceability on a manufacturing organization, aims the persistence of the relevant information related with the organization core activities. Nowadays a traceability business process (BP) is mandatory and unavoidable on any organization acting as a product provider. Externally, it is explicitly required on customer contracts, particularly when established with original equipment manufacturers (OEM). Governments, also, enforce it through rules and regulations. Internally, to pursue continuous improvement and answer the requirements of increased efficiency, it is necessary to track the manufacturing activities information with high accuracy and detail.
Organizations face several difficulties to implement and sustain a business process satisfying traceability demands. The roots of main difficulties lie on the lack of understanding and agreement by main players on the meaning of traceability concepts, concrete demands, and the process nature itself. Traceability is not a new concern, yet it cannot be considered well understood and defined.
The relevance of this research topic was already recognized on academic and business fields. European Commission's invested €100M on projects TRACE [1] and PETER [2] , to increase research on food traceability. GS1, an international not-for-profit association composed by multinationals, retailers and manufacturers, created a Global Traceability Standard on 2006 [15] .
IT departments are one of the main players to provide a solution, as this process only becomes manageable when supported by software applications. An organization possessing a degree of operational complexity that require software solutions to handle its manufacturing and logistics activities, cannot cope with traceability on a manual approach supported solely by paper work [45] . Besides, higher complexities on operational activities (e.g. raw material income, lot use, resources parameters) enforce the support of software solutions [46] .
However, the development of these solutions is compromised, since requirements elicitation, by the lack of understanding on appropriate support to this process. Current research aims to facilitate the development of software solutions to support traceability BP, and along process to provide artifacts that act as enablers on organizational efforts to implement this business process. This PhD thesis addresses the knowledge improvement of traceability BP, supported by core artifacts, such as an ontology of traceability BP and respective taxonomy, which are expected to provide a common and improved understanding to all players, and become particularly valuable along the requirements elicitation efforts.
Traceability core activities are deeply connected with information handling: acquire, relate, persist and provide [35, 43] . Advances on these areas, through new artifacts, techniques or methods may positively feedback traceability process, triggering and sustaining its improvement [9] .
This manuscript sustains that significant traceability problems are addressable through software engineering research, namely, the construction of domain models based on ontologies. Resulting outputs will benefit software engineering and business (e.g. Quality, Logistics, and Operations) fields simultaneously. Also promising is the potential to create new artifacts to software developers.
Next section provides a summary of relevant literature on traceability business process (traceability BP) in manufacturing organizations. Third section addresses the research objectives and the methodological approach. Section 4 briefly describes past work and preliminary results. In Section 5 future work and expected results are presented. Last Section depicts some conclusions.
II. STATE-OF-THE-ART
This section presents traceability BP state-of-the-art, the main problems a manufacturing organization encounters to set it up and how research addresses them so far.
A. Definition and Goals
On this document, traceability is understood as "the ability to track forward the movement through specified stage(s) of the extended supply chain and trace backward the history, application or location of that which is under consideration" [15] .
The traceability responsibilities are the identification and trace of the history, distribution, location, and application of products. A traceability system must record and follow the trail as products that come from suppliers, are processed and distributed as end products.
Traditionally, its main purpose is linked to product recall: "... a procedure to withdraw all products with a particular deficiency from the supply chain" [24] .
But traceability may serve many other organization processes. Töyrylä identified applications that benefit from traceability data (Table I. ). These applications, consumers of traceability information present the broad range of its usage.
Traceability can protect a producer from product liability claims, providing the evidences necessary to prove law requirements were completely fulfilled. It may also serve to demonstrate a product origin or flow. Proof-of-origin usually aims to satisfy market demand for information [10, 12] .
Traceability data can be the primer input to monitor, control and manage organizational quality and processes, also its information may become a solid support for their improvement [8, 24] . Proof-of-quality implies the ability to provide evidences on quality assessments realized on manufacturing process. An organization may reject the responsibility on failures based on these evidences. Besides, it may also self-promote a Quality image toward its customers, becoming quality certified [10, 24] . Traceability information can provide the basis to identify security breaches, through the products' monitoring along its supply chain, and enable the identification of counterfeit and illegal items. It may also be used to track moments or locations along the supply chain where products are prone to suffer damages or be deviated. On logistics, traceability information may be used to optimize material routes and improve planning and management, mainly due to improved links to the other organizations with whom there is collaboration.
Warranty data may be handled on Traceability, linked to a product, and serving as input to after-sales.
Traceability may work with accounting applications to evaluate inventory or with controlling applications to identify process inefficiencies.
Traceability information, on a manufacturing organization, protects or limits the damage and costs if a problem occur, menacing the organization [14] . Simultaneously it also sustains the organization change management process and respective improvement efforts as presented on table A1 [24, 28, 31] .
There is another important traceability BP responsibility that does not specifically fit prior classification. This process must implement and obey government regulations, laws, customer requirements and standards (mandatory for respective certification) that directly address traceability.
B. Relation with Software Solutions
According to Töyrylä, "technical enablers include the computerization of data processing and the use of automatic identification in data collection." The need to ensure "Longterm availability of data" and "the frequency, quickness and accuracy of the information collection" address directly data persistence and recording responsibilities of software solutions [45] .
Software solutions are also enforced by the need of fast response times, particularly when retrieving data [11] . On manufacturing environments, traceability activities must be synchronized with production infrastructure and respective operations [28] . The automation of manufacturing enforces a similar approach on related traceability activities. Panetto [38] suggested that any manufacturing software solution should have traceability data acquisition embedded.
Neto [35] and Terzi [43] stated that traceability activities are information management activities, rendering IT knowledge applicable on the study and improvement of traceability itself.
Buhr [9] recognizes it is not only the traceability process that pulls software solutions with supporting needs. The information technology revolution exemplified by the Internet and the underlying information-technology hardware (e.g., increased computer processor speeds, increased datastorage capacity, electronic data capture and measurement devices) push and enable traceability process to wide its scope and detail. Terzi [44] identified new technologies which applied on product identification leverage traceability software solutions to more detail and accuracy.
C. Opportunities
Despite their best efforts, manufacturing organizations face several vicissitudes when implementing a traceability business process. Some of the difficulties are related with the support of traceability BP by software solutions, and root problems specific of IT field. In parallel they also raise opportunities that are better tackled through software solutions. Main challenges, identified on literature, are presented hereafter.
Ideally "all information regarding products is recorded" [38] . However the size of traceability data has an impact on the respective required management effort. To improve traceability efficiency or even to render it practicable, the quantity and quality of the information that should be collected must be reduced to a manageable and appropriate amount. This evaluation must be sustained on sound knowledge of the traceability BP and the relative interest of subjects to trace [24, 31, 46] .
A software supporting traceability must be able to receive, identify and handle data, regards its type [21, 26, 38, 43, 44, 46] . "The heterogeneity of applications managing information (ERP, PDM, MES... 1 ), of users transforming, using and producing information (different operators), even of the meaning, the same information may address on different domains of pertinence (business or manufacturing), raises difficulties to the information recovery, leading traceability systems to fail at collecting information" [46] . Interoperability problems are outcomes of the differences between organizational units and between partner organizations.
Traceability is deeply interconnected with other business processes. The product/process data to trace is embedded in the activities included on other organizational processes [38, 41] . Due to the pervasiveness of traceability activities, respective responsibility is spread among several organizational unit, each one with different interests and approaches [44] .
Traceability BP is not limited to a single organization boundary with a single set of traceability syntax, semantics, and concepts [16, 26, 27] . Also on the organizations network traceability requirements must be balanced with security, or secrets constrains [41] .
As Gampl [14] states the organization' management lack a clear knowledge of the traceability nature. This lack is common also among stakeholders giving birth to vague, fragmented and incomplete requirements [8, 33] .
Several efforts were developed to minimize the lack of knowledge problem. Various enterprises join together and defined a Traceability Business process standard [15] . ISO standards refer traceability and certify its implementation [5] . SAP summarized traceability best-practices [42] , and European community issued new regulations [13] . All these documents contain valuable knowledge to guide the efforts to implement traceability.
III. RESEARCH OBJECTIVES AND METHODOLOGICAL APPROACH
A. Research Objectives
The literature review revealed that lack of knowledge, on traceability BP, besides being a constraint on organization efforts towards its implementation, also was the root or acted as an amplifier of other perceived difficulties. Within the development of software solutions, the work of several players, is polluted by misunderstandings and fragments of traceability concepts. These difficulties have high impact on developers of software solutions, and interfere on the early stages of a solution development, on requirements engineering and design [19] .
Traceability BP body of knowledge is currently scattered among several initiatives such as ISO standards, European regulations, and best-practices [1, 5, 13, 15, 42] . Regards the richness of contained knowledge, this documentation is hard to apprehend and use on the context of IS application domain. "There is a clear need to make them more abstract and to define methodologies in order to facilitate understanding of their defined concepts" [38] .
The improvement of traceability understanding from the software developer's point of view will reduce lack of knowledge about what the system should do the technological options and the future situation [33] . It will also reduce "misunderstanding of concepts, ideas and definitions, making use -whenever possible -of shared standards" [44] .
Tursi [46] propose the use of an "Ontology for the representation of domain's knowledge, in order to ensure a non ambiguous understanding of objects and concepts". A traceability BP ontology providing the domain concepts and relationships among them (conceptual relations) provides an adequate solution to address this difficulty [7] .
Gasevic recognized that existing ontology development methodologies are fairly general and only suggest steps to be followed [17, pag.65] . Resulting ontologies tend to be very sensitive to their developers skills, and specificities of the environment where the knowledge is acquired. For the purpose of this research the resulting ontology must be general and independent of any particular organization characteristics. Thus the development process must be repeatable and result on similar traceability ontologies despite their developers or the environment where it occurs.
Therefore, the first research question is: Q.1. How to create a traceability business process ontology?
Contained on this ontology, are general characteristics, recognizable as adequate properties of a software solution, aiming the support of traceability BP. Characteristics that refer the purpose, the needs, the goals, the functionalities, the constraints, the qualities, the behaviors, the services, the conditions, or the capabilities, and may ground a process to identify a software solution requirements [25] .
The specific needs on the software to support traceability for a particular organization are only possible to obtain through requirements elicitation. From this effort, however, it is also common to collect overlapping or conflicting requirements, all together with others that are isolated and that do not make sense on domain.
This ontology, providing a more abstract and global overview of the domain, may be used to drive and focus the refinement of requirements, identifying the gaps where additional requirements should procured or even completing them. It may also clarify the conflicts between requirements. Main challenge is how to juxtaposing the detail, specific requirements from organization stakeholders with the ontology broad domain mapping.
Second research question is brought by this possibility: Q.2. How to infer and validate the requirements and models of a Traceability software solution from respective ontology?
The identification of traceability BP requirements was also proposed on Terzi [44] , Samarasinghe [41] , and Khabbazi [28] studies. On a parallel approach, Ramesh [39, 40] proposed "a framework for a traceability based knowledge management system to support the design, customization and delivery of information product and eservice families".
B. Methodological Approach
The previous literature review identified, that problems addressed on current study, were already described and explained. However they are not yet solved. To reduce their significance, and simultaneously improve the understanding of traceability phenomena, an adequate strategy is to prescribe solutions to these particular problems and create artifacts that embody those prescriptions [34] . This strategy belongs to design science paradigm. It is focused on business needs and in utility. Also the goals aimed by presented research questions are appropriate to be pursued through Design Science, as it "seeks to extend the boundaries of human and organizational capabilities by creating new and innovative artifacts" [18] . Hevner cleared that these "IT artifacts are broadly defined as constructs (vocabulary and symbols), models (abstractions and representations), methods (algorithms and practices), and instantiations (implemented and prototype systems)" [18] .
An important characteristic of Design Science is its proactiveness with respect to technology, attempting to lead the evolution of software research and not merely react to it [18, 22] .
Therefore, the proposed study will be structured according Design Science Research (DSR) methodology.
DSR uses an iterative approach (see Fig. 1 ) beginning with the Awareness of a Problem, a solution is created, drawn abductively from existing knowledge. The rigor of DSR is derived from the effective use of prior research (existing knowledge base) [18] . Solution and respective Artifacts are evaluated through metrics that instantiate the research goals [34] . These steps are repeated until a satisfactory solution to problem is found.
On research conclusion the knowledge acquired during process is consolidated, discovered through the detection and analysis of contradictions, only present on the specific act of constructing [30] . 
IV. PAST WORK AND PRELIMINARY RESULTS
This research aims the development of new knowledge, in parallel with artifacts that uphold the development of IS solutions supporting traceability BP. It pursues Hevner's principle [18] , where "The objective of research in information systems is to acquire knowledge and understanding that enable the development and implementation of technology-based solutions to heretofore unsolved and important business problems."
The technological solutions this research pursuit is an ontology of traceability BP, able to support the development of software solutions mainly on requirement elicitation and on solution validation [6] .
This PhD work is partially conducted on a manufacturing organization, Bosch Car Multimedia Portugal S.A.. The first cycle of the research plan is currently on the development stage. The awareness of problem was grounded on lessons learned from past projects to implement traceability on the enterprise, which confirmed the negative contribution of lack knowledge to projects success, as literature also identified.
On this first cycle a traceability taxonomy is being developed. It will be used as input on next Traceability related project during requirements elicitation. On the design of current cycle a taxonomy was preferred to an ontology as the main artifact to reduce study complexity. However this option may limit study's scope to the Requirements phase of the project, as we foresee that Architecture and Verification/Validation project's phases may only be addressed on this research through the use of an ontology.
V. FUTURE WORK AND EXPECTED RESULTS
Subsequent research cycles will address the development of a Traceability Ontology and its contribution to Software Engineering on the knowledge area of Software Requirements [6] . At end of each cycle we will obtain constructs (i.e. basic language of concepts to characterize phenomena), models (i.e. constructs combined in higher order constructions), and methods (i.e. ways of performing goal-directed activities) [34] . In the process, this research may contribute on the improvement of theories related with the methodological construction of the artifacts or, related with relationships between artifact elements [23, 30] .
Through the development of the Traceability Ontology we will obtain a well-organized body of organizational and strategic knowledge. To ensure that resulting ontology is generic, yet complete, major inputs for its creation will come from existing literature on academic and business field, namely existing traceability standards. This approach discards the single and specific knowledge that may exist on the development environment, in favor of the one with broad acceptance. Simultaneously, by enforcing the use of similar inputs it expectable the outcome of similar traceability ontologies. This knowledge shared across IT department and other stakeholders, will ground the deepening and sharing on the understanding [47] . This research vector with main focus on creating an ontology will use as start-up studies aiming the development of an enterprise ontology [4, 7] and product ontology [46] , and on its prosecution adjust and improve the theories, methods and models used. We intend to use the 4SRS (Four Step Rule Set) method on the ontology development, and also to promote the results uniformity and quality [48] .
Research cycles linked to the installation of traceability on an organization will also enable to pursue the reuse of domain knowledge [32] and the prevention of misunderstandings [20] . These research cycles focus on the ontology use, as a source of generic requirements to an IS solution supporting traceability BP, which instantiate the systematic framework conceived by Yu [47] to help developers understand what stakeholders want. As Sutcliffe [3] and Lam [32] endorsed they promote re-usability, even at later stages, improving software development productivity and quality.
Another study focus is the use of the ontology to support the verification and validation of requirements expressed by stakeholders and of the models on proposed software solution.
The development of techniques that, by overlapping the ontology and stakeholders' requirements, base the evaluation of requirements reasonableness, consistency, completeness, suitability, and lack of defects [19] . We also expect that the ontology may be used (translated) as meta-model enabling the quality inspection of the software solution' models. More than behavioral models, on traceability, the data models [36] are critical due to the large volumes of information it uses and generates. Careful decisions need to be made about what information the system will need to represent, and how the information held by the system corresponds to the real world phenomena being represented.
Also on this research cycle we will study the creation of the domain model through the traceability ontology instantiation.
This research will reduce the task of creating applicationspecific models and will provide tools for its evaluation [39] .
VI. CONCLUSIONS
Literature review enlightened that traceability is important to the scientific community, and also, that serious problems are still demanding proper solutions.
Organizations may obtain immediate benefits, if current difficulties they face when handling this business process are reduced. The root of main difficulties, lie on the lack of understanding and agreement, by main players on the meaning of traceability concepts, concrete demands, and the process nature itself. Several efforts were developed to minimize this problem through the creation of standards, laws, and regulations. Yet, each of them was unable to produce a complete traceability conceptualization or implementation guideline. Each one is focused on a strict range of interests, and scope it addresses.
This document proposes the use of software engineering methods and techniques (namely, ontologies and models) to aggregate, disambiguate, and blend existing knowledge.
This research expects to contribute to the body of knowledge of traceability business process, mainly to the software requirements community. Main relevance of this study will come from artifacts conceived and respective applicability on manufacturing organizations to implement software solutions.
The analysis and synthesis of literature on ontology building is also expected to produce a valuable feedback to respective authors, regarding completeness, coherence, etc.
The development and use of the artifacts, constructs, models, methods, and theories will be tested, and improved or adapted. The observation of this development will bring new knowledge to ontology engineering and requirements engineering.
A Software Framework for Supporting INTRODUCTION
The first reference to ubiquitous computing dates from 1993, when Mark Weiser projected the future as he imagined: "The idea of ubiquitous computing first arose from contemplating the place of today's computer in actual activities of everyday life" [1] . Since then, there have been tremendous developments in technology, many new concepts have appeared, others suffer various changes, however Mark Weiser's words still hold true. The effort expended in the study of ubiquitous systems and technologies that support them has gained considerable interest and has been the target of several advances, whether in academic or in industrial fields. In another study [2] is also noted that "The most profound technologies are those that disappear. They weave themselves into the fabric of everyday life until they are indistinguishable from it".
In addition to the benefits inherent from the technological advancement and deployment of ubiquitous computing, users of these systems should be key elements, acting, interacting and improving these environments. Ubiquitous computing is more than just allowing the various devices (in a common environment) to communicate/interact among them. It also consists in the way they do it, in the way they interact with users and how they can help users achieving their goals [3] .
The user satisfaction is a key element for the success of ubiquitous systems; however, the use of ubiquitous computing not always aims the satisfaction of a single user, but the satisfaction of an organization, a group of people, a value chain or a business. The use of ubiquitous computing in organizations has been growing, not only for employee satisfaction, but also to improve work methods, processes, efficiency, to reduce production costs, etc. Ubiquitous computing has the capacity to improve the way business processes are (re)designed and executed, which in turn will bring more competitive companies and better economy efficiency by allowing these same companies to invest more in technology development [3] . It is therefore a win-win situation, if applied properly.
In organizational contexts, it is frequent the occurrence of discrepancies between the planned modes of operation of business processes and the executed ones. As an example, in an industrial company we may need to monitor and manage in real-time the production status. This monitoring and management tends to be difficult when recurring to current business processes models, because their observation relative to the real operations is done long after their executions and thus important data may be missing as well as reaction time may be surpassed. There is a big time delay in the perception of problems, by management teams, and also delays in reacting to them, which can lead to serious problems and costs that should be avoided. Additionally, the humanreported data tends to be not so accurate and with lower scope as data collected directly from the business process elements. This data gaps endanger the ability for organization to manage based on concrete and detailed facts. Without the constant monitoring of business processes, in all their execution phases, it becomes impossible to manage them adequately. Hence, it is necessary to investigate how to benefit from the ubiquitous computing principles to support the monitoring of business processes. It is expected that this new approach would influence how business processes are designed, structured, monitored, and managed. We need to adequately design all the concepts to trigger, store, and manage all the data relative to the business process execution. This design should be a consequence of each organization requirements and can be materialized on traceability concerns and policies deployed into the design and execution of business processes. We need a software framework to design solutions capable of linking these two worlds.
II. STATE-OF-THE-ART
To support the ubiquitous computing vision that Mark Weiser projected in 1993, beyond any technological evolution, innovation must continue because the paradigm of ubiquitous computing is different from traditional computing paradigms. Imagine a closed environment where all objects present have the ability to communicate; a ubiquitous system that supports this environment will have to bear not only the heterogeneity objects but also the possible different forms of communication. If it is already difficult to conceive the ubiquitous system for a closed environment, imagine for an open environment, where the objects appear and disappear randomly. In these types of systems we now have an environment not only diverse but also decentralized, where various types of objects communicate using different technologies. The benefits inherent in the use of ubiquitous computing were readily assimilated by organizations that seek to optimize their processes, to reduce costs, and by organizations that want to continuously improve and generate profit. Strassner [4] argues that "when companies plan to adopt a new technology, they want to know the business impacts in advance". This capability allows companies to better control their processes, avoiding harmful situations (e.g. the bull-whip effect), thereby improving the flow of material, the flow of information, eliminating the production to stock, and excess production. Supply chain inefficiencies can waste up to 25 percent of a company's operating cost [4] .
The bull-whip effect is very harmful to any organization, and the use of "pillows" such as the creation of stocks is not certainly the best strategy because it increases the company costs. It is in cases like these that the ubiquitous systems have a role to play, arming organizations with ubiquitous processing power, allowing them to create a harmony within the value chain, and coordination between the flow of materials and the flow of information.
Recently, Lupiana [5] proposed a taxonomy to distinguish ubiquitous environments. He categorized UbiComp environments in two major classes: Interactive and Smart environments. In turn, Chen proposes an ontology (SOUPA: Standard Ontology for Ubiquitous and Pervasive Applications" [6] ) for the creation and development of ubiquitous/pervasive applications.
Regarding the development of applications for pervasive information systems, it should be noted the article "ModelDriven Methodologies for Pervasive Information Systems Development", where the authors report that "we become aware of the presence flow and processing of information, not only by the individual computing devices, but also with a more deep significance, by the overall system that emerges from the interactions of all the computing devices, linking them together in a coherent fashion" [7] , which values the need to have a holistic view.
A.
Business Processes In day-to-day activities, organizations interact with multiple and distinct entities. These entities can either be part of the internal organizational structure (e.g. in case of large organizations) or external agents to the organization, but playing an important role, such as suppliers, customers, etc.
For all these entities to function properly and in harmony it is necessary to establish processes, tasks and activities so that everyone can work with a common goal. Good communication is a key element to the various entities that communicate with each other. It was based on these assumptions that business processes arose. They plan to serve a set of processes, tasks, and activities that must be carefully performed by various entities, at indicated times and in a specific order. The main objective of a business processes manager is to have a holistic view of the entire organization (from suppliers and raw material to customers and finished product) in order to define a set of processes that aims overall improvement, cost reduction, waste reduction, reworking, and productivity. The processes of an organization reflect the way tasks and procedures are performed, and can (and should) be redesigned whenever possible in order to ensure continuous improvement.
A business process is triggered by a business event, and aims to delineate a set of procedures/activities to be performed by people, machines and/or computers. These participatory elements have distinct roles and objectives throughout the process course. A process consists in a specific order of work activities across time and place with a beginning, an end and clearly identified inputs and outputs [8] . When modeling business processes, we need to take care of several items. Two key issues are how much detail and how to handle uncertainties. The level of detail will allow us to know how deeper we want to go when decomposing the process. The way we expect/control uncertainties, will allow to have mechanisms to control the process. The uncertainty is one of the main reasons why the procedures deviate from what was previously stipulated [9] .
Monitoring consists in collection, compilation, analysis and presentation of data that reflects how a particular business process is being executed and managed by different agents (from people to machines). It is easily verifiable that trough monitoring one can know if a process is or is not being properly executed, or whether it is well or poorly modeled. The real-time monitoring allows for timely decisions that can prevent a future malfunction of the processes. A monitoring system observes the behavior of other system and checks if it is consistent with what is expected, with a given specification [10] .
The topic of real-time monitoring is very controversial, starting immediately from the definition of the word "realtime".
B.
Ubiquitous Business Processes Again, we emphasize that the ubiquitous systems have a very important role in monitoring business processes. With the use of smart items, we can follow the state of the products. Huang [11] developed and implemented a practical solution for monitoring business processes using ubiquitous systems. In this particular case were used RFID tags to easily monitor the inventory of an organization. He analyzed and proposed the best places to put the antennas that would read the RFID tags, where to place the tags, etc, in order to have a real-time inventory management.
In another research, Zhang [12] describes a smart kanban system using RFID technologies for shop-floor management and several relevant real-time manufacturing data capturing cases using RFID, wireless production lines and wireless shop-floor inventory management. In this particular case, the use of RFID tags within kanbans is a very interesting concept because it allows monitoring a lot of articles along the chain at a low cost, because the RFID tags are reused since they are an integral part of the kanban.
A practical example of a monitoring system was developed and presented by Huang [11] , which proposes an infrastructure to implement RFID for product tracking and monitoring. They also propose formulas for comparing the actual state of the process compared with planed one.
III. RESEARCH OBJECTIVES AND METHODOLOGICAL APPROACHES
A.
Research objectives The everyday work in a large automotive company, allows us to experience and witness certain events which sometimes raise doubts and questions that are not easy to answer. This research proposal follows exactly this perception from the reality and of the experienced events, which, inserted into a dense organizational structure, sometimes becomes so obscure and dissimulated, that are unnoticed by who has the capacity to take decisions and is responsible for the design of business processes, which are so vital to any company. The ANSI/ISA-95 standard [19] consists of models and terminology, and addresses the issue of integration of different information systems, software applications, Programmable Logic Control(lers) (PLC), etc, in industrial systems. The ANSI/ISA-95 is divided into 5 parts: This standard plays a critical role in our research, since we will adopt an approach compliant with the part 4. We will identify which kind of information needs to be exchanged across the several organizational layers for user requirements purposes and also for database and software development. Our software framework will allow the design and execution of interfaces, assuring the correct flow of information between the enterprise information system and the manufacturing operations system. Fig. 1 illustrates the different structural/hierarchical levels existing in a typical industrial organization. The ANSI/ISA-95 standard organizes the different organizational layers and provides standard protocols for exchanging information, thus facilitating the flow of information through the different layers of the organization:  In level 4 (business related activities), activities are not directly related to production (long term planning, marketing, sales, procurement). At this level we can find ERPs, where business and logistics planning occurs.  In level 3 (manufacturing execution system) work flow activities produce the desired end products. Consists of several activities that must be executed to prepare, monitor and complete the production process that is executed in the lower levels (0 -activities of monitoring, supervisory control and automated control on the production process; 1 -activities involved in sensing and manipulating the physical process; and 2 -actual physical process). Examples are: detailed scheduling, quality management, maintenance, production tracking, etc. The time frame adopted in level 4 can be in days, months or even years. As long as we go down into the levels, the time frame changes to days, shifts, hours, minutes or seconds. At level 2, the time frame can be sub-seconds or milliseconds. Within this PhD work, we will address levels 3 and 4, which relate to business processes. We will also address level 2, in order to interoperate ERPs to the PLCs, in order to decompose the business processes and monitoring them at level 2. Our research objectives are:
• Based on models of existing business processes (requirements specifications from the software point of view), we intend to develop a method to decompose the business processes allowing the definition of where and how real-time monitoring should be done. This method will also enable the formalization of the ubiquitous nature of the business processes.
• Based on concepts from the ubiquitous computing paradigm, we intend to develop a software framework to support the monitoring of the industrial ubiquitous business processes executions. We will adopt behavioral and architectural patterns to support the interoperability of sub-systems.
• To validate the proposed method and framework in real scenarios of industrial production environments from Bosch Car Multimedia factory plant.
B.
Methodological approach Design Science Research (DSR) [13] will be adopted as the main research method. One of the main reasons that led to the choice of this method is that its main objective resides in solving real problems. DSR is a normative and prescriptive method, and the researcher is usually pragmatic. DSR is elaborated trough the relationship between two main activities: build/design and evaluate, where researchers recur to kernel theories in order to develop artifacts and then demonstrate that they can be built [14] . These kernel theories frequently derive from disciplines outside of information systems area, and suggest novel techniques or approaches to IS design problems [20] .
This model (Fig. 2 ) of "construction" and "evaluation" has been used in the past to develop new knowledge through the construction and performance evaluation of new artifacts. Development, Evaluation, and Conclusions stages can be iterative; i.e., the result of each stage can trigger the start of another cycle. The Circumscription process is especially important because it generates understanding that could only be gained from the specific act of construction; it assumes that every fragment of knowledge is valid only in certain situations [13] .
Fig. 2:
The General Design Cycle [13] Once the artifact is finished, it has to be returned to his environment in order to be studied and evaluated in their application domain [15] . For Hevner the development of an artifact relies on kernel theories, which are applied, tested, modified, and extended through the creation of artifacts. Although based on existing theories, DSR also contributes to the "construction of new theories" or to the improvement of existing ones [13] . Better theories are one of the possible outputs of DSR, as shown by Hevner and Chatterjee [16] . DSR always seeks a solution to solve practical real world problems, and IT artifacts are the end-goal of any design science research project, and are broadly classified into: constructs (vocabulary and symbols); models (abstractions and representations); methods (algorithms and practices); instantiations (implemented and prototype systems); better design theories.
Vaishnavi considers constructs as the conceptual vocabulary of a problem/solution domain and they appear during the conceptualization of the problem, and models as a set of propositions or statements expressing relationships among constructs. Methods are objective oriented, and consist of a step of steps used to execute a task. Finally, instantiation is the next step, the accomplishment of the artifact in an environment [13] .
Samuel-Ojo [17] refers that "research in the information systems field examines more than just the technological system, or just the social system, or even the two side by side; in addition, it investigates the phenomenon that emerges when the two interact". It is not easy to design useful artifacts; sometimes the researcher needs to be creative because existing theories in those specific domains areas are insufficient. These artifacts have to create direct impact on organizations and in society in general.
IV.
PAST WORK AND PRELIMINARY RESULTS
We have already been involved in the creation of real-time monitoring systems at Bosch Car Multimedia plant. We have adopted the DSR approach in two projects whose aim was to develop systems for real-time data acquisition and information delivery. The acquired data was also used to trigger alarms and measure real-time reaction times.
The Milk Run Realtime Information (the first DSR execution) consisted of a real-time monitoring system for the supply convoys of the manufacturing (manual and automatic) production lines. This project meant to monitor the supply time of production lines, by the convoys. Monitoring was done upon leaving the warehouses, and controlling was carried out in various points of the route. Whenever time deviations occurred in relation to the planned, alarms were automatically triggered and the reactions times (by interventions teams) were also calculated and stored for future use.
In the Realtime ANDON project (the second DSR execution), a solution for real-time monitoring of manual insertion lines was developed. These lines worked for 24 hours a day, in 3 shifts. To accomplish this project, several points of control along the production line were adopted, by using SOAP protocol to communicate with the central server, informing the location and identification of the products. We have used infrared technologies to read the serial number of the unit. Taking into account: (1) the production time of each product (a line, during a shift, may produce several types of products with distinct production times); (2) the production plan defined, for each shift; and (3) the production predefined breaks; we have been able to calculate, in real-time, the production rate of the line and also to show, either in time or units, the delay/advance checked against the planned/expected production plan.
Both solutions caused impact on the organization, and helped, not only to find faults, but also to help improve the production plan. In the second project, it should be noted that on the beginning, it was received with some reluctance from the production line workers, because their work was being monitored and measured constantly, and published in real-time to everyone in the factory trough big TV screens. However, we found that the people themselves began to use the system in order to know, in real-time, the amount of unities they had to produce to finish the shift, and to compete with neighboring production lines. Using the data collected by this monitoring system, it was also possible to recalculate the production times of several products and automatically calculate the quick change over (QCO) between products, and thus improve the production planning.
In both projects open source software (like Apache, MySQL and Linux) was used. The programming languages used were Perl and PHP. The communication protocol used between the control points and the server was SOAP. During the execution of the first DSRs, the experience with all these technologies for implementing those two projects has enabled us to get real knowledge about the problem domain and also to start the effort to design the software framework that will be further developed and explored in future projects.
V. FUTURE WORK AN D EXPECTED RESULTS
In the near future, we will start the formalization of the software framework based on the first two DSR executions to enable the adoption of new mechanisms in the next projects to be developed. Only after the formalization of the first perception of the software framework we will be able to come-up with some new behavioral and architectural patterns and also with some technological insights that we may discover to be innovative and efficient. . Publication and/acceptance on this set of journals and conferences aims to validate the research quality, the quality of the articles, the scientific contribution and the recognition of the developed work.
VI. CONCLUSION
The importance of modeling business processes in any company is of utmost importance nowadays. With recent technological advances, such as the ubiquitous computing, the potentialities from these advances may come, in some way, to affect the way business processes are modeled, monitored, and executed. Ubiquitous computing, and all the advantages/disadvantages that come with it, are not yet completely known in the industrial world. Despite not having much work done in the field, there is already some knowledge and concern over this issue.
One of the main concerns identified, resides precisely in the absence of real case scenarios with economic impact in organizations. This is actually one of the points to improve, in order to change some existing paradigms in organizations, opening new horizons and promoting innovation; otherwise they risk being overtaken by competition.
Ubiquitous computing will then empower organizations with new resources, which may, when properly used, help to monitor their industrial processes, providing relevant information to whom right, in real-time. For it to become real, it is necessary to cut the existing business processes, i.e., decompose them, in order to know how and where monitoring should be done and, more importantly, how and by whom, by which decision agents. It is necessary to formalize the ubiquitous nature of the business processes.
This new understanding of formalization of the ubiquitous nature of the business processes, and how they must be implemented and executed, allows the creation of a software framework that can monitor real-time executions of ubiquitous industrial business processes.
This proposal seeks to validate this software framework, in real settings, by practical application, because its contributions, if advantageous, could be directly incorporated into companies' best practices. The proposed research method, DSR, fits gracefully in those, which are the premises of this research. We propose to find a practical solution to real problems, by building IT artifacts, in this case, a software framework.
Modeling Organizational Information System Architecture Using "Complex Networks" Concepts
Organizations live in a world where interdependence, self-organization and emergence are agility, adaptability and flexibility factors plunged into networks. It is a networked composed world in the design of collaborative-networked organizations. This networked structuration comes to the composition of complex systems, from cells, to society and enterprises (associations of individuals, technology and products). In those complex systems, characteristics of emergence, order and self-organization [1] , develop a set of network interdependent actions not visible in the individual parts. This is what complex systems are about and networks concepts are becoming a common approach to describe and quantify these complex systems structures. A fundamental concern is to know the anatomy of theses structures in a relation that structure always affects function [2] .
Organizational information system concentrates a set o elements that due to its role and nature are becoming similar to energy and raw materials, this is, are fundamental elements for organizations needs and successful existence. Developed in order to support the organizations processes, which are the center of organization efficiency and effectiveness, but without in-built value [3] . Organizational information system integrate commodities like computation power, whose current availability [4] , is no longer a differentiation. In presence of this elements and in consequence, information systems are each more seen as a commodity [5] where organizational information systems are consumed by the idea of not being aligned with the enterprise information needs [7] .
The realm of organizational information systems is the confluence between context, business and software-based technology and infrastructures. Organizational information systems and behavior are not dichotomous but inseparable [6] building a interdependent techno-social system. The use of complex network characteristics to model the information flow in organizational information systems is a tentative to better understand their techno-social nature and, thus, learn how to design better software-based organizational information systems architectures.
Present research is about the structure and function of complex networks and its use for modeling organizational information systems, studied using a combination of empirical methods, analysis, and computer simulations. The goal is to find the complex network structure for real organizational information systems architectures and produce models that can be analyzed and studied to better understand the information flow in the organizational techno-social system.
In this paper, a description of the state-of-the-art related with the subject of this research is presented in Section 2. Section 3 describes in detail the research objectives and the methodological approach. In Section 4, past work and preliminary results, already done in the context of this research, are briefly described. Section 5 presents future work and expected results, for the next 2 years of research. Finally, in Section 6 some conclusions are presented.
II. STATE-OF-THE-ART
Organizational information systems, are consumed by the idea of not being aligned with the enterprise information needs [7] , whose existence and development is sustained by integrating a set of commodities. Organizational information systems should be planed, design developed and managed according to the organization strategy [8] . This approach makes information systems clearly responsive. There is a real need for information systems, with ability to support emergence, self-organization that are present and can support the organizations evolution [9] . Organizations are real world entities with dynamic elements, users, in space and time.
Information systems must able to support the evolution of the interdependence between the techno and social systems. The construction of this techno-social system can be modeled by complex interactions [9] that develops coevolution trough a flexible, adaptable and agile information systems architecture structure.
A. Information systems
Defined by [10] as an "organizational system that consists of technical, organizational and semiotic elements which are all re-organized and expanded during ISD (information systems development) to serve an organizational purpose". According to [11] , "information systems is what emerges, from the usage and adaptation of the IT (information technology) and the formal and informal processes of all of its users" .
Information systems must be constantly adapting to needs as the users change its use and the IT is updated or extended [11] . Information systems are also seen as communication system used to support a given human activity system, processes [12] . Information systems are a natural consequence of the need for humans to communicate and coordinate their activities [13] [14] . An organizational information system, on this research proposal, is the complex network of interactions of software-based information systems (that are combinations of computation, communication, technology and processes) developed to fulfill enterprise goals and integrated in a certain context. This software-based information system is seen as SaaS (Software as a Service) anchored in a IaaS (Infrastructure as a Service) where context is the set of elements (Users) that interact with information technology. This complex networks approach to model information systems develops a architecture umbrella that is a tentative to understand the intrinsic nature of information flow and allows the design of better software-based information systems that expectably fully integrates emergence and self-organizing behaviors.
B. Commodities
Commodities lead to the concept that itself an information system does not add value. From technology [5] , communications and computation [4, 15] , information technology solutions are seen as a commodity. In this perspective information technology will be available at the enterprise ecosystem and can be easily plugged in and out, like energy. As an example, when a certain active entity integrates the ecosystem gets energy and everything else, including information technology. In this sense, service science is clearly developing this commodities deployment. So, this development of reality is demanding for a change that is represented in a particular part of any system, but emerges or results from a self-organization and interdependent evolution. It needs a view to develop information system architecture able to accommodate this new dynamics.
C. Complex adaptive systems (CAS)
The paradigm used to model and fundament organizations development has been changing. This change can be found in a fundamental core of articles and books that deal with this new organization dynamics [8, [18] [19] [20] .
In this context, information systems architecture as a fundamental interdependent structure, develop trough an reductionist vision, will never have relevance due to its vision of parts, instead of the hole. Complexity theory and CAS can represent a response to the paradigm shift in order to address this new dynamics [21] [22] [23] .
CAS integrates the concept of emergence from which adaptability and evolution arise as a result. For modeling this, complex networks are used to model self-organization, preferred attachment and fitness. Organization development is supported, by the ability to use information flow as a source for unique results, when facing change and competition along space and time [16, 17] .
Complex adaptive systems are systems with great number of components, sometimes called agents that interact, adapt and learn. Many contemporary problems are under the complex adaptive system's theory [22] [23] [24] [25] . In this systems emergence occurs near or in the limit of thermodynamic equilibrium. Such systems are common on the physical world and have "emergent" properties that result from interactions and are global or collective.
Emergence is founded in the existence of a global behavior that is new when related to all parts that compose the system, something not understood with the reductionist vision of the information system architecture.
Information flow then defines emergent patterns that can lead to adaptation, a familiar form in the biological process. Reorganizing genetically material, through which organism evolves to survive in environments that confront them. This process allows the modulation of non-linearity that comes from complex interactions [26, 27] .
D. Complex networks
There are often cited examples of complexity, such as the Internet, WWW, immune system, ant colonies, economic markets or human social networks. Despite this fact, there is no central definition for complex systems, informally seen as a large network of relatively simple components with no central control, in which emergent complex behavior is exhibited [28] . This behavior is hard to define, and roughly, emergence refers to the fact of systems global behavior is not only complex but arises from the collective actions of simple components to which the notion of non-linearity is important: the whole is more than the sum of the parts [28] .
Networks are everywhere, from brain, to society passing by organizations. Using Karl Popper [29] approach, in higher degree, this pervasive presence of networks is a construction of human mind. Internet and WWW are the most impressive creation in the information system domain and probably the most moving creation of our civilization [30] . It is possible to imagine the past and the future without them; but for the e-generation it is not [8] . It is an element present in the dailylife and from which we know little, beginning on their complex organization structure or global topology. The understanding of the Internet and WWW inherent problems is not a topic for social sciences, computer and applied mathematics but rather of non-equilibrium statistical physics [30] [31] [32] . For properties observation of the network data is the starting point [33, 34] and the same can be argued for organizational information systems. The study of how information flows and its support under software-based information systems interactions should be done with the same topological approach, which regards the big data that is stored.
Network's structure's study started in the mathematical study of graph theory [30] . In the beginning this theory seized to Poisson distributions, resulting from simple random graphs. Moreover, by definition, random graphs in graph theory, are graphs with Poisson distribution of connections [30] . By definition "a network is simply a collection of nodes (vertices and links (edges) between nodes. The links can be directed or undirected, and weight or outweighed" [28] .
As first stage, all networks seemed random but, along the development analysis, some different and fundamental key characteristics were found. Networks are characterized by the way in which they are created, resulting into constructs such as, degree of distribution, average path length between node's pairs, clustering degree and communities [28, 31] .Barabási and Albert (echoing the earlier work by Price and others) conclude that their simple "growth with a preferential attachment" mechanism, is what drives the evolution of real-world networks [28] . Network theory has been used to characterize a different set of systems. This use is making network theory a strong tool for using when emergence, self-organization, dynamic and co-evolution are characteristics to be analyzed in the systems.
E. Relevant information system architecture planning models Due to the increasing in size implementations of organizational information systems, logical models (or architecture) for defining and controlling the interfaces and integration of all the system components were developed. Following, two of the most relevant are presented and a discussion is made about its bottlenecks in supporting organization techno-social systems information flow.
ZACHMAN Framework:
It provides a view of the subjects and models needed for complete developing or/and documenting of organization architecture [35] [36] [37] . This framework provides a basic structure that supports the organization, access, integration, development, management and changing with a set of architectural representations of organization's information system. It uses a matrix structure of 30 cells and five perspectives of the overall architecture with six classifications of the various artifacts of the architecture as well as flow diagrams. For each cell of the matrix the documentation type is suggested, using ER technique for modeling the data description or using functional flow diagrams for modeling the process description [37] . In this framework, an organization has a whole range of diagrams and documents representing different aspects or viewpoints that can be developed. In the extended framework for information systems architecture there is a meta-model for cell data, and a classification of data, process or network is made. It has no specific associated methodologies and only a set of major principles and rules exist, working as a guide. Nothing is said about processes development for viewpoints or the associated order. It represents information technology and not information systems architecture interdependence in the organizational techno-social system.
TOGAF:
The Open Group Architecture Framework (commonly known as TOGAF) is an industry standard architecture framework that may be used freely by any organization wishing to develop enterprise architecture descriptions for the use within that organization. It is defined as a comprehensive architecture framework and methodology, which enables the design, evaluation and implementation of the "right" architecture for an enterprise [38] , supported by a set of well-defined tools. It is composed of three fundamental parts [39] : the ADM, the Enterprise continuum, and the Resource base. ADM (Architecture Development Method) forms de core structure for TOGAF, being able to detail procedural models in order to develop descriptions of enterprise architectures. It describes the different type of inputs and outputs but does not show guidelines; ER -entity relation -is used as a formalization model [39] . Design for development and not for exploitation of techno-social systems interdependent interactions in the road to co-evolution.
III. RESEARCH OBJECTIVES AND METHODOLOGICAL APPROACH
A. Research Goals
The present research is about the discovery of big data information flow structured under complex networks, and its use for modeling organization information systems architectures, using a combination of empirical methods, mathematical analysis, and computer simulations. These computer simulations will address the visual modeling of the network structure. From its review and results constructs of the complex network theory such as clustering, path-length, degree and communities, develop the ability to model emergence, self-organization, evolution and dynamic through space and time of the organization techno-social system Regarding this, the main goals for PhD work are: • Define an approach to support the adoption of the complex network meta-model to analyze models of already existent organizational information systems, based on information technology big data information flow.
• Adopt those models for monitoring the dynamic execution of existent organizational information technology systems.
• Based on the monitoring results, analyze the corresponding characteristics of the organizational information system architecture.
B. Research Approach
In order to validate this approach, is adopted a positivistic research method trough a quantitative data collection. Later on, an observing interpretation will be needed and a qualitative vision will be adopted, supported in the use of and abductive inference.. All the development phases will be based on action research theory [40] . The use of action research theory comes from its use on information systems research, when there is the need to determine the complex or diverse nature of information systems. The complexity support and diversity is clear in the modeling goals of our research, so the choice for action research is adequate. Traditional approach to the definition of the action research methodology is a spiral of interactions through time. At each cycle a more close set of interaction can be implemented [40] . For the present research proposal a more simplified version of action research will be used: the demonstration cases. This approach adopts a single cycle for data collection in one selected organization.
Information system architecture is a world of big data logs and traceable information flow interdependence in the techno-social organization system. There are many tools for collecting that information. In this research, standard tools will be used and it is expectable that a plethora of models will emerge from big data [41] evaluation using quantitative modeling within complex networks constructs. A qualitative approach will also be present in our efforts for the interpretation of the results obtained from the positivist construction of models using an abductive inference for its predictive fitness. Starting from the presented concepts in this paper, a more profound literature review will be done, exploring fundamental concepts from theoretical physics that will be used and also trough the evaluation of users behavior relating to technology and predictive fitness. This combination of research methods is a great enrichment for our research approach. The global research process will be centered in three main phases, described in Fig. 1 . This research process starts with a broad question: How already existent organizational information systems can be characterized adopting the "complex networks" concepts?
Along our PhD work, three organizations will be involved for performing data collection and analysis supporting the construction of "complex networks" models. Two of these organizations are from two relevant industrial sectors in Portugal: automotive and textile. This phase will present modeling results of the application of complex network concepts to the organizational information systems using demonstration cases.
IV. PAST WORK AND PRELIMINARY RESULTS
This PhD work takes place within the Software Engineering and Management Group (SEMAG) from the ALGORITMI Research Centre at the University of Minho. SEMAG research group is devoted to study the development process of software-based information systems and related methodologies, focusing on both the engineering and management aspects. We will adopt a three-layer technosocial approach to regard into the commoditization process of enterprise information systems architecture in a foundation of service science (see Fig. 2 ): [42] (1) the user level; (2) the SaaS (software as a service) level; (3) the IaaS (infrastructure as a service). We will manage a set of experiences (real big data collection and analysis) in order to produce the complex network models for each of the three levels.
A first data collection experiment was put in place at IBMC addressing the SaaS level-the level were processes are translated into software based packages -using a small link with a volume 40 to 50 connected users and Allot NetEnforcer Series AC-500 equipment (with the cooperation of Palo Alto Networks 1 ); a commodity solution that can collect data flows. The data was collected during a three-week period and then exported to CSV files through the use of Netxplorer, to be processed by external software for complex networks evaluation..This resulted in the construction of the adjacency list of the networks [33] . The software used for complex networks structure discovery and constructs evaluation was Gephi. p architecture. The experienced was conduced with the guarantee of total confidentiality, since the data flow is only related within the IP address and additional information is needed to correlate. The architecture of data-collecting infrastructure is presented at Fig. 3 . It was performed in a five-flours building in a LAN with a clear DMZ and core switching linking all the distributed connections. The data collection allowed us to discover initial structures of the information flow that are the core element of the "complex network" model. Fig. 4 presents the "complex network" model obtained and Table I shows numerical characteristics of the model. Clustering coefficient defines the complex networks structure as having small-world properties. We are now studying these values, its relation to the SaaS for which we have collected data, and what they can mean in that context. Another experience was conducted within the ISOFIN project to assess the characteristics of an information system architecture that is being designed. The ISOFIN project [43] aims to provide a set of functionalities based on the cloud paradigm as defined by NIST [44] and enacting the coordination of independent services relying on private clouds in a coordinating public-cloud application (the ISOFIN Platform). The resulting ISOFIN platform will allow the semantic and application interoperability between enrolled financial institutions (Banks, Insurance Companies and others). In the presented real industrial case, the processlevel 4SRS method [45, 46] is used to create the necessary context to elicit the requirements for designing an architecture capable to be implemented in the three typical cloud-layers: IaaS, PaaS (platform as a service), and SaaS. Table I present the results from the IBMC experience; they allowed discovering the existence of "small-world" network properties in the existing information system. Fig. 5 and Table II present the results from the ISOFIN experience; they allowed discovering the existence of communities that are not equal to the packages defined in the designed architecture for the ISOFIN information system. A study of the construct communities should also be addressed in the future work of this PhD. 
V. FUTURE WORK AND EXPECTED RESULTS
For the next two academic years (2012/13 and 2013/2014), we will address the other two levels (users and IaaS). With the lessons learned from these three kinds of experiments we expect to define the main elements for the complex adaptive information systems architecture.
VI. CONCLUSIONS
Organizational information systems are today faced with a need for management of information flow through space and time in order to support organization information needs. Inspired on the work been done on the definition of WWW and social relations, this PhD proposal is presenting a new approach to the modeling of organizational information systems architectures, by using the "complex networks" concepts. It adopts the physics concepts of complex networks and proposes a research agenda for modeling organizational information systems architectures as a first step to the engineering of information systems. Although those concepts have already been used in modeling the WWW, power grids or air traffic systems, they have never been tested in the information systems domain. The collaboration of an enterprise like Palo Alto Networks, making available the last version of a context firewall in order to be used for data collection, makes a big impact on what can be collected and on what models that can be produced.
A special attention was paid to the choice of the selected organizations for data collection, trying to address relevant domains in order to give the vision for the fitness of the "complex networks" concept in different context and behaviors. This approach addresses the use of physics concepts that once more shows that information systems research benefit from the knowledge any area domain. Its different way of seeing things can be a central research for the leverage of organizational information systems architecture to the center of co-evolution of organization socio-technical systems trough the ability to exploit architecture for agility, flexibility and adaptability
