Abstract-In the recent years, the productivity of software has grown in size, complexity, and also cost. As that software productivity growth , several problems has been appeared in software project management especially that correlated to complexity. One of complexity factors is requirement. A unit of requirement used as an option to the design phase of product development . The requirement is also a main option in verification process. So the the requirement complexity in this research is used as parameter to predict the software complexity. Because of the data pattern to connect between the requirement and the complexity is complex. So that this paper attempt to make a connectivity model between requirement complexity and prediction complexity of software using artificial neural network method with Levenberg Marquadt and Bayesian Regulation algorithm. So it can be seen comparison of experimental results by using the two algorithms.
I. INTRODUCTION
Nowadays, the guarantee of quality, customers satisfaction and the reliable products are the urgent need of software industries [1] . The quality of software depends on several factors such as the accuracy of delivery time, within budget and meeting the users need. [2] in his research showed that the development of software project has high inaccuracy and low success. [3] Stated that there are six of main cause of software project failure such as an incomplete requirement, the low of user involvement, the lack of sources, the high of expectations, the lack of executive support, the changes of requirement and specification.
As the increasing implementation of information technology in various fields, so that the software complexity is also increasing. The increasing of that complexity will be related with several increasing of the requirement. [4] in his research stated that the complexity is the main support of cost, reliability, performance, and one of the most important factors that can affect software quality. In recent decades, software complexity has created a new era in computer science [5] .
The best option for predicting software complexity is before software development reaches the coding phase [6] . This helps developers in managing software projects to assess software early in the process so that it can make changes to reduce complexity and improve the long-term utility of the product [7] .
The development research about software complexity in the early phases of life cycle has been widely practiced. [4] and [6] proposed a software-based complexity measurement requirement. In his research [4] and [6] stated that the measurement of software complexity is done by summing functional requirements, sub-functional, and non-functional requirements.
Because of the data patterns for connecting the requirements and complexity of this software complex. Therefore, this paper attempts to make a model of the relationship between the complexity of requirements and the prediction of software complexity using artificial neural network methods. Thus, it is expected to find out the result of the software complexity prediction based on the complexity of requirements by using artificial neural network method.
II. LITERATURE REVIEW
A. The Software Complexity [8] Proposed that software complexity refers to software characteristics that affect the level of resources used by a person in performing a given task. According to [9] software complexity is the degree of difficulty in analyzing, designing, modifying, maintaining, and testing software.
B. Requirement
Requirement is the needs of physical and functional that is documented which must be designed, either in the form of a particular product or process. In this case it may be an identification of the attributes, abilities, characteristics, or system quality which necessary has any value and benefits for customers, organizations, internal users, or other stakeholders. IEEE defines the requirement as (1) a condition or capability required by a user to solve a problem or achieve a goal. (2) a condition or capability that must be met or owned by the system or component of the system to fulfill any other formally applicable contracts, standards, specifications or documents.
IEEE classifies the requirements into three categories: functional requirements, non-functional requirements, and domain requirements. In the classical approach technique, a set of requirements is used as input to the design stage of product development. Requirement is also an important input in the verification process, because testing should be traced back to a specific requirement. The requirements also indicate which elements and functions are required for a particular project. This is reflected in the waterfall model of the software life cycle. However, when iterative methods, the development of software is used, the system requirements is developed gradually simultaneously with the design and implementation.
The functional requirements can be a calculation, technical details, data manipulation and processing, and other specific functions that determine what the system should achieve (Keshavarz 2011) . Functional requirement states the basic functions that the software system must perform in receiving and processing inputs and processing in generating output. Facilitating the development process usually the system is divided into a number of modules or smaller units called sub-function or sub-process.
Functional requirement states a basic function that must have done by the software system in accepting and processing of input and management for resulting the output. To facilitate the development process the system usually divides into several modul or smaller unit that called sub function or sub process. The equation to calculate the functional requirement according to [6] as follow:
The equation for calculating the functional requirement according to [10] is as follow:
Non functional requirement refers to the qualitative needs of the system. Non functional requirement (also known as quality requirements) is associated with attributes system such as reliability and response time. Non functional requirement arises because of user needs, budget constraints, organizational policies, and so on. These requirements are not directly related to the specific functionality provided by the system. Non functional requirements should be done in software for efficient performance. Various types of non functional requirement as interoperability, implementation, standards, efficiency, reliability, portability, usability, etc.
Non Functional Requirement [11] can be calculated as an equation:
Noi is the number of non functional needs with the importance degree of type i and coefficient i is the importance coefficient of type i
Non Functional Requirement [10] :
NFR according to [6] is calculated as the equation:
C. Artificial Neural Network [12] Artificial neural network is a branch of artificial intelligence (artificial intelligence). The human's brain consists of 10 billion neurons that are interconnected with each other. These relationships are called synapses. Neurons are broadly divided into three namely, cell body, dendrites, and axons. Cell body functions to process the incoming signal, dendrites is the input unit as the entry point of the signal, axon is the output unit of the signal which is resulted from the cell body process. The relationship between neurons and other neurons through a synapse relationship.
The basic element of artificial neural network consists of 3 main parts, they are weight, threshold, and activation function.
III. PREPARE YOUR PAPER BEFORE STYLING 
Threshold: the internal threshold value of the node Ɵ is the magnitude of the offset affecting the activation of the output node y:
Activation function: is a mathematical operation applied to the output signal y. y = f(X1W1 + X2W2 + …+ XnWn ) or y = f(x.w)
Some of the activation functions commonly used in artificial neural networks include:
1) Linier function
Linear function is expressed by the equation:
Where α is the slope of the function. If α = 1 then the activation function is an identity function
2) Threshold (hard-limiter) function
Function of threshold type: binary and bipolar. The binary threshold function has the y output:
The bipolar threshold function has output y:
3) Linear piecewise function
The mathematical equations of this function are:
4) Biner sigmoid function
It is the most common non-linear function used in artificial neural networks. The sigmoid activation function can be written as follows:
ɑ is the shape parameter of the sigmoid function. By changing the value of ɑ then the shape of the sigmoid function will vary.
5) Bipolar sigmoid and tangenhiperbolik (tanh) function
This function is expressed by the following equation:
ɑ is the shape parameter of the tanh function. By changing the price ɑ then the shape of the tanh function will vary.
Bias and threshold
The most basic architecture of artificial neural networks is a single-layer artificial neural network: it consists of several input units and one output unit. Usually in the input unit plus a variable that is bias (b) or threshold (Ɵ). 
D. Basic Principles Of Artificial Neural Network Training
Artificial neural networks have the ability to learn almost the same as the nerves in humans. [13] Classifies artificial neural networks into two, that are, how artificial neural networks store knowledge / encode (learning process) and how artificial neural networks process and respond incoming / decoded data. [12] The encoding process consists of 2, they are (1) supervised (networked, the network is input and the output is determined by the teacher.) During the learning process the network will adjust the synaptic weight. (2) Unsupervised, the network is fed and the output will be regulated independently according to the rules they have. The decode process consists of 2: (1) Feedforward (without feedback) and (2) feedback.
A group of vector pairs and the desire output vector (target) is called training pattern
The pairs of input vector and target embedded together with weight value of connection (synaptic) into network. This process is done in learning/practice process Learning process : (1) the network is given an input and also intended output pairs (target), (2 )the network is made any calculation to input data and resulting a temporarily output, (3) comparing between temporary output and target output and the difference is used for fixing the synaptic weigh value, (4) that process will redo untill the error or the difference of temporary output and the smaller target or convergent.
The learning process will be finished if the matrix value of connection weigh that resulting can make a system which can give the perfect pattern even though the input pattern that is given to the network is not complete or it is affected by noise Kwadran III : unsupervised -feedback In learning process (learning repository) is not guided and in responding input process provide a feedback.
Kwadran IV : supervised -feedback In learning process (learning repository) is guided and in responding input process provide a feedback There are several artificial neuron network models correspond to the neuron configuration and its algorithm, such as : (1) Hebb, (2) Hopfield, (3) Hamming, (4) Kohonen, (5) Levenberg -Marquadt, (6) Bayesian Regulation, etc.
IV. DISCUSSION
In this discussion will be described the experimental research design, data used, experiments, analysis and conclusions.
A. Research Design
Research design in this research is used a, experiment research design. The research steps can be described as follows: (1) Determination of hypothesis that the complexity of the requirement affects the prediction of software complexity, (2) Selecting experimental unit in this data case for training using data set of UCI machine learning repository, (3) Experimental design, (4) Experiments, (5) Analysis, (6) Conclusion then do experiments, and experimental results are analyzed for conclusions. The attributes used in this research is described in fig 5  above where the attribute is used to predict software complexity is a basic factor, functional requirement and non functional requirement.
C. The Experiment Design
The experiment design type is used randomized posttest only comparison group design. In this design, there were randomization procedures of the subjects in the group, then comparing, using two or more variations of the independent variables and dividing in two or more groups, the treatment was performed on all groups.
D. Experiment
The experiment input consists of three atributes, they are basic factor, functional requiremens, and non functional requirements. The software complexity is calculated based on the requirement complexity. Method used artificial neural network with algorithm levenberg Marquadt and Bayesian Regulation. The following mathematical equations were adopted from the study [6] and [14] The data division is that portion of the program set aside to identify explicitly all the format characteristics of data received by the program, created within the program, and produced as output. In this study data division is random. for training in experiment 1 used the classification algorithm Levenberg -Marquadt, and for training in experiment 2 used the classification algorithm Bayesian Regulation. To evaluate performance use mean squared error. Man squared error is a measure of the quality of an estimator, it is always nonnegative, and values closer to zero are better. Epoch is a step done in learning on ANN. If the magnitude of the epoch is greater than that specified, then the learning process will stop. The gradient or slope of a line is the magnitude of the angle formed by the line against the horizontal line. The magnitude of the slope starts from the negativity up to and up to infinity. The hidden layer consists of neurons that receive data from the input layer. From the experiment results that have been done using three attributes, five hidden layer, artificial neural network method with Levenberg -Marquadt and bayesian regulation. Performance is based on Mean Squared Error. It can be concluded that the prediction of software complexity based on complexity requirements using the Levenberg-Marquadt algorithm is better because resulted smaller Mean Square Error. 
