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We prove the following conjecture stated by Harrison and Ibarra in (Inform. and Control 13 
(1968), 462): There are languages accepted by (k + I)-head l-way deterministic pushdown 
automata ((k + I)-DPDA) but not by k-head l-way pushdown automata (k-PDA), for every 
k. On the assumption that their conjecture holds, Harrison and Ibarra also derived some 
other consequences. Now all those consequences become theorems. For example, the class of 
languages accepted by k-PDAs is not closed under intersection and complementation. Several 
other interesting consequences also follow: CFL & lJk DPDA(k) and FA(2) & uk DPDA(k), 
where DPDA(k) = {L 1 L is accepted by a A-DPDA] and FA(2) = {I; 1 L is accepted by a 
2-head FA}. Our proof is constructive (that is, not based on diagonalization). Before, the 
“k + 1 versus k heads” problem was solved by diagonalization and translation methods for 
stronger machines (2-way, etc) and by traditional counting arguments for weaker machines 
(k-FA, k-head counter machines, etc). 0 1988 Academic PWSS, IDC. 
1. INTRODUCTION 
From the 1960s when formal language and automata theory flourished, two open 
questions in automata and formal language theory were raised: 
(1) Rosenberg conjecture (1965): (k + I)-head l-way finite automata are 
better than k-head l-way finite automata [Rl, R2]. 
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(2) Harrison-Ibarra conjecture (1968): (k + l)-head l-way pushdown 
automata are better than k-head l-way pushdown automata. Or, there are 
languages accepted by k + l-DPDA but no k-PDA [HI]. 
One of the major problems in the theory of automata and complexity is to deter- 
mine whether additional computational resources (heads, stacks, tapes, etc.) 
increase the computational power of the investigated machine. In the case of mul- 
tihead machines it is natural to ask whether k + 1 heads are better than k. In 1965, 
Rosenberg [R2] claimed a solution to problem (1 ), but Floyd [F] pointed out 
that Rosenberg’s informal proof was incomplete. In FOCS ‘71 Sudborough 
[Sl, S2], and later Ibarra and Kim [IK], obtained a partial solution to problem 
(1) for the case of 2 heads versus 3 heads. (Sudborough’s result was also for writing 
automata.) In the 1976 FOCS meeting, Yao and Rivest [YR] finally presented a 
full solution to problem (1). A different proof was also obtained by Nelson [N]. 
Problem (2), however, is still open. Several authors tried to generalize the 
Yao-Rivest method [Ml, M2] or the Ibarra-Kim method [C] to the k-PDA case, 
but only partial results were obtained. We list some related results and partial 
solutions regarding question (2): 
(a) In 1968, Harrison and Ibarra [HI, 111 presented a class of languages and 
suggested that these languages can separate the k-PDA hierarchy which would 
answer their conjecture in (2). (Their languages need a simple extension as we shall 
see.) They also proved many important consequences provided their conjecture 
holds. 
(b) In 1973, Ibarra [12] showed that (2) is true for 2-way DPDAs and PDAs 
and k + 2 heads are better than k for DFAs by diagonalization and translational 
methods, using the simulation results in [AHU, Cl]. For 2-way finite automata the 
problem was solved by Seiferas [S, SO] and Monien [M3, M43. 
(c) In 1982, Miyano [Ml] showed that question (2) is true if the pushdown 
store is replaced by a counter. He generalized the argument of [YR]. 
(d) In 1983, Miyano [M2] showed that if the input is not bounded by end 
markers then question (2) is true. Again, he relaxed the condition so that the 
diagonalization is possible. Combining results in (c) and (d), Miyano observed in 
[M2] that question (2) is hard because “the l-way k-head PDA’s are too complex 
to be analyzed by the counting arguments (as used in [YR]) and, on the other 
hand, they are not so powerful to allow the diagonalization” (as used in [12]). 
(e) A major progress was made by Chrobak [C] in 1985 who showed that 
question (2) is true for the deterministic case. However, it was observed in [C] that 
the method used there does not work for the general (nondeterministic) case. 
Further, the method in [C] was not constructive. That is, no specific separation 
language could be constructed (only the existence is proved). The last drawback of 
the method in [C] is that the proof is terribly long and complicated. 
In this paper we will give a complete and transparent solution to the 
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Harrison-Ibarra conjecture for the general case. The proof is completely different 
from [Ml, M2, C]. It not only settles the conjecture, it is also constructive and 
much simpler than the partial solution in [Cl. Several consequences derived in 
[HI] based on the conjecture now become true. We also show that there is a 
language which is accepted by a 2-FA but not k-DPDA for any k. Further, there is 
a context-free language that is not acceptable by k-DPDA for any k. 
One of the major concerns in computational complexity theory is to develop 
lower bound techniques without using diagonalization (because of the oracle results 
[HU]). In this paper we attack such a problem, as mentioned in (d) above, which 
sits in between the conventional counting arguments and the diagonalization 
proofs. 
Informally, a k-head l-way pushdown automaton, denoted as k-PDA, is a PDA 
(pushdown automaton [HU]) with k l-way read heads on the input tape and a 
pushdown store (stack for short). We write k-DPDA to denote the deterministic 
version of k-PDA. We also write k-FA (k-DFA) to denote k-head l-way (deter- 
ministic) finite automata. We simply assume that the heads can “see” each other 
(the theorems still hold if they do not). Each step, some heads may move to the 
right and the machine may change its state, depending on the k symbols read by 
the k heads, the current state, and the top stack symbol. The machine accepts (and 
halts) by emptying the stack and entering a final state (see [HI]). The input is 
enclosed by two end markers. When all heads reach the second end marker the 
machine halts. By a configuration of a k-PDA at time t, denoted shortly by ID,, we 
mean a tuple: (positions of input heads, state of the machine, top stack symbol, 
height of stack). 
We refer the readers to [HI] for formal definitions and the significance of 
k-PDAs. We will use PDA(k) (DPDA(k), FA(k), DFA(k)) to represent the class of 
languages accepted by k-PDA (k-DPDA, k-FA, k-DFA). 
2. MAIN RESULT: THE HIERARCHY THEOREM 
We prove our major theorem in this section. The following language was 
basically defined by Rosenberg [R] in order to show that k + 1 heads are better 
than k heads for finite automata: 
Although Rosenberg’s proof was incomplete, the proof by Yao and Rivest depended 
on this language [YR]. Amazingly, this language can also be used to serve our 
purpose although the proof technique is new. Actually the language proposed by 
[HI] is the same except that [HI] required b = k, whereas [RI, R2, YR] required 
b= (5). 
Our proof also used Kolmogorov-complexity (K-complexity) which is defined as 
below. Fix some standard enumeration of Turing machines. The K-complexity of a 
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string x, denoted K(x), is the length of the shortest program that prints x. A string 
x is random if K(x) > 1x1. The conditional K-complexity of x with respect to y, 
denoted by K(xl y), is the length of the shortest program which, with input y, prints 
x. We state two simple well-known facts without proof (see [PSS]). 
FACT 1. There exist random strings of every length. 
FACT 2. Zf a string uvw is random, then K(v 1 uw) >, 1vJ - O(log luvwl). 
The use of K-complexity for the lower bound proofs was first introduced in [P] 
and then in [PSS] and later by many other authors [Pl, RS, PS, M5, MS, LV, 
GKS, LLV]. Our proof presents another novel application of K-complexity. 
MAIN THEOREM. L, can be accepted by a k-PDA if and only if b < ($). 
Proof: Since, by [R2] and [YR], Lb can be accepted by even a k-DFA when 
b < (i), we need only to prove that if b > (k) then Lb cannot be accepted by a 
k-PDA. 
Assume b > (5). First we need the following technical fact. 
FACT 3. ZfM is a k-PDA then there is an equivalent k-PDA M’ such that each 
computation of M’ has the following property: whenever M’ increases the stack, then 
it does not decrease it until one of the heads moves forward. In other words, M’ does 
not make up-down reversals on the stack in time intervals when its heads are 
stationary. 
Proof An elementary exercise in automata theory. 1 
From now on we simply assume that M satisfies the condition of the above fact. 
Now suppose that a k-PDA M accepts L,. Choose a very long random string 
WE (0, l}“, where n = ba(k2 + 1) and 
for a large enough, so that all the subsequent formulas make sense. Equally divide 
W into b blocks W=w,w, . ..w.,. Further equally divide each wi into m = k2 + 1 
sub-blocks wi = wil wi2 ... wjm. All w;s have length a. Construct input 
Z=$w, # ..* #w,$w,# -.. #w,$, 
where e’s are end markers. M should accept I. Fix a shortest accepting computation 
COMP of M on I. Let us use Stack COMP(t) to denote the contents of M’s 
pushdown store at time t in COMP and use IStack,o,,(t)l for its size. In the 
following proof it is vital that the size of the pushdown store does not grow 
exponentially large. 
57113712-3 
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LEMMA 1. (a) For all t, (Stack,,,,(t)/ 6 O(n’); 
(b) (COMP( d 0(n3). 
Proof: (a) let qt be the state, H, be the vector of the head positions, and a, the 
top stack symbol at ID,. Let also N= IQ/’ Irl k2(n + 1)‘. Suppose that N’ = 
JStack,o,,(t,)l > N, for some t,. For each s=O, 1, . . . . N’ we define 
F(s) = (qr,, H,,, a,,, qrz> H,,), 
where t, = t,(s) is the last time before t,, and t2 = t*(s) is the first time after t, such 
that IStack,,,,(t,)l = IStack ,-OMP(t2)l = s. (We can assume that A4 pushes and 
erases at most one symbol a time, and such t,, t, must exist.) Then F(s) takes on at 
most N values, because H, can have no more than k(n + 1) values in COMP. 
Therefore F(r) = F(s) for some r < s. But then we can cut out the sub-computation 
from tl(r) to t,(s) and from t,(s) to t2(r), obtaining a computation shorter than 
COMP. 
(b) Immediate from Fact 3 and (a). l 
We now adopt some ideas and definitions developed to prove lower bounds 
on string-matching [Ll ] and on Turing machines [L2, LV]. Consider the 
computation COMP of M on I. 
We say a block wi (or a sub-block wii) is directly matched if there is a time when 
one head of A4 stays in wi (resp. wij) and another head of A4 simultaneously stays in 
the other wi (resp. wii). 
LEMMA 2. There exists an i, 1 Q id 6, such that wi is not directly matched. 
Proof: One pair of distinct heads obviously can directly match only one wi. 
Since there are (5) ( <b) pairs of heads, some wi cannot be directly matched. m 
Now fix the i in Lemma 2 such that wi is not directly matched, where wi = 
wi, ... wim. 
Let u, v be the two occurrences of wii. We say that wii is indirectly matched if 
there are times t, < t, such that: 
iml. Some head h, is in u (resp. u) and M makes a “push” at time tl . 
im2. Some head h, is in u (resp. U) at time t, and (StackCOMP(t2)l = 
[Stack COMP(tI)l + 1. 
im3. For each t, t, < t < t2, IStack,,,,( > (StackCoMP(t,)l. 
Conditions (im2) and (im3) ensure that at t, A4 sees exactly the symbol pushed 
at t,. Without loss of generality, we assume that changing a top stack symbol is 
possible only by popping it and then pushing another. 
LEMMA 3. There exists a j, 1 d j < m, such that wii is not indirectly matched. 
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Proof: Consider any pair of heads (A,, A,), p, q E ( 1,2, . . . . k}. We claim that h, 
and h, can cooperate to indiretly match only one sub-block. Without loss of 
generality, assume that h, enters a wi (it does not matter which one) first. Note that 
before h, leaves wi h, cannot enter the other occurrence of wi, since wi is not 
directly matched. 
Suppose two sub-blocks wii and wii’ were indirectly matched using h, and h, for 
j < j’. Let t, and t2 be the times from the definition of indirect matching for wii and 
t;, t; for wii’. 
By the previous paragraph we have t, < t’, <t, < t;. By (im3) for wii, we have 
) Stack COMP(t2)l > IStackcoMpVdl. 
By (im3) for wii we have 
lStackcoMp(t~ )I > lStackcoMdt, )I. 
The two inequalities above together imply that 
lSta&oMp(t2)l > lStackcoMp(t~)l + 1, 
a contradiction with (im2) for wii. 1 
LEMMA 4. In computation COMP, each sub-block wii of the input must be either 
directly matched or indirectly matched. 
Proof. Suppose a sub-block wij is neither directly matched nor indirectly 
matched in the computation COMP. We shall show that W is not random by 
reconstructing wij with a small amount of information. Recall that a ID, of COMP 
is a tuple (positions of input heads, state of the machine, top stack symbol, height 
of stack) which describes the status of M at time t. 
Let u be the first occurrence and u the second occurrence of wii. The general idea 
of the proof is to record some information about the behavior of M on Z, and then 
use this information to construct wii. Intuitively, COMP contains some time inter- 
vals when A4 may collect or use information about u, by either having a head in u 
or reading a part of the stack which was pushed while some head was in u. For 
each such interval we store only the first and last configurations. Having all this 
information we reconstruct wii as follows. For each word y of length Iv( we create 
an input Z, in which u is replaced by a sequence of O’s and u by y. For each such Zp 
we simulate M on Zp, skipping these parts of the computation which correspond to 
the information recorded before. If, during the simulation, all the transitions were 
consistent with the recorded information, and we reach an accepting configuration, 
then using the assumption that wii was not matched in COMP we can deduce that 
we have discovered an accepting computation of M on Zp, which implies that 
y=wii. 
Consider COMP. We divide now all times in COMP into several subsets: 
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(1) u - intervals. These are the time intervals when some heads scan U. Let us 
denote them by U,, U,, . . . . U,, a < k. 
(2) v-intervals. These are the time intervals when some head scans v. 
(3) All remaining time intervals. 
In (1) and (2) the intervals are chosen to be maximal. We have that all u-inter- 
vals and u-intervals are pairwise disjoint (because wij is not directly matched). Now 
by R,(U,) we will denote the region of the stack containing the symbols pushed 
onto the stack at times in U,, which are still on the stack at time t. For each t, 
R,(U,), R,(U,), . . . are disjoint and continuous segments of the stack. Furthermore, 
R,( Us+ i) is always above R,( Us), if both are nonempty. 
For each s = 1, . . . . a we store the following information about COMP: 
(a) Let t, be the first time step in U,Y. Record t, and ID,,. This needs 
O(k log n) bits, by Lemma 1. 
(b) Let t2 be the first time step after U,, and c, the size of R,,(U,). Record t2, 
ID,,, and c,. This needs O(k log n) bits. 
(c) Let to, to < t,, be the time step when the symbol right below R,,(U,) was 
pushed onto the stack. Record t, and ID,,. 
(d) Now we will define a sequence of times r,, r;, r2, T;, . . . . r,, rb. We take 
TI = t,. Suppose that ri, s’, , . . . . r;- i, ~~ are already defined for some da 1. If 
R,( U,) disappears before the next v-interval after rd (or if there are no more v-inter- 
vals) then 7; is the first t such that R,(U,) is already empty. Otherwise r& is such t 
before the next u-interval that IStack,,,,(t)( is minimized (in case of a tie take the 
last such t). And rd+i is the first time step after r& such that 
I StackoMp(rd+ 1 )I = IStack~odCJl - 1. 
We store each rd, z&, and IDTJ, ID,,. This needs O(k2 log n) bits. 
Further we will write tr(s), r[(s), and z;(s) to indicate that they are the times 
stored for s. The time intervals [rd(s), t;(s)] will be called z-intervals. By the 
definition and by the assumption that ~1~ is not indirectly matched, z-intervals and 
v-intervals are disjoint. However, r-intervals can overlap with u-intervals. 
After recording all above information we are ready to construct our short 
program to generate wii. Notice that when we construct the information in (a)-(d), 
we use whole IV; however, once we record down (a)-(d) we use only W- wii plus 
information recorded in (a)-(d) in the program described below. 
For every y such that lyl= 1~~1, construct the following input using W- wV: 
z, = $w, # . . . # wi- 1 # Wil . . . wij- 1 olwg’ wij+ 1 . . . wim 
#wi+*#“.#wb$W*#“‘#wi+] 
if Wil “‘wii-,ywi;+, “‘W,, #W&, # -..#w,$. 
Simulate M on Z,, in a dovetailing style (for all y’s), as follows. If any inconsistency 
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occurs in the following simulation, try other nondeterministic choices. During the 
simulation we will skip over U- and z-intervals using the information recorded 
above. It may happen that after skipping such an interval we are inside another 
u- or r-interval T. In this case the computation should skip to the end of T. We 
repeat above until we are out of U- and r-intervals. Then adjust the configuration 
appropriately. 
Suppose that M is at time t. If t is not equal to tl(s) or rd(s), then honestly use 
the transition function of M. In addition, if t = t,,(s), check the consistency of the 
status of it4 with ZDmrs,. If to(S) < t < t,(s), check whether the height of the stack 
“ \ .  ,  
does not decrease below the stack height at to (s ) .  Otherwise: - 
(i) if t  = tl(s) then do the following: 
- check the consistency of the status of A4 with ZDtlCsJ, 
- erase anything above IStack,oMp(t,,(s))l from the stack, 
- push 0” onto the stack, 
- go to ZD,,,,,; 
(ii) if t  = t&) then do the following: 
- check the consistency of the status of A4 with ID,,,,, 
I  /  8 9 6 0 ,  I  ,  !  I  
I  
I 
’ skip and ’ skip andi simulak : simulak : skip and : skip and : simulate : skip and : simulate 
pop O’S 
: skip and : 
pop O’s 
I 
1 push O’s : pop O’s 
I I 
push O’s ( pop o’s 
I I I 
FIG. 1. An example of a simulation. 
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The instruction “goto ID,” consists of appropriately adjusting the input head 
positions, the state, the stack height (this amounts only to pushing or popping a 
number of O’s) and resetting r to t. An example of a simulation is shown in Fig. 1. 
The vertical axis corresponds to the stack height, the horizontal axis to time. The 
darkened horizontal intervals denote U- and u-intervals. The darkened vertical inter- 
vals denote the segments R,(U,). Now we will prove the following claim: 
(*) M accepts Z? during the above simulation iffy = wil. 
If y= wV then COMP or some other accepting computation consistent with 
COMP will be found during the simulation. To prove the “only if’ part, suppose 
that M accepts IV and let C be an accepting computation for Z,, found during the 
simulation. Actually, from the formal point of view, C is not a computation at all 
because it contains “gaps”: from ZDrlCsJ to ID,,,,, and from ID,,,, to ZD,,(,,, for each 
d and s. Let ZJ. be the input obtained from Z by substituting the second wri by y. Fill 
each gap in C by a corresponding part of COMP and let it be C’. Each such gap 
corresponds to an U- or r-interval. Since these intervals are disjoint with the v-inter- 
vals, none of the heads will enter .r in C’ at these time intervals. This implies that C’ 
is a legal computation on Z-L. But C’ is accepting. Therefore y = wii. 
The amount of information (other than W- wV) used in above program is only 
O(k3 log n) according to (a)-(d) above. So, by choosing large enough 1 WI, we have 
K(++J;,I W--WV) < IWIP, 
a contradiction. 1 (Lemma 4) 
Now by Lemmas 2 and 3, there is a wti which is neither directly matched nor 
indirectly matched. This contradicts Lemma 4. The proof of the main theorem is 
now complete. 1 (Main Theorem) 
Remark. A k-DPDA version of the above theorem would be much simpler since 
Lemma 1 and many other considerations are not needed. 
3. CONSEQUENCES 
THEOREM 2. There is a language which is acceptable by a 3-FA but not k-DPDA 
for any k. 
ProoJ As in [YR], consider language, 
A 3-FA accepts L.’ easily. However no k-DPDA can accept L’, since otherwise 
L”=L’n {wr # ... #wb$wb# ... #w;} would be acceptable by a k-DPDA 
because the second component is regular for fixed b. However, by Theorem 1, L” 
cannot be accepted by a k-DPDA for b > ($). m 
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We can strengthen Theorem 2. 
THEOREM 2’. There is a language which is acceptable by a 2-FA but not k-DPDA 
for any k. 
Proof: As in [YR], consider language, 
L* = (x,~Y:x,QY: *.. *x&y” # 
x~ey~*x~-,ty~-,*...*x;ty;l 
there exist i and j such that xi = xj and yi # y,l}. 
Obviously, L* can be accepted by a 2-FA which simply guesses i andj and does the 
matching. Now define 
Rb = { l$w:2$w,* . . . *b@w, # b$w;* . . . *2$w;*lew; >, 
where 1, 2, . . . are represented in binary. Clearly, Rb is regular for any fixed b. Now if 
L* can be accepted by a k-DPDA, then L* can also be accepted by a k-DPDA, 
and so can L”’ =-* L n R,. However, by the same proof of Theorem 1, L”’ cannot be 
accepted by a k-DPDA for b > (t). 1 
This improves some results in [YR] and [Cl. We now prove another result 
which says that more heads cannot replace nondeterminism. 
THEOREM 3. CFL & UkDPDA(k). 
Proof. In L* defined above change x#y: to (xj~$yj)~ for every i. The resulting 
language is context-free. Also by the similar proof as in Theorem 2’ (except for 
requiring b > (‘;) + k’), we can show that L* after the above change cannot be 
accepted by a k-DPDA. 1 
COROLLARY 1. We have the following hierarchies: 
(1) PDA(~)=CFLSPDA(~)SPDA(~)$... 
(2) DPDA(L)=DCFLSDPDA(~)SDPDA(~)$... 
(3) [YR] FA(l)=Regular setsSFA(2)sFA(3)S... 
(4) [YR] DFA( 1) = Regular sets 5 DFA(2) s DFA( 3) 5. . . . 
The last two consequences are the results of [YR]. (2) was proved by [C]. 
Remark. To summarize, the above theorems tell us the following: (a) non- 
determinism and a pushdown store cannot substitute for a head: DFA(k) S 
PDA(k - 1); (b) heads and a pushdown store cannot simulate nondeterminism: 
CFL or FA(2) S Uk DPDA(k). 
In [HI, p. 4621, Harrison and Ibarra proved several important consequences 
about closure properties of the languages accepted by k-PDAs. Now all those con- 
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sequences are true. We list them in the next corollary. The proofs, on the 
assumption that Theorem 1 is true, can be found in [HI]. (Some of the following 
were proved by [Cl.) 
COROLLARY 2. (a) For each k32, PDA(k) (DPDA(k)) is nor closed under 
intersection and complementation (intersection and union). 
(b) For each k> 2, DPDA(k) is not closed under the operations of 
concatenation, closure, and transposition. 
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