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1．まえがき
現在，バイナリー二次計画問題（unconstrainedbinaryquadraticprogrammingproblem,ＢＱＰ）に対す
るメタ解法の多くは，１－opt近傍操作による探索をベースにして実現されている．一般に，このメタ解法の
性能は，ベースにする局所探索法により決まるということが言える．その典型的な例として巡回セールス
マン問題（TSP）に対するメタ解法があげられる．ＴＳＰには従来からよく知られている局所探索法に２－opt法，３－opt法，ＬｉｎとKernighanによるＬＫ法')がある．これらの探索性能を比較すると，ＬＫ法が最も優
れており，次いで3-opt法，２－opt法の順に性能が低下することが良く知られている．これらの局所探索法
をメタ解法に導入した場合，その性能は局所探索法の探索性能の順と同様に，ＬＫ法をベースにしたメタ解
法が最も優れた性能を有することが報告されている2,3)．
ＢＱＰでは，ＴＳＰにおける２－opt法，ＬＫ法に相応する局所探索法として，それぞれ1-opt法，k-opt法が，Ｍｅｒｚら4)や片山ら5,8)により既に提案されている．本論文では，ＢＱＰに対するメタ解法のベースとな
る局所探索法のさらなる性能向上の可能性を考えＴＳＰにおける３－opt法に相応する２－opt局所探索法を提案し，変数が500から２５００までのＢＱＰのベンチマーク問題に対して，その性能を示す．
2．バイナリー二次計画問題
バイナリー二次計画問題（unconstrainedbinaryquadraticprogrammingproblem,ＢＱＰ）は，、×、の
対象行列Ｑ＝(9が)が与えられたとき，次の目的関数
７，７，
ノ(錘)＝麺`Q囮＝ＺＥｑ脚，,鰯`Ｅ(0,1)v`＝1,…,凪 （１）
ｉ＝１ｊ＝１
を最大化する解勿を求める問題である．
この問題は，NP-困難な問題として知られている．また，ＢＱＰともよばれる他にも，unconstrained
quadraticbivalentprogrammingproblem,unconstrajnedquadraticO-1programmingproblem,quadratic
O-1programmingproblem，unconstrainedpseudo-Booleanquadraticproblem，unconstrainedpseudo-
BooleanquadraticO-1programming,Booleanquadraticprogrammingproblem,binaryquadraticproblemのような多くの別名が知られている．
ＢＱＰは，ＣＡＤ問題，マシンスケジューリング問題,capitalbudgetingandfinancialanalysis問題,traHic
messagemanagement問題，分子構造問題などの多くの応用例を有し，更にさまざまな組合せ最適化問題
と同等であることが知られている．そのような組合せ最適化問題として，最大カット問題(maximumcutprOblem)，最大クリーク問題(maximumcliqueproblem)，maximumvertexpackingproblem，minimum
vertexcoverproblem，maximumindependentsetproblem，maximumweightindependentsetproblemなどがある．
ａＢＱＰに対する２－opt局所探索法
3.1局所探索法と基本戦略
一般に局所探索法は，ある近傍構造を利用して現時点での解勿の近傍Ⅳ(⑰)から選ばれる近傍解z'ＥⅣ(⑳）を評価し，ｚの評価値より⑩'の評価値が良ければ，⑳'に現在の解を移動させる操作を繰り返す．
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ＢＱＰにおいて最も簡単な近傍は，Ｏと１で構成される長さ、の解勿に対して，ｊ番目のビット(ｚｊＥＯ,1）
をフリップ(巧＝１ならば⑰ゴー０，ｚｊ＝Ｏならばｚｊ＝１にする操作のこと)するl-opt近傍である．よっ
て現在解から生成可能な近傍解の候補数は、に等しい．以下に１－opt近傍について記述する．
3.2ＢＱＰに対する１－opt局所探索法
解勿が与えられたときl-opt法は，まず⑳のそれぞれのピットに対する近傍解のゲインを求める必要が
ある．現在解ｚにおけるｊ番目のビットをフリップすることにより得られるゲイン的は次式で求められる．
ＴＬ
ｑｊ＝q`，＋２Ｚ帆(透,－麺，）（２）
ｉ＝1,.打
なお，Zjはｌ－ｚｊである．
記述する１－opt局所探索法では，近傍解が現在解に更新されるたびに，新たな近傍解に対する全ゲイン９０
を再計算をする必要があり，それに基づいてl-opt近傍の探索が行われる．このゲインの再計算は，式(2)
によっても可能であるが，更に効率的に計算可能である4)．
3.3ＢＱＰに対する２－opt局所探索法
記述する２－opt近傍は，１－opt近傍と同様にＯと１で構成される長さ、の解勿に対して，ｊ番目のビット
とA8番目のピットをフリップするものである．よって，現在解から生成可能な近傍解の候補数は"ｑとなる．
上式(2)を拡張し，現在解ｚにおける'番目のピット，k番目のビットをフリップすることにより得られる
ゲイン９(j,胸)は次式で求められる（ただし』≠k)．
９(j’ん)＝功十9k＋29(ﾌﾞﾙ(l-2zj)(1-2慾ｈ）（３）
本論文で提案する２－opt局所探索法は，１－opt局所探索法と同様に，近傍解が現在解に更新されるたびに，
新たな現在解におけるl-opt近傍解に対する全ゲイン９の再計算を行う．それに基づいて２－opt近傍の全ゲ
インｇ(j’ん)を算出することができ，探索が行われる．なお，式(3)は現在解の1-opt近傍解の全ゲイン９が
与えられた場合を前提としている．
ここで，１－opt法における現在解ｚから，現在解よりも良好な近傍解勿'への移動に関する方法は，最良移
動戦略，即時移動戦略に基づく二つのタイプが良く知られている4'5)．最良移動戦略は，Ｍ⑳)で生成され
る全ての近傍解を評価し，その中で最も評価値のよい近傍解へ移動する．即時移動戦略はⅣ(⑰)においてラ
ンダムな順に評価される近傍解が，現在までに得られた最良解よりも良い解であれば，その時点でその良
好な解へ移動するものである．
本論文では，ランダム２－opt局所探索法と，最良移動戦略を用いた２－opt局所探索法，即時移動戦略を用
いた２－opt局所探索法の三つのタイプの２－opt局所探索法について検討する．ここで，１－opt近傍と２－opt
近傍を区別するために，以下，１－opt近傍を⑳'’２－opt近傍を⑰"と表す．
3.3.1ランダム２－opt局所探索法
procedureRandom-2-Opt-Local-Search(､’9）
１Dothefbllowinguntil9(j,い≦０．
１．１ChooseAandjfrom{1,…,､}randomly(』≠A)．
１．２１ｆｇ(j,k）＞0,ｔｈｅｎｓｅｔｚｊ＝ｌ－ｚｊ，ｚｋ＝１－zA8andupdateallgains9i．
２Returnz．
図１ランダム２－opt局所探索法．
図１に我々のランダム２－opt法を示す.なお，図１は初期解⑪（e,9．ランダム解）および対応する１－opt
近傍の全ゲイン９が与えられた場合を前提として記述している．
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まず初期解を現在解とし，異なる二つのビットをランダムに選び，ゲインｇ(j,脆)が正であるｊ，虎をそれ
ぞれ見つける．それらが見つかりしだい現在解Ｚを見つかった２－opt近傍解へ更新し，各ビットに対する
l-opt近傍の全ゲイン９を更新する．この操作を繰り返し，”の回の探索を実行しても解が更新されなけれ
ば，局所探索法の処理を停止する．
上記の２－opt局所探索法では､ｑ個の２－opt近傍の中から，現在解よりも評価値の高い近傍解⑰"を探索
するため，、が大きくなるにつれ探索範囲が広くなり探索時間が多くなる．この探索時間を短縮するには，
効率的に現在解より評価値の高い近傍を探す必要がある．２－opt近傍は，現在解の各1-opt近傍解における
1-opt近傍解群とみなせる．よって，現在解より評価値の高い２－opt近傍を探索する際に，先に現在解より
評価値の高い１－opt近傍を探し，そのl-opt近傍のさらにl-opt近傍解群，つまり現在解の部分2-opt近傍
解群から現在解より評価値の高い２－opt近傍を探すことにより，効率的に現在解よりも評価値の高い２－opt
近傍を見つけることができる．以下に，現在解より評価値の高い１－opt近傍を探す方法に最良移動戦略，即
時移動戦略をそれぞれ用いた二つの２－opt局所探索法を記す．
3.3.2最良移動戦略を用いた２－opt局所探索法
procedurebest-2-Opt-Local-Search(２Ｗ）
１Dothefbllowinguntilg(j’ん）≦０．
１．１Dothefbllowinguntilgj≦0.
1.1.1Ｆｉｎｄｊｗｉｔｈｇｊ＝ｍａｘｊｇｉ
ｌ･Ｌ２１ｆｇｊ＞0,thendothefbllowinguntil9(j,脂）＞Ｏｆｂｒｎ－１ｔｉｍｅｓ、
1.1.2.1Choosehfrom{1,…,､}randomly(j≠片)．
１．１．２．２１ｆｇ(j’ん）＞０，ｔｈｅｎｓｅｔｍｊ＝１－ｚｊ，ｚルー１－⑳虎andupdateallgainsgi，
１．２ChooseAandjfrom｛1,…,"}systematically('≠k)．
１．３１ｆ９(j’ん）＞0,ｔｈｅｎｓｅｔｚｊ＝ｌ－ｚｊ，〃ん＝１－ｚ虎andupdateallgains9j、
２Return⑪．
図２最良移動戦略を用いた２－opt局所探索法．
図２に最良移動戦略を用いた２－opt局所探索法を示す.図２は図１と同様に，初期解⑳（e､ｇランダム解）
および対応する１－opt近傍の全ゲイン９が与えられた場合を前提として記述している．
まず初期解を現在解とし，ＳｔｅｐＬＬ１において１－opt近傍の中でゲインが最大となる近傍解を－つ選ぶ．そ
してそのゲインが正ならば，Step1.1.2.1及びStep1.1.22において，先ほど選んだ近傍解のさらに１－opt近傍の解群，つまり２－opt近傍の解群からランダムに順次探索する．そして現在解よりも評価値の高い2-opt近傍解ｚ"が見つかると同時に現在解勿をその2-opt近傍の解⑳"へ更新し，更に各ビットに対する１－opt近傍の全ゲインｇも更新する．この操作をl-opt近傍の中で最大のゲイン功が0以下になるまで繰り返す．
1-opt近傍の最大のゲインｇｊが0以下になった場合，Step1.2及びStep1.3において，解が2-opt局所解であ
ることを保証するために，全2-opt近傍に現在解よりも評価値の高い近傍解が無いことを確認する．もし，
現在解よりも評価値の高い近傍解があれば，見つかりしだいその近傍解へ現在解を更新し，Step1.1の処理から繰り返す．上記の操作を全2-opt近傍に現在解よりも評価値の高い近傍解が無くなるまで繰り返し，局
所探索法の処理を停止する．
3.3.3即時移動戦略を用いた２－opt局所探索法
図３に即時移動戦略を用いた２－opt局所探索法を示す.図３は図１，図２と同様に初期解⑳（e,9．ランダム解）および対応するl-opt近傍の全ゲインｇが与えられた場合を前提として記述している．
まず初期解を現在解とし，Step1.1.1及びStep1.1.2においてl-opt近傍の中から近傍解をランダムに一
つ選び，ゲインが正となる１－opt近傍を見つける．それが見つかった場合，Step１．１２．１及びStep1.1.2.2に
おいて，先ほど選んだ近傍解の更にl-opt近傍の解群，つまり２－opt近傍の部分解群からランダムに順次探
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procedurebest-2-Opt-Local-Search(z,g）
lDothefbllowinguntilg(j’ん）≦０．
１．１Dothefbllowinguntilgj≦Ofbrntimes、
1.1.1Choosejfrom{1,…,"}randomly、
１．１．２１ｆｇｊ＞０，thendothefbllowinguntil9(j’ん）＞Ｏｆｂｒｎ－１ｔｉｍｅｓ、
1.1.2.1ChooseAfrom{1,…,､}randomly(』≠ん)．
１．１．２．２１ｆ９(j’ん）＞0,ｔｈｅｎｓｅｔ⑳ｊ＝１－ｍj，ｚルー１－〃んandupdateallgains9j、
L2Choosekandjfrom{1,…,､}systematically(』≠k)．
１．３１ｆ９(j,k）＞0,ｔｈｅｎｓｅｔｚｊ＝１－ｚｊ，⑳ルー１－鋤andupdateallgains9i．
２Return〃．
図３即時移動戦略を用いた２－opt局所探索法．
索する．そして現在解よりも評価値の高い２－opt近傍解⑰"が見つかると同時に現在解勿をその２－opt近傍
の解ｚ"へ更新し，更に各ビットに対する１－opt近傍のゲイン仇も更新する．この操作を１－opt近傍の全ゲ
インｇが全て０以下になるまで繰り返す．１－opt近傍の全ゲインｇが全て0以下になった場合，最良移動戦
略を用いた２－opt局所探索法と同様に，Step1.2及びStep1.3において，解が２－opt局所解であることを保
証するために，全2-opt近傍に現在解よりも評価値の高い近傍解が無いことを確認する．もし，現在解より
も評価値の高い近傍解があれば，見つかりしだいその近傍解へ現在解を更新し，Step1.1の処理から繰り返
す．上記の操作を全2-opt近傍に現在解よりも評価値の高い近傍解が無くなるまで繰り返し，局所探索法の
処理を停止する．
4．数値実験
本論文で記述したＢＱＰに対する三つの2-opt局所探索法の探索性能を確かめるために，ORLIB7)にある
BQPのベンチマーク問題から，Ｇ１overら9)による500変数の五つの問題例（glov500）とBeasley6)による
1000変数の十個の問題例（beaslOOO），及び２５００変数の十個の問題例（beas2500）を選び，数値実験を
行う．
各問題に対し，ランダム解を生成し各2-opt局所探索法を１０００回試行した場合の結果をそれぞれ表１に
ランダム２－opt局所探索法の実験結果，表２に最良移動戦略を用いた２－opt局所探索法の実験結果，表３
に即時移動戦略を用いた２－opt局所探索法の実験結果を示す．各表において，適用した問題例をinstance，
1000回の実行で得られた解の最良値をbest，1000個の2-opt局所解の平均値をavg.，１回の局所探索法にお
ける平均繰り返し回数をnum，1000回の局所探索法の試行から算出された異なる局所解の個数をＮ/1000,
1000回の局所探索法の試行で費やされた全計算時間をtime(s)で示す．従って，１回の局所探索法の試行
による平均計算時間は１０００で除算することにより得ることができる．全ての数値実験は，富士通ＧＰ４００
ＭＯＤＥＬ１０（ＯＳはsolaris7）上で実行され，プログラムはＣ言語でコード化されている．ランダム２－opt
局所探索法をR2-opt，最良移動法を用いた２－opt局所探索法をB2-opt，即時移動戦略を用いた２－opt局所
探索法をF2-optと記す．
表１，表２，表３の三つの2-opt局所探索法の実験結果を比較する．各数値実験で得られた最良値の比較
において，どの２－opt局所探索法が良好な結果を納めているとは言い切れない平均値の比較においては，
R2-optが全ての問題例においてB2-opt及びF2-optよりも優れた結果が得られ，次に即時移動戦略を用い
たF2-opt，最良移動戦略を用いたB2-optの順になることがわかる．三つの２－opt局所探索法でのフリップ
する二つのビットの選ばれ方は，R2-optでは二つともランダムに選ばれる．F2-optでは，二つのビットの
うち片方のビットはランダムに選ばれるが，もう片方は全l-opt近傍のうちゲインが最大となるビットが選
ばれる．B2-optでは，B2-optと同様に片方のピットはランダムに選ばれるが，もう片方は全1-opt近傍のう
ちゲインが正となるビットの中からランダムに選ばれるため，B2-optよりもランダム性が強いが，R2-opt
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表１ランダム２－opt局所探索法の実行結果
R2-opt
avg・ time(s）
60749.5199.4
99385.2235.3
136778.0296.4
171477.2344.5
188367.1450.0
369928.11061.6
352105.01071.2
368518.01103.9
368254.21111.0
349660.41111.3
357334.81063.4
368764.31063.0
348725.11084.5
346383.71102.6
349016.11069.4
1506093.710019.0
1463012.210450.5
1405558.710475.2
1500779.59788.6
1484166.410013.3
1462239.79567.3
1469564.89725.7
1478186.09501.4
1474651.510189.8
1473611.210577.9
N/1000
８７２
９１０
９７８
９７９
９８１
９９３
１０００
９９７
９９９
１０００
９９９
９９８
１０００
９９８
９９７
９９８
１０００
１０００
９９９
１０００
１０００
１０００
９９９
９９８
１０００
ｂｅｓｔ
61194
100161
138031
172771
190502
371314
354656
371140
370583
352736
359389
370997
351851
349104
351007
1514147
1468798
1412714
1506574
1491212
1467877
1476099
1483201
1482010
1481211
ｅ１２３４５４２８４５６〃８９Ⅲ１２８４５６勺Ｂ９ｍ
ｃ０００００ⅡＮⅡⅡⅡⅡⅡⅡⅡⅡ川棚棚Ⅲ棚棚柵棚ⅧⅢ
剛州Ⅶ州ⅦⅦ釧釧釧釧釧川釧釧釧釧細細鋤刎孤刎峨峨賊Ⅷ
ｍ・印翻副○印’印可理加加加悦加加加悦比加ｂｂｂｂｂｂｂｂｂｂ
ｎｕｌｎ
534.2
527.7
530.1
524.2
532.7
1094.0
1085.7
1082.8
1103.8
1092.8
1090.9
1079.2
1072.8
1087.7
1084.4
2824.9
2824.8
2859.6
2828.3
2834.5
2814.5
2806.9
2825.1
2833.0
2831.7
よりランダム性が弱い．このランダム性の強さの順は，平均値の良好な順と同じであることから，この二つ
には何らかの関係があると思われる．ここで，ＢＱＰに対する他の局所探索法において，Ｍｅｒｚらが提案す
る最良移動戦略に基づいたl-opt局所探索法とk-opt局所探索法，及び片山らが提案する即時移動戦略に基
づくl-opt局所探索法とk-opt局所探索法がよく知られている．四つの局所探索法のうち，異なる戦略に基
づいたl-opt局所探索法同士を比較すると，ランダム性を組み込んでいる即時移動戦略に基づいた１－opt局
所探索法の方が強力である．また，k-opt局所探索法においてもランダム性を組み込んでいるk-opt局所探
索法の方が強力であると報告されている．このことから，本論文で提案する三つの２－opt局所探索法も同
様に，ランダム性が強いほど探索性能が向上し，良好な解を算出することができたと考えられる．しかし，
計算時間の比較において，平均値の良好な順とは逆に，最良移動戦略を用いたB2-optが最も短く，次いで
即時移動戦略を用いたF2-opt，R2-optの順となっている事がわかる．これは平均繰り返し回数の多い順と
一致している．得られた異なる局所解の個数の比較において，500変数の問題例では比較的にR2-optが少
なく，B2-optとF2-optでは大きな差は観測されなかった1000変数及び2500変数の問題例においても大
きな差は観測されなかった．
以上の結果から，三つの２－opt局所探索法においては，繰り返し回数が多いほど良好な結果を算出してい
るが．その分計算時間を多く必要とすることが観測された．よって，平均値と計算時間のバランスを考える
と即時移動戦略を用いたF2-optが比較的良いように思われる．
既に提案されている片山らの１－opt局所探索法とk-opt局所探索法5,8)の実験結果と，我々の即時移動戦
略を用いた２－opt局所探索法F2-optの実験結果を比較する．なお，比較に用いた片山らの実験結果は，本
研究と全く同じ実験環境によって得られた結果であるl-opt局所探索法との比較において，得られた最良
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表２最良移動戦略を用いた２－opt局所探索法の実行結果
B2-opt
time(s）
６４．０
72.0
９７．５
120.9
150.0
285.1
312.9
285.3
324.0
293.4
315.8
284.3
311.5
303.3
300.7
2191.6
2225.2
2184.5
2164.5
2170.6
2161.7
2184.6
2183.3
2360.0
2389.5
ｂｅｓｔ
61194
100158
137969
172771
190498
371258
354898
371236
370438
352684
359293
370983
351098
349208
351176
1514405
1468801
1412202
1505934
1490533
1466468
1475539
1483123
1481577
1480015
instance
glov500-1
glov500-2
glov500-3
glov500-4
glov500-5
beaslOOO-1
beaslOOO-2
beaslOOO-3
beaslOOO-4
beaslOOO-5
beaslOOO-6
beaslOOO-7
beaslOOO-8
beaslOOO-9
beaslOOO-10
beas2500-1
beas2500-2
beas2500-3
beas2500-4
beas2500-5
beas2500-6
beas2500-7
beas2500-8
beas2500-9
beas2500-1０
N/1000
９５７
９６９
９８７
９８２
９９０
１０００
９９５
９９８
１０００
９９９
９９８
９９８
１０００
９９５
９９８
１０００
１０００
１０００
１０００
９９９
９９９
１０００
９９９
９９８
９９９
ａ凡'9.
60596.1
99128.2
1364596
171273.8
187896.8
369282.9
351466.6
367974.2
367495.8
348812.9
356780.1
368128.7
348029.8
345726.9
348419.5
1504134.4
1461104.8
1403512.1
1499104.7
1482363.7
1460701.4
1467793.3
1476628.5
1472880.2
1471625.5
ｎｕｌｎ
279.5
269.0
271.9
268.0
272.1
558.3
554.1
552.2
566.9
561.4
554.6
546.2
546.6
559.0
554.3
1411.1
1409.3
1435.1
1412.7
1415.2
1408.1
1398.5
1408.1
1422.6
1416.7
値及び平均値は我々の即時移動戦略を用いた２－opt局所探索法の方が良好な結果を納めているが，計算時間
においては，１－opt局所探索法よりも多くの計算時間を必要としている．k-opt局所探索法との比較におい
て，得られた最良値及び平均値は片山らのランダム性を有するk-opt局所探索法の方が良好な結果を納め，
計算時間においても，２－opt局所探索法よりも少ない計算時間ですむことがわかった．
5．むすび
本論文は，バイナリー二次計画問題（BQP）に対する三つのタイプの2-opt局所探索法（ランダム2-opt
局所探索法，最良移動戦略を用いた２－opt局所探索法，即時移動戦略を用いた２－opt局所探索法）について
記述した．これら三つのタイプの２－opt局所探索法において，ランダム２－opt局所探索法が最も優れた解を
算出可能であることがわかったまた，計算時間の短縮にはランダムに二つのピットを選ぶよりも，二つの
ビットを選ぶ際に最良移動戦略，または即時移動戦略のいずれかを用いた方が有効であることを示した
本論文で示した2-opt局所探索法は，計算時間は多くかかるものの，１－opt局所探索法とは異なった探索
法であり，より良好な近似解を算出可能であることから，メタ解法に２－opt近傍構造を巧みに導入すること
ができれば，更に高性能なメタ解法が実現される可能性を秘めていると期待できる．また，式(3)を拡張することにより，３－opt局所探索法及び4-opt局所探索法など，一度にフリップするビットの数を任意に固定
した，片山らやＭｅｒｚらが提案するk-opt局所探索法とは異なるk-opt局所探索法が構築可能である．
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表３即時移動戦略を用いた２－opt局所探索法の実行結果
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Currently，amostmeta-heuristicsfbrtheunconstrainedbinaryquadraticprogrammingproblem
(BQP)arebasedonal-optlocalsearchGenerally,theperfbrmanceofthemeta-heuristicsdepends
onchoicesoflocalsearchheuristics・AtypicalexampleisgiveninthemetaFheuristicsfbrthetraveling
salesmanproblem(TSP).IntheTSP,a2-optlocalsearch,a3-optlocalsearchandtheirextension,a
k-optlocalsearchproposedbyLinandKernighanhaxlebeenusedtoobtaingoodapproximatesolutions・
Moreover,itiswellknownthattheperfbrmanceofthek-optlocalsearchisthebest,fbllowedbythe3-opt
localsearch,ａｎｄlastlythe2-optlocalsearch，Wheneachoftheselocalsearchheuristicsisincorporated
intoaframeworkofmetaheuristics,ｉｔｈａｓｂｅｅｎｒｅｐｏｒｔｅｄｔｈａｔｔｈｅｏｒｄｅｒｏfmeta-heuristicperfbrmances
isgenerallythesameorderasthelocalsearchperfbrmances・
IntheBQP,severallocalsearchheuristicssuchasl-optlocalsearchesandk-optlocalsearchesha('e
alreadybeenproposedbyMerzetaLａｎｄＫａｔａｙａｍａｅｔａｌ.，ａｓｗｅｌｌａｓｔｈｅｃａｓｅｏｆｔｈｅＴＳＰ・Inthispaper，
wepropose2-optlocalsearchheuristicsfbrtheBQPthatareequivalenttothe3-optlocalsearChfOrthe
TSP,ａｎｄtheirperfbrmancesaredemonstratedonthebenchmarkinstancesoftheBQP．
