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Abstract We examine codimension–1 topological defects
whose associated worldline is geodesically embedded in AdS2.
This discussion extends a previous study of exact analytical
solutions to the equations of motion of topological defects in
AdSn in a particular limit where the masses of the scalar and
gauge field vanish. We study the linear perturbations about
the zeroth order kink-like solution and verify that they are
stable. We also discuss general features of the perturbation
expansion to all orders.
1 Introduction
This is the second in an ongoing series of articles in which
we study the solutions to the equations of motion of topolog-
ical defects in anti de Sitter (AdS) spacetime. In our previous
paper [1], we were able to show that there exist exact ana-
lytical solutions to the equations of motion for a topological
defect in AdSn in what we dubbed the “double BPS limit”
owing to the similarity of our approach with the parameter
limit used by Bogomolny, Prasad, and Sommerfield (BPS)
[2, 3]. There are other studies on topological defects in AdS,
such as the work of Lugo et al. [4, 5] on magnetic monopoles
in AdS4 and more recently the work of Ivanova et al. [6] on
finite-energy Yang-Mills field theory in AdS4. Kink-like de-
fects in flat space are discussed by Coleman in his famous
Erice lectures [7]. Manton and Sutcliffe give a good treat-
ment of topological defects in general in their book [8].
There is a long history of potential physical consequences
of topological defects such as magnetic monopoles in space-
time, for a review see [9]. Also, there are many studies of the
physics of cosmic strings [10] where the spacetime back-
ground is taken to be flat for simplicity, or the length scale
of the string is much smaller than the radii of curvature of the
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spacetime. We decided to search for exact topological soli-
tons in anti de Sitter space which like Minkowski space is a
maximally symmetric Lorentzian manifold. We were moti-
vated by the observation that AdS has a tautological length
scale given by its finite radius of curvature ρ , and you can
study solutions to the equation of motion where this is the
dominant length scale. This is not possible in Minkowski
space. The solutions we discovered in [1] are of this type,
and in this article we study perturbations in which the other
length scale, determined by the flat space mass of the scalar
field, starts to become applicable. We note that in AdS2, for
two spacelike separated point a proper distance ν , the two
point correlation function, see [1, eq. (4.6)], decays expo-
nentially as e−m∗ν where
m∗ =
1
2ρ
+
√
m2φ +
(
1
2ρ
)2
,
and mφ is the flat space mass of the scalar field. Even if
mφ = 0, the limit we considered in our previous paper, we
have an effective finite correlation length of ρ for the decay
of the two point scalar field function. Our solution is a kink
that lives in the spatially infinite manifold AdS2 but its en-
ergy density is localized in a spacelike region roughly of size
ρ . The spirit of our solutions is different than the traditional
discussions of topological defects in spacetime where cor-
relation length of the field theory may be large but it is still
very much smaller than the radii of curvature of the space-
time. We consider topological defects that are of cosmolog-
ical size, but at this moment we do not know any physical
applications. You can wildly speculate that the localization
of the energy of our topological defects might lead to cosmo-
logical structure formation, such as dark matter aggregation,
over a distance scale ρ . We not studied this problem but we
mention that we also found Nielsen-Olesen string solutions
that may more useful for cosmological applications than do-
main walls (the kink).
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2We briefly explain some notational conventions. Our work
concerns analytical solutions for SO(l) Higgs field theories
in a static AdSn background. These admit maximally sym-
metric topological defects of dimension p. The world brane
associated with one of these defects is then a q = p+ 1 di-
mensional timelike totally geodesic submanifold Σ q≈AdSq
embedded in AdSn. The value of l is the number of trans-
verse dimensions, n = q+ l. Our framework allows us to
seek exact analytical solutions for defects categorized by
pairs (q, l), where q ≥ 1 and l ≥ 1. In this article we study
the one-dimensional kink that is the (1,1) defect. In a forth-
coming article, we generalize this to the case of (q,1) di-
mensional defects in AdSq+1. Due to the curvature of the
background AdSq+1, the equations of motion for the topo-
logical kink depend on the value of q; a very different situa-
tion than in Minkowski space.
We have mentioned the double BPS limit thus far with-
out much explanation. BPS studied monopole solutions to
the equations of motion for topological defects in R3+1 in
the limit that the mass of the scalar field vanishes while pre-
serving some boundary conditions. They found that there
were exact analytical solutions. This work was done in flat
space, where the length scale was set by the gauge field
mass. In non-flat constant curvature spaces, the radius of
curvature ρ sets a third length scale. Therefore, one can take
the limit in the equations of motion where the masses of both
the scalar and the gauge fields vanish and obtain equations
that can have exact analytical solutions with a single length
scale ρ . This is the double BPS limit. For a more thorough
explanation of this process, we direct the reader to our pre-
vious article [1].
The double BPS equations of motion do not follow di-
rectly from an action, but rather from a limit imposed on
the equations of motion for a topological defect in curved
spacetime. To this end, the double BPS solution is a starting
point to a perturbative solution to these original equations in
which the mass of the fields are taken to be on the same order
as the perturbation. We pursue such an approximate solution
in this article, and show that the linear perturbations are sta-
ble, and uniquely determine the second, third, and higher or-
der corrections. A motivation for studying these corrections
stems from a pursuit of greater understanding of the original
solution. Since we have obtained a topologically stable so-
lution to the equations of motion, any small perturbation in
the mass should produce real eigen-frequencies. In this ar-
ticle, we seek to verify this for the specific case of the kink
defect in AdS2 and to prime the reader for the discussion
on the stability of the more general AdSn kink defect in a
forthcoming article.
There is an alternative approach we did not pursue in this
paper. We could do perturbation about the static numerical
solution to the exact kink equation (7). We did not follow
this approach because we wanted to exploit the existence of
an exact kink solution in the double BPS limit, and use this
simplest case of AdS2 as a testbed for studying the kink in
AdSn.
2 Deriving the Equation of Motion
2.1 The Conformal Metric
In our previous paper, we discussed the procedure for writ-
ing the action and deriving the equations of motion for a
spherically-symmetric topological defect in AdSn [1]. In that
discussion, we adopted an SO(l)-gauged Higgs model em-
bedded into AdSn, where n≥ 2. We restrict our discussion to
maximally symmetric defects, so that n= q+l where q is the
dimension of the topological defect we are studying. In this
article we focus on the (1,1) defect, which is the kink-like
defect that extends from AdS1 out into AdS2. In this case,
there is only a scalar field φ . The worldline associated with
the defect is Σ 1 ≈AdS1. This is a one-dimensional timelike
submanifold, a timelike curve, and so we simply take the
metric as ds2AdS1 = −dτ2. If ρ is the radius of curvature of
AdS2 and ν as the signed distance to a point to Σ 1, we can
write the metric of AdS2 as
ds2AdS2 = cosh
2
(
ν
ρ
)
ds2AdS1 +dν
2
=−cosh2
(
ν
ρ
)
dτ2+dν2 (1)
where −∞< τ <+∞ and −∞< ν <+∞.
The Lagrangian for the model is
L =−1
2
∂µφ∂ µφ − λ8
(
φ 2−φ 20
)2
(2)
where λ is the scalar field coupling and φ0 is the field’s vac-
uum expectation value at spatial infinity (that is, φ ν→±∞−−−−→
φ0).
The action is then
I =
∫ ∞
−∞
∫ ∞
−∞
√−gL
=−
∫ ∞
−∞
∫ ∞
−∞
dτ dν cosh
(
ν
ρ
)[
1
2
∂µφ∂ µφ +
λ
8
(
φ 2−φ 20
)2]
=−
∫ ∞
−∞
dτ
∫ ∞
−∞
dν cosh
(
ν
ρ
)[
− 1
2cosh2(ν/ρ)
(
∂φ
∂τ
)2
+
1
2
(
∂φ
∂ν
)2
+
λ
8
(
φ 2−φ 20
)2]
(3)
For ease of computation we will scale everything by the ra-
dius of curvature in this article, so that we can put every-
thing in terms of dimensionless variables. This amounts to
the substitutions ν → ρν , τ → ρτ and φ → φ0φ . We also
take note of the combination λφ 20 which is the flat-space
3mass squared, m2φ , of the field and then define the dimen-
sionless mass µ2 = (mφρ)2. The action (3) gives the equa-
tion of motion that was studied in [1]
− ∂
2φ
∂τ2
+ cosh2(ν)
[
∂ 2φ
∂ν2
+ tanh(ν)
∂φ
∂ν
− 1
2
µ2φ(φ 2−1)
]
= 0 (4)
In this (1+ 1) dimensional case, the linear perturbation
analysis is better done in coordinates where the metric is
conformal to the flat space metric. We make the substitution
x= arctan(sinh(ν)) which gives us the metric
ds2 =
ρ2
cos2 x
(−dτ2+dx2) . (5)
This shows that AdS2 is conformally equivalent to the strip
R× [−pi2 , pi2 ]⊂M2. The action in these coordinates is then
I =−φ 20
∫ ∞
−∞
∫ pi/2
−pi/2
dτ dx
[
1
2
{
−
(
∂φ
∂τ
)2
+
(
∂φ
∂x
)2}
+
1
8
µ2 sec2(x)
(
φ 2−1)2], (6)
with equation of motion
−∂
2φ
∂τ2
+
∂ 2φ
∂x2
=
1
2
µ2 sec2(x)φ
(
φ 2−1). (7)
We analyze the linearization of this equation in this paper.
Note that the differential operator on the left-hand side is just
the two-dimensional flat space d’Alembertian. This equation
admits a static solution but we have not found an explicit
analytical expression. This static nonlinear ODE is easily
solved numerically and a solution is plotted in figure 2.
2.2 The Double BPS Solution
In our previous article, we noted the existence of an exact
analytical solution to (4) in the limit where µ→ 0. This solu-
tion is possible because of the nonzero radius of curvature of
AdS2 and we refer to it as the “double BPS” solution due to
the similarity of this approach to that of Bogomolny, Prasad,
and Sommerfield [2, 3] in the flat-space case. In the double
BPS limit using the conformal coordinates, the equation of
motion for a static defect is
d2ϕ0
dx2
= 0, (8)
with boundary conditions ϕ0
(±pi2 ) = ±1. The solution to
this ODE is simply
ϕ0(x) =
2
pi
x. (9)
2.3 Introducing the Small-Mass Perturbation
We now use (9) as the starting point for a perturbative so-
lution where the small perturbation parameter is the mass
term. The perturbation expansion to all orders is discussed
in Section 4. Here we only consider the first two terms of the
expansion and write the field as φ(τ,x)=ϕ0(x)+εϕ1(τ,x)+
ε2ϕ2(τ,x)+O
(
ε3
)
with |ε|  1. We now insert this into (7)
and keep only the terms to O
(
ε2
)
:
d2ϕ0
dx2
+ ε
(
−∂
2ϕ1
∂τ2
+
∂ 2ϕ1
∂x2
)
+ ε2
(
−∂
2ϕ2
∂τ2
+
∂ 2ϕ2
∂x2
)
=
1
2
µ2 sec2(x)
[
ϕ0
(
ϕ20 −1
)
+ εϕ1
(
3ϕ20 −1
)
+ ε2
(
3ϕ0ϕ21 +ϕ2(3ϕ
2
0 −1)
)]
(10)
Notice that ϕ0(x) is a linear function, so its second deriva-
tive vanishes. Now we choose the mass term to be of the
same order as the perturbation, µ2 = εµ˜2. We are left with
the differential equations for the first- and second-order per-
turbations:
−∂
2ϕ1
∂τ2
+
∂ 2ϕ1
∂x2
=
1
2
µ˜2 sec2(x)ϕ0
(
ϕ20 −1
)
(11)
−∂
2ϕ2
∂τ2
+
∂ 2ϕ2
∂x2
=
1
2
µ˜2 sec2(x)ϕ1
(
3ϕ20 −1
)
(12)
Since ϕ0 satisfies the required boundary conditions, we have
that perturbative expansion functions satisfy ϕ1(τ,±pi/2) =
0 and ϕ2(τ,±pi/2) = 0.
3 Solving the Equation of Motion
3.1 Solving the wave equation
We study solutions of the one-dimensional wave equation
which is the homogeneous part of the inhomogeneous wave
equation (11). The spatial Dirichlet boundary conditions tell
us that the solution is a Fourier series with basis functions
sinm(x+pi/2) with m= 1,2,3, . . .. The solution to the wave
equation is
η(τ,x) =
2
pi
∞
∑
n=1
[(
A2n−1 cos((2n−1)τ)
+B2n−1 sin((2n−1)τ)
)
cos((2n−1)x)
]
+
2
pi
∞
∑
n=1
[(
A2n sin(2nτ)−B2n cos(2nτ)
)
sin(2nx)
]
, (13)
where the Fourier coefficients Am and Bm are real numbers.
We see that the allowed frequencies ω are as expected all
real, and they are given by ω = 1,2,3,4, . . . .
43.2 Solving the inhomogeneous equation
Equation (11) is an inhomogeneous linear equation in ϕ1.
We know that to find the solution, we need the sum of a par-
ticular solution of the inhomogeneous equation and an ap-
propriate solution of the corresponding homogeneous equa-
tion. We therefore write the solution in the form ϕ1(τ,x) =
ξ (x)+η(τ,x). Because we have a τ-independent source term,
we take the particular solution ξ (x) to be a τ-independent
solution of the inhomogeneous equation
d2ξ
dx2
=
1
2
µ˜2 sec2(x)ϕ0
(
ϕ20 −1
)
, (14)
while η(τ,x) is the general solution to the homogeneous
equation
−∂
2η
∂τ2
+
∂ 2η
∂x2
= 0 . (15)
given by (13).
Equation (14) is an ordinary differential equation in x.
The defect boundary conditions require that ξ (x)
x→±pi/2−−−−−→
0. If we substitute expression (9) for ϕ0(x), the differential
equation then becomes:
d2ξ
dx2
=
µ˜2(4x2−pi2)
pi3
xsec2(x) (16)
The right hand side is an odd function and the solution should
be an odd function. Integrating the equation twice yields an
unwieldy expression
ξ (x) =
µ˜2
5pi3
(
−5i(pi2−12x2)Li2 (−e2ix)−90xLi3 (−e2ix)
−60iLi4
(−e2ix)−20x3 log(1+ e2ix)
−5ipi2x2+90xζ (3)+10ipi3x+10pi2x log(1+ e2ix)
−5pi2x log2−5pi2x log(cosx)− ipi4
)
,
where Lin is the polylogarithm function of order n and ζ (3)≈
1.20206 is the Riemann zeta function evaluated at 3. The so-
lution ϕ1 may be rewritten as
ϕ1(τ,x) = ξ (x)+η(τ,x)
=
µ˜2
5pi3
[
5
(
pi2−12x2) Im(Li2 (−e2ix))
−90xRe(Li3 (−e2ix))+60Im(Li4 (−e2ix))
−5x(4x2−pi2) log(2cosx)+90ζ (3)x]
+η(τ,x) (17)
We plot the function ξ in figure 1. In figure 2, we plot the
static numerical solution to (7) and compare it to the zeroth
- π
2
- π
4
π
4
π
2
x
ξ(x)
Fig. 1 Plot of the first order correction ξ (x).
Fig. 2 Plot of the kink given by the static numerical solution to the
nonlinear ODE eq. (7) for a modest value of µ˜2 = 0.4, and a compari-
son to the zeroth order solution ϕ0. The function φ is odd and we only
plot the interval [0,pi/2].
order solution. The plots for 0 < µ˜2 . 0.5 all look qualita-
tively similar. You discover that φ ′(0) is an increasing func-
tion of µ˜2, and φ ′(pi/2) is a decreasing1 function of µ˜2. Near
x= pi/2, the general static solution of (7) admits a divergent
Frobenius solution of the form
φ(x)∼
(pi
2
− x
)−(√1+4µ˜2−1)/2
. (18)
In numerically solving the second order ODE, the initial
condition φ(0) = 0 is fixed, but care must be taken in choos-
ing the value of φ ′(0) such that the divergent solution is
avoided in order to obtain the boundary condition φ(pi/2) =
1. We see from (18) that the divergent behavior gets worse
and requires φ ′(0) to be chosen with more precision as µ˜2
increases. For this reason we stopped our numerical studies
at µ˜2 ≈ 0.5.
If we now analyze the second order perturbation equa-
tion of motion (12), we note that in general the right hand
1This is a consequence of the existence of a Frobenius solution with
positive exponent (
√
1+4µ˜2 +1)/2.
5side of the equation is time dependent, therefore, the second
order correction ϕ2 will be time dependent.
4 General perturbation expansion of the equation of
motion
Here we discuss general properties of our action and the
equation of motion. Assume φ ∈Rn, then our action is schemat-
ically of the form
I(φ) =
1
2
qi j φ iφ j− εU(φ) (19)
where qi j is a real symmetric bilinear form. In our field theo-
retic model, we have that q=−∂ 2τ +∂ 2x is the d’Alembertian
operator. The extrema of the action gives the equation of mo-
tion
0 = qi jφ j− ε ∂U∂φ i . (20)
We are interested in a power series expansion that leads to a
perturbative solution
φ =
∞
∑
n=0
εnϕn . (21)
The order by order equation of motion is summarized by the
power series
0 = qϕ0
+ ε
(
qϕ1−U ′ (ϕ0)
)
+ ε2
(
qϕ2−ϕ1U ′′ (ϕ0)
)
+ ε3
(
qϕ3− 12ϕ
2
1U
(3) (ϕ0)−ϕ2U ′′ (ϕ0)
)
+ ε4
(
qϕ4− 16ϕ
3
1U
(4) (ϕ0)−ϕ2ϕ1U (3) (ϕ0)
−ϕ3U ′′ (ϕ0)
)
+O
(
ε5
)
(22)
The static zeroth order solution ϕ0(τ,x) = 2x/pi , see (9), al-
ready satisfies the spatial boundary conditions φ(τ,±pi/2)=
±1. This means that all the higher order terms satisfy van-
ishing Dirichlet spatial boundary conditions ϕn(τ,±pi/2) =
0 for n≥ 1. An important consequence is that if we write the
n-th order perturbative equation of motion as qϕn = sn for
n≥ 2, where sn is a source term that only contains lower or-
der field perturbations, then sn(τ,x) = 0 at the spatial bound-
aries x = ±pi/2. With vanishing boundary conditions, the
wave equation, qψ = 0, has non-trivial solutions, see (13).
This means that the solution to qϕn = sn is not unique be-
cause of the non-trivial kernel of q. To solve the unique-
ness issue we proceed as follows. A Greens’ function G
satisfies qG = I, and the general solution to the equation
qψ = s may be written2 as ψ =ψ0+Gs where qψ0 = 0. The
uniqueness issue for solutions of qϕn = sn may be resolved
by an appropriate choice of a cokernel for the operator q.
This is equivalent to choosing a particular Greens’ func-
tion3, i.e., a right partial inverse for q. Well-known choices
for the d’Alembertian operator in Minkowski space are: the
advanced Greens’ function, the retarded Greens’ function,
the Feynman Greens’ function, etc. Once we have made a
choice of cokernel, we can uniquely specify the solution
to qϕn = sn as ϕn = Gsn for n ≥ 2. The kernel of q is in-
cluded only in the first term ϕ1 which can be freely specified.
Once ϕ1 is given then all the higher order corrections ϕn,
for n ≥ 2, are uniquely determined by using (22). Said dif-
ferently, once a free massless wave oscillating in the back-
ground of the zeroth order kink is specified then all higher
order corrections are completely determined. Summarizing,
we have constructed a perturbative solution to the equation
of motion.
Remark 1 In quantum mechanical time-independent pertur-
bation theory, where you have a positive definite inner prod-
uct in the Hilbert space, the perturbations are taken to be or-
thogonal to the zeroth order solution. The argument we gave
above is the generalization of this notion to our situation.
In solving qψ = s, we note that we can write two Fourier
expansions
ψ(τ,x) =
∫ ∞
−∞
dω
2pi
∞
∑
m=1
ψ˜m(ω) e−iωτ sin
[
m
(
x+
pi
2
)]
,
s(τ,x) =
∫ ∞
−∞
dω
2pi
∞
∑
m=1
s˜m(ω) e−iωτ sin
[
m
(
x+
pi
2
)]
.
Our choice of solution to the equation qψ = s is given by
ψ(τ,x) =
∫ ∞
−∞
dω
2pi
∞
∑
m=1
1
ω2−m2 s˜m(ω) e
−iωτ
× sin
[
m
(
x+
pi
2
)]
(23)
The choice of Greens’ function is determined by the poles
and the integration contour in the ω complex plane. For our
purposes in this article, it is not necessary to specify the
choice of Greens’ function explicitly.
4.1 Classical Energy
The conserved energy E(φ) is given by the expression
ρ E(φ)
φ 20
=
∫ +pi/2
−pi/2
(
1
2
(∂τφ)2+
1
2
(∂xφ)2+ ε U(φ)
)
dx ,
2 The U terms all vanish at x =±pi/2, this means that the source is in
the image of the operator q. This is necessary for the construction of a
right inverse.
3The difference of two choices of Greens’ function is solution to the
wave equation.
6(24)
where U(φ) = 18 µ˜
2 sec2(x)
(
φ 2−1)2. The factor of the ra-
dius of curvature ρ appears because the coordinates (τ,x)
are dimensionless. For an odd static solution to (7), the ex-
pression for the energy simplifies to
ρ E(φ)static
φ 20
= φ ′(pi/2)
+2
∫ pi/2
0
(
U(φ)− 1
2
φU ′(φ)
)
dx (25)
where we used the exact static equation of motion φ ′′(x) =
U ′(φ), and here U ′(φ) = ∂U
/
∂φ .
For a non-static solution, we substitute perturbation ex-
pansion (21) into the expression (24) for E(φ). We use the
fact that the spatial boundary conditions lead to an identity∫ pi/2
−pi/2(∂xϕn)dx= 0 for n≥ 1, which leads to simplifications.
Substituting theO
(
ε2
)
equation of motion found in (22), we
conclude that
ρ E(φ)
φ 20
=
2
pi
+ ε
∫ +pi/2
−pi/2
U (ϕ0)dx
+ ε2
∫ +pi/2
−pi/2
(
U ′ (ϕ0)ϕ1+
1
2
(∂τϕ1)2+
1
2
(∂xϕ1)2
)
dx
+ ε3
∫ +pi/2
−pi/2
(
1
2
U ′′ (ϕ0)ϕ21 +U
′ (ϕ0)ϕ2
+∂τϕ1∂τϕ2+∂xϕ1∂xϕ2
)
dx+O
(
ε4
)
where ϕ0(τ,x) = 2x/pi . You can verify that the perturba-
tion expansion of φ to order εn determines perturbation ex-
pansion of E(φ) to order εn+1. To see more explicitly the
role of the traveling wave η(τ,x), we substitute ϕ1(τ,x) =
ξ (x) +η(τ,x) into the expression above for E(φ) and we
find
ρ E(φ)
φ 20
=
2
pi
+ ε
∫ +pi/2
−pi/2
U (ϕ0)dx
+ ε2
∫ +pi/2
−pi/2
(
1
2
U ′ (ϕ0)ξ (x)+
1
2
(∂τη)2+
1
2
(∂xη)2
)
dx
+ ε3
∫ +pi/2
−pi/2
(
1
2
U ′′ (ϕ0)ξ (x)2+U ′′ (ϕ0)ξ (x)η(τ,x)
+
1
2
U ′′ (ϕ0)η(τ,x)2+∂τη∂τϕ2+∂xη∂xϕ2
)
dx
+ ε4
∫ +pi/2
−pi/2
(
1
6
U (3) (ϕ0)ξ (x)3+
1
2
U (3) (ϕ0)ξ (x)2η(τ,x)
+
1
2
U (3) (ϕ0)ξ (x)η(τ,x)2+
1
6
U (3) (ϕ0)η(τ,x)3
+U ′′ (ϕ0)ξ (x)ϕ2(τ,x)+U ′′ (ϕ0)η(τ,x)ϕ2(τ,x)
+
1
2
(∂xϕ2)2+
1
2
(∂τϕ2)2
+∂xη∂xϕ3 +∂τη∂τϕ3
)
dx+O
(
ε5
)
We can substitute into the above expression the explicit for-
mulas for ϕ0 and ξ obtained for our choice of U . This leads
to some integrals that can either be computed explicitly or
numerically. The result is
ρ E(φ)
φ 20
=
2
pi
+
12ζ (3)
pi3
ε µ˜2−0.339506 ε2 µ˜4
+0.589746 ε3 µ˜6+0.0829111 ε4 µ˜8
+ ε2
∫ +pi/2
−pi/2
(
1
2
(∂τη)2+
1
2
(∂xη)2
)
dx
+ ε3
∫ +pi/2
−pi/2
(
U ′′ (ϕ0)ξ (x)η(τ,x)+
1
2
U ′′ (ϕ0)η(τ,x)2
+∂τη∂τϕ2+∂xη∂xϕ2
)
dx
+ ε4
∫ +pi/2
−pi/2
(
1
2
U (3) (ϕ0)ξ (x)2η(τ,x)
+
1
2
U (3) (ϕ0)ξ (x)η(τ,x)2+
1
6
U (3) (ϕ0)η(τ,x)3
+U ′′ (ϕ0)ξ (x)ϕ2(τ,x)+U ′′ (ϕ0)η(τ,x)ϕ2(τ,x)
+
1
2
(∂xϕ2)2+
1
2
(∂τϕ2)2
+∂τη∂τϕ3 +∂xη∂xϕ3
)
dx+O
(
ε5
)
(26)
where 12ζ (3)/pi3 ≈ 0.465218. We reiterate that once η is
specified, everything in the energy formula (26) is known
in principle. The first few explicit numerical terms (as listed
above) are plotted against a calculation of the classical en-
ergy obtained by our perturbative solution in figure 3 as a
function of µ2. The explicitly computed terms are the per-
turbative expansion for the energy of the static soliton solu-
tion to equation (7).
7Fig. 3 The energy of the static kink as a function of the parameter µ2 is
computed by taking the numerical solution to the equations of motion
and substituting into formula (25). The numerical solution is compared
to the perturbative expansion about the exact double BPS solution of
the energy that may be extracted from (26). The dimensionless energy
ρE/φ 20 of the double BPS kink is 2/pi .
The mass of the zeroth order kink is 2φ 20 /piρ . There
are two distinct order ε2 corrections to the energy. Firstly,
we have the explicitly computable static soliton contribu-
tion. Secondly, we have the energy of a massless wave back-
ground η(τ,x). We see that the interaction of the soliton
with the wave background contributes to the energy at or-
der ε3.
5 Conclusion
Starting with the double BPS solution (9), and adding a small
perturbation in the mass term to the equation of motion (7),
we have obtained the first-order perturbative correction to
the solution of the equations of motion beginning. This per-
turbative solution is an oscillating kink-like (codimension
1) topological defect in AdS2. In addition, in section 4, we
laid out the method for building this perturbative expansion
at each order and we see that all corrections of O(εn) for
n ≥ 2 are determined by the choice of linear perturbation
wave solution η(τ,x). From (22), we can see that all of the
τ dependence in the solution originates from η(τ,x). All of
the normal modes in the linearized term have frequencies
that are non-zero real and therefore these modes are stable
as expected because of the topological stability of the soli-
ton.
Appendix A: Killing Vectors and the Linearized
Equation of Motion
In this section we review the role played by the Killing vec-
tors for the metric on AdS2 on the solutions to the equation
of motion for the (1,1) defect. Let Φ = (Φ1,Φ2, . . .) be a
real scalar field in a potentialU . In general, the equations of
motion for this field will be of the form
Φ I− ∂U
∂Φ I
= 0 (A.1)
where= gµν∇µ∇ν is the appropriate second-order differ-
ential d’Alembertian operator for AdS2.
Now suppose that K is a Killing vector for the metric
gµν . By definition, Lie differentiation in the direction of K
leaves the metric unchanged, therefore, it commutes with
the geometric d’Alembertian: £K = £K. If we take the
Lie derivative along K of (A.1), we obtain:
0 = £KΦ I−£K ∂U∂Φ I
=£KΦ I− ∂
2U
∂Φ I∂ΦJ
£KΦJ
=
(
Kµ
∂Φ I
∂xµ
)
− ∂
2U
∂Φ I∂ΦJ
(
Kµ
∂ΦJ
∂xµ
)
(A.2)
Next letΨ I = Kµ ∂Φ
I
∂xµ , then we see that
Ψ I− ∂
2U
∂Φ I∂ΦJ
Ψ J = 0. (A.3)
For each Killing vectorK, we potentially obtain a non-trivial
solutionΨ = Kµ∂µΦ to the linearization of (A.1).
In flat space, some of these linearized solutions would
correspond to zero-frequency modes in the oscillating part
of the solution, because the translational Killing vectors do
not depend on the timelike coordinate. In our case of the
(1,1) defect in AdS2, we will not find non-trivial zero-frequency
modes. Two of the Killing vectors are no longer time in-
dependent, however, the modes generated are non-zero fre-
quency solutions of the linearized equation of motion.
We now carry out this computation explicitly, using (5)
as our metric. Killing’s equations are given by
£Kgab = Kc∂cgab+gcb∂aKc+gac∂bKc = 0 (A.4)
This leads to the following system of differential equations:
∂Kτ
∂τ
=− tan(x)Kx (A.5a)
∂Kx
∂τ
=
∂Kτ
∂x
(A.5b)
∂Kx
∂x
=− tan(x)Kx (A.5c)
The solutions to these equations are three Killing vector fields:
Kµ1 =
(
1
0
)
,
Kµ2 =
(−sin(τ)sin(x)
cos(τ)cos(x)
)
,
Kµ3 =
(
cos(τ)sin(x)
sin(τ)cos(x)
)
8The first vector is just K1 = ∂τ and corresponds to time
translations. The second corresponds to space translations
in flat space, which we can see from looking at the limit of
ρ → ∞ (i.e., τ/ρ → 0 and x/ρ → 0). In this limit, K2→ ∂x.
Additionally, we see that K3→ x∂τ +τ∂x, which is the gen-
erator of boosts in the τx-plane in flat space.
If we differentiate a known solution to our equation of
motion in these directions, we should still have a solution.
For our known solution, we take (9). Since this is time-
independent, K1ϕ(x) = 0 leads to a trivial solution to the
equation of motion (7). Differentiating using the other Killing
vectors produces
K2ϕ(x) =
2
pi
cos(τ)cos(x),
K3ϕ(x) =
2
pi
sin(τ)cos(x)
(A.6)
Looking back at the oscillating part of our perturbative so-
lution (13), we can see that the n= 1 mode in the first sum-
mand corresponds to the term
2
pi
(
A1 cos(τ)+B1 sin(τ)
)
cos(x) = A1K2ϕ(x)+B1K3ϕ(x)
As we can see, the functions in (A.6) correspond to modes
of frequency 1 in the perturbative solution given by (13).
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