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We study the KMS states of the Toeplitz extension of the noncommutative
solenoids introduced by Latrémolière and Packer. We demonstrate that noncom-
mutative solenoids cannot be constructed as a direct limit of C∗-algebras arising
from inverse sequences of topological graphs associated to local homeomorphisms
of T. We employ a different approach, utilizing a topological analogue of higher
power graphs and Katsura’s factor maps to obtain a noncommutative solenoid as
a direct limit of topological graph algebras. This approach is compatible with
the Toeplitz algebra of topological graphs, and enables us to define a Toeplitz
extension of each noncommutative solenoid.
We expand on the results of KMS states of finite-graph Toeplitz-algebras, de-
veloping analagous results for the Toeplitz algebras of compact topological graphs.
This is done with the aim of understanding the KMS states of noncommutative
solenoids. The final chapter of the thesis deals with an attempt to characterise the
KMS states of Toeplitz noncommutative solenoids, under a positivity assumption.
We conclude with the conjecture that these KMS states are unique for β > 0.
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A recent development in the theory of C∗-algebras was the introduction of noncom-
mutative solenoids by Latrémolière and Packer in 2011 [38], and studied further
in [37]. Of particular interest is [38, Theorem 3.7], which describes a noncom-
mutative solenoid as a direct limit of rotation algebras, sometimes refered to as
noncommutative tori [7]. The objective of this thesis is to construct a Toeplitz
extension of a noncommutative solenoid, and study it’s collection of KMS states.
In 1980 Cuntz and Krieger introduced a class of C∗-algebras associated to
{0, 1} matricies [9]. These are now called the Cuntz-Krieger algebras and were
the genesis of a whole raft of research in the field of operator algebras. The
first to generalise this approach to directed graphs were Enomoto and Watatani
[14], and this has inspired a whole range of research, starting with [32, 33]. See
the bibliography of [47] for an indication of the level of interest in the area in
the late 90s and early 2000s. A particularly appealing aspect of this area is the
rigid structure of graph C∗-algebras. A consequence of this rigid structure is
that it restricts the number of examples that can be generated. For instance, all
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simple graph C∗-algebras are either AF or purely infinite [32], and the K-theory
is such that the K0-group of a graph C
∗-algebra is always a free abelian group,
and the K1-group of any graph C
∗-algebra is always torsion free [47]. This is
why generalisations were sought—be they higher dimensional [31] or continuous
[11]. Katsura, utilizing work by Pimnser on the C∗-algebras associated to C∗-
correspondences [46], defined in a very natural way, a topological analogue of a
directed graph [25]. In a series of papers [25, 27, 28, 29], he developed some
key structure theorems of topological graph C∗-algebras, and showed that this
class of examples contains graph C∗-algebras, Kirchberg algebras, homeomorphism
algebras, and every AF algebra. In particular, the noncommutative tori can be
realised as topological graph C∗-algebras. This suggests that it may be possible
to construct a sequence of topological graphs such that the direct limit of their
C∗-algebras provides a natural realisation of a noncommutative solenoid. One
advantage of this approach is that it suggests a natural Toeplitz extension of each
noncommutative solenoid. This is important for us from the point of view of KMS
states.
KMS-states were defined by Haag, Hugenholtz and Winnink [19] in 1967, based
on earlier work by Kubo [30], and Martin and Schwinger [40]. Despite the moti-
vation for this definition being deeply rooted in mathematical physics, the KMS
condition can be defined purely in terms of a C∗-dynamical system (A,α), and a
great deal of interesting information can be gathered from these KMS states, even
when (A,α) is not a physical system. One such example is the number-theoretic
work of Bost and Connes [4], which relates the Riemann zeta function to noncom-
mutative geometry. There has also been a considerable amount of work done into
the KMS states of the Cuntz algebras and their various generalisations by the likes
of Enomoto, Fujii and Watatani [13] , Evans [15], Exel and Laca [16], Kajiwari
and Watantani [23], and Olesen and Pedersen [42]. Typically, the Toeplitz exten-
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sions of graph C∗-algebras and their analogues have a much richer supply of KMS
states, than the graph algebras we typically deal with [17, 34]. The KMS states on
Toeplitz algebras and on Cuntz-Krieger algebras are very similar, but they differ in
one critical aspect: the KMS states on the Toeplitz algebra satisfy a subinvariance
relation, whilst the those on the Cuntz-Krieger algebra satisfy a stronger invari-
ance relation [34, Theorem 2.5]. This subinvariance condition gives rise to a much
larger simplex of KMS states, that seem to illuminate some underlying structure
present in the C∗-algebra: the extreme points of the simplex of KMS states of the
Toeplitz algebra of a finite directed graph are indexed by its verticies [2, Theorem
3.1], the simplex of KMS states of the Toeplitz algebra of a self-similar group is
isomorphic to the collection of traces on the group C∗-algebra [35, Theorem 5.1],
and the simplex of KMS states of the Toeplitz algebra associated to a local home-
omorphism of a compact space X is isomorphic to the set of probability measures
on X [1, Theorem 5.1]. The invariance condition is much more rigid, however, and
often places strict requirements the KMS states must satisfy to factor through to
the Cuntz-Pimsner algebra [2, Theorem 4.3], [35, Proposition 7.1, Theorem 7.3],
[1, Theorem 6.1]. For example, the C∗-algebra of a strongly connected finite graph
has a unique KMS state. This suggests that we should seek to construct a Toeplitz
extension of each noncommutative solenoid if we wish to see interesting structure
via KMS theory. We construct such an extension in Chapter 4. The final chapter
of this thesis deals the set of KMS states of Toeplitz noncommutative solenoids
assuming a positivity condition.
1.2 Outline of Results
In Chapter 2, we introduce the necessary background concepts used through-
out the thesis. Basing our exposition on [48], we introduce Hilbert modules and
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C∗-correspondences (also called Hilbert bimodules) and some basic results about
them. This enables us to discuss the Toeplitz and Cuntz–Pimsner algebras of C∗-
correspondences. Following on from this, in Section 2.2, we recall the topological
graphs and their associated C∗-algebras introduced by Katsura in [25], and illus-
trate the ideas involved by discussing graph C∗-algebras, and crossed products of
commutative C∗-algebras by Z as examples. For example, we discuss the topolog-
ical graph Eθ with vertex set T, and one edge from each vertex z ∈ T to the vertex
e2iπθz. Chapter 2 concludes with a section introducing the fundamentals of KMS
states of C∗-algebras, and some well-known examples that served as motivation
for our investigation.
Chapter 3 is concerned with constructing projective limits of topological graphs,
and then investigating the resulting direct limits of Cuntz–Pimsner algebras. We
show that maps between topological graphs and homomorphisms between topo-
logical graph C∗-algebras have a contravariant functorial relationship. This is
expressed most clearly in Theorem 3.1.11 and Theorem 3.2.19. Katsura does do
this in [27], but this was unknown to the author at the time, and we expand upon
the details provided in [27] for a number of results.
In Chapter 4, we show how to obtain the noncommutative solenoid ASθ as
a direct limit of topological graph C∗-algebras (Definition 4.1.1). This is more
complicated than it sounds. In particular, we are not able to realise ASθ as the C∗-
algebra of a projective limit of topological graphs of the form Eθj . Instead, we first




), as in the previous chapter. We then describe an
embedding of the Toeplitz algebra T (E(n)) into T (E) for an arbitrary topological
graph E, and provide a sufficient condition, which is satisfied by Eθj for this to
factor through to an inclusion of C∗(E(n)) into C∗(E). Composition of these maps
gives us an inclusion C∗(Eθj) → C∗(Eθj+1). We show that ASθ is the direct limit
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of the C∗(Eθj) under these maps. Since each of these inclusions are inherited from
maps induced between Toeplitz algebras, we thereby define a Toeplitz extension
of a noncommutative solenoid, which we call a Toeplitz noncommutative solenoid
(Definition 4.1.12), whose KMS states we study in Chapter 6.
To do so, we first develop in Chapter 5, an analysis of KMS states of C∗-
algebras of topological graphs, and their Toeplitz extensions. As is consistent with
previous results about KMS states for graph algebras and their generalisations,
for any given topological graph E, the Toeplitz algebra T (E) has a much richer
supply of KMS states than C∗(E) does.
We begin with Theorem 5.1.3, which provides a necessary and sufficient con-
dition for a state of T (E) to be a KMS state for the gauge action. In keeping in
with other results of the literature, every KMS state factors through the canonical
expectation onto the core of the C∗-algebra. The KMS condition then implies
that any KMS state can be described in terms of what happens on a commuta-
tive subalgebra, which allows a characterisation of KMS states in terms of Borel
probability measures on compact spaces. A version of this theorem for Toeplitz
C∗-algebras for arbitrary C∗-correspondences was obtained independently and in
parallel to our work by Asfar, an Huef and Raeburn [1, Theorem 3.1] (see the
generous remark preceeding the theorem).
We also describe a subinvariance relation for measures giving rise to KMS states
on the Toeplitz algebras of topological graphs. We show that for KMS states that
factor through to C∗(E), the subinvariance relation becomes invariance. We con-
clude that the boundary of the simplex of KMSβ states of T (E) is homeomorphic
to the vertex set for large values of β. We pay particular attention to graphs
of the form Eθ as described in Chapter 2, whose C
∗-algebras are the building
blocks of noncommutative solenoids and their Toeplitz extensions in Chapter 4.
We show that our results coincide with results concerning C∗-algebras of finite
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directed graphs [2] and C∗-algebras associated to local homeomorphsisms [1]. We
conclude the chapter by examining the KMS states of a projective limit E∞ of
topological graphs En. We show that the maps induced between Sα,β(T (En)) and
Sα,β(T (En+1)) preserve extreme points, and hence the projective limit structure
of E∞.
Chapter 6 deals with the KMS states of Toeplitz noncommutative solenoids.
We begin by constructing an action α∞ of R on T Sθ that respects the direct limit
structure present in Definition 4.1.1. Interestingly, rather than being the lift to R
of an action of T, as in the Toeplitz algebras studied in Chapter 5, this action is
nonperiodic, so is not a lift of a circle action. We investigate the KMS states for
this action, which requires some intricate analysis. We show that, assuming the
linking transforms of M1(T) induced by the inclusions of the direct sequences all
carry positive measures to positive measures, the boundary of the simplex of KMS
states is homeomorphic to the solenoid from classical topology. This sounds like an
intuitive result, however, the analysis is quite intricate, and the maps between the
boundaries of Sα,β(T (Eθn)) and Sα,β(T (Eθn+1)) are not what one would expect.
In particular, they are not simply self coverings of T, that appears in the usual
description of the solenoid. We proceed to show that this positivity assumption is
false: we provide clear counter examples as to why this is the case. Nevertheless,
we have left in the original arguements which require this assumption, in place
(making clear where this assumption is required). We have done so because the
details are instructive, and we believe that the tools developed may provide useful
tools for future work. Our counterexamples seem to indicate that a KMS state
on a noncommutative solenoid must restrict to a sequence of states arising from
rotationally invariant measures on the approximating subalgebras in the direct
limit. This leads us to the concluding conjecture: that for β > 0, there exists a




2.1 Hilbert modules and Toeplitz algbras
The first two sections borrow heavily from [47]. Details have been added in some
places since material on Cuntz-Pimsner algebras in [47] was intended as summary.
We will assume some basic knowledge of C∗-algebras. For background, see [41]
and [48].
First, we introduce Hilbert modules and develop some theory. We will use
these Hilbert modules to assign C∗-algebras to topological graphs.
Definition 2.1.1 ([48, Definition 2.1]). Let A be a C∗-algebra, and X a right
A-module. An A-valued inner product on X is a function
〈·, ·〉A : X ×X → A
such that for all x, y, z ∈ X, a ∈ A and α ∈ C,
1. 〈x, αy + z〉 = α〈x, y〉+ 〈x, z〉;
2. 〈x, x〉A ≥ 0 with equality only if x = 0;
3. 〈x, y〉∗A = 〈y, x〉A and
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4. 〈x, y · a〉A = 〈x, y〉Aa.
We call A the coefficient algebra of X. When the coefficient algebra of X is
clear from the context, it is common to drop it from the notation. However, later
we will be dealing with maps between Hilbert modules, so we will endeavour to
keep the coefficient algebra explicit in the notation when necessary.
Conditions (1) and (3) imply that (x, y) 7→ 〈x, y〉A is conjugate linear in the
first variable. Taking adjoints in (4) gives the identity 〈x · a, y〉A = a∗〈x, y〉A.
We have a number of familiar looking norm properties — most importantly, a
variation of the Cauchy-Schwarz inequality. This will allow us to define a norm on
X.
To prove the following result, recall from [45, Proposition 1.3.5] and [48, Corol-
lary 2.22], that given a C∗-algebra A, and b, a ∈ A such that a is positive,
b∗ab ≤ ‖a‖ b∗b. (2.1)
Proposition 2.1.2 ([48, Lemma 2.5],[36, Proposition 1.1]). Let A be a C∗-algebra,
and X a right A-module with an A-valued inner-product. Then for x, y ∈ X we
have
〈x, y〉∗〈x, y〉 ≤ ‖〈x, x〉‖ 〈y, y〉
We present a modified version of the proof of [36, Proposition 1.1].
Proof. Fix x, y ∈ X. If x = 0 then the result is trivial, so we will suppose otherwise.
Then,
0 ≤ 〈x · 〈x, y〉 − ‖〈x, x〉‖ y, x · 〈x, y〉 − ‖〈x, x〉‖ y〉
= 〈x, y〉∗〈x, x〉〈x, y〉 − ‖〈x, x〉‖ 〈x, y〉∗〈x, y〉 − ‖〈x, x〉‖ 〈y, x〉〈x, y〉
+ ‖〈x, x〉‖2 〈y, y〉
≤ ‖〈x, x〉‖ 〈x, y〉∗〈x, y〉 − 2 ‖〈x, x〉‖ 〈x, y〉∗〈x, y〉+ ‖〈x, x〉‖2 〈y, y〉 by (2.1)
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= ‖〈x, x〉‖2 〈y, y〉 − ‖〈x, x〉‖ 〈x, y〉∗〈x, y〉.
Since x 6= 0, we have ‖〈x, x〉‖ > 0, and so can divide through by ‖〈x, x〉‖ to
obtain 〈x, y〉∗〈x, y〉 ≤ ‖〈x, x〉‖ 〈y, y〉. 
Proposition 2.1.2 is reminiscient of the Cauchy-Schwarz inequality, so naturally
this leads us define a norm on X.
Proposition 2.1.3 ([48, Corollary 2.7]). Let X be a right inner-product A module.
If for all x ∈ X, we define




then ‖ · ‖ is a norm on X.
Proof. Let x, y ∈ X and α ∈ C. Then
0 = ‖x‖ ⇔ ‖〈x, x〉‖
1
2 = 0⇔ 〈x, x〉 = 0⇔ x = 0.
Also,
‖αx‖ = ‖〈αx, αx〉‖
1




‖x+ y‖2 = ‖〈x+ y, x+ y〉‖
= ‖〈x, x〉+ 〈x, y〉+ 〈y, x〉+ 〈y, y〉‖
≤ ‖〈x, x〉‖+ ‖〈x, y〉‖+ ‖〈y, x〉‖+ ‖〈y, y〉‖
≤ ‖〈x, x〉‖+ ‖〈y, y〉‖
= ‖x‖2 + ‖y‖2,
so the triangle inequality holds, and hence ‖ · ‖ is a norm. 
Each element h of a Hilbert space H is uniquely determined by the linear
functional k 7→ (k|h). The following proposition can be used to establish a similar
property for Hilbert modules (Definition 2.1.6).
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Proposition 2.1.4 ([3, Proposition II.7.1.9]). Let X be a right inner-product mod-




If x, y ∈ X are such that 〈x, z〉 = 〈y, z〉 for all z ∈ X, then x = y.
Proof. Fix x ∈ X. Then
sup
‖y‖=1
‖〈x, y〉‖2 = sup
‖y‖=1
‖〈x, y〉∗〈x, y〉‖ ≤ sup
‖y‖=1
‖〈x, x〉‖ ‖〈y, y〉‖ = ‖x‖2 .




∥∥∥〈x, x‖x‖〉∥∥∥ = ‖x‖ ,
which gives us the desired result. For the final assertion, observe that if 〈x, z〉 =
〈y, z〉 for all z ∈ X, then
‖x− y‖ = sup
‖z‖=1
‖〈x− y, z〉‖ = sup
‖z‖=1
‖〈x, z〉 − 〈y, z〉‖ = 0.
That is, x− y = 0. 
Lemma 2.1.5 ([48, Corollary 2.7]). Let X be a right inner-product module over
a C∗-algebra A. For x ∈ X and a ∈ A,
‖x · a‖ ≤ ‖x‖‖a‖.
Proof. Fix a ∈ A and x ∈ X. Then
‖x · a‖2 = ‖〈x · a, x · a〉‖ = ‖a∗〈x, x〉a‖ ≤ ‖a‖2‖x‖2
by submultiplicativity of the C∗-norm. Hence ‖x · a‖ ≤ ‖x‖‖a‖. 
Definition 2.1.6 ([48, Definition 2.8]). Let A be a C∗-algebra, and X a right
A-module, with an A-valued inner-product. If X is complete with respect to the
norm (2.2), we say X is a right Hilbert A-module.
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A right-Hilbert A-module X is commonly denoted by XA.
Notation 2.1.7. We will use the convention that the inner-product on a Hilbert
space is linear in the first variable. This is different to our convention for A-valued
Hilbert modules. Following the convention of [48] , to avoid confusion with these
conventions, we use the notation (·|·) to denote the left-linear inner product on a
Hilbert space, and 〈·, ·〉 for right-linear inner-product over a C∗-algebra.
Example 2.1.8 ([48, Example 2.9]). Consider the C∗-algebra C. Let H be a
Hilbert space, with inner product (h, k) 7→ (h|k) for all h, k ∈ H. Define a right
action of C on H by scalar multiplication, and 〈h, k〉 := (k|h) for all h, k ∈ H.
Then H is a Hilbert C-module.




x ∈ X | f(x) 6= 0
}
,
and call this set the support of f . We write
C(X) :=
{
f : X → C | f is continuous
}
for the collection of continuous functions on X. We denote the collection of com-
pactly supported functions by
Cc(X) :=
{
f ∈ C(X) | supp(f) is compact
}
.
An element of the set
C0(X) :=
{
f ∈ C(X) | for all ε > 0, the set {x ∈ X : |f(x)| ≥ ε} is compact
}
is said to vanish at infinity. Finally, we denote by
C(X)+ :=
{
f ∈ C(X) | f(x) ≥ 0 for all x ∈ X
}
,
the collection of nonnegative functions.
11
When X is discrete topological space, Cc(X) is the collection of functions with
finite support, and C0(X) is the collection of functions that are arbitrarily small
off finite sets.
We take the following example from [18]. The convention with regards to left
and right actions has been reversed however.
Example 2.1.10 ([18, Example 1.2]). Let E = (E0, E1, r, s) be a directed graph.
Then Cc(E
1) is a right C0(E
0)-module under the right-action defined by
(x · a)(e) = x(e)a(s(e))







for all x, y ∈ Cc(E1) and x ∈ E0. (The sum is finite, because s−1(v) is a discrete
set, and x, y have compact support). The completion X(E) of Cc(E
1) with respect




x ∈ C(X) |
∑
e∈s−1(v)
|x(e)|2 <∞ and v 7→
∥∥x|s−1(v)∥∥2 ∈ C0(E0)}.
Bounded linear operators on a Hilbert space automatically admit an adjoint,
but this is not the case for Hilbert modules — there exist some operators on a
Hilbert module with no adjoint — as we will see in Example 2.1.13. It is for
this reason that we examine adjointable operators on Hilbert modules, which are
automatically bounded and linear.
Definition 2.1.11 ([48, Definition 2.17]). Let A be a C∗-algebra and X a right
Hilbert A-module. An adjointable operator on X is a map T : X → X such
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that there exists S : X → X satisfying
〈Tx, y〉A = 〈x, Sy〉A
for all x, y ∈ X. The set of adjoinable operators on X is denoted by L(X).
Lemma 2.1.12. Let X be a right Hilbert module over A. For T ∈ L(X), there
exists a unique operator T ∗ : X → X such that 〈Tx, y〉 = 〈x, T ∗y〉 for all x, y ∈ X.
We call T ∗ the adjoint of T . Moreover, T is bounded and linear, with ‖T‖ = ‖T ∗‖.
Proof. Fix T ∈ L(X), and suppose 〈x, Sy〉 = 〈Tx, y〉 = 〈x,Ry〉 for all x, y ∈ X.
Fix x, y ∈ X. Then
〈Rx− Sx, y〉 = 〈Rx, y〉 − 〈Sx, y〉 = 〈x, Ty〉 − 〈x, Ty〉 = 0.
So, Proposition 2.1.4 implies that R = S, so adjoints are unique. From here on,
we write T ∗ for the adjoint of T .
Since
〈T (λx+ y), z〉 = λ〈x, T ∗z〉+ 〈y, T ∗z〉 = λ〈Tx, z〉+ 〈Ty, z〉 = 〈λTx+Ty, z〉, (2.3)

















so T ∗ is bounded, with ‖T‖ = ‖T ∗‖. 
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Example 2.1.13. We show that L(X) 6= B(X). Consider the C∗-algebra M2(C),
as a right Hilbert module over itself, such that for A,B ∈M2(C), the right action
and inner-product are given resectively by
A ·B = AB and 〈A,B〉 = A∗B.












Then T is linear and ‖T‖ = 1, so T ∈ B(M2(C)). Suppose that T has an adjoint.




























































By considering the case where a = b = 1, we can see this is absurd. So T cannot
be adjointable.
Proposition 2.1.14 ([48, Proposition 2.21]). Let A be a C∗-algebra, and X a
right-Hilbert A-module. Then L(X) is a C∗-algebra under the operator norm.
Proof. Fix x, y ∈ X, λ ∈ C, and S, T ∈ L(X). The algebraic operations of
addition and multiplication (taken to be composition of operators) are clear, so we
check that adjoints behave as we expect i.e. (ST )∗ = T ∗S∗, (λS+T )∗ = λS∗+T ∗
and S∗∗ = S. First,
〈(λS + T )x, y〉 = 〈λSx, y〉+ 〈Tx, y〉 = λ〈x, S∗y〉+ 〈x, T ∗y〉 = 〈x, (λS∗ + T ∗)y〉,
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so (λS + T )∗ = λS∗ + T ∗. Further,
〈(ST )x, y〉 = 〈S ◦ Tx, y〉 = 〈Tx, S∗y〉 = 〈x, T ∗ ◦ S∗y〉 = 〈x, (T ∗S∗)y〉,
so (ST )∗ = T ∗S∗. Also,
〈Sx, y〉 = 〈x, S∗y〉 = 〈S∗∗x, y〉,
so S = S∗∗.
All that remains is to check that L(X) is complete, and satisfies the C∗-identity.
Since L(X) ⊆ B(X), which is complete, to show L(X) is complete, it suffices to
show that L(X) is closed. Fix a sequence {Tn}∞n=1 ∈ L(X) such that Tn → T ∈
B(X). Then (T ∗n)∞n=1 is a Cauchy sequence, since T 7→ T ∗ is isometric. Since B(X)
is complete, T ∗n converges to some S ∈ B(X). Then for x, y ∈ X,
〈Tx, y〉 = lim
n→∞
〈Tnx, y〉 = lim
n→∞
〈x, T ∗ny〉 = 〈x, Sy〉.
Hence, T is adjointable, and so L(X) is closed.
For the C∗-identity, fix T ∈ L(X). Since B(X) is a Banach algebra under the
operator norm,
‖T ∗T‖ ≤ ‖T ∗‖ ‖T‖ = ‖T‖2 .
We also have























giving ‖T ∗T‖ = ‖T‖2. 
Given T ∈ L(X), x ∈ X and a ∈ A, we have T (x · a) = Tx · a, because
〈T (x · a), y〉 = 〈x · a, T ∗y〉 = a∗〈x, T ∗y〉 = a∗〈Tx, y〉 = 〈Tx · a, y〉.
Before investigating the next example, we require a lemma.
Lemma 2.1.15. Let A be a C∗-algebra, and suppose a ∈ A is self-adjoint. Then
‖an‖ = ‖a‖n
for all n ∈ N.






so the continuous functional calculus implies that ‖an‖ = ‖a‖n. 
Example 2.1.16 ([48]). Let X be a right Hilbert A-module. For x, y, z ∈ X,
define Θx,y(z) = x · 〈y, z〉. For all x, y, z, w ∈ X,
〈Θx,y(w), z〉 = 〈x · 〈y, w〉, z〉 = 〈w, y〉〈x, z〉 = 〈w, y · 〈x, z〉〉 = 〈w,Θy,x(z)〉.
So Θx,y ∈ L(X) with Θ∗x,y = Θy,x. The closed span
K(X) = span{Θx,y : x, y ∈ X}
of the Θx,y is a two sided-ideal in L(X). To see this, fix T ∈ L(X) and x, y, z ∈ X.
Then
T ◦Θx,y(z) = T (x · 〈y, z〉) = T (x) · 〈y, z〉 = ΘT (x),y(z)
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and
Θx,y ◦ T (z) = Θx,y(Tz) = x · 〈y, T (z)〉 = x · 〈T ∗(y), z〉 = Θx,T ∗(y)(z).





‖x · 〈x, y〉‖ ≤ sup
‖y‖=1
‖x‖ ‖〈x, y〉‖ = ‖x‖2
by Proposition 2.1.5. On the other hand,
‖Θx,x‖ ≥
∥∥∥∥Θx,x( x‖x‖)
∥∥∥∥ = 1‖x‖ ‖x · 〈x, x〉‖ = 1‖x‖ ‖x‖3
by Lemma 2.1.15, since 〈x, x〉 is self-adjoint. Hence, ‖Θx,x‖ = ‖x‖2.
The C∗-algebras we are interested in are built from Hilbert modules with some
extra structure. Some of the C∗-algebras generated in this way coinicide with
graph algebras the reader may be familiar with.
Definition 2.1.17 ([47, Chapter 8]). A C∗-correspondence X over a C∗-
algebra A is a right Hilbert A-module X, together with a homomorphism φ : A→
L(X).
Given a C∗-correspondence X over A, we think of the homomorphism φ :
A → L(X) as determining a left action of A on XA and write a · x := φ(a)x for
a ∈ A, x ∈ X.
Since φ is a homomorphism of C∗-algebras, we have φ(a∗) = φ(a)∗. This forces
〈a · x, y〉 = 〈φ(a)x, y〉 = 〈x, φ(a)∗y〉 = 〈x, a∗ · y〉
for all x, y ∈ X and a ∈ A.
Sometimes a C∗-correspondence X over a C∗-algebra A is called a Hilbert
bimodule over A, or a correspondence over A. It is possible to have different
C∗-algebras acting on the left and right of the module, and the standard notation
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in the literature for this is BXA. However, we will only consider the case where a
single C∗-algebra acts on the left or the right of a module X, and so, refer to it as
a C∗-correspondence over A, and simply denote the pair by XA.
Example 2.1.18 ([18, Example 1.2]). Let E be a directed graph, and consider the
right Hilbert C0(E
0)-module X(E) described in Example 2.1.10. For x ∈ Cc(E1)
and a ∈ C0(E0), we define a function a · x : E1 → C by a · x(e) = a(r(e))x(e). We
claim this function satisfies ‖a · x‖X(E) ≤ ‖a‖∞ ‖x‖X(E). We have
‖a · x‖X(E) = ‖〈a · x, a · x〉‖∞
= sup
v∈E0














Hence, there is a unique function φ(a) : x 7→ a · x on X(E), such that for e ∈ E1,
a · x(e) = a(r(e))x(e). Since the algebraic operations are defined pointwise, for
a, b ∈ C0(E0), α ∈ C we have φ(αa+ b) = αφ(a) +φ(b) and φ(ab) = φ(a)φ(b). We
have






x(e) a(r(e))y(e) = 〈x, a∗ · y〉(v).
Hence φ(a) is adjointable with φ(a∗) = φ(a)∗. We call X(E) the graph correspon-
dence of E.
Graph correspondences are useful, as they can be used to construct several
C∗-algebras that we will study over the course of this document. We first consider
the Toeplitz algebra. We will then develop the necessary theory to discuss Cuntz-
Pimsner algebras, which will be of more use in the context of topological graphs,
and will feature more in later chapters.
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Definition 2.1.19. Let X be a C∗-correspondence over A. A Toeplitz repre-
sentation of X in a C∗-algebra B is a pair (ψ, π) such that ψ : X → B is linear
and π : A→ B is a homomorphism of C∗-algebras satisfying
1. ψ(a · x) = π(a)ψ(x)
2. π(〈x, y〉) = ψ(x)∗ψ(y)
3. ψ(x · a) = ψ(x)π(a)
for all x, y ∈ X and a ∈ A.
Condition (2) implies that ψ is bounded. In fact, given a C∗-correspondence
over A and a Toeplitz representation (ψ, π) of X in B, we have
‖ψ(x)‖2 = ‖ψ(x)∗ψ(x)‖ = ‖π(〈x, x〉)‖ ≤ ‖〈x, x〉‖ = ‖x‖2 (2.6)
for x ∈ X. If π is injective, this forces equality throughout (2.6), and so ψ is
isometic, and hence injective.
Theorem 2.1.20 ([46, Theorem 3.4][18, Proposition 1.3]). Let X be a C∗ - cor-
respondence over A. Then there exists a Toeplitz representation (ιX , ιA) into a
C∗-algebra T (X) which is universal in the following sense: for any other Toeplitz
representation (ψ, π) : XA → B, there exists a homomorphism (ψ×π) : T (X)→ B
such that (ψ × π) ◦ ιX = ψ and (ψ × π) ◦ ιA = π.
We illustrate the importance of Theorem 2.1.20 by outlining a few key exam-
ples.
Example 2.1.21. Let E be a directed graph as in Example 2.1.10, and let X(E)
be as defined in Example 2.1.18. Consider the Hilbert space H = `2(E∗), where
E∗ is the set of all paths of finite length in E (for those unfamiliar with this
terminology, see Definition 2.2.8 in Section 2.2). So the basis elements of H are
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δµ, for some µ ∈ E∗. Since E0, E1 are discrete, C0(E0) and X(E) are spanned by
point mass functions. For v ∈ E0, e ∈ E1 and µ ∈ E∗, let
Se(δµ) :=
 δeµ if s(e) = r(µ)0 otherwise, and Pv(δµ) :=
 δµ if r(µ) = v0 otherwise.
The set {Pv | v ∈ E0} is a set of mutually orthogonal projections. There exist
functions ψ : X(E) → B(`2(E∗)) and π : C0(E0) → B(`2(E∗)) such that ψ(δe) =
Se and π(δv) = Pv.
Routine calculations show that (ψ, π) is a Toeplitz representation in B(`2(E∗)).
Condition (2) of Definition 2.1.19 implies that S∗eSe = Ps(e), which implies that
{Se | e ∈ E1} is a collection of partial isometries. These conditions are reminiscient













e . This means the Toeplitz algebra T (X(E))
associated to the graph correspondence X(E) is larger than the Cuntz-Krieger
algebra C∗(E), in the sense that C∗(E) is the quotient by the non-zero ideal








for v such that 0 < |r−1(v)| <
∞. In the remainder of the section, we will discuss Katsura’s construction of
a C∗-algebra OX from a C∗-correspondence X, such that when X is the C∗-
correspondence of Example 2.1.10 associated to a directed graph E, the C∗-algebra
OX(E) is the Cuntz-Krieger algebra of E, C∗(E).
Example 2.1.22 ([36, Chapter 4],[26, Section 4]). LetX, Y be C∗-correspondences
over A, and denote the algebraic tensor product by X  Y . Then for a ∈ A, the
formula
(x, y) 7→ (x, y · a)
defines a bilinear map on X × Y , and hence induces a linear map on X  Y , and
so a right action of A on X  Y . That is to say, X  Y is a right A-module.
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Fix x2 ∈ X, y2 ∈ Y . Then the map
(x1, y1) 7→ 〈y2, 〈x2, x1〉 · y1〉 (2.7)
defines a bilinear map on X×Y (because 〈·, ·〉 : X×X → A and 〈·, ·〉 : Y ×Y → A
are linear in the second variable), and so induces a linear map on XY . Similarly,
(x1, y1) 7→ 〈y1, 〈x1, x2〉 · y2〉∗ (2.8)
also defines a bilinear map, and so induces a linear map on X  Y . Combining
(2.7) and (2.8) we obtain a sesquilinear form on X  Y ,
(x1 ⊗ y1, x2 ⊗ y2) 7→ 〈x1 ⊗ y1, x2 ⊗ y2〉 := 〈y1, 〈x1, x2〉 · y2〉.
Now, for a ∈ A, x1, x2 ∈ X and y1, y2 ∈ Y ,
〈x1 ⊗ y1, (x2 ⊗ y2) · a〉 = 〈x1 ⊗ y1, x2 ⊗ (y2 · a)〉
= 〈y1, 〈x1, x2〉 · y2 · a〉
= 〈y1, 〈x1, x2〉 · y2〉a
= 〈x1 ⊗ y1, x2 ⊗ y2〉a
and
〈x1 ⊗ y1, x2 ⊗ y2〉∗ = 〈y1, 〈x1, x2〉 · y2〉∗
= 〈〈x1, x2〉 · y2, y1〉
= 〈y2, 〈x2, x1〉 · y1〉
= 〈x2 ⊗ y2, x1 ⊗ y1〉,
so 〈·, ·〉 : X  Y ×X  Y → A satisfies (3) and (4) of Definition 2.1.1. However,
we have
〈(x · a)⊗ y−x⊗ (a · y), (x · a)⊗ y − x⊗ (a · y)〉
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= 〈(x · a)⊗ y, (x · a)⊗ y〉 − 〈(x · a)⊗ y, x⊗ (a · y)〉
− 〈x⊗ (a · y), (x · a)⊗ y〉+ 〈x⊗ (a · y), x⊗ (a · y)〉
= 〈〈x · a, x · a〉 · y, y〉 − 〈〈x, x · a〉 · y, a · y〉
− 〈〈x · a, x〉 · (a · y), y〉+ 〈〈x, x〉 · (a · y), (a · y)〉
= 〈a∗〈x, x〉a · y, y〉 − 〈a∗〈x, x〉a · y, y〉
− 〈a∗〈x, x〉a · y, y〉+ 〈a∗〈x, x〉a · y, y〉
= 0,
so 〈·, ·〉 has nontrivial kernel, and so is not an A-valued inner-product. Let
N := span{x⊗ y ∈ X  Y | 〈x⊗ y, w ⊗ z〉 = 0 for all w ⊗ z ∈ X  Y },
then 〈·, ·〉 descends to an A-valued inner-product on (X  Y )/N . We denote the
completion of (X  Y )/N in the norm coming from the A-valued inner-product
by X ⊗ Y , and call it the balanced tensor product of X and Y . In addition,
the left action of A on X determines a left action of A on X  Y in the same way
as discussed above. Further, for x1, x2 ∈ X and y1, y2 ∈ Y we have
〈a · (x1 ⊗ y1), x2 ⊗ y2〉 = 〈(a · x1)⊗ y1, x2 ⊗ y2〉
= 〈y1, 〈a · x1, x2〉 · y2〉
= 〈y1, 〈x1, a∗ · x2〉 · y2〉
= 〈x1 ⊗ y1, (a∗ · x2)⊗ y2〉
= 〈x1 ⊗ y1, a∗ · (x2 ⊗ y2)〉.
So the left action of A onX⊗Y is adjointable. Hence, X⊗Y is a C∗-correspondence
over A.
Let X⊗1 = X, and for n ≥ 2, we recursively define a C∗-correspondence by
X⊗n := X ⊗X⊗(n−1). Define X⊗0 = A as a C∗-correspondence over A, with left
and right actions given by multiplication and 〈a, b〉 = a∗b.
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n=0 | xi ∈ X⊗i,
∞∑
n=0
〈xn, xn〉 converges in A
}
.
We claim that F(X) is a right-Hilbert module over A, with inner-product and




〈ηn, νn〉 and η · a = (ηn · a)∞n=0,
for η = (ηn)
∞
n=0, ν = (νn)
∞
n=0 ∈ F(X). To do this, we follow the program outlined
in [52].
The first thing we should do is check the formula makes sense. By definition,




i=0〈νi, νi〉 are Cauchy. So for ε > 0, there




i=0〈νi, νi〉‖ < ε. Suppose


















∥∥∥ by Proposition 2.1.2
< ε2.
Hence 〈η, ν〉 =
∑∞
i=0〈ηi, νi〉 ∈ A. Also, since
∞∑
i=0
〈ηi · a, ηi · a〉 =
∞∑
i=0







we have η · a = (ηi · a)∞i=0 ∈ F(X). All that remains is to check (1), (2), (3) and
(4) of Definition 2.1.1. Firstly,
〈η, αν + ξ〉 =
∞∑
n=0
〈η∗n, ανn + ξn〉 =
∞∑
n=0
α〈ηn, νn〉+ 〈ηn, ξn〉 = α〈η, ν〉+ 〈ν, ξ〉,




〈ηn, ηn〉 = 0







〈νn, ηn〉 = 〈ν, η〉
and
〈η, ν · a〉 =
∞∑
n=0
〈ηn, (νn · a)〉 =
∞∑
n=0
〈ηn, νn〉a = 〈η, ν〉a,
so (3) and (4) also hold.
We show that F(X) is complete with respect to the norm coming from the
inner-product. Fix a Cauchy sequence {xm}∞m=0 = {(xmk )∞k=0}∞m=0 ∈ F(X). Since
the map qk : (xn)
∞
n=0 → xk is norm decreasing for each k ∈ N, the sequence
(xmk )
∞
m=0 converges in X
⊗k. Let xk = limm→∞ x
m
k , and x = (xk)
∞
k=0. We claim that
x ∈ F(X). Fix ε > 0, and choose m ∈ N such that for l ≥ m, ‖xm − xl‖ < ε. For
each N ∈ N,
∥∥∥ N∑
n=0















‖xln − xmn ‖2
< ε2.
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Since our choice of N ∈ N was arbitrary, the sequence
(∑N




bounded nondecreasing sequence of positive elements of A, and hence convergent
in A ([52, Page 237]). Hence x ∈ F(X) and xm → x. So, F(X) is a Hilbert
module. Define φ : A→ F(X) by
a · ξ = (a · ξn)∞n=0





〈a · ξn, ηn〉 =
∞∑
n=0
〈ξn, a∗ · ηn〉 = 〈ξ, φ(a∗)η〉;
this also shows that φ(a)∗ = φ(a∗). It is routine to check that φ : A→ F(X) is a
homomorphism. Again, we denote φ(a)ξ = a · ξ for ξ ∈ F(X).
For x ∈ X and ξ ∈ F(X), let ψ(x)ξ be
ηi =

0 if i = 0
x · ξ0 if i = 1
x⊗ ξi−1 if i ≥ 2.
Then ψ(x)ξ ∈ (F(X)), because
‖ψ(x)ξ‖2 =
∥∥∥〈x · ξ0, x · ξ0〉+ ∞∑
n=1
〈x⊗ ξn, x⊗ ξn〉
∥∥∥
=
∥∥∥〈x · ξ0, x · ξ0〉+ ∞∑
n=1
〈ξn, 〈x, x〉 · ξn〉
∥∥∥





≤ ‖x · ξ0‖2 + ‖x‖2‖ξ‖2,
which is finite. This also shows that ψ(x) : ξ 7→ ψ(x)ξ ∈ B(F(X)). Further, ψ(x)
is adjointable, with adjoint satisfying
ψ(x)∗ξ =
(




when ξi = ξi,1 ⊗ · · · ⊗ ξi,i. Let a, b ∈ A and x, y ∈ X. Let ξ ∈ F(X), and π = φ.
Then for i ∈ N we have
(ψ(a · x · b)ξ)i =

0 if i = 0
(a · x · b) · ξ0 if i = 1
(a · x · b)⊗ ξi−1 if i ≥ 2
=

0 if i = 0
(a · x · b) · ξ0 if i = 1
(a · x)⊗ b · ξi−1 if i ≥ 2
= π(a)ψ(x)π(b)ξ,
so π(a)ψ(x)π(b) = ψ(a ·x ·b). Hence (ψ, π) satisfies (1) and (3) of Definition 2.1.19.
Let ν = ψ(x)ξ, and η = ψ(y)∗ν. Then ηi = 〈y, x〉 · ξi for all i ∈ N. Hence
ψ(y)∗ψ(x) = π(〈y, x〉), which is (2) of Defintion 2.1.19. So (ψ, π) is a Toeplitz
representation ofX on B(F(X)). Since π is injective, it is injective on (ψ(F(X)))⊥,
so [18, Theorem 2.1] states that ψ × π is injective.
For n ∈ N, there exists a linear map ψ⊗n : X⊗n → L(F(X)) such that
ψ⊗n(x1 ⊗ · · · ⊗ xn) = ψ(x1) · · ·ψ(xn),
with the convention that ψ⊗0 = π. For elementary tensors x ∈ X⊗m, y ∈ X⊗n,
z ∈ X⊗k and w ∈ X⊗l, we have
ψ⊗m(x)ψ⊗n(y)∗ψ⊗k(z)ψ⊗l(w)∗
=
 ψ⊗m(x)π(〈y, z1 ⊗ · · · ⊗ zn〉)ψ⊗k−n(zn+1 ⊗ · · · ⊗ zk)ψ⊗l(w)∗ if n ≤ kψ⊗m(x)ψ⊗n−k(yk+1 ⊗ · · · ⊗ yn)∗π(〈y1 ⊗ · · · ⊗ yk, z〉)ψ⊗l(w)∗ if k ≤ n
=
 ψ⊗m+k−n(x · 〈y, z1 ⊗ · · · ⊗ zn〉 ⊗ zn+1 ⊗ · · · ⊗ zk)ψ⊗l(w)∗ if n ≤ kψ⊗m(x)ψ⊗n−k+l(w · 〈z, y1 ⊗ · · · yk〉 ⊗ yk+1 ⊗ · · · ⊗ yn)∗ if k ≤ n.
Hence
T (X) ∼= span
{




Theorem 2.1.23. ([46, Corollary 3.7], [18, Proposition 1.6], [47, Proposition
8.11]) Let X be a C∗-correspondence over A, and suppose that (ψ, π) is a Toeplitz
representation in a C∗-algebra B. Then there exists a faithful homomorphism
(ψ, π)(1) : K(X)→ B, such that
(ψ, π)(1)(Θx,y) = ψ(x)ψ(y)
∗,
for x, y ∈ X. If φ : B → C is a homomorphism of C∗-algebras, then φ◦ (ψ, π)(1) =
(φ ◦ ψ, φ ◦ π)(1).
Given a C∗-algebra A, and an ideal I of A, we denote
I⊥ := {a ∈ A : ab = 0 for all b ∈ I}.
Observe that I⊥ is itself an ideal of A.
Definition 2.1.24. Let X be a C∗-correspondence over A, with left action denoted
by φ, and let (ψ, π) be a Toeplitz representation of XA onto B. We say that (ψ, π)
is covariant if
(ψ, π)(1)(φ(a)) = π(a)
for all a ∈ φ−1(K(X)) ∩ ker(φ)⊥.




(1)(φ(a))− ιA(a) : a ∈ φ−1(K(X)) ∩ ker(φ)⊥
}
as the Katsura ideal,
and denote it by JX .
Definition 2.1.25 ([46, Theorem 3.13]). Let X be a C∗-correspondence over a
C∗-algebra A. The Cuntz-Pimsner algebra OX is given by
OX := T (X)/JX .
A consequence of the universality of TX is that OX is the universal C∗-algebra
generated by covariant representations of X.
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The following example illustrates why we are preoccupied with Cuntz-Pimsner
algebras, which will become more apparent next chapter.
Example 2.1.26 ([47, Example 8.13], [18, Proposition 4.4]). Let E be a directed
graph. Let (ψ, π) be a Toeplitz representation as in Example 2.1.21, with the
additional hypothesis that (ψ, π) is covariant. For v ∈ E0, we have
φ(δv) = δv ◦ r =
∑
r(f)=v
Θδf ,δf , (2.9)
and so φ(δv) ∈ K(X(E)) = span{Θδe,δf : e, f ∈ E1} if |r−1(v)| < ∞. Suppose
that v receives infinitely many edges. Since X(E) = span{δe : e ∈ E1}, for any





























so φ(δv) /∈ K(X(E)). Hence δv ∈ φ−1(K(X(E))) if and only if |r−1(v)| <∞.
We have
ker(φ) = {a ∈ C0(E0) : a ◦ r ≡ 0} = {a ∈ C0(E0) : a(v) = 0 for v ∈ r(E1)},
so it follows that
ker(φ)⊥ = {a ∈ C0(E0) : a(v) = 0 for all v ∈ E0 \ r(E1)}. (2.10)
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Combining (2.9) and (2.10), we see that φ−1(K(X(E)) ∩ ker(φ)⊥ is the ideal gen-




















So {S, P} is a Cuntz-Krieger E-family ([47, Chapter 1]). Hence C∗(E) is generated
by a covariant Toeplitz-representation of X(E). By the universal properties of
C∗(E) and OX(E), we conclude that C∗(E) = OX(E).
2.2 Topological Graphs
We use the definition of topological graphs introduced by Katsura in [25]. We
start by defining some essential parts of topological graphs analogous to parts of
directed graphs. Our aim is to build on the theory established in [25, 27, 28, 29].
Definition 2.2.1 ([25, Definition 2.1]). A topological graph E is a quadruple
E = (E0, E1, r, s), where E0, E1 are locally compact Hausdorff spaces, and r :
E1 → E0 is continuous, and s : E1 → E0 is a local homeomorphism.
Topological graphs are in some respects similar to a directed graphs. We think
of E0 as the set of verticies and E1 as the set of edges of E, and the maps r and
s giving the directions of the edges.
29
Example 2.2.2 ([25, Chapter 2]). Let E0, E1 be countable sets equipped with the
discrete topology, and take r, s : E1 → E0. Then E = (E0, E1, r, s) is a directed
graph, and also a topological graph.
Example 2.2.3. Let r : T→ T be the function r : z 7→ e2iπθz for some θ ∈ [0, 1).
Then the quadruple Eθ = (T,T, r, idT) is a topological graph.
Example 2.2.4. The requirement that s is a local-homeomorphism can be quite
deceptive. The quadruple E = (E0 = [−1, 1], E1 = [0, 1], r : z 7→ z, s : z 7→ z)
where E0, E1 have the induced topology from R, is not a topological graph. The
map s : z 7→ z is not a local homeomorphism, since s([0, 1]) = [0, 1] ⊆ E0 is not
open, so s is not an open map and therefore not a local homeomorphism.
Definition 2.2.5 ([39]). Let E = (E0, E1, r, s) be a topological graph. We call an
open set U ⊆ E1 an s-section if s|U is a homeomorphism.
Definition 2.2.6. A topological graph E is said to be compact if E0, E1 are
compact.
Observe that if E is a compact topological graph, then r, s are proper maps.
We use the following terminology and notation reminiscent of directed graphs.




We refer to elements of E0sce as sources. The collection of essentially finite
receivers is denoted by
E0fin :=
{
v ∈ E0 | There exists a compact neighbourhood












rg are open. The
claim that E0sce is open is self-evident. For the other two, it suffices to show that
E0fin is open. Fix v ∈ E0fin. Let U be a precompact neighbourhood of v such that
r−1(U) is compact. For each w ∈ U , w ∈ U , and so U ⊆ E0fin. Hence E0fin is a
neighbourhood of each of its points, and is open.
Definition 2.2.8 ([25, Section 2], [47, Chapter 9]). Let E be a topological graph.
A path is a sequence of edges µ = µ1µ2 · · ·µn such that s(µi) = r(µi+1) for
i = 1, 2, · · · , n− 1.
For a path µ = µ1µ2 · · ·µn in a topological graph, we denote the length by
|µ| = n. We use the convention that for all v ∈ E0, |v| = 0. The collection of paths
of length n is denoted by En, and E∗ :=
⋃
n∈NE
n. Given µ = µ1µ2 · · ·µ|µ| ∈ E∗,
we may define a range and source of µ by r(µ) = r(µ1) and s(µ) = s(µ|µ|).
Quite shamelessly, we steal the following notation from the literature of k-
graphs ([43]). For v ∈ E0, we denote the set of paths of length n, with source v
by Env. The collection of paths of length n with range v by vEn. Again, we use
E∗v and vE∗ for paths of arbitrary length. We also combine the two conventions
to obtain wEnv := {µ ∈ wEn ∩ Env}.
Proposition 2.2.9 ([47, Chapter 8]). Let E be a topological graph. Then En is a
closed subset of the product space Πni=1E
1.
Proof. Fix µ = µ1µ2 · · ·µn ∈ Πni=1E1 \ En. Our aim is to find an open neighbour-
hood of µ whose intersection with En is empty. Since µ /∈ En, there exists i < n
such that r(µi+1) 6= s(µi).
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Choose disjoint open sets A,B such that r(µi+1) ∈ A and s(µi) ∈ B. Let U be
an s-section containing µi and s(U) ⊆ B. Then
U ∩ s−1(A) = ∅.
Since r(µi+1) 6= s(µi), we have
µi+1 ∈ r−1(r(µi+1)) but µi+1 /∈ r−1(s(µi)).
Since E1 is locally compact and Hausdorff (hence regular), there exist open disjoint
C,D ⊆ E1 such that µi+1 ∈ C and r−1(s(µi)) ⊆ D. Then
µ ∈ Z(U, i) ∩ Z(C, i+ 1),
where Z(U, i) := {(µj)∞j=1 ∈ Π∞i=1E1 : µi ∈ U}. However,(
Z(U, i) ∩ Z(C, i+ 1)
)
∩ En = ∅,
as we aimed to show. 
As one might expect, we aim to assign C∗-algebras to topological graphs, and
we do this via Katsura’s construction of Cuntz-Pimsner algebras. In order to do
this we need to assign a Hilbert module to each topological graph.
Proposition 2.2.10 ([25, Lemma 1.5, Lemma 1.7, Proposition 1.10 & Remark
1.18]). Let E be a topological graph. Then for all v ∈ E0, e ∈ E1, x, y ∈ Cc(E1)
and a ∈ C0(E0)





0)-valued inner-product over Cc(E
1). The completion of Cc(E
1),
which we will denote X(E) is a Hilbert-module, and is equal to
{x ∈ C(E1) | 〈x, x〉 ∈ C0(E0)}. (2.11)
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Furthermore, there exists a homomorphism φ : C0(E
0) → L(X(E)) such that for
x ∈ X(E), a ∈ C0(E0) and e ∈ E1,
φ(a)(x)(e) = a ◦ r(e)x(e)
turning X(E) into a C∗-correspondence over C0(E
0).
Proof. First, we show that the sum in the definition of 〈x, y〉(v) is finite. Fix
x, y ∈ Cc(E1). Since supp(x) is compact, we can cover it with finitely many




(x ◦ (s|Ui))(y ◦ (s|Ui))
is a finite sum of continuous functions, so 〈x, y〉 is continuous at v. If v /∈
s(supp(x)), then there exists a neighbourhood U of v such that U∩s(supp(x)) = ∅,
and so 〈x, y〉|U ≡ 0, so 〈x, y〉 is continuous at v. Now, if v ∈ supp(〈x, y〉), then




so s−1(v) ∩ supp(x) ∩ supp(y) 6= ∅. Hence, supp(〈x, y〉) ⊆ s(supp(x) ∩ supp(y)),
and so is compact. Hence 〈x, y〉 ∈ Cc(E0).
We now check that 〈·, ·〉 satisfies (1), (2), (3) and (4) of 2.1.1. Fix x, y ∈
Cc(E








and clearly 〈x, x〉 = 0 only if x ≡ 0, so (2) is satisfied.







x(e)y(e) = 〈y, x〉(v).
We also have














so (4) holds. So 〈·, ·〉 is a C0(E0)-valued inner-product.
Fix x, y ∈ C(E1) satisfying Equation (2.11). Then, by Proposition 2.1.2, we
have
‖〈x, y〉∗〈x, y〉‖ ≤ ‖〈x, x〉‖‖〈y, y〉‖ <∞,
so ‖x‖, ‖y‖ <∞.
Fix f ∈ C0(s(E1))+. We aim to find a sequence of tuples (xn, yn) ∈ Cc(E1)+×
Cc(E
1)+ such that ‖f −〈xn, yn〉‖ < 1n for all n ∈ N. Since Cc(s(E1)) = C0(s(E1)),
there exists a sequence gn ∈ Cc(E0)+ such that for all n ∈ N, ‖f − gn‖ < 1n . Since
for each n ∈ N, s−1(supp(gn)) is compact, there exist finitely many s-sections










. For e ∈ E1, define xn,i(e) :=
√
gn(s(e))ξi(e). Then

















x ∈ C(E1) : 〈x, x〉 ∈ C0(E0)
}
.
Given a ∈ C0(E0), the map a 7→ a ◦ r is a homomorphism since it takes values
in C0(E
1). For a ∈ C0(E0), x ∈ X(E) and e ∈ E1, define (φ(a)x)(e) = a◦r(e)x(e).
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a ◦ r(e)x(e)y(e) =
∑
e∈E1v
x(e)(a ◦ r(e)y(e)) = 〈x, φ(a∗)y〉(v),
so φ(a) is adjointable with adjoint φ(a∗). So X(E) equipped with the homomor-
phism φ is a C∗-correspondence over C0(E
0). 
Example 2.2.11. We note that the Hilbert-module norm on X(E) is not the
same as the supremum norm on functions on E1. Consider the topological graph,
E = (T,T, idT, s), where s(z) = z2 for all z ∈ T. Consider the function 1 ∈ C(T)
such that 1 : z 7→ 1. We have
‖1‖2X(E) = ‖〈1,1〉‖C0(E0) = sup
v∈T
|〈1,1〉(v)| = 2,
but ‖1‖2∞ = 1.
Notation 2.2.12. Let E be a topological graph. Reminiscient of the notation used
in the directed graph case, we use C∗(E) to denote the universal Cuntz-Pimsner
algebra OX(E). Using the convention introduced by Katsura in [25], we use T (E)
for the C∗-algebra T (X(E)).
We seek a characterisation of the Katsura ideal.
Theorem 2.2.13 ([25, Proposition 1.24], [47, Proposition 9.2]). Let E be a topo-
logical graph, and let f ∈ C0(E0) be such that supp(f) ⊆ E0fin. Then the left action
of f on X(E) is by compact operators. Moreover, there exist νi, ξi ∈ Cc(E1) such
that for x ∈ X(E),




Further, f · x ≡ 0 for all x ∈ X(E) if supp(f) ⊆ E0sce.
Proof. Fix a compact K ⊆ E0fin. Then there exist finitely many {vi}ni=1 ∈ E0fin
with precompact neighbourhoods Vi such that vi ∈ Vi, r−1(Vi) is compact for all
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so must be compact. Hence, for supp(f ◦ r) is compact. For e ∈ supp(f ◦ r), let
Ue be an precompact s-section containing e, in the sense that Ue is a compact set.
Observe that
⋃
e∈supp(f◦r) Ue is an open cover for supp(f ◦ r), so we may choose
finitely many ei such that Ui := Uei cover supp(f ◦ r). Choose a partition of unity
{gi}ni=1 such that supp(gi) ⊆ Ui, and for e ∈ supp(f ◦ r) take
νi(e) = f ◦ r(e)
√
gi(e) and ξi(e) =
√
gi(e).
For all e ∈ E1, we have












Since supp(gi) ⊆ Ui and s is injective on Ui, we have νi(e)ξi(f) = 0 when e 6= f
























= f ◦ r(e)x(e)
= (f · x)(e).
This extends by continuity of the action from Cc(E
1) to X(E).
Now choose f ∈ C0(E0), such that f · x ≡ 0 for all x ∈ X(E). Then we
have f · x(e) = f ◦ r(e)x(e) = 0 which implies f ◦ r(e) = 0 for all e ∈ E1. Hence
supp(f) ⊆ E0 \ r(E1) = E0sce. 
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Corollary 2.2.14. Let E be a topological graph, and φ : C0(E
0) → L(X(E)) be
the left action of C0(E
0) on X(E). Then JX(E) is the ideal generated by
{(ιX(E), ιC0(E0))(1)(φ(f))− ιC0(E0)(f) ∈ C0(E0) such that supp(f) ⊆ E0rg}.
Proof. This follows from the fact that E0rg = E
0
fin \ E0sce. 
The following is a variation of the guage invariant uniqueness theorem of an
Huef and Raeburn. It is an extremely useful theorem for determining the universal
C∗-algebras of graphs.
Theorem 2.2.15 ([25, Theorem 4.5]). Let E be a topological graph, and let (ψ, π)
be a covariant representation of X(E) in a C∗-algebra A, such that π is injective.
Then ψ×π : C∗(E)→ A is injective if and only if there exists a strongly continuous
action β : T→ Aut(A) such that βz(ψ⊗n(x)) = znψ⊗n(x) for x ∈ X(E)⊗n.
In addition to a variant of the guage-invariance uniqueness theorem, we seek a
Cuntz-Krieger uniqueness theorem.
Definition 2.2.16 ([25, Definition 5.3]). Let E be a topological graph. A path
µ ∈ E∗ \E0 is said to be a cycle if r(µ) = s(µ), and µi 6= µj for distinct i, j ≤ |µ|.
A cycle µ is said the have an entrance if there exists e ∈ E1 such that e 6= µi
for i ≤ |µ|, and r(e) = r(µi) for some i ≤ |µ|.
Definition 2.2.17 ([25, Definition 5.4]). A topological graph is said to be topo-
logically free if the set
{v ∈ E0 | every cycle through v has an entrance.}
is dense in E0.
The following is a variant of the Cuntz-Krieger uniqueness theorem for directed
graphs.
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Theorem 2.2.18 ([25, Theorem 5.12]). Let E be a topologically free topological
graph. Suppose that (ψ, π) is a Cuntz-Pimsner convariant representation of the
graph correspondence X(E) in a C∗-algebra A. If π is injective, then the homo-
morphism ψ × π : C∗(E)→ A is injective.
Theorem 2.2.19 ([27, Theorem 7.1]). Let E be a topological graph. Then C∗(E)
is unital if and only if E0 is compact.
We use the following alternate construction of C∗-algebras of topological graphs,
established in [39]. As we will see, these conditions, though numerous, are actually
quite easy to check in practise.
Definition 2.2.20 ([39, Definition 2.10]). Let E be a topological graph, and let
(ψ, π) be a Toeplitz representation of X(E) in a C∗-algebra B. We say that (ψ, π)
is covariant representation of E if there exists a collection of non-negative
functions G ⊆ C0(E0rg) that generate C0(E0rg), such that for each f ∈ G, there exists
a finite cover Nf of r−1(supp(f)), by s-sections, and a collection of non-negative
continuous functions {gfU : U ∈ Nf} such that
1. supp(gfU)
















Not surprisingly, there exists a universal C∗-algebra associated to these repre-
sentations, and they are exactly what you would expect.
Theorem 2.2.21 ([39, Theorem 2.12]). Let E be a topological graph. There exists
a covariant representation (jX(E), jC0(E0)) of E into a C
∗-algebra A that is universal
in the sense that if there exists another covariant representation (ψ, π) of E into a
C∗-algebra B, there exists a homomorphism φ : A→ B, such that φ ◦ j(X(E)) = ψ
and φ ◦ C0(E0) = π. Moreover, the C∗-algebra A is isomorphic to C∗(E).
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We begin with a few examples that demonstrate how nice this definition actu-
ally is, despite the heavy looking assumptions.
Example 2.2.22. We will show that in the instance E is a directed graph,
Definition 2.2.20 are equivalent the Cuntz-Krieger relations. As we saw earlier,
ψ : δe 7→ Se and π : δv 7→ Pv is a Toeplitz representation, where Se and Pv are
partial isometry associated to and edge e, and the projection associated to a vertex
v respectively. Since (ψ, π) is a Toeplitz representation
S∗eSe = ψ(δe)
∗ψ(δe) = π(〈δe, δe〉) = π(δs(e)) = Ps(e).




. Fix v ∈ E0. Then for δv, Nδv = {{e} : r(e) = v},
which is a collection of s-sections, and {δe : {e} ∈ Nδv} is a collection of continuous
functions that satisfy (1) of Definition 2.2.20. Also, δv ◦ r =
∑
{e}∈Nδv
δe, so (2) is
satisfied. Finally, if (ψ, π) is covariant, we have














which coincides with the Cuntz-Krieger relations.
Example 2.2.23 ([25, Example 2]). Let E = (X,X, r, idX), where X is a locally
compact space, and r : X → X is a homeomorphism. Suppose that (ιC0(X), ιZ) is
the covariant representation of (C0(X),Z, α), where α is the action α(f) = f ◦r−1.
For f ∈ C0(X), let ψ(f) = ιZ(1)ιC0(X)(f) and π(f) = ιC0(X)(f). Then, for x, y ∈
X(E), f ∈ C0(X) we have









ψ(f · x) = ιZ(1)ιC0(X)(f · x)




So (ψ, π) is a Toeplitz representation of X(E).
Since r is a homeomorphism, E0rg = X. Fix a non-negative f ∈ C0(X). Let
g = f ◦ r. Then supp(g) ⊆ r−1(supp(f)), so (1) and (2) of Definition 2.2.20 are













= ιC0(X)(g ◦ r−1)
= ιC0(X)(f ◦ r ◦ r−1)
= ιC0(X)(f).
Hence (ψ, π) is a covariant representation of X(E). By universality of both C∗(E)
and C0(X) oα Z, we have
C∗(E) = C0(X) oα Z.
Example 2.2.24. Following on from Example 2.2.23, for Eθ as described in Ex-
ample 2.2.3, we have C∗(Eθ) ∼= C(T) orθ Z.
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2.3 An introduction to KMS-states
KMS-states are studied in the context of mathematical physics because they pro-
vide a generalisation for the Gibbs states in the infinite dimensional context. This
means KMS states give a good description of equilibrium phenomena. However,
we are interested in them from a purely C∗-algebraic perspective. We can think
of these KMS states as being traces twisted by a strongly continuous action of the
reals.
In this chapter we recall the definition of KMS states, and discuss the elements
of the theory that we will require to understand the KMS states of noncommutative
solenoids. We recall the basics for the uninitiated, and then examine some exam-
ples of historical signifiance in the context of operator theory/symbolic dynamics.
These examples serve as a heuristic for the following chapter.
Given a C∗-algebra A, we use S(A) to denote the state space of A.
Definition 2.3.1. A dynamics α over A is a pair (A,α), where A is a C∗-
algebra, and α : R→ Aut(A) is a strongly continuous group homomorphism.
Definition 2.3.2. Given a dynamics α over A, we say that a ∈ A is α-analytic
if the map z 7→ αz(a) extends to an analytic function from C to A.
If the dynamics is clear from the context, then given an α-analytic element a,
it is common to drop the α and refer to such an element as analytic.
Lemma 2.3.3 ([5, Proposition 2.5.22]). Let α be a dynamics over A. The set of
analytic elements of A are dense in A.
Definition 2.3.4. Let α be a dynamics over A, and fix β ∈ R. If φ ∈ S(A) is
such that for all analytic a, b ∈ A,
φ(ab) = φ(bαiβ(a)) (2.12)
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then φ is said to satisfy the KMS condition at inverse temperature β. For
a given β ∈ R and (A,α), we denote
Sα,β(A) := {φ ∈ S(A) : φ satisfies (2.12)} .
If the value of β is unknown or arbitrary, then we refer to φ satisfying (2.12)
as a KMS state. If the value of β is fixed, we write either φ ∈ Sα,β(A) or φ is a
KMSβ-state. In the instance β = 0, we take Sα,0(A) to be the set of α-invariant
traces on A.
Luckily, we don’t have to check condition (2.12) on all analytic elements of a
C∗-algebra A — it suffices to check (2.12) for all a, b in some collection of analytic
elements that span a dense subset of A. Before proving this however, we require
some analytic properties, most importantly α-invariance, of KMS-states.
Lemma 2.3.5 ([6, Proposition 5.3.3]). Let α be a dynamics over A, and suppose
that there exists β ∈ R \ {0} such that φ ∈ Sα,β(A). Then for all analytic a ∈ A,
φ(a) = φ(αt(a)),
and the map z 7→ αz(a) is bounded in the strip
{









for all analytic a, b ∈ A.
Proof. Fix an analytic a ∈ A, and φ ∈ Sα,β(A). Let F : C → C be the function
given by F (z) = φ(αz(a)). Since a is analytic, F is holomorphic. Further, if we
denote the approximate identity {eλ}λ∈Λ, we have




φ(eλαz+iβ(a)) = φ(αz+iβ(a)) = F (z+ iβ),
so F is periodic with period iβ. Moreover, for z ∈ C,
|F (z)| = |φ(αz(a))| = |φ(αiIm(z) ◦ αRe(z)(a))| = |φ(αiIm(z)(a))|,
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so F (z) depends only on Im(z). Since F is continuous, F is bounded on the strip
{z ∈ C : Im(z) ∈ [0, β]}, and hence bounded on C. Loiville’s Theorem ([50],
Theorem 10.23) then implies F is a constant function.
Since φ ∈ Sα,β(A), for analytic a, b ∈ A, φ satisfies φ(ab) = φ(bαiβ(a)). Since
φ is α-invariant, we then have
φ(ab) = φ(bαiβ(a)) = φ(α−iβ
2





giving us the second part of the lemma. 
Lemma 2.3.6. Let α be a dynamics over A, and fix β ∈ R. Suppose that F ⊆ A
is a collection of analytic elements such that span(F) = A. If φ ∈ S(A) is such
that (2.12) holds for all a, b ∈ F , then φ ∈ Sα,β(A).
Proof. Fix analytic a, b ∈ A, and let φ ∈ S(A) be such that φ satisfies (2.12) for
all x, y ∈ F . For n ∈ N, let an =
∑Mn
k=1 ckxk and bn =
∑Nn
l=1 dlyl, for ck, dl ∈ C,








Now, consider the map Fn : R → A where Fn(t) = αt(a) − αt(an). Note that
since a, an are analytic in A, then Fn has an analytic extension to C such that
Fn(z) = αz(a)−αz(an). Since αt(a)−αt(an) = αt(a−an) for all t ∈ R, and analytic
continuations are unique, then Fn(z) = αz(a−an); so, αz(a)−αz(an) = αz(a−an)
for all z ∈ C. Further, since α is bounded on the strip {z ∈ C : Im(z) ∈ [0, β]} by
Lemma 2.3.5, we may assume that ‖αiβ‖ ≤M for some M ∈ R. Hence
|φ(bnαiβ(an))− φ(bαiβ(a))| ≤ |φ(bnαiβ(an))− φ(bnαiβ(a))|
+ |φ(bnαiβ(a))− φ(bαiβ(a))|








Combining this with (2.13), we obtain







which tends to 0 as n→∞. Hence φ(ab) = φ(bαiβ(a)) for all analytic a, b ∈ A, so
φ ∈ Sα,β(A). 
Proposition 2.3.7 ([6, Proposition 5.3.23]). Let α be a dynamics over a unital
C∗-algebra A. Let (βλ)λ∈Λ ∈ R be a net converging to β ∈ R, and φλ ∈ Sα,βλ(A)
be such that φλ → φ. Then φ ∈ Sα,β(A).
Proof. Since S(A) is closed, φ is a state, so it suffices to show that φ satisfies (2.12).
For analytic a ∈ A, the map z 7→ αz(a) is analytic and therefore continuous. Hence






so φ ∈ Sα,β(A). 
Theorem 2.3.8 ([6, Proposition 5.3.30]). Let α be a dynamics over A, and fix
β ∈ R. Then Sα,β(A) is a choquet simplex.
Given that Sα,β(A) is a choquet simplex, its set of extreme points ∂Sα,β(A) has






for all a ∈ A. We occasionally write φ =
∫
∂Sα,β(A)
ω dm when this happens.
It should be noted that KMS-states need not exist for all values of β.
Example 2.3.9 ([15, Proposition 2.2], [42]). Fix n ∈ N. Let X = {1, 2, · · · , n},
and let X∗ denote the set of words of arbitrary but finite length over the alphabet
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X. Consider the Hilbert space `2(X∗), and for j ≤ n and µ ∈ X∗, write Sjδµ = δjµ,
where jµ is the concatination of j, and the word µ ∈ X∗. Given this convention,
if we have µ = µ1µ2 · · ·µ|µ| ∈ X∗, we define Sµ := Sµ1Sµ2 · · ·Sµ|µ| . For µ ∈ X∗ and
k, l ≤ n we have
S∗kSlδµ = δk,lδµ.
Similar calculations reveal that for µ, ν ∈ X∗,
S∗µSν =

Sν′ if ν = µν
′,




Let T On be the C∗-algebra generated by {Sj : j ≤ n}. Calculations similar
to (2.14) show that T On = span{SµS∗ν : µ, ν ∈ X∗, µ|µ| = ν|ν|}. The C∗-algebra



















Suppose that there exists β ∈ R such that there exists φ ∈ Sα,β(T On). Then












−β|µ|, and suppose it converges. We have








1−e−β only if β > lnn. Fix β > lnn. Then for






So φβ satisfies (2.15). Further, φβ ∈ Sα,β(T On) is unique, since, if there exists







which forces φβ and ψβ to agree on a dense subspace of T On. Now, if we choose
a sequence of numbers βk → lnn such that βk > lnn for all k, then there exists














j ) = lim
l→∞
1− ne−βkl = 1− ne− lnn = 0.
Hence φ ∈ Sα,lnn(T On). Suppose there exists β < lnn such that there exists






j ) = 1− ne−β < 0,
which contracts the assertion that φ ∈ Sα,β(T On) ⊂ S(T On), and is hence posi-
tive. So, for β < lnn, we have Sα,β(T On) = ∅.
For the following example, we require a lemma.
Lemma 2.3.10 ([1, Lemma 6.2]). Let α be a dynamics over A, and let J be an
ideal in A generated by a set of positive elements P that are fixed by α. Denote
the quotient map from A to A/J by q. Suppose that there is a family of analytic
elements F such that span{F} = A, and for each analytic element in a ∈ F , there
is a scalar valued analytic function fa satisfying αz(a) = fa(z)a. If φ ∈ Sα,β(A),
and φ(p) = 0 for all p ∈ P , then φ factors through to some φ̃ ∈ Sα,β(A/J).
Example 2.3.11. Let X = {1, 2, · · · , n}. We denote by X∗ the words of arbitrary
finite length, as in Example 2.3.9, the set of infinite words X∞ = {µ1µ2 · · · : µi ∈
X}, and consider the Hilbert space `2(X∞). For µ ∈ X∗, ν ∈ X∞ let Tµ be the
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isometry such that Tµδν = δµν where µν ∈ X∞ is the concatination of words µ
and ν. Then for µ, ν ∈ X∗, T ∗µTν collapses in a calculation similar to (2.14). Let
On = span{TµT ∗ν : µ, ν ∈ X∗}. Similarly to T On, On carries a natural action γ of







We lift γ to R by defining αt = γeit . Since On is isomorphic to the quotient of




j ) ([8, Proposition
3.1]), to understand the KMS states arising from the action α, we aim to apply





















j ) is fixed by α, and for µ, ν ∈ X∗, the function fTµT ∗ν (z) =




ν ). Hence, it suffices




j ) = 0. From
Example 2.3.9, we know that the simplex Sα,lnn(T On) consists of a single state,




j ) = 0. So φ ∈












j ) = 1−
n∑
j=1
e−βφ(T ∗j Tj) = 1− ne−β 6= 0,
so Sα,β(On) = ∅ for β 6= lnn.
We finish with this classical result due to Enomoto, Fujii and Watatani.
Example 2.3.12 ([13]). Let A ∈ Mn({0, 1}), and let X = {1, 2, · · · , n}. Let OA












The universal property of OA means that there is an action α : R→ Aut(OA) such
that αt(sj) = e
itsj for all j ≤ n. We then have sµ = sµ1sµ2 · · · sµ|µ| for µ ∈ X∗. It
is straightforward to show that elements of the form sµs
∗
ν are analytic.
Now, φ ∈ Sα,β(OA) if and only if there exists a non-negative vector v such
that Av = eβv. If A is irreducible and not a permutation, then this happens only
when β = ln ρ(A), where ρ(A) is the spectral radius of A. Hence, there is a unique
KMS-state on OA.
In the examples presented, the KMS states are supported on a commutative
sub-C∗-algebra. This is a recurring theme we will see throughout the next chapter,
and it will feature heavily in our description of the sets of KMS states we will
encounter. We will also see that Toeplitz algebras give a much richer theory of
KMS states than their Cuntz-Pimsner counterparts. This is due to the quotient






3.1 Maps between Topological Graphs
The purpose of this chapter is to develop some theory analagous to projective
limits of topological spaces, and extend it to the theory of C∗-algebras of topolog-
ical graphs. Obviously, there is a little more machinery we have to be careful of
here, since our aim is to preserve both the graph structure and C∗-correspondence
structure. Morphsims of topological graphs were described in [27] and [12]. The
treatment of this chapter is based on and generalises the covering maps introduced
in [12]. It was unknown to the author at the time that a more general definition
and theory are developed in [27]; we will show that in some situations, these two
approaches coincide.
Definition 3.1.1. Let E = (E0, E1, rE, sE) and F = (F
0, F 1, rF , sF ) be topological
graphs. An s-injective graph morphism between topological graphs is a pair
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p = (p0, p1) : E → F such that
p0 : E0 → F 0 and p1 : E1 → F 1
are proper surjective local homeomorphisms such that for v ∈ E0 and e ∈ E1
satisfy
1. p0 ◦ rE(e) = rF ◦ p1(e) and p0 ◦ sE(e) = sF ◦ p1(e);
2. p1 is locally injective, in the sense that





If p0 and p1 are homeomorphisms, we say that p is a graph isomorphism,
and the topological graphs E and F are isomorphic.
A pair of maps (not necessarily proper local homeomorphisms) that only sat-
isfies (1) is said to be a graph morphism.
Given an s-injective graph morphism p : E → F , we define p0-sections and
p1-sections in a similar way to s-sections; for i ∈ {0, 1}, a pi-section is an open
set U such that pi|U is a homeomorphism.
Our hypothesis that the maps p0 and p1 are proper is motivated by the C∗-
algebras of topological graphs, and will be discussed in Section 3.2. The assump-
tion that these maps are surjective is not strictly necessary, but it simplifies the
situation and cover the examples that we will study later in the thesis.
Katsura, in [27] introduced a similar notion for topological graphs. His ap-
proach seems somewhat different from ours, but we will show the equivalence
of these two definitions (given that we are working with surjective local homeo-
morphsims). For the following definition, given a graph E, we will use the notation
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Ẽ to denote the graph Ẽ = (Ẽ0, Ẽ1, r̃, s̃), where Ẽi is the one-point compactifi-
cation of Ei, and r̃ is the function such that r̃|E1 = r, and r̃(∞) = ∞, and s̃ is
defined similarly.
Definition 3.1.2 ([27, Definition 2.1]). Let E,F be topological graphs. Then a
factor map m = (m0,m1) from E to F is a pair of continuous maps mi : Ẽi → F̃i
such that mi(∞) =∞, and satisfies
1. m0 ◦ rE(e) = rF ◦m1(e) and m0 ◦ sE(e) = sF ◦m1(e) for e ∈ Ẽ1;
2. if v ∈ E0 and f ∈ F 1 satisfy m0(v) = sF (f), then there exists a unique
e ∈ E1 such that sE(e) = v and m1(e) = f .
We refer to (2) of Definiton 3.1.2 as path lifing.
Lemma 3.1.3. Let E,F be topological graphs. Let p = (p0, p1) be an s-injective
graph morphism from E to F . Then p0, p1 have extensions p̃0, p̃1 where p̃i(∞) =∞
for i ∈ {0, 1}, such that p̃ = (p̃0, p̃1) is a factor map.
Moreover, if m = (m0,m1) is a factor map from E to F such that m0,m1
are surjective local homeomorphisms, then q = (q0 = m0|E0 , q1 = m1|E1) is an
s-injective graph morphism.
Proof. For i = 0, 1, p̃i is a local homeomorphism, and hence continuous. Choose
v ∈ E0 and f ∈ F 1 such that p0(v) = sF (f). Since is surjective and locally
injective, there exists a unique e ∈ (p1)−1(f) such that sE(e) = v.
For the second part of the lemma, fix i ∈ {0, 1}. Fix a compact set K ⊆
F i. Then K is closed, and (qi)−1(K) = (mi)−1(K) ⊆ Ẽi is closed, and hence
a compact set, so qi is proper. We show local injectivity by a contrapositive
argument. Suppose q1 is such that q does not satisfy (2). That is, there exists
some v ∈ E0 such that there are distinct e, f ∈ s−1E (v) such that q1(e) = q1(f).
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Now, q0(v) = sF ◦ q1(e) and sE(e) = v. Also q0(v) = sF ◦ q1(f) and sE(f) = v.
Hence, q does not have the path lifting property. 
An s-injective graph morphism between topological graphs E = (E0, E1, rE, sE)










Example 3.1.4. Using the notation introduced in Example 2.2.3, consider the
topological graphs Eθ and E θ
n
, for some θ ∈ [0, 1). Let p0 = p1 : z → zn. Then
p = (p0, p1) : E θ
n
→ Eθ is an s-injective graph morphism.
Proposition 3.1.5 ([27, Lemma 2.7]). Let p : E → F be an s-injective graph
morphism. Then F 0sce ⊆ p0(E0sce), p0(E0fin) ⊆ F 0fin and F 0rg ⊆ p0(E0rg).
Proof. It suffices to show F 0sce ⊆ p0(E0sce) and p0(E0fin) ⊆ F 0fin. Let v ∈ rE(E1). Then
p0(v) ∈ rF (F 1). Hence p0(v) ∈ F 0sce implies v ∈ E0sce. We show F 0sce ⊆ p0(E0sce) by
a contrapositive argument. Fix v ∈ rE(E1). Then
p0(v) ∈ p0(rE(E1)) = rF (p1(E1)) = rF (F 1).
Hence, if v /∈ p0(E0sce) then p0(v) /∈ F 0sce.
Let v ∈ E0rg. Then there exists a compact neighbourhood V of v, such that
r−1E (V ) is compact. Then p
0(V ) is a compact neighbourhood of p0(v). Since
r−1F (p
0(V )) = p1(r−1E (V )) which is compact, p
0(v) ∈ F 0rg. 
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Proposition 3.1.6 ([27, Proposition 2.4]). Let E,F and G be topological graphs.
Let q : E → F and p : F → G be s-injective graph morphisms. Then p ◦ q :=
(p0 ◦ q0, p1 ◦ q1) : E → G is an s-injective graph morphism.
Proof. First, we show that p0 ◦ q0 is a local homeomorphism. Fix v ∈ E0, and
choose an open neighbourhoodW of v such that p0|W is a homeomorphism. Choose
an open neighbourhood V of q0(v), such that q0|V is a homeomorphism. Then
W ∩ (q0)−1(V ) is an open neightbourhood of v, and p0 ◦ q0|W∩(q0)−1(V ) is a home-
omorphism. Further, p0 ◦ q0 is proper, since both p0 and q0 are proper. A similar
argument shows that p1 ◦ q1 is a proper local homeomorphism.
Fix e ∈ E1. Then
p0 ◦ q0(rE(e)) = p0(rF (q1(e))) = rG(p1 ◦ q1(e)).
Similarly, p0 ◦ q0(sE(e)) = sG(p1 ◦ q1(e)).
Finally, for all v ∈ E0, the map




is injective, since it is the composition of injective maps. 
Since s-injective graph morphisms behave well with respect to composition,
we can form projective sequences of these morphisms. We will investigate the
implications of this throughout the chapter.
Definition 3.1.7 ([27, Definition 4.1]). A projective system of topological
graphs is a pair of sequences (En, pn)
∞
n=1 such that each pn : En+1 → En is an
s-injective graph morphism.





1 · · · E1n E1n+1 · · ·
E00 E
0
1 · · · E0n E0n+1 · · ·
E10 E
1














Figure 3.1: A Projective Sequence of Topological Graphs




Let ω : X∗ → X∗ be the map such that
ω(α0α1 · · ·αn) =
 1α1 · · ·αn if α0 = 00ω(α1 · · ·αn) if α0 = 1.
For each n ∈ N, let En = (Xn, Xn, ω, id). Then En is a directed graph when Xn
is equipped with the discrete topology. For example, when n = 2, we obtain 3.2.
00 10
11 01
Figure 3.2: The Graph E2
We let p0n : X
n+1 → Xn be the map such that pn : α0 · · ·αnαn+1 7→ α0 · · ·αn.
Then for α0 · · ·αnαn+1 ∈ Xn+1 we have
ω ◦ pn(α0 · · ·αnαn+1) = ω(α0 · · ·αn) = pn ◦ ω(α0 · · ·αnαn+1),
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and
id ◦ pn(α0 · · ·αnαn+1) = pn(α0 · · ·αnαn+1) = id ◦ pn(α0 · · ·αnαn+1).
Since each Ejn is finite and equipped with the discrete topology, each pn is a proper,
local homeomorphism, and hence continuous. Further, each pn is surjective, and
has the path lifting property. Hence pn = (pn, pn) is an s-injective graph morphism,
and so (En, pn)
∞
n=1 is a projective sequence of topological graphs.
000 · · ·
00 001 · · ·
0 010 · · ·
01 011 · · ·
10 100 · · ·
1 101 · · ·
11 110 · · ·
111 · · ·
E0 E1 E2 · · ·
Figure 3.3: An Example of a Projective Sequence of Topological Graphs
In Figure 3.3, the edges in each Ei graph are denoted by a blue edge, and the
maps between verticies by black edges. The verticies are mapped in an obvious
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way: the source of a black arrow is sent to the range of the arrow. Under these
graph morphisms, an edge in Ei+1 is sent to the edge in Ei whose source is the
image of the source of the original vertex. The sequence continues on in this
fashion.





be such that θ0 = θ and
inductively define nθj+1 = θj +kj for some kj ∈ {0, · · ·n−1}. Let pj : Eθj → Eθj+1
be the pair of maps (p0j , p
1
j) such that p
i
j(z) = z
n. Observe that pij is proper and
surjective for i = 0, 1. Then (Ej, pj)j∈N is a projective sequence of topological
graphs. A slightly modified version will be discussed in great detail in Section 4.1.
As one might expect, the idea of a projective system of topological graphs
is accompanied by a limiting structure, which mirrors the projective limits of
topological spaces.
Definition 3.1.10. Let (En, pn) be a projective system of topological graphs. A
projective limit is a pair (E,Pi) such that E is a topological graph and (Pi)
∞
i=1
is a sequence of s-injective graph morphisms such that Pi = pi ◦Pi+1 for all i ∈ N.
Another way of expressing this relationship is the following commuting dia-
gram.




Theorem 3.1.11 ([27, Propositions 4.3 & 4.5]). Let (Ei, pi)
∞
i=0 be a sequence of
















is a topological graph. If (Ei, pi)
∞
i=0 is a sequence of compact topological graphs,
then E∞ is a compact topological graph. If each ri is proper and surjective, then
(ri)i∈N is proper and surjective.















Proof of Theorem 3.1.11. By [44, Corollary 3.3], the product space Π∞n=1E
0
∞ is
locally compact, since each E0n is a locally compact, Hausdorff, second countable





∞ is also locally compact. Similarly, E
1
∞ is locally compact. If
each En is compact, then E∞ is compact by Tychonoff’s Theorem.
Now we show that r∞ is continuous. Since the topology on E
0
∞ is the relative
topology inherited from Π∞n=1E
0
∞, the cylinder sets form a base for the topology.
Fix n ∈ N, and let U ⊆ E0n be open. Then
r−1∞ (Z(U, n) ∩ E0∞) = Z(r−1n (U), n) ∩ E1∞,
which is open, so r∞ is continuous.
Fix e = (en)
∞
n=1 ∈ E1∞. We aim to prove that s∞ is a local homeomorphism,
so we must find a neighbourhood W of e such that s∞|W is a homeomorphism.
Fix an open neighbourhood U of e1 such that s1|U is a homeomorphism. Let
f = (fn)
∞
n=1, g = (gn)
∞
n=1 ∈ Z(U, 1) ∩ E1∞ be such that s∞(f) = s∞(g). Then
f1 = g1, since f1, g1 ∈ U . Now, we have s2(f2) = s2(g2) and p11(f2) = p11(g2). Hence,
f2 = g2 since p
1
1|s−12 (s2(f2)) is injective. Proceeding by induction we find fi = gi
for all i ∈ N. Hence, s∞|Z(U,1) is injective. It then follows that s∞(Z(U, 1)) =
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Z(s1(U), 1). Similarly, for an si-section V ⊆ E0i , s∞(Z(U, i)) = Z(si(Ui, i)), which
is open. Since
{
Z(U, i) | U ⊆ E0i is an s-section
}
is a subbase for the topology
on E0∞, the map s∞ is open. Since s∞ is open and locally injective, it is a local
homeomorphism.
For the remainder of the proof, we will assume that each ri is proper and
surjective. Fix v = (vi)
∞
i=1 ∈ E0∞. Since r1 is surjective, we can choose e1 ∈ E11
such that r1(e1) = v1. Since p
1
1 is surjective, there exists e2 ∈ E12 such that
r2(e2) = v2 and p
1
1(e2) = e1. Proceeding in this fashion, we let for each i > 1, ei
be an element of ((p1i−1)
−1(ei−1)) ∩ ri−1(vi). Then e = (ei)∞i=1 belongs to E1∞ such
that r∞(e) = v, and so r∞ is surjective.
We show that r∞ is proper. Fix a compact set V ⊆ E0∞. Since the projection
maps πn : (vi)
∞
i=1 7→ vn are continuous for all n, the πn(V ) are compact. Since rn is
proper for all n, the r−1n (πn(V )) are also compact, and so, by Tychonoff’s Theorem,
Π∞n=1r
−1
n (πn(V )) is compact. Our aim is to show that r
−1
∞ (V ) ⊂ Π∞n=1r−1n (πn(V ))
is closed. To do this, we show that for each e ∈ Π∞n=1r−1n (πn(V )) \ r−1∞ (V ),
there exists an open neighbourhood W of e such that W ∩ r−1∞ (V ) = ∅. Fix
e ∈ Π∞n=1r−1n (πn(V )) \ r−1∞ (V ). Then there exists i ∈ N such that p1i (ei+1) 6= ei.
Since p1i is proper, (p
1
i )
−1(ei) is compact, and so there are open disjoint U, V ⊆ E1∞
such that (p1i )
−1(ei) ⊆ U and ei+1 ∈ V . Now, choose an open B ⊆ E1i such that
p1i (ei+1) /∈ B and ei ∈ B. Then e ∈ Z(U, i+ 1) ∩ Z(B, i) but
(Z(U, i+ 1) ∩ Z(B, i)) ∩ r−1∞ (V ) = ∅,
as required. 
We refer to E∞ as the projective limit. The following theorem justifies why
we use a definite article to refer to it.
Theorem 3.1.13. Let (En, pn)
∞
n=1 be a projective system of topological graphs,
with projective limit E∞ as in Theorem 3.1.11. Suppose that Z = (Z
0, Z1, rZ , sZ)
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is a topological graph and for each n ∈ N, ψn : Z → En is an s-injective graph
morphism such that ψn+1 = pn ◦ ψn. Then there exists a graph morphism Ψ
consisting of local homeomorphisms (not necessarily s-injective) Ψ : Z → E∞. If
Z is compact, then Ψ is an s-injective graph morphism.
Proof. Observe that for i ∈ {0, 1} (Zi, ψin) is a projective limit for the projective
system of topological spaces (Ein, p
i
n). Hence, by Theorem A.1.3, there exists a




. Fix e ∈ Z1. Then,
r∞ ◦Ψ1(e) = (ri ◦ ψi(e))∞i=1 = (ψ0i ◦ rZ(e))∞i=1 = Ψ0 ◦ rZ(e)
and
s∞ ◦Ψ1(e) = (si ◦ ψi(e))∞i=1 = (ψ0i ◦ sZ(e))∞i=1 = Ψ0 ◦ sZ(e).
Hence Ψ = (Ψ0,Ψ1) is a graph morphism. Further, for i ∈ {0, 1} and z ∈ Zi, we
have for each n ∈ N,







So Pn ◦Ψ = ψn for all n ∈ N.
Fix n ∈ N, z ∈ Z0 and an open U ⊆ Z0 such that ψ0n|U is a homeomor-
phism. Fix an open neighbourhood V of Ψ0(z) such that π0n|V is a homeomor-
phism. Then U ∩ (Ψ0)−1(V ) is an open nesighbourhood of z, and ψ0n|U∩(Ψ0)−1(V ) =
(π0n◦Ψ0)U∩(Ψ0)−1(V ) is a homeomorphism. Hence ΨU∩(Ψ0)−1(V ) is a homeomorphism,
and so, Ψ0 is a local homeomorphism. A similar argument shows that Ψ1 is a local
homeomorphism too.
For the final part of the proof, we show that Ψ is locally injective in the sense of
Definition 3.1.1. For v ∈ Z0, and f ∈ Z1v, we have s∞ ◦Ψ1(f) = (si ◦ψ1i (f))∞i=0 =
(ψ0i ◦ sZ(f))∞i=0 = Ψ0(v). Hence Ψ1(Z1v) ⊆ E1∞Ψ0(v). For f, g ∈ Z1(v) such that













1|s−1Z (v) is injective, this forces g = f . 
Example 3.1.14. Consider the projective sequence described in Example 3.1.8.
Then E0∞ = X





i=0 | αi ∈ {0, 1}
}
,
equipped with the product topology. The set X∞ is homeomorphic to the Cantor
middle thirds set [49, Page 81]. The range map r∞ satisfies
r∞(α0α1α2 · · · ) =
 1α1α2 · · · if α0 = 00r∞(α1α2 · · · ) if α0 = 1.
That is, r∞ is the odometer action. The source map is s∞ = idX∞ , since sn = idXn .
So
E∞ = (X
∞, X∞, r∞, idX∞)
is the binary adding machine.
This example makes it clear as to why it is necessary to consider topological
graphs to deal with projective sequences of graphs: we started out with a sequence
(En, pn) of discrete graphs, objects whose vertex and edge sets were finite, and
contained very little topological information. We finished with a graph E∞ that
is not a directed graph, and whose edge and vertex sets contain a rich topological
structure.
Example 3.1.15. Consider the projective sequence of Example 3.1.8. Then (Z, ψ)
is a projective limit for (Ei, pi)
∞
i=0, where
Z = (N,N, ρ : n 7→ n+ 1, idN)




j ) : Z → Ej such that ψ0j = ψ1j and
ψj(n) = α0α1 · · ·αj,
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where α0α1 · · ·αj is the unique element of X∗ such that n mod 2j =
∑j−1
i=0 αi · 2i.
The map Ψ0 : Z0 → E0∞ is not surjective. To see this, fix n ∈ N. Choose
j ∈ N such that 2j > n. Then Ψ0j(n) = α0 · αj. Then for k > j, we have
Ψ0j(n) = α0 · · ·αj00 · · · 0. Hence, (αi)∞i=0 such that αi = 1 for all i ∈ N is not in
the image of Ψ0. Hence Ψ0 is not surjective, and so Ψ is not an s-injective graph
morphism.
3.2 C∗-algebras associated to projective sequences
of Topological graphs
Our aim for this section is to examine the relationship between the C∗-algebras of
topological graphs, and the projective limit construction discussed in the previous
section.
Definition 3.2.1. Let X and Y be C∗-correspondences over A and B respectively.
A correspondence map from X → Y is a pair (ρ, κ) such that ρ : X → Y is a
linear map and κ : A→ B is a homomorphism satisfying
1. κ(a) · ρ(x) = ρ(a · x)
2. ρ(x) · κ(a) = ρ(x · a)
3. 〈ρ(x), ρ(y)〉B = κ(〈x, y〉A)
for all a ∈ A and x, y ∈ X.
Example 3.2.2. Let E,F be topological graphs, and let p : F → E be a s-
injective graph morphism. Then p induces a pair of maps p∗ = ((p0)∗, (p1)∗) such
that
1. (p0)∗(a)(v) = a ◦ p0(v) for all a ∈ C0(E0), v ∈ F 0,
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2. (p1)∗(x)(f) = x ◦ p1(f) for all x ∈ Cc(E1), f ∈ F 1.
Since addition and multiplication of functions are defined pointwise, it is simple
to check that (p0)∗ is a homomorphism, and (p1)∗ is linear. Further, since p0, p1 are
proper, then (p0)∗(f) = f ◦ p0 ∈ C0(F 0) for all f ∈ C0(E0) and (p1)∗(x) = x ◦ p1 ∈
Cc(F
1) for all x ∈ Cc(E1) (the need for this assumption will be made explicit in
Example 3.2.3). Since both p0 and p1 are surjective, it follows that ((p0)∗, (p1)∗)
is a pair of injective homomorphisms. In particular, (p0)∗ : C0(E
0) → C0(F 0) is
isometric. Now we check (1), (2) and (3) of definition 3.2.1. Fix a ∈ C0(E0), x, y ∈
Cc(E
1) and v ∈ F 0, f ∈ F 1. Then







= ((p0)∗(a) · (p1)∗(a))(f).
A similar calculation shows (p1)∗(x · a)(f) = ((p1)∗(x) · (p0)∗(a))(f), so we have
(1) and (2). For (3),














For x ∈ Cc(F 1), we have
‖(p1)∗(x)‖2 = ‖〈(p1)∗(x), (p1)∗(x)〉‖ = ‖〈x, x〉 ◦ p0‖ = ‖〈x, x〉‖ = ‖x2‖,
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so (p1)∗ is isometric and hence bounded, and therefore extends to X(E).
As discussed earlier, the assumption that p is proper is necessary. This is
to ensure we get a map between the assigned C∗-correspondences and coefficient
algebras, rather than preserving the structure of the graph. The following example
illustrates this.
Example 3.2.3. Let E = (T,T, idT, idT), F = (R,R, idR, idR), and let p : F → E
be the pair p0 = p1 : x 7→ eix. Observe that the p0, p1 are not proper maps. Let
1T : T → C be the constant function such that 1T(z) = 1, and similarly for 1R.
Note that 1T ∈ C(T), X(F ). Then for i ∈ {0, 1}
(pi)∗(1T) = 1T ◦ pi = 1R,
which is not an element of either C0(E
0) or X(E).
We aim to show that p∗ gives an injective homomorphism between the C∗-
algebras of topological graphs. First, we must show there exists maps between
Toeplitz algebras.
Proposition 3.2.4. Let X and Y be C∗-correspondences over A and B respec-
tively, with a correspondence map (ρ, κ) : X → Y . Let (ψY , πB) be a Toeplitz
representation of Y in a C∗-algebra D. Then (ψY ◦ ρ, πB ◦ κ) is a Toeplitz repre-
sentation of X in D. In particular, (ιY ◦ ρ, ιB ◦ κ) is a Toeplitz representation of
X in T (Y ).
Proof. Fix x, y ∈ X and a ∈ A. Then




= (ψY ◦ ρ(x))(πB ◦ κ(a)),
and a similar argument shows that ψY ◦ ρ(a · x) = πB ◦ κ(a)ψY ◦ ρ(x). We also
have
πB ◦ κ(〈x, y〉A) = πB(〈ρ(x), ρ(y)〉B) = ψY ◦ ρ(x)∗ψY ◦ ρ(y).
Hence (ψY ◦ ρ, πB ◦ κ) is a Toeplitz representation of X in D. If ψY = ιY and
πB = ιB, we obtain the Toeplitz representation (ψY ◦ ρ, πB ◦ κ) of X in T (Y ). 
Proposition 3.2.5. Let X, Y be C∗-correspondences over A,B respectively, and
let (ρ, κ) : X → Y be a bimodule map. Then there exists a homomorphism
(ιY ◦ ρ) × (ιB ◦ κ) : T (X) → T (Y ). If κ is injective, (ιY ◦ ρ) × (ιB ◦ κ)
is injective.
Proof. By proposition 3.2.4, (ιY ◦ ρ, ιB ◦ κ) is a Toeplitz representation of X in
T (Y ). The universal property of T (X) implies there exists a homomorphism
(ιY ◦ ρ) × (ιB ◦ κ) : T (X)→ T (Y ). If κ is injective, then ιB ◦ κ is injective, it
follows that (ιY ◦ ρ) × (ιB ◦ κ) is injective by [18, Theorem 2.1]. 
If (ψX , πA) is a Toeplitz representation of X in a C
∗-algebra C, and (ψY , πB)
is a Toeplitz representation in a C∗-algebra D, we obtain Figure 3.4, by Proposi-
tion 3.2.4 and Proposition 3.2.5.
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T (X) T (Y )
XA YB
C D
(ιY ◦ ρ)× (ιB ◦ κ)






Figure 3.4: Propositions 3.2.4 and 3.2.5
Corollary 3.2.6 ([27, Proposition 2.3]). Let E,F be topological graphs such that
p : E → F is an s-injective graph morphism. Then p induces an injective homo-
morphism p∗ : T (F )→ T (E), such that for x ∈ X(F ), a ∈ C0(F 0),
p∗(ιX(F ))(x) = ιX(E)(x ◦ p1) and p∗(ιC0(F 0))(a) = ιC0(E0)(a ◦ p0).
Proof. Apply Proposition 3.2.5 to Example 3.2.2. 
Corollary 3.2.7 ([27, Proposition 2.4]). Let E,F,G be topological graphs, and let
p : E → F , m : F → G be s-injective graph morphisms. Then
(m ◦ p)∗ = p∗ ◦m∗ : T (G)→ T (E),
such that for x ∈ X(G) and a ∈ C0(G0)
p∗ ◦m∗(ιX(G))(x) = ιX(E)(x ◦m1 ◦ p1) and p∗(ιC0(G0))(a) = ιC0(E0)(a ◦m0 ◦ p0).
Proof. Applying Corollary 3.2.6 to Proposition 3.1.6 gives the homomorphism
(m ◦ p)∗ : T (G)→ T (E). Then, for x ∈ X(G) and a ∈ C0(G0) we have
(m ◦ p)∗(ιX(G)(x)) = ιX(E)(x ◦m1 ◦ p1)
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= p∗(ιX(F )(x ◦m1))
= p∗ ◦m∗(ιX(G)(x)),
and
(m ◦ p)∗(ιC0(G0)(a)) = ιC0(E0)(a ◦m0 ◦ p0)
= p∗(ιC0(F 0)(a ◦m0))
= p∗ ◦m∗(ιC0(G0)(a)).
Since (m◦p)∗ = p∗◦m∗ on the sets ιX(G)(X(G)) and ιC0(G0)(C0(G0)) which generate
T (G), the result follows. 
Corollary 3.2.8. Let E,F be topological graphs, and p : E → F a graph isomor-
phism. Then p∗ : T (F ) → T (E) as defined in Corollary 3.2.6 is an isomorphism
of C∗-algebras.





F → E is a graph isomorphism. By Corollary 3.2.6, p, h induce injective homo-
morphisms p∗ : T (F ) → T (E) and h∗ : T (E) → T (F ). Then for x ∈ X(E) and
a ∈ C0(E0), we have
p∗ ◦ h∗(ιX(E))(x) = ιX(E)(x ◦ (p1)−1 ◦ p1) = ιX(E)(x),
and
p∗ ◦ h∗(ιC0(E0))(a) = ιC0(E0)(a ◦ (p1)−1 ◦ p1) = ιC0(E0)(a).
So p∗ ◦ h∗ = idT (E). Similar calulations show that h∗ ◦ p∗ = idT (F ). 
Proposition 3.2.9. Let E be a topological graph, and fix f ∈ Cc(E1). Then there
exist finitely many s-sections Ki covering supp(f) and functions gi ∈ C0(Ki) such
that
∑
i gi = f . Moreover, on each Ki, we have
‖ · ‖X(E) = ‖ · ‖∞.
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Proof. For x ∈ supp(f), let Ux be an neighbourhood of x that is an s-section, and
let Vx be a precompact neighbourhood of x. Then let
Kx := Ux ∩ Vx.
Then Kx is a precompact s-section. Since supp(f) is compact, there exist a finite
set I such that for i ∈ I, there exists xi ∈ supp(f) so that Kxi cover supp(f).




be a partition of unity such that ξi is subordinate to
Ki. Then define
gi(e) := f(e)ξi(e)
for e ∈ E1. Then
∑
i∈I gi = f . Finally, for i ∈ I,











Proposition 3.2.10. Let (Ei, pi)
∞
i=0 be a projective sequence of topological graphs.
For ε > 0 and f ∈ Cc(E1∞), there exists an n ∈ N and g ∈ Cc(E1n) such that∥∥f − (P 1n)∗(g)∥∥∞ < ε.
Moreover,
∥∥f − (P 0n)∗(g)∥∥X(E∞) < ε.









be a partition of unity subordinate to Ui, and for





i∈I gi = f .
Since supp(gi) ⊆ Ui, which is compact, we many cover it with finitely many{
Z(Vk,mk)
}














is dense in C0(Ui), for each i ∈ I. Hence, we can find hi ∈ Cc(E1mi), such that∥∥gi − (P 0mi)∗(hi)∥∥ < ε|I| .





























by Proposition 3.2.9. 
Theorem 3.2.11. Let (Ei, pi)
∞









Proof. Fix f ∈ X(E∞) and ε > 0. Then choose g ∈ Cc(E1∞) such that ‖f−g‖ < ε2 .
By Proposition 3.2.9, we can find {gi}i∈I ∈ Cc(E1∞), where I is a finite set, such
that s∞|supp(gi) is a homeomorphism and g =
∑
i∈I gi. By Proposition 3.2.10, for
each gi, there exists ni ∈ N, hi ∈ Cc(E1ni) such that































which proves the claim. 
We now prove that, given a projective sequence of topological graphs, we obtain
a direct sequence of the Toeplitz algebras of topological graphs, and this satisfies a
relationship with T (E∞) that is analagous to Theorem A.1.9 for commutative C∗-
algebras. We will then prove that this isomorphism factors through to the direct
sequence of Cuntz-Pimsner algebras, and we obtain a similar result for C∗(E∞)
(Theorem 3.2.19).
Theorem 3.2.12 ([27, Proposition 4.6]). Let (Ei, pi)
∞
i=0 be a projective sequence of
topological graphs. Then Figure 3.5 commutes, and the homomorphism P∞ induced
by the universal property of lim−→(T (Ej), p
∗

















Figure 3.5: Direct Limit of Toeplitz Algebras of Topological Graphs
Proof. By Theorem 3.1.11, (E∞, Pi) is a projective limit for (Ei, pi)
∞
i=0, and so
induces a sequence of injective homomorphisms P ∗i : T (Ei) → T (E∞) such
that P ∗j = P
∗





→ T (E∞), such that P ∗j = P∞ ◦ Φj, and so Figure 3.5 commutes.
We claim P∞ is a bijection.
By [18, Theorem 1.3], T (E∞) is generated as a C∗-algebra by ιX(E∞)(X(E∞))
and ιC0(E0∞)(C0(E
0
∞)). Fix x ∈ X(E∞) and ε > 0. By Theorem 3.2.11, there exists
m ∈ N and y ∈ X(Em) such that
∥∥x − (P 0m)∗(y)∥∥X(E∞) < ε2 . Then there exists









∥∥ιX(E∞)(x)− ιX(E∞)((P 0m)∗(y))∥∥+ ∥∥P ∗m(ιX(Em)(y))− P ∗m(ιX(Em)(f))∥∥
< ε.
70
So ιX(E∞)(X(E∞)) is in the range of P∞. A similar argument shows that the range
of P∞ contains ιC0(E0∞)(C0(E
0
∞)), so P∞ is surjective. 
We now shift our attention to C∗-algebras of topological graphs. In order to
prove that we obtain a map between the Cuntz-Pimsner algebras, we need to
obtain a map from the ideal JX to JY . To do this, we show that a bimodule
map induces a homomorphism between the compact operators. This requires a
few technical lemmas first. We use the notation Mn(C) to denote the set of n× n
matricies with complex entries.
This lemma was asserted in the proofs of [22, Proposition 1.18] and [21, Lemma
2.1], and has been included for the sake of completeness.
Lemma 3.2.13 ([21, 22]). Let A be a C∗-algebra, and X be a right-Hilbert A-
module. Then X ⊗ Cn is a right-Hilbert A⊗Mn(C)-module and
L(X)⊗ C ∼= L(X ⊗ Cn),
via the isomorphism
a 7→ a⊗ I
for a ∈ L(X).
Proof. The fact that X ⊗ Cn is a right-Hilbert A ⊗Mn(C)-module follows from
the fact that X is a right A-module and Cn is a right Mn(C)-module.
Fix T ∈ L(X ⊗ Cn). We aim to show that T can be represented as a matrix.
Since
X ⊗ Cn = span
{




it suffices to show that this is true for x⊗ ei, where x ∈ X, ei ∈ Cn are fixed. Now,


























where the subscript on the matrix entries denotes the position (we will use this
convention for the remainder of the proof), and (Tx)i ∈ X. Since the formula
x 7→ (Tx)i ⊗ ei is linear, it follows that each of the (Tx)i is linear.
Now suppose that T has a matrix representation, say
AT =





an,1 · · · an,n
 .
Then







So, by comparing operators, we obtain (Tx)1 = a1,ix for all x ∈ X, (Tx)2 = a2,ix
for all x ∈ X, and so on. We let aj,i ∈ L(X) ⊗ C be such that aj,ix := (Tx)j for
all x ∈ X.
Since T is adjointable, T ∗ has a matrix representation AT ∗ , say
AT ∗ =





bn,1 · · · bn,n
 ,
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where bk,m ∈ L(X)⊗ C for all k,m ≤ n. Fix y ∈ X, and j ≤ n. Then







Since T ∈ L(X ⊗ Cn), we have
〈T (x⊗ ei), y ⊗ ej〉A⊗Mn(C) = 〈x⊗ ei, T ∗(y ⊗ ej)〉A⊗Mn(C).
Hence
〈AT (x⊗ ei), y ⊗ ej〉A⊗Mn(C) = 〈x⊗ ei, AT ∗(y ⊗ ej)〉A⊗Mn(C).
So, our aim is to perform these calculations and compare entries in the resulting
matricies.
We have〈












0 · · · 〈a1,ix, y〉A · · · 0




0 · · · 〈an,ix, y〉A · · · 0

= C,
where the 〈ak,ix, y〉A occur in the jth column for k ≤ n. Now,〈
















〈x, b1,jy〉A 〈x, b2,jy〉A · · · 〈x, bn,jy〉A
... · · · ...




where the 〈x, bk,jy〉A occur in the ith row for k ≤ n. By comparing C and D we
find
〈ak,ix, y〉A = 〈x, bk,jy〉A = 0
for k 6= i and m 6= j. Since the only entry C and D both have non-zero entries is
the i, j-th coordinate, we find
〈ai,ix, y〉A = 〈x, bj,jy〉A
for all i, j ≤ n. Hence, (ai,i)∗ = bj,j for all i, j ≤ n. This forces ai,i = ak,k for all
i, k ≤ n, so
AT =

a 0 · · · 0




0 · · · · · · a

for some a ∈ L(X)⊗ C with adjoint




a∗ 0 · · · 0




0 · · · · · · a∗
 .
Therefore, L(X)⊗ C is isomorphic to L(X ⊗ Cn) via the map
a 7→

a 0 · · · 0




0 · · · · · · a
 = a⊗ I
for a ∈ L(X)⊗ C. 
A proof was first presented in [21]. Details that were missing from the original
proof have been added for clarity.
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Lemma 3.2.14 ([21, Lemma 2.1]). Let A be a C∗-algebra, and X a right Hilbert
A-module. Then, for x1, x2, · · ·xn, y1, y2, · · · , yn ∈ X we have∥∥∥ n∑
i=1
θxi,yi
∥∥∥ = ∥∥∥((〈xi, xj〉A)ni,j=1) 12 ((〈yi, yj〉A)ni,j=1) 12 )∥∥∥
where the norm on the right is the C∗-norm on Mn(A).












∥∥ by the Continuous Functional Calculus
=
∥∥〈y · (〈x, x〉A) 12 , y · (〈x, x〉A) 12 〉A∥∥
=
∥∥((〈x, x〉A) 12 )∗〈y, y〉A(〈x, x〉A) 12∥∥
=
∥∥(〈x, x〉A) 12 〈y, y〉A(〈x, x〉A) 12∥∥
=
∥∥((〈y, y〉A〈x, x〉A) 12 )∗(〈y, y〉A〈x, x〉A) 12∥∥
=
∥∥〈y, y〉A〈x, x〉A∥∥2
Now consider Y = X ⊕X ⊕ · · · ⊕X = X ⊗Cn as a right A⊗Mn(C) module. For
x = (x1, · · · , xn), y = (y1, · · · , yn) ∈ Y , we put
〈x, y〉A⊗Mn(C) = (〈xi, yj〉A)ni,j=1.














∥∥((〈xi, xj〉A)ni,j=1) 12 ((〈yi, yj〉A)ni,j=1) 12∥∥,
as required. 
The following lemma follows from a [46, Lemma 3.2] and [21, Lemma 2.2]. The
full statement of the result, however, appears in [24].
Lemma 3.2.15 ([24, Proposition 2.1]). Suppose (ρ, κ) is a bimodule map from XA
to YB. Then there is a homomorphism (ρ, κ)
(1) : K(X)→ K(Y ) satisfying
(ρ, κ)(1)(θx,y) = θρ(x),ρ(y)
for all x, y ∈ X.
Sometimes this homomorphism is denoted by either κ(1) or ρ(1), but the author
feels this is inappropriate, as a bimodule map is a pair of maps, so the homomor-
phism is induced from a pair, and as such, should reflect that.
Proof of Lemma 3.2.15. First, we show∥∥∥ n∑
i=1
θρ(xi),ρ(yi)









∥∥∥(〈ρ(xi), ρ(xj)〉)ni,j=1(〈ρ(yi), ρ(yj)〉)ni,j=1∥∥∥ by Lemma 3.2.13
=
∥∥∥(κ(〈(xi), (xj)〉)ni,j=1) 12 (κ(〈yi, yj)〉)ni,j=1) 12∥∥∥
=
∥∥∥κ((〈xi, xj〉)ni,j=1) 12κ((〈yi, yj〉))ni,j=1) 12∥∥∥ by Continuous Functional Calculus
=












∥∥ ≤ ∥∥∑nn=1 θxi,yi∥∥ as we aimed to show. We claim
this implies there is a unique homomorphism such that
(ρ, κ)(1)(θx,y) = θρ(x),ρ(y)














Let ai = xi for i ≤ n and ai = −wi−n for n + 1 ≤ i ≤ n + m. Similarly define

















∥∥∥ = ∥∥∥ n+m∑
i=1
θρ(ai),ρ(bi)




So, θx,y 7→ θρ(x),ρ(y) is well-defined. Since we have shown this map is bounded, it
extends to a continuous map, which we check is a homomorphism.
Fix α ∈ C, S, T ∈ K(X), and choose sequences Sn, Tn converging to S and T
respectively, such that Sn, Tn ∈ span {θx,y : x, y ∈ X} for all n. Then
(ρ, κ)(1)(αS + T ) = lim
n→∞
(ρ, κ)(1)(αSn + Tn)
= lim
n→∞
α(ρ, κ)(1)(Sn) + (ρ, κ)
(1)(Tn)
= α(ρ, κ)(1)(S) + (ρ, κ)(1)(T ).
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Now, fix x, y, z, w ∈ X. Then




= (ρ, κ)(1)(θx,y)(ρ, κ)
(1)(θw,z).
Also,






completing the proof. 
Lemma 3.2.16 ([27, Proposition 2.9]). Let p : E → F be an s-injective graph
morphism. Then p induces an injective homomorphism of C∗-algebras
p̃∗ : C∗(F )→ C∗(E),
such that for x ∈ X(F ), a ∈ C0(F 0),
p̃∗ ◦ jX(F )(x) = jX(E)(x ◦ p1) and p̃∗ ◦ jC0(F 0)(a) = jC0(E0)(a ◦ p0).
Moreover, Figure 3.6 commutes, where qE and qF are the quotient maps of their
respective algebras.
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Figure 3.6: Lemma 3.2.16

















, jC0(F 0) ◦(
p0
)∗)





(a) = jC0(F 0)(a ◦ p0)
= (jX(E), jC0(F 0))
(1)(a ◦ p0 ◦ rE)
= (jX(E), jC0(F 0))
(1)(a ◦ rF ◦ p1)
= p∗(jX(E), jC0(F 0))
(1)(a ◦ rF ) by Lemma 3.2.15




















is injective. Hence, by Theorem 2.2.15,




















so Figure 3.6 commutes. 
Corollary 3.2.17 ([27, Proposition 2.10]). Let E,F,G be topological graphs, and
let p : E → F and m : F → G be s-injective graph morphisms. Then(
(m ◦ p)∗
)̃
= p̃∗ ◦ m̃∗ : C∗(G)→ C∗(E).
79
Proof. Applying Lemma 3.2.16 to Proposition 3.1.6, we obtain the homomorphism(
(m ◦ p)∗
)̃
: C∗(G) → C∗(E). For x ∈ X(G) and a ∈ C0(G0), we have(
(m ◦ p)∗
)̃
(jX(G)(x)) = jX(E)(x ◦m1 ◦ p1)
= p̃∗(jX(F )(x ◦m1))





(jX(G)(x)) = jX(E)(x ◦m1 ◦ p1)
= p̃∗(jX(F )(x ◦m0))





= p̃∗ ◦ m̃∗ on the sets jX(G)(X(G)) and jC0(G0)(C0(G0)) which
generate C∗(G), the result follows. 
Corollary 3.2.18. Let E and F be topological graphs, such that p : E → F is a
graph isomorphism. Then p̃∗ : C∗(F )→ C∗(E) is an isomorphism.
Theorem 3.2.19 ([27, Proposition 4.13]). Let (Ei, pi)
∞
i=0 be a projective sequence
of topological graphs. Then the homomorphism P∞ of Theorem 3.2.12 descends to







Proof. For j ∈ N ∪ {∞}, we denote the quotient map by qj : T (Ej) → C∗(Ej).
By Corollary 3.2.17, the projective sequence (Ei, pi) the commuting diagram Fig-
ure 3.7.
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T (E0) · · · T (Ej) T (Ej+1) · · · T (E∞)













Figure 3.7: Direct sequences induced by (Ei, pi)
∞
i=0









































→ C∗(E∞) such that P̃ ∗j = P̃∞ ◦ Ψj for

































Figure 3.8: The Relationship Between the Direct Limits
Since q∞ is surjective, it follows that P̃∞ is surjective, and therefore an isomor-
phism of C∗-algebras. 
Example 3.2.20. Consider the projective sequence of directed graphs (En, pn)
∞
n=1
of Example 3.1.8, and the projective limit E∞ of Example 3.1.14. Then for each
n ∈ N, pn : C∗(En) → C∗(En+1) is such that for x ∈ Xn, pn(Sx) = Sx0 +
Sx1 and p
∗
n(Px) = Px0 + Px1. By Theorem 3.1.11, E∞ = (X
∞, X∞, r∞, id), so
Example 2.2.23 then implies that C∗(E∞) = C(X
∞)or−1∞ Z. The homomorphisms
P ∗n : C
∗(En) → C∗(E∞) are such that P ∗n(Sx) = ιZ(1)ιC(X∞)(χ(Z(x, n))), where
(ιC(X∞), ιZ) is the universal covariant representation of (C(X
∞),Z, r∞).
We present an alternative description of C∗(E∞). We make use of the result
that C∗(En) = M2n(C(T)) = M2n(C)⊗ C(T) ([47, Example 2.14]). We denote by
Θi,j the element of Mn(C) such that (Θi,j)n−1k,l=0 = δi,kδj,l. Let 1, ι ∈ C(T) be the
functions such that 1 : z 7→ 1 and ι : z 7→ z. For n ∈ N, M2n(C(T)) is generated
by Θi,j⊗1 for i, j ∈ {0, 1, · · · , 2n−1}, and I⊗ ι, since C(T) is generated by ι. Then
p∗n : M2n(C(T))→M2n+1(C(T)) is such that
p∗n(Θi,j ⊗ 1) = Θi,j ⊗ 1 + Θi+2n,j+2n ⊗ 1
for i, j ∈ {0, 1, · · · , 2n − 1}, and
p∗n(I ⊗ ι) =
2n∑
i=0
(Θi+2n,i ⊗ 1 + Θi,i+2n ⊗ ι),
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which are the homomorphsims of [10, Chapter V.3]. Hence, C∗(E∞) = B({2n}),
the Bunce-Deddens algebra of type 2n.
The consequence of this is B({2n}) = C(X∞) or−1∞ Z, which is precisely what




Solenoids via Topological Graph
C∗-algebras
4.1 Construction of Noncommutative Solenoids
via Topological graph C∗-algebras
For θ ∈ [0, 1), we write Aθ for the universal C∗-algebra generated by unitaries Uθ
and Vθ subject to
UθVθ = e
2iπθVθUθ. (4.1)
We call Aθ the rotation algebra of θ. If θ /∈ Q, we call Aθ an irrational
rotation algebra. For further reading, see [10, Chapter VI]. Using the topological
graph
Eθ := (T,T, rθ : z 7→ e2iπθz, idT : z 7→ z),
from Example 2.2.3, by [10, Example VIII.1.1] and Example 2.2.24 we have C∗(Eθ) =
Aθ. Where it is unambiguous, we write U for Uθ, and V for Vθ.
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We dedicate this chapter to the construction of noncommutative solenoids [38,
Definition 3.1]. The way we shall do this is via the direct limit of rotation algebras,
as shown in [38, Theorem 3.7]. Given the results of Chapter 3, most notably
Theorems 3.1.11 and 3.2.19, and the fact that there exist topological graphs E such
that C∗(E) = Aθ, it seems possible that we could find a sequence of topological
graphs and s-injective graph morphisms (En, pn) such that the C
∗-algebra C∗(E∞)
is a noncommutative solenoid. Given that we have description of noncommutative
solenoids as a direct limit of topological graph algebras (Definition 4.1.1), and a
theory of direct limits of topological graph C∗-algebras, it hints at a method to
this construction.
The following definition comes from [38]. The original definition presented was
different, but was shown to agree with the following construction.
Definition 4.1.1 ([38, Theorem 3.7]). Fix θ0 ∈ [0, 1), and let N be an integer
such that N ≥ 2. Let (kn)∞n=0 be such that kn ∈ {0, 1, · · · , N2− 1} for each n ∈ N,
and let θ = (θn)
∞
n=0 be such that N
2θn+1 = θn + kn. Let ψn : Aθn → Aθn+1 be the
homomorphism such that
ψn :
 Uθn 7→ UNθn+1Vθn 7→ V Nθn+1 .
We denote ASθ = lim−→(Aθn , ψn).
The C∗-algebra ASθ is called the noncommutative solenoid of θ.
We then have the following commuting diagram.






We begin by examining what possible graph homomorphisms we can find.
Theorem 4.1.2. Fix θ ∈ [0, 1) and let σ ∈ [0, 1) be such that p : Eθ → Eσ is an
s-injective graph morphism. Then p0 = p1 : e2iπt 7→ e2iπf(t) for some continuous
surjective f : R/Z→ R/Z, subject to f(t+ θ) = f(t) + σ.
Moreover, if θ ∈ [0, 1) \ Q, then f(t) = αt + b for some b ∈ [0, 1) such that
α = σ−b
θ
∈ Z \ {0}.
Proof. Suppose that p0 : e2iπt 7→ e2iπf(t) and p1 : e2iπt 7→ e2iπg(t) for some continu-
ous surjective f, g : R/Z→ R/Z. We then have
e2iπf(t) = p0 ◦ idT(e2iπt) = idT ◦ p1(e2iπt) = e2iπg(t).
Hence, f ≡ g. We also have
e2iπf(t+θ) = p0 ◦ rθ(e2iπt) = rσ ◦ p1(e2iπt) = e2iπ(f(t)+σ),
giving us f(t+θ) = f(t)+σ. Since for all z ∈ T, id−1(z) = {z}, and id−1(p0(z)) =
{p0(z)}, so p1 : id−1(z) → id−1(p0(z)) must be injective. Hence (p0, p1) is s-
injective.
For the remainder of the proof we require θ ∈ [0, 1)Q (we make use of the fact
that {nθ : n ∈ N} is dense in T). For n ∈ Z, f(nθ) = f(0) + nσ. Hence, for
n,m ∈ Z
f(nθ) + f(mθ) = nσ +mσ + 2f(0) = (n+m)σ + 2f(0) = f((m+ n)θ) + f(0).
So, for x, y ∈ [0, 1) with x + y < 1, fix sequences ni,mi of natural numbers such
that niθ (mod 1) → x and miθ (mod 1) → y as i → ∞. Continuity of f then
implies
f(x+ y) = lim
i→∞
f((ni +mi)θ) = lim
i→∞
f(niθ) + f(miθ)− f(0) = f(x) + f(y)− f(0).
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So if f ′ : R/Z→ R/Z is the function such that f ′(x) = f(x)−f(0) then f ′ satisfies
f ′(x+ y) = f(x+ y)− f(0) = f(x) + f(y)− 2f(0) = f ′(x) + f ′(y).
Hence f ′ is affine with f ′(0) = 0, so f(t) = αt + b for some α, b ∈ R. Continuing
from our calculation previously, we find that
f(t+ θ) = f(t) + σ ⇐⇒ α(t+ θ) + b = αt+ σ ⇐⇒ αθ = σ − b.
The continuity of f forces f(xn)→ f(0) as xn → 1, so α ∈ Z \ {0} since p0, p1 are
surjective. Hence σ−b
θ
∈ Z \ {0}. 
We seek a pair of elements a, b ∈ C∗(Eθ) that generate Aθ as a C∗-algebra.
Proposition 4.1.3. Fix θ ∈ [0, 1), and let (jX(Eθ), jC(T)) be the universal covariant
Toeplitz representation of X(Eθ) into C
∗(Eθ) = Aθ. Let 1, ι ∈ C(T) be such that
1 : z 7→ 1 and ι : z 7→ z for all z ∈ T. Then (jX(Eθ)(1), jC(T)(ι)) is a pair of
unitaries satisfying (4.1), and C∗(jX(Eθ)(1), jC(T)(ι)) = Aθ.
Proof. Since jC(T) is a homomorphism, we have
jC(T)(ι)jC(T)(ι)
∗ = jC(T)(ιι) = jC(T)(1) = 1 = jC(T)(ιι) = jC(T)(ι)
∗jC(T)(ι),
so jC(T)(ι) is unitary. Also,
jX(Eθ)(1)
∗jX(Eθ)(1) = jC(T)(〈1,1〉) = jC(T)(1) = 1.
Since (jX(Eθ), jC(T)) is covariant, we have
jX(Eθ)(1)jX(Eθ)(1)
∗ = (jX(Eθ), jC(T))
(1)(Θ1,1) = jC(T)(φ(1)) = 1
hence jX(Eθ)(1) is also unitary. Finally,
jC(T)(ι)jX(Eθ)(1) = jX(Eθ)(ι · 1) = jX(Eθ)(e
2iπθ1 · ι) = e2iπθjX(Eθ)(1)jC(T)(ι),
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which is (4.1), as claimed. Since ι generates the C∗-algebra C(T), jC(T) is generated
by jC(T)(ι). Then, for any f ∈ C(T), jX(Eθ)(1)jC(T)(f) = jX(Eθ)(1 · f) = jX(Eθ)(f).
Hence, the pair (jX(Eθ)(1), jC(T)(ι)) generate the images of jX(Eθ) and jC(T), and
therefore C∗(Eθ). Hence C
∗(jX(Eθ)(1), jC(T)(ι)) = Aθ. 
Proposition 4.1.3 shows that one of the two generators comes from the Hilbert
module, the other from the coefficient algebra. This is the source of the issues we
will encounter.
Proposition 4.1.4. Fix θ ∈ [0, 1), and let σ = nθ for some n ∈ N. Let p : Eθ →
Eσ be an s-injective graph morphism. Then
p∗(jX(Eθ)(1)) = jX(Eσ)(1).
Morover, if p0 : z 7→ zn, then
p∗(jC(T)(ι)) = jC(T)(ι)
n.
Proof. Firstly, we have
p∗(jX(Eθ)(1)) = jX(Eσ)(1 ◦ p
1) = jX(Eσ)(1). (4.2)
Now, if p0(z) = zn for all z ∈ T, then ι ◦ p0(z) = ι(zn) = zn. So
p∗(jC(T)(ι)) = jC(T)(ι ◦ p0) = jC(T)(ι)n,
as claimed. 
If we consider the case where p0 = p1 : z 7→ zn and denote by Uθ := jX(Eθ)(1)
and Vθ := jC(T)(ι), we get
p∗ :
 Uθ 7→ UσVθ 7→ V nσ ,
and it becomes apparent that the linking maps in Definition 4.1.1 do not cor-
respond to any s-injective graph morphism p : Eθ → Eσ. In particular, Equa-
tion (4.2) shows that for any s-injective graph morphism p : Eθ → Eσ, the in-
duced homomorphism p∗ : C∗(Eσ)→ C∗(Eθ) carries jX(Eθ)(1) to jX(Eσ)(1). That
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is, the homomorphism p∗(Uθ) = Uσ. We require a more subtle approach. Since
one of the generating unitaries is associated to the edge set, we require some
method of manipulating it so that we can obtain a homomorphism φ such that
φ(jX(Eθ)(1)) = jX(Eσ)(1)
n.
Notation 4.1.5. Fix N ∈ N, and a topological graph E. We denote the N-th
higher power graph by
E(N) :=
(
E0, EN , rN , sN
)
,
where the range and source maps are given by rN : e1e2 · · · eN 7→ r(e1) and sN :
e1e2 · · · eN 7→ s(eN) respectively.
Lemma 4.1.6. Fix θ ∈ [0, 1), N ∈ N and let k ∈ {0, 1 · · · , N − 1}. Then





h0 : z 7→ z and h1 : z1z2 · · · zN 7→ zN ,
is a graph isomorpism.
Proof. That h0, h1 are homeomorphisms because rθ, idT are homeomorphisms. Fix
z1z2 · · · zN ∈ EN . Straightforward calculations yield
h0 ◦ rNθ+k
N




(z1z2 · · · zN) = idT ◦ h1(z1z2 · · · zN).
The s-injectivity follows from the fact that sNθ+k
N
is homeomorphism. 
Lemma 4.1.7. Let E be a topological graph, and let E∗ denote its path space.
There exists a linear map λ1 : X(E) → B(`2(E∗)) and a homomorphism λ0 :
C0(E







Then the pair (λ1, λ0) is a Toeplitz representation of X(E) onto B(`2(E∗)), and
the homomorphism λ1 × λ0 : T (E)→ B(`2(E∗)) is faithful.
Proof. We first check that λ0 is well-defined. Fix f ∈ C0(E0) and a finite set I.









so λ0 is norm decreasing on finite sums and hence well-defined. For f, g ∈
C0(E
0), µ ∈ E∗ and α ∈ C, we have
λ0(αf +g)δµ = (αf +g)(r(µ))δµ = (α(f(r(µ))) +g(r(µ)))δµ = (αλ
0(f) +λ0(g))δµ.
Moreover,








Hence λ0 is a homomorphism.
















































Hence x 7→ λ1(x) is norm decreasing and well-defined. Further, for finitely many








































= (αλ1(x) + λ1(y))δµ,
so λ1 is linear and hence λ1(x) ∈ B(`2(E∗)) for x ∈ X(E), with adjoint
λ1(x)∗δµ =
 x(e)δµ′ if |µ| ≥ 1 and µ = eµ′0 if |µ| = 0.
Finally, we check that (λ1, λ0) is a Toeplitz representation. Fix x, y ∈ X(E),













































= λ1(f · x)δµ.
Hence (λ1, λ0) is a Toeplitz representation.
For the final part of the proof, we claim that the homomorphism λ1 × λ0 is
injective. By [18, Proposition 1.6], it suffices to show that λ0|`2(E∗) is faithful.





Hence f = g. 
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Corollary 4.1.8. Fix N ∈ N, and let E be a topological graph, and E(N) be its
N-th higher power graph. Let (ιX(E), ιC0(E0)) be the universal Toeplitz represen-
tation of X(E) into T (E), and similiarly let (ιX(E(N)), ιNC0(E0)) be the universal
Toeplitz representation of X(E(N)) into T (E(N)). Then there exists an injective
homomorphism
φ : T (E(N))→ T (E)
such that for x ∈ X(E(N)) and a ∈ C0(E0),




Proof. Given that X(E)⊗N = X(E⊗N) by [47, Proposition 9.7], and X(E⊗N) =
X(E(N)), we have X(E(N)) = X(E)⊗N .
In a similar method as in Lemma 4.1.7, we can define a Toeplitz representation




f(e1 · · · eN)δe1···eNµ and ρ0(g)δµ = g(r(µ))δµ
for all f ∈ Cc(E(N)) and g ∈ C0(E0). Then the map ρ1 × ρ0 : TE(N) is injective.
The pair (ι⊗NX(E), ιC0(E0)) is a Toeplitz representation of X(E
(N)) into T (E) (the
properties for this follow from the fact that (ιX(E), ιC0(E0)) is a Toeplitz repre-
sentation). We claim that φ := ι⊗NX(E) × ιC0(E0) : T (E(N)) → T (E) is the desired
homomorphism. To show injectivity, we show (λ1×λ0)◦(ι⊗NX(E)×ιC0(E0)) = (ρ1×ρ0).
Fix x = x1 ⊗ · · · ⊗ xN ∈ X(E(N)) and µ ∈ E∗. Then




1 × λ0)(ιX(E)(x1) · · · ιX(E)(xN))δµ




x(e1 · · · eN)δe1···eNµ
= ρ1(x)δµ
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= ((ρ1 × ρ0) ◦ ι⊗NX(E)(x))δµ
Moreover, for a ∈ C0(E0) we have






= (ρ1 × ρ0) ◦ ιNC0(E0)(a)δµ.
Hence, the subspace `2((E(N))∗) of `2(E∗) is invariant under the map (λ1 × λ0) ◦
(ιX(E(N)) × ιNC0(E0)) = ρ
1 × ρ0. Hence φ is injective. 
Corollary 4.1.9. Let E be a topological graph such that r is a homeomorphism,
and fix N ∈ N. Let φ : T (E(N)) → T (E) be the injective homomorphism
described in Corollary 4.1.8. Then φ descends to an injective homomorphism
φ̃ : C∗(E(N))→ C∗(E).
Proof. We show that the image of the Katsura ideal JX(E(N)) under φ is contained
within JX(E). By Proposition 2.2.13, ι
N
C0(E0)
(a) ∈ JE(N) if and only if supp(a) ⊆
E0rg and a 6≡ 0. Since r is a homeomorphism, we have E0rg = (E(N))0rg. Hence
ιC0(E0)(a) ∈ JX(E) if and only if ιNC0(E0)(a) ∈ JE(N) . 
Proposition 4.1.10. Fix θ ∈ [0, 1), N ∈ N such that N ≥ 2, and k1, k2 ∈
{0, 1, · · · , N − 1}. Let p : E θ+k1
N
→ Eθ be the s-injective graph morphism where
p0 = p1 : z 7→ zN . Let h be the graph isomorphism described in Lemma 4.1.6, and
φ̃ as described in Corollary 4.1.9.










Vθ 7→ V Nθ+Nk1+k2
N2
,
where Uθ, Vθ generate C











Proof. Let (jX(Eθ), jC(T)) be the covariant representation generating C
∗(Eθ). By
Proposition 4.1.3, it suffices check the images of jX(Eθ)(1) and jC(T)(ι) under ψ.
We have
ψ ◦ jX(Eθ)(1) = φ̃ ◦ h
∗ ◦ p∗ ◦ jX(Eθ)(1)


































ψ ◦ jC(T)(ι) = φ̃ ◦ h∗ ◦ p∗ ◦ jC(T)(ι)
= φ̃ ◦ h∗ ◦ jC(T)(ι ◦ p0)











which is the required homomorphism. 
























We make use of this in the following theorem.
Theorem 4.1.11. Fix an integer N such that N ≥ 2, and θ0 ∈ [0, 1). Let θ =
(θn)
∞
n=0, where Nθn+1 = θn + kn for some kn ∈ {0, 1, · · · , N − 1} for n ∈ N. Let
ψ̃n : C
∗(Eθ2n)→ C∗(Eθ2(n+1)) be the homomorphism ψ in Proposition 4.1.10. Then
lim−→(C
∗(Eθ2n), ψ̃n) = ASθ .
Proof. Repeated applications of Proposition 4.1.10 gives us the sequence as de-
scribed in Definiton 4.1.1. It follows that lim−→(C
∗(Eθ2n), ψ̃n) = ASθ . 



























Since the maps used respect the Toeplitz algebras involved, we get the follow-
ing that we will make use of in Chapter 6. The reader will notice that we do
change convention slightly between the Toeplitz noncommutative solenoid and the
noncommutative solenoid. This is not done with malice, but rather to make later
chapters more legible (see Chapter 6).
Definition 4.1.12. Fix an integer N such that N ≥ 2 and θ0 ∈ [0, 1). Let








→ Eθn be the s-injective graph morphism such that
p0n : z 7→ zN and p1 : z1z2 · · · zN 7→ zNN ,
and let φn be the homomorphism of Corollary 4.1.8. Let ψn = φn ◦ p∗n. We denote
by T Sθ := lim−→(T (Eθn), ψn), called the Toeplitz noncommutative solenoid.
This will be of particular importance in Chapter 6, in the context of KMS-
states.

















Remark 4.1.13. The maps ψj = φj ◦ p∗j of Definition 4.1.12 are injective, since
φj is injective by Corollary 4.1.8, and p
∗
j is injective by Corollary 3.2.6.
Remark 4.1.14. Let ιC0(E0θj )
(f) ∈ JX(Eθj ). Then






= qj+1 ◦ ψj(ιC0(E0θj )(f)).
Combining this with Proposition 4.1.10 gives the following commuting diagram.
JX(Eθj ) JX(Eθj+1 )









Hence ASθ is a proper quotient of T Sθ .
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Chapter 5
The KMS-States of Compact
Topological Graph C∗-Algebras
5.1 The KMS states of a Topological Graph al-
gebra
In this section we investigate the KMS states of topological graph C∗-algebras, and
the inverse temperatures β for which they exist. We are motivated by applications
to KMS states of noncommutative solenoids in the next chapter. It is for this
reason we will occasionally forsake generality for practical and concrete examples.
To begin, we need an appropriate dynamics over either C∗(E) and T (E). The
obvious candidate is the gauge action, since (T (E),T, γ) is a C∗-dynamical system,
in the sense of [54]. However, this is not a dynamics over R, so we require a slight
modification.
Notation 5.1.1. Let E be a topological graph, and let γ : T→ Aut(T (E)) be the
gauge action described in 2.2.15. Then define α : R → Aut(T (E)) by αt = γeit
for t ∈ R. It should be clear that αt ◦ αs = αt+s from the definition. Further,
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given that t 7→ eit is continuous, then α is continuous, as it is the composition of
continuous functions.
We then obtain a dynamics α on T (E). Similarly, we obtain a dynamics also
denoted by α on C∗(E).
To get some KMS states from these systems though, we need a set of elements
of T (E) that span a dense subspace of T (E) and that are α-analytic. Given
Example 2.1.22, we have an obvious place to start looking.
Proposition 5.1.2. Let E be a topological graph. Let α : R → Aut(T (E)) such




∗ | k, l ≥ 0 and x ∈ X(E)⊗k, y ∈ X(E)⊗l
}









∗, and z 7→ eiz is an-
alytic, the map z 7→ eiz(m−n)ι⊗mX(E)(x)ι
⊗n
X(E)(y)
∗ is a T (E) valued analytic function.

We now turn our hand to an algebraic characterisation of the KMS condition
for topological graph algebras. We will use this throughout the chapter.
This theorem also appears in a more general form in [1, Proposition 3.1]. It
was proved independently by both parties.
Theorem 5.1.3. Let E be a topological graph, φ ∈ S(T (E)), and fix β > 0. Then






∗) = δm,ne−βmφ(ιC0(E0)(〈y, x〉)) (5.1)
for x ∈ X(E)⊗m, y ∈ X(E)⊗n such that m,n ≥ 0.
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Proof. First, suppose that φ ∈ Sα,β(T (E)). Then φ is invariant under α by












































































where p− q = m− n+ j − k. So, both sides of (5.2) are 0 unless m− n = k − j,
so we will assume this for the remainder of the proof.




















The case where k ≤ m (which implies j ≤ n) is then equivalent to the case where
m ≤ k (which implies n ≤ j). It therefore suffices to consider the case where
m ≤ k, and hence n ≤ j.
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Since each X(E)⊗l = span{x1⊗· · ·⊗xl : xi ∈ X(E)}, and n− j, k−m ≥ 0, we





















X(E) (y · 〈x, b1〉 ⊗ b2)
∗ (5.4)
In the following calculations we will make use of the identity
〈w1 ⊗ w2, z1 ⊗ z2〉 = 〈w2, 〈w1, z1〉 · z2〉 (5.5)


























ιC0(E0)(〈b2, 〈b1, x〉 ·
(

































which is (5.2). This completes the proof. 
Calculating these KMS states is actually quite difficult in general, so we will
restrict ourselves to a nice, well behaved class of examples — the set of compact
topological graphs (in the sense of Definition 2.2.6) — with the intention of better
understanding the noncommutative solenoid.
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Proposition 5.1.4. Let E be a compact topological graph. For f ∈ C(E0), there




f ◦ r(e). (5.6)
For all f ∈ C(E0), ς(f) ∈ C(E0).
Moreover, if f ∈ C(E0)+, there exist a finite set I, s-sections Ui, i ∈ I and




i 〉 = ς(f). (5.7)










Proof. Since s is a local homeomorphism and E1 is compact, each E1v is finite,
and so (5.7) defines a function ς(f) : E0 → C. Since the inner-product in X(E)
takes values in C(E0), Equation (5.8) will guarantee that ς(f) ∈ C(E0) whenever
f is positive, and it will follow that ς(f) ∈ C(E0) for all f ∈ C(E1), since C(E0)
is spanned by positive elements, and the formula ς(f) is linear in f .
Fix f ∈ C(E0)+. Since E is compact, r is proper, so r−1(supp(f)) is compact.
Choose a finite set I such that for i ∈ I there exists an open s-section Ui such that
r−1(supp(f)) ⊆
⋃
i∈I Ui. Let {ξi}i∈I be a partition of unity such that ξi is based













f ◦ r(e)ξi(e) =
∑
e∈E1
f ◦ r(e) = ς(f)(v).
Hence (5.7) holds, and so ς(f) ∈ C(E0) for all f ∈ C(E0).
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To show (5.8), it suffices to find a Toeplitz representation (ψ, π) of X(E) such








Let (ψ, π) be the Toeplitz representation of Lemma 4.1.7. Let f ∈ C(E0)+. Then,








































δv = f(r(µ))δv − 0 = f(r(µ))δv.




























, with equality only if f ≡ 0. 
Denote the set of regular unsigned Borel measures of E0 by M(E). We use
the notation
M1(X) = {m ∈M(X) : m(X) = 1}.





for all Borel sets U ⊆ E0.
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We recall a theorem that we will make use of throughout the remaining chap-
ters.
Theorem 5.1.5 ([50, Theorem 6.19]). Let X be a locally compact Hausdorff space.






for all f ∈ C0(X).
Given Theorem 5.1.5, if E is a compact topological graph, and φ ∈ Sα,β(T (E)),
then φ ◦ ιC(E0) ∈ S(C(E0)), and so there exists mφ ∈M1(E0) such that




for all f ∈ C(E0).
Theorem 5.1.6. Let E be a compact topological graph, and φ ∈ Sα,β(T (E)) for







for all f ∈ C(E0)+.
Proof. Fix f ∈ C(E0)+. By Theorem 5.1.5, we have∫
E0

































We call condition (5.10) subinvariance. It is a recurring theme in the theory of
KMS states and the Toeplitz C∗-algebras of dynamical systems, (see [34, Theorem
2.1]). When we take a quotient to obtain a Cuntz-Pimsner algebra, we obtain
something much more restrictive (similarly, see [34, Theorem 2.5]). We call this
condition invariance (5.11).
Theorem 5.1.7. Let E be a compact topological graph. A state φ ∈ Sα,β(T (E))







for all f ∈ C(E0rg)+.
Proof. We use the notation implemented in the proof of Proposition 5.1.4. For
any f ∈ C(E0rg)+, each g
f











= f ◦ r(e).















for all f ∈ C(E0rg)+. We show that for all f ∈ C(E0rg)+, (5.12) holds if and
only if (AEm
φ)(U) = eβmφ(U) for all Borel U ⊆ E0rg. Fix f ∈ C(E0rg)+, and
































































= 0 for all f ∈ C(E0rg) if and only
if eβmφ(U) = AEm
φ(U) for all Borel U ⊆ E0rg. 
Remark 5.1.8. We will be interested in computing the operator (1 − e−βAE)−1
for suitable values of β, so we need to calculate the spectral radius of AE, which
we will denote ρ(AE). This will tell us for which values of β the set Sα,β(T (E)) is
nonempty. Since ρ(AE) = limn→∞ ‖AnE‖
1























Since E0 is compact, there exists v0 ∈ E0 such that |s−1(v0)| ≥ |s−1(v)| for all
v ∈ E0. Observe that for all m ∈M1(E0),∣∣∣ ∫
E0
∣∣E1v∣∣ dm(v)∣∣∣ ≤ ∣∣∣ ∫
E0
∣∣E1v0∣∣ dm∣∣∣ ≤ ∣∣E1v0∣∣ = ∣∣∣ ∫
E0
∣∣E1v∣∣ dδv0(v)∣∣∣.















Example 5.1.9. Consider the following graph.
• •
Calculating the spectral radius from the vertex matrix gives us ρ(AE) = 1.







Theorem 5.1.10. Let E be a compact topological graph, and fix β > ln(ρ(AE)).




e−β|µ| dε(v) = 1, (5.13)












e−β|µ|〈y, x〉(r(µ)) dε(v). (5.14)
Proof. Again, we let (ψ, π) be the Toeplitz representation of X(E) onto B(`2(E∗))


























is then continuous, and therefore integrable. The map (5.15) is also bounded.









































For a ∈ T (E), ϕ(a) is the pointwise limit of integrable functions, and therefore
integrable, and |ϕ(a)| ≤ ‖a‖.





















































completing the proof. 
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Given a compact topological graph, for v ∈ E0, we use the notation
φv := φ(∑µ∈E∗v e−β|µ|)−1δv ∈ Sα,β(T (E)). (5.16)
That is, φv is the unique KMSβ state arising from the Dirac measure based at v,
and satisfying the hypothesis of Theorem 5.1.10.
Theorem 5.1.11. Let E be a compact topological graph, and fix β > ln(ρ(AE)).





for all a ∈ T (E) is an affine isomorphism of M1(E0) onto Sα,β(T (E)).
Proof. Fix φ ∈ Sα,β(T (E)), and denote by mφ the probability measure on E0





for all f ∈ C(E0). Denote ε := (1 − e−βAE)mφ, and let U ⊆ E0 be a Borel set.
Then
(1− e−βAE)−1ε(U) = (1− e−βAE)−1(1− e−βAE)mφ(U) = mφ(U).























∗) by Equation (5.1).
Since φ and φε agree on a dense subset of T (E), they coincide by continuity.
Equation (5.14) implies that ε 7→ φε is injective, and continuous with respect
to the weak∗ topology. Observe that
{




subset of a compact set, and therefore compact. Since the topology on the state
space is Hausdorff, the map ε 7→ φε is a homeomorphism.
It now suffices to show that the map Ω 7→ ϕΩ ∈ Sα,β(T (E)) is surjective, since
it is clearly continuous and injective. Fix ε ∈ M(E0) satisfying Equation (5.13),











































so Ω 7→ ϕΩ is surjective onto Sα,β(T (E)), and hence a homeomorphism. 
Proposition 5.1.12. For a compact topological graph E, Sα,ln(ρ(AE))(T (E)) 6= ∅.







for all f ∈ C(E0)+.
Proof. Fix a sequence {βn} converging to ln(ρ(AE)) from above. Theorem 5.1.10
implies that there exists φn ∈ Sα,βn(T (E)) for each n ∈ N. Since S(T (E)) is
compact, there exists a subsequence converging to a state, say φnj → φ as j →∞.



















implying φ ∈ Sα,ln(ρ(AE))(T (E)) by Theorem 5.1.3. The final assertion follows from
Theorem 5.1.6. 
Theorem 5.1.13. Let E be the topological graph E = (X,X, h, id), where X is a
compact Hausdorff, and h : X → X is a homeomorphism. Then Sα,0(T (E)) 6= ∅,
and for φ ∈ Sα,0(T (E)), the measure associated to φ is invariant for h.
Proof. We have ρ(AE) = 1 by definition. So Propostition 5.1.12 shows that
Sα,0(T (E)) 6= ∅. Fix φ ∈ Sα,0(T (E)), and let mφ ∈ M1(E0) be the associated
probability measure. Then, Proposition 5.1.12 shows that for Borel U ⊆ E0,
∫
X
ς(χU) dm ≤ eln 1
∫
X







Let {Ui}i∈N be a covering of X by disjoint Borel sets. Then













= m(h−1(E0)) = 1,
which forces equality throughout the calculation. Further, since m(h−1(Ui)) ≤
m(Ui) for each i, this forces equality for each i. That is, m is invariant with
respect to h. 
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Corollary 5.1.14. Fix θ ∈ [0, 1) \ Q. Then Sα,0(T (Eθ)) consists of a single
element φ which factors through to the unique element of Sα,0(C∗(Eθ)).
Proof. By Theorem 5.1.13, there exists φ ∈ Sα,0(T (Eθ)), and associated to φ is a
measure mφ that is invariant with respect to the range map rθ. Since there exists
a unique rotationally invariant measure on T, the Haar measure, there exists a
unique φ ∈ Sα,0(T (Eθ)). Observe that the Haar measure satisfies (5.11), and
therefore factors through to Sα,0(C∗(Eθ)). 
Proposition 5.1.15. Fix θ ∈ [0, 1), and let β < 0. Then Sα,β(T (Eθ)) = ∅.
Proof. We prove the contrapositive statement. Suppose that Sα,β(T (Eθ)) 6= ∅,
and fix φ ∈ Sα,β(T (Eθ)). Since 1 ∈ C(E0)+, Equation (5.10) gives
1 = φ(ιC(E0)(1 ◦ rθ)) = φ(ιC(E0)(ς(1))) ≤ eβφ(ιC(E0)(1)) = eβ.
So β ≥ 0. 
5.2 Constructions and Examples
We begin by testing our formula derived in Theorem 5.1.11 against results present
in the literature.
Example 5.2.1. Let E be a finite directed graph. Let A denote the vertex matrix,
that is, A(v, w) = |vE1w| for v, w ∈ E0, and An(v, w) = |vEnw|. Fix µ, ν ∈ E∗,
β > ln(ρ(A)), and let sµ = ι
⊗|µ|
X(E)(δµ). Further, let ε ∈ M(E0) be such that
mε := (1− e−βAE)−1ε ∈M1(E0). For v ∈ E0, let εv = ε({v}) and mεv := mε({v}).


















































which is precisely the formula derived in [2, Theorem 3.1(b)]
Example 5.2.2. Let X be a compact topological space, and h : X → X a
surjective local homeomorphism. Consider the topological graph E = (X,X, id, h).
Then

















which is precisely the number βc of [1, Theorem 4.2]. Now fix β > βc, and choose


































which is the formula (5.1) of [1, Theorem 5.1].
The following example will provide us with a template to follow for Chapter 6.
Given the topological graph E∞ associated to a projective sequence of compact
topological graphs (En, pn), our aim is to examine ∂Sα,β(T (E∞)), from the per-
spective of the underlying projective sequence.
Example 5.2.3. Let (En, pn) be a projective sequence of compact topological
graphs, with projective limit E∞. Let Pn : E∞ → En the s-injective graph mor-
phisms described in Theorem 3.1.11. Fix β > ln(ρ(AE0)). For n ∈ N ∪ {∞}




e−β|µ|)−1δv, in Theorem 5.1.10. Fix v ∈ E0∞, and n ∈ N. For x ∈ X(En)⊗k
and y ∈ X(En)⊗l,

































































So, the projective limit structure is such that the extreme points of the simplex
Sα,β(T (En)) are sent to the extreme points of Sα,β(T (En+1)) and Sα,β(T (E∞)).














6.1 The KMS states of Noncommutative Solenoids
We now return to the example of the noncommutative solenoidASθ and its Toeplitz
extension T Sθ , first presented in Chapter 4. As we saw in Chapter 5.1, the Toeplitz
algebra of a topological graph has a much richer supply of KMS states than it’s
Cuntz-Pimsner counterpart. This would seem to indicate that T Sθ has a much
risher supply of KMS states than ASθ . In Theorem 6.1.9 we show that under a
positivity assumption, the boundary of the simplex of KMS states is homeomorphic
to a solenoid. First we need some machinery, given that we have not described T Sθ
as a topological graph C∗-algebra. We will attempt to use the program outlined
in Example 5.2.3, however, quickly run into some issues.
Firstly, to save the reader flipping back, we recall the notation used in Chap-
ter 4. We will use it thoughout the remainder of the section.
Notation 6.1.1. Fix an integer n ≥ 2, and θ0 ∈ [0, 1). Fix a sequence of integers
kj ∈ {0, 1, · · · , n2 − 1}, and inductively define θj+1 ∈ R by n2θj+1 = θj + kj.
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Let θ = (θj)
∞










→ E1θj+1 be such that
p0(z) = zn and p1(z1 · · · zn) = zn.
We denote by T Sθ the direct limit lim−→(T (Eθj), ψj), where ψj : T (Eθj) →
T (Eθj+1) is the injective homomorphism from Definition 4.1.12, such that for
a ∈ C(T) and x ∈ X(Eθj),
ψj :
{
ιX(Eθj )(x) 7→ ιX(Eθj+1 )(x ◦ p
1
j)
ιC(T)(a) 7→ ιC(T)(a ◦ p0j),
as in Chapter 4.
To study KMS states, we need an action α of R on T Sθ . A natural approach
would be to try αt ◦ ψj,∞ = ψj,∞ ◦ γj,eit , where γj is the guage action on T (Eθj),
but this fails since γj+1,z ◦ ψj 6= ψj ◦ γj,z. However, we can modify this idea to
constuct a “gauge like” action on T Sθ , in the sense that it resticts to a rescaled
gauge action on each of the approximating subalgebras.














for all x ∈ X(Eθj)⊗k, y ∈ X(Eθj)⊗l.


















We claim that the diagram
T (Eθ1) · · · T (Eθj) T (Eθj+1) · · ·








To see this, fix j ∈ N. For x ∈ X(Eθj)⊗k, y ∈ X(Eθj)⊗l,








































By the universal property of T Sθ , we obtain a homomorphism α∞,t : T Sθ → T Sθ .
































So the map t 7→ α∞,t is a group homomorphism. Moreover, for all t ∈ R,
α∞,t ◦ α∞,−t = idT Sθ = α∞,−t ◦ α∞,t. Hence α∞,t is an isomorphism of T
S
θ onto
itself, and so α∞,t ∈ Aut(T Sθ ).
All that remains is to show t 7→ α∞,t is strongly continuous. Fix ε > 0, t ∈ R











with xh ∈ X(Eθj)⊗kh , yh ∈ X(Eθj)⊗lh and ch ∈ C satisfying ‖a− a0‖ < ε3 . Choose
s ∈ R such that for h ≤ N ,
∣∣∣e it(kh−lh)nj − e is(kh−lh)nj ∣∣∣ < ε3‖a0‖ . Then
‖α∞,t(a)− α∞,s(a)‖































Hence α∞ is a dynamics over T Sθ . 
Proposition 6.1.2 can be expressed in the following commuting diagram.
T (Eθ0) · · · T (Eθj) T (Eθj+1) · · · T Sθ













Figure 6.1: The dynamics α∞ over T Sθ .


















Each αj is periodic with period 2n
jπ, since it is the lift of an action of T. However,
the action α∞ is not periodic, and thus not a lift of T. It is a genuine R-action.






∣∣∣ k, l ≥ 0 and x ∈ X(Eθj)⊗k, y ∈ X(Eθj)⊗l}
consists of α∞-analytic elements.
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Since elements of the form ι⊗kX(Eθj )
(x)ι⊗lX(Eθj )
(y)∗ are αj-analytic, they must also be
α∞-analytic by Lemma 2.3.3. 
Proposition 6.1.4. Fix β > 0, and for each j ∈ N, let βj = βnj . Suppose that
(φj)
∞
j=0 is a sequence such that φj ∈ Sαj ,βj(T (Eθj)) for each j ∈ N, and φj =
φj+1 ◦ ψj for all j. Then there exists φ∞ ∈ Sα∞,β(T Sθ ), such that φ∞ ◦ ψj,∞ = φj
for all j.
Proof. Let k, l ∈ N, and without loss of generality, assume that k ≥ l. For
a ∈ T (Eθk) and b ∈ T (Eθl) such that ψk,∞(a) = ψl,∞(b), we have
φk(a)− φl(b) = φk(a)− φk ◦ ψk−1 · · · ◦ ψl(b) = φk
(
a− ψk−1 · · · ◦ ψl(b)
)
. (6.1)
Since ψj is injective (Remark 4.1.13) for all j, ψj,∞ is injective for all j. We have
‖a− ψk−1 · · · ◦ ψl(b)‖ = |φk
(
a− ψk−1 · · · ◦ ψl(b)
)
| = |φ∞(ψk,∞(a)− ψl,∞(b))| = 0,
and so (6.1) gives φk(a) = φl(b). Hence there exists a well-defined map φ∞ :⋃
j∈N ψj,∞(T (Eθj)) → C such that φ∞ ◦ ψj,∞ = φj. Observe that
|φ∞(ψj,∞(a))| = |φj(a)| ≤ ‖a‖,
as φj is a state, so φ∞ is bounded, and hence extends to T Sθ . We now check
that (2.12) is satisfied. It suffices to check this on analytic a, b ∈ T (Eθj), since if
a ∈ T (Eθk) and b ∈ T (Eθj) for k ≤ j, we have ψj−1 ◦ · · · ◦ ψk(a) ∈ T (Eθj). Fix





= φ∞(ψj,∞(b)ψj,∞ ◦ αj,iβj(a))
= φ∞(ψj,∞(b)α∞,iβ ◦ ψj,∞(a)) by Figure 6.1,
which is precisely the KMS condition. 
Proposition 6.1.5. Let α be a dynamics over A, and take φ ∈ Sα,β(A). Let B be
a α-invariant C∗-subalgebra of A. Then φ|B ∈ Sα,β(B).
Proof. Fix analytic c, d ∈ B. Then c, d are analytic in A, and
φ|B(cd) = φ(cd) = φ(dαiβ(c)) = φ|B(dαiβ(c))
which is precisely the KMS condition. 
For each j ∈ N, the subalgebra ψj,∞(T (Eθj)) is an α∞-invariant subalgebra of




T (Eθj) ∼= ψj,∞(T (Eθj)). From Section 5.1, we already understand Sα,β(T (Eθk)),
and we will use this to investigate Sα∞,β(T Sθ ), making use of Propositions 6.1.4
and 6.1.5. The obvious place is to start with finding appropriate values of β.
Corollary 6.1.6. For β < 0, Sα∞,β(T Sθ ) = ∅.




Then φ∞ ◦ ψj,∞ ∈ Sα,βj(T (Eθj)). By Proposition 5.1.15, βj ≥ 0, which implies
β = njβj ≥ 0. 
Given Propositions 6.1.4 and 6.1.5, we can think of each KMSβ state on T Sθ as
a sequence of KMSβj states. We use the following lemma to define such a sequence
of KMS states that we will make use of in Theorem 6.1.9.
Lemma 6.1.7. Let (X,M) be a compact Borel measurable space. Let h : X → X
be a surjective local homeomorphism. Let {Ij}Nj=1 be a disjoint family of Borel sets
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such that h : Ij → X is a bijection onto X for each j. If m,n are measures on X
such that m = n(h−1(·)), and n(U) = n(U ∩ Ij) for some j and all Borel U , then
m ◦ h = n.
Proof. Fix j ≤ N , and a Borel U ⊆ Ij. Then
m ◦ h(U) = n(h−1(h(U))) = n(h−1(h(U)) ∩ Ij) = n(U),
as claimed. 
Given β > 0, each φ∞ ∈ Sα∞,β(T Sθ ) restricts to a sequence φj := φ∞ ◦ ψj,∞ ∈
Sα,βj(T (Eθj)) such that φj+1 ◦ ψj = φ∞ ◦ ψj+1,∞ ◦ ψj = φ∞ ◦ ψj,∞ = φj. In light
of Theorem 5.1.3, this sequence corresponds to a sequence of probability measures
{mj}∞j=0 on T satisfying mj = mj+1(p−1(·)). By Lemma 6.1.7, we can characterise
mj+1 based on mj.
Using the characterisation of the KMS states of T (Eθj) in terms of an εj ∈
M(E0θj) as in Theorem 5.1.11, we obtain
(1− e−βjAEθj )




















Since the AEθj pairwise commute, we also have
εj = (1− e−βj+1AEθj+1 )
−1(1− e−βjAEθj )εj+1(p
−1(·))


















−1(·)) ◦ r−kj+1. (6.2)
For j ∈ N, we define
Ij :=
{







We also use the notation
lim←−(T, p) :=
{
(zj)j∈N | zj ∈ T and zj = p(zj+1) for all j ∈ N
}
.
This, of course, is the topological solenoid.
We will prove in Theorem 6.1.9 that this space is homeomorphic to the bound-
ary of Sα∞,β(T Sθ ), assuming a positivity condition.
Notation 6.1.8. Fix z = (zk)
∞
k=0 ∈ lim←−(T, p). Let {εz,k}
∞
k=0 be the sequence of
measures such that
εz,0 := (1− e−β0)δz0 ,






e−β0εz,0 ◦ r−j0 (U ∩ zk · Ik)− e−βk+β0jεz,0 ◦ r−1k ◦ r
−j
0 (U ∩ zk · Ik)
)
for all measurable U ⊆ T.
We denote by φz,∞ the element of Sα∞,β(T Sθ ) such that φz,∞ ◦ψk,∞ = φεz,k , for
φεz,k ∈ Sα,βk(T (Eθk)).
We will assume that for z ∈ lim←−(T, p), the sequence of measures (εz,k)
∞
k=0 is a
sequence of positive measures. We will call this the positivity assumption.
We will proceed with the analysis as if the sequences of measures in question
were positive, and clearly state where this assumption is being used. By construc-
tion of Notation 6.1.8, for z ∈ lim←−(T, p) and j ∈ N, we have







satisfy the hypothesis of Proposition 6.1.4.
We are now ready to state the main theorem of this thesis. In an attempt
to make the statement self-contained, so we will explicitly recall all the standing
notation we have been using, and state all assumptions.
Theorem 6.1.9. Fix n ∈ N such that n ≥ 2, and let p : T → T be the map
p(z) = zn. Fix a sequence (kj)
∞
j=0 such that kj ∈ {0, 1, · · · , n2− 1}. Fix θ0 ∈ [0, 1)
and inductively define n2θj+1 = θj + kj for all j ∈ N. Let ψj : T (Eθj)→ T (Eθj+1)
be as in Notation 6.1.1, and let T Sθ denote the direct limit lim−→(T (Eθj), ψj). Let α∞
be the dynamics on T Sθ described in Proposition 6.1.2. Assume that the positivity
assumption of Notation 6.1.8 holds.





where φz,∞ is the KMSβ state introduced in Notation 6.1.8 under the positivity
assumption. Moreover, Γ is a homeomorphism of the solenoid onto the boundary
∂Sα∞,β(T Sθ ).
Before we prove this theorem, we require some technical estimates. It should
be noted that the measure m in the following lemma may not be rotationally
invariant.
Lemma 6.1.10. Let f ∈ C(T)+. Let m be a finite measure on T, and for
ω ∈ T, let Rω be the map z 7→ ωz. Suppose that there exists C ∈ R such that∣∣∫
T f ◦Rω dm
∣∣ < C for all ω ∈ T. Then∫
T
f d((1− e−β0AEθ0 )




Proof. Using the series expansion of (1− e−βAE)−1, we have














f ◦ r−kl dm.




, our hypothesis implies that for l ∈ N, we have
∣∣∣∫T f dAEθlm∣∣∣ <
C. Similarly, we have
∣∣∣∫T f dAEθ0AEθlm∣∣∣ < C. Therefore,∣∣∣∣∫
T


























as we aimed to show. 
We require another approximation (see Lemma 6.1.12), which also requires
some preliminary technical results.
Proposition 6.1.11. Let X be a compact Hausdorff space, and let m be a finite
Borel measure on X. Then there exists a sequence {mn}∞n=1 of finite linear combi-






Proof. If m(X) = 0, the statement is trivial, so we will suppose otherwise. Fix
a sequence fi ∈ C(X), such that {fi : i ∈ N} = C(X). For each x ∈ X, let
B(f(x), 1
n·m(X)) denote the open ball centred around f(x) of radius
1







n·m(X))). Since X is compact, we can choose finitely
many xj such that X =
⋃J(n)
j=1 Uxj ,n. Let Vxj ,n = Uxj ,n \
⋃j−1
k=1 Uxk,n. By construc-
tion, the Vxj ,n are disjoint Borel sets and cover X. Let mn :=
∑J(n)



































Fix ε > 0, and let g ∈ C(X). Then there exists some i ∈ N such that
‖g − fi‖∞ ≤ ε3m(X) . Choose n ∈ N such that n > max{
3
2ε





































Hence mn → m as claimed. 
Lemma 6.1.12. Let E be a topological graph, fix β > ln(ρ(AE)), φ ∈ Sα,β(T (E)),
a1, · · · aj ∈ T (E), and C > 0. For each v ∈ E0, let φv be the state of Equa-
tion (5.16). Then there exists a finite set V ⊆ E0 and scalars {cv : v ∈ E0}
satisfying
∑




for i ≤ j.
Proof. Fix C > 0. For each i ≤ j, there exists a finite collection of elements xl,i ∈








‖ai − Fi‖ < C3 . Let Ji := {l : ml,i = nl,i}. If Ji = ∅, then φ(Fi) = 0 for all
φ ∈ Sα,β(T (E)) by Theorem 5.1.3. Suppose that Ji 6= ∅.
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By Theorem 5.1.11, there exists a unique Borel measure ε on E0 such that
φ = φε. The operator (1 − e−βAE)−1 has finite norm since it is invertable. By
Proposition 6.1.11 there exists a finite set V ⊆ E0 and a set of scalars {cv : v ∈
V and cv ∈ [0, 1]} with
∑



























































as claimed. If Ji = ∅, we have
∣∣φ(ai) −∑v∈V cvφv(ai)∣∣ < 2‖ai − Fi‖ < 2C3 from
Equation (6.5). 
The following lemma is required to prove surjectivity of Γ onto ∂Sα∞,β(T Sθ ),
given the positivity assumption of Notation 6.1.8. The implication here is the
boundary of a simplex is not unique — which should raise some eyebrows.
Lemma 6.1.13. Assume positivity assumption of Notation 6.1.8 holds. Take ω ∈
T = E0θk , k ∈ N and fix β > 0. Let φω ∈ Sα,βk(T (Eθk)) be as in Equation (5.16).
There exists J ∈ N, such that for each j ≤ J , there exists zj ∈ lim←−(T, p) and
128
{cj}Jj=1 ∈ [0, 1] satisfying
∑J
j=1 cj = 1 such that
J∑
j=1
cjΓ(zj) ◦ ψk,∞(a) = φω(a)
for all a ∈ T (Eθk).
Proof. For w ∈ lim←−(T, p), Γ(w) ◦ ψj,∞ ∈ Sα,βj(T (Eθj)) for each j ∈ N. Let mj ∈
M1(T) be such that for all f ∈ C(T)+, Γ(w) ◦ ψj,∞(ιC(T)(f)) =
∫
T f dmj. Let
εj = (1− e−βjAEθj )mj.







Now, if εk = (1− e−βk)δz for some z ∈ T, then




−k(·)) ◦ r−jk .















Choose zj = (zj,l)
∞
l=0 ∈ lim←−(T, p) such that zj,0 = r
j





Γ(zj) ◦ ψk,∞ = φ(1−e−βk )δz = φz ∈ Sα,βk(T (Eθk)),
which is what we wanted. 
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Proof of Theorem 6.1.9. Suppose that z = (zj)
∞
j=0, w = (wj)
∞
j=0 ∈ lim←−(T, p) are
distinct. Then there exists k ∈ N such that zk 6= wk. Hence εz,k 6= εw,k since the
set Ik of Notation 6.1.8 satisfies zk ·Ik 6= wk ·Ik. Therefore φz,∞◦ψk,∞ 6= φw,∞◦ψk,∞
by Theorem 5.1.11. So Γ is injective.
To show that Γ is continuous, fix δ > 0, z = (zj)
∞
j=0 ∈ lim←−(T, p) and a ∈ T
S
θ .
Let zk = (zk,j)
∞
j=0 → z as k → ∞. Choose finitly many xl ∈ X(EθK )⊗hl and yl ∈
X(EθK )









∗) satisfies ‖a−F‖ < δ
3
.
Let J = {l : hl = il}, and for each l ∈ J let F̃l := ψK,∞(ιC(E0θK )(〈yl, xl〉)).
Linearity and the triangle inequality imply that





We assume that J 6= ∅. The case where J = ∅ is a special case to be discussed
later in the proof. Since T is compact, 〈yl, xl〉 is a uniformly continuous function
for each l ∈ J . Then, for each l ∈ J , there exists κl > 0 such that for any z, w ∈ T
satisfying |z − w| < κl we have
|〈yl, xl〉(z)− 〈yl, xl〉(w)| <
(1− e−β0)2δ
6(1 + e−βK )|J |
.
Let κ = min{κl : l ∈ J}, and for ω ∈ T, let Rω : T→ T be the rotation map such
that Rω(z) = ωz. Since zk → z pointwise, there exists L ∈ N such that for k > L,
|z0 − z0,k| < κ, and hence |Rω(z0)−Rω(z0,k)| < κ for all ω ∈ T. So, for k > L,∣∣∣∣∫
T
〈yl, xl〉 ◦Rω d(εzk,0 − εz,0)
∣∣∣∣ < (1− e−β0)2δ6(1 + e−βK )|J | (6.6)





























(pK(U ∩ zK · IK))
+ e−(βK+β0j)δrj0(rK(z0))
(pK(U ∩ zK · IK))
)
.

































f ◦Re2iπθ dεz,0 + e−(βK+β0j)
∫
T
f ◦Re2iπ(θj+θK ) dεz,0
)
.






















) d(1− e−βKAEθK )(εz,0 − εzk,0)
∣∣∣∣ ).
We know from Equation (6.6) that
∣∣∫
T〈yl, xl〉 d(εz,0 − εzk,0)
∣∣ < (1−e−β0 )2δ
6(1+e−βK )|J | , so ap-
plying Lemma 6.1.10 with C = (1−e
−β0 )2δ
6(1+e−βK )|J | , we obtain∣∣∣∫
T

















by Lemma 6.1.10. Then∣∣φz,∞(a)− φzk,∞(a)∣∣
≤ |φz,∞(a)− φz,∞(F )|+ |φz,∞(F )− φzk,∞(F )|+ |φzk,∞(F )− φzk,∞(a)|














In the case where J = ∅, we have |φz,∞(F )− φzk,∞(F )| = 0, so the above calcula-
tion yields |φz,∞(a)− φzk,∞(a)| < 2δ3 < δ, so the map Γ is continuous. Since Γ is
injective and lim←−(T, p) is compact, Γ is a homeomorphism onto its range.
Next we show for any φ∞ ∈ Sα∞,β(T Sθ ), there exists a sequence {φj}j∈N ∈
conv(Γ(lim←−(T, p))) such that φj → φ∞ pointwise.
Fix φ∞ ∈ Sα∞,β. Since each T (Eθj) is separable, there exists a sequence
(al,j)
∞
l=0 ∈ T (Eθj) such that {al,j : l ∈ N} = T (Eθj). Given that we have a count-
able collection of dense sequences in
⋃∞
j=0 ψj,∞(T (Eθj)), a standard diagonal ar-




k∈N ψk,∞(T (E)) such
that {aj : j ∈ N} = T Sθ . For each j ∈ N, there exists Nj such that a1, · · · , aj ∈
ψNj ,∞(T (EθNj )). Applying Lemma 6.1.12 to the preimages of a1, · · · , aj ∈ T (EθNj )
and Lemma 6.1.13 we see that there exist zi,j ∈ lim←−(T, p) and ci,j ∈ [0, 1] with∑







for l ≤ j.
Fix a ∈ T Sθ and δ > 0. Since {aj : j ∈ N} is dense, there exists J ∈ N such




|φ∞(a)− φj(a)| ≤ |φ∞(a)− φ∞(aJ)|+ |φ∞(aJ)− φj(aJ)|+ |φj(aJ)− φj(a)|








Hence, φj → φ∞ pointwise.
We have just shown Sα∞,β(T Sθ ) = conv(Γ(lim←−(T, p))). By the Krien-Milman
Theorem ([51, Theorem 3.23]), Sα∞,β(T Sθ ) = conv(∂Sα∞,β(T Sθ )), so it suffices to
show that for each z ∈ lim←−(T, p), the image Γ(z) is an extreme point.
Fix z ∈ lim←−(T, p), and suppose that for all a ∈ T
S
θ , we have Γ(z)(a) =∫
lim←−(T,p)


















nj ψj,∞(ιC(T)(〈y, x〉)) dΩ(ω)
for all j ∈ N, x ∈ X(Eθj)⊗k, y ∈ X(Eθj)⊗l. In particular, this happens for all
f ∈ C(T)+. Hence Ω = δz. Hence Γ(z) ∈ ∂Sα∞,β(T Sθ ), and so Γ(lim←−(T, p)) =
∂Sα∞,β(T Sθ ). 
Corollary 6.1.14. Resume the notation of Theorem 6.1.9, including the positivity
assumption of Notation 6.1.8.
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for Ω ∈M1(lim←−(T, p)) and a ∈ T
S
θ .
2. If θ0 /∈ Q, then Sα∞,0(T Sθ ) consists of a single trace.
3. For β < 0, Sα∞,β(T Sθ ) = ∅.
4. For β 6= 0, Sα∞,β(ASθ ) = ∅. If θ0 ∈ [0, 1) \ Q, then there exists a unique
φ ∈ Sα∞,0(T Sθ ) that factors through to ASθ .
Proof. We begin by showing (1). Fix Ω ∈ M1(lim←−(T, p)). Then for analytic










which is the KMSβ-condition of (2.12). Since integrals are linear, Γ∗ is affine.
By Proposition 2.3.7, Sα∞,0(T Sθ ) 6= ∅. When θ0 is irrational, for each j ∈ N,
θj /∈ Q, and so Sα,0(T (Eθj)) contains a unique trace by Corollary 5.1.14. Hence
Sα∞,0(T Sθ ) consists of a unique trace φ, and so (2) holds. Moreover, for each j ∈ N,
φj ∈ Sα,0(T (Eθj)) factors through to Sα,0(Aθj), so φ factors through to Sα∞,0(ASθ ),
which is (4).
Finally, since Sα,β(C∗(Eθj)) = ∅ for β 6= 0, Sα∞,β(ASθ ) = ∅ for β 6= 0 by
Proposition 6.1.5, as claimed in (3). 
Observation 6.1.15. It has come to the author’s attention that the sequences of
measures in Notation 6.1.8 are not positive. To see this, fix z = (zj)
∞
j=0 ∈ lim←−(T, p),
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e−β0εz,0 ◦ r−j0 ({e2iπθ1z0} ∩ zk · Ik)
− e−βk+β0jεz,0 ◦ r−1k ◦ r
−j




Hence, the measure εz,1 is not positive. So, the sequences of measures in Nota-
tion 6.1.8 are not sequences of positive measures. Example 6.1.16 will demonstrate
why this is such an important property.




Fix β > ln(ρ(AE)) = 0. Consider the measure ε on E
0 such that ε({w}) = 1 and



















is a linear functional on T (E) such that φε(1) = 1. However, if φε was a KMS state,













where the inequality denotes the operation applied pointwise, and so are not subin-
variant. Hence φε /∈ Sα,β(T (E)).
Obervation 6.1.15 seems to indicate that if Sα∞,β(T Sθ ) is nonempty, then we
require that the KMSβ state restricts to a sequence of rotationally invariant mea-
sures. Of course, there is only one invariant measure on T — the Haar measure.
This leads us to the following conjecture.
Conjecture 6.1.17. Resume the notation of Theorem 6.1.9, except for the posi-
tivity assumption of Notation 6.1.8. For β > 0, Sα∞,β(T Sθ ) consists of a unique












e2iπθkl〈y, x〉(e2iπθj lv) d(1− e−βj)m(v),
where m is the Haar measure.
It appears that the analysis required to prove this result is vastly different from
the course undertaken, and will be a project for future inverstigation.
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Appendix A
Projective Limits and Direct
Limits
A.1 Projective limits and Direct Limits
In this section we provide a brief overview of projective sequences of locally com-
pact Hausdorff spaces, as well as direct limits of commutative C∗-algebras. We
include the necessary notation to follow Chapter 3. For a more detailed approach,
to projective limits, see [20, 53], and for more on direct limits of C∗-algebras, see
[41, 48]
Definition A.1.1 ([53, Definition 29.9]). A projective sequence is a pair of
sequences (Xi, ψi)
∞
i=0, such that for each i ∈ N, Xi is a locally compact Hausdorff
space, and ψi : Xi+1 → Xi is continuous.
Definition A.1.2. Let (Xi, ψi)
∞
i=0 be a projective sequence. A projective limit
is a pair (X∞,Ψ), where X∞ is a nonempty topological space and Ψ = (Ψi)
∞
i=0 is
a sequence of continuous maps Ψi : X∞ → Xi such that Ψi = ψi ◦Ψi+1.
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Theorem A.1.3 ([53, 29 C], [20, §24 Proposition 14]). Let (Xi, ψi)∞i=0 be a pro-





i=0 | xi ∈ Xi such that xi = ψi(xi+1)
}
,






= xi. Then the pair
(lim←−(Xi, ψi),Ψ) is a projective limit for (Xi, ψi)
∞





i=0 | U ⊆ Xn is open and xn ∈ U
}





in the sense that if (X∞,Φ) is another projective limit for (Xi, ψi)
∞
i=0, then there
exists a continuous map π : X∞ → lim←−(Xi, ψi), such that Firgure A.1 commutes.
If φ is a sequence of continuous surjections, and X∞ is compact, π is a con-
tinuous surjection.














the projective limit of (Xi, ψi), because of the
universal property.
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Proposition A.1.4 ([20, §24 Proposition 13]). Let (Xi, ψi)∞i=0 be a projective se-
quence of Hausdorff spaces. The space lim←−(Xi, ψi) is closed in the induced topology
inherited from Π∞i=0Xi.
Theorem A.1.5 ([53, Theorem 29.13]). Let (Xi, ψi)
∞
i=0 be a projective sequence
such that for each i ∈ N, Xi is compact and ψi is surjective. Then lim←−(Xi, ψi) is
compact. Suppose that (X∞, φ) is another projective limit of (Xi, ψi)
∞
i=0, in which
each φi : X∞ → Xi is surjective. If X∞ is compact, then π : X∞ → lim←−(Xi, ψi) is
a surjection.











and a sequence of homomor-
phisms ψi : Ai → Ai+1.
A direct limit is a pair (A∞,Ψ) consisting of a C
∗-algebra A∞ and a sequence
of homomorphisms (Ψj)
∞
j=0 such that Ψj = Ψj+1 ◦ ψj for all j ∈ N.
Theorem A.1.7 ([41, Theorem 6.1.2]). Let (Ai, ψi)
∞
i=0 be a direct sequence of C
∗-




such that lim−→(Ai, ψi) =⋃∞
i=0 Ψi(Ai), that is universal in the sense that given another direct limit (A∞,Φ),
then there exists a homomorphism Φ∞ : lim−→(Ai, ψi)→ A∞ such that Φj = Φ∞ ◦Ψj
for all j ∈ N.
Proposition A.1.8 ([20, §66 Theorem 8]). Let X, Y be locally compact spaces, and
f : X → Y be continuous. Then f induces a homomorphism f ∗ : C0(Y )→ C0(X).
Moreover, if ψ : C0(Y )→ C0(X) is a homomorphism, then ψ induces a continuous
map ψ∗ : X → Y .
If X, Y, Z are locally compact spaces and f : X → Y and g : Y → Z are
continuous, then (g ◦ f)∗ = f ∗ ◦ g∗ : C0(Z) → C0(X). Similarly, if φ : C0(Z) →
C0(Y ) and ψ : C0(Y )→ C0(X), then (ψ ◦ φ)∗ = φ∗ ◦ ψ∗ : X → Z.
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Theorem A.1.9. Let (Xi, ψi)
∞





i=0 is a direct sequence of commutative C
∗-algebras, and
C0(lim←−(Xi, ψ)) = lim−→(C0(Xi), ψ
∗
i ).




i=0 is a direct sequence of commutative






. Hence lim−→(C0(Xi), ψ
∗
i ) is
a commutative C∗-algebra, and therefore isomorphic to C0(Ω), for some locally
compact Ω, by the Gelfand Naimark Theorem [41, Theorem 2.1.10]. By Proposi-
tion A.1.8, each Φi induces a continuous map Φ
∗
i : Ω→ Xi such that Φ∗i = ψi◦Φ∗i+1
for all i ∈ N. Then (Ω,Φ∗) is a projective limit for (Xi, ψi)∞i=0. Hence, by
Theorem A.1.5, there exists a continuous map π : Ω → lim←−(Xi, ψi), such that
Φ∗i = Ψi ◦π. So π induces a homomorphism of C∗-algebras, π∗ : C0(lim←−(Xi, ψi))→
C0(Ω), such that π
∗ ◦Ψ∗j = Φj. We have
Φj = π
∗ ◦Ψ∗j = π∗ ◦Ψ∞ ◦ Φj,
for all j ∈ N. Since
⋃∞
i=0 Φi(C0(Xi)) is dense in lim−→(C0(Xi), ψ
∗
i ), π
∗ is an isomor-
phism. That is to say, Figure A.2 commutes. 
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Figure A.2: Theorem A.1.9
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