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1. Introduction
Let G = (V(G), E(G)) be a simple graph, where V(G) = {v1, v2, . . . , vn} is the vertex set, and E(G) is the
edge set. Each edge in E(G) can be represented by its ends such as vivj . Denote the set of neighbors of
v by NG(v) and the degree of v by dv = dG(v) = |NG(v)|. We say v is an isolated vertex if dv = 0, and v is
a pendant vertex if dv = 1.
Let U be a subset of V(G). Then G − U is the subgraph obtained from G by deleting all the vertices
in U together with their incident edges.
 Research supported by the National Natural Science Foundation of China 10731040.
∗ Corresponding author.
E-mail address: jyshao@sh163.net (J.-Y. Shao).
0024-3795/$ - see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2008.10.018
B.-F. Wu et al. / Linear Algebra and its Applications 430 (2009) 1140–1150 1141
The adjacency matrix of G is A(G) = (aij), where aij = 1 if vivj ∈ E(G) and aij = 0 otherwise.
The standard Laplacian ofG is deﬁned as L(G) = D(G) − A(G), whereD(G) is the diagonalmatrixwith
the (i, i)th entry having value dvi .
The normalized Laplacian of G isL(G) = (Lij) given by
Lij =
⎧⎪⎪⎨⎪⎪⎩
1 if i = j and dvi /= 0,
− 1√
dvi dvj
if vivj ∈ E(G),
0 otherwise.
The normalized LaplacianL(G) was ﬁrst introduced and studied by Chung in [3]. We can write
L(G) as T(G)L(G)T(G), where T(G) = diag(t1, t2, . . . , tn) such that ti = 1/
√
dvi if dvi /= 0 (and tj can be
arbitrary if dvj = 0).
As iswell-known, the threematricesA(G), L(G) andL(G) are all real symmetric. It follows that their
eigenvalues are real numbers. Denote the spectrum of an n × n real symmetric matrixM by Spec(M) =
(λ1, λ2, . . . , λn), where we assume the eigenvalues λi(i = 1, 2, . . . ,n) to be arranged in nonincreasing
order: λ1 ≥ λ2  . . . λn.
In [2,5], Chen et al. and Li studied the interlacing relation of the spectra of the normalized
Laplacian of graphs. In the following, we ﬁrst deﬁne the concept of the k-interlacing between the
real n-tuples.
If S = (a1, a2, . . . , an) is a real n-tuple, then we use the notation S∗ = (a∗1, a∗2, . . . , a∗n) to denote the
n-tuple S rearranged in nonincreasing order: a∗
1
 a∗
2
 · · · a∗n(we assume that all the tuples con-
sidered in this paper are real).
Deﬁnition 1.1. Let S1 and S2 be two n-tuples with S
∗
1
= (a∗
1
, a∗
2
, . . . , a∗n) and S∗2 = (b∗1, b∗2, . . . , b∗n). Set
a∗
i
= +∞ when i  0 and a∗
i
= −∞ when i  n + 1, and let k be a nonnegative integer. S2 is said to
k-interlace S1 if
a∗i−k  b∗i  a∗i+k for each i = 1, 2, . . . ,n.
One interesting property to note is that a∗
i−k  b∗i  a∗i+k (with a∗i = +∞ when i  0 and a∗i = −∞
when i  n + 1) is equivalent to b∗
i−k  a∗i  b∗i+k (with b∗i = +∞ when i  0 and b∗i = −∞ when
i  n + 1). So S2 k-interlace S1 if and only if S1 k-interlace S2. Therefore, we always say S1 and S2
k-interlace with each other (or S1 and S2 are k-interlacing) instead.
The following propositions immediately follow from the definition of k-interlacing.
Proposition 1.2. Two nonincreasing n-tuples are equal if and only if they are 0-interlacing.
Proposition 1.3. Any two n-tuples are n-interlacing.
Proposition 1.4. If two n-tuples are r-interlacing, then for any integer k with k  r, they are also
k-interlacing.
Proposition 1.5. If the n-tuples S1 and S2 are r-interlacing, and the n-tuples S2 and S3 are k-interlacing,
then S1 and S3 are (r + k)-interlacing.
Now we deﬁne some operations on graphs.
Deﬁnition 1.6. Let G be a graph and u, v be two vertices of G. Suppose {v1, v2, . . . , vs} ⊆ NG(v)\(NG(u) ∪
{u}) where 1 s  dG(v), and
H = G − vv1 − · · · − vvs + uv1 + · · · + uvs.
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Fig. 1. Neighbors moving from v to u.
Then we say that the graph H is obtained from G by {v1, v2, . . . , vs}-neighbors moving from v to u (see
Fig.1).
The operation of “neighbors moving” has appeared in many articles, such as [1,6,7,8,9,10,11] (al-
though they did not use this speciﬁc terminology). We can ﬁnd some valuable results with respect to
this operation (see [7,8,10]), which provide handy methods to investigate the relation between the
spectra(or Laplacian spectra) of one graph and another graph obtained from the original graph by such
an operation.
In this paper, wewill show that ifH can be obtained from G by an operation of “neighborsmoving”,
then the spectra of A(H) and A(G), L(H) and L(G),L(H) andL(G) are all 1-interlacing, respectively.
Namely, we will prove the following Theorem 1.7.
Theorem 1.7. Let G be a graph and u, v be two vertices of G. Suppose {v1, v2, . . . , vs} ⊆ NG(v)\(NG(u) ∪ {u}),
and H is the graph obtained from G by {v1, v2, . . . , vs}-neighbors moving from v to u. Then the spectra of
A(H) and A(G) 1-interlace with each other. So do the spectra of L(H) and L(G), and the spectra ofL(H)
andL(G).
In order to prove Theorem 1.7, we will actually ﬁrst prove a more general result (Theorem 1.10) in
Section 3. For this purpose, we deﬁne the following “neighbors reassigning” operation of graphswhich
is a generalization of the operation of “neighbors moving”.
Deﬁnition 1.8. Let G,H be two graphs on the same vertex set V , and U ⊆ V with |U| 2. If
(1) H − U = G − U,
(2) |E(H)| = |E(G)|, and
(3) dH(v) = dG(v), for each v ∈ V \ U (see Fig. 2),
then we say that H is obtained from G by neighbors reassigning on U (or G is obtained from H by
neighbors reassigning on U).
Fig. 2. Neighbors reassigning on U.
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Fig. 3. Tree T on 3t vertices.
Example 1.9. Let T1 and T2 be two trees on the same vertex set V . Suppose U ⊆ V such that every
vertex in V \ U is a pendant vertex both in T1 and T2. Then T1 can be obtained from T2 by neighbors
reassigning on U. For example, the star K1,3t−1 on 3t vertices can be obtained from the tree T in Fig. 3
by neighbors reassigning on U = {u1,u2, . . . ,ut}.
If H is a graph obtained from G by neighbors moving from v to u, then the graph H can also be
regarded as a graph obtained from G by neighbors reassigning on U = {u, v}. It follows that Theorem
1.7 is a consequence of the following Theorem 1.10, which will be proved in Section 3.
Theorem 1.10. Let G be a graph on the vertex set V , and U ⊆ V with |U| = k  2. If H is a graph obtained
from G by neighbors reassigning on U, then the spectra of A(H) and A(G)(k − 1)-interlace with each other.
So do the spectra of L(H) and L(G), and the spectra ofL(H) andL(G).
Theorem 1.7 and 1.10 have some interesting applications(see Theorem 4.2 and 4.3), which will be
shown in Section 4. For example, in Theorem4.3wewill use Theorem1.10 to show the following result:
For any tree T on n vertices with r pendant vertices
(
r  n+1
2
)
, the multiplicity of eigenvalue 0 of
A(T), and the multiplicities of eigenvalue 1 of L(T) andL(T) are all at least 2r − n.
For two real symmetric n × nmatricesA and B, ifA has a principal (n − k) × (n − k) submatrixwhich
is equal to a principal submatrix of B, then their spectra are k-interlacing(easy to be obtained by using
the famous Cauchy’s interlacing theorem [4, p.189]).
Evidently, every pair of matrices in Theorem 1.10 have a common principal (n − k) × (n − k) subm-
atrix (corresponding to the vertices in V \ U), so their spectra are k-interlacing, respectively.While our
Theorem 1.10 will give a stronger interlacing, namely (k − 1)-interlacing.
This paper is organized as follows. In Section 2we show some preliminary results on the interlacing
of the spectra of real symmetric matrices. In Section 3 we give the proof of Theorem 1.10. Finally, in
Section 4we explore some applications of Theorem1.7 and 1.10 on themultiplicities of the eigenvalues
0 or 1 of trees in the spectra of the adjacency matrices, standard Laplacian matrices, and normalized
Laplacian matrices.
2. Some preliminary results on the interlacing of the spectra of real symmetric matrices
In this section,we give somematrix theoretical preliminary results,whichwill be used in the proofs
of our main results about the interlacing relations between the various graph spectra after the above
deﬁned graph operations.
Lemma 2.1.[4, Courant–Fischer]. For an n × n real symmetric matrix A with eigenvalues λ1  λ2  · · ·
λn, we have
λi = min
x(1) ,...,x(i−1)∈Rn
⎛⎝ max
x⊥x(1) ,...,x(i−1)
x /=0
x	Ax
x	x
⎞⎠
= max
x(i+1) ,...,x(n)∈Rn
⎛⎝ min
x⊥x(i+1) ,...,x(n)
x /=0
x	Ax
x	x
⎞⎠ for each i = 1, 2, . . . ,n.
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SupposeP = diag(p1, p2, . . . , pn) is apositivediagonalmatrix (that is,P haspositivediagonalentries),
then we deﬁne P
1
2 as diag(
√
p1,
√
p2, . . . ,
√
pn), and P
− 1
2 as diag
(
1√
p1
, 1√
p2
, . . . , 1√
pn
)
. Now applying the
Courant–Fischer theorem to P−
1
2 AP−
1
2 we have the following Lemma 2.2 which is attributed to Chen
et al. (see [2]).
Lemma 2.2. Let A be an n × n real symmetric matrix, and P be an n × n positive diagonal matrix. If
λ1  λ2  · · · λn are eigenvalues of P−
1
2 AP−
1
2 , then
λi = min
x(1) ,...,x(i−1)∈Rn
⎛⎝ max
x⊥x(1) ,...,x(i−1)
x /=0
x	Ax
x	Px
⎞⎠
= max
x(i+1) ,...,x(n)∈Rn
⎛⎝ min
x⊥x(i+1) ,...,x(n)
x /=0
x	Ax
x	Px
⎞⎠ for each i = 1, 2, . . . ,n.
Proof. For nonzero vector y ∈ Rn deﬁne x = P− 12 y, then
y	P−
1
2 AP−
1
2 y
y	y
= x
	Ax
x	Px
.
For vector y(j) ∈ Rn deﬁne x(j) = P 12 y(j), then y ⊥ y(j) if and only if x ⊥ x(j). Applying the Courant–Fischer
theorem, we have
λi = min
y(1) ,...,y(i−1)∈Rn
⎛⎝ max
y⊥y(1) ,...,y(i−1)
y /=0
y	P−
1
2 AP−
1
2 y
y	y
⎞⎠
= min
P−1/2x(1) ,...,P−1/2x(i−1)∈Rn
⎛⎜⎝ max
x⊥x(1) ,...,x(i−1)
P1/2x /=0
x	Ax
x	Px
⎞⎟⎠
= min
x(1) ,...,x(i−1)∈Rn
⎛⎝ max
x⊥x(1) ,...,x(i−1)
x /=0
x	Ax
x	Px
⎞⎠
and similarly
λi = max
x(i+1) ,...,x(n)∈Rn
⎛⎝ min
x⊥x(i+1) ,...,x(n)
x /=0
x	Ax
x	Px
⎞⎠ . 
Lemma 2.3. Let A,B be two n × n real symmetricmatrices, let P,Q be two n × n positive diagonalmatrices,
and let k be a nonnegative integer. If there exists a subspace W ⊆ Rn with dimW  n − k, such that{
x	(A − B)x = 0
x	(P − Q )x = 0 for any x ∈ W ,
then the spectra of P−
1
2 AP−
1
2 and Q−
1
2 BQ−
1
2 k-interlace with each other.
Proof. Let λ1  λ2  · · · λn and θ1  θ2  · · · θn be the eigenvalues of P−
1
2 AP−
1
2 and Q−
1
2 BQ−
1
2 ,
respectively. Suppose {α1, . . . ,αr} is a basis for W
⊥(W⊥ denotes the orthogonal complement of W),
then r  k. From Lemma 2.2, we get
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θi = min
x(1) ,...,x(i−1)∈Rn
⎛⎝ max
x⊥x(1) ,...,x(i−1)
x /=0
x	Bx
x	Qx
⎞⎠
 min
x(1) ,...,x(i−1)∈Rn
⎛⎝ max
x⊥x(1) ,...,x(i−1)
x /=0, x∈W
x	Bx
x	Qx
⎞⎠
= min
x(1) ,...,x(i−1)∈Rn
⎛⎝ max
x⊥x(1) ,...,x(i−1) ,α1,...,αr
x /=0
x	Ax
x	Px
⎞⎠
 min
x(1) ,...,x(i−1) ,x(i) ,...,x(i+r−1)∈Rn
⎛⎝ max
x⊥x(1) ,...,x(i−1) ,x(i) ,...,x(i+r−1)
x /=0
x	Ax
x	Px
⎞⎠
= λi+r(i = 1, 2, . . . ,n − r).
Similarly, we also have
λi  θi+r (i = 1, 2, . . . ,n − r),
i.e.,
θi  λi−r (i = r + 1, r + 2, . . . ,n).
Thus λi−r  θi  λi+r(i = 1, 2, . . . ,n) (with λi = +∞ when i  0 and λi = −∞ when i  n + 1). So
the spectra of P−
1
2 AP−
1
2 and Q−
1
2 BQ−
1
2 r-interlace with each other. By Proposition 1.4, for any integer
k with k  r, the spectra of P− 12 AP− 12 and Q− 12 BQ− 12 also k-interlace with each other. 
If P,Q are both identity matrices in the lemma above, then we have the following corollary.
Corollary 2.4. Let A,B be two n × n real symmetric matrices, and k be a nonnegative integer. If there exists
a subspace W ⊆ Rn with dimW  n − k, such that
x	(A − B)x = 0 for any x ∈ W ,
then the spectra of A and B k-interlace with each other.
Let I, J ⊆ {1, 2, . . . ,n} and I = {1, 2, . . . ,n} \ I denote the complement of I in {1, 2, . . . ,n}. Then we use
the following notation to denote the submatrix of A = (aij) :
A[I, J] = (aij : i ∈ I, j ∈ J).
In addition, the sum of the entries of A is denoted by σ(A) = ∑i∑j aij .
Theorem 2.5. Let A,B be twon × n real symmetricmatrices. If there exists I ⊆ {1, 2, . . . ,n}with |I| = k  2,
such that
(1) (A − B)[I, I] = 0,
(2) (A − B)[I, I] has 0 sum (i.e., σ((A − B)[I, I]) = 0),
(3) (A − B)[I, I] has 0 row sums,
then the spectra of A and B (k − 1)-interlace with each other.
Proof. Without loss of generality, assume I = {1, 2, . . . , k} and
A − B =
(
Ck×k N	
N 0(n−k)×(n−k)
)
,
1146 B.-F. Wu et al. / Linear Algebra and its Applications 430 (2009) 1140–1150
where C = (A − B)[I, I] has 0 sum and N = (A − B)[I, I] has 0 row sums. Thus 1	k C1k = σ(C) = 0 (1k
denotes the all-one column vector with k entries) and N1k = 0.
Let x = (y	, z	)	 = (x1, x2, . . . , xn)	 ∈ Rn, where y = (x1, . . . , xk)	 and z = (xk+1, . . . , xn)	. It’s easy to
be obtained that
x	(A − B)x = y	Cy + z	Ny + (Ny)	z = y	Cy + 2z	Ny. (2.1)
SetW =
{(
y
z
)
∈ Rn|y ∈ span〈1k〉, z ∈ Rn−k
}
. Then dimW = 1 + n − k = n − (k − 1), and for any x ∈ W
we have y = a1k , where a ∈ R. In this case, from (2.1),
x	(A − B)x = a21	k C1k + 2az	N1k = 0.
By Corollary 2.4, we complete the proof. 
3. Proof for Theorem 1.10
For the proof of Theorem 1.10, we introduce the notation D̂(G) as follows.
Deﬁnition 3.1. Let G be a graph with t > 0 isolated vertices, then we use D̂(G) to denote the diagonal
matrix with (i, i)-th entry having value dvi if dvi /= 0 and having value 1/t otherwise.
ThuswhenGhas isolatedvertices, fromthedefinitionofL(G),wecanwrite it as D̂(G)−
1
2 L(G)D̂(G)−
1
2
and D̂(G) is always a positive diagonal matrix. Furthermore,
σ(D̂(G)) = σ(D(G)) + 1.
We are now ready to give the proof for Theorem 1.10.
Proof. Since H is a graph obtained from G by neighbors reassigning on the vertex subset U with
|U| = k  2, we have
H − U = G − U, (3.1)
|E(H)| = |E(G)|, (3.2)
dH(v) = dG(v) for each v ∈ V \ U, (3.3)
(a) For A(H) and A(G).
From (3.1) and (3.3), we may relabel the vertices such that
A(H) − A(G) =
(
Ck×k N	
N 0
)
and D(H) − D(G) =
(
D0
0
)
. (3.4)
Note that the row sums of A(G),A(H) are the corresponding diagonal entries of D(G),D(H) respectively,
thus N has 0 row sums from (3.4). In addition, from (3.2) we have σ(A(H)) − σ(A(G)) = 0, which
implies that σ(C) + 2σ(N) = 0, i.e., σ(C) = 0. Hence by Theorem 2.5 the spectra of A(H) and A(G)
(k − 1)-interlace with each other.
(b) For L(H) and L(G).
Observe that σ(L(H)) = σ(L(G)) = 0 and
L(H) − L(G) = (D(H) − A(H)) − (D(G) − A(G)) =
(
D0 − C −N	
−N 0
)
, (3.5)
where N,C and D0 were deﬁned in (3.4). Thus −N still has 0 row sums. Moreover, from 0 = σ(L(H)) −
σ(L(G)) = σ(D0 − C) − 2σ(N), we have σ(D0 − C) = 0 (which also implies that σ(D0) = 0). Therefore,
the spectra of L(H) and L(G) also (k − 1)-interlace with each other by Theorem 2.5.
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(c) ForL(H) andL(G).
Set W =
{(
y
z
)
∈ Rn|y ∈ span〈1k〉, z ∈ Rn−k
}
, where dimW = n − (k − 1). Then by (3.4) and (3.5)
together with σ(D0) = σ(D0 − C) = 0 and N has 0 row sums, we have{
x	(L(H) − L(G))x = y	(D0 − C)y − 2z	Ny = 0
x	(D(H) − D(G))x = y	D0y = 0
for any x ∈ W . (3.6)
Now if G(and thus H) has isolated vertices in V \ U, say v ∈ V \ U is a (common) isolated vertex of G
and H. Let G′ = G − v and H′ = H − v, then H′ can also be regarded as a graph obtained from G′ by
neighbors reassigning on U. And it is also not difﬁcult to see that Spec(L(H)) and Spec(L(G)) are
(k − 1)-interlacing if and only if Spec(L(H′)) and Spec(L(G′)) are (k − 1)-interlacing. From this fact,
we may assume in the following proof that G(and thus H) has no isolated vertices in V \ U. That is, G
and H may only have isolated vertices in U.
We distinguish the following three cases.
Case 1. G and H both have no isolated vertices in U.
From (3.6), the spectra of L(H) = D(H)− 12 L(H)D(H)− 12 and L(G) = D(G)− 12 L(G)D(G)− 12 (k − 1)-
interlace with each other by Lemma 2.3.
Case 2. G and H both have isolated vertices in U.
From (3.3) and the definition of D̂(G) and D̂(H), we have
D̂(H) − D̂(G) =
(
D̂0
0
)
,
where
σ(D̂0) = σ(D̂(H)) − σ(D̂(G)) = (σ (D(H)) + 1) − (σ (D(G)) + 1) = 0.
Thus, for any x ∈ W , we also have x	(D̂(H) − D̂(G))x = y	D̂0y = 0. That is,{
x	(L(H) − L(G))x = 0
x	(D̂(H) − D̂(G))x = 0 for any x ∈ W .
Therefore, thespectraofL(H) = D̂(H)− 12 L(H)D̂(H)− 12 andL(G) = D̂(G)− 12 L(G)D̂(G)− 12 (k − 1)-inter-
lace with each other by Lemma 2.3.
Case 3. Exactly one of G and H has isolated vertices in U.
Say H has t(1 t  k − 1) isolated vertices in U and G has no isolated vertices. (Here if t = k, then
G(= H) has isolated vertices too, implying a contradiction.)
Delete all the t isolated vertices ofH, and denote the resulting graph byH′. For any vector x ∈ Rn, let
x′ be the vector obtained from x by deleting the entries corresponding to these t isolated vertices. Let
W ′ =
{(
y′
z
)
∈ Rn−t |y′ ∈ span〈1k−t〉, z ∈ Rn−k
}
. Thus if x =
(
y
z
)
∈ W(where y ∈ span〈1k〉), then x′ =
(
y′
z
)
with y′ ∈ span〈1k−t〉, i.e., x′ ∈ W ′. From (3.6) we have{
x′	L(H′)x′ = x	L(H)x = x	L(G)x
x′	D(H′)x′ = x	D(H)x = x	D(G)x for any x ∈ W . (3.7)
Let λ1(G) λ2(G) · · · λn(G) = 0 be the eigenvalues ofL(G). Applying Lemma 2.2(since D(G) is a
positive diagonal matrix) we get
λi(G) = min
x(1) ,...,x(i−1)∈Rn
⎛⎝ max
x⊥x(1) ,...,x(i−1)
x /=0
x	L(G)x
x	D(G)x
⎞⎠
 min
x(1) ,...,x(i−1)∈Rn
⎛⎝ max
x⊥x(1) ,...,x(i−1)
x /=0, x∈W
x	L(G)x
x	D(G)x
⎞⎠ . (3.8)
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Now
x =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
x1
.
.
.
xt+1
.
.
.
xk
z
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⊥ x(1), . . . , x(i−1), and x ∈ W , x /= 0
⇐⇒x =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
.
.
.
a
.
.
.
a
z
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⊥
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
x
(j)
1
.
.
.
x
(j)
t+1
.
.
.
x
(j)
k
z(j)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(j = 1, . . . , i − 1 and a ∈ R),
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
.
.
.
a
.
.
.
a
z
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
/= 0
⇐⇒x′ =
⎛⎜⎜⎜⎜⎜⎝
a
.
.
.
a
z
⎞⎟⎟⎟⎟⎟⎠ ⊥
⎛⎜⎜⎜⎜⎜⎝
∑t+1
s=1 x
(j)
s
.
.
.
x
(j)
k
z(j)
⎞⎟⎟⎟⎟⎟⎠ (j = 1, . . . , i − 1 and a ∈ R),
⎛⎜⎜⎜⎜⎜⎝
a
.
.
.
a
z
⎞⎟⎟⎟⎟⎟⎠ /= 0
⇐⇒ x′ ⊥
⎛⎜⎜⎜⎜⎜⎝
∑t+1
s=1 x
(j)
s
.
.
.
x
(j)
k
z(j)
⎞⎟⎟⎟⎟⎟⎠ (j = 1, . . . , i − 1) and x′ ∈ W ′, x′ /= 0.
Thus, from (3.7) and (3.8), we have
λi(G)  min
x(1) ,...,x(i−1)∈Rn
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
max
x′ ⊥
⎛⎜⎜⎜⎜⎜⎝
∑t+1
s=1 x
(j)
s
.
.
.
x
(j)
k
z(j)
⎞⎟⎟⎟⎟⎟⎠
(j = 1, . . . , i − 1),
x′ /= 0, x′ ∈ W ′
x′	L(H′)x′
x′	D(H′)x′
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
 min
x′(1) ,...,x′(i−1)∈Rn−t
⎛⎝ max
x′⊥x′(1) ,...,x′(i−1)
x′ /=0, x′∈W ′
x′	L(H′)x′
x′	D(H′)x′
⎞⎠
 λi+k−t−1(H′) = λi+k−t−1(H) λi+k−1(H) (i = 1, 2, . . . ,n − k + 1),
where dimW ′⊥ = n − t − (n − k + 1) = k − t − 1.
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And also using Lemma 2.2 we have
λi(G) = max
x(i+1) ,...,x(n)∈Rn
⎛⎝ min
x⊥x(i+1) ,...,x(n)
x /=0
x	L(G)x
x	D(G)x
⎞⎠
 max
x(i+1) ,...,x(n)∈Rn
⎛⎝ min
x⊥x(i+1) ,...,x(n)
x /=0, x∈W
x	L(G)x
x	D(G)x
⎞⎠
= · · ·
 max
x′(i+1) ,...,x′(n)∈Rn−t
⎛⎝ min
x′⊥x′(i+1) ,...,x′(n)
x′ /=0, x′∈W ′
x′	L(H′)x′
x′	D(H′)x′
⎞⎠
 λi−(k−1)(H′) = λi−(k−1)(H) (i = k, k + 1, . . . ,n).
Hence, with λi(H) = +∞ when i  0 and λi(H) = −∞ when i  n + 1, we have
λi−(k−1)(H) λi(G) λi+k−1(H), for each i = 1, 2, . . . ,n.
So the spectra ofL(H) andL(G)(k − 1)-interlace with each other.
By the cases, the conclusion is true for the normalized Laplacian.
Combining (a)–(c), we complete the proof. 
4. Applications
In this section, we give some applications of Theorem 1.7 and 1.10 on the multiplicities of the
eigenvalues 0 or 1 of trees in the spectra of the adjacency matrices, standard Laplacian matrices, and
normalized Laplacian matrices.
Lemma 4.1. Suppose n-tuples S1 and S2 are k-interlacing, and S1 has an element c with multiplicity m
2k + 1. Then S2 also has an element c with multiplicity at least m − 2k.
Proof. Without loss of generality, suppose that S1 = (a1, a2, . . . , an) with a1  a2  · · · an and S2 =
(b1, b2, . . . , bn) with b1  b2  · · · bn(n m). Then aj+1 = · · · = aj+m = c for some j with 0 j 
n − m. Since S1 and S2 are k-interlacing, we have
ai−k  bi  ai+k , for each i = 1, 2, . . . ,n. (4.1)
Take i = j + k + 1 and i = j + m − k in (4.1) respectively, we have
c = aj+1  bj+k+1  aj+2k+1  aj+m = c
and
c = aj+1  aj+m−2k  bj+m−k  aj+m = c.
Therefore, bj+k+1 = · · · = bj+m−k = c. This implies that S2 also has an element c with multiplicity at
leastm − 2k. 
Now consider the matrices associated with K1,n−1, where K1,n−1 is a star on n vertices. It’s well-
known that
Spec(A(K1,n−1)) = (
√
n − 1, 0, . . . , 0︸ ︷︷ ︸
n−2
,−√n − 1),
Spec(L(K1,n−1)) = (n, 1, . . . , 1︸ ︷︷ ︸
n−2
, 0) and Spec(L(K1,n−1)) = (2, 1, . . . , 1︸ ︷︷ ︸
n−2
, 0),
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The following Theorem 4.2 is an application of Theorem 1.7 using the operation of “neighbors
moving” on the trees.
Theorem 4.2. Let T be a tree on n vertices, and be themaximum degree of vertices of T . If n+1
2
, then
(1) 0 is an eigenvalue of A(T) with multiplicity at least 2− n,
(2) 1 is an eigenvalue of L(T) with multiplicity at least 2− n,
(3) 1 is an eigenvalue ofL(T) with multiplicity at least 2− n.
Proof. Assume u has the maximum degree . Using the operation of “neighbors moving” from other
vertices to u step by step, then T can be changed into K1,n−1 by at most n − 1 − steps of such kind of
“neighbors movings”.
From Theorem1.7 and Proposition 1.4–1.5, the spectra of A(T) and A(K1,n−1) are at least (n − 1 −)-
interlacing. Observing that A(K1,n−1) has an eigenvalue 0 with multiplicity n − 2, where n − 2 2(n −
1 −) + 1. By Lemma 4.1, A(T) has an eigenvalue 0 with multiplicity at least n − 2 − 2(n − 1 −) =
2− n.
Similarly, (2) and (3) are also true. 
The following Theorem 4.3 is an application of Theorem 1.10 using the operation of “neighbors
reassigning” on the trees.
Theorem 4.3. Let T be a tree on n vertices with r  n+1
2
pendant vertices. Then
(1) 0 is an eigenvalue of A(T) with multiplicity at least 2r − n,
(2) 1 is an eigenvalue of L(T) with multiplicity at least 2r − n,
(3) 1 is an eigenvalue ofL(T) with multiplicity at least 2r − n.
Proof. Let U be the set of all non-pendant vertices of T . Then |U| = n − r and K1,n−1 can be regarded
as a graph obtained from T by neighbors reassigning on U (by Example 1.9 in Section 1). Therefore,
the spectra of A(T) and A(K1,n−1) are (n − r − 1)-interlacing by Theorem 1.10. So are the spectra of
L(T) and L(K1,n−1), and the spectra ofL(T) andL(K1,n−1). The following is similar as the proof of
Theorem 4.2. 
For instance, consider the tree T in Fig.3 on 3t vertices. From Theorem 4.3 the multiplicity of
eigenvalue 0 of A(T), and the multiplicities of eigenvalue 1 of L(T) andL(T) are all at least t.
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