Abstract. We study Robin-to-Robin maps, and Krein-type resolvent formulas for Schrödinger operators on bounded Lipschitz domains in R n , n 2, with generalized Robin boundary conditions.
Introduction
This paper is a direct continuation of our recent paper [35] in which we studied Schrödinger operators on bounded Lipschitz and C 1,r -domains with generalized Robin boundary conditions and discussed associated Robin-to-Dirichlet maps and Krein-type resolvent formulas. The paper [35] , in turn, was a continuation of the earlier papers [32] and [36] , where we studied general, not necessarily self-adjoint, Schrödinger operators on C 1,r -domains Ω ⊂ R n , n ∈ N, n 2, with compact boundaries ∂Ω, (1/2) < r < 1 (including unbounded domains, i.e., exterior domains) with Dirichlet and Neumann boundary conditions on ∂Ω. Our results also applied to convex domains Ω and to domains satisfying a uniform exterior ball condition. In addition, a careful discussion of locally singular potentials V with close to optimal local behavior of V was provided in [32] and [36] .
In the current paper and in [35] , we are exploring a different direction: Rather than discussing potentials with close to optimal local behavior, we will assume that V ∈ L ∞ (Ω; d n x) and hence essentially replace it by zero nearly everywhere in this paper. On the other hand, instead of treating Dirichlet and Neumann boundary conditions at ∂Ω, we now consider generalized Robin and again Dirichlet boundary conditions, but under minimal smoothness conditions on the domain Ω, that is, we now consider Lipschitz domains Ω. Additionally, to reduce some technicalities, we will assume that Ω is bounded throughout this paper. The principal new result in this paper is a derivation of Krein-type resolvent formulas for Schrödinger operators on bounded Lipschitz domains Ω in connection with two different generalized Robin boundary conditions on ∂Ω.
In Section 2 we recall our recent detailed discussion of self-adjoint Laplacians with generalized Robin (and Dirichlet) boundary conditions on ∂Ω in [35] . In Section 3 we summarize generalized Robin and Dirichlet boundary value problems and introduce associated Robin-to-Dirichlet and Dirichlet-to-Robin maps following [35] . Section 4 is devoted to Krein-type resolvent formulas connecting Dirichlet and generalized Robin Laplacians with the help of the Robin-to-Dirichlet map. Section 5 contains our principal new results and studies Robin-to-Robin maps and general Kreintype formulas involving Robin-to-Robin maps. Appendix A collects useful material on Sobolev spaces and trace maps for Lipschitz domains. Appendix B summarizes pertinent facts on sesquilinear forms and their associated linear operators.
While we formulate and prove all results in this paper for self-adjoint generalized Robin Laplacians and Dirichlet Laplacians, we emphasize that all results in this paper immediately extend to closed Schrödinger operators H Θ,Ω = −∆ Θ,Ω + V , dom H Θ,Ω = dom − ∆ Θ,Ω in L 2 (Ω; d n x) for (not necessarily real-valued) potentials V satisfying V ∈ L ∞ (Ω; d n x), by consistently replacing −∆ by −∆ + V , etc. More generally, all results extend directly to Kato-Rellich bounded potentials V relative to −∆ Θ,Ω with bound less than one.
Next, we briefly list most of the notational conventions used throughout this paper. Let H be a separable complex Hilbert space, ( · , · ) H the scalar product in H (linear in the second factor), and I H the identity operator in H. Next, let T be a linear operator mapping (a subspace of) a Banach space into another, with dom(T ) and ran(T ) denoting the domain and range of T . The spectrum (resp., essential spectrum) of a closed linear operator in H will be denoted by σ( · ) (resp., σ ess ( · )). The Banach spaces of bounded and compact linear operators in H are denoted by B(H) and B ∞ (H), respectively. Similarly, B(H 1 , H 2 ) and B ∞ (H 1 , H 2 ) will be used for bounded and compact operators between two Hilbert spaces H 1 and H 2 . Moreover, X 1 ֒→ X 2 denotes the continuous embedding of the Banach space X 1 into the Banach space X 2 . Throughout this manuscript, if X denotes a Banach space, X * denotes the adjoint space of continuous conjugate linear functionals on X, that is, the conjugate dual space of X (rather than the usual dual space of continuous linear functionals on X). This avoids the well-known awkward distinction between adjoint operators in Banach and Hilbert spaces (cf., e.g., the pertinent discussion in [29, p. 3-4] ).
Finally, a notational comment: For obvious reasons in connection with quantum mechanical applications, we will, with a slight abuse of notation, dub −∆ (rather than ∆) as the "Laplacian" in this paper.
Laplace Operators with Generalized Robin Boundary Conditions
In this section we recall various properties of general Laplacians −∆ Θ,Ω in L 2 (Ω; d n x) including Dirichlet, −∆ D,Ω , and Neumann, −∆ N,Ω , Laplacians, generalized Robin-type Laplacians, and Laplacians corresponding to classical Robin boundary conditions associated with bounded open Lipschitz domains. For details we refer to our recent paper [35] .
We start with introducing our precise assumptions on the set Ω and the boundary operator Θ which subsequently will be employed in defining the boundary condition on ∂Ω: Thus one has
Here the sesquilinear form
(antilinear in the first, linear in the second factor), denotes the duality pairing between H s (∂Ω) and
and d n−1 ω denotes the surface measure on ∂Ω. Hypothesis 2.1 on Ω is used throughout this paper. Similarly, Hypothesis 2.2 is assumed whenever the boundary operator Θ is involved. (Later in this section, and the next, we will occasionally strengthen our hypotheses.)
We introduce the boundary trace operator γ
Then there exists a bounded, linear operator γ D (cf., e.g., [58, Theorem 3.38]),
whose action is compatible with that of γ 0 D . That is, the two Dirichlet trace operators coincide on the intersection of their domains. Moreover, we recall that
While, in the class of bounded Lipschitz subdomains in R n , the end-point cases s = 1/2 and s = 3/2 of γ D ∈ B H s (Ω), H s−(1/2) (∂Ω) fail, we nonetheless have
See Lemma A.2 for a proof. Below we augment this with the following result:
Lemma 2.3. Assume Hypothesis 2.1. Then for each s > −3/2, the restriction to boundary operator (2.6) extends to a linear operator
is compatible with (2.7), and is bounded when
Furthermore, for each s > −3/2, the restriction to boundary operator (2.6) also extends to a linear operator
which, once again, is compatible with (2.7), and is bounded when {u ∈ H 3/2 (Ω) | ∆u ∈ H 1+s (Ω) is equipped with the natural graph norm u → u H 3/2 (Ω) + ∆u H 1+s (Ω) .
Next, we introduce the operator γ N (the Neumann trace) by 12) where ν denotes the outward pointing normal unit vector to ∂Ω. It follows from (2.7) that γ N is also a bounded operator. We wish to further extend the action of the Neumann trace operator (2.12) to other (related) settings. To set the stage, assume Hypothesis 2.1 and recall that the inclusion
is well-defined and bounded. Then, we introduce the weak Neumann trace operator 14) as follows: Given u ∈ H 1 (Ω) with ∆u ∈ H s (Ω) for some s > −1/2, we set (with ι as in (2.13)) 15) for all φ ∈ H 1/2 (∂Ω) and Φ ∈ H 1 (Ω) such that γ D Φ = φ. We note that this definition is independent of the particular extension Φ of φ, and that γ N is a bounded extension of the Neumann trace operator γ N defined in (2.12). As was the case of the Dirichlet trace, the (weak) Neumann trace operator (2.14), (2.15) is onto (cf. [35] ). For additional details we refer to equations (A.8)-(A.10). Next, we wish to discuss the end-point case s = 1/2 of (2.12).
Lemma 2.4. Assume Hypothesis 2.1. Then the Neumann trace operator (2.12) also extends to
. This extension is compatible with (2.14).
For future purposes, we shall need yet another extension of the concept of Neumann trace. This requires some preparations (throughout, Hypothesis 2.1 is enforced). First, we recall that, as is well-known (see, e.g., [40] ), one has the natural identification
Note that the latter is a closed subspace of H −1 (R n ). In particular, if R Ω u = u| Ω denotes the operator of restriction to Ω (considered in the sense of distributions), then
is well-defined, linear and bounded. Furthermore, the composition of R Ω in (2.18) with ι in (2.13) is the natural inclusion of 19) equipped with the norm inherited from
We then denote by
the ultra weak Neumann trace operator defined by
for all φ ∈ H 1/2 (∂Ω) and Φ ∈ H 1 (Ω) such that γ D Φ = φ. Once again, this definition is independent of the particular extension Φ of φ. Also, as was the case of the Dirichlet trace, the ultra weak Neumann trace operator (2.20), (2.21) is onto (this is a corollary of Theorem 4.4). For additional details we refer to equations (A.8)-(A.10).
The relationship between the ultra weak Neumann trace operator (2.20), (2.21) and the weak Neumann trace operator (2.14), (2.15) can be described as follows. Given s > −1/2 and z ∈ C, denote by
where ι is as in (2.13). Then
Thus, from this perspective, γ N can also be regarded as a bounded extension of the Neumann trace operator γ N defined in (2.12).
Moving on, we shall now describe a family of self-adjoint Laplace operators
indexed by the boundary operator Θ. We will refer to −∆ Θ,Ω as the generalized Robin Laplacian. 
In addition, −∆ Θ,Ω , has purely discrete spectrum bounded from below, in particular,
The important special case where Θ corresponds to the operator of multiplication by a real-valued, essentially bounded function θ leads to Robin boundary conditions we discuss next: Corollary 2.6. In addition to Hypothesis 2.1, assume that Θ is the operator of multiplication in 
Remark 2.7. (i) In the case of a smooth boundary ∂Ω, the boundary conditions in (2.28) are also called "classical" boundary conditions (cf., e.g., [73] ); in the more general case of bounded Lipschitz domains we also refer to [5] and [80, Ch. 4] in this context. Next, we point out that, in [51] , the authors have dealt with the case of Laplace operators in bounded Lipschitz domains, equipped with local boundary conditions of Robin-type, with boundary data in L p (∂Ω; d n−1 ω), and produced nontangential maximal function estimates. For the case p = 2, when our setting agrees with that of [51] , some of our results in this section and the following are a refinement of those in [51] . Maximal L p -regularity and analytic contraction semigroups of Dirichlet and Neumann Laplacians on bounded Lipschitz domains were studied in [83] . Holomorphic C 0 -semigroups of the Laplacian with Robin boundary conditions on bounded Lipschitz domains have been discussed in [81] . Moreover, Robin boundary conditions for elliptic boundary value problems on arbitrary open domains were first studied by Maz'ya [56] , [57, Sect. 4.11.6] , and subsequently in [22] (see also [23] which treats the case of the Laplacian). In addition, Robin-type boundary conditions involving measures on the boundary for very general domains Ω were intensively discussed in terms of quadratic forms and capacity methods in the literature, and we refer, for instance, to [5] , [6] , [15] , [80] , and the references therein.
(ii) In the special case θ = 0 (resp., Θ = 0), that is, in the case of the Neumann Laplacian, we will also use the notation
The case of the Dirichlet Laplacian −∆ D,Ω associated with Ω formally corresponds to Θ = ∞ and so we recall its treatment in the next result. To state it, recall that, given a bounded Lipschitz
is self-adjoint and strictly positive in
Since Ω is open and bounded, it is well-known that −∆ D,Ω has purely discrete spectrum contained in (0, ∞), in particular, σ ess (−∆ D,Ω ) = ∅.
Generalized Robin and Dirichlet Boundary Value Problems and Robin-to-Dirichlet and Dirichlet-to-Robin Maps
This section is devoted to generalized Robin and Dirichlet boundary value problems associated with the Helmholtz differential expression −∆ − z in connection with the open set Ω. In addition, we provide a detailed discussion of Robin-to-Dirichlet maps,
Again, the material in this section is taken from [35, Sect. 3] .
In this section we strengthen Hypothesis 2.2 by adding assumption (3.1) below:
Hypothesis 3.1. In addition to Hypothesis 2.2 suppose that
We note that (3.1) is satisfied whenever there exists some ε > 0 such that
We recall the definition of the weak Neumann trace operator γ N in (2.14), (2.15) and start with the Helmholtz Robin boundary value problems: Theorem 3.2. Assume Hypothesis 3.1 and suppose that z ∈ C\σ(−∆ Θ,Ω ). Then for every g ∈ L 2 (∂Ω; d n−1 ω), the following generalized Robin boundary value problem,
has a unique solution u = u Θ . This solution u Θ satisfies
and
for some constant constant C = C(Θ, Ω, z) > 0. Finally, 6) and the solution u Θ is given by the formula
Next, we turn to the Dirichlet case originally treated in [36, Theorem 3.1] but under stronger regularity conditions on Ω.
Theorem 3.3. Assume Hypothesis 2.1 and suppose that z ∈ C\σ(−∆ D,Ω ). Then for every f ∈ H 1 (∂Ω), the following Dirichlet boundary value problem,
for some constant
Finally,
and the solution u D is given by the formula
In addition to Theorem 3.3, we recall the following result. 13) and
Assuming Hypothesis 3.1, we now introduce the Dirichlet-to-Robin map
where u D is the unique solution of
Continuing to assume Hypothesis 3.1, we next introduce the Robin-to-Dirichlet map M
Θ,D,Ω (z) associated with (−∆ − z) on Ω, as follows,
where u Θ is the unique solution of
We note that Robin-to-Dirichlet maps have also been studied in [9] . Next we recall one of the main results in [35] : 19) and
Remark 3.6. In the above considerations, the special case Θ = 0 represents the frequently studied Neumann-to-Dirichlet and Dirichlet-to-Neumann maps
25) whenever Hypothesis 2.1 holds and z
Remark 3.7. We emphasize again that all results in this section immediately extend to Schrödinger operators
, or more generally, for potentials V which are Kato-Rellich bounded with respect to −∆ Θ,Ω with bound less than one. Denoting the corresponding M -operators by M D,N,Ω (z) and M Θ,D,Ω (z), respectively, we note, in particular, that (3.15)-(3.24) extend replacing −∆ by −∆ + V and restricting z ∈ C appropriately.
Our discussion of Weyl-Titchmarsh operators follows the earlier papers [32] and [36] . For related literature on Weyl-Titchmarsh operators, relevant in the context of boundary value spaces (boundary triples, etc.), we refer, for instance, to [2] , [4] , [11] , [12] , [16] - [20] , [25] - [28] , [31] , [34] , [37, Ch. 3] , [39, Ch. 13] , [54] , [55] , [59] , [64] , [65] , [68] - [71] , [79] .
Some Variants of Krein's Resolvent Formula Involving Robin-to-Dirichlet Maps
In this section we recall some of the principal new results in [35] , viz., variants of Krein's formula for the difference of resolvents of generalized Robin Laplacians and Dirichlet Laplacians on bounded Lipschitz domains. For details on the material in this section we refer to [35] .
We start by weakening Hypothesis 3.1 by using assumption (4.1) below:
Hypothesis 4.1. In addition to Hypothesis 2.2 suppose that
We note that condition (4.1) is satisfied if there exists some ε > 0 such that
We wish to point out that Hypothesis 3.1 is indeed stronger than Hypothesis 4.1 since (3.1) implies, via duality and interpolation (cf. the discussion in [35] ), that 
has a unique solution u = u Θ . Moreover, there exists a constant C = C(Θ, Ω, z) > 0 such that
In particular, 6) and the solution u Θ of (4.4) is once again given by formula (3.7).
Remark 4.3. As a byproduct of Theorem 4.2 (with Θ = 0) we obtain that the weak Neumann trace γ N in (2.14), (2.15) is onto.
In the following we denote by I Ω the continuous inclusion (embedding) map of
By a slight abuse of notation, we also denote the continuous inclusion map of
* by the same symbol I Ω . We recall the ultra weak Neumann trace operator γ N from (2.20), (2.21). Finally, assuming Hypothesis 4.1, we denote by
the extension of −∆ Θ,Ω in accordance with (B.26). In particular, 8) and
Theorem 4.4. Assume Hypothesis 4.1 and suppose that z ∈ C\σ(−∆ Θ,Ω ). Then for every w ∈ (H 1 (Ω)) * , the following generalized inhomogeneous Robin problem,
has a unique solution u = u Θ,w . Moreover, there exists a constant C = C(Θ, Ω, z) > 0 such that
In particular, the operator
can be extended to a mapping in B H 1 (Ω) * , H 1 (Ω) , which in fact coincides with
Remark 4.5. In the context of Theorem 4.4, it is useful to observe that for any w ∈ H 1 (Ω) * , the 13) where the restriction of w to Ω is interpreted by regarding w as a distribution in H −1 (Ω) (cf. (2.17)). Indeed, the identification (2.17) associates to a functional w ∈ H 1 (Ω) * the distribution
* (which happens to be supported in Ω). Consequently, if for an arbitrary test function ϕ ∈ C ∞ 0 (Ω) we denote by ϕ ∈ C ∞ 0 (R n ) the extension of ϕ by zero outside Ω, we then have
on account of (4.8). This justifies (4.13).
Remark 4.6. Similar (yet simpler) considerations also show that the operator ( 15) extends to a mapping 
is, in fact, an isomorphism whenever z ∈ C\σ(−∆ D,Ω ). 
In addition, M
Θ,D,Ω (z) permits the representation
The same applies to the adjoint 
We also recall the following regularity result for the Robin resolvent.
Lemma 4.9. Assume Hypothesis 3.1 and suppose that z ∈ C\σ(−∆ Θ,Ω ). Then
is a well-defined bounded operator, where the space
Under Hypothesis 4.1, (4.12) and (2.7) yield
Hence, by duality,
Next we complement this with the following result. 
In particular,
In addition, the operator (4.25) is compatible with (4.23) in the sense that
As a consequence,
We will need a similar compatibility result for the composition between the Neumann trace and resolvents of the Dirichlet Laplacian. To state it, we recall the restriction operator R Ω in (2.18). Also, we denote by I R n the identity operator (for spaces of functions defined in R n ). Finally, we recall the space (2.19) and the ultra weak Neumann trace operator γ N in (2.20), (2.21). 
is a well-defined, linear and bounded operator. Consequently, 29) and, hence,
Furthermore, the operators (4.29), (4.30) are compatible with (3.13) and (3.14), respectively, in the sense that for each z ∈ C\σ(−∆ D,Ω ),
This yields the following L 2 -version of Lemma 4.8. 
We note that the special case Θ = 0 in Lemma 4.12 was discussed by Nakamura [61] (in connection with cubic boxes Ω) and subsequently in [32, Lemma A.3] (in the case of a Lipschitz domain with a compact boundary).
We also recall the following useful result. Lemma 4.14. Assume Hypothesis 4.1 and suppose that z ∈ C + . Then for every g ∈ H −1/2 (∂Ω), g = 0, one has
where u Θ satisfies
In particular, assuming Hypothesis 3.1, then 
The following result details the L 2 (Ω; d n x)-variant of Krein's formula: 
It should be noted that, by Lemma 3.4, the composition of operators in the right-hand side of (4.41) acts in a well-defined manner on L 2 (Ω; d n x).
An attractive feature of the Krein-type formula (4.41) lies in the fact that M
Θ,D,Ω (z) encodes spectral information about ∆ Θ,Ω . This will be pursued in future work.
Assuming Hypothesis 2.1, the special case Θ = 0 then connects the Neumann and Dirichlet resolvents,
on H 1 (Ω) * , and similarly, Due to the fundamental importance of Krein-type resolvent formulas (and more generally, Robinto-Dirichlet maps) in connection with the spectral and inverse spectral theory of ordinary and partial differential operators, abstract versions, connected to boundary value spaces (boundary triples) and self-adjoint extensions of closed symmetric operators with equal (possibly infinite) deficiency spaces, have received enormous attention in the literature. In particular, we note that Robin-to-Dirichlet maps in the context of ordinary differential operators reduce to the celebrated (possibly, matrixvalued) Weyl-Titchmarsh function, the basic object of spectral analysis in this context. Since it is impossible to cover the literature in this paper, we refer, for instance, to [1, Sect. 84], [3] , [7] , [8] , [11] , [13] , [14] , [18] , [20] , [21] , [33] , [34] , [39, Ch. 13] , [41] , [43] - [50] , [53] , [54] , [59] , [62] - [69] , [72] , [75] - [77] , and the references cited therein. We add, however, that the case of infinite deficiency indices in the context of partial differential operators (in our concrete case, related to the deficiency indices of the operator closure of
, is much less studied and the results obtained in this section, especially, under the assumption of Lipschitz (i.e., minimally smooth) domains, to the best of our knowledge, are new.
Finally, we emphasize once more that Remark 3.7 also applies to the content of this section (assuming that V is real-valued in connection with Lemmas 4.13 and 4.14).
Some Variants of Krein's Resolvent Formula Involving Robin-to-Robin Maps
In this section we present our principal results, variants of Krein's formula for the difference of resolvents of generalized Robin Laplacians corresponding to two different Robin boundary conditions on bounded Lipschitz domains. To the best of our knowledge, the results in this section are new. 
Proof. To set the stage, we recall (2.14) and (2.15). Together with (4.12) and (4.16), these ensure that the composition of operators appearing on the right-hand side of (4.20) is well-defined. Next, let φ 1 , φ 2 ∈ L 2 (Ω; d n x) be arbitrary and define
As a consequence of our earlier results, both sides of (4.20) are bounded operators from (
* densely, it therefore suffices to show that the following identity holds:
We note that according to (5.3) one has, 6) and, further,
Thus, matters have been reduced to proving that
Using (A.11) for the left-hand side of (5.8) one obtains 
Θ1,Θ2,Ω (z) :
where u Θ1 is the unique solution of
Proof. The membership in (5.12) is a consequence of (5.10) and Theorem 4.2. To see (5.13), assume that f ∈ H −1/2 (∂Ω) and denote by u Θ1 ∈ H 1 (Ω) the unique function satisfying (−∆ − z)u Θ1 = 0 in Ω and (
proving (5.13). Going further, (5.14) is a direct consequence of (5.13), and (5.15) is clear from (5.14) and Lemma 4.13. Finally, as far as (5.16) is concerned, if f ∈ H −1/2 (∂Ω) and u Θ2 ∈ H 1 (Ω) is the unique function satisfying (−∆ − z)u Θ2 = 0 in Ω and 18) as operators on
Proof. We first claim that
. To see this, consider an arbitrary w ∈ H 1 (Ω) * , then intro- 20) and observe that, under the identification (2.17), (A.13) yields
As far as (5.19) is concerned, the goal is to show that
To this end, we observe from (5.2) that
Hence, by linearity, 
In a similar fashion,
To compute γ N 0, v , pick an arbitrary φ ∈ H 1/2 (∂Ω) and assume that Φ ∈ H 1 (Ω) is such that γ D Φ = φ. Then, based on (2.21) and (5.20), one has
This shows that 
Upon recalling from (5.23) that 
we may then transform (5.19) into 32) where the last line is based on (5.13). Taking adjoints in (5.32) (written with z in place of z) then leads to 
We recall (cf. (4.3))) that Hypothesis 5.5 is indeed stronger than Hypothesis 5.1. As a preliminary matter, we first discuss the L 2 -version of Theorem 5.3. 
which, for every z ∈ C\σ(−∆ Θ1,Ω ), satisfies 
Proof. We start by observing that the following operators are well-defined, linear and bounded: Proof. By Theorem 5.6 it suffices to prove only the first part in the statement. To this end, we recall (5.13) in Theorem 5.3. Composing the latter on the right by ( Θ 1 − Θ 2 ) then yields
. Now one can use Lemma 4.14 in order to conclude that
as desired.
We note again that Remark 3.7 also applies to the content of this section (assuming that V is real-valued in connection with (5.38) and Theorem 5.8).
Appendix A. Properties of Sobolev Spaces and Boundary Traces for Lipschitz Domains
The purpose of this appendix is to recall some basic facts in connection with Sobolev spaces corresponding to Lipschitz domains Ω ⊂ R n , n ∈ N, n ≥ 2, and their boundaries. For more details we refer again to [35] .
In this manuscript we use the following notation for the standard Sobolev Hilbert spaces (s ∈ R),
Here D ′ (Ω) denotes the usual set of distributions on Ω ⊆ R n , Ω open and nonempty (with D(Ω) standing for the space of test functions in Ω), S(R n ) ′ is the space of tempered distributions on R n , and U denotes the Fourier transform of U ∈ S(R n ) ′ . It is then immediate that For a Lipschitz domain Ω ⊂ R n it is known that
See [78] for this and other related properties. We also refer to our convention of using the adjoint (rather than the dual) space X * of a Banach space X as described near the end of the introduction. Next, assume that Ω ⊂ R n is the domain lying above the graph of a Lipschitz function ϕ :
. In this scenario we set
To define H s (∂Ω), 0 ≤ s 1, when Ω is a Lipschitz domain with compact boundary, we use a smooth partition of unity to reduce matters to the graph case. More precisely, if 0 ≤ s ≤ 1 then f ∈ H s (∂Ω) if and only if the assignment
and ϕ : R n−1 → R is a Lipschitz function with the property that if Σ is an appropriate rotation and translation of {( 
by setting
is the natural pairing between functionals in H 1 (Ω) * and elements in H 1 (Ω) (which, in turn, is compatible with the (bilinear) distributional pairing). It should be remarked that the above definition is independent of the particular extension Φ ∈ H 1 (Ω) of φ. Going further, one can introduce the ultra weak Neumann trace operator γ N as follows:
with the dot product understood in the sense of (A.8). We emphasize that the ultra weak Neumann trace operator γ N in (A.10) is a re-normalization of the operator γ N introduced in (2.12) relative to the extension of ∆u ∈ H −1 (Ω) to an element f of the space
For the relationship between the weak and ultra weak Neumann trace operators, see (2.22)-(2.24). In addition, one can show that the ultra weak Neumann trace operator (A.10) is onto (indeed, this is a corollary of Theorem 4.4). We note that (A.9) and (A.10) yield the following Green's formula
* with ∆u = f | Ω , and any Φ ∈ H 1 (Ω). The pairing on the left-hand side of (A.11) is between functionals in H 1/2 (∂Ω) * and elements in H 1/2 (∂Ω), whereas the last pairing on the right-hand side in (A.11) is between functionals in H 1 (Ω) * and elements in H 1 (Ω). For further use, we also note that the adjoint of (2.7) maps boundedly as follows We conclude this appendix by recalling the following result from [36] . .7)) satisfies (2.9).
Appendix B. Sesquilinear Forms and Associated Operators
In this appendix we describe a few basic facts on sesquilinear forms and linear operators associated with them. A slightly more expanded version of this material appeared in [35, Appendix B] .
Let H be a complex separable Hilbert space with scalar product ( · , · ) H (antilinear in the first and linear in the second argument), V a reflexive Banach space continuously and densely embedded into H. Then also H embeds continuously and densely into V * .
V ֒→ H ֒→ V * .
(B.1)
Here the continuous embedding H ֒→ V * is accomplished via the identification
and we recall the convention in this manuscript (cf. the discussion at the end of the introduction) that if X denotes a Banach space, X * denotes the adjoint space of continuous conjugate linear functionals on X, also known as the conjugate dual of X.
In particular, if the sesquilinear form 
