Introduction
National competitiveness is one of the most central preoccupations for both advanced and developing countries (Porter, 1990) and "many policy makers express serious concerns about it" (Lall, 2001 (Lall, , p. 1501 . Much has already been written about competitiveness, and today many economic phenomena are described as competitive or non-competitive issues. Nevertheless, both the definition and the analysis of the competitiveness of an economy still pose many problems. First of all, one may be surprised not only by the multitude of definitions of national competitiveness, but also by the diversity of approaches to determining what competitiveness actually is at the macro level. Even such an expert as M. Porter in his book "The competitiveness advantage of nations" does not define it explicitly, despite using the term very often (Olczyk, 2008) . Berger identifies four main, but very different, theoretical constructs for national competitiveness, and they show large divergences. National competitiveness can be understood as the "ability of a nation to sell its goods to another nation", as the "ability of a nation to earn", as the "ability to adjust to changes in the external environment" and as the "national ability to attract scarce mobile resources" (Berger, 2008, pp. 378-392) . Each approach implies the use of different indicators to assess country competitiveness.
According to Berger, there is a fifth concept of national competitiveness, based on Porter's diamond model and its extended versions. Porter proposed a national diamond model, which identifies four classes of country attributes that determine national competitive advantage: factor conditions; demand conditions; related and supporting industries; and company strategy, structure and rivalry. He also indicates two other factors -government policy and chance (exogenous shocks) -that support the system of national competiveness but do not create it (Porter, 1990) . A key feature of Porter's proposal is that it integrates many different theories into the one concept, i.e. "factor conditions" relate to classical/neoclassical economics, "demand conditions" are connected to product cycle theory and Rostow growth theory, "related and supporting companies" derives from polarization theory and Marshall's industrial districts, and "firm strategy, structure and rivalry" refer to Schumpeter's works. Although the diamond model has been widely applied to studying the competitiveness of different countries, it has met with some criticism. According to Smit (2010, pp. 105-130) , the weak aspects of Porter's model have been pointed out both by scholars of management (Dunning, 1992; Dunning, 1993; Rugman, 1990; Rugman, 1991; Rugman & Verbeke, 1993) and economics (Waverman, 1995; Boltho, 1996; Davies & Ellis, 2000) . Management experts accuse Porter of not considering multinational activities in his model, so Dunning (1993) extended Porter's original model by adding the following variables: foreign direct investment, government policies and pro-competitive policies. In turn, economists indicate a lack of ex ante prediction ability as a weak point of the model. Nevertheless, the national diamond model was a breakthrough in the study of country competitiveness due to Porter and his followers' complex approach to macro-competitiveness analysis. It opened a discussion about the determinants and indicators of national competitiveness and became a basis for the creation of two leading indices of country competitiveness: that published in the World Economic Forum Report and that in the IMD's World Competitiveness Yearbook. In particular, the methodology used by the World Economic Forum (WEF) is very closely related to Porter's diamond model. It defines country competitiveness as the "set of institutions, policies, and factors that determine the level of productivity of a country" (Schwab, 2015, p. 4) . Porter also states that competitiveness has a set of microeconomic determinants (like, e.g., firm strategies, rivalry), macroeconomic conditions (like, e.g., demand) and factors determining government power. Thus, the methodology proposed by the WEF is based on the assumption that competitiveness is such a multidimensional phenomena that the most appropriate approach to assessing country competitiveness as a single indicator involves a compilation of many individual competitiveness indicators.
The WEF constructs a Growth Competitiveness Index (GCI), which includes a weighted average of 112 different components. These components are grouped into 12 pillars of competitiveness and each of them measures a different aspect of it. They are: (1) institutions, (2) infrastructure, (3) macroeconomic environment, (4) health and primary education, (5) higher education and training, (6) goods market efficiency, (7) labour market efficiency, (8) financial market development, (9) technological readiness, (10) market size, (11) business sophistication, and (12) innovation (Global Competitiveness Report 2015 -2014 . These 12 pillars are organized into three groups: basic requirements (pillars 1-4), efficiency enhancers (pillars 5-10) and innovation and sophistication factors (pillars 11-12). The WEF puts a different weight on each of the three groups and divides countries according to their stage of development, because developing countries are competitive in the field of basic requirements, the competitiveness of emerging countries is based on the efficiency enhancers, and at least most developed countries compete thanks to their innovations.
Although the GCI is one of the most accepted and recognized indicators of national competitiveness in the literature, it is not exempt from criticism. Lall (2001 Lall ( , pp. 1501 Lall ( -1525 indicates many methodological, quantitative and analytical problems, and dubs the index "misleading" due to its arbitrary weighting of variables and the use of subjective indicators. Other researchers also question the high correlation among its pillars (Carvalho et al., 2012, pp. 421-434) , the lack of a good theoretical basis for the selection of its variables (Berger & Bristow, 2009, pp. 378-392) , and even methodological errors and data manipulation which may lead to undesirable results (Freudenberg, 2003, pp. 1-29) . Van Stel indicates two of the most serious problems with the GCI ( Van Stel et al., 2005, pp. 311-321) : the index is not even stable over short time periods for developed economies (the USA was ranked 6th in 2007 and 1st in 2008); and it is not successful in predicting short-and long-term economic growth because it combines so many other variables, such as entrepreneurial activity (Xia et al., p. 47) . However, the authors of the latest Global Competitiveness Report state that "the concept of competitiveness thus involves static and dynamic competitiveness and .... can explain an economy's growth potential" (Schwab, 2015, p. 4) . Because studies which evaluate the validity of the GCI for economic growth prediction are very rare, the aim of this paper consists in empirically evaluating the effect of global competitiveness on economic growth. In addition, we have decided to go further and check the predictive validity of the inverse relationship, i.e. whether economic growth predicts global competitiveness.
The paper is organized as follows. The next section contains a theoretical discussion on the possible impact of global competitiveness on economic growth and vice versa. Section 3 opens up the methodological part of the paper, i.e. it introduces the data and the panel Granger causality test methodology. Section 4 presents the results of the analysis and the last section gives our conclusions.
Economic Growth Driven by the Global Competitiveness Index or Vice

Versa -Theoretical Aspects
As mentioned, the WEF-constructed Growth Competitiveness Index (GCI) includes a weighted average of 112 different components grouped into 12 pillars of competitiveness, and the pillars are classified into three components: "factors", which determine a better environment for high productivity (Bai, 2009, pp. 257-275) , "efficiency", which is connected with the labour, goods and services markets and their influence on production efficiency (Qin et al., 2009, pp. 291-315) , and "innovations", which are necessary for growth sustainability (Koong et al., 2011, pp. 181-196) . In reality, the majority of these pillars are taken from six main economic theories: classical, neoclassical and Keynesian economic theory, development economics, new trade theory, and the most important new economic growth theory -endogenous growth theory (see Table 1 ). Since the GCI measures "the level of productivity of an economy, which determines its long-term growth potential" (Schwab, 2015, Appendix A) , endogenous growth theory becomes more significant. Neoclassical − trade (moving from autarky to free trade) provides an engine for growth (static gains from trade).
Keynesian economic theory
− capital intensity. − investment . − government spending, such as investment in the public domain and subsidies/tax cuts for enterprises.
Development economics
− moving from agriculture to higher value added sectors. − openness to trade. − foreign direct investment (FDI). − (foreign) development funds.
New economic growth theory
− R&D expenditure. − innovativeness (patents). − education level . − spending on investment in human capital (schooling, training). − effective dissemination of knowledge (knowledge centres).
New trade theory
− Factors influencing "first mover" advantage, e.g. − skilled labour − specialized infrastructure − networks of suppliers − localized technologies Source: own elaboration based on (Garden & Martin, 2005, pp. 10-16 ).
Endogenous growth is long-run economic growth at a rate determined by forces that are internal to the economic system, and particularly those forces governing the opportunities and incentives to create technological knowledge. This theory attempts to explain the sources of productivity growth and emphasizes the crucial roles of human capital (Lucas 1998) , innovations (Romer, 1990; Aghion & Howitt, 1992) , infrastructure (Barro, 1990) , institutions (Romer, 1986) , competition and openness (Grosmman & Helpman, 1991) . In Table 2 , the determinants of selected endogenous growth models are assigned to some of the pillars of the GCI. Because the determinants of growth in endogenous growth theory are often simultaneously key drivers in the GCI pillars, we decided to check the following hypothesis: the GDP growth rate can predict the Global Competitiveness Index.
We also decided to verify the opposite hypothesis: that the GCI can be a good predictor of GDP growth. The authors of older versions of the Global Competitiveness Report themselves claimed that the GCI can "determine the aggregate growth rates of an economy" (Lopez-Claros et al., 2007, p. 3) . In the latest WEF Report on Global Competitiveness we can also find the argument that "a more competitive economy is one that likely grows faster over time" (Schwab, 2015, p. 4) .
Data and Research Method
The empirical analysis presented in this paper is based on the Global Competitiveness Index Historical Dataset for 114 countries over the years [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] [2013] [2014] . The historical data in the dataset are not updated, but correspond to the data that was originally published in nine past editions of the WEF Global Competitiveness Report 1 . The list of countries analysed is limited from 144 to 114 due to either a lack of a Global Competitiveness Index or of GDP PPP values for some countries in part of the period analysed.
We use two variables: the Global Competitiveness Index (GCI) and the GDP PPP annual growth rate. GDP PPP is gross domestic product converted to international dollars using purchasing power parity rates 2 . GDP is the sum of gross value added by all resident producers in the economy plus any product taxes and minus any subsidies not included in the value of the products (World Bank, 2015) . An international dollar has the same purchasing power over GDP as the U.S. dollar has in the United States. The data are in current international dollars. For most economies, the PPP figures are either extrapolated from the 2011 International Comparison Program (ICP) benchmark estimates or else imputed using a statistical model based on the 2011 ICP report 3 . The GCI is a composite competitiveness index combining "hard data" on various national characteristics and "soft data" compiled from the WEF's annual Executive Opinion Survey. To ease the calculation of indexes, the WEF converts all hard data items onto a 1-7 scale using a min-max transformation 4 . The theoretical maximum of GCI is 7. Computation of it is based on successive aggregations of scores from the indicator level. At the most disaggregated level, an arithmetic mean within a category is used to aggregate the individual indicators, while for the higher aggregation levels fixed weights for each category are applied (Schwab, 2015 , Appendix B). At the highest aggregation level -i.e. at the three sub-indices level -the weights applied are not fixed and depend on each country's stage of development.
To analyze the relationship between global competitiveness and the economic growth rate, we decided to divide all 114 economies into homogenous groups according to their gross national income (GNI) per capita 5 , 1 editions: 2006-2007, 2007-2008, 2008-2009, 2009-2010, 2010-2011, 2011-2012, 2012-2013, 2013-2014, 2014-215 2 The Purchasing Power Parity (PPP) between two countries is the rate at which the currency of one country needs to be converted into that of the second country to ensure that a given amount of the first country's currency will purchase the same volume of goods and services in the second country as it does in the first. 6 . The purpose of the Atlas conversion is to reduce the impact of exchange rate fluctuations in the cross-country comparison of national incomes. Each of the economies analysed belongs to one of five groups: low-income, lower-middle-income, upper-middle-income, high-income non-OECD countries, and high-income OECD countries.
In this paper, the relationship described above is assessed by means of a Granger causality test. In accordance with Granger (1969) , causality means that a series x can be said to cause a series y if and only if the expectation of y given the history of x differs from the unconditional expectation of y:
The question is whether lagged values of series x bring additional information to predict series y or if series y can be better predicted only using its past values.
For T periods and N individuals, the time-stationary VAR model adapted to a panel data context is as follows: (2) where ν it is the sum of individual effects α i and random disturbances ε it .
The concept of Granger causality for panel data can be considered in two ways. The first approach, proposed by Holtz-Eakin et al. (1985, p. 12) , uses Chamberlain's investigation (1984 Chamberlain's investigation ( , pp. 1247 Chamberlain's investigation ( -1318 and allows all of the parameters in regression two to be time-varying. Following this, Hsiao (1989, pp. 565-587) and in a similar way Weinhold (1996, pp. 163-175) , Weinhold (1999) and Nair-Reichert & Weinhold (2001, pp. 193-171 ) use a Mixed Fixed and Random Model to evaluate Granger causality. A differeconomies are those with a GNI per capita of more than $1,045 but less than $12,746; highincome economies are those with a GNI per capita of $12,746 or more. Lower-middleincome and upper-middle-income economies are separated at a GNI per capita of $4,125. See http://data.worldbank.org/news/2015-country-classifications. 6 The Atlas conversion factor for any year is the average of a country's exchange rate for that year and its exchange rates for the two preceding years, adjusted for the difference between the rate of inflation in the country and international inflation. https://datahelpdesk.worldbank.org/knowledgebase/articles/378832-what-is-the-world-bankatlas-method. ent approach is used by Hurlin & Venet (2001, pp. 3-19) , who assume that the parameters of the regression are fixed and propose a wide procedure for testing causality. In this paper, the Hurlin and Venet approach is applied.
When using panel data, we expect heterogeneity between individuals to be for two reasons. The first reason is a natural cross-sectional difference between panel units. This type of heterogeneity is taken into account by separating individual fixed effects α i from random disturbances ν it .
Applying this to equation 2, we treat ν it as the sum of individual effects α i and random disturbances ε it and impose the following assumptions on α i and ε it : 
The second reason for heterogeneity among panel units follows from there being two subgroups within the whole group -a subgroup where causality between x and y exists (β i (k) ≠0) and a subgroup where the causal relationship is not observed (β i (k) =0). The assumptions concerning the model coefficients are as follows: − the autoregressive parameters γ (k) and coefficient slopes β i (k) are constant for all lags; − the autoregressive coefficients γ (k) are identical for all individuals but the regression coefficient slopes β i (k) may vary between individuals. The strategy for testing Granger causality proposed by Hurlin & Venet (2001) is presented in Table 3 .
The procedure consists of 3 steps. First, the Homogeneous NonCausality (HNC) hypothesis is tested. When the null cannot be rejected, it means that no individual Granger causality is observed. Otherwise, the second step of the procedure is needed. This step consists in checking whether the group analysed is homogeneous or not. The last step allows the question of there being a subgroup of individuals for which causality is observed and a subgroup for which the causal relationship does not exist to be answered.
The literature on dynamic panel data models provides a wide discussion on properties of standard estimators in particular in a context of their biasness. Hurlin & Venet (2001, p. 22 ) assume that when a time dimension is sufficient (T=31), the dynamic panel bias can be treated as insignificant and LSDV estimator can be used. In a case of small T-dimension the dynamic bias should be taken into consideration. As Judson and Owen (1999, p. 13) note, the best choice for short and balanced dynamic panels is corrected LSDV estimator proposed by Kiviet (1995) , however it cannot be used when the order of autoregression is higher than 1. According to Judson and Owen (1999, p. 13 ) the second best solution is GMM estimator which is applied in our investigation. 
Hypotheses
Test statistics
Source: own elaboration based on Hurlin and Venet (2001) .
Results
The procedure for evaluating Granger causality is based on a timestationary VAR model. For the purpose of evaluating unit-root presence we use two panel unit root tests: the Harris-Tzavalis test (Harris & Tzavalis, 1999, pp. 201-226) (HT) and the Im-Pesaran-Shin test (Im et al., 2003, pp. 53-74) (IPS) , which are chosen in the light of the sample size. Additionally, in the HT test a small-sample adjustment to T is made. Both tests are applied for each of the five income groups: low-income countries (LI), lowermiddle-income countries (LMI), upper-middle-income countries (UMI), high-income non-OECD countries (HnOECD) and high-income OECD countries (HOECD). The results of the tests are presented in Table 4 . For GDP growth, both the Harris-Tzavalis and the IPS test allow for the null hypothesis that the GDP growth time series contains a unit root to be rejected. For the Global Competitiveness Index, the IPS test is significant for all the groups as well, but the HT test for UMI and HnOECD countries does not reject the null.
Finally, we can treat both variables as time-stationary and start the procedure for Granger causality evaluation, which is based on two regressions, estimated for each income group separately:
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Due to the shortness of the time series, the number of lags in regressions 4 and 5 are limited to k=2.
Following Table 3 , we first explore whether in the homogeneous sample one can observe bidirectional causality, unidirectional causality or we cannot reject the null. Taking each income group individually, we can strongly reject the homogeneous non-causality hypothesis (Table 5) . A causal relationship from the Global Competitiveness Index to GDP growth and for the relation ΔGDP→GCI exists for all the lags tested, except for the relation GCI→ΔGDP for low middle-income countries with one lag only. 4,391 6,296 *** *** *** *** *** * significant at 0.1%, *** significant at 0.01% Source: own estimation.
The next step is to examine whether the relationship between the competitiveness measure and GDP changes is strictly homogeneous or not in the counties which belong to each income group. The results are reported in Table 6 . We reject the Homogeneous Causality hypothesis, which is in line with our expectations. The pattern of rejection is quite similar to the first step. For the relationship from GCI to GDP growth and the relation in the opposite direction with one lag for low middle income countries we cannot reject the HC hypothesis. Except for these cases, in general we observe a differentiation in respect of causality according to the group that the countries analysed belong to. 2,921 *** *** ** *** *** * significant at 0.1%, ** significant at 0.05%, *** significant at 0.01%
Source: own estimation.
Given the rejection of the HC hypothesis, the HENC hypothesis should be tested. We are interested in the subgroup of countries among each income group for which the causal relationship does not exist, neither from GDP growth to GCI nor from GCI to GDP growth, both for which we can observe a one-way relationship and for which the relationship is bidirectional. The results are reported in Tables 7, 8 , 9, 10 and 11 for LI countries, LMI countries, UMI countries, HnOECD countries and HOECD countries respectively. Zimbabwe 5,325 ** 0,390 14,469 *** 2,078 * significant at 0.1%, ** significant at 0.05%, *** significant at 0.01% Source: own estimation. Zambia 0,142 0,000 1,677 0,573 * significant at 0.1%, ** significant at 0.05%, *** significant at 0.01% Source: own estimation. The results suggest that regardless of the income group, the relationship from GDP growth to the Global Competitiveness Index is more often observed than the opposite one. It is interesting that only for majority of coun-tries from two groups: low income and high OECD income, we observe a strong significant influence of the GCI on the growth rate of GDP, in turn in the middle income countries, we found this relationship statistically important only for large economies such as India and China.
A two-way relationship between competitiveness and economic growth is observed for 13 out of 15 low income countries and for 24 out of 31 OECD high income countries.
Conclusions
This paper has tested whether the GCI is a reliable predictor of economic growth or whether the growth rate can be believed to predict the global competitiveness of a country. Our empirical study, first done at the country group level, indicates a quite strong bidirectional causality between the Global Competitiveness Index and the economic growth rate for all the lags tested. The exception is the group of lower middle income countries, where a relationship from the GCI to GDP growth is significant for two lags only.
We have also examined the kind of causality. The results were in line with our expectations. All the groups analysed turned out to be heterogeneous except for LMI countries and one lag tested.
The last step of our investigation was to assess the direction of the relationship between the GCI and the growth rate of GDP at the level of individual countries within each of the five groups of countries. The results of our estimations confirm that economic growth affects global competitiveness in the case of 66 % of the countries in our sample. Most often this relationship exists among low income countries (in 14 out of 15 economies i.e. for 93% of the countries analysed). In turn, it is relatively rare among middle income countries (in 50% of the lower middle-income countries and in 59% the upper middle-income countries).
Finally, we have confirmed that the GCI can predict the dynamics of a national economy, but only in some particular cases. We can support the WEF's claim that the GCI can "determine the aggregate growth rates of an economy" for two groups i.e. low-income and OECD high income countries. For almost 14 of the 15 countries with a lower income level we can justify the contribution of their global competiveness level to their economic growth during the last decade. This evolution is probably due to a large number of economic reforms in these countries and good political stability, which affect capital accumulation and finally economic growth. Among the countries with a higher level of income, the causal relationship from the Global Competitiveness Index to GDP growth exists for majority of OECD countries. For countries with the middle income this relationship we found only for large economies such as China and India. Our study has a preliminary character, but its results imply that the WEF should refine GCI so that it can be a better predictor of economic growth.
