Abstract. We propose a heuristic algorithm for fast computation of the Poincaré series Pn(t) of the invariants of binary forms of degree n, viewed as rational functions. The algorithm is based on certain polynomial identities which remain to be proved rigorously. By using it, we have computed the Pn(t) for n ≤ 30. Dixmier proposed long ago three conjectures concerning these Poincaré series. We verify that the first two of them are valid in the above range. As a supplement to this note, we provide a table from which one can easily construct the functions Pn(t) for 3 ≤ n ≤ 30. Only the portion of the table covering the range 3 ≤ n ≤ 20 is actually displayed in the paper.
Introduction
Let P(V ) be the algebra of polynomial functions on a finite-dimensional complex vector space V . Let P n (V ) ⊆ P be the space of homogeneous polynomials of degree n. We shall assume from now on that V = C 2 and refer to P n (C 2 ) as the space of binary forms of degree n. By fixing a basis, we shall view P(C 2 ) as the polynomial algebra C[x, y] in the two coordinate functions x and y. The natural action of GL 2 (C) on V induces an action on P(C 2 ) such that each subspace P n (C 2 ) is stable and the representation of GL 2 (C) on it is irreducible.
To simplify the notation, we set G = SL 2 (C). One of the main themes of the classical invariant theory was the study of the algebra of G-invariants of P(P n (C 2 )), n = 1, 2, 3, . . . Denote this subalgebra by I n = P(P n (C 2 )) G . This notation is borrowed from the article of R. Howe [5] , which gives a modern point of view on this classical subject. The Poincaré series (also known as the Hilbert series) of I n is the formal power series
where I k n = I n ∩ P k (P n (C 2 )).
It is well known that this series is in fact the Taylor series of a rational function, which we denote also by P n (t). We consider here the problem of computing efficiently these rational functions.
There are two methods that we find in the recent literature on this subject. First there is a method described in Howe's article and implemented on a computer by P. Saly, Jr. It is based on the classical formulae, due to Cayley and Sylvester, for the coefficients of the above Taylor series and the fact that the concrete form for the denominator of P n (t) is known. Indeed, Dixmier's Conjecture 1 in [3] gives 1991 Mathematics Subject Classification. Primary 13A50, 68W30; Secondary 13P10. The author was supported in part by the NSERC Grant A-5285.
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simple expressions for the lowest term denominators of the P n 's. (See also Section 6 below.) The second method is based on an explicit but complicated formula for P n (t) discovered by T. Springer [8] . This formula has been used by Brouwer and Cohen [1] and also by Littelmann and Procesi [6] .
Our method is completely different and is based on certain conjectural polynomial identities (which are not explicitly given). In spite of this vagueness, the conjectural formulae can be used to write an efficient algorithm to compute the P n 's for small n's. The algorithm saves time by avoiding the usual tedious procedure of computing many residues one at the time. We used Maple [7] to obtain the formulae for P n for n ≤ 30. The memory requirements are very modest and the computations can be performed on a PC.
We did not have access to the tables of Brouwer and Cohen (for n ≤ 17) to compare them with our tables. At the end of his article [5] , Howe gives two concrete coefficients of t k in the numerator of P n (t), one for n = 19 and k = 160 and the other for n = 20 and k = 84. The denominators are specified as (1 − t j ) for n = 20. We find that the first coefficient is correct but the second one should be multiplied by 2.
In a separate file, we provide the list of the P n 's for n ≤ 30 as they may be of interest to other researchers. (I wish I had access to such a list when I was doing these computations.) More details about this list are given in Section 6.
The main actors
Let z and t be independent commuting variables and Z[z, t] the corresponding polynomial ring with integer coefficients.
Let n ≥ 3 be an integer. Set n = 2s − 1 if n is odd and n = 2s if n is even. The main actors in this paper are the three polynomials p n , q n ∈ Z[z, t] and r n ∈ Z[t]. The first two are defined, for odd n, by
and, for even n, by
In both cases, s is the t-degree of p n (and q n ), i.e., its degree as a polynomial in the variable t. Denote by m the z-degree of p n (and q n ). Thus, m = s 2 if n is odd and m = s(s + 1) if n is even.
Observe that
and, consequently,
These formulae remain valid when the letters p and q are interchanged. The third polynomial is defined by
if n is odd, and by
It is easy to verify that
where d is the degree of r n (t). Thus d = 2s(n − 2) for n odd and d = s(n − 1) for n even.
Basic conjecture
In this section we state our basic working conjecture, which will be taken for granted in the remaining part of the paper. It is supported by extensive computer calculations.
Let I n =< p n , q n > be the ideal of Z[z, t] generated by p n and q n . We conjecture that ϕ n ∈ I n . More precisely,
(The uniqueness is clear because p n and q n are relatively prime.) Let us give an example. If n = 5 then s = 3, m = 9 and ϕ = aq + bp, where
By applying the substitution z → z −1 to (3.1) and by using the identities (2.1) and (2.2), we obtain that
Similarly, the substitution t → t −1 gives
From the last two equations we deduce that
n+s+1 a n (z, t).
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We can write
and (3.4) gives
Hence, the equation (3.1) can now be rewritten as
By setting z = 0 in (3.8), we obtain that α m−2 (t) = (−t) s α 0 (t). By combining this with the equation (3.7) for k = 0, we obtain that
Apparently the computation of the polynomials a n (z, t) is a difficult job. Fortunately, we do not need to know these polynomials explicitly but only the polynomials a n (0, t) = α 0 (t). The main point of our algorithm is that the polynomials α 0 (t) can be computed efficiently.
For the curious reader, let us throw in one more intriguing conjecture (which plays no role whatsoever in this paper).
Conjecture 3.2. I n ∩ Z[t] is the principal ideal of Z[t] generated by the polynomial
according to whether n is odd, congruent to 2 modulo 4, or divisible by 4.
This conjecture makes sense (and is true) also when n is equal to 1 or 2.
The integral formula
The Molien-Weyl integral formula for P n (t) can be written in the following form (see [2] )
The integration is to be performed over the unit circle in the counterclockwise direction and it is assumed that |t| < 1. Let us define yet another function
For odd n, f n (z, t) = g n (z, t) and, for even n, f n (z, t) = g n (z, t)(1 − t) −1 . Since the integration variable is z, the factor (1 − t) −1 can be inserted at the very end of the computation. Thus it suffices to compute the integral
The formula (3.1) gives
Hence,
The second integral is 0 since all the poles are inside the unit circle (and the residue at ∞ is 0). The integrand of the first integral has all of its poles outside the unit circle except for the simple pole at z = 0. Since a n (0, t) = α 0 (t) and p n (0, t) = 1, we obtain that
Hence, the computation of P n (t) is reduced to computing the polynomial α 0 (t). Since Q n (0) = r n (0) = 1, we deduce that α 0 (0) = 1. The formula (3.9) now implies that α 0 has degree d − 2s. This is in agreement with the well known fact (it was known to Sylvester [9] ) that the rational function P n (t) has degree −n − 1. If n is odd, then α 0 (t) is a palindromic polynomial, i.e., its coefficients are symmetric about the midpoint. If n is even, then α 0 (1) = 0, i.e., α 0 (t) is divisible by 1 − t.
Let us emphasize that the main feature of our algorithm described above is that we compute the above integral at one fell swoop, avoiding the tedious procedure of computing all the residues for the poles inside the unit circle one at the time.
How to compute α 0 ?
Let me start by quoting the Rule #1 from the list of useful tips on Jean-Charles Faugère's home page: "In a first time try to compute modulo p where p is a small prime." I learned this rule on my own (i.e., the hard way).
To compute α 0 (t) we used the Maple package called "LinearAlgebra" and its subpackage called "Modular". First we choose a big prime, l, in the data type integer [4] . The largest one is l = 65521. We perform computations modulo this prime. We generate random integer mod l inputs for the variable z and plug it into our equation (3.8) . We need only m − 1 inputs since there are m − 1 unknown α k 's.
Thus we obtain a system of m − 1 equations which are linear in the α k 's. But these are still polynomial equations as they contain the variable t. We chose a random value, say τ modulo l, for the variable t and plug it into this system of equations. Now we have just a small system of linear equations to solve for the unknowns α k (τ ). This job can be easily handled by "Modular". We are only interested in the value α 0 (τ ).
Next recall that we know the degree of α 0 ; it is equal to d − 2s. Thus we have to repeat the above calculation d − 2s + 1 times to get the values α 0 (τ ) for d − 2s + 1 different inputs τ . Having done this, the d−2s+1 unknown coefficients of α 0 (t) can be easily computed by solving the corresponding Van der Monde system of linear equations. Of course, this means that at this stage we know these coefficients modulo our prime l.
Next we have to repeat the whole calculation above with several distinct primes. We used the largest seven primes available: 65521, 65519, 65497, 65479, 65449, 65447, 65437. This is necessary when n is near the high end of our range because some of the coefficients of α 0 (t) for n = 29 have 30 digits. The remaining task is to lift these modular solutions to a genuine solution over Z. For this purpose, "Modular" provides the "ChineseRemainder" command which makes the task very easy.
In the hardest case, n = 29, the computation of α 0 (t) modulo the above seven primes (performed one after the other) took almost 5 hours on the SunBlade workstation running a single R10000 CPU at 250 MHz with 8 GB of RAM.
Certainly, if Conjecture 3.1 was false these computations, which involve so many random choices, would not produce a meaningful result. Moreover, the polynomials α 0 (t) have certain symmetry properties. As mentioned earlier, if n is odd then α 0 (t) is a palindromic polynomial. If n is even, then α 0 (t) is divisible by 1 − t, according to one of the Dixmier's conjectures. Finally, if n is divisible by 4, then α 0 (t) is also divisible by 1 + t s−1 , again by Dixmier. This is all true in the cases that we have computed.
If n ≥ 3 then t = 1 is a pole of P n (t) of order n−2 and the limit of (1−t) n−2 P n (t) as t → 1 has been computed by Hilbert [4] . We have verified that our formulae for P n (t) agree with his result.
Description of the coefficient table
There exist unique relatively prime polynomials A n , B n ∈ Z[t], with A n (0) = B n (0) = 1, such that
In this notation, Dixmier's Conjecture 1 asserts that B n (t) = r n (t)/(1 + t s−1 ) if n is divisible by 4, and B n (t) = r n (t) otherwise. He verified this conjecture for n ≤ 16 and our computations show that it is valid for n ≤ 30.
We propose the following additional conjecture:
Conjecture 6.1. The polynomials A n (t) are irreducible for n ≥ 5.
Since the denominators B n (t) are easy to write down, we provide only the information necessary to construct the numerators A n (t) for 3 ≤ n ≤ 30. If n is odd, then A n (t) = α 0 (t). Now assume that n is even. Then α 0 (t) = (1 − t)ᾱ 0 (t) for someᾱ 0 ∈ Z[t] and P n (t) =ᾱ 0 (t)/r n (t). Thus A n (t) =ᾱ 0 (t) if n ≡ 2 (mod 4). Finally, if n ≡ 0 (mod 4), thenᾱ 0 (t) is divisible by 1 + t s−1 , and we have A n (t) =ᾱ 0 (t)/(1 + t s−1 ). The degree of A n is always even and we shall denote it by 2δ. We have δ = 2s(s − 2) for n odd, 2δ = s(2s − 3) − 1 for n ≡ 2 (mod 4), and δ = s(s − 2) for n ≡ 0 (mod 4). These numerators are palindromic polynomials A n (t) = c 0 + c 1 t + · · · + c δ−1 t δ−1 + c δ t δ + c δ−1 t δ+1 + · · · + c 1 t 2δ−1 + c 0 t 2δ and so it suffices to store roughly half of their coefficients.
For each n in the range 3 ≤ n ≤ 30 we record the coefficients c 0 = 1, c 1 , . . . , c δ of A n in that order. They are stored as a Maple For example, if n = 5 then s = 3, δ = 6, A 5 = 1 − t 6 + t 12 . This is recorded in our table as
A [5] = [1, 0, 0, 0, 0, 0, −1]. Assume that n ≥ 3 is odd. Then it is known that c i = 0 for odd i's as well as for i = 2. Dixmier [3] shows that c 4 and c 8 are nonnegative, and so are c 6 for n ≥ 15 and c 10 for n ≥ 9. We can prove that in fact c 4 = n − 3 6 .
It may be useful to obtain similar formulae for c 6 , c 8 , etc.
7.
Appendix: We display here the coefficients c 0 = 1, c 1 , . . . , c δ of the numerator A n (t). Recall that the degree of A n (t) is 2δ. The display includes only the values n = 3, 4, . . . , 20. The full table with the range n = 3, 4, . . . , 30 is available from the author on request.
