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Sistem za priporočanje in implementacija na primeru spletne platforme Twitch 
Podatki imajo pomembno vlogo za delovanje in organiziranje naše družbe, vendar se v zadnjem 
desetletju soočamo s težavo prevelike količine podatkov. Eden izmed načinov reševanja te težave 
so sistemi za priporočanje. To so sistemi, ki poskušajo iz množice podatkov posamezniku 
priporočati njemu najbolj zanimive in relevantne podatke. Tak pristop se pogosto uporablja na 
spletu. Cilj diplomskega dela je opisati področje sistemov za priporočanje in na primeru spletne 
platforme Twitch ugotoviti, ali je možno posamezniku predlagati vsebino glede na izbiro vsebine 
posamezniku podobnih uporabnikov. Twitch je spletna platforma za predvajanje vsebin v živo. 
Zaradi ogromne količine video vsebin posameznik ni zmožen izbrati sebi najbolj primerne vsebine. 
Ustvarili smo štiri modele za priporočanje po metodi najbližjih sosedov. Dva po iskanju najbližjih 
uporabnikov, kjer smo za mero podobnosti uporabili Jaccardovo podobnost in kosinus podobnosti, 
in dva po iskanju najbližjih kanalov z istimi merami podobnosti. Najbolj natančen model je bil 
priporočanje po podobnosti uporabnikov s kosinusom podobnosti. Naš model smo primerjali s 
priporočanjem po naključju in popularnosti. Končni rezultat je bil, da je priporočanje s 
primerjanjem uporabnikov in kanalov bolj natančno od naključja in popularnosti. Potrdili smo 
hipotezo, da je možno uporabniku priporočati vsebino glede na izbiro vsebine njemu podobnih 
uporabnikov. 
Ključne besede: sistem za priporočanje, metoda najbližjih sosedov, Twitch 
Recommender system and an implementation on the online platform Twitch 
Data plays a big role in operation and organization of our society. However, in the last decade we 
are facing an issue of excessive amount of data. One way to solve this problem are recommender 
systems. Recommender systems are systems that try to recommend the most interesting and 
relevant data to an individual from a mass of data. It is an approach commonly used on the web. 
The aim of the diploma thesis is to describe the field of recommender system and, using the case 
of Twitch platform, to determine whether it is possible to recommend content to an individual 
based on the content consumed by users similar to the individual. Twitch is a live streaming web 
platform. Due to the enormous amount of video content on Twitch, an individual is not able to 
choose the most suitable content for himself. We created four models for recommendation using 
the nearest neighbours method. Two of the models are based on finding the nearest neighbour users 
according to the Jaccard similarity and the cosine similarity and another two based on finding the 
nearest channel with the same two similarities. The most accurate model was recommendation 
based on nearest neighbour users with cosine similarity. We compared our model with 
recommendations by chance and popularity. The final finding was that the recommendation by 
comparing the users and channel was more accurate than the recommendations based on chance 
and popularity. We confirmed the hypothesis that it is possible to recommend content to a user 
based on the choice of content of similar users.  
Keywords: Recommender system, nearest neighbour method, Twitch 
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1 Uvod 
 
Človeštvo uporablja podatke in informacije že od začetka prvih civilizacij in pisav. Sprva je bila 
uporaba podatkov preprosta. Ljudje so zapisovali razne podatke, ki so jih potrebovali za čim boljšo 
organizacijo življenja. Že 900 let pred našim štetjem so Novoasirci zapisovali količino žita za 
vodenje logistike mest in vojske, sčasoma pa se je uporaba podatkov začela širiti. Zbirali so se 
podatki o prebivalstvu, ekonomski podatki, podatki za dokaze znanstvenih spoznanj in podobno. 
Podatki so surova in neorganizirana dejstva, informacije pa so podatki, ki so strukturirani in imajo 
kontekst. 
V sodobni družbi si življenja brez podatkov in informacij skorajda ne predstavljamo. V 70. letih 
prejšnjega stoletja je prišlo do izuma prvih mikrotranzistorjev, ki so bili temeljni gradnik moderne 
elektronike in računalnikov. S pomočjo računalnikov smo sposobni ustvariti, hraniti in analizirati 
ogromne količine podatkov. Razvoj je bil izredno intenziven in nas je zaznamoval do te mere, da 
smo to dobo poimenovali informacijska doba.  
Nekatere ekonomske teorije trdijo, da v ekonomiji prevladuje kreativno uničenje. Z novimi 
inovacijami nastanejo nova podjetja, ta pa izrinejo in uničijo stara podjetja, ki niso bila sposobna 
vključiti novih inovacij v svoj poslovni proces. Z razvojem računalnikov in eksponentnim 
širjenjem količine podatkov se je veliko podjetij začelo zavedati, da so ravno podatki ključni vir 
do konkurenčnosti na trgu. Začeli so iskati načine uporabe podatkov za izboljšanje vseh procesov 
v podjetjih, kot so zbiranje podatkov o strankah, optimizacija delovne sile, analiza konkurence, 
marketing in podobno. Cilj podjetij je bil nabrati in analizirati čim večjo količino podatkov. 
Količina podatkov, s katerimi so se podjetja, organizacije in posamezniki srečevali vsakodnevno, 
se je povečala do te mere, da iz njih nismo več zmožni črpati novih informacij, brez da bi jih 
prefiltrirali. 
V diplomskem delu se bomo posvečali filtriranju podatkov, in sicer nas bo zanimalo, ali je možno 
iz množice podatkov uporabniku priporočati take informacije, ki so relevantne zanj. To bomo 
poskusili s primerjanjem uporabnika z ostalimi njemu podobnimi uporabniki. Postavili bomo 
hipotezo. 
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Hipoteza: Izbira večje skupine podobnih uporabnikov napoveduje izbiro posameznika, podobnega 
skupini. 
Hipotezo bomo preverili z implementacijo sistema za priporočanje, ki je ena izmed metod 
filtriranja podatkov. Sistem za priporočanje je programska oprema, ki uporabniku po meri ponudi 
priporočitve ali pa ga na personaliziran način vodi do zanimivih ali koristnih izdelkov med množico 
mogočih izdelkov (Burke, 2002). 
V prvem delu bomo opisali, kaj je sistem za priporočanje in kakšne vrste sistemov poznamo. V 
naslednjem delu bomo opisali podatke spletne platforme Twitch, ki jo bomo uporabili v tem 
diplomskem delu, metodo zbiranja, kakšne vrste podatkov so in kako vplivajo na izbiro našega 
modela sistema za priporočanje. V tretjem delu bomo naredili model sistema za priporočanje in 
interpretirali naše rezultate. Na koncu bomo povzeli diplomsko delo, odgovorili na naše 
raziskovalno vprašanje in oblikovali zaključek o sistemih za priporočanje. 
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2 Sistemi za priporočanje 
 
Vsakodnevno se soočamo z ogromno odločitvami. Kateri film bomo pogledali, v kateri restavraciji 
bomo jedli, kateri izdelek bomo kupili in podobno. Kaj hitro se soočimo s težavo, da je izbir 
praktično neomejeno. Želimo pogledati le en film, vendar imamo na voljo na tisoče različnih filmov. 
Eden od načinov reševanja takih problemov je, da za priporočilo vprašamo neko drugo osebo ali 
strokovnjaka. Tako nam lahko film priporoča prijatelj, v trgovini pa nam strokovnjak priporoči 
izdelek, ki je najbolj primeren za nas. Slabost takega načina priporočanja je, da se lahko posamezna 
oseba ali strokovnjak posveti samo majhnemu številu oseb, zato je potrebna avtomatizacija 
priporočil. Ta problem poskušajo rešiti sistemi za priporočanje, ki so pogosti predvsem na spletnih 
straneh, kot so internetna trgovina, e-knjigarna in podobno.  
Sistem za priporočanje je programska oprema, ki uporabniku po meri ponudi priporočitve ali pa ga 
na personaliziran način vodi do zanimivih ali koristnih izdelkov med množico mogočih izdelkov 
(Burke, 2002). Sistem za priporočanje poskuša matematično izračunati najboljšo priporočilo za 
čim več uporabnikov. To je zelo pogost sistem na spletu, kjer se srečujemo s preobremenitvijo 
zaradi prevelike količine podatkov (Hanani, Shapira in Shoval, 2001). Od začetka razvoja do danes 
je nastalo ogromno različnih sistemov za priporočanje; Netflixov in MovieLensov sistem za 
priporočanje filmov, Amazonov in Ebayev sistem za priporočanje izdelkov v spletni trgovini, 
Pandora in Last.fm za priporočanje glasbe in še veliko drugih. Njihov cilj je izboljšati uporabniško 
izkušnjo pri uporabi njihovega izdelka. Tega seveda ni mogoče narediti ročno za milijone 
uporabnikov in milijone različnih izdelkov, zato je treba narediti statistične modele, ki bodo te 
priporočitve delali avtomatično. 
Adomavicius in Tuzhilin (2005, str. 735): 
Formalno je lahko problem priporočanja zapisan na sledeč način: Naj bo C množica vseh 
uporabnikov in S množica vseh možnih predmetov, ki jih lahko priporočamo. Naj bo u funkcija 
koristnosti, ki meri koristnost predmeta s uporabniku c, torej: 𝑢: 𝐶 𝑥 𝑆 → 𝑅, kjer je R popolnoma 
urejena množica (na primer: nenegativna cela števila ali realna števila v določenem intervalu). 
Potem hočemo za vsakega uporabnika 𝑐 ∈ 𝐶 izbrati tak predmet 𝑠′ ∈ 𝑆, ki maksimizira koristnost. 
Torej bo funkcija ∀𝑐 ∈ 𝐶,   𝑠′𝑐 = argmax𝑢(𝑐, 𝑠).  
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Seveda pa je metod za iskanje maksimalne koristnosti zelo veliko. V grobem se sisteme za 
priporočanje loči na tri tipe (Balabanović in Shoham 1997). Prvi tip je kolaborativni tip, ki 
napoveduje uporabnikove interese glede na preference in okuse ostalih uporabnikov. Drugi tip je 
vsebinski tip, ki izbrane predmete napoveduje glede na lastnosti predmeta in preference lastnosti 
uporabnika. Obstaja pa tudi hibridni tip, ki združuje kolaborativni in vsebinski tip v enoten sistem 
za priporočanje s ciljem. Kolaborativni tip sistema za priporočanje se še dodatno deli na tri različne 
metode, te so metode pomnjenja, metode na osnovi modela in hibridne metode. Na sliki 2.1 lahko 
vidimo prikaz klasifikacije sistemov za priporočanje. 
Slika 2.1: Razdelitev sistemov za priporočanje glede na način filtriranja 
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2.1  Vsebinski tip 
Vsebinski tip priporočanja se osredotoča na vsebino predmetov in uporabnikove profile. Vsebine 
predmetov so lastnosti predmetov, uporabnikov profil pa so interesi uporabnika. Vsak predmet 
lahko opišemo z raznimi lastnostmi, nato vzamemo uporabnika in pogledamo predmete, za katere 
vemo, da so mu všeč, in nato iščemo lastnosti predmetov, ki so za uporabnika najbolj relevantni. S 
tem ustvarimo uporabniški profil. Nato glede na uporabniški profil priporočamo predmete z najbolj 
relevantnimi lastnostmi (Pazzani in Billsus, 2007). Na primeru filma so lahko lastnosti žanr, 
dolžina, direktor, filmski igralci, tematika, opis in podobno. Iz tega nato gradimo uporabniški profil, 
torej, kateri žanr je uporabniku najbolj všeč, ali ima priljubljenega direktorja oziroma filmskega 
igralca in podobno. Torej lahko potem priporočamo filme iz žanrov, ki so uporabniku všeč, 
podobno pa lahko storimo tudi za ostale lastnosti. Vsebinski tip sistemov za priporočanje se 
pogosto uporablja za priporočanje tekstovnih predmetov, saj lahko z uporabo ključnih besed 
dobimo lastnosti predmeta. 
Vsebinski tip ima naslednje prednosti. Za razliko od kolaborativnega tipa, ki ga bomo opisali v 
naslednjem poglavju, potrebujemo pri vsebinskem tipu za priporočanje samo enega uporabnika, 
torej ne gledamo interesov ostalih uporabnikov. To je zelo ugodno v primeru, da imamo malo 
podatkov o uporabnikih. Druga prednost vsebinskega tipa pa je preprosta in podrobna interpretacija 
rezultatov. Uporabniku lahko pri priporočilih zelo podrobno navedemo razloge, zakaj smo mu 
nekaj priporočili. Na primeru filma lahko navedemo vse lastnosti filma, ki so uporabniku všeč. 
Primer interpretacije je lahko: ''Film vam priporočamo, ker je dokumentarni film, ki ima 
zgodovinsko tematiko in je srednje dolg.'' 
Vsebinski tip ima tudi določene slabosti. Prva slabost je, da morajo biti predmeti v obliki, iz katere 
je možno avtomatično razbrati lastnosti oziroma morajo biti te dodeljene ročno. To zelo omeji 
področja, na katerih je ta tip uporaben. Predmeti v tekstovni obliki so primerni, ker lahko iz njih 
avtomatično razberemo lastnosti. Predmeti, ki so v grafični ali avdio obliki, pa so lahko neprimerni, 
saj jim moramo ročno dodeliti lastnosti. Zelo velika pomanjkljivost tega tipa priporočanja je tudi, 
da v izbiri predmetov ne upoštevajo njihove kakovosti. Dva teksta sta lahko sicer besedno zelo 
podobna, vendar je lahko eden slovnično in leposlovno odlično napisan, medtem ko je drugi na 
tem področju pomanjkljiv.  
11 
 
2.2  Kolaborativni tip 
Kolaborativni tip priporočanja se osredotoča na uporabnikove preference in preference ostalih 
uporabnikov. Ime so zasnovali Goldberg, Nichols, Oki in Terry v članku Tapestry (1992). Od 
vsebinskega tipa se razlikuje v tem, da nas ne zanimajo samo preference enega uporabnika, ampak 
nas zanimajo preference več uporabnikov. Izhajamo iz predpostavke, da če bosta dva uporabnika 
določene predmete preferirala podobno, potem bosta podobno preferirala tudi ostale predmete (Su 
in Khoshgoftaar, 2009). Cilj kolaborativnega sistema je za posameznega uporabnika najti skupino 
ljudi, ki ima podobne preference (ocene), in glede na izbor skupine posamezniku priporočiti 
predmete.  
Ta tip se deli na tri vrste sistemov, na metodo pomnjenja, metodo z modeli in hibridno metodo. V 
nadaljevanju bomo opisali samo prvi dve metodi. Hibridna je kombinacija metode pomnjenja in 
metode z modeli ter jo bomo samo na kratko opisali. V grobem se algoritmi razvrstijo v eno izmed 
teh dveh vrst glede na to, kaj se dogaja pri uvajanju novih podatkov. V metodi pomnjenja so vsi 
algoritmi, ki se pri uvajanju novih podatkov na novo izračunajo, vse manjkajoče preference iz 
celotne baze podatkov. Medtem ko pri metodi z modeli na prvotnih podatkih ustvarimo model za 
napovedovanje preferenc, nato pa se ob uvajanju novih podatkov ne računa preferenc, ampak se 
jih napove z modelom.  
2.2.1 Metoda pomnjenja 
V podtipu, ki temelji na sosedih, se išče podskupino ljudi oziroma predmetov. Metodi pomnjenja 
pogosto rečemo tudi kar metoda sosedov. Metoda pomnjenja se izvaja v treh korakih. Prvi korak 
je izračun podobnosti, v drugem koraku se išče najbližje sosede, v zadnjem koraku se poda 
priporočila.  
Za izračun podobnosti uporabljamo mere podobnosti, ki so lahko zelo različne in odvisne od tipa 
podatkov. Pri sistemih za priporočanje obstajata dva koncepta iskanja podobnosti. En koncept je 
iskanje podobnosti med uporabniki, medtem ko je drugi koncept iskanje podobnosti med predmeti. 
Pogosto se za ta dva koncepta uporablja izraz metoda uporabnik-uporabnik oziroma metoda 
predmet-predmet. Matematično gledano se koncepta niti ne razlikujeta, saj lahko brez težav 
uporabimo vse mere podobnosti na obeh konceptih. Razlikujeta se predvsem v računski zahtevnosti, 
saj je v večini primerov število predmetov znatno manjše od števila uporabnikov. Izračunati želimo 
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celotno matriko podobnosti uporabnikov ali predmetov. Sarwar, Karypis, Konstan in Riedl (2001) 
so priporočili Pearsonov koeficient korelacije in kosinus podobnosti, ki se ju pogosto uporablja, ko 
imamo podatke na intervalni lestvici. Obstajajo pa tudi druge mere. V našem primeru bomo 
uporabili Jaccardovo podobnost, ki je primerna za binarne podatke. Primer enačbe Pearsonovega 
koeficienta korelacije za podobnost predmetov i in j: 
𝑠𝑖𝑚(𝑖, 𝑗) =  
∑ (𝑅𝑐,𝑖 − ?̅?𝑖)(𝑅𝑐,𝑗 − ?̅?𝑗)𝑐∈𝐶
√∑ (𝑅𝑐,𝑖 − ?̅?𝑖)2𝑐∈𝐶  √∑ (𝑅𝑐,𝑗 − ?̅?𝑗)2𝑐∈𝐶
 
Kjer je 
𝑅𝑐,𝑖 – ocena uporabnika c na predmet i 
?̅?𝑖 – povprečje vseh ocen predmeta i 
C – vsi uporabniki, ki so ocenili predmet i in j. 
Iz matrike podobnosti lahko nato izračunamo manjkajoče vrednosti ocen vsakega uporabnika za 
vsak predmet. To se pogosto zračuna kar z uteženim povprečjem vseh sosedov. Na koncu se poda 
še priporočila, ki so v najbolj preprosti obliki kar predmeti z najboljšo izračunano oceno. Bolj 
natančno razlago s primerom smo naredili v poglavju 4.  
Metoda pomnjenja ima precej pomanjkljivosti. Ena izmed pomanjkljivosti je izjemno stopnjevanje 
računske zahtevnosti. Ker moramo izračunati podobnost za vse uporabnike ali predmete, imamo 
kvadratno funkcijo. Ta postane ob veliki količini podatkov, na primer nekaj deset milijonov 
uporabnikov, računsko zelo zahtevna. Prav tako je pomanjkljivost, da so mere podobnosti precej 
soodvisne od popularnosti. Kar pomeni, da naša priporočila ne bodo tako raznolika, kot bi želeli.  
Še ena pomanjkljivost je tako imenovani hladni zagon, to je težava priporočanja osebam, ki imajo 
zelo malo preferenc. Osebi, ki ima eno ali dve preferenci, z metodo pomnjenja v bistvu niti ne 
moremo podati priporočil. Še vedno pa želimo tudi takemu uporabniku priporočiti predmete, zato 
je potrebna uporaba tudi ostalih tipov sistemov za priporočanje, na primer vsebinskih. 
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2.2.2 Metoda na osnovi modela 
Metoda na osnovni modela je tip sistemov za priporočanje, ki na podlagi podatkov uporabnikov 
naredijo model, ki se nato uporabi za napoved priporočil (Breese, Heckerman in Kadie, 1998). V 
primerjavi z metodo pomnjenja je zelo kompleksno področje, ki obsega dovolj vsebine za še eno 
diplomsko delo, zato bomo področje opisali na kratko.  
Su in Khoshgoftaar (2009) sta poglobljeno pregledala področje metod na osnovi modela in opisala 
različne metode. Obstajajo različni Bayesovi modeli; razvrščanje v skupine, regresijski modeli in 
latentni modeli. Obstaja pa še ogromno literature, ki prikazuje mnoge metode v sistemih za 
priporočanje, ki jih tukaj nismo našteli. Pri sistemih za priporočanje je najbolj priljubljena matrična 
faktorizacija, zato bo to tudi edini model, ki ga bomo na kratko opisali.  
Matrična faktorizacija je metoda, ki poskuša pojasniti podatke s faktorji oziroma latentnimi 
spremenljivkami. Faktorji so lastnosti (spremenljivk) uporabnikov in predmetov, ki niso direktno 
opazovani, ampak jih sklepamo iz podatkov. Imamo lahko zelo malo, lahko pa tudi zelo veliko 
faktorjev. Tako imamo lahko na preprostem primeru filmov dva faktorja. Moški-ženski za 
uporabnike in resen-neresen faktor za filme. Ocena filma za posameznega uporabnika je skalarni 
produkt uporabnikovega spola in tipa filma. Torej funkcija ?̂?𝑐𝑖 = 𝑞𝑖
𝑇𝑝𝑐, kjer je ?̂?𝑐𝑖  približek ocene 
uporabnika c za predmet i, 𝑞𝑖 meri, kako močne so lastnosti faktorja pri predmetu i, in 𝑝𝑢 meri 
zanimanje uporabnika za lastnost (faktor) (Koren, Bell in Volinsky, 2009). 
Kot smo že omenili na začetku poglavja, je veliko različnih implementacij metod na osnovi modela, 
zato so tudi pomanjkljivosti močno odvisne od izbire modela, vendar pa sta pogosti pomanjkljivosti 
kompleksnost implementacije in težava hladnega zagona. 
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2.3 Hibridni model 
Hibridni tipi sistemov za priporočanje so tipi sistemov za priporočanje, ki poskušajo združiti 
vsebinski in kolaborativni tip modelov. V prejšnjih poglavjih smo že opisali določene 
pomanjkljivosti obeh modelov. Hibridni model poskuša združiti oba modela s ciljem, da se 
znebimo pomanjkljivosti obeh modelov.  
Adomavicius in Tuzhilin (2005) sta opisala štiri načine združevanja modelov. Lahko se 
implementira kolaborativni in vsebinski tip posebej, napoved obeh pa se nato združi v eno oceno. 
Drugi način je vključitev lastnosti vsebinskega tipa v kolaborativni tip, tretji način je vključevanje 
lastnosti kolaborativnega v vsebinski tip, zadnji način pa je izgradnja enega modela, ki ima lastnosti 
obeh tipov.  
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3 Podatki 
 
V tem poglavju bomo opisali naše podatke, ki jih bomo uporabili v modelu. Opisali bomo 
platformo Twitch, s katere bomo črpali podatke, metodo zbiranja podatkov, transformacijo 
podatkov in njihove pomanjkljivosti. Vrsta podatkov in njihova kakovost bosta v veliki meri 
vplivali na našo izbiro modela.  
 
3.1 Platforma Twitch 
Twitch je spletna platforma, ki uporabniku omogoča predvajanje svojega ekrana v živo med 
igranjem video iger. Uporabniki lahko na platformi delijo svoje izkušnje s preostalimi uporabniki. 
Po statistikah spletne strani TwitchTracker, ki je neuradna spletna stran za analitiko Twitcha, je 
imela platforma v letu 2019 mesečno povprečno 3,64 milijona unikatnih kanalov, ki so predvajali 
vsebino, medtem ko so imeli v letu 2019 dnevno v povprečju 1,25 milijona hkratnih uporabnikov. 
Na žalost o številu vseh aktivnih unikatnih uporabnikov ni podatkov, vendar lahko sklepamo, da 
je ta številka zelo velika. Že iz števila unikatnih kanalov lahko ugotovimo, da nobena oseba ni 
zmožna pregledati vse vsebine in najti sebi najbolj primerno vsebino, zato je implementacija 
sistema za priporočanje smiselna rešitev iskanja vsebine.  
Med uporabniki, ki predvajajo vsebine, in uporabniki, ki samo uživajo vsebine, tehnično ni nobene 
razlike. Vsak kanal, ki predvaja vsebino, je hkrati tudi uporabniški profil. Ti si lahko med seboj 
sledijo in ta seznam sledilcev je tudi javen. Seznami sledilcev bodo naši glavni podatki za model.  
 
3.2 Opis podatkov  
Če uporabnik nekemu izdelovalcu vsebine sledi, lahko predpostavimo, da mu sledi, ker mu je 
vsebina všeč. Že takoj lahko postavimo nekaj definicij. Uporabniki v našem sistemu za 
priporočanje bodo gledalci, predmeti pa bodo kanali z video vsebino. 
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Vprašanje, s katerim se srečamo, je določiti, kdo je izdelovalec vsebine in kdo je samo potrošnik. 
Odgovor na to vprašanje je teoretično precej jasen. Samo profili, ki trenutno predvajajo v živo, 
bodo vidni ostali uporabnikom. Torej je edini (razumen) način, da ostali uporabniki odkrijejo tvoj 
profil, ta, da si ustvarjalec vsebin. Če si ustvarjalec vsebin, potem imajo ostali uporabniki 
motivacijo, da ti sledijo. Torej bodo ustvarjalci vsebin tisti profili, ki imajo sledilce. Primer: Profil 
A ima 10.000 sledilcev, profil B ima 0 sledilcev. Torej lahko predpostavimo, da je profil A 
ustvarjalec vsebin, profil B pa samo potrošnik. Načeloma imajo lahko tudi potrošniški profili nekaj 
sledilcev. Primera: Nekdo je bil nekoč ustvarjalec vsebin in sedaj ni več. Med sabo si lahko sledijo 
tudi le prijatelji. Ker je količina podatkov ogromna, bo potrebno filtriranje podatkov. Filtriranje 
nam bo omogočilo, da zmanjšamo količino podatkov in se hkrati rešimo tudi zgoraj navedenega 
problema. Na sliki 3.1 vidimo primer seznama sledilcev kanala. 
Slika 3.1: Primer seznama sledilcev 
 
 
3.3 Tehničen opis podatkov 
Spremenljivka v našem modelu je, katerim izdelovalcem vsebine (kanalom) sledi posamezni 
uporabnik. Na voljo ima le eno vrednost, ''sledi''. Spremenljivka je zelo podobna primeru odločitve 
''všeč mi je/ni mi všeč'' in je binaren podatek, ki vsebuje pozitivno oziroma negativno oceno. V 
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našem primeru je to malce drugače, lahko bi rekli, da imamo vrednost »ne sledi«, ki ni nujno 
negativna ocena. Možna razlaga nesledenja je lahko ta, da uporabnik tega kanala preprosto ne 
pozna. Predpostavljamo, da je to bolj pogost razlog nesledenja, kot da mu kanal ni všeč, zato je 
podatek v pozitivni obliki oziroma nimamo podatka (glej tabelo 3.1). To bo v naši matriki pomenilo, 
da imamo samo vrednosti 1 in manjkajoče vrednosti. Taka vrsta podatkov so unarni podatki. 
Imenujejo se tudi PU (positive and unlabeled) podatki oziroma pozitivni in neoznačeni podatki ali 
pa one-class data oziroma enorazredni podatki.  
Tabela 3.1: Primer matrike sledenja uporabnikov (1 – sledi, manjkajoče vrednost – ne sledi) 
 Kanal 1 Kanal 2  Kanal 3 
Uporabnik 1 1 1  
Uporabnik 2 1   
Uporabnik 3 1  1 
Uporabnik 4 1 1 1 
Uporabnik 5  1 1 
Vprašanje je, kaj narediti z manjkajočimi podatki. Pan in ostali (2008) so priporočali dva različna 
načina obravnavanja manjkajočih podatkov. Prvi način je obravnava manjkajočih primerov kot 
neznanih, drugi način pa je obravnava manjkajočih primerov kot negativnih. Oba načina sta 
ekstremna in imata svoje pomanjkljivosti. V našem primeru bomo za izračun ocene uporabljali 
uteženo povprečje sosedov, zato bomo manjkajoče vrednosti obravnavali kot negativne. Tabela 3.2 
prikazuje primer oblike podatkov, ki jo bomo uporabljali na našem primeru. 
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Tabela 3.2: Primer matrike sledenja uporabnikom (1 – sledi, 0 – ne sledi) 
 Kanal 1 Kanal 2 Kanal 3 
Uporabnik 1 1 1 0 
Uporabnik 2 1 0 0 
Uporabnik 3 1 0 1 
Uporabnik 4 1 1 1 
Uporabnik 5 0 1 1 
 
3.4 Vzorec podatkov 
Količina podatkov na spletni strani je prevelika za normalno uporabo, zato smo naredili vzorec 
podatkov. Vzorec smo pridobili s slučajnim enostavnim vzorčenjem. Struktura podatkov spletne 
strani je nadvse ugodna za takšno vzorčenje. Vsak uporabnik ima dodeljeno identifikacijsko 
številko od 1 do 999999999, torej je na voljo okoli 1 milijarda kombinacij identifikacijskih številk. 
V našem primeru smo naključno, kot je računalnik zmožen, izbrali eno identifikacijsko številko, 
preverili, ali uporabnik obstaja, in za tega uporabnika pobrali podatke, katerim kanalom sledi. Nato 
smo identifikacijsko številko dodali na seznam že izbranih številk, da ne bi prišlo do podvojitve 
podatkov. Tabela 3.3 prikazuje obliko podatkovne baze. Prvi stolpec vsebuje indeks vrstice, drugi 
pa identifikacijsko številko uporabnika. Vsaka vrstica nam da eno preferenco enega uporabnika.  
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Tabela 3.3: Oblika podatkovne baze 
 
Tabela 3.4 prikazuje prvotno število podatkov in število podatkov po filtriranju. V vzorcu smo 
imeli 39.543 unikatnih uporabnikov in 190.685 unikatnih kanalov. Vsi uporabniki skupaj so imeli 
500.015 preferenc. Gostota matrike je 0,007 %, kar pomeni, da ima večina uporabnikov zelo malo 
preferenc, kar je težava hladnega zagona in predstavlja velik problem pri sistemih za priporočanje. 
Ta problem smo omenili tudi v poglavju 2. Uporabnikom, ki nimajo nobene preference, s 
kolaborativnim tipom niti ne moremo priporočiti predmeta. Uporabnikom z malo preferencami pa 
je priporočanje zelo oteženo (Schein, Popescul, Ungar in Pennock, 2002). Slika 3.2 grafično 
prikazuje ta pojav. V našem primeru bomo to težavo rešili s filtriranjem podatkov. 
Tabela 3.4: Deskriptivni podatki za vzorec 
 PRED FILTRIRANJEM PO FILTRIRANJU 
ŠTEVILO UPORABNIKOV 39.543 2.672 
ŠTEVILO IZDELKOV 190.685 6.314 
ŠTEVILO PREFERENC 500.015 116.789 
GOSTOTA MATRIKE (V %) 0,007 % 0,7 % 
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Slika 3.2: Frekvenca uporabnikov glede na število sledenih kanalov na vzorcu podatkov 
 
Podatke smo prefiltrirali tako, da smo odstranili vse kanale z manj kot 10 sledilci in uporabnike, ki 
sledijo manj kot 20 kanalom. Po filtriranju imamo 2.672 unikatnih uporabnikov in 6.314 unikatnih 
kanalov. Skupaj ostane 116.789 preferenc, gostota matrike je 0,7 %. Slika 3.3 prikazuje novo 
porazdelitev frekvenc uporabnikov.  
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Slika 3.3: Frekvenca uporabnikov glede na število sledenih kanalov za uporabnike, ki sledijo 20 
ali več kanalom 
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4 Model sistema za priporočanje 
 
Na podlagi podatkov iz poglavja Podatki bomo ustvarili model sistema za priporočanje. Uporabili 
bomo metodo najbližjih sosedov, enkrat bomo iskali podobne uporabnike, enkrat pa podobne 
kanale. Ker bomo za implementacijo uporabili že obstoječo knjižnico, smo omejeni s funkcijami, 
ki nam jih knjižnica ponuja. Tako bo strogo gledano implementacija podobnih uporabnikov metoda 
pomnjenja, implementacija podobnih kanalov pa metoda po modelu, vendar je tako izključno 
zaradi odločitve implementacije avtorja knjižnice in konceptualno to ne bo vplivalo na naše 
interpretacije rezultatov. Modele bomo med seboj primerjali po natančnost in priklicu. 
Za implementacijo smo uporabili programski jezik R in knjižnico recommenderlab, ki jo je ustvaril 
Michael Hahsler (2020). 
V nadaljevanju bomo predstavili naš koncept modela in na manjšem primeru prikazali njegovo 
delovanje. Uporabili bomo dve meri podobnosti, Jaccardovo podobnost in kosinus podobnosti. 
Zaradi nazornosti bomo na našem primeru pri podobnih uporabnikih prikazali Jaccardovo 
podobnost, pri podobnosti kanalov pa kosinus podobnosti, vendar bosta v končnem modelu 
uporabljeni obe meri za vse primere. Na koncu bomo prikazali rezultate modela na podatkih iz 
vzorca. 
 
4.1 Metoda najbližjih sosedov 
Metoda najbližjih sosedov lahko deluje na dva načina. Prvi način je, da predpostavimo, da bodo 
imeli med sabo podobni uporabniki podobne preference glede predmetov, zato lahko algoritem 
išče podobne uporabnike in na ta način priporoča kanale. Drugi način je, da predpostavimo, da 
bodo imeli uporabniki podobne preference med podobnimi predmeti.   
Metoda najbližjih sosedov išče ostale uporabnike, ki so najbolj podobni aktivnemu uporabniku. V 
nadaljevanju bomo uporabljali izraz aktivni uporabnik za uporabnika, ki mu iščemo priporočila. 
Metoda najbližjih sosedov je sestavljena iz dveh delov. Prvi del je izračun podobnosti vseh 
uporabnikov oziroma predmetov, drugi del pa je izbira priporočil. 
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4.1.1 Priporočanje po uporabnikih 
V poglavju 2 smo že omenili nekaj različnih mer podobnosti, ker pa imamo v našem primeru 
binarne podatke, se najbolj obnese Jaccardova podobnost, ki išče podobnost glede na razmerje med 
preferencami, ki si jih dva uporabnika delita, in vsemi preferencami (Hahsler, 2011).  
𝑠𝑖𝑚𝐽𝑎𝑐𝑐𝑎𝑟𝑑(𝑋, 𝑌) =  
|𝑋 ∩ 𝑌| 
|𝑋 ∪ 𝑌| 
 
𝑋 – množica predmetov s pozitivno preferenco prvega uporabnika 
𝑌 – množica predmetov s pozitivno preferenco drugega uporabnika 
Za izračun vzamemo posameznega uporabnika in ga označimo kot aktivnega uporabnika, ki mu 
želimo priporočiti predmet. Glede na preference aktivnega uporabnika nato izračunamo podobnost 
z vsemi ostalimi posameznimi uporabniki. Kot rezultat dobimo podobnost med 0 in 1, kjer 0 
pomeni ''uporabnika si v preferencah nista popolnoma nič podobna'' in 1 ''uporabnika sta si v 
preferencah popolnoma enaka''. Na koncu dobimo podobnosti aktivnega uporabnika z vsemi 
uporabniki. Iz teh podobnosti lahko nato najdemo najbližje sosede. Slika 4.1 grafično prikazuje  
primer najbližjih sosedov uporabnika. 
Slika 4.1: Grafičen prikaz 5 najbližjih sosedov aktivnega uporabnika 
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Tabela 4.1: Primer matrike za izračun Jaccardove podobnosti 
 P1 P2 P3 P4 P5 P6 P7 P8 P9 
U1 0 1 1 0 0 1 0 0 1 
U2 0 0 1 1 0 0 1 1 0 
U3 0 1 0 1 1 1 0 0 1 
U4 1 1 1 0 0 0 1 1 0 
UA 0 1 1 0 1 1 1 0 ? 
 
Tabela 4.1 predstavlja primer matrike uporabnikov in njihovo preferenco do predmetov. 
Izračunajmo primer na zgornji matriki. Za aktivnega uporabnika UA iščemo oceno predmeta P9. 
Izračunajmo podobnost vseh uporabnikov z aktivnim uporabnikom po Jaccardovi podobnosti. 
Uporabnik U1 si z aktivnim uporabnikom deli pozitivne preference pri predmetih P2, P3 in P6, zato 
bo presek enak 3, medtem ko ima vsaj en uporabnik preferenco pri predmetih P2, P3, P5, P6, P7, 
zato bo unija enaka 5. Podobnost med uporabnikoma U1 in UA je enaka 3/5: 
𝑠𝑖𝑚𝐽𝑎𝑐𝑐𝑎𝑟𝑑(𝑈1, 𝑈𝐴) =  
|𝑈1  ∩ 𝑈𝐴| 
|𝑈1  ∪ 𝑈𝐴| 
=  
3
5
 
Izračunamo še za ostale uporabnike. 
 
𝑠𝑖𝑚𝐽𝑎𝑐𝑐𝑎𝑟𝑑(𝑈2, 𝑈𝐴) =
2
7
,  𝑠𝑖𝑚𝐽𝑎𝑐𝑐𝑎𝑟𝑑(𝑈3, 𝑈𝐴) =
1
2
,  𝑠𝑖𝑚𝐽𝑎𝑐𝑐𝑎𝑟𝑑(𝑈4, 𝑈𝐴) =
3
7
 
Po podobnosti si od najbolj podobnega do najmanj podobnega sledijo U1 > U3 > U4 > U2. Vzemimo 
sedaj tri najbolj podobne uporabnike U1, U3 in U4 in izračunajmo napoved ocene aktivnega 
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uporabnika za predmet P9. Za izračun napovedi ocene bomo uporabili uteženo povprečje sosedov 
(Bell in Koren, 2007): 
 
𝑟𝑢𝑖 = 
∑ 𝑠𝑢𝑣𝑟𝑣𝑖𝑣∈𝑁(𝑢;𝑖)
∑ 𝑠𝑢𝑣𝑣∈𝑁(𝑢;𝑖)
 
N – množica n najbolj podobnih sosedov 
rvi – ocena predmeta i za uporabnika v 
suv – vrednost mere podobnosti 
𝑟𝑢𝑎𝑖9 =
𝑠𝑢1𝑢𝑎 ∙ 𝑟𝑢1𝑝9 + 𝑠𝑢3𝑢𝑎 ∙ 𝑟𝑢3𝑝9 + 𝑠𝑢4𝑢𝑎 ∙ 𝑟𝑢4𝑝9
𝑟𝑢1𝑝9 + 𝑟𝑢3𝑝9 + 𝑟𝑢4𝑝9
= 
1 ∙
3
5 + 1 ∙
1
2 + 0 ∙
3
7 
3
5 +
1
2 +
3
7
= 0,66 
Napoved ocene je 0,66, vendar ker imamo na voljo samo pozitivno ali negativno oceno in je 0,66 
bližje 1 kot 0, bi napovedali oceno uporabnika UA za predmet P9 enako 1. Torej lahko 
predpostavimo, da bi imel uporabnik preferenco do predmeta. V resničnih primerih je predmetov 
več, zato se izračunane vrednosti ocen med sabo tudi primerjajo. Na zgornjem primeru ima aktiven 
uporabnik oceno 0 pri P1, P4, P8. Ocena 0 pomeni pomanjkanje ocene, zato bi lahko za aktivnega 
uporabnika izračunali napovedano vrednost tudi za te tri predmete. Na koncu se kot priporočila 
izbere predmete z najvišjo napovedano oceno.  
4.1.2 Priporočanje po predmetih 
Za prikaz primera priporočanja po predmetih bomo vzeli kosinus podobnosti, kjer delimo skalarni 
produkt vektorja predmetov j in i ter ga delimo s produktom obeh dolžin vektorjev (Deshpande in 
Karypis, 2004): 
𝑠𝑖𝑚𝐶𝑜𝑠𝑖𝑛𝑒(𝑖, 𝑗) = cos (?⃑? ∗,𝑖, ?⃑? ∗,𝑗)  =  
?⃑? ∗,𝑗 ∙ ?⃑? ∗,𝑖
‖?⃑? ∗,𝑖‖ ‖?⃑? ∗,𝑗‖ 
 
Torej lahko iz primera tabele 4.2 izračunamo celotno matriko podobnosti predmetov. 
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Tabela 4.2: Matrika podobnosti predmetov 
 P1 P2 P3 P4 P5 P6 P7 P8 
P1 1 0,5 0,5 0 0 0 0,58 0,71 
P2 0,5 1 0,75 0,35 0,71 0,87 0,58 0,71 
P3 0,5 0,75 1 0,35 0,35 0,87 0,87 0,71 
P4 0 0,35 0,35 1 0,5 0,41 0,41 0,5 
P5 0 0,71 0,35 0,5 1 0,82 0,41 0 
P6 0 0,87 0,87 0,41 0,82 1 0,33 0 
P7 0,58 0,58 0,87 0,41 0,41 0,33 1 0,82 
P8 0,71 0,71 0,71 0,5 0 0 0,82 1 
 
Za primer podobnost predmeta P7 in P8:  
𝑠𝑖𝑚𝐶𝑜𝑠𝑖𝑛𝑒(𝑃7, 𝑃8) = cos(?⃑? ∗,𝑃7 , ?⃑?
 
∗,𝑃8) =
1 ∗ 1 + 1 ∗ 1 + 1 ∗ 0
√12 + 12 + 12 ∗  √12 + 12
= 
2
√3√2
 ~ 0,82 
Iz matrike podobnosti nas zanimajo samo k, najbolj podobni predmeti. Predmetu P3 so, na primer, 
trije najbolj podobni predmeti P7 (0,87), P6 (0,87) in P2 (0,75). Shranimo samo te podobnosti.  
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Tabela 4.3: Matrika podobnosti predmetov s 3 največjimi podobnostmi 
 P1 P2 P3 P4 P5 P6 P7 P8 
P1 1 0,5 0,5 0 0 0 0,58 0,71 
P2 0,5 1 0,75 0,35 0,71 0,87 0,58 0,71 
P3 0,5 0,75 1 0,35 0,35 0,87 0,87 0,71 
P4 0 0,35 0,35 1 0,5 0,41 0,41 0,5 
P5 0 0,71 0,35 0,5 1 0,82 0,41 0 
P6 0 0,87 0,87 0,41 0,82 1 0,33 0 
P7 0,58 0,58 0,87 0,41 0,41 0,33 1 0,82 
P8 0,71 0,71 0,71 0,5 0 0 0,82 1 
 
Tabela 4.3 prikazuje ohranjanje le treh največjih podobnosti predmetov. Recimo, da aktiven 
uporabnik preferira P2, P4 in P5. Torej gledamo samo vrstice P2, P4 in P5 in seštevamo podobnosti 
po stolpcih. Aktivnemu uporabniku bi priporočali N predmetov z največjim seštevkom podobnosti. 
Recimo, da želimo uporabniku podati 3 priporočila. Tako bi aktivnemu uporabniku priporočali 
predmete P6 (2,1), P8 (1,21) in P3 (0,75). 
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4.2 Ocena modela 
Vsak model je dobro tudi oceniti, ali pozitivno deluje na uporabnikih. Cilj modela je priporočiti 
produkte oziroma informacije, ki bodo za uporabnike najbolj primerne, vendar je težko ugotoviti, 
kaj je najbolj primeren produkt. Nekateri uporabniki bodo želeli podobne predmete. Na primer 
nekomu, ki pogosto gleda kriminalke, lahko priporočimo ostale popularne kriminalke, ki jih še ni 
pogledal, ni pa  nujno, da bo to najboljše priporočilo. Včasih želimo izkusiti nove stvari, tako lahko 
uporabnika presenetimo in mu ponudimo dokumentarni film, v katerem bo bolj užival.  
Obstaja več metrik za ocenitev kakovosti priporočil. Model se lahko oceni po natančnosti, pokritju 
predmetov (Ge, Delgado in Jannach, 2010), zaupanju uporabnika (Cramer in drugi, 2008), 
izvirnosti (Celma in Herrera, 2008), raznolikosti (Ziegler, McNee, Konstan in Lausen, 2005), 
naključnosti (Ge, Delgado in Jannach, 2010), robustnosti (Chirita, Nejdl in Zamfir, 2005), 
razširljivosti (Sarwar, Karypis, Konstan in Riedl, 2002) in še po mnogo ostalih lastnostih.  
Za pridobivanje zgoraj naštetih metrik se uporabljajo trije različni pristopi: 
 spletno ocenjevanje,  
 nespletno ocenjevanje,  
 študije uporabnikov. 
Spletno ocenjevanje algoritma je metoda ocenjevanja, kjer se učinkovitost meri med delovanjem 
na spletni strani. Določena populacija uporabnikov dobi priporočila po novem modelu, ostali del 
populacije pa dobi priporočila po starem modelu ali pa sploh ne dobi priporočila. Je najbolj 
učinkovito ocenjevanje algoritma, saj lahko z njim merimo dejanski vpliv, kot je vpliv na prodajo 
predmetov ali zadrževanje uporabnikov na spletni strani. Težava takega pristopa je, da je na voljo 
le lastniku spletne strani in predstavlja tveganje ob primeru slabega delovanja algoritma.  
(Aggarwal, 2016) 
Študija uporabnikov je metoda, kjer uporabnike neposredno vprašamo o sistemu za priporočanje. 
To lahko naredimo z intervjujem, kjer uporabnik dobi navodila, naj uporablja spletno stran s 
sistemom za priporočanje in naj podaja svoje izkušnje. Poda nam dejanski vpogled, kakšna je 
uporabniška izkušnja pri uporabi sistema za priporočanje. Težava takega pristopa so visoki stroški 
izvedbe in nestandardizirano primerjanje rezultatov (Aggarwal, 2016). 
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Zadnji in najbolj priljubljen pristop je nespletno ocenjevanje modela. To je ocenjevanje algoritmov 
brez stikov z uporabniki. Celoten model se oceni samo na že zbranih podatkih. Priljubljen je 
predvsem, ker je zelo poceni, dostopen in standardiziran. Glavni cilj takega preverjanja je 
(matematična) natančnost modela (Aggarwal, 2016). Ta cilj je obenem tudi zelo velika 
pomanjkljivost, saj se zanemari uporabniška izkušnja. Pogosto se to natančnost izmeri s prečnim 
preverjanjem podatkov, to je delitev podatkov na dva dela. En del podatkov se uporabi za izračun 
modela, drugi del pa se uporabi za testiranje izračuna. Zaradi nizke cene izdelave in zelo malo 
tveganja je nespletno ocenjevanje prvi korak pri zasnovi novih modelov. 
V našem primeru nimamo dostopa do spletne strani, dostop do uporabnikov pa je težak, zato bomo 
uporabili nespletno ocenjevanje.  
4.2.1 Prečno preverjanje 
Prečno preverjanje je pogosta metoda ocenjevanja algoritmov. Pri najbolj preprostem prečnem 
preverjanju razdelimo množico podatkov na dva dela. Prvi del je učna množica, v katerem je 
običajno večina podatkov in se uporablja za izdelavo modela. Drugi del je testna množica, ki se 
uporablja za preverjanje natančnosti modela (Hahsler, 2011). Podatke bomo razdelili po 
uporabnikih, in sicer na štiri dele. V vsakem delu bo četrtina uporabnikov. Trije deli bodo v učni 
množici, en del pa v testni množici. Uporabnikom v testni množici naključno zakrijemo tri 
pozitivne preference, nato poskušamo izračunati preference za uporabnike v testni množici. 
Testiranje bomo opravili štirikrat, tako da bo v vsaki ponovitvi eden izmed delov testna množica. 
Na koncu bomo vzeli povprečje vseh štirih testov. Prečno preverjanje je že implementirano v 
knjižnici recommenderlab. Cilj modela je v čim večji meri pravilno napovedati preference v testnih 
podatkih.  
4.2.2 Mere ocenjevanja modela 
Za ocenjevanja modela bomo uporabili meri natančnost in priklic. Vsi modeli bodo primerjani med 
sabo po teh dveh merah. 
𝑁𝑎𝑡𝑎𝑛č𝑛𝑜𝑠𝑡 =  
Š𝑡𝑒𝑣𝑖𝑙𝑜 𝑝𝑟𝑎𝑣𝑖𝑙𝑛𝑜 𝑛𝑎𝑝𝑜𝑣𝑒𝑑𝑎𝑛𝑖ℎ 𝑝𝑟𝑒𝑑𝑚𝑒𝑡𝑜𝑣
š𝑡𝑒𝑣𝑖𝑙𝑜 𝑛𝑎𝑝𝑜𝑣𝑒𝑑𝑎𝑛𝑖ℎ 𝑝𝑟𝑒𝑑𝑚𝑒𝑡𝑜𝑣
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𝑃𝑟𝑖𝑘𝑙𝑖𝑐 =
š𝑡𝑒𝑣𝑖𝑙𝑜 𝑝𝑟𝑎𝑣𝑖𝑙𝑛𝑜 𝑛𝑎𝑝𝑜𝑣𝑒𝑑𝑎𝑛𝑖ℎ 𝑝𝑟𝑒𝑑𝑚𝑒𝑡𝑜𝑣
š𝑡𝑒𝑣𝑖𝑙𝑜 𝑣𝑠𝑒ℎ 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡𝑛𝑖ℎ 𝑝𝑟𝑒𝑑𝑚𝑒𝑡𝑜𝑣
, 
kjer je število relevantnih predmetov število vseh predmetov, ki jih uporabnik preferira. 
 
4.3 Rezultati 
Tabela 4.4 prikazuje modele, ki smo jih uporabili za priporočanje in jih primerjali v tem poglavju.  
Uporabili smo metodo najbližjih sosedov, ki smo jo implementirali po podobnosti uporabnikov 
(UBCF – User-based collaborative filtering'') in podobnosti kanalov (IBCF – Item-based 
collaborative filtering). V obeh primerih smo uporabili 20 najbližjih sosedov. Na obeh smo enkrat 
uporabili podobnost po Jaccardovem koeficientu podobnosti in drugič po kosinusni podobnosti. 
Polega tega smo implementirali še metodo priporočanja po naključju in metodo popularnosti, ki 
priporoča kanale z največ sledilci. Metoda po naključju in popularnosti sta izhodišče za primerjavo 
z modeli najbližjih sosedov. Merili smo natančnost in priklic za število priporočil od 1 do 15.  
Tabela 4.4: Prikaz modelov 
Metoda Mera podobnosti Število priporočil 
Najbližji sosedi Podobnost uporabnikov 
(IBCF) 
Jaccard 1 do 15 
Kosinus 1 do 15 
Podobnost predmetov 
(UBCF) 
Jaccard 1 do 15 
Kosinus 1 do 15 
Po naključju / / 1 do 15 
Popularnost / / 1 do 15 
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Najprej smo pretvorili podatke v matriko uporabnik-kanal. V vrsticah so uporabniki, v stolpcih pa 
kanali. Možni sta vrednosti 1 in 0. Vrednost 1 pomeni, da uporabnik sledi kanalu, vrednost 0 
pomeni, da mu ne sledi. Tabela 4.5 prikazuje del matrike uporabnik-kanal na vzorcu podatkov. 
Tabela 4.5: Del matrike uporabnik-kanal 
 
 
Nato smo izračunali matriko podobnosti uporabnikov in matriko podobnosti predmetov. Tabela 
4.6 prikazuje del matrike podobnosti med uporabniki po kosinusni podobnosti. 
Tabela 4.6: Del matrike podobnosti uporabnikov po kosinusu podobnosti 
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Slika 4.2: Natančnost napovedi vseh modelov 
 
INTERPRETACIJA: Z natančnostjo 0,643 je najbolj natančen model po podobnosti uporabnikov 
s kosinusno podobnostjo pri samo enem priporočilu. 64,3% priporočil je bilo pravilno priporočenih. 
Z natančnostjo 0,006 je bil najmanj natančen model priporočanja po naključju pri samo enem 
priporočilu. 0,6 % priporočil je bilo pravilno priporočenih. Nasploh je bil najbolj uspešen model 
po podobnosti uporabnikov, in sicer je mera kosinusne podobnosti (povprečje 0,498) za 1,4 % bolj 
natančna od mere po Jaccardovi podobnosti (povprečje 0,484). Zatem so po natančnosti sledili 
model podobnosti predmetov po Jaccardovi podobnosti (povprečje 0,358), model podobnosti 
predmetov po kosinusni podobnosti (povprečje 0,272) in model priporočanja najbolj popularnih 
kanalov (povprečje 0,198). Nasploh je bil najmanj natančen model priporočanja po naključju 
(povprečje 0,007).  Slika 4.2 nam pokaže trend, da ob večanju števila priporočil pada natančnost.  
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Slika 4.3: Priklic vseh modelov 
 
INTERPRETACIJA: S priklicem 0,186 je bil najboljši model podobnosti uporabnikov s 
kosinusno podobnostjo pri 15 priporočilih. 18,6 % vseh preferenc do kanalov smo napovedali 
pravilno. S priklicem 0,0002 je bil najslabši model priporočanja po naključju pri samo enem 
priporočilu. 0,02 % vseh preferenc do kanalov smo napovedali pravilno. Nasploh je bil najbolj 
uspešen model po podobnosti uporabnikov, in sicer je mera kosinusne podobnosti (povprečje 0,112) 
za 0,2 % boljši priklic od mere po Jaccardovi podobnosti (povprečje 0,110). Zatem so sledili model 
podobnosti predmetov po Jaccardovi podobnosti (povprečje 0,085), model priporočanja najbolj 
popularnih kanalov (povprečje 0,039) in model podobnosti predmetov po kosinusni podobnosti 
(povprečje 0,0203). Nasploh je imel najslabši priklic model priporočanja po naključju (povprečje 
0,001). Slika 4.3 nam pokaže trend, da ob večanju števila priporočil narašča priklic. 
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Poglejmo sedaj dva primera priporočanja in interpretacije priporočanja, enega na modelu 
podobnosti uporabnikov in enega na primeru podobnosti predmetov. Ključna je predvsem 
interpretacija, saj želimo pojasniti, zakaj smo uporabniku priporočili določene kanale.  
Tabela 4.7 prikazuje 5 priporočenih kanalov za uporabnika z identifikacijsko številko 31639095 
po modelu podobnih uporabnikov. 
Tabela 4.7: Primer priporočil po podobnosti uporabnikov (n = 5) za uporabnika 
Priporočila za uporabnika 31639095 
ID priporočenega kanala Ime priporočenega kanala Izračunana vrednost ocene 
29546745 wtf_winds123 0,7151608 
27862224   westdoor 0,5562554 
131467146 toyzttv 0,5440809 
26779624 relaxing234 0,5151042 
29722828 (Račun na strani blokiran) 0,4935738 
 
Dobra lastnost metode najbližjih sosedov je, da je interpretacija rezultatov nadvse preprosta. 
Interpretacija: Uporabniku 31639095 priporočamo kanale 29546745, 27862224, 131467146, 
26779624 in 29722828, saj so uporabniku podobni uporabniki najbolj pogosto sledili priporočenim 
kanalom. 
Vsebinska razlaga: Izbrani uporabnik večinoma sledi kanalom, ki predvajajo tajvansko vsebino. 
Tako lahko sklepamo, da je uporabnik najverjetneje tajvanskega porekla oziroma prebiva na 
Tajvanu, zato tudi ni presenetljivo, da so bili vsi priporočeni kanali tajvanski. Ti kanali bodo imeli 
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skoraj v celoti tajvanske gledalce, ki si bodo zaradi tega najbolj podobni, kar naš model tudi 
prepozna. 
Tabela 4.8 prikazuje 5 priporočenih kanalov za uporabnika z identifikacijsko številko 86127888 
po modelu podobnih kanalov.  
Tabela 4.8: Primer priporočil po podobnosti uporabnikov (n = 5) za uporabnika 
Priporočila za uporabnika 86127888 
ID priporočenega kanala Ime priporočenega kanala Izračunana vrednost ocene 
85439610 playshelly 0,4000000 
26200002 jw1337 0,3863636 
39635366 sinedd92 0,363636 
82387889 xantarescn 0,3623188 
71167031 fer 0,3534483 
Interpretacija: Uporabniku 86127888 priporočamo kanale 85439610, 26200002, 39635366, 
82387889, 71167031, saj imajo, kanali, katerim uporabnik sledi, podobne uporabnike. 
Vsebinska razlaga: Uporabnik večinoma sledi kanalom, ki imajo eno od naslednjih dveh lastnosti. 
Posvečajo se videoigri Counter Strike, to so kanali organizatorjev turnirjev in profesionalnih 
igralcev ali pa so to ruski kanali. Tako je bilo prvo priporočilo ruska vplivnica, drugo priporočilo 
profesionalni igralec, tretji ruski kanal z videoigrami, zadnji dve priporočili pa sta prav tako 
profesionalna igralca. Sklepamo lahko, da imajo ruski kanali podobne uporabnike, torej uporabnike, 
ki so ruskega porekla, torej so si ruski kanali zaradi tega podobni. Medtem ko imajo profesionalni 
igralci podobne uporabnike, to so tisti, ki igrajo Counter Strike.   
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5 Sklep 
 
Podatki imajo pomembno vlogo v človeštvu in življenju posameznika. S podatki izboljšujemo  
organiziranje naše družbe in znanje posameznikov, z napredkom tehnologije pa se je v zadnjih 
nekaj desetletjih močno povečala količina podatkov. Količina podatkov je tako velika, da se 
soočamo s preobremenjenostjo z informacijami. O tej težavi se že dolgo govori in je bilo za 
reševanje predstavljenih že ogromno možnih rešitev. V tem diplomskem delu smo se osredotočili 
na sisteme za priporočanje, ki so ena izmed mnogih možnih rešitev težave preobremenjenosti z 
informacijami. 
Sistem za priporočanje je programska oprema, ki uporabniku po meri ponudi priporočitve ali pa ga 
na personaliziran način vodi do zanimivih ali koristnih informacij med množico mogočih 
informacij. Sisteme za priporočanje se pogosto uporablja na spletu v okviru spletnih trgovin, e-
knjigarn ter aplikacij z glasbo in filmi. To so primeri, kjer je količina podatkov prevelika, da bi jih 
posameznik lahko obdelal. V diplomskem delu smo opisali področje sistemov za priporočanje in 
naredili primer sistema za priporočanje na primeru spletne strani Twitch. 
Twitch je spletna platforma za oddajanje in gledanje video vsebin v živo. Vsak uporabnik lahko v 
živo predvaja video vsebino s svojega računalnika, ostali uporabniki pa jih lahko gledajo in 
sodelujejo v klepetu. Večina vsebine, ki je predvajana na strani, so videoigre oziroma spletni klepet, 
kjer se lastnik kanala pogovarja s svojimi gledalci. Spletna stran ima okoli 15 milijonov unikatnih 
dnevnih gledalcev in 100 tisoč različnih kanalov, ki predvajajo vsebino. Ker je na voljo 100 tisoč 
različnih kanalov, ima večina uporabnikov težave najti vsebino, ki je zanimiva zanje. Vsak 
registrirani uporabnik ima javen profil, ki vsebuje podatke, kdo mu sledi in komu on sledi. S spletne 
strani smo naključno izbirali uporabnike in zanje pobrali podatke, komu sledijo. Tako smo v celoti 
nabrali podatke o 39.543 uporabnikih, ki so skupaj sledili 190.685 različnim kanalom. Imeli smo 
500.015 podatkovnih enot, torej število povezav med uporabniki in kanali. Uporabnikom, ki sledijo 
zelo malo kanalom, je težko napovedati priporočila, zato smo prefiltrirali podatke, ki so vsebovali 
samo uporabnike, ki sledijo več kot 20 kanalom, in kanale, ki imajo več kot 10 sledilcev. Končni 
vzorec je vseboval 2.672 različnih uporabnikov, 6.314 različnih kanalov in 116.789 podatkovnih 
enot. Na teh podatkih smo osnovali model sistema za priporočanje. 
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Naš model za priporočanje je temeljil na metodi najbližjih sosedov. Iskali smo dve vrsti sosedov, 
in sicer enkrat smo iskali med sabo podobne uporabnike, enkrat pa smo iskali med sabo podobne 
kanale. Za mero podobnosti smo uporabili Jaccardovo in kosinusno podobnost. V vseh primerih 
smo najprej naredili matriko podobnosti in nato na podlagi 20 najbližjih sosedov računali oceno 
kanalov, ki jim uporabnik ni sledil. Nato smo priporočali od 1 do 15 kanalov z največjo izračunano 
oceno. Za primerjavo smo naredili tudi model priporočanja po naključju in po popularnosti. 
Kakovost modela smo preverjali z merami natančnost in priklica, tako smo s tehniko prečnega 
preverjanja del podatkov skrili, da jih algoritem ni uporabil pri izračunu. Po izračunu ocen smo 
preverili, ali se izračunane ocene skladajo z dejanskimi podatki. Model z največjo natančnostjo je 
bil model podobnosti po uporabnikih s kosinusom podobnosti za eno priporočilo. Pravilno je 
napovedal 64,3 % priporočil. Najmanj natančen je bil model priporočanja po naključju pri samo 
enem priporočilu, ki je pravilno napovedal 0,6 % priporočil. Pri priklicu je bil najboljši model 
podobnosti po uporabnikih s kosinusom podobnosti za 15 priporočil. Od vseh preferenc 
uporabnikov jih je pravilno napovedal 18,6 %. Najslabši je bil model priporočanja po naključju za 
1 priporočilo. Od vseh preferenc uporabnikov je pravilno napovedal 0,02 % priporočil.  
Naša hipoteza je bila: »Izbira večje skupine podobnih uporabnikov napoveduje izbiro 
posameznika, podobnega skupini.« Ker so se modeli priporočanja po metodi najbližjih sosedov 
priporočali bolj natančno kot modeli priporočanja po naključju ali popularnost, lahko potrdimo 
našo hipotezo. Torej izbira večje skupine podobnih uporabnikov res napoveduje izbiro 
posameznika, podobnega skupini.  
Sistemi za priporočanje so zelo široko in aktivno raziskovano področje tako na akademskem kot 
tudi na komercialnem področju. Rešujejo zelo pomemben problem preobremenitve z 
informacijami. Na primeru spletne strani Twitch obstaja še ogromno ostalih vrst podatkov, ki v 
tem diplomskem delu niso bili uporabljeni. Uporabili bi lahko datum začetka sledenja za boljši 
način računanja natančnosti modela, saj bi ločili podatke od najstarejših do najnovejših. Naredili 
bi priporočila na najstarejših podatkih in preverili, ali smo lahko napovedali novejše podatke. 
Zanimivo bi bilo narediti tudi matrično faktorizacijo in jo primerjati z metodo najbližjih sosedov. 
Prav tako si lahko izdelovalci vsebin označijo lastnosti svojega kanala, ki jih ostali uporabniki 
lahko vidijo, ti pa dobijo prvi vtis, še preden začnejo gledati. Iz tega bi lahko naredili tudi sistem 
za priporočanje vsebinskega tipa. Predvsem pa je to področje zelo zanimivo za bodoče raziskovanje 
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družboslovne informatike. Trenutno se modele za priporočanje gradi večinoma na predpostavki, 
da visoko izračunana ocena predmeta pomeni tudi dobro priporočilo, vendar to ni nujno res. V 
raziskovanju se pogosto zanemarjajo uporabniška izkušnja in ostale težko merljive lastnosti 
priporočil, ki smo jih našteli v poglavju Ocena modela, na primer izvirnost in raznolikost. To se 
zelo težko meri samo s podatki ocene predmetov, ampak je treba neposredno vprašati za mnenje 
uporabnika. Ta način družboslovnega raziskovanja raziskovalci računalništva zelo redko 
uporabljajo, saj nimajo znanja za izvajanje takih raziskav. Tu je priložnost za družboslovne 
informatike, da uporabijo svoje metodološko znanje družboslovnega raziskovanja na področju 
sistemov za priporočanje. 
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