Abstract. Consider the two-point boundary value problem for a stiff system of ordinary differential
Here y'--(y(1), y(n))l is a vector function with n components, and Ro, R1 and A (x) e C 12 are n x n matrices. We want to solve the above problem by difference approximations. For that reason we divide the x-axis into subintervals of variable length hi with grid points Xo 
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Here e > 0 is a small positive constant. The general solution of (2.1) is given by y()(x) e-X/y()(O), y()(x) y()(O), y(3)(X e(X-1)/y(3)(1).
Introducing it into the boundary conditions gives us (11 e-l/e0 O t 0 0 l l 0i-i i ] ) ( i (2) (0)10 (1) ( 0 ) 1 ( 3 ) ( 1 ) / ( ) . g 2 g l g 3
Therefore, neglecting terms which are exponentially small, we obtain y ()(0) g, y()(O) gl aog:z, y(3)(1) g3--celg2 This shows that away from the boundary layers the solution of (2.1), ( 
(02), 
equations at all, because u u oscillate wildly. In particular, if gl ceog2, g3 ceag2, then y(1)(x), y(3)(X) are exponentially small and the solution of the differential equation is smooth up to the boundary. The corresponding solution of the difference approximation is still wildly oscillating. There are two ways to overcome this difficulty.
(1) We use the trapezoidal rule for all components but introduce in the boundary layers 0 _-< x _-< rt, 1 r/_-< x _-< 1, rt O(e Ilog e 1), new "stretched" independent variables, such that the boundary layer solutions are smooth functions of these new variables.
Then we use a uniform grid in the new variables. In the old variables we get a nonuniform mesh which is so fine that the boundary layer solutions change slowly from one point to the next. Away from the boundary layers, we use a uniform mesh, i.e., h h for r/-< x -< 1-r/. This technique was used extensively by C. Pearson [5] . for n x 1 -n, u(2) u 2)
/ (e-"-+')/u)(1-n) for 1-n x, 1, and correspondingly for u 3) Observe that u x) u oscillate wildly in the interval W x 1 W. However, if is chosen sufficiently large, the amplitude is so small that it has no effect. It is clear that now the solution of the difference equations approximates the solution of the differential equations well. The drawback of this method is that we have to use the refinement even if the boundary conditions are such that the actual solution of the differential equation is smooth up to the boundary. The same is true if turning points are present. We have to construct the mesh such that all solutions through the turning point become smooth. For nonlinear problems, one often does not know the position of the turning point and the behavior of the solution. This makes the construction of the mesh rather difficult.
(2) Instead of using the trapezoidal rule for all components, we could use onesided schemes for the first and last component, for example, [5] ), or a combination of the asymptotic expansion of the boundary layer solution and the approximation (2.6) (see for example [4] ).
One can refine the scheme (2.6) considerably, and we shall do this in the next section.
The main problem for the numerical solution of singular perturbation problems is to find the mesh on which the solution varies slowly. There are two possible ways to do this.
(1) One can use the behavior of the coecients of the differential equation to determine the variation of the solution. This approach has been discussed in 1], [2] . An extended version of [2] is under preparation [3] .
(2) In this paper, we want to refine the mesh adaptively. Here a (x), f(x) are complex-valued functions, which can be large. We are not interested in the oscillatory stiff ease. Therefore, we assume that there are constants p, c of "moderate size" and that We want to choose the a in such a way that the following conditions are satisfied.
(1) The method is second-order accurate for Ihal<< 1.
(2 This is the procedure we proposed in [4] . However, for nonlinear equations we use Newton's method and the discontinuous change of the formulas can cause convergence problems. Also, if one wants to use Richardson extrapolation one needs an even smoother transition.
We shall now describe the procedure to refine the mesh. Assume we have computed the solution of (3.3) on a mesh 0 xl < x2 <" < xrv 1. Let denote the first and second divided differences, respectively. Under reasonable assumptions (see [5] . ' " . . We think of the system as two scalar equations and apply the method developed earlier.
In particular, the second equation will always be approximated by We use Newton's method to solve the system. Let and solved it for e 0.1, 0.05, 0.02, 0.01, 0.005, 0.02, 0.001. The initial guess was a straight line between y -1 and y 2. We used "the method of continuation"; i.e., we used the computed solution as an initial guess to solve the problem for the next e. Figs. 11-14 show the printouts for e 10-1, 10-2, 10-3. The sudden increase in the number of Newton iterations is due to the decrease of TOL from 10 -2 to 10-3. 
