Abstract-In the article, we consider verification of programs with mutual recursion in the data driven functional parallel language Pifagor. In this language the program could be represented as a data flow graph, that has no control connections, and only has data relations. Under these conditions it is possible to simplify the process of formal verification, since there is no need to analyse resource conflicts, which are present in the systems with ordinary architectures. The proof of programs correctness is based on the elimination of mutual recursions by program transformation. The universal method of mutual recursion of an arbitrary number of functions elimination consists in constructing the universal recursive function that simulates all the functions in mutual recursion. A natural number is assigned to each function in mutual recursion. The universal recursive function takes as its argument the number of a function to be simulated and the arguments of this function. In some cases of the indirect recursion it is possible to use a simpler method of program transformation, namely, the merging of the functions code into a single function. To remove mutual recursion of an arbitrary number of functions, it is suggested to construct a graph of all connected functions and transform this graph by removing functions that are not connected with the target function, then by merging functions with indirect recursion and finally by constructing the universal recursive function. It is proved that in the Pifagor language such transformations of functions as code merging and universal recursive function construction do not change the correctness of the initial program. The example of partial correctness proof is given for the program that parses a simple arithmetic expression. We construct the graph of all connected functions and demonstrate two methods of proofs: by means of code merging and by means of the universal recursive function.
INTRODUCTION
As a result of increasing requirements for software reliability, along with traditional methods of testing, methods of formal verification of programs have been increasingly used. Formal verification is a proof of programs correctness by proving the correspondence between the program and its specification, which describes the aim of the development [1] . Methods of formal verification allow to prove the absence of errors in the program, while testing only detects errors and does not ensure of their absence.
Parallelization of programs can significantly increase their performance on modern computing systems. However, parallelism leads to a significant complication of the development and especially debugging. Generally programs are written in imperative programming languages. Compared to sequential programs, parallel imperative programs may contain new types of errors that are difficult to detect while testing. The complexity of formal verification of parallel imperative programs also increases essentially.
However, functional programming, which focuses on the relations between data, is becoming increasingly popular. Within this area, methods of formal verification are being developed quite intensively. The fundamental work in this area is the work of Boyer and Moore [2] . In the NQTHM system, they implemented a method for automated proofs of functions written in LISP. Another example is the proof of assertions for Haskell programs [3] .
We consider the data driven functional parallel programming language Pifagor [5] . Its peculiarity is a rich set of operators, providing a description of parallelism preserving the program representation in the form of function dependencies and control by data readiness. This allows to create programs with maximum parallelism initially, due to parallelism formation at the level of operations. This approach also provides writing a program without taking into account resource constraints, which allows to simplify the process of verification, since it does not require any analysis of resource conflicts arising in traditional architectures. After verification, further transformations of the initial programs into programs for real parallel computing systems are possible. This is done by parallelism "contraction", taking into account resources limitations.
A method of formal verification for data driven functional parallel programs, that allows to prove the program correctness, has been introduced [6] , and a toolkit to support the process of formal verification is being developed [7] . Further development of this system requires the introduction of additional algorithms that extend the functionality and simplify user interaction with the system. One of the tasks that the system can perform is the elimination of mutual recursion of several functions (for example, a function calls a function , and the function calls the function ). There are two main methods to solve the problem of mutual recursion [8] . The first method is a simultaneous proof of the correctness of all functions in mutual recursion, which usually requires carrying out the proof using simultaneous induction [9] . The second method is the elimination of mutual recursion by transforming the program, which results in one recursive function [10] . In fact, these are two identical methods, which differ only in the representation of the proof to the user. The disadvantage of the first method is the necessity to prove several statements at the same time, and the disadvantage of the second method is the problem of the resulting function complication.
In this article we consider the second method of solving the problem of mutual recursion for programs in the Pifagor language. The main reason for this choice is that the method makes the proof more intuitive, since it is not necessary to prove the statements for each of the recursive functions simultaneously. Due to the fact that the problem of proving the correctness of a program is unsolvable (there is no universal algorithm for solving this problem), it is impossible to make the proof process fully automatic. Therefore, the user should know about the theorems on which the algorithm is based and should participate in the proof process, if the system can not automatically generate the proof.
In addition to proving correctness, it is necessary to prove the termination of the program. This task is also unsolvable. The proof of a functional program termination is reduced to constructing of a wellfounded ordering (an ordering is well founded if there exists no infinite descending chain ) on the set of admissible function arguments and checking that each argument of a recursive call is less than the input argument [11, 12] . In case of mutual recursion, each function requires its own order on its argument. If we perform the transformation to eliminate mutual recursion, then it is sufficient to construct a single order on the set of arguments of the resulting function.
This method can be implemented in automatic mode and integrated into the toolkit for Pifagor programs correctness proof.
DEFINITIONS
In the article the term "function" is used in several meanings. In the mathematical sense, function is a one-to-one mapping of the set of admissible argument values to the set of function values. When it comes to software implementation of the algorithm, the term "function" or "function in the Pifagor language" is understood as a function in programming, as a named code fragment in a programming language that returns a value by its name.
Recursion is a way of data processing, wherein the function can call one or more of its copies directly or by using other functions [13] .
Recursion can be direct or indirect. A direct recursion is a recursive function that calls itself directly in its body. An indirect recursion is a recursive function that has no calls of itself in its body, but this function is called in the chain of calls of a other functions [14] . Let us define a notion of a mixed recursion as a function in which there is a direct and indirect recursive call.
We also use terms direct and indirect connection for different functions. A function is directly connected with a function if is called directly in the body of . The function is indirectly connected with if the call of is mediated by calls of a other functions. and are connected functions if they are connected directly or indirectly. If the function is not directly or indirectly connected with the function , then we call an independent of function.
Let be the considered recursive function. Denote by the set of all connected functions. This set includes all functions that are called by , both directly in its body, and through a chain of calls to other functions. The function also belongs to . For each function in , we write its name and after it in parentheses we give a list of recursive functions called directly in its body. For example, the expression means that the considered function is an indirect recursion, in its body there is a call of functions and ; is a mixed recursion, calling itself and functions , ; is an indirect recursion that calls the function ; is a non-recursive function, independent of other functions. The set of connected functions can be represented as a tree of possible function calls. The root of this tree is labeled with the name of the considered function ; each node, labeled with the name of a function , is associated with child nodes, each of which corresponds to the function which is called in the body of . An example of such a tree for the set is given in Fig. 1a . By contracting the identically labeled nodes of this infinite tree we obtain the graph of all connected functions. This is a directed graph whose nodes are labeled with the names of the functions in , and an arc (A, B) exists if and only if the function A calls B directly. An example of such a graph is given in Fig. 1b .
The functions and are mutually recursive if the function is connected with and the function is connected with . Let us denote the relation of being mutually recursive with . If the relation is considered as reflexive ( ), then the relation is an equivalence, that divides the set of all connected functions into disjoint equivalence classes. In the graph of all connected functions, these classes will correspond to the maximal strongly connected components [10] .
TRANSFORMATION OF AN ARBITRARY RECURSION TO A DIRECT RECURSION

Universal Recursive Function
One way to reduce an arbitrary recursion to the direct recursion is to construct an universal recursive function [15] . Let be the set of functions , , where is an arbitrary set. Each function is assigned a number , that is called the function number. A function is called the universal recursive function (URF) for the set , if For example, consider two connected functions and . In the general case, the function is a mixed recursion, it calls the function , which is also a mixed recursion. This is a case of mutual recursion of two functions. The set of connected recursive functions has the form: . The tree of possible function calls is given in the left part of Fig. 2 . Let us eliminate mutual recursion with the help of the universal recursive function.
Let us define an universal recursive function , where is the number of the recursive function merged in the URF, and is the argument for the function with number ; takes the value "1" when the 
function code is to be executed, and "2" if function code is needed to be executed. The tree of possible calls of the universal recursive function is given in the right side of Fig. 2 . The constructing of an URF for a larger number of functions is similar.
Functions Merging
In simple cases, an indirect recursion can be reduced to the direct recursion by merging the bodies of connected functions into one function. This method is used in [10] for logic programs and is called unfolding.
Let us explain this method of transformation by the example of two functions merging. A function is given. In the general case it is a mixed recursion. It contains a call of the function , which is an indirect recursion and is directly connected with the function . That is, there is no calls of itself in the function , but there is a call of the function . In this case, the indirect recursion can be reduced to the direct recursion by merging the bodies of the functions and into one function . Thus, the function code is "embedded" in the function code at the place of call. The changes in the graph of two connected functions of the described case are given in Fig. 3a . The initial graph of connected functions for equals , after merging the code of the functions and into the function , equals . If the considered set of connected functions consists of more than two functions, then merging the code would not lead to code duplication if only one function is connected with the considered indirect recursion . This is equivalent to the case when, in the graph of all connected functions, the node has only one input arc. In other cases, indirect recursion is better to eliminate using the universal recursive function described earlier.
An example of functions merging for the case of three connected functions is given in Fig. 3b , the graph of connected functions for the initial . The function is an indirect recursion and has one input arc in the graph of connected functions. Therefore, its code can be "embedded" in the function which node is adjacent to the node by its single input arc. The resulting function is given the name , modified . It is necessary to construct an URF for the further transformation of the obtained recursion into the indirect recursion.
Algorithm of Transformation of an Arbitrary Recursion into the Direct Recursion
Summarizing the above sections, the following algorithm for transforming an arbitrary recursion into the direct recursion could be proposed. A(x1) An arbitrary recursive function with a set of connected functions is given. It is needed to be transformed to the direct recursion.
(1) Based on , construct a graph of all connected functions . (2) Find all non-recursive functions in
. In , such functions correspond to nodes that are not in any cycle. That is, for a node marked with a non-recursive function, there is no path that would lead to the same vertex . All found non-recursive functions are independent of and are removed from the set . The result is a new set of connected functions with a graph of connected functions . (3) Remove from all recursive functions that are not connected with . To do this, find in the graph all nodes for which any cycle passing through this node does not pass through the vertex . All independent of recursive functions are removed from the set . The result is a set of connected functions with a graph of connected functions . (4) In find all functions that have only one input arc. The code of these indirectly recursive functions can be merged with the code of function adjacent by the input arc of the considered node. After merging is obtained. (5) Construct a universal recursive function for all functions from the set . The resulting function will be the direct recursion. Remark 1. When proving the correctness of the function , firstly, it is necessary to prove the correctness of all non-recursive and recursive functions independent of , which are removed from the set of all connected functions in steps 2 and 3.
Remark 2. If a node of a non-recursive function, found in the step 2, has one input arc, then the code of this function can be merged with the function code adjacent to the input arc.
Remark 3. If the step 4 is skipped (after the step 3 go to the step 5), then all functions from are included in the universal recursive function.
An example of algorithm application is given in Fig. 4 , there is a graph of all connected functions for the function with the set Three nodes in the graph ( , and , indicated by a dotted line) do not belong to any cycle. Consequently, the functions that mark these nodes are non-recursive and are removed from the set . The resulting is
At the next stage, all recursive functions that are independent of the considered function are removed. The graph of connected functions ( Fig. 4b) illustrates that there is no cycle passing through the nodes or and the node . So, the recursive functions and are independent of and are removed from . Resulting (Fig. 4c) . Each node and in the graph for has only one input arc, so their code can be merged with the node adjacent by their input arc. For both nodes, this is node . Let us call the function obtained as a result of 
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the merging as , then (Fig. 4d) . Further, for the three remaining functions, the URF is constructed.
TRANSFORMATION OF RECURSIVE FUNCTIONS IN THE PIFAGOR LANGUAGE
The Pifagor programming language is well suited for program transformation for the elimination of mutual recursion. In the language, there is only one operator that applies the function to the argument, it is the interpretation operator. This operator has two inputs, that receive the function and the function argument. The interpretation operator has postfix and prefix forms, which are denoted by the sign ":" and "^", respectively. Further in the text only the postfix form of the operator is used. For example X:F is the application of the function F to the argument X. The argument is always only one, but it can be a datalist with a complex structure and can be interpreted as several arguments. Thus, each function in mutual recursion has one argument, and after transformations, it also has one argument in the resulting URF.
Let us consider elimination of various types recursions from programs in the Pifagor language.
Functions Code Merging
Firstly, consider the case of indirect recursion. Two functions and in the Pifagor language are given, their source code is:
In this code, , , and , , , , are some functions, independent of functions and . The set and the corresponding tree of all connected functions is given in Fig. 3a 
After the code merging, the function is obtained, its correctness condition is: where , . Suppose that the correctness of is proved, it is necessary to show that is correct. Obviously, the truth of implies the truth of the formula , then the function is correct.
Universal Recursive Function Constructing
To illustrate mutual recursion elimination with the URF, consider the recursion scheme shown in Fig. 2 . In general case, the source code of the functions and in the Pifagor language is as follows:
where , , , , , , are some functions independent of functions and . To eliminate mutual recursion, we construct the universal recursive function as follows: Then, choosing the correct number of the function , the correctness of the function follows from the correctness of the function :
AN EXAMPLE OF THE CORRECTNESS PROOF OF THE RECURSIVE FUNCTION
IN THE PIFAGOR LANGUAGE Let us consider the example of the correctness proof for the problem of parsing a simple arithmetic expression generated in accordance with the following rule in Backus-Naur notation:
( 1) where is the terminal operand. To simplify the example, the following restrictions are defined: the function takes a string with a well-formed expression as input and returns an empty string, no error handling is required.
Parsing of an expression of the given form could be done by the following functions in Pifagor: 
) ( ( 2) )
) USHAKOVA, LEGALOV appropriate auxiliary function. As the result it returns the result of the auxiliary function execution. The functions and parse the incoming string, removing the first character of the operation from it, and then apply the function twice. The first call to the function removes the first summand (multiplier) from the string, the second call removes the second summand (multiplier), the remaining "tail" of the string is returned as an answer. The function parses the incoming string by removing the first character from it and returns the remaining "tail" of the string. Thus, if the input expression for the function contains no errors, the function returns an empty string, otherwise the result is unpredictable. In the natural language, the specification for the function is as follows. The input argument of the function is a string of characters , in which two substrings and can be distinguished such that , where " " denotes the union (concatenation) of two strings. The string satisfies the rule (1), and the string contains arbitrary characters and also it may be empty. As a result of the function execution the string is returned. Let us define the specification of the function in a formal language by defining its precondition and postcondition [6, 16] . For writing formulas, the language of the predicate calculus with equality [17] is used. Let us adhere to the following conventions for writing formulas and terminology.
(1) Each variable has a type. A type may be specific or generic. A simple specific type is a set of values of this type along with a set of operations and relations in which these values are admissible [18] . From the set of simple types described in [17] , we use that is the set of natural numbers, that is the set of integers, that is the set of characters, that is the set of logical constants . A generic composite type is a function (or a partial function) defined on the set of types. It constructs a new type from existing types. If we apply this function to several specific types, we obtain a composite specific type. The generic type is the Cartesian product of sets, and is denoted by (5) For brevity of formulas in the language of logic, formulas could be considered as functions (of formula free variables), which take values in the Boolean set : if the formula is true for a given values of variables, then the function has the value true.
(6) In formulas, it is possible to omit the parentheses after the quantifier, which is applied to the entire expression that follows after it.
The following formula describes the set of functions of an integer argument returning a string of length that satisfies condition (1): 
where the symbol " " corresponds to the operation of string concatenation. Let us denote by boolean-valued function, taking a function as its argument, corresponding to the formula (2). More precisely, has the type Then the precondition of the function can be written in the language of logic as follows:
where is a function that returns the substring of string , starting from position to ; it returns an empty string if . The precondition describes the structure of the set of functions , satisfying , and the requirements to the input argument : any input argument is a string of length in which one can find a substring of length that satisfies the condition (1) (it is equivalent to that is the result returned by one of the functions of the set ), the remainder of the string is of length . The postcondition of the function is defined by the following formula:
where denotes the result of the program execution. To prove the correctness of the indirectly recursive function , one should transform it into a direct recursion. The set of all connected functions for is:
the graph of all connected functions is given in Fig. 5 .
Recursion Parse Transformation into the Direct Recursion by Code Merging Dependencies between functions from
allow to merge functions code to remove indirect recursion. The function from is non-recursive, let us use the remark 2 of the recursion transformation algorithm from the Section 2.3 and merge the function code with the code of . Let us denote the obtained function as ,
There are no independent recursive functions in . Both functions and have only one input arc, therefore, according to the step 4 of the recursion transformation algorithm, their code can be merged with the function code. The resulting function is given the name . This function is a direct recursion and does not require the URF constructing. The source code of is given below:
parseUn<<funcdef str // Function parseUn, which takes the string str // with the arithmetic expression { s1 << str:1; // Saving the first character of the string str in s1 // Returning the result of computing } Let us prove the partial correctness of using the method described in [6, 7] . The proof is inductive. On each induction step we presume that the recursive calls to the function return results satisfying the postcondition (under the condition that the recursive call arguments satisfy the precondition) and prove that the current recursive function call is correct. Then the entire recursion is partially correct.
The main idea of the method is in marking the arcs of the data flow graph of the program [5] with formulas, using the axioms for built-in functions and theorems for functions with previously proved correctness, and also transforming the graph. The result is several fully labeled data-flow graphs (LDFG), each of which is folded into a formula. If all the obtained formulas are identically true, then the program is partially correct.
The precondition and postcondition of coincide with the precondition and postcondition of (see Section 2.3). The data flow graph of is given in Fig 6a. For convenience, all arcs of the graph are numbered. Assume that the number of the output arc also defines the number of the operator (node).
The arcs of the graph are marked on data readiness: if all the input arcs of the node are marked, then the output arc of the node can be marked. The node 1 is marked with a precondition, arcs 2-10 are output arcs of constants and are automatically marked, arcs 11-13 are output arcs of delayed lists, they are constants until the delay is removed. The Arc 14 with the identifier is the output arc of the data list and is also automatically marked. The arc 15 with the identifier can be marked based on the axioms for the function of selecting an element from the list. As a result, the formula is attached to the arc , where is the function that selects the th element from the list . Arcs 16-18 are output arcs of data lists and are automatically marked after marking the arc . Further, on the basis of the axioms for the function "=", it is possible to mark arcs 19-21. The result is two formulas attached to the arc : where single quotation marks "'" and "'" are used to denote the constant of type char. The similar formulas are attached to the arcs and , where the arc identifier and the character constant are replaced with ' ' and ' ', respectively.
The arc 22 is automatically marked. The arc 23 with the identifier is marked with three formulas, on the basis of the axiom for the function "?":
Applying as a function to the argument when executing the interpretation operator 24, results in splitting the initial graph into three graphs. In each of the latter graphs the delayed list is released when applying the function ".". Let the number of every obtained graph coincide with the number of its delayed list. The first and second graphs are equivalent and are shown in Fig. 6b , and the third graph is in Fig. 6c . and the postcondition is . That is, the precondition differs from the initial precondition in the additional formulas that characterize the reasons for choosing this computing path: the first character of the string is to be equal to the character ' '. To mark the arc , the axioms of the function of selecting an element from the list are used. This function removes the element from the list, if it receives a negative input argument. The result formula is attached to the arc :
Further, the function is applied to the result , it is a recursive call of . To prove the partial correctness of the program, it is sufficient to assume that all recursive function calls return the correct result if their argument satisfies the precondition. Let us show that satisfies the precondition of . Since the string satisfies the precondition and its first character (this is deduced from ), then, according to the rule (2), (from ) has the form for some . In the language of logic, this statement can be expressed by the following formula:
Therefore, if the first symbol of is removed, then is obtained. Thus, at the beginning of the string there is a substring satisfying (1), and the "tail" has the length . Then, by the inductive hypothesis, is the , and therefore, also satisfies the precondition of the function . Then, by the inductive hypothesis, after applying to , . The postcondition is deduced from this formula, therefore, the first LDFG is equivalent to the identically true formula.
The second graph (Fig. 6b) is equivalent to the first one. It differs only in its precondition , in which the symbol ' ' is replaced by ' '. All the rest marking formulas are the same, so the second LDFG is also equivalent to the identically true formula.
Let us consider the third graph (Fig. 6c) . Its precondition is: (s 1 = 'x')), and the postcondition . The function of the first element removing is applied to the input string . The result is the formula , that is attached to the arc . Based on (2) and the fact that , we obtain . Therefore, when removing the first character from , we obtain . Consequently, the third LDFG is equivalent to the identically true formula. The truth of three LDFG implies the partial correctness of the program , this means that the function is also partially correct.
Recursion Parse Transformation into the Direct Recursion by Constructing the Universal Recursive Function
The method of functions code merging is applicable to quite simple cases. In more complicated situations it is necessary to use more complex but universal method of constructing an universal recursive function. This method can also be used to remove mutual recursion in the function . For this, we apply an algorithm for transforming an arbitrary recursion into a direct one from the section 2.3 to once again. In , the function is non-recursive, it is removed from (its correctness is proved independently), we obtain Fig. 7 . According to the Section 3, the precondition and postcondition of the function is composed of the preconditions and postconditions of the merging functions. Let us set a precondition and a postcondition for (for , everything is the same). The function takes a string , which starts with the ' ' character, followed by two substrings that satisfy (1) , and the rest of the string may contain any characters. As a result of execution, the function should return . In formal language, the precondition and the postcondition are as follows: After simplification, we obtain the precondition :
This means that the string satisfies , namely is representable as ; for , the first character of is ' ', and for is ' '.
The postcondition of is: , and after simplification, it is reduced to the formula , that is, . After the automatic marking of the output arcs of constant operators and data lists operators in , the arcs , are marked. A pair of formulas is attached to each arc :
Further, three formulas are attached to the arc :
Applying as a function to the argument results in splitting the initial graph into three graphs, each of which contains one delay list. Application of the function "." releases the delayed lists, which results in three new graphs, which we denote by , , . Here the index corresponds to the number of the delayed list that constitutes the graph. The graph is congruent with the initial graph of the function shown in Fig. 6a , if we replace the identifier of the input argument by (in these graphs the delayed list constants are different, but this is not represented by the figure). The graphs and are identical and are shown in Fig. 8a .
Let us consider the graph . Its precondition is: . After simplification, it can be written as . The graph is marked in the same way as the initial graph . Applying to leads to splitting the graph into three graphs, and after releasing the delay, we obtain the graphs, which are denoted by , and , where the second digit in the index corresponds to the number of 1 ( ) P str parse str the delay list. The graph is given in Fig. 8b . The graph is identical to , where only the constant "2" is replaced by "3". The graph is shown in Fig. 8c . Let us mark the graph . The precondition of is:
Hence, for the argument , and the string can be represented as and its first character is ' '. This is equivalent to the statement that there exists a natural number such that can be represented as . In the graph the constant "2" and the argument form a data list, which is assigned the identifier . Then, there is a recursive call of function , that is applied to the argument . Let us show that satisfies the precondition of the function . The precondition of implies , that is the precondition of the function for which the input argument is . Then, by the inductive hypothesis, the recursive call returns the correct result and the formula is attached to the arc is . Therefore, the postcondition is satisfied and the totally marked graph is equivalent to the identically true formula.
For everything is similarly, so after marking it also corresponds to the identically true formula. Let us consider the graph (Fig. 8c) . The precondition of is:
The function is applied to the argument , and the result is assigned to . Let us prove the correctness of the function . Let us define the precondition and the postcondition for the function :
In the body of the function , only one function is applied to the input argument, this is the function that removes the first element from the list. As a result, the first character ' ' is removed from the string . The result is , which is required in the postcondition. Therefore, the function is correct.
On the basis of the proved theorem (correctness of the function ), one can mark the output arc of the graph : . The last formula implies the postcondition . Hence, the completely marked graph is folded into the identically true formula. It remains to mark the graphs and (Fig. 8a) . Consider the graph (for the graph all steps are similar). The precondition of is: . After simplifying , we obtain what implies that for some natural the string can be represented as . First of all, the function of removing the first element from the list is applied to the argument , and the result is assigned the identifier . The data list is a valid argument for the recursive call of the function , therefore, by the inductive hypothesis, the result satisfies the postcondition and is equal to . The new constructed data list also satisfies the precondition , therefore by the inductive hypothesis is equal to . This implies the postcondition . Therefore, totally marked graph (and equivalent graph ) is equivalent to the identically true formula.
Thus, the correctness of is proved, it implies the correctness of the function .
5. CONCLUSIONS In the article we consider the algorithm for transformation of an arbitrary recursion into a direct recursion by the universal recursive function construction. For functions in the Pifagor language, we show how the precondition and postcondition of the program changes when constructing the URF and merging functions code. It is proved that the correctness of the initial functions is deduced from the correctness of 
