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ABSTRACT
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1. INTRODUCTION
Colour filter array (CFA) demosaicking is
interpolating missing colour values at each
when a single image sensor is used to
images. The most common filter array used
pattern as shown in Fig. 1. The green colou
twice the rate of the red and blue values. TI
peak sensitivity of the human visual system v
green spectrum [1].
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produced by cubic spline interpolation is seamless because
it is continuous up to the second order derivative at the data
points. These stable and smooth characteristics are
desirable because these will lead to the production of a
demosaicked output image with smooth colour. However,
in order to avoid interpolation across an edge, we use a
selector to determine which orientation to apply cubic spline
interpolation. For green plane interpolation and based on
the Bayer pattern, only the vertical or horizontal directions
will be considered because there are no green samples along
any diagonal directions at pixel locations where the green
values are missing. For the red and blue plane, using first
order interpolation will be sufficient to determine their
missing values because their sampling rate is only half that
of the green plane [10].
2. CUBIC SPLINE INTERPOLATION
cubic spline Cubic spline interpolation is a piecewise continuous curve,
with continuous first and second order derivatives [16].
Given n+1 points (xo,yo) to (x11,y11) , a third degree
polynomial, Si (x), is constructed between each point and is
denoted as the cubic spline.
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Consider the one-dimensional horizontal Bayer pattern in
Fig.2 above. Let Gx and Bx denote the green and blue
colour values at position x respectively. In our case, there
are four green data points, and hence n=3. In order to
determine the missing green value at position x=3 (i.e. at
location B3), three splines are required as follows:
S0 (x) ±aox3 + box2+c0x + do for x E [0,2]. (2)
sed for CFA S1(x) alx3 + b1x2 + c1x + d, for x E [2,4]. (3)
5]. However, S2 (x) a2x3 + b2x2 +c2x + d2 for x E [4,6]. (4)
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For cubic spline interpolation, three continuity conditions
have to be met as follows:
First continuity condition:
Si- (xi)= Si(xi) for i = 1, 2 (5)
Second continuity condition:
s;l1(xi) = S;(xi) for i = 1, 2 (6)
Third continuity condition:
S;' 1(xi) = S'(xi) for i = 1, 2 (7)
Based on these continuity conditions, there are a total of
4n - 2 equations. In our case for n=3, there are 10
equations as follows:
By the first continuity condition (5), we have
SO(O) = Go = do (8)
S0(2) = G2 = 8ao + 4bo + 2co +do (9)
S1(2) = G2 = 8a1+ 4b1 + 2c1 + d1 (10)
S1(4)= G4 = 64a1 +16b1 +4c1 +d1 (11)
S2(4)= G4 = 64a2 +l6b2 +4C2 + d2 (12)
S2(6) = G6 = 216a2 +36b2 +6C2 +d2 (13)
The first derivatives of the splines are given by:
S0(x) 3aox2 +±2box+ co (14)
S (x) 3a1x2 +±2b1x+c1 (15)2
S2(x) = 3a2x2 + 2b2x + C2
By the second continuity conditions (6), we have
S (2) = SI (2)
Therefore, 12ao + 4bo + co - 12a1 - 4b1 - c1 = 0
S1(4) = S (4)
Therefore, 48a1 + 8b1 + c1 - 48a2 - 8b2 - C2 = 0
The second derivatives of the splines are given by:
SO (x) 6aox + 2bo
S'(x) 6a,x + 2b,
S2(x) 6a2x + 2b2
By the third continuity condition (7), we have
S (2) = SI'(2)
Therefore, 12ao + 2bo - 12a1 - 2b1 = 0
SN'(4) = S2 (4)
(16)
(17)
(18)
(19)
(20)
(21)
(22)
(23)
(24)
(25)
(26)
Therefore, 24a1 + 2b1 - 24a2 - 2b2 = 0 (27)
The estimates of the green values at positions x=1, 3 and 5
are given by: (
GI = S0 (1) = ao + bo + co + do (28)
I
G3 = SI (3) = 27a, +9b, +3c, +d (29)
I
G5 = S2 (5) = 125a2 + 25b2 + 5C2 + d2 (30)
As 12 equations are needed to obtain a unique solution,
two extra conditions are required. Using the hue
assumption [4] based on the correlation between colour
planes, we propose the extra two equations be derived as
follows:
By the hue assumption [4], we have
Bx - Gx BX-2 - Gx-2. This implies
B3 -B1 G3 -G1 (31)
Hence by (28) and (29)
B3 -B1 = 27a, + 9b, + 3c, + dI ao bo -co do (32)
Similarly, B5 - B3 = G5 - G3 (33)
Hence by (29) and (30)
B5 - B3 =125a2 +25b2 +5C2 + d2 -27a -9b -3c1- d,
(34)
To solve the 12 simultaneous equations, namely (8)-(13),
(18), (20), (25), (27), (32) and (34), the matrix
representation (35) is used.
MC V
where M, C and V are given by (36).
(35)
Therefore, C = M-1V (37)
where M-1 is the inverse of the matrix M. It can be readily
shown that this inverse exists and can be pre-evaluated and
stored. Hence this makes the algorithm computationally
efficient. Finally the interpolated green value at the blue
pixel position at x=3 can be evaluated by (29). Likewise, a
missing green value at a red pixel position can be evaluated
using similar equations. Similarly, an equation to determine
the missing green value at the same position using vertical
samples instead of horizontal samples can be derived.
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3. OUR PROPOSED ALGORITHM
To prevent interpolation across an edge in order to avoid
blurring of an image, a selector based on the orientation of
edges is used. An orientation map will first be produced
from the CFA input [11]. For the green plane, cubic spline
interpolation will then be applied to a set of vertical or
horizontal samples accordingly. The flowchart in Fig. 3
shows our proposed algorithm for the green plane.
Since the red and blue colours are sampled at half the
rate of the green colour, first order approximation is
sufficient for the interpolation of the missing red and blue
colour pixel values [10]. The flowcharts for the red and
blue planes are similar to Fig. 3, except that first order
interpolation [12] is used instead of cubic spline
interpolation.
CFA Image
Edge Orientation
Map
Orientation: o
V\H
Cubic Spline Cubic Spline
Interpolated Interpolated
Estimate using Estimate using
Vertical Horizontal
samples samples
Fig. 3: Flowchart for Interpolation of Missing Green Values
4. EXPERIMENTAL RESULTS
Ten images with various characteristics, as shown in Fig. 4,
were selected to evaluate our algorithm. Table 1 gives the
quantitative measures of our proposed method when
compared with other existing demosaicking methods
[3,4,5,6,7,9,15]. It is evident that our method produced the
smallest amount of error in the demosaicked output images.
In order to evaluate our method visually, the picket-fence
section of the well-known Lighthouse image was used. The
picket fence section has been found to be a difficult area for
CFA demosaicking as it has closely spaced vertical edges.
Fig. 5 shows that our proposed method produced the least
amount of colour artifacts visually, and Table 2 supports
this visual result quantitatively.
Demosaicking Methods NCD[8] MSE
Bilinear 0.1165 0.1750
Freeman [3] 0.0656 0.1077
Kimmel [6] 0.0775 0.1193
Hamilton [5] 0.0300 0.0649
Plataniotis [9] 0.0720 0.1131
Lu&Tan [7] 0.0176 0.0344
Gunturk [4] 0.0166 0.0282
XLi [15] 0.0808 0.1136
Our Proposed Method 0.0103 0.028 1
Table 2: Performance Measures of Demosaicking Methods
5. CONCLUSION
Our proposed method uses cubic spline interpolation in
conjunction with a selector to avoid interpolating across an
edge. This will prevent blurring of an edge. Two new
equations based on the correlation between colour planes
were derived to produce a unique solution for cubic spline
interpolation. The inverse matrix for coefficient evaluation
has been found to exist and can be pre-evaluated and stored
for fast and efficient computation. From the experimental
results, our proposed algorithm produced demosaicked
images with minimal colour artifacts and least amount of
errors when compared with other existing demosaicking
techniques.
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Fig. 4: Test images (a) - 0)
NCD]Biinear Freeman Kimmel Hamilton Plataniotis Lu&Tan Gunturk XLi OpurNCD[8] i [3] [6] [5] [9] [7] [4] [15] Methosd
Fig. 4(a) 5.47E-03 4.13E-03 5.83E-03 4.OOE-03 3.93E-03 4.12E-03 4.74E-03 4.78E-03 3.41 E-03
Fig. 4(b) 2.51 E-02 8.76E-03 1.73E-02 1.23E-02 1.96E-02 7.74E-03 5.12E-03 1.65E-02 4.98E-03
Fig. 4(c) 7.69E-03 3.78E-03 4.66E-03 4.77E-03 6.04E-03 3.52E-03 3.57E-03 5.06E-03 2.55E-03
Fig. 4(d) 7.89E-03 3.53E-03 3.68E-03 3.41E-03 5.64E-03 2.42E-03 2.22E-03 4.25E-03 1.99E-03
Fig. 4(e) 6.95E-03 2.75E-03 3.16E-03 3.03E-03 4.57E-03 2.22E-03 2.33E-03 3.57E-03 2.02E-03
Fig. 4(f) 1.12E-02 6.62E-03 9.21 E-03 7.07E-03 6.64E-03 5.54E-03 5.15E-03 8.68E-03 4.62E-03
Fig. 4(g) 3.56E-03 1.91E-03 2.28E-03 2.19E-03 2.60E-03 1.82E-03 1.80E-03 2.51E-03 1.66E-03
Fig. 4(h) 6.39E-03 3.53E-03 5.5 1E-03 3.59E-03 6.8 1E-03 3.1 OE-03 3.47E-03 6.26E-03 3.27E-03
Fig. 4(i) 9.92E-03 5.98E-03 7.27E-03 6.96E-03 8.60E-03 5.94E-03 5.39E-03 8.53E-03 4.63E-03
Fig. 40) 7.97E-03 4.62E-03 5.75E-03 4.77E-03 5.65E-03 4.19E-03 4.29E-03 5.56E-03 3.97E-03
Table 1: NCD Performance Measure for Test Images
(I) (g) (h () (1)
Fig. 5: (a) Picket fence region of the original Lighthouse image and the demosaicked output images using (b) Bilinear interpolation,
(c) Freeman [3], (d) Kimmel [6], (e) Hamilton [5], (f) Plataniotis [9], (g) Lu&Tan [7], (h) Gunturk[4], (i) XLi [15] and 0) our proposed
method.
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