ABSTRACT Recently, the multimodal information is taken into consideration for ground-based cloud classification in weather station networks, but intrinsic correlations between the multimodal information and the visual information cannot be mined sufficiently. We propose a novel approach called hierarchical multimodal fusion (HMF) for ground-based cloud classification in weather station networks, which fuses the deep multimodal features and the deep visual features in different levels, i.e., low-level fusion and high-level fusion. The low-level fusion directly fuses the heterogeneous features, which focuses on the modality-specific fusion. The high-level fusion integrates the output of low-level fusion with deep visual features and deep multimodal features, which could learn complex correlations among them owing to the deep fusion structure. We employ one loss function to train the overall framework of the HMF so as to improve the discrimination of cloud representations. The experimental results on the MGCD dataset indicate that our method outperforms other methods, which verifies the effectiveness of the HMF in ground-based cloud classification.
I. INTRODUCTION
Nowadays, the ground-based cloud classification in weather station networks [1] , [2] plays a critical role in many fields. For example, it is applied in weather forecast, because cloud type is one of the most important indicators of weather conditions. Furthermore, clouds have an impact on the transmission of electromagnetic and light waves, and therefore cloud classification is helpful in guiding communication activities. However, the ground-based cloud classification mainly depends on human observation, which is time-consuming and subjective. Hence, there is an urgent need to develop the automatic technologies for ground-based cloud classification.
Many approaches [3] - [5] utilize ground-based cloud images to extract the visual information for cloud representations. Recently, they develop rapidly due to the following two reasons. Firstly, the equipments [6] - [8] for
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ground-based cloud image acquisition are invented, which plenty of high-quality ground-based cloud images can be captured easily. Secondly, the Convolutional Neural Network (CNN) [9] - [11] provides more powerful feature representations for ground-based cloud images due to the usage of deep structure, local receptive fields, shared weights, spatial sub-sampling and so on.
Although the deep visual features extracted from CNN have achieved promising performance, they can not describe clouds completely. It is because the cloud formation is also related to the multimodal information, such as temperature, humidity, pressure, wind speed and so on. Hence, some researchers [10] , [11] propose to fuse visual features with the multimodal information to represent the ground-based clouds. Note that the cloud image and the multimodal information are heterogeneous data, where a cloud image is in the format of a tensor while the multimodal information is represented as a vector. There are mainly two strategies to fuse the two kinds of heterogeneous features. The first strategy is that the deep visual feature is learned by CNN, and then it is concatenated with the raw multimodal information directly to obtain the final representation for ground-based clouds as shown in Figure 1 (a). The other strategy is that two deep models are employed to extract the deep visual feature and the deep multimodal feature respectively, and then one fusion operation is applied to integrate the two kinds of features. However, the existing fusion methods can only capture partial correlations between ground-based cloud images and the multimodal information.
In this paper, we propose a novel approach called Hierarchical Multimodal Fusion (HMF) for ground-based cloud classification. The proposed HMF includes two subnetworks, i.e., visual subnetwork and multimodal subnetwork, which could learn deep visual features and deep multimodal features, respectively. Since the ground-based cloud image and the multimodal information possess different forms, the visual subnetwork and multimodal subnetwork are designed as a CNN model and a Multi-Layer Perceptron (MLP) so as to transform the heterogeneous inputs into the same dimensional feature vectors.
In order to learn complex correlations between the visual information and the multimodal information, HMF proposes a hierarchical fusion strategy including low-level fusion and high-level fusion. The low-level fusion fuses deep visual features and deep multimodal features, which focuses on the modality-specific fusion. The high-level fusion integrates the output of low-level fusion with deep visual features and deep multimodal features, which could learn complex correlations among them owing to the deep fusion structure. We also add a fully connected (FC) layer between the two fusion layers to make sure that the inputs of high-level fusion have the same dimensionality. Furthermore, we employ one loss in our deep network to optimize different fusion levels of heterogeneous features simultaneously. The experimental results show that the proposed HMF exceeds other state-of-the-art methods for ground-based cloud classification significantly.
In summary, the proposed HMF has three contributions. Firstly, the proposed HMF fuses the heterogeneous features in different levels, which could mine intrinsic correlations between the visual information and the multimodal information. Secondly, we employ one loss function to train the overall framework of HMF so as to further improve the discrimination of cloud representations. Thirdly, the experimental results on the public available dataset, i.e., MGCD, indicate the effectiveness of the proposed HMF.
The rest parts of this paper are organized as follows. Section II introduces the related works, and we describe implementation details of the proposed HMF in Section III. The experimental results are shown in Section IV, and Section V makes a conclusion for this paper.
II. RELATED WORK
Our method is related to deep learning for cloud classification and feature fusion. Hence, we briefly introduce them as follows.
A. DEEP LEARNING FOR GROUND-BASED CLOUD CLASSIFICATION
In the early stage of ground-based cloud classification, a number of methods employ hand-crafted features or shallow learning strategies [12] , [13] to represent cloud images. For example, Liu et al. [14] extracted hand-crafted structural features, i.e., cloud gray mean value, cloud fraction, edge sharpness etc., from the segment and the edge of cloud images. Liu et al. [15] proposed the Salient Local Binary Pattern (SLBP) to represent cloud images, which utilizes the most frequent occurrence patterns to capture the descriptive information. Zhuo et al. [16] proposed the Color Census Transform (CCT) and an automatic block assignment method to represent the structure and texture information of cloud.
Recently, CNN [17] - [20] achieves remarkable performance in many research fields, and meanwhile it is also applied to the ground-based cloud classification. Shi et al. [3] presented the Deep Convolutional Activations-based Features (DCAFs) to extract the local texture information from the shallow convolutional layers for ground-based cloud classification. Ye et al. [21] employed CNN to learn deep visual features, and then they executed Fisher Vector (FV) to encode the discriminative local patterns selected from the deep visual features for cloud representations. Zhang et al. [22] proposed the Salient Dual Activations Aggregation (SDAA) which employs the shallow and deep convolutional layers to learn cloud features, and meanwhile they presented to aggregate the cloud features by modeling the relationship among them clearly. In order to overcome the influence of cloud acquisition locations, the Transfer Deep Local Binary Patterns (TDLBP) [4] was presented to extract local features from the Part Summing Maps (PSMs) which are calculated from convolutional activation maps. Zhang et al. [5] proposed the optimized CNN model called Cloud Network (CloudNet) which learns texture, structure, and shape features of cloud VOLUME 7, 2019 FIGURE 2. The structure of the proposed HMF. In the visual subnetwork, the output of the average pooling layer is treated as the deep visual feature which is a 2, 048-dim vector. The multimodal subnetwork consists of a MLP which includes six FC layers with different neuron numbers, and the last FC layer outputs a 2, 048-dim vector which is treated as the deep multimodal feature. The output of the high-level fusion layer is the final representation for ground-based cloud classification. We utilize one loss function to train the overall framework.
images, and then they predicted the cloud type with a set of probability scores.
B. FEATURE FUSION
Different kinds of features provide the complementary information of the same object, and therefore fusion of them could obtain completed representations. Many research fields apply feature fusion techniques to improve the performance. Bodla et al. [23] presented a feature fusion network to integrate two kinds of deep features by projecting them into non-linear spaces with more higher dimensionality for face recognition. Nguyen and Okatani [24] proposed the Dense Co-attention Network (DCN) which fuses visual and language features with attention mechanisms for the visual question answering task. In the field of person re-identification, Zhao et al. [25] extracted deep features of different regions in human body, and fused them by utilizing a tree-structured fusion network. Li et al. [26] proposed the Restricted Boltzmann Machine (RBM) which fuses different levels of features using a pre-trained joint layer for geographic image annotation, and the fused features were consisted of hand-crafted features (i.e., SIFT, color and LBP) and deep features. Zhang et al. [27] proposed an enhanced feature fusion method which fuses the high-level feature and encodes the low-level feature in an additive manner for semantic segmentation.
Recently, the feature fusion methods are also employed to obtain the completed representations for clouds. Liu and Li [10] directly fused the multimodal information with deep visual features in a concatenated manner for ground-based cloud classification. The Joint Fusion Convolutional Neural Network (JFCNN) [11] was presented to utilize a joint fusion layer to integrate the learned multimodal information and the learned visual information for cloud representation.
III. APPROACH
In this section, we describe our method in detail, including deep feature extraction, hierarchical multimodal fusion and loss function. The framework of HMF is shown in Figure 2 .
A. DEEP FEATURE EXTRACTION 1) DEEP VISUAL FEATURES
In order to learn heterogeneous features simultaneously, the proposed HMF contains two subnetworks, i.e., visual subnetwork and multimodal subnetwork. The visual subnetwork is defined to extract deep visual features from ground-based cloud images. We employ ResNet-50 [28] as the backbone of visual subnetwork, and the structure of ResNet-50 is shown in Table 1 . The Conv2_x -Conv5_x include four kinds of basic building blocks resulting 16 building blocks in ResNet-50 where each building block contains three convolutional layers. Here, the kernel sizes of convolutional layers in each building block are 1 × 1, 3 × 3 and 1 × 1, respectively. Furthermore, we slightly modify ResNet-50 to adapt the proposed fusion strategy. Specifically, the last FC layer of ResNet-50 is eliminated, and the output of the average pooling layer is regarded as the deep visual feature which is a vector in the dimensionality of 2, 048. The deep visual feature contains the complex non-linear cloud information due to the very deep structure of visual subnetwork, which is beneficial to the subsequent fusion. 
2) DEEP MULTIMODAL FEATURES
The multimodal information of clouds contains different semantic information compared with ground-based cloud images, and therefore combination of the visual information and the multimodal information could obtain the completed representation for ground-based clouds. In this work, we mainly apply four kinds of multimodal information, i.e., temperature, humidity, pressure and wind speed. Hence, one ground-based cloud sample consists of one ground-based cloud image and four kinds of multimodal information, and additionally we gather the multimodal information to generate a vector. In order to learn features from a vector, we design the multimodal subnetwork as a MLP. The MLP consists of six FC layers, where the neuron numbers are 64, 128, 256, 512, 1024 and 2048, respectively. To be compatible with the deep visual feature, we set the dimensionality of the last layer in the multimodal subnetwork to 2, 048. The output of multimodal subnetwork is regarded as the deep multimodal feature where the dimensionality is the same as the deep visual feature.
B. HIERARCHICAL MULTIMODAL FUSION
The traditional methods for multimodal ground-based cloud classification [10] , [11] usually apply shallow fusion strategies which only capture partial correlations between heterogeneous features. In order to overcome the limitation, HMF is proposed to deeply mine the complex relationship between deep visual features and deep multimodal features. Specifically, HMF fuses the heterogeneous features via different level fusions, i.e., low-level fusion and high-level fusion. As for the low-level fusion, it fuses deep visual features and deep multimodal features in a concatenated way so that the fused features are modality-specific. With this above consideration, the low-level fusion is defined as:
where f 1 and f 2 represent the deep visual feature and the deep multimodal feature respectively, [.,.] means the operation of concatenation, and α is a positive number to determine the importance of the deep multimodal feature.
In order to further mine the correlations between deep visual features and deep multimodal features, we propose the high-level fusion strategy which is implemented by fusing the output of low-level fusion and the heterogeneous features. It is formulated as:
where λ 1 and λ 2 are the weights to determine the contribution degrees of deep visual features and deep multimodal features, and g(.) is an operation of dimensional reduction, which transforms the dimensionality of F 1 to be consistent with those of f 1 and f 2 . g(.) is implemented by a FC layer with 2, 048 neurons. In the proposed HMF, we utilize the high-level fusion feature F 2 as the final representation for cloud classification. In a word, there are two properties for HMF. Firstly, HMF is a kind of deep fusion because it fuses deep visual features and deep multimodal features multiple times using the low-level and high-level fusions, which could learn the complex correlations between deep visual features and deep multimodal features. Secondly, HMF possesses a relative deep structure compared with the traditional shallow fusion, which could deeply mine the rich semantic information from the heterogeneous features.
C. LOSS FUNCTION
In order to optimize deep visual features and deep multimodal features, we utilize the cross-entropy loss to optimize parameters in HMF. The cross-entropy loss is employed to measure the similarity between the predicted probability distribution of cloud types and the real probability distribution of cloud types. Specifically, the predicted probability distribution is computed by the softmax function:
where x j indicates the output of the j-th neuron in the last FC layer, J is the number of cloud types, and y j ∈ [0,1] is the probability of the j-th cloud type. The cross-entropy loss is formulated as:
where q j indicates the probability score of the real probability distribution. When j is the ground-truth label, q j = 1, otherwise, q j = 0. During the training process, we employ the Stochastic Gradient Descent (SGD) to optimize parameters of HMF.
IV. EXPERIMENTAL RESULTS

A. DATASET
We experimented on the MGCD dataset to verify the effectiveness of HMF. The MGCD dataset contains 8, 000 ground-based cloud samples of 7 cloud types, and each sample includes two kinds of data, i.e., ground-based cloud image and multimodal information. With the criterion published by World Meteorological Organization [29] , seven cloud types include 1) cumulus, 2) altocumulus and cirrocumulus, 3) cirrus and cirrostratus, 4) clear sky, 5) stratocumulus, stratus and altostratus, 6) cumulonimbus and nimbostratus, 7) mixed cloud. Figure 3 shows some cloud examples where the multimodal information is embedded in the cloud image, and Table 2 lists sample numbers of seven cloud types. The ground-based cloud image is collected by a sky camera with fisheye lens which are able to capture the cloud image with a wide view angle. The ground-based cloud image is stored in the JPEG format and its pixel resolution is 1, 024 × 1, 024. The weather station is used to collect the multimodal information which includes temperature, humidity, pressure and wind speed, and the four elements are stored in a vector. Note that the ground-based cloud image and the multimodal information in each sample are captured simultaneously. The MGCD dataset consists of 4, 000 training samples and 4, 000 test samples.
B. IMPLEMENTATION DETAILS
As for the training set, the ground-based cloud images are resized to 224 × 224 and normalized by the operations of subtracting mean values and dividing the standard deviation values. Then, we perform the random rotation with degrees in the range of [−25, 25] , and execute the random horizontal flip and random vertical flip both with the probability of 0.5. As for the test set, we resize the image into 224 × 224, and conduct the same normalization operation as the training set.
As for the multimodal information, we normalize all of them into the range of 0 to 255. The visual subnetwork is initialized by the pre-trained ResNet-50. The weights of all FC layers are initialized by a standard normal distribution, and the biases of all FC layers are first set to 0. The training epoch is set to 50, and the batch size is 32. The initial learning rate is set to 3 × 10 −4 , and the learning rates of epoch 25 and epoch 45 are decayed at 0.2 times of the initial learning rate. After extracting cloud features, we utilize Support Vector Machine (SVM) for cloud classification.
C. PERFORMANCE EVALUATION
In this subsection, a series of experiments are conducted to evaluate the performance of our method. Specifically, we first verify the advantages of HMF. Then, we compare HMF with state-of-the-art methods and analyze the influence of the multimodal information on the cloud classification performance.
1) ADVANTAGES OF HMF
In this subsection, we verify the advantages of HMF in heterogeneous feature fusion, and Table 3 image; VF+MI indicates that the deep visual feature and the multimodal information are concatenated; VF+MF represents to concatenate the deep visual feature and the deep multimodal feature; F 1 means the output of the low-level fusion layer; F 2 indicates the output of the high-level fusion layer. It should be noticed that F 2 is the proposed HMF. From Table 3 , we can make several conclusions. Firstly, compared with other methods, we can see that F 2 (HMF) obtains the best classification result. Secondly, MF and VF are inferior to other methods, because single kind of feature can not represent ground-based cloud completely. Thirdly, VF+MI performs better than VF because the multimodal information contains different semantic information which is complementary to the visual information. Fourthly, VF+MF surpasses VF+MI due to the deep multimodal feature learned by the multimodal subnetwork. Fifthly, since the deep visual feature and the deep multimodal feature are jointly learned in the low-level fusion, the accuracy of F 1 is 1.38% higher than that of VF+MF. It demonstrates that the deep fusion in HMF could learn more semantic information between heterogeneous features. Finally, the accuracy of F 2 is higher than that of F 1 . It is because the proposed HMF adopts to multiple deep fusion strategy, which could learn complex correlations between the deep visual feature and the deep multimodal feature.
2) COMPARISON WITH STATE-OF-THE-ART METHODS
In this subsection, we compare HMF with state-of-the-art methods including Bag-of-Words (BoW), Pyramid BoW (PBoW), Local Binary Pattern (LBP), Completed LBP (CLBP), and CNN. BoW first extracts SIFT features, and then employs K -means algorithm to obtain the codebook with 300 codewords. Finally, a 300-dim feature vector based on the codebook is used to represent the ground-based cloud. PBoW considers the spatial relationship based on BoW, and it calculates histograms on three different spatial levels. The final feature vector is represented by concatenating all these histograms resulting a 6, 300-dim vector. LBP calculates the LBP value by comparing the differences of gray value between the center pixel and its neighbors. Compared with LBP, CLBP computes another two operators based on the center pixel and the magnitude differences between the center pixel and its neighbors. The three operators are combined in a joint manner to represent cloud images. P and R are both significant parameters in LBP and CLBP where P indicates the number of neighbors in a local region, and R indicates the radius of a local region. In our experiments, we evaluate the classification results when P and R are set to (8, 1) , (16, 2) , (24, 3) , and we employ the rotation invariant uniform patterns for LBP and CLBP marked by superscript riu2. We also employ CNN to extract deep features of ground-based clouds. The framework of CNN is based on ResNet-50, in which the neuron number of the last FC layer is changed to 7. The average pooling layer outputs the final representation of the ground-based cloud which is a 2, 048-dim vector. The comparison results of state-of-the-art methods and the proposed method are listed in Table 4 , in which we can draw several conclusions. Firstly, we can see that HMF outperforms other methods, and even when these methods are combined with the multimodal information. It is because the proposed HMF fuse the heterogeneous features multiple times in the framework of CNN. Secondly, the methods with the multimodal information in the right column of Table 4 achieve better results than those of left column. It is because the multimodal information contains the complementary semantic information which makes the cloud representations completely. Finally, VF outperforms CNN by 4.55% owing to jointly learning the ground-based cloud image and the multimodal information.
D. PARAMETERS ANALYSIS
In this section, we tune several parameters in HMF, i.e., the layer number of MLP, the coefficients in hierarchical fusion, i.e., α, λ 1 , and λ 2 , and different fusion strategies.
In the multimodal subnetwork, we employ MLP to learn deep multimodal features. In order to analyze the influence of layer number, we show the classification results with different layers in Figure 4 . It should be noticed that when the layer number is 7, the neuron numbers are 32, 64, 128, 256, 512, 1024 and 2048 in sequence, and as the layer number decreases, we eliminate the front layers of MLP correspondingly. For example, when the layer number is equal to 6, the neuron numbers of MLP are 64, 128, 256, 512, 1024 and 2048 in sequence, and while the layer number is 2, the neuron numbers of MLP are 1024 and 2048 in sequence. Figure 4 shows that when the layer number is set to 6, we obtain the best result. 
2) COEFFICIENTS IN HIERARCHICAL FUSION
Our method fuses heterogeneous features in different levels, i.e., low-level fusion and high-level fusion, where α in Equation 1 determines the significance of f 2 in the low-level fusion, and λ 1 and λ 2 in Equation 2 are used to balance the importance of f 1 and f 2 in the high-level fusion. We evaluate the performances of HMF with different parameters, and Figure 5 shows classification results with different α. From Figure 5 , we can see that when α is set to 0.9, the proposed HMF obtains the best result. We also present the classification results of HMF with different λ 1 and λ 2 in Table 5 where HMF achieves the highest classification result when λ 1 and λ 2 are both set to 0.9.
3) DIFFERENT FUSION STRATEGIES
The proposed HMF is implemented by Equation 1 and Equation 2. In order to prove the effectiveness of our fusion strategy, we analyze several other fusion strategies. Table 6 lists the classification results of different fusion strategies, from which we can conclude that our method surpasses the strategies which only take the quadratic sum and sum squares by 1 
V. CONCLUSION
In this paper, we propose a hierarchical multimodal feature fusion method for ground-based cloud image classification. Our method contains visual subnetwork and multimodal subnetwork which are used to learn deep visual features and deep multimodal features respectively. In order to mine deep correlations between these two features, we employ the hierarchical fusion method which fuses the heterogeneous features in different levels, i.e., low-level fusion and highlevel fusion. To train the framework of HMF, we employ one loss function to train the overall framework of HMF so as to represent ground-based cloud images more completely. Compared to state-of-the-art methods for ground-based cloud classification, the proposed HMF achieves prominent performance on the MGCD dataset, which verifies its effectiveness in ground-based cloud classification. XIAOZHONG CAO received the Ph.D. degree in automatic control theory and application from the Institute of Automation, Chinese Academy of Sciences, in 1997. He is currently a Professor with the Meteorological Observation Centre, China Meteorological Administration. His current research interests include the theory of meteorological observation and climate change, and the automatic meteorological observation. VOLUME 7, 2019 
