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We study the probability distribution function (PDF) of the smallest eigenvalue of
Laguerre-Wishart matrices W = X†X where X is a random M × N (M ≥ N) ma-
trix, with complex Gaussian independent entries. We compute this PDF in terms of
semi-classical orthogonal polynomials, which are deformations of Laguerre polynomials.
By analyzing these polynomials, and their associated recurrence relations, in the limit of
large N , large M with M/N → 1 – i.e. for quasi-square large matrices X – we show that
this PDF, in the hard edge limit, can be expressed in terms of the solution of a Painlevé
III equation, as found by Tracy and Widom, using Fredholm operators techniques. Fur-
thermore, our method allows us to compute explicitly the first 1/N corrections to this
limiting distribution at the hard edge. Our computations confirm a recent conjecture by
Edelman, Guionnet and Péché. We also study the soft edge limit, whenM−N ∼ O(N),
for which we conjecture the form of the first correction to the limiting distribution of
the smallest eigenvalue.
1. Introduction
The study of extreme eigenvalue statistics in Random Matrix Theory (RMT) has
attracted much attention during the last twenty years. In particular, the Tracy-
Widom (TW) distributions [1,2] describing the largest eigenvalue λmax (as well
as the smallest one, λmin) in the classical Gaussian ensembles, orthogonal (GOE,
β = 1), unitary (GUE, β = 2) and symplectic (GSE, β = 4) – where β is the
Dyson index – have become cornerstones of the theory of extreme value statistics
of strongly correlated variables. Quite remarkably, it was shown that the TW distri-
butions, denoted by Fβ in the following, appear in a wide variety of problems [3], a
priori not directly related to RMT, ranging from the longest increasing sequence of
random permutations of integers [4], stochastic growth and related directed poly-
mer models in the Kardar-Parisi-Zhang [5] universality class [6,7,8,9,10,11] and
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2sequence alignment problems [12] to non-intersecting interfaces and Brownian mo-
tions [13,14,15] as well as in finance [16]. While the TW distribution describes the
typical fluctuations of λmax and λmin, a large body of work has also been devoted
to the study of large deviations of extreme eigenvalues in Gaussian ensembles [17].
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Figure 1. Plot of the Marchenko-Pastur distribution for c < 1 (left) and for c = 1 (right).
Another interesting ensemble of random matrices, which we focus on in this
paper, is the so-called Wishart-Laguerre ensemble – here we focus on the case of
complex matrices (β = 2). LetX be aM×N rectangular matrix with i.i.d. complex
Gaussian entries and M −N = a ≥ 0. The Wishart-Laguerre matrix W is defined
as W = X †X which is thus a N ×N Hermitian matrix, having N real and positive
eigenvalues λ1, λ2, · · · , λN . The joint probability density function (PDF) of these
N eigenvalues is given by [18,19]
Pjoint(λ1, λ2, · · · , λN ) = 1
ZN
N∏
i<j
(λi − λj)2 exp
(
−
N∑
i=1
λi
)
N∏
i=1
λai , (1.1)
where λ1, λ2 ... λN are positive and where ZN is a normalization constant, depend-
ing on a. These Wishart-Laguerre matrices play an important role in statistics, in
particular in principal component analysis, where the matrixW is a covariance ma-
trix. Hence in this case both M and N , and thus a = M −N , are positive integers.
However, this joint PDF in Eq. (1.1) is well defined for any real value of a ≥ 0,
3which, for some non-integer value of a, may have some physical applications. An
interesting example is the case of non-intersecting Brownian excursions [20], i.e., N
non-colliding positive Brownian paths xi(t) ≥ 0 on the unit time interval t ∈ [0, 1]
constrained to start and end at the origin xi(0) = xi(1) = 0. The joint PDF of the
positions of the N walkers, at a given time t, can indeed be written as [21]
Pjoint(x1, · · · , xN ; t) = 1
zN (t)
N∏
i=1
x2i
N∏
i<j
(x2i − x2j )2 exp
(
−
N∑
i=1
x2i
σ2(t)
)
, (1.2)
where σ2(t) = 2t(1 − t) and zN (t) is a normalization constant. From this expres-
sion (1.2) we obtain that the scaled variables x2i /σ2(t) behave statistically like the
eigenvalues of random matrices from the Wishart-Laguerre ensemble (1.1) with a
non-integer parameter a = 1/2. Hence it is physically relevant to study the joint
distribution in Eq. (1.1) for any real a ≥ 0.
A first important characteristic associated to this ensemble (1.1) is the mean
density of eigenvalues, ρ(λ,N), defined by
ρ(λ,N) =
1
N
N∑
i=1
δ(λi − λ), (1.3)
where the overline denotes an average over the different realizations of the random
variables λi’s according to the joint PDF in Eq. (1.1). In the large N limit, it is
well known that ρ(λ,N) is given by the Marchenko-Pastur (MP) distribution (see
Fig. 1)
ρ(λ,N) →
N→∞
1
N
ρMP
(
λ
N
)
, (1.4)
ρMP (x) =
√
(x− x−)(x+ − x)
2pix
, (1.5)
where x± = (c−1/2 ± 1)2 are the right and left edges of the support, with c =
N/M ≤ 1. The case where c < 1 corresponds to the case where a ∼ O(N). Here,
we mainly focus on the case c = 1 which corresponds instead to the case where a
is finite, while both N and M are large. In this case, which we will mainly focus
on in this paper, the MP distribution takes the particular form (see the left panel
of Fig. 1)
ρMP (x) =
1
2pi
√
4− x
x
. (1.6)
At the right edge, near x+ = 4, ρMP (x) vanishes as a square-root, ρMP (x) ∝
√
4− x
and therefore the fluctuations near this soft edge are governed, for large N , by
the Airy kernel. In particular, the distribution of the largest eigenvalue λmax,
appropriately shifted and scaled, converges, when N →∞, to the TW distribution
F2 mentioned above (the same as for GUE) [6,22]. It is now well known that this
distribution can be expressed in terms of a special solution of a Painlevé II equation.
While this connection to Painlevé transcendents was initially obtained by Tracy and
4Widom using Fredholm operator techniques, Nadal and Majumdar [23] provided,
more recently, a derivation of this result (for β = 2) using semi-classical orthogonal
polynomials (OPs), see also Ref. [24]. This method is at the heart of the present
paper.
On the other hand, at the left edge, x− = 0, ρMP (x) has a square-root singu-
larity, ρMP (x) ∝ 1/
√
x (see the left panel of Fig. 1). What about the fluctuations
of the smallest eigenvalue λmin in this case? One can estimate the typical scale
of λmin, for large N , by considering that there is typically one eigenvalue in the
interval [0, λmin], i.e.,
N
∫ λmin
0
ρ (λ,N) dλ ∼ O(1) , (1.7)
which implies that λmin ∼ O(1/N). Within this scale O(1/N), the fluctuations are
governed by the Bessel kernel [25,26]. Furthermore, it has been shown that the
distribution of Nλmin converges to a limiting form which (i) is different from the
standard TW distribution F2 and depends continuously on the exponent a in (1.1)
and (ii) can be written in terms of a special solution of a Painlevé III equation [27].
If one introduces FN (t) = Pr(λmin ≥ t) then, one has indeed
lim
N→∞
FN
( x
N
)
= F∞(x), F∞(x) = exp
(∫ x
0
f(u)
u
du
)
, (1.8)
where f(x) is the unique solution of a Painlevé III [27]:
(xf ′′)2 + 4f ′(1 + f ′)(xf ′ − f) = (af ′)2 , (1.9)
satisfying
f(x) ∼ − x
a+1
Γ(a+ 1)Γ(a+ 2)
, as x→ 0 . (1.10)
This result (1.8) was shown by Tracy and Widom using Fredholm operator tech-
niques [27]. Note that for integer values of a, the limiting distribution F∞(x) can
be written as an a× a determinant whose entries are expressed in terms of Bessel
functions (see Eq. (C.1) below) – a result which can be obtained by clever manip-
ulations of determinants [28]. In particular for a = 0 the result is extremely simple
as FN (x) = exp (−N x) for all N , implying f(x) = −x, which is obviously solution
of Eq. (1.9) with the boundary condition (1.10).
The limiting distribution of λmin for complex Wishart matrices, in the limit
N → ∞, is thus well known (1.8) – we refer the reader to Ref. [29] to a recent
work on the smallest eigenvalue for real Wishart matrices in the hard edge limit.
What about the finite N corrections to this asymptotic form? Such a question
is quite natural for practical applications of extreme value statistics (EVS), where
one always deals with finite samples – here matrices of finite size. This issue was
recently revisited for EVS of independent and identically distributed random vari-
ables using a renormalization group approach [30]. For EVS of strongly correlated
variables, there are actually few cases where these corrections have been worked out
5explicitly, including random walks [31], the largest eigenvalue of random matrices
belonging to various ensembles [32,33,34,35], non-intersecting Brownian motions
[36] or (Poissonized) random matchings [37]. For real Wishart matrices, the first
corrections to the limiting distribution of the smallest eigenvalue in the soft edge
limit were studied in Ref. [35] where it was shown that corrections to the limiting
distribution of λmin and λmax are quite different, although the limiting distributions
for both observables are actually the same, namely the TW distribution for GOE,
F1. What about the corrections to the limiting distribution F∞ in Eq. (1.8) of λmin
for complex Wishart matrices in the hard edge limit? This question was recently
raised by Edelman, Guionnet et Péché [38] in their study of finite size covariance
matrices with non-Gaussian entries. Based on the large N expansion of the exact
formulas obtained in Ref. [28] for small integer values of a, they conjectured the
following form of the first 1/N -correction
FN
( x
N
)
= F∞(x) +
a
2N
xF ′∞(x) + o
(
1
N
)
. (1.11)
Note that this first 1/N correction in Eq. (1.11) can be interpreted as a correction
to the width, i.e.,
FN
( x
N
)
= F∞
(
x
(
1 +
a
2N
))
+ o
(
1
N
)
. (1.12)
It is interesting to notice [37] that for most of the cases which have been studied
in RMT [32,33,34], it was actually found that the first order correction to the
limiting distribution of extreme eigenvalue actually corresponds to a correction of
the scaling variable, as in Eq. (1.12). One exception concerns the smallest eigenvalue
of real Wishart matrices in the soft-edge limit, where the first correction has a more
complicated structure [35].
The main goal of this paper is to provide an explicit computation of this first
correction in the hard edge limit and we will show that it has indeed the conjec-
tured form given above in Eq. (1.11). To perform this computation, we will use a
method relying on semi-classical OPs, in the spirit of Refs. [23] and [24,39]. As we
will see, our method does not only allow us to compute explicitly the first 1/N cor-
rections but provides also a rather straightforward derivation of the expression for
the limiting distribution F∞(x) in terms of the solution of a Painlevé III equation,
without using Fredholm operators theory but relying instead only on the recurrence
relations associated to the (semi-classical) OPs system. Finally, we will also study
the first finite N corrections to the limiting distribution of λmin at the soft edge.
Note that after the results obtained in the present paper were presented in a
conference [40], another independent proof of the conjecture in Eq. (1.11) was
achieved in Ref. [41], using operator theoretic techniques. More recently, yet an-
other independent proof of this conjecture was given in Ref. [42].
62. Summary of main results and outline of the paper
The distribution of the smallest eigenvalue λmin = min
1≤i≤N
λi is given by
FN (t) = Prob(λmin ≥ t) =
∫ ∞
t
dλ1
∫ ∞
t
dλ2...
∫ ∞
t
dλNPjoint(λ1, λ2, · · · , λN ) .
(2.1)
In this paper, we will compute FN (t) using semi-classical OPs {pik(λ)}k∈N which
are polynomials of the variable λ while t and a are parameters (for the sake of
clarity in the notations, this dependence is omitted here):
〈pik|pik′〉 =
∫∞
t
e−λλapik(λ)pik′(λ)dλ = hkδk,k′ ,
pik(λ) = λ
k + ζkλ
k−1 + ...
(2.2)
The cumulative distribution FN (t) can be expressed, using standard manipulations,
in terms of the norms hk’s as
FN (t) =
N !
ZN
N−1∏
k=0
hk . (2.3)
As we will see, the norms hk’s can be computed from the three term recurrence
relation satisfied by the OPs
λpik = pik+1 + Skpik +Rkpik−1 , (2.4)
from which we deduce the following important relations:
Rk =
hk
hk−1
, (2.5)
Sk = −t∂t log hk + 2k + a+ 1 , (2.6)
ζk = −
k−1∑
i=0
Si . (2.7)
Note that the starting point of our analysis is very similar to the one of Basor
and Chen in Ref. [39] but the analysis of the recursion relations is different. In
particular, we do not make use of ladder operators techniques, which are heavily
used in Ref. [39]. In addition, we provide an asymptotic analysis of this OP system
(2.2) for large N , beyond the leading order.
In section 3, we will study the variables Sk, Rk, hk and ζk. In particular, we
will show that Sk and Rk satisfy a coupled set of equations, named Schlesinger
equations in the literature on OPs
Sk −Rk+1 +Rk = t∂tSk,
2− Sk+1 + Sk = t∂tRk+1
Rk+1
.
(2.8)
This system of equations, together with the initial condition given in Eq. (3.33)
below, determines uniquely the values of Rk and Sk for all values of k, as they
7can be computed by induction. It is however quite difficult to analyze the large N
behavior of RN and SN using only this set of equations (2.8). To circumvent this
difficulty, it is customary to use another set of relations, called the Laguerre-Freud
equations, which we derive here using the method based on Turán determinants,
as developed in Ref. [43]. They read
Rk+2 −Rk = Sk+1(2k + 4 + a+ t− Sk+1)− Sk(2k + a+ t− Sk)− 2t,
Sk+1(Sk+1 − t) = Rk+1(2k + 1 + a+ t− Sk+1 − Sk)
− Rk+2(2k + 5 + a+ t− Sk+2 − Sk+1).
(2.9)
Some details of this derivation have been relegated in Appendix A.
In section 4, by manipulating these two sets of equations (2.8) and (2.9), we show
that FN (t), for finite N , is related to a special solution of a Painlevé V equation [see
Eqs. (4.3, 4.15)], thus recovering a previous result of Tracy and Widom. Section 5
is devoted to the hard edge scaling limit:
N →∞, t→ 0, x = N t ∈ R+ fixed . (2.10)
It is known that the limiting distribution F∞(x) can be obtained by analyzing the
large N limit of this Painlevé V equation in Eqs. (4.3, 4.15), obtained for finite N ,
leading to (1.8) and (1.9). As we show in section 5, the finite N corrections are
then easily obtained from the Schlesinger equation (2.8), from which we obtain Eq.
(1.11). Finally, section 6 is devoted to the soft edge scaling limit, when a ∼ O(N),
for N large.
3. Semi-classical Orthogonal Polynomials
To study this OP system (2.2) it is useful [23] to introduce a deformation parameter
α and study the following OP system
〈pik|pik′〉 =
∫∞
t
e−αλλapik(λ)pik′(λ)dλ = hkδk,k′ ,
pik(λ) = λ
k + . . . ,
(3.1)
such that the norms hk’s are defined by
hk = 〈pik|pik〉. (3.2)
As we show here, some useful relations can be obtained by varying α. Eventually,
we will of course set α = 1 (2.2). The first polynomials can be computed from (3.1)
to obtain
pi0(λ) = 1 , (3.3)
pi1(λ) = λ− 1 + a
α
− e
−tαt(tα)a
Γ(1 + a, tα)
, (3.4)
where Γ(ν, x) =
∫∞
x
yν−1e−ydy is the incomplete gamma function. Obviously, the
expression of the OPs pik becomes more and more complicated as k grows. The
8polynomials pik being OPs, they satisfy a three-term recursion relation, which can
be obtained as follows. As λpik is a polynomial of degree k+ 1, we can expand it on
the basis of these OPs. Because 〈pik−2−i|λpik〉 = 0 if i ≥ 0, we can write the three
term recurrence relation [44]:
λpik = pik+1 + Skpik +Rkpik−1, (3.5)
where, by definition
Skhk = 〈pik|λpik〉, (3.6)
Rkhk−1 = 〈pik−1|λpik〉. (3.7)
From (3.3) and (3.4), we can compute the first terms
h0 =
∫∞
t
e−αλλadλ =
Γ(1 + a, αt)
αa+1
,
S0 = −∂α log h0 = 1 + a
α
+
e−tαt(tα)a
Γ(1 + a, tα)
,
R0 = 0,
ζ0 = 0.
(3.8)
3.1. Schlesinger equations
In this section, we derive a couple of recursion relations called the Schlesinger
equations that couple Rk and Sk. We first write
Rkhk−1 = 〈pik−1|λpik〉 = 〈λpik−1|pik〉 . (3.9)
Therefore, using Eq. (3.5) with the substitution k → k − 1, we have 〈λpik−1|pik〉 =
〈pik|pik〉 = hk and finally we obtain the standard relation
Rk =
hk
hk−1
. (3.10)
On the other hand, using the definition of the scalar product in (3.1), we have
Skhk = 〈pik|λpik〉 =
∫ ∞
t
e−αλλa λpi2k(λ) dλ = −∂α〈pik|pik〉 = −∂αhk, (3.11)
from which we deduce the relation between Sk and hk
Sk = −∂α log hk. (3.12)
By combining Eq. (3.12) and Eq. (3.10), we obtain straightforwardly
Sk+1 − Sk = −∂α log hk+1
hk
= −∂α logRk+1. (3.13)
9We now study the coefficient ζk of the term of degree k − 1 in the polynomial pik
[see Eq. (2.2)]:
pik(λ) = λ
k + ζkλ
k−1 + ... (3.14)
Taking the derivative of this equation with respect to (w.r.t.) α we obtain
∂αpik(λ) = ∂αζkλ
k−1 + . . . . (3.15)
Multiplying both sides of Eq. (3.15) by λ and projecting on pik yields
∂αζkhk = 〈λ∂αpik|pik〉. (3.16)
Besides, by looking at the term of degree k, i.e. ∝ λk, in Eq. (3.5) we find a
recursion relation between Sk and ζk
ζk = ζk+1 + Sk , (3.17)
which can be solved for ζk, using the initial condition (3.8), to get
ζk = −
k−1∑
i=0
Si. (3.18)
Furthermore, by differentiating Eq. (3.11) w.r.t. to α we have
∂α(Skhk) = −
∫ ∞
t
e−αλλα λ2 pi2k(λ) dλ+ 2
∫ ∞
t
e−αλλα λ∂αpik(λ)pik(λ) dλ
= −〈λpik|λpik〉+ 2〈λ∂αpik|pik〉 , (3.19)
where, in the second line, we have simply used the definition of the scalar product
in (2.2). Using the three-term recurrence relation (3.5) to rewrite the first term
and Eq. (3.16) to rewrite the second one, we have
∂α(Skhk) = −hk+1 − S2khk −R2khk−1 + 2∂αζkhk . (3.20)
We can also write
∂α(Skhk) = (∂αSk)hk + Sk(∂αhk) . (3.21)
By replacing the left hand side of Eq. (3.20) by Eq. (3.21), dividing the resulting
equation by hk and using Eqs. (3.10) and (3.12), we obtain a last recursion relation
between Rk, Sk and ζk
Rk+1 +Rk = −∂αSk + 2∂αζk . (3.22)
Combining Eq. (3.17) and (3.22), we have
Rk+1 +Rk = ∂αζk+1 + ∂αζk. (3.23)
And finally, with the initial condition R0 = ζ0 = 0 in Eq. (3.8) we obtain
∂αζk = Rk . (3.24)
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Therefore substituting this relation in Eq. (3.22) we finally obtain a closed system
of two coupled recursion relations between Sk and Rk
Rk+1 −Rk = −∂αSk,
Sk+1 − Sk = −∂α logRk+1 ,
(3.25)
where the second equation was previously obtained in Eq. (3.13).
Our goal now is to relate α-derivatives to t-derivatives, i.e., find a relation
between ∂αhk and ∂thk. Differentiating Eq. (3.2) w.r.t. t, using that 〈∂tpik|pik〉 = 0
as ∂tpik is a polynomial of degree k − 1 (2.2), we have
∂thk = −e−αttapi2k(t). (3.26)
We now start from the expression of ∂αhk given in Eq. (3.11) and use integration
by parts to obtain
− ∂αhk =
∫ ∞
t
dλpi2k(λ)e
−αλλa+1,
=
[− 1
α
e−αλλa+1pi2k(λ)
]λ=∞
λ=t
(3.27)
+
1
α
∫ ∞
t
dλe−αλλa
(
(a+ 1)pi2k(λ) + 2λpik(λ)∂λpik(λ)
)
,
=
1
α
(−t∂thk + (a+ 1)hk + 2〈pik|λ∂λpik〉) , (3.28)
where we have used Eq. (3.26). We can easily calculate the last scalar product
〈pik|λ∂λpik〉 = 〈pik|(kλk + ...)〉 = khk , (3.29)
to obtain the desired relation between ∂αhk and ∂thk
α∂αhk = t∂thk − (2k + a+ 1)hk. (3.30)
With this relation (3.30), it is then straightforward to relate ∂αRk and ∂αSk to
∂tRk and ∂tSk, using (3.10) and (3.12). Note that from now on, we set α = 1
Sk = −t∂t log hk + (2k + a+ 1). (3.31)
We finally obtain, using Eq. (3.25), the so-called Schlesinger equations [45]
Sk −Rk+1 +Rk = t∂tSk,
2− Sk+1 + Sk = t∂t logRk+1.
(3.32)
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Note that, for α = 1, the initial condition (3.8) reads
h0 =
∫∞
t
e−λλadλ = Γ(1 + a, t),
S0 = −t∂t log h0 + a+ 1 = e−tta+1Γ(1+a,t) + a+ 1,
R0 = 0,
ζ0 = 0.
(3.33)
Using the Schlesinger equations (3.32) and this initial condition (3.33), we can
compute step by step all the terms for arbitrary k.
We end up this section by providing a useful relation between ζk [see Eq. (3.14)]
and the cumulative distribution of the smallest eigenvalue FN (t) = Prob( min
1≤i≤N
λi ≥
t). One has
FN (t) =
∫ ∞
t
dλ1
∫ ∞
t
dλ2...
∫ ∞
t
dλN Pjoint(λ1, λ2, · · · , λN ) = N !
ZN
N−1∏
k=0
hk, (3.34)
where the last equality is obtained by using the classical tricks of replacing the
Vandermonde determinant by the determinant built from the OPs pik’s (2.2) and
then use the Cauchy-Binet formula [18,19]. Using Eq. (3.18) with (3.31) as well as
(3.30) , we can write
ζN = −N(N + a) + t∂t log
(
N−1∏
k=0
hk
)
. (3.35)
And therefore, from the expression of FN (t) given in Eq. (3.34), we have
ζN = −N(N + a) + t∂t log (FN (t)) . (3.36)
This expression thus provides a link between ζN , which is the first non trivial
coefficient of the OP’s [see Eq. (3.14)] and the cumulative distribution of the
smallest eigenvalue.
3.2. Laguerre-Freud equations
In this section, we derive another set of recursion relations between the coefficients
Rk’s and Sk’s, the so-called Laguerre-Freud equations, following the procedure used
by Belmehdi and Ronveaux in [43]. To derive these equations, we start by searching
two functions Ψ and Φ, which are polynomials in λ, satisfying for any polynomial p
〈Ψ|p〉 = 〈Φ|p′〉 , (3.37)
where the polynomials Φ and Ψ may depend explicitly on the parameters t and
a and p′(λ) ≡ ∂λp(λ). Denoting by w(λ) = e−λλa the weight associate to the
12
scalar product in Eq. (2.2) and using an integration by parts, this relation (3.37)
is satisfied provided that
Ψw + (Φw)′ = 0 and Φ(λ = t) = 0. (3.38)
We find that the simplest non trivial solution to this equation is given by
Ψ(λ) = λ2 − (2 + a+ t)λ+ t(1 + a),
Φ(λ) = λ2 − tλ .
(3.39)
Then, using this property (3.37) for p = pi2k and for p = pikpik+1, we can write after
expansion, using the three-term recursion relation (3.5)
I2,k − (2 + a+ t)I1,k + t(1 + a)I0,k = 2(J2,k − tJ1,k),
K2,k − (2 + a+ t)K1,k + t(1 + a)K0,k = L2,k − tL1,k,
(3.40)
where we have introduced the four family of integrals
Im,k = 〈λm|pi2k〉,
Jm,k = 〈λm|pikpi′k〉,
Km,k = 〈λm|pikpik+1〉,
Lm,k = 〈λm|(pik+1pik)′〉.
(3.41)
These integrals are all calculated (for m = 0, 1 and 2) in Appendix A. Using these
expressions together with Eq. (3.10), we find the two relations
Rk+1 +Rk + Sk(Sk − a− t− 2k − 2) + t(2k + 1 + a) = 2
k−1∑
i=0
Si,
(Sk+1 + Sk − 3− a− t− 2k)Rk+1 = 2
k∑
i=1
Ri +
k∑
i=0
S2i − t
k∑
i=0
Si.
(3.42)
We can rewrite these equations by subtracting rank k to the rank k + 1 and find
the two Laguerre-Freud recurrence equations (which are here of order 2):
Rk+2 −Rk = Sk+1(2k + 4 + a+ t− Sk+1)− Sk(2k + a+ t− Sk)− 2t,
Sk+1(Sk+1 − t) = Rk+1(2k + 1 + a+ t− Sk+1 − Sk)
− Rk+2(2k + 5 + a+ t− Sk+2 − Sk+1).
(3.43)
As we show below these two sets of equations (3.32) and (3.43) allow us to (i) derive
the connection to the Painlevé equation and (ii) perform the asymptotic analysis
of these coefficients for large N .
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4. Painlevé V equation for finite N
In this section, we proceed to the derivation of the Painlevé V equation, following
the method of Ref. [39]. First, it is useful to introduce the quantities [46]
θk = 2k + 1 + a− Sk,
ωk = −Rk − ζk.
(4.1)
Manipulating the Laguerre-Freud equations (3.43) we can prove (see Appendix B)
ω2k − θk(θk − a− 2k + t)ωk − θk(kt(k + a) + (θk + t)ζk) = 0 , (4.2)
which is a simple algebraic relation (and not a recursion relation) between the
different variables ωk, θk and ζk. Using the previous relations with the index k = N ,
we find from Eq. (3.36),
HN = t∂t log(FN (t)) = N(N + a) + ζN . (4.3)
Summing up the first Schlesinger equation (3.32) from k = 0 to k = N − 1, we find
N−1∑
k=0
Sk +
N−1∑
k=0
(Rk −Rk−1) = t∂t
N−1∑
k=0
Sk (4.4)
which can be simplified using (3.18), (3.8) and (4.1) to yield
− t∂tζN = −RN − ζN = ωN . (4.5)
On the other hand, using (4.3) and (4.5), we have
t∂tHN = −ωN = ζN +RN = HN −N(N + a) +RN . (4.6)
Taking a derivative of this equation w.r.t. t, we find
∂tRN = t ∂
2
tHN . (4.7)
From the second Schlesinger equation (3.32), we find
t∂tRN = RN (2− SN − SN−1) = RN (θN − θN−1) , (4.8)
where we have used (4.1). Using the relation derived in Appendix B in Eq. (B.9),
we can rewrite this recursion equation as a simple algebraic relation
t∂tRN = RNθN − ω
2
N
θN
. (4.9)
Therefore, combining (4.7) and (4.9), we find
t2∂2tHN = RNθN −
ω2N
θN
. (4.10)
On the other hand, from our Eq. (4.2) in which we inject the definition of ωN (4.1)
to eliminate ζN
N(N + a)t− (2N + a)ωN − tRN = RNθN + ω
2
N
θN
. (4.11)
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Summing and subtracting the last two equations (4.10) and (4.11), we obtain
2
ω2N
θN
= N(N + a)t− (2N + a)ωN − tRN − t2∂2tHN , (4.12)
2RNθN = N(N + a)t− (2N + a)ωN − tRN + t2∂2tHN . (4.13)
Multiplying these two equations (4.12) and (4.13) together, we find
4RNω
2
N = (N(N + a)t− (2N + a)ωN − tRN )2 −
(
t2∂2tHN
)2
. (4.14)
Finally, by using (4.6), we eliminate ωN and RN (by expressing them in terms of
HN and ∂tHN ) and find the equation
(
t∂2tHN
)2
= 4 (∂tHN )
2
(HN −N(N + a)− t∂tHN )+((2N + a− t)∂tHN +HN )2 ,
(4.15)
which is a Painlevé V equation in the Jimbo-Miwa-Okamoto σ form [47,48]. Note
that this equation coincides exactly with the equation first found by Tracy and
Widom in [49].
5. Large N asymptotic limit at the hard edge: Painlevé III and
first correction
In this section, we study the behavior of the quantities hN , RN , SN and ζN in
the hard edge limit (2.10), which, in the language of OPs, corresponds to a double
scaling limit. Of course, as we are eventually interested in the study of the cumula-
tive distribution of the smallest eigenvalue FN (t), we could perform this asymptotic
analysis directly on the Painlevé V equation (4.15), as done by Tracy and Widom
in their original study of GUE [1]. But it turns out to be much more convenient,
especially to extract the 1/N corrections, to perform this asymptotic analysis on
the Schlesinger (3.32) and Laguerre-Freud (3.43) equations.
To understand the structure of the coefficients hN , RN , SN and ζN in this
double scaling limit (2.10), it is useful to study their behavior for small t (keeping
N fixed). For t = 0, the OPs pik’s in Eq. (2.2) can be expressed in terms of the
generalized Laguerre polynomials
L
(a)
k (x) =
Γ(a+ k + 1)
k!
k∑
i=0
(
k
i
)
(−x)i
Γ(a+ i+ 1)
. (5.1)
Hence, thanks to standard properties of Laguerre polynomials, we easily obtain
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these coefficients, for t = 0, using (3.2), (3.10) and (3.31) as:
pik(λ)|t=0 = L(a)k (λ)k!(−1)k,
hk|t=0 = Γ(k + a+ 1)k!,
Rk|t=0 = k(k + a),
Sk|t=0 = 2k + a+ 1,
ζk|t=0 = −k(k + a).
(5.2)
We now take the index k = N . When t is closed to 0, we can use Eq. (3.26) and
find
∂thN = −tae−tpiN (t)2 = −taL(a)N (0)2N !2 + o(ta) = −ta
[Γ(N + a+ 1)]2
[Γ(a+ 1)]2
+ o(ta) .
(5.3)
Using (5.2), we can integrate and find the first correction
hN = Γ(N + a+ 1)N !− t
a+1[Γ(N + a+ 1)]2
Γ(a+ 2)Γ(a+ 1)
+ o(ta+1). (5.4)
We are interested in the scaling behavior when N goes to infinity, t goes to 0 with
x = Nt finite (2.10). In this double scaling regime, the expansion above reads
hN = Γ(N + a+ 1)N !
[
1− 1
N
(
xa+1
Γ(a+ 2)Γ(a+ 1)
+ o(xa+1)
)
+ o
(
1
N
)]
.(5.5)
This suggests the ansatz
hN = Γ(N + a+ 1)N !
[
1 +
1
N
f(x = N t) + o
(
1
N
)]
, (5.6)
where the function f has thus the small x expansion, read from Eq. (5.5)
f(x) = − x
a+1
Γ(a+ 2)Γ(a+ 1)
+ o(xa+1). (5.7)
We can introduce the ansatz (5.6) in the relations (3.10) and (3.31) which give RN
and SN in terms of the function f . We obtain
RN = N(N + a) + xf
′(x)− f(x) + o (1) ,
SN = 2N + a+ 1− 1
N
xf ′(x) + o
(
1
N
)
.
(5.8)
The first non trivial terms in Eq. (5.8) xf ′(x) − f(x) for RN and −(1/N)x f ′(x)
for SN are necessary to compute the leading order of the cumulative distribution,
F∞(x). To compute the first 1/N correction to the limiting distribution, we need
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to expand RN and SN in Eq. (5.8) to the next order in 1/N . One actually expects
the following expansion
RN = N(N + a) +
j∑
i=0
ri(x)N
−i + o
(
N−j
)
,
SN = 2N + a+ 1 +
j∑
i=1
si(x)N
−i + o
(
N−j
)
,
(5.9)
where the first term in this expansion are given in (5.8), i.e., r0(x) = xf ′(x)− f(x)
and s1(x) = −xf ′(x). Besides, using the exact relation ∂thN = −tae−tpiN (t)2 [see
Eq. (5.3)], one can show that ri(x) = o(x) as well as si(x) = o(x) when x → 0.
One can check, in principle, the validity of this expansion (5.11) order by order
in powers of 1/N by injecting it in the Schlesinger equations (3.32). Proving it
rigorously to arbitrary order j is however a hard task. However, here, we only need
this asymptotic expansion up to order O(1/N2), which can be obtained explicitly
as follows. To compute the second correction, we truncate the expansion (5.11) up
to the N−2 order and write
RN = N(N + a) + xf
′(x)− f(x) + r1(x)
N
+
r2(x)
N2
+ o(N−2) ,
SN = 2N + a+ 1− xf
′(x)
N
+
s2(x)
N2
+ o(N−2) .
(5.10)
In the hard edge limit N → ∞, t → 0, keeping x = Nt fixed, we can obtain the
expansion of RN+1 and SN+1 at the same order by replacing N by N +1 and using
(N + 1)t = x(1 + 1/N) in (5.12)
RN+1 = (N + 1)(N + 1 + a) + xf
′(x)− f(x) + 1N (r1(x) + x2f ′′(x))
+ 1N2 (r2(x) + xr
′
1(x)− r1(x) + 12x2f ′′(x) + 12x3f ′′′(x)) + o(N−2) ,
SN+1 = 2N + a+ 3− 1N xf ′(x) + 1N2 (s2(x)− xf ′(x)− x2f ′′(x)) + o(N−2) .
(5.11)
By injecting these two expansions into the Schlesinger equation (3.32), we find
(using t∂t = x∂x) at the first non trivial order (O(N−2) for the first Schlesinger
equation and at O(N−3) for the second)
s2(x)− xs′2(x) + r1(x)− xr′1(x) = 12 (x2f ′′(x) + x3f ′′′(x)) ,
2s2(x)− xs′2(x)− xr′1(x) = −ax2f ′′(x) + 12x3f ′′′(x)) ,
(5.12)
which can be solved as follows. First, by subtracting the first equation of (5.12) to
the second one, one obtains
s2(x) = r1(x)−
(
a+
1
2
)
x2f ′′(x) . (5.13)
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By injecting this relation (5.13) in the first equation of (5.12), one finds that r1
satisfies the following equation
r1(x)− xr′1(x) = −
a
2
(
x2f ′′(x) + x3f ′′′(x)
)
, (5.14)
which can be solved, using that r1(x) = o(x) as x→ 0, yielding
r1(x) =
a
2
x2f ′′(x) . (5.15)
Consequently, from Eq. (5.13) one has
s2(x) = −a+ 1
2
x2f ′′(x) . (5.16)
We finally find the two first terms of the expansion of RN and SN , for large N , as
RN = N(N + a) + xf
′(x)− f(x) + a
2N
x2f ′′(x) + o
(
1
N
)
,
SN = 2N + a+ 1− 1
N
xf ′(x)− a+ 1
2N2
x2f ′′(x) + o
(
1
N2
)
.
(5.17)
From the expansion of SN in Eq. (5.17), we compute ζN in the double scaling limit
(2.10), using Eq. (3.17), up to the second non-trivial order for large N
ζN = −(N + a)N + f(x) + a
2N
xf ′(x) + o
(
1
N
)
. (5.18)
Finally, from the expression of ζN we obtain the large N expansion of FN (t) in the
hard edge limit (2.10), using Eq. (3.36), which is given by
x∂x log
(
FN
( x
N
))
= f(x) +
a
2N
xf ′(x) + o
(
1
N
)
. (5.19)
Using the initial condition FN (0) = 1 and (5.7) we can rewrite this equation as
FN
( x
N
)
= exp
(∫ x
0
f(u)
u
du+
a
2N
f(x) + o
(
1
N
))
. (5.20)
Expanding Eq. (5.20) up to first order in 1/N , one obtains finally
FN
( x
N
)
= F∞(x) +
a
2N
xF ′∞(x) + o
(
1
N
)
, (5.21)
where F∞(x) is given by
lim
N→∞
FN
( x
N
)
= F∞(x) , F∞(x) = exp
(∫ x
0
f(u)
u
du
)
. (5.22)
Hence we easily obtain the functional form of the 1/N correction as given in
Eq. (5.21), fully consistent with the conjecture in (1.11) made in [38]. However,
at this stage, we still need to find the equation satisfied by the function f , which
enters in the definition of F∞(x) in Eq. (5.22). To obtain this equation, we expand
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θN and ωN in Eq. (4.1), which is easily done from the expansions of RN , SN and
ζN in (5.8) and (5.18) to yield
θN =
1
N
xf ′(x) +
a+ 1
2N2
x2f ′′(x) + o
(
1
N2
)
,
ωN = −xf ′(x)− a
2N
(x2f ′′(x) + xf ′(x)) + o
(
1
N
)
.
(5.23)
Finally, by injecting these expansions (5.18) and (5.23) in (4.2) with t = x/N , we
obtain, by canceling the first term, of order O(N−2), in Eq. (4.2) that f satisfies a
Painlevé III equation
(xf ′′)2 + 4f ′(1 + f ′)(xf ′ − f) = (af ′)2, (5.24)
with the small argument behavior in Eq. (5.7). This result coincides with the
one obtained, by a quite different method, by Tracy and Widom [27] (note the
correspondence σ(s) = −f(s/4), where σ(s) is the notation used in [27]). Note
that for integer values of a, f(x) can be written explicitly in terms Bessel functions
[46] [see Eq. (C.1)]. These results in Eqs. (5.21), (5.22) and (5.24) yield the results
announced in the introduction in Eqs. (1.8), (1.9) and (1.11). Finally, in Appendix
C we present a comparison between numerical simulations of Wishart matrices of
size N = 50 and the asymptotic formula in Eq. (5.21) describing the first 1/N
correction.
6. Large N asymptotic limit at the soft edge: Painlevé II and first
correction
We now turn to the analysis of the PDF of the smallest eigenvalue λmin in the case
where a ∼ O(N), and we set a = αN . In this case, the density of eigenvalues has
a single support on [Nx−, Nx+] [see Eq. (1.4)], with x± = (
√
1 + α ± 1)2 with a
soft edge at both extremities (see Fig. 1). Therefore, one expects that λmin will be
close to Nx−, while its fluctuations, of order O(N1/3), are governed by the Tracy-
Widom distribution for β = 2. In the soft edge limit, the large N analysis of FN (t)
in Eq. (2.1) is more conveniently done directly on the Painlevé V equation (4.15)
[50]. Following this route, one can indeed show [50] that, for large N
λmin = Nx− − N
1/3
m
χ+ o(N1/3) , (6.1)
where m is given by [50]
m =
(1 + α)1/6
(
√
1 + α− 1)4/3 , (6.2)
and where χ is distributed according to the Tracy-Widom distribution F2, i.e.
Pr[χ ≤ s] = F2(s) where F2(s) is given by [1]
F2(s) = exp
(
−
∫ ∞
s
(x− s)q2(x) dx
)
. (6.3)
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Here q(x) is the so-called Hatings-McLeod solution of the Painlevé II equation
q′′(x) = x q(x) + 2q3(x) ,with q(x) ∼ Ai(x) , for x→∞ , (6.4)
where Ai(x) is the Airy function. The result in Eq. (6.1) can be equivalently written
as
FN (t) = f˜0
(
m
N x− − t
N1/3
)
+ o(1) , (6.5)
which implies
HN (t) = t∂t logFN (t) = −(mx−)h˜0(x)N2/3 + o(N2/3) , x = mN x− − t
N1/3
.(6.6)
with h˜0(x) = f˜ ′0(x)/f0(x) and where f˜0 = F2, and where the tilde refers to the
soft edge scaling limit. By injecting this form (6.6) into the Painlevé V equation
satisfied by HN (t) (4.15) one finds that h˜0 satisfies the following equation(
h˜′′0(x)
)2
+ 4h˜′0(x)
[(
h˜′0(x)
)2
− xh˜′0(x) + h˜0(x)
]
= 0 . (6.7)
Using the Painlevé II equation (6.4), one can indeed check that h˜0(x) =
∫∞
x
q2(u)du
is solution of this equation (6.7). Note that to check this, it is useful to use the
identity
h˜0(x) =
∫ ∞
x
q2(u)du = (q′(x))2 − (q(x))4 − x(q(x))2 . (6.8)
What is the first correction to the limiting form in Eq. (6.5) ? Unfortunately,
in the soft edge limit, it turns out the Schlesinger equations (3.32) do not allow
to determine easily this first correction – while they were very helpful in the hard
edge scaling limit. An alternative way to compute this first correction is to analyze
directly the Painlevé V equation in (4.15). By inspection of this equation (4.15),
we conjecture that the first correction to Eq. (6.5) is of the form
HN (t) = −(mx−)
(
h˜0(x)N
2/3 + h˜1(x)N
1/3
)
+ o(N1/3) . (6.9)
By inserting this expansion (6.9) in Eq. (4.15) we obtain that h˜1 satisfies the
following linear differential equation
2h˜1h˜
′
0 + 2(h˜0 + h
′
0(3h˜
′
0 − 2x))h˜′1 + h˜′′0 h˜′′1 = 0 , (6.10)
where h˜0(x) is given in Eq. (6.8). Of course, we know that h˜1(x) → 0 when
x → +∞ (6.9). In addition, from Eq. (6.10) one can show, using Eq. (6.8) and
the large argument behavior in (6.4) q(x) ∼ Ai(x) ∼ x−1/4e−(2/3)x3/2/(2√pi) that
h˜1(x) ∼ Ax−1/2e−(4/3)x3/2 . But, of course, the equation (6.10) being linear, the
amplitude A can not be determined from this analysis. One way to determine it
would be to analyze the OP system (2.2) in the limit when t is far from the left edge,
i.e., for (Nx−−t) N1/3 (corresponding to the left large deviation tail of λmin [51]),
and then match this result with the typical regime, for |Nx−− t| ∼ O(N1/3). This
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program was carried out in detail in a similar albeit different context, involving
discrete OPs in Ref. [36]. Since we are interested in the first correction, this actually
requires a very precise (and tedious) analysis of this regime (Nx−−t) N1/3 which
goes beyond the scope of the present paper. Hence our result for the first correction
h˜1(x) in Eq. (6.10) does determine this function only up to a constant. We have
not found any simple solution to this equation (6.10), which could indicate that the
corrections to scaling in this case are actually more complicated, as found recently
in the case of real Wishart matrices [35].
7. Conclusion
To conclude, we have provided a direct computation of the cumulative distribution
FN (t) of the smallest eigenvalue of complex Wishart random matrices (1.1), for
arbitrary parameter a ≥ 0. This was done by studying a set of semi-classical or-
thogonal polynomials as defined in Eq. (2.2) for which we derived (i) the Schlesinger
(2.8) and (ii) the Laguerre-Freud (2.9) equations. By combining these equations, we
showed that FN (t) can be expressed in terms of a solution of a Painlevé V equation
(4.15), thus recovering the result of Tracy and Widom [49] using a quite different
method. In the large N limit, FN (t), properly shifted and scaled, converges to
a limiting distribution F∞(x) which can be expressed in terms of a solution of a
Painlevé III equation (5.24) in the hard edge limit (corresponding to a = O(1)) and
of a Painlevé II equation (6.7) in the soft edge limit (corresponding to a = O(N)).
Furthermore, we have computed explicitly the first correction to the limiting dis-
tribution when N → ∞. In the hard edge case (1.11), we confirmed a conjecture
by Edelman, Guionnet et Péché in Ref. [38]. In this case, the first correction can
be simply understood as a correction to the scale of the fluctuations of λmin, see
Eq. (1.12). On the other hand, in the soft edge limit, we found that this correction
is a solution of a second order linear differential equation with varying coefficients
(6.10). Solving this equation remains a challenging open problem, which could sug-
gest that the first correction does not correspond to a simple shift or rescaling of
the scaling variable, as found for the hard edge (1.12). This could be reminiscent
of the result found for real Wishart matrices [35] and certainly deserves further
investigations.
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Appendix A. Some useful integrals involving the orthogonal
polynomials
To compute the terms which enter the Laguerre-Freud equations, we need to com-
pute several integrals containing the OPs pik(x) (2.2). To perform these computa-
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tions, we will follow the method developed by Belmehdi and Ronveaux [43], using
Turán determinants. We introduce four types of integrals
Im,k = 〈λm|pi2k〉,
Jm,k = 〈λm|pikpi′k〉,
Km,k = 〈λm|pikpik+1〉,
Lm,k = 〈λm|(pik+1pik)′〉 ,
(A.1)
for m = 0, 1 and 2, while k is an arbitrary integer. Using the recurrence relation
(3.5), we can calculate the integrals Im,k’s and the Km,k’s:
I0,k = 〈1|pi2k〉 = hk,
I1,k = 〈λ|pi2k〉 = Skhk,
I2,k = 〈λ2|pi2k〉 = (Rk+1 + S2k +Rk)hk,
K0,k = 〈1|pikpik+1〉 = 0,
K1,k = 〈λ|pikpik+1〉 = hk+1,
K2,n = 〈λ2|pikpik+1〉 = (Sk+1 + Sk)hk+1.
(A.2)
The terms J0,k, J1,k and L0,k can easily be calculated using that pik’s are monic
OPs: 
J0,k = 〈1|pikpi′k〉 = 0,
J1,k = 〈λ|pikpi′k〉 = khk,
L0,k = 〈1|(pik+1pik)′〉 = (k + 1)hk.
(A.3)
The three last quantities, J2,k, L1,k and L2,k, require more work. For this purpose,
we introduce a new object: the Turán determinant T defined as:
Tk+1 = pik+2pik − pi2k+1. (A.4)
Using the three term recurrence (3.5), we find a recurrence for the Turán determi-
nant
Tk+1 = (λpik+1 − Sk+1pik+1 −Rk+1pik)pik − pik+1(λpik − Skpik −Rkpik−1),(A.5)
= Rkpik+1pik−1 + (Sk − Sk+1)pik+1pik −Rk+1pi2k, (A.6)
= RkTk + Fk, (A.7)
where we have introduced the auxiliary quantity Fk = (Sk − Sk+1)pik+1pik + (Rk −
Rk+1)pi
2
k.
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Finally, we can write, using Rk = hk/hk−1 and the initial condition T1 = F0
Tk+1 = hk
k∑
i=0
Fi
hi
, (A.8)
This equation allows us to rewrite
〈λm|T ′k+1〉 = hk
k∑
i=0
h−1i ((Si − Si+1)Lm,i + 2(Ri −Ri+1)Jm,i) , (A.9)
where the prime denotes a derivative w.r.t. x. On the other hand, by using the
definition of the Turán determinant we find
〈λm|T ′k+1〉 = 〈λm|(pikpik+2)′〉 − 2Jm,k+1. (A.10)
We obtain finally
〈λm|(pikpik+2)′〉 = 2Jm,k+1 + hk
k∑
i=0
h−1i ((Si − Si+1)Lm,i + (Ri −Ri+1)2Jm,i) .
(A.11)
We now have all the ingredients needed to calculate the last three integrals.
Using the three term recurrence and the orthogonality condition, we can express
L1,k as
L1,k = 〈λ|pi′k+1pik〉 = Sk〈pik|pi′k+1〉+Rk〈pik−1|pi′k+1〉, (A.12)
= Sk(k + 1)hk +Rk〈pik−1|pi′k+1〉. (A.13)
From Eq. (A.11) for m = 0 , we can express the last scalar product in terms of
integrals that we have computed before. Using Eq. (A.3), we find
L1,k = Sk(k + 1)hk +Rkhk−1
k−1∑
i=0
h−1i (Si − Si+1)(i+ 1)hi = hk
k∑
i=0
Si.(A.14)
Using the three term recurrence and the orthogonality condition, we can express
J2,k as
J2,k = 〈λ2|pikpi′k〉 = Sk〈λ|pikpi′k〉+Rk〈λ|(pik−1pik)′〉
= SkJ1,k +RkL1,k−1. (A.15)
Finally, we have from Eqs. (3.10), (A.3) and (A.14),
J2,k = hk(kSk +
k−1∑
i=0
Si). (A.16)
Similarly, using again the three term recurrence and the orthogonality of the family,
we can express L2,k as
L2,k = 〈λ2|(pik+1pik)′〉
= 〈λ2|pik+1pi′k〉+ 〈λ|pik+1pi′k+1〉+ Sk〈λ|pikpi′k+1〉+Rk〈λ|pik−1pi′k+1〉
= khk+1 + J1,k+1 + SkL1,k +Rk〈λ|(pik−1pik+1)′〉. (A.17)
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Using Eq. (A.11) for m = 1, we can express the last scalar product in terms of
integrals that we have computed before.
L2,k = (2k + 1)hk+1 + Skhk
k∑
i=0
Si +Rk2khk
+ hk
k−1∑
i=0
(Si − Si+1) i∑
j=0
Sj + 2i(Ri −Ri+1)
 . (A.18)
We can simplify the telescoping sums and find
L2,k = (2k + 1)hk+1 + hk
2 k∑
j=1
Rj +
k∑
j=0
S2j
 . (A.19)
Equipped with the computations of these integrals, we can now derive the Laguerre-
Freud equations.
Appendix B. Details related to the Laguerre-Freud equations
The derivation presented here follows the one of Ref. [46] where slightly differ-
ent OPs were considered. To derive the Laguerre-Freud equations, we start from
equation (3.42) :
Rk+1 +Rk + Sk(Sk − a− t− 2k − 2) + t(2k + 1 + a) = 2
k−1∑
j=1
Sj ,
(Sk+1 + Sk − 3− a− t− 2k)Rk+1 = 2
k∑
j=1
Rj +
k∑
j=0
S2j − t
k∑
j=0
Sj .
(B.1)
It is useful to introduce the following variables
θk = 2k + 1 + a− Sk,
ωk = −Rk − ζk.
(B.2)
In terms of these variables, we can rewrite the first equation of (B.1) as
ωk+1 + ωk = (t− Sk)θk, (B.3)
and the second equation of (B.1) as
(t− Sk)(ωk − ωk+1) = θk−1Rk − θk+1Rk+1. (B.4)
Similarly, Eq. (B.4) can be written as
(λ+ t− Sk)(λ+ ωk+1 − ωk) = θk+1Rk+1 − θk−1Rk + λ(λ+ t− Sk + ωk+1 − ωk)
= θk+1Rk+1 − θk−1Rk + λ(λ+ t+Rk −Rk+1)
= (θk+1 − λ)Rk+1 − (θk−1 − λ)Rk + λ(λ+ t) . (B.5)
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We also rewrite Eq. (B.3) as
(−λ2 + λ(2k + a− t) + 1 + ωk+1 + ωk) = (λ+ t− Sk)(θk − λ) . (B.6)
Finally, by multiplying together Eqs. (B.5) and (B.6), we have, with the notation
Ωk(λ) = −λ22 + λ2 (2k + a− t) + ωk,
(Ωk+1(λ)− Ωk(λ))(Ωk+1(λ) + Ωk(λ)) = (θk − λ)((θk+1 − λ)Rk+1
− (θk−1 − λ)Rk + λ(λ+ t)). (B.7)
For λ = 0, we find
ω2k+1 − ω2k = Rk+1θk+1θk −Rkθkθk−1. (B.8)
Using the initial condition R0 = ω0 = 0, we can solve this equation and find
ω2k = Rkθkθk−1 . (B.9)
For λ = −t, we find
Ωk+1(−t)2 − Ωk(−t)2 = (θk + t)(θk+1 + t)Rk+1 − (θk−1 + t)(θk + t)Rk. (B.10)
Again, using the initial condition R0 = ω0 = 0, we can solve this equation and find
Ωk(−t)2 = (θk−1 + t)(θk + t)Rk +
(
t
2
(2k + a)
)2
. (B.11)
Finally, using the explicit expression of Ωk(−t), this equation can also be written
as
(ωk − kt)(ωk − (k + a)t) = Rk(θk + t)(θk−1 + t) . (B.12)
Thanks to Eq. (B.9), we can substitute θk−1 in (B.12). Using the definition of ωk
in (B.2), Eq. (B.12) yields a quadratic equation for ωk in terms of θk and ζk
ω2k − θk(θk − a− 2k + t)ωk − θk (kt(k + a) + (θk + t)ζk) = 0 , (B.13)
which yields the equation given in the text in Eq. (4.2).
Appendix C. Numerical simulations
In this section, we present a numerical check of our formula for the first finite N
corrections to the limiting density of λmin in the hard edge case, i.e., keeping a
finite while N → ∞. Our simulations have been carried out for integer values
of the parameter a for which the function f(x) in Eq. (5.22) can be computed
explicitly in terms of Bessel I functions [28]:
f(x) = −xdet [Ij−k+2(2
√
x)]1≤j,k≤a
det [Ij−k(2
√
x)]1≤j,k≤a
, a ∈ N∗ , (C.1)
and f(x) = −x for a = 0. In Fig. (2) we show a plot of logFN (x/N) obtained by
sampling 3.107 independent Wishart matrices of size N = 50 (dots) for different
values of a = 0, 1, 2 and 3. The comparison with logF∞(x), evaluated exactly
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Figure 2. Comparison between our formula (5.20) using (C.1) (dashed curves) and data obtained
by sampling 3.107 independent Wishart matrices of size N = 50 (dots) for different values of
a = 0, 1, 2 and 3. The left panels presents a comparison between log(FN (x/N)) and log(F∞(x))
given in (5.22). The right panel illustrates the finite N correction by comparing N log
(
FN (x/N)
F∞(x)
)
to a
2
f(x), see Eq. (C.2).
from Eqs. (5.22) and (C.1) shows a good agreement between theory and numerical
simulations. The main objective of these simulations is to test the formula for the
first order correction, given in Eq. (5.21) which can also be written as
log
(
FN (x/N)
F∞(x)
)
=
1
N
a
2
f(x) + o(1/N) . (C.2)
In the left panel of Fig. 2, we show a plot of N log [FN (x/N)/F∞(x)] as a function
of x and compare it to a2f(x), where f(x) is given in Eq. (C.1). This compari-
son illustrates the accuracy of the asymptotic formula characterizing the finite N
correction to F∞(x).
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