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Термин сплайн был введен в статье Айзека Шёнберга (см.[1]) в 1946 г.
Особенно интенсивное развитие теории сплайнов происходило в 50—70 годы
двадцатого века, традиционной прикладной сферой использования интерпо-
ляционных сплайнов стали системы автоматизированного проектирования.
Однако потенциальные возможности сплайнов значительно шире, чем просто
построение некоторых кривых. С помощью сплайнов можно существенно об-
легчить описание различных процессов в механике, химии и т.д. Например, в
механике это деформация гибкой пластины или стержня, зафиксированных
в отдельных точках; траектория движения тела, если сила, действующая на
него меняется ступенчато(траектория искусственного космического объекта с
активными и инерционными отрезками движения, траектория движения са-
молета при ступенчатом изменении тяги двигателей и изменения профиля
крыла и т.д.). В термодинамике это теплообмен в стержне, составленном из
фрагментов с теплопередачей. В химии — диффузия через слои различных
веществ. В электричестве — распространение электромагнитных электромаг-
нитных полей через разнородные среды. Таким образом, сплайн не выдуман-
ная математическая абстракция, а во многих случаях он является решением
дифференциальных уравнений, описывающих вполне реальные физические
процессы.
Сплайн (от англ. spline, от ﬂat spline — гибкое лекало, полоса металла,
используемая для черчения кривых линий) — функция, область определения
которой разбита на конечное число отрезков, на каждом из которых сплайн
совпадает с некоторым алгебраическим полиномом. Разность между степенью
полинамиального сплайна и гладкостью называется дефектом сплайна. Про-
стейший пример сплайна - это кусочно-линейная функция(см.[3]). Например,
непрерывная ломаная есть сплайн степени 1 и дефекта 1.
Сплайны имеют многочисленные применения как в математической тео-
рии, так и в разнообразных вычислительных приложениях. В частности, сплай-
ны двух переменных интенсивно используются для задания поверхностей в
различных системах компьютерного моделирования.
Впервые кубический минимальный полиномиальный сплайн был получен
В. С. Рябеньким в 1956 году. Полиномиальные интегро-дифференциальные
сплайны были предложены в книге В.И. Киреева и Т.К. Пантелеева.
В 1996 году была рассмотрен недостаток сглаживания сплайнов. Он за-
ключается в том, что интерполяционный/сглаживающий вес постоянный. В
книге(см.[5]) рассматриваются области с резкими, не статическими и детер-
минированными компонентами сигнала. В статье(см.[6]) исследуется тесная
связь аппроксимации сплайнами с
P
 модуляцией, используемой в однобит-
2
ном квантовании узкополосных сигналов, а также наилучая скорость прибли-
жения совершенных сплайнов порядка r на равноудаленных узлах с шагом
h. В статье(см.[7]) разработаны алгоритмы для построения карты поликуби-
ческих сплайнов, и показано, что введение поликубической карты естествен-
ным образом индуцирует аффинную структуру с конечным числом экстра-
ординарных точек. В статье(см.[8]) рассмотрены многостепеные B-сплайны.
Многостепеными B-сплайнами являются B-сплайны, которые состоят из по-
линомиальных слоев различной степени "тяжести".
Практическое применение B-сплайнов в статье(см.[9]). Восстановление фор-
мы из серого изображения - классическая проблема в компьютерном видении.
В данной работе представлен новый метод для восстановления 3d модели из
серого изображения с помощью В-сплайнов. Пиксели в изображении объекта
триангулируются, и доминирующие точки контура выбирают методом крити-
ческой точки обнаружения, чтобы определить четыре границы изображения
объекта . Потом изображение сетки отображается в области параметров на
единичном квадрате.
В статье([10]) доказано, что среди всех неотрицательных основ простран-
ства, B-сплайн наиболее стабильный при оценке сплайн функции. Холлинг и
Хорнер представлют(см.[11]) основные теории B-сплайнов, описания прибли-
женных методов и алгоритмов, а также методы моделирования и проекти-
рования. Они охватывают многочлены, кривые Безье, рациональные кривые
Безье, приближение B-сплайнов, кривые сплайны, многомерные сплайны, по-
верхности и твердые тела, и конечные элементы.
В статье([12]) предлагается вариант Т-сплайнов, называемый модифици-
рованными Т-сплайнами. Основная идея состоит в построении набора базис-
ных функций для данной Т-сетки, которая обладает следующими хорошими
свойствами: неотрицательность, линейная независимость, разбиение едини-
цы и компактный носитель. Благодаря хорошим свойствам базисных функ-
ций, модифицированные T-сплайны благоприятны как в геометрическом мо-
делировании, так и в изогеометрическом анализе. Совсем недавно, Behforooz
(2009) ввел новый подход для построения интегрального сплайна пятой степе-
ни, что требует семь дополнительных конечных условий. В статье([13]) пред-
лагается пять конечных условий, что позволяет упростить конструкцию этого
сплайна. Предложенный алгоритм очень легко осуществить. Конвергенция в
аппроксимации значения функции и ее производных до пятого порядка дока-








Пусть n — натуральное число. На промежутке [a; b] построим упорядоченную
сетку узлов fxjg :
a = x0 < ::: < xj < xj+1 < ::: < xn = b:
Пусть u 2 C4[a; b]. Функцию u(x) на промежутке [xj; xj+1] приближаем
левыми интегро-дифференциальными сплайнами вида:









1CA!< 2>j (x); x 2 [xj; xj+1]; (1)
где !i(x); i = j; j + 1; !<s>j (x); s =  1; 2 — базисные сплайны, которые
определяем из условий:
eu(x) = u(x); u(x) = xi 1; i = 1; 2; 3; 4: (2)
Из условий (2) получаем систему уравнений:8>>>>>>>><>>>>>>>>:
!j(x) + !j+1(x) + (xj   xj 1)!< 1>j (x) + (xj   xj 2)!< 2>j (x) = 1;
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Решив систему уравнений (3) получаем !i(x); i = j; j + 1; !<k>j (x), где
k =  1; 2 :
!j(x) =




( x+ jh)  4 j2h2   9 jh2 + 4h2   8hxj + 9hx+ 4 x2
17h3
;
!< 1>j (x) =  




( 10x  7h+ 10 jh) ( x+ jh) ( x+ h+ jh)
34h4
: (4)
Сделаем замену x = xj + h, x 2 [xj; xj+1];  2 [0; 1]: Тогда базисные
функции имеют вид:
!j(xj + h) =  (   1)(22
2 + 46 + 17)
17
; !j+1(xj + h) =
(4 2 + 9 + 4)
17
;
!< 1>j (xj + h) =
4(   1)(7 + 10)
17h
; !< 2>j (xj + h) =  
(10 + 7)(   1)
34h
:
Определение. Левыми интегро-дифференциальными сплайнами называ-










x 2 [xj; xj+1]; где !j(x); !j+1(x); !< 1>j (x); !< 2>j (x) имеют вид (4).
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В ряде случаев интересно получить вид базисного сплайна !j; когда x 2
[xj 1; xj]: Для этого нужно решить систему уравнений
~u(x) = u(x); u(x) = xi 1; i = 1::4; x 2 [xj 1; xj]:
Система уравнений (3) с заменой j = j   1 будет иметь вид:
8>>>>>>>><>>>>>>>>:
!j 1(x) + !j(x) + (xj 1   xj 2)!< 1>j 1 (x) + (xj 1   xj 3)!< 2>j 1 (x) = 1;
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Рис. 1: График базисной функции
!j(x)
На рис.1-3, представлены графики базисных функций !j(); !j+1();
!< 1>j (); !
< 2>






0.2 0.4 0.6 0.8 1
t
Рис. 2: График базисной
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Рис. 3: График базисной




j!j(xj + h)j  1:38; j!j+1(xj + h)j  1;
j!< 1>j (xj + h)j 
0:72
h




Для вычисления jRj = jeu  uj на промежутке [xj; xj+1] представим u(t) с
помощью формулы Тейлора в окрестности точки xj.
Имеем
















































Введем функцию ~U(x), x 2 [a; b], такую что ~U(x) = ~u(x); x 2 [xk; xk+1]:
P F = max
[a;b]
j ~U(x)  u(x)j; (7)
P T = 0:174max
[a;b]
ju(4)(x)jh4: (8)
P F — фактическая погрешность, P T — теоретическая погрешность по-
грешность.
Таким образом справедлива следующая теорема.
Теорема. Пусть n — натуральное число, a; b; h — вещественные, причем
h = b an . На промежутке [a; b] построена сетка узлов fxjg :
a = x0 < ::: < xj < xj+1 < ::: < xn = b:
Пусть u 2 C4[a; b]. Функция u(x) на промежутке [xj; xj+1] приближает-
ся левыми интегро-дифференциальными сплайнами (5), где !i(x); i = j; j +
8




j ~U(x)  u(x)j  0:174h4max
[a;b]
ku(4)(x)k: (9)
Для проверки теоретической оценки, проведены эксперименты в среде
Maple.
1.1.3 Численные эксперименты
Результаты вычислений на промежутке [ 1; 1] при шаге h = 0:1 представлены
в таблице 1, а при шаге h = 0:01 в таблице 2. Число знаков в мантиссе — 15.
Таблица 1
Функция Фактическая Теоретическая
погрешность P F погрешность P T
x2 0 0
x3 0 0
x4 0:64  10 5 0:40  10 3
x5 0:30  10 4 0:20  10 2
ex 0:69  10 5 0:47  10 4
e2x 0:27  10 3 0:20  10 2
ex
2
0:42  10 3 0:36  10 2
1
x 25 0:83  10 11 0:52  10 10
1
x2 25 0:7  10 8 0:46  10 7
1
1+25x2 0:25  10 1 0:26
cos(x) 0:28  10 5 0:10  10 4
cos(2x) 0:45  10 4 0:20  10 3
cos(5x) 0:17  10 2 0:11  10 1
cos(10x) 0:26  10 1 0:17
cos(15x) 0:12 0:88
cos(x2) 0:84  10 4 0:70  10 3
sin(x) 0:27  10 5 0:10  10 4
sin(2x) 0:45  10 4 0:20  10 3
sin(5x) 0:17  10 2 0:11  10 1
sin(10x) 0:26  10 1 0:17
sin(15x) 0:12 0:88
sin(x2) 0:78  10 4 0:30  10 3




погрешность P F погрешность P T
x2 0 0
x3 0 0
x4 0:68  10 8 0:41  10 7
x5 0:34  10 7 0:21  10 6
ex 0:76  10 9 0:47  10 8
e2x 0:33  10 7 0:21  10 6
ex
2
0:57  10 7 0:35  10 6
1
x 25 0:86  10 15 0:52  10 14
1
x2 25 0:84  10 12 0:25  10 11
1
1+25x2 0:42  10 5 0:26  10 4
cos(x) 0:28  10 9 0:17  10 8
cos(2x) 0:45  10 8 0:27  10 7
cos(5x) 0:18  10 6 0:11  10 5
cos(10x) 0:28  10 5 0:17  10 4
cos(15x) 0:14  10 4 0:88  10 4
cos(x2) 0:11  10 7 0:74  10 7
sin(x) 0:23  10 9 0:14  10 7
sin(2x) 0:45  10 8 0:27  10 7
sin(5x) 0:17  10 6 0:11  10 5
sin(10x) 0:28  10 5 0:17  10 4
sin(15x) 0:14  10 4 0:88  10 4
sin(x2) 0:81  10 8 0:39  10 7
tg(x) 0:10  10 6 0:69  10 6
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Пусть n — натуральное число. На промежутке [a; b] построена сетка узлов
fxjg :
a = x0 < ::: < xj < xj+1 < ::: < xn = b:
Определение. Левые интегро-дифференциальные сплайны имеют вид










Пусть функции 1; 'i(x), i = 1; 2; 3 образуют чебышевскую систему на
[x0; xn], 'i 2 C4[x0; xn]:
Пусть u 2 C4[a; b]. Функция u(x) на промежутке [xj; xj+1] приближается
левыми интегро-дифференциальными сплайнами, где !i(x),
i = j; j + 1; !<s>j (x); s =  1; 2 — базисные сплайны, которые будут опре-
делены в дальнейшем из условий:
u(x) = u(x); u(x) = 1; '1(x); '2(x); '3(x): (10)
Относительно 'i предполагаем, что выполняется свойство j!i(x)j  K0;
j!<s>j (x)j  K1h , где i = j; j + 1; s =  1; 2, K0; K1 = const > 0.
Рассмотрим случай 'i = ei 1, i = 1; 2; 3; 4. Вычислим U(x) = u(x)  u(x).
Найдем однородное линейное дифференциальное уравнение Lu = 0, у кото-
рого фундаментальная система решения 'i = ei 1, i = 1; 2; 3; 4. Не трудно
видеть, что Lu := 12e6x(u(4)  6u000+11u00  6u0). Найдем общее решение неод-
нородного уравнения Lu = f методом вариации произвольных постоянных.
Нетрудно видеть, что вронскиан не равен нулю, более того
W = det

1 ex e2x e3x
0 ex 2e2x 3e3x
0 ex 4e2x 9e3x











C 01 = det

0 ex e2x e3x
0 ex 2e2x 3e3x
0 ex 4e2x 9e3x









; C 03 =  
1
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!j(xj + th) = (1 + (29=17)t  (24=17)t2   (22=17)t3) +O(h):





th  1)(3e2th+5h  3e2th+3h  3he2th+4h+3he2th+6h  6he2th+5h+3he4h+th+
+4he3h+th  2e4h+th +2eth+2h + e5h+th +2eth+h  he6h+th +2heth+2h  2he5h+th 




!j+1(xj + th) = ((4=17)t+ (9=17)t
2 + (4=17)t3) +O(h):





 6e2h(5+t) + 6e3h(3+t) + 2eh(t+2) + 2e2h(4+t) + 6eh(2t+7) + 3eh(3t+4)   2e2h(t+1) 
 3eh(6+t) 3eh(5+t)+2eh(3+t)+6e2h(3+t) 3eh(4+t)+3eh(3t+8) 6eh(3t+7) 6e3h(t+2)+




!< 1>j (xj + th) = (( 40=17)t+ (12=17)t2 + (28=17)t3)h 1 +O(h):
















0.2 0.4 0.6 0.8 1t
Рис. 4: График базисной функ-
ции !j(xj + th) при h = 1
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Рис. 5: График базисной функции









0.2 0.4 0.6 0.8 1t
Рис. 6: График базисной функ-
ции !< 1>j (xj + th) при h = 1
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Рис. 7: График базисной функции




j!j(xj + h)j  4:1; j!j+1(xj + h)j  16:7;
j!< 1>j (xj + h)j 
6:98
h




Для вычисления jRj = jeu  uj на промежутке [xj; xj+1] представим u(t) с
помощью формулы Тейлора в окрестности точки xj.
Имеем
















































Введем функцию ~U(x), x 2 [a; b], такую что ~U(x) = ~u(x); x 2 [xk; xk+1]:
P F = max
[a;b]
j ~U(x)  u(x)j; (11)
P T = 0:611max
[a;b]
ju(4)(x)jh4: (12)
P F — фактическая погрешность, P T — теоретическая погрешность по-
грешность.
Таким образом справедлива следующая теорема.
Теорема. Пусть n — натуральное число, a; b; h — вещественные, причем
h = b an . На промежутке [a; b] построена сетка узлов fxjg :
a = x0 < ::: < xj < xj+1 < ::: < xn = b:
Пусть u 2 C4[a; b]. Функция u(x) на промежутке [xj; xj+1] приближает-
ся левыми интегро-дифференциальными сплайнами (5), где !i(x); i = j; j +
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j ~U(x)  u(x)j  0:611h4max
[a;b]
ku(4)(x)k: (13)
Для проверки теоретической оценки, проведены эксперименты в среде
Maple.
1.2.3 Численные эксперименты




погрешность(P F ) погрешность(P T )
x2 0:10  10 3 0
x3 0:35  10 3 0
x4 0:91  10 3 0:31  10 2
x5 0:19  10 2 0:16  10 1
ex 0:13  10 8 0:35  10 3
e2x 0:29  10 8 0:27  10 1
ex
2
0:18  10 2 0:13  10 1
1
x 25 0:28  10 7 0:12  10 1
1
1+25x2 0:28  10 1 0.92
cos(x) 0:32  10 4 0:61  10 4
cos(2x) 0:14  10 3 0:98  10 3
cos(5x) 0:25  10 2 0:38  10 1
cos(10x) 0:31  10 1 0.61
cos(15x) 0:14 3
cos(x2) 0:21  10 3 0:26  10 2
sin(x) 0:25  10 4 0:51  10 4
sin(2x) 0:14  10 3 0:98  10 3
sin(5x) 0:25  10 2 0:38  10 1
sin(10x) 0:31  10 1 0.61
sin(15x) 0:14 3
sin(x2) 0:34  10 3 0
tan(x) 0:16  10 2 0:24  10 1
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2 Применение интегро-дифференциальных сплай-
нов третьего порядка для решения задачи Ко-
ши с запаздыванием
Рассмотрим решение уравнения
y0 = y(x  1); при x  1; (14)
учитывая, что y(x) = 1 на 0  x  1: Решение получено с помощью
продолжения(шаги метода):
y(x) = x; 1  x  2;
y(x) = x+ (x  2)2=2; 2  x  3;
y(x) = x+ (x  2)2=2 + (x  3)3=3!; 3  x  4;
y(x) = x+ (x  2)2=2 + (x  3)3=3! + (x  4)4=4!; 4  x  5
(15)
и т.д., где y0(x) разрывно в x = 1, y00(x) разрывно в x = 2, y000(x) разрывно в
x = 3, и т.д. Точки разрыва известны заранее.
Решаем задачу (14) с помощью правых и левых минимальных сплайнов.
Также можно решить задачу (14) с помощью правых
минимальных на границе сплайнов и полиномиальных
интегро-дифференциальных сплайнов (15). Используем




для построения численного метода.
Простая модель y0(x) = y(x  1); y(x) = 1 имеет свойство
y0(1+) 6= y0(1 ); y00(2+) 6= y00(2 ); и т.д. Берем x0 = i; xn = i+ 1;
h = 0:1: На Рисунке 8(a) погрешность решения задачи (14) правыми и левыми
минимальными сплайнами при n = 10; N1 = 1: На Рисунке 8(b) погрешность
решения задачи (14) правыми и левыми минимальными сплайнами при n =
10; N1 = n   2: На Рисунке 8(c) погрешность решения задачи (14) правыми
и левыми минимальными сплайнами при n = 10; N1 = 4: На Рисунке 8(d)
погрешность решения задачи (16) правыми минимальными сплайнами и (15)
при n = 10; N1 = 3:
Рассмотрим решение задачи
y0 =  y(x  1); при x  1; (16)
учитывая, что y(x) = 1 на 0  x  1: Решение получено с помощью много-
шагового метода:
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y(x) = 2  x; 1  x  2;
y(x) = 2  x+ (x  2)2=2; 2  x  3;
и т.д.,
На Рисунке 9(a) погрешность решения задачи (16) правыми и левыми ми-
нимальными сплайнами при h = 0:1; N = n=2:
На Рисунке 9(b) погрешность решения задачи (16) правыми минимальными
сплайнами и (15) при h = 0:1; N = n=2:
(a) (b)
(c) (d)
Рис. 8: Графики погрешности решения задачи (5)
(a) (b)
Рис. 9: Графики погрешности решения задачи (6)
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> plot(subs(A=2,x_j=0,x_j1=1,j=0,h=1, Wj1), x=0..1);
> PF3:=plot(subs(A=2,x_j=0,x_j1=1,j=0,h=1, W11),
x=0..1,color=black,axesfont=[TIMES,BOLD,28],thickness=7):
























> for j from -2 to n+2 do X[j]:=A1+(j*h);od;
> h1:=h/100;
> y:=unapply((1/(x-25)),x);
> for j from 0 to n+1 do U[j]:=evalf(y(X[j]));
> od;
> for j from 0 to n do
> U1[j]:=evalf(int(y(x),x=X[j]..X[j+1]));
> U2[j]:=evalf(int(y(x),x=X[j]..X[j+2])) od;
> for j from 1 to n-1 do








> print(j,i, evalf(Y), u[100*j+i], u1[100*j+i], u2[100*j+i]);
> od;od;
> cc:=0;
> for j from 1 to n-1 do
> for i from 0 to 99 do

























































































































> plot(subs(A=2,x_j=0,x_j1=1,j=0,h=1, Wj1), x=0..1);
> PF3:=plot(subs(A=2,x_j=0,x_j1=1,j=0,h=1, W11),
x=0..1,color=black,axesfont=[TIMES,BOLD,28],thickness=7):



















> for j from -2 to n+2 do X[j]:=A1+(j*h);od;
> h1:=h/100;#y:=unapply(1/(1+25*x^2),x);
> y:=unapply(x^2,x);
> for j from 0 to n+1 do U[j]:=evalf(y(X[j]));
> od:
> for j from 0 to n do
> U1[j]:=evalf(int(y(x),x=X[j-1]..X[j]));
> U2[j]:=evalf(int(y(x),x=X[j-2]..X[j])) od:








> print(j,i, evalf(Y), u[100*j+i], u1[100*j+i], u2[100*j+i]);
> od;od;
> cc:=0;
> for j from 1 to n-1 do
> for i from 0 to 99 do
> if abs(u2[100*j+i])>cc then
> cc:=abs(u2[100*j+i]);
> end if; od;od;
> print(cc);
> with(plots):pointplot({seq([yy[j1],u1[j1]],j1=100..100*(n-1)+99)});
> s:=pointplot({seq([yy[j1],u[j1]],j1=100..100*(n-1)+99)},
color=red,axesfont=[TIMES,BOLD,28],
style=point,symbol=box,symbolsize=18,thickness=5):
> s1:=pointplot({seq([yy[j1],u1[j1]],j1=100..100*(n-1)+99)},
color=blue,axesfont=[TIMES,BOLD,28],
style=point,symbol=box,symbolsize=20,thickness=5):display(s,s1);
> s3:=pointplot({seq([yy[j1],u2[j1]],j1=100..100*(n-1)+99)},
color=blue,axesfont=[TIMES,BOLD,14],thickness=3):display(s3);
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