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Résumé
Nos travaux s’inscrivent dans le cadre de la formation à la gestion de crise en environ-
nements virtuels. La scénarisation joue un rôle essentiel pour l’apprentissage humain en
environnement virtuel. Cela permet à la fois de proposer et d’orchestrer des situations
d’apprentissage personnalisées et également d’amener l’apprenant vers des scénarios
pertinents et formateurs. Les travaux présentés dans cette thèse s’intéressent à la géné-
ration dynamique de scénarios et à leur exécution en environnements virtuels. Pour cette
scénarisation, nous visons un ensemble d’objectifs qui sont souvent contradictoires : la
liberté d’action de l’utilisateur, la génération de scénarios variés et fidèles à l’intention
de l’auteur, le contrôle scénaristique et la résilience du système de scénarisation. Les
différentes approches de la narration interactive favorisent plus ou moins certains de ces
objectifs mais il est difficile de tous les concilier, et c’est là l’enjeu de nos travaux. En plus
de ces objectifs, nous cherchons également à faciliter la modélisation du contenu scéna-
ristique qui est encore de nos jours un réel enjeu lorsqu’il s’agit de scénariser des envi-
ronnements complexes comme celui de la gestion de crise.
Nous proposons une approche émergente dont le scénario vécu par l’apprenant va
émerger des interactions entre l’apprenant, les personnages virtuels et notre système de
scénarisation MENTA. MENTA est chargé du contrôle scénaristique en proposant un en-
semble d’ajustements (sur la simulation) répondant à des objectifs scénaristiques choisis
par le formateur (p. ex., faire travailler certaines compétences en particulier). Ces ajuste-
ments prennent la forme d’un scénario prescrit qui est généré par MENTA via un moteur
de planification que nous avons couplé avec des cartes cognitives floues au travers d’un
macro-opérateur FRAG. Un FRAG permet de modéliser des fragments de scénarios sous la
forme de séquence d’actions/événements scriptés. L’originalité de notre approche repose
sur un couplage fort entre planification et modèles graphiques qui permet de conserver
les propriétés d’exploration et de puissance générative d’un moteur de planification (ce
qui favorise la variabilité et la résilience du système), tout en facilitant la modélisation
du contenu scénaristique ainsi que l’intention de l’auteur au travers de morceaux de
scénario qui vont être scriptés par l’auteur et réutilisés dans la planification.
Nous avons travaillé sur un exemple applicatif concret de scénarios portant sur la ges-
tion d’un afflux massif de blessés, puis nous avons implémenté MENTA et généré des
scénarios relatifs à cet exemple. Enfin, nous avons testé et analysé les performances de
notre système.
Mots-clés : planification, carte cognitive floue, scénarisation, formation en environ-
nements virtuels
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Abstract
Our work is related to the training of crisis management in virtual environments. The
specification of possible unfoldings of events in a simulation is essential for human lear-
ning in a virtual environment. This allows both to propose and orchestrate personalized
learning situations and also to bring the learner toward relevant and educative scenarios.
The work presented in this thesis focuses on the dynamic generation of scenarios and
their execution in a virtual environment. For that, we aim at a set of objectives that are of-
ten contradictory : the freedom of action of the user, the generation of various scenarios
that respect the authorial intent, the narrative control and the capacity of the system
to adapt to deviations from the learner. The different approaches of interactive storytel-
ling tackle more or less some of these objectives, but it is difficult to satisfy them all, and
this is the challenge of our work. In addition to these objectives, we also aim at facilitating
the modeling of the narrative content, which is still a real issue today when it comes to
model complex environments such as the ones related to crisis management.
We propose an emergent approach where the scenario experienced by the learner will
emerge from the interactions between the learner, the virtual characters and our narrative
system MENTA. MENTA is in charge of the narrative control by proposing a set of adjust-
ments (over the simulation) that satisfies narrative objectives chosen by the trainer (e. g.,
a list of specific skills). These adjustments take the form of a prescribed scenario that is
generated by MENTA via a planning engine that we have coupled with fuzzy cognitive
maps through a macro-operator FRAG. A FRAG is used to model FRAGment of scena-
rio in the form of scripted sequences of actions/events. The originality of our approach
relies on a strong coupling between planning and graphical models which preserves the
exploration capability and the generative power of a planning engine (which contributes
to the generation of various and adaptable scenarios), while facilitating the modeling of
narrative content as well as the authorial intent thanks to fragments of scenario that are
scripted by the author and used during the planning process.
We have worked on a concrete application example of scenarios dealing with the ma-
nagement of a massive influx of victims. Then, we have implemented MENTA and gene-
rated scenarios related to this example. Finally, we have tested and analyzed the perfor-
mance of our system.
Keywords : planning, fuzzy cognitive maps, interactive narrative, training in virtual
environements
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CHAPITRE 1. INTRODUCTION GÉNÉRALE
Nos travaux s’inscrivent dans le cadre de la formation à la gestion de crise en envi-
ronnements virtuels. Ce type de formation permet aux apprenants d’expérimenter, de
s’entraîner et de voir l’impact de leurs décisions sans risques physiques réels. La ges-
tion de crise est mise en place dans l’environnement virtuel en confrontant l’apprenant
à des situations de crise représentatives de celles observées sur le terrain. Une situation
de crise est une situation unique [LALONDE et ROUX-DUFORT, 2013] qui se produit dans
des conditions stressantes avec des incertitudes et une pression temporelle [WIENER et
KAHN, 1962]. Face à ce type de situation, le responsable en charge de résoudre la situation
doit mettre en place une réponse adaptée qui s’appuie sur ses expériences passées dans
d’autres situations similaires [TENA-CHOLLET et collab., 2017]. Il est donc crucial que le
responsable ait déjà rencontré des situations similaires à ce qu’il pourrait se produire pen-
dant une situation de crise, et cela passe par des formations qui visent à confronter l’ap-
prenant à un grand nombre de situations qui le prépareront pour des situations réelles
futures. Dans cette thèse, nous nous intéressons à la formation en environnements vir-
tuels et en particulier à la scénarisation qui vise à orchestrer des situations de crise. Nous
commençons ce chapitre par une introduction sur la scénarisation en environnements
virtuels pour la formation.
1.1 Scénarisation en environnements virtuels pour la for-
mation
Comme le montre les travaux effectués par BAROT et collab. [2013], la scénarisation
joue un rôle essentiel pour l’apprentissage humain en environnement virtuel. Cela per-
met à la fois de proposer et d’orchestrer des situations d’apprentissage personnalisées et
également d’amener l’apprenant vers des scénarios pertinents et formateurs. Les travaux
présentés dans cette thèse s’intéressent à la génération dynamique de scénarios et à leur
exécution en environnements virtuels.
1.1.1 Les environnements virtuels pour la formation
L’intérêt pour la formation en environnements virtuels est croissant. On trouve ce
genre d’environnement virtuel pour la formation dans le domaine militaire [GORDON
et collab., 2004; HILL et collab., 2003; RIEDL et STERN, 2006; ZOOK et collab., 2012], dans
le domaine médical [DEQUIDT et collab., 2013; KATO, 2010], dans le domaine de la ges-
tion de risques [PONS LELARDEUX et collab., 2017], dans le domaine industriel [MOL-
LET et ARNALDI, 2006] ou encore pour l’éducation [AYLETT et collab., 2005; JOHNSON et
RICKEL, 2000; MELUSO et collab., 2012]. Les avantages de la formation en environne-
ments virtuels par rapport aux formations de terrain sont nombreux, nous citons ceux qui
nous paraissent les plus importants et renvoyons le lecteur vers [GUPTA et collab., 2008]
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pour plus de détails. Premièrement, ce type de formation permet d’expérimenter et de
tester sans risques physiques réels. Par exemple, PERDIGAU et collab. [2003]; ST. JULIEN
et SHAW [2003] proposent des environnements virtuels pour former des pompiers sans
qu’ils soient confrontés à des risques réels. Avec les environnements virtuels, il est égale-
ment possible de planifier et simuler des opérations militaires sans risques, comme c’est
le cas dans Games Soldiers Play [MACEDONIA, 2002], ou encore de réaliser des opérations
médicales [BAUSCH et collab., 2013]. Deuxièmement, les formations en environnement
virtuel peuvent parfois être moins coûteuses en temps et en argent que certaines forma-
tions de terrains [GUPTA et collab., 2008]. Par exemple, certaines formations militaires
nécessitent une mise en place et un jeu d’acteurs pour reproduire des situations réalistes,
ce qui est coûteux en temps et en main d’oeuvre. Il est parfois même nécessaire de mobi-
liser certains lieux, tels que des stations de métro, ce qui en plus d’être difficile à planifier
ne permet pas une grande répétabilité de la formation. Nous pouvons également citer les
formations de terrain pour former des pompiers à éteindre des feux qui peuvent s’avérer
très coûteuses (il faut des bâtiments de tests prévus à cet effet). Enfin, avec les environne-
ments virtuels, il est possible de facilement proposer une grande variété de situations et
de répéter de multiples fois la formation [GUPTA et collab., 2008]. Par exemple, toujours
sur les formations de pompiers, il est possible de proposer plusieurs types de feux dans
différents types de bâtiments. De plus, il est possible de répéter la formation sans avoir à
re-préparer les bâtiments et les “faux” feux à chaque fois.
1.1.2 Scénarisation
Avant de parler de scénarisation, nous devons définir ce que nous appelons un scé-
nario. Dans le domaine du théâtre ou du cinéma, un scénario est matérialisé par un do-
cument (papier ou numérique) qui décrit un récit figé respectant une structure chrono-
logique et spatiale. Puis le terme a été repris dans le contexte des jeux vidéo et des jeux
de rôle avec la différence majeure que l’utilisateur n’est plus spectateur mais acteur. Cette
interactivité fait que le scénario n’est plus figé et il passe d’une structure linéaire à une
structure arborescente dans laquelle les nœuds sont des événements, les branches cor-
respondent aux alternatives du scénario et les embranchements à des décisions offertes
à l’utilisateur. Plus formellement, BAROT [2014] définit un scénario comme “un ensemble
d’événements particuliers, partiellement ordonnés et instanciables dans un environne-
ment virtuel”. Le scénario n’étant plus figé, il convient de différencier le scénario prescrit
du scénario effectif. Le scénario prescrit est celui tel qu’il a été défini en amont de la ses-
sion de formation alors que le scénario effectif est celui tel qu’il est exécuté dans l’envi-
ronnement virtuel et donc vécu par l’utilisateur [CARPENTIER, 2015]. Ces deux scénarios
peuvent donc être assez différents en fonction des interactions de l’utilisateur. Suite à ces
définitions, nous pouvons définir la scénarisation comme un processus en deux étapes
dont la première est relative à la spécification du scénario prescrit et la deuxième à l’exé-
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cution du scénario effectif. Nous adoptons dans cette thèse la définition de BAROT [2014]
suivante :
Scénarisation
La scénarisation est un processus comprenant à la fois la spécification du ou des
déroulements possibles ou souhaitables de la simulation, et le contrôle (exécution
et/ou suivi et correction) du déroulement des événements en temps-réel.
Dans la suite de cette introduction, nous présentons les objectifs ainsi que la problé-
matique et les questions de recherche de cette thèse.
1.2 Objectifs
Nous avons identifié un certain nombre d’objectifs à atteindre pour notre système de
scénarisation que nous avons reparti en deux catégories : les objectifs relatifs à la généra-
tion de scénarios et ceux relatifs aux propriétés dynamiques du système.
1.2.1 La génération de scénarios
La génération de scénarios comprend la modélisation du contenu scénaristique ainsi
que la qualité des scénarios générés. Dans cette thèse, nous nous sommes concentrés sur
trois objectifs appartenant à cette catégorie : l’intention de l’auteur, la modélisation du
contenu scénaristique et la variabilité. Avant de détailler ces trois points, nous devons
définir ce qu’est le contenu scénaristique et ce que sont les objectifs scénaristiques. Le
contenu scénaristique fait référence à la représentation du monde, aux interactions pos-
sibles et à la spécification des objectifs scénaristiques. Les objectifs scénaristiques sont
des contraintes que le scénario doit respecter, par exemple spécifier des situations à at-
teindre, en interdire d’autres ou choisir la difficulté du scénario. Nous re-dirigeons le lec-
teur à la section 2.5 de [CARPENTIER, 2015] pour plus de détails sur les objectifs scénaris-
tiques.
L’intention de l’auteur
RIEDL [2009] définit l’intention de l’auteur comme la capacité du système de narra-
tion à refléter la vision de l’auteur 1. Autrement dit, les scénarios générés sont-ils conformes
à ce que l’auteur a imaginé en définissant le contenu scénaristique? Dans notre cadre
d’application, les auteurs sont les formateurs et ils ont pour rôle de définir le contenu
scénaristique, de choisir au début de la session de formation les objectifs scénaristiques
1. Authorial intent is the ability of an autonomous interactive system to reflect the intentions of the
human designer – also called the human author.
M. Riedl.
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puis de les modifier si besoin pendant la session de formation en fonction de l’évolution
de l’apprenant. Nous dirons qu’un système de scénarisation respecte l’intention de l’au-
teur s’il génère des scénarios fidèles à ce que l’auteur a imaginé en tant qu’expert. Nous
parlerons alors d’un scénario fidèle pour qualifier un scénario qui est fidèle à l’intention
de l’auteur. Nous faisons l’hypothèse que la modélisation du contenu scénaristique joue
un rôle essentiel dans le respect de l’intention de l’auteur. En effet, nous pensons que
pour générer des scénarios fidèles à ce qu’a imaginé l’auteur, cela passe par une modéli-
sation fidèle du contenu scénaristique. Le prochain objectif que nous nous sommes fixés
est donc relatif à la modélisation du contenu scénaristique.
La modélisation du contenu scénaristique
Comme le souligne SPIERLING et SZILAS [2009], la modélisation du contenu scénaris-
tique dans le domaine de la narration interactive est un verrou scientifique. Les objectifs
sont doubles : nous cherchons à limiter l’effort d’écriture et à proposer des modèles qui
permettent de modéliser fidèlement la pensée de l’auteur. Cela passe par des modèles de
représentation du contenu scénaristique qui sont :
— intelligibles pour que le contenu soit directement renseigné par les experts ;
— interprétables pour que les modules informatiques puissent directement utiliser
ces modèles ;
— expressifs pour modéliser des domaines complexes tels que ceux relatifs à la ges-
tion de crise ;
— génériques pour être utilisés dans différents cadres d’application sans avoir à mo-
difier le moteur de génération de scénarios.
Selon l’intelligibilité des modèles et les outils disponibles, c’est le formateur qui est chargé
de modéliser lui-même le contenu scénaristique ou de le faire avec des informaticiens/in-
génieurs.
La variabilité
La variabilité d’un système de scénarisation est sa capacité à générer un large panel de
scénarios variés allant des scénarios les plus courants aux scénarios les moins probables.
Nous plaçons nos travaux dans un contexte d’apprentissage situé tel que défini par LAVE
et WENGER [1991]. Selon LAVE ET WENGER, c’est un apprentissage qui se fait par l’action
en confrontant l’apprenant à des situations similaires aux situations réelles qu’il rencon-
trera sur le terrain. C’est par exemple le cas des formations sur les tactiques ou stratégies
militaires qui visent à confronter les apprenants à des situations qu’ils seront amenées à
rencontrer sur le terrain. Plus particulièrement dans le contexte de la gestion de crises,
l’apprenant doit agir en mettant en place une réponse adaptée qui s’appuie sur ses expé-
riences passées dans d’autres situations, il est donc important de confronter l’apprenant
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à une grande variété de situations. La variabilité joue également un rôle important dans la
mise en place des objectifs scénaristiques. En effet, plus le système est capable de générer
un large panel de scénarios, plus il offre la possibilité de faire des choix sur le scénario.
Enfin, nous ajoutons que la variabilité permet à l’apprenant de pouvoir répéter plusieurs
fois la formation sans refaire le même scénario tout le temps.
1.2.2 Les propriétés dynamiques du système de scénarisation
Les propriétés dynamiques du système de scénarisation sont relatives au contrôle
(exécution et/ou suivi et correction) du déroulement du scénario. Nous avons identifié
deux objectifs qui sont le contrôle scénaristique et la résilience du système.
Le contrôle scénaristique
Les moyens offerts aux formateurs pour contrôler le scénario sont définis via les ob-
jectifs scénaristiques. Ce contrôle est essentiel pour l’efficacité de la formation car cela
permet d’augmenter les chances que l’apprenant rencontre des situations pertinentes
mettant en jeu les compétences à acquérir. Le contrôle scénaristique est dynamique car il
peut se faire avant ou pendant la session de formation. En effet, le formateur peut choisir
de changer les objectifs scénaristiques pendant la session pour les adapter à la progres-
sion de l’apprenant. Il peut par exemple modifier la difficulté du scénario selon que l’ap-
prenant s’en sort plus ou moins bien. Notons que le contrôle scénaristique et l’intention
de l’auteur sont tous les deux centrés sur le formateur, mais ce sont deux propriétés bien
distinctes. En effet, il se peut qu’un scénario satisfasse les objectifs scénaristiques mais
que ces objectifs ne soient pas atteints de manière fidèle à l’intention de l’auteur. Le but
du contrôle scénaristique est de proposer un scénario qui atteint un certain nombre d’ob-
jectifs scénaristiques tandis que le but de l’intention de l’auteur est de veiller à ce que ces
objectifs scénaristiques soient atteints par un scénario fidèle. Un module de diagnostic 2
de l’apprenant pourrait sélectionner les objectifs scénaristiques, mais nous avons choisi
ici de mettre le formateur au centre de la formation.
Résilience
La résilience d’un système de scénarisation est sa capacité à exécuter un scénario
satisfaisant les objectifs scénaristiques, et ce, en dépit des incertitudes extérieures [BA-
ROT, 2014]. L’environnement virtuel est soumis à plusieurs incertitudes que ne peut pas
2. Un module de diagnostic est un système chargé d’évaluer l’état de connaissance de l’apprenant à
partir des traces d’activités récoltées lors de ses précédentes sessions de formation dans l’environnement
virtuel (c’est ce que fait par exemple le module MONITOR de CARPENTIER [2015]). Ce module doit ensuite
en déduire des objectifs scénaristiques adaptés à l’apprenant (p. ex., des objectifs scénaristiques en rapport
avec les compétences que l’apprenant a déjà acquises et celles qu’il doit retravailler).
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contrôler le système de scénarisation, par exemple la liberté d’action de l’apprenant, l’au-
tonomie des personnages virtuels (du point de vue du scénariste) et d’autres incertitudes
sur le monde et les objets du monde (p. ex., l’état de santé d’une victime). Par conséquent,
il est impossible de prévoir tout ce qu’il va se passer dans l’environnement virtuel et le sys-
tème de scénarisation doit être résilient pour garantir le bon déroulement des objectifs
scénaristiques. Cela passe par une prise en compte des incertitudes et une re-génération
en temps interactif du scénario.
1.2.3 Bilan des objectifs
Nos objectifs peuvent se regrouper sur deux axes majeurs indépendamment de la ca-
tégorisation que nous venons de faire. D’un côté, les objectifs centrés sur la génération
de scénarios, qui visent à atteindre les objectifs de variabilité et de résilience du système,
c’est-à-dire respectivement être capable de générer un large panel de scénarios et être ca-
pable de re-générer des scénarios en temps interactif. De l’autre, les objectifs centrés sur
le formateur, qui passe par des modèles de représentation du contenu scénaristique à la
fois intelligibles et expressifs, par un contrôle scénaristique pour permettre au forma-
teur de faire des choix et par le respect de l’intention de l’auteur pour que les scénarios
générés soient fidèles. Nous allons voir dans la section suivante que ces deux axes s’op-
posent et qu’il faudra faire un compromis et trouver le bon équilibre pour atteindre au
mieux nos objectifs.
1.3 Problématique
Nous commençons cette section en introduisant les problèmes généraux de la narra-
tion interactive pour la formation en environnement virtuel puis nous les affinerons en
proposant deux questions de recherche.
1.3.1 Problèmes
Dans le cadre de la formation en environnement virtuel, nous souhaitons d’une part
que l’apprenant puisse agir librement afin de pouvoir expérimenter, faire des erreurs et en
voir les conséquences, et d’autre part que nous puissions contrôler son expérience pour le
guider vers des situations formatrices. Cependant, la liberté d’action et le contrôle scéna-
ristique s’opposent [JUUL, 1998] et sont reconnus comme un problème de recherche sous
le nom de paradoxe narratif [AYLETT, 1999; AYLETT et collab., 2005]. Ce paradoxe sou-
ligne le fait que toutes interactions supplémentaires offertes à l’utilisateur est un moyen
de plus pour entraver le scénario imaginé par l’auteur. Nous retrouvons également cette
opposition dans la littérature en tant que problème de frontière 3 [MAGERKO, 2007] qui,
3. Traduction de : “Boundary problem”.
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pour reprendre les propos de B. MAGERKO, stipule que “plus l’utilisateur a des possibilités
d’interactions, plus il a d’opportunités de mettre en danger la progression du scénario 4”.
Dans une simulation pure où l’apprenant est libre de faire tout ce que l’environne-
ment lui permet de faire, le contrôle scénaristique est difficile et l’intention de l’auteur est
faible. Rien ne garantit alors que l’apprenant rencontrera des situations d’apprentissages
pertinentes [RIEDL et STERN, 2006]. A l’inverse, si le scénario est entièrement scripté à
l’avance, l’intention de l’auteur est forte puisque le scénario est entièrement conçu par
lui. Cependant, les moyens d’interactions offerts à l’utilisateur sont limités à des nœuds
décisionnels prévus par l’auteur, ce qui ne lui permet pas de s’écarter de la procédure
prescrite. Pour offrir une grande liberté d’action à l’apprenant avec une approche scrip-
tée, il faut prévoir toutes les alternatives possibles du scénario en fonction de tous les
choix possibles de l’utilisateur. Ce travail d’écriture est conséquent et constitue ce que
l’on appelle l’authoring bottleneck [SPIERLING et SZILAS, 2009], c’est-à-dire qu’il devient
vite impossible d’écrire toutes les issues possibles que peut prendre le scénario face à
l’explosion combinatoire que cela représente. Il est donc nécessaire de mettre en place
un système de scénarisation capable de générer des scénarios qui s’adaptent aux inter-
actions de l’apprenant, sans avoir à définir explicitement l’intégralité des possibilités. En
pratique, il n’y a pas de solutions universelles à ces problèmes mais plutôt des compromis
selon les besoins recherchés. Dans nos travaux, nous avons choisi de laisser l’apprenant
faire tout ce qu’il est permis de faire par l’environnement virtuel et de concentrer nos
efforts sur une scénarisation dynamique qui s’adapte aux interactions de l’apprenant et
aux besoins du formateur. Dans la prochaine section nous proposons deux questions de
recherche qui découlent de ces problèmes.
1.3.2 Questions de recherche
Nous l’avons vu, l’intention de l’auteur est l’un des principaux avantages des approches
scriptées, mais cela implique une faible interactivité. Dans la plupart des jeux vidéo narra-
tifs, un compromis est fait entre l’intention de l’auteur et la liberté d’action via une alter-
nance entre cinématiques et phases d’exploration. Les cinématiques déroulent l’histoire
et proposent souvent très peu d’alternatives alors que les phases d’exploration laissent
une grande liberté d’action mais ont en réalité que très peu, si ce n’est aucun impact sur
l’histoire. Dans le cadre de la formation en environnement virtuel c’est différent, nous
nous situons dans une simulation (l’apprenant doit expérimenter et éventuellement se
tromper) dans laquelle il convient d’orienter l’apprenant vers des situations d’intérêt pen-
dant qu’il est en interaction avec l’environnement. Pour ce faire, nous nous intéressons
aux approches génératives dans lesquelles le scénario est généré par un système de scé-
narisation. Notre première question de recherche s’intéresse alors à l’intention de l’auteur
4. More player choices lead to more opportunities for him to harm the progression of the plot, B. Ma-
gerko
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dans ce type d’approche et est formulée comme suit : comment garantir que l’apprenant
rencontrera des situations fidèles à l’intention de l’auteur tout en lui laissant une grande
liberté d’action?
La deuxième question de recherche oppose les objectifs de variabilité et de résilience
avec l’intention de l’auteur. Nous l’avons vu, il est impossible de tout scripter, c’est pour-
quoi nous souhaitons proposer un système de scénarisation suffisamment génératif pour
proposer un large panel de scénarios et pouvoir en re-générer d’autres si l’apprenant va à
l’encontre du scénario initial. Nous faisons l’hypothèse que c’est la puissance générative 5
du système qui nous permettra d’atteindre les objectifs de variabilité et de résilience. Ce-
pendant, plus un système est génératif, plus il est difficile d’obtenir des scénarios fidèles à
l’intention de l’auteur ou de les identifier parmi l’ensemble des scénarios possibles. Pour
bien comprendre ce problème nous devons introduire la notion de granularité. La granu-
larité définit la taille du plus petit élément d’un système. La granularité d’un système de
génération de scénarios est la plus petite brique constituante du scénario. Si la granularité
se situe au niveau de tous les changements possibles du monde (p. ex., événements/ac-
tions élémentaires comme faire sonner la radio ou prendre un objet) alors le système est
capable d’explorer un grand nombre d’évolutions possibles du monde mais il n’arrivera
pas à sélectionner les scénarios réellement fidèles parmi cet ensemble de possibles. À
l’inverse, un système avec une très faible granularité est un système dans lequel des mor-
ceaux entiers de scénario sont scriptés, ce qui assure des scénarios fidèles mais très peu
de variabilité. La deuxième question est donc : comment générer des scénarios fidèles
avec une puissance générative élevée permettant d’atteindre les objectifs de résilience et
de variabilité?
1.4 Contexte
Cette thèse a été réalisée au laboratoire Heudiasyc (HEUristique et DIAgnostic des
SYstèmes Complexes), une unité mixte de recherche entre l’Université de technologie de
Compiègne et le CNRS. Dans cette section, nous présentons le cadre d’application ainsi
que la suite logicielle dans laquelle s’inscrit cette thèse.
1.4.1 Cadre d’application
Cette thèse s’inscrit dans le cadre du projet ANR VICTEAMS 6 (VIrtual Characters for
team Training : Emotional, Adaptive, Motivated and Social) qui vise la création d’un envi-
ronnement virtuel pour la formation de leaders d’équipes médicales à des compétences
5. La capacité du système à explorer un grand nombre de possibilités et donc à générer un grand nombre
de scénarios.
6. https ://victeams.hds.utc.fr/
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non-techniques (p. ex., prise de décision, communication, leadership). Le contexte opé-
rationnel est le sauvetage de victimes en temps de guerre ou après une attaque terroriste.
Dans cet environnement, l’apprenant joue le rôle du leader médical et les personnages
virtuels sont les membres de l’équipe médicale. Ce projet est co-financé par l’Agence Na-
tional de la Recherche (ANR-14-CE24-0027), la Direction Générale de l’Armement (DGA)
et reçoit un soutien de la part de la Région Picardie et du Fonds Européen de Dévelop-
pement Régional (FEDER) et du Labex MS2T. Il se fait en partenariat avec la Brigade
de Sapeurs-Pompiers de Paris, le Commissariat à l’Énergie Atomique et aux énergies al-
ternatives, l’École du Val de Grâce, l’Institut de Recherche Biomédicale des Armées, le
Laboratoire d’Informatique pour la Mécanique et les Sciences de l’Ingénieur et REVIA-
TECH. Fort d’une équipe interdisciplinaire composée de compétences en ergonomie, en
recherche expérimentale, en pédagogie, en intelligence artificielle et en développement
logiciel, l’enjeu de ce projet est de proposer un environnement dynamique et réaliste pour
former aux compétences non techniques dans un cadre de gestion de crise. Une thèse
qui porte sur la nature des compétences non techniques du leader médical à la prise en
charge d’afflux massif de victimes [DELMAS, 2019] a déjà été soutenue dans le cadre de
ce projet. Nous nous sommes appuyé sur ces travaux pour la caractérisation des compé-
tences non techniques et l’analyse des besoins de l’apprenant.
1.4.2 Suite logicielle HUMANS
Notre système de scénarisation s’intègre dans la suite logicielle HUMANS (HUman
Models based Artificial eNvironments Software platform) [LOURDEAUX et collab., 2017]
(voir figure 1.1). HUMANS vise à créer des environnements virtuels informés prenant
en compte ou rendant compte des comportements humains variés, en particulier avec
des personnages virtuels qui peuvent faire des actions erronées ou non-optimales. Cette
suite logicielle repose sur une architecture modulaire. Chaque module fonctionne in-
dépendamment des autres et peut être modifié ou même remplacé sans impacter les
autres modules. Les différents modules communiquent entre eux par un système centra-
lisé d’envoi/réception de messages et raisonnent sur des méta-modèles communs. HU-
MANS est actuellement composé de quatre modules décisionnels principaux. Le module
REPLICANTS s’occupe de gérer le comportement des personnages virtuels autonomes.
Le WORLD MANAGER est chargé de gérer le monde (World State sur la figure 1.1), de
maintenir la cohérence de celui-ci en fonction du modèle du monde et de mettre à jour
l’état du monde en fonction des requêtes des autres modules. C’est également ce module
qui communique avec l’environnement virtuel (3D ENGINE sur la figure 1.1) pour exé-
cuter les changements du monde et informer MONITOR des actions de l’apprenant, de
celles des personnages virtuels et des changements sur l’état du monde. Le module MO-
NITOR est chargé d’effectuer le suivi de l’apprenant en récoltant des traces et d’informer
en temps réel le système de scénarisation en vue de personnaliser le scénario en fonction
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des actions de l’apprenant. Enfin, le module MENTA est chargé de la scénarisation. No-
tons que dans le projet VICTEAMS, le module MONITOR n’est pas utilisé et est remplacé
par une interface formateur car nous souhaitons que le formateur soit au centre de la for-
mation. Cette interface formateur permet aux formateurs de faire eux-mêmes le suivi de
l’apprenant et de définir leurs objectifs scénaristiques.
Ces moteurs décisionnels s’articulant autour de trois modèles 7 (réunis dans le for-
malisme unifié HUMANS-DL) qui leur permettent de disposer de représentations com-
munes. Ces trois modèles sont les suivants : WORLD-DL permet de représenter le fonc-
tionnement du monde, ACTIVITY-DL permet de représenter l’activité/les actions des per-
sonnages virtuels et enfin CAUSALITY-DL permet de représenter les chaînes de causa-
lités. Nos contributions dans cette thèse portent sur module MENTA (Model based on
planning and fuzzy cognitive map for Emergent Narrative for Training with Autonomous
agents) et l’interface formateur.
FIGURE 1.1 – La plateforme HUMANS [LOURDEAUX et collab., 2017].
1.4.3 L’autonomie des personnages virtuels
Dans le cadre du projet VICTEAMS, nous avons fait le choix d’avoir des personnages
virtuels autonomes, c’est-à-dire que chaque personnage a son propre processus cogni-
tif et peut ainsi agir selon ses propres caractéristiques cognitives (p. ex., communicant
ou non-communicant, proactif ou passif, expérimenté ou non), ses motivations et ses
croyances sur le monde et l’activité collective (ses croyances peuvent être erronées). L’au-
tonomie des personnages virtuels permet également d’avoir des personnages qui agissent
7. Des langages de représentation des connaissances.
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de manière cohérente et qui ont des comportements explicables et représentatifs de ceux
observés sur le terrain [LOURDEAUX et collab., 2017]. Les personnages vont alors pouvoir
faire des erreurs ou mal-comprendre certaines choses. Nous cherchons en particulier à ce
que les personnages virtuels soient capables de produire des comportements d’équipes
variés pour confronter l’apprenant à une grande variété de configurations d’équipes. L’idée
est d’amener l’apprenant à expérimenter des comportements variés et à se faire une re-
présentation mentale des comportements les plus adaptés selon les différentes situations
auxquelles il sera confronté.
Certains systèmes proposent des personnages semi-autonomes, c’est-à-dire dont les
comportements individuels peuvent être interrompus par des ordres provenant du sys-
tème de scénarisation. Cependant, ces personnages peuvent perdre en cohérence. Dans
notre approche, nous faisons le choix que les personnages soient totalement autonomes
du point de vue du système de scénarisation, ce qui implique qu’il n’est pas possible de
leurs donner des ordres directs. En revanche, nous faisons l’hypothèse qu’il est possible
de faire échouer certaines actions des personnages virtuels (celles qui nécessitent une
certaine difficulté) sans que cela n’altère la cohérence de leurs comportements, à partir
du moment où l’échec est explicable et compréhensible par l’apprenant. Si par exemple
un personnage virtuel décide de poser un garrot, le système de scénarisation peut décider
de faire échouer cette opération pour diverses raisons (p. ex., personnages inexpérimen-
tés, stress, matériel défectueux), ce qui aura pour effet de rendre le garrottage inutile et
donc de ne pas stopper l’hémorragie.
1.5 Approche
Pour assurer la liberté d’action de l’apprenant ainsi que l’autonomie des personnages
virtuels, nous avons opté pour une approche émergente dans laquelle le scénario doit
émerger de l’interaction entre les personnages virtuels, l’apprenant et MENTA. Dans cette
approche, MENTA a pour but d’orienter le déroulement de la simulation au travers d’un
ensemble d’opérateurs d’ajustements (p. ex., des événements perturbateurs comme faire
arriver une nouvelle victime). Le scénario généré par MENTA est hypothétique, c’est-à-
dire qu’il contient à la fois des opérateurs d’ajustements mais aussi des opérateurs de
prédictions (les actions des personnages virtuels et de l’apprenant) qui peuvent ne pas
se réaliser. En plus d’être hypothétique, MENTA génère un scénario partiel 8 puisque le
scénario effectif (celui réellement vécu par l’apprenant) doit émerger des interactions
entre les personnages et le scénario généré par MENTA. Cette approche permet d’effec-
tuer un contrôle scénaristique tout en offrant une grande liberté d’action à l’apprenant.
En revanche, cela nécessite la mise en place d’un système résilient qui peut re-générer
8. Un scénario partiel ne raconte pas toute l’histoire mais seulement des morceaux de l’histoire dans le
but d’orienter l’apprenant vers des situations d’intérêt.
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un nouveau scénario depuis n’importe quel état du monde pour faire face aux actions de
l’utilisateur et des personnages virtuels qui peuvent aller à l’encontre du scénario pres-
crit par MENTA. C’est pourquoi MENTA repose sur une approche s’appuyant sur de la
planification pour générer ses scénarios. La planification est reconnue pour sa puissance
générative et ses capacités d’exploration, ce qui permet non seulement de générer une
grande variété de scénarios (la variabilité) mais également de facilement régénérer des
nouveaux scénarios si le scénario initial n’est plus réalisable (la résilience). Cependant,
les points faibles de ces approches sont une modélisation difficile du contenu scénaris-
tique [PORTEOUS, 2016] et une intention de l’auteur faible [YOUNG et collab., 2013]. Des
travaux ont montré que faciliter l’apparition de certaines séquences d’opérateurs spéci-
fiques pendant le processus de génération de scénarios permettait d’augmenter l’inten-
tion de l’auteur [RYAN et collab., 2015; SHOULSON et collab., 2013a]. C’est pourquoi nous
avons choisi d’utiliser des modèles graphiques pour modéliser des morceaux de scénarios
qui seront ensuite réutilisés pendant la planification. Nous avons en particulier choisi les
Cartes Cognitives Floues comme modèle graphique qui permettent de définir des chaînes
de causalités et de faire du raisonnement flou. Le raisonnement flou permet la modélisa-
tion des données imprécises et se rapproche d’une certaine façon de la flexibilité du rai-
sonnement humain. L’originalité de notre approche repose sur un couplage fort entre des
modèles graphiques et la planification qui permet de conserver les propriétés d’explora-
tion et de puissance générative d’un moteur de planification (ce qui favorise la variabilité
et la résilience du système), tout en facilitant la modélisation du contenu scénaristique
ainsi que l’intention de l’auteur au travers de morceaux de scénario qui vont être scriptés
par l’auteur et réutilisés dans la planification.
1.6 Organisation du mémoire
Ce mémoire est organisé de la façon suivante. La partie I est dédiée à l’état de l’art et
est constituée du chapitre 2, 3 et 4. Le chapitre 2 présente les différentes approches de la
narration interactive. Le chapitre 3 se focalise sur l’approche s’appuyant sur la planifica-
tion qui est celle que nous avons choisie. Enfin, le chapitre 4 porte sur les opérateurs de
planification ainsi que les modèles graphiques car notre couplage entre planification et
modèles graphiques consiste à utiliser un opérateur de planification modélisé par un mo-
dèle graphique. Nos contributions sont présentées dans la partie II avec les chapitres 5, 6,
7 et 8. Le chapitre 5 est dédié à notre proposition : nous présenterons notre approche en
nous positionnant par rapport à notre état de l’art puis nous détaillons MENTA. Le cha-
pitre 6 porte sur la représentation du contenu scénaristique et les modèles de données, le
chapitre 7 sur la formalisation de notre système de scénarisation et enfin le chapitre 8 sur
les algorithmes de génération de scénarios. La partie III est consacrée à un exemple appli-
catif portant sur le projet VICTEAMS (chapitre 9), puis à l’implémentation de cet exemple
29
CHAPITRE 1. INTRODUCTION GÉNÉRALE
dans notre système et à quelques résultats que nous avons obtenus (chapitre 10). Enfin,
dans la partie IV nous proposons au chapitre 11 une discussion sur nos contributions et
les perspectives d’évolution que nous envisageons, puis nous concluons ce mémoire par
le chapitre 12.
30
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Chapitre 2
La narration interactive
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La narration interactive vise à produire un média interactif dans lequel la narration et
son évolution peuvent être influencées en temps interactif par l’utilisateur. On lui trouve
plusieurs noms dans la littérature comme Interactive Narrative (IN), Interactive Storytel-
ling (IS), Virtual Storytelling (VS), Interactive Drama (ID) ou encore Interactive Digital Sto-
rytelling (IDS). FAIRCLOUGH [2004] place la narration interactive entre les histoires, les
jeux et l’intelligence artificielle (voir figure 2.1). BOSTAN et MARSH [2012] définissent la
narration interactive comme “une expérience de jeu dans laquelle la forme et le contenu
sont modifiés en temps réel et personnalisés selon les préférences et besoins du joueur,
et ce, dans le but de lui fournir la sensation de contrôler le déroulement de l’histoire”.
CAVAZZA et YOUNG [2016] définissent la narration interactive comme “des histoires dont
le déroulement, le rythme et l’issue peuvent être influencés par l’intervention d’un ou
de tous les spectateurs”. Nous pouvons voir que le terme “narration interactive” est assez
générique et fait référence au domaine de recherche dans son ensemble. C’est pourquoi
nous distinguerons la narration interactive d’un système de scénarisation, qui selon la
définition de BAROT [2014] est :
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FIGURE 2.1 – La narration interactive à la croisée de plusieurs domaines [FAIRCLOUGH, 2004].
“
Un système de scénarisation est composé d’un ou plusieurs langages
de scénarisation, permettant de modéliser le contenu scénaristique et/ou les
objectifs scénaristiques, et d’un moteur de scénarisation permettant de gérer
de manière dynamique la réalisation du scénario.
C. Barot
”
Dans cette thèse nous nous appuyons sur ces définitions et utilisons donc le terme
narration interactive pour parler du sujet de recherche et le terme système de scénari-
sation pour parler de l’application qui permet de faire de la narration interactive. Beau-
coup de classifications ont été proposées pour catégoriser les approches de la narration
interactive. Dans ce chapitre nous en avons choisi deux en particulier parce qu’elles sont
largement utilisées dans la littérature et parce qu’elles sont les plus appropriées pour posi-
tionner nos travaux de recherche. La première classification que nous détaillons concerne
l’opposition entre les approches centrées sur les personnages et les approches centrées
sur le scénario. La seconde s’intéresse aux différentes structures du scénario allant des
scénarios scriptés aux scénarios générés dynamiquement.
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2.1 Approches centrées sur les personnages ou sur le scé-
nario
La classification des approches de la narration interactive la plus répandue est celle
qui oppose les approches centrées sur les personnages des approches centrées sur le scé-
nario. Les approches centrées sur les personnages mettent en avant les personnages et
l’interaction entre ces personnages pour faire émerger le scénario alors que les approches
centrées sur le scénario s’intéressent à l’intrigue du scénario d’un point de vue plus glo-
bal.
2.1.1 Approches centrées sur les personnages
Les approches centrées sur les personnages reposent sur le principe que le scénario
émerge des interactions entre l’utilisateur et les personnages virtuels [CAVAZZA et col-
lab., 2002]. Le contrôle du scénario est distribué entre chaque personnage, souvent au-
tonomes, qui décident eux-mêmes de leurs actions. Ces approches sont souvent fondées
sur le principe de l’émergence et se concentrent sur la création de personnages virtuels
autonomes complexes pouvant être dotés de processus cognitifs avec par exemple des
comportements orientés par les émotions ou la personnalité. L’émergence fait référence
au fait que le scénario n’est pas écrit ou généré en amont, mais va émerger de l’interac-
tion entre les personnages qui peuplent l’environnement virtuel. L’autonomie des per-
sonnages virtuels permet d’avoir des personnages avec des comportements explicables,
cohérents et qui agissent avec leurs propres motivations. Dans ces approches, le contrôle
est distribué, c’est-à-dire que chaque personnage est responsable de ses propres déci-
sions. Le contrôle scénaristique est donc difficile car les interventions d’un drama mana-
ger 1 pourrait entrer en conflit avec les actions prisent localement par les personnages, ce
qui pourrait leurs faire perdre en cohérence et en explicabilité. Sans ce contrôle scénaris-
tique, il est difficile de garantir que l’utilisateur rencontrera des situations pertinentes et
que le scénario effectif sera fidèle à l’intention de l’auteur.
Dans ces approches nous pouvons citer par exemple I-Storytelling [CAVAZZA et col-
lab., 2002] qui est un système de narration interactive dont l’application est inspirée de la
série Friends et dans lequel les personnages virtuels sont autonomes et réactifs. Le com-
portement de chaque personnage est représenté par un réseau de tâches hiérarchiques
en charge de planifier les objectifs personnels de chaque personnage. Nous pouvons éga-
lement citer EmoEmma [PIZZI et CAVAZZA, 2007], qui met en œuvre une scène inspirée du
roman Madame Bovary dans lequel l’utilisateur peut interagir avec Emma en langage na-
turel. Ce système met l’accent sur des personnages virtuels autonomes complexes avec
des sentiments et des désirs. Enfin nous pouvons citer le système FearNot ! (Fun with
1. Un module qui effectue une supervision globale du scénario en décidant des événements à venir.
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Empathic Agents Reaching Novel Outcomes in Teaching) [AYLETT et collab., 2005] dans
lequel l’histoire émerge de l’interaction entre les personnages virtuels autonomes. C’est
d’ailleurs AYLETT [1999] qui a introduit la notion de narration émergente ou d’approche
émergente pour qualifier ce type de narration interactive. Dans FearNot !, l’utilisateur ne
peut interagir que de façon épisodique. Le contrôle du scénario est opéré via un Stage
Manager [SOBRAL et collab., 2003] en charge d’initialiser les épisodes et de déterminer
quand ils finissent. À chaque épisode, l’utilisateur voit l’impact de ses choix sur l’épisode
suivant. Cependant, cette architecture suppose d’adopter un scénario avec une structure
épisodique.
2.1.2 Approches centrées sur le scénario
Les approches centrées sur le scénario reposent sur le principe d’un système centra-
lisé qui est chargé de la structure narrative globale ainsi que de la coordination des per-
sonnages virtuels. Dans ces approches, le drama manager supervise à la fois la spécifica-
tion du scénario et sa mise en œuvre en décidant des événements à déclencher dans l’en-
vironnement virtuel et en donnant des ordres aux personnages virtuels. Ces approches
sont reconnues pour faciliter le contrôle scénaristique [CAVAZZA et YOUNG, 2016] et ainsi
permettre la sélection d’objectifs scénaristiques qui vont permettre de personnaliser le
scénario. Elles offrent également une meilleure cohérence narrative par rapport aux ap-
proches émergentes dans lesquelles la structure narrative est moins contrainte. Ces ap-
proches facilitent également la synchronisation entre plusieurs personnages ainsi que le
contrôle sur les interactions de l’utilisateur [RIEDL et collab., 2003]. Enfin, cela permet de
contrôler des propriétés globales du scénario telles que le suspense [CHEONG et YOUNG,
2015] ou par exemple dans notre cadre d’application la difficulté du scénario. Toutefois,
les personnages étant contrôlés par un système centralisé, ils peuvent perdre en cohé-
rence, agir sans réelle motivation, et avoir des comportements peu explicables. Or, l’inco-
hérence dans les motivations des personnages peut affecter l’expérience de l’utilisateur
et sa compréhension de l’histoire [SI, 2010].
Nous pouvons citer dans ces approches le système IDA (Interactive Drama Architec-
ture) [MAGERKO, 2005] qui est un drame interactif dans lequel des personnages semi-
autonomes sont contrôlés par un drama manager. Un personnage semi-autonome est un
personnage qui peut recevoir des ordres du drama manager mais qui évolue de manière
autonome en attendant qu’un objectif particulier lui soit spécifié. Dans le système IDA,
le scénario est représenté par un graphe partiellement ordonné de points clés comme on
peut le voir sur la figure 2.2. C’est l’auteur qui définit la structure de l’histoire en spécifiant
ces points clés (et leurs ordonnancements) et c’est le drama manager qui complète dyna-
miquement le scénario entre ces points clés. Nous présenterons dans la seconde partie de
ce chapitre d’autres systèmes centrés sur le scénario comme Façade [MATEAS et STERN,
2003] ou IDTension [SZILAS, 2003].
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FIGURE 2.2 – Un exemple de scénario (provenant du système IDA) qui a la forme d’un graphe
partiellement ordonné de point clés MAGERKO [2005].
2.1.3 Bilan
Les deux approches que nous avons présentées opposent une scénarisation décen-
tralisée dont le contrôle du scénario est distribué entre les personnages virtuels et une
scénarisation centralisée dont le contrôle est effectué par une seule entité au niveau glo-
bal de l’histoire. Les approches centrées sur les personnages permettent une meilleure
modélisation des caractéristiques individuelles des personnages et les rendent plus cohé-
rents, explicables et réactifs aux interactions de l’utilisateur. Cependant, le contrôle scé-
naristique est difficile et les interactions entre les personnages virtuels ne font pas tou-
jours émerger des scénarios cohérents. De plus, bien que les interactions sociales entre
les personnages sont suffisantes pour qu’un scénario émerge [AYLETT, 2000], rien ne ga-
rantit qu’il sera pertinent (voir la section “mis-spun” de [MEEHAN, 1977]). À l’inverse, les
approches centrées sur le scénario favorisent le contrôle scénaristique et la pertinence
des scénarios mais les personnages peuvent perdre en cohérence et avoir des comporte-
ments peu explicables. L’opposition faite entre ces deux approches n’est cependant pas si
nette quand on regarde les systèmes de scénarisation existants, et beaucoup de systèmes
adoptent en réalité une approche hybride en utilisant des personnages semi-autonomes
ou autonomes tout en utilisant une architecture centralisée chargée de l’intrigue globale
du scénario (voir figure 2.3). Par exemple dans [CAI et collab., 2007], le drama manager sé-
lectionne dynamiquement la structure globale du scénario et distribue aux personnages
virtuels les tâches qu’ils doivent réaliser. Dans Façade [MATEAS et STERN, 2003], les per-
sonnages virtuels ont des comportements autonomes mais c’est un processus global qui
gère leurs motivations.
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FIGURE 2.3 – Des travaux sur la scénarisation entre les approches centrées sur les personnages et
les approches centrées sur le scénario [CARPENTIER, 2015].
2.2 Des approches scriptées aux approches génératives
Dans cette seconde partie, nous nous intéressons à la structure des scénarios allant
des scénarios scriptés, aux approches génératives qui optent pour des scénarios générés
par un système.
2.2.1 Les approches scriptés
Dans les approches scriptées, le scénario est défini en amont, soit comme une simple
séquence d’événements (scénario linéaire), soit sous une forme arborescente (appelée
scénario à embranchements) dans laquelle chaque branche est une alternative de l’his-
toire. La figure 2.4 montre la représentation schématique de ces deux types de scénarios.
Dans les scénarios à embranchements, les choix de l’utilisateur sont limités à certains mo-
ments clés de l’histoire et le nombre de possibilités offertes à l’utilisateur est très limité.
Dans ces approches, le contrôle du scénario est précis car c’est l’auteur qui explicitement
sélectionne tous les choix possibles. L’intention de l’auteur est donc très forte puisqu’il
prédéfinit lui-même tout le contenu et a la garantie que l’une des branches du scénario à
embranchements sera choisie par l’utilisateur. Cependant, ces approches font face à un
problème que l’on appelle l’authoring bottleneck [SPIERLING et SZILAS, 2009] qui fait ré-
férence à l’impossibilité d’écrire toutes les variations possibles d’un scénario. Cela mène à
des systèmes peu résilients et à des choix scénaristiques limités aux variations prévues par
l’auteur. Enfin, ces systèmes sont peu extensibles et proposent des scénarios peu variés
car l’effort d’écriture augmente exponentiellement en fonction du nombre d’alternatives
de l’histoire et des interactions possibles de l’utilisateur (explosion combinatoire engen-
drée par la multiplication des nœuds décisionnels).
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FIGURE 2.4 – Le graphe en haut représente un scénario linéaire tandis que le graphe en bas repré-
sente un scénario à embranchements qui laisse des choix à l’utilisateur [MAGERKO, 2006].
FIGURE 2.5 – Un scénario à embranchements issu de [GORDON et collab., 2004] dans lequel les
nombres correspondent à des cinématiques dont chacune se termine par un choix binaire qui
permet à l’utilisateur de passer à la prochaine cinématique.
Un exemple d’application qui utilise des scénarios scriptés est le projet ICT Leaders
[GORDON et collab., 2004] qui vise à la formation des dirigeants dans le domaine mili-
taire. Le scénario est représenté sous la forme d’un arbre dans lequel chaque décision
est binaire (voir figure 2.5). Pendant l’exécution, le système présente des cinématiques à
l’apprenant qui doit prendre une décision à la fin de chacune d’entre elles pour passer
à la suivante. Nous pouvons également citer Façade [MATEAS et STERN, 2003] qui est un
drame interactif jouable à la première personne dont le scénario découle du comporte-
ment de l’utilisateur. Ce scénario met en jeu une crise maritale entre Trip et Grace (voir fi-
gure 2.6) et l’utilisateur a pour but de sauver leur couple. Ce projet s’appuie sur le concept
de beat, qui sont des micro-épisodes scriptés du scénario composés de petits dialogues
ou de quelques actions. Dans Façade, les beats sont scriptés mais le scénario ne l’est pas. Il
est construit en agençant dynamiquement les beats en fonction des interactions de l’utili-
sateur, ce qui place ce système dans une approche hybride entre le scripté et le génératif.
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Le système Façade a permis de montrer qu’il est possible de considérer les actions de
l’utilisateur pour proposer une expérience utilisateur adaptée, dans laquelle les choix du
joueur ont de réelles conséquences sur le déroulement du scénario. Cependant, l’effort
d’écriture a été considérable et a nécessité le travail de deux ingénieurs sur 3 ans. Enfin,
dans le système PAPOUS [SILVA et collab., 2003, 2001], le scénario est représenté par un
arbre de StoryBits qui décrit des morceaux de l’histoire sous une forme hiérarchique (voir
figure 2.7). Le scénario effectif est un chemin de l’arbre choisi par le drama manager en
fonction des interactions de l’utilisateur.
FIGURE 2.6 – Le drame interactif Façade [MATEAS et STERN, 2003] qui raconte l’histoire d’une crise
maritale entre Trip et Grace.
FIGURE 2.7 – Scénario décomposé en StoryBits issu du sysème PAPOUS [SILVA et collab., 2003].
2.2.2 Les approches génératives
RIEDL [2009] affirme que les approches génératives sont préférables aux approches
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scriptées dans le cas où il existe trop de variations pour que l’auteur puisse prévoir toutes
les possibilités. En effet, les scénarios scriptés sont très fidèles à l’intention de l’auteur
puisqu’ils sont écrits par lui-même, mais le nombre, la diversité et la personnalisation
des scénarios sont fortement limités. De plus, la liberté d’action de l’utilisateur est sou-
vent restreinte aux choix scénaristiques explicitement prévus par l’auteur. La narration
interactive s’est donc tournée vers des approches génératives dans lesquelles le scénario
est généré en amont et/ou dynamiquement pendant la simulation.
RIEDL et YOUNG [2010] différencient l’approche générative délibérative 2 de l’approche
générative s’appuyant sur la simulation 3. Dans les approches génératives délibératives,
ou simplement approches délibératives, la génération est centralisée et dépend d’un unique
auteur ayant le choix de la structure et des contraintes scénaristiques. Les scénarios sont
souvent générés par un planificateur sous la forme d’une séquence d’actions/événements
satisfaisant certaines contraintes et paramètres préalablement choisis. Nous pouvons pla-
cer dans ces approches le système Universe [LEBOWITZ, 1985] qui utilise un planificateur
hiérarchique pour générer des scénarios, les travaux de PORTEOUS et CAVAZZA [2009] qui
utilisent une variation du planificateur Fast-Forward [HOFFMANN, 2001], ou encore Fa-
bulist [RIEDL, 2004] qui génère des scénarios linéaires à l’aide d’un planificateur appelé
Intent-driven Partial-Order Causal Link (IPOCL). Dans Fabulist, RIEDL s’est particulière-
ment concentré sur l’équilibre entre la cohérence de l’histoire et la crédibilité des person-
nages en garantissant que les actions des personnages dans le scénario sont consistantes
avec leurs intentions.
À l’inverse des approches génératives délibératives, les approches s’appuyant sur la
simulation (également appelées approches émergentes) reposent sur une génération dé-
centralisée en se concentrant sur le développement et le processus de prise de décisions
des personnages autonomes de façon à ce que le scénario émerge au grè de leurs in-
teractions. Par exemple, le système IDTention [SZILAS, 2003] est un drame interactif qui
construit le scénario en choisissant dynamiquement les actions des personnages virtuels.
Ces actions sont choisies en fonction de critères narratifs liés à la cohérence morale et
à la cohérence motivationnelle des personnages virtuels. Nous pouvons également ci-
ter Tale-Spin [MEEHAN, 1977], FearNot ! [AYLETT, 1999; AYLETT et collab., 2005] ou en-
core I-Storytelling [CAVAZZA et collab., 2002]. Ces systèmes sont très proches de ceux que
nous avons catégorisés dans les approches centrées sur les personnages, c’est pourquoi
nous ne rentrerons pas plus dans les détails. En revanche, nous illustrerons plus en dé-
tails l’approche générative délibérative car c’est l’approche que nous avons choisie dans
cette thèse. Pour ce faire, nous présenterons le système Automated Story Director [RIEDL
et collab., 2008] ainsi que les techniques qu’ils ont utilisées pour générer leurs scénarios,
puis nous parlerons du concept de médiation narrative [RIEDL et collab., 2003] qui per-
2. Traduction de : “deliberative narrative generation”.
3. Traduction de : “simulation-based narrative generation”.
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met d’assurer la résilience des scénarios face aux interactions de l’utilisateur.
Automated Story Director
Automated Story Director (ASD) [RIEDL et collab., 2008] est un système de scénarisa-
tion qui vise à offrir une expérience narrative qui s’adapte aux interactions de l’apprenant.
Pour ce faire, ce système utilise un experience manager qui prend en entrée un scénario
initial et est chargé de générer automatiquement des variations de ce scénario là où l’ap-
prenant pourrait sortir de la trame scénaristique. L’auteur doit fournir un premier scéna-
rio écrit à la main, appelé exemplar narrative, puis un ensemble d’opérateurs de plani-
fication qui définissent les actions des personnages (p. ex., poser une bombe). La figure
2.8 est un exemple de scénario sur le petit chaperon rouge généré par le système ASD.
Comme nous pouvons le voir sur cette figure, le scénario à la forme d’un plan partielle-
ment ordonné dont les nœuds sont les étapes du plan, les flèches pleines sont des liens
causaux et les flèches en pointillé sont des contraintes temporelles. Le plan de gauche
(scénario numéroté 0) est le plan initial et les plans à droite de ce plan sont les variations
générées par le système ASD. Par exemple, si le loup n’est plus en vie alors que la suite du
scénario nécessite qu’il soit vivant, le système de scénarisation va prévoir des alternatives
qui le font ressusciter (scénario 1, 2 et 3). Ce processus est fait en amont de l’exécution
du scénario pour éviter des problèmes de délai pendant la simulation. En plus d’être ré-
silient, le système ASD s’intéresse aussi au contrôle scénaristique en proposant la notion
d’islands qui sont des états du monde intermédiaires par lesquels le scénario doit passer.
L’état final que le scénario doit atteindre, appelé l’outcome, est d’ailleurs lui-même consi-
déré comme un cas particulier d’island. Un scénario valide doit obligatoirement passer
par toutes les islands, ce qui permet de forcer l’apparition de certaines situations. Par
exemple, toujours sur la figure 2.8, l’Island 1 spécifie qu’à un moment le petit chaperon
rouge sera mangé et l’outcome spécifie que le petit chaperon rouge n’est pas mangé. Par
conséquent, le système ASD doit générer un scénario dans lequel le petit chaperon est
mangé et finit par être ressuscité. Non seulement les islands sont un moyen pour l’auteur
de contrôler le scénario en spécifiant des situations d’intérêt qu’il souhaite voir dans le
scénario, mais cela permet également de réduire l’espace de recherche de la planification
(et donc le temps de calcul) en imposant des états du monde intermédiaires à atteindre.
La médiation narrative
La médiation narrative [RIEDL et collab., 2003; YOUNG et RIEDL, 2004] est une tech-
nique qui a pour but de renforcer la résilience des approches génératives. Cette technique
consiste à partir d’un scénario idéal dans lequel y est inclus les actions de l’utilisateur
puis à re-générer dynamiquement une alternative pour chaque action de l’utilisateur qui
risque de mettre en danger le déroulement du scénario. La médiation narrative s’inspire
des techniques utilisées dans les jeux de rôle dans lesquels le maître du jeu déroule l’his-
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FIGURE 2.8 – Un exemple de scénario généré par le système Automated Story Director [RIEDL
et collab., 2008].
toire et l’adapte dynamiquement en fonction des choix faits par les joueurs. Sur la figure
2.9, nous pouvons voir un scénario à embranchements dans lequel les α sont les actions
du scénario et les δ les actions que peuvent choisir l’utilisateur. Dans ce type de scéna-
rio les choix sont limités au nombre de branches et l’utilisateur ne peut pas expérimenter
d’autres alternatives. La médiation narrative apporte plus d’interactivité en générant dy-
namiquement des alternatives scénaristiques sur des choix non prévus, permettant ainsi
à l’utilisateur de sortir du scénario initial. Sur la figure 2.10, qui est un scénario après
l’étape de médiation narrative, nous pouvons voir en haut le scénario prévu initialement
et en bas les alternatives qui découlent des actions non prévues dans le scénario initial (les
δ). Cette technique de médiation narrative a été implémentée sur Mimesis [RIEDL et col-
lab., 2003; YOUNG et RIEDL, 2004], un système qui génère des scénarios sous la forme de
plans partiellement ordonnés à l’aide d’un l’algorithme appelé Decompositionand Cau-
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sality Inpartial-Order Planning (DPOCL). Dans Mimesis, une médiation narrative est ef-
fectuée à chaque fois que l’utilisateur réalise une action dont les effets empêchent les
futures actions du scénario de se produire. La médiation peut se faire par deux moyens
différents : (1) l’intervention qui a pour but de faire échouer une action en remplaçant ses
effets par d’autres effets (p. ex., un coup de feu de l’utilisateur peut rater sa cible) ou (2)
l’accommodation qui va replanifier le scénario en tenant compte de l’action non prévue
de l’utilisateur.
FIGURE 2.9 – Un scénario à embranchements [RIEDL et YOUNG, 2006].
FIGURE 2.10 – Un arbre de médiation narrative [RIEDL et YOUNG, 2006].
2.2.3 Bilan
D’un côté, les approches scriptées favorisent le contrôle scénaristique et l’intention
de l’auteur mais laissent peu de place à la liberté d’action de l’utilisateur. De l’autre, les
approches génératives permettent de ne pas contraindre l’utilisateur à des choix prédé-
finis à l’avance et offrent donc une plus grande liberté d’action. De plus, ce sont des
approches qui favorisent la variabilité et la résilience. En revanche, le contrôle scéna-
ristique y est beaucoup plus difficile que dans les approches scriptés. Nous avons éga-
lement distingué deux sous-catégories des approches génératives. Dans les approches
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s’appuyant sur la simulation, l’utilisateur peut évoluer plus librement et plus facilement
interagir avec les personnages virtuels que dans les approches délibératives car les per-
sonnages sont autonomes et donc plus réactifs. Cependant, les approches s’appuyant sur
la simulation ne permettent pas d’exercer un contrôle externe quant au déroulement
du scénario contrairement aux approches délibératives dans lesquels un drama mana-
ger peut le faire.
2.3 Bilan global
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FIGURE 2.11 – Une catégorisation des approches de scénarisation extraite des travaux de RIEDL et
BULITKO [2013].
Le principal critère qui différencie les approches centrées sur les personnages, des
approches centrées sur le scénario est l’autonomie des personnages virtuels. Cette auto-
nomie fait référence au degré de contrôle du drama manager sur les personnages. Nous
avons vu que des personnages virtuels autonomes sont dotés de processus décisionnels
qui leurs permet d’avoir des comportements explicables (c.-à-d., représentatifs de ceux
observés sur le terrain), des émotions, une personnalité et d’agir avec leurs propres moti-
vations. Cependant, cette autonomie peut rentrer en conflit avec le drama manager, qui
lui essaye de construire le scénario d’un point de vue global et peut donc entraîner des
comportements localement incohérents. Si nous essayons de placer ces approches sur
un axe qui représente l’autonomie des personnages virtuels (voir figure 2.11), nous avons
d’un côté les personnages autonomes avec les approches centrées sur les personnages,
de l’autre les personnages contrôlés avec les approches centrées sur le scénario et entre
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les deux les personnages semi-autonomes avec les approches hybrides. Nous pouvons
également placer sur un autre axe les différents types de scénario que nous avons identi-
fiés dans la seconde partie de ce chapitre. D’un côté de cet axe nous avons les approches
scriptées dans lesquelles le contrôle est total et l’intention de l’auteur est forte et de l’autre
nous avons les approches génératives qui facilitent la liberté d’action de l’apprenant, la
résilience et la variabilité du système. Ces deux axes sont regroupés sur la figure 2.11 ex-
traite des travaux de RIEDL et YOUNG [2004], sur laquelle nous avons positionné quelques
systèmes de scénarisation. Nous terminons ce chapitre par référencer les travaux de LUO
et collab. [2015] qui proposent une étude comparative des systèmes de scénarisation dans
le cadre de la formation. Dans le prochain chapitre, nous nous intéressons aux approches
génératives et plus particulièrement aux approches s’appuyant sur la planification qui
sont les systèmes largement adoptés dans les approches génératives délibératives.
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Les approches s’appuyant sur la planification appartiennent à la catégorie des ap-
proches génératives. Elles consistent à générer et suivre l’exécution d’un scénario à l’aide
d’un planificateur. Dans ce chapitre nous commençons par définir ce qu’est la planifica-
tion, nous verrons ensuite pourquoi les approches génératives utilisent de plus en plus la
planification et quels sont les challenges encore non résolus dans ce domaine, enfin nous
conclurons par une étude comparative entre différents types de planificateur utilisés dans
la narration interactive.
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3.1 Introduction à la planification
La planification est une branche de l’intelligence artificielle qui vise à produire des
plans, un plan étant une séquence d’actions qui à pour but d’atteindre un objectif donné
[GHALLAB et collab., 2016]. La planification appartient à la catégorie des systèmes d’aide
à la décision et permet d’automatiser des tâches ou de définir des stratégies d’exécution
d’un processus. Nous pouvons par exemple planifier un robot pour trouver une straté-
gie optimale sur les mouvements qu’il doit réaliser pour déplacer des objets en consom-
mant le moins d’énergie possible. Dans ce chapitre, nous nous appuierons sur le lan-
gage formel 1 STRIPS [FIKES et NHSSON, 1971] pour décrire un problème de planifica-
tion. STRIPS décrit le monde uniquement avec des variables propositionnelles du pre-
mier ordre (variables qui peuvent être vraies ou fausses), cependant d’autres langages
plus riches peuvent représenter l’état du monde de façon plus complexe en utilisant par
exemple des variables numériques. Un planificateur prend en entrée un domaine du monde
ainsi qu’un problème, lui-même composé d’un état initial du monde et de buts à at-
teindre. Le domaine du monde est la représentation informatique de l’environnement
et des interactions possibles dans cet environnement. Il est composé d’une liste d’objets
(p. ex., des avions, des passagers), de prédicats (p. ex., l’avion est plein -> vrai ou faux)
et d’un ensemble d’actions qui transforment l’état du monde (p. ex., voler d’un point A
à un point B). L’état du monde à un instant t est représenté par un ensemble de prédi-
cats vrais à cet instant. Chaque action est composée de préconditions (définies par une
liste de prédicats) qui doivent être satisfaites pour que l’action soit applicable dans un
état du monde, et d’effets qui correspondent aux changements d’état quand l’action est
appliquée dans l’état. Une action est applicable dans un état si tous les prédicats apparte-
nant aux préconditions de cette action sont présents dans celui-ci. Appliquer une action
dans un état revient à ajouter ou supprimer des prédicats dans cet état. L’état initial du
monde est l’ensemble des prédicats vrais à l’instant initial. En plus de l’état initial, le pro-
blème est défini par un but à atteindre sous la forme d’une conjonction de prédicats. Par
exemple, le but {at(passager1,location1), at(passager2,location2)} signifie qu’il faut trou-
ver une stratégie pour que le passager1 et le passager2 se retrouvent respectivement à la
location1 et à la location2. La solution d’un problème de planification, appelée plan, est
une suite d’actions, ordonnée ou partiellement ordonnée, menant à un état final (c.-à-d.,
un état dans lequel tous les prédicats du but sont vrais).
Utiliser la planification pour générer des scénarios n’implique pas les mêmes enjeux,
ni les mêmes problématiques que dans le cas des problèmes classiques de planification.
En effet, la planification est classiquement associée à des problèmes de logistique, de
transport ou encore de robotique, dans lesquels le but est de trouver une routine ou une
stratégie pour résoudre des tâches complexes. Par exemple, automatiser les tâches des
1. Langage utilisant un ensemble de termes et de règles syntaxiques pour communiquer ou décrire un
processus sans aucune ambiguïté (contrairement au langage naturel).
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robots envoyés sur Mars (Rover) [CHIEN et collab., 2010]. Nous retrouvons ce type de pro-
blèmes dans les compétitions de planification telle que International Planning Compe-
tition (IPC) 2 qui se déroule tous les ans pendant la conférence International Conference
on Automated Planning and Scheduling (ICAPS). Ces compétitions permettent d’évaluer
et de comparer empiriquement les avancées de la planification sur un grand nombre de
problèmes de référence 3. Dans ces problèmes de référence, l’objectif et de trouver une
solution optimale (en coût, en consommation d’énergie...) en un temps minimal. Nous al-
lons voir que ces problèmes n’impliquent par les mêmes enjeux que ceux des problèmes
liés à la génération de scénarios, c’est pourquoi nous distinguerons les problèmes nar-
ratifs des problèmes classiques. Les problèmes narratifs sont différents des problèmes
classiques car en plus de chercher une solution qui atteint un état but, il faut également
s’intéresser au rythme, à l’intrigue ou encore à la tension narrative [CHEONG et collab.,
2015]. Dans notre cadre d’application, nous nous intéressons plus particulièrement aux
compétences mises en jeu et à l’intérêt des situations rencontrées par l’apprenant. Quand
nous aurons besoin de distinguer les deux contextes d’utilisation de la planification nous
parlerons de planification classique dans le contexte de l’aide à la décision (p. ex., au-
tomatisation, robotique, logistique...) et de planification narrative pour faire référence à
celle utilisée dans le domaine de la narration interactive. La première question que nous
nous posons dans ce chapitre est : comment la narration interactive en est venue à utiliser
la planification qui semble à priori traiter des problèmes assez éloignés de ce domaine ?
3.2 La naissance de la planification dans la narration inter-
active
C’est initialement l’industrie du jeu vidéo qui s’est intéressée à la planification pour
faire de la narration. Cet intérêt pour la planification vient des développeurs qui ont dé-
couvert des similitudes entre les problèmes de robotique et les jeux vidéo. En particulier,
ils ont constaté que l’intelligence des robots développée par des systèmes de planifica-
tion pouvait s’appliquer au développement des personnages non-joueurs qui peuplent
les jeux vidéo [GEIB, 1994]. Cependant, les techniques de planification ont été rapidement
abandonnées au profit des approches scriptées dans lesquelles les développeurs ont un
contrôle total sur le scénario ou le comportement des personnages. La raison étant que
les scénarios générés automatiquement pouvaient s’avérer moins pertinents que des scé-
narios pensés et écrits par la main de l’auteur [NAREYEK, 2007]. De plus, la forte interacti-
vité proposée dans les jeux vidéo fait que le scénario effectif sera souvent très éloigné du
scénario prescrit. Les industriels du jeu vidéo préfèrent alors tout scripter plutôt que de
2. http ://www.icaps-conference.org/index.php/Main/Competitions
3. Les problèmes dit de référence sont les problèmes utilisés par la communauté de planification pour
comparer les planificateurs.
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prendre le risque de proposer une expérience de jeu incohérente ou inintéressante. Enfin,
l’intérêt d’une génération dynamique est assez limité si l’on considère que la plupart des
joueurs finissent un jeu qu’une fois et ne se rendront donc pas compte que leurs choix
n’ont eu que très peu d’impact sur le scénario. Les industriels des jeux vidéo se sont donc
assez vite éloignés de la planification, excepté pour des aspects moins critiques comme
les routines des personnages secondaires. D’autres médias interactifs tels que la narration
interactive ou les jeux sérieux [SUSI, 2007] s’y sont par contre intéressés de plus près. Le
public visé étant moindre par rapport à celui des jeux vidéo, les moyens financiers sont
plus limités et il devient impossible de tout scripter, surtout si l’on souhaite laisser une
grande liberté d’action à l’utilisateur.
L’intérêt pour la planification dans le domaine de la narration interactive n’est pas
toute récente, le système UNIVERSE [LEBOWITZ, 1985] par exemple en avait déjà fait l’usage
pour générer des soap opera 4. Cependant, c’est YOUNG [1999] qui le premier démocratisa
l’utilisation de la planification, avec notamment la modélisation de la structure narra-
tive sous forme de plan. NAREYEK [2007] inventa ensuite le terme automated storytelling 5
pour parler de la narration interactive qui se concentre sur la génération automatique
de scénarios en utilisant la planification. Enfin, PORTEOUS et collab. [2010] définirent un
problème de génération de scénarios comme un problème de planification centré sur des
problématiques de représentation des connaissances et de performance en temps réel. À
l’instar du domaine des jeux vidéo qui tardent à s’y intéresser, la planification est mainte-
nant l’une des techniques majeures pour la génération de scénarios dans le domaine de
la narration interactive [YOUNG et collab., 2013].
La planification s’applique aussi bien pour les approches centrées sur le scénario que
pour les approches centrées sur les personnages car elle peut tout aussi bien servir dans
ces deux approches. Dans l’approche centrée sur les personnages, la planification est uti-
lisée pour planifier le comportement individuel de chaque personnage. C’est par exemple
le cas dans les travaux de CAVAZZA et collab. [2002] qui utilisent des réseaux de tâches
hiérarchiques pour modéliser le comportement des personnages. Dans l’approche cen-
trée sur le scénario, la planification sert à planifier le scénario au niveau de l’intrigue, en
définissant de manière centralisée le comportement et les actions que doivent effectuer
les personnages virtuels. Nous pouvons également placer les approches s’appuyant sur
la planification comme une sous-catégorie des approches génératives délibératives, avec
pour caractéristique que les scénarios sont générés par un planificateur.
4. Un soap opera, parfois appelé roman-savon en français, est un feuilleton sentimental qui souvent se
focalise sur différentes histoires qui impliquent les membres d’une même famille.
5. Le terme automated storytelling fait référence au terme automated planning qui désigne en anglais
la planification.
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3.3 Les avantages de la planification dans la narration in-
teractive
Les techniques de planification suscitent de nos jours un vif intérêt pour différentes
raisons qui sont la causalité, la puissance générative et la structure narrative [PORTEOUS,
2016]. Dans cette section nous détaillons chacun de ces avantages, puis nous parlerons
dans la prochaine section des challenges qui persistent dans ce domaine.
3.3.1 La structure narrative
L’apparente similitude entre la structure narrative et la modélisation des problèmes de
planification est l’un des éléments clés qui a favorisé l’utilisation de techniques de plani-
fication pour la génération de scénarios [YOUNG, 1999]. En effet, les composants élémen-
taires qui définissent un problème de planification sont directement ré-utilisables pour
la modélisation du contenu scénaristique. Par exemple, les actions de planification sont
facilement transposables aux actions des personnages et aux événements scénaristiques.
PORTEOUS [2016] propose trois briques distinctes pour représenter le contenu scénaris-
tique en s’appuyant sur le même langage formel que celui d’un problème de planifica-
tion : les prédicats narratifs, les actions narratives et le but narratif. Les prédicats nar-
ratifs sont utilisés pour décrire l’état du monde, ils peuvent être des propriétés sur des
objets ou des personnages et des relations entre objets. Les actions narratives sont des
opérateurs de planification qui permettent de définir comment le monde peut évoluer.
Et enfin, le but narratif est composé de prédicats qui permettent de définir un état dans
lequel le scénario doit terminer (une situation finale). Dans le cadre de la narration, le but
narratif sera amené à évoluer au gré des interactions de l’utilisateur car il se peut qu’à un
moment donné le but narratif initial ne soit plus atteignable. Ces trois briques sont illus-
trées sur la figure 3.1 qui est un exemple relatif à l’histoire de Aladdin (Disney). Enfin, nous
pouvons rajouter que la structure même de la solution d’un problème de planification, à
savoir un plan sous la forme d’une séquence d’actions, est similaire à la structure d’un
scénario communément définie par une séquence d’évènements/actions (partiellement)
ordonnés [PRIGENT et collab., 2005; RIEDL et STERN, 2006; ZOOK et collab., 2012].
3.3.2 La causalité
La causalité est une notion qui a suscité et qui suscite encore de nombreux débats
dans la communauté scientifique. C’est pourquoi nous devons définir ce terme et préci-
ser le sens que nous lui donnons dans cette thèse. Dans le contexte de la narration, TRA-
BASSO et VAN DEN BROEK [1985] définissent la causalité comme une relation entre des évé-
nements temporels et ordonnés qui permet de prédire l’apparition d’évènements futurs.
La causalité est reconnue comme un critère essentiel de la structure narrative [BARTHES,
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FIGURE 3.1 – Illustration des trois briques qui composent un problème narratif, tel que proposée
par PORTEOUS [2016].
1966]. Cela permet à l’utilisateur de comprendre l’enchaînement des évènements et ainsi,
de prédire ou de s’imaginer les issues possibles de l’histoire [RIEDL et YOUNG, 2010]. TRA-
BASSO et VAN DEN BROEK [1985] ont également montré l’importance de la causalité nar-
rative au niveau de l’expérience utilisateur et de sa construction mentale de l’histoire. La
causalité est un des facteurs majeurs qui a fait que les systèmes de narration interactive se
sont tournés vers des approches s’appuyant sur la planification. YOUNG [1999] a d’ailleurs
proposé l’utilisation de techniques de planification entre autres pour assurer la causalité
de l’histoire. Nous pouvons également citer CAVAZZA et YOUNG [2016] qui affirment que
l’utilisation de la planification facilite la génération de séquences d’actions afin que la
causalité narrative soit préservée face aux interventions de l’utilisateur 6. Cependant, ils
précisent que maintenir cette causalité n’est pas simple puisque les interactions de l’uti-
lisateur peuvent avoir un impact négatif sur la cohérence causale de l’histoire. Dans cette
thèse, nous adopterons la définition de TRABASSO et VAN DEN BROEK [1985] et en particu-
lier, qu’il existe une relation causale entre deux évènements si l’un est l’une des conditions
d’apparition de l’autre.
3.3.3 La puissance générative
La puissance générative d’un système est sa capacité à explorer un grand nombre
d’états et donc à générer un grand nombre de solutions (de scénarios dans notre cas).
YOUNG [1999] met en avant l’intérêt de la planification pour générer des scénarios car
la puissance générative favorise la diversité des scénarios et la liberté d’action de l’utili-
sateur. Les histoires scriptées limitent souvent les interactions aux nœuds décisionnels.
Avec un système génératif, les nœuds décisionnels ne sont pas nécessaires car le sys-
tème est capable de dynamiquement s’adapter aux interactions de l’utilisateur en repla-
nifiant un nouveau scénario s’il s’éloigne du scénario initial. En étant capable d’explorer
6. AI techniques, in particular planning, support the generation of narrative action sequences in a way
that preserves narrative causality in the presence of user intervention. M. Cavazza and R.M. Young
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un grand nombre d’états, un système génératif pourra facilement trouver un nouveau scé-
nario pendant la simulation si besoin, c’est ce que nous avons appelé la résilience du sys-
tème. Enfin, cette capacité d’exploration permet d’augmenter la variabilité des scénarios
générés et de faciliter la recherche de scénarios satisfaisant les objectifs scénaristiques (p.
ex., scénario plus ou moins difficile, plus ou moins axé sur certaines compétences). C’est
par exemple le cas dans le système proposé par HULLETT et MATEAS [2009] qui génère,
pour un objectif pédagogique donné, des scénarios d’apprentissage à l’aide de réseaux de
tâches hiérarchiques.
3.4 Les challenges liés à la planification dans la narration
interactive
Les problématiques liées à la planification classique diffèrent de celles rencontrées
dans la planification narrative. La planification classique s’intéresse entre autre à la réduc-
tion de l’espace de recherche via des heuristiques de plus en plus performantes [HOFF-
MANN, 2001], à la performance en temps d’exécution [BOTEA et collab., 2005; BUFFET et
ABERDEEN, 2007] ou à la recherche de solutions optimales [BHAT et collab., 2007; DO et
KAMBHAMPATI, 2001]. Pour ce qui est de la planification narrative, PORTEOUS [2016] sug-
gère que les problèmes de performances restent certes une considération importante,
mais que les vrais enjeux sont plutôt (1) la capacité du planificateur à raisonner sur le
contenu narratif, (2) le contrôle en temps interactif sur la génération du plan, (3) l’inter-
activité de l’utilisateur qui nécessite que le système soit résilient et enfin (4) la planifica-
tion sur des critères qualitatifs autre que de l’optimisation pure. Dans cette section, nous
détaillons ces différents enjeux scientifiques sous 3 problèmes que nous avons appelés :
la modélisation du contenu narratif (point 1), les contraintes de temps interactifs et d’in-
teractivité (point 2 et 3) et les critères de qualités d’un scénario (point 4).
3.4.1 La modélisation du contenu narratif
Les domaines traditionnels de la planification comme ceux traités pendant les compé-
titions internationales de planification sont principalement des cas d’école relativement
simples. Nous ne parlons pas de la simplicité à les résoudre car ce sont des problèmes
très combinatoires et complexes, nous parlons ici de la simplicité au niveau de la modé-
lisation du problème. Prenons l’exemple d’un problème fréquemment traité pendant les
IPCs : DriverLog 7. Ce problème consiste à délivrer des colis à différents endroits via un
réseau routier. Il est décrit avec six opérateurs de planification qui sont le chargement et
le déchargement du camion, l’embarquement et le débarquement du conducteur dans le
camion, la conduite d’un camion d’un point A à un point B et enfin le déplacement à pied
7. http ://ipc02.icaps-conference.org/
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du conducteur d’un point A à un point B (dans le cas où il ne peut pas utiliser de camion).
Ce qui rend ce problème complexe, ce n’est pas sa définition mais plutôt le nombre élevé
d’instances que l’on peut ajouter au problème (p. ex., beaucoup de camions, beaucoup de
paquets à délivrer à pleins d’endroits différents) et la recherche d’une solution optimale
(p. ex., la solution la moins coûteuse en essence).
Dans la narration interactive, c’est un autre type de problème qu’il faut résoudre.
Le nombre d’opérateurs est plus élevé car le scénario peut être composé de quelques
dizaines d’événements/actions différents proposés par l’environnement virtuel. En re-
vanche, comme nous pouvons le constater par exemple dans [CHARLES et collab., 2009] et
[RIEDL et collab., 2008] dont les systèmes racontent respectivement l’histoire de Madame
Bovary ou du petit chaperon rouge, le nombre d’instances (les personnages et objets de
l’histoire) est relativement faible (moins d’une dizaine). De par cette différence, les pro-
blèmes narratifs sont plus complexes à modéliser et nécessitent donc plus d’expressivité
en termes de représentations des connaissances que les problèmes de référence [WIL-
KINS et DESJARDINS, 2001]. NAREYEK [2007] affirme même que les problèmes narratifs im-
pliquent une grande quantité de connaissances implicites qu’il sera difficile de complète-
ment modéliser avant très longtemps 8. À l’heure actuelle et comme l’affirment PORTEOUS
et collab. [2015], la modélisation du contenu scénaristique est toujours un challenge et un
obstacle à l’utilisation de la planification dans la narration interactive.
Face à la différence constatée entre les problèmes narratifs et les problèmes de ré-
férence, WILKINS et DESJARDINS [2001] classent la planification en deux catégories dis-
tinctes : la planification à base d’actions primitives 9 et la planification à base de connais-
sances 10. La première catégorie fait référence aux problèmes de planification classique
dont la difficulté réside plus dans la combinatoire que dans la définition du domaine de
planification. La deuxième catégorie, la planification à base de connaissances, considère
des domaines complexes et s’intéresse à la résolution des problèmes par un raisonne-
ment poussé sur les connaissances elles-mêmes. WILKINS ET DESJARDINS ajoutent que
les problèmes de planification à base de connaissances doivent être traités en modéli-
sant les connaissances sous la forme de structures compréhensibles par l’homme (intel-
ligibilité), puis que les algorithmes de planification doivent être capables d’utiliser ces
connaissances efficacement (interprétabilité). Notons au passage que ces deux caracté-
ristiques font parties de nos objectifs (voir sous-section 1.2.1). Dans la prochaine section,
nous présenterons deux types de planificateur représentatif de cette catégorisation : les
réseaux de tâches hiérarchiques qui appartiennent à la catégorie des planificateurs à base
de connaissances et la résolution par recherche heuristique qui regroupe la planification
à base d’actions primitives. Mais avant cela, revenons sur les deux autres enjeux scienti-
8. Il reste cependant optimiste sur la puissance de l’intelligence artificielle dans le futur pour améliorer
l’expérience scénaristique du joueur.
9. Traduction de : “Primitive-Action Planning”.
10. Traduction de : “Knowledge-Based Planning”.
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fiques que nous avons évoqués en introduction de cette section.
3.4.2 Les contraintes de temps interactif et d’interactivité
Nous l’avons dit précédemment, le temps d’exécution n’est pas le critère le plus im-
portant lorsqu’il s’agit de générer des scénarios. Il réside toutefois une contrainte de temps
interactif car l’environnement virtuel évolue dynamiquement et le scénario prescrit est
amené à évoluer au gré des interactions de l’utilisateur. PORTEOUS et collab. [2010] dé-
finissent un temps interactif de l’ordre de 1500ms et distinguent deux approches pour
satisfaire ces contraintes temporelles. La première consiste à générer progressivement le
scénario pendant son exécution en utilisant des techniques de recherche en temps réel.
Par exemple, PIZZI et CAVAZZA [2007] utilisent une implémentation multithread d’un pla-
nificateur par recherche heuristique dans laquelle chaque personnage virtuel est contrôlé
par un thread. Le système planifie le scénario en temps réel en fonction des interactions
de l’utilisateur. Nous pouvons également citer le système OPIATE [FAIRCLOUGH, 2004] qui
génère le scénario en temps réel selon les changements du monde et les interactions de
l’utilisateur. La deuxième approche consiste à générer le scénario en amont et à repla-
nifier un nouveau scénario en temps interactif si l’utilisateur dévie du scénario prescrit.
C’est notamment l’approche utilisée par PORTEOUS et collab. [2010] qui replanifie de ma-
nière incrémentale le scénario pendant son exécution.
3.4.3 Les critères de qualité d’un scénario
L’un des effets de bord de la puissance générative des approches s’appuyant sur la pla-
nification est la difficulté à extraire des scénarios de qualité parmi l’ensemble des scéna-
rios générés. Dans les problèmes de planification classique, la qualité d’une solution est
jugée par des métriques bien définies, que le planificateur doit optimiser. Cela peut être la
longueur de la solution ou bien son coût. Par exemple, pour des problèmes de transports
on cherchera à minimiser la durée totale de trajet ou la consommation d’essence. Dans
ces problèmes, la recherche est guidée par une heuristique qui va optimiser une fonction
de coût 11 afin de trouver une solution optimale ou sous-optimale. Dans le contexte de la
narration, le critère d’optimalité était à l’origine celui de la minimisation de la longueur
de la solution, évitant ainsi toutes actions superflues dans le scénario [CHAPMAN, 1987].
Cependant, les chercheurs se sont rendus compte que le scénario le plus court n’est pas
forcément le meilleur, ne serait-ce que pour des notions de suspense ou pour entrete-
nir la tension narrative. Si nous prenons l’exemple d’un scénario dans lequel une victime
avec une blessure hémorragique doit être secourue, alors la solution optimale en termes
11. Selon la nature du problème on parlera de fonction de coût, de fonction de récompense ou encore de
fonction de valeur. Cette fonction associe pour chaque état rencontré pendant la planification, la valeur du
critère considéré pour aller de l’état initial et cet état (p. ex., la consommation d’essence).
55
CHAPITRE 3. LES APPROCHES S’APPUYANT SUR LA PLANIFICATION
de longueur est : “aller chercher un garrot” puis “poser le garrot”. Cependant, ce scéna-
rio (le plus court) n’est a priori pas le plus intéressant en termes d’apprentissage car il
mène à une situation marginale. On préférera complexifier cette situation en simulant par
exemple un manque de matériel médical, forçant ainsi l’apprenant à trouver des alterna-
tives pour secourir la victime. En réalité, ce n’est pas tant l’optimalité qui est recherchée
mais plutôt la dynamique et la forme de la trajectoire du scénario [PORTEOUS, 2016].
Pour ce faire, les chercheurs ont repris des avancées dans la planification classique
avec notamment la planification avec contraintes ou préférences 12. Par exemple, POR-
TEOUS et collab. [2010] ont proposé la notion de state trajectory constraints qui sont des
états intermédiaires par lesquels le scénario doit passer. PORTEOUS et collab. [2011b] ont
également proposé la notion d’arc narratif qui permet de définir la forme de la tension
narrative (voir la figure 3.2). Enfin, d’autres chercheurs se sont intéressés à l’intention de
l’auteur comme un moyen de renforcer la pertinence des scénarios générés. LAMSTEIN
et MATEAS [2004] proposent d’encoder l’intention de l’auteur dans une fonction d’éva-
luation, qui pour une séquence d’actions/événements retourne un nombre qui indique
l’esthétisme de cette séquence. Dans leurs travaux, ils montrent que si une telle fonction
existe alors le système trouvera l’histoire la plus fidèle à l’intention de l’auteur (selon ce
que l’auteur considère comme étant esthétique). Ils affirment cependant que l’existence
d’une telle fonction reste encore hypothétique.
FIGURE 3.2 – Un arc narratif provenant d’une forme de tension Aristotélicienne [PORTEOUS et col-
lab., 2011b].
En dépit des différentes solutions proposées, la question de la qualité des scénarios
reste un sujet de recherche ouvert [PORTEOUS, 2016]. En effet, la qualité recherchée dé-
pend beaucoup du contexte et des objectifs que l’auteur cherche à atteindre. Par exemple,
dans le cas de l’apprentissage situé, le scénario n’a pas besoin d’entretenir le suspense et
de définir un arc narratif précis, mais il doit passer par certains états qui vont garantir
12. Un exemple de planification avec préférences : [BAIER et collab., 2007].
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que l’apprenant rencontre des situations d’apprentissages pertinentes. De plus, l’évalua-
tion de la qualité du scénario est difficile puisque le scénario n’est pas figé mais amené
à évoluer au gré des interactions de l’utilisateur. Si par exemple, la qualité d’un scénario
est définie par des états intermédiaires à atteindre mais que l’apprenant dévie de la tra-
jectoire prévue, il se peut que la qualité du scénario prescrit ne soit jamais atteinte dans
le scénario effectif.
Bilan
Nous résumons cette section entre avantages et challenges par une citation de YOUNG
et collab. [2013] qui nous disent que “la planification est théoriquement attirante pour les
mêmes raisons qu’elle est limitée car elle fournit un large espace d’histoires à explorer” 13.
C’est en effet encore un domaine de recherche ouvert et de nombreux challenges restent à
résoudre. Dans le cadre de l’apprentissage situé, nous nous intéressons particulièrement
à la pertinence des scénarios et plus précisément à ce que l’apprenant rencontre des si-
tuations pertinentes et formatrices. Nous avons fait l’hypothèse en introduction que dans
le cadre de la formation, où les domaines sont complexes et reposent grandement sur les
connaissances expertes, le respect de l’intention de l’auteur est un élément essentiel pour
produire des scénarios de qualité. Nous avons vu que LAMSTEIN et MATEAS [2004] se sont
intéressés à l’intention de l’auteur comme un moyen d’atteindre des scénarios de qualité
optimale mais que cela repose sur une fonction d’évaluation très difficile à définir. Dans
cette thèse, nous allons nous intéresser à une autre approche qui consiste à trouver un
équilibre entre la planification à base de connaissances et la planification à base d’actions
primitives dans le but de respecter au mieux l’intention de l’auteur, tout en conservant
une grande puissance générative. Pour mieux comprendre cette dualité nous proposons
dans la prochaine section une comparaison entre deux types de planificateurs, qui sont
représentatifs de ces deux types de planification.
3.5 Les différents types de planificateur
Dans cette section nous présentons les réseaux de tâches hiérarchiques qui appar-
tiennent à la catégorie de la planification à base de connaissances et la résolution par
recherche heuristique qui est une technique de planification à base d’actions primitives.
Nous comparons ensuite ces deux approches avec les avantages et les inconvénients qu’elles
présentent.
13. Planning is theoretically attractive for the same reason it is practically limited– because it provides a
vast space of stories to explore.Young et collab.
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3.5.1 Réseaux de tâches hiérarchiques
Un réseau de tâches hiérarchiques (HTN) 14 est un modèle de données sous la forme
d’un graphe ET/OU dans lequel chaque tâche est décomposée en sous-tâches jusqu’à
ce que toutes les tâches soient décrites sous la forme d’actions primitives. Les actions
primitives sont les actions de plus bas niveau directement exécutables dans l’environne-
ment virtuel. La recherche dans un HTN consiste à extraire, à l’aide d’un algorithme de re-
cherche en avant, la décomposition d’une tâche en une séquence d’actions primitives. Les
HTN sont fréquemment utilisés dans la narration interactive car ils sont reconnus pour
être des modèles appropriés aux domaines nécessitant beaucoup de connaissances. Du
point de vue de la narration, la décomposition sous forme hiérarchique des HTN permet
de modéliser les différents niveaux de l’histoire. Le tout premier nœud est par exemple
le but de l’histoire, la première couche modélise les différentes scènes avec leurs propres
objectifs et la couche suivante les différentes façons de réaliser l’objectif de la scène. Les
HTN sont majoritairement utilisés dans la narration interactive pour définir le compor-
tement individuel d’agents [AYLETT et collab., 2006; CAVAZZA et collab., 2002; KARLSSON
et collab., 2006], et parfois utilisés pour planifier la stratégie globale de tous les agents
[HOANG et collab., 2005]. Sur la figure 3.3, nous pouvons voir un exemple de HTN utilisé
par CAVAZZA et collab. [2002] pour modéliser le comportement des personnages virtuels.
FIGURE 3.3 – Un exemple de HTN provenant des travaux de CAVAZZA et collab. [2002].
14. Nous utilisons l’acronyme HTN qui provient du nom anglais “Hierarchical Task Network”.
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3.5.2 Résolution par recherche heuristique
La résolution par recherche heuristique 15 [BONET et GEFFNER, 2001] est une tech-
nique de planification qui repose sur la recherche dans un espace d’état. Dans la suite
nous utiliserons le terme HSP 16 pour parler d’un planificateur utilisant ce type de re-
cherche. Dans un HSP, la recherche est guidée par une heuristique de recherche qui éva-
lue pour chaque état nouvellement rencontré sa distance depuis le but final à atteindre.
La notion de distance pouvant varier selon la nature de l’heuristique choisie. Par exemple,
l’heuristique hFF proposée par HOFFMANN [2001] s’appuie sur l’ignorance des effets né-
gatifs 17 [HOFFMANN et NEBEL, 2001]. Cette heuristique consiste à résoudre un problème
simplifié par rapport au problème initial en ne considérant que les effets positifs des ac-
tions. Dans le problème simplifié ainsi créé, chaque nouvelle transition ajoute 0 ou plu-
sieurs prédicats dans l’état courant mais n’en retire jamais car les effets négatifs sont igno-
rés. Par conséquence, un état but 18 sera beaucoup plus rapidement trouvé que dans le
problème initial. On peut donc pour chaque état résoudre ce problème simplifié et obte-
nir une estimation de sa distance jusqu’à un état but. La recherche va ensuite se faire en
explorant en priorité les états avec la distance la plus courte vers un état but. En utilisant
un HSP, le scénario n’est pas modélisé selon différents niveaux de l’histoire comme c’est
le cas avec les HTN, mais il est modélisé par l’ensemble des actions des personnages et
l’ensemble des événements possibles. Cette différence rend les HSP très génératifs car ils
peuvent explorer l’ensemble de l’espace d’états et donc toutes les combinaisons possibles
d’actions/événements lors de la recherche d’un scénario.
3.5.3 Étude comparative
En termes de modélisation du scénario, l’utilisation de HTN permet de décomposer
les objectifs du scénario et de proposer des alternatives à ces objectifs (les branches du
HTN). Cependant cela requiert que les tâches soient techniquement décomposables et
que la décomposition soit totalement ordonnée [CHARLES et collab., 2003]. En pratique,
cela signifie qu’il ne peut pas y avoir d’interactions négatives entre les tâches (les effets
d’une tâche qui annulent ceux d’une tâche précédente) ou positives entre les tâches (les
effets d’une tâche qui impliquent qu’une tâche suivante n’est plus nécessaire car ses ef-
fets sont déjà réalisés par la tâche précédente). Les HSP sont plus complexes à modéliser
car ils nécessitent de définir les conséquences des opérateurs en termes d’état (par un
ensemble de prédicats) alors que les HTN modélisent directement les relations entre ac-
tions (relations hiérarchiques et d’ordonnancement). De plus, l’auteur n’a pas de vision
sur la dépendance à long terme entre les opérateurs. Ici, le long terme signifie que les ef-
15. Traduction de : “Heuristic Search Planning - HSP”
16. Nous utilisons l’acronyme HSP qui provient du nom anglais “Heuristic Search Planning”.
17. Traduction de : “Ignoring Deletes”.
18. Un état satisfaisant tous les buts du problème.
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fets d’une action peuvent se répercuter sur une autre action beaucoup plus loin dans le
scénario. Il y aura donc souvent des problèmes de conception des modèles résultant vers
des scénarios incongrus et peu pertinents.
En revanche, les HSP supportent une replanification du scénario plus profonde que
les HTN [CHARLES et collab., 2003]. La replanification est un critère essentiel puisque cela
permet de proposer une alternative au scénario si l’apprenant s’éloigne de la trajectoire
prévue initialement. C’est donc une caractéristique importante pour la résilience du sys-
tème. À chaque étape, un HSP choisit la prochaine action (ou événement) parmi l’en-
semble de celles qui sont possibles, il peut donc trouver des alternatives complètement
différentes en explorant des chemins assez éloignés. À l’inverse, un HTN se contentera
la plupart du temps de remonter d’un seul niveau pour trouver une alternative, ou de
quelques niveaux tout au plus. Par conséquent, les HTN proposeront souvent des alterna-
tives assez proches de la trajectoire initiale. Pour reprendre l’exemple cité dans [CHARLES
et collab., 2003], si Ross doit réaliser une tâche pour obtenir des informations pour pro-
gresser dans le scénario mais qu’il n’y parvient pas, le HTN replanifira la même tâche pour
un ami de Ross qui lui transmettra ces informations. Avec un HSP qui va replanifier plus
en profondeur, un ensemble des nouvelles alternatives pourra être généré, par exemple
un autre scénario ne nécessitant pas ces informations pour progresser dans l’histoire.
Enfin, les HSP sont reconnus pour offrir une grande variabilité car toutes les actions
applicables sont considérées à chaque étape de la planification. Pendant la recherche,
un grand nombre de scénarios possibles sont parcourus, avec même des scénarios non-
prévus par l’auteur. CHARLES et collab. [2003] parlent même de la capacité des HSP à gé-
nérer des situations comiques car non explicitement imaginés par l’auteur. Cependant,
les HTN sont un bon compromis entre l’intention de l’auteur et la variabilité si l’auteur
ne souhaite pas que le scénario dévie trop de sa pensée. En effet, la décomposition des
tâches en ordre total permet de préserver la structure temporelle des actions de haut-
niveaux (les scènes) tout en garantissant une certaine variabilité au niveau de la sélection
des actions primitives puisqu’il peut exister plusieurs décompositions d’une même tâche
de haut-niveau. Dans les HSP, l’intention de l’auteur va principalement dépendre de la
définition des opérateurs et de la nature de l’heuristique. Cela rend la modélisation du
contenu scénaristique difficile car les scénarios générés vont être fortement dépendants
de cette modélisation. Il se peut alors qu’un même contenu scénaristique, modélisé de
différentes façons, produise des scénarios assez différents. Nous résumons ces caractéris-
tiques sur le tableau 3.4.
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HTN HSP
Intention de l’auteur + -
Résilience - +
Variabilité - +
Replanification - +
Modélisation + -
FIGURE 3.4 – Comparaison entre les HSP et les HTN.
3.6 Bilan
Nous avons vu dans ce chapitre que les approches s’appuyant sur la planification sont
de plus en plus répandues et qu’elles présentent beaucoup d’avantages. La planification
propose un cadre formel proche de la structure narrative (plan -> scénario), elle est ap-
propriée pour définir des chaînes de causalités et enfin elle offre une grande puissance
générative (ce qui permet la résilience et la variabilité). Toutefois, nous avons également
vu que beaucoup de challenges liés à la planification dans la narration interactive sont
encore d’actualité. Nous avons parlé des contraintes de temps interactifs, de la difficulté
à définir les critères de qualité d’un scénario et de la difficulté à modéliser le contenu
scénaristique. Dans notre cadre d’application, l’un des principaux verrous est la modéli-
sation du contenu scénaristique car nous avons à faire à un domaine complexe qui est la
formation à la gestion de crise. C’est pourquoi, le prochain et dernier chapitre de notre
état de l’art s’intéresse en particulier aux opérateurs de planification qui sont au cœur de
la modélisation du contenu scénaristique dans les approches s’appuyant sur la planifica-
tion.
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Les opérateurs de planification et
modèles graphiques
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Dans le précédent chapitre nous avons parlé de la planification pour générer des scé-
narios. Nous allons dans ce chapitre rentrer dans un niveau de détails plus fin en par-
lant des opérateurs de planification. Nous avons vu depuis le début de ce mémoire qu’un
scénario est un ensemble d’actions/événements (partiellement) ordonnés. Dans les ap-
proches s’appuyant sur la planification, les actions et événements du scénario sont modé-
lisés sous la forme d’opérateurs de planification, par conséquent, les opérateurs de plani-
fication sont au cœur de la modélisation du contenu scénaristique. Nous verrons dans la
première section de ce chapitre que cette modélisation peut se faire au niveau de chaque
opérateur isolé, ou de manière plus macro, par exemple en définissant des situations d’in-
térêt 1 dans des macro-opérateurs. Un macro-opérateur est un opérateur qui regroupe un
ensemble de plus petits opérateurs relatifs à un même contexte ou à une même situation.
1. Dans notre cadre d’application, les situations d’intérêt sont des situations types identifiées par le for-
mateur pour permettre le développement de compétences.
63
CHAPITRE 4. LES OPÉRATEURS DE PLANIFICATION ETMODÈLES GRAPHIQUES
Nous verrons que ce regroupement d’opérateurs peut se faire au travers de modèles gra-
phiques, c’est pourquoi la seconde section de ce chapitre est consacrée à ces modèles.
Dans ce chapitre et dans le reste de ce mémoire nous parlerons d’opérateurs pour dési-
gner l’ensemble des briques constituantes du scénario (les actions des personnages vir-
tuels, celles de l’apprenant et les événements).
4.1 Les opérateurs de planification pour la génération de
scénarios
Un opérateur de planification est un objet qui modifie l’état du monde. Il est composé
de préconditions qui déterminent son applicabilité dans un état et d’effets 2 qui sont les
changements du monde à appliquer dans l’état. Dans cette section, nous distinguons les
opérateurs qui sont des actions ou des événements primaires (directement exécutables
dans l’environnement virtuel) des macro-opérateurs qui sont décomposables en actions
ou événements primaires.
4.1.1 Les opérateurs
Un opérateur représente la plus petite entité de planification, ce qui dans le cadre de la
scénarisation se traduit par le fait qu’il est directement exécutable dans l’environnement
virtuel (p. ex., “faire sonner la radio” ou “poser un garrot”). Il est composé d’un nom, de
préconditions, d’effets et souvent d’une valeur de récompense 3 qui permet par exemple
d’encoder la qualité ou l’esthétique de l’histoire [NELSON et MATEAS, 2005]. Certains opé-
rateurs peuvent aussi avoir d’autres attributs tels qu’une durée d’exécution [PORTEOUS
et collab., 2011a] ou des effets probabilistes [LITTLE et collab., 2005] (p. ex., une proba-
bilité que l’action de poser un garrot échoue). Les opérateurs sont au cœur du processus
de planification car, générer un scénario c’est chercher une séquence d’opérateurs al-
lant de l’état initial à une situation finale 4 et répondant à des objectifs scénaristiques. On
parle d’ailleurs d’une recherche dans un espace d’opérateurs. Avant de donner quelques
exemples de l’utilisation des opérateurs de planification dans la narration interactive,
nous devons introduire la définition de contexte narratif. Le contexte narratif fait ré-
férence aux circonstances relatives à l’exécution d’un opérateur. Le contexte narratif de
l’événement “une nouvelle victime arrive” est par exemple le nombre de victimes déjà
présentes ou la disponibilité des membres de l’équipe médicale. Le contexte narratif n’est
pas forcément exhaustif car cela dépend de la représentation du monde, c’est donc un
2. Les effets sont également appelés postconditions dans la littérature.
3. Cette valeur est aussi appelée coût selon la nature du problème.
4. Un état du monde qui satisfait tous les buts du problème narratif, par exemple secourir toutes les
victimes.
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terme difficile à définir. Ce qui est important de retenir c’est que nous utiliserons ce terme
pour parler des informations qui auront un impact direct sur l’opérateur. Par exemple, si
une nouvelle victime arrive alors que tous les membres de l’équipe médicale sont déjà
occupés, alors cela aura un impact sur la difficulté du scénario.
Exemples d’opérateurs dans la narration interactive
Le système Automated Story Director (ASD) [RIEDL et collab., 2008] que nous avons
décrit dans le chapitre 2 utilise des opérateurs pour générer des scénarios. La figure 4.1
montre deux exemples d’opérateurs de ce système avec la pose d’une bombe et la récu-
pération d’un objet. Le système de scénarisation proposé par PORTEOUS et collab. [2010]
utilise également des opérateurs pour définir les actions des personnages, comme nous
pouvons le voir sur la figure 4.2. Dans le but de personnaliser un opérateur pour différent
contextes narratifs, PORTEOUS et collab. [2010] ont introduit la notion de point-of-view.
Les point-of-view sont des préconditions relatives au contexte de l’action, ils permettent
qu’une même action puisse être modélisée avec des effets différents selon le contexte. Sur
la figure 4.2, nous pouvons voir que la même action d’emprunter de l’argent est modélisée
dans deux contextes différents : celui où l’emprunteur aime prendre des risques et n’est
pas conscient des conséquences liées à l’endettement, et celui dans lequel l’emprunteur
a une aversion pour le risque. Les effets d’une même action peuvent alors être différents
selon le contexte. Alors que les opérateurs primaires sont très majoritairement utilisés
pour les problèmes classiques de planification, nous allons voir dans la prochaine sous-
section que cela engendre un certain nombre de difficultés dans le cas des problèmes nar-
ratifs et c’est la raison pour laquelle certains chercheurs se sont orientés vers les macro-
opérateurs.
FIGURE 4.1 – Des opérateurs de planification utilisés dans le système ASD [RIEDL et collab., 2008],
“parameters” correspond aux variables de l’opérateur, “precondition” aux conditions à satisfaire
pour que l’opérateur soit applicable dans un état et “effect” aux changements d’état résultant de
l’application de l’opérateur.
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FIGURE 4.2 – Des exemples de modélisation d’actions de planification issues des travaux de POR-
TEOUS et collab. [2010].
Les problèmes classiques versus les problèmes narratifs
Les problèmes narratifs se distinguent des problèmes classiques car la solution ne doit
pas seulement être valide mais elle doit également satisfaire d’autres critères plus qua-
litatifs propres à la narration. Nous pouvons citer la tension narrative, la cohérence de
l’histoire, le respect de l’intention de l’auteur ou toute autre forme de qualité selon les cri-
tères de l’auteur. Pour résoudre un problème classique, des opérateurs sont choisis dans
le but d’aller d’un état initial à un état but de manière optimale (c.-à-d., en optimisant une
fonction de coût). En appliquant ce même processus pour des problèmes narratifs, nous
obtenons des solutions valides qui mènent à des situations finales mais rien ne garan-
tit que le scénario raconte une histoire répondant aux critères qualitatifs que nous avons
évoqués précédemment [RIEDL et YOUNG, 2010]. L’idée que nous voulons faire ressortir
ici, est qu’il y a une difficulté à générer des scénarios qui va au-delà de la difficulté com-
binatoire.
RIEDL et YOUNG [2010] proposent un exemple pour illustrer ce problème. L’histoire
qu’ils racontent implique trois personnages (un roi, un chevalier et une princesse) qui
vivent dans un château. Dans cet exemple, la situation finale que les auteurs cherchent
à atteindre est que le roi meurt et que la princesse se retrouve enfermée dans une tour
du château. Un planificateur peut générer plusieurs scénarios valides, par exemple : (scé-
nario 1) la princesse tue le roi et s’enferme elle-même dans la tour ou (scénario 2) le roi
enferme la princesse dans la tour et le chevalier tue le roi. Intuitivement nous pourrions
penser que le scénario 2 est plus cohérent. En effet nous pouvons imaginer que la prin-
cesse a contrarié le roi et que le chevalier l’a vengée en tuant le roi. Cependant, le plani-
ficateur ne sait pas faire cette distinction et considère simplement que les deux scénarios
sont valides et donc équivalents.
Le problème est que les opérateurs sont trop génériques, c’est-à-dire qu’ils peuvent
être ajoutés dans le plan pour de multiples raisons [RIEDL et YOUNG, 2010] et qu’ils peuvent
être réutilisés dans plusieurs contextes narratifs sans que cela ne les impactent [TOMAS-
ZEWSKI, 2011]. La généricité est importante pour que le système de scénarisation ait les
avantages liés à la puissance générative du système (voir sous-section 3.3.3) mais cela
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pose le problème que nous avons identifié dans l’exemple précédent, à savoir faire la dis-
tinction entre des scénarios pertinents/cohérents et ceux qui ne le sont pas. Pour rendre
les opérateurs moins génériques, plusieurs solutions s’offrent à nous.
Premièrement, nous pouvons modifier la définition du problème, par exemple en
considérant que la princesse ne peut pas tuer le roi ou s’enfermer elle-même (avec des
préconditions supplémentaires). Cependant, il se peut que la princesse doive tuer le roi,
si par exemple celui-ci la menace. RIEDL et YOUNG [2010] affirment que modifier la défini-
tion du problème de cette façon n’est pas une bonne solution car l’un des avantages d’uti-
liser la planification pour générer des scénarios est de pouvoir explorer un grand nombre
de possibilités et produire des solutions que l’auteur n’a pas forcément imaginées. Une
deuxième solution est d’utiliser une heuristique pour encoder la qualité de l’histoire et
ainsi favoriser des solutions de qualité (dans notre exemple, favoriser le scénario 2 plutôt
que le scénario 1). Cependant, nous avons vu à la sous-section 3.4.3 qu’une telle fonc-
tion reste très difficile à définir. Enfin, une troisième solution est d’utiliser des macro-
opérateurs qui permettent d’ajouter du contexte narratif dans la définition du problème
sans modifier directement la définition des opérateurs. La prochaine sous-section est dé-
diée à cette troisième solution qui nous semble la plus appropriée.
4.1.2 Les macro-opérateurs
Un macro-opérateur est un regroupement d’opérateurs, qui peut par exemple servir
à modéliser des situations relatives à un même contexte narratif. Ce regroupement peut
prendre la forme de contraintes relationnelles entre les opérateurs (p. ex., hiérarchisation,
ordonnancement, causalité) ou de décomposition de tâches complexes en opérateurs
plus simples. Nous présentons dans cette section deux exemples de macro-opérateurs
utilisés dans la narration interactive ainsi que leurs avantages et inconvénients. Nous
commençons par présenter les events qui sont dédiés à la coordination entre plusieurs
personnages, puis nous présenterons les beats utilisés dans Façade pour modéliser des
mini-scènes de scénarios.
Les events
La planification centrée sur les événements, proposée par SHOULSON et collab. [2013a],
est un système de scénarisation intégré à la plateforme PAStE 5[SHOULSON et collab., 2013b].
Leur système s’intéresse particulièrement à de la scénarisation qui implique des inter-
actions complexes entre des groupes de personnages virtuels. Les auteurs ont défini un
macro-opérateur de planification, appelé event, qui sert à modéliser une tâche devant
être réalisée par plusieurs personnages. Ils ont implémenté leur système sur un scéna-
rio dans lequel des prisonniers doivent collaborer pour s’échapper de prison. À gauche
5. Platform for Adaptive Storytelling with Events.
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de la figure 4.3 nous pouvons voir la prison avec les différents personnages virtuels et à
droite un exemple d’event qui modélise un échange de clef entre deux prisonniers. La
planification se fait par une décomposition des events en événements primaires qui sont
ensuite insérés dans le plan. Les auteurs mettent en avant plusieurs avantages relatifs à
l’utilisation des events. Premièrement, ils permettent de réduire la complexité de la pla-
nification en réduisant le facteur d’embranchement car plutôt que de chercher dans l’en-
semble des actions possibles que peut faire chaque personnage, la recherche est limitée à
l’ensemble des events. Par exemple pour l’échange de clef, nous pouvons voir sur la figure
4.3 que cela est modélisé par deux opérateurs primaires : (1) les deux prisonniers s’ap-
prochent et (2) ils se donnent la clef. C’est un raccourci pour la planification car elle n’a
plus besoin de chercher les combinaisons d’opérateurs primaires qui permettent de faire
cet échange de clef. Les auteurs mettent également en avant l’utilisation d’events pour
renforcer l’intention de l’auteur car cela garantit la présence de séquences d’opérateurs
définies explicitement par l’auteur. Par exemple, un échange de clef entre a et b se fera
toujours par la séquence “a approche b” et “a donne la clef à b” comme a pu le spécifier
l’auteur. En revanche, cela limite la variabilité en limitant la possibilité qu’il y ait d’autres
façons de faire un échange de clef.
FIGURE 4.3 – Sur la gauche, nous pouvons voir le scénario proposé par SHOULSON et collab. [2013a]
qui met en scène une prison dans laquelle le joueur doit s’échapper. Sur la droite, nous pouvons
voir un exemple d’event relatif à ce scénario de prison.
Les beats
MATEAS et STERN [2003] ont défini dans Façade des beats qui sont des mini-scènes
pré-scriptées par l’auteur et qui correspondent à un court dialogue entre personnages ou
à un ensemble d’actions. Les beats sont des macro-opérateurs qui constituent les élé-
ments du scénario. Ils sont ensuite assemblés dynamiquement pour former le scéna-
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rio. Un beat est défini dans le langage ABL 6 [MATEAS, 2002], un langage de planification
proche du Java. Le projet final est composé de 27 beats 7, par exemple PlayerArrives ou en-
core TripGreetsPlayer (voir figure 4.4). Les beats permettent de trouver un bon équilibre
entre des personnages qui ont des comportements cohérents, puisqu’ils sont explicite-
ment modélisés par l’auteur, et un contrôle scénaristique en planifiant un scénario dans
l’espace des beats. Le principal problème quant à l’utilisation des beats, comme le précise
MATEAS [2002] dans sa thèse, est que cela requiert un effort d’écriture considérable 8. De
plus, le langage ABL nécessite des compétences en programmation, ce qui ne permet pas
aux experts de modéliser eux-même le contenu scénaristique (intelligibilité).
FIGURE 4.4 – Un exemple de beat qui sont les unités de base de la narration interactive de Façade
[MATEAS, 2002].
4.1.3 Bilan
Nous avons différencié dans cette section les opérateurs primaires des macro-opérateurs.
Les opérateurs primaires sont génériques mais manquent de contexte narratif. L’intérêt
d’utiliser des opérateurs génériques c’est la puissance générative que cela engendre sur
le système, c’est d’ailleurs ce qui fait la force de la planification classique. Il est donc im-
portant de garder une certaine généricité des opérateurs car cela influe sur la capacité
d’exploration du système, la résilience et la variabilité (voir sous-section 3.3.3). Cepen-
dant, nous avons vu avec l’exemple proposé par RIEDL et YOUNG [2010] que le manque
de contexte narratif pouvait créer des scénarios peu pertinents et qu’il ne s’agissait pas
simplement d’ajouter plus de préconditions aux opérateurs pour résoudre ce problème.
Nous nous sommes alors intéressés aux macro-opérateurs qui sont moins génériques et
qui ajoutent du contexte narratif aux opérateurs. Nous avons vu avec les events et les beats
que les macro-opérateurs facilitent le respect de l’intention de l’auteur en garantissant
l’apparition de certaines séquences d’opérateurs prédéfinies par l’auteur et limitent les
problèmes d’explosion combinatoire en réduisant l’espace de recherche. Néanmoins,
ces macro-opérateurs sont souvent trop spécifiques à leurs domaines d’applications (p.
ex., la coordination entre personnages) ou nécessitent un effort d’écriture très consé-
6. Acronyme pour : “A Behavior Language”
7. Les 27 beats sont listés dans MATEAS [2005].
8. Plusieurs années de travail ont été nécessaire pour modéliser tous les beats.
69
CHAPITRE 4. LES OPÉRATEURS DE PLANIFICATION ETMODÈLES GRAPHIQUES
quent. Ces solutions sont donc difficilement réutilisables. C’est pourquoi dans nos tra-
vaux nous avons cherché à définir un macro-opérateur à la fois générique, indépendant
du contexte d’application et intelligible par les experts pour faciliter l’effort d’écriture.
Nous avons fait l’hypothèse que c’est en modélisant le contenu des macro-opérateurs via
des modèles graphiques (reconnus pour les caractéristiques que nous venons de citer)
que nous allons résoudre les problèmes que nous avons identifiés dans cette section. La
second section de ce chapitre est donc dédiée aux modèles graphiques.
4.2 Les modèles graphiques
Nous avons vu précédemment que la modélisation du contenu scénaristique est une
tâche difficile, fastidieuse, et que la structure des opérateurs (opérateurs primaires, beats,
events...) joue un rôle important sur un certains nombres de caractéristiques comme la
puissance générative ou l’intention de l’auteur. Nous allons voir dans cette section que
l’utilisation de modèles graphiques répond à un certains nombre de problèmes identi-
fiés dans la précédente section. Par exemple, que l’utilisation d’une représentation gra-
phique permet à des experts non-informaticiens (p. ex., des formateurs) de modéliser
eux-mêmes le contenu narratif [DUVAL et collab., 2015]. Dans cette section, nous com-
mençons par donner une définition générale d’un modèle graphique puis nous présente-
rons différentes catégories de modèles.
Un modèle graphique est un ensemble de nœuds (pouvant représenter des variables,
des objets, des concepts...) reliés entre eux par des arcs symbolisant les dépendances
entre ces nœuds. Les différents types de modèles graphiques se distinguent par leurs pro-
priétés, par exemple ils peuvent être orientés ou non orientés, cycliques ou acycliques,
probabilistes ou déterministes, etc. Une des classifications possibles des modèles gra-
phiques est la dualité entre les modèles de type réseaux bayésiens qui proposent une
représentation asymétrique des dépendances et les modèles de Markov qui proposent
une représentation symétrique des dépendances. Dans la suite, nous faisons un état de
l’art de plusieurs modèles graphiques regroupés selon cette dualité en insistant un peu
plus sur les modèles de type réseaux bayésiens car c’est cette catégorie de modèle que
nous avons choisie dans nos travaux. Puis, nous conclurons cette section par un bilan sur
les avantages et inconvénients de chaque modèle.
4.2.1 Les modèles de type réseaux bayésiens
Ce que nous avons appelé la catégorie des modèles de type réseaux bayésiens inclut
tous les modèles graphiques avec des transitions asymétriques. C’est principalement le
type de transitions (reposant sur des probabilités, des probabilités conditionnelles, du
floues, etc.) qui va distinguer les modèles appartenant à cette catégorie. Dans cette sec-
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tion, nous présentons les réseaux bayésiens, les réseaux de Petri, les modèles tirés de
l’analyse de risque, CAUSALITY-DL et enfin les cartes cognitives floues.
Réseau Bayésien (RB)
Un réseau bayésien est un modèle probabiliste qui représente un ensemble de va-
riables aléatoires avec leurs probabilités conditionnelles sous la forme d’un graphe orienté
acyclique [KOLLER et FRIEDMAN, 2009]. Un RB peut par exemple modéliser des relations
probabilistes entre des maladies et leurs symptômes (voir figure 4.5 9). Il est ensuite pos-
sible de faire de l’inférence sur le RB, par exemple déterminer la probabilité d’avoir une
maladie donnée en fonction des symptômes d’une personne. Nous pouvons citer comme
exemple de RB utilisés dans la narration interactive les travaux de ROWE et LESTER [2010],
qui utilisent des RB dynamiques 10 pour modéliser la connaissance de l’utilisateur et ainsi
adapter dynamiquement le scénario en fonction de ses connaissances actuelles. Les RB
sont aussi utilisés pour modéliser des stratégies d’intervention d’un drama manager de-
puis des traces de l’utilisateur 11 [LEE et collab., 2011]. Ces modèles présentent l’avantage
de pouvoir prédire des phénomènes et faire de l’inférence, même avec des données li-
mitées et incomplètes [KONTKANEN et collab., 1997]. De plus, la structure des RB peut
être automatiquement apprise depuis un ensemble de données exemplaires et les RB
peuvent utiliser des données de différentes sources plus ou moins précises [LAURA UUSI-
TALO, 2007]. Cependant, les RB nécessitent des connaissances expertes sous la forme de
probabilités conditionnelles, ce qui n’est pas toujours possible. Par exemple, dans notre
cadre d’application, les experts 12 ne sont pas capables de nous fournir ce genre de pro-
babilités.
Les réseaux de Petri
Les réseaux de Petri [PETRI, 1962] ont été introduits par le mathématicien allemand
CARL ADAM PETRI. Ce sont des graphes orientés et bipartis, c’est à dire composés de
deux types de noeuds qui sont les places et les transitions (voir 4.6). Les places peuvent
contenir des jetons (qui représentent souvent les ressources disponibles). Exécuter une
transition consiste à transférer les jetons d’une place à une autre (celles avant et après
la transition). Les réseaux de Petri proposent un formalisme dédié à la représentation de
séquences d’états-transitions. Ils constituent un outil bien adapté à la modélisation des
systèmes complexes grâce à leur représentation graphique qui permet de visualiser d’une
9. Extrait de : http ://v1.probmods.org/patterns-of-inference.html
10. Dans leurs cas, les RB sont qualifiés de dynamiques car des noeuds peuvent être insérés et retirés
dynamiquement.
11. Ces traces sont les données récoltées sur les actions et les déplacements effectués par l’utilisateur
pendant les sessions précédentes.
12. Dans le projet VICTEAMS, les experts sont des formateurs militaires ou pompiers (BSPP).
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FIGURE 4.5 – Un exemple de réseau bayésien appliqué au domaine médical.
manière naturelle le parallélisme, la synchronisation, le partage de ressources, la priorité,
etc. À titre d’exemple nous pouvons citer [BROM et ABONYI, 2006] qui utilisent des réseaux
de Petri pour décrire l’intrigue d’un scénario et le diriger. Nous pouvons également citer
le système #SEVEN [CLAUDE et collab., 2014], qui s’appuie sur des réseaux de Petri pour
décrire des séquences d’évènements.
FIGURE 4.6 – Un réseau de Petri est représenté par un graphe biparti et orienté qui relie des places
(les cercles) et des transitions (les rectangles).
Modèles tirés de l’analyse de risques
Nous avons regroupé dans une seule sous-section les modèles tirés de l’analyse de
risques car ils ont des propriétés similaires. Nous commençons par citer les arbres de dé-
faillances [VESELY et collab., 1981] qui sont une représentation arborescente des causes
d’un événement. Ils permettent de décrire les enchaînements et combinaisons d’évé-
nements pouvant mener à un événement redouté. Les arbres d’événements [RAUSAND,
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2005] font l’inverse, ils partent d’un événement et décrivent les conséquences qui en dé-
coulent. Il existe également un modèle qui joint ces deux types d’arbres pour former un
modèle centré sur un événement redouté et qu’on appelle nœud papillon [IDDIR, 2015]
(voir exemple à la figure 4.7). Les nœuds papillons permettent de définir des barrières sur
les relations pour empêcher la propagation des événements. Les modèles tirés de l’ana-
lyse de risques, de par leurs représentations graphiques, ont l’avantage d’être intelligibles
donc utilisables par les experts, mais ne sont par contre pas directement interprétables
par des systèmes informatiques. La transposition informatique nécessaire est souvent dé-
licate car ces modèles ne sont pas, pour la plupart, suffisamment formalisés pour lever
toute ambiguïté dans la modélisation des données. Chaque expert peut se les approprier
différemment, ce qui nécessite un effort conséquent d’uniformisation. De plus ils sont
souvent centrés sur un événement en particulier et non pas sur l’ensemble d’une situa-
tion.
FIGURE 4.7 – Un exemple de nœuds papillons centré sur l’événement “inflammation des produits
combustibles” [INERIS et MSB, 2017].
CAUSALITY-DL
CAUSALITY-DL est un méta-modèle proposé par BAROT [2014] permettant de décrire
des chaînes de causalité. C’est un graphe orienté acyclique dont les nœuds sont des évé-
nements reliés entre eux par des liens de causalité ou de subsomption 13. Ce modèle per-
met également de décrire des conjonctions ou disjonctions d’événements favorables à la
13. La subsomption désigne une relation d’inclusion entre des concepts, par exemple le concept animal
subsume le concept mammifère.
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conséquence d’un nouvel événement à l’aide de porte logique ET/OU. Le mécanisme de
barrière proposé par les nœuds papillons pour empêcher la propagation des événements
a été repris dans CAUSALITY-DL. Une barrière peut être passive si elle décrit un état de-
vant être vrai pour interrompre la chaîne de causalité ou active si elle décrit une action à
réaliser pour empêcher l’événement de se produire. Il existe aussi une distinction entre les
barrières de prévention et les barrières de protection. Quand les premières surviennent
en amont de l’événement pour prévenir son apparition, les secondes surviennent en aval
pour prévenir de la propagation en chaîne d’autres événements suite à l’événement pro-
tégé. La figure 4.8 donne un exemple de CAUSALITY-DL appliqué au projet ARAKIS pour
la formation des opérateurs de dépôts pétrolier.
FIGURE 4.8 – Extrait d’un modèle utilisant le formalisme CAUSALITY-DL [BAROT, 2014].
Cartes cognitives floues (FCM)
Les cartes cognitives floues 14, sont des modèles pour représenter des systèmes dy-
namiques, ce qui inclut en particulier des systèmes de causalité entre événements. Les
FCM ont été introduites par KOSKO [1986], puis étendues par de multiples extensions au
cours du temps. PAPAGEORGIOU et SALMERON [2013], très actifs dans ce domaine, ont
d’ailleurs réalisé une revue d’une dizaine d’extensions proposées ces dernières années.
Un FCM est un graphe orienté composé d’un ensemble de nœuds (appelés concepts) et
de relations (arcs entre les concepts). Chaque arc est associé à un poids qui caractérise
le degré d’influence ou l’intensité de la relation. Ce poids peut prendre n’importe quelle
valeur décimale entre -1 et 1. Un poids proche de 1 signifie une très forte influence entre
deux concepts (p. ex., la blessure grave d’une victime influe sur son décès), tandis qu’un
poids négatif signifie une influence négative (p. ex., si la victime est prise en charge rapi-
dement cela influe négativement sur son décès). Nous pouvons faire l’analogie entre les
barrières du modèle CAUSALITY-DL et les influences négatives puisque les deux modé-
lisent une prévention ou protection de l’événement ciblé. Chaque concept a une valeur
qui représente son état et peut aller de -1 à 1 ou de 0 à 1 selon la convention utilisée. Par
exemple pour le concept “stress d’un personnage”, une valeur de 0 peut vouloir dire au-
cun stress et une valeur de 1 signifier beaucoup de stress. Nous pouvons voir sur la figure
14. L’acronyme FCM provient du nom anglais Fuzzy Cognitive Map.
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4.9 deux représentations possibles des FCM : la représentation graphique (intelligible) et
la représentation matricielle (interprétable). Ces deux représentations étant équivalentes,
les FCM répondent aux critères d’intelligibilité et d’interprétabilité.
FIGURE 4.9 – Un exemple de FCM : à gauche la représentation sous forme de graphe et à droite la
représentation matricielle [MLS et collab., 2017].
Les FCM sont utilisées pour modéliser des environnements virtuels mais aussi dans
d’autres domaines très variés tels que la prédiction, la classification ou encore l’aide à la
décision. C’est DICKERSON et KOSKO [1994] les premiers qui proposèrent l’utilisation des
FCM pour les environnements virtuels avec pour exemple applicatif une simulation de
vie d’un dauphin. Nous pouvons également citer les travaux de PARENTHOEN [2001], qui
utilisent les FCM pour modéliser le comportement émotionnel de personnages virtuels
(voir figure 4.10), les travaux de CAI et collab. [2010], qui les utilisent pour modéliser les
attributs d’un personnage virtuel (p. ex., son bonheur, son énergie - voir figure 4.11) ou
encore ceux de CAI et collab. [2007], qui utilisent des FCM pour sélectionner les buts de
l’histoire que leur système de scénarisation doit atteindre.
FIGURE 4.10 – Un FCM utilisé pour modéliser le comportement émotionnel d’un personnage vir-
tuel dans les travaux de PARENTHOEN [2001].
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FIGURE 4.11 – Un FCM utilisé pour modéliser certains attributs d’un personnage virtuel en fonc-
tion d’autres attributs, par exemple son bonheur [CAI et collab., 2010].
4.2.2 Les modèles de Markov
Bien que les modèles de Markov soient nombreux, ils sont volontairement sous-représentés
dans cette section car nous allons voir que ce type de modèles ne nous conviennent pas
entièrement. Nous allons toutefois parler des Processus de Décision Markovien (PDM)
qui sont représentatifs de cette catégorie. Un PDM [BUFFET et SIGAUD, 2008] (voir figure
4.12 15) est un processus stochastique contrôlé, satisfaisant la propriété de Markov (c.-à-
d., la distribution de probabilité des états futurs ne dépend que de l’état présent et pas
des états passés). Les PDM fournissent une infrastructure pour modéliser des problèmes
de décision dans lesquelles le monde évolue de manière stochastique. Ils sont définis par
un ensemble d’états et d’actions, une fonction de transition et une fonction de récom-
pense. La solution d’un PDM est une politique qui associe pour chaque état l’action qui
maximise la récompense sur le long terme. Dans les travaux de NELSON et MATEAS [2008];
NELSON et collab. [2006] des PDM sont utilisés pour choisir la meilleure action (p. ex., ac-
tion d’un personnage virtuel) à n’importe quel moment en fonction de l’histoire en cours
et de la fonction de récompense. L’un des avantages des PDM dans la narration interactive
sont qu’ils permettent d’encoder la qualité de l’histoire dans une fonction de récompense
(à optimiser pour trouver des scénarios de qualités 16) et de modéliser les incertitudes sur
les actions. Cependant, ces deux avantages nécessitent d’être capable de définir une telle
fonction de récompense et d’avoir une fonction de transition probabiliste sur les actions,
15. extrait de : https ://en.wikipedia.org/wiki/Markov_decision_process
16. Ici, la qualité fait référence aux critères que l’auteur a encodés dans la fonction de récompense.
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ce qui est en pratique rarement le cas dans le contexte de la narration interactive.
FIGURE 4.12 – Un exemple de processus de décision markovien.
4.2.3 Bilan
Les modèles graphiques sont issus de la théorie des graphes et fournissent un frame-
work pour modéliser des problèmes complexes et/ou incertains. Nous nous sommes in-
téressés à ces modèles pour modéliser des situations d’intérêt dans un macro-opérateur.
L’idée est que la planification puisse exploiter ces modèles pour en tirer des séquences
d’opérateurs représentatives de situations d’intérêt modélisées par les experts. Nous n’avons
pas proposé une liste exhaustive de tous les modèles mais plutôt un panel représentatif
des modèles graphiques, que nous avons regroupés en deux catégories : les modèles de
type réseaux bayésiens et les modèles de Markov. Nous avons en particulier choisi les mo-
dèles principalement utilisés dans le laboratoire où a été réalisée cette thèse, voir inventé
dans ce laboratoire pour le cas de CAUSALITY-DL. Nous ne nous sommes par attardés
sur les modèles de Markov car nous cherchons à modéliser des situations sous la forme
de chaînes de causalité et donc avec une représentation symétrique des dépendances. De
plus, les modèles de Markov sont des modèles complexes qui peuvent engendrer une ex-
plosion combinatoire car la résolution est ramenée à un calcul matriciel. Cela ne semble
donc pas prometteur de les associer à la planification qui est elle-même un processus
combinatoire. Enfin, ils ne sont pas intelligibles par les experts et sont difficiles à appré-
hender pour les formateurs.
En ce qui concerne les modèles tirés des réseaux bayésiens, les RB sont largement
adoptés comme méthode de représentation des connaissances et de raisonnement dans
l’incertain, cependant la construction de la structure et des paramètres du réseau peuvent
être une tâche fastidieuse. De plus, il est parfois difficile pour les experts du domaine de
donner des probabilités conditionnelles. Les réseaux de Petri permettent de décrire des
situations sous la forme de séquences d’actions mais la description d’une situation com-
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plexe mettant en jeu plusieurs alternatives peut s’avérer compliquée car cela devient vite
difficile à maintenir et illisible. Les modèles tirés de l’analyse de risques sont conçus pour
être directement utilisables par les experts mais ne sont pas directement interprétables
par des modules informatiques. De plus, ils sont souvent construits autour d’un unique
événement redouté et non pas d’une situation. Enfin, nous finissons par CAUSALITY-DL
et les FCM qui semblent le mieux satisfaire nos besoins. Ces deux modèles sont intelli-
gibles et ont l’avantage de décrire et de modéliser les connaissances d’une manière com-
plète et avec moins d’effort (moins de temps) que les autres méthodes. Les principales
différences entre CAUSALITY-DL et les FCM sont que les FCM permettent d’exprimer la
force des relations causales par une pondération sur les arcs du graphe et ils offrent un
framework approprié pour faire du raisonnement flou et donc pour décrire des variables
avec des termes linguistiques (p. ex., un stress bas/moyen/élevé).
4.3 Conclusion
Ce chapitre clôture notre état de l’art. Nous verrons dans la prochaine partie dédiée à
nos contributions que notre proposition repose sur une approche s’appuyant sur la pla-
nification et en particulier sur un macro-opérateur défini par un modèle graphique. Ce
dernier chapitre était volontairement décomposé en deux sections bien distinctes : les
opérateurs de planification d’un côté et les modèles graphiques de l’autre. Ce ne sont
pas des domaines qui ont l’habitude de se mélanger et c’est pourquoi nous avons pré-
féré faire deux bilans séparés plutôt qu’un bilan général sur ces deux sections. Nous les
avons regroupés en un seul chapitre car l’une des contributions majeure et l’originalité
de nos travaux est de coupler la planification et les modèles graphiques au travers d’un
macro-opérateur. Nous allons voir dans la prochaine partie de ce mémoire dédiée à notre
contribution que ce couplage va être un élément essentiel pour atteindre les objectifs que
nous nous sommes fixés en introduction.
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Nous cherchons à scénariser des environnements virtuels pour la formation favori-
sant des apprentissages situés. Le processus de scénarisation est un facteur clé pour l’effi-
cacité de ce type de formation. Il s’exécute en deux étapes : la génération puis l’exécution
d’un scénario. Ce processus permet d’avoir un contrôle scénaristique de la simulation
dans le but d’orienter l’apprenant vers des situations d’intérêt 1. Cependant, le système
de scénarisation ne peut ni contrôler l’apprenant, ni les personnages virtuels car nous
1. Nous qualifierons une situation d’intérêt pour désigner une situation type identifiée par le formateur
pour permettre le développement de compétences.
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avons fait le choix d’utiliser des personnages virtuels autonomes (voir sous-section 1.4.3).
C’est pourquoi le scénario est hypothétique et est amené à évoluer pendant la formation.
Ce scénario est composé d’opérateurs d’ajustement déclenchés par le système de scénari-
sation (p. ex., des événements) et d’opérateurs de prédiction qui vont être observés (p. ex.,
les actions de l’apprenant et des personnages virtuels). Ainsi, le scénario est exécuté se-
lon les observations faites par le système. Autrement dit, si le prochain opérateur pendant
l’exécution du scénario est un opérateur d’ajustement, alors le système le déclenche dans
l’environnement virtuel, si en revanche c’est un opérateur de prédiction, alors le système
attend une notification de sa réalisation dans l’environnement virtuel. Si un opérateur
de prédiction n’est plus observable (p. ex., si l’apprenant a été à l’encontre du scénario
prescrit), alors le système re-génère un nouveau scénario. Nous faisons le choix d’une ap-
proche s’appuyant sur la planification que nous avons couplée avec des cartes cognitives
floues au travers d’un macro-opérateur de planification, appelé FRAG pour FRAGment
de scénario 2. Un FRAG sert à modéliser un ensemble de situations d’intérêt relatives à un
même contexte narratif. Dans ce chapitre, nous commençons par quelques définitions,
puis dans une deuxième section nous détaillerons notre approche en nous positionnant
et en justifiant nos choix par rapport aux objectifs que nous avons définis dans le cha-
pitre 1. Dans une troisième section nous présenterons nos modèles de représentation du
contenu scénaristique. Enfin, nous terminerons ce chapitre par le moteur de génération
de scénarios et le moteur d’exécution de scénarios.
5.1 Quelques définitions
Dans cette section nous donnons quelques définitions essentielles pour la compré-
hension de ce chapitre.
5.1.1 Opérateurs et prédicats narratifs
Un opérateur narratif est la brique élémentaire d’un scénario, il est directement exé-
cutable ou observable dans l’environnement virtuel (p. ex., prendre un garrot, faire son-
ner la radio). Nous avons défini différents types d’opérateurs narratifs qui sont les tâches
des personnages, les événements, les late commitment qui permettent d’initialiser tardi-
vement des états du monde restés inconnus et les changements d’occurrences qui per-
mettent de modifier la probabilité de succès ou d’échec d’une tâche (nous reviendrons
plus en détails sur ces opérateurs dans le chapitre 6). Parmi les opérateurs narratifs, nous
faisons la distinction entre les opérateurs d’ajustement 3 qui décrivent les interventions
2. Le mot FRAG prendra un “s” au pluriel, contrairement à FCM, PDM, RB..., car ce mot n’est pas un
acronyme mais un diminutif de fragment.
3. Le terme “ajustement” provient du fait que les opérateurs d’ajustement servent à faire des ajuste-
ments sur la simulation pour opérer le contrôle scénaristique.
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possibles de MENTA (notre système de scénarisation) sur l’environnement virtuel et qui
sont donc exécutables par le moteur d’exécution et les opérateurs de prédiction qui eux
sont observables. Faire cette distinction permet au moteur d’exécution de savoir ce qu’il
doit exécuter dans l’environnement virtuel et ce qu’il doit observer. Enfin, un prédicat
narratif est une assertion sur le monde, par exemple “Christian est proactif” ou “la se-
ringue est dans la caisse”.
5.1.2 Contenu scénaristique
Nous définissons le contenu scénaristique comme l’ensemble des données relatives
à l’application et utilisées par le système de scénarisation. Le contenu scénaristique peut
être modélisé sous la forme de modèles de connaissance, de modèles graphiques ou via
des langages spécifiques à cet effet (p. ex., STRIPS, PDDL). Dans nos travaux, nous n’avons
pas de contenu purement pédagogique ou narratif mais plutôt un mélange des deux aux-
quels nous ajoutons la représentation du monde. Le monde est défini par la liste des per-
sonnages et des objets avec leurs attributs/propriétés, les opérateurs narratifs et les règles
de fonctionnement du monde. Les aspects narratifs du contenu scénaristique sont rela-
tifs à la causalité et à l’ordonnancement entre les opérateurs, par exemple le fait de dire
qu’un événement est la cause d’un autre. Enfin, les aspects pédagogiques sont la spécifi-
cation des critères de formation 4 et la spécification des compétences misent en jeu selon
les situations.
5.1.3 Termes relatifs à la planification
Le domaine de planification est la représentation formelle du contenu scénaristique.
Il correspond à l’ensemble des opérateurs narratifs, des prédicats narratifs et des objec-
tifs scénaristiques formalisés dans un langage de planification. Dans cette représenta-
tion, les opérateurs sont modélisés par l’auteur de façon non instancié, c’est-à-dire qu’ils
sont modélisés avec des objets. Avant le processus de planification en lui-même, tous les
modèles sont instanciés par le planificateur avec les variables (objets, personnages) du
problème. Par exemple “Ouvrir(Paul, PorteDeLaCuisine)” est une instanciation de l’opé-
rateur “Ouvrir(Personnage,Porte)”. L’instanciation d’un opérateur s’appelle une action de
planification et l’ensemble des actions de planification constitue l’espace d’actions. On
dira alors que la planification fait de la recherche dans un espace d’actions. Cette re-
cherche se fait par une exploration des états du monde en appliquant chaque action ap-
plicable dans chaque état exploré, jusqu’à ce qu’un état satisfaisant les buts du problème
soit trouvé. Un état, ou état du monde, est la représentation sous forme de prédicats nar-
4. Un critère de formation est une contrainte globale sur les propriétés du scénario, par exemple la diffi-
culté, la criticité ou la complexité. Dans ce mémoire, nous utiliserons toujours la difficulté à titre d’exemple,
mais nos travaux ne sont pas spécifiques à ce critère.
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ratifs du monde et un état courant est l’état du monde en train d’être exploré au moment
de la planification. Le terme “action” pouvant porter à confusion entre les actions de pla-
nification et les actions des personnages, nous utiliserons le terme tâche pour parler de
l’action d’un personnage et réserverons le terme action pour la planification.
5.1.4 Scénario
Un scénario est souvent défini dans la littérature par une séquence d’évènements/ac-
tions (partiellement) ordonnée. Nous pouvons à titre d’exemple citer la définition de ZOOK
et collab. [2012] qui s’intéressent à un domaine d’application très proche du nôtre, à
savoir la scénarisation pour la formation militaire en environnements virtuels. Ils dé-
finissent un scénario comme “une séquence d’événements devant se dérouler sur une
certaine durée et dont l’exécution mènera l’apprenant vers l’accomplissement d’un en-
semble de compétences données” 5. Pour formuler notre propre définition du scénario,
nous commençons par regarder celles proposées dans les thèses de BAROT [2014] et CAR-
PENTIER [2015] car leurs travaux ont été implémentés dans la même suite logicielle que la
nôtre (HUMANS). BAROT [2014] définit un scénario de la façon suivante :
“
Un scénario est un ensemble d’événements particuliers, partiellement
ordonnés et instanciés dans un environnement virtuel.
C. Barot
”Suite à cette définition, CARPENTIER [2015] apporta une modification pour aboutir à :
“
Un scénario est un ensemble d’événements particuliers, partiellement
ordonnés et instanciables dans un environnement virtuel.
K. Carpentier
”La différence réside sur le terme faisant référence à l’instanciation. CARPENTIER dif-
férencie le scénario prescrit du scénario effectif en précisant que le scénario prescrit est
celui tel qu’il a été défini alors que le scénario effectif est celui tel qu’il est exécuté dans
l’environnement virtuel. La raison étant que le scénario peut évoluer pendant son exé-
cution à cause des interactions de l’utilisateur. Dans le scénario prescrit les événements
sont instanciables mais pas encore instanciés alors que dans le scénario effectif ils sont
instanciés dans l’environnement virtuel. Dans cette thèse nous apportons quelques mo-
difications à ces définitions. La première est que nous ne parlons pas d’événements mais
d’opérateurs narratifs, car les événements sont une sous-catégorie des opérateurs narra-
tifs que nous proposons. La deuxième modification est liée au fait que MENTA utilise un
5. We define a scenario to be a sequence of events that is expected to unfold over a period of time, which
if executed will require a trainee to perform a given set of skills. A. Zook et al.
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planificateur pour générer des scénarios et que le processus de planification raisonne sur
les instances des opérateurs. Par conséquent, les opérateurs narratifs sont déjà instan-
ciés dans le scénario prescrit. Notons que dans la définition de BAROT, ils sont également
instanciés car elle a également utilisé un planificateur pour générer des scénarios. Enfin,
la troisième et dernière modification est liée au fait que le scénario généré est prescrit
et hypothétique et donc que les opérateurs sont soit exécutables soit observables dans
l’environnement virtuel. Ces considérations aboutissent à la définition suivante :
Scénario
Un scénario est un ensemble d’opérateurs narratifs instanciés, partiellement or-
donnés et [exécutables ou observables] dans un environnement virtuel.
À cette définition nous ajoutons quelques propriétés que peut avoir un scénario :
— Prescrit : un scénario prescrit est le scénario tel qu’il est généré par le système de
scénarisation. Il est hypothétique et amené à changer pendant son exécution en
fonction des tâches des personnages virtuels et de l’apprenant.
— Effectif : un scénario effectif est le scénario tel qu’il est vécu par l’apprenant dans
l’environnement virtuel. Il peut être assez éloigné du scénario prescrit.
— Partiel : un scénario partiel ne concerne qu’un sous-ensemble de personnages et
d’objets. Il ne décrit pas toute l’histoire mais seulement des morceaux de l’histoire
puisque nous nous plaçons dans une approche émergente dont le scénario effectif
doit émerger des interactions entre les personnages et MENTA. De plus, le scéna-
rio partiel ne décrit pas tout jusqu’à la fin de la session de formation mais plutôt
les prochaines situations à atteindre. Il serait en effet impossible de vouloir générer
tout le scénario à l’avance à cause des fortes incertitudes sur les tâches des person-
nages virtuels et de l’apprenant.
— Fidèle : un scénario fidèle est un scénario qui reflète l’intention de l’auteur, c’est-
à-dire qui est représentatif de ce que l’auteur a imaginé en définissant le contenu
scénaristique.
— Inconsistant : un scénario est inconsistant par rapport à un état du monde s’il ne
peut plus être exécuté dans cet état du monde. Il peut devenir inconsistant si les
tâches de l’apprenant ou des personnages virtuels vont à l’encontre du scénario
prescrit. Dans ce cas, MENTA devra re-générer un nouveau scénario.
Dans cette thèse, un scénario est par défaut prescrit et partiel et sera considéré comme
tel si nous ne précisons rien. Le qualificatif fidèle sera utilisé explicitement quand nous
en aurons besoin. Notons qu’en dépit du caractère prescrit et hypothétique du scénario,
il reste assez probable pour plusieurs raisons. Premièrement, certains événements per-
mettent d’influencer les actions des personnages, par exemple nous pouvons attirer leurs
attentions à un endroit précis en simulant un appel téléphonique. Deuxièmement, le scé-
nario étant seulement partiel et n’incluant pas toutes les tâches de tous les personnages,
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les opérateurs de prédictions sont limitées aux tâches des personnages qui jouent réelle-
ment un rôle dans le scénario. Enfin, les personnages virtuels agissent selon des procé-
dures (surtout dans le domaine médical), ce qui nous permet de supposer ce qu’ils vont
faire. Gardons tout de même à l’esprit que ce n’est pas garanti car les personnages agissent
selon leurs propres processus cognitifs et peuvent avoir des comportements erronés.
5.1.5 Situation
Une situation est une sous-partie du scénario, ou autrement dit, un scénario est com-
posé de plusieurs situations. Ces deux termes ont la même définition, soit un ensemble
d’opérateurs narratifs, en revanche ils diffèrent par leurs périmètres. Une situation est ca-
ractérisée par un contexte narratif défini à l’avance par l’auteur (p. ex., l’évacuation d’une
victime) et doit faire travailler certaines compétences en particulier. Nous verrons dans la
suite que les situations sont modélisées dans des FRAGs et sont, d’un point de vue formel,
délimitées par le périmètre de leurs FRAGs. Enfin, nous parlerons de situations d’intérêt
pour désigner une situation type identifiée par le formateur pour permettre le dévelop-
pement de compétences.
Ces définitions seront enrichies et formalisées dans les chapitres 6 et 7. Nous pouvons
à présent détailler notre approche.
5.2 Approche et positionnement
Comme nous l’avons dans le chapitre 2, les approches centrées sur les personnages
permettent entre autre de proposer des comportements cohérents. Cette cohérence est
importante pour l’apprenant et permet, dans un cadre de formation, de favoriser l’expli-
cabilité des comportements. Cependant, il est également important de pouvoir exercer
un contrôle externe sur le déroulement de la simulation pour orienter l’apprenant vers
des situations qui mettent en jeu des compétences en particulier ou pour que le forma-
teur puisse adapter le scénario selon la progression de l’apprenant (p. ex., modifier la dif-
ficulté). Ce contrôle scénaristique est par ailleurs l’une des caractéristiques principales
des approches centrées sur le scénario. C’est pourquoi nous proposons une approche
hybride entre les approches centrées sur les personnages et les approches centrées sur
le scénario. Dans notre approche, le scénario doit émerger des interactions entre l’appre-
nant, les personnages virtuels et le système de scénarisation. Dans cette approche, le rôle
du système de scénarisation est d’orienter l’apprenant vers certaines situations d’intérêt
et de satisfaire des objectifs scénaristiques choisis par le formateur (p. ex., orienter le dé-
roulement de la simulation sur certaines compétences en particulier). Contrairement aux
approches purement orientées scénario qui génèrent et contrôlent les comportements
des personnages virtuels, notre système de scénarisation est l’un des composants d’une
approche décentralisée et il ne peut pas donner d’ordre directs aux personnages virtuels
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(voir sous-section 1.4.3). Cette thèse s’intéresse en particulier à ce système de scénarisa-
tion, que nous avons appelé MENTA.
5.2.1 Entre approches scriptées et génératives
Dans la seconde partie du chapitre 2, nous avons différencié les approches scrip-
tées des approches génératives. Le fait que MENTA ne puisse pas donner d’ordres directs
aux personnages virtuels implique deux propriétés sur le scénario qu’il génère. Premiè-
rement, il est partiel car il ne raconte pas toute l’histoire mais seulement des morceaux
de scénarios, le reste de l’histoire provenant des personnages virtuels et de l’apprenant.
Deuxièmement, c’est un scénario hypothétique qui est amené à évoluer en fonction des
tâches des personnages virtuels et de l’apprenant car il se peut que ces tâches entrent en
conflit avec le scénario prescrit. Il convient alors d’assurer une adaptation qui puisse faire
face aux éventuelles perturbations et mises en échec du scénario engendrées par l’appre-
nant et les personnages virtuels autonomes. C’est ce que nous avons appelé la résilience
lors de la définition de nos objectifs à la section 1.2. De plus, dans le cadre d’un appren-
tissage situé, nous souhaitons mettre en avant la variabilité du système afin d’offrir un
large panel de scénarios à l’apprenant ainsi que la liberté d’action pour laisser l’appre-
nant expérimenter sans le contraindre à des choix prédéfinis à l’avance. C’est pourquoi
nous faisons le choix d’une approche générative délibérative, qui favorise cette liberté
d’action, et plus précisément d’une approche s’appuyant sur la planification car cette
approche est réputée pour sa puissance générative qui influe directement sur la variabi-
lité et la résilience du système (voir sous-section 3.3.3). En effet, plus le système est géné-
ratif plus il peut explorer un grand nombre d’états, ce qui lui permet de trouver un grand
nombre de scénarios différents et par conséquent de pouvoir s’adapter aux interactions
de l’apprenant en lui proposant un nouveau scénario s’il dévie du scénario prescrit.
5.2.2 Un approche s’appuyant sur la planification
Nous avons donc fait l’hypothèse que les approches s’appuyant sur la planification
étaient le meilleur moyen de satisfaire la résilience et la variabilité du système tout en
offrant une grande liberté d’action à l’apprenant. Cependant, nous avons vu dans notre
état de l’art que cette approche posait plusieurs problèmes. Le premier que nous avons
identifié est que plus le système est génératif, plus il est difficile d’identifier les scénarios
réellement pertinents 6 parmi l’ensemble des scénarios générés. Ce problème a d’ailleurs
été récemment défini comme un sujet de recherche encore ouvert par RYAN et collab.
[2015] dans son challenge numéro 3 qui parle de la reconnaissance d’histoire. Ils décrivent
ce problème comme l’impossibilité des systèmes actuels à identifier des scénarios perti-
6. Ici, la pertinence fait référence à la qualité du scénario, nous n’avons pas explicitement défini ce terme
car cela dépend des critères de qualités de l’auteur et de ses préférences.
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nents parmi la multitude des scénarios générés. Comme nous l’avons vu dans la sous-
section 3.4.3, des solutions ont été proposées pour identifier des scénarios de meilleur
qualité que d’autres, mais nous avons également vu que ces solutions sont difficiles à
mettre en place et que l’existence de fonctions qui encodent la qualité d’un scénario reste
encore hypothétique. Dans nos travaux, nous avons alors fait deux hypothèses. La pre-
mière est qu’il est préférable de réduire la puissance générative du système pour faciliter
l’apparition de scénarios pertinents. La deuxième est que la pertinence des scénarios est
dépendante de l’intention de l’auteur. En effet, si nous ne sommes pas capables de définir
une fonction de qualité et de chercher des scénarios pertinents, alors nous devrions plutôt
rechercher des scénarios fidèles. C’est donc en renforçant l’intention de l’auteur dans le
processus de scénarisation que nous souhaitons faciliter l’apparition de scénarios fidèles.
La puissance générative est souvent opposée à l’intention de l’auteur car plus le système
est contraint par des choix de l’auteur, moins il sera génératif, et inversement. L’idée géné-
rale de notre proposition est de mettre en place un système de scénarisation qui permet
d’ajuster la puissance générative et l’intention de l’auteur de façon à trouver un bon équi-
libre entre ces deux caractéristiques. Nous proposons de faire cet ajustement au travers
d’un macro-opérateur, qui permet d’un côté de scripter des morceaux de scénarios pour
renforcer l’intention de l’auteur et de l’autre de conserver les propriétés génératives des
approches s’appuyant sur la planification. Nous terminons cette section en expliquant le
rôle du formateur avant de rentrer dans la description des modèles de représentation du
contenu scénaristique et en particulier de ce macro-opérateur.
5.2.3 Le rôle du formateur
Dans notre approche, le formateur peut intervenir à deux moments différents : en
amont et pendant la session de formation. En amont, il a pour rôle de définir le contenu
scénaristique en décrivant les situations d’intérêt dans les modèles de données. Ensuite,
avant le début de la session, il peut spécifier les conditions initiales et les objectifs scéna-
ristiques. Enfin, pendant la session de formation, le formateur peut modifier si besoin les
objectifs scénaristiques en fonction de l’évolution de l’apprenant. Il peut par exemple de-
mander un scénario plus facile si l’apprenant est en difficulté ou choisir de faire travailler
d’autres compétences.
5.3 Modèles de représentation du contenu scénaristique
Dans cette section, nous allons parler de la représentation du contenu scénaristique et
en particulier des FRAGs. Nous définirons ce qu’est un FRAG, pourquoi nous avons choisi
de modéliser le contenu scénaristique dans des FRAGs et en quoi cela répond à notre
problématique. Nous commençons par rappeler qu’un système de scénarisation est se-
lon la définition de BAROT [2014] “composé d’un ou plusieurs langages de scénarisation,
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permettant de modéliser le contenu scénaristique et/ou les objectifs scénaristiques, et
d’un moteur de scénarisation permettant de gérer de manière dynamique la réalisation
du scénario”. Nous avons opté pour une approche s’appuyant sur la planification, ce qui
fait que notre moteur de scénarisation repose sur un planificateur. Nous nous sommes
alors intéressés aux différents types de planificateur et nous en avons décrit deux en rap-
port avec nos besoins dans l’état de l’art (voir à la section 3.5). Nous commençons donc
cette section par positionner notre système par rapport à ces types de planificateur.
5.3.1 Types de planificateur
Dans notre état de l’art, nous avons choisi de décrire les HTN et les HSP qui sont res-
pectivement représentatif de la planification à base de connaissances et de la planifica-
tion à base d’actions primitives. D’un côté, les HTN facilitent la modélisation du contenu
scénaristique en proposant une hiérarchisation et un ordonnancement des évènements.
De plus, ces contraintes sur les événements renforcent l’intention de l’auteur car il peut
décider des séquences d’événements qu’il souhaite retrouver dans le scénario. De l’autre
côté, nous avons vu que la puissance générative des HSP permet de replanifier plus en
profondeur et de générer des scénarios plus variés qu’avec les HTN. Dans le but de faci-
liter la modélisation du contenu scénaristique tout en conservant les capacités d’explo-
ration, de variabilité et de replanification propres aux HSP, nous proposons un système
hybride qui repose sur un HSP, auquel nous avons intégré un macro-opérateur, appelé
FRAG pour FRAGment de scénario, qui agit comme un HTN. Notre HSP s’appuie sur de
la planification temporelle qui est une catégorie de planification qui considère des opé-
rateurs concurrents et temporels, c’est-à-dire qu’ils ont une durée d’exécution et peuvent
s’exécuter en parallèle d’autres opérateurs. Quant au macro-opérateur FRAG, il sert à mo-
déliser un fragment de scénario sous la forme de plusieurs situations relatives à un même
contexte narratif. Par exemple, un contexte d’évacuation des victimes peut-être modé-
lisé par deux situations : l’une qui décrit une évacuation par voie aérienne et l’autre par
voie terrestre. Un FRAG utilise une représentation graphique dans laquelle chaque che-
min du graphe est une situation. Comme chaque situation d’un même FRAG est rela-
tive au même contexte narratif, elles représentent en fait différentes alternatives, plus ou
moins difficiles ou plus ou moins axées sur certaines compétences, d’un même fragment
de scénario. Ainsi, non seulement ces alternatives sont une source de variabilité pour le
système de scénarisation, mais elles permettent également de personnaliser le scénario
en termes de difficulté ou de compétence. Dans la suite, nous présentons les avantages
de l’utilisation d’un macro-opérateur et le modèle graphique que nous avons choisi pour
modéliser un FRAG.
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5.3.2 Pourquoi l’opérateur FRAG?
Nous commençons cette sous-section par une liste énumérant ce que nous souhai-
tons que notre opérateur FRAG permette puis nous détaillerons séparément chacun de
ces points. Un FRAG doit permettre :
— d’ajuster la granularité de la planification pour trouver un bon équilibre entre la
puissance générative du système et le respect de l’intention de l’auteur ;
— de faciliter l’intégration des connaissances expertes notamment avec une modéli-
sation graphique, plus expressive et intelligible que les formalismes de planification
classique;
— de contextualiser les opérateurs narratifs dans le but de pouvoir les annoter par des
critères de formation et des compétences mises en jeu.
La granularité
La granularité définit la taille du plus petit élément d’un système. Par exemple, la gra-
nularité d’une population est un individu. La granularité d’un système de génération de
scénarios fait référence aux éléments constituants le scénario. Si la granularité se situe au
niveau de tous les changements possibles du monde (c.-à-d., des opérateurs primaires di-
rectement exécutables dans l’environnement virtuel) alors le système est très génératif et
peut explorer un grand nombre d’évolutions possibles du monde, soit un grand nombre
de scénarios. Cependant, nous avons vu à la sous-section 4.1.1 qu’il sera dans ce cas diffi-
cile d’identifier des scénarios réellement fidèles ou pertinents parmi l’ensemble des scé-
narios générés. À l’opposé, une faible granularité signifie que des morceaux entiers de
scénarios sont scriptés, ce qui assure des scénarios fidèles mais peu variés et un système
peu résilient. La plus faible granularité possible est un scénario entièrement scripté. Notre
solution devra permettre l’ajustement de cette granularité en faisant varier la taille des
FRAGs (c.-à-d., le nombre d’opérateurs primaires dans les FRAGs et la longueur des situa-
tions). C’est l’ajustement de cette granularité qui permettra de trouver le bon équilibre
entre la générativité du système et l’intention de l’auteur. Comme nous l’avons vu à la
sous-section 4.1.2 avec notamment les travaux de SHOULSON et collab. [2013a], faciliter
l’apparition de certaines séquences d’actions prédéfinies par l’auteur augmente l’inten-
tion de l’auteur car cela garantit la présence de morceaux de scénarios explicitement défi-
nis par lui-même. Cependant, il ne faut pas non plus retomber dans une approche entiè-
rement scriptée et perdre les avantages relatifs à la puissance générative du système. C’est
pourquoi nous avons proposé de mettre ces morceaux scriptés dans un macro-opérateur
de planification pour permettre de faire un ajustement entre le scripté et le génératif.
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La modélisation du contenu scénaristique
Le contenu scénaristique est soit directement modélisé par les experts, soit par des
informaticiens depuis des connaissances expertes. Les connaissances que nous avons à
disposition proviennent d’un côté des formateurs, pour ce qui est des situations et des
compétences mises en jeu et de l’autre des médecins, pour ce qui est des aspects tech-
niques comme l’évolution de l’état de santé d’une victime. Ces connaissances sont ex-
primées par des experts en langage naturel, et correspondent à une énumération de si-
tuations qu’ils ont soit mises en place pendant des formations de terrains soit réellement
rencontrées sur le terrain. La modélisation du contenu scénaristique via un domaine de
planification est encore de nos jours reconnue comme étant un challenge scientifique
[PORTEOUS, 2016; STEFNISSON et THUE, 2017; ZHUO et KAMBHAMPATI, 2013]. En effet,
il est difficile de modéliser des histoires sous la forme d’opérateurs. De plus, les opéra-
teurs classiques de planification ne sont souvent pas suffisants pour encoder les subti-
lités relatives au domaine de la narration (voir la sous-section 4.1.1). PORTEOUS [2016]
souligne que la stratégie communément utilisée pour modéliser le contenu scénaristique
est de définir les opérateurs en partant d’une histoire de base, puis de rajouter des opéra-
teurs qui produiront des variantes de cette histoire. Cependant, PORTEOUS affirme que le
contenu scénaristique ainsi défini ne sera pas nécessairement suffisant pour : (1) générer
une histoire avec une autre fin (un autre but narratif), (2) générer suffisamment de varia-
tions de l’histoire et (3) générer des alternatives permettant de survenir aux changements
du monde engendrés par des interactions non-prévues de l’utilisateur. Avec les FRAGs,
nous proposons une approche différente qui consiste non pas à partir d’une histoire de
base, mais plutôt à concevoir des fragments de scénarios indépendants les uns des autres.
C’est ensuite à la planification d’orchestrer et d’agencer ces fragments pour aboutir à des
scénarios. De plus, la possibilité de pouvoir proposer plusieurs alternatives au sein d’un
même fragment va se traduire par la génération de scénarios variés et ce même si le but
narratif 7 est le même.
En plus de la difficulté à modéliser le contenu scénaristique, nous ajoutons que dans
notre domaine d’application, les situations proviennent d’entretiens avec les experts, sont
non structurées et dépendent de données qualitatives. Les experts n’ont pas de probabi-
lités ou de valeurs précises à nous fournir sur les attributs et propriétés des objets ou des
personnages. Nous devons nous contenter de données qualitatives la plupart du temps
exprimées par des termes linguistiques. Par exemple : “si le stress du médecin est élevé
alors...”, “dans le cas d’un pouls filant il faut faire...” ou encore “si le saignement de la bles-
sure est important alors...”. Tout cela rend difficile la transformation du contenu scénaris-
tique (exprimé en langage naturel par les experts) en un langage formel et interprétable
par un planificateur. C’est pourquoi nous avons choisi d’utiliser un modèle graphique qui
7. Nous reviendrons sur ce terme, ce qu’il faut retenir ici c’est qu’un but narratif est la situation finale
que l’on cherche à atteindre.
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permet de modéliser plus naturellement ces données non-structurées qu’avec des opé-
rateurs primaires. De plus, nous espérons qu’avec un modèle graphique intelligible et in-
terprétable nous allons réduire l’effort d’écriture et l’effort d’intégration entre les connais-
sances expertes et les modèles prêts à être utilisés par le planificateur de scénarios.
Le contexte narratif
Le contexte narratif fait référence aux circonstances et à la situation qui entoure un
événement ou une action. Dans nos travaux, le contexte narratif est très important pour
la modélisation des objectifs scénaristiques. En ce qui concerne les critères de formation,
nous cherchons à estimer l’impact de certains événements sur l’apprenant en termes de
difficulté ou de stress par exemple. L’idée est que le système de scénarisation pourra en-
suite sélectionner, via une fonction de récompense, des scénarios plus ou moins difficiles
en fonction des événements qui le compose. Cependant, nous avons vu que les opéra-
teurs de planification sont très peu contraints par leurs contextes, ce qui dans notre cas ne
permet pas d’estimer correctement l’impact des événements sur l’apprenant. Comment
savoir si l’évènement “coupure de courant” va engendrer de la difficulté sans connaître le
contexte narratif. Est-ce que l’équipe médicale est à ce moment surchargée ? du matériel
électronique est-il en train d’être utilisé ? Avec les FRAGs qui sont relatifs à un contexte
narratif, il devient possible de définir des valeurs de critères de formation sur les opéra-
teurs qui composent les FRAGs. Ainsi, un même événement peut exister dans plusieurs
FRAGs et avoir une difficulté différente selon le contexte narratif du FRAG auquel il appar-
tient. Le contexte narratif joue également un rôle essentiel dans la définition des compé-
tences non-techniques 8. En effet, contrairement aux compétences techniques qui ciblent
un événement en particulier (p. ex., poser un garrot), les compétences non-techniques
sont relatives à un contexte et sont mises en place par une situation et non pas par un
événement isolé. Par exemple, la prise de décision sera mise en jeu si une victime arrive
et qu’en même temps tous les soignants sont occupés. Il est très difficile de définir des
compétences non-techniques sur le simple fait qu’une nouvelle victime arrive.
Nous venons de parler des FRAGs et de leurs intérêts dans la génération de scénarios.
Nous avons vu qu’un FRAG est un macro-opérateur qui permet de modéliser des situa-
tions dans un modèle graphique, qu’il permet d’ajuster la granularité du système, de faci-
liter la modélisation du contenu scénaristique et de créer un contexte narratif nécessaire
à la mise en place des objectifs scénaristiques. Les FRAGs sont utilisés par le planifica-
teur comme des fragments de scénarios qu’il va agencer pour générer un scénario. La
dernière question à laquelle nous devons répondre pour clôturer cette section est : quel
modèle graphique choisir ?
8. Les compétences non-techniques regroupent l’ensemble des savoirs cognitifs et sociaux, par exemple
la prise de décision, la communication ou le leadership. Nous donnons une définition plus précise de ce
terme dans le chapitre 6.
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5.3.3 Le choix d’un modèle graphique
Nous avons vu précédemment que les situations que nous cherchons à modéliser re-
posent sur des connaissances expertes non structurées (entretiens avec les experts) et
sur des données qualitatives (p. ex., les experts nous parleront d’un stress élevé et non
pas d’un stress de 8/10). C’est pourquoi nous recherchons un modèle qualitatif et si pos-
sible avec lequel nous pouvons faire du raisonnement flou pour exprimer les valeurs des
variables avec des termes linguistiques. De plus, nous avons besoin d’un modèle : in-
telligible par les experts pour qu’ils puissent eux-mêmes définir les situations et/ou ap-
préhender le format dans lequel nous souhaitons acquérir leurs connaissances ; interpré-
table pour que le planificateur puisse directement utiliser le modèle ; générique pour que
le modèle soit indépendant du domaine auquel il s’applique et que notre système soit ré-
utilisable dans divers domaines ; et enfin suffisamment expressif pour qu’il soit possible
de modéliser des situations complexes de manière fidèle à l’intention de l’auteur. Nous
avons proposé dans l’état de l’art (à la section 4.2) un ensemble de modèles graphiques
qui répond plus ou moins à ces critères.
Nous avons éliminé les réseaux bayésiens et les processus de décision markovien car
nous n’avons pas suffisamment de connaissances expertes qui reposent sur des probabili-
tés (conditionnelles ou non conditionnelles). Nous avons également éliminé les modèles
tirés de l’analyse de risques qui sont trop spécifiques et souvent construits autour d’un
unique événement redouté. Dans les situations que nous cherchons à modéliser, nous
n’avons pas d’événement central en particulier mais plutôt un ensemble d’événements
reliés entre eux par des relations causales pour former des situations. Les réseaux de Pe-
tri sont pertinents pour modéliser des situations sous la forme de séquences d’évène-
ments. Cependant, ils sont très difficiles à construire et nécessitent une représentation
exhaustive de toutes les transitions, ce que nous ne souhaitons pas pour conserver les ca-
pacités d’exploration du planificateur. CAUSALITY-DL et les FCM sont suffisamment gé-
nériques pour modéliser nos situations et répondent aux critères d’un modèle qualitatif.
En termes d’intelligibilité, CAUSALITY-DL nous semble supérieur aux FCM lorsqu’il s’agit
d’exprimer un empêchement ou une prévention d’événements. En effet, nous avons vu
que CAUSALITY-DL utilise à cet effet un mécanisme de barrière tiré des noeuds papillons
qui sont un moyen plus compréhensible que les relations négatives des FCM. De plus, les
poids présents sur les arcs des FCM rendent ces modèles plus opaques pour les experts
que les modèles définis avec CAUSALITY-DL. Cependant la pondération sur les arcs est un
avantage en termes d’expressivité puisque cela permet d’exprimer la force des relations
causales, ce que ne permet pas CAUSALITY-DL. De plus, beaucoup d’extensions aux FCM
ont déjà été proposées dans la littérature, tel que la prise en compte des aspects temporels
et probabilistes. Les FCM permettent également de modéliser tous types de portes entre
les nœuds via des fonctions d’activations alors que CAUSALITY-DL ne propose que des
portes logiques ET/OU. Enfin les FCM sont un formalisme adapté pour raisonner sur de
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la logique floue et par conséquent sur des termes linguistiques. Principalement pour ces
questions d’expressivité, nous pensons que les FCM sont les modèles les plus appropriés
face à la complexité des situations que nous cherchons à décrire. De plus, des méthodes
de combinaisons de FCM existent pour construire un FCM provenant des connaissances
de différents experts, le tout pondéré par le niveau de confiance accordé à chaque expert
(voir la partie Pseudo Combination of FCM de [MIAO et collab., 2001]).
C’est par ce choix d’utiliser des FCM que nous pouvons conclure cette section sur la
représentation du contenu scénaristique. Les FRAGs sont au cœur de notre approche et
permettent de représenter le contenu scénaristique sous la forme de situations modéli-
sées dans des FCM. Dans la prochaine section nous allons parler du moteur de planifica-
tion et surtout nous allons expliquer comment les FRAGs sont utilisés dans le processus
de planification de scénarios.
5.4 Moteur de planification
La planification classique est un processus qui consiste à rechercher une solution pour
un problème donné dans un espace de solutions potentielles. Sur la figure 5.1, les nœuds
représentent des actions (au sens de la planification) et les solutions potentielles sont tous
les chemins allant de “début” à “fin”. Notons que l’on représente souvent la planification
dans un espace d’état où les nœuds représentent les états du monde, mais nous utilisons
ici une représentation dans un espace d’actions pour faciliter ultérieurement le raison-
nement sur la planification des FRAGs. À l’inverse des scénarios scriptés (voir figure 5.2),
les scénarios ne sont pas connus à l’avance mais ils existent virtuellement dans l’espace
d’actions. Sur la figure 5.1, les flèches en pointillés sont des liens virtuels car ils ne sont pas
définis explicitement dans la modélisation du contenu scénaristique mais ils sont décou-
verts pendant l’exploration de l’espace d’actions. Le processus de planification explore
cet espace d’actions, découvre les solutions potentielles et sélectionne celles qui satisfont
au mieux les objectifs scénaristiques. Il faut cependant garder à l’esprit que : (1) bien sou-
vent ce processus n’explore pas toutes les solutions; (2) qu’il est guidé par une heuristique
qui oriente la recherche vers les meilleures solutions; et (3) qu’il se peut aussi qu’il n’existe
pas de solution. La planification que nous proposons (voir figure 5.3) a pour spécificité de
rechercher dans l’espace d’actions et des FRAGs. Cela a pour conséquence d’ajouter des
liens statiques dans le processus de planification (en plus des liens virtuels). Ces liens sta-
tiques proviennent des relations causales des FCM et sont connus à l’avance car définis
explicitement par l’auteur. C’est ce mélange entre liens statiques et liens virtuels qui per-
met de faire le compromis entre la puissance générative du système de scénarisation et
le respect de l’intention de l’auteur. D’un côté, ces liens statiques vont renforcer l’inten-
tion de l’auteur car cela va faciliter l’apparition dans le scénario de certaines séquences
d’actions explicitement définies par l’auteur (celles reliées par des liens statiques). De
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l’autre, les liens statiques ajoutent des contraintes au processus de planification, ce qui
va baisser la puissance générative du système. Autrement dit, en modifiant la granularité
du système, c’est-à-dire la taille des FRAGs, nous pouvons faire varier le nombre de liens
statiques et donc ajuster la puissance générative du système et renforcer/réduire l’inten-
tion de l’auteur. Ce processus de planification est détaillé dans le chapitre 8 qui porte sur
les algorithmes de notre système. Avant de passer à la dernière section sur l’exécution
de scénarios, nous ajoutons dans le prochain paragraphe quelques informations sur la
génération dynamique d’actions de planification car ces informations seront nécessaires
avant le chapitre 8.
Début
Fin
... ...
FIGURE 5.1 – La représentation d’un espace d’ac-
tions : les nœuds sont des actions, les flèches sont des
liens virtuels c’est-à-dire qu’ils ne sont pas connus à
l’avance. Une partie (celle que la planification va ex-
plorer) sera découvert pendant la génération de scé-
nario.
Début
Fin
FIGURE 5.2 – Représentation d’un
scénario scripté avec des liens
statiques c’est-à-dire connus à
l’avance.
Génération dynamique d’actions de planification Sur la figure 5.3, les nœuds dans les
FRAGs ne sont pas des actions de planification mais des nœuds d’un FCM. Cependant, ces
nœuds doivent être ajoutés dans le plan comme des actions de planification. Les raisons
sont multiples : premièrement, nous souhaitons obtenir un scénario composé unique-
ment d’actions pour qu’ensuite le moteur d’exécution de scénarios ne fasse pas la dis-
tinction entre des actions et des nœuds. Deuxièmement, la planification se fait dans un
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espace d’opérateurs (les actions et les FRAGs). Si nous ajoutons dans le plan des nœuds
qui ne suivent pas la structure d’un opérateur (préconditions/effets), alors l’exploration
ne pourra plus se faire depuis ces nœuds. Il ne sera donc plus possible de continuer la
planification après une situation d’un FRAG. Enfin, le formalisme des nœuds qui pro-
viennent des FCM n’est pas compatible avec celui des opérateurs de planification, il y aura
donc toujours une transformation nécessaire. Cela vient du fait que nous avons couplé
deux modèles (les FCM et la planification) qui s’appuient sur des formalismes différents.
La transformation des nœuds en actions de planification est détaillée dans le chapitre 8.
Ce qu’il faut retenir pour le moment c’est que les nœuds des FCM sont transformés en
actions au moment de leur planification.
Nous venons de voir le moteur de génération de scénarios, nous terminons ce chapitre
en décrivant le moteur qui exécute dans l’environnement virtuel le scénario généré.
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Début
Fin
action
FRAG
lien virtuel
lien statique
FIGURE 5.3 – Planification dans l’espace des fragments et des actions. Les flèches pleines sont des
liens statiques (dans les FRAGs) et les flèches en pointillés sont des liens virtuels (en dehors des
FRAGs).
97
CHAPITRE 5. PROPOSITION
5.5 Exécution du scénario
Comme nous l’avons vu, le scénario est partiel et prescrit, il sera donc amené à évo-
luer au cours de son exécution voir à être entièrement re-généré. La figure 5.4 présente
l’architecture du moteur d’exécution. Le planificateur prend en entrée le domaine de pla-
nification, l’état initial et des objectifs scénaristiques et il génère en sortie un scénario. Ce
scénario est transmis au moteur d’exécution qui est chargé de l’exécuter dans l’environ-
nement virtuel. Nous rappelons que le scénario est composé d’opérateurs d’ajustement
(exécutés par le moteur d’exécution) et d’opérateurs de prédiction (observés par le mo-
teur d’exécution). Un opérateur d’ajustement est exécuté dans l’environnement virtuel
lorsque tous ses prédécesseurs sont terminés. Une fois que l’opérateur est exécuté, le mo-
teur attend un acquittement de terminaison qui notifie que l’opérateur a fini de s’exécuter
dans l’environnement virtuel et annote l’opérateur comme “terminé”. Cette étape est né-
cessaire car ce sont des opérateurs duratifs, il y a donc un délai entre le début et la fin
de l’exécution de l’opérateur. Pour les opérateurs de prédiction, le moteur d’exécution at-
tend d’être notifié par l’environnement virtuel 9 de leurs observations et les notes comme
“terminé” le cas échéant. Pendant l’exécution du scénario, on dira d’un opérateur qu’il est
à la frontière du scénario si tous ses prédécesseurs sont marqués comme terminés, cela
revient à dire que l’opérateur est prêt à être exécuté ou observé.
Le moteur d’exécution est également chargé de détecter les inconsistances dans le
plan et de replanifier si besoin. Une inconsistance est détectée si les préconditions d’un
opérateur d’ajustement à la frontière du scénario ne sont plus satisfaites dans l’état du
monde courant. Cela peut se produire si par exemple l’état du monde a changé de ma-
nière inattendue à cause d’une tâche d’un personnage virtuel ou de l’apprenant. Pour ce
qui est des inconsistances sur les opérateurs observables, c’est plus délicat parce qu’il est
difficile de savoir à partir de quel moment nous pouvons considérer qu’un personnage
ne fera pas la tâche que l’on attend de lui. Dans certains cas, nous pouvons raisonner sur
l’état du monde pour déterminer qu’une tâche d’un personnage n’est plus réalisable, si
par exemple un personnage doit poser un garrot mais qu’il n’y en a plus de disponible.
Cependant, ce raisonnement n’est pas toujours possible, si par exemple il y a toujours des
garrots disponibles mais que le personnage a décidé de ne pas poser de garrot pour une
autre raison. Dans ce cas, les opérateurs de prédiction ont un ttl (time to live) qui indique
qu’après un certain délai ils sont considérés comme inconsistants dans le scénario 10. Une
fois qu’une inconsistance est détectée, le moteur d’exécution demande au planificateur
de replanifier un nouveau scénario depuis l’état du monde courant. Il est possible dans
9. Dans le cas de la plateforme HUMANS, il y a un intermédiaire, le WORLD MANAGER, entre le moteur
d’exécution et l’environnement virtuel. Le WORLD MANAGER est chargé de maintenir la cohérence du
monde et de notifier ou mettre à jour l’état du monde entre les différents modules de la plateforme.
10. Si un opérateur de prédiction survient après son ttl, ce n’est pas grave car le système pourra replanifier
un scénario en tenant compte de cet opérateur.
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ce cas que les objectifs scénaristiques aient changé si le formateur en a fait la demande.
Celui-ci peut d’ailleurs intentionnellement interrompre l’exécution d’un scénario, modi-
fier les objectifs scénaristiques et de lui-même déclencher la génération d’un nouveau
scénario.
Planificateur
Moteur d’exécution
Env. Virtuel
DomaineΣ
État initial
Objectifs scénaristiques
Scénario
Opérateurs
déclenchables
Opérateurs
observables
État courant
re-planification
FIGURE 5.4 – Architecture de l’exécution d’un scénario : le moteur d’exécution est chargé d’exécu-
ter le scénario en faisant l’intermédiaire entre la planificateur qui génère le scénario et l’environ-
nement virtuel dans lequel le scénario s’exécute.
5.6 Conclusion
Nous avons dans ce chapitre positionné notre approche selon les catégories que nous
avons proposées dans notre état de l’art. Au plus haut niveau, nous nous sommes posi-
tionnés sur une approche hybride entre les approches centrées sur les personnages et
celles centrées sur le scénario car d’un côté les personnages virtuels sont autonomes et
de l’autre un système de scénarisation est chargé de faire des ajustements sur le monde
(sous la forme d’un scénario prescrit) pour orienter l’apprenant vers des situations d’inté-
rêt. À ce titre, nous pouvons également qualifier notre approche d’émergente puisque le
scénario effectif doit émerger des interactions entre les personnages et le scénario pres-
crit de MENTA. Dans ce contexte, le scénario prescrit est hypothétique et est composé à
la fois d’opérateurs de prédiction et d’opérateurs d’ajustement. Cette thèse est dédiée au
système de scénarisation, c’est pourquoi nous avons également un positionnement qui
se fait au niveau du système de scénarisation en lui-même. Nous avons choisi une ap-
proche générative délibérative et plus précisément une approche s’appuyant sur la pla-
nification qui est réputée pour sa puissance générative (ce qui facilite la liberté d’action,
la résilience et la variabilité). Nous avons cependant vu que ces approches souffraient
d’une intention de l’auteur faible et d’une modélisation du contenu scénaristique diffi-
cile. C’est pourquoi nous avons proposé le macro-opérateur FRAG pour modéliser des
situations dans des FCM. Nous avons vu que l’utilisation d’un modèle graphique permet-
tait de faciliter la modélisation du contenu scénaristique, de scripter des morceaux de
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scénarios pour renforcer l’intention de l’auteur, d’ajuster la granularité du système et
d’ajouter du contexte narratif nécessaire à la modélisation des objectifs scénaristiques.
Enfin, nous avons terminé ce chapitre en détaillant le fonctionnement du moteur de pla-
nification et du moteur d’exécution. Le prochain chapitre est dédié à la représentation
du contenu scénaristique, c’est-à-dire des objectifs scénaristiques, du monde, des opéra-
teurs primaires et de l’opérateur FRAG.
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Le contenu scénaristique correspond à l’ensemble des données nécessaires au pro-
cessus de scénarisation, c’est-à-dire à la génération du scénario et au suivi de son exé-
cution. Comme nous l’avons vu à la sous-section 3.3.1, PORTEOUS [2016] propose trois
briques distinctes pour représenter le contenu scénaristique : les prédicats narratifs, les
actions narratives et le but narratif. À ces trois briques nous ajoutons les opérateurs
FRAGs ainsi que les objectifs scénaristiques qui permettent de spécifier des préférences
sur un scénario, par exemple les compétences à mettre en jeu. Notons que nous utilise-
rons le terme “opérateurs narratifs” plutôt que “actions narratives” car nous réservons le
terme “action” pour les opérateurs instanciés. Par analogie aux problèmes de planifica-
tion classique, les prédicats narratifs, les opérateurs narratifs et les FRAGs font partie du
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domaine de planification tandis que le but narratif et les objectifs scénaristiques font par-
tie du problème de planification, que nous avons appelé problème narratif dans l’état
de l’art. Le domaine est invariant pour une application donnée alors que le problème va-
rie selon le scénario souhaité. Dans ce chapitre nous détaillons chacune de ces briques
constituantes du contenu scénaristique et nous commençons par les objectifs scénaris-
tiques car nous aurons besoin de cette définition pour le reste de ce chapitre.
6.1 Les objectifs scénaristiques
Selon la définition de CARPENTIER [2015], un objectif scénaristique est un composant
du scénario prescrit et, est défini par un ensemble de contraintes que le scénario doit sa-
tisfaire. Nous appellerons ces contraintes des contraintes scénaristiques. Les objectifs
scénaristiques peuvent être implicites ou explicites selon la nature des contraintes. Des
contraintes explicites imposent un déroulement et décrivent ce qui doit se produire. Par
exemple des contraintes sur l’ordonnancement d’événements [PORTEOUS et CAVAZZA,
2009] ou sur des séquences d’événements spécifiques [SI, 2010]. Des contraintes impli-
cites permettent de personnaliser ou borner le scénario sans pour autant explicitement
contraindre son contenu à des événements particuliers. Par exemple, SZILAS [2003] uti-
lisent une fonction d’évaluation pour personnaliser le scénario selon des critères narra-
tifs. Nous redirigeons le lecteur vers la section 2.1 de CARPENTIER [2015] pour plus de
détails sur les objectifs scénaristiques en général. Dans nos travaux, nous cherchons à
orienter le scénario sur certaines compétences et à pouvoir l’adapter en fonction de la
progression de l’apprenant. En revanche, nous ne souhaitons pas contraindre le scénario
à des événements spécifiques car nous voulons conserver toute la puissance générative
du système. C’est pourquoi nous avons choisi des objectifs scénaristiques implicites et en
particulier trois types d’objectifs qui sont : les conditions initiales du monde, la sélection
des compétences et les critères de formation.
6.1.1 Les conditions initiales du monde
Les conditions initiales permettent de choisir les objets disponibles, leurs attributs
(défectueux, cassé...), l’emplacement des objets, le type de blessure des victimes, ou en-
core des attributs sur les personnages virtuels (expérimenté, proactif...). Le choix des condi-
tions initiales permet à la fois d’apporter de la variabilité dans les scénarios et aussi de
modifier la difficulté initiale du scénario (p. ex., un scénario sera difficile si les blessures
des victimes sont critiques et que les soignants sont peu expérimentés).
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6.1.2 La sélection des compétences
La sélection des compétences permet de choisir un scénario plus ou moins axé sur
certaines compétences. Nous reprenons la définition de TARDIF [2006] pour définir une
compétence comme “un savoir-agir complexe qui prend appui sur la mobilisation et la
combinaison efficace d’une variété de ressources internes et externes à l’intérieur d’une
famille de situations”. Les compétences sont définies par le formateur pendant la phase
de modélisation du contenu scénaristique en annotant chaque situation modélisée dans
un FRAG par une ou plusieurs compétences. Suite à cela, MENTA pour générer des scé-
narios en filtrant les situations qui mettent en jeu les compétences demandées par le for-
mateur. Cette solution est générique et peut tout aussi bien s’adapter aux compétences
techniques, qui sont les savoirs et procédures propres à la réalisation des tâches dans
un domaine d’activités spécifique, (p. ex., savoir poser un garrot), qu’aux compétences
non-techniques qui sont les savoirs cognitifs et sociaux comme la prise de décision ou la
communication [FLIN et O’CONNOR, 2008]. Dans nos travaux, nous avons travaillé avec
des Habiletés Non Techniques (HNT) qui sont des compétences non techniques relatives
aux tâches d’un leader médical dans la prise en charge d’un afflux massif de victimes, par
exemple : “est à l’écoute des propositions de ses équipiers” ou “gère le stress de ses équi-
piers”. Une HNT est un terme qui a été introduit par [DELMAS, 2019], au chapitre VII de
sa thèse, pour qualifier plus précisément le type de compétences non techniques propre
à notre domaine d’application. Cependant, gardons à l’esprit que notre approche s’ap-
plique à tous types de compétences non techniques et non pas aux HNT en particulier.
6.1.3 Les critères de formation
Les critères de formation permettent de choisir par exemple un scénario plus ou moins
difficile, critique ou stressant. Ces critères sont directement définis au niveau des nœuds
opérateurs des FRAGs via des valeurs numériques. Par exemple, l’événement “déclencher
une coupure de courant” pourra avoir une valeur de difficulté de 7 selon le contexte nar-
ratif. Cette valeur numérique est arbitrairement choisie par le formateur selon sa propre
échelle (p. ex., [0 -> très facile ; 10 -> très difficile]) et correspond à une estimation de l’im-
pact sur l’apprenant de l’événement. Les FRAGs ont un rôle important pour la mise en
place de ces critères de formation car il est souvent impossible de définir la difficulté d’un
événement sans en connaître le contexte narratif. Par exemple, une coupure de courant
aura un impact plus ou moins difficile selon le matériel électriques utilisés à ce moment.
Nous précisons que les critères de formation sont subjectifs et difficiles à quantifier et
que cela nécessiterait un travail à part entière pour les définir correctement. Dans ce mé-
moire, nous ne proposons pas une méthode pour définir ces critères, mais une méthode
pour générer des scénarios qui maximisent les critères demandés par le formateur (une
fois les critères définis).
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6.2 Les prédicats narratifs
Nous distinguons deux types de prédicats narratifs.
— Les propositions sont des assertions qui décrivent l’état du monde, c’est-à-dire des
propriétés sur des objets ou personnages et des relations entre objets qui peuvent
être vraies ou fausses. Par exemple, “la victime est sur un lit” ou “la seringue est dans
la boite”.
— Les numériques sont des propriétés sur des objets ou personnages dont la valeur
est numérique. Par exemple “le nombre de victimes” ou “le niveau de stress d’un
personnage”.
Chaque prédicat narratif peut être soit variable soit statique. Un prédicat variable
pourra évoluer au cours du temps (via les effets des opérateurs narratifs). C’est par exemple
le cas du nombre de victimes, du stress ou de la présence d’un objet dans une caisse. À
l’inverse, un prédicat statique est une constante du monde et n’est donc pas modifiable
au cours de la simulation. Il ne peut donc pas faire partie des effets d’un opérateur mais
seulement de ses préconditions. Par exemple, le nombre de lits médicalisés ou leurs loca-
lisations (si l’on considère que les lits sont fixes dans l’environnement virtuel). Un état du
monde est un ensemble de propositions vraies et de numériques et l’état du monde cou-
rant est l’état du monde en train d’être exploré pendant le processus de planification. Ce
sont les opérateurs narratifs et les FRAGs, que nous détaillons dans les deux prochaines
sections, qui permettent de passer d’un état à un autre.
6.3 Les opérateurs narratifs
Les opérateurs narratifs sont des opérateurs primaires qui modifient directement
l’état du monde. Dans notre projet nous faisons la distinction entre plusieurs types d’opé-
rateurs narratifs et notamment la distinction entre les opérateurs d’ajustement et les opé-
rateurs de prédiction car cela est nécessaire pour l’exécution du scénario dans l’envi-
ronnent virtuel (voir section 5.5). Un opérateur d’ajustement est déclenché par le système
de scénarisation, c’est donc le système qui décide de quand l’exécuter. Inversement, un
opérateur de prédiction ne peut pas être déclenché par le système, par contre le système
de scénarisation doit être notifié de la réalisation de l’opérateur dans l’environnement
virtuel. Nous classifions les différents types d’opérateurs narratifs comme suit :
— Les opérateurs de prédiction (observables) :
— Les tâches sont des opérateurs qui définissent les tâches/actions de l’appre-
nant et des personnages virtuels. Par exemple, “prendre un objet” ou “poser
un garrot”. Dans le cadre du projet VICTEAMS, toutes les actions sont obser-
vables car les personnages virtuels sont autonomes du point de vue du scéna-
riste. Cependant, dans les systèmes où les personnages sont semi-autonomes
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ou contrôlés, les actions des personnages virtuels peuvent également être exé-
cutables.
— Les changements d’états sont les changements du monde extrinsèque à la
scénarisation, c’est-à-dire qui proviennent d’autres modules. Par exemple, le
module qui gère les victimes informera le module de scénarisation que l’état
de santé d’une victime se dégrade pour une raison ou une autre.
— Les opérateurs d’ajustement (exécutables) :
— Les événements définissent les événements qui peuvent survenir dans l’en-
vironnement virtuel. Par exemple, “faire sonner la radio” ou “faire arriver une
nouvelle victime”. Dans notre projet, nous avons uniquement des événements
déclenchables, cependant certains systèmes supportent également les événe-
ments observables qui peuvent être déclenchés par un autre module (p. ex.,
un module qui gère des phénomènes physiques indépendamment de la scé-
narisation comme la météo).
— Les late commitments sont des opérateurs proposés par SWARTJES [2010] qui
sont inspirés des techniques du théâtre d’improvisation et permettent de dé-
finir tardivement la valeur de certains prédicats laissés volontairement incon-
nus à l’initialisation. Ces valeurs peuvent être choisies pendant la simulation,
en fonction des interactions de l’apprenant. Par exemple, si la blessure d’une
victime est cachée par des vêtements, alors le type de la blessure (p. ex., plaie
ouverte, blessure hémorragique...) pourra être initialisé plus tard pendant la
simulation tant que l’apprenant n’a pas encore découvert la blessure. Si tou-
tefois au moment où l’apprenant examine la victime la valeur n’a toujours pas
été initialisée, alors une valeur par défaut prédéfinie à l’avance sera utilisée. Ce
mécanisme rend le scénario plus ouvert et assure la résilience du système en
initialisant tardivement des états selon les interactions de l’apprenant.
— Les changements d’occurrence permettent de modifier la probabilité sur les
effets d’une tâche probabiliste. Si l’on considère par exemple que la pose d’un
garrot peut réussir ou échouer de manière probabiliste (avec 80% de chance
de réussite par défaut), alors un changement d’occurrence permet de modi-
fier cette probabilité et ainsi forcer la réussite (100%) ou l’échec de cette tâche
(0%).
Nous avons fait le choix de ne pas inclure directement l’opérateur FRAG dans cette
catégorisation car il ne modifie pas directement l’état du monde et il n’est ni observable
ni déclenchable. Nous expliquons ces caractéristiques dans la prochaine section qui lui
est dédiée.
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6.4 L’opérateur FRAG
L’opérateur FRAG sert à modéliser un ensemble de situations d’intérêt relatif à un
même contexte narratif. Cet ensemble forme un fragment de scénario où chaque situa-
tion est une alternative de ce fragment. Un FRAG est composé de préconditions qui dé-
finissent son applicabilité dans un état du monde et d’un FCM qui sert de modèle gra-
phique pour modéliser les situations (voir figure 6.1). Pendant le processus de planifica-
tion classique, les opérateurs narratifs sont appliqués dans un état si leurs préconditions
sont satisfaites. Pour les FRAGs c’est plus compliqué car il est possible que seulement
un sous-ensemble de situations soit applicables dans l’état. En effet, les préconditions
d’un FRAG sont relatives au contexte et non pas à l’ensemble des situations. Reprenons
notre exemple d’une évacuation de victimes modélisée par deux situations : l’une qui
décrit une évacuation par voie aérienne et l’autre par voie terrestre. Les préconditions
du FRAG sont relatives au fait qu’il faut évacuer des victimes. Cependant, il se peut que
seule l’évacuation par voie terrestre soit possible, s’il n’y pas d’hélicoptère ou d’avion de
disponible. Les FCM sont des systèmes dynamiques qui permettent par un mécanisme
d’inférence de faire de la propagation causale. Nous utilisons ce mécanisme pour inférer
les situations applicables dans un état parmi l’ensemble des situations du FRAG. Ainsi,
pour chaque état du monde exploré pendant le processus de planification, les situations
applicables sont d’abord pré-sélectionnées avant d’être insérées dans le scénario. On par-
lera d’exécution du FCM pour désigner le processus qui consiste à inférer les situations
applicables pour un état du monde donné. Dans cette section, nous détaillons chaque
élément du FCM, c’est-à-dire les nœuds, les arcs et les différents types de relation entre
les nœuds.
6.4.1 Les nœuds
Chaque nœud du FCM est, soit associé à un opérateur narratif auquel cas nous l’ap-
pellerons nœud opérateur (p. ex., arrivée d’une victime), soit à un prédicat narratif que
nous appellerons nœud état (p. ex., état de santé d’une victime). Les nœuds états peuvent
être des nœuds états propositionnels s’ils sont associés à des prédicats de type proposi-
tions ou des nœuds états numériques pour ceux associés à des prédicats numériques. Les
nœuds états agissent comme les entrées du système, c’est-à-dire qu’ils sont utilisés pour
initialiser le FCM depuis l’état courant et ne changeront pas de valeur pendant l’exécu-
tion du FCM. À l’inverse, les nœuds opérateurs sont les sorties et sont régulés par une
fonction d’activation pour ne prendre qu’une valeur de 0 ou 1. Un nœud opérateur est dit
activé si sa valeur de sortie après exécution du FCM est égale à 1 et désactivé si elle est
égale à 0. Un exemple de FCM est donné à la figure 6.1, on peut y voir des situations, des
nœuds opérateurs (les ronds), des nœuds états (les carrés) et les fonctions d’activation.
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p1
p2
p3
fa op1 op2 fa op3
fa op4 op5
fa op6 op7 op8
op : opérateur narratif
p : prédicat narratif
fa : fonction d’activation
Situation 1
Situation 2
Situation 3
FIGURE 6.1 – Un FCM dont les ronds sont des nœuds opérateurs et les carrés des nœuds états.
Chaque chemin de nœuds opérateurs représente une situation relative au contexte du FRAG au-
quel le FCM est associé.
6.4.2 Les arcs
Un arc entre deux nœuds opérateurs est une relation d’ordre temporelle ou causale,
c’est-à-dire que le nœud source doit se produire avant le nœud destination. Une relation
temporelle est par exemple “récupérer un garrot -> poser un garrot” et une relation cau-
sale est par exemple “poser un garrot -> arrêt du saignement”. Un arc depuis un nœud
état vers un nœud opérateur est une relation de précondition, c’est-à-dire que le nœud
état est une précondition sur l’activation du nœud opérateur. Nous pouvons voir sur la
figure 6.1 que certains arcs n’arrivent pas directement sur un nœud destination mais sur
une fonction d’activation. En plus de réguler la valeur de sortie des nœuds, les fonctions
d’activation permettent de définir différents types de relations. La possibilité de pouvoir
définir ses propres relations est l’une des raisons qui rendent les FCM particulièrement
expressifs. Nous décrivons dans la suite les relations que nous avons choisies de définir
pour notre cas d’étude. Nous les distinguons entre les relations non floues et les relations
floues que nous appelons les préconditions floues.
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6.4.3 Les relations non floues
Nous distinguons dans la catégorie des relations non floues, les relations directes des
relations ET/OU combinées. Les relations directes sont les relations qui impliquent seule-
ment deux nœuds (p. ex., “si A alors B”). Le nœud source A peut être un nœud état propo-
sitionnel ou un nœud opérateur alors que le nœud destination B est obligatoirement un
nœud opérateur. Les nœuds états ne sont jamais des nœuds destinations car ils agissent
comme les entrées du modèle. La fonction d’activation utilisée pour ce type de relation
est une fonction signe qui par exemple pour le cas de “si A alors B” renvoie 1 si la valeur
d’entrée est positive et 0 sinon. La figure 6.2 montre un exemple de relation directe.
A fa B
A⇒B
1
∀x ∈ sgn(x) =
{
1 si x > 0
0 sinon
FIGURE 6.2 – Un exemple de relation directe avec sa fonction de signe associée.
Les relations ET/OU combinées impliquent plusieurs nœuds sources et un nœud des-
tination. Elles permettent de définir des conjonctions ou disjonctions entre plusieurs nœuds
sources (p. ex., “si A et B alors C”, “si A ou B ou C alors D”). Les nœuds sources peuvent
être des nœuds états propositionnels ou des nœuds opérateurs mais le nœud destination
uniquement un nœud opérateur. Les nœuds sources ne peuvent pas être des nœuds états
numériques car la conjonction ou disjonction repose sur de la logique booléenne. En re-
vanche, nous verrons qu’avec les relations floues il est possible d’utiliser des nœuds états
numériques dans des relations ET/OU. La fonction d’activation utilisée pour les relations
ET/OU combinées est une fonction intervalle. Cette fonction est paramétrable pour obte-
nir un ET, un OU exclusif ou un OU inclusif. Elle renvoie 1 (vrai) ou 0 (faux) selon la valeur
des nœuds sources et le type de relation. Dans le cas du ET, la fonction intervalle i nter (x)
est égale à 1 si x est égal à la somme des nœuds entrants et 0 sinon (nous rappelons que
la valeur des noeuds sources est régulée pour ne prendre qu’une valeur de 0 ou 1). Pour le
OU exclusif, i nter (x) est égale à 1 pour x égale à 1 et 0 sinon. Enfin pour le OU inclusif, la
fonction vaut 0 sur ]− 8, 1[ et 1 sur [1,+ 8[. Des exemples de relations ET/OU combinées
sont donnés sur la figure 6.3.
6.4.4 Les préconditions floues
L’idée de définir des relations qui s’appuient sur de la logique floue [FULL, 1998] pro-
vient d’un problème que nous avons rencontré en essayant de modéliser le contenu scé-
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A
B
fa CA∧B⇒D
A
B
C
fa D
A∨B∨C⇒D
1
1
1
1
1
∀x ∈ inter(x) =
{
1 si x = 2
0 sinon ∀x ∈ inter(x) =
{
1 si x ∈ [1,+ 8[
0 sinon
FIGURE 6.3 – Des exemples de relations ET/OU combinées avec leurs fonctions intervalles asso-
ciés.
naristique. Nous avons fait le constat que les connaissances expertes dans le domaine de
la formation sont souvent d’ordre qualitatives et exprimées en langage naturel. Modéliser
ces connaissances directement par les langages de planification actuels engendre des ap-
proximations qui peuvent se répercuter sur la cohérence globale du scénario. Nous avons
donc profité du raisonnement flou proposé par les FCM pour définir un nouveau type
de préconditions, appelé préconditions floues, qui permettent de modéliser des connais-
sances expertes en langage naturel et de tenir compte des valeurs incertaines ou impré-
cises que nous avons à traiter. Cette sous-section est plus longue que les autres car les pré-
conditions floues sont une contribution à part entière de nos travaux et sont ré-utilisable
dans un tout autre contexte indépendamment de la scénarisation. Nous commençons par
donner les motivations qui nous ont poussé à créer ces préconditions floues, puis nous
en donnerons une définition plus précise avant de terminer par le fonctionnement des
préconditions floues qui repose sur un moteur d’inférence flou.
Motivations
Les préconditions floues s’opposent aux préconditions dures classiquement utilisées
dans la plupart des planificateurs et supportées par les langages de planification tels que
PDDL ou STRIPS. Les préconditions dures sont des préconditions booléennes et impéra-
tives (devant obligatoirement être satisfaites) qui sont définies par un ensemble de pré-
dicats reliés par des relations de conjonction, disjonction ou négation (p. ex., (A et B) ou
(C et non D)). Ces préconditions sont souvent trop rigides pour modéliser certaines sub-
tilités des problèmes réels 1. Ce constat a entraîné l’émergence de la planification flexible
[MIGUEL et collab., 2000], qui est un type de planification qui vise à rendre plus flexible
les préconditions des opérateurs. Pour illustrer le problème des préconditions dures, pre-
1. Nous utilisons le terme “problèmes réels” par opposition aux problèmes de références qui sont des
cas d’école simplifiés qui ne répondent pas à des problèmes concrets.
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nons un exemple lié à notre cadre d’application.
Sur la figure 6.4, nous cherchons à définir les préconditions d’un opérateur du type
changement d’occurrence qui à pour but de modifier la probabilité de succès ou d’échec
d’une tâche. L’opérateur de notre exemple porte sur le succès ou l’échec d’une trachéoto-
mie. Nous allons parfois vouloir forcer l’échec de cette tâche pour créer de la difficulté
dans le scénario. Cependant, nous ne pouvons pas forcer aléatoirement l’échec d’une
opération médicale car cela n’aurait pas de sens. Il faut que l’apprenant comprenne pour-
quoi certaines tâches échouent afin qu’il puisse réagir. Cela va dépendre de plusieurs pré-
conditions sur lesquelles il est possible de jouer pour rendre le succès ou l’échec de l’opé-
ration médicale explicable. À titre d’exemple, nous avons choisi des préconditions qui
reposent sur trois caractéristiques de la personne qui réalise l’opération médicale : son
stress, ses compétences et son expérience. C’est seulement sous certaines conditions que
pourra se produire l’échec d’une trachéotomie (p. ex., si le soignant est très stressé et peu
expérimenté). Si l’on demande un scénario difficile et que l’échec d’une trachéotomie est
marqué comme difficile, alors le planificateur cherchera à satisfaire les préconditions qui
mèneront à l’échec d’une trachéotomie (p. ex., en faisant arriver une nouvelle victime, ce
qui va augmenter le stress du soignant et donc la probabilité qu’il échoue la trachéoto-
mie).
Avec des préconditions dures, nous n’arrivons pas à définir correctement les condi-
tions nécessaires pour ce changement d’occurrence. En effet, le succès ou l’échec ne dé-
pend pas de l’un des facteurs en particulier ou de deux facteurs sur trois mais plutôt d’une
fonction pondérée de ces facteurs. Par exemple, l’opération peut échouer si le personnage
est peu stressé mais incompétent ou expérimenté mais stressé. En plus de ne pas réussir
à exprimer ces nuances avec des préconditions dures, il est difficile pour les experts de
donner des seuils de valeurs exactes. Il est plus naturel d’utiliser des termes linguistiques,
par exemple “si le stress est élevé alors...” plutôt que des valeurs numériques comme : “si
le stress est supérieur à 8/10 alors...”.
Les solutions existantes pour proposer une planification flexible s’intéressent parti-
culièrement aux préconditions douces qui sont des préconditions optionnelles qui aug-
mentent la qualité globale de la solution si elles sont satisfaites [MIGUEL et collab., 2000;
SHI et collab., 2009; XU et collab., 2006]. Ces travaux résolvent principalement les pro-
blèmes dans lesquels ils existent plusieurs préconditions qui ne pourront pas toutes être
satisfaites. Ils proposent alors de définir un degré de satisfaction pour chaque précondi-
tion, puis de satisfaire les préconditions au mieux en maximisant la somme des degrés de
satisfaction. Dans nos travaux, nous ne cherchons pas à relaxer certaines préconditions
mais plutôt à définir des relations complexes entre les préconditions et surtout à raison-
ner sur des termes linguistiques plutôt que des valeurs numériques. C’est pourquoi nous
avons proposé les préconditions floues qui sont plus souples que les préconditions dures
et répondent à nos besoins. Comme nous pouvons le voir sur la figure 6.4, nous cherchons
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à ce que chaque précondition puisse être exprimée par des termes linguistiques. Nous ve-
nons de présenter nos motivations et ce que permet de faire les préconditions floues par
rapport aux autres types de préconditions. Dans le prochain paragraphe, nous donnons
une définition plus précise des préconditions floues.
compétence
stress
expérience
fa
échec/succès
trachéotomie
FIGURE 6.4 – Des préconditions floues qui ont pour spécificités de pouvoir être définies par un
ensemble de règles floues (utilisant des termes linguistiques) plutôt que par des prédicats comme
c’est d’habitude le cas.
Définition
Les préconditions floues reposent sur le principe d’un système flou qui consiste à cal-
culer des valeurs de sorties en fonction d’un ensemble de règles définies en langage na-
turel. Ce système repose lui-même sur la théorie des ensembles flous [ZADEH, 1964]. Les
règles font offices de préconditions (p. ex., si le stress est élevé alors...) et sont au cœur du
système flou. Les entrées du système sont les valeurs (dans l’état courant) des prédicats
utilisées dans les règles (p. ex., stress = 80) et la sortie est la valeur du nœud destination
(p. ex., l’échec ou le succès de la trachéotomie). Notons qu’en entrée du système, le stress
n’est pas exprimé en terme linguistique car l’état du monde (de la planification) n’est pas
exprimé avec des termes linguistiques mais avec des valeurs booléennes ou numériques.
Ce que permettent les préconditions floues, c’est d’exprimer des préconditions avec des
termes linguistiques (mais pas de remplacer les valeurs numériques de l’état du monde
par des termes linguistiques). Les règles sont pondérées, ce qui permet de définir un ordre
de préférence sur les règles. Dans nos travaux, ces règles sont décrites avec le langage FCL
(Fuzzy Control Language [TECHNICAL COMMITTEE, 2000]). La structure d’une règle est la
suivante :
SI condition ALORS conclusion [AVEC facteur de pondération] ;
condition := sous_condition [ET/OU sous_condition]+
sous_condition := variable_linguistique EST [NON] terme_linguistique
Sur l’exemple de la trachéotomie, les règles pourraient par exemple être :
SI compétence EST élevé ET expérience EST élevé ALORS succès EST vrai AVEC 0.8 ;
SI stress EST élevé ET expérience EST moyenne ALORS succès EST vrai AVEC 0.7 ;
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SI stress EST élevé ET expérience EST faible ALORS succès EST faux AVEC 0.65;
Ces règles permettent de définir des préconditions plus complexes qu’avec des pré-
conditions dures et surtout de pouvoir les exprimer en langage naturel avec des termes
linguistiques. Cependant, comme nous l’avons dit précédemment, l’état du monde d’un
problème de planification est représenté par des valeurs soit booléennes pour les prédi-
cats propositionnels, soit numériques pour les prédicats numériques. Il est donc néces-
saire de passer par une étape de fuzzification avant de raisonner sur ces règles puis par
une étape de défuzzification ensuite. Dans la prochaine section, nous décrivons les diffé-
rentes étapes du fonctionnement d’un système flou.
Le fonctionnement d’un système flou
fuzzification moteur d’inférence
règles +
fonctions d’appartenances
défuzzification
entrées
nettes
sorties
nettes
entrées
floues
sorties
floues
FIGURE 6.5 – L’architecture d’un système flou.
Rappelons d’abord qu’un système d’inférence floue a pour objectif de transformer les
données d’entrée en données de sortie à partir d’un ensemble de règles. Les entrées sont
issues du processus de fuzzification et les règles sont en général extraites à partir des avis
d’experts. L’inférence s’appuie sur ces règles et consiste à déterminer un degré de corres-
pondance de chaque règle par rapport aux variables d’entrées puis à agréger le résultat de
chaque règle selon ce degré de correspondance. L’idée est que plus une règle est vérifiée,
plus la conclusion de la règle préconisée pour les sorties doit être respectée. Chaque règle
donne une conclusion partielle qui est ensuite agrégée avec les autres conclusions obte-
nues à partir des autres règles pour fournir une conclusion finale qui sont les sorties. Les
sorties passent ensuite par le processus de défuzzification. La figure 6.5 montre le fonc-
tionnement d’un système flou dans son ensemble avec les étapes de fuzzification, infé-
rence et défuzzification. Nous ne détaillons pas plus le système d’inférence car ce n’est pas
l’objet de notre thèse, nous redirigeons le lecteur vers [FULL, 1998] pour plus de détails.
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En revanche, nous terminons cette sous-section par détailler les étapes de fuzzification et
de défuzzification.
La fuzzification
Le but de la fuzzification est de transformer les données numériques en termes lin-
guistiques. Pour cela il faut créer des fonctions d’appartenance qui ont pour rôle de dé-
finir le degré/niveau d’appartenance d’une valeur numérique pour chaque terme lin-
guistique. Ces fonctions permettent ensuite au moteur d’inférence de déterminer pour
chaque valeur numérique quel est le terme linguistique le plus proche. Prenons un exemple
sur le prédicat numérique stress dont la valeur peut aller de 0 à 5 et dont les termes linguis-
tiques associés sont bas, moyen ou élevé. L’image en haut à gauche de la figure 6.6 montre
les trois fonctions définies pour chacun de ces termes. Nous pouvons par exemple voir
que le stress bas est défini par une fonction décroissante allant de 0 à 2.
FIGURE 6.6 – Les fonctions d’appartenances de l’exemple 6.4. Les barres verticales noires sur
chaque graphe représentent les entrées nettes et la sortie nette en ce qui concerne le graphe en
bas à droite.
La défuzzification
La défuzzification consiste à convertir des termes linguistiques en valeurs numériques
(et donc interprétables par le planificateur). Pour ce faire, il faut définir une fonction d’ap-
partenance pour chaque sortie des règles du système d’inférence (dans notre exemple le
succès de la trachéotomie - voir en bas à droite de la figure 6.6). Pour le succès ou l’échec
d’une tâche, le résultat est booléen donc les deux termes linguistiques sont vrais ou faux,
mais le procédé est le même pour des prédicats numériques avec plusieurs termes lin-
guistiques. Ces fonctions sont linéaires mais il est possible d’utiliser des fonctions plus
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complexes selon les cas. L’inférence sur les règles consiste à calculer des valeurs de sorties
et donc dans notre exemple, si la trachéotomie est un succès ou un échec. Nous pouvons
voir sur la figure 6.6 des barres verticales noires, elles correspondent aux valeurs numé-
riques des prédicats pour un état du monde donné. Nous pouvons voir que pour un stress
élevé, des compétences plutôt bonnes et une expérience assez faible, le système en a dé-
duit un succès. La compétence semble donc être le facteur prédominant pour le succès
de la trachéotomie (mais ce n’est qu’un exemple).
Nous terminons ce chapitre par la cinquième et dernière brique constituante du contenu
scénarisatique, à savoir le but narratif.
6.5 Le but narratif
Le but narratif est défini par un ensemble de prédicats narratifs à satisfaire. La plani-
fication repose sur la recherche d’un état but, c’est-à-dire un état du monde qui satisfait
tous les prédicats narratifs contenus dans le but narratif. C’est pourquoi tous problèmes
de planification doit définir un but, qui dans le cadre de la scénarisation décrit une si-
tuation finale à atteindre. Par exemple, pour l’histoire du petit chaperon rouge modélisée
dans [RIEDL, 2009], un des buts narratifs possibles est que la grand-mère reçoive un gâ-
teau et que ni le petit chaperon rouge ni la grand-mère ne soient mangés. Dans le cadre
de la formation, un but narratif est difficile à définir car nous ne cherchons pas à atteindre
une situation finale en particulier mais plutôt à satisfaire des objectifs scénaristiques dans
le but de former à certaines compétences en particulier. De plus, le but narratif est amené
à évoluer souvent en fonction du déroulement du scénario et des interactions de l’appre-
nant. Il est cependant obligatoire d’en définir un pour diriger la recherche vers un état
final. Dans nos travaux, nous n’avons pas concentré nos efforts sur cet aspect, c’est pour-
quoi nous avons décidé d’utiliser des buts narratifs correspondant à des situations glo-
bales et génériques, par exemple “s’être occupé de toutes les victimes” ou “avoir évacué
toutes les victimes”. Cela fonctionne mais il faut prévoir des prédicats supplémentaires
qui indiquent quand le but narratif est satisfait. Par exemple, pour le but “s’être occupé
de toutes les victimes”, il faut un prédicat numérique qui compte le nombre de victimes
prises en charge. Dans ce cas, l’état but doit satisfaire la précondition : le nombre de vic-
times prises en charge est égal au nombre total de victimes.
6.6 Conclusion
Dans ce chapitre nous avons parlé de représentation du contenu scénaristique en dé-
taillant une à une, toutes les briques nécessaires à la génération d’un scénario. Les prédi-
cats narratifs permettent de représenter le monde, ils créent un espace d’état à explorer.
Les opérateurs (opérateurs narratifs et FRAGs) définissent l’ensemble des interactions
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possibles sur le monde et permettent d’explorer cet espace d’état. Chaque chemin exploré
par la planification est un scénario potentiel (une séquence d’opérateurs [partiellement]
ordonnés). Le but narratif est la fin souhaitée du scénario, il sert à guider la recherche
vers un sous-ensemble de scénarios, à savoir ceux qui atteignent ce but. Enfin, les ob-
jectifs scénaristiques permettent de sélectionner un scénario en particulier, celui qui ré-
pond aux mieux aux compétences et critères de formation choisis par le formateur. Dans
le prochain chapitre, nous formalisons chacun des éléments que nous avons présentés
dans ce chapitre pour pouvoir ensuite décrire nos algorithmes dans le chapitre 8.
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Chapitre 7
Formalisation
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Dans ce chapitre, nous formalisons le domaine de planification et le problème narra-
tif. Le domaine de planification est la partie statique propre à un domaine d’application, il
correspond à la description du monde et des opérateurs. À l’inverse, le problème narratif
est la partie variable qui peut être modifié avant chaque session de formation. Il corres-
pond à la spécification de l’état initial, du but narratif et des objectifs scénaristiques. Nous
commençons ce chapitre par formaliser l’état du monde et les opérateurs, puis nous utili-
serons ces définitions pour formaliser le domaine de planification et le problème narratif.
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7.1 Définitions
Dans cette section, nous commençons par présenter le formalisme sur lequel nous
nous sommes appuyés, puis nous l’utiliserons pour formaliser la représentation du monde,
l’opérateur narratif et l’opérateur FRAG.
7.1.1 Le choix du formalisme
Les premiers problèmes de planification étaient modélisés avec une représentation
du monde sous la forme d’un graphe dans lequel chaque nœud correspond à un état du
monde possible et chaque arc à une action permettant de passer d’un état à un autre.
Cependant, avec cette représentation le nombre d’états possibles que peut prendre le
monde augmente exponentiellement avec le nombre d’instances du monde (c.-à-d., les
personnages et objets), ce qui crée très vite des problèmes d’explosion combinatoire.
STRIPS, introduit par FIKES et NHSSON [1971] et utilisé la première fois par un planifica-
teur robotique appelé STanford Research Institute Problem Solver, est un langage qui per-
met de résoudre ce problème d’explosion combinatoire en utilisant une représentation
factorisée des états du monde. Cela signifie qu’un état est représenté par un ensemble
de propositions, ce qui évite d’avoir à définir explicitement chaque état possible. Cepen-
dant, STRIPS est considéré comme trop peu expressif et la plupart des planificateurs pré-
fèrent le langage PDDL (Planning Description Definition Language) [MCDERMOTT et col-
lab., 1998] qui est plus expressif que STRIPS. PDDL a été largement adopté par la commu-
nauté, toutefois, d’autres langages sont utilisés pour des besoins plus spécifiques comme
PPDDL [YOUNES et LITTMAN, 2004] pour la planification probabiliste. Dans ce mémoire,
nous avons utilisé le même formalisme que celui utilisé par le langage PDDL et en parti-
culier celui du langage PDDL2.1 [FOX et LONG, 2003] qui permet de représenter le monde
avec des variables numériques.
7.1.2 Variables d’états
Le monde est représenté par un ensemble de variables d’états qui le décrivent. Dans
nos travaux nous distinguons deux types de variables d’états qui sont les propositions et
les numériques. En logique, une proposition est une formulation respectant une syntaxe
donnée et censée dire une vérité. Nous formalisons une proposition p appartenant à l’en-
semble des propositions P de la façon suivante :
7.1: Proposition (p ∈ P)
Une proposition p ∈ P est une propriété du monde qui peut être Vraie (p) ou Fausse
(¬p). C’est soit une relation entre plusieurs objets du monde, soit un attribut sur un
ou plusieurs objets du monde.
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Si est_sur est une relation et que victime et lit sont des objets, alors est_sur(victime,
lit) est une proposition pour décrire qu’une victime est sur un lit. Si ouvert est un attri-
but et porte un objet, alors ouvert(porte) est une proposition. Les variables d’états non
booléennes sont des numériques. Nous formalisons un numérique n appartenant à l’en-
semble des numériques N de la façon suivante :
7.2: Numérique (n ∈N)
Un numérique n ∈ N est une propriété du monde définie par une valeur numé-
rique. La valeur du numérique peut être absolue (p. ex., un nombre total de vic-
time) ou relative selon une échelle de valeur choisie par l’auteur (p. ex., un niveau
de stress de 0 à 10).
Un exemple de numérique est état_de_santé(victime) = 2 avec 0 pour un état de santé
critique et 10 pour un très bon état de santé.
7.1.3 Instance
Une instance est un objet en particulier spécifique à un problème, par exemple Pierre
est l’instance d’un personnage ou le lit n°1 est l’instance d’un lit. Suite à cette définition,
nous dirons qu’une variable d’état instanciée est une variable d’état dont les objets sont
remplacés par des instances. Par exemple, la proposition instanciée de est_sur(victime,
lit) est est_sur(Pierre, lit1).
7.1.4 L’état du monde
Un état du monde est la représentation informatique du monde à un instant donné.
7.3: État du monde (s ∈ S)
Un état du monde s ∈ S est un ensemble de variables d’états instanciées X = P∪N
où P est un ensemble de propositions (vraies) et N est un ensemble de numériques.
Un état du monde contient uniquement les propositions qui sont vraies car nous utili-
sons l’hypothèse du monde clos 1 qui stipule que toutes propositions non présentes dans
un état du monde sont considérées comme fausses par défaut. Un exemple simplifié d’un
état du monde est :
s = { est_sur(Pierre, lit1), est_sur(Paul, lit2), disponible(lit3), état_de_santé(Pierre) = 2 }.
1. L’hypothèse du monde clos est connue sous le nom anglais “Closed World Assumption (CWA)”.
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7.1.5 Le vecteur de critères
Le vecteur de critères contient l’ensemble des critères d’optimisation. Dans notre cas,
ce sont les critères de formation que nous avons définis à la sous-section 6.1. C’est un
vecteur Cr composé de m critères que nous définissons comme suit :
7.4: Le vecteur de critères (Cr )
Cr = [Cr 0,Cr 1, . . . ]
Un exemple de vecteur de critères est : Cr = [di f f i cul té, str ess]. Dans la suite, nous
formalisons l’opérateur narratif et l’opérateur FRAG sous leurs formes non instanciées,
puis nous donnerons ensuite leurs formes instanciées.
7.1.6 L’opérateur narratif
Dans le chapitre 6 nous avons défini plusieurs types d’opérateurs narratifs mais cette
distinction est relative au cas d’application. Dans notre formalisation, tous les types d’opé-
rateurs narratifs font partis du même ensemble O. Nous définissons donc l’opérateur nar-
ratif o ∈O de la façon suivante :
7.5: L’opérateur narratif (o ∈O)
o =
〈
name, pr e,e f f ,dur, sk,cr
〉
tels que :
— name est le nom de l’opérateur (p. ex., poser_garrot) ;
— pr e est l’ensemble des préconditions sous la forme d’un triplet (ppr e ,¬ppr e ,cnpr e )
où ppr e sont les propositions positives 2, ¬ppr e les propositions négatives et cnpr e
les conditions numériques sous la forme (n, ass,exp) tel que n est un numérique,
ass ∈ {<,≤,==,≥,>} et exp est soit une valeur numérique soit un autre numérique ;
— e f f est l’ensemble des effets sous la forme d’un triplet (p+e f f , p
−
e f f ,ne f f ) où p
+
e f f ⊆
P et p−e f f ⊆ P correspondent respectivement aux propositions à ajouter et à retirer
et ne f f est l’ensemble des effets numériques sous la forme (n, ass,exp) tels que n
est un numérique, ass ∈ {:=,+=,−=,∗=,/=} et exp est soit une valeur numérique soit
un autre numérique 3 ;
2. Nous parlons de propositions positives pour désigner les propositions qui doivent être présentes dans
l’état s pour que l’opérateur soit applicable dans s, et de propositions négatives pour désigner les proposi-
tions qui ne doivent pas être présentes dans s.
3. Plus de détails sur les préconditions numériques et les effets numériques sont disponibles dans
[HOFFMANN, 2003].
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— dur est le temps d’exécution de l’opérateur depuis son déclenchement jusqu’à l’ap-
plication de ses effets (p. ex., l’action “poser garrot” peut avoir une durée de 2 mi-
nutes, auquel cas le garrot sera effectivement posé après 2 minutes) 4 ;
— sk est la liste des compétences mises en jeu par l’opérateur narratif ;
— cr est un vecteur de valeur de critères où cri est la valeur du critère Cri .
7.1.7 L’opérateur FRAG
Un FRAG est défini sous la forme d’un triplet (name, pr e, f cm) où name est son nom,
pr e est l’ensemble des préconditions et f cm ∈ FCM est la carte cognitive floue associée
au FRAG. Un f cm ∈ FCM est formalisé par une paire (C,W) où C est un vecteur de nœuds
de taille n et W est la matrice d’adjacence de taille n ×n qui indique le poids associé à
chaque paire de nœuds. Notons que la notation C vient du terme “concept” utilisé dans
la littérature pour designer un nœud d’un FCM. Nous distinguons deux types de nœud, à
savoir les nœuds opérateurs CO ⊆ C qui représentent un opérateur narratif et les nœuds
états CX ⊆ C qui représentent une variable d’état. Parmi ces nœuds états, nous dénotons
deux sous-ensembles : CN ⊆ CX pour les numériques et CP ⊆ CX pour les propositions.
Nous résumons cette formalisation comme suit :
7.6: L’opérateur FRAG ( f r ag ∈ FRAG)
f r ag = (name, pr e, f cm)
f cm = (C,W) t.q. C = Cx∪Co
cx = (name, v, x) t.q. x ∈X
co = (name,e f f , v, f a,dur, sk,cr )
tels que :
— name, pr e, e f f , dur , cr , sk ont les mêmes définitions que celles de l’opérateur
narratif ;
— v est la valeur numérique du nœud ;
— f a est une fonction d’activation parmi celles définies au chapitre 6 ;
— x est la variable d’état à laquelle un nœud état cx est associé.
Un f r ag est applicable dans un état s s’il satisfait les préconditions pr e. Cette appli-
cabilité n’est pas relative aux situations du FRAG mais seulement au contexte narratif. Il
se peut techniquement qu’un FRAG soit applicable dans un état mais qu’aucune des si-
tuations du FRAG ne le soit. La raison est que certaines préconditions peuvent être des
préconditions floues, auquel cas elles ne peuvent pas être directement modélisées dans
4. L’unité de temps peut être n’importe laquelle à partir du moment où c’est la même pour tout le do-
maine de planification.
121
CHAPITRE 7. FORMALISATION
pr e, car les préconditions floues sont modélisables au niveau des fonctions d’activation
du FCM. Nous ajoutons que les nœuds états n’ont pas de fonction d’activation car ils sont
uniquement les nœuds sources des relations que nous avons définies au chapitre 6. C’est
sur les nœuds destinations des relations qu’est rattachée la fonction d’activation. Nous
terminons cette section par quelques remarques sur les compétences (le paramètre sk).
7.1.8 Liste des compétences
Nous avons dit à la sous-section 6.1.2 que les compétences étaient rattachées à des si-
tuations (qui sont des séquences de nœuds opérateurs dans les FCM). Pour marquer une
situation comme faisant travailler une compétence, il faut rattacher cette compétence
au dernier nœud de la séquence. En effet, la présence d’un nœud de la séquence dans
le scénario garantit la présence de tous les nœuds qui le précèdent dans le scénario. Ce
n’est en revanche pas le cas pour les nœuds qui le succèdent car il se peut que la situa-
tion ait été coupée par d’autres situations ou opérateurs narratifs pendant la planification
(c’est pourquoi la compétence doit être placée sur le dernier nœud). Techniquement, une
compétence peut être rattachée à un nœud intermédiaire dans la séquence, mais cela
présuppose que seule la partie de la séquence jusqu’à ce nœud est concernée par la com-
pétence. La deuxième remarque porte sur le fait que les opérateurs narratifs ont aussi le
paramètre sk. La raison est que nous souhaitons proposer une solution générique et donc
pouvoir définir des compétences techniques qui n’ont pas besoin de contexte narratif. Par
exemple, la compétence ”savoir poser un garrot” peut être rattachée à l’opérateur narratif
”poser un garrot” sans qu’il soit nécessaire de connaître le contexte narratif.
7.2 Instanciation et notation
Dans cette section nous apportons quelques détails sur l’instanciation des opérateurs
et précisons quelques notations utilisées par la suite.
7.2.1 Instanciation
Les opérateurs de planification sont modélisés par l’auteur de manière générique,
c’est-à-dire sur des classes d’objets et non pas des instances d’objets, c’est ce que l’on
appelle la forme non instanciée. Par exemple, “ouvrir une porte” ou “poser un garrot”. Ce-
pendant, un problème de planification est décrit par des instances qui représentent les
objets réels. C’est pourquoi, entre la modélisation du domaine de planification et le pro-
cessus de planification, il existe une étape intermédiaire qui consiste à instancier tous les
opérateurs. La planification se fait ensuite dans l’espace des opérateurs instanciés 5. Nous
5. Le terme opérateur instancié est une traduction de grounded operator que l’on retrouve dans la ter-
minologie anglaise.
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définissons un opérateur instancié a dans l’ensemble A de la façon suivante :
7.7: L’opérateur narratif instancié (a ∈ A)
a =
〈
name, pr e,e f f ,dur, sk,cr
〉
Un opérateur instancié a est un opérateur (o ∈O) dont les objets ont été remplacés par
des instances (appelées aussi les constantes du problème), ce qui se traduit par le fait que
toutes les variables d’états qui composent pr e et e f f sont remplacées par des variables
d’états instanciées. Nous avons choisi d’utiliser la lettre a pour utiliser une notation gé-
nérique et commune avec la plupart des formalismes de planification. Cependant, nous
insistons sur le fait que dans tout ce chapitre et le suivant qui concerne les algorithmes,
la lettre a ne signifie par une action d’un personnage mais tous types d’opérateurs narra-
tifs instanciés. Un opérateur peut avoir beaucoup d’instanciation selon le nombre d’ins-
tances du problème narratif. Si par exemple prend_soin_de(Soignant,Victime) est un opé-
rateur narratif et qu’il y a dans la définition du problème n soignants et m victimes alors
il y aura n×m instanciations de cet opérateur. L’opérateur FRAG est instancié de la même
façon en remplaçant tous les objets des préconditions et du FCM par les constantes du
problème (voir figure 7.1).
Une action a est applicable dans un état s si toutes les propositions positives ppr e
sont présentes dans s, aucune des propositions négatives¬ppr e n’est présente dans s et si
toutes les conditions numériques cnpr e sont satisfaites. Appliquer les effets d’une action
a dans s consiste à ajouter dans s toutes les propositions positives p+e f f , à retirer toutes
les propositions négatives p−e f f et à appliquer les effets numériques ne f f .
7.2.2 Notations
Avant de formaliser le domaine de planification et le problème narratif, nous préci-
sons quelques notations que nous utiliserons dans la suite.
— Nous utiliserons la notation subscript pour parler du paramètre d’un opérateur (p.
ex., le name de l’action a s’écrit namea).
— Nous utiliserons la notation s |= pr ea pour dire que les préconditions de l’action a
sont satisfaites dans l’état s.
— Dans le reste de ce document, un FRAG (instancié ou non) sera toujours nommé
par la variable f r ag pour des questions de clarté. Cependant, nous les distingue-
rons par leurs ensembles. L’ensemble des FRAGs non instanciés sera noté FRAG et
l’ensemble des FRAGs instanciés sera noté FRAGS.
— Le symbole← sera utilisé pour l’affectation (a ← 0) et le symbole = sera réservé pour
la comparaison (if a = 0 then).
— Le ième élément d’un vecteur x sera dénoté xi .
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— pi.a est le plan courant pi auquel nous ajoutons l’action a.
Soignant
prend
Garrot
Soignant pose
Garrot
sur Victime
Pierre prend
Tourniquet1
Pierre pose
Tourniquet1
sur Sophie
Instanciation autres...
Jacques prend
Tourniquet2
Jacques pose
Tourniquet2
sur Marie
FIGURE 7.1 – Deux exemples d’instanciations d’une sous-partie d’un FCM.
7.3 Domaine de planification et problème narratif
Dans cette section, nous reprenons les éléments que nous venons de définir pour for-
maliser le domaine de planification et le problème narratif, puis nous définirons la fonc-
tion d’évaluation qui permet de guider la recherche vers les solutions satisfaisant les cri-
tères de formation.
7.3.1 Domaine
Le domaine de planification est un système transitoireΣ = (S, A,FRAGS,γ,Cr ) où S est
un ensemble fini d’états, A est l’ensemble des actions, FRAGS est l’ensemble des FRAGs
instanciés, γ : S×A→ S est une fonction de transition qui applique les effets d’une action
pour passer d’un état à un autre, et Cr le vecteur de critères.
7.3.2 Problème
Le problème de planification est un quintuplet P = (Σ, s0, g ,cr ∗, sk∗), où Σ est le do-
maine précédemment défini, s0 est l’état initial, g est le but du problème, cr ∗ est un vec-
teur contenant une valeur souhaitée pour chaque critère défini dans Cr et sk∗ est la liste
des compétences souhaitées. Le but g est défini par une liste de propositions positives
(pg ), une liste de propositions négatives (¬pg ) et une liste de conditions numériques
(cng ). Résoudre un problème de planification consiste à atteindre un état but sg , c’est-
à-dire un état qui satisfait g (noté s |= g ). Un état satisfait g si toutes les propositions
positives de g sont dans s, aucune proposition négative de g n’est dans s et toutes les
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conditions numériques de g sont satisfaites dans s. La recherche est guidée par une fonc-
tion d’évaluation qui permet de trouver une solution qui satisfait au mieux les critères
cr ∗.
Fonction d’évaluation La fonction d’évaluation est composée de deux parties et donne
une estimation du coût de la solution pour chaque nœud exploré pendant la planifica-
tion 6. Un nœud n = (pis , s) est composé de l’état du monde courant s et du plan courant
pis qui est le plan allant de so à s. Notons que pendant l’exploration, pis n’est pas figé et
peut être différent du plan optimal pi∗s car la planification peut trouver par la suite un
meilleur chemin pour atteindre s. La première partie de la fonction est le calcul du coût
de la solution trouvée de s0 à s et la deuxième partie est l’estimation du coût restant pour
aller de s à sg . Nous définissons la fonction d’évaluation f : ensemble des noeuds → R+
comme suit :
7.8: Fonction d’évaluation f (n)
f (n) = cost (pis)+h(s) t. q. n = (pis , s)
cost (pis) =
√
m∑
i =1
(
cr ∗i − cri (pis)
)2+α len(pis)+β t i me(pis)
cr (pis) =
∑
a∈pis
cra
cost (pis) est le coût du plan actuel calculé par une somme qui dépend de : (1) la dif-
férence entre les valeurs de critères attendues et les valeurs de critères effectives, (2) la
longueur du plan (l en(pis)) et (3) la durée d’exécution du plan (t i me(pis)). Notons que
la durée d’exécution n’est pas égale à la somme des durées des actions du plan car cer-
taines actions peuvent s’exécuter en parallèle. Le vecteur cr (pis) (de même longueur que
le vecteur Cr ) correspond à la valeur des critères du plan courant (pis), il est calculé par la
somme vectorielle de tous les vecteurs de valeur de critères des actions dans pis (cra étant
le vecteur de valeur de critères de l’action a). L’élément cri (pis) est la somme des valeurs
du critère Cri de toutes les actions du plan courant (pis) et l’élément cr ∗i est la valeur sou-
haitée du critère Cri . Enfin, h : S → R+ est une heuristique de recherche (voir [BONET et
GEFFNER, 2001]) qui peut être dépendante ou indépendante du domaine (ou les deux) et
qui sert à estimer le coût restant pour atteindre un état but (p. ex., hadd [BONET et collab.,
1997], hFF [HOFFMANN, 2001]). A chaque étape de la planification, le nœud le plus pro-
metteur qui sera exploré est celui qui minimise f (n). Les valeurs α et β servent à ajuster
l’importance de la taille et de la durée d’exécution du scénario dans le calcul de la solution
optimale. Si α et β sont égales à 0, alors minimiser f (n) revient à chercher une solution
qui satisfait au mieux les critères de formation. L’ajustement est nécessaire si par exemple
6. Nous ne parlons pas ici des nœuds des FCM mais des nœuds de planification.
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le scénario généré est trop court ou pour éviter des actions superflues dans le scénario,
par exemple un personnage qui ferait des actions non nécessaires.
Nous précisons que le calcul des critères d’une solution se fait uniquement sur les ac-
tions alors que nous avons également défini des critères au niveau des nœuds opérateurs
des FCM. La raison est que les nœuds opérateurs sont insérés dans le plan sous forme
d’actions (voir fin de la section 5.4), ils sont donc inclus dans pis lors du calcul du coût de
pis .
7.4 Solution - scénario
Dans la planification séquentielle, une solution est un plan (pi) défini par une sé-
quence d’actions totalement ordonnées. Dans le cadre de la planification temporelle qui
considère des actions duratives et concurrentes, la solution est un plan temporel com-
posé d’une liste d’actions et d’un ensemble de contraintes d’ordonnancement. Dans nos
travaux nous distinguons deux types de plans : le plan temporel, que nous appellerons
TPlan (pit ) , qui est la solution directe de l’algorithme de planification temporelle, et le
plan partiellement ordonné, que nous appellerons POPlan (pip ), qui est le scénario exé-
cutable dans l’environnement virtuel. La différence réside dans le type des contraintes
d’ordonnancement. Dans un TPlan, les contraintes représentent un ordre de précédence
temporelle, c’est-à-dire que la contrainte A < B implique que A doit se produire avant B
sans pour autant que A soit une condition nécessaire pour la réalisation de B. Cette parti-
cularité réside sur le fait qu’un TPlan est construit en minimisant la durée totale de la solu-
tion et en faisant l’hypothèse que toutes les actions sont exécutées dès qu’elles le peuvent,
ce qui est en effet le cas pour les problèmes de planification temporelle classique. Dans
le cadre de la génération de scénarios, cette hypothèse n’est plus vérifiée car les actions
observables ne vont pas se produire dès qu’elles le peuvent puisque cela dépend de l’ap-
prenant et des personnages virtuels. Pour cette raison nous devons transformer le TPlan
en un POPlan. Un POPlan à la même structure qu’un TPlan mais les contraintes de pré-
cédence ne sont plus temporelles mais causales, c’est-à-dire que A< B signifie A est une
condition nécessaire pour que B se réalise (parce que les préconditions de B dépendent
des effets de A). Les détails sur la construction du POPlan sont fournis dans le chapitre 8.
Nous formalisons ces différents plans de la façon suivante :
7.9: Solution
pi = 〈a1, . . . , an〉 t.q. ai ∈ A
pit = (Api,≺temp )
pip = (Api,≺causal )
≺ = ai < ·· · < a j
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Nous définissons les contraintes temporelles et les contraintes causales de la manière
suivante :
7.10: Contraintes temporelles
Une contrainte temporelle entre deux actions ai ≺temp a j t.q. a ∈ Api signifie que
a j est exécutable après ai pendant l’exécution de pi sous la condition que (1) toutes
les actions dans Api qui doivent s’exécuter avant ai l’ont été sans délai et que (2)
toutes les actions sans contraintes temporelles ont été exécutées à l’instant t = 0.
7.11: Contraintes causales
Une contrainte causale entre deux actions ai ≺causal a j t.q. a ∈ Api signifie que a j
est exécutable après ai pendant l’exécution de pi sous l’hypothèse que toutes les
actions dans Api qui doivent s’exécuter avant ai (selon ≺causal ) l’ont été.
Nous verrons sur un exemple applicatif proposé dans le chapitre 8 que la différence
entre ces deux types de contraintes réside principalement sur l’exécution entre plusieurs
branches du plan. Dans le cas des contraintes temporelles, deux branches séparées d’un
plan doivent s’exécuter en parallèle et sans délai, ce qui n’est plus vrai dans le cas des
contraintes causales. Par exemple, si deux branches dans le scénario correspondent cha-
cune aux tâches d’un personnage, alors nous souhaitons que chaque branche puisse s’exé-
cuter indépendamment de l’autre, ce que ne permettent pas des contraintes temporelles.
C’est pourquoi nous utilisons des contraintes causales.
7.5 Conclusion
Dans cette section nous avons commencé par formaliser l’état du monde et les opéra-
teurs de planification, ce qui inclut l’opérateur narratif et l’opérateur FRAG. Nous avons
ensuite utilisé ces définitions pour formaliser le domaine de planification et le problème
narratif. Puis, nous avons défini la fonction d’évaluation utilisée pour guider la recherche
vers les solutions satisfaisant au mieux les critères de formation, la durée de la solution
et sa longueur. Enfin, nous avons terminé ce chapitre par la formalisation d’un scénario.
Dans le prochain chapitre, nous utilisons cette formalisation pour présenter l’algorithme
de génération de scénarios ainsi que celui de la transformation d’un plan temporel en un
plan partiellement ordonné.
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Dans ce chapitre, nous présentons nos algorithmes en commençant par l’algorithme
de traitement d’un opérateur FRAG qui est chargé d’inférer les situations d’un FRAG qui
sont applicables pour un état du monde donné. Puis nous présenterons l’algorithme de
génération de scénarios et nous terminerons par l’algorithme qui transforme un plan
temporel en un plan partiellement ordonné.
8.1 Traitement de l’opérateur FRAG
Le processus de planification classique explore l’espace d’états en appliquant itérati-
vement les actions applicables dans l’état en train d’être exploré. Ce processus commence
par l’état initial, puis choisit le prochain état à explorer selon une fonction d’évaluation
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jusqu’à ce qu’il rencontre un état but 1. Dans notre cas, nous planifions également dans
l’espace des FRAGs, ce qui rend le processus de planification différent car un FRAG n’est
pas directement applicable dans un état. En effet, un FRAG modélise un ensemble de si-
tuations dont certaines seront applicables dans l’état et d’autres pas. Il faut donc passer
par une étape intermédiaire qui doit d’abord inférer les situations applicables dans l’état.
C’est ce que nous appelons le traitement d’un FRAG, qui consiste à inférer les situations
applicables pour un état donné et à en générer des séquences d’actions qui pourront en-
suite être appliquées dans cet état. L’algorithme 1 de traitement d’un FRAG est décomposé
en trois étapes qui sont (1) l’initialisation du FCM depuis l’état du monde, (2) l’exécution
du FCM et (3) la génération des séquences d’actions applicables. Dans cette section, nous
détaillons chacune de ces trois étapes en suivant ligne par ligne l’algorithme.
Algorithm 1 Traitement d’un FRAG
1: function PROCESSFRAG( f r ag , s)
2: for each c ∈CO do
3: vc ← 0
4: for each c ∈CN do
5: vc ← xc (s) . xc (s) est la valeur de xc dans s
6: for each c ∈CP do
7: vc ← 1 if xc ∈ s else 0
8: C f i nal = execute( f cm f r ag )
9: act_co ← {co ∈C f i nal |vco = 1} . les nœud opérateurs activés
10: l i st_seq_co = get_all_max_paths( f cm f r ag , act_co)
11: l i st_seq_a ← {}
12: for each seq_co ∈ l i st_seq_co do
13: seq_a ← {}
14: for each co ∈ seq_co do
15: a ← (nameco , {},e f fco ,durco , skco ,crco)
16: seq_a.add(a)
17: l i st_seq_a.add(seq_a)
18: return l i st_seq_a
8.1.1 L’initialisation du FCM
L’initialisation du FCM se fait de la ligne 2 à la ligne 7 de l’algorithme 1. Cela consiste
à initialiser tous les nœuds opérateurs à 0 (ligne 2 et 3) et à initialiser tous les nœuds états
1. Ce processus s’applique aux problèmes de satisfaction (appelés satisficing track dans les compétitions
de planification) dont le but est de trouver une solution satisfaisante. Le processus est un peu différent pour
les problèmes d’optimalité (appelés optimal track) dont le but et de trouver une solution optimale.
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depuis l’état du monde s (ligne 4 à 7). Les nœuds opérateurs sont initialisés à 0 car ils sont
désactivés par défaut. C’est ensuite l’exécution du FCM qui activera (avec la valeur 1) les
nœuds opérateurs qui sont applicables dans s. Les nœuds états sont initialisés par rap-
port à la variable d’état qu’ils représentent dans l’état s. Un nœud état numérique (dans
CN) est initialisé avec la valeur dans s du numérique qui lui est associé. Un nœud état
propositionnel (dans CP) est initialisé à 1 si la proposition xc à laquelle il fait référence est
présente dans s et à 0 sinon. Pour illustrer cette initialisation, nous reprenons l’exemple
de la figure 6.1 du chapitre 6. Nous supposons pour cet exemple que seul p1 est présent
dans s, ce qui donne l’initialisation de la figure 8.1 (a) avec le nœud associé à p1 initialisé
à 1 et tous les autres nœuds initialisés à 0.
p1
1
p2
0
p3
0
fa op1
0
op2
0
fa op3
0
fa op4
0
op5
0
fa op6
0
op7
0
op8
0
OU
ETDirecte
Directe
(a) Initialisation d’un FCM avec p1 = 1, p2 = 0 et
p3 = 0.
p1
1
p2
0
p3
0
fa op1
1
op2
1
fa op3
0
fa op4
1
op5
1
fa op6
0
op7
0
op8
0
OU
ETDirecte
Directe
(b) Exécution du FCM avec en couleur les nœuds
activés. Chaque couleur correspond à un chemin
activé.
Situations 1
Situations 2
aop1 aop2
aop4 aop5
(c) Deux situations sont extraites en fonction des nœuds activés.
FIGURE 8.1 – L’exécution d’un FRAG en trois étapes.
8.1.2 L’exécution du FCM
Le FCM est exécuté à la ligne 8 de l’algorithme 1 par une librairie externe 2. L’exécution
d’un FCM consiste à itérativement mettre à jour la valeur de chaque nœud en fonction des
nœuds qui l’influence, et ce pour une condition initiale fixe. Chaque nœud est mis à jour
2. Nous avons utilisé la librairie JFCM [DIMITRI DE FRANCISCIS, 2014] dans notre implémentation.
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via sa fonction d’activation qui régule la nouvelle valeur du nœud en fonction de la valeur
de ses prédécesseurs à l’itération précédente selon l’équation suivante :
vi (t ) = f ai (
n∑
j =1
j 6=i
v j (t −1)w j i ) (8.1)
Cette équation représente la règle d’inférence de KOSKO [1986]. Ce processus d’inférence
est ainsi répété jusqu’à ce qu’un nombre maximum de fois soit atteint ou qu’un état
d’équilibre (ou de convergence) soit observé. La convergence signifie que le vecteur d’état
ne subit plus de modifications significatives lors des itérations suivantes. Cependant, dans
certains cas, il est possible que le mécanisme d’inférence tombe dans un état chaotique.
Cela signifie que le FCM produira différents vecteurs d’état pour des cycles successifs.
Notons que dans notre cadre d’application, les FRAGs sont uniquement modélisés avec
des FCM acycliques, ce qui signifie que les nœuds vont converger en n itérations avec n
étant la longueur du plus long chemin du FCM. La fonction d’activation f a dépend du
type de relation entre les nœuds sources et le nœud associé à cette fonction (voir section
6.4). De plus, f a sert également à réguler la valeur de sortie. Ainsi, les nœuds opérateurs
sont régulés pour ne prendre que des valeurs de 0 (désactivé) ou 1 (activé). Sur l’exemple
de la figure 8.1 (b), nous pouvons voir qu’après exécution du FCM, les nœuds opérateurs
activés sont op1, op2, op4 et op5. Notons que op3 reste désactivé car p3 n’est pas activé
et sa fonction d’activation est une relation ET. Le résultat d’exécution du FCM est stocké
dans le vecteur C f i nal qui contient les valeurs finales de tous les nœuds.
Nous savons après l’exécution du FCM que les nœuds opérateurs activés (en couleur
sur la figure 8.1 (b)) constituent l’ensemble des nœuds applicables dans l’état s (en res-
pectant l’ordre imposé par les relations). Les chemins de nœuds activés, que nous ap-
pellerons chemins activés, correspondent aux situations applicables dans s. Dans notre
exemple, nous pouvons voir sur la figue 8.1 (b) deux chemins activés, représentés par la
couleur rouge et la couleur bleue, qui correspondent à deux situations. Toutefois, ces che-
mins ne peuvent pas être insérés tels quels dans le plan car ils sont composés de nœuds
opérateurs qui ne sont pas interprétables par le planificateur (nous avons évoqué ce pro-
blème à la fin de la section 5.4). Nous devons donc générer une séquence d’actions pour
chaque chemin activé, qui elle pourra être appliquée dans l’état s.
8.1.3 Génération des séquences d’actions
La génération des séquences d’actions consiste à créer une séquence d’actions pour
chaque chemin activé (ligne 9 à 17 de l’algorithme 1). Pour ce faire, nous commençons
par extraire la liste des nœuds opérateurs activés, soit les nœuds opérateurs dont la va-
leur finale après exécution du FCM est égale à 1 (ligne 9). Puis à la ligne 10, nous extra-
yons du graphe tous les chemins activés, soit les chemins de plus grande taille compo-
sés uniquement de nœuds opérateurs activés. Chacun de ces chemins correspond alors
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à une situation qui va être générée sous la forme d’une séquence d’actions. Ce sont les
plus longs chemins qui sont constitutifs des situations pour les raisons suivantes : (1) un
chemin doit commencer par le premier nœud opérateur après les nœuds états car c’est
lui qui conditionne l’activation (et donc l’applicabilité) des nœuds suivants et (2) un che-
min est le plus long possible par défaut, car c’est le processus de planification qui ensuite
décidera de raccourcir la situation si besoin. En effet, une fois que la séquence d’actions
correspondant à une situation est insérée dans le plan, le processus de planification peut
insérer d’autres actions au milieu de cette séquence en remontant de quelques niveaux.
Ce point nous mène à la dernière étape qui est la création d’une action de planification
pour chaque nœud opérateur des chemins activés (ligne 15). L’action est créée avec le
nom, la durée, les effets, la liste de compétences et le vecteur de critères du nœud opéra-
teur. Elle n’a pas de préconditions car c’est le fait qu’elle provienne d’un nœud opérateur
activé qui garantit qu’elle est applicable. Les lignes 11 à 17 construisent donc la liste des
séquences d’actions correspondant à toutes les situations et la renvoie en sortie de l’al-
gorithme. Pour en finir avec notre exemple, nous pouvons voir sur la figure 8.1 (c) les
deux situations sous la forme de séquences d’actions qui vont être renvoyées en sortie
de l’algorithme. Dans la prochaine section, nous détaillons l’algorithme de génération de
scénarios qui fait appel à la fonction de traitement d’un FRAG que nous venons de décrire.
8.2 Planification du scénario
Dans cette section nous décrivons l’algorithme 2 qui génère un scénario. La principale
difficulté est de faire de la recherche dans deux espaces (l’espace d’actions et l’espace des
FRAGs) alors que la planification se fait d’habitude dans un seul espace (l’espace d’ac-
tions). Nous utilisons un algorithme de chaînage avant. À chaque itération, l’algorithme
choisit le meilleur état à explorer selon la fonction d’évaluation f (n) (définie à la sous-
section 7.3.2), puis il l’explore en appliquant toutes les actions possibles et en traitant tous
les FRAGs applicables avant d’insérer dans le plan les séquences d’actions résultantes.
8.2.1 Algorithme
L’algorithme 2 prend en entrée l’état initial, le but à atteindre, l’ensemble des opéra-
teurs instanciés (les actions et les FRAGs) et la liste des compétences souhaitées. Nous
commençons par définir f r onti er comme l’ensemble des nœuds prêt à être explorés et
explor ed comme l’ensemble des nœuds déjà explorés. Un nœud n ← (pits , s) est une paire
dont pits est le plan temporel courant et s l’état courant. À la ligne 2, f r onti er est initialisé
avec le premier nœud lui-même composé d’un plan vide et de l’état initial s0. À la ligne 3,
explor ed est initialisé à vide. L’algorithme s’exécute tant que f r onti er n’est pas vide et
qu’aucune solution n’a été trouvée. À chaque itération, le nœud le plus prometteur est sé-
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Algorithm 2 Génération de scénarios
1: function GENERATESCENARIO(s0, g , A,FRAGS, sk∗)
2: f r onti er ← {(〈〉, s0)}
3: explor ed ←;
4: while f r onti er 6=; do
5: select n ← (pits , s) ∈ f r onti er
6: f r onti er.r emove(n), explor ed .add(n)
7: if s |= g then
8: return Bui ldPOPPl an(pits , s0)
9: chi l dr en ← {(pits .a,γ(s, a)) | s |= pr ea}
10: f r ag s ← { f r ag ∈ FRAGS | s |= pr e f r ag }
11: for each f r ag ∈ f r ag s do
12: l i st_seq_a ← PROCESSFRAG( f r ag , s)
13: for each seq_a ∈ l i st_seq_a | ∃ a ∈ seq_a, ska ∩ sk∗ 6=; do
14: s′← s
15: for each a ∈ seq_a do
16: s′← γ(s′, a)
17: chi l dr en.add((pits .a, s
′))
18: pr une( f r onti er ∪explor ed ∪ chi l dr en)
19: f r onti er ← f r onti er ∪ chi l dr en
20: return failure
lectionné en minimisant la fonction f (n) (ligne 5) 3. f r onti er et explor ed sont ensuite
mis à jour (ligne 6) puis le nœud n est exploré sauf s’il satisfait le but du problème g , au-
quel cas la fonction Bui ldPOPPl an est appelée. Cette fonction, que nous détaillons dans
la section suivante, transforme un plan temporel en un plan partiellement ordonné. L’ex-
pansion du nœud n se fait en lui appliquant toutes les actions applicables dans s (ligne 9)
et en traitant puis appliquant tous les FRAGs applicables (ligne 10 à 17). Pour ce faire, tous
les FRAGs applicables sont sélectionnés (ligne 10), puis chacun de ces FRAGs est traité par
l’algorithme 1 (ligne 12). Enfin, chaque séquence d’actions résultant est appliquée dans s
si au moins une des actions de la séquence met en jeu une des compétences demandées
dans le problème au niveau de sk∗. Appliquer une séquence d’actions dans s consiste à
appliquer chaque action les unes à la suite des autres en partant de l’état s. À la ligne 18,
l’étape d’élagage vise à se débarrasser de tous les nœuds non prometteurs, à savoir tous
les nœuds dont l’état s a été atteint par un meilleur plan. Enfin, f r onti er est mis à jour
avec les nouveaux nœuds atteints (ligne 19) puis ce processus est répété jusqu’à ce qu’un
état satisfaisant les buts du problème soit atteint ou que explor ed soit vide.
3. Dans notre cas, minimiser la fonction f (n) revient à chercher une solution qui satisfait aux mieux les
critères de formation et à minimiser la taille et la durée du scénario selon les valeurs de α et β.
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Nous précisons qu’un FRAG générera toujours les mêmes situations (sous forme de
séquences d’actions) pour une même initialisation. Par conséquent, le nombre d’appels
à PROCESSFRAG est réduit en stockant dans un dictionnaire les situations générées pour
un FRAG et une initialisation donnée. Ainsi nous pouvons retourner directement les si-
tuations déjà générées plutôt que de faire appel plusieurs fois à PROCESSFRAG. Notons
qu’une initialisation ne correspond pas à un état mais à un sous-ensemble de variables
d’états puisque le FRAG n’est pas initialisé avec toutes les variables d’états mais seule-
ment avec celles qui sont référencées dans les nœuds états. Par conséquent, deux états
différents peuvent initialiser un FRAG de manière identique.
8.2.2 Optimalité
Notre algorithme est guidé par une heuristique de recherche qui tend vers l’optimalité
mais il ne la garantit pas. Pour l’algorithme, l’optimalité est définie par la minimisation de
la fonction d’évaluation f (n), c’est donc une solution qui satisfait aux mieux les critères
de formation et qui est la plus courte en temps et en nombre d’actions selon la valeur
de α et β (voir la sous-section 7.3.2). Nous ne cherchons pas une solution optimale pour
plusieurs raisons : (1) résoudre un problème optimal est bien plus complexe et coûteux
en temps qu’un problème de satisfaction, (2) l’optimalité n’est pas une contrainte forte
dans nos travaux car cela ne garantit pas pour autant une solution de qualité (car il est
très difficile d’encoder la qualité d’un scénario dans une fonction, voir 3.4.3) et enfin (3)
dans le cadre d’un apprentissage situé, nous préférons obtenir plusieurs solutions non
optimales, même si elles ne satisfont pas parfaitement les objectifs scénaristiques, plutôt
qu’une seule solution optimale. Pour apporter cette variabilité, il est possible de configu-
rer l’algorithme de sorte qu’il s’arrête après avoir trouvé n solutions plutôt qu’une seule et
sélectionne ensuite au hasard une solution ou laisse le formateur sélectionner celle qu’il
préfère.
8.2.3 Le plan en sortie de l’algorithme
L’algorithme construit un plan temporel car nous avons utilisé un algorithme qui re-
pose sur de la planification temporelle. Cependant, comme nous l’avons dit à la section
7.4, l’algorithme doit renvoyer un plan partiellement ordonné car il contient des opéra-
teurs de prédiction. Nous avons choisi de faire la transformation entre un plan temporel
et un plan partiellement ordonné après la planification plutôt que de construire direc-
tement un plan partiellement ordonné. La raison est que nous voulons que l’opérateur
FRAG soit ré-utilisable dans n’importe quel planificateur temporel et dans des contextes
différents de la scénarisation. Nous avons d’ailleurs réalisé nos tests de performance sur
des problèmes de planification issues des problèmes de références (pour avoir un point
de comparaison). Dans la prochaine section, nous détaillons la construction du plan par-
135
CHAPITRE 8. ALGORITHMES
tiellement ordonné depuis le plan temporel généré par l’algorithme de génération de scé-
narios que nous venons de présenter.
8.3 Construction du plan partiellement ordonné
Nous rappelons que la planification temporelle a pour but de produire un plan tem-
porel (TPlan) de façon à ce que le temps d’exécution total soit minimal. La conséquence
de cela est que les contraintes temporelles sont suffisantes pour que chaque action à un
temps t ait ses préconditions de satisfaites, puisque chaque action sera exécutée sans dé-
lai. Dans le cas de la génération de scénarios, le temps total d’exécution n’est pas minimal
à cause des actions observables (issues des opérateurs de prédiction) dont le temps t est
inconnu puisque cela dépend de l’apprenant ou des personnages virtuels. Il faut donc
transformer le plan temporel en un plan partiellement ordonné (POPlan) défini par des
contraintes causales (voir section 7.4).
8.3.1 Exemple
Pour illustrer la différence entre un TPlan et un POPlan, nous prenons un exemple très
simple de scénario dans lequel deux personnages virtuels (pva1 et pva2) doivent chacun
examiner une victime (respectivement v1 et v2), prendre un garrot, le poser sur la vic-
time puis l’un des personnages virtuels doit faire un rapport au leader médical de l’état
de santé des deux victimes. Le scénario généré par MENTA (le TPlan de la figure 8.2) et
composé de contraintes temporelles alors que nous souhaitons des contraintes causales
pour pouvoir exécuter le scénario. Par exemple, l’action du pva2 qui prend le garrot t2
n’est pas reliée à l’action du pva2 qui pose le garrot t2, pourtant cette action de prendre
le garrot est nécessaire avant de le poser. Si toutes les actions sont exécutées selon leurs
ordres temporels, alors les actions de prendre le garrot seront toujours exécutées avant
celles de le poser. Cependant, ce n’est plus garanti si le plan contient des actions obser-
vables. C’est pourquoi le TPlan est transformé en un POPlan qui reconstruit le scénario
avec des contraintes causales, comme nous pouvons le voir à la figure 8.3. Dans ce PO-
Plan, chaque branche et donc chaque personnage peut faire sa routine indépendamment
de l’autre. La transformation est simple sur cet exemple mais c’est plus compliqué lors-
qu’il y a des interactions entre les branches scénaristiques. Chaque branche doit pouvoir
s’exécuter indépendamment des autres jusqu’à ce qu’elles le puissent et qu’elles se re-
coupent au bon moment, c’est-à-dire au moment où les préconditions d’une action ont
besoin des effets de plusieurs branches. De plus, il faut éviter les effets négatifs entre les
branches, c’est-à-dire qu’une branche ne doit pas annuler les effets d’une autre, autre-
ment cela pourrait empêcher cette autre branche de se terminer.
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FIGURE 8.2 – Un plan temporel généré par MENTA avant la transformation en un plan partielle-
ment ordonné.
FIGURE 8.3 – Un scénario généré par MENTA sous la forme d’un plan partiellement ordonné.
8.3.2 Algorithme
L’algorithme 4 construit un POPlan depuis un TPlan. Il prend en entrée un TPlan
(t pl an) ainsi que l’état initial (s0) et retourne un POPlan (popl an). L’idée générale est
137
CHAPITRE 8. ALGORITHMES
de partir du TPlan, de l’exécuter action par action et de le réparer au fur et à mesure pour
former le POPlan. Réparer le plan consiste à transformer les relations temporelles en rela-
tions causales (en modifiant les successeurs et les prédécesseurs de chaque action) selon
les dépendances entre les actions. Nous dirons qu’une action A dépend d’une action B si
les effets de A sont nécessaires pour satisfaire les préconditions de B. Nous commençons
par définir quelques fonctions annexes utilisées par cet algorithme avant de le détailler.
Fonctions annexes Nous commençons par l’exécuteur de plan (PlanExecutor) qui est
un objet qui prend n’importe quel type de plan en entrée (TPlan ou POPlan) et l’exécute
selon les contraintes du plan (temporelles ou causales). Le PlanExecutor simule une exé-
cution, il va donc exécuter les actions observables comme des actions exécutables. Cela
ne pose pas de problème à partir du moment où les contraintes du plan sont respec-
tées. Le PlanExecutor a deux fonctions : is_finished() qui renvoie vraie si toutes les actions
du plan ont été exécutées et faux sinon et get_next_actions() qui renvoie la liste des pro-
chaines actions à exécuter selon les contraintes du plan. La deuxième fonction annexe est
la fonction ApplyBranches décrite par l’algorithme 3. Cette fonction prend en entrée un
ensemble de branches (des séquences d’actions) ainsi qu’un état s et renvoie l’état résul-
tant de l’application de ces branches dans s. Pour ce faire, un sous-plan est créé comme
une concaténation des branches puis il est envoyé au PlanExecutor qui se charge de l’exé-
cuter. Nous pouvons à présent décrire l’algorithme de transformation d’un TPlan en un
POPlan à l’aide de ces fonctions.
Algorithm 3 Application d’un ensemble de branches dans un état
1: function APPLYBRANCHES(br anches,s)
2: s′← s
3: sub_pl an ←Bui ldSubPl an(br anches.concat ())
4: pe ← Pl anExecutor (sub_pl an)
5: while !pe.i s_ f i ni shed() do
6: next_acti ons ← pe.g et_next_acti ons()
7: for each a ∈ next_acti ons do
8: s′← γ(s′, a)
9: return s′
Transformation d’un TPlan en POPlan A la ligne 2 de l’algorithme 4, br anches est la
liste qui contient les branches en cours d’exécution (elle est initialisée à vide). À la ligne 3,
un POPlan (popl an) est créé comme étant une copie du TPlan (t pl an). À ce moment, ce
POPlan n’est pas encore un TPlan mais il va être itérativement réparé en transformant les
contraintes temporelles en contraintes causales jusqu’à l’obtention d’un POPlan. Pour ce
faire, l’algorithme va exécuter chaque action selon l’ordre temporel défini par le TPlan et
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Algorithm 4 Construction du plan partiellement ordonné depuis un plan temporel
1: function BUILDPOPLAN(pit ,s0)
2: br anches ←;
3: pip ←pit .copy()
4: pe ← Pl anExecutor (pit )
5: while !pe.i s_ f i ni shed() do
6: next_acti ons ← pe.g et_next_acti ons()
7: for each a ∈ next_acti ons do
8: if a.pr ec =; then
9: a.succ ←;
10: br anches.add({a})
11: else
12: a.pr ec ←;, a.succ ←;
13: for each subset_br anches ∈ Al lSubset s(br anches).sor t (ke y = len) do
14: s ← APPLYBRANCHES(subset_br anches, s0)
15: if s |= pr ea then
16: for each br anch ∈ subset_br anches do
17: br anch.l ast ().succ.add(a)
18: a.pr ec.add(br anch.l ast ())
19: br anch.add(a)
20: return poplan
boucler tant que toutes les actions n’ont pas été exécutées (ligne 5). À la ligne 6, get_next_-
actions() renvoie les prochaines actions à exécuter en fonction des actions déjà exécutées.
Si l’action n’a pas de prédécesseurs, alors c’est une action sans préconditions, elle devient
donc la première action d’une nouvelle branche (ligne 8 à 10). Sinon, l’action doit être re-
placée au bon endroit, c’est-à-dire soit à la fin d’une branche si elle ne dépend que de cette
branche, soit à la jonction de plusieurs branches si cette action nécessite les effets de plu-
sieurs branches pour être exécutée (p. ex., l’action “report” de la figure 8.3). Pour cela, les
listes de prédécesseurs et successeurs de l’action sont vidées (ligne 12), puis nous devons
tester chaque sous-ensemble de branches pour voir sur lequel nous pouvons rattacher
l’action. Nous commençons par générer tous les sous-ensembles de branches possibles
(triés par ordre de taille). Ensuite, pour chaque sous-ensemble, nous générons à l’aide de
la fonction APPLYBRANCHES l’état résultant après avoir appliqué les branches du sous-
ensemble et nous regardons si l’action en cours est applicable dans cet état. Si c’est le cas,
c’est que l’action doit être rattachée à ce sous-ensemble de branches. Nous mettons donc
à jour ces successeurs et prédécesseurs en conséquence puis nous rajoutons cette action
à chacune des branches du sous-ensemble. Les sous-ensembles de branches sont triés
par ordre de taille de façon à ce que chaque contrainte causale soit minimale (p. ex., l’ac-
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tion poser garrot doit être uniquement reliée à l’action de prendre un garrot dans notre
exemple de la figure 8.3). Cette opération est répétée pour chaque action jusqu’à ce qu’il
n’y ait plus d’action à exécuter et que le TPlan soit devenu un POPlan.
8.4 Conclusion
Nous avons décomposé ce chapitre sur les algorithmes en trois parties. Tout d’abord
nous avons décrit le traitement d’un FRAG qui se fait pour un état du monde donné. Son
but est de déterminer les situations du FRAG applicables dans l’état puis d’en générer
des séquences d’actions qui vont être appliquées dans l’état. Nous avons ensuite décrit
l’algorithme de génération de scénarios, qui contrairement aux algorithmes de planifica-
tion classique, a pour caractéristique de planifier dans l’espace des actions et des FRAGs.
Enfin, nous avons terminé ce chapitre par la transformation d’un plan temporel en un
plan partiellement ordonné. Cet algorithme a fait l’objet d’une section à part entière car
l’algorithme de génération de scénarios peut être utilisé sans cette transformation. Par
exemple, pour des scénarios qui n’ont pas d’opérateurs de prédiction, un plan temporel
suffit. Ce chapitre conclut la partie contribution. La prochaine partie est dédiée à l’im-
plémentation de notre système de scénarisation au travers d’un exemple applicatif et à
quelques résultats relatifs à cette implémentation et aux performances de notre système.
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Chapitre 9
Exemple applicatif
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Dans ce chapitre, nous présentons un scénario relatif à notre cadre d’application.
Nous l’avons élaboré avec les experts formateurs, modélisé dans notre système de scé-
narisation, puis utilisé pour générer des scénarios. Le scénario prend place dans un poste
médical avancé (PMA). Un PMA est un ensemble fonctionnel dont le but est de faire face à
un afflux massif de blessés 1 en zone de guerre ou pendant des interventions de la Brigade
des sapeurs Pompiers de Paris. Dans l’environnement virtuel, cela est modélisé par une
tente qui contient des lits et tout le matériel médical nécessaire (p. ex., perfusions, respi-
rateurs, garrots). Ce chapitre est divisé en deux parties : une partie contexte qui détaille
les personnages et les interactions possibles dans l’environnement virtuel et une partie
scénario qui décrit des situations que nous ont proposées les experts.
9.1 Contexte
Le scénario a pour contexte le triage et les premiers soins des victimes en vue de les
évacuer vers une structure de soins classique. L’apprenant est chargé de gérer son équipe
1. Un afflux massif de blessés est caractérisé par l’arrivée de nombreux blessés, notamment en cas de
guerre ou pendant un attentat, avec un nombre de soignants inférieur au nombre de blessés. Il convient
alors de mettre en place un triage médical qui consiste à déterminer le degré de gravité des blessures ainsi
que l’état de santé des victimes, d’apporter les soins nécessaires urgents, puis de déterminer le degré de
priorité des évacuations vers l’hôpital le plus proche.
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médicale en répartissant les soignants sur les victimes les plus prioritaires et de s’assu-
rer que leurs états de santé se stabilisent avant leurs évacuations. La figure 9.1 montre
l’environnement virtuel qui a été développé dans le cadre du projet VICTEAMS, et dans
lequel nous avons implémenté ce scénario. Dans cette section, nous allons commencer
par décrire les personnes et personnages virtuels impliqués dans le scénario, puis nous
présenterons les modèles de connaissances avec quelques exemples d’opérateurs narra-
tifs et nous terminerons par les objectifs scénaristiques du scénario.
FIGURE 9.1 – L’environnement virtuel pour la formation, développé dans le cadre du projet VIC-
TEAMS.
9.1.1 Les personnages
Dans cette sous-section nous décrivons le rôle de l’apprenant, l’équipe médicale, les
victimes du scénario et enfin le rôle du formateur.
L’apprenant
L’apprenant joue le rôle d’un leader d’équipe médicale. Il a la responsabilité d’enca-
drer une équipe médicale et d’organiser les soins en répartissant son équipe sur les vic-
times par ordre de priorité. Il n’est pas censé intervenir directement sur les victimes car il
doit garder une vision globale de la situation. Dans le scénario que nous proposons, ses
moyens d’intervention sont donc limités à des ordres qu’il peut donner aux membres de
son équipe. Cela peut être un ordre général (p. ex., occupe-toi de la victime qui est sur le
144
CHAPITRE 9. EXEMPLE APPLICATIF
lit 1) ou un ordre plus spécifique (p. ex., pose un garrot au bras de la victime qui est sur le
lit 1). L’apprenant peut interagir dans l’environnement virtuel en sélectionnant des ordres
via un menu contextuel qu’il peut afficher quand il le souhaite.
L’équipe médicale
Nous pouvons choisir à l’initialisation le nombre de personnels médicaux qui vont
composer l’équipe médicale. Chacun peut être soit infirmier(e), soit auxiliaire sanitaire,
soit médecin et avoir différentes caractéristiques. Pour notre scénario, nous nous sommes
concentrés sur deux caractéristiques issues des travaux de DEMARY [2019]. Ces caracté-
ristiques sont elles-mêmes initialisées au démarrage du scénario selon les besoins scé-
naristiques. Un personnage peut être proactif ou passif (caractéristique relative au follo-
wership), s’il est proactif il prendra des décisions et agira de lui-même alors que s’il est
passif il ne prendra pas d’initiative. Il peut aussi être expérimenté ou non-expérimenté,
sachant que le manque d’expérience peut mener à des problèmes pour réaliser les tâches
médicales. Chaque personnage est donc initialisé par l’une des quatre combinaisons pos-
sibles selon qu’il est proactif ou passif et expérimenté ou non. Ces caractéristiques sont
statiques mais les personnages peuvent aussi avoir des caractéristiques dynamiques qui
peuvent changer pendant la session de formation. Par exemple, dans notre exemple ap-
plicatif nous jouons sur le stress des personnages pour modifier leurs taux d’erreurs et
ainsi leur fera rater certaines tâches.
Les victimes
Nous avons choisi d’instancier quatre victimes au total mais elles ne sont pas toutes
présentes en même temps dans le scénario, elles arrivent par vague et peuvent ne pas
toutes arriver dans le cas des scénarios les plus simples. Nous pouvons voir une victime
de notre environnement virtuel sur la figure 9.2. Chacune à des blessures différentes et un
degré d’urgence selon la classification suivante :
— urgence dépassée (UD) : la victime est morte ou va probablement mourir rapide-
ment même avec des soins ;
— urgence absolue (UA) : la victime doit être secourue et traitée immédiatement et sur
place dans un délai minimum recommandé selon le cas ;
— urgence relative (UR) : la victime est stable, il est alors recommandé de la transpor-
ter vers un hôpital ou de la faire patienter en attendant de s’occuper des victimes
plus prioritaires.
Chaque victime peut être initialisée avec des blessures aux endroits suivants : la tête,
le bras, la jambe, le thorax et au niveau des abdominaux. De plus, les blessures peuvent
être hémorragiques ou non hémorragiques. Á titre d’exemple, nous avons fait le choix
d’instancier les quatre victimes de la manière suivante :
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— Victime 1 : elle a une blessure hémorragique par balle à la jambe (UR).
— Victime 2 : elle a une blessure par balle au thorax (non visible quand la victime
arrive) et une blessure non hémorragique par balle au bras (UA).
— Victime 3 : elle a une blessure par balle à la tête et est dans le coma (UA qui peut
devenir UD).
— Victime 4 : elle a une blessure hémorragique par balle à la jambe et une blessure
abdominale (non visible quand la victime arrive) (UA).
La victime 3 étant dans le coma, elle est plus stable que les autres, il faudra donc don-
ner la priorité à la victime 2 et la victime 4. La victime 1, qui est en urgence relative peut at-
tendre. Ce choix des victimes et de leurs blessures est arbitraire, nous l’avons fait pour les
besoins de l’exemple. Il est toutefois important de noter que MENTA peut choisir d’ajou-
ter des nouvelles victimes et peut également choisir le type de blessure qu’elles ont.
FIGURE 9.2 – Une victime de l’environnement virtuel développée dans le cadre du projet VIC-
TEAMS.
Le formateur
Le formateur a pour rôle de choisir au début de la session de formation les objectifs
scénaristiques ainsi que l’initialisation du monde, c’est-à-dire qu’il peut choisir la compo-
sition de l’équipe médicale, les caractéristiques de chacun, les victimes, leurs blessures,
etc. Il peut ensuite modifier les objectifs scénaristiques si besoin pendant la session en
fonction de l’évolution de l’apprenant.
9.1.2 Les modèles de connaissances
La suite logicielle HUMANS (voir sous-section 1.4.2) s’appuie sur des modèles de connais-
sances qui sont interprétables par les moteurs décisionnels (REPLICANTS qui gère le
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comportement des personnages virtuels autonomes et MENTA qui gère la scénarisation).
Ces modèles de connaissances, regroupés sous l’appellation HUMANS-DL, sont au nombre
de trois : le modèle du monde (WORLD-DL) qui permet de décrire à la fois les entités
qui composent le monde et les interactions possibles, le modèle d’activité (ACTIVITY-DL)
qui permet de décrire l’activité de l’apprenant et des personnages virtuels autonomes et
le modèle de causes/conséquences (CAUSALITY-DL) qui permet de décrire de chaînes
de causalité. Ces trois modèles sont détaillés à la section 3.2 de [LOURDEAUX et collab.,
2017]. Nous n’avons pas utilisé CAUSALITY-DL car nous avons défini nos chaînes de cau-
salité dans les FRAGs. Nous décrivons plus en détail le modèle du monde car c’est sur ce
modèle que MENTA raisonne pour faire ces interventions, puis nous donnerons quelques
exemple d’opérateurs narratifs.
Le modèle du monde et MENTA
Le modèle du monde permet de décrire les entités du monde (p. ex. les victimes, leurs
blessures, les caractéristiques des personnages virtuels, etc) et les actions possibles (évè-
nements ou tâches des personnages virtuels) sur le monde avec les conditions dans les-
quelles les actions sont possibles et les effets qu’elles provoquent.
Certaines actions ont une probabilité de succès ou d’échec qui influent sur les effets
provoquées par l’action. À chaque réalisation de l’action dans l’environnement virtuel, le
succès ou l’échec est tiré au sort selon la probabilité. Les actions ont une probabilité par
défaut mais MENTA peut la modifier, via l’opérateur de type changement d’occurrence
que nous avons décrit à la section 6.3, pour influencer le résultat de l’action. Si l’action
survient dans l’environnement virtuel et que MENTA n’a rien précisé avant, c’est la valeur
par défaut que sera utilisée. Par exemple, nous pouvons définir dans le modèle du monde
que l’action de perfuser une victime peut réussir ou échouer avec une valeur par défaut
de 80% de réussite. Si l’action réussit, alors l’état de santé de la victime s’améliorera et
si l’action échoue sont état se dégradera. Pour complexifier le scénario ou au contraire
le rendre plus simple, MENTA peut décider via un changement d’occurrence lié à cette
action de mettre la probabilité à 100% pour forcer le succès, 0% pour forcer l’échec ou une
autre probabilité. Certaines actions simples n’ont pas de probabilité, par exemple faire la
première palpation, auquel cas MENTA ne peut pas faire de changement d’occurrence
dessus.
Un autre élément important de ce modèle est le late-commitment, proposé par BA-
ROT [2014] et CARPENTIER [2015], qui consiste à préciser progressivement durant la si-
mulation des états laissés incertains à l’initialisation. Ainsi, il est possible de modéliser
dans le modèle du monde que l’attribut d’une entité ou la relation entre deux entités est
“commitable”. Par exemple dire que la blessure d’une victime est commitable signifie que
MENTA peut modifier cette relation en supprimant la blessure. Si MENTA n’a rien spécifié
au moment ou le soignant va palper la victime, alors une valeur par défaut sera utilisée
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(présence ou absence de la blessure) et cette relation ne sera plus commitable (MENTA
ne pourra plus la modifier).
Exemples d’opérateurs de prédiction
Nous avons regroupé les interventions de MENTA (les événements, changement d’oc-
currence et late commitments) dans la catégorie des opérateurs de prédiction. Nous en
donnons quelques exemples relatifs à notre exemple applicatif :
— Exemples d’événements :
— La lumière : baisser la luminosité peut stresser les soignants ou les empêcher
de voir correctement et ainsi leur faire échouer certaines opérations médicales
ou les faire se tromper sur leurs diagnostics médicaux.
— Le bruit : il peut être soudain (p. ex., une explosion) ou ambiant (p. ex., un
hélicoptère qui survole la zone). De même que pour la lumière, créer du bruit
peut augmenter le stress des soignants et donc être un facteur d’erreur. Inver-
sement, baisser le niveau sonore (ou augmenter la luminosité) peut faciliter le
scénario en limitant le facteur d’erreur des soignants.
— Exemples de late commitments :
— Commitement sur une blessure : une blessure est commitable si la partie du
corps où se situe la blessure n’a pas encore été examinée et que la blessure
n’est pas directement visible (parce qu’elle est cachée ou recouverte par des
vêtements). Dans ce cas, il est possible de rajouter une blessure sur une vic-
time s’il n’y en a pas encore à cet endroit (pour complexifier le scénario) ou de
retirer la blessure d’une victime si cette blessure était prévue à l’initialisation
mais que l’on souhaite simplifier le scénario.
— Commitment de matériel défectueux : si un matériel médical n’a pas encore
été utilisé, il est possible de le rendre défectueux pour une raison ou une autre
et ainsi empêcher le bon déroulement des opérations médicales. Par exemple,
un garrot peut avoir un défaut de fabrication et ainsi ne pas agir efficacement
sur la blessure.
— Exemples de changements d’occurrence :
— Changement d’occurrence relatif à l’action de poser un garrot : l’échec de la
pose d’un garrot est lié au fait que le garrot n’est pas suffisamment serré. Cela
aura pour conséquence de ne pas stopper l’hémorragie.
— Changement d’occurrence relatif à l’action de préparer une perfusion : échouer
la préparation d’une perfusion consiste à se tromper de produit. La consé-
quence est que l’état de santé de la victime qui sera perfusée peut se dégrader
selon la nature du produit.
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— Changement d’occurrence relatif à l’action de perfuser : dans notre exemple,
échouer une perfusion signifie ne pas perfuser assez de produit. Dans ce cas,
la perfusion n’aura pas l’effet escompté.
9.1.3 Les objectifs scénaristiques
Dans notre exemple applicatif, nous avons choisi un seul critère de formation qui est
la difficulté. La difficulté (comme beaucoup d’autres critères) est un critère subjectif et
difficile à quantifier et cela nécessiterait un travail à part entière pour la définir correc-
tement. Ce que nous proposons dans nos travaux c’est une méthode qui, une fois les si-
tuations annotées comme plus ou moins difficiles, permet au formateur de demander
des scénarios plus ou moins difficiles et d’ajuster cette difficulté pendant la session de
formation pour l’adapter selon la progression de l’apprenant. Dans notre exemple appli-
catif, les formateurs ont choisi quelques situations pour lesquelles ils ont mis un niveau
de difficulté entre 1 et 3 sur certains nœuds opérateurs. En ce qui concerne les habiletés
non techniques, nous en avons sélectionnées trois 2 : “reste bienveillant avec les équipiers
qui font des erreurs”, “repère les incompréhensions et difficultés de ses équipiers”, “vérifie
que chacun de ses coéquipiers a compris ses ordres”. Nous reviendrons sur ces habiletés
non techniques dans la suite de ce chapitre.
Dans cette première section nous avons présenté le contenu scénaristique, à savoir
les personnages, les opérateurs narratifs et les objectifs scénaristiques. Dans la seconde
partie de ce chapitre, nous allons décrire un exemple de scénario et quelques situations
que nous avons définies avec les experts.
9.2 Le scénario
Il est impossible de décrire ici tout le scénario puisqu’il n’est pas scripté et il peut évo-
luer de diverses façons selon les interactions de l’apprenant et des personnages virtuels.
Dans cette section, nous allons décrire un exemple de scénario généré par MENTA avec
quelques alternatives correspondantes à différents objectifs scénaristiques. Nous insis-
tons sur le fait que c’est un exemple parmi beaucoup d’autres car les scénarios ne sont
pas scriptés et MENTA peut utiliser des combinaisons différentes qui généreront des scé-
narios différents. Par exemple, en variant le type de blessures si elles sont commitables,
les victimes, l’équipe médicale, etc. Sur la figure 9.3, en blanc nous proposons un scénario
de base et en couleurs des situations qui mettent en jeu différentes habiletés non tech-
niques. Les victimes seront appelées par le numéro que nous leur avons attribué précé-
demment et les soignants seront appelés “pva”. L’exemple de scénario généré par MENTA
2. La liste des habiletés non techniques est donnée à la sous-section XII.2.2 de [DELMAS, 2019] ainsi
qu’en annexe de ce même document.
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FIGURE 9.3 – Les différentes situations, chacune identifiable par une couleur, du scénario que nous
avons imaginé pour notre exemple applicatif.
commence avec l’arrivée de la victime1 et la victime2. La victime1 a une blessure hé-
morragique visible, il faut commencer par lui poser un garrot puis la perfuser. En ce qui
concerne la victime2, elle n’a pas de blessure hémorragique apparente, il faut donc lui
faire une palpation, à ce moment là MENTA pourra décider de commiter une blessure au
thorax (ce qui est le cas dans notre scénario exemple). Puis, il faut lui injecter une dose
de morphine et enfin lui faire une exsufflation. Ce scénario type n’est pas complet mais
nous l’arrêtons là pour l’exemple. Dans la suite, nous proposons quelques situations que
nous ont fourni les experts par rapport à certaines habiletés non techniques. Pour chaque
situation, nous préciserons la couleur correspondante sur la figure 9.3.
— Reste bienveillant avec les équipiers qui font des erreurs [rouge] : pour cette ha-
bileté non technique, l’idée est de faire faire une erreur à un pva et plus précisé-
ment de lui faire échouer la pose d’un garrot (MENTA pourra mettre ça en place via
un changement d’occurrence relatif au succès de l’action de poser un garrot). La
conséquence est que l’hémorragie ne va pas s’arrêter.
— Repère les incompréhensions et difficultés de ses équipiers [jaune/violet] : pour
cette habileté non technique, les experts nous ont proposé une situation dans la-
quelle un pva va rencontrer des problèmes sur l’action de préparer une perfusion
(en jaune) ou sur l’action de perfuser une victime (en violet).
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— Vérifie que chacun de ses coéquipiers a compris ses ordres [vert/orange] : pour
cette habileté non technique, les experts nous ont proposé de jouer sur le côté
proactif ou passif du pva. L’idée est de faire arriver une nouvelle victime avec une
blessure hémorragique et une blessure non visible (par exemple la victime4). Comme
la victime a une blessure hémorragique, l’apprenant doit demander à un de ses co-
équipiers d’aller lui poser un garrot. Si le pva est proactif, il devrait poser le gar-
rot puis palper la victime pour voir si elle n’a pas d’autres blessures (en vert), en
revanche, si le pva est passif il devrait poser le garrot puis attendra les prochains
ordres, il ne découvrira donc pas la blessure abdominale (en orange). La consé-
quence est que l’état de santé de la victime va se dégrader.
FIGURE 9.4 – Le FCM correspondant à l’habileté non technique : repère les incompréhensions et
difficultés de ses équipiers. Les + correspondent au niveau de difficulté.
Pour conclure ce chapitre, nous insistons sur le fait que la figure 9.3 n’est pas un scé-
nario scripté mais simplement un schéma pour montrer différentes situations que nous
ont proposées les formateurs et que MENTA est susceptible de générer. Pour ce faire, ces
situations sont modélisées dans des FRAGs, par exemple les situations en jaune et violet
sont modélisées dans le FRAG de la figure 9.4, puis MENTA planifiera ces situations selon
les objectifs scénaristiques demandés. Le prochain chapitre est consacré à l’implémenta-
tion de notre système de scénarisation, à la génération de scénarios relatifs à l’exemple
applicatif que nous venons de présenter et à quelques tests de performance de notre sys-
tème.
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Cette thèse s’est réalisée dans le cadre d’un important projet, avec beaucoup de ver-
rous et d’ingénierie. Notre système de scénarisation est très dépendant des autres mo-
dules, notamment du système de communication qui ne fonctionne pas (les personnages
virtuels ne peuvent pas communiquer) et de l’environnement virtuel dans lequel les ob-
jets et interactions sont limités. Nous n’avons donc pas été en mesure d’évaluer pleine-
ment notre système. Cependant, nous avons implémenté MENTA, généré des scénarios
et effectué des tests de performance. Nous présentons dans ce chapitre l’implémentation
de notre système ainsi que les résultats que nous avons obtenus, puis nous détaillerons
les évaluations que nous aurions souhaitées réaliser.
10.1 Implémentation et génération de scénarios
L’algorithme de génération de scénarios que nous avons proposé au chapitre 8 peut-
être implémenté sur la base d’un planificateur temporel faisant de la recherche en chaî-
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nage avant de type HSP. Nous avons choisi ActuPlan, un planificateur numérique et tem-
porel développé en Java et proposé par BEAUDRY [2011]; BEAUDRY et collab. [2012]. Les
raisons de ce choix sont les suivantes : (1) ActuPlan supporte les variables numériques et
les actions duratives, (2) il est développé en Java tout comme la suite logicielle HUMANS,
(3) la grammaire du langage de ce planificateur (le langage APL) est facilement modifiable
pour y intégrer notre opérateur FRAG, et enfin (4) le code source nous a été fourni par
E. BEAUDRY. Nous ajoutons que les FCM sont exécutés avec la librairie JFCM (Java Fuzzy
Cognitive Maps) [DIMITRI DE FRANCISCIS, 2014] disponible gratuitement. APL est un lan-
gage qui partage les mêmes propriétés que le langage PDDL. Il supporte notamment les
variables d’états numériques et les actions duratives qui sont nécessaires à l’implémenta-
tion de notre système. Nous avons modifié la grammaire de ce langage pour nos propres
besoins en y ajoutant la définition d’un FRAG. La grammaire d’origine est disponible à
cette adresse 1 et notre version étendue est décrite en annexe D.
FIGURE 10.1 – L’interface formateur permet de choisir des objectifs scénaristiques, de générer des
scénarios et de les exécuter dans l’environnement virtuel.
Nous avons développé une interface formateur (voir figure 10.1), qui permet au for-
mateur de choisir des objectifs scénaristiques, générer un scénario et l’exécuter dans l’en-
vironnement virtuel en se connectant à HUMANS. Sur cette interface, le choix des objec-
tifs scénaristiques et la planification se fait sur le bandeau du haut composé de quatre
1. http ://ericbeaudry.ca/actuplan/
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panels. Nous les décrivons de gauche à droite. Le premier panel (Planning) permet de sé-
lectionner les fichiers APL contenant le domaine et le problème narratif, de sélectionner
une heuristique de recherche et de lancer la planification. Le deuxième panel (Replan-
ning) est relatif aux options de replanification, il permet de demander une replanification
depuis un nœud dans le plan et d’interdire certains opérateurs (p. ex., interdire l’opéra-
teur “arrivée d’une nouvelle victime”) lors de la replanification. Les troisième et quatrième
panels (Criteria et Skills) permettent de sélectionner les objectifs scénaristiques. Au centre
de l’interface se trouve le scénario généré, à sa gauche une liste d’évènements que le for-
mateur peut choisir de déclencher manuellement (c’est une option mais elle ne fait pas
partie de notre solution pour le moment) et à sa droite le panel de commande qui permet
de se connecter à HUMANS et d’exécuter le scénario. Pendant l’exécution, les opérateurs
exécutés ou observés passent en vert, ce qui permet de suivre la progression du scénario.
Le panel en bas à gauche est la sortie standard du programme qui affiche en temps réel les
traces d’exécution du programme. Enfin, le panel en bas à droite affiche le FRAG de l’opé-
rateur sélectionné dans le scénario (si c’est un opérateur qui provient d’un FRAG). Nous
pouvons voir sur la figure 10.2 un scénario généré par MENTA provenant de l’exemple
applicatif que nous avons décrit au chapitre 9. Pour cet exemple nous avons sélectionné
la HNT ”repère les incompréhensions et difficultés de ses équipiers”. Sur la branche de
gauche, nous pouvons voir qu’après que le pva2 ait posé un garrot sur v2, il doit lui faire
une perfusion. Pour mettre en jeu la HNT demandée et faire faire une erreur au pva2, le
scénario fait baisser la luminosité et échouer la préparation de la perfusion (via un chan-
gement d’occurrence). L’apprenant devra alors repérer l’incompréhension de son équi-
pier provenant du fait que la perfusion n’a pas l’effet escompté. À titre d’exemple, générer
ce scénario a pris 80 ms, 135 nœuds ont été découverts et 102 ont été explorés. L’exemple
est trop simple pour en tirer de réelles conclusions et nous n’avons pas réussi (et pas eu
le temps) à avoir suffisamment de contenu scénaristique pour réellement tester les ca-
pacités de notre système. C’est pourquoi dans la prochaine section, nous avons effectué
des tests de performance sur des problèmes de références pour lesquels nous avons pu
reprendre les domaines et les problèmes de planification existants.
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FIGURE 10.2 – Un exemple de scénario généré par MENTA et portant sur l’HNT “repère les incom-
préhensions et difficultés de ses équipiers”.
10.2 Tests de performance
Nos tests de performance sont relatifs au nombre de nœuds explorés pendant la pla-
nification et au temps de planification. Ils ont été réalisés sur des problèmes issus des
compétitions internationales de planification pour les raisons suivantes : (1) cela nous
permet d’avoir un point de comparaison avec des problèmes de planification classique,
(2) les domaines de planification sont disponibles en ligne et les problèmes sont suffisam-
ment complexes pour tester les performances de notre système, (3) cela montre que notre
approche est générique et enfin (4) nous pensons que cela pourrait ouvrir des perspec-
tives quant à l’utilisation de FRAGs sur des problèmes autres que des problèmes narratifs.
Ces tests ont été réalisés sur une machine avec un CPU 2.7GHz Intel i7-6820HK et une
limite de 4 GB de mémoire pour la JVM. Dans un premier temps nous avons testé la dif-
férence en termes de temps de planification et de nœuds explorés entre la planification
dans l’espace des actions et des FRAGs et la planification classique (qui se fait seulement
dans l’espace des actions). Puis dans un second temps, nous avons testé l’impact sur le
temps total de planification du traitement des FRAGs. Ces deux tests ont été réalisés sur
deux domaines de planification différents.
10.2.1 Test de comparaison avec et sans l’utilisation de FRAGs
Planifier avec des FRAGs engendre un sur-coût car cela implique d’exécuter des FCM
et de générer des séquences d’actions. C’est pourquoi nous évaluons l’impact en termes
de performance de leurs utilisations. Nous avons choisi le domaine de planification Ze-
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noTravel 2 qui consiste à embarquer et débarquer des passagers à différents endroits. Ce
problème inclut la possibilité de voyager plus ou moins rapidement mais nous considé-
rons dans nos tests une seule vitesse de vol. Nous avons effectué nos tests sur deux mo-
délisations du domaine utilisant des FRAGs en plus de la modélisation de base qui n’en
contient pas. Nous avons comparé le temps d’exécution de ces trois modélisations sur
des problèmes identiques. Dans un souci de comparaison, les deux domaines modélisés
avec des FRAGs peuvent générer les mêmes solutions que le domaine de base, c’est-à-
dire que tous les nœuds opérateurs des FCM existent en tant qu’actions dans le domaine
de base et que les FRAGs ne contiennent pas de nœuds opérateurs qui ne sont pas rela-
tifs à une action du domaine de base. Le domaine de base, que nous appellerons no-frag,
a 4 actions qui sont load, fly, unload et refuel. Le deuxième domaine appelé lo-fly-unlo
contient un FRAG avec les nœuds opérateurs load, fly et unload et peut inférer toutes les
séquences possibles de ces 3 actions (en fonction de l’initialisation du FRAG). Enfin, le
troisième domaine appelé refuel-fly contient les nœuds opérateurs refuel et fly. Pour les
deux domaines avec FRAGs, les actions qui n’ont pas d’équivalent en nœuds opérateurs
sont gardées en tant qu’actions classiques (p. ex., le domaine lo-fly-unlo est modélisé par
un FRAG qui contient load, fly et unload et par une action refuel).
FIGURE 10.3 – Test de comparaison avec et sans utilisation de FRAGs.
Analyse des résultats obtenus La figure 10.3 présente les résultats que nous avons obte-
nus sur les 15 premiers problèmes utilisés lors des compétitions internationales de plani-
fication. Le graphe du bas montre que l’utilisation de FRAGs n’affecte pas le coût total des
solutions. Pour se concentrer uniquement sur la comparaison avec et sans FRAGs, le coût
de chaque action est de 1, ce qui fait que le coût total correspond à la taille du plan car ce
2. http ://ipc02.icaps-conference.org/
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sont des problèmes séquentiels 3. Le graphe du haut donne le temps d’exécution (en se-
conde) et le graphe du milieu donne le nombre de nœuds explorés pendant la recherche
(les deux échelles sont logarithmiques).
Commençons par comparer le domaine refuel-fly et le domaine no-frag. Le nombre de
nœuds explorés est à peu près identique et le temps d’exécution est légèrement supérieur
pour le domaine refuel-fly. Nous avons donc bien un temps additionnel de traitement
des FRAGs mais qui ne semble pas significatif. Cela s’explique par le fait que les FCM
s’exécutent assez vite et surtout que le résultat du traitement des FRAGs est stocké dans
un dictionnaire, ce qui réduit grandement le nombre d’appels à la fonction de traitement
des FRAGs.
Nous comparons maintenant le domaine lo-fly-unlo et le domaine no-frag. Nous pou-
vons voir que contrairement au domaine refuel-fly, le domaine lo-fly-unlo explore moins
de nœuds et s’exécute plus rapidement que le domaine no-frag. Ceci s’explique par le fait
que les actions load puis fly ou fly puis unload apparaissent souvent consécutivement
dans les solutions. En effet, un avion vole rarement sans au moins charger ou décharger
une personne. Ainsi appliquer un FRAG générant la séquence d’actions {load -> fly} ou
même {load -> fly -> unload} fait avancer la recherche vers l’état final plus rapidement. Cet
effet n’apparaît pas sur le domaine refuel-fly car l’action refuel est rarement utilisée (pro-
bablement parce que le réservoir est suffisamment grand pour plusieurs vols) et donc que
la séquence {refuel -> fly} va rarement être nécessaire. Les séquences d’actions générées se
comportent en fait comme les macro-actions proposées par BOTEA et collab. [2005], qui
sont des macro-opérateurs qui regroupent au moins deux actions pour les insérer d’un
coup dans le plan et ainsi accélérer la recherche.
Pour résumer, le traitement des FRAGs engendre effectivement un temps additionnel,
qui reste cependant faible. De plus ce temps additionnel peut être compensé par une
réduction du nombre d’états explorés si les séquences d’actions générées par les FRAGs
apparaissent souvent dans les solutions.
10.2.2 L’impact des FRAGs sur la planification
La particularité de notre système c’est de planifier dans l’espace des actions et des
FRAGs alors que la planification se fait d’habitude seulement dans l’espace des actions.
C’est pourquoi nous avons cherché à estimer l’impact en temps d’exécution du traite-
ment des FRAGs sur le temps total de planification. Pour ce faire nous avons calculé le
pourcentage de temps passé dans l’algorithme 1 (le traitement d’un FRAG) par rapport
au temps total de planification. Il est important d’estimer cet impact car ce traitement ne
fait pas partie des algorithmes de planification classique, et notre solution ne serait pas
viable si cela augmentait considérablement le temps total de planification. Nous avons
3. Dans les cas des problèmes narratifs, le coût de la solution correspond à la partie cost (pis ) de la fonc-
tion d’évaluation que nous avons définie à la sous-section 7.3.2.
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réalisé ces tests sur le domaine DriverLog 4 qui consiste à délivrer des paquets à diffé-
rents endroits avec des camions. Les actions sont le déchargement et le chargement du
camion, l’embarquement et le débarquement du conducteur dans le camion, le déplace-
ment du camion d’un point A à un point B et enfin le déplacement à pied du conducteur.
Nous avons regroupé dans un FRAG trois de ces actions, à savoir le chargement (load), le
déplacement (drive) et le déchargement (unload) du camion. Ce FRAG peut générer les
séquences d’actions suivantes : {load -> drive -> unload}, {load -> drive}, {drive -> unload},
{load}, {drive} et {unload}.
Problème n° 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Temps FRAG (%) 18 19.5 17.7 12.4 14.7 8.3 10.4 13.7 12.3 15.7 7.5 2.8 4.4 2.4 1.8
TABLEAU 10.1 – Estimation du temps de traitement des FRAGs sur le temps total de planification.
Analyse des résultats obtenus Le tableau 10.1 présente les résultats que nous avons ob-
tenus sur les 15 premiers problèmes du domaine DriverLog (classés par ordre de com-
plexité). La deuxième ligne du tableau montre le pourcentage de temps passé dans la
fonction de traitement d’un FRAG par rapport au temps total de planification. Nous pou-
vons voir que ce pourcentage est de l’ordre de 15-20% pour les problèmes les plus simples
et qu’il diminue en fonction de la complexité des problèmes pour arriver à moins de 5%.
Pour comprendre ce résultat, nous rappelons que les séquences d’actions générées par la
fonction de traitement d’un FRAG sont stockées dans un dictionnaire pour une initiali-
sation donnée, et que cela évite de faire le traitement d’un FRAG plusieurs fois pour une
même initialisation (voir la fin de la sous-section 8.2.1). La conséquence de cela est qu’au
bout d’un moment, plus aucun appel à la fonction de traitement d’un FRAG est néces-
saire et le planificateur se retrouve à planifier dans l’espace des actions et l’espace des
séquences d’actions générées.
10.2.3 Bilan
Nous n’avons pas pu tester les performances de notre système sur des problèmes nar-
ratifs pour les raisons que nous avons évoqués en introduction de ce chapitre et parce
que nous n’avons pas réussi à avoir un contenu scénaristique suffisamment conséquent.
L’intérêt de nos tests de performance est de voir si notre système peut planifier (et sur-
tout replanifier) des scénarios en un temps interactif, soit en 1500 ms si nous nous ap-
puyons sur la valeur proposée par PORTEOUS et collab. [2010]. Pendant nos tests de per-
formance, nous avons pu observer que notre système était capable d’explorer environ 10
000 nœuds en 1500 ms. Les scénarios relatifs à l’exemple applicatif du chapitre 9 ont été
générés par MENTA en explorant une centaine de nœuds, c’est pourquoi nous pouvons
4. http ://ipc02.icaps-conference.org/
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supposer qu’explorer 10 000 nœuds en moins de 1500 ms est suffisant pour que MENTA
soit capable de générer des scénarios bien plus complexes (que celui de notre exemple
applicatif) en temps interactif.
10.3 Pistes pour évaluer nos objectifs
Comme nous l’avons dit en introduction de ce chapitre, nous n’avons pas été en me-
sure d’évaluer notre système sur les aspects relatifs à la scénarisation. Toutefois, nous
avons pensé à des tests pour évaluer les objectifs que nous nous sommes fixés en intro-
duction de ce mémoire.
10.3.1 La modélisation du contenu scénaristique
Nous avons formulé deux hypothèses quant à l’intérêt d’utiliser des FRAGs pour mo-
déliser le contenu scénaristique : (H1) les FRAGs, de part leur représentation graphique
vont faciliter la modélisation du contenu scénaristique par les experts et réduire l’effort
d’écriture et (H2) les FRAGs vont permettre de modéliser des situations qui sont diffi-
cilement modélisables, voir impossible, avec des opérateurs classiques de planification.
Pour tester ces hypothèses, nous souhaiterions proposer à des experts formateurs de mo-
déliser un scénario, tel que celui que nous avons proposé au chapitre 5.5, de deux façons
différentes. La première avec l’utilisation des FRAGs et la deuxième sans leurs utilisations.
Pour tester H1, nous questionnerions les experts sur la difficulté qu’il ont ressentie à mo-
déliser le contenu scénaristique avec et sans FRAGs. Puis pour tester H2, il faudrait incor-
porer dans le scénario à modéliser des situations complexes (c.-à-d., des situations que
nous n’avons pas réussi à modéliser avec les langages de planification classique comme
PDDL) et tester si la modélisation de ces situations est facilitée par l’utilisation des FRAGs.
Par exemple, des situations qui incluent des changements d’occurrence définies avec des
préconditions floues (voir la section 6.4.4) sont complexes à modéliser.
10.3.2 Génération de scénarios
Cette deuxième évaluation consisterait à tester à plus grande échelle la capacité de
notre système à générer des scénarios qui sont (H3) fidèles à l’intention de l’auteur (le
formateur) et (H4) satisfont les objectifs scénaristiques. Pour tester ces hypothèses, il fau-
drait reprendre la modélisation du contenu scénaristique réalisée précédemment, géné-
rer avec MENTA plusieurs scénarios correspondant à divers objectifs scénaristiques et les
présenter aux formateurs sous leur forme arborescente (comme c’est le cas sur la figure
10.2). Il faudrait ensuite s’assurer que les scénarios générés par MENTA sont compréhen-
sibles et si c’est le cas, demander aux formateurs ce qu’il pense du résultat. Pour tester H3,
nous questionnerions les formateurs sur la fidélité des scénarios générés, c’est-à-dire s’ils
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sont fidèles à ce que les formateurs ont imaginés en modélisant le contenu scénaristique.
Pour tester H4, nous leur demanderions si chaque scénario met en jeu les compétences
et le niveau de difficulté demandés dans les objectifs scénaristiques. Nous pourrions éga-
lement demander aux formateurs comment ils auraient imaginé que MENTA génère les
scénarios, regarder les différences entre ces scénarios imaginés par les formateurs et les
scénarios réellement générés par MENTA, puis voir s’il est possible d’améliorer notre sys-
tème de scénarisation en conséquence (pour correspondre au mieux aux attentes/habi-
tudes des formateurs).
10.3.3 Mise en pratique
Pour la mise en pratique de notre solution, il serait intéressant d’évaluer la résilience
de notre système en exécutant des scénarios dans l’environnement virtuel et en allant
à l’encontre des scénarios prescrits pour tester si le système s’adapte bien (c.-à-d., si
MENTA re-génère bien des scénarios depuis n’importe quel état intermédiaire du monde
et en rapport avec les objectifs scénaristiques demandés). D’un point de vue formation,
il faudrait également évaluer la capacité de notre système à entraîner et à améliorer les
HNT de l’apprenant, puis tester si la formation en environnement virtuel et le système de
scénarisation que nous proposons est accepté par les formateurs car cela change radica-
lement leurs manières de travailler et s’il est accepté par les apprenants car cela change
leurs manières d’apprendre. L’idée est de faire tester notre système à des apprenants sur
des sessions de formation dans l’environnement virtuel, puis de questionner à la fin de la
sessions les formateurs et les apprenants sur les différents aspects que nous venons d’évo-
quer. Ce type d’évaluation pourrait nécessiter une thèse entière et c’est pourquoi nous ne
proposons pas de protocole plus précis.
La dernière partie de ce mémoire est consacrée à une discussion sur nos travaux, à des
perspectives d’évolution et à la conclusion.
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Quatrième partie
Discussion et conclusions
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La problématique de cette thèse était de concevoir un système de scénarisation rési-
lient et capable de proposer des scénarios fidèles 1 et variés. Nous avons proposé MENTA,
un système de scénarisation qui permet de contrôler le déroulement des événements
dans l’environnement virtuel en réalisant des ajustements qui visent à orienter le com-
portement des personnages virtuels autonomes et à confronter l’apprenant à des situa-
tions d’intérêt. Dans ce chapitre nous parlons des points forts de notre proposition, des
limitations et enfin des perspectives d’évolution.
1. Nous rappelons que nous avons défini un scénario fidèle comme étant un scénario qui respecte l’in-
tention de l’auteur.
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11.1 Points forts
Les points forts que nous allons mettre en avant dans cette section sont la liberté d’ac-
tion de l’apprenant, l’équilibre entre la fidélité des scénarios et la puissance générative, le
contrôle scénaristique, les performances de notre système et enfin la généricité de notre
approche.
11.1.1 La liberté d’action de l’apprenant
Notre approche repose sur de la scénarisation extrinsèque dans un environnement
virtuel peuplé de personnages virtuels qui évoluent de manière autonome. Cette autono-
mie les rend plus réactifs et facilite leurs interactions avec l’apprenant. De plus, notre
approche générative ne limite pas l’apprenant à des choix scénaristiques prédéfinis à
l’avance (contrairement aux approches scriptées), il peut donc évoluer librement dans
l’environnement virtuel (selon ce que l’environnement permet techniquement de faire).
Nous avons aussi proposé un système de scénarisation résilient, ce qui permet de lais-
ser l’apprenant expérimenter et sortir du scénario prescrit par MENTA. Enfin, la liberté
d’action de l’apprenant et l’autonomie des personnages virtuels font que notre approche
est réutilisable si nous voulons former l’apprenant à un autre rôle que celui de leader
d’équipe médicale (p. ex., au rôle d’auxiliaire sanitaire). Le leader deviendrait alors un
personnage virtuel contrôlé par le module qui gère le comportement des personnages
virtuels autonomes (REPLICANTS dans la suite logicielle HUMANS) et la liberté d’action
offerte par notre approche permettrait à l’apprenant de jouer un autre rôle comme celui
d’auxiliaire sanitaire. Il faudrait toutefois modifier le contenu scénaristique pour l’adapter
à cet autre rôle car les compétences à mettre en jeu peuvent être différentes.
11.1.2 L’équilibre entre l’intention de l’auteur et la puissance généra-
tive
La fidélité des scénarios et la puissance générative s’opposent car il est difficile d’au-
tomatiser l’identification de scénarios fidèles parmi un ensemble de scénarios générés.
De plus, il est difficile de définir une fonction d’évaluation qui encode la qualité d’un scé-
nario pour orienter la recherche vers les scénarios les plus fidèles. Dans nos travaux, nous
avons choisi de renforcer l’intention de l’auteur dans les scénarios générés, en favori-
sant l’apparition de séquences d’opérateurs provenant de fragments de scénario prédéfi-
nis par l’auteur. L’originalité vient du fait que dans notre système, la planification se fait
dans l’espace des opérateurs narratifs et des fragments. La conséquence de cela est qu’il
est possible que ces fragments soient imbriqués les uns dans les autres ou qu’une partie
seulement d’un fragment se retrouve dans le scénario. Ainsi, les fragments prédéfinis par
l’auteur ne vont pas contraindre ou limiter la puissance générative du système mais plutôt
166
CHAPITRE 11. DISCUSSION
favoriser l’apparition de certaines séquences tout en conservant la capacité d’exploration
du système. De plus, il est possible d’ajuster l’équilibre entre l’intention de l’auteur et la
puissance générative du système en modifiant la granularité du système via la taille des
fragments.
11.1.3 Le contrôle scénaristique
MENTA permet un contrôle scénaristique à plusieurs niveaux. À bas niveau, scrip-
ter des fragments de scénarios permet de garantir l’apparition de certaines séquences
d’opérateurs ordonnées dans les scénarios. À moyen niveau, le formateur peut choisir les
conditions initiales du monde et ainsi commencer la simulation avec par exemple plus
ou moins de victimes ou avec des personnages virtuels plus ou moins expérimentés. En-
fin, à haut niveau, aux travers des objectifs scénaristiques, le formateur peut choisir les
compétences qu’il souhaite faire travailler et modifier les critères de formations pour per-
sonnaliser et adapter le scénario à l’apprenant. Le formateur a le contrôle pendant toute la
session de formation, il peut décider à tout moment d’interrompre le scénario en cours,
modifier les objectifs scénaristiques et re-générer un nouveau scénario depuis l’état du
monde courant.
11.1.4 Les contraintes de temps interactif
Planifier un scénario en un temps interactif, de l’ordre de 1500 ms selon PORTEOUS
et collab. [2010], est une condition nécessaire pour avoir un système résilient et opérer
un contrôle dynamique (pendant la session de formation) du scénario. En effet, dans ces
deux cas, un scénario doit pouvoir être replanifié en un temps interactif. Nous avons vu
avec nos tests de performance que nous avons obtenu des résultats en dessous de ce seuil.
Notre scénario était assez limité mais nous avons également obtenu de bons résultats sur
des problèmes de références qui nous laissent à penser que nous pouvons planifier des
scénarios bien plus complexes en temps interactif. Nous avons même vu que sur cer-
tains problèmes de référence, l’utilisation de FRAGs pouvait améliorer les performances
en temps de planification par rapport à des problèmes équivalents sans FRAG. La raison
étant que certaines séquences d’actions générées par les FRAGs accéléraient la recherche
vers un état but. Cependant, nous ne pouvons pas généraliser de telles conclusions aux
problèmes narratifs et il faudrait faire des tests plus poussés sur ce type de problème.
11.1.5 La généricité
Nous finissons les points forts de notre système en mettant en avant la généricité de
notre solution. Premièrement, comme l’affirment BARROS et MUSSE [2007], le langage
de planification doit être modulaire, c’est-à-dire qu’il doit supporter l’ajout de nouvelles
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syntaxes ou fonctionnalités permettant d’augmenter l’expressivité du langage. Le langage
ADL que nous utilisons est un dérivé de PDDL qui est tout aussi modulaire que lui. Nous
avons d’ailleurs modifié sa grammaire pour y ajouter la définition d’un FRAG. Deuxième-
ment, un FRAG est un macro-opérateur générique qui ne se limite pas aux FCM. Nous
avons dans nos travaux utilisé des FCM mais il est tout à fait possible d’utiliser tout autre
modèle graphique dans les FRAGs. Il suffira seulement de modifier la fonction de trai-
tement du FRAG et de renvoyer la même sortie (une liste de séquences d’actions) pour
que le planificateur fonctionne de la même façon. De plus, les FCM eux-mêmes sont gé-
nériques et modulaires. Nous les avons d’ailleurs agrémentés d’un mécanisme de pré-
conditions floues, et ils ont également déjà été étendus de nombreuses fois pour sup-
porter de nouvelles fonctionnalités [PAPAGEORGIOU et SALMERON, 2013]. Par exemple, il
serait possible de définir des relations probabilistes pour décrire qu’un événement dé-
pend d’un autre événement selon une certaine probabilité. Nous ajoutons que notre sys-
tème est indépendant du domaine d’application que ce soit au niveau de la modéli-
sation du contenu scénaristique ou de la définition des objectifs scénaristiques. Nous
l’avons d’ailleurs testé sur des problèmes de référence issus des compétitions internatio-
nales de planification. Enfin, notre système permet de facilement modifier l’état initial (p.
ex., l’équipe médicale, les victimes, leurs blessures, le matériel disponible) ou de laisser
MENTA le faire en laissant des états incertains (commitables).
11.2 Limites
Dans cette section, nous allons discuter des limitations suivantes : le non suivi auto-
matique de l’apprenant, une replanification parfois coûteuse et trop fréquente, des ob-
jectifs scénaristiques limités et le manque d’évaluation au niveau du rôle du formateur.
11.2.1 Le suivi de l’apprenant
MENTA ne fait pas de suivi de l’apprenant et ne s’adapte pas automatiquement aux
difficultés que rencontrent l’apprenant car il n’est pas capable de déterminer tout seul si
l’apprenant échoue ou s’en sort bien. C’est au formateur de faire ce suivi et de deman-
der une replanification avec des nouveaux objectifs scénaristiques selon la progression
de l’apprenant. Une interface formateur a été développée à cet effet, mais nous pensons
qu’il serait intéressant d’automatiser ce processus. L’idée n’est pas de remplacer complè-
tement le formateur mais plutôt de l’assister car il peut ne pas voir tout ce qui se passe
dans l’environnement virtuel. De plus, un formateur ne sera pas toujours disponible pour
suivre l’évolution de l’apprenant. Il faudrait donc faire un suivi de l’apprenant par un mo-
dule externe qui récolte des traces, puis analyse ces traces pour en déduire la progression
de l’apprenant. Une autre solution serait d’ajouter des marqueurs de comportements at-
tendus dans le scénario qui permettraient au moment de l’exécution du scénario de sa-
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voir comment s’en est sorti l’apprenant dans telle ou telle situation (p. ex., l’apprenant a
t-il vérifié que l’ordre qu’il a donné à un équipier a été compris?”). Ces marqueurs pour-
raient être des opérateurs de prédiction qui seraient donc observables. Cependant, il fau-
drait être capable d’identifier quand l’apprenant agit, ou n’agit pas, selon le comporte-
ment attendu. Ce n’est pas simple car un comportement peut se manifester de plusieurs
façons, il ne s’agit pas seulement d’une tâche à observer. Pour reprendre notre exemple,
l’apprenant pourrait vérifier que son ordre a été compris en demandant à la personne de
répéter l’ordre qui lui a été donné, ou en jetant un coup d’œil sur ce qu’elle fait (mais cela
devient bien plus compliqué à identifier dans l’environnement virtuel). Enfin, avec un
suivi de l’apprenant, il serait intéressant d’identifier différents profils de personnes (d’ap-
prenants) ainsi que des types de situations selon les profils pour pouvoir proposer des
situations personnalisées.
11.2.2 La replanification
La replanification est déclenchée soit quand l’apprenant ou les personnages virtuels
mettent en péril le déroulement du scénario (quand une inconsistance dans le plan est
détectée), soit si le formateur le demande pour modifier les objectifs scénaristiques. Ce
processus se fait en temps interactif, c’est l’un des avantages des approches s’appuyant
sur la planification et c’est d’ailleurs ce qui rend le système résilient. Toutefois, la repla-
nification de notre système serait à améliorer. En effet, la replanification se fait depuis
l’état courant sans considérer le scénario effectif qui s’est déjà réalisé. Cela peut créer des
incohérences dans le scénario si une situation en cours de déroulement est interrompu
par une replanification. Par exemple, si dans le scénario il y a un événement “baisse de
luminosité” qui vise à provoquer une erreur dans la réalisation d’une perfusion par un
soignant et qu’un nouveau scénario doit être replanifié à ce moment-là, il se peut que la
baisse de luminosité n’ait plus d’intérêt. Nous pensons qu’il serait plus judicieux de repla-
nifier en considérant tout (ou une partie) du scénario effectif déjà exécuté. Par exemple en
ajoutant des contraintes sur des événements clés qui se sont déjà produits dans l’environ-
nement virtuel. Nous pourrions demander un nouveau scénario qui impose l’apparition
de l’événement “baisse de luminosité”, ce qui permettrait d’avoir un scénario cohérent
avec ce qu’il s’est déjà passé dans l’environnement virtuel. Il serait également plus per-
tinent de chercher à réparer le plan si possible avant d’en replanifier un nouveau. Par
exemple, réparer les inconsistances en proposant localement des alternatives scénaris-
tiques.
11.2.3 Les objectifs scénaristiques
La fonction d’évaluation de notre algorithme permet de personnaliser le scénario se-
lon certains critères de formation (p. ex., la difficulté du scénario). Plus généralement, cela
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permet d’optimiser la solution selon des coûts ou des récompenses associés aux opéra-
teurs. Cependant, l’optimisation multi-critères que nous avons proposée repose sur la
somme des différences entre les critères demandés et les critères effectifs, ce qui ne per-
met pas de définir l’importance relative des critères entre eux, ni de définir un facteur
de normalisation des échelles sur les critères. Nous n’avons pas concentré nos efforts sur
cet aspect mais nous pensons qu’il serait intéressant de mettre en place une optimisation
multi-critères plus réaliste avec des pondérations relatives sur les critères (p. ex. en utili-
sant l’intégrale de Choquet [MOULAHI et collab., 2015]). De plus, si un scénario de diffi-
culté 4 est demandé, le planificateur ne fera pas la distinction entre un scénario composé
de deux événements de difficulté 2 ou d’un évènement de difficulté 4. Il semble pourtant
nécessaire de pouvoir faire cette distinction et pourquoi pas offrir la possibilité de choisir
entre une difficulté étalée dans le scénario ou qui se concentre sur une seule situation. En-
fin, la sélection des compétences est limitée à un choix booléen, c’est-à-dire que l’on peut
seulement inclure ou exclure des compétences. Il serait préférable de pouvoir établir un
ordre de priorité ou de préférence sur les compétences, mais nous nous sommes rendu
compte qu’il était très difficile d’identifier et d’isoler des compétences non-techniques,
car la plupart des situations proposées par les experts faisaient travailler un peu toutes les
compétences.
11.2.4 Le rôle du formateur
Pendant les formations de terrains, le formateur a l’habitude de piloter les scénarios
au niveau des événements, c’est-à-dire qu’il déclenche des événements un à un pour
construire son scénario. Pour ce faire, il va par exemple donner des ordres aux acteurs
ou faire arriver des nouvelles victimes (mannequins ou acteurs). Dans notre approche,
le rôle du formateur est assez différent car il va piloter le scénario à un niveau plus ma-
croscopique (au travers des objectifs scénaristiques). C’est un changement de paradigme
qui peut être perturbant et difficilement accepté par les formateurs. Nous avons d’ailleurs
remarqué pendant nos entretiens avec eux qu’ils s’attendaient à déclencher des événe-
ments dans l’environnement virtuel et non pas à ce qu’un système le fasse.
Une des hypothèses formulées par l’ensemble des membres du projet VICTEAMS était
de voir si nous pouvions entraîner les compétences non techniques dans le cadre de la
formation en environnements virtuels. Cela correspondait à un besoin des formateurs et
c’est ce que MENTA essaye de faire en proposant de générer des scénarios à partir d’une
sélection de compétences non techniques. Toutefois, ce changement de paradigme a été
difficile à appréhender pour les formateurs car ils ont l’habitude de raisonner sur des si-
tuations et non pas directement sur des compétences. Le choix sur les compétences qu’ils
souhaitent mettre en jeu se fait implicitement en fonction des situations qu’ils mettent en
place et de la progression de l’apprenant. Il n’est donc pas naturel pour les formateurs de
faire un choix explicite sur les compétences à mettre en jeu. De plus, leurs choix implicites
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sur les compétences reposent sur des connaissances expérimentales qu’ils ont acquises
au fil des années et qu’il est très difficile d’obtenir formellement et de modéliser. Nous
ajoutons que c’est le système qui va décider des prochains évènements à déclencher en
fonction des compétences que les formateurs ont sélectionnées dans les objectifs scéna-
ristiques, mais ils peuvent être déçus par les situations proposées par le système car ils ont
l’habitude de décider eux-mêmes de celles à venir. Cela peut être frustrant car le système
impose des situations alors que les formateurs peuvent avoir pensé à d’autres situations
en sélectionnant les objectifs scénaristiques. Enfin, il y a la question de l’acceptabilité de
l’interface formateur et de l’environnement virtuel. Les formateurs ont l’habitude de tra-
vailler sur des formations de terrain, ils ont une vision globale de tout ce qu’il se passe et
ils peuvent se déplacer librement pour voir ce qui se passe sous différents angles. Ils sont
au cœur de l’action et c’est ainsi plus facile pour eux de se projeter sur les prochaines si-
tuations à mettre en place. Dans l’environnement virtuel c’est plus compliqué car ils sont
seulement spectateurs et ne peuvent pas tout voir ni comprendre tout ce qu’il se passe car
ce n’est pas aussi réaliste qu’en vrai. Il pourrait y avoir un mode spectateur qui permet-
trait aux formateurs de se déplacer/voler en étant invisible dans l’environnement virtuel.
Mais cela nécessiterait une attention particulière (car ils n’ont pas l’habitude de manipu-
ler ce genre d’environnements virtuels) et donc cela pourrait les détourner de leur rôle
de formateur. L’interface formateur propose le scénario et son suivi sous une forme ar-
borescente mais encore une fois c’est un paradigme auquel ils n’ont pas l’habitude. Nous
nous sommes rendus compte que cette forme de représentation de scénarios n’est pas
toujours comprise par les formateurs. Nous pensons qu’il serait intéressant de pouvoir
modifier la granularité des scénarios et avoir des représentations plus macroscopiques,
par exemple en représentant le scénario au niveau des situations car c’est sur celles-ci
qu’ils ont l’habitude de raisonner.
Enfin, malgré nos efforts pour faciliter la modélisation du contenu scénaristique au
travers de modèles graphiques, il y a encore un travail conséquent d’intégration pour que
cela soit utilisable par MENTA. À terme, nous souhaiterions que le formateur puisse lui-
même remplir le contenu scénaristique sans notre intervention.
11.3 Perspectives
Les perspectives que nous allons proposer sont relatives aux limitations que nous ve-
nons d’évoquer ainsi qu’à quelques pistes pour améliorer nos travaux.
11.3.1 La prédiction des actions des personnages
Dans notre approche, les personnages virtuels sont autonomes et l’apprenant est libre
de ses actions. C’est pourquoi, le scénario inclut des opérateurs de prédictions qui per-
mettent de tenir compte de ce que vont potentiellement faire les personnages. Cepen-
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dant, les prédictions s’appuient sur une connaissance empirique des comportements at-
tendus, c’est-à-dire que les experts connaissent par expériences les comportements at-
tendus mais ça n’est pas quantifié par des études statistiques. Il se peut alors que le scé-
nario prescrit soit assez éloigné du scénario effectif et que beaucoup de replanifications
soient nécessaires. Nous pensons qu’une perspective d’évolution de cette approche serait
de s’appuyer sur des données probabilistes pour prédire les comportements des person-
nages virtuels et de l’apprenant. Pour ce qui est des personnages virtuels, nous pourrions
nous appuyer sur les graphes de tâches qui modélisent leurs comportements (en s’ap-
puyant par exemple sur le langage ACTIVITY-DL qui permet la représentation de l’activité
dans la suite logicielle HUMANS [LOURDEAUX et collab., 2017]). Pour ce qui est de l’appre-
nant, il serait possible d’analyser ses traces sur des sessions antérieurs pour construire un
modèle probabiliste de ces actions. Cette prédiction rendrait les scénarios plus probables
et réduirait certainement la fréquence de replanification.
11.3.2 La détection des inconsistances
Les opérateurs de prédiction ont pour but d’être des points d’observations de l’envi-
ronnement virtuel. Ils permettent de faire progresser le scénario selon les actions des per-
sonnages virtuels et de l’apprenant, et de l’adapter (replanifier) si nécessaire. Cependant,
la détection des inconsistances dans le scénario, c’est-à-dire détecter qu’un opérateur de
prédiction n’est pas observé ou n’est plus observable, est difficile. En effet, certaines ac-
tions attendues des personnages peuvent ne jamais se réaliser sans pour autant créer une
inconsistance dans le plan. Par exemple, si l’on attend qu’un personnage pose un garrot
mais qu’il ne le fait pas, quand peut-on en déduire qu’il ne le fera jamais et qu’il faut donc
replanifier un nouveau scénario ? Dans nos travaux, une inconsistance est détectée soit
parce que l’action n’est plus réalisable (p. ex., il n’y a plus de garrot disponible) soit parce
que le délai associé à l’action a expiré (p. ex., considérer qu’il est trop tard pour poser le
garrot après 5 minutes). Cependant, il se peut qu’une action soit inconsistante dans le scé-
nario alors qu’elle est toujours réalisable (p. ex., il est toujours possible de mettre un garrot
mais ce n’est plus nécessaire) ou que le délai associé à l’action soit erroné. C’est pourquoi
nous pensons qu’il serait intéressant d’améliorer la détection des inconsistances relatives
aux actions des personnages dans le scénario. Par exemple, en ajoutant sur chaque opéra-
teur des indicateurs (sous forme de prédicats) indiquant que l’action n’est plus réalisable
(p. ex., si le sang ne coule plus, l’action de poser le garrot n’est plus nécessaire).
11.3.3 Les aspects temporels et collaboratifs
MENTA utilise des opérateurs duratifs qui permettent de générer des scénarios sous
la forme de plans partiellement ordonnés (avec plusieurs branches qui peuvent s’exécu-
ter en parallèle). Cependant, la gestion du temps est limitée à une durée qui détermine
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le temps d’exécution de l’opérateur, ce qui permet seulement de définir qu’un événe-
ment doit se produire avant un autre ou que deux événements doivent commencer au
même moment. Une perspective d’évolution serait de s’appuyer sur les relations tempo-
relles d’Allen [ALLEN, 1983] pour définir des contraintes temporelles plus précises entre
les opérateurs. Par exemple, que l’événement “coupure de courant” doit se produire après
qu’une opération médicale nécessitant de l’électricité ait commencée et avant qu’elle
se soit terminée. De plus, si nous généralisons nos travaux avec par exemple la prise
en compte de personnages virtuels semi-autonomes ou contrôlés, il serait nécessaire de
mettre en place des aspects collaboratifs. Les FRAGs peuvent servir à modéliser des si-
tuations qui mobilisent plusieurs personnages, mais il n’existe pas de mécanisme de syn-
chronisation entre plusieurs personnages comme c’est par exemple le cas dans [SHOUL-
SON et collab., 2013a]. Nous pensons qu’en utilisant les relations temporelles d’Allen dans
la planification, il serait possible de coordonner les actions des personnages virtuels et
pourquoi pas de modéliser des tâches collaboratives complexes. Dans notre système les
interactions avec les personnages virtuels sont limitées à des ordres que l’apprenant peut
leur donner, pourtant nos travaux portent sur des compétences non techniques, ce qui
nécessiterait plus d’interactions avec les personnages virtuels. Il faudrait alors regarder
du côté des environnements collaboratifs pour la formation [LUNA et collab., 2012a] et
pourquoi pas permettre d’échanger les rôles entre le leader et les soignants [LUNA et col-
lab., 2012b]. Enfin, il pourrait être intéressant des ré-utiliser les FRAGs dans un contexte
de planification multi-agent [EL FALLAH SEGHROUCHNI et HASHMI, 2012] avec notam-
ment une réflexion sur les conflits qu’il peut y avoir entre plusieurs FRAGs.
11.3.4 Le futur de la scénarisation selon nous
Nous terminons ce chapitre par une vision plus globale des perspectives d’évolution
de la scénarisation. Nous ne parlerons pas de la narration interactive en général mais des
approches génératives délibératives et de la génération de scénarios en particulier car
c’est le sujet sur lequel nous pensons avoir acquis une expertise durant ces trois années.
La plus grande difficulté que nous avons rencontrée dès le début concerne la modéli-
sation du contenu scénaristique et surtout comment transposer le discours d’un expert
avec des données non structurées en une modélisation formelle. Nos travaux se sont alors
assez vite tournés vers des modèles graphiques qui nous semblaient bien plus adaptés
que les langages de planification pour modéliser ce type de contenu scénaristique. Cela
nous a en effet permis d’avancer avec nos experts, de remplir quelques modèles et de
générer des scénarios. Mais nous devons admettre qu’un effort d’intégration assez lourd
est nécessaire avant que les données soient réellement interprétables par le système de
scénarisation. D’ailleurs, d’autres systèmes qui ont montré de très bons résultats comme
Façade se sont également heurtés à cet effort d’écriture très conséquent (qui a nécessité
plusieurs années de travail pour Façade). Il y a donc pour nous encore un effort considé-
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rable à faire au regard de la modélisation du contenu scénaristique avec, pourquoi pas des
techniques issues de l’intelligence artificielle symbolique (p. ex., l’utilisation de couches
sémantiques) ou des techniques de traitement automatique du langage naturel (NLP).
L’autre aspect qui a été largement exploré dans cette thèse est l’utilisation d’un planifi-
cateur pour la génération de scénario. C’est l’une des techniques très majoritairement uti-
lisée pour générer des scénarios et nous n’allons pas revenir sur ce choix ici. En revanche,
nous pouvons nous demander si d’autres techniques d’intelligence artificielle pourraient
répondre aux problématiques de scénarisation. Nous pensons en particulier à l’appren-
tissage automatique qui est le domaine de l’intelligence artificielle très à la mode. Le prin-
cipal avantage de l’apprentissage automatique est que cela allégerait la modélisation du
contenu scénaristique puisque une partie du contenu serait appris via des modèles en-
traînés sur des sessions (de jeux ou de formation) antérieures. Le domaine de la narration
interactive commence d’ailleurs tout récemment à s’intéresser à l’apprentissage automa-
tique [SUMMERVILLE et collab., 2018]. Cependant, ces travaux s’intéressent pour le mo-
ment en particulier aux jeux vidéo pour lesquels les données sont plus accessibles car il
y a beaucoup plus d’utilisateurs que dans le cas des formations spécialisées et surtout il
y a un but précis à atteindre (p. ex., faire le meilleur score). Dans le cas des jeux vidéo,
il est même parfois possible de générer automatiquement des traces sans qu’un utilisa-
teur joue. Par exemple, MarI/O 2 est un réseau de neurones couplé avec un algorithme
génétique qui joue tout seul à Mario 3. Dans notre cas, il faudrait générer ces données
en demandant à un grand nombre de personnes d’interagir dans l’environnement virtuel
afin de récolter des traces. Cependant, nous voyons pour le moment plusieurs problèmes
majeurs à cette approche. Premièrement, cela nécessiterait un temps considérable pour
faire passer un grand nombre de personnes dans l’environnement virtuel et récolter suffi-
samment de traces pour l’apprentissage. Deuxièmement, l’apprentissage se ferait sur les
actions de l’utilisateur mais pas sur les interventions du drama manager (p. ex., chan-
gements d’occurrence). Nous pourrions déclencher des événements aléatoirement mais
cela créerait des situations chaotiques et ne permettrait pas d’apprendre des situations
cohérentes. Une autre méthode serait de faire de l’apprentissage sur des vidéos issues de
formations de terrains déjà existantes. Mais cela parait assez utopique car l’intelligence
artificielle ne permet pas pour le moment de faire une interprétation aussi poussée d’une
vidéo, de plus cela nécessiterait probablement des avancées dans l’apprentissage du “sens
commun” par une machine pour en tirer réellement des situations d’apprentissages.
En conclusion, beaucoup de problèmes de planification classiques (dans le domaine
de la robotique, de la logistique...) avec des données bien structurées et des problèmes
bien formalisés commencent à être résolus par des techniques d’apprentissage automa-
tique. Certains jeux vidéo comme Mario sont suffisamment simples et structurés pour
2. https ://pastebin.com/ZZmSNaHX
3. https ://www.youtube.com/watch?v=qv6UVOQ0F44
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que l’on commence également à voir émerger des méthodes d’apprentissage automa-
tiques. En revanche nous pensons que le manque de structuration des problèmes nar-
ratifs (parce que les données à modéliser sont souvent à l’origine exprimées en langage
naturel), ne semble pas permettre pour le moment une utilisation de l’apprentissage au-
tomatique. De plus, toujours en rapport avec le contenu scénaristique, nous pensons qu’il
serait nécessaire de mettre en place des problèmes narratifs de références qui permet-
traient de tester, comparer et évaluer les différents systèmes de scénarisation sans avoir
à refaire cet effort d’écriture considérable à chaque fois. C’est le cas dans le domaine pla-
nification classique et cela permet à chacun d’évaluer son planificateur par rapport aux
autres.
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Chapitre 12
Conclusion
Les travaux présentés dans cette thèse répondaient à la problématique de la scénarisa-
tion d’environnements virtuels pour la formation au travers de plusieurs objectifs repartis
sur deux grands axes. Le premier était relatif à la génération de scénarios et avait pour ob-
jectifs de faciliter la modélisation du contenu scénaristique, de proposer des scénarios
variés et de s’assurer que ces scénarios soient fidèles à l’intention de l’auteur. Le second
axe portait sur les propriétés dynamiques du système de scénarisation et en particulier
sur le contrôle scénaristique et la résilience du système. Suite à ces objectifs, nous avons
formulé deux questions de recherche auxquelles nous pouvons à présent répondre.
La première était : comment garantir que l’apprenant rencontrera des situations fi-
dèles à l’intention de l’auteur tout en lui laissant une grande liberté d’action? Pour ré-
pondre à cette question, nous sommes partis sur une approche hybride entre les ap-
proches génératives délibératives qui favorisent le contrôle scénaristique et les approches
émergentes qui favorisent la liberté d’action de l’apprenant. Dans notre approche, le scé-
nario effectif va émerger des interactions entre l’apprenant, les personnages virtuels au-
tonomes et le scénario prescrit généré par MENTA. Le contrôle scénaristique se fait via
la spécification d’objectifs scénaristiques et permet de confronter l’apprenant à des si-
tuations plus ou moins axées sur certaines compétences ou critères de formation. Pour
renforcer l’intention de l’auteur, nous avons concentré nos efforts sur la modélisation du
contenu scénaristique. Nous avons proposé un FRAG, qui permet de modéliser des situa-
tions dans un FCM. Les FCM sont intelligibles et peuvent être directement remplis par les
experts (nous avons proposé une interface à cet effet), ils sont de plus interprétables, ex-
pressifs et génériques. Enfin, nous avons défini la notion de préconditions floues qui (1)
permettent d’exprimer des préconditions avec des règles complexes et des termes linguis-
tiques et (2) permettent de tenir compte des imprécisions dans les données quantitatives.
La deuxième question portait sur la génération du scénario, nous l’avions formulée
comme suit : comment générer des scénarios fidèles avec une puissance générative élevée
permettant d’atteindre les objectifs de résilience et de variabilité ? Pour répondre à cette
question, MENTA se place dans une sous-catégorie des approches délibératives généra-
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tives, à savoir les approches s’appuyant sur la planification. Ces approches sont réputées
pour leurs puissances génératives mais souffrent d’une faible intention de l’auteur. C’est
pourquoi MENTA repose sur un couplage fort entre de la planification et des modèles
graphiques. Nous avons d’un côté utilisé la puissance générative et la capacité d’explora-
tion de la planification pour proposer un système de scénarisation résilient et qui génère
des scénarios variés. De l’autre, nous avons utilisé des modèles graphiques pour scripter
des morceaux de scénarios prédéfinis par l’auteur, et ainsi renforcer l’intention de l’au-
teur. Nous avons trouvé un compromis à la dualité entre les approches scriptées et les
approches génératives en intégrant ces modèles graphiques dans des macro-opérateurs
(les FRAGs). Cela permet au planificateur de pouvoir sélectionner et imbriquer des mor-
ceaux de scénario scriptés sans pour autant limiter sa capacité d’exploration. De plus, se-
lon la taille des FRAGs, il est possible de se rapprocher plus d’une approche ou de l’autre
et donc de trouver le meilleur équilibre possible (selon le type de problèmes narratifs)
entre la puissance générative et l’intention de l’auteur.
Nos contributions, au travers de MENTA, ont été implémentées et intégrées à la suite
logicielle HUMANS. Nous avons généré des scénarios relatifs à l’exemple applicatif que
nous avons proposé dans le chapitre 9. Cependant, nous avons manqué de temps et de
contenu scénaristique pour réellement tester la résilience de notre système et sa capacité
à générer des scénarios fidèles et variés. De plus, nous avons été limités par l’environ-
nement virtuel qui nécessite que chaque opérateur ait été programmé dans l’environne-
ment virtuel (p. ex., l’opérateur “poser un garrot” nécessite que le matériel existe dans
l’environnement virtuel et que les animations aient été programmées).
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Glossaire
carte cognitive floue Une carte cognitive floue (FCM), est un modèle graphique pour re-
présenter des systèmes dynamiques, ce qui inclut en particulier des systèmes de
causalité entre événements.
contenu scénaristique Le contenu scénaristique fait référence à la représentation du monde,
aux interactions possibles et à la spécification des objectifs scénaristiques.
contexte narratif Le contexte narratif fait référence aux circonstances et à la situation
qui entoure un événement ou une action.
drama manager Un module qui effectue une supervision global du scénario en décidant
des événements à venir.
état de monde Dans l’environnement virtuel, le monde est la représentation informa-
tique de tous les objets et personnages constituant le décor. L’état du monde est
l’ensemble des attributs et propriétés à un instant donné des objets et personnages
du monde (p. ex., la caisse numéro 1 est ouverte, un tourniquet est dans la caisse...).
formalisme Un formalisme est une symbolisation matérielle (mots, lettres...) arbitraire
permettant de rendre manipulables des concepts.
habileté non technique Une habileté non technique (HNT) est une compétence non tech-
nique relative aux tâches d’un leader médical dans la prise en charge d’un afflux
massif de victimes.
intention de l’auteur L’intention de l’auteur est la capacité du système de scénarisation à
générer des scénarios qui reflète la vision de l’auteur quand il a modélisé le contenu
scénaristique.
langage formel Langage utilisant un ensemble de termes et de règles syntaxiques pour
communiquer ou décrire un processus sans aucune ambiguïté (par opposition au
langage naturel).
III
Glossaire
objectif scénaristique Les objectifs scénaristiques sont des contraintes que le scénario
doit respecter, par exemple spécifier des situations à atteindre, en interdire d’autres
ou encore de choisir la difficulté du scénario.
répétabilité Une formation est répétable si l’on peut la refaire autant de fois que l’on
veux, que se soit avec des scénarios identiques ou différents.
résilience La capacité d’un système de scénarisation à exécuter un scénario satisfaisant
les objectifs scénaristiques, et ce, en dépit des incertitudes extérieures [BAROT, 2014].
scénario Un scénario est un ensemble d’opérateurs narratifs instanciés, partiellement
ordonnés et [exécutables ou observables] dans un environnement virtuel.
scénario effectif Le scénario effectif est le scénario tel qu’il est vécu par l’utilisateur.
scénario fidèle Un scénario fidèle est un scénario qui est représentatif de ce qu’a imaginé
l’auteur en modélisant le contenu scénaristique, cela fait directement référence à
l’intention de l’auteur.
scénario prescrit Le scénario prescrit est le scénario tel qu’il est généré par le système de
scénarisation, il peut être assez éloigné du scénario effectif.
scénarisation La scénarisation est un processus comprenant à la fois la spécification du
ou des déroulements possibles ou souhaitables de la simulation, et le contrôle (exé-
cution et/ou suivi et correction) du déroulement des événements en temps-réel.
situation Une situation est un morceau de scénario qui met en jeu certaines compé-
tences identifiés par l’auteur.
variabilité La variabilité fait référence à la capacité du système à générer un large panel
de scénarios différents.
VICTEAMS VICTEAMS est un projet ANR ayant pour objectif de former en environne-
ment virtuel des leaders médicaux au sauvetage de blessés suite à un afflux massif
de blessés.
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Annexe C
Détails sur la modélisation du
contenu scénarisatique
Le langage de planification utilisé pour décrire le domaine et le problème narratif est
le langage APL. APL est un langage qui partage les mêmes propriétés que le langage PDDL.
Il supporte notamment les variables d’états numériques et les actions duratives qui sont
nécessaires à l’implémentation de notre système. Nous avons modifié la grammaire de ce
langage pour nos propres besoins en y ajoutant la définition d’un FRAG. La grammaire
d’origine est disponible à l’adresse 1 et notre version étendue est décrite en annexe D.
Nous avons également créé un script python pour convertir automatiquement des pro-
blèmes PDDL en problèmes APL, ceci dans le but de faciliter nos tests de performance
sur les problèmes de référence des compétitions de planification. La modélisation du
contenu scénaristique est décomposée en trois parties : la modélisation des FRAGs, du
domaine de planification et du problème narratif.
C.0.1 La modélisation des FRAGs
Pour modéliser un FRAG, il faut commencer par modéliser son FCM. Les FCM sont
modélisés à l’aide de l’application FCMEditor que nous avons développé en NodeJS (voir
figure C.1). Cette application permet de créer des FCM (sur le panel du milieu) à l’aide
de la palette de nœuds du panel de gauche. Certains types de nœuds de cette palette
n’ont pas été implémentés dans notre solution, ils sont prévus en tant que perspectives
d’évolution de notre système. Il est possible de créer, sauvegarder et modifier des FCM
(sur le panel de droite). Enfin, le panel du bas contient la documentation de l’application.
Une fois un FCM modélisé (par exemple celui de la figure C.2), il est stocké en JSON dans
un fichier à part qui porte le nom du FRAG. Il faut ensuite l’associer à un FRAG dans
le domaine de planification, c’est pourquoi nous décrivons cette étape dans la section
1. http ://ericbeaudry.ca/actuplan/
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FIGURE C.1 – L’éditeur de FCM développé en NodeJS.
suivante.
C.0.2 Le domaine et problème narratif
Le domaine et le problème narratif sont chacun modélisés dans un fichier APL séparé.
Le domaine contient les prédicats narratifs, les opérateurs narratifs et les FRAGs. Le nom
d’un FRAG doit avoir le même nom que le fichier JSON qui contient le FCM, c’est comme
cela qu’un FRAG est associé à un FCM. Un exemple de FRAG correspondant au FCM de la
figure C.2 est donné à la figure C.3. Dans cet exemple, le fichier JSON du FCM de la figure
C.2 doit se nommer perfusion_error.json. Les autres éléments du FRAG codé en APL sont :
— criteria : les critères de formation associés à aux nœuds opérateurs ;
— duration : la durée des nœuds opérateurs ;
— conditions : les préconditions du FRAG;
— inputs : l’association nœud état -> variable d’état ;
— outputs : les effets de chaque nœud opérateur.
Au lancement du moteur de scénarisation, tous les FCM des FRAGs sont convertis de-
puis le JSON en représentation matricielle (celle donnée à la sous-section 7.1.7). Enfin, le
problème narratif est également modélisé dans un fichier APL et contient l’état initial et
l’état but. Les objectifs scénaristiques ne font pas partie de ce fichier car ils sont transmis
directement via l’interface formateur que nous avons présenté dans le chapitre 10.
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FIGURE C.2 – Un exemple de FCM modélisé à l’aide de l’interface FCM Editor.
FIGURE C.3 – La modélisation d’un FRAG dans le langage APL. Le nom du FRAG fait référence à un
fichier JSON qui contient le FCM qui lui est associé.
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Annexe D
Grammaire du langage de
planification ADL
D.1 Domaine de planification
Domain : := "" DomainTypes ( DomainConcepts )? ModelDef ModelDef ( ActionDef |
FRAGDef )* "" <EOF>
DomainTypes : := "" DomainTypesLine ( "," DomainTypesLine )* ""
DomainTypesLine : := ( ( )* "-" ) ?
DomainConcepts : := "" ( ( "," )* )? ""
ModelDef : := "" ( ( DefPredicate | DefNumeric | DefFunction ) " ;" )* ""
DefPredicate : := ParamsTypes
DefNumeric : := ParamsTypes
DefFunction : := ParamsTypes
ActionDef : := Arguments "" ( " ;" )? ( " ;" ) ? ( " :" Criterias ) ? ( " :" Expression " ;" ) ? ( " :"
Expression ";" )? " :" ( Condition )* " :" ( Effect )* ""
ExpDistribution : := ( "constant" Expression ";" | "uniform" Expression Expression ";"
| "normal" Expression Expression ";" | "exponential" Expression ";" )
Condition : := "@" ( | | ) " :" ( " !" )? ( VariablesRefs | VariablesRefs ( " !=" | "=" ) ( | ) | " !=" |
Expression ( ( "=" | "==" ) | ( "<" ) | ( "<=" ) | ( ">" ) | ( ">=" ) ) Expression ) " ;"
Effect : := "@" ( | ) " :" ( EffectFunctionAssign | EffectLiteral | EffectNumericIncrease )
" ;"
EffectFunctionAssign : := VariablesRefs "=" ( | VariableRef )
EffectLiteral : := ( " !" )? VariablesRefs ( )?
EffectNumericIncrease : := ( | ) ExpObjects Expression
Expression : := Expression2 ( ( "+" Expression2 ) | ( "-" Expression2 ) )*
Expression2 : := Expression3 ( ( "*" Expression3 ) | ( "/" Expression3 ) )*
Expression3 : := ( ExpNumeric | ExpConstant | "(" Expression ")" )
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ExpNumeric : := ExpObjects
ExpConstant : :=
ExpObjects : := "(" ( ExpObject ( "," ExpObject )* ) ? ")"
ExpObject : := ExpObjectFunc | ExpObjectVar |
ExpObjectVar : :=
VariablesRefs : := "(" ( ( "," )* )? ")"
VariablesRefsFRAG : := "(" ( ( "," )* ) ? ")"
VariableRef : :=
ExpObjectFunc : := ExpObjects
ParamsTypes : := "(" ( ( "," )* )? ")"
Arguments : := "(" ( ( "," )* )? ")"
ParamsObjects : := "(" ( ( "," )* )? ")"
Criterias : := ( " :" Expression ";" )+
CriteriasFRAG : := ( " :" CriteriasOutput " ;" )+
CriteriasOutput : := Expression ( "," Expression )*
FRAGDef : := Arguments "" ( " ;" ) ? ( " :" CriteriasFRAG )? ( " :" ( Cost )+ )? " :" ( Condition
)* " :" ( Input )* " :" ( Output )* ""
Cost : := " :" Expression ";"
Input : := "=" ( InputNumericDef | InputPredicateDef ) " ;"
InputNumericDef : := Expression
InputPredicateDef : := VariablesRefs
Output : := ( " !" ) ? " :" ( " !" ) ? ( OutputPredicateDef | OutputNumericExpDef ) " ;"
OutputNumericExpDef : := ExpNumeric ( "=" | "+=" | "-=" ) Expression
OutputPredicateDef : := VariablesRefs
D.2 Problème de planification
Problem : := "" Objects WorldState ( InitState | Goal | TestState )* ""
Objects : := "" ( Objects2 )* ""
Objects2 : := ( "," )* " ;"
WorldState : := "" ( ModelItem )* ""
InitState : := "" ( ModelItem )* ""
Goal : := "" ( ( ( SubGoalLiteral ) | ( SubGoalFunction ) ) ( "[" ( ( ( | ) ) | "Infinity" ) "]" )? (
( | ) ) ? ( ( | ) ) ? " ;" )* ""
SubGoalLiteral : := ParamsObjects2
SubGoalFunction : := ParamsObjects2 ( "==" | "=" )
TestState : := "" ( ModelItem )* ""
ModelItem : := LiteralItem | FunctionItem | NumericItem
LiteralItem : := ParamsObjects " ;"
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FunctionItem : := ParamsObjects "=" ( | ) " ;"
NumericItem : := ParamsObjects "=" ( | ) " ;"
ParamsObjects : := "(" ( ( "," )* )? ")"
ParamsObjects2 : := "(" ( ( "," )* ) ? ")"
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