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Este trabalho divide-se em duas partes. Na primeira, no´s cal-
culamos o expoente dinaˆmico do algoritmo de Niedermayer aplicado
aos modelos de Ising e XY em duas dimenso˜es, para va´rios valores do
paraˆmetro E0 (o qual, resumidamente, controla o tamanho me´dio das
ilhas a serem modificadas). Para E0 = −1 no´s reobtemos o algoritmo
de Metropolis e para E0 = 1 reobtemos o algoritmo de Wolff. Para
−1 < E0 < 1, no´s mostramos que o tamanho me´dio das ilhas inicial-
mente cresce com o tamanho linear do sistema, L, mas eventualmente
satura em um determinado tamanho L˜, que depende de E0. Para L> L˜
o algoritmo de Niedermayer se comporta como o algoritmo de Metropo-
lis, isto e´, tem o mesmo expoente dinaˆmico. Para E0 > 1, os tempos
de auto-correlac¸a˜o sa˜o sempre maiores que para E0 = 1 (Wolff) e, mais
importante, sempre crescem mais ra´pido que uma lei de poteˆncia de L.
Portanto, mostramos que a melhor escolha do paraˆmetro E0 e´ o que
retoma o algoritmo de Wolff. No´s tambe´m obtemos o comportamento
dinaˆmico do algoritmo de Wolff; apesar de na˜o conclusivo, propusemos
uma lei de escala para o tempo de auto-correlac¸a˜o.
Na segunda parte no´s estudamos o modelo de Potts numa rede
retangular com modulac¸o˜es aperio´dicas nas interac¸o˜es ao longo de uma
direc¸a˜o. Os resultados nume´ricos foram obtidos utilizando o algoritmo
de Wolff para diferentes tamanhos de redes, permitindo que o me´todo
de escala de tamanho finito fosse utilizado. Foram utilizadas 3 sequeˆn-
cias aperio´dicas autoduais, as quais permitem resultados mais precisos,
uma vez que a temperatura cr´ıtica pode ser conhecida exatamente.
No´s analisamos 3 modelos, com seis, oito e quinze estados, todos com
transic¸o˜es de primeira ordem no sistema uniforme. Mostramos que
o crite´rio de Harris-Luck, originalmente introduzido para o estudo de
transic¸o˜es cont´ınuas, e´ obedecido tambe´m para transic¸o˜es de primeira
ordem. Nossos resultados indicam que a nova classe de universalidade
e´ dependente do nu´mero de estados do modelo de Potts. Como espe-
rado, observamos uma dependeˆncia log-perio´dica da magnetizac¸a˜o e da




This work is divided into two main parts. In the first one we
calculate the dynamic critical exponent for the Niedermayer algorithm
applied to the two-dimensional Ising and XY models, for various values
of the free parameter E0. For E0 = −1 we regain the Metropolis algo-
rithm and for E0 = 1 we regain the Wolff algorithm. For −1< E0 < 1,
we show that the mean size of the clusters of (possibly) turned spins
initially grows with the linear size of the lattice, L, but eventually sat-
urates at a given lattice size L˜, which depends on E0. For L > L˜, the
Niedermayer algorithm is equivalent to the Metropolis one, i.e, they
have the same dynamic exponent. For E0 > 1, the autocorrelation time
is always greater than for E0 = 1 (Wolff) and, more important, it also
grows faster than a power of L. Therefore, we show that the best choice
of cluster algorithm is the Wolff one, when compared to the Nierder-
mayer generalization. We also obtain the dynamic behavior of the Wolff
algorithm: although not conclusive, we propose a scaling law for the
dependence of the autocorrelation time on L.
In the second part we study the Potts model on a rectangular
lattice with aperiodic modulations in its interactions along one direc-
tion. The numerical results are obtained using the Wollf algorithm and
for many lattice sizes, allowing for a finite-size scaling analysis to be
carried out. Three different self-dual aperiodic sequences are employed,
which leads to more precise results, since the exact critical temperature
is known. We analyze three models, with six, eight and fifteen number
of states: all present first-order transitions on their uniform versions.
We show that the Harris-Luck criterion, originally introduced for the
study of continuous transitions, is obeyed also for first-order ones. We
show that the new universality class that emerges for relevant aperi-
odic modulations is dependent on the number of states of the Potts
model, the same result obtained for random disorder. Also, we observe
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Simulac¸o˜es nume´ricas teˆm sido muito usadas para estudar
sistemas f´ısicos, especialmente na u´ltima de´cada. A Mecaˆnica Es-
tat´ıstica, entre outras a´reas, tem se beneficiado muito desta te´cnica.
Em particular, os me´todos de Monte Carlo permitiram uma deter-
minac¸a˜o precisa dos paraˆmetros termodinaˆmicos em muitos modelos,
tanto cla´ssicos como quaˆnticos. Excelentes reviso˜es destes me´todos
podem ser encontrados nas refereˆncias (Landau e Binder 2000) e
(Newman e Barkema 1999).
Recentemente, este campo tem visto um ra´pido desenvolvi-
mento de novos algoritmos, que visam fazer as simulac¸o˜es mais
eficientes, em tempo e em economia de memo´ria, e tambe´m aplica´veis
a sistemas complexos. Como exemplo destes desenvolvimentos no´s
podemos citar: o ca´lculo da densidade de estados atrave´s do me´todo
do histograma plano, que permite obter informac¸o˜es em qualquer
temperatura atrave´s de uma u´nica simulac¸a˜o, independente da tempe-
ratura (Wang e Landau 2001); o uso das operac¸o˜es e armazenamento
de bits, os quais aumentam muito a velocidade das operac¸o˜es e econ-
omizam substancialmente a memo´ria (Oliveira 1991); e a introduc¸a˜o
de algoritmos de ilha, os quais atualizam um conjunto de s´ıtios,
diminuindo o tempo de auto-correlac¸a˜o e quase eliminando o efeito de
ralentamento cr´ıtico (“critical slowing down”) (Landau e Binder 2000,
Newman e Barkema 1999, Swendsen e Wang 1987, Wolff 1989).
Na primeira parte deste trabalho iremos nos ater ao problema
de critical slowing down. De fato este e´ um problema se´rio nas simu-
lac¸o˜es de Monte Carlo, o qual faz com que as simulac¸o˜es de sistemas
no, ou pro´ximo do, ponto cr´ıtico sejam muito ineficientes. Este fenoˆ-
meno e´ medido atrave´s do comportamento do tempo de auto-correlac¸a˜o,
τ, com o tamanho linear do sistema, L, suposto ser da forma τ ∼ Lz,
para pontos na regia˜o cr´ıtica. O algoritmo de Metropolis, por exem-
plo, quando aplicado ao modelo de Ising em duas dimenso˜es, apresenta
z ∼ 2,17 (Nightingale e Blo¨te 1996). Algoritmos que atualizam ilhas
de s´ıtios (tambe´m chamados de algoritmos de ilha ou “cluster”) teˆm
valores de z muito menores: este e´ o caso do algoritmo de Swendsen-
Wang (Swendsen e Wang 1987) e Wolff (Wolff 1989), para os quais z
e´ aproximadamente zero para o modelo de Ising em duas dimenso˜es
(Coddington e Baillie 1992).
Uma alternativa (e generalizac¸a˜o) destes dois algoritmos de
1
2 1 Introduc¸a˜o
ilha, o algoritmo de Niedermayer, foi introduzido ha´ alguns anos
(Niedermayer 1988) mas, ate´ onde sabemos, nunca teve seu compor-
tamento dinaˆmico estudado em detalhes. Na primeira parte deste
trabalho no´s calcularemos o expoente dinaˆmico deste algoritmo, apli-
cado aos modelos de Ising e XY , para alguns valores de E0 (veja
adiante), para determinar qual a melhor escolha para este paraˆmetro
(ou seja, o valor de E0 que minimiza z).
Na segunda parte, no´s estudamos sistemas com modu-
lac¸o˜es aperio´dicas. Sistemas na˜o-uniformes sa˜o comuns na na-
tureza; a na˜o-uniformidade pode ser consequeˆncia de uma des-
ordem aleato´ria ou de uma construc¸a˜o determin´ıstica do ma-
terial de dois diferentes a´tomos, por exemplo. Experimental-
mente, existem diversas te´cnicas de crescimento de superf´ıcie
(Ross 1994, Shchukin e Bimberg 1999, Jr e Davison 1990) que per-
mitem controlar a forma das camadas para seguir, por exemplo, uma
sequeˆncia aperio´dica. Uma das principais questo˜es teo´ricas e´ ate´
que ponto a introduc¸a˜o de na˜o-uniformidades afeta o comportamento
cr´ıtico de um sistema, quando comparado com o sistema uniforme.
Para o caso de desordens aleato´rias e transic¸o˜es cont´ınuas no sistema
uniforme, esta questa˜o e´ parcialmente respondida pelo crite´rio de
Harris (Harris 1974). De acordo com este crite´rio, o sistema aleato´rio
tera´ o mesmo comportamento cr´ıtico do sistema uniforme se o ex-
poente cr´ıtico do calor espec´ıfico, α, for negativo. A desordem e´
dita irrelevante neste caso. Se α e´ positivo, os expoentes cr´ıticos do
sistema aleato´rio sa˜o diferentes dos expoentes do sistema uniforme e
a desordem e´ dita relevante. Para α = 0 (o caso marginal), aparecem
correc¸o˜es logaritmicas (Reis, Queiroz e Santos 1996). Uma generaliza-
c¸a˜o deste crite´rio e´ dispon´ıvel tambe´m para desordens correlacionadas
de curto (Branco e Machado 1993, Branco, Queiroz e Santos 1990,
Branco, Queiroz e Santos 1988) e longo (Branco, Queiroz e Santos 1988,
Weinrib 1984) alcance. Quando a transic¸a˜o do modelo uni-
forme e´ de primeira ordem, o cena´rio e´ qualitativamente dife-
rente: em duas dimenso˜es, mesmo uma quantidade infinitesi-
mal de desordem muda a natureza da transic¸a˜o para cont´ınua
(Aizenman e Wehr 1989, Hui e Berker 1989) enquanto em treˆs di-
menso˜es uma quantidade finita de desordem e´ necessa´ria para mudar
a ordem da transic¸a˜o (Hui e Berker 1989).
No´s estamos principalmente interessados no comportamento
cr´ıtico de modelos com modulac¸o˜es aperio´dicas no(s) paraˆmetro(s) de
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interac¸a˜o. Para o caso de transic¸o˜es cont´ınuas no modelo uniforme,
o crite´rio de Harris-Luck determina quando a introduc¸a˜o de uma
modulac¸a˜o aperio´dica muda a classe de universalidade do modelo
(Luck 1993). Esta mudanc¸a e´ determina pelo expoente de cruzamento
(“crossover”) Φ, dado por:
Φ= 1+ daν(ω−1) (1.1)
onde ω e´ o expoente que descreve o comportamento da flutuac¸a˜o ge-
ome´trica da sequeˆncia, da e´ o nu´mero de dimenso˜es onde a sequeˆncia
aperio´dica atua e ν e´ o expoente cr´ıtico associado ao comprimento de
correlac¸a˜o do sistema uniforme. Quando Φ> 0 a sequeˆncia e´ relevante
e quando Φ< 0 a sequeˆncia e´ irrelevante.
Este crite´rio funciona para transic¸o˜es cont´ınuas no sistema
original, mas resultados nume´ricos (Chatelain, Berche e Berche 1999,
Berche, Chatelain e Berche 1998) indicam que tambe´m e´ verdadeiro
mesmo quando o sistema uniforme apresenta uma transic¸a˜o de primeira
ordem (se for este o caso, a introduc¸a˜o de modulac¸o˜es aperio´dicas na
constante de troca devera´ nos fornecer um cena´rio totalmente diferente
do obtido para desordem aleato´ria). Este resultado foi obtido atrave´s
do estudo do modelo de Potts (Potts e Domb 1952) nas refereˆncias
(Chatelain, Berche e Berche 1999) e (Berche, Chatelain e Berche 1998),
onde uma varia´vel dinaˆmica com q estados e´ atribu´ıda a cada s´ıtio
de uma dada rede. Para q pequeno suficiente, a transic¸a˜o e´ cont´ınua,
enquanto e´ de primeira ordem para q acima de um dado qc (em duas
dimenso˜es, qc = 4). Para q = 8, o crite´rio de Harris-Luck e´ obedecido
e a ordem da transic¸a˜o muda para modulac¸o˜es aperio´dicas relevantes
(Chatelain, Berche e Berche 1999, Berche, Chatelain e Berche 1998).
Aqui, no´s temos duas questo˜es. A primeira e´ a possibilidade
da nova classe de universalidade para modulac¸o˜es relevantes depen-
der do nu´mero de estados do modelo de Potts, como e´ no caso de
desordem aleato´ria (Cardy e Jacobsen 1997, Jacobsen e Cardy 1998).
Nosso segundo objetivo e´ fornecer um teste independente do crite´rio de
Harris-Luck para transic¸o˜es de primeira ordem. Este teste sera´ feito na
segunda parte deste trabalho, utilizando o modelo de Potts com q = 6
e 15 estados.
4 1 Introduc¸a˜o
2 ALGORITMO DE NIEDERMAYER
2.1 Introduc¸a˜o
Neste cap´ıtulo faremos um estudo detalhado do algoritmo de
Niedermayer e seu comportamento para diferentes valores do paraˆmetro
E0 (a ser definido abaixo). O objetivo deste trabalho e´ encontrar o valor
de E0 que minimiza o expoente cr´ıtico dinaˆmico (z ) e, assim, reduz o
efeito de “critical slowing down”. Para avaliar o algoritmo iremos testa´-
lo no modelo de Ising e no modelo XY.
Uma classe de algoritmo que diminui o expoente cr´ıtico dinaˆmico
e´ o chamado algoritmo de ilha. O que este algoritmo tem de especial
e´ o fato de se construir uma “ilha” de s´ıtios e obter uma nova con-
figurac¸a˜o do sistema mudando o estado dos s´ıtios pertecentes a` ilha.
Os algoritmos de ilhas mais famosos sa˜o o algoritmo de Swendsen-
Wang (Swendsen e Wang 1987) e o algoritmo de Wolff (Wolff 1989).
Outro algoritmo de ilha pouco conhecido e´ o algoritmo de Niedermayer
(Niedermayer 1988), que de fato e´ uma generalizac¸a˜o dos algoritmos de
Wolff ou de Swendsen-Wang.
No algoritmo de Wolff, aplicado ao modelo de Ising, o processo
de formac¸a˜o da ilha segue a seguinte regra. Um s´ıtio e´ escolhido aleato-
riamente, depois e´ observado um dos primeiros vizinhos; se este vizinho
estiver no mesmo estado do primeiro s´ıtio ele e´ adicionado a` ilha com
probabilidade:
Padd = 1− e−2βJ , (2.1)
onde β e´ 1/kBT , J e´ a constante de acoplamento ou energia de troca
entre s´ıtios e T e´ a temperatura. Este procedimento e´ repetido para
todos os vizinhos do s´ıtio escolhido e a cada novo s´ıtio adicionado a` ilha
seus vizinhos tambe´m podem ser adicionados ao aglomerado, seguindo
a mesma probabilidade. Um dado s´ıtio pode ter mais de uma chance
de ser adicionado a uma ilha, dependendo do nu´mero s´ıtios vizinhos no
mesmo estado que ele. Apo´s ser criada a ilha, todos os s´ıtios teˆm seu
estado alterado para um novo estado, como ilustrado na Fig. 2.1.
O algoritmo de Swendsen-Wang e´ muito similar ao algoritmo de
Wolff. A diferenc¸a e´ que primeiro sa˜o criadas va´rias ilhas, de forma que
todos os s´ıtios da rede pertenc¸am a alguma ilha. Depois os s´ıtios nas
ilhas sa˜o alterados com probabilidade 1/2. Ambos os algoritmos obe-
decem o balanc¸o detalhado e sa˜o ergo´dicos (Newman e Barkema 1999).
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Figura 2.1: Ilustrac¸a˜o de como e´ criada uma ilha no algoritmo de Wolff
para o modelo de Ising. Apo´s ser criada a ilha, todos os s´ıtios da mesma
sa˜o invertidos.
A grande vantagem destes dois algoritmos e´ que o expoente cr´ıtico
dinaˆmico em duas dimenso˜es e´ muito pequeno, se compararmos com o
do algoritmo de Metropolis. De fato, na literatura na˜o ha´ um consenso
se podemos descrever seu comportamento como uma lei de poteˆncia,
pois quando z ∼ 0 e´ muito dif´ıcil diferenciar um comportamento do
tipo lei de poteˆncia de um comportamento logar´ıtmico. Um dos ob-
jetivos deste trabalho e´ determinar se a generalizac¸a˜o proposta por
Niedermayer pode diminuir (ou mesmo eliminar) o “critical slowing
down”, assim como contribuir para a discussa˜o sobre o comportamento
dinaˆmico do algoritmo de Wolff.
2.2 Algoritmo de Niedermayer e Balanc¸o Detalhado
Outro algoritmo de ilha foi proposto por Ferenc Niedermayer
em 1988 (Niedermayer 1988). Para o modelo de Ising o processo de
formac¸a˜o da ilha e´ muito similar ao utilizado pelo algoritmo de Wolff.
Primeiramente e´ escolhido um s´ıtio aleatoriamente e para cada vizinho
e´ feito um teste para ver se ele e´ adicionado a` ilha ou na˜o; para o modelo
de Ising a probabilidade de adicionar um s´ıtio a` ilha e´ dada por:
Padd(Ei j) =
{
1− eK(Ei j−E0), se Ei j < E0
0 , se Ei j ≥ E0 (2.2)
onde K = βJ, Ei j e´ a energia de interac¸a˜o entre os s´ıtios i j, sendo −1
se si = s j e +1 se si 6= s j e E0 e´ um paraˆmetro escolhido livremente.
O teste e´ feito para todos os vizinhos de cada s´ıtio adicionado a` ilha.
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Note que para E0 > 1, s´ıtios em estados diferentes tambe´m podem ser
adicionados a` ilha. Apo´s formada a ilha, todos os s´ıtios podem ter seu
estado alterado segundo taxa de aceite:




2 (1−E0), se ∆E > 0
1 , se ∆E ≤ 0 (2.3)
onde ∆E e´ a variac¸a˜o de energia do sistema ao passar do antigo estado µ
para o novo estado ν em unidades de J. Ou seja, se a energia do sistema
diminuir ou permanecer constante o novo estado e´ sempre aceito; se na˜o,
ele pode ser aceito com a probabilidade descrita na Eq. 2.3. Se o novo
estado na˜o for aceito, todos os s´ıtios permanecem no estado original.
Note que, para E0 ≥ 1, A(µ → ν)≥ 1 sempre.
Para provar que as Eqs. 2.2 e 2.3 satisfazem o balanc¸o detalhado
vamos partir da equac¸a˜o do balanc¸o detalhado:
P(ν).ω(ν → µ) = P(µ).ω(µ → ν) (2.4)
onde P(ν) e´ a probabilidade de encontrar o sistema na configurac¸a˜o
qualquer ν e ω(ν→ µ) e´ a probabilidade do sistema sair da configurac¸a˜o
ν e ir para uma configurac¸a˜o µ. Uma vez que a probabilidade de se
encontrar o sistema numa dada configurac¸a˜o ν e´ dada pelo peso de
Boltzmann (∝ e−βEν ), obtemos enta˜o:
ω(ν → µ)
ω(µ → ν) =
P(µ)
P(ν)
= e−K(Eµ−Eν ) (2.5)
onde K = βJ e Eν e´ a energia do sistema na configurac¸a˜o ν em unidades
de J. Podemos definir a probabilidade de transic¸a˜o entre configurac¸o˜es
como:
ω(ν → µ) = g(ν → µ).A(ν → µ) (2.6)
onde g(ν → µ) e´ a probabilidade do nosso algoritmo, a partir da con-
figurac¸a˜o ν , gerar a configurac¸a˜o µ e A(ν → µ) e´ a probabilidade com
que essa mudanc¸a de configurac¸a˜o e´ permitida pelo algoritmo. Assim,
reescrevemos a Eq. 2.5 como:
g(ν → µ).A(ν → µ)
g(µ → ν).A(µ → ν) = e
−K∆E (2.7)
onde ∆E = Eµ −Eν .
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A mudanc¸a de configurac¸a˜o esta´ relacionada com a ilha formada.
A probabilidade de formarmos uma ilha no sentido ν → µ e´ a mesma
que no sentido µ → ν , exceto pela contribuic¸a˜o dos s´ıtios na fronteira
da ilha. Na fronteira havera´ s´ıtios na˜o adicionados a` ilha que formam
pares paralelos e anti-paralelos. Suponha que na direc¸a˜o ν→ µ existam
m pares de s´ıtios paralelos e n pares de s´ıtios anti-paralelos. Estes s´ıtios
na˜o foram adicionados a` ilha e a probabilidade disto acontecer e´ [1−
Padd(−1)]m[1−Padd(+1)]n. Portanto, podemos ver que a probabilidade
de uma dada ilha ser formada e´:
g(ν → µ) ∝ [1−Padd(−1)]m[1−Padd(+1)]n (2.8)








]m−n A(ν → µ)
A(µ → ν) = e
−β∆E
(2.9)
Sabendo que no modelo de Ising ∆E = 2J(m− n) podemos ree-
screver a Eq. 2.9 como:
A(ν → µ)







Substituindo a Eq. 2.2 em 2.10 e lembrando que, para o modelo de
Ising, Ei j = −1 para s´ıtios no mesmo estado e Ei j = +1 para s´ıtios em
estados diferentes, obtemos:
A(ν → µ)
A(µ → ν) = e
K(1−E0)(n−m). (2.11)
que e´ exatamente a Eq. 2.3 escrita em termos de m e n e, para E0 ≥ 1,
A(ν → µ) = 1.
Podemos ver que e´ poss´ıvel formar uma ilha contendo apenas um
s´ıtio e vira´-la. Isso e´ suficiente para garantir que qualquer configurac¸a˜o
do nosso sistema e´ acess´ıvel em um tempo finito e portanto o algoritmo
e´ ergo´dico.
Tambe´m estudaremos o modelo XY, mas os detalhes do algo-
ritmo aplicado a esse modelo sa˜o apresentados no apeˆndice A. Por
questo˜es pra´ticas, iremos nos concentrar no modelo de Ising, cujo hamil-
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toniano e´ dado por:
H =−J ∑
<i j>
sis j , (2.12)
onde si e´ o estado do i -e´simo s´ıtio e pode assumir os valores +1 e -1
e o s´ımbolo < i j > significa que a soma e´ feita sobre todos os pares
de primeiros vizinhos, i j, em uma rede cristalina. Enta˜o, quando os
s´ıtios esta˜o no mesmo estado (paralelos), a energia da ligac¸a˜o (Ei j) tem
o valor −1, e, se estiverem em estados diferentes (anti-paralelos), a
energia e´ +1.
Uma questa˜o importante relacionada ao algoritmo de Nieder-
mayer e´: qual deve ser o valor de E0 escolhido ao se realizar uma simu-
lac¸a˜o, de modo a minimizar o“critical slowing down”? Vamos considerar
a escolha E0 = +1. Neste caso, a probabilidade de se adicionar um s´ıtio
a` ilha e´ dada pela Eq. 2.1 para os s´ıtios paralelos e 0 para os s´ıtios
anti-paralelos, e a taxa de aceite e´ igual a 1, ou seja, a ilha e´ sempre
“virada”. Portanto, com E0 = +1 o algoritmo de Niedermayer recai no
algoritmo de Wolff.
Escolhendo E0 = −1 vemos que nenhum vizinho e´ adicionado a
ilha, ja´ que a probabilidade de adic¸a˜o e´ sempre igual a 0. Portanto, a
ilha e´ formada de um u´nico s´ıtio, que pode ser virado ou na˜o, e a taxa
de aceite e´ dada por:
A(µ → ν) =
{
e−K∆E , se ∆E > 0
1 , se ∆E ≤ 0 (2.13)
Essa e´ exatamente a taxa de aceite para o algoritmo de Metropolis.
Assim, o comportamento do algoritmo de Niedermayer e´ o mesmo do
algoritmo de Metropolis para E0 =−1.
Esperamos que, se escolhermos um valor intermedia´rio−1<E0<
+1, o comportamento do algoritmo deve passar gradativamente do de
Metropolis para o de Wolff. E´ sabido que o paraˆmetro E0 controla o
tamanho me´dio da ilha formada, mas como isto se reflete no compor-
tamento cr´ıtico dinaˆmico do algoritmo ate´ enta˜o na˜o foi estudado de
forma sistema´tica. Iremos ainda explorar a regia˜o com E0 > 1; neste
caso, existe uma probabilidade de que s´ıtios anti-paralelos tambe´m se-
jam adicionados a` ilha, aumentando o tamanho me´dio da mesma, a qual
e´ sempre “virada”, isto e´, A(ν → µ) = 1, ∀ ν e µ. Quando E0 = +∞,
todos os s´ıtios sa˜o adicionados a` ilha e, portanto, o tempo de correlac¸a˜o
se torna infinito, para qualquer tamanho de rede L.
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Sabemos que o algoritmo de Metropolis e´, na temperatura cr´ıtica,
muito menos eficiente que o algoritmo de Wolff, ou seja, seu expoente
cr´ıtico dinaˆmico e´ maior que o de Wolff. Portanto, o algoritmo de
Niedermayer com E0 =−1 e´ bem menos eficiente que com E0 = +1. O
objetivo deste trabalho e´ verificar se existe um valor de E0 que deixe o
algoritmo mais eficiente que no caso E0 = +1, ou seja, que minimize o
valor do expoente cr´ıtico dinaˆmico. Este valor pode estar entre −1 <
E0 ≤ 1 ou mesmo ser maior que 1. No caso de ser maior que 1, sabemos
que na˜o pode ser muito maior, pois como foi dito, para E0→∞ todos os
s´ıtios sa˜o adicionados a ilha, onde o algoritmo nem mesmo e´ ergo´dico.
2.3 Func¸a˜o de correlac¸a˜o e expoente cr´ıtico dinaˆmico
Quando realizamos uma simulac¸a˜o nume´rica estamos interessa-
dos em obter o valor de um dado observa´vel (Φ) numa determinada
temperatura; este observa´vel pode ser energia, magnetizac¸a˜o etc. Nas
simulac¸o˜es que utilizam processos estoca´sticos, estes observa´veis sa˜o
obtidos atrave´s de sucessivas mudanc¸as na configurac¸a˜o do sistema e
a cada mudanc¸a de configurac¸a˜o os observa´veis sa˜o calculados. Assim,
obtem-se uma sequ¨eˆncia de valores para Φ(t), correspondente ao valor
do mesmo em cada configurac¸a˜o do sistema. O valor obtido de Φ a
uma dada temperatura e´ a me´dia aritme´tica de Φ(t). Note que nas
simulac¸o˜es de Monte Carlo, o tempo na˜o tem relac¸a˜o com o tempo real
mas sim com a ordem em que as configurac¸o˜es foram geradas.
A forma como e´ feita essa mudanc¸a de configurac¸a˜o depende do
algoritmo utilizado. Alguns algoritmos mudam o estado de um s´ıtio
por vez e outros formam ilhas de s´ıtios e fazem a mudanc¸a do estado
de todos os s´ıtios do aglomerado ao mesmo tempo. Independente do
me´todo utilizado para mudar a configurac¸a˜o do sistema, e´ evidente que
a configurac¸a˜o posterior a uma mudanc¸a e´ dependente da configurac¸a˜o
anterior. Essa correlac¸a˜o entre duas configurac¸o˜es se reflete tambe´m
nos observa´veis medidos, ou seja, entre as medidas Φ(t) e Φ(t +1) ex-
iste uma correlac¸a˜o. Podemos ver tambe´m que, se a medida Φ(t + 2)
esta´ correlacionada a Φ(t +1), enta˜o tambe´m pode estar correlacionada
a Φ(t). Assim, para avaliarmos corretamente a grandeza Φ e seu re-
spectivo erro temos de tomar o cuidado de utilizarmos apenas dados
descorrelacionados.
A correlac¸a˜o entre medidas depende de va´rios fatores: modelo,
algoritmo, tamanho da rede, temperatura etc. Dada uma se´rie tem-
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poral de um observa´vel Φ(t), a func¸a˜o de correlac¸a˜o entre medidas




[Φ(t ′)−<Φ>][Φ(t ′+ t)−<Φ>]dt ′
=
∫
[Φ(t ′)Φ(t ′+ t)−<Φ>2]dt ′ (2.14)
A Eq. 2.14 e´ a func¸a˜o de correlac¸a˜o cont´ınua do observa´vel
Φ. O “tempo” em uma simulac¸a˜o estoca´stica e´ discreto e esta´ ligado
apenas a` ordem com que as configurac¸o˜es sa˜o geradas. Portanto, se


















Φ(t ′+ t) (2.15)
onde tmax e´ o nu´mero ma´ximo de dados que a se´rie do observa´vel Φ
possui. Na Fig. 2.2 e´ apresentado um gra´fico t´ıpico da func¸a˜o de cor-
relac¸a˜o de uma simulac¸a˜o utilizando um algoritmo de ilha. E´ esperado
que a correlac¸a˜o entre duas medidas decaia exponencialmente, como e´
apresentado na Fig. 2.2. Enta˜o, supo˜e-se que a func¸a˜o de correlac¸a˜o
seja do tipo:
ρ(t)∼ e−t/τ (2.16)
onde τ e´ chamado de tempo de correlac¸a˜o. Assim, da Eq. 2.16
podemos ver que dois dados tomados com uma diferenc¸a de tempo
t = τ tem uma correlac¸a˜o que e´ aproximadamente 2.72 vezes menor que
a correlac¸a˜o ma´xima. Estatisticamente, o intervalo em que dois dados
podem ser considerados descorrelacionados e´ ∆t = 2τ. Podemos mostrar
que utilizando este intervalo os erros sa˜o dados pelo desvio padra˜o das
medidas (Newman e Barkema 1999).
Existem dois me´todos para determinar o tempo de correlac¸a˜o.
Um deles e´ fazendo um gra´fico semi-log da func¸a˜o de correlac¸a˜o e real-
izando um ajuste linear conforme a Eq. 2.16. O outro me´todo tambe´m
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Figura 2.2: Gra´fico da func¸a˜o de correlac¸a˜o da magnetizac¸a˜o do modelo
de Ising de uma rede de tamanho linear L = 128 utilizando o algoritmo
de Wolff.







e−|t|/τdt = 2τ (2.17)
ou seja, o tempo de correlac¸a˜o tambe´m pode ser obtido integrando a
func¸a˜o de correlac¸a˜o normalizada. Os limites de integrac¸a˜o de −∞ ate´
∞ e´ porque assume-se que a correlac¸a˜o e´ a mesma para tempos futuros
e tempos passados. Para o caso discreto, o tempo de correlac¸a˜o medido











Na Fig. 2.3 e´ apresentado o gra´fico semi-log da func¸a˜o de cor-
relac¸a˜o da energia onde foram utilizados os dois me´todos para calcular
o tempo de correlac¸a˜o. Como pode ser observado, o tempo de corre-
lac¸a˜o calculado pelo me´todo integral (τ = 12,57) e´ ligeiramente inferior
ao medido pelo me´todo de ajuste linear (τ = 14,13). Apesar de se es-
perar que a func¸a˜o de correlac¸a˜o tenha um decaimento exponencial,
como pode ser visto na Fig. 2.3, ela na˜o e´ ta˜o bem comportada, sendo
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Ener - Tao(int)=12.57  -  Tao(incl)=14.13
L=256 - T=Tc
 ρ(τ) ~ e-t/τ
τ = 1/2+Σρ(t)
Figura 2.3: Gra´fico semi-log da func¸a˜o de correlac¸a˜o da energia para
uma rede quadrada 256x256 do modelo de Ising utilizando o algoritmo
de Wolff. Em azul e´ apresentado o tempo de correlac¸a˜o calculado
atrave´s do me´todo integral e em vermelho pelo me´todo do ajuste linear.
Os ı´ndices int e incl se referem a τ medido pelo me´todo integral e pelo
me´todo de ajuste linear, respectivamente.
que para tempos longos fica n´ıtido que na˜o apresenta o comportamento
esperado; isso se deve ao fato de que nesta regia˜o temos poucos da-
dos, ou seja, uma estat´ıstica ruim. Portanto, ao aplicar o me´todo
de ajuste linear e´ necessa´rio definir uma regia˜o onde a func¸a˜o tenha
um decaimento exponencial. Essa escolha e´ arbitra´ria e introduz uma
aproximac¸a˜o na˜o controlada no ca´lculo de τ. Fizemos diversas simu-
lac¸o˜es utilizando os mesmos paraˆmetros, mudando apenas a semente
do gerador de nu´mero aleato´rio, e calculamos a func¸a˜o de correlac¸a˜o;
observamos que o tempo de correlac¸a˜o medido por ajuste linear possu´ıa
uma flutuac¸a˜o bem maior que o me´todo integral. Por estes motivos,
neste trabalho os tempos de correlac¸a˜o sempre sera˜o calculados pelo
me´todo integral.
Entretanto, ambos os me´todos supo˜em va´lida a eq. 2.16. Este
na˜o e´ sempre o caso, como veremos adiante e como comentado nas Refs.
(Newman e Barkema 1999) e (Wansleben e Landau 1987). Segundo a
Eq. 2.16, a func¸a˜o de correlac¸a˜o apresenta apenas um tempo de cor-
relac¸a˜o. Pore´m, em alguns casos, esta func¸a˜o deve ser ajustada por
mais de uma exponencial e assim existe mais de um tempo de corre-
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lac¸a˜o associado a` func¸a˜o (Landau e Binder 2000). O tempo de corre-
lac¸a˜o utilizado deve ser sempre o maior observado. Fazer um ajuste
com mais de uma exponencial e´ um pouco complexo e como o ca´lculo
atrave´s da integral ira´ nos fornecer a soma destes tempos decidimos
na˜o nos preocupar com estes ajustes. Como veremos nos resultados, as
func¸o˜es que precisam ser ajustadas por mais de uma exponencial sa˜o
aquelas que apresentam menor tempo de correlac¸a˜o e portanto podem
ser negligenciadas.
Como ja´ foi dito, o tempo de correlac¸a˜o depende de va´rios fa-
tores; entre eles, podemos citar quatro que sa˜o os mais relevantes: al-
goritmo utilizado, modelo estudado, temperatura e tamanho linear da
rede. Uma hipo´tese e´ que exatamente na temperatura cr´ıtica o tempo
de correlac¸a˜o (τ) cresce com uma lei de poteˆncia do tipo:
τ ∼ Lz (2.19)
onde L e´ o tamanho linear da rede e z e´ chamado de expoente cr´ıtico
dinaˆmico. O valor de z so´ depende do modelo estudado e do algo-
ritmo utilizado para fazer a simulac¸a˜o. Este fenoˆmeno e´ conhecido
como “critical slowing down”. Portanto, quanto maior o tamanho
da rede, mais configurac¸o˜es devem ser geradas para se obter duas me-
didas independentes. Como o objetivo de va´rias simulac¸o˜es e´ estudar
sistemas os maiores poss´ıveis (L >> 1) e perto da temperatura cr´ıtica,
este fenoˆmeno pode tornar as simulac¸o˜es ineficientes.
Devido ao “critical slowing down”, quanto maior a rede, maior
e´ o tempo computacional necessa´rio para se obter duas configurac¸o˜es
descorrelacionadas. Existem va´rios algoritmos que visam otimizar a
simulac¸a˜o diminuindo o valor do expoente cr´ıtico dinaˆmico. O algo-
ritmo de Niedermayer (Niedermayer 1988) e´ um dos algoritmos que
visam a reduc¸a˜o do “critical slowing down”. Nosso objetivo principal
sera´ determinar qual valor de E0 minimiza este efeito. Daremos tam-
be´m atenc¸a˜o para o caso de E0 = 1 a fim de determinar se a Eq. 2.19










Mag - z=2.16 ± 0.04
Ener 
E0=-0.9
Figura 2.4: Gra´fico log-log de τ em func¸a˜o de L para a energia
(quadrado) e a magnetizac¸a˜o (c´ırculo), para E0 =−0,9.
2.4 Resultados
2.4.1 Modelo de Ising
A primeira parte deste trabalho foi feita simulando o modelo de
Ising na temperatura cr´ıtica (Tc = −2/ ln(
√
2− 1)) na rede quadrada,
para va´rios tamanhos de rede L e va´rios valores de E0 (−0,9; −0,5; 0;
0,3; 0,5; 0,7; 0,9; 1; 1,02; 1,05 e 1,1).
Na Fig. 2.4 e´ apresentado o gra´fico log-log do tempo de cor-
relac¸a˜o (τ) em func¸a˜o do tamanho da rede (L) para E0 = −0,9; tam-
be´m e´ apresentado o ajuste utilizando a Eq. 2.19 e o valor para o
expoente cr´ıtico dinaˆmico z. Para redes maiores que L = 8 o cresci-
mento do tempo de correlac¸a˜o segue de forma precisa uma lei de poteˆn-
cia. O expoente z medido para a magnetizac¸a˜o, dentro da barra de
erro, e´ consistente com o algoritmo de Metropolis (2,1665± 0,0012)
(Nightingale e Blo¨te 1996). Como foi dito anteriormente, o paraˆmetro
E0 controla o tamanho me´dio das ilhas; pore´m, como podemos ob-
servar na Fig. 2.5, o tamanho me´dio das ilhas e´ constante para
L > 8(< n >' 1,165).
Note que, para comparar diretamente com Metropolis, os tempos





onde τM e´ o tempo de correlac¸a˜o medidos em passos de Monte Carlo
por spin (unidade de tempo utilizada no algoritmo de Metropolis) e τN
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Mag - z=2.12 ± 0.03
Ener 
E0=-0.5
Figura 2.6: Gra´fico log-log de τ em func¸a˜o de L para a energia
(quadrado) e a magnetizac¸a˜o (c´ırculo), para E0 =−0,5.
e´ o tempo de correlac¸a˜o medido em em passos de Niedermayer (cada
tentativa de virar uma ilha e´ um passo de Niedermayer).
Na Fig. 2.6 e´ apresentado o gra´fico log-log de τ em func¸a˜o de L
para E0 =−0,5. O comportamento do tempo de correlac¸a˜o e´ o mesmo
observado quando E0 = −0,9. Pore´m, a curva so´ segue o comporta-
mento de lei de poteˆncia quando L> 16 e, nessa regia˜o, z = 2,12±0,02.
Na Fig. 2.7 e´ apresentado o gra´fico do tamanho me´dio da ilha em func¸a˜o
de L: novamente podemos ver uma saturac¸a˜o do tamanho me´dio das
ilhas (< n >= 2,37), a qual acontece para L > 16. Parece evidente a
relac¸a˜o entre a saturac¸a˜o de < n >, a partir de um dado L˜, e o fato de
τ obedecer a Eq. 2.19, com z sendo dado aproximadamente pelo seu
valor para Metropolis, para L > L˜.
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Mag - z=2.15 ± 0.01
Ener
E0=0.0
Figura 2.8: Gra´fico log-log de τ em func¸a˜o de L para a energia
(quadrado) e a magnetizac¸a˜o (c´ırculo), para E0 = 0,0.
Na Fig. 2.8 podemos ver outro aspecto, diferente do observado
anteriormente. Para L igual a 4 ou 8 o tempo de correlac¸a˜o da energia
e´ maior que o da magnetizac¸a˜o e em L = 16 eles sa˜o iguais. Ate´ enta˜o,
o tempo de correlac¸a˜o da magnetizac¸a˜o era sempre maior que o da
energia. A partir de L = 16 o comportamento da curva se torna igual
ao de Metropolis, com o mesmo expoente z. Tambe´m a partir deste
valor de L, < n > torna-se constante. Observando a Fig. 2.9 podemos
ver novamente que os valores de L que na˜o seguem o crescimento do
tipo lei de poteˆncia esta˜o relacionados a uma mudanc¸a no tamanho
me´dio das ilhas. Quando < n> torna-se constante observa-se, de novo,
o comportamento de Metropolis.
O comportamento do tempo de correlac¸a˜o para E0 = 0,3 e E0 =
18 2 Algoritmo de Niedermayer








Figura 2.9: Gra´fico do tamanho me´dio das ilhas < n> em func¸a˜o de L,
para E0 = 0,0.
0,5 (Fig. 2.10 e 2.11) e´ o mesmo observado em E0 = 0,0. Inicialmente o
tempo de correlac¸a˜o da energia e´ maior que o da magnetizac¸a˜o e a partir
de um dado L ha´ uma inversa˜o: o tempo de correlac¸a˜o da magnetizac¸a˜o
se torna maior e a curva assume um comportamento do tipo lei de
poteˆncia. O expoente z e´ aproximadamente o mesmo observado em
Metropolis para ambos os casos. Nas Figs. 2.12 e 2.13, podemos ver
que o comportamento do tamanho me´dio das ilhas e´ o mesmo observado
anteriormente, sendo que a saturac¸a˜o do tamanho me´dio para E0 = 0,3
ocorre em L ' 36, com < n >' 25, e para E0 = 0,5 a saturac¸a˜o ocorre
em L' 64, com < n >' 73. Novamente o comportamento diferente do
tempo de correlac¸a˜o pode ser associado a` variac¸a˜o do tamanho me´dio
da ilha. Podemos ver que a inversa˜o das curvas do tempo de correlac¸a˜o
acontece aproximadamente quando o tamanho me´dio das ilhas satura.
Nas Fig. 2.14 e 2.15 sa˜o apresentados os gra´ficos das func¸o˜es de
correlac¸a˜o para L = 8 e 128, respectivamente, para E0 = 0,3. Pode-se
notar que em ambos os casos o observa´vel com maior tempo de corre-
lac¸a˜o e´ o que tem o comportamento mais pro´ximo da forma proposta
na Eq. 2.16. Isto acontece para todos os valores de E0 estudados.
Como ja´ foi dito anteriormente, o comportamento para tempos longos,
observado na Fig. 2.15, se deve a` baixa estat´ıstica dos dados.
Tambe´m podemos perceber que ambas as func¸o˜es possuem a
mesma inclinac¸a˜o, para valores intermedia´rios de t, ou seja, se o tempo
de correlac¸a˜o fosse medido pelo ajuste linear da curva, os dois ob-
serva´veis apresentariam aproximadamente o mesmo tempo de corre-









Mag - z=2.16 ± 0.03
Ener 
E0=0.3
Figura 2.10: Gra´fico log-log de τ em func¸a˜o de L para a energia








Mag - z=2.11 ± 0.04
Ener 
Figura 2.11: Gra´fico log-log de τ em func¸a˜o de L para a energia
(quadrado) e a magnetizac¸a˜o (c´ırculo), para E0 = 0,5.








Figura 2.12: Gra´fico do tamanho me´dio das ilhas < n > em func¸a˜o de
L, para E0 = 0,3.
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Figura 2.13: Gra´fico do tamanho me´dio das ilhas < n > em func¸a˜o de
L para E0 = 0,5.













Figura 2.14: Gra´fico semi-log das func¸o˜es de correlac¸a˜o da magnetiza-
c¸a˜o e da energia, para L = 8 e E0 = 0,3.
os casos, sa˜o diferentes. Estudos anteriores (Baillie e Coddington 1991,
Edwards e Sokal 1989) do expoente cr´ıtico dinaˆmico z mostram que os
valores calculados atrave´s da integral, como na˜o sa˜o suscept´ıveis a erro
devido a` escolha da regia˜o onde a func¸a˜o tem o decaimento exponencial,
fornecem resultados melhores.
Na Fig. 2.16 podemos ver que para E0 = 0,9 o comportamento
e´ o mesmo observado nos dois casos anteriores, pore´m o ponto onde a
curva da magnetizac¸a˜o cruza com a da energia e´ em L' 512 e, pelo que
observamos anteriormente, o tamanho me´dio da ilha deve saturar neste
ponto (ver fig. 2.17). Esse tamanho ma´ximo das ilhas para E0 = 0,9 e´
< n >' 12200. Podemos inferir que os pro´ximos tempos de correlac¸a˜o
seguira˜o a Eq. 2.19; entretanto, os valores de L necessa´rios para definir
este comportamento esta˜o ale´m da nossa capacidade computacional
atual.
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Figura 2.15: Gra´fico semi-log das func¸o˜es de correlac¸a˜o da magnetiza-
c¸a˜o e da energia, para L = 128 e E0 = 0,3.
Observamos que, variando −1< E0 < 1, a partir de um determi-
nado valor de L o tamanho me´dio das ilhas (< n>) na˜o varia mais com
L. A partir deste ponto o algoritmo de Niedermayer tem um comporta-
mento ana´logo ao do algoritmo de Metropolis, apresentando inclusive
o mesmo expoente cr´ıtico dinaˆmico (para valores de L menores que o
ponto de saturac¸a˜o de < n> na˜o e´ poss´ıvel estabelecer uma lei ta˜o sim-
ples como a Eq. 2.19 para o comportamento do tempo de correlac¸a˜o).
Tambe´m observou-se que, enquanto ha´ uma mudanc¸a em < n >, a en-
ergia possui sempre o maior tempo de correlac¸a˜o. Na˜o existe nenhum
valor de E0 entre −1 e 1 que fac¸a com que o algoritmo de Nieder-
mayer seja mais eficiente que o de Wolff (E0 = 1), pois para valores de
L suficientemente grandes o algoritmo de Niedermayer se comporta ex-
atamente como o de Metropolis. Podemos interpretar qualitativamente
este resultado atrave´s da saturac¸a˜o de < n >: ja´ que esta grandeza as-
sume um valor ma´ximo, na˜o importando o quanto L cresc¸a, o tamanho
me´dio da ilha virada fica, relativamente a L, cada vez menor. Este
comportamento faz com que o algoritmo esteja na mesma classe de
universalidade dinaˆmica do algoritmo de Metropolis.
Agora chegamos ao valor de E0 = 1. Como vimos anteriormente,
este valor de E0 e´ equivalente ao algoritmo de Wolff. O comportamento
cr´ıtico dinaˆmico do algoritmo de Wolff ja´ foi muito estudado anterior-
mente (Baillie e Coddington 1991). Resolvemos discutir este caso es-
pecial para testar o nosso programa e melhorar os dados dispon´ıveis
acerca do algoritmo de Wolff, ja´ que, devido a` melhoria da capacidade
computacional, em relac¸a˜o a trabalhos anteriores, podemos ir a redes
muito maiores.










Figura 2.16: Gra´fico log-log de τ em func¸a˜o de L da energia (quadrado)
e da magnetizac¸a˜o (c´ırculo), para E0 = 0,9.











Figura 2.17: Gra´fico do tamanho me´dio das ilhas < n > em func¸a˜o de









Ajuste - τ ~A*ln(L)
E0=1.0 (Wolff)
Figura 2.18: Gra´fico log-log de τ em func¸a˜o de L da energia (quadrado)
e da magnetizac¸a˜o (c´ırculo), para E0 = 1,0. A curva vermelha e´ uma
tentativa de ajuste do tipo lei de poteˆncia e em azul um ajuste do tipo
logar´ıtmico.
Os trabalhos que estudam o comportamento cr´ıtico dinaˆmico
do algoritmo de Wolff na˜o apresentam um consenso sobre o valor de
z. Para alguns ele e´ pequeno e para outros ele obedece uma lei de
crescimento do tipo logar´ıtmica. Essa discordaˆncia nos valores de z
medidos provavelmente se deve ao observa´vel utilizado na medida ou a
na˜o ter-se atingido valores de L grandes o suficiente para verificarmos
a dependeˆncia assinto´tica com esta grandeza. Como o algoritmo de
Wolff e´ um caso especial do algoritmo de Niedermayer (E0 = 1) fizemos
simulac¸o˜es ate´ L = 4096 para este valor de E0, a fim de estudar o com-
portamento dinaˆmico daquele algoritmo. Tomamos o cuidado de obter
os dados com boa precisa˜o para que pude´ssemos verificar se a lei que
rege o tempo de correlac¸a˜o, para este algoritmo, e´ do tipo logar´ıtmica
ou de poteˆncia.
Na Fig. 2.18 podemos ver o gra´fico log-log do tempo de cor-
relac¸a˜o em func¸a˜o L para E0 = 1,0. Quando se quer obter dados de-
scorrelacionados se deve sempre utilizar o maior tempo de correlac¸a˜o,
portanto, para este caso, nos concentramos em analisar a curva do
tempo de correlac¸a˜o da energia. Ale´m disso, conforme ja´ observamos,
a grandeza termodinaˆmica com maior tempo de correlac¸a˜o e´ a que mel-
hor se adapta a` Eq. 2.16. A curva vermelha e´ uma tentativa de ajuste
seguindo a Eq. 2.19. Fica evidente que essa equac¸a˜o na˜o e´ o melhor
ajuste para o comportamento do tempo de correlac¸a˜o. Na curva azul
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foi proposto um ajuste do tipo logar´ıtmico:
τ ∼ B∗ ln(L) , (2.21)
Como podemos ver, este ajuste logar´ıtmico e´ igualmente inadequado.
Note que os pontos L = 4 e L = 16 foram exclu´ıdos do ajuste pois para
redes pequenas espera-se que haja efeitos de escala finita, desviando o
resultado do comportamento esperado.
Coddington e Baillie (Coddington e Baillie 1992, Baillie e Coddington 1991)
estudaram o comportamento dinaˆmico do algoritmo de Wolff simulando
o mesmo modelo que utilizamos neste trabalho. Contudo, a maior
rede simulada naquele trabalho foi L = 512. Conclu´ıram enta˜o que na˜o
era poss´ıvel determinar qual ajuste era mais apropriado. Vemos que,
ate´ L = 512, o nosso resultado e´ o mesmo obtido por eles: a curva se
ajusta bem a`s duas leis. Pore´m, simulando redes maiores foi poss´ıvel
observar que nenhuma das duas leis e´ boa o suficiente para descrever
o comportamendo de τ em func¸a˜o de L.
No intuito de buscar uma soluc¸a˜o para o problema, propomos
dois tipos de ajustes. O primeiro ajuste foi pensado lembrando que
na˜o havia um consenso entre uma lei do tipo poteˆncia e uma lei do tipo
logar´ıtmica. Enta˜o sugerimos um comportamento do tipo poteˆncia do
logaritmo:
τ ∼ B∗ ln(L)w +C (2.22)
Tambe´m tentamos um outro ajuste, pensando na possibilidade
da lei de poteˆncia na˜o se ajustar bem por um efeito de escala finita, ou
seja, quando L na˜o e´ suficientemente grande, pode haver um pequeno
desvio da lei de poteˆncia pura, Eq.2.19, sendo necessa´ria uma correc¸a˜o
a` lei de escala:
τ ∼ a∗Lz(1+ b∗Lc) (2.23)
Na Fig. 2.19 vemos as duas tentativas de ajuste para
τ da energia, todos feitos utilizando o programa GNUPLOT
(Crawford et al. 2006). O ajuste do tipo poteˆncia do logaritmo
descreve bem a curva, inclusive para os valores de L pequenos (≤ 16).
A forma do tipo correc¸a˜o de escala se ajusta bem mas falha para
L = 4. O comportamento de τ em func¸a˜o de L, na temperatura cr´ıtica,
parece ser melhor descrito pela Eq. 2.22. Numa ana´lise superficial,
entretanto, fica dif´ıcil definir qual dos dois ajustes e´ melhor.







Ajuste 1 - τ=a+b*[log(L)]w
Ajuste 2 - τ=a*Lz(1+b*Lc)
Ajuste 2
a=2 ± 92 
z=0.4 ± 1 
b=-0.7 ± 17 







Figura 2.19: Gra´fico log-log de τ em func¸a˜o de L, para a energia para
E0 = 1,0. A curva vermelha e´ uma tentativa de ajuste do tipo correc¸a˜o
de escala e em azul um ajuste do tipo poteˆncia do logaritmo.
nica. O primeiro deles e´ o que chamamos de Chi/NDF , que e´ o valor
do chi quadrado dividido pelo nu´mero de graus de liberdade do ajuste.








onde Oi e´ o i-e´simo valor observado e Ei e´ o valor esperado. O nu´mero
de graus de liberdade e´ a diferenc¸a entre o nu´mero de pontos obser-
vados e o nu´mero de paraˆmetros a serem ajustados. Como podemos
ver, o ajuste do tipo poteˆncia do logaritmo possui o menor Chi/NDF .
Isso significa que a distaˆncia entre a curva e os pontos e´ menor que
para o ajuste do tipo correc¸a˜o de escala. O segundo fator sa˜o os erros
associados a`s varia´veis; no ajuste com correc¸a˜o de escala, os erros sa˜o
maiores que o pro´prio valor. Isso significa que o programa na˜o con-
segue decidir direito qual o valor correto, sugerindo que aqueles valores
devem ser descartados. Assim, optamos pelo ajuste do tipo poteˆncia
do logaritmo que e´ o melhor entre as duas possibilidades propostas. O
expoente w obtido foi 1,50±0,03. Estou utilizando outro s´ımbolo pois
este expoente, apesar de ser um expoente dinaˆmico cr´ıtico, na˜o segue
a mesma lei da Eq. 2.19.
Uma das caracter´ısticas importantes do algoritmo do Wolff e´
que o tamanho me´dio das ilhas (< n >) pode ser relacionado com a






Ajuste - γ/υ=1.7500  ± 0.0001
Figura 2.20: Gra´fico de < n > em func¸a˜o de L, para E0 = 1,0.
suceptibilidade (χ) do modelo de Ising, por (Newman e Barkema 1999):
χ = β < n >, (2.25)
onde β = 1/kBT , para T ≥ Tc. Mas a suceptibilidade, na temperatura
cr´ıtica, se comporta como:
χ ∼ L γν , (2.26)
onde γ e´ o expoente cr´ıtico da suscetibilidade e ν e´ o expoente cr´ıtico
do comprimento de correlac¸a˜o. Assim, temos que:
< n >∼ L γν (2.27)
Podemos enta˜o testar a qualidade dos nossos dados obtendo o
expoente γ/ν das nossas simulac¸o˜es e comparando-o com γ/ν = 7/4, que
e´ conhecido exatamente para o modelo de Ising em duas dimenso˜es.
Na Fig. 2.20 e´ apresentado o gra´fico de < n > em func¸a˜o de
L para E0 = 1,0 (algoritmo de Wolff). A curva vermelha e´ o ajuste
utilizando a Eq. 2.27. Obtemos γ/ν = 1,7500± 0,0001, que concorda
muito bem com o valor exato da relac¸a˜o.
Finalmente, veremos se existe um valor de E0 > 1 que torne o
algoritmo mais eficiente que o de Wolff, no que se refere ao ”critical
slowing down”. Sabemos que, se E0→∞, todos os s´ıtios sera˜o adiciona-
dos a` ilha e toda a rede sera´ virada. Portanto, se houver um valor
melhor que E0 = 1, espera-se que ele na˜o seja muito maior que 1.
Na Fig. 2.21 e´ apresentado o gra´fico log-log de τ em func¸a˜o de









Figura 2.21: Gra´fico log-log de τ em func¸a˜o de L para a energia
(quadrado) e a magnetizac¸a˜o (c´ırculo), para E0 = 1,1
tempo de correlac¸a˜o (para L = 256, τE = 13,9 e τm = 37,8) muito maiores
que os apresentados para o algorito de Wolff (τE = 3,2 e τm = 1,9,
tambe´m para L = 256). Mais ainda, o crescimento de τ com L para
E0 = 1,1 e´ bem mais pronunciado que para Wolff.
Ainda testamos se existe um valor de E0 < 1,1 que otimize o
algoritmo. Para isto, utilizamos o valor E0 = 1,02. Na Fig. 2.22 e´
apresentado o gra´fico log-log de τ em func¸a˜o de L para a energia e
a magnetizac¸a˜o, para este valor de E0. De novo, tanto a magnetiza-
c¸a˜o quanto a energia apresentam tempo de correlac¸a˜o (para L = 1024,
τE = 5,0 e τm = 4,9) maiores que os apresentados para o algoritmo de
Wolff (τE = 4,2 e τm = 2,2 para o mesmo L). A diferenc¸a do τ entre os
dois algoritmos, para este valor de E0, e´ menor que para E0 = 1,1 como
esperado; contudo, o algoritmo de Wolff ainda e´ melhor. Portanto, se
existir um valor de E0 que otimize o algoritmo de Niedermayer ele deve
estar entre 1,0< E0 < 1,02. Pelo comportamento de τ para a magneti-
zac¸a˜o, podemos inferir ainda que o tempo de correlac¸a˜o aumenta com
L de forma mais ra´pida do que para Wolff.
2.4.2 Modelo XY
Originalmente, o trabalho publicado por Niedermayer se referia a
um algoritmo aplicado ao modelo XY. Em seu trabalho, ele comparou a
eficieˆncia do algoritmo proposto com o de Metropolis, ambos aplicados a
este modelo. A fim de poder comparar com o trabalho de Niedermayer,
fizemos simulac¸o˜es tambe´m para o modelo XY.
No modelo XY cla´ssico as varia´veis de spins sa˜o vetores unita´rios








Figura 2.22: Gra´fico log-log de τ em func¸a˜o de L para a energia
(quadrado) e a magnetizac¸a˜o (c´ırculo), para E0 = 1,02.
bidimensionais, com o hamiltoniano dado por:
HXY =−J ∑
<i j>
~Si · ~S j , (2.28)
onde ~Si = cos(θi)ıˆ + sen(θi) jˆ e´ o vetor unita´rio do s´ıtio i e θi e´ o aˆngulo
que o vetor Si faz com um eixo x arbitra´rio.
Ao contra´rio do modelo de Ising, o modelo XY possui duas com-
ponentes da magnetizac¸a˜o, uma na direc¸a˜o x (Mx) e outra na direc¸a˜o y
(My) (as direc¸o˜es x e y sa˜o escolhidas arbitrariamente). Devido a` sime-
tria do modelo, o tempo de correlac¸a˜o pode ser calculado para qualquer
uma das direc¸o˜es. Portanto, quando falamos em tempo de correlac¸a˜o
da magnetizac¸a˜o estaremos utilizando a magnetizac¸a˜o ao quadrado M2,
onde M2 = M2x + M
2
y , onde Mx = ∑i Sxi . Para o tempo de correlac¸a˜o da
energia, o procedimento e´ o mesmo utilizado no modelo de Ising.
O algoritmo de Niedermayer recebe algumas modificac¸o˜es
quando aplicado ao modelo XY. Primeiramente, e´ escolhida uma di-
rec¸a˜o aleato´ria nˆ e um s´ıtio Si. Enta˜o, os vizinhos de Si sa˜o adicionados
a` ilha com a probabilidade:
Padd =
{
1− e−βJ(~si·nˆ).(~s j ·nˆ).(1+E0), se Ei j < E0
0 , se Ei j ≥ E0 (2.29)
Assim, um s´ıtio j so´ e´ adicionado a` ilha se ele possuir uma com-











Figura 2.23: Gra´fico log-log de τ em func¸a˜o de L para a energia
(quadrado) e a magnetizac¸a˜o (c´ırculo), para E0 = −1,0 (algoritmo de
Metropolis).
s´ıtio i. O processo e´ repetido para todos os s´ıtios vizinhos de cada s´ıtio
pertencente a` ilha. Apo´s a ilha ser formada todos os s´ıtios sofrem uma
mudanc¸a de direc¸a˜o. A mudanc¸a e´ feita refletindo o vetor em relac¸a˜o
ao eixo perpendicular a nˆ. O novo aˆngulo de cada s´ıtio, θs′ , e´ dado por:
θs′ =−θs +2θn−pi (2.30)
onde θs e´ o aˆngulo do vetor antes de ser virado e θn e´ o aˆngulo do vetor
nˆ, todos em relac¸a˜o a um dado eixo.
Apo´s todos os s´ıtios serem “virados”, e´ calculada a nova energia
do sistema. A nova configurac¸a˜o e´ aceita de acordo com:




2 β (1−E0), se ∆E > 0
1 , se ∆E ≤ 0 (2.31)
Se a nova configurac¸a˜o na˜o for aceita, todos os s´ıtios retornam para
o estado original. Informac¸o˜es mais detalhadas e a prova do balanc¸o
detalhado do modelo XY sa˜o apresentadas no Apeˆndice A.
Utilizando como base o comportamento observado para o mod-
elo de Ising, escolhemos fazer simulac¸o˜es em cinco valores de E0 (−1,0;
−0,5; 0,0 e 1,0) e apenas com estes pontos foi poss´ıvel observar
que o comportamento do algoritmo no modelo XY e´, qualitativa-
mente, o mesmo observado no modelo de Ising. Todas as simulac¸o˜es
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Figura 2.24: Gra´fico log-log de τ em func¸a˜o de L para a energia
(quadrado) e a magnetizac¸a˜o (c´ırculo), para E0 =−0,5.
foram feitas na temperatura Tc = 0,8865± 0,0015 que era a tempe-
ratura de transic¸a˜o mais precisa da transic¸a˜o de Kosterliz-Thouless
(Weber e Minnhagen 1988) quando fizemos o trabalho. Atualmente
a temperatura cr´ıtica mais precisa obtida para o modelo XY e´
Tc = 0,8930± 0,0009 (Butera e Pernici 2008). Apesar de na˜o termos
simulado na melhor temperatura cr´ıtica estimada para o modelo, a
diferenc¸a e´ de apenas 0,7%, pequena o suficiente para considerarmos
que estamos na regia˜o de escala.
O primeiro valor E0 = −1,0, como ja´ vimos, tem o comporta-
mento do algoritmo de Metropolis. Realizamos esta simulac¸a˜o para
obter o expoente dinaˆmico do algoritmo, ja´ que na˜o existe nenhum reg-
istro deste valor na literatura. Na Fig.2.23 e´ apresentado o gra´fico do
tempo de correlac¸a˜o contra o tamanho linear, como podemos ver na
figura o expoente dinaˆmico e´ z = 1,89± 0,03. A maior rede simulada
foi L = 64; como na˜o esta´vamos interessados no algoritmo de Metropo-
lis, na˜o nos preocupamos em obter um valor preciso z. Este valor serve
apenas para termos uma noc¸a˜o do comportamento do algoritmo de
Niedermayer.
Nas Fig. 2.24 e 2.25 observamos o gra´fico log-log de τ contra
L para E0 = −0,5 e E0 = 0,0, respectivamente. Podemos ver que o
comportamento das curvas e´ o mesmo observado no modelo de Ising.
A partir de um dado valor de L a curva segue aproximadamente um
crescimento do tipo lei de poteˆncia (Eq. 2.19). Observando as Fig.2.26
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Figura 2.25: Gra´fico log-log de τ em func¸a˜o de L para a energia
(quadrado) e a magnetizac¸a˜o (c´ırculo), para E0 = 0,0.










Figura 2.26: Gra´fico de < n > em func¸a˜o de L para E0 =−0,5.
no tamanho me´dio das ilhas e a partir deste ponto o algoritmo apresenta
o mesmo comportamento da Eq. 2.19, com z = 1,88±0,05, para E0 =
−0,5, e z = 1,915± 0,004, para E0 = 0,0. Considerando as barras de
erro estes valores sa˜o iguais aos obtidos no algoritmo de Metropolis.
O teste seguinte foi para E0 = 1,0, onde o algoritmo de Nieder-
mayer se comporta como o algoritmo de Wolff. O comportamento do
algoritmo apresentou algumas peculiaridades. Como podemos ver na
figura 2.28 , enquanto o tempo de correlac¸a˜o da energia cresce com
L o tempo de correlac¸a˜o da magnetizac¸a˜o diminui com L. Edwards e
Sokal (Edwards e Sokal 1989) obtiveram o mesmo resultado simulando
o mesmo sistema com o algoritmo de Wolff misto. Na Fig.2.28 tam-
be´m e´ apresentado o ajuste da Eq. 2.22. Como podemos ver a curva
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Figura 2.27: Gra´fico de < n > em func¸a˜o de L para E0 = 0,0.
se ajustou muito bem aos dados e o expoente obtido foi muito menor
que o observado no modelo de Ising, w = 0,36±0,12. Acreditamos que
neste caso, o motivo para termos erros grandes e´ o baixo nu´mero de
pontos.
Na Fig. 2.29 apresentamos o gra´fico log-log de < n > em func¸a˜o
de L e observamos que < n > cresce como uma lei de poteˆncia de L e
que na˜o ha´ nenhum ind´ıcio de que < n > ira´ saturar. Observamos que
a inclinac¸a˜o da curva e´ 1,745± 0,009 , o mesmo valor esperado para
γ/ν ' 2−η = 7/4 para o modelo XY.
2.5 Concluso˜es e Perspectivas
Estudando detalhadamente o algoritmo de Niedermayer pode-
mos ver que, no intervalo −1<E0< 1 e para L suficientemente grande, o
algoritmo se comporta exatamente como um algoritmo local (Metropo-
lis). Isso porque, a partir de determinado valor de L, o tamanho me´dio
das ilhas formadas satura. Este efeito e´ observado tanto no modelo de
Ising quanto no modelo XY. Com E0 > 1 o algoritmo na˜o apresentou
nenhuma vantagem sobre o algoritmo de Wolff, aplicado ao modelo de
Ising.
Apresentamos ainda resultados para E0 = 1 (algoritmo de Wolff).
A Eq. 2.19 e´ uma lei emp´ırica, na˜o existe ca´lculo teo´rico que mostre que
o crescimento do tempo de correlac¸a˜o deva ser uma lei de poteˆncia de L.
Na literatura na˜o existe um consenso se o algoritmo de Wolff realmente
segue a lei de poteˆncia, com z ≈ 0, ou uma lei logar´ıtmica. Com este
trabalho foi poss´ıvel mostrar que nenhuma das duas descreve bem o







Ajuste 1 - τ=a*log(L)w+c
Ajuste 1 
a=1.4 ± 0.7 
w=0.36 ± 0.12 
c=1.4 ± 0.7 
Chi/NDF=0.0008
Figura 2.28: Gra´fico log-log de τ em func¸a˜o de L da energia (quadrado)
e da magnetizac¸a˜o (c´ırculo), para E0 = 1,0. A curva vermelha e´ o











Figura 2.29: Gra´fico de < n > em func¸a˜o de L para E0 = 1,0.
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comportamento do algoritmo. O melhor ajuste foi feito utilizando-se
uma lei do tipo poteˆncia do logaritmo (Eq. 2.22). Para o modelo
de Ising o expoente obtido foi w = 1,50± 0,02 e para o modelo XY
obtivemos w = 0,36± 0,12. (E´ nossa intenc¸a˜o aplicar o algoritmo de
Niedermayer a modelos que apresentam frustrac¸a˜o, a fim de determinar
se as barreiras de potencial sa˜o ultrapassadas de forma mais eficiente.)
3 COMPORTAMENTO CRI´TICO DE SISTEMAS APER-
IO´DICOS.
Neste cap´ıtulo iremos revisar brevemente o modelo de Potts, o
me´todo de escala de sistemas de tamanho finito (FSS -“Finite-size scal-
ing”) e discutir sobre sequ¨eˆncias aperio´dicas e os efeitos de interac¸o˜es
aperio´dicas em transic¸o˜es de fase. O objetivo geral desta parte e´ discu-
tir o efeito da introduc¸a˜o de modulac¸o˜es aperio´dicas em sistemas que
apresentam transic¸o˜es de primeira ordem na sua versa˜o homogeˆnea.
3.1 Modelo de Potts
O modelo de Potts foi proposto em 1952 (Potts e Domb 1952) e
pode ser visto como uma generalizac¸a˜o do modelo de Ising para mais
de dois estados; ale´m disto, modela diferentes sistemas f´ısicos para di-
ferentes valores de q (definido a seguir). Neste modelo, cada s´ıtio pode
assumir q (= 1, 2, 3...q) estados e o hamiltoniano e´ dado por:
H =− ∑
<i j>
Ji jδsis j (3.1)
onde δsis j e´ a delta de Kronecker (δsis j = 1 se si = s j e i e j e < i j >
significa que a soma e´ feita sobre todos os pares de s´ıtios primeiros viz-
inhos em uma dada rede. Em geral J e´ o mesmo para todos os pares
de s´ıtios, mas em alguns casos, como na existeˆncia de interac¸o˜es aperi-
o´dicas, ele pode variar de acordo com a ligac¸a˜o. Podemos ver que para
q = 2 re-obtemos o modelo de Ising; para q = 1, por exemplo, e´ obtido
o problema de percolac¸a˜o por ligac¸o˜es (Saleur e Duplantier 1987).
No caso de Ising, a magnetizac¸a˜o e´ obtida fazendo a soma do
estado de todos os s´ıtios e dividindo-se pelo nu´mero de s´ıtios da rede
(N) e este e´ o paraˆmetro de ordem do modelo. Na fase ordenada m 6= 0
e na desordenada m = 0. A fim de quebrar a simetria em simulac¸o˜es
de sistemas finitos (de tamanho linear L), o paraˆmetro de ordem nestes
procedimentos e´ tomado com mL = |m| e na˜o m (este u´ltimo e´ sempre
nulo para redes finitas sem campo). Para o modelo de Potts a analogia
na˜o e´ ta˜o imediata, mas podemos pensar que cada um dos q estados
corresponde a um vetor em uma direc¸a˜o e que todos esta˜o igualmente
espac¸ados (Wu 1982). Assim, e´ fa´cil ver que para q = 2 o modelo de
Potts retoma o modelo de Ising. Para o modelo de Potts, o paraˆmetro
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onde ρσ e´ a densidade de s´ıtios no estado σ e maxσ [ρσ ] e´ a densidade
do estado de maior densidade. Da mesma forma que para Ising, a fase
ordenada se da´ quando mL 6= 0 e a desordenada quando mL = 0. A
susceptibilidade magne´tica e´ calculada de forma usual:
χL(T ) = βN(< m2L >−< mL >2) (3.3)
onde β = 1/kBT , N e´ o nu´mero de s´ıtios do sistema e mL e´ o paraˆmetro
de ordem (magnetizac¸a˜o).
O modelo de Potts ja foi estudado em va´rias dimenso˜es e com
va´rios valores de q, inclusive para valores de q na˜o inteiros. Uma pe-
culiaridade do modelo e´ que existe um valor de qc acima do qual as
trasic¸o˜es de fase sa˜o de primeira ordem, enquanto abaixo deste valor as
transic¸o˜es sa˜o cont´ınuas. O valor de qc varia com a dimensionalidade
(d) do sistema; na Fig. 3.1 podemos ver o valor de qc como func¸a˜o
de d. Como podemos ver, qc = 4 para d = 2, ou seja, para qualquer
valor de q > 4 a transic¸a˜o sera´ de primeira ordem. Quanto maior o
valor de q− qc, mais forte sera´ a transic¸a˜o, deixando mais evidente a
descontinuidade no paraˆmetro de ordem.
3.2 Transic¸o˜es de fase e comportamento cr´ıtico
Transic¸o˜es de fase sa˜o caracterizadas por singularidades na en-
ergia livre do sistema. Em geral, essa singularidade pode ser observada
como uma mudanc¸a acentuada em alguma grandeza termodinaˆmica do
sistema. A grandeza que caracteriza a transic¸a˜o de fase e´ denominada
de paraˆmetro de ordem, pois indica se o sistema apresenta-se no estado
ordenado.
No caso de sistemas ferromagne´ticos o paraˆmetro de ordem e´
justamente a magnetizac¸a˜o do sistema. Na transic¸a˜o de fase, o sistema
passa do estado ferromagne´tico (|m|> 0) para o estado paramagne´tico
(m = 0). Quando esta passagem se da´ com o paraˆmetro de ordem
indo a zero continuamente, diz-se que esta transic¸a˜o e´ cont´ınua (ou,
em alguns casos, de segunda ordem); se o paraˆmetro de ordem tem
uma descontinuidade no ponto de transic¸a˜o, diz-se que esta transic¸a˜o
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Figura 3.1: Valor de qc como func¸a˜o de d obtido atrave´s de ca´l-
culos de grupo de renormalizac¸a˜o variacional. Figura extra´ıda de
(Nienhuis, Riedel e Schick 1981).
e´ de primeira ordem. Em outras palavras, nas transic¸o˜es de primeira
ordem ha´ uma descontinuidade na magnetizac¸a˜o e, nessas transic¸o˜es,
ha´ coexisteˆncia de fases. Na Fig. 3.2 e´ mostrado o comportamento da
magnetizac¸a˜o para as transic¸o˜es de primeira e segunda ordem (azul e
vermelho, respectivamente).
Na proximidade da transic¸a˜o de fase cont´ınua, todas as grandezas
termodinaˆmicas apresentam um comportamento do tipo lei de poteˆncia.





onde Tc e´ a temperatura onde ha´ a transic¸a˜o de fase, chamada de tem-
peratura cr´ıtica, para sistemas de transic¸a˜o cont´ınua, e tempera-
tura de transic¸a˜o, para sistema de transic¸a˜o de primeira ordem. To-
das as grandezas termodinaˆmicas podem, em geral, ser escritas como
leis de poteˆncia pro´ximo a um ponto de transic¸a˜o cont´ınua. Na Tabela
3.1 sa˜o apresentadas as grandezas termodinaˆmicas relevantes para o
modelo de Potts com seus respectivos expoentes cr´ıticos, onde H e´ um
campo externo (no caso, uniforme), o qual privilegia um dos q estados;





Figura 3.2: Representac¸a˜o das transic¸o˜es de primeira ordem (curva
azul) e cont´ınua (curva vermelha).
Magnetizac¸a˜o a campo zero m ∝ (−t)β
Calor espec´ıfico a campo zero CH ∝ |t|−α
Suscetibilidade isote´rmica a campo zero χT ∝ |t|−γ
Comprimento de correlac¸a˜o ξ ∝ |t|−ν
Tabela 3.1: Algumas grandezas termodinaˆmicas e seus respectivos ex-
poentes cr´ıticos.
Estas relac¸o˜es so´ sa˜o va´lidas no limite t → 0, ou seja, muito
pro´ximo de Tc e para transic¸o˜es cont´ınuas. Este fenoˆmeno e´ conhecido
como comportamento cr´ıtico. Observa-se que os valores dos expoentes
cr´ıticos na˜o dependem de detalhes microsco´picos dos sistema, mas ape-
nas de algumas caracter´ısticas globais: dimensionalidade, simetria do
paraˆmetro de ordem, alcance da interac¸a˜o etc. Assim, observa-se que
muitos sistemas f´ısicos, a princ´ıpio diversos, apresentam os mesmos ex-
poentes cr´ıticos. O conjunto de expoentes cr´ıticos de um sistema e´
chamado de classe de universalidade; quando dois sistemas apresentam
os mesmos expoentes cr´ıticos, diz-se que eles pertencem a` mesma classe
de universalidade.
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3.3 Sequ¨eˆncias aperio´dicas
Sequ¨eˆncias aperio´dicas sa˜o sequ¨eˆncias que na˜o apresentam uma
periodicidade, ou seja, na˜o se pode definir uma pequena frac¸a˜o da se-
qu¨eˆncia que se repita ao longo de toda a sequ¨eˆncia. Uma forma de
definir sequ¨eˆncias aperio´dicas e´ atrave´s de regras de substituic¸a˜o deter-
min´ısticas, que definiremos a seguir.
3.3.1 Criac¸a˜o de sequ¨eˆncias aperio´dicas
Estas sequeˆncias podem ser expressas atrave´s de um ordena-
mento de “letras” de um “alfabeto”. Vamos tomar como exemplo uma
sequ¨eˆncia que apresenta apenas duas letras, A e B. A regra de substi-
tuic¸a˜o e´ aplicada a cada letra da sequ¨eˆncia a partir de um determinado
esta´gio inicial (usualmente tomado como a letra A):
ζ (A)→ AvBl ,
ζ (B)→ AuBh . (3.5)
onde v, l, u e h sa˜o paraˆmetros que informam quantas letras de cada
tipo aparecera˜o apo´s a aplicac¸a˜o da regra. Vamos tomar como exemplo
v = 1, l = 1, u = 2 e h = 0. Assim, toda vez que a regra for aplicada a
uma letra A ou B, ira´ gerar, respectivamente:
ζ (A)→ AB ,
ζ (B)→ AA . (3.6)
As sequeˆncias obtidas pela aplicac¸a˜o sucessiva destas regras






Propriedades de uma regra de substituic¸a˜o podem ser descritas
pela chamada matriz de substituic¸a˜o. Esta, para um sistema de duas
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onde Nnα e´ o nu´mero de letras α no esta´gio n de construc¸a˜o da palavra
e Nα(β ) e´ o nu´mero de letras α geradas ao aplicar a regra na letra β .












O nu´mero de letras da sequeˆncia e´ dado, enta˜o por N ∼ λ n1 , para
n >> 1, onde n e´ o nu´mero de vezes que a regra de substituic¸a˜o e´
aplicada e λ1 e´ o maior autovalor de M . Uma grandeza importante
no estudo de sequ¨eˆncias aperio´dicas e´ a chamada flutuac¸a˜o. Define-se
flutuac¸a˜o como:
g = |NA(α)n+1− pAN| (3.11)
onde NA(α)n+1 e´ o nu´mero de letras A geradas ao se aplicar a regra
n + 1 vezes a` semente α = A e pA e´ a probabilidade de ocorreˆncia da
letra A, em uma sequ¨eˆncia infinita, e N e´ o nu´mero total de letras na
palavra apo´s n +1 iterac¸o˜es. Podemos escrever a flutuac¸a˜o como uma
lei de poteˆncia, assim:
g ∝ Nω , N 1, (3.12)
onde ω e´ o expoente de flutuac¸a˜o da sequ¨eˆncia. Podemos mostrar que





onde λ2 e´ o segundo maior autovalor da matriz de substituic¸a˜o M .
3.3.2 Crite´rio de Harris-Luck
Existem va´rios estudos sobre a influeˆncia da introduc¸a˜o de inter-
ac¸o˜es aperio´dicas no comportamento cr´ıtico de sistemas. Nestes mod-
elos aperio´dicos, as constantes de troca, JA e JB, variam, em uma dada
direc¸a˜o, de acordo com a sequeˆncia aperio´dica.
Observa-se que algumas sequeˆncias aperio´dicas de interac¸o˜es po-
dem mudar a classe de universalidade do sistema. O crite´rio de Harris-
Luck determina quando uma sequ¨eˆncia altera a classe de universalidade
(chamada de sequ¨eˆncia relevante) e quando na˜o altera (chamada de se-
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qu¨eˆncia irrelevante). Define-se o expoente de cruzamento (“crossover”)
como:
φ = 1+ daν(ω−1) (3.14)
onde da e´ o nu´mero de dimenso˜es onde a sequ¨eˆncia atua, ν e´ o expoente
cr´ıtico associado ao comprimento de correlac¸a˜o do modelo uniforme e
ω e´ o expoente de flutuac¸a˜o da sequ¨eˆncia aperio´dica. Enta˜o, se φ > 0
a sequ¨eˆncia e´ relevante, ou seja, muda a classe de universalidade do
sistema, em relac¸a˜o ao modelo uniforme. Se φ < 0, a sequ¨eˆncia e´ ir-
relevante e na˜o altera a classe de universalidade do sistema, ou seja,
os expoentes cr´ıticos do modelo aperio´dico sa˜o os mesmos do modelo
homogeˆneo. Quando φ = 0 diz-se que a sequ¨eˆncia e´ marginal. Resul-
tados nume´ricos aproximados indicam que para sequeˆncias marginais
o modelo aperio´dico apresenta expoentes dependentes da raza˜o JA/JB
(Faria 2006).
Como podemos ver na Eq. 3.14, a mudanc¸a da classe de uni-
versalidade na˜o depende apenas da sequ¨eˆncia aperio´dica utilizada mas
tambe´m do modelo, atrave´s de ν . Para modelos com transic¸a˜o de
primeira ordem podemos utilizar ν = 1/d onde d e´ a dimensa˜o do sis-
tema (Fisher e Berker 1982).
Berche e colaboradores (Chatelain, Berche e Berche 1999)
mostraram que, quando sa˜o adicionadas interac¸o˜es aperio´dicas re-
levantes, o modelo de Potts de 8 estados deixa de ter uma transic¸a˜o de
primeira ordem, mudando-a para uma transic¸a˜o de segunda ordem, de
acordo com o crite´rio de Harris-Luck. Entretanto, resultados ana´logos
para desordens aleato´rias indicam que a nova classe de universali-
dade pode depender do nu´mero de estados q do modelo de Potts
(Cardy e Jacobsen 1997, Jacobsen e Cardy 1998).
O nosso interesse esta´ voltado para as sequ¨eˆncias relevantes
(φ > 0). Portanto, para o modelo de Potts de 6 e 15 estados e em duas
dimenso˜es (ν = 1/2 ) vamos trabalhar com sequ¨eˆncias onde w > −1.
Tambe´m utilizaremos uma sequeˆncia irrelevante para verificar se o
nosso me´todo e´ capaz de diferenciar a mudanc¸a na classe de universal-
idade de forma efetiva e testar para mais casos a aplicac¸a˜o do crite´rio
de Harris-Luck a transic¸o˜es de primeira ordem.
3.4 Escala de tamanho finito
Simulac¸o˜es computacionais, necessariamente, lidam com sis-
temas de tamanho finito. Quando o sistema se aproxima da transic¸a˜o
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de fase cont´ınua ou de primeira ordem, esse tamanho finito pode
esconder efeitos u´nicos que so´ acontecem no limite termodinaˆmico.
Portanto, se queremos obter informac¸o˜es quantitativas do sistema
no limite termodinaˆmico, e´ preciso saber interpretar os dados obti-
dos atrave´s de simulac¸o˜es de redes finitas e extrapolar para o limite
termodinaˆmico.
O me´todo que nos permite obter informac¸o˜es do sistema no limite
termodinaˆmico utilizando as simulac¸o˜es de sistemas finitos e´ o me´todo
de escala de tamanho finito (FSS, do ingleˆs “finite-size scaling”). Na˜o
iremos nos ater a`s deduc¸o˜es do me´todo de FSS e iremos passar direto
para a sua aplicac¸a˜o no estudo de transic¸o˜es de fase de primeira e
segunda ordem.
Assim como no comportamento cr´ıtico, nas simulac¸o˜es de sis-
temas finitos as grandezas termodinaˆmicas tambe´m podem ser expres-
sas como leis de poteˆncias. Neste caso, simulac¸o˜es feitas em t ≈ 0 es-
calam com o tamanho linear da rede (L). O primeiro efeito ao simu-
lar redes finitas e´ um desvio na temperatura cr´ıtica. Observa-se que,
quanto menor o tamanho da rede, mais longe de Tc ocorre a pseudo
“transic¸a˜o de fase”. Assim, podemos definir ∆T , que e´ a diferenc¸a entre
a temperatura pseudo-cr´ıtica de uma rede de tamanho L (Tc(L)) e a
temperatura cr´ıtica da rede infinita (Tc(∞)). Assim, ∆T depende de L
na forma:
∆T = Tc(L)−Tc(∞) ∝ L−1/ν (3.15)
onde ν e´ o expoente cr´ıtico do comprimento de correlac¸a˜o. Na Tabela
3.2 e´ apresentado a relac¸a˜o entre alguns observa´veis e o tamanho linear
da rede em T = Tc(∞) (t = 0). Portanto, realizando simulac¸o˜es em t = 0
com va´rios tamanhos de rede L podemos obter as razo˜es β/ν , γ/ν e
α/ν .
A criticalidade e´ uma caracter´ıstica exclusiva de sistemas que
possuem transic¸o˜es cont´ınuas. Assim, para sistemas com transic¸a˜o de
primeira ordem na˜o nos referimos a expoentes cr´ıticos. Neste trabalho,
estaremos interessados em estudar o modelo de Potts em duas dimen-
so˜es, com q = 6 e q = 15 e com interac¸o˜es aperio´dicas. Como foi visto na
sec¸a˜o anterior, a transic¸a˜o do modelo de Potts puro e´ de primeira ordem
para estes valores de q. Entretanto, como estamos muito pro´ximo de qc,
diferenciar a transic¸a˜o de primeira ordem da cont´ınua na˜o e´ algo sim-
ples. Apesar de na˜o existir criticalidade na transic¸a˜o de primeira ordem,
podemos utilizar as mesmas relac¸o˜es da tabela 3.2 para obter o que va-
mos chamar de expoentes“pseudo-cr´ıticos”. Para transic¸o˜es de primeira
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Magnetizac¸a˜o m ∝ L−
β
ν
Suscetibilidade χ ∝ L
γ
ν
Calor espec´ıfico C ∝ L
α
ν
Tabela 3.2: Principais grandezas termodinaˆmicas e suas relac¸o˜es com o
tamanho da rede simulada, na temperatura cr´ıtica do sistema infinito.
ordem os expoentes pseudo-cr´ıticos devem ser β/ν = 0 e γ/ν = 2 para
qualquer modelo em 2 dimenso˜es (Chatelain, Berche e Berche 1999).
Utilizaremos a teoria de FSS para calcular os expoentes pseudo-
cr´ıticos, a nova classe de universalidade (caso haja mudanc¸a de classe
de universalidade) e evidenciar qual a ordem da transic¸a˜o. Na pro´xima
sec¸a˜o apresentaremos o me´todo que nos permite determinar qual o tipo
de transic¸a˜o do sistema no limite termodinaˆmico.
3.5 Determinac¸a˜o da ordem da transic¸a˜o
Nosso objetivo pode ser dividido em duas partes: 1) determinar
se a introduc¸a˜o das interac¸o˜es aperio´dicas mudam a classe de universal-
idade e 2) se houver mudanc¸a de classe de universalidade, determinar
qual a nova classe de universalidade. Como os sistemas estudados apre-
sentam transic¸a˜o de primeira ordem, podemos mostrar a mudanc¸a da
classe de universalidade apenas mostrando a mudanc¸a no tipo de tran-
sic¸a˜o. Existem diversas formas de determinar o tipo de transic¸a˜o de
um sistema e o que apresentaremos nesta sec¸a˜o e´ o me´todo utilizado
neste trabalho.
Challa e colaboradores (Challa, Landau e Binder 1986) desen-
volveram uma teoria fenomenolo´gica, que futuramente foi comprovada
numericamente (Peczak e Landau 1989), que nos permite verificar a or-
dem da transic¸a˜o. Obtemos (de uma simulac¸a˜o, por exemplo) a energia
interna (E), a intervalos regulares de tempo, para diferentes configu-
rac¸o˜es. Estes valores de E obedecem uma distribuic¸a˜o de probabilidade
PL(E) e supo˜em-se que esta distribuic¸a˜o e´ uma Gaussiana centrada na
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energia da rede infinita E0, correspondente a` temperatura T e com












onde kB e´ a constante de Boltzmann e A e´ uma constante de normal-
izac¸a˜o. A mesma distribuic¸a˜o e´ proposta para a magnetizac¸a˜o do sis-
tema (PL(m)), pore´m a largura da Gaussiana neste caso e´ dada pela
suscetibilidade.
Nas transic¸o˜es de segunda ordem a distribuic¸a˜o de probabilidade
pode ser descrita por apenas uma Gaussiana, pois a transic¸a˜o ocorre
de forma cont´ınua entre as fases ordenada e desordenada. Entretanto,
nas transic¸o˜es de primeira ordem na˜o ha´ essa passagem cont´ınua e o
sistema apresenta coexisteˆncia de fases durante a transic¸a˜o. Na fase
ordenada, vamos representar sua energia por E− e na fase desordenada
por E+. Nas transic¸o˜es de primeira ordem, a distribuic¸a˜o de probabili-
dade apresenta dois picos: um pico correspondente ao sistema no estado
ordenado e outro correspondente ao estado desordenado. Assim, PL(E)




















onde a+(−) sa˜o as constantes de normalizac¸a˜o e C+(−) o calor espec´ıfico
para o caso desordenado e ordenado, respectivamente, e ∆T = T −Tc.
Na Fig. 3.3 e´ reproduzido o resultado obtido por Challa e colaboradores
(Challa, Landau e Binder 1986) para simulac¸o˜es do modelo de Potts de
10 estados em duas dimenso˜es. Como podemos ver, longe de Tc, < E >
coincide com o ma´ximo da gaussiana. Conforme nos aproximamos de
Tc ha´ o surgimento do pico da fase ordenada e < E > assume um valor
que corresponde a uma me´dia ponderada entre os dois picos.
Lee e Kosterlitz (Lee e Kosterlitz 1990) sugeriram que a de-
pendeˆncia com o tamanho de rede L da energia livre em func¸a˜o de
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Figura 3.3: Distribuic¸a˜o de probabilidade para a energia interna em
va´rias temperaturas obtidas na simulac¸a˜o do modelo de Potts na rede
quadrada em duas dimenso˜es. a) Resultado para uma rede de 34x34
a uma temperatura longe da temperatura cr´ıtica. b) O mesmo que a
figura a), pore´m a uma temperatura muito pro´xima da temperatura
cr´ıtica. c) Desigualdade da distribuic¸a˜o para uma rede 50x50 pro´ximo
da temperatura cr´ıtica.
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E,
FL(E) =− lnPL(E), (3.18)
pode ser usada para identificar transic¸o˜es de primeira-ordem. O me´todo
deles se utiliza do fato que para L >> ξ , onde ξ e´ o comprimento de
correlac¸a˜o do sistema, a energia livre numa transic¸a˜o de primeira ordem
e´ formada por dois mı´nimos de igual profundidade e separados por um
pico. A distribuic¸a˜o de probabilidade tera´ dois ma´ximos separados
por um mı´nimo. Se a barreira da energia livre (∆F), definida como
a diferenc¸a entre o mı´nimo e o pico da energia livre, aumenta com
o tamanho do sistema, a transic¸a˜o sera´ de primeira ordem no limite
termodinaˆmico. Caso contra´rio, a transic¸a˜o sera´ de segunda ordem.
Para determinar a barreira de energia, realizaremos simulac¸o˜es
o mais pro´ximo de Tc(L) poss´ıvel e enta˜o utilizamos o me´todo de repe-
sagem (DIAZ 2009) para obter a PL(E) na qual os dois picos esta˜o na





onde Epico e Evale sa˜o os valores de energia onde PL(E) tem os seu ma´x-
imo e seu mı´nimo, respectivamente. Realizando simulac¸o˜es numa faixa
de temperatura pro´xima de Tc(∞), Tc(L) e´ definido como o momento
quando PL(E) apresenta dois picos com a mesma intensidade. A te´cnica
de repesagem e´ utilizada para fazer um ajuste fino entre as intensidades
dos picos.
O erro de ∆F pode ser calculado atrave´s da me´dias en-
tre diferentes simulac¸o˜es utilizando diferentes nu´meros aleato´rios
(Chen, Ferrenberg e Landau 1995). Contudo, como estamos interessa-
dos apenas em determinar a ordem da transic¸a˜o e isso sera´ feito apenas
observando a tendeˆncia de ∆F em func¸a˜o de L, na˜o ha´ necessidade de
calcularmos o erro desta grandeza. Este e´ um me´todo simples e que




Figura 3.4: Esquema de como as interac¸o˜es aperio´dicas sa˜o introduzidas
na rede. Linhas tracejadas (cheias) representam interac¸o˜es JA (JB).
3.6 Resultados
3.6.1 Determinac¸a˜o de Tc
O nosso trabalho inicial e´ simular o modelo de Potts de 6 e 15
estados com interac¸o˜es aperio´dicas. A aperiodicidade e´ introduzida em
apenas uma direc¸a˜o, mudando os valores da energia de interac¸a˜o (J)
de acordo com uma regra de substituic¸a˜o. Na direc¸a˜o horizontal as
interac¸o˜es sera˜o aperio´dicas e na vertical elas tera˜o o mesmo valor da
interac¸a˜o horizontal subsequente. Na Fig. 3.4 e´ apresentada a forma
como as interac¸o˜es aperio´dicas sa˜o dispostas na rede. Como a aperiod-
icidade e´ introduzida em apenas uma dimensa˜o, temos que da = 1 (veja
Eq. 3.14).
Para realizar o nosso trabalho utilizamos o algoritmo de Wolff.
Escolhemos este algoritmo porque, na regia˜o da transic¸a˜o de fase, e´
o que otimiza o tempo computacional. Deve-se tomar um pouco de
cuidado com este algoritmo, em particular com o modelo de Potts, pois
conforme aumentamos o valor de q a eficieˆncia do algoritmo diminui.
Isso e´ devido ao fato de que, com o aumento de q, o tamanho me´dio das
ilhas diminui. Utilizamos redes retangulares com condic¸o˜es de contorno
perio´dicas. Como a aperiodicidade e´ introduzida em apenas uma di-
mensa˜o, optamos em trabalhar com redes retangulares para aumentar
o nu´mero de gerac¸o˜es da sequeˆncia que sa˜o introduzidas no sistema. A
rede, portanto, tem N = pLxL s´ıtios, onde L e´ o tamanho linear da rede
na direc¸a˜o vertical e pL o tamanho na direc¸a˜o horizontal.
48 3 Comportamento cr´ıtico de sistemas aperio´dicos.
Sequeˆncia regra ω p Lmax
Three-Folding A→ ABA ω = 0 p = 3 L = 6561
(TF) B→ ABB




Thue-Morse A→ AB ω =−∞ p = 2 L = 4096
(TM) B→ BA
Tabela 3.3: Sequeˆncias aperio´dicas utilizadas com as suas regras de
substituic¸a˜o e o expoente de flutuac¸a˜o ω. Lmax e´ o maior tamanho de
rede simulado.
Na tabela 3.3 sa˜o apresentadas as treˆs sequeˆncias que iremos es-
tudar neste trabalho. As duas primeiras, Three-Folding (TF) e Paper-
Folding (PF), teˆm expoente de flutuac¸a˜o ω = 0. Portanto, como vi-
mos anteriormente, estas sequeˆncias no nosso sistema, de acordo com o
crite´rio de Harris-Luck, devem ser relevantes e devem mudar a classe de
universalidade. A u´ltima sequeˆncia, Thue-Morse (TM), tem expoente
ω = −∞ e, pelo mesmo crite´rio, deve ser irrelevante. A sequeˆncia TM
e´ a nossa sequeˆncia de controle, que vai permitir checar se somos ca-
pazes de diferenciar uma mudanc¸a de classe de universalidade devida a`
modulac¸a˜o.
Estas sequeˆncias foram escolhidas por um motivo especial.
Atrave´s de argumentos de dualidade e´ poss´ıvel determinar a tempera-
tura cr´ıtica exata (Tc(∞)) do sistema aperio´dico. Todos os detalhes do
argumento de dualidade podem ser obtidos em (Wu 1982, Savit 1980).
Este argumento pode sempre ser usado quando o sistema for pass´ıvel
de uma transformac¸a˜o de dualidade. A transformac¸a˜o dual e´ feita con-
struindo por cada ligac¸a˜o, uma ligac¸a˜o perpendicular a esta definindo
enta˜o a rede dual. Substituindo-se as ligac¸o˜es JA e JB por ligac¸o˜es
(perpendiculares) J˜B e J˜A respectivamente, de tal forma que ligac¸o˜es
“fortes” sa˜o substitu´ıdas por ligac¸o˜es “fracas” e vice-versa, obtemos
a transformac¸a˜o de dualidade. Como podemos ver na Fig.3.5 a
transformac¸a˜o de dualidade transforma a rede quadrada em outra
rede quadrada girada de 180o. Se a sequeˆncia de ligac¸o˜es do sistema
original, lida da esquerda para direita como indicado na figura, for
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Figura 3.5: Esquema de como e´ feita a transformac¸a˜o de dualidade.
igual a` sequeˆncia na rede dual, lida da direita para a esquerda, enta˜o
o sistema e´ dito autodual.
Quando um sistema aperio´dico e´ autodual, a temperatura cr´ıtica
pode ser obtida resolvendo-se a seguinte equac¸a˜o:
(eKc −1)(eKc.r−1) = q (3.20)
onde Kc = JA/kBTc, r e´ a raza˜o JB/JA e q e´ o nu´mero de estados do
sistema. Note que algumas sequeˆncias so´ sa˜o autoduais se desconsider-
armos algumas ligac¸o˜es. Por exemplo, para a sequeˆncia TF, temos:
Sequeˆncia→ A B A A B B A B A A B A A B B A B B A B A A B B A B A
Dual→ B A B A A B B A B A A B A A B B A B B A B A A B B A B
Podemos ver que essa sequeˆncia so´ e´ autodual se ignorarmos a
u´ltima ligac¸a˜o da sequeˆncia e a primeira da dual. No caso da sequeˆncia
PF, ela so´ e´ autodual a partir da quinta gerac¸a˜o (L = 32) e mesmo
assim a primeira e a u´ltima ligac¸a˜o devem ser ignoradas. Apesar destas
ligac¸o˜es diferentes, as sequeˆncias podem ser consideradas autoduais,
pois o peso delas e´ irrelevante no limite termodinaˆmico.
3.6.2 Determinac¸a˜o da ordem da transic¸a˜o
Como ja´ foi discutido, nosso primeiro passo e´ determinar se ha´
mudanc¸a no tipo de transic¸a˜o. Utilizamos o me´todo de Lee-Kosterlitz
para verificar essa mudanc¸a. O procedimento e´ bem simples: calcu-
lamos o valor de ∆F para diferentes tamanhos de rede e fazemos o gra´-
fico de ∆F em func¸a˜o de 1/L. Fazemos o gra´fico usando 1/L para deixar
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Figura 3.6: Gra´fico da barreira de energia ∆F em func¸a˜o do inverso do
tamanho de rede (1/L). O sistema homogeˆneo e´ uma rede retangular
2LxL e as sequeˆncias aperio´dicas teˆm r = 0,9 com q = 6.
evidente o comportamento de ∆F no limite termodinaˆmico (L→ ∞ e
1/L→ 0). Na Fig. 3.6 apresentamos o resultado para as sequeˆncias
TM, PF, TF, com r = 0,9, e uma rede retangular (2LxL) homogeˆnea,
com 6 estados. O gra´fico na˜o deixa du´vida que PF e TF, no limite
termodinaˆmico, tera˜o transic¸o˜es cont´ınuas. Para TM vemos que ∆F
segue o mesmo comportamento do sistema homogeˆneo, inclusive com
valores muito pro´ximos. Esta e´ uma forte evideˆncia de que TM tem o
mesmo tipo de transic¸a˜o do sistema homogeˆneo, no caso, de primeira
ordem.
Na Fig. 3.7 vemos o gra´fico das PL(E) das sequeˆncias PF (3.7(a))
e TM (3.7(b)) com diferentes tamanhos de rede L e simuladas em Tc(L).
No intervalo 16≤ L≤ 64 as duas sequeˆncias apresentam o mesmo com-
portamento qualitativo. Para L > 64 ha´ uma mudanc¸a no comporta-
mento da sequeˆncia PF: os dois picos comec¸am a se aproximar e a raza˜o
entre a intensidade do pico e do vale comec¸a a diminuir, refletindo na
diminuic¸a˜o do ∆F . Podemos ver que em L = 256 na˜o e´ poss´ıvel localizar
o vale, apenas um pequeno achatamento na PL(E). Para a sequeˆncia
TM vemos que, conforme L aumenta, os dois picos ficam cada vez mais
evidentes.
Escolhemos r = 0,9 pois para r < 0,9, nas sequeˆncias relevantes,
na˜o foi poss´ıvel localizar os dois picos, independente do tamanho de
rede simulado. Uma questa˜o que fica aberta e´ se para valores de r
menores, a sequeˆncia irrelevante pode sofrer uma transic¸a˜o de segunda
ordem. Para checar esta possibilidade calculamos ∆F para a sequeˆncia
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(a) Gra´fico de PL(E) para a sequeˆncia PF com r = 0,9.















(b) Gra´fico de PL(E) para a sequeˆncia TM com r = 0,9.
Figura 3.7: Gra´ficos da distribuic¸a˜o de probabilidade para a sequeˆncia
a) Paper-Folding e b) Thue-Morse com diferentes tamanhos de rede L
e simuladas em Tc(L).
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Figura 3.8: Gra´fico da barreira de energia ∆F em func¸a˜o do inverso do
tamanho de rede (1/L) para a sequeˆncia Thue-Morse com r = 0,7 e 0,9
e q = 6.
TM com r = 0,7. Na figura 3.8 e´ apresentado o resultado para r = 0,7.
Podemos ver que apesar do valor de ∆F ser menor para r = 0,7 do que
para r = 0,9, qualitativamente ele apresenta o mesmo resultado que
para este u´ltimo valor de r. Na˜o fomos para r menor que 0,7 porque
o aparecimento dos dois picos so´ ocorre em redes maiores que L = 256.
O algoritmo de Wolff e´ muito eficiente quando simula-se em Tc(∞) mas
para calcular o ∆F estas simulac¸o˜es devem ser feitas pro´ximas de Tc(L),
onde o algoritmo se torna um pouco lento. A caracter´ıstica de que
a sequeˆncia TM continua apresentando transic¸a˜o de primeira ordem
mesmo para r < 0.7 sera´ vista na pro´xima sec¸a˜o onde calcularemos os
expoentes cr´ıticos.
3.6.3 Ca´lculo dos expoentes cr´ıticos
Ja´ determinamos que as sequeˆncias relevantes (PF e TF) real-
mente mudam a classe de universalidade do sistema, ao contra´rio da
sequeˆncia irrelevante (TM). Agora duas questo˜es precisam ser respon-
didas: 1) Qual a nova classe de universalidade? 2) A nova classe de
universalidade depende do nu´mero de estados q?
A primeira pergunta e´ respondida utilizando a te´cnica de FSS.
Da inclinac¸a˜o da curva no gra´fico log-log da magnetizac¸a˜o em func¸a˜o do
tamanho de rede pL em T = Tc(∞) obtemos a relac¸a˜o entre os expoentes
β/ν e do gra´fico da susceptibilidade obtemos γ/ν . O gra´fico pode ser
feito apenas em func¸a˜o de L, optamos por pL para manter o mesmo
padra˜o apresentado em (Berche, Chatelain e Berche 1998); isso na˜o al-
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tera em nada os resultados. Assim, obtendo as relac¸o˜es entre β/ν e γ/ν
poder´ıamos inferir qual a nova classe de univesalidade. Para responder
a` segunda questa˜o pretend´ıamos comparar os nossos resultados para
q = 6 com os resultados obtidos em (Chatelain, Berche e Berche 1999)
e (Berche, Chatelain e Berche 1998) (q = 8). Ao desenvolver este tra-
balho observamos que os dois q eram muito pro´ximos e seria imposs´ıvel
decidir esta questa˜o. Por este motivo tambe´m realizamos simulac¸o˜es
em q = 15. Portanto, simulamos apenas q = 6 e 15, onde neste u´ltimo
valor de q na˜o foi poss´ıvel simular redes do mesmo tamanho que para
q = 6.
Como vimos no cap´ıtulo anterior, o maior problema nas simu-
lac¸o˜es de Monte Carlo e´ o fenoˆmeno conhecido como “critical slowing
down”. Ou seja, o tempo de correlac¸a˜o τ deve crescer com Lz onde z
e´ o expoente dinaˆmico cr´ıtico. Neste cap´ıtulo na˜o foi nossa preocu-
pac¸a˜o estimar o expoente z mas calcular o tempo de correlac¸a˜o para
que pudessemos obter as configurac¸o˜es independentes. Como para cal-
cular a func¸a˜o de auto-correlac¸a˜o, e da´ı obter o tempo de correlac¸a˜o,
sa˜o necessa´rias simulac¸o˜es muito longas (tMCS > 1000τ), para as redes
acima de L > 1024 era poss´ıvel mas computacionalmente “caro” fazer
simulac¸o˜es u´nicas com tantos dados.
Para contornar este problema utilizamos o seguinte estratagema:
obtivemos o tempo de correlac¸a˜o com longas se´ries temporais (> 2000τ)
para redes com L < 1000 e fizemos um ajuste do tipo lei de poteˆncia.
Extrapolando o ajuste estimamos o tempo de correlac¸a˜o para L> 1000.
Na fig. 3.9 podemos ver o ajuste feito para a sequeˆncia PF com q = 6
e r = 0,1. A extropolac¸a˜o deste ajuste para L = 8192 mostra que τ ≈
710.000 em unidades de passos de Wolff (um passo de Wolff corresponde
a uma ilha virada). Contudo, ele sempre superestimou o tempo de
correlac¸a˜o; apesar de fazer com que haja um desperd´ıcio de dados, isso
na˜o e´ um problema relevante no nosso caso. Ainda, por seguranc¸a,
aplicamos um fator de 10% a τ para garantir que na˜o estamos em
hipo´tese alguma subestimando o tempo de correlac¸a˜o.
Todas as grandezas termodinaˆmicas foram calculadas utilizando-
se no mı´nimo 1000 configurac¸o˜es independentes. Portanto, lembrando
que cada configurac¸a˜o independente e´ obtida a cada 2τ, no caso acima
foram necessa´rios executar mais de 15 bilho˜es de passos de Wolff. Essa
tarefa, em um u´nico processador, levaria pelo menos 8 meses para ser
realizada. Como soluc¸a˜o, realizamos 20 simulac¸o˜es paralelas, com dife-
rentes sementes do gerador de nu´mero aleato´rio, e depois de descar-









Figura 3.9: Gra´fico log-log de τ em func¸a˜o de L para a sequeˆncia Paper-
folding com q = 6 e r = 0,1.
tar o tempo de termalizac¸a˜o do sistema concatenamos as se´ries de
forma a obter uma u´nica se´rie com 15 bilho˜es de passos de Wolff. A
u´nica desvantagem deste me´todo e´ que para cada uma das 20 se´ries foi
necessa´rio descartar o tempo de termalizac¸a˜o. Este procedimento foi
utilizado nas simulac¸o˜es de todas as sequeˆncias nas quais L > 1000.
Na fig. 3.10 apresentamos os gra´ficos log-log da magnetizac¸a˜o
(a) e da susceptibilidade (b) para as 3 sequeˆncias estudadas para q = 6
e r = 0,1, em func¸a˜o de pL. Como podemos ver na figura, fica claro a di-
ferenc¸a de comportamento entre as sequeˆncias relevantes e irrelevantes.
A partir de L = 128 a sequeˆncia TM tem uma inflexa˜o na curva. Esta
inflexa˜o e´ a assinatura de que, para esta sequeˆncia, o cara´cter de tran-
sic¸a˜o de primeira ordem esta´ se sobrepondo a` perturbac¸a˜o aperio´dica.
Este padra˜o se repete independemente do valor de q e r e, por isso,
na˜o apresentamos os gra´ficos para outros valores. Esta e´ uma confir-
mac¸a˜o da diferenc¸a de comportamento quando introduzimos sequeˆncias
relevantes e irrelevantes.
Na tabela 3.4 apresentamos uma s´ıntese das relac¸o˜es dos ex-
poentes obtidos para as duas sequeˆncias relevantes. O erro apresen-
tado nos nossos dados e´ o erro referente ao desvio padra˜o do ajuste
levando-se em conta os erros de cada ponto. Os resultados obtidos
por Berche e colaboradores. (Chatelain, Berche e Berche 1999) para
Paper-Folding sa˜o β/ν = 0,49(1) e γ/ν = 1,01(1) e para Three-Folding
sa˜o β/ν = 0,44(2) e γ/ν = 1,09(3), ambas simuladas em r = 10 o que e´
equivalente ao nosso r = 0.1. Vale ressaltar que, no referido trabalho,
os ajustes feitos para Paper-Folding levam em conta simulac¸o˜es com


















Figura 3.10: Gra´fico log-log da a) magnetizac¸a˜o e b) susceptibilidade
em func¸a˜o de pL para as sequeˆncia Thue-Morse (TM), Paper-folding
(PF) e Three-folding (TF), com q = 6 e r = 0,1. As linhas cheias corre-
spondem aos ajustes do tipo lei de poteˆncia e a linha pontilhada apenas
conecta os pontos da sequeˆncia TM.
Como podemos ver, o nosso resultado para q = 8 da sequeˆncia
PF e´ o mesmo, levando em conta as barras de erro, do resultado obtido
por Berche e colaboradores. Isso nos garante que na˜o ha´ problema no
nosso co´digo e, portanto, podemos confiar no resultado para os outros
valores de q, ja´ que este e´ apenas um paraˆmetro introduzido no co´digo.
Um dos argumentos apresentados em favor da mudanc¸a da classe de
universalidade das sequeˆncias relevantes foi o ajuste da grandeza ter-
modinaˆmica em func¸a˜o de 1/Lmin. Este procedimento consiste em fazer
o ajuste levando em conta todos os tamanhos de rede L e depois re-
mover o menor valor de L e repetir isso ate´ que se fique com apenas
com os 3 maiores tamanho de rede simulados. O menor valor de L da
sequeˆncia resultante e´ o Lmin.
Na figura 3.11 a) apresentamos a mesma figura apresentada na
refereˆncia (Chatelain, Berche e Berche 1999) para as treˆs sequeˆncias,
agora simuladas com q = 6 e r = 0,1. Como podemos ver, o resultado e´
qualitativamente igual ao obtido por Berche e colaboradores, com β/ν
indo a 0 (zero) para a sequeˆncia irrelevante (TM) e indo para ∼ 0,5 para
as duas sequeˆncias relevantes (PF e TF). Contudo, quando ampliamos
o gra´fico em torno dos expoentes das sequeˆncias relevantes (fig. 3.11 b)
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Sequeˆncia q r β/ν γ/ν 2βν +
γ
ν
Three-Folding 6 r = 0.5 0.395(8) 1.20(2) 1.99(3)
6 r = 0.25 0.416(6) 1.16(2) 1.99(3)
6 r = 0.1 0.433(7) 1.13(2) 2.00(3)
6 r = 0.01 0.45(1) 1.07(2) 1.97(3)
15 r = 0.1 0.47(3) 1.00(5) 1.94(8)
Paper-Folding 6 r = 0.25 0.455(4) 1.07(1) 1.98(2)
6 r = 0.1 0.466(4) 1.033(8) 1.97(2)
6 r = 0.067 0.471(5) 1.036(7) 1.98(2)
6 r = 0.05 0.471(4) 1.026(7) 1.97(2)
6 r = 0.01 0.480(6) 1.02(2) 1.98(3)
6 r = 0.001 0.467(6) 1.05(1) 1.98(2)
8 r = 0.1 0.482(4) 0.99(1) 1.95(2)
15 r = 0.1 0.502(7) 0.95(2) 1.95(3)
15 r = 0.05 0.516(9) 0.91(3) 1.94(4)
15 r = 0.01 0.505(9) 0.93(2) 1.94(3)
15 r = 0.001 0.49(1) 0.97(2) 1.95(3)
Tabela 3.4: Relac¸a˜o entre os expoentes cr´ıticos para as duas sequeˆncias
relevantes. Para a sequeˆncia Paper-Folding so´ foram levados em conta
os valores de pL > 16. O nu´mero em pareˆntese representa o erro na
u´ltima casa.
e c)) vemos que ha´ um comportamento anoˆmalo dos expoentes. A cada
valor de pLmin, a partir de um certo valor de pL, o ajuste do expoente
comec¸a a ter uma grande variac¸a˜o no seu valor (∼ 10%). Para a se-
queˆncia TM essa mudanc¸a e´ n´ıtida mas na˜o espera´vamos tal mudanc¸a
para as sequeˆncias relevantes. Para tentar entender este comporta-
mento utilizamos outro artif´ıcio que facilita observar qual o verdadeiro
comportamento das grandezas termodinaˆmicas na regia˜o cr´ıtica.
Calculamos as relac¸o˜es dos expoentes de interesse utilizando treˆs
valores consecutivos de pL e repetimos o procedimento utilizando to-
dos os conjuntos poss´ıveis. Por exemplo, pL(32) = 32 ∼ 128 para o
primeiro ajuste da sequeˆncia PF e pL(64) = 64 ∼ 256 para o segundo
ponto e assim sucessivamente ate´ que sobrem os treˆs u´ltimos valores
de pL simulados. Assim, conseguimos observar qual o comportamento
da magnetizac¸a˜o e da susceptibilidade com o aumento do tamanho de













   
   
   
   
   
   
   
   























Figura 3.11: Gra´fico semi-log das relac¸o˜es dos expoentes cr´ıticos em
func¸a˜o de 1/pLmin (a) para as 3 sequeˆncias estudadas com q = 6 e r =
0,1. Os gra´ficos (b) e (c) sa˜o ampliac¸o˜es sobre os expoentes γ/ν e β/ν ,
respectivamente.
grandezas termodinaˆmicas variam de acordo com uma lei de poteˆncia
de pL. Portanto, este ajuste a cada 3 valores de pL deveria fornecer
praticamente o mesmo resultado, independente de quais valores de pL
utilizados ou, no mı´nimo, indicar uma tendeˆncia monotoˆnica. Este
me´todo foi usado por Picco (Picco 1998) para estudar o comportamento
cr´ıtico do modelo de Potts de 8 estados com desordens aleato´rias. Com
este me´todo deveria ser poss´ıvel ver a partir de qual valor de pL o valor
calculado se tornou constante e assim decidir qual o valor do expoente
cr´ıtico.
Nas figuras 3.12 (expoentes β/ν) e 3.13 (expoentes γ/ν) apre-
sentamos os gra´ficos, utilizando o me´todo discutido acima, para a se-
queˆncia Paper-Folding com q = 6 e 15. Como podemos ver ambos os
expoentes apresentam um comportamento log-perio´dico:
Θ(L) =Θ + Acos(b log(L)+ c) (3.21)
onde Θ corresponde ao valor central dos expoentes β/ν ou γ/ν . As fig-
uras sugerem que a oscilac¸a˜o ocorre em torno do valor real do expoente
cr´ıtico para uma dada sequeˆncia. Este comportamento e´ observado
tambe´m para a sequeˆncia Three-Folding. Devido a` escassez de dados
(unido ao fato de que na˜o conseguimos observar nem dois per´ıodos de
oscilac¸a˜o), na˜o e´ poss´ıvel fazer uma ana´lise quantitativa, a partir dos





































(b) Sequeˆncia Paper-Folding com q = 15.
Figura 3.12: Gra´ficos da relac¸a˜o dos expoentes β/ν em func¸a˜o de 1/pL
para a sequeˆncia Paper-Folding com r = 0,1, 0,01 e 0,001, variando de
cima para baixo e com dois valores de q. Em todos os gra´ficos as escalas





































(b) Sequeˆncia Paper-Folding com q = 15.
Figura 3.13: Gra´ficos da relac¸a˜o dos expoentes γ/ν em func¸a˜o de 1/pL
para a sequeˆncia Paper-Folding com r = 0,1, 0,01 e 0,001, variando de
cima para baixo e com dois valores de q. Em todos os gra´ficos as escalas
nos eixos x e y sa˜o as mesmas.
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gra´ficos acima, dos valores dos expoentes. Analisando qualitativamente
as figuras podemos concluir que o paraˆmetro r apenas altera a fase do
sistema e na˜o altera o valor central dos expoentes, pelo menos no in-
tervalo estudado.
A coluna da direita da fig. 3.12 corresponde a q = 15: e´ fa´cil de
ver que a amplitude de oscilac¸a˜o para q = 15 e´ maior que para q = 6.
Ale´m disso, para β/ν , o ma´ximo da oscilac¸a˜o tem aproximadamente
o mesmo valor (∼ 0,42) para os dois valores de q. Contudo, os mı´n-
imos sa˜o diferentes: 0,51 para q = 6 e 0,54 para q = 15. Portanto,
podemos inferir que o valor central, ou seja, a relac¸a˜o β/ν de q = 6 e´
um pouco menor que o de q = 15. Como esperado, o comportamento
oposto e´ observado para a raza˜o γ/ν . Esta dependeˆncia da classe de
universalidade com q tambe´m e´ observada para desordens aleato´rias
(Cardy e Jacobsen 1997, Jacobsen e Cardy 1998).
Como foi observado por Picco (Picco 1998), a introduc¸a˜o da per-
turbac¸a˜o deve apresentar dois “crossovers”. Um para r = 1 (sistema ho-
mogeˆneo) e outro para r→ 0 ou ∞. Neste caso e para o nosso modelo o
sistema deve apresentar o comportamento cr´ıtico do sistema unidimen-
sional. Em seu trabalho, com interac¸o˜es aleato´rias, ele observou que na
regia˜o entre 8 ≤ r ≤ 20 os expoentes cr´ıticos independiam de r. Neste
trabalho variamos entre 0,001 ≤ r ≤ 0,1 1 e em todos os valores de r
para o mesmo q o sistema apresentou a mesma amplitude e o mesmo
valor central, ou seja, expoente cr´ıtico.
Como podemos ver na tabela 3.4 a relac¸a˜o 2β/ν + γ/ν = 2 so´ e´
respeitada para q = 6 e 8; para q = 15 esta relac¸a˜o so´ e´ respeitada se
tomarmos o erro como 2σ (σ e´ o desvio padra˜o). Provavelmente, isso
se deve ao fato de na˜o termos nem um per´ıodo da oscilac¸a˜o. E´ fa´cil
ver que os valores dos expoentes da tabela 3.1 podem ser calculados
com o ajuste de uma reta nos gra´ficos da fig 3.12: o coeficiente linear
desta reta deve ser aproximadamente o valor central da oscilac¸a˜o, fi-
cando mais pro´ximo quanto maior for o nu´mero de per´ıodos medidos.
Como podemos ver na figura 3.12, para q = 15 na˜o foi poss´ıvel obter
nem mesmo um per´ıodo completo, comprometendo o nosso ajuste e,
portanto, nos fornecendo valores imprecisos para os expoentes cr´ıticos
(como temos um tempo limitado para realizar este trabalho na˜o foi
poss´ıvel melhorar nossos dados, pretendemos futuramente melhora´-los
e estudar valores maiores de q.).
1Lembramos que nos sistemas autoduais, como o nosso e o utilizado por Picco,
utilizar r ou 1/r fornece o mesmo comportamento cr´ıtico.
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Como observamos que a amplitude da oscilac¸a˜o na˜o depende de
r e que este paraˆmetro apenas altera a fase da oscilac¸a˜o, pode-se usar
o seguinte procedimento para ter uma estimativa dos expoentes: se
somarmos as frac¸o˜es de per´ıodos dos va´rios r temos va´rios per´ıodos;
assim, para obter o expoente cr´ıtico para cada valor de q, calculamos
a me´dia de Θ(L) para todos os valores de r. Como vimos, para todos
os valores de r as oscilac¸o˜es ocorrem em torno de um mesmo valor,
que e´ o expoente cr´ıtico do sistema. Esta e´, neste momento, a melhor
maneira de estimar os expoentes cr´ıticos (valor central da oscilac¸a˜o).
A s´ıntese do resultado obtido atrave´s deste me´todo e´ apresentada na
tabela 3.5. Como podemos ver, atrave´s deste me´todo e´ poss´ıvel inferir
que os expoentes de q = 6 sa˜o diferentes de q = 15. Esta conclusa˜o
e´ reforc¸ada pelo comportamento das amplitudes das oscilac¸o˜es (Figs.
3.12 e 3.13).
Sequeˆncia q β/ν γ/ν 2βν +
γ
ν
Three-Folding 6 0,43(4) 1.12(5) 1.98(9)
Paper-Folding 6 0,47(3) 1,04(5) 1,98(8)
15 0,50(4) 0,94(8) 1,94(12)
Tabela 3.5: Expoentes cr´ıticos para as duas sequeˆncias relevantes, cal-
culados atrave´s da me´dia de Θ(L) para todos os valores de r simulados.
Os nu´meros em pareˆnteses representam o erro na u´ltima casa.
3.7 Concluso˜es e perspectivas
Podemos concluir que, para as sequeˆncias estudadas, o crite´rio
de Harris-Luck e´ respeitado para transic¸o˜es de primeira ordem. A se-
queˆncia Thue-Morse (irrelevante), para valores de pL < 256, apresenta
um comportamento caracter´ıstico das transic¸o˜es cont´ınuas mas, com
o aumento do tamanho de rede, a transic¸a˜o de primeira torna-se evi-
dente (ver fig. 3.10). Ja´ as duas sequeˆncias relevantes, Paper-Folding e
Three-Folding, apresentam apenas transic¸o˜es cont´ınuas, seja em q = 6
ou 15. O me´todo de Lee-Kosterlitz mostra indubitavelmente que esta-
mos observando uma transic¸a˜o cont´ınua e na˜o um fenoˆmeno parecido
com o observado na sequeˆncia Thue-Morse.
A outra questa˜o a ser respondida era determinar a nova classe de
universalidade e se esta nova classe de universalidade era dependente
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do nu´mero de estados q. Conseguimos fazer uma estimativa inicial
das relac¸o˜es dos expoentes cr´ıticos β/ν e γ/ν (ver tab. 3.5). Para
que pude´ssemos determinar com mais precisa˜o a nova classe de uni-
versalidade seria necessa´rio simular redes de ate´ L ≈ 500000, para que
possamos ter ao menos dois per´ıodos de oscilac¸a˜o e assim fazer um
ajuste confia´vel.
Ao aplicarmos o me´todo de escala de tamanho finito (FSS),
observamos a presenc¸a de uma oscilac¸a˜o log-perio´dica da magnetiza-
c¸a˜o e da suscpetibilidade como func¸a˜o do tamanho de rede (L), como
esperado (Niemeijer e Leeuwen 1976). O me´todo tradicional de FSS
na˜o permitiu um ajuste preciso dos expoentes cr´ıticos e, portanto,
desenvolvemos uma metodologia para estima´-los. Mesmo aplicando
esta metodologia nossos resultados na˜o permitem determinar de forma
definitiva se a classe de universalidade e´ dependente do paraˆmetro q.
Trabalhos com desordens aleato´rias mostram que os expoentes cr´ıticos
dependem de q de forma logaritmica, ou seja, X ∼ lnq, onde X e´ um
expoente cr´ıtico. Essa variac¸a˜o e´ muito pequena quando comparada
com as nossas barras de erro. Apesar dos expoentes calculados na˜o
permitirem uma conclusa˜o em favor da dependeˆncia da nova classe de
universalidade analisando as oscilac¸o˜es log-perio´dicas fica evidente esta
dependeˆncia.
Temos como perspectiva utilizar o me´todo de matriz de trans-
fereˆncia para estudar este mesmo sistema e assim determinar a classe
de universalidade. Uma questa˜o que omitimos ate´ o momento foi o
comportamento de outras grandezas termodinaˆmicas, tais como calor
espec´ıfico, cumulante de Binder e derivadas logarit´ımicas da magneti-
zac¸a˜o. Observamos que o calor espec´ıfico apresenta dois ma´ximos, bem
como as derivadas logarit´ımicas da magnetizac¸a˜o. Como a magneti-
zac¸a˜o e a susceptibilidade apresentavam o mesmo comportamento do
sistema puro optamos por nos concentrar apenas nessas duas grandezas
e deixar as outras para um estudo futuro.
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Apeˆndice A - Algoritmo de Niedermayer para o modelo XY
O Hamiltoniano do modelo XY e´ definido como:
H =−J ∑
<i, j>
~si ·~s j (1)
onde J e´ a constante de acoplamento e ~si e´ o estado do s´ıtio i, repre-
sentado por um vetor unita´rio que pode assumir qualquer direc¸a˜o no
plano xy. A energia de ligac¸a˜o entre os dois s´ıtios e´ definida como um
produto escalar entre os vetores de cada s´ıtio.
Para comec¸ar a formac¸a˜o da ilha sorteamos uma direc¸a˜o nˆ e um
s´ıtio ~si. Os s´ıtios vizinhos a ~si sa˜o adicionados com probabilidade:
Padd =
{
1− e−βJ(~si·nˆ.)(~s j ·nˆ)(1+E0), se Ei j < E0,
0, se Ei j ≥ E0, (2)
onde Ei j =−J~si ·~s j. Esta probabilidade so´ e´ va´lida para −1≤ E0 ≤+1,
onde somente os s´ıtios que tiverem componente na direc¸a˜o nˆ com o
mesmo sinal que a componente de ~si podera˜o ser adicionados a` ilha.
Apo´s a formac¸a˜o da ilha todos os s´ıtios sofrem uma mudanc¸a de direc¸a˜o.
A nova direc¸a˜o e´ determinada atrave´s de uma reflexa˜o com respeito ao
eixo perpendicular a nˆ conforme e´ mostrado na Fig. 1. A nova direc¸a˜o
(θ ′i ) de cada s´ıtio e´ definida como:
θ ′i =−θi +2θn−pi (3)
onde θi e´ o aˆngulo que o vetor faz com um eixo arbitra´rio x antes da
modificac¸a˜o e θn e´ o aˆngulo que o vetor nˆ faz com o mesmo eixo.
Diferentemente do que se faz no modelo de Ising a nova energia
do sistema deve ser calculada s´ıtio a s´ıtio, pois na˜o existe uma maneira
ra´pida para calcular a nova energia do sistema. Apo´s todos os s´ıtios da
ilha serem “virados” a nova energia do sistema e´ calculada. Esta nova
configurac¸a˜o e´ aceita de acordo com:




2 β (1−E0), se ∆E > 0
1 , se ∆E ≤ 0 (4)
onde ∆E e´ a diferenc¸a de energia do sistema. Se tomarmos E0 = 1 o










Figura 1: Exemplo de como e´ feita a mudanc¸a de direc¸a˜o de um deter-
minado s´ıtio. ~si e´ o estado antigo do spin i, ~s′i e´ seu novo estado e nˆ e´
a direc¸a˜o sorteada
configurac¸a˜o na˜o for aceita todos os s´ıtios retornam para o seu estado
original.
Prova do Balanc¸o Detalhado
Agora iremos provar que as equac¸o˜es 2 e 4 satisfazem o balanc¸o
detalhado para −1≤ E0 ≤+1. Primeiramente vamos definir o vetor ~si
como:
~si = ainˆ‖+ binˆ⊥ (5)
onde ai e bi sa˜o as componentes paralela e perpendicular ao vetor arbi-
tra´rio nˆ, respectivamente. Como descrito anteriormente, apo´s a ilha ser
formada, todos os s´ıtios sofrem uma reflexa˜o em relac¸a˜o ao eixo perpen-
dicular a nˆ. Isso significa que apenas as componentes a sa˜o modificadas
(ai′ = −ai). Fica fa´cil ver que a variac¸a˜o de energia (∆E) entre uma
configurac¸a˜o com um dado s´ıtio “virado” i′ e uma configurac¸a˜o na qual
este mesmo s´ıtio ficou no estado i e´ dada por:
∆E =±2Jaia j (6)
sendo positiva caso a ligac¸a˜o seja insatisfeita e negativa se for satisfeita,
apo´s a mudanc¸a de ~Si.
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Como todos os s´ıtios pertencentes a ilha sa˜o virados em relac¸a˜o
ao mesmo eixo (perpendicular a nˆ) a energia da ilha na˜o varia. Por-
tanto, a variac¸a˜o de energia do sistema e´ devida a` fronteira da ilha com










onde i j e kl denotam as ligac¸o˜es insatisfeitas e satisfeitas ao se virar a
ilha, respectivamente.
A probabilidade de construir uma ilha esta´ relacionada a` proba-
bilidade de adic¸a˜o de um s´ıtio a` ilha atrave´s de:
g(ν → µ) ∝ ∏
<i j>
(1−Paddi j) (8)
onde Paddi j e´ a probabilidade de um s´ıtio j ser adicionado a` ilha do
s´ıtio i. A probabilidade da mesma ilha voltar para o estado original
pode ser definida como:
g(µ → ν) ∝ ∏
<kl>
(1−Paddkl). (9)
Para que o algoritmo respeite o balanc¸o detalhado ele precisa
respeitar a relac¸a˜o:
A(ν → µ).g(ν → µ)
A(ν → ν).g(µ → ν) = e
−β∆E (10)
onde A e´ a taxa de aceite da transic¸a˜o entre os estados e β = 1/kBT .
Subtituindo 7, 8 e 9 em 10 temos que:
A(ν → µ)











onde K = βJ. Definindo a Padd como:
Paddi j = 1− e−Kaia j(1+E0) (12)
onde E0 e´ adimensional, a Eq. 11 e´ satisfeita. Podemos ver que, para
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E0 = 1, a Padd e´ igual a do algoritmo de Wolff aplicado ao modelo XY.
Substituindo 12 em 11, obtemos:
A(ν → µ)
A(ν → ν) = e
− ∆E2 β (1−E0). (13)
Assim, podemos ver que as equac¸o˜es 12 e 13 satisfazem 10. Portanto,
provamos que o algoritmo de Niedermayer satisfaz o balanc¸o detalhado.
Outro requisito para que um algoritmo tenha validade e´ que ele
seja ergo´dico. Ou seja, permita que todas as configurac¸o˜es poss´ıveis
do sistema possam ser geradas. Provar matematicamente que um al-
goritmo e´ ergo´dico e´ muito complicado. Contudo, pode-se argumentar
razoavelmente bem a favor da sua ergodicidade. No caso do algoritmo
de Niedermayer, sabemos que qualquer configurac¸a˜o e´ acess´ıvel pois
sempre podemos sortear qualquer vetor nˆ e adicionarmos apenas um
s´ıtio a` ilha, de forma a gerar a configurac¸a˜o desejada apo´s um nu´mero
finito de passos.
