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ABSTRACT
MLaaS (ML-as-a-Service) offerings by cloud computing platforms are becoming increasingly popular. Hosting
pre-trained machine learning models in the cloud enables elastic scalability as the demand grows. But providing
low latency and reducing the latency variance is a key requirement. Variance is harder to control in a cloud
deployment due to uncertainties in resource allocations across many virtual instances. We propose the collage
inference technique which uses a novel convolutional neural network model, collage-cnn, to provide low-cost
redundancy. A collage-cnn model takes a collage image formed by combining multiple images and performs
multi-image classification in one shot, albeit at slightly lower accuracy. We augment a collection of traditional
single image classifier models with a single collage-cnn classifier which acts as their low-cost redundant backup.
Collage-cnn provides backup classification results if any single image classification requests experience slowdown.
Deploying the collage-cnn models in the cloud, we demonstrate that the 99th percentile tail latency of inference
can be reduced by 1.2x to 2x compared to replication based approaches while providing high accuracy. Variation
in inference latency can be reduced by 1.8x to 15x.
1 INTRODUCTION
Deep learning is used across many fields such as live video
analytics, autonomous driving, health care, data center man-
agement, and machine translation. Providing low latency
and low variance inference is critical in these applications.
On the deployment front machine learning as a service
(MLaaS) platforms (azu; goo; aws) are being introduced
by many datacenter operators.
Prediction serving, namely inference, on MLaaS platforms
is attractive for scaling inference traffic. Inference requests
can be served by deploying the trained models on the MLaaS
platforms. To achieve scalability of the prediction serving
systems, incoming queries are distributed across multiple
replicas of the trained model. As the inference demands
grow, an enterprise can simply increase the cloud instances
to meet the demand. However, virtualized and distributed
services are prone to slowdowns, which lead to high vari-
ability and long tail in the inference latency. Slowdowns and
failures are more acute in cloud-based deployments because
of the widespread sharing of compute, memory and network
resources (Dean & Barroso, 2013).
Existing straggler mitigation techniques can be broadly clas-
sified into three categories: replication (Dean & Barroso,
2013; Zaharia et al., 2008), approximation (Goiri et al.,
2015), coded computing (Lee et al., 2016; Li et al., 2015;
2016b). In replication based techniques, additional re-
sources are used to add redundancy during execution: either
a task is replicated at it’s launch or a task is replicated on
detection of a straggler node. Approximation techniques
ignore the results from tasks running on straggler nodes.
Coded computing techniques add redundancy in a coded
form at the launch of tasks and have proven useful for linear
computing tasks. In deep learning several of these tech-
niques have been studied for mitigating stragglers in training
phase. However these solutions need to be revisited when
using MLaaS for inference. For example, replicating every
request pro-actively as a straggler mitigation strategy could
lead to significant increase in resource costs. Replicating
a request reactively on the detection of a straggler, on the
other hand, can increase latency.
In this work we argue that, while prediction serving using
MLaaS platforms would be more prone to slowdowns, they
are also more amenable to low-cost redundancy schemes.
Prediction serving systems deploy a front-end load balancer
that receives requests from multiple users and submits them
to the back-end cloud instances. In this setting, the load
balancer has the unique advantage of treating multiple re-
quests as a single collective and create a more cost effective
redundancy strategy.
We propose the collage inference technique as a cost effec-
tive redundancy strategy to deal with variance in inference
latency. Collage inference uses a unique convolutional neu-
ral network (CNN) based coded redundancy model, referred
to as a collage-cnn, that can perform multiple predictions
in one shot, albeit at some reduction in prediction accuracy.
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Figure 1. Introduction
Collage-cnn is like a parity model where the input encoding
is the collection of images that are spatially arranged into
a collage as depicted in figure 1. Its output is decoded to
get the missing predictions of images that are taking too
long to complete. This coded redundancy model is run
concurrently as a single backup service for a collection of
individual image inference models. We refer to individual
single image inference model as an s-cnn model. In this
paper, we describe the design of the collage-cnn model and
we demonstrate the effectiveness of collage inference on
cloud deployments.
The main contributions of this paper are as follows:
• We propose collage-cnn model which performs multi-
image classification as a low cost redundant solution to
mitigate slowdowns in distributed inference systems.
• We describe the design and architecture of the collage-
cnn models. We describe techniques to generate large
training datasets for training the collage-cnn models.
• We evaluate the collage-cnn models by deploying them
in the cloud and show their effectiveness in mitigating
slowdowns without compromising prediction accuracy.
We demonstrate that collage-cnn models can reduce
99-th percentile latency by 1.2x to 2x compared to
alternate approaches.
Rest of the paper is organized as follows. In section 2
we provide background and motivation. In section 3 we
describe the collage inference techniques. We describe
architecture of models and implementation in section 4.
Section 5 provides experimental evaluations and design
space exploration, section 6 discusses related works and in
section 7 we draw conclusions.
2 BACKGROUND AND MOTIVATION
In this section we provide background on image classifica-
tion and object detection. We then demonstrate the preva-
Figure 2. Inference latency distribution
lence of long tail latency while performing image classifica-
tion in the cloud.
2.1 Background
Image classification: Image classification is a fundamen-
tal task in computer vision. In image classification, the
goal is to predict the main object present in a given input
image. There are a variety of algorithms, large datasets,
and challenges for this task. A widely known challenge is
the ImageNet Large Scale Visual Recognition Challenge
(ILSVRC). The training dataset consists of 1.2 million im-
ages that are distributed across 1000 object categories. Since
2012 (Krizhevsky et al., 2012), the improvements in ac-
curacy of image classification tasks have come from us-
ing Convolutional Neural Networks (CNNs). Some of the
popular CNN architectures are: ResNet (He et al., 2016),
Wide ResNet (Zagoruyko & Komodakis, 2016), Inception
(Szegedy et al., 2015), MobileNet (Howard et al., 2017),
VGGNet (Simonyan & Zisserman, 2014).
Object detection: Given an input image, the object detec-
tion task involves predicting two things: the classes of all
objects present in the image, the locations of objects in the
image. The location information is predicted as a rectangu-
lar bounding box within the image. There are two methods
to perform object detection using CNNs: region based de-
tectors predicting object locations in one stage followed by
object classification in the next stage (Girshick et al., 2014;
Girshick, 2015; Ren et al., 2015; Dai et al., 2016), unified or
single shot object detection (Redmon et al., 2016; Redmon
& Farhadi, 2018; Liu et al., 2016; Shen et al., 2017; Fu et al.,
2017). The single shot object detection models have lower
inference latency while maintaining similar accuracy as that
of the region based detectors.
2.2 Characterizing tail latency
We measured the tail latency for image classification in the
cloud. For this purpose, we designed an image classifica-
tion server that uses a ResNet-34 CNN model to provide
inference and created 50 instances of this server on Digital
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Figure 3. Collage inference algorithm
Ocean cloud (dig). Each instance is running on a compute
node that consists of 2 CPUs and 4 GB memory. Clients
generates requests to all these servers. We measured infer-
ence latency across these 50 nodes while performing single
image classification. The probability density function of the
latency is shown in figure 2. The average single image infer-
ence latency was 0.15 seconds whereas the 99-th percentile
latency was 0.70 seconds. The 99-th percentile latency is
significantly (4.67x) higher than the mean latency. This
long tail in latency degrades Quality of Service (QoS) and
impacts Service Level Agreements (SLAs) adversely(Dean
& Barroso, 2013; Card et al., 1991). This motivates the need
for techniques that can mitigate slowdowns and lower the
variation in latency.
3 COLLAGE INFERENCE TECHNIQUE
In this section we describe limitations in existing straggler
mitigation techniques and then we describe the collage in-
ference technique.
3.1 Limitations of existing techniques
One option to improve QoS in the presence of high latency
variance or a straggler node is to add redundancy in the
form of over-provisioning of compute nodes. Consider a
system of 10 nodes over-provisioned by 1 node. This node
would be running another replica of s-cnn. But it is dif-
ficult to know ahead of time which one of the N = 10
nodes will be a straggler. As a result, deciding which one
of the input requests to replicate becomes difficult. One
strategy is to duplicate the inference request sent to node
i only when the node i is detected as a straggler. This is a
reactive approach that requires observing a slowdown be-
fore launching a redundant request. For instance, a request
may be launched speculatively after waiting for an expected
latency, similar to what is adopted in Hadoop MapReduce
frameworks (Dean & Ghemawat, 2008; had, 2014). There
are practical challenges in implementing the reactive ap-
proach. First, from our measurements, shown in figure 2,
the inference latency could be in 10’s to 100 milliseconds.
As a result, speculative relaunch techniques must be fast
enough to adopt. Second, the image must be re-distributed
to a new machine for replicated execution. As a result reac-
tive approach may increase the service latency depending on
how long the reactive approach waits for a response before
speculating a job. To avoid the challenges, the system can
be over provisioned by factor of 2. That is for every one
of N nodes there will be a backup node and every input
request will be duplicated. However, this approach increase
the compute and communication costs by 2x.
Another technique using coded computing to address strag-
gler mitigation in distributed inference (Kosaian et al., 2018)
uses learned encoding and decoding neural networks to pro-
vide redundancy. Briefly the technique is as follows.
In a system consisting of N = 5 compute nodes 1 node, say
O, is added for redudancy. Each of the N nodes executes
a replica of s-cnn. The model in node O takes as input all
the 5 input images. These images are passed through a con-
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volutional encoder network and the outputs are then passed
onto the s-cnn model. The outputs from the N + 1 models
are fed to a decoder network, composed of fully-connected
layers. The outputs from any straggler node is represented
as a vector of zeros. The final output from the decoder net-
work generates the missing prediction. Both the encoder
and decoder networks are trained through back-propagation.
The training data consists of images and also the expected
predictions under different straggler scenarios.
This technique when evaluated on CIFAR-10 dataset shows
a recovery accuracy of 80.74% for N = 2 nodes, and the re-
covery accuracy is 64.31% for N = 5 nodes, when any one
of the N nodes is a straggler. One reason for the significant
accuracy loss is that the encoding network does not preserve
the spatial information of the individual input images.
3.2 Collage inference
Technique: A critical insight behind collage inference is
that the spatial information within an input image is critical
for CNNs to achieve high accuracy, and this information
should be maintained. Hence, we use a collage image com-
posed of all the images as the encoding. The encoding
used by collage-cnn is a simple spatial arrangement of im-
ages [Image1, .., Imagei, .., ImageN ] in a grid format so
as to preserve the individual image information, albeit at
a reduced resolution. The collage-cnn model is a novel
multi-object classification model. The collage-cnn provides
the predictions for all the objects in the collage along with
the locations of each object in the collage. The predicted
locations are in the form of rectangular bounding boxes.
By encoding the individual images into a collage grid of
images and using location information from the collage-cnn
predictions, the collage inference technique can replace the
missing predictions from any slow running or failed nodes.
Since the goal of our work is to mitigate stragglers using a
single collage-cnn model, it is imperative that the collage-
cnn which acts as a redundant classification model to be as
fast as the single image classification task latency.
Encoding: The encoding of individual images into a sin-
gle collage image happens as follows. Let a collage-cnn
be providing backup for N s-cnn model replicas that are
each running on a compute node. To encode the N images
into a collage, we first create a square grid consisting of
[
√
N,
√
N ] boxes. Each image that is assigned to an s-cnn
model running on compute node i is placed in a predefined
square box within the collage. Specifically, in the collage,
each compute node i is assigned the box location i. This
encoding information is used while decoding outputs of the
collage-cnn. From the outputs of the collage-cnn, class pre-
diction corresponding to each bounding box i is extracted
using the collage decoding algorithm, and this prediction
corresponds to a backup prediction for compute node i. As
the size of N grows, more images must be packed into the
collage, which reduces the resolution of each image and can
lower the accuracy of collage-cnn predictions.
Example: Figure 3 shows a collage inference system con-
sisting of N = 10 nodes. In this illustration the load bal-
ancer receives 9 concurrent requests for image classification.
The load balancer manages 10 compute nodes on its back-
end. Nine out of the ten nodes run replicas of a s-cnn model
for single image classification. The load balancer forwards
one inference request to each of these 9 s-cnn models. Con-
currently the load balancer also acts as an image encoder by
creating a collage from these 9 images. For collage encoding
each of the nine input images is lowered in resolution and
inserted into a specific location to form the collage image.
The input image to node i goes into location i in the collage
image. This collage image is provided as input to node 10,
which runs the collage-cnn model. The predictions from
the collage-cnn are processed using the collage decoding
algorithm. The output predictions from the ten nodes go to
the load balancer, which processes them and provides the
final 9 predictions.
Decoding: The collage decoding algorithm extracts the best
possible class predictions for the N images from all the
collage-CNN predictions. First, all the predictions with
confidence values less than detection threshold are ignored
by the algorithm. In our experiments, we use a detection
threshold of 0.15. The decoding algorithm calculates the
Jaccard similarity coefficient, also referred to as Intersection
over Union, of each predicted bounding box with each of
the N ground truth bounding boxes that are used in creating
the collages. Let area of ground truth bounding box be
Agt, area of predicted bounding box be Apred and area of
intersection between both the boxes be Ai. Then jaccard
similarity coefficient can be computed using the formula:
Ai
Agt+Apred−Ai . The ground truth bounding box with the
largest similarity coefficient is assigned the class label of
the predicted bounding box. As a result, the image present
in this ground truth bounding box is predicted as having an
object belonging to this class label. This is repeated for all
the object predictions.
To illustrate the algorithm, consider example scenarios
shown in figure 4. The ground truth input collage is a 2x2
collage that is formed from four images. It has four ground
truth bounding boxes G1, G2, G3, and G4 which contain
objects belonging to classes A, B, C, and D respectively.
Note that this ground truth bounding boxes are created by
the load balancer while encoding a collection of images. In
scenario 1, the collage model predicts four bounding boxes
P1, P2, P3 and P4 with predicted image labels as A, B, C
and D, respectively. In this scenario: P1 would have largest
similarity value with G1, P2 with G2, P3 with G3 and P4
with G4. So, the decoding algorithm predicts class A in G1,
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Figure 4. Collage decoding scenarios
class B in G2, class C in G3, class D in G4. In scenario 2,
three bounding boxes are predicted by the model. Predicted
box P1 is spread over G1, G2, G3 and G4. The similarity
value of P1 with box G1 is: 13 , G2 is:
1
7 , G3 is:
1
7 and G4
is: 117 . So, the algorithm predicts class A in G1, empty
prediction in G2, class C in G3, class D in G4. In scenario
3, collage model predicts 5 different bounding boxes. As-
signing classes A, C, D to boxes G1, G3, G4 respectively is
straightforward. But both box P2 and box P3 have highest
similarity values with ground truth box G2. Since box P2
has higher confidence (80%) than box P3 (70%), collage
decoding algorithm predicts G2 as containing class B.
Providing final predictions: The outputs from collage de-
coding algorithm along with predictions from all the s-cnn
models are provided to the load balancer. The load balancer
provides the final predictions as shown in figure 3. If the
predictions from all the s-cnn models are available, the load
balancer just provides these predictions as the final predic-
tions and discards the collage-cnn outputs, since there were
no slowdowns. In the case where predictions from any of the
s-cnn models is not available i.e., there is a slowdown, then
the prediction from the collage-cnn corresponding to that
s-cnn model is used. It can be observed that the outputs from
collage-cnn model can be used to tolerate more than one
request slowdown. The predictions from the collage-cnn
model can be used in the place of any missing predictions
from the s-cnn models. In the rare scenarios where there is
a slow s-cnn node and the corresponding prediction from
collage-cnn is empty, or the collage-cnn model is also slow,
the request to slow s-cnn model is replicated. Prediction
from this replicated request is used by the load balancer
process.
Resource overheads: A 2 x 2 collage-cnn works on a 2 x
2 collage composed from 4 single images. It is used in a
system where four individual images are sent to four com-
pute nodes, each running a s-cnn model, while the 2 x 2
collage is sent to the node running the 2 x 2 collage-cnn
model. In this system, the overhead of running the collage-
cnn model is 25% compute resources. This overhead can be
reduced by using a 3 x 3 collage-cnn where one node pro-
vides redundancy for 9 nodes, each running a s-cnn model.
This system has approximately 11% overhead. As more
images are combined into a collage, the overhead of using
the collage-cnn reduces. If the size of the collage image
is fixed, as more single images are packed into a collage
the resolution of each image gets reduced. This can reduce
the accuracy of the collage-cnn models. We explore this
tradeoff between resource overheads, accuracy and latency
of different collage-cnns in the evaluation section.
Next we discuss the architecture of the collage-cnn and s-
cnn models, generation of training images and training of
collage-cnn.
4 COLLAGE-CNN ARCHITECTURE AND
IMPLEMENTATION
4.1 S-cnn architecture
We used a pre-trained ResNet-34 model as the the single
image s-cnn model for ImageNet-1k dataset. Input to the
model is an image of resolution 224 x 224 and the output
from the model is one of the 1000 possible class labels. This
model has 33 convolutional layers with a fully connected
layer at the end to provide class predictions. This model is
taken from PyTorch (Paszke et al., 2017) model zoo. A Pre-
trained Resnet-32 model is used as s-cnn model for CIFAR-
10 dataset. Input to the model is an image of resolution 32 x
32 and the output from the model is one of the 10 possible
class labels. This model has 31 convolutional layers with a
fully connected layer at the end to provide class predictions.
This model is taken from Tensorflow (Abadi et al., 2016)
model zoo. Both the s-cnn models are out of the box pre-
trained models.
4.2 Collage-cnn architecture
During inference, collage-cnn acts as the backup classifica-
tion model for a collection of individual inference models.
This requirement places a design constraint on the collage-
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Figure 5. Collage-cnn architecture
cnn. The latency of the collage-cnn should be lower than
or equal to the latency of s-cnn. Since we use ResNet-34
as the s-cnn, the collage-cnn should have a latency lower
than ResNet-34. Our collage-cnn architecture is inspired
by the yolov3-tiny model architecture (Redmon & Farhadi,
2018), which is a fast single shot object detection model.
Collage-cnn architecture consists of a total of 10 convolu-
tional layers. The final 3 of the 10 convolutional layers are
adapted depending on the grid size of the input collage im-
age. The input resolution to our collage-cnn model is 416 x
416 pixels. The final output of the network is a K x K x 210
tensor of predictions. The value of K is the grid dimension
of the input collage. If the shape of the input collages is 3 x
3, then the output of the network is 3 x 3 x 210. Each output
grid cell predicts two bounding boxes and confidence scores
for each of these boxes. Each bounding box prediction is
of the form [x, y, width of the box, height of the box, ob-
ject confidence score, conditional class probabilities]. The
(x,y) coordinates correspond to the center of the bounding
box. For 100 classes (the total number of image classes
we used in this study), the total number of predictions per
grid cell is 210. The full network architecture for the 3x3
collage-cnn model is shown in figure 5. Unlike yolov3-tiny
model, there are no residual connections and upsampling
layers in collage-cnn. Yolov3-tiny uses these layers to de-
tect extremely small objects that may be present in an input
frame. But in collage-cnn the objects to be classified in
collage images are large enough and there is no need for
fine-grained object detection. The collage-cnn is trained us-
ing a loss function based on the yolo (Redmon et al., 2016)
loss function. The collage-cnn loss function penalizes er-
rors in object confidence, classification and bounding box
predictions.
The collage-cnn outperforms yolov3-tiny model while clas-
sifying collage images. Customization of the network archi-
tecture enables the collage-cnn to have higher top-1 accu-
racy on collage images. The 3x3 collage-cnn, described in
figure 5 is 1.4% more accurate than the yolov3-tiny model
while classifying 3x3 collage images. The 4x4 collage-cnn
and 5x5 collage-cnn models are also 1.4% more accurate
while classifying 4x4 and 5x5 collage images respectively.
Since the collage-cnn has lower number of layers than the
yolov3-tiny model, the inference latency of the collage-cnn
is 20% lower.
4.3 Training of collage-cnn models
The datasets we used in our experiments are CIFAR-10
and ImageNet-1k (ILSVRC-2012). CIFAR-10 dataset con-
sists of 60000 images divided into 10 object classes. 50000
images are provided for training and 10000 images for vali-
dation. ImageNet-1k dataset consists of 1.2 million images
divided across 1000 object classes for training and 50000 im-
ages for model validation. To train the collage-cnn, collages
generated from images of the training datasets are used. To
validate the collage-cnn, collages generated from images
in validation datasets are used. In our experiments with
ImageNet-1k dataset, we use all the training and validation
images belonging to 100 of the 1000 classes for evaluations.
The selected 100 classes correspond to 100 different objects.
We use 100 classes so that collage-cnn model can be trained
in a reasonable time, and to explore the design space using
limited compute resources.
For the CIFAR-10 based collage dataset we uniformly and
at random pick N images from the 50000 training images to
create each collage in the training dataset. For the ImageNet-
1k based collage dataset we first pick all the training images
from the 100 classes. Then, we uniformly and at random
pick N classes from the 100 classes. One image from
each of these N classes is picked and all the N images
are combined into a single image. This image is resized to
generate the collage image. The N classes need not all be
different and some collages have multiple images belonging
to same class.
The total possible number of collage images that can be
generated is much larger than the number of training images
in the raw datasets. This is because there are many permuta-
tions to choose from while combining different images into
collages. This leads to two advantages. First, it increases
the size of the collage-cnn training dataset. Since the task
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being learned by the collage-cnn is more challenging than
the single image s-cnn models, a larger training dataset can
help increase the model’s accuracy. Second, by generating
more number of collage images for training, we try to pre-
vent the model from learning any spurious and fictitious
inter-object correlations. In collage-cnn based classification,
objects belonging to any class can be present in any location
in the image, unlike in object detection.
In our experiments, the input resolution to collage-cnn
model is set to 416 x 416 pixels. So, while forming collages
each single image resolution is set to 416√
N
, 416√
N
pixels. For
the CIFAR-10 dataset, since each image is of the resolution
of 32 x 32 pixels, the single image resolution is not reduced
even for large N values. For ImageNet-1k dataset, the reso-
lution of single images is lowered even in the 2 x 2 collages,
since each image is of the resolution of 224 x 224 pixels.
We use the python imaging library to lower the resolution
of each image before forming the collage.
For each collage image, the target output of the collage-
cnn model consists of N ∗ 5 values. For each of the N
images in the collage there are 5 target outputs: class label,
x-coordinate of center of the bounding box, y-coordinate
of center of bounding box, width of bounding box, height
of bounding box. Given a raw dataset of training images, a
python script generates the collage images by appropriately
combining single images and scaling down the collage im-
age size. The script also generates the 5 target values for
each image in the collage.
5 EXPERIMENTAL EVALUATION
In this section we first present the accuracy of collage-cnn
compared to the ResNet models. We then discuss the end-
to-end system performance using collage-cnn. We end by
providing comparison of collage-cnn model to alternative
redundancy models.
5.1 Training Parameters
The models are trained for 130K iterations using Stochastic
Gradient Descent (SGD) with the following hyper param-
eters: learning rate of 0.001, momentum of 0.9, decay of
0.0005, and batch size of 64. While training collage-cnn on
ImageNet collages of shapes 4x4 and 5x5 a learning rate of
0.005 is used since using 0.001 caused divergence in SGD.
Each model training is performed on a single compute node
consisting of a GeForce Titan 1080 GPU equipped with 11
GB of GDDR, 32GB of DRAM and an AMD Ryzen 3 1200
quad-core Processor. The training run time is ˜26 hours for
130K iterations.
5.2 Accuracy of collage-cnn
Effects of increasing the training data: Size of the
collage-cnn training data can be increased using the dif-
ferent permutations possible when generating collages, as
described in section 4. We performed experiments to mea-
sure the effects of using more collage images during training.
We observe consistent improvements in validation accuracy.
1: While training a collage-cnn model using 4 x 4 Ima-
geNet collages, as the training set size is doubled from 52K
(52000) to 104K images, validation accuracy increased by
6.95%.
2: While training a collage-cnn model using 3 x 3 ImageNet
based collages, as the training set size is doubled from 26K
to 52K images, the validation accuracy increased by 1%.
3: While training a collage-cnn model using 3 x 3 CIFAR-
10 based collages, as the training set size is increased from
10K to 50K images, the validation accuracy increased by
1.38%.
While training the collage-cnn models, the number of im-
ages across all collages is larger than the number of single
training images present in the corresponding dataset. For in-
stance, while training a collage-cnn with CIFAR-10 dataset
we created 50,000 collages. For ImageNet the total number
of single training images in the 100 classes is 120K. For
training the collage-cnn models 208K collages are used.
CIFAR-10 Dataset: We measured the top-1 accuracy of
collage-cnn and s-cnn models using validation images from
CIFAR-10. The accuracy results are plotted in figure 6. The
baseline s-cnn model has a accuracy of 92.2% whereas the
2x2 collage-cnn models has a accuracy of 88.91%. Fur-
ther, it can be seen that the accuracy of collage-cnn models
decreases gradually as the number of images per collage in-
creases. As stated earlier, when using the CIFAR-10 dataset
the collage image resolution was not lowered, since even a
5 x 5 CIFAR images can be fitted in a collage. Hence the
gradual loss of accuracy is due to the number of objects that
must be detected by the collage-cnn increases and the learn-
ing task of collage-cnn model becomes more challenging.
Imagenet Dataset: Next we measured the top-1 accuracy
of collage-cnn and s-cnn models using validation images
from ImageNet. Validation collages are generated using
the validation images from the 100 ImageNet classes. The
resolution of each validation image is lowered to fit into
the collage. This is because each validation image has a
resolution of 224 x 224 and the collage image resolution is
416 x 416. The top-1 accuracy results are plotted in figure
6. The accuracy of collage-cnn model for 2 x 2 collages is
similar to that of the baseline s-cnn model. This is likely
because resolution of a single image is only slightly reduced
while generating 2 x 2 collages. As the number of images
per collage increases further the accuracy of collage-cnn
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Figure 6. Accuracy on 100 classes of ImageNet-1k
model decreases gradually. It can be observed that the rate
of decrease in accuracy of collage-cnn model on ImageNet
is higher compared to CIFAR-10. As the number of single
images per ImageNet collage is increased, resolution of
each image gets reduced significantly unlike with CIFAR-
10. Hence, the reduced image resolution compounded the
complexity of detecting more objects.
5.3 Stand alone inference using collage-cnn
On a cloud server with 2 CPUs and 4 GB of memory, we
measure latency of the collage-cnn model. It has ˜10%
lower inference latency than the s-cnn model. The infer-
ence latency is ˜0.14 seconds. The reason for collage-cnn
inference being faster than the s-cnn inference is that the
collage-cnn uses a wider and shallower network; wider net-
work enables more parallelism and shallow layers reduce
serial dependencies.
The latencies for encoding images into collages for 3 x 3, 4
x 4 and 5 x 5 collage-cnn models are 0.01, 0.013, and 0.017
seconds respectively. Corresponding collage decoding times
are 0.01, 0.028, and 0.047 seconds respectively. Both encod-
ing and decoding times increase as the number of images per
collage increases. However, they are significantly smaller
than the inference latency.
5.4 End-to-end system performance with collage-cnn
We implemented an online image classification system and
deployed it on the Digital Ocean cloud (dig). The system
consists of a load balancer front node, multiple server nodes
running s-cnn and collage-cnn models. The load balancer
front node performs multiple tasks. It collects requests from
clients and generates single image classification requests
to the s-cnn models. It also creates a collage from these
single images and sends collage classification request to the
collage-cnn. It can replicate any single image requests if
necessary. We use one Virtual Machine (VM) to host the
front node andN additional VMs to serve requests using the
s-cnn and collage-cnn models. We performed experiments
with N = 9, 16, 25 nodes running s-cnn models and 1 node
running collage-cnn. Inference requests are generated using
the validation images from the ImageNet dataset.
We compare collage inference with two baseline methods.
Implementation of each baseline is as follows.
1: First method is where the front node sends requests to
the s-cnn servers and waits till all of them respond. The
front node does not replicate any slow and pending requests.
This is the no replication method.
2: In the second method, the front node sends requests to
the s-cnn servers with a fixed timeout on all requests. If a
server is experiencing a slowdown and does not provide
prediction before the timeout, the request is replicated. This
is the replication method.
Figure 7 shows the end to end latency distribution of the
three methods under different levels of redundancy. For
requests to the collage-cnn model, the end-to-end latency
includes time spent in forming the collage image. The blue
curve lines show the estimated probability density function
of the end to end latency calculated using Kernel Density
Estimation.
9 s-cnn + 1 collage-cnn: The collage inference system has
11% replication overhead. The mean latency of the collage
inference is similar to the replication method and lower
than the no replication method. The standard deviation of
latency of collage inference is 3.9x and 2.7x lower than the
no replication and replication methods respectively. The
99-th percentile latency is 2x and 1.6x lower than the no
replication and replication methods respectively.
16 s-cnn+ 1 collage-cnn: The replication overhead of this
collage system is 6%. The mean latency of the collage
system is lower than both replication and no replication
methods. The standard deviation of the inference latency is
2.5x and 2.1x lower than the no replication and replication
methods respectively. The 99-th percentile latency of the in-
ference system is 1.6x and 1.5x lower than the no replication
and replication methods respectively.
25 s-cnn+ 1 collage-cnn: This collage inference system has
4% overhead of replication. The mean latency of the infer-
ence system is significantly lower than both the baselines.
The standard deviation of latency of the system is 1.36x and
1.68x lower than the no replication and replication methods
respectively. The 99-th percentile latency of the collage
system is 1.2x and 1.4x lower than the no replication and
replication methods respectively.
Recovery accuracy: The total requests sent to the 3x3
Collage Inference
(a) Comparison using 9 s-cnn models in two baselines with a 3x3 collage-cnn (9 s-cnn + 1 Collage-cnn)
(b) Comparison using 16 s-cnn models in baseline with a 4x4 collage-cnn (16 s-cnn + 1 Collage-cnn)
(c) Comparison using 25 s-cnn models in baseline with a 5x5 collage-cnn (25 s-cnn + 1 Collage-cnn)
Figure 7. Latency distribution from the cloud experiments
Table 1. Usage of the 3x3 collage-cnn model
Total requests 8310
Total requests that encountered slowdowns 1480
Collage-cnn predictions are unavailable 200
Collage-cnn predictions are available 1280
Collage-cnn predictions are accurate 1119
Accuracy of used collage-cnn predictions 87.4%
collage-cnn during the deployment are shown in row 1 of
table 1. For each of that request to the collage-cnn, 9 single
image classification requests are sent to the s-cnn models.
Thus a total of 74,790 s-cnn requests were measured. When
predictions from the collage-cnn are used by the load bal-
ancer in place of any unavailable s-cnn predictions, the
accuracy of the replacement predictions is 87.4%. This is
referred to as the recovery accuracy and is different from
the top-1 accuracy of 78.3%. The difference comes from
the fact that top1-accuracy is the accuracy across all the
collage-cnn predictions whereas the recovery accuracy is
the accuracy of a subset of predictions used in the place
of unavailable s-cnn queries during the deployment. We
expect that over the course of many deployments, recov-
ery accuracy would converge to top-1 accuracy. The usage
of predictions from the 4x4 collage-cnn model and their
accuracy are shown in table 2.
Table 2. Usage of the 4x4 collage-cnn model
Total requests 4680
Total requests that encountered stragglers 1002
Collage-cnn is one of the stragglers 313
Collage-cnn is not a straggler 689
Collage-cnn predicted accurately 563
Accuracy of used collage-cnn predictions 81.71%
5.5 Comparison to alternate backup models
Apart from the above evaluated two baselines, we further
compared 3 x 3 collage-cnn model with alternative redun-
dancy models. These experiments use ImageNet dataset.
Multi-image batch ResNet: In this study we use the ResNet-
34 model as the redundancy model but with batching ca-
pability of 9 images per single batch. Inference latency
of this model is 6.1x larger than using a 3x3 collage-cnn.
Batch processing is known to reduce the delay by effectively
exploiting any underutilized compute resources.
Lower resolution CNN: In this study the CNN used has
an architecture that is similar to a 3 x 3 collage-cnn; same
number of convolution and pooling layers with the same
filter configuration but takes an image with resolution of
139 x 139 as input. 139 x 139 is same as the final resolution
of each image in a 3 x 3 collage. Batch inference with nine
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139 x 139 single images takes 1.8x longer than the 3 x 3
collage-cnn.
Multi-image batch MobileNet-v2: In this study we use multi-
image batch Mobilenet-v2 as the redundancy model instead
of 3 x 3 collage-cnn. At the full image resolution of 224
x 224 it’s top-1 accuracy of 81% is similar to ResNet-34.
However at the lower resolution of 139 x 139, which is the
resolution of each image in a 3 x 3 collage, the accuracy
shows a steep decline to 71.4%. A 3x3 collage-cnn on the
other hand has a much higher top-1 accuracy of 78.3%. The
latency of doing inference, with 9 lower resolution images
per batch, using MobileNet-v2 is 2.6x larger than the latency
of doing inference on one 3 x 3 collage image with a collage-
cnn. Note that if the resolution is not lowered the latency
would be closer to the Resnet-34 batch inference latency.
Knowledge distillation: We trained compressed models
with knowledge distillation using s-cnn (ResNet-34) as the
teacher model. With a student model that is similar to a 3x3
collage-cnn, classification accuracy is 70.5%. If the student
model has 5 convolutional and 1 fully connected layers, it’s
accuracy is even lower at 57%. Accuracy of 3x3 collage-cnn
is higher at 78.3%.
The experimental results presented in this section demon-
strate the effectiveness of collage inference over alternate
redundancy methods.
6 RELATED WORK
Tail latency in distributed systems: Paragon (Delimitrou
& Kozyrakis, 2013) presents a QOS aware online heteroge-
nous datacenter scheduler. Techniques proposed in (De-
limitrou & Kozyrakis, 2014; Lo et al., 2014; Leverich &
Kozyrakis, 2014; Zhu et al., 2017) focus on improving re-
source efficiency while providing low tail latency. These
techniques are orthogonal to collage inference technique.
Using replicated tasks to improve the response times has
been explored in (Ananthanarayanan et al., 2013; Shah et al.,
2013; Wang et al., 2014; Gardner et al., 2015; Chaubey &
Saule, 2015; Lee et al., 2017). This approach needs mul-
tiple replicas of all the data and adds large compute and
storage overheads. Another strategy used for straggler miti-
gation is arriving at an approximate result without waiting
on the stragglers (Goiri et al., 2015). Ignoring the stragglers
is not well suited for distributed inference since it causes
significant reduction in accuracy.
Straggler mitigation in distributed training: Parameters
servers are used in distributed SGD based training. To
mitigate failures, distributed parameter server approaches
use chain replication of the parameter servers (Li et al.,
2014a)(Li et al., 2014b). In this replication when there
is failure of a parameter server A, its load is shifted onto
another parameter server B. This approach is similar to
the reactive replication approach of Hadoop and has the
same drawbacks. Parameter server B may now become a
bottleneck to training due to increased communication to
and from it.
Coded computation: Coded computation methods have
been proposed to provide resiliency to stragglers in dis-
tributed machine learning training (Lee et al., 2016; Rei-
sizadeh et al., 2017; Li et al., 2016a; Dutta et al., 2016; Yu
et al., 2017; Narra et al., 2019). All these methods target
linear machine learning algorithms and not non-linear com-
putations like deep neural networks. A concurrent work
(Kosaian et al., 2019) proposes a general parity models
framework, ParM, for coding-based resilient inference in
tasks such as image classification, speech recognition and
object localization. Similar to collage-cnn models, ParM
proposes using parity models as backup models to recon-
struct unavailable predictions from slow nodes. The frame-
work allows for the parity model to be different for different
inference tasks. During evaluations for image classification,
ParM uses parity models having the same architecture as the
models they are backing up. In contrast, collage-cnn models
use a custom architecture optimized for multi object classi-
fication. Using the custom architecture leads to significant
increase in the classification accuracy. A 2 x 2 collage-cnn
working on 4 CIFAR-10 images has a classification accuracy
of 88.91% whereas the corresponding parity model in ParM
(k = 4) has an accuracy of 74%. Due to this collage-cnn
models can provide a much better accuracy using the same
compute resources as ParM, or provide a similar accuracy
as ParM using much lower compute resources.
7 CONCLUSION
Cloud based prediction serving systems are being increas-
ingly used to serve image classification based requests. Serv-
ing requests at low latency, high accuracy and low resource
cost becomes very important. In this paper we described
collage inference where a coded redundancy model is used
to reduce the tail latency during inference while maintaining
high accuracy. Collage inference uses novel collage-cnn
models to provide recovery from slowdown during runtime.
Collage-cnn models provide good tradeoff between accu-
racy, resource cost and tail latency. Deploying the models in
the cloud we demonstrate that the 99-th percentile latency
can be reduced by upto 2x compared to replication based
approaches while maintaining high prediction accuracy. We
conclude that collage inference is a promising approach to
mitigate stragglers in distributed inference. Our future work
includes extending the coded redundancy approach to more
deep learning applications.
Collage Inference
REFERENCES
Aws sage maker. https://aws.amazon.com/
sagemaker/.
Microsoft azure ml service. https://azure.
microsoft.com/en-us/services/
machine-learning-service/.
Digital ocean. https://www.digitalocean.com.
Google cloud ml engine. https://cloud.google.
com/ml-engine/.
Apache Hadoop, 2014. http://hadoop.apache.
org/.
Abadi, M., Barham, P., Chen, J., Chen, Z., Davis, A., Dean,
J., Devin, M., Ghemawat, S., Irving, G., Isard, M., et al.
Tensorflow: A system for large-scale machine learning.
In 12th {USENIX} Symposium on Operating Systems
Design and Implementation ({OSDI} 16), pp. 265–283,
2016.
Ananthanarayanan, G., Ghodsi, A., Shenker, S., and Stoica,
I. Effective straggler mitigation: Attack of the clones.
In Proceedings of the 10th USENIX Conference on Net-
worked Systems Design and Implementation, nsdi’13,
pp. 185–198, Berkeley, CA, USA, 2013. USENIX As-
sociation. URL http://dl.acm.org/citation.
cfm?id=2482626.2482645.
Card, S. K., Robertson, G. G., and Mackinlay, J. D. The
information visualizer, an information workspace. In
Proceedings of the SIGCHI Conference on Human Fac-
tors in Computing Systems, CHI ’91, pp. 181–186, New
York, NY, USA, 1991. ACM. ISBN 0-89791-383-3.
doi: 10.1145/108844.108874. URL http://doi.
acm.org/10.1145/108844.108874.
Chaubey, M. and Saule, E. Replicated data placement for un-
certain scheduling. In Proceedings of the 2015 IEEE Inter-
national Parallel and Distributed Processing Symposium
Workshop, IPDPSW ’15, pp. 464–472, Washington, DC,
USA, 2015. IEEE Computer Society. ISBN 978-1-4673-
7684-6. doi: 10.1109/IPDPSW.2015.50. URL http:
//dx.doi.org/10.1109/IPDPSW.2015.50.
Dai, J., Li, Y., He, K., and Sun, J. R-fcn: Object detec-
tion via region-based fully convolutional networks. In
Advances in neural information processing systems, pp.
379–387, 2016.
Dean, J. and Barroso, L. A. The tail at scale. Com-
munications of the ACM, 56:74–80, 2013. URL
http://cacm.acm.org/magazines/2013/2/
160173-the-tail-at-scale/fulltext.
Dean, J. and Ghemawat, S. Mapreduce: simplified data
processing on large clusters. Communications of the
ACM, 51(1):107–113, 2008.
Delimitrou, C. and Kozyrakis, C. Paragon: Qos-aware
scheduling for heterogeneous datacenters. In ACM SIG-
PLAN Notices, volume 48, pp. 77–88. ACM, 2013.
Delimitrou, C. and Kozyrakis, C. Quasar: Resource-
efficient and qos-aware cluster management. In Pro-
ceedings of the 19th International Conference on Archi-
tectural Support for Programming Languages and Op-
erating Systems, ASPLOS ’14, pp. 127–144, New York,
NY, USA, 2014. ACM. ISBN 978-1-4503-2305-5. doi:
10.1145/2541940.2541941. URL http://doi.acm.
org/10.1145/2541940.2541941.
Dutta, S., Cadambe, V., and Grover, P. Short-dot: Com-
puting large linear transforms distributedly using coded
short dot products. In Advances In Neural Information
Processing Systems, pp. 2092–2100, 2016.
Fu, C.-Y., Liu, W., Ranga, A., Tyagi, A., and Berg, A. C.
Dssd: Deconvolutional single shot detector. arXiv
preprint arXiv:1701.06659, 2017.
Gardner, K., Zbarsky, S., Doroudi, S., Harchol-Balter,
M., and Hyytia, E. Reducing latency via redundant
requests: Exact analysis. In Proceedings of the 2015
ACM SIGMETRICS International Conference on Mea-
surement and Modeling of Computer Systems, SIGMET-
RICS ’15, pp. 347–360, New York, NY, USA, 2015.
ACM. ISBN 978-1-4503-3486-0. doi: 10.1145/2745844.
2745873. URL http://doi.acm.org/10.1145/
2745844.2745873.
Girshick, R. Fast r-cnn. In Proceedings of the IEEE inter-
national conference on computer vision, pp. 1440–1448,
2015.
Girshick, R., Donahue, J., Darrell, T., and Malik, J. Rich fea-
ture hierarchies for accurate object detection and semantic
segmentation. In Proceedings of the IEEE conference on
computer vision and pattern recognition, pp. 580–587,
2014.
Goiri, I., Bianchini, R., Nagarakatte, S., and Nguyen,
T. D. Approxhadoop: Bringing approximations to mapre-
duce frameworks. In Proceedings of the Twentieth
International Conference on Architectural Support for
Programming Languages and Operating Systems, AS-
PLOS ’15, pp. 383–397, New York, NY, USA, 2015.
ACM. ISBN 978-1-4503-2835-7. doi: 10.1145/2694344.
2694351. URL http://doi.acm.org/10.1145/
2694344.2694351.
Collage Inference
He, K., Zhang, X., Ren, S., and Sun, J. Deep residual learn-
ing for image recognition. In Proceedings of the IEEE
conference on computer vision and pattern recognition,
pp. 770–778, 2016.
Howard, A. G., Zhu, M., Chen, B., Kalenichenko, D., Wang,
W., Weyand, T., Andreetto, M., and Adam, H. Mobilenets:
Efficient convolutional neural networks for mobile vision
applications. arXiv preprint arXiv:1704.04861, 2017.
Kosaian, J., Rashmi, K. V., and Venkataraman, S. Learning
a Code: Machine Learning for Approximate Non-Linear
Coded Computation. ArXiv e-prints, June 2018.
Kosaian, J., Rashmi, K. V., and Venkataraman, S. Parity
models: A general framework for coding-based resilience
in ML inference. CoRR, abs/1905.00863, 2019. URL
http://arxiv.org/abs/1905.00863.
Krizhevsky, A., Sutskever, I., and Hinton, G. E. Imagenet
classification with deep convolutional neural networks.
In Advances in neural information processing systems,
pp. 1097–1105, 2012.
Lee, K., Lam, M., Pedarsani, R., Papailiopoulos, D., and
Ramchandran, K. Speeding up distributed machine learn-
ing using codes. In 2016 IEEE International Symposium
on Information Theory (ISIT), pp. 1143–1147, July 2016.
doi: 10.1109/ISIT.2016.7541478.
Lee, K., Pedarsani, R., and Ramchandran, K. On schedul-
ing redundant requests with cancellation overheads.
IEEE/ACM Trans. Netw., 25(2):1279–1290, April 2017.
ISSN 1063-6692. doi: 10.1109/TNET.2016.2622248.
URL https://doi.org/10.1109/TNET.2016.
2622248.
Leverich, J. and Kozyrakis, C. Reconciling high server
utilization and sub-millisecond quality-of-service. In
Proceedings of the Ninth European Conference on Com-
puter Systems, EuroSys ’14, pp. 4:1–4:14, New York,
NY, USA, 2014. ACM. ISBN 978-1-4503-2704-6. doi:
10.1145/2592798.2592821. URL http://doi.acm.
org/10.1145/2592798.2592821.
Li, M., Andersen, D. G., Park, J. W., Smola, A. J., Ahmed,
A., Josifovski, V., Long, J., Shekita, E. J., and Su, B.-Y.
Scaling distributed machine learning with the parameter
server. In OSDI, 2014a.
Li, M., Andersen, D. G., Smola, A. J., and Yu, K. Commu-
nication efficient distributed machine learning with the
parameter server. In NIPS, 2014b.
Li, S., Maddah-Ali, M. A., and Avestimehr, A. S. Coded
MapReduce. 53rd Allerton Conference, Sept. 2015.
Li, S., Maddah-Ali, M. A., and Avestimehr, A. S. A unified
coding framework for distributed computing with strag-
gling servers. e-print arXiv:1609.01690, Sept. 2016a. A
shorter version to appear in IEEE NetCod 2016.
Li, S., Maddah-Ali, M. A., Yu, Q., and Avestimehr, A. S.
A fundamental tradeoff between computation and com-
munication in distributed computing. to appear in IEEE
Transactions on Information Theory, 2016b.
Liu, W., Anguelov, D., Erhan, D., Szegedy, C., Reed, S., Fu,
C.-Y., and Berg, A. C. Ssd: Single shot multibox detector.
In European conference on computer vision, pp. 21–37.
Springer, 2016.
Lo, D., Cheng, L., Govindaraju, R., Barroso, L. A.,
and Kozyrakis, C. Towards energy proportionality for
large-scale latency-critical workloads. In Proceeding
of the 41st Annual International Symposium on Com-
puter Architecuture, ISCA ’14, pp. 301–312, Piscataway,
NJ, USA, 2014. IEEE Press. ISBN 978-1-4799-4394-
4. URL http://dl.acm.org/citation.cfm?
id=2665671.2665718.
Narra, K. G., Lin, Z., Kiamari, M., Avestimehr, S., and
Annavaram, M. Slack squeeze coded computing for adap-
tive straggler mitigation. In The International Conference
for High Performance Computing, Networking, Storage,
and Analysis (SC ’19), November 17–22, 2019, Denver,
CO, USA, 2019. ISBN 978-1-4503-6229-0/19/11. doi:
10.1145/3295500.3356170. URL http://doi.acm.
org/10.1145/3295500.3356170.
Paszke, A., Gross, S., Chintala, S., and Chanan, G. Pytorch,
2017.
Redmon, J. and Farhadi, A. Yolov3: An incremental im-
provement. arXiv preprint arXiv:1804.02767, 2018.
Redmon, J., Divvala, S., Girshick, R., and Farhadi, A. You
only look once: Unified, real-time object detection. In
Proceedings of the IEEE conference on computer vision
and pattern recognition, pp. 779–788, 2016.
Reisizadeh, A., Prakash, S., Pedarsani, R., and Avestimehr,
A. S. Coded computation over heterogeneous clusters.
In 2017 IEEE International Symposium on Information
Theory (ISIT), July 2017.
Ren, S., He, K., Girshick, R., and Sun, J. Faster r-cnn:
Towards real-time object detection with region proposal
networks. In Advances in neural information processing
systems, pp. 91–99, 2015.
Shah, N. B., Lee, K., and Ramchandran, K. When do
redundant requests reduce latency ? In 2013 51st Annual
Allerton Conference on Communication, Control, and
Computing (Allerton), pp. 731–738, Oct 2013. doi: 10.
1109/Allerton.2013.6736597.
Collage Inference
Shen, Z., Liu, Z., Li, J., Jiang, Y.-G., Chen, Y., and Xue,
X. Dsod: Learning deeply supervised object detectors
from scratch. In The IEEE International Conference on
Computer Vision (ICCV), volume 3, pp. 7, 2017.
Simonyan, K. and Zisserman, A. Very deep convolu-
tional networks for large-scale image recognition. arXiv
preprint arXiv:1409.1556, 2014.
Szegedy, C., Liu, W., Jia, Y., Sermanet, P., Reed, S.,
Anguelov, D., Erhan, D., Vanhoucke, V., and Rabinovich,
A. Going deeper with convolutions. In Proceedings
of the IEEE conference on computer vision and pattern
recognition, pp. 1–9, 2015.
Wang, D., Joshi, G., and Wornell, G. Efficient task
replication for fast response times in parallel computa-
tion. SIGMETRICS Perform. Eval. Rev., 42(1):599–600,
June 2014. ISSN 0163-5999. doi: 10.1145/2637364.
2592042. URL http://doi.acm.org/10.1145/
2637364.2592042.
Yu, Q., Maddah-Ali, M., and Avestimehr, A. S. Polynomial
codes: an optimal design for high-dimensional coded
matrix multiplication. In to appear Advances In Neural
Information Processing Systems (NIPS), 2017.
Zagoruyko, S. and Komodakis, N. Wide residual networks.
arXiv preprint arXiv:1605.07146, 2016.
Zaharia, M., Konwinski, A., Joseph, A. D., Katz, R., and
Stoica, I. Improving mapreduce performance in heteroge-
neous environments. In Proceedings of the 8th USENIX
Conference on Operating Systems Design and Implemen-
tation, OSDI’08, pp. 29–42, Berkeley, CA, USA, 2008.
USENIX Association. URL http://dl.acm.org/
citation.cfm?id=1855741.1855744.
Zhu, T., Kozuch, M. A., and Harchol-Balter, M. Workload-
compactor: Reducing datacenter cost while providing tail
latency slo guarantees. In Proceedings of the 2017 Sym-
posium on Cloud Computing, SoCC ’17, pp. 598–610,
New York, NY, USA, 2017. ACM. ISBN 978-1-4503-
5028-0. doi: 10.1145/3127479.3132245. URL http:
//doi.acm.org/10.1145/3127479.3132245.
