The increased failure potential of aging U.S. highway bridges and their susceptibility to damage during extreme events necessitates the development of efficient reliability assessment tools to prioritize maintenance and rehabilitation interventions. Reliability communication tools become even more important when considering complex phenomena such as soil liquefaction under seismic hazards. Currently, two approaches are widely used for bridge reliability estimation under soil failure conditions via fragility curves: liquefaction multipliers and full-scale two-or three-dimensional bridge-soil-foundation models. This paper offers a computationally economical yet adequate approach that links nonlinear finite-element models of a three-dimensional bridge system with a two-dimensional soil domain and a one-dimensional set of p-y springs into a coupled bridge-soil-foundation ͑CBSF͒ system. A multispan continuous steel girder bridge typical of the central and eastern United States along with heterogeneous liquefiable soil profiles is used within a statistical sampling scheme to illustrate the effects of soil failure and uncertainty propagation on the fragility of CBSF system components. In general, the fragility of rocker bearings, piles, embankment soil, and the probability of unseating increases with liquefaction, while that of commonly monitored components, such as columns, depends on the type of soil overlying the liquefiable sands. This component response dependence on soil failure supports the use of reliability assessment frameworks that are efficient for regional applications by relying on simplified but accepted geotechnical methods to capture complex soil liquefaction effects.
Introduction
The United States has approximately 601,000 bridges ͓Federal Highway Administration ͑FHWA͒ 2008͔, with a significant portion of them requiring retrofit for protection against natural hazards such as earthquakes. However, the costs to tackle these improvements range in the billions of U.S. dollars. Hence, it is critical to prioritize pre-earthquake risk mitigation and postearthquake response strategies. Fragility curves can play an important role in infrastructure risk assessment and investment decision making. This study develops new fragility relationships that capture the conditional probability of coupled bridge-soilfoundation ͑CBSF͒ system components to reach or exceed predefined performance levels as a function of earthquake hazard intensity and liquefaction potential. These fragility curves, obtained from sampling nonlinear finite-element ͑FE͒ models of three-dimensional ͑3D͒ bridge, two-dimensional ͑2D͒ soil, and one-dimensional ͑1D͒ lateral coupling p-y springs, enable efficient reliability assessment of bridge components including 1D site amplification and liquefaction effects. These calculations offer sufficient accuracy within reasonable computational demands, while also opening the possibility of studying entire inventories of bridges and associated bridge networks.
Heterogeneity in foundation soils results in highly variable soil strength and stiffness parameters, which contribute significantly to the uncertainty of soil-bridge system component performance predictions ͑Brandenberg et al. 2008͒ . This highlights the need for bridge reliability assessment models that explicitly account for foundations and underlying soil strata, especially in regions with low frequency of seismic events. For this reason, the proposed 3D/1D framework is illustrated with a test bed CBSF system considering soils from the coastal area of South Carolina, United States. This area is susceptible to liquefaction-induced ground failure, and the consequences of bridge network damage from seismic events could be high ͑USGS 2002͒. Emphasis is placed on the relative effects of liquefaction on CBSF system components, since bridge configuration, soil strata, and ground motions are typically not all available for the same South Carolina area, although collectively are representative of the more general central/eastern United States ͑CEUS͒.
Several researchers have studied seismic vulnerability of bridges using analytical and computational methods in the past.
However, the steady increase in computing power has changed the nature of soil-structure interaction ͑SSI͒ analyses of bridges, from practical and efficient ͑Vlassis and Spyrakos 2001; Mylonakis and Gazetas 2000; Ciampoli and Pinto 1995͒ to more sophisticated and computationally complex ͑Elgamal et al. 2008; Zhang et al. 2008b͒ . Additional examples of prior research on bridge vulnerability analysis may be divided into three categories: ͑1͒ analysis of models with emphasis on soil-foundation elements along with simplified structural components ͑Brandenberg et al. Boulanger et al. 1999͒ ; ͑2͒ analysis of models with emphasis on structural details but simplified soil-foundation elements or methods of analyses ͑Zhang et al. 2008a; Nielson and DesRoches 2007a; Choi et al. 2004; Saadeghvaziri et al. 2000͒ ; and ͑3͒ analysis of computationally expensive models with detailed bridgesoil-foundation elements and methods of analysis ͑Kwon and Elnashai 2009͒.
Boulanger et al. ͑1999͒ studied seismic soil-pile-structure interaction via dynamic p-y spring analyses, where they captured lateral pile-soil interaction forces at a given depth with 1D springs that solely depend on the pile displacement at that depth and modeled the superstructure as a lumped mass. In contrast, Nielson ͑2005͒ performed a comprehensive fragility analysis using nonlinear time-history FE analyses of several sophisticated bridge models with multiple damage mechanisms typical of CEUS bridges, but the bridge foundations and soil material were modeled as surface springs. Similarly, Mackie and Stojadinovic ͑2006͒ conducted fragility analyses using nonlinear time-history FE tools on multispan California highway bridges where bridge foundations were either fixed or modeled as springs.
Zhang et al. ͑2004͒ investigated the behavior of a detailed 2D nine-span composite bridge structure model underlain by liquefiable soil in a probabilistic framework. Although they adequately modeled substructure and superstructure elements ͑e.g., bearings, joints, piers, and piles͒, the computational time for one timehistory analysis seems impractical for future applications on sensitivity analyses or regional bridge network risk assessments, mainly due to the thorough soil domain model. Other studies have also reported sophisticated, nonlinear, computational models of the soil-foundation-structure system for the Middle Channel Humboldt Bay Bridge to demonstrate the effects of soil liquefaction on bridge components, but at a high computational demand ͑Zhang et al. 2008b; Elgamal et al. 2008͒ .
To improve modeling efficiency and still capture complex soil response phenomena, Dueñas-Osorio and DesRoches ͑2006͒ investigated multispan simply supported bridges typical of CEUS incorporating not continuum soil models but p-y soil springs where the soil stratigraphy was deterministically treated, although the detailed structural model was probabilistic. In addition, Shin et al. ͑2007͒ attempted to approximate the probabilistic bridge response in liquefiable soils using liquefaction multipliers, which is practical but may introduce inaccuracies. Zhang et al. ͑2008a͒ efficiently evaluated the fragility of different bridge classes typical of California by considering soil liquefaction effects through an equivalent static analysis procedure. Also, Sextos and Taskari ͑2008͒ explored four different modeling approaches with different complexity, including the computation of dynamic impedances at the piles and abutments, and an elaborate computational multiplatform scheme to simulate soil-structure-foundation interaction, although only in a deterministic fashion. Kwon et al. ͑2008͒ developed liquefaction-sensitive fragility curves for the Meloland Road Overcrossing bridge in California, considering only concentrated damage at the bottom of the central pier and neglecting other potential damage mechanisms associated with liquefaction.
Recently, Kwon and Elnashai ͑2009͒ also developed fragility curves with a sophisticated and typical CEUS bridge model including SSI but excluding potential liquefaction effects.
To reach a compromise between acceptable accuracy and computational efficiency that affords the explicit modeling of liquefaction effects in a probabilistic framework, this study creates a nonlinear FE soil-foundation-bridge model that explicitly accounts for SSI and liquefaction potential via 2D soil elements and 1D p-y springs, coupled with critical bridge and foundation components in three dimensions. The components of the structural model comprise nonlinear steel bearings ͑fixed and rocker͒, abutments, deck impact elements, and fiber model representations of concrete bents, columns, and buried piles. This CBSF model has a run time that is almost 35 times more efficient than recently published bridge-soil-foundation systems that include sophisticated soil elements suitable for nonlinear time-history analyses. The efficiency is observed mainly because of the 2D soil element and 1D p-y spring approach, which still captures some complex soil behavior and enables large-scale reliability studies.
Instead of predefining a homogeneous or a repetitive identical soil profile for different bridge pile groups, this study also conducts a statistical analysis of bridge foundations and underlying soils for South Carolina to capture the relative effects of spatial heterogeneity on CEUS bridges. Spatial heterogeneity refers to the type of soil columns, which vary across bridge bents and abutments, and include different thicknesses of liquefiable layers topped by different crust types of soft or stiff clays. This soil heterogeneity and its potential effects on the CBSF system component response due to distinct load transfer patterns highlight the limitations of using "liquefaction multipliers" to obtain structural response from nonliquefiable soil models, and the need for affordable models that can handle reliability assessment studies. Specifically, the proposed model accounts for uncertainty in structural and soil parameters through fragility relationships where multiple levels of bridge functionality are considered. The application of this method to single bridges and bridge networks will enable regional reliability and risk assessments at an affordable computational time, and perhaps aid with emerging needs for interdependence analyses that focus on coupling among utility systems, but have not incorporated critical bridge networks yet ͑Dueñas- Osorio et al. 2007; Adachi and Ellingwood 2008͒. This paper is divided into six sections. The next section introduces the proposed 3D/1D CBSF system framework, and explains the modeling details of its components. The adequacy of the CBSF model is also verified through benchmark comparisons. Afterward, the paper provides insights into the dynamic behavior of CBSF models, before the concepts of fragility analysis applied to bridge systems are reviewed. Then the paper presents a component-level probabilistic reliability assessment and analysis of results. The last section concludes the paper and provides ideas for future research.
Modeling of CBSF Systems
To construct a CBSF system FE model with realistic soil profile data and structural details, the authors use empirical information representative of South Carolina to characterize the soil and foundation system, which maybe subject to seismic hazards and liquefaction potential typical of low-frequency/high-consequence events. This soil and foundation system along with a common class of CEUS and South Carolina bridges provides an idealized CBSF system for analyzing the relative effects of soil liquefaction on bridge components. Fifty blueprints of existing bridge soil and foundation systems in South Carolina counties, including Dorchester, Berkeley, Charleston, and Orangeburg, are analyzed to characterize regional soil profiles and foundation types. Five idealized soil profiles and three foundation types emerge as representative of the available data set ͑Aygun 2009͒. The chosen soil profile for this study is shown in Fig. 1 , which is typical of low lands and exhibits the simplest stratigraphy. Regarding foundations, 12.2 m long concrete piles with 0.46 m ϫ 0.46 m square section at the abutments and bents constitute one of the most common substructure geometries and dimensions, which are adopted in this study.
Following the findings from Nielson ͑2005͒ and Nilsson ͑2008͒ on bridge inventory analyses, multispan continuous steel ͑MSCS͒ bridges are selected for this study. Continuous bridges are especially vulnerable due to potential high demands on their columns, bearings and abutments due to the larger inertial deck loads ͑Nielson 2005͒. This bridge type accounts for a representative 13.2% of the CEUS bridges and 8.27% of the South Carolina bridge inventory. 2001͒ making use of fiber sections with distributed plasticity for the columns and piles, and linear elastic beam-column elements for the decks. The median design strength of concrete and the yielding strength of reinforcing steel are 33.5 and 466 MPa, respectively. The steel girders are supported on high-type steel bearings which transfer the loads to the columns using a single row of fixed bearings over each of the bents and a row of rocker bearings at each of the abutments. The square footing dimensions are 2.4 m on the side with a thickness of 1.2 m. Nonlinear bearings, abutment soil, and pounding elements are modeled as in Nielson ͑2005͒. The skeleton model for the bridge superstructure and substructure is shown in Fig. 4 .
Bridge Modeling

Soil Modeling
OpenSees is also used to model liquefiable soil materials and their nonlinear behavior. Liquefiable sandy soils are modeled with a "pressure dependent multiyield" material created by Yang et al. ͑2003͒ , which is embedded into a "fluid solid porous material" ͑FSPM͒ to simulate undrained and saturated soil conditions. Nonliquefiable saturated clayey soils are modeled with the "pressure independent multiyield" material and are also embedded into FSPM's. These FSPM elements impose incompressibility conditions to allow the generation of pore pressures. In this work, sandy and clayey materials are implemented in a centerline 2D mesh, which is key for the efficiency and sufficient accuracy of the proposed 3D/1D CBSF model.
The soil mesh consists of 2D soil columns whose dimensions are 23.16 m in depth and 25.01 m in width. The individual OpenSees "quad" elements are 25.01 m wide, 0.61 m deep, and are positioned directly adjacent to the nonlinear beam-column elements representative of bridge piles ͑Fig. 4͒. Although the aspect ratio of these soil elements exceeds standards for FE modeling, they can be used as long as their adoption does not distort seismic demand levels on the bridge/foundation structural components and are compatible to the loading conditions. For instance, the 0.61 m depth of the quad elements is controlled by the minimum shear velocity in the soil profile ͑V s = 100 m / s͒ and the maximum frequency level of the seismic excitation signals ͑f =15 Hz͒ to ensure that the shear waves propagate accurately ͑Zhang et al. 2008b͒. The width of the soil elements is controlled by the need to generate inertial forces that when propagated through the pile and superstructure cause nonlinear levels of structural demand forces and deformations that are expected on similar structures under seismic excitation. For instance, for a ground motion with maximum peak ground acceleration ͑PGA͒ of 0.65g and lowfrequency content that amplifies force transmissibility, the choice of 25.01-m width under nonliquefiable conditions triggers nonlinear CBSF moments and curvatures in the columns on the order of 1 , 600-2 , 000· kN· m, and 0.01-0.05 1/m, respectively, and forces and deformations in expansion bearings on the order of 30-50 kN, and 100-150 mm, respectively. Comparable levels of structural demands are observed on components of similar bridges that are modeled with linear surface springs to capture soil and foundation systems under seismic loading ͑Choi 2002; Nielson 2005; . When considering liquefaction potential, these levels of structural demands are also observed at the onset of liquefaction for soil element widths of approximately 25.01 m-smaller widths yield demands that are too small. Adequate match of component structural demands is also observed for ground motions with low PGA and moderate to high transmissibility; although in these cases the liquefiable and nonliquefiable CBSF systems show slightly higher moments, curvatures, forces, and deformations than the surface springs model. This is because all bridges respond almost linearly, but the structure with soil and liquefaction potential becomes more flexible.
The established pure shear soil model dimensions simulate the free-field soil response, where the width of the soil elements affects inertial forces, but it does not affect the soil effective vertical stresses and cyclic shear stresses that relate to pore pressures because these are computed as a 1D site response. Pore pressures influence the pile-soil interaction near the piles and their effect is captured by nonlinear dynamic 1D p-y springs. This essentially 1D site response approach prevents the additional computational cost of refined soil meshes. Additionally, the out-of-plane thickness of the soil elements is taken for convenience as 15 m, equal to the width of the bridge, although the thickness does not affect the 2D soil elements that attach to p-y springs, which are conceived to remain in a state of plain strain. Other studies that use actual 2D meshes to account for soil-structure interaction ͑Zhang et al. 2008b͒, or 1D site response analyses with p-y springs ͑Bow-ers 2007͒, also use the bridge width as representative soil element thickness. The chosen set of soil dimensions also yield a close match between the two dominant longitudinal modal periods of 
Soil-Pile Interaction Modeling
The coupled SSI approach to model liquefaction effects in this work relies on the dynamic p-y method, which links the 2D soil mesh response to 1D p-y nonlinear springs to capture pile-soil complex interactions synchronously. This approach offers improvements over the equivalent foundation springs and dampers method, where the input ground excitation applied at the base of foundation springs is generally a free-field motion unable to capture the extent of SSI effects. The fundamental assumption of the dynamic p-y method is that the pile-soil interaction force at a given depth only depends on the pile displacement at that depth ͑Wang et al. 1998͒. Dynamic p-y methods model the far-field soil response with a multilayered soil shear column, and the near field, where strong soil-pile interaction occurs, with nonlinear p-y springs and gap elements. These simplified p-y geotechnical techniques are ideal for adoption by structural and infrastructure engineers, since they capture essential features of soil behavior, are conceptually simple, and reduce otherwise excessive computational costs for system reliability studies ͑Reese and Van Impe 2001͒.
The development and performance of dynamic nonlinear p-y elements has been evaluated against the results of dynamic centrifuge tests with reasonable agreement between calculated and recorded responses ͑Boulanger et al. 1999͒. Specifically, the nonlinear p-y behavior is modeled with elastic, plastic, and gap components in series ͑Fig. 5͒. The elastic and plastic springs determine the backbone of the p-y curve. Radiation damping, which can be significant if the foundation material is soft relative to the stiffness of the structure and which represents the loss of energy due to radiating stress waves that the pile transmits to the soil, is modeled by a damper located in parallel with the elastic component. The radiation damping coefficient for the springs, which is a function of pile diameter, soil density, and wave velocities, is taken to be 1% for sands ͑Shin et al. 2006 Radiation damping in soft cohesive soils is also assumed at the 1% level. The gap component consists of a nonlinear closure spring in parallel with a nonlinear drag spring. The gapping resistance represents a drag force on the sides of the pile as it moves within a gap in the soil. A value of 0.30 to model typical gapping resistance for a pile is adopted as in Boulanger et al. ͑1999͒, although they also found that the soil-pile interaction was not very dependent on this parameter. For cohesionless soils, the gap element is not intended to capture physical gaps, but to match observed stress-strain behavior of saturated sands that influence the shape of the p-y backbone curves.
The PyLiq1 material ͑for softening soils͒ and PySimple1 material ͑for nonsoftening soils͒ define the constitutive behavior of p-y springs used to model the SSI in OpenSees. These Py materials approximate the resistance of the soil surrounding piles by integrating the passive and active pressures induced by pile deflection. The main input parameters to define the PyLiq1 material to capture liquefaction effects are p ult , the ultimate resistance force that the soil can exert under lateral loading, and y 50 , the displacement when 50% of p ult is mobilized. The PyLiq1 resistance of the 0.61-m spaced springs in this work, and expressed in units of force per unit length, is adaptive to the temporal pore pressure change in the soil elements connected to it, thereby enabling the simulation of soil liquefaction. This temporal effect is synthesized by a degradation multiplier of soil resistance ͑1 − ru͒, where ru denotes the excess pore pressure ratio that is dependent on the effective soil stresses before and during cyclic loading. Note that the scaled ultimate soil capacity cannot be less than the specified residual capacity of the material ͑i.e., p res ͒ which is to be preserved even in the case of full liquefaction. OpenSees adopts a value of residual soil capacity p res = 0.10. The normal condition strength parameters to determine the backbone force-deformation curve of the interface springs are based on the American Petroleum Institute ͑API͒ ͑1993͒ sand and Matlock ͑1970͒/O'Neill ͑1983͒ clay relationships.
To transfer the soil-pile interaction forces from the 2D soil and 1D p-y springs model to the 3D bridge-foundation model, rigid transverse beams are included from the center line of the bridge to the line of piles in the transverse direction. The central p-y spring curves are defined for single piles equivalent to pile groups in the longitudinal direction at the bents and abutments. Using the group efficiency factors presented by Mokwa ͑1999͒, p ult values are scaled down so that the overlapping stress effect due to close spacing of piles is accounted for in the model. Emphasis is placed on the longitudinal CBSF system behavior in this study, but a similar strategy can be used to analyze its transverse response by aligning the 2D soil and 1D p-y springs transversely and using rigid links longitudinally. Note that most of the soil and structural CBSF model input parameters have been ascertained and verified in past studies ͓Pacific Earthquake Engineering Before initiating any reliability assessment, this synthetic ground motion record is used to gain deterministic insight on the effects of soil liquefaction on the response of CBSF system components. Note that for a full probabilistic seismic assessment of bridge components, multiple ground motions are required to capture hazard uncertainty, so the writers rely on available synthetic ground motions for other sites within the CEUS region.
As a preliminary step in the dynamic response investigation, eigenvalue analysis of the CBSF model is performed, yielding five dominant modes within the first 15 natural vibration modes. The first dominant mode, corresponding to the third natural vibration mode in the longitudinal direction, has a mass participation factor ͑MPF͒ of 23.62%, where the bridge vibrates in phase with the soil and its period is T 3 = 0.46 s. The second dominant mode, corresponding to the fifth natural vibration mode in the longitudinal direction, has an MPF of 49.58%, but with the bridge oscillating out of phase with the soil and its period is T 5 = 0.40 s. These interchanging longitudinal mode shapes are also in accordance with a recent study from Zhang et al. ͑2008b͒ and when added with the rest of the first five natural vibration modes they account for approximately 76% of the longitudinal MPF. The third, fourth, and fifth dominant modes ͑sixth, eighth, and 14th natural vibration modes͒ are vertical with the deck spans vibrating out of phase, transverse, and vertical with the deck spans vibrating in phase, respectively. The cumulative MPF in the longitudinal, transverse, and vertical directions among the first 15 modes is 78, 65, and 46%, respectively.
Defining reasonable bridge-soil-foundation system damping is another challenge that needs resolution before conducting dynamic SSI analyses. When full 2D plain strain soil mesh models are used, they are known to increase the amount of radiation damping unrealistically ͑Luco and Hadjian 1975͒ and other damping sources should be adjusted. However, in the present model, whose 2D soil elements are used in conjunction with p-y springs for 1D wave propagation, no energy absorbing boundaries exist and all radiation damping is easily captured by the dashpot of the p-y spring assembly. In addition to this radiation damping, other damping sources are also explicitly accounted for in this study, such as soil and structural material damping through nonlinear constitutive models. Under these damping conditions, system-level Rayleigh damping should be low. Hence, only 2% stiffness proportional damping is adopted for the overall system in order to approximate unaccounted energy dissipation mechanisms.
Comparative Response with and without Liquefaction Effects
Dynamic analyses of the CSFB system with soil liquefaction effects are conducted using the synthetic ground motion record from Charleston, S.C., for component response assessment. A set of CBSF system models representative of nonliquefiable sites are also developed for relative response comparison, in which the soil columns and p-y springs are defined as stiff clays.
The analysis of results indicates that in the model with soil liquefaction potential all of the saturated sand layers liquefy as a consequence of the cyclic loading caused by the earthquake. Specifically, the 1st bent soil column exhibits full liquefaction-pore pressure ratio r u = 1.0-at the loose sand layer depth of 3.6 m below ground surface, while softening of p-y springs occurs at 3.84 s. The lateral displacement time history of the soil deposits show that bent soil columns make large displacements up to 60 mm, whereas abutment soil columns displace by approximately 15 mm owing to the limited thickness of the liquefiable sand. A thorough analysis of the structural response reveals several key liquefaction effects on bridge components. For instance, liquefaction provides a means of natural base isolation decreasing the curvature demands on the columns by more than 50% compared to the nonliquefiable foundation soil case. This decrease can be attributed to a significant reduction ͑up to 27%͒ of the PGA at ground surface level, and to the rapid build up of pore pressures which make the structure very flexible at the liquefiable soil layer interface, thus reducing demands at the superstructure level. However, this behavior can change as a function of soil strata, ground motion, and CBSF system acceleration transmissibility. Also, a decrease in ground surface peak accelerations due to liquefaction is accompanied in this case by large deformation demands on the piles at the liquefying sand layers and the overlying clay layers. Bent pile caps undergo significantly large lateral displacements near the liquefiable soil layers ͑150% increase compared to the nonliquefiable foundation soil case͒, whereas abutment pile caps do not undergo significant displacements partly because of the limited thickness of liquefiable abutment soil layers and the fact that lateral spreading is not captured in the model. Pile cap displacements are used to quantify pile damage because of three reasons. First, quantitative pile damage limit states can be easily computed in terms of pile cap response ͑Le-dezma 2007͒; in fact, this paper establishes pile limit states via pushover analysis as a function of the soil column in which they are embedded. Second, although maximum curvature of pile would be an apparent alternative to maximum pile cap displacement, the latter gives a better account of the overall pile and foundation response whereas the former is a highly "localized measure of demand" ͑Bradley et al. 2009͒ . And third, it is easier to collect postevent data on pile cap displacements in practice to assess pile foundation integrity and performance. Liquefaction also increases the demand on the expansion bearings causing significantly large deformations under soil liquefaction ͑approximately 90 mm corresponding to a 30% increase compared to the nonliquefiable foundation soil case͒, while fixed bearings at the bents undergo relatively small longitudinal deformations in both the liquefaction and nonliquefaction cases. Also, the 7.62-cm gap between the abutment and deck closes when liquefaction is considered, which could cause pounding damage at the abutment back wall.
The results from this deterministic dynamic analysis confirm expected trends in the behavior of soil columns, foundation piles, and bridge components. Hence, the CBSF system is used to probabilistically investigate component response under multiple ground motions, soil failure effects, and parameter uncertainty.
Methodology for Bridge Fragility Analysis
Fragility curves capture the conditional probability of a structure to reach or exceed predefined damage states given a hazard intensity measure ͑IM͒ ͑e.g., PGA for earthquake hazards͒. Fragility curves are developed here for bridges underlain by liquefiable soils by using nonlinear structural response data from a timehistory simulation approach. First, a CBSF model is developed where the structural and geotechnical parameters, such as concrete and steel strengths, bearing friction coefficients, damping ratio, gap between deck and abutment, ultimate strength of the p-y springs, and cohesion and friction angles of the foundation soil are all treated as random variables with specific probability distributions ͓Nielson 2005; Nielson and DesRoches 2007b; Pacific Earthquake Engineering Research Center ͑PEER͒ 2006; Zhang 2006͔ ͑Table 1͒. Then, 48 CBSF models, which are assembled following a Latin hypercube sampling ͑LHS͒ technique, are subjected to an equal number of available synthetic ground motions. In order to assess response variability, several repetitions of the LHS approach are conducted yielding a total simulation number of 200. After each transient analysis, the maximum response of major bridge components is recorded and a probabilistic seismic demand model ͑PSDM͒ is constructed using all maxima per component. This PSDM establishes a relationship between the ground motion IM ͑i.e., PGA from ground motions before site amplification͒ and maximum component response ͑i.e., demand͒, usually in the form of a power law ͑Cornell et al.
2002͒.
Assuming that both demand ͑D͒ and capacity ͑C͒ models follow a lognormal probability distribution, where C is a quantitative threshold of component response beyond which a level of physical damage can be detected, the component fragilities can be calculated as follows ͑Nielson 2005; Song and Ellingwood 1999͒:
where =1/ b͓ln͑S c ͒ −ln͑a͔͒ and =1/ b ͱ ␤ d͉IM 2 + ␤ c 2 ; a and b = regression coefficients from the probabilistic seismic demand analysis; S c = median capacity for the predefined performance levels; ␤ d͉IM = conditional logarithmic standard deviation of the demand; ␤ c = logarithmic standard deviation of the limit state; and ⌽͓ • ͔ = standard normal cumulative distribution function.
Multiple CBSF system failure modes are considered in this study by monitoring bearings, abutment soil, columns, piles, and unseating at the abutments. Except for the piles, the quantitative and qualitative limit states for most of the bridge and foundation components ͑along with their variability͒ are adopted from Nielson and DesRoches ͑2007a,b͒ and Ledezma ͑2007͒. Limit states for bridge components combine a qualitative description of their level of damage and associated traffic closure times with a quantitative metric of their physical state. For example, fixed steel bearings limit states are expressed in terms of longitudinal deformations, where 6 mm represent slight damage or the appearance of cracks in the concrete pier, 20 mm represent moderate damage or prying of the bearings and severe deformation in anchor bolts, 40 mm represent extensive damage or fracture of the bolts that allows bearing toppling or sliding, and 186 mm represent complete damage or sliding beyond a typical seat width. The writers of this manuscript also established pile limit states from pushover analysis and the newly available OpenSeesPL tool for the analysis of lateral pile-ground interactions. First yield, second yield, 75% ultimate, and ultimate curvatures are used to capture slight, moderate, extensive, and complete damage states. These levels of curvature are related to lateral pile cap deformation using OpenSees for specific soil profiles of the foundation system. This pile-ground analysis is needed because pile limit states are a function of not only their design, but also the soil profiles in which they are embedded. Overall, the four mentioned damage states-slight, moderate, extensive, and complete-are defined for the majority of the CBSF system components as listed in 
Liquefaction Effects on Component Fragility Curves
Forty-eight synthetic accelerograms created by Wen and Wu ͑2001͒ for three cities in CEUS ͑Carbondale, Illinois, St. Louis, and Memphis, Tennessee͒ are used in this study to generate PSDMs using nonlinear time-history analyses. These simulations account for soil liquefaction effects, and are the basis to construct fragility curves for multiple bridge components. The PGA values of the synthetic ground motions range from 0.06g to 0.67g. Since these ground motions are developed for bedrock, they are propagated through the 2D soil columns of the CBSF system directly triggering liquefaction in most cases. Note that this study's emphasis on the relative response of CBSF system components to seismic hazards with and without liquefaction effects permits the use of distinct data sets ͑e.g., CEUS bridge type from data analysis across 11 states ͑Nielson 2005͒, soil profiles from South Carolina, and synthetic CEUS seismic hazard along the Mississippi river͒, which are not necessarily collocated due to paucity of data sources and events, but are still representative of the CEUS region for comparative response analyses.
The parameters establishing PSDM functional relationships between the median seismic component demand and PGA are presented in Tables 3 and 4 for the cases with and without liquefaction, respectively. It can be observed that the dispersion of seismic demand increases while the coefficient of determination, R 2 , decreases only slightly with liquefaction effects. The resulting bridge component fragility curves for all limit states with and without liquefaction effects are plotted in Figs. 6 and 7, respectively. A summary of the medians and dispersions for the fragility curves of all damage states is shown in Table 5 .
Overall, the analysis of results under liquefiable soil conditions show that expansion bearings, abutment and its embankment soil in active action, 2nd bent columns, and all piles are among the most fragile bridge components, whereas fixed bearings, embankment soil in passive action, and 1st bent columns are comparatively less critical. Note that the relative vulnerability of these components differs by damage state, although the stated critical component groups remain relatively similar, even under nonliquefiable soils conditions. Since MSCS bridges experience significant deck displacements owing to their large mass, continuity, and the relatively low expansion bearing stiffness at the abutments, they are prone to having dominant longitudinal vibration modes where the bridge and the soil columns vibrate in and out of phase. This effect contributes significantly to the general criticality of abutments and expansion bearings across limit states and liquefaction conditions. The criticality of columns and piles is also sensitive to the particular soil, structural conditions, and seismic excitation at their sites.
Focusing on the actual average effects of liquefaction on component fragility relative to the cases without liquefaction, where stiff clay dominates the soil profiles, the fragility of columns and piles changes the most, whereas the fragility of expansion bearings and abutments' soil failure changes mildly. Fig. 8 presents select component fragilities at the complete limit states, where the deck unseating failure mode is also present, and reflects typical trends across all damage states. In particular, expansion bearings see an 8 and 13% increase in median fragility ͑reduction of median PGA͒ due to longitudinal bridge displacements at the moderate and complete damage states, respectively. Fixed bearings, which are not critical under any soil conditions, experience heightened fragility, such as a 43% increase at the moderate damage state. The abutments in active action ͑left and right abutments display similar response͒ experience in turn an average decrease in median fragility of 12.5% and in passive action of 34% for the moderate damage state. This decrease in abutment back soil fragility under liquefaction is explained by the reduction of load transfer from the deep foundation soil to the structure through a liquefiable soil top layer, and the fact that lateral spreading is not being modeled in this work.
The abutment and 1st bent piles have a similar behavior and also undergo a median fragility decrease that ranges from 37 to 43% for the moderate damage state, and from 50 to 60% for abutment piles and 12% for 1st bent piles at the complete damage state. The soft layers topping stiff clays do not impose large resistance and associated displacement demands on the pile caps under liquefiable conditions, which tend to remain stationary or exhibit limited displacement, thus decreasing their fragility. Note that if pile curvatures were measured instead, these same conditions of small pile cap displacement can be accompanied by high curvatures at the pile section that interfaces sands with bottom clay layers. In contrast to abutment and 1st bent piles, the piles at the 2nd bent become more fragile in terms of pile cap displacement. For example, their median fragilities increase in moderate and complete damage states by 7 and 19%, respectively, due to displacements of the stiff clay crust that tops the liquefiable layer. These displacement demands are transferred by the piles from the bottom to top layers of stiff clays and onto pile caps and columns, bridging the liquefiable soil layer gap in between clayey material. Such behavior is typically observed when the ground motions trigger a gradual build up of the pore pressures, as opposed to possible cases in which a rapid build up of pore pressures creates a flexible liquefied soil layer that limits the force transfer or transmissibility to piles and columns ͑and other structural components͒ from subsequent excitation peaks. Also, the role of uncertainty propagation from ground motions to demand to capacity is important in pile fragilities. In fact, piles exhibit the largest fragility dispersion among bridge components, making the shape of their fragility curves unusually concave.
Liquefaction can also decrease the seismic demands on some of the bridge columns. Such a decrease in pier moments and curvature demands is similar to the effect of a base isolator in accordance with previous studies ͑Mylonakis and Gazetas 2000; Adalier and Elgamal 2002; Kwon et al. 2008͒ . Specifically, soil stiffness and strength degradation decreases the median fragility of the 1st bent columns by 75 and 78% for moderate and complete damage states, respectively. However, liquefaction effects increases 2nd bent column fragilities by 35 and 48% in moderate and complete damage states, respectively. The difference between 1st and 2nd bent columns is also generally attributed to the different soil profiles associated with these bent pile-column assemblies. Note that the negative effects of strong crusts topping liquefiable soil layers on pile and column systems has also been experimentally confirmed by Ashford et al. ͑2006͒ and Kashighandi et al. ͑2008͒. Fig. 9 displays a sample deformation profile that highlights how the pile-column group attracts less demand when embedded in a liquefiable soil profile topped by a soft soil layer ͓Fig. 9͑a͔͒ relative to pile-column groups embedded in liquefiable soil profiles topped by stiff soil layers ͓Fig. 9͑b͔͒.
Finally, the results also show that relative to the component limit states considered in this work, expansion bearing failure, pile foundation failure, abutment displacement in active action, and unseating are more likely to occur than column failure under b Calculated median capacities S c using push-over analyses as a function of soil strata in this study, and adopted dispersions ␤ c from Ledezma ͑2007͒. The convention for cases with liquefaction is "With liq." and for cases without liquefaction is "Without liq." c Padgett and DesRoches ͑2007͒ determined that severe damage at the abutments does not necessarily mean long-term loss of bridge functionality.
liquefaction conditions ͑and nonliquefaction conditions except for the unseating case͒ for likely or low PGA levels. However, columns are still the most widely used failure mode to describe bridge damage mechanisms in academia and practice. For instance, given a PGA= 0.2g it is more likely to observe deck misalignment and dowel fracture in expansion bearings than shear cracks and spalling in the columns as failure modes representative of a moderate damage state. The reduced dominance of column failure to adequately represent system-level behavior is also in agreement with recent studies ͑Zhang et al. 2008b; Nielson and DesRoches 2007a; Zhang et al. 2004͒ and needs additional treatment beyond the scope of this paper.
Conclusions and Recommendations for Future Work
The introduction of a coupled 3D bridge-foundation system with 2D heterogeneous soil strata FE models and 1D p-y springs provides an efficient yet adequate framework to monitor multiple bridge failure mechanisms in the presence of 1D soil site amplifications and liquefaction effects. This 3D/1D modeling approach also enables detailed probabilistic analyses of CBSF systems, and offers the opportunity to incorporate individual bridge fragility modeling into future transportation network reliability studies. It provides a compromise between 3D-only models which are computationally expensive for bridge network reliability applications, and liquefaction multiplier methods which simply scale median fragility parameters to account for the effects of soil failure and do not capture the complexity of SSI phenomena at any level. The 3D/1D approach is illustrated with a CBSF system built with representative data that is not necessarily collocated, but reflective of the CEUS region. Overall, soil liquefaction increases the uncertainty, ␤ d , in predictive PSDMs by an average of 32% across bridge components, and consequently reduces the predictive power of PGA in component response. Albeit an increase in prediction uncertainty, the coefficient of determination, R 2 , between component demands decreases only by an average of 7%, indicating that the proposed 3D/1D CBSF model is able to provide insights about bridge component behavior under seismic hazards and soil failure without sacrificing predictive adequacy. It is found that soil failure from liquefaction increases the fragility of expansion bearings, and the potential for deck-abutment pounding effects and deck unseating, whereas it decreases the fragility of abutments without lateral spreading. Also, this study highlights that the fragility of piles and columns heavily depends on the soil stratum overlying the liquefiable sandy layer, which can sway their response in positive and negative ways. For instance, there is potential for natural base isolation of columns and pile cap displacements ͑which affect piles͒ when soft soils overlay sandy layers, and there is the pos- In general, the increase in the median fragility value across susceptible and critical bridge components ͑e.g., expansion bearings, and select columns and piles͒ ranges from 7 to 35% for moderate damage and 13 to 48% for complete damage limit states in the presence of soil liquefaction. The median decrease in fragility among beneficiary components from liquefaction effects ͑e.g., abutments, and select columns and piles͒ ranges from 12 to 75% for moderate damage and from 34 to 78% for complete damage. From these ranges of affected or improved component response from liquefaction, columns and piles provide the upper levels of relative response change. This study also shows that expansion bearings, pile foundations, and deck unseating failures under liquefaction are more likely to occur for probable PGA demands than susceptible column failures which are widely used as the sole failure mode to describe entire bridge damage states.
Finally, in addition to capturing complex behavior, such as bridge column and pile fragility as a function of soil layer properties over the liquefiable soil, the 3D/1D approach also captures and propagates uncertainty. Piles compound uncertainty in demand, capacity, and mathematical models, resulting in concave fragility functions that necessitate reduced local uncertainty to improve system-level predictions in practical applications.
Recommendations for Future Research
There are a number of directions where future research in this soil-foundation-structural reliability field can be oriented. For instance, although pile cap displacements serve as reasonable damage indicators for deep foundations, quantitative pile damage states depending on other mechanistic pile response metrics should be established through experimental research. Furthermore, in order to capture the effects of lateral spreading, sloped ground should be modeled in future studies. Since residual functionality of a bridge after seismic events is as important as residual capacity, vertical interface springs representing skin friction ͑t-z͒ and pile tip resistance ͑q-z͒ can be incorporated into 3D/1D CBSF systems to account for liquefaction-induced vertical settlement and enable comparisons with full 3D FE models. In addition, improved approaches to establish a relationship between ground motion IMs and structural demand in the presence of liquefaction should be explored to decrease the variability in PSDMs, in particular for pile groups. Several studies also attribute uncertainty to the effects of using different IMs, such as PGA, peak ground velocity, spectral acceleration, etc. cially for CBSF systems where variability in soil, structural material, and liquefaction potential are jointly present. Lastly, similar fragility analyses to the ones presented in this study can be performed in the transverse direction using the same 3D/1D approach, or if liquefaction susceptible p-y springs in two orthogonal directions are developed, then coupled responses can provide insightful and computationally inexpensive data regarding dynamic 3D bridge response. This information can guide reliability-based designs and retrofit programs where structural and soil material improvements can be prescribed to ensure target reliability levels for bridges and bridge networks even in the presence of soil liquefaction. 
