Abstract. In the first few homological gradings, there is an isomorphism between the Khovanov homology of a link and the categorification of the chromatic polynomial of a graph related to the link. In this article, we show that all torsion in the categorification of the chromatic polynomial is of order two, and hence all torsion in Khovanov homology in the gradings where the isomorphism is defined is of order two. We also prove that odd Khovanov homology is torsion-free in its first few homological gradings.
Introduction
Khovanov homology is a categorification of the Jones polynomial constructed by Khovanov in [Kho00] . The Khovanov homology Kh(L) of a link L is a finitely generated, bigraded abelian group. Experimental computations show that Khovanov homology frequently has nontrivial torsion. Torsion of order two has been studied extensively by Shumakovitch [Shu14] , Asaeda and Przytycki [AP04] , Pabinak, Przytycki, and Sazdanović [PPS09] , and Przytycki and Sazdanović [PS14] . Shumakovitch conjectures that the Khovanov homology of every link except disjoint unions and connected sums of unknots and Hopf links contains torsion of order two. This conjecture has been confirmed for many special cases, including alternating links and many semi-adequate links.
Much less is known about torsion of order not equal to two. Computations by Bar-Natan [BN07] show that the Khovanov homology of the (4, q) torus knot for q = 5, 7, 9, or 11 contains torsion of order four. Further computer computations by Bar-Natan and Green [BNG] show that torus knots of higher braid index can have odd torsion. In a recent paper [MPS + 17], Mukherjee, Przytycki, Silvero, Wang, and Yang give many more examples of links whose Khovanov homology contains torsion of odd order. Experimental computations show that among knots with few crossings, knots with torsion of orders other than two in their Khovanov homology are less common than knots whose Khovanov homology contains only torsion of order two. Ozsváth, Rasmussen, and Szabó [ORS13] define the odd Khovanov homology Kh odd (L) of a link L, a categorification of the Jones polynomial that agrees with Khovanov homology with Z 2 coefficients, but differs with Z coefficients. In Section 6, we prove a version of Theorem 1.1 for odd Khovanov homology. Helme-Guizon and Rong [HGR05] define a categorification of the chromatic polynomial of a graph G, which we call the chromatic homology of G. One can view this theory as a comultiplication-free version of Khovanov homology. The Khovanov homology of a link and the chromatic homology of the all-A state graph of a diagram of the link are isomorphic in certain bigradings. Theorem 1.1 is a consequence of this relationship together with the following result on chromatic homology. Theorem 1.3. All torsion in the chromatic homology of a graph is of order two. Theorem 1.3 is proved in two major steps. First, we show that chromatic homology cannot have torsion of odd order by examining a version of Lee's spectral sequence [Lee05] for chromatic homology with Z p coefficients where p is an odd prime. Next, we prove that the only torsion of order 2 k in chromatic homology is in fact of order two. In order to achieve this second step, we define new maps ν ↓ , ν ↑ , and d T on the chromatic complex with Z 2 coefficients, each of which induces a map on chromatic homology with Z 2 coefficients. These maps are inspired by similar maps on the Khovanov complex with Z 2 coefficients defined by Shumakovitch [Shu14] and Turner [Tur06] . We relate the induced maps to the differential in the Z 2 -Bockstein spectral sequence for chromatic homology to prove the desired result.
Chmutov, Chmutov, and Rong [CCR08] show that the chromatic homology of a graph G with rational coefficients is determined by the chromatic polynomial of G. The following theorem generalizes their result to integer coefficients. Theorem 1.4. The chromatic homology of a graph G with integer coefficients is determined by the chromatic polynomial of G.
The version of chromatic homology studied in this paper uses the algebra A 2 = Z[x]/(x 2 ). Helme-Guizon and Rong [HGR12] show that if an algebra A satisfies certain mild conditions, then there is a categorification of the chromatic polynomial associated to A. Pabinak, Przytycki, and Sazdanović [PPS09] show that Theorem 1.4 fails for algebras other than A 2 ; in particular, it fails for the algebra A 3 = Z[x]/(x 3 ). This article is organized as follows. In Section 2, we recall the constructions of Khovanov homology and chromatic homology. In Section 3, we prove that chromatic homology has no torsion of odd order. In Section 4, we show that the only possible torsion in chromatic homology is of order two. We also show Theorem 1.4. In Section 5, we define state graphs, recall the connection between Khovanov and chromatic homology, and prove Theorem 1.1. In Section 6, we recall the definition of odd Khovanov homology and prove Theorem 1.2.
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Background
In this section, we review the definitions of Khovanov homology and chromatic homology. We present both Bar-Natan's cube-of-resolution approach [BN02] and Viro's enhanced state approach [Vir04] .
2.1. Khovanov homology. Let R be a commutative ring with identity. Usually R will be the integers Z, the rationals Q, or Z p , the integers modulo p. A bigraded R-module M is an Rmodule with a direct sum decomposition M = i,j∈Z M i,j where the summand M i,j is said to have bigrading (i, j). Equivalently, an R-module is bigraded if a bigrading (i, j) is assigned to each element in a chosen basis. If M = i,j∈Z M i,j and N = k,ℓ∈Z N k,ℓ are bigraded R-modules, then both the direct sum M ⊕ N and tensor product M ⊗ N (understood to be taken over R) are bigraded with (M ⊕ N ) m,n = M m,n ⊕ N m,n and (M ⊗ N ) m,n = i+k=m,j+ℓ=n M i,j ⊗ N k,ℓ . We also define grading shift operators [·] and {·} by (M [r]{s}) i,j = M i−r,j−s where r and s are integers.
Let {0, 1} n be the n-dimensional hypercube with vertex set V(n) and edge set E(n). A vertex I = (k 1 , . . . , k n ) of the hypercube {0, 1} n is an n-tuple of 0's and 1's, and there is a directed edge ξ from vertex I to vertex J if every entry of I and J are the same except one entry where I is 0 and J is 1. The height h(I) of a vertex is the number of 1's in that vertex, that is if
If ξ is an edge from I to J, then the height of ξ, denoted |ξ|, is the height of the vertex I. Suppose that I and J disagree at the r-th entry. Define the sign of ξ by (−1) ξ = (−1) r i=1 k i , that is the sign of ξ is +1 if the number of 1's appearing before the r-th entry of I is even, and −1 otherwise.
Let D be a link diagram with crossings c 1 , . . . , c n . Each crossing has an A-resolution and a B-resolution as in Figure 2 . The collection of curves resulting from a resolution of each crossing is called a Kauffman state s of D. Define |s| to be the number of components of the Kauffman state s. When resolving a crossing, replace the crossing with a small line segment, called the trace of the crossing, connecting the two strands.
A B
Figure 2: The resolutions of a crossing and their traces in a link diagram. The orientations of the traces are important for the construction of odd Khovanov homology in Section 6.
In the construction of Khovanov homology, we assign a bigrading to A 2 where 1 has bigrading (0, 1) and x has bigrading (0, −1). The first entry in the bigrading is called the homological grading, and the second entry is the polynomial grading. Let I = (k 1 , . . . , k n ) be a vertex of the hypercube {0, 1} n , and define D(I) to be the Kauffman state of D with an A-resolution at crossing c i if m i = 0 and with a B-resolution at crossing c i if
[h(I)]{h(I)}, where each tensor factor of A 2 is understood to be associated to a component of D(I).
Define R-linear maps by (2.1)
Suppose ξ is an edge in E(n) from I to J. Alternately, one can think of CKh(D) as a bigraded module freely generated by enhanced states. An enhanced state of D is a Kauffman state of D where each component is either labeled with a 1 or an x. The differential can be described using incidence numbers. Let s be an enhanced state viewed as a basis element of CKh i,j (D), and suppose that d i (s) = ±t k where each t k is an enhanced state viewed as a basis element of CKh i+1,j (D). The incidence number of two enhanced states s and t relative to d, denoted d(s : t), is defined to be zero unless s and t are related in one of the following ways, in which case d(s : t) = 1.
(1) The state t can be obtained from s by merging two components γ 1 and γ 2 of s into one component γ of t. Moreover, if γ 1 and γ 2 are both labeled 1, then γ is also labeled 1, and if one of γ 1 and γ 2 is labeled 1 and the other is labeled x, then γ is labeled x. (2) The state t can be obtained by splitting one component γ of s into two components γ 1 and γ 2 of t. Moreover, if the label on γ is 1, then one of γ 1 and γ 2 is labeled 1 and one is labeled x. If the label on γ is x, then both γ 1 and γ 2 are labeled x.
Then d i (s) = ±d(s : t)t where the sum is taken over all enhanced states t and the sign is determined by (−1) ξ for ξ being the edge in the hypercube between the underlying Kauffman states of s and t.
See Figures 3 and 4 2.2. Chromatic homology. The chromatic polynomial P G (λ) of a graph G is the unique polynomial such that G has P G (λ) proper λ-colorings of its vertices. Let s be a spanning subgraph of G, let |s| be the number of edges in s, and let k(s) be the number of components of s. Then
The chromatic homology H(G) of G categorifies the polynomial
and is constructed as follows. Suppose the edge set of G is E(G) = {e 1 , . . . , e n }. The set S(G) of spanning subgraphs of G is in one-to-one correspondence with V(n). Define G(I) to be the spanning subgraph of G with edge set E(G(I)) = {e i ∈ E(G) | k i = 1}. Again, we let A 2 = R[x]/(x 2 ), where now 1 has bigrading (0, 0) and x has bigrading (0, 1).
, where k(G(I)) is the number of components of G(I). Let m be the multiplication map defined in Equation 2.1. Let ξ be an edge in the hypercube {0, 1} n from vertex I to vertex J. If k(G(I)) = k(G(J)) + 1, then define the map d ξ : C(G(I)) → C(G(J)) to be multiplication on the factors of A 2 that correspond to the components being merged and the identity on all other factors of A 2 . If k(G(I)) = k(G(J)), then define d ξ : C(G(I)) → C(G(J)) to be the identity map.
Define C(G) = I∈V(n) C(G(I)). Let C i,j (G) be the summand of C(G) in homological grading i and polynomial grading j. Figure 5 shows an example of a graph and its chromatic homology. An enhanced state of G is a spanning subgraph H of G where each component of H is labeled either 1 or x. The incidence between two enhanced states s and t, denoted d(s : t), is either zero or one. The incidence number is one if and only if t can be obtained from s by adding an edge e and one of the following conditions hold.
(1) Adding the edge e to s merges two components γ 1 and γ 2 of s into one component γ of t.
If γ 1 and γ 2 are labeled 1, then γ 2 is labeled 1, and if one of γ 1 and γ 2 is labeled 1 and the other is labeled x, then γ is labeled x. All other labels are the same in s and t. (2) Adding the edge e to s preserves the number of components. Then there is a natural bijection between the components of s and t, and that bijection must preserve labels. As in Khovanov homology, the differential d can be written as d(s) = ±d(s : t)t where t ranges over all other enhanced states.
Helme-Guizon, Przytycki, and Rong [HGPR06] prove that the chromatic homology H(G) is entirely supported on two adjacent (i, j) diagonals and that all of the torsion is supported on the upper diagonal.
Theorem 2.1 (Helme-Guizon, Przytycki, Rong). Let G be a graph with n vertices. Then H i,j (G) = 0 unless n − 1 ≤ i + j ≤ n and Tor H i,j (G) = 0 unless i + j = n.
Helme-Guizon and Rong [HGR12] also give a categorification of the chromatic polynomial using an arbitrary algebra A in place of A 2 . The spaces in this categorification are tensor products of A. Instead of using the multiplication in A 2 when adding an edge that merges two components, one instead uses the multiplication from A. It will be useful for us to take this viewpoint, particularly by using a non-standard multiplication on an R-module isomorphic to A 2 .
Odd torsion in chromatic homology
In this section, we prove that the chromatic homology of a graph contains no torsion of odd order. The proof is inspired by Shumakovitch's proof that the Khovanov homology of a homologically thin link has no odd torsion [Shu14] . Chmutov, Chmutov, and Rong [CCR08] prove that chromatic homology with Q has the following knight move decomposition.
Theorem 3.1 (Chmutov, Chmutov, Rong). Let G be a connected graph with n vertices.
(
for all i > 0.
A knight move pair (depicted in Figure 6 ) is a pair of summands of Q that differ in bigrading by (1, −2). In Lemma 3.5, we show that chromatic homology over Z p for odd prime p satisfies an analogous knight move decomposition. Using the two knight move decompositions, we show that dim H(G; Q) = dim H(G; Z p ), and hence H(G) has no odd torsion.
The knight move decomposition of Lemma 3.5 follows from a spectral sequence construction on chromatic homology. Specifically, there is a new differential d L that anti-commutes with the usual chromatic differential d. The chromatic complex of a connected graph G with differential d + d L is a filtered complex whose homology is either trivial or dimension two (see Proposition 3.4). The spectral sequence associated to the filtered complex converges at the second page for grading reasons, and consequently chromatic homology with Z p coefficients has a knight move decomposition.
Our first task is to define the differential d L and prove basic properties of the chromatic complex with differential d + d L . Let p be an odd prime, and let R = Z p be the integers modulo p. Following Lee [Lee05] and Chmutov, Chmutov, and Rong [CCR08] , define a new edge map as follows. Let m L :
to be m L on the factors of A 2 corresponding to the components being merged and the identity on all other factors of
Both m L and m + m L are multiplications on A 2 , and these two algebra structures on A 2 yield differentials d L and d + d L . Therefore [HGR12] implies that the homologies of the complexes
Recall that if A is an arbitrary algebra, then the complex and homology using the multiplication from A are denoted by C(G; A) and H(G; A) respectively. Since the multiplication on A may or may not preserve polynomial grading, we will consider H(G; A) as a singly graded R-module. Let e be an edge of G, and let G − e and G/e denote the graphs obtained from G by deleting and contracting the edge e respectively. Theorem 3.2 (Helme-Guizon, Rong). Let G be a graph, and let e be an edge of G. There is a short exact sequence of complexes
that yields a long exact sequence of homology groups
The connecting homomorphism ∂ has the following description. Adding the edge e to G − e and then contracting it to obtain G/e either induces a natural bijection on the components or merges two components and induces a natural bijection on the remaining components. In the first case ∂ is multiplication (−1) i and in the second case ∂ is given by (−1) i times multiplication in A of the labels on the components being merged.
The homology H d+d L (G; Z p ) can be computed explicitly. In Section 4, we will use a similar argument to compute another homology, and so we state the following result with seemingly more general than necessary language.
Let R be a commutative ring, let A be a free rank-two R-module with basis {a 0 , a 1 } with multiplicative identity. Suppose that the multiplication m : A ⊗ A → A is given by m(a 0 ⊗ a 1 ) = m(a 1 ⊗ a 0 ) = 0 and m(a i ⊗ a i ) = ±a i for i = 0, 1. Suppose G is bipartite with vertex bipartiion A 0 ⊔ A 1 . Consider the spanning subgraph of G with no edges. Define two enhanced states S 0 and S 1 using the subgraph with no edges by assigning labels as follows. In S 0 , each vertex in A 0 is labeled a 0 and each vertex in A 1 is labeled a 1 . In S 1 , each vertex in A 0 is labeled a 1 and each vertex in A 1 is labeled a 0 . Then S 0 and S 1 are cycles in H(G; A).
Lemma 3.3. Let R and A be as in the above paragraph. Suppose that G is a connected graph.
Proof. Helme-Guizon and Rong [HGR12] show that given a rank two algebra A with the above properties, if G is a tree, then H 0 (G; A) = R ⊕ R and H i (G; A) = 0 for i > 0. It is easy to check that both S 0 and S 1 are cycles, and thus represent a basis for H 0 (G; A). We complete the proof by induction on m, the number of edges in G. Since the result is known if G is a tree, we can suppose that G has an edge e that is not a bridge. Let G − e and G/e be the deletion and contraction of e from G respectively. By [CCR08, Lemma 3.5], there are three cases to consider:
(1) all three graphs G, G − e, and G/e are not bipartite, (2) the graphs G and G − e are bipartite, but G/e is not, and (3) the graphs G − e and G/e are bipartite, but G is not. In case (1), the inductive hypothesis implies that both H(G−e; A) and H(G/e; A) are zero, and so the long exact sequence of Theorem 3.2 implies that H(G; A) = 0 as well. In case (2), the inductive hypothesis implies that H(G/e; A) = 0 and that H 0 (G − e; A) = R ⊕ R while H i (G − e; A) = 0 for i > 0. Therefore, the long exact sequence of Theorem 3.2 implies that H 0 (G; A) = R ⊕ R and
In case (3), the inductive hypothesis implies that both H 0 (G − e; A) and H 0 (G/e; A) are R ⊕ R, while H i (G − e; A) = H i (G/e; A) = 0 for i > 0. The long exact sequence of Theorem 3.2 becomes
where all unlisted groups are zero. If ∂ is an isomorphism, then H 0 (G; A) = H 1 (G; A) = 0 as desired. Since both G − e and G/e are bipartite and G is not, both vertices incident to e lie in the same set of the bipartition. Define S i (G − e) and S i (G/e) to be the state S i for i = 1, 2 and for the graphs G − e and G/e respectively. Then ∂(S 0 (G − e)) = ±S 0 (G/e) and ∂(S 1 (G − e)) = ±S 1 (G/e), and hence ∂ is an isomorphism.
Proposition 3.4. Let G be a connected graph, and let p be an odd prime.
Proof. Let A be the Z p -module with basis {1, x} and multiplication m + m L . Then 1 is the multiplicative identity of A. Let a 0 = 1 2 (x + 1) and
Hence the algebra A satisfies the conditions of Lemma 3.3, and the result follows.
Proposition 3.4 shows that the homology of H d+d L (G; Z p ) is either rank zero or rank two. The differential d+d L is non-increasing with respect to the polynomial grading, which induces a filtration on the complex C(G; Z p ) as described below. The filtered structure of this chain complex yields a spectral sequence whose homology is H d+d L (G; Z p ). The behavior of this spectral sequence is encapsulated in Lemma 3.5.
Let C be an R-module, and let (C, d) be a chain complex. Suppose that there exists submodules
) is a filtered chain complex. Each filtered chain complex has an associated spectral sequence that converges to the homology H(C, d). Details of the construction can be found in McCleary [McC01] . Recall that a map on a bigraded complex that increases homological grading by k and increases polynomial grading by ℓ is said to be of bidegree (k, ℓ).
The maps d and
The following theorem implies that the summands of H(G; Z p ) can be arranged in pairs whose bigradings differ by (1, −2) except if G is bipartite, then there will be two summands of Z p in H 0 (G; Z p ) that are not contained in any pair. Compare this result to Theorem 3.1.
Lemma 3.5. Let G be a connected graph with n vertices, and let p be an odd prime.
is an isomorphism for all i ≥ 1 and has one dimensional kernel when i = 0.
Proof. Theorem 2.1 states that H(G) is entirely supported on two diagonals, i.e. in bigradings (i, j) such that i + j = n or n − 1 where n is the number of vertices of G. Additionally, the torsion of H(G) is supported on bigradings (i, j) where i + j = n. The universal coefficient theorem then implies that H(G; Z p ) is entirely supported in bigradings (i, j) where
has a filtration given by half the polynomial grading. The E 1 page of the associated spectral sequence is the chromatic homology H(G; Z p ) with Z p coefficients and the
is the E 1 page of the spectral sequence. Moreover, the bidegree for the map on the E r page is (1, −2r). Therefore, all differentials past d * L in the spectral sequence are zero, and thus E 2 = E ∞ . Proposition 3.4 implies the result. Our proof that the chromatic homology of a graph can only have torsion of order two comes in two parts. The first part is the following result, which implies that all torsion in chromatic homology is of order 2 k for some k.
Theorem 3.6. The chromatic homology H(G) of the graph G contains no torsion of odd order.
Proof. Suppose that H(G) contains p k -torsion for some odd prime p and some k > 0. Let H i,j (G) be the summand with minimum homological grading i containing p k -torsion. Since all torsion appears in a summand H i,j (G) where i + j = n, it follows that the corresponding polynomial grading is j = n − i. Let dim Zp (i, j) and dim Q (i, j) denote dim H i,j (G; Z p ) and dim H i,j (G; Q) respectively. The universal coefficient theorem implies that dim Zp 
By Theorem 3.1, we have
Therefore dim Zp (i−2, n−i+2) ≥ dim Q (i−2, n−i+2), and hence H i−2,n−i+2 (G) contains p k -torsion for some k > 0. This contradicts that i is the minimum homological grading where odd torsion appears. Therefore, H(G) contains no torsion of odd order.
Torsion of order 2 k in chromatic homology
In this section, we prove Theorem 1.3, i.e. that chromatic homology can only have torsion of order two. Theorem 3.6 implies that all torsion in chromatic homology is of order 2 k for some k. Proving that k = 1 amounts to showing that the Bockstein spectral sequence converges on the correct page. In order to prove our Bockstein convergence result, we show a relationship between the Bockstein differentials and some new maps on chromatic homology. The proof in this section is modeled after a forthcoming paper of Shumakovitch [Shu16] where he proves that the Khovanov homology of a homologically thin knot can only have torsion of order two.
4.1. The Bockstein spectral sequence. In this subsection, we review the construction of the Bockstein spectral sequence. As we will see, it is the exact algebraic tool that we need to show that all torsion of order 2 k in H(G) is actually of order 2.
Let D and E be R-modules, and let f : D → D, g : D → E, and h : E → D be R-module homomorphisms such that im f = ker g, im g = ker h and im h = ker f . The tuple (D, E, f, g, h) is called an exact couple which we represent by the following diagram.
, the homology of E with differential g • h, and define D ′ = im f = ker g.
is also an exact couple. Iterating this process yields the spectral sequence associated to the exact couple (D, E, f, g, h) .
Let (C, d) be a chain complex with integral homology H(C) and mod p homology H(C; Z p ). Consider the short exact sequence
where ×p is multiplication times p and red p is reduction modulo p. Tensor the complex (C, d) with this short exact sequence to obtain a short exact sequence of complexes. The associated long exact sequence is the exact couple
where ∂ is the boundary map in the long exact sequence. The spectral sequence associated to this exact couple is called the Z p -Bockstein spectral sequence of (C, d). Some important properties of the Bockstein spectral sequence follow; see McCleary [McC01] for proofs.
(1) The E 1 page of the Bockstein spectral sequence is H(C; Z p ).
(2) The E ∞ page of the Bockstein spectral sequence is H(C)/ Tor H(C)
contains no torsion of order p k for k ≥ r.
We consider the Z 2 -Bockstein spectral sequence applied to the chromatic complex (C(G), d). Let y = s k where each s k is an enhanced state such that y is a cycle in C(G; Z 2 ). Denote its Z 2 homology class by [y] 2 . Define the differential on the E 1 page of the Z 2 -Bockstein spectral sequence by β = (∂ • red 2). A diagram chase shows that the map β :
Our goal is thus to show that the homology of the complex (H(G; Z 2 ), β) is the same as the E ∞ page of the Bockstein spectral sequence, that is H(G)/ Tor H(G) ⊗ Z 2 .
Since our path to this result is rather circuitous, we will outline the proof ahead of time. In Lemma 4.1, we show there is an isomorphism ν * ↓ :
, where G is a graph with n vertices. We use this isomorphism, Theorems 2.1, 3.1, and 3.6, and the universal coefficient theorem to show that H(G; Z 2 ) and H(G) consist of finitely many copies, say N , of the two configurations on the middle and right of Figure 6 respectively. If G is bipartite, then H(G; Z 2 ) will have two additional summands of Z 2 and H(G) will have two summands of Z in bigradings (0, n) and (0, n − 1). Since there are N torsion summands in H(G), it will suffice to show that the rank of β :
We do not directly analyze the map β to prove that it is rank N . Instead, we define a map d T : C i,j (G; Z 2 ) → C i+1,j−1 (G; Z 2 ) and relate it to β. The d T map is inspired by a similar map on Khovanov homology defined by Turner [Tur06] . In Proposition 4.2, we show that the homology of the chromatic complex over Z 2 with differential d + d T behaves almost identically to the homology of the chromatic complex over
) is either rank two or rank zero, depending on whether G is bipartite or not. As in Section 3, the map d + d T is non-increasing with respect to the polynomial grading, and so a spectral sequence construction implies that d T induces a map d * T : 4.2. Vertical differentials. Theorem 2.1 implies that the chromatic homology with Z 2 coefficients of a graph G with n vertices is entirely supported on two adjacent diagonals, that is, it is entirely supported in bigradings (i, j) where i + j = n or n − 1. In this subsection, we show that the chromatic homology on the upper diagonal is isomorphic to the chromatic homology on the lower diagonal. The isomorphism ν * ↓ and its inverse ν * ↑ are the induced maps on chromatic homology coming from two maps defined on the chain complex C(G; Z 2 ).
The first of these maps is ν ↓ : C i,j (G; Z 2 ) → C i,j−1 (G; Z 2 ), defined as follows. Let s be an enhanced state of G. Let t be the enhanced state with the same underlying spanning subgraph as s except that exactly one component of s that is labeled x is labeled 1 in t. Then the incidence number of s and t relative to ν ↓ is ν ↓ (s : t) = 1. For all other states t ′ , we set ν ↓ (s : t ′ ) = 0. In other words, ν ↓ (s) is a sum over all possible ways to change a single component of s that is labeled x to be labeled 1.
The second map ν ↑ : C i,j (G; Z 2 ) → C i,j+1 (G; Z 2 ) has a similar definition as ν ↓ , but with one key difference. In order to define ν ↑ , we choose a vertex v 0 of G. If s is an enhanced state of G such that the component of s containing the vertex v 0 is labeled 1, then ν ↑ (s) is defined to be the enhanced state with the same underlying spanning subgraph as s except where the component containing v 0 is now labeled x. If the component of s containing v 0 is labeled x, then ν ↑ (s) = 0.
The reader can check that ν ↓ and ν ↑ are differentials, i.e. ν ↓ • ν ↓ = 0 and ν ↑ • ν ↑ = 0, and that both ν ↓ and ν ↑ commute with the chromatic differential d (with Z 2 coefficients). Hence these maps induce maps ν * ↓ and ν * ↑ on chromatic homology H(G; Z 2 ) with Z 2 coefficients. As the next lemma states, these maps are isomorphisms.
Lemma 4.1. Let G be a graph with n vertices, and suppose i+j = n. The maps ν * ↓ : 
as a map on the chain groups, and ν * ↓ • ν * ↑ + ν * ↑ • ν * ↓ = id as induced maps on chromatic homology H(G; Z 2 ). If α ∈ H(G; Z 2 ) such that ν * ↓ (α) = 0, then ν * ↓ (ν * ↑ (α)) = α, and hence α is in the image of ν * ↓ . Likewise, if α ′ ∈ H(G; Z 2 ) such that ν * ↑ (α ′ ) = 0, then ν * ↑ (ν * ↓ (α ′ )) = α ′ , and hence α ′ is in the image of ν * ↑ . Therefore the homology of the complexes (H(G; Z 2 ), ν * ↓ ) and (H(G; Z 2 ), ν * ↑ ) are acyclic. Theorem 2.1 implies for each homological grading i there are at most two polynomial gradings j where H i,j (G; Z 2 ) are nontrivial. Hence the maps ν * ↓ and ν * ↑ are isomorphisms. If α ∈ H i,n−i (G; Z 2 ), then ν * ↑ (α) = 0 because H i,n−i+1 (G; Z 2 ) = 0. Thus (ν * ↓ • ν * ↑ )(α) = α. Likewise, if α ∈ H i,n−i−1 (G; Z 2 ), then ν * ↓ (α) = 0 because H i,n−i−2 (G; Z 2 ) = 0. Thus (ν * ↑ • ν * ↓ )(α) = α, and hence ν * ↑ and ν * ↓ are inverses of one another. Theorem 3.1 implies that chromatic homology with rational coefficients H(G; Q) can be arranged into knight move pairs except when G is bipartite, there are two additional summands of Q in H 0, * (G; Q). Each summand of Q in H(G; Q) becomes a Z 2 -summand in H(G; Z 2 ). Lemma 4.1 implies that for i + j = n, we have H i,j (G; Z 2 ) ∼ = H i,j−1 (G; Z 2 ). Therefore, each knight move pair in H(G; Q) corresponds to a tetromino in H(G; Z 2 ), i.e. four summands of Z 2 arranged as in 
The Turner differential. In [Tur06]
Turner defines a differential on Khovanov homology with Z 2 coefficients. A similar differential on chromatic homology with Z 2 coefficients exists, and we call it the Turner differential.
is defined as follows. Let s be an enhanced state of G. Let t be an enhanced state of G obtained from s by adding an edge that merges two components γ 1 and γ 2 of s such that the two components γ 1 and γ 2 are labeled x in s and the merged component is labeled x in t. Then d T (s : t) = 1. Otherwise d T (s : t) = 0. Said another way, the d T map has a multiplication that sends x and x to x and all other pairs to zero and has a comultiplication that sends everything to zero. The reader can check that d T is a differential, d T commutes with the chromatic differential d (over Z 2 ), and
Note that d T does not commute with ν ↓ or ν ↑ , and dealing with this unfortunate fact will cause us a bit of work.
Lemma 3.3 implies that the homology of (C(G; Z 2 ), d + d T ) has a form similar to the homology of (C(G;
Proposition 4.2. Let G be a connected graph.
Proof. Let A be the algebra whose underlying module structure is Z 2 [x]/(x 2 ) with multiplication given by m + m T , i.e. (m + m T )(1 ⊗ 1) = 1, (m + m T )(1 ⊗ x) = (m + m T )(x ⊗ 1) = x, and (m + m T )(x⊗x) = x. Define a 0 = x and a 1 = x+1. Then (m+m T )(a 0 ⊗a 0 ) = a 0 , (m+m T )(a 1 ⊗a 1 ) = a 1 , and (m + m T )(a 0 ⊗ a 1 ) = (m + m T )(a 1 ⊗ a 0 ) = 0. Therefore, the algebra A satisfies the conditions of Lemma 3.3, and the result follows. The map d + d T is non-increasing with respect to the polynomial grading, and thus the complex (C(G; Z 2 ), d + d T ) is filtered. If G is connected, the E ∞ page of the associated spectral sequence is either rank zero or two. For grading reasons, we know that the E 3 page of the sequence is the E ∞ page. We can use Lemma 4.3 to show that in fact the E 2 page of the sequence is the E ∞ page. Consequently, d * T maps the two Z 2 summands on the left of each tetromino isomorphically onto the two Z 2 summands on the right. Lemma 4.4. Let G be a connected graph such that H(G; Z 2 ) consists of N tetrominoes, and if G is bipartite, two additional summands of Z 2 in H 0 (G; Z 2 ). Then the rank of d * T :
Proof. Recall that the chromatic differential d has bidegree (1, 0) and the Turner differential d T has bidegree (1, −1). The complex (C(G; Z 2 ), d + d T ) is filtered by the polynomial grading and gives rise to an associated spectral sequence. The E 1 page of the spectral sequence is the chromatic homology H(G; Z 2 ) of G with Z 2 coefficients. If d r is the map on page E r , then the bidegree of d r is (1, −r) . Because H(G; Z 2 ) = i,j H i,j (G; Z 2 ) is only supported on two adjacent (i, j)-diagonals, the maps d r are zero for grading reasons when r > 2. Proposition 4.2 implies that the E ∞ page of the spectral sequence is 0 if G is not bipartite and Z 2 ⊕ Z 2 if G is bipartite.
The differential on the E 1 page H(G; Z 2 ) is the map induced by Turner's differential. Suppose that G has n vertices. Let i + j = n, and let
be the potentially nonzero induced Turner maps. Since dim H(G;
. Since d r = 0 when r > 2, it follows that the E 2 page consists of pairs of summands of Z 2 that differ in bigrading by (1, −2) and if G is bipartite, two additional summands of Z 2 in homological grading 0. These pairs of summands look like the knight move pairs in Figure 6 except the summands of Q are replaced with summands of Z 2 . Let (p, q) be the bigrading of the Z 2 summand of the E 2 page with maximum homological grading. Thus
, and E After computing the rank of d * T , we now express d * T in terms of β and ν * ↓ .
Lemma 4.5. Let G be a graph.
Proof. Let c = 
which implies the result. The map ν ↓ does not change the underlying spanning subgraph of an enhanced state, and the maps d and d T send an enhanced state s to a sum of enhanced states where the underlying spanning subgraph of each enhanced state in the sum is obtained from s by adding an edge. Hence we will consider all enhanced states t whose underlying spanning subgraph can be obtained from one of the underlying spanning subgraph of one of the states s k by adding a single edge.
Suppose that t is obtained from s k by adding an edge that merges two components γ 1 and γ 2 into one component γ in t. Furthermore suppose that γ 1 , γ 2 , and γ are all labeled x. By definition d T (s k : t) = 1. For i = 1, 2, let u i be the enhanced state with the same underlying spanning subgraph as s k and with all the same labels as s k except the component γ i is labeled 1 in u i instead of x. Then ν ↓ (s k : u i ) = 1 for i = 1, 2. The components γ 1 and γ 2 in u i are labeled 1 and x in some order. The enhanced state t can be obtained from u i by adding an edge, and the resulting merged component γ is labeled x. Since two components labeled 1 and x are merged to a component labeled x, it follows that d(u i : t) = 1 for i = 1 and 2. Therefore (d • ν ↓ )(s k : t) = 2. Also, (ν ↓ • d)(s k : t) = 0 since γ 1 and γ 2 are both labeled x and merging two components labeled x yields 0 under the d map. Therefore, d T (s k : t) ≡ 1 2 δ(s k : t) mod 2. Suppose that t is obtained from s k by adding an edge. If the edge does not merge two components labeled x in s k into another component labeled x in t, then d T (s k : t) = 0 by definition. Hence for any such state t, we must show that 1 2 ℓ k=1 δ(s k : t) is even, or equivalently that ℓ k=1 δ(s k : t) is divisible by four. There are three cases to consider.
(1) The enhanced state t is obtained by merging two components γ 1 and γ 2 in s k where one of γ 1 and γ 2 is labeled 1 and the other is labeled x. The corresponding merged component γ in t is labeled 1. (2) The enhanced state t is obtained from s k by changing the label on a component γ 1 of s k from x to 1, then merging two other components γ 2 and γ 3 of s k into one component γ of t. Moreover the label on γ is the product (under m) of the labels on γ 2 and γ 3 . (3) The enhanced state t is obtained from s k by changing the label on a component γ 1 of s k from x to 1, then adding an edge to s k that does not change the number of components or the labels on any component.
Suppose that t satisfies case (1). Let u be the state whose underlying spanning subgraph is the same as t and that is obtained from s k by merging γ 1 and γ 2 into one component γ where γ is labeled x. Then d(s k : u) = 1 and ν ↓ (u : t) = 1. Let u ′ be the state whose underlying spanning subgraph is the same as s k where both γ 1 and γ 2 are labeled 1 and all other components are labeled as in s k . Then ν ↓ (s k : u ′ ) = 1 and d(u ′ : t) = 1. Thus δ(s k : t) = 2.
Suppose that t satisfies case (2). Let u be the state whose underlying spanning subgraph is the same as t, where the component corresponding to γ 1 is labeled x, and the component γ is labeled by the product (under m) of the labels on γ 2 and γ 3 . Then d(s k : u) = 1 and ν ↓ (u : t) = 1. Let u ′ be the state whose underlying spanning subgraph is the same as s k where γ 1 is labeled 1 and all other components are labeled as in s k . Then ν ↓ (s k : u ′ ) = 1 and d(u ′ : t) = 1. Thus δ(s k : t) = 2.
Suppose that t satisfies case (3). Let u be the state whose underlying spanning subgraph is the same as t and where the component corresponding to γ 1 is labeled x. Then d(s k : u) = 1 and ν ↓ (u : t) = 1. Let u ′ be the state whose underlying spanning subgraph is the same as s k where γ 1 is labeled 1 and all other components are labeled as in s k . Then ν ↓ (s k : u ′ ) = 1 and d(u ′ : t) = 1. Thus δ(s k : t) = 2.
In each case, if there exists a u such that d(s k : u) = 1 and ν ↓ (u : t) = 1, then there exists a corresponding u ′ such that ν ↓ (s k : u ′ ) = 1 and d(u ′ : t) = 1. Moreover, the pair (s k , u) uniquely determines the pair (s k , u ′ ) and vice versa. Since c = ℓ k=1 is a cycle in C(G; Z 2 ), it follows that [d(c)] 2 = 0. Therefore, for each enhanced state u there is an even number, say 2m u for some integer m u , of states s k with 1 ≤ k ≤ ℓ such that d(s k : u) = 1. Since each pair (s k , u) yields a pair (s k , u ′ ), it follows that there are also 2m u states s k with 1
Thus, for each t, the sum ℓ k=1 δ(s k : t) is divisible by four, and so 1 2 ℓ k=1 δ(s k : t) ≡ 0 mod 2.
We now have all of the necessary ingredients to prove that all torsion in the chromatic homology H(G) is of order two.
Proof of Theorem 1.3. Theorem 3.6 states that the chromatic homology H(G) of G has no torsion of odd order. Hence all torsion in H(G) is of order 2 k for some positive integer k. In order to show that k must equal one (and hence all torsion is of order two), we need to show that the Z 2 -Bockstein spectral sequence converges at the second page, that is E 2 = E ∞ .
The E ∞ page of the Z 2 -Bockstein spectral sequence is H(G)/ Tor H(G) ⊗ Z 2 . Suppose that H(G; Z 2 ) consists of N tetrominoes and if G is bipartite, two additional summands of Z 2 . Thus the dimension of H(G; Z 2 ) is 4N if G is not bipartite or 4N + 2 if G is bipartite. Chmutov, Chmutov, and Rong [CCR08] prove that the dimension (over Q) of H(G; Q) is 2N if G is not bipartite or 2N + 2 if G is bipartite. Hence the dimension over Z 2 of the E ∞ page of the Z 2 -Bockstein spectral sequence is 2N if G is not bipartite or 2N + 2 if G is bipartite.
Let (d U T ) * be the induced Turner map on the upper diagonal of H(G; Z 2 ), i.e. the sum of (d 
Since ν * ↓ is an isomorphism, it follows that the rank of β is N . Hence the dimension of the E 2 page of the Bockstein spectral sequence is 2N if G is not bipartite or 2N + 2 if G is bipartite. Thus E 2 = E ∞ , and therefore the chromatic homology H(G) of G with Z coefficients has only torsion of order two.
Proof of Theorem 1.4. Chmutov, Chmutov, and Rong [CCR08, Corollary 5.4] prove that the chromatic homology C(G; Q) with rational coefficients is determined by the chromatic polynomial of G. Since ν * ↓ is an isomorphism of H(G; Z 2 ), it follows that each knight move pair in H(G; Q) is replaced with a tetromino in H(G; Z 2 ) and the other configuration in Figure 6 in H(G). Theorem 1.3 implies that each torsion summand of H(G) in Figure 6 is in fact a Z 2 summand.
State graphs
In this section, we describe the connection between chromatic homology and Khovanov homology via state graphs, which was first discovered by Helme-Guizon, Przytycki, and Rong [HGPR06] . We use this connection to prove Theorem 1. 
Moreover, there is an isomorphism of torsion
for all j ∈ Z. There is an isomorphism of Khovanov homology
Since the connected sum of four trefoils 3 1 #3 1 #3 1 #3 1 and the mirror of 12n 888 have the same all-A state graph of four triangles glued at a vertex, it follows that their Khovanov homologies agree in the first two nontrivial homological gradings. See Figures 8 and 9 . proves that if a link is A-adequate, i.e. G A (D) has no loops for some diagram D, then the Khovanov homology in the first polynomial grading is isomorphic to Z. González-Meneses, Manchón, and Silvero [GMMS15] associate to each link diagram a simplicial complex whose homology is isomorphic to the Khovanov homology of the link in the first polynomial grading of the Khovanov complex of the diagram. The Khovanov homology in this grading can be trivial, and so we refer to it as a potential extreme polynomial grading. Przytycki and Silvero [PS16] conjecture that the Khovanov homology in its potential extreme polynomial grading is torsion-free and prove the result for several special cases.
Odd Khovanov homology
In this final section, we prove Theorem 1.2, an analog of Theorem 1.1 for odd Khovanov homology. The results of this section are independent from the rest of the paper, but are similar in spirit.
6.1. Construction of Kh odd (L). For each vertex I ∈ V(n) in the hypercube, we again let D(I) denote the Kauffman state associated to the vertex I. Define V (D(I)) to be the free R-module generated by the variables ) ∧ X J η(k) where η is the correspondence between components in D(I) and D(J). If the k-th circle is being split, then we can equivalently choose η(k) to be i 1 or i 2 .
If one defines the edge maps d ξ to simply be m odd or ∆ odd , then each square in {0, 1} n either commutes, anti-commutes, or both. In order to construct a differential, we need each square to anti-commute. Ozsváth, Rasmussen, and Szabó [ORS13] prove that there exists a function ǫ : E(n) → {±1}, called a sign assignment, such that if each edge map is multiplied by ǫ, then every square in the hypercube anti-commutes, thus giving a differential. Moreover, they show that different sign assignments give isomorphic homologies. Proof. Let G be the common all-A state graph of D and D ′ . Suppose that D has n crossings, and let I ∈ V(n) be a vertex in the hypercube {0, 1} n such that h(I) < g. There is a canonical oneto-one correspondence between the components of D(I) and the components of G(I), constructed as follows. The construction of G gives a natural correspondence between the components of the all-A resolution of D and the vertices of D. Every edge with height less than g corresponds to merging two components of the Kauffman state or spanning subgraph. Such an edge in the hypercube merges two components of a Kauffman state if and only if adding the corresponding edge to the spanning subgraph of G merges the corresponding components of the subgraph. There is an analogous one-to-one correspondence between the components of D ′ (I) and the components of G(I). Let φ be the induced one-to-one correspondence between the components of D(I) and D ′ (I). Hence one may consider the modules V (D(I)) and V (D ′ (I)) both as being free R-modules generated by X I 1 , X I 2 , . . . , X I |D(I)| , and therefore the R-modules C odd (D(I)) and C odd (D ′ (I)) are the same.
Suppose that G has s vertices, and let γ 1 , . . . , γ s be the components of the all-A state s A (D) of D. Then φ(γ 1 ), . . . , φ(γ s ) are the components of the all-A state s A (D ′ ) of D ′ . Choose orientations on the traces of s A (D) and s A (D ′ ) so that if there is a trace between γ i 1 and γ i 2 (or φ(γ i 1 ) and φ(γ i 2 )) where i 1 < i 2 , then the trace points from γ i 1 to γ i 2 (or from φ(γ i 1 ) and φ(γ i 2 )).
If ξ is an edge in {0, 1} n with |ξ| < g that merges two components γ i 1 and γ i 2 of D(I), then ξ also merges φ(γ i 1 ) and φ(γ i 2 ) of D ′ (I). Since the traces are all oriented the same in both complexes, the edge maps d ξ : C odd (D(I)) → C odd (D(J)) and d ′ ξ : C odd (D ′ (I)) → C odd (D ′ (J)) are the same if one ignores sign assignments. However, the sign assignments on the respective cubes may cause d ξ = ±d ′ ξ . Let ǫ and ǫ ′ be sign assignments for CKh odd (D) and CKh odd (D ′ ) respectively. Since every edge with |ξ| < g corresponds to a multiplication, it follows that every square containing only such edges has edge maps that commute. Thus both ǫ and ǫ ′ assign an odd number of negative signs to each square in the hypercube with |ξ| < g. Let {0, 1} <g be the hypercube with all edges and vertices of height g or greater removed.
If a disk is attached to each square of {0, 1} <g , then the resulting space is a disk. Consider the sign assignments as 1-cochains in Hom(C 1 , Z 2 ) where C 1 is the space of 1-chains on {0, 1} <g . Since both ǫ and ǫ ′ assign −1 to an odd number of edges around each square, it follows that ǫ · ǫ ′ is a 1-cocycle. Because the disk is contractible, the product of the edge assignments ǫ · ǫ ′ is the coboundary of a 0-cochain, that is there exists η : V(n) → {±1} such that η(I)η(J) = ǫ(ξ)ǫ ′ (ξ) if ξ is an edge between vertices I and J. Therefore, ǫ(ξ) = ǫ ′ (ξ) if and only if η(I) = η(J).
Define ψ : CKh 
