Abstract. Speaker variability is a well-known problem of state-of-theart Automatic Speech Recognition (ASR) systems. In particular, handling children speech is challenging because of substantial differences in pronunciation of the speech units between adult and child speakers. To build accurate ASR systems for all types of speakers Hidden Markov Models with Gaussian Mixture Densities were intensively used in combination with model adaptation techniques. This paper compares different ways to improve the recognition of children speech and describes a novel approach relying on Class-Structured Gaussian Mixture Model (GMM). A common solution for reducing the speaker variability relies on gender and age adaptation. First, it is proposed to replace gender and age by unsupervised clustering. Speaker classes are first used for adaptation of the conventional HMM. Second, speaker classes are used for initializing structured GMM, where the components of Gaussian densities are structured with respect to the speaker classes. In a first approach mixture weights of the structured GMM are set dependent on the speaker class. In a second approach the mixture weights are replaced by explicit dependencies between Gaussian components of mixture densities (as in stranded GMMs, but here the GMMs are class-structured). The different approaches are evaluated and compared on the TIDIG-ITS task. The best improvement is achieved when structured GMM is combined with feature adaptation.
Introduction
Children speech is a good example of the data that is hard to recognize with conventional HMM-GMM because of the variability of the acoustic features of the same phonetic units spoken by adult and child speakers. Such variability comes from the differences in the size of the vocal tract and mispronunciation of certain phones by children [2, 14] . For example, children have shorter vocal tract, than adults, which leads to higher F0 (fundamental frequency) [12] .
The task becomes more complicated as the amount of available annotated children speech is not large enough for training separate models for children data. Also, frequently, the information about speaker age is available neither for test, nor for training data.
An effective strategy for handling child speech (or speaker variability in general) consists in adapting the ASR systems. These techniques either modify the acoustic features (VTLN [17] , fMLLR [5] ), or the model parameters (MLLR, MAP [6] ) to maximize the likelihood of the adaptation data. A review paper [13] discusses various improvements and applications of VTLN-based algorithms for improving automatic recognition of children speech.
The conventional approach for handling speaker variability assumes age and gender known at least for the training data. In this case separate models are constructed for different age and gender classes by adapting the Speaker-Independent (SI) model trained on the full training dataset. In decoding the corresponding model is selected for each utterance based on knowledge of the speaker age and gender (if available), or on an automatic classification. A different approach relying on interpolation of several models was proposed in [16] and demonstrated significant improvements also on children speech data.
The main part of this work focuses on the general situation, when the dataset contains speakers of different age and gender, but the speaker age and gender are known neither for testing, nor for training. In such case unsupervised clustering is applied at the utterance level, assuming that the speaker class is not changing within the sentence [1] . Increasing the number of classes decreases the number of available training utterances associated with each class. This problem can be partially handled by soft clustering techniques, such as eigenvoice approach, where the parameters of an unknown speaker are determined as a combination of class models [10] , or by explicitly enlarging the class data by allowing one utterance to belong to several classes [9, 7] .
Furthermore, a novel approach is proposed in this work for using speaker classes to structure an HMM-GMM. The idea is to include the speaker class information into the structure of a single HMM-GMM instead of building separate models for each class. To do this, the components of GMMs are composed from GMMs with a smaller number of components per density and trained (or adapted) on class data. Speaker class structuring leads to GMM, in which each k th component of the density (or a subset of components) is associated with a given class in contrast to conventional GMM, where the components are trained independently.
When the components are structured, the speaker class is represented as a subspace of the structured GMM (k th component, or subset of components of each GMM corresponds to k th speaker class). To select the corresponding subspace, additional modifications are proposed in the form of dependencies added on weights of the Gaussian components.
Class-structured GMM was first used with mixture Weights dependent on the speaker class in addition to the associated HMM state. Such a model with Speaker class-dependent Weights (SWGMM) was originally investigated in a radio broadcast transcription system [8] . In this model, the mixture weights are class-dependent and the Gaussian means and variances are class-independent, but class-structured.
Another way of using class-structured GMM is to replace state and classdependent mixture weights by only state-dependent Mixture Transition Matrices (MTMs) of Stranded Gaussian Mixture Model (SGMM). SGMM is similar to conditional Gaussian model [15] , which was recently extended, re-formulated and investigated for robust ASR [18] . In SGMM the Mixture Transition Matrix (MTM) defines the dependencies between the components of adjacent Gaussian mixture observation densities.
In [18] it was originally proposed to initialize SGMM from the conventional HMM-GMM. Instead, here, for a class-Structured SGMM (SSGMM), the SGMM is initialized from SWGMM and each GMM component (or each set of components) mainly represents a different speaker class. MTM in SSGMM is used to model the probabilities of either keeping the same component (speaker class) over time, or to dynamically switch between dominating components (classes).
The advantage of using explicit component dependencies over class-dependent mixture weights is that the weights are no more fixed at the utterance level (determined by the speaker class), but rather change depending on the observation from the previous frame. As a result, explicit trajectory modeling improves the recognition accuracy. Moreover, it does not require an additional classification step to determine the class of the utterance in decoding.
The paper is organized as follows. Section 2 describes the system and discusses the conventional adaptation-based approach. Section 3 discusses unsupervised class-based-adaptation approach for ASR (CA-GMM). Section 4 introduces class-structured GMM with Speaker class-dependent Weights (SWGMM) and describes the corresponding experiments. Section 5 recaps Stranded GMM (SGMM) framework, describes the initialization of the class-Structured SGMM (SSGMM) from SWGMM and explains the corresponding experiments. The paper ends with conclusion and future work.
Adaptation for handling age and gender variability
The section describes conventional approaches based on gender and age adaptation with MLLR, MAP and VTLN. Unlike the main objective of the work (use no prior information about speakers), within this section the speaker classes (adult/child and male/female) are assumed to be known for the training data.
TIDIGITS baselines
The experiments in this paper are conducted on the TIDIGITS connected digits task [11] . The full training data set consists of 41224 digits (28329 for adult and 12895 for child speech). The test set consists of 41087 digits (28554 for adult and 12533 for child). Similarly to other work with TIDIGITS [3] the signal is down sampled to 8 kHz in order to roughly model the telephone-quality data.
The Sphinx3 toolkit [4] is used for modeling. The digits are modeled as sequences of word-dependent phones. Each phone is modeled by a 3-state HMM without skips. Each state density is modeled by 32 Gaussian components. The front-end computes 13 standard MFCC (12 cepstral + log energy) plus the first and second derivatives and a cepstral mean normalization (CMN) is applied.
Two speaker-independent (SI) models are trained from the adult subset only and from the full training set. The corresponding Word Error Rates (WER) for baseline models are shown in Table 1 Adult Child Training on adult data 0.64 9.92 Training on adult+child data 1.66 1.88 Table 1 : Baseline WERs on TIDIGITS data Training on adult data provides the best results for adult speakers, but shows a weak performance on the child subset. When child data are included in the training set, the conventional HMM-GMM improves on child, but degrades on adult subset.
Model adaptation
Better baselines are achieved when age-gender classes are used for adapting the SI baselines with MLLR for GMM mean values followed by MAP for all model parameters.
With class-based modeling, decoding is usually done in 2 passes. In the 1st pass, for each utterance, the corresponding class is determined using a GMM classifier trained on age-gender labels of the training data. In 2nd pass the standard decoding is done with the corresponding class-based model.
In addition, the recognition hypothesis can be used for applying rapid adaptation of the features (VTLN) using only the utterance data. After such VTLNbased feature transformation a 3rd pass decoding is done.
Word Error Rates for baselines, 2-pass and 3-pass decoding of TIDIGITS data are summarized in Table 2 .
Although for SI baseline using all data in training provides better results, the adaptation is more efficient when initial SI model is trained on adult data. In all cases additional VTLN pass in decoding further improves the model accuracy. A GMM-based utterance clustering algorithm is applied [9] . In this approach, a single GMM with a large number of components is first trained on the full dataset. Then, the GMM is duplicated and the mean values are perturbed. Next, the data are classified with Maximum Likelihood criterion and the GMMs are trained from the corresponding classes. The classification and training steps are repeated until convergence. This split-classification-training process is repeated until the desired number of classes is achieved. The class data are then used for adapting the SI HMM-GMM model parameters. The same classification GMMs are used in decoding to identify the class for selecting the best model for each utterance of the test set.
Although clustering of the utterances is not exactly equivalent to speaker clustering, here and later we assume that the main source of variability comes from the speaker and we will refer to the described process as speaker clustering and to the resulting classes of utterances as speaker classes.
Analyzing data clustering for mixed adult-child data This unsupervised clustering is applied on the TIDIGITS train data. The classification GMMs consist of 256 components. The corresponding distributions of Age-Gender over these classes are summarized in Figure 1 .
The first clustering step (2 classes) mainly splits male speakers from female and child speakers. The second split (4 classes) allows to separate female speakers from child speakers. It seems impossible to distinguish boys from girls, even with more classes.
After clustering, the SI acoustic model (32 Gaussian per density) trained on full train data (adult and child) is adapted using each class data with MLLR+MAP. The bars "CA-GMM" in Figure 4 illustrate WERs with the associated 95% confidence intervals. The best result is achieved with 4 classes, for which the WER (see details in the "4 classes CA-GMM" row of the table 3) is similar to the supervised Gender-Age adaptation of the mixed Adult-Child SI model results (see Table 1 ). After 4 classes, the performance degrades, because there is not enough data to adapt the class-based models. Instead of adapting all GMM parameters for each class of data, a more efficient and compact parameterization was investigated: structured GMM with Speaker class-dependent Weights (SWGMM) [8] . GMM components of this model are shared and structured with respect to speaker classes and only the mixture weights are class-dependent. The SWGMM pdf for an HMM state j and a given speaker class c has the following form:
where M is the number of components per mixture, o t is the observation vector at time t and N (o t , µ jk , U jk ) is the Gaussian pdf with the mean vector µ jk and the covariance matrix U jk . In decoding, each utterance to be recognized is firstly automatically assigned to some class c. After that, the Viterbi decoding with the corresponding set of mixture weights is performed.
The class structuring consists in concatenating the components of GMMs of smaller dimensionality, separately trained from different classes. For example, to train a target model with mixtures of M Gaussian components from Z classes, first Z models with L = M/Z components per density are trained. Then, these components are merged into a single mixture as follows:
For the combined (structured) model, mixture weights are also concatenated, copied and re-normalized. Finally, the means, variances and mixture weights are re-estimated in the iterative Expectation-Maximization manner. The classspecific data are used for updating the class-dependent mixture weights, whereas the whole data set is used for re-estimating the means and variances:
where γ (ci) jk (t) is the Baum-Welch count of the k th component of the state j, generating the observation o t from the class c i . Summation over t means summation over all frames of all training utterances of the class. The variances are re-estimated in a similar way as means. Means can also be estimated in a Bayesian way (MAP) to take into account the prior distribution.
After such re-estimation the class-dependent mixture weights are larger for the components that are associated with the corresponding classes of data (Figure 2 shows the examples of class-dependent mixture weights of structured GMM, averaged over HMM states, for classes c 7 , c 17 and c 27 ). Experiments with class-structured SWGMM The previous GMM-based unsupervised clustered data were used to build the proposed SWGMM. In order to build models with 32 Gaussians per density, smaller class-dependent models are combined: 2 classes modeled with 16 Gaussians per density, or 4 classes with 8 Gaussians per density, and so on up to 32 classes.
Once the SWGMM is initialized, the model is re-estimated. ML estimation (MLE) is used for mixture weights and MAP for means and variances. The corresponding results are described by the bars "SWGMM" in Figure 4 .
This parameterization allows to use the information from all classes for a robust estimation of the means and variances, and significantly reduces the WER with a limited number of parameters, due to the sharing of the Gaussian parameters. This model achieves the best result of 0.80% for adult and 1.05% for child data (see 8 and 32 classes SWGMM rows in Table 3 ).
Stranded GMM was proposed [18] in the robust ASR framework. The corresponding extended training and decoding algorithms were also introduced in the original paper. This model expands the observation densities of HMM-GMM and explicitly adds dependencies between GMM components of the adjacent states.
Originally, an SGMM is initialized from an HMM-GMM. In this section after briefly recalling the conventional Stranded GMM approach, a class-Structured SGMM (SSGMM) is proposed.
Conventional Stranded GMM
The conventional SGMM consists of the state sequence Q = {q 1 , ..., q T }, the observation sequence O = {o 1 , ..., o T }, and the sequence of components of the observation density M = {m 1 , ..., m T }, where every m t ∈ {1, ..., M } is the component of the observation density at the time t, and M denotes the number of such components in the mixture. The difference of SGMM from HMM-GMM is that an additional dependency between the components of the mixture at the current frame m t and at the previous frame m t−1 is introduced (Figure 3-a) . The joint likelihood of the observation, state and component sequences is defined by:
where P (q t = j|q t−1 = i) = a ij is the state transition probability, P (o t |m t = l, q t = j) = b jl (o t ) is the the probability of the observation o t with respect to the single density component m t = l in the state q t = j and
kl is the mixture transition probability. The set of component transition probabilities corresponds to the mixture transition matrices (MTMs)
Experiments with conventional SGMM
In conventional SGMM, MTM rows are initialized from the mixture weights of convention HMM-GMM, and the model parameters are re-estimated with MLE. Such initialization and training processes are applied in this section. In addition, to reduce the number of parameters, only 2 MTMs are used for each state (i.e., cross-phone MTMs are shared). The WERs for SGMM are shown in the bar "SGMM" in Figure 4 and in the corresponding row of Table 3 .
Compared to the conventional HMM-GMM trained on all data (adult+child), SGMM improves from 1.66 % to 1.11 % on adult and from 1.88 % to 1.27 % on child speech. Both improvements are statistically significant with respect to 95 % confidence interval. The SGMM performance is even better than the GenderAge adapted baseline, but it does not outperform SWGMM, proposed in the previous section.
Class-Structured Stranded GMM
The idea of class-Structured SGMM (SSGMM) is to structure the components of SGMM, such that initially the k th component of each density corresponds to a class of data (Figure 3-b) . To do this, the SSGMM is initialized from the re-estimated SWGMM, described in Section 4. The means and variances are taken from SWGMM and MTMs are defined with uniform probabilities. The class-dependent mixture weights of the SWGMM are not used.
When the initialization of SWGMM is done from class-models with 1 Gaussian per density, each component corresponds to a class. After EM re-estimation of all parameters, the diagonal elements of MTMs are dominating, which leads to the consistency of the class within utterance decoding. At the same time, non-diagonal elements allow other Gaussian components to contribute to the acoustic score computation.
The advantage of SSGMM is that it explicitly parameterizes speech trajectories and allows to automatically switch between different components (speaker classes). Therefore, the classification algorithm is no more needed in decoding.
Experiments with class-Structured Stranded GMM In the experimental study, the SSGMM is initialized from SWGMM, which was constructed using 32 classes with 1 Gaussian per class and re-estimated with ML for mixture weights and MAP for Gaussian means and variances (corresponds to the result 32 classes SWGMM in Table 3 ). Two MTMs per states are defined with uniform probabilities. Then, the parameters of SSGMM are re-estimated with MLE.
The WERs for such SSGMM are described with the bars "SSGMM" in Figure  4 and in the corresponding rows of Table 3 . Initializing SSGMM from SWGMM with different number of classes (2, 4, 8 and 16) was always leading to accuracy improvement, compared to SGMM. Only the best result, corresponding to 32 classes, is reported.
While conventional SGMM improves from 1.66% to 1.11% on adult and from 1.88% to 1,27% on child data, compared to the SI GMM trained on full train data (adult+child), the proposed Class-Structured SGMM (SSGMM) further improves by achieving 0.52% WER on adult and 0.86% on child data. The key improvements from all proposed techniques are summarized in Table  3 . Notice, that SSGMM can be further combined with rapid feature adaptation to further slightly improve the recognition result on child data (see row SS-GMM+VTLN). This paper investigated an efficient unsupervised approach for handling heterogeneous speech data without prior knowledge about speaker age and gender. Unsupervised clustering does not allow to build many speaker class models, when the amount of training data is limited. To address this problem, an efficient class-structured parameterization of GMM components has been proposed. The structuring consists in associating subsets of Gaussian components with given speaker classes. Two models, which include this class-structured parameterization, have been investigated and lead to significant improvements of the ASR accuracy.
The first model uses Speaker class-dependent Weights (SWGMM). Unlike standard class model adaptation, the performance does not degrade, when the number of classes increases and when the number of class-associated data decreases. The class structuring approach was also applied for Stranded GMM -an explicit trajectory model with additional dependencies between the components of the observation densities. Class-Structured SGMM is initialized from SWGMM, in which Gaussian components are structured with respect to speaker classes. Mixture Transition Matrices (MTMs) were then used to replace classdependent mixture weights and to model dependencies between components (speaker classes). SSGMM provides very promising results for both child and adult data. Moreover, it does not require classification algorithm before utterance decoding. SSGMM combined with VTLN achieves overall best performance, outperforming even the strong 3-pass MLLR+MAP age-gender adapted baseline with VTLN pass in decoding.
In the future the proposed techniques should be applied for large vocabulary speech recognition task including adult and child speakers.
