Abstract-In this paper a reversible data hiding scheme based on vector quantization (VQ) image compression technique is proposed. Reversibility property allows VQ compressed code to be completely recovered after extraction of the secret data. Positions in the sorted codebook are divided into some intervals. A mapping method is proposed to embed data. To each position with high hit rate in the sorted codebook, an interval of the positions is assigned. According to the secret bits each index which located in the positions with high hit rates of the sorted codebook is re-encoded by one of the indices in the interval which has been assigned to that position. Experimental results demonstrate that proposed scheme outperforms other existing schemes.
I. INTRODUCTION
One of the great challenges in today's fast developing internet is how to transfer secret data. Data hiding is a protective technique for secret data transmission. Secret data can be embedded into digital images, audios, videos… in such a way that it is undetectable to unauthorized interceptors. This paper considers data hiding in digital images, where images before and after data hiding are called cover images and stego-images, respectively.
Data hiding techniques are either reversible or irreversible. In reversible or so called lossless data hiding techniques original image can be recovered after extraction of the embedded data. Irreversible data hiding techniques distort cover image in an unrecoverable manner. However, any distortion may not be acceptable in some applications.
Most reversible data hiding schemes perform in the spatial domain of images, and two well known methods are: difference expansion [1] and histogram shifting [2] .
Due to limitation of storage and bandwidth, typically images are stored and transmitted in compressed formats. Vector Quantization (VQ) [3] is a widely used image compression technique with properties of simple structure and fast decoding process.
VQ-based image data hiding schemes are proposed both irreversible and reversible techniques [4] - [8] Some reversible VQ-based data hiding schemes [5] - [7] exploit the concept of side matching to embed data. VQ does not consider correlation between neighbor blocks; therefore VQ index table includes some redundant data. Side-Match VQ (SMVQ) [9] improves compression performance of VQ by removing such redundancies. Data hiding can be performed by replacing redundant data with secret bits.
The rest of this paper is organized as follows. In Section II, first VQ and SMVQ are explained and related works are given. Our proposed scheme is presented in Section III. Section IV includes experimental results and discussions.
II. BACKGROUND
In this section first VQ and SMVQ are explained and then related works will be given.
A. Vector Quantization
VQ is a lossy data compression technique, widely used for image compression. VQ has three phases: training codebook, encoding and decoding. Most popular algorithm for training a codebook is LBG [10] . In the encoding procedure, to be encoded image is partitioned into non-overlapping blocks of h × h pixels. Then for each block X = (x 0,0 , x 0.1 , … ,x 0,h-1 , x 1,0 , In decoding procedure, each block of the image can be easily reconstructed by its corresponding codeword in the codebook.
B. Side-Match Vector Quantization
SMVQ is an image compression technique that exploits correlation between neighboring blocks, to further improve compression ratio of VQ method.
In SMVQ encoding procedure, blocks of the first row and first column of the image are encoded by VQ and for each residual block a state codebook is generated by using side match prediction.
For each block X to be encoded, border pixel values of its upper and left adjacent block as shown in Fig. 1 are used to compute side match distortion (SMD) for all codewords in the super codebook and then m codewords with minimized SMD are selected to form a state codebook for block X. Then codeword with minimum Euclidean distance is found in the 
In decoding procedure, for each block the state codebook same as which was generated in encoding can be generated from super codebook, therefore the state codebooks need not to be stored. In SMVQ selection of m has a great impact in compression ratio. If m be equal to n, the resulted index table has the same size as VQ index table, but the histogram of the SMVQ indices has a concentrated distribution.
C. Some VQ-based Reversible Data Hiding Schemes
In 2007 Chang et al. [4] proposed a reversible scheme that sorts codebook based on frequency of occurrences of indices in images, then the sorted codebook is divide into 2 B-1 *3 clusters, where B is the number of bits to be embedded in each index. Only indices in the front one-third clusters are used to embed data. Such indices are transferred to the corresponding indices in the other clusters to embed secret bits. Other clusters are used for recovery purpose.
In 2007 Chang et al. [5] proposed another scheme which uses minimum spanning tree or shortest spanning path to put dissimilar codewords into same cluster. In embedding process if current index has minimum side match distortion among all codewords in its cluster, then this block is called exchangeable and according to the secret data, one of the indices in that cluster is selected to re-encode that block. Two indices are used as indicators to indicate if a block is non-exchangeable.
In 2010 Wang et al. [8] proposed a reversible data hiding scheme for VQ-compressed images. In a pre-processing step, codebook is sorted according to the similarity of the codewords. After sorting adjacent indices have closer values and each index is represented by its difference with its previous index which decrease number of needed bits to encode each index. Remained space is used to embed secret bits.
In fact, all VQ-based data hiding schemes explore redundancy in the VQ index table and replace redundant data with secret bits. By exploiting the concept of side matching, more capacity can be provided.
III. PROPOSED SCHEME
In this section the proposed scheme is described in details. It is assumed that input and output are in the form of VQ Indices located in the first r positions of the sorted codebook are called mappable. To embed data in such indices, the index located in the position p (0 ≤ p < r), is re-encoded by one of the indices located in the interval p according to c secret bits.
In the next subsection data embedding phase is described. Data extraction and recovery phase is described in the second subsection.
A. The Data Embedding Procedure
In the proposed scheme, the indices in the first row and first column of the index table, are called seed indices and will be kept unchanged and don't carry any secret data. The data embedding procedure embed data in residual indices as follows:
Input: A VQ index table, the secret bitstream, a codebook (n = codebook size, b = ⎡log 2 n⎤), and parameter c
The embedded index table For each index I i do:
Step 1: Compute SMD for all codewords in the codebook and then sort the codebook based on SMD.
Step 2: Find p i which is the position of I i in the sorted codebook.
Step 
B. The Data Extraction and Original VQ Index Table Recovery Procedure
Seed indices don't include secret data. The data extraction and recovery procedure performs on the residual indices as follows:
Input: An embedded index table, a codebook (n = codebook size, b = ⎡log 2 n⎤), and parameter The original VQ index table and the secret  bitstream For each embedded index I i ' do:
Step 2: Find p i ' which is the position of the current embedded index I i ' in the sorted codebook.
Step 3: Compute p i as follows:
and convert that to its binary format in c bits and concatenate with previously extracted secret bits.
Step 5 
IV. EXPERIMENTAL RESULTS
This section includes some experiments and discussions on experimental results to verify the effectiveness and feasibility of this newly proposed scheme. For experiments, the following 12 gray-level test images were used (Fig. 2) . All images are of the size 512×512. For VQ encoding, each image was divided into 16384 blocks of size 4×4 pixels. Two codebooks include 256 and 512 16-dimensional codewords were trained by using the well-known Linde-Buzo-Gray (LBG) [10] algorithm.
Since the proposed scheme is reversible and can completely recover original VQ index table, the quality of the image is not considered. We consider two major aspects of performance i.e., hiding capacity and bit rate of the embedded index table. Bit rate is used to evaluate the compression performance, is the ratio of the size of the output codestream to the number of pixels in the image. Bit rate is defined as follows: bit_rate = |CS| / (H × W) where |CS|, H, W are the bit number of the output codestream, height and width of the image, respectively. Bit-rate is represented by bits per pixel (bpp).
Tables I and II illustrate hiding capacity and bit rate of the proposed scheme for various values of c for codebook size 256 and 512 respectively. It can be observed that by selecting larger capacities, size of the output codestream will increase. In fact there is a trade off between hiding capacity and bit rate. Table III shows comparison of the proposed scheme and the schemes proposed by Chang et al. [4] , Chang et al. [5] and Wang et al. [8] . In all cases the hiding capacity of our proposed scheme outperforms theirs, whereas lower bit rates by small values of c are achievable. 
