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Chapitre 0. Introduction
0.1 Résumé de la thèse
La thèse a six chapitres. Les chapitres 1 et 2 sont des rappels de connaissances
de base sur les applications et les variétés comme : les applications propres, do-
minantes, finies, lipschitziennes et les applications de déterminant jacobien partout
non nul ; les rappels des définitions de pseudovariétés, variétés uniréglées, strati-
fications, homologie d’intersection d’une variété singulière et surtout ensemble des
points asymptotiques d’une application polynomiale. Nous donnons ici des exemples
pour éclairer les définitions, ainsi que quelques observations sur ces applications qui
nous seront utiles pour les chapitres suivants. Le chapitre 3 concerne l’ensemble des
Valette VF dont la définition est donnée dans la proposition 0.3.1. Les chapitres 4
et 5 concernent les stratifications de l’ensemble des points asymptotiques et de l’en-
semble des points critiques d’une application polynomiale F : Cn Ñ Cn. Le chapitre
6 concerne les caractérisations de l’ensemble des points asymptotiques dans quelques
cas particuliers.
L’année 2010, dans leur article, “On the geometry of polynomial mappings at
infinity” [Va-Va], Anna et Guillaume Valette ont construit une pseudovariété réelle
VF Ă R2n`p, où p ą 0, associée à une application polynomiale F : Cn Ñ Cn
(voir la définiton dans la proposition 0.3.1, page 21). Nous l’appelons l’ensemble des
Valette. La partie singulière de VF est contenue dans pSF YK0pF qq ˆ t0Rpu, où SF
est l’ensemble des points asymptotiques de F :
SF “ ta P Cn telle que Dtξku Ă Cn, |ξk| Ñ 8, F pξkq Ñ au
et K0pF q est l’ensemble des points critiques de F . Dans le cas n “ 2, Anna et
Guillaume Valette ont prouvé que si F est une application polynomiale de détermi-
nant jacobien partout non nul, alors F n’est pas propre si et seulement si l’homologie
(ou l’homologie d’intersection) de VF n’est pas triviale en dimension 2. Nous donnons
une généralisation de ce résultat, obtenue avec Anna et Guillaume Valette, dans le
cas d’une application polynomiale F “ pF1, . . . , Fnq : Cn Ñ Cn de déterminant jaco-
bien partout non nul. Un autre résultat, également obtenu avec Anna et Guillaume
Valette, est de fournir une stratification de l’ensemble SF satisfaisant les conditions
de Whitney. De plus, nous montrons que l’ensemble des Valette existe bien pour le
cas réel. Cela nous permet de calculer l’ensemble des Valette dans quelques cas par-
ticuliers et aussi de calculer son homologie d’intersection, pour mieux comprendre
cet ensemble. Ceci est le contenu du chapitre 3.
Dans les années 90, Zbigniew Jelonek [J1, J2, J3] a étudié d’une manière appro-
fondie l’ensemble des valeurs asymptotiques d’une application polynomiale domi-
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nante. Il a montré que cet ensemble est une variété algébrique complexe singulière
de dimension (complexe) n ´ 1. En utilisant les suites tendant vers l’infini et telles
que leurs images tendent vers les points de SF , lesquelles seront formalisées sous la
forme de “façons”, nous donnons une méthode pour stratifier l’ensemble de Jelonek
par les deux étapes suivantes :
A) Subdiviser l’hypersurface SF déterminée par Jelonek en hypersurfaces irré-
ductibles (voir définition 0.2.4, page 13).
B) Distinguer entre les courbes tendant vers l’infini en utilisant le “degré”, c’est-
à-dire, décrire la “vitesse” avec laquelle un point de l’ensemble de VF tend vers la
partie singulière de SF ˆ t0Rp1u Ă VF (voir définition 4.4.2, page 90).
Nous obtenons une stratification de l’ensemble SF , appelée la stratification définie
par les façons. L’un de nos résultats principaux est de montrer que la stratification
définie par les façons est une stratification de Thom-Mather. Il existe une stratifi-
cation de Whitney de SF telle que l’ensemble des façons possibles soit constant sur
chaque strate. Cela nous conduit à la question “La stratification de l’ensemble de
Jelonek, définie par les façons, est-elle une stratification de Whitney ?” Nous remar-
quons que, une étape importante serait de montrer que les applications définies par
les façons sont des applications constructibles. Ceci est le contenu du chapitre 4.
Pour calculer l’homologie d’intersection de l’ensemble des Valette VF , il nous
faut bien comprendre les ensembles SF , K0pF q et K0pF q Y SF . Dans le chapitre
5, nous fournissons une méthode pour stratifier l’ensemble K0pF q. Nous prouvons
que l’ensemble SF YK0pF q est fermé, alors que nous fournissons un exemple pour
montrer qu’en général, l’ensemble K0pF q n’est pas fermé. Nous obtenons donc une
stratification de l’ensemble SF YK0pF q, définie pas les façons, compatible avec les
stratifications de SF et de l’adhérenceK0pF q deK0pF q. Nous explicitons un exemple
pour montrer qu’en général, l’ensemble SF zK0pF q n’est pas lisse. Mais la question
“Est-ce que les ensembles SF YK0pF q et K0pF qzSF sont de dimension pure ?" est
toujours notre conjecture. Enfin, nous donnons aussi comme applications de la stra-
tification de SF définie par les façons, une méthode pour obtenir les stratifications
de l’ensemble de bifurcation BpF q ; de l’ensemble des points de bifurcations à l’in-
fini B8pF q ; de l’ensemble K8pF q des valeurs critiques asymptotiques de F ; de
l’ensemble KpF q :“ K0pF q YK8pF q et de l’ensemble de test des applications poly-
nomiales tel que défini par Jelonek.
Dans certains cas particuliers (tels que le cas n “ 3 et le degré d “ 2) nous
fournissons un algorithme pour expliciter une application polynomiale dominante
F : Cn Ñ Cn, de degré d, dont l’ensemble de Jelonek SF soit donné. Ceci nous
conduit également à expliciter et à “classifier" les ensembles de Jelonek possibles. La
méthode des “façons” nous permet aussi “d’envisager” le résultat suivant : “Consi-
dérons les applications polynomiales dominantes F : Cn Ñ Cn de degré d. Pour
chaque couple pn, dq, nous pouvons décrire la liste des ensembles de Jelonek SF
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possibles, et pour chacun d’entre eux, nous pouvons expliciter une application po-
lynomiale dominante F : Cn Ñ Cn de degré d dont l’ensemble de Jelonek soit SF .”
Nous donnons un algorithme pour prouver ce théorème dans le cas général et notre
méthode nous conduit à penser que nous pouvons procéder à cet algorithme par un
programme d’ordinateur. Nous prouvons ce résultat dans le cas pn, dq “ p3, 2q, où
une hypersurface irréductible admet au maximum 2 façons. Cela nous conduit aussi
à la question “Est-ce qu’une hypersurface irréductible de SF d’une application po-
lynomiale dominante F : Cn Ñ Cn admet au maximum n ´ 1 façons ?” Ceci est
explicité dans le chapitre 6 et une partie du chapitre 4, là où nous étudions d’une
manière approfondie l’ensemble de Jelonek dans quelques cas particuliers (tels que
le cas n “ 3 et le degré d “ 2).
A l’instar du travail d’Anna et Guillaume Valette, cette étude nous permet d’ap-
procher d’une manière nouvelle la conjecture jacobienne : “Est-ce qu’une application
polynomiale F : Cn Ñ Cn de déterminant jacobien partout non nul est un automor-
phisme polynomial ?” L’année 1994, Pinchuk [Pi] a donné un contre exemple pour la
conjecture jacobienne pour le cas réel d’une application polynomiale F : R2 Ñ R2.
Notons que le déterminant jacobien de cet exemple est un polynôme toujours diffé-
rent de 0, et non pas un polynôme constant non nul. Nous avons alors la conjecture
jacobienne réelle de Jelonek : “Soit F : Rn Ñ Rn pn ě 3q une application polynomiale
qui est un difféomorphisme local satisfaisant codimSF “ 2, alors F est bijective.”
Pour approcher cette conjecture, nous posons la question naturelle : “Dans le cas
n “ 3, si F est une application polynomiale de déterminant jacobien partout non
nul, est-ce que F n’est pas propre si et seulement si l’homologie (ou l’homologie d’in-
tersection) de VF n’est pas triviale en dimension 2 ? Si oui, est-ce que cela est vrai
pour le cas général ?”
0.2 L’ensemble de Jelonek
0.2.1 Introduction de l’ensemble de Jelonek
Soit F : Cn Ñ Cn une application polynomiale. Notons SF l’ensemble des points
du but pour lesquels l’application F n’est pas propre, i.e.
SF “ ta P Cn telle que DtξkukPN Ă Cn, |ξk| Ñ 8, F pξkq Ñ au.
L’ensemble SF est appelé variété asymptotique ou ensemble de Jelonek de F .
Rappelons qu’une application polynomiale F : Cn Ñ Cn est dite dominante si
l’adhérence de F pCnq est dense dans Cn, i.e. F pCnq “ Cn.
L’ensemble SF a été intensément étudié par Z. Jelonek dans une série d’articles
[J1, J2, J3]. En particulier, il a montré les résultats suivants :
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Théorème 0.2.1. [J1] Soit F : Cn Ñ Cn une application polynomiale dominante
et CpF1, . . . , Fnq Ă Cpx1, . . . , xnq une extension de corps. Pour chaque i, soit une
équation irréductible de xi sur CrF1, . . . , Fns
niÿ
k“0
φikpF qxni´ki “ 0,
où les φik sont des polynômes. Soit S “
Ťn
i“1ta P Cn : φi0paq “ 0u. Alors, F est
propre en a si et seulement si a P CnzS, c’est-à-dire SF “ S.
De plus, l’ensemble SF est vide ou une hypersurface C-uniréglée de dimension
n´ 1.
Jelonek montre plus généralement le théorème suivant :
Théorème 0.2.2. [J3] Si F : X Ñ Y est une application polynomiale dominante
entre variétés affines lisses de même dimension, alors l’ensemble des points où F
n’est pas propre est vide ou est une hypersurface.
0.2.2 Sur les stratifications de l’ensemble de Jelonek
Nous donnons ici une méthode pour stratifier l’ensemble de Jelonek. La pre-
mière idée est de “subdiviser” les hypersurfaces dans le théorème 0.2.1 de Jelonek en
hypersurfaces irréductibles.
Exemple 0.2.3. Soit F “ pF1, F2, F3q : C3px1,x2,x3q Ñ C3pα1,α2,α3q l’application poly-
nomiale dominante telle que
F1 :“ x1, F2 :“ x2, F3 :“ x1x2x3.
Pour déterminer l’ensemble SF par le théorème de Jelonek, il faut résoudre les
équations suivantes
niÿ
k“0
φikpF qxni´ki “ 0, @i “ 1, 2, 3.
Avec i “ 1, nous avons x1 ´ F1 “ 0, alors φ10pF q “ 1, la contribution de la première
coordonnée à SF est donc vide.
Avec i “ 2, nous avons x2´F2 “ 0, alors φ20pF q “ 1, la contribution de la deuxième
coordonnée à SF est donc vide.
Avec i “ 3, nous avons F1F2x3 ´ F3 “ 0, alors φ30pF q “ F1F2.
L’ensemble SF est l’ensemble algébrique tpα1, α2, α3q P C3pα1,α2,α3q : α1α2 “ 0u qui
est un ensemble algébrique réductible.
Maintenant, nous “subdivisons” cette hypersurface en hypersurfaces irréductibles
en regardant les suites tξku “ tpx1,k, x2,k, x3,kqu tendant vers l’infini telles que l’image
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de ces suites tende vers un point dans SF . Nous cherchons les possibilités de telles
suites tξku. Puisque la suite tF pξkqu “ tpx1,k, x2,k, x1,kx2,kx3,kqu ne tend pas vers
l’infini, alors les suites coordonnées x1,k et x2,k ne peuvent pas tendre vers l’infini.
Donc x3,k tend vers l’infini. Nous avons les deux cas possibles suivants :
1) ou bien x3,k tend vers l’infini et x1,k tend vers 0 telles que x1,kx3,k tend vers λ
dans C. Supposons que x2,k tende vers µ dans C. Nous obtenons une hypersurface
irréductible SF1 “ tα1 “ 0u de dimension 2 de SF . La troisième coordonnée x3,k
tend vers l’infini, la première coordonnée tend vers un nombre complexe : 0, fixe,
lequel ne dépend pas du point a “ p0, α2, α3q de SF1 . Nous disons que la “façon” de
SF1 est p3qr1s.
2) ou bien x3,k tend vers l’infini et x2,k tend vers 0 telles que x2,kx3,k tend vers λ
dans C. Supposons que x1,k tende vers µ dans C. Nous obtenons une hypersurface
irréductible SF2 “ tα2 “ 0u de dimension 2 de SF . La troisième coordonnée x3,k
tend vers l’infini, la deuxième coordonnée tend vers un nombre complexe : 0, fixe,
lequel ne dépend pas du point a “ pα1, 0, α3q de SF2 . Nous disons que la “façon” de
SF2 est p3qr2s.
Nous avons subdivisé l’ensemble SF en hypersurfaces irrréductibles SF1 “ tα1 “
0u (par la façon p3qr1s) et SF2 “ tα2 “ 0u (par la façon p3qr2s). Nous appelons cette
méthode, la méthode des “façons”.
Remarquons qu’il suffit, pour définir SF de considérer des suites tξku tendant
vers l’infini, au sens suivant : nous pouvons nous restreindre aux suites tξku tendant
vers l’infini telles que chaque coordonnée ou bien tend vers l’infini ou bien converge
(voir section 4.1, page 70).
Nous formalisons l’idée pour stratifier l’ensemble de Jelonek de la manière sui-
vante :
A) Subdiviser l’hypersurface SF déterminée par Jelonek en hypersurfaces irré-
ductibles par la définition suivante :
Définition 0.2.4. Soit F : Cn Ñ Cn une application polynomiale telle que SF ‰ H.
Fixons un point a de SF , il existe une suite tξaku Ă Cn, ξak “ tpxak,1, . . . , xak,nqu tendant
vers l’infini telle que F pξakq tende vers a. Alors il existe toujours i P N˚ tel que xak,i
tende vers l’infini. Nous définissons
1) “Une façon de tendre vers l’infini” comme un pp, qq-uple :
κpξakq “ pi1, . . . , ipqrj1, . . . , jqs
où $’&’%
xak,ir Ñ 8 pour tout r “ 1, . . . , p,
xak,js Ñ λajs ” const. P C pour tout s “ 1, . . . , q,
où tλajsu ne dépend pas de a quand a décrit SF .
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Le second ensemble peut être vide. L’ensemble ti1, . . . , ip, j1, . . . , jqu est contenu
dans l’ensemble t1, . . . , nu, mais ne lui est pas nécessairement égal.
2) Ξpaq :“ tκpξakq : ξak Ñ 8, F pξakq Ñ au, c’est-à-dire, Ξpaq est l’ensemble des
façons de tendre vers l’infini du point a.
3) orpaq :“ 7pΞpaqq, c’est-à-dire, orpaq est le nombre des façons de tendre vers
l’infini pour le point a de SF .
B) Distinguer entre les courbes tendant vers l’infini en utilisant les “façons étoiles”
(ce point sera explicité au chapitre 4 : voir définition 4.4.2, page 90).
Théorème 0.2.5. Soit F “ pF1pxq, . . . , Fnpxqq : Cn Ñ Cn une application polyno-
miale dominante telle que SF ne soit pas vide. Alors, la partition de l’ensemble SF en
classes d’équivalence définie par les façons étoiles est une stratification satisfaisant
la condition de frontière.
Définition 0.2.6. La stratification de SF définie par les façons étoiles sera appelée
“stratification définie par les façons”.
Théorème 0.2.7. Soit F : Cn Ñ Cn une application polynomiale dominante. La
stratification de SF définie par les façons est une stratification de Thom-Mather.
Elle satisfait donc la condition de trivialité topologique locale.
Proposition 0.2.8. Il existe une stratification de Whitney de SF telle que l’ensemble
des façons soit constant sur chaque strate.
Conjecture 0.2.9. La stratification de l’ensemble de Jelonek SF d’une application
polynomiale dominante F : Cn Ñ Cn, définie par les façons, est une stratification
de Whitney.
Conjecture 0.2.10. La définition de la stratification de SF définie par les façons
est aussi valable pour :
1) Le cas réel, c’est-à-dire, pour les applications polynomiales dominantes F :
Rn Ñ Rn.
2) Les applications polynomiales dominantes F : X Ñ Y , où X et Y sont des
variétés affines lisses de même dimension.
0.2.3 Caractérisation des applications polynomiales dominantes
F : Cn Ñ Cn avec des “façons” de l’ensemble de Jelonek
correspondantes
Soit F “ pF1, F2, F3q : C3px1,x2,x3q Ñ C3pα1,α2,α3q une application polynomiale do-
minante de degré 2 telle que SF n’est pas vide. Une façon κ de SF appartient à l’un
des six groupes de façons suivants :
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1) groupe I : p1, 2, 3q,
2) groupe II : (1,2), (2,3) et (3,1),
3) groupe III : p1q, p2q et p3q,
4) groupe IV : (1,2)[3], (1,3)[2] et (2,3)[1],
5) groupe V : (1)[2], (1)[3], (2)[1], [2](3), [3](1) et [3](2),
6) groupe VI : (1)[2,3], (2)[1,3] et (3)[1,2].
Supposons que toute strate de dimension 2 de SF n’admette qu’une seule façon.
Soit tξku “ tpx1,k, x2,k, x3,kqu une suite dans C3px1,x2,x3q tendant vers l’infini et telle
que F pξkq tende vers un point d’une telle strate. Pour i “ 1, 2, 3, les polynômes
coordonnées Fipξkq ne tendent pas vers l’infini, mais certaines des coordonnées xi,k
tendent vers l’infini. Supposons que, par exemple, x1,k et x2,k tendent vers l’infini,
alors Fi ne peut pas admettre l’une des coordonnées x1 ou x2, seule, comme variable
mais il peut admettre comme variables px1 ´ x2q, px1 ´ x2qx1 ou px1 ´ x2qx2. Nous
dirons que ces variables sont des variables "pertinentes". 1
En général, nous pourrons donc considérer F comme une application polynomiale
des combinaisons des variables “pertinentes” x1, x2, x3, x1x2, x2x3, x3x1, x1 ´ x2,
px1 ´ x2qx1, px1 ´ x2qx2, px1 ´ x2qx3, x1 ´ x3, px1 ´ x3qx1, px1 ´ x3qx2, px1 ´ x3qx3,
x2 ´ x3, px2 ´ x3qx1, px2 ´ x3qx2 et px2 ´ x3qx3. Notons fj ces variables.
Si comme nous l’avons supposé, toute strate de dimension 2 de SF n’admet
qu’une seule façon, alors, même en tenant compte des conditions imposées par cette
façon, la forme des ensembles de Jelonek SF possibles et des applications F cor-
respondantes est assez compliquée et ceci est ce que nous étudierons d’une manière
précise dans le chapitre 6.
Supposons maintenant qu’une strate de dimension 2 de SF admette deux façons κ
et κ1. Alors, le nombre de variables “pertinentes” va être réduit, grâce aux conditions
imposées par les façons κ et κ1. Nous décrivons un algorithme contenant les deux
étapes suivantes :
Algorithme 0.2.11. Étape 1 : Déterminer, en fonction des façons κ et κ1, quelles
sont les variables pertinentes dans F ainsi que les suites tξku pour κ et tξ1ku pour κ1,
pour que la strate correspondant à ces façons soit de plus grande dimension possible.
Étape 2 : Déterminer la forme précise de F en tenant compte des contraintes
suivantes :
- les deux façons doivent correspondre à la même strate. Ceci implique que
les valeurs asymptotiques de F pξkq et F pξ1kq doivent coïncider : Supposons que
tξku “ tpx1,k, x2,k, x3,kqu et tξ1ku “ tpx11,k, x12,k, x13,kqu soient deux suites corres-
pondant respectivement aux façons κ et κ1. Pour que κ et κ1 soient deux façons de
1. En fait, de façon plus présise, nous pouvons remplacer les variables pxi ´ xjq par pxi ´ axjq,
où a est un nombre complexe différent de 0. Cela ne change pas les résultats que nous obtenons
par la suite.
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la même strate de dimension 2 de SF , alors F pξkq et F pξ1kq doivent admettre au
moins les mêmes deux coordonnées tendant indépendamment vers deux nombres
complexes quelconques,
- l’application F est dominante. Ceci implique deux conditions :
+ les suites tF pξkqu et tF pξ1kqu doivent admettre au moins une même coordonnée
tendant vers 0,
+ les polynômes coordonnées F1, F2 et F3 doivent être indépendants, cela signi-
fique que F dépend au moins de 3 variables parmi les fj ci-dessus, convenablement
choisies.
Théorème 0.2.12. Soit F : C3px1,x2,x3q Ñ C3pα1,α2,α3q une application polynomiale
dominante de degré 2 telle que SF n’est pas vide. Alors, pour chaque point a d’une
hypersurface irréductible S2 de SF , nous avons 1 ď orpaq ď 2. De plus, si orpaq “ 2,
alors SF est irréductible et SF admet deux façons parmi les cas suivants :
1) κ “ p1, 2, 3q et κ1 “ pi1, i2qrjs où tpi1, i2, jqu “ tp1, 2, 3qu : dans ce cas, F s’écrit
sous la forme
F “ F˜ pxi1 ´ xi2 , pxi1 ´ xi2qxi1 , pxi1 ´ xi2qxi2 , pxi1 ´ xi2qxj, pxi1 ´ xjqxj, pxi2 ´ xjqxjq.
2) κ “ p1, 2, 3q et κ1 “ piqrj1, j2s où tpi, j1, j2qu “ tp1, 2, 3qu : dans ce cas, F s’écrit
sous la forme
F “ F˜ ppxi ´ xj1qxj1 , pxi ´ xj1qxj2 ,pxi ´ xj2qxj1 , pxi ´ xj2qxj2 , pxj1 ´ xj2q,
pxj1 ´ xj2qxi, pxj1 ´ xj2qxj1 , pxj1 ´ xj2qxj2q.
3) κ “ p1, 2qr3s et κ1 “ piqr3, js, où tpi, ju “ tp1, 2qu : dans ce cas, F s’écrit sous la
forme
F “ F˜ px3, xjx3, xix3, pxi ´ xjqxjq.
4) κ “ p1, 2qr3s et κ1 “ p3qr1, 2s : dans ce cas, F s’écrit sous la forme
F “ F˜ px1x3, x2x3, x1 ´ x2, r1x1x3 ` r2x2x3 ` r3px1 ´ x2qx1 ` r4px1 ´ x2qx2q.
5) κ “ p1, 3qr2s et κ1 “ piqr2, js où ti, ju “ t1, 3u : dans ce cas, F s’écrit sous la
forme
F “ F˜ px2, x2xj, xix2, pxi ´ xjqxjq.
6) κ “ p1, 3qr2s et κ1 “ p2qr1, 3s : dans ce cas, F s’écrit sous la forme
F “ F˜ px1x2, x2x3, x1 ´ x3, r1x1x2 ` r2x2x3 ` r3px1 ´ x3qx1 ` r4px1 ´ x3qx3q.
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7) κ “ p2, 3qr1s et κ1 “ piqr1, js, où ti, ju “ t2, 3u : dans ce cas, F s’écrit sous la
forme
F “ F˜ px1, x1xi, x1xj, pxi ´ xjqxjq.
8) κ “ p2, 3qr1s et κ1 “ p1qr2, 3s : dans ce cas, F s’écrit sous la forme
F “ F˜ px1x3, x1x2, x3 ´ x2, r1x1x3 ` r2x1x2 ` r3px3 ´ x2qx3 ` r4px3 ´ x2qx2q.
9) κ “ p1qr2, 3s et κ1 “ piqr1, js, avec tpi, ju “ tp2, 3qu : dans ce cas, F s’écrit sous
la forme
F “ F˜ pxj, x1xi, r1xixj ` r2x1xjq.
Conjecture 0.2.13. Nous pouvons procéder à l’algorithme 0.2.11 par un programme
d’ordinateur pour obtenir les résultats du théorème suivant :
Théorème 0.2.14. Considérons les applications polynomiales dominantes F : Cn Ñ
Cn de degré d. Pour chaque couple pn, dq, nous pouvons écrire la liste des ensembles
de Jelonek SF possibles, et pour chacun d’entre eux, nous pouvons expliciter une ap-
plication polynomiale dominante F : Cn Ñ Cn de degré d dont l’ensemble de Jelonek
soit SF .
Nous avons prouvé que pour le cas pn, dq “ p3, 2q, l’ensemble SF contient au
maximum trois hypersurfaces. Donc SF est de l’une des formes suivantes :
1) L’union au maximum de trois plans.
2) L’union d’un plan et d’une surface.
3) Une surface.
4) L’union de deux surfaces.
5) L’union de deux plans et d’une surface.
6) L’union de deux surfaces et d’un plan.
Par ailleurs, nous pouvons donner “la liste” des possibilités de l’ensemble SF dans
ce cas, comme le montre le théorème suivant :
Théorème 0.2.15. L’ensemble de Jelonek d’une application polynomiale non-propre,
dominante de C3 dans C3 et de degré 2 est l’un des 5 éléments de la liste LSF sui-
vante. De plus, tout élément de la liste, peut être réalisé comme ensemble de Jelonek
d’une application polynomiale dominante F : C3 Ñ C3 de degré 2.
LSF : 1) Un plan quelconque.
2) Un paraboloïde.
3) Union d’un plan quelconque
pPq : r1x1 ` r2x2 ` r3x3 ` r4 “ 0,
et d’un plan
pP 1q : r11x1 ` r12x2 ` r13x3 ` r14 “ 0,
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où nous pouvons choisir deux des coefficients r11, r12, r13, le troisième ainsi que r14 étant
alors fixés.
4) Union d’un plan quelconque
pPq : r1x1 ` r2x2 ` r3x3 ` r4 “ 0
et d’un paraboloïde
pS q : r1ix2i ` r1jxj ` r1lxl ` r14 “ 0, ti, j, lu “ t1, 2, 3u,
où nous pouvons choisir deux des coefficients r11, r12, r13, le troisième ainsi que r14 étant
alors fixés.
5) Union de trois plans des formes
pPq : r1x1 ` r2x2 ` r3x3 ` r4 “ 0,
pP 1q : r11x1 ` r12x2 ` r13x3 ` r14 “ 0,
pP2q : r21x1 ` r22x2 ` r23x3 ` r24 “ 0,
où
a) pour pP 1q, nous pouvons choisir deux des coefficients r11, r12, r13, le troisième ainsi
que r14 étant alors fixés.
b) pour pP2q, nous pouvons choisir deux des coefficients r21, r22, r23, le troisième ainsi
que r24 étant alors fixés.
Le théorème 0.2.15 ci-dessus nous conduit au résultat suivant :
Théorème 0.2.16. Soit F : C3 Ñ C3 une application polynomiale non-propre,
dominante de degré 2. Alors l’ensemble SF est de l’une des formes suivantes :
1) L’union au maximum de trois plans.
2) L’union d’un plan et d’un paraboloïde.
3) Un paraboloïde.
Par ailleurs, il existe un algorithme permettant d’expliciter une application po-
lynomiale dominante F : C3px1,x2,x3q Ñ C3pα1,α2,α3q de degré 2 telle que l’ensemble SF
soit donné par l’une des situations du théorème 0.2.15 :
Théorème 0.2.17. Il existe un algorithme permettant d’expliciter une application
polynomiale dominante F : C3px1,x2,x3q Ñ C3pα1,α2,α3q de degré 2 telle que l’ensemble
SF soit donné par l’une des situations suivantes :
1) Si SF est un plan d’équation α3 “ r1α1 ` r2α2 ` r4, alors
F “ px1x2, x2x3, r1x1x2 ` r2x2x3 ` gpx2q ` r4q,
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où gpx2q est un polynôme non nul en la variable x2, de coefficient constant nul et de
degré au maximum 2.
2) Si SF est l’union de deux plans d’équations α1 “ c1, α2 “ c2 où c1, c2 P C, et
d’un plan d’équation α3 “ r1α1 ` r2α2 ` r4, alors
F “ px1x2 ` c1, x2x3 ` c2, r1x1x2 ` r2x2x3 ` gpx1x3q ` r4 ´ c1r1 ´ c2r2q,
où gpx1x3q est un polynôme non nul, de coefficient constant nul, et de degré 1 en la
variable le produit x1x3.
3) Si SF est l’union d’un plan d’équation α1 “ c1, où c1 P C et d’un plan
d’équation α3 “ r1α1 ` r2α2 ` r4, alors
F “ px1x2 ` c1, x2x3, r1x1x2 ` r2x2x3 ` gpx1q ` r4 ` c1r1q,
où gpx1q est un polynôme non nul, de coefficient constant nul et de degré au maxi-
mum 2 en la variable x1.
4) aq Si SF est l’union d’un plan d’équation α3 “ r1α1` r2α2` r4 et d’un autre
plan de la forme α3 “ r11α1 ` r2α2 ` r4, où r1 ‰ r11 et r11 ‰ 0, alors
F “ px1x2 ` x1, x2x3, r1x1x2 ` r2x2x3 ` r11x1 ` r4q.
bq Si SF est l’union d’un plan d’équation α3 “ r1α1 ` r2α2 ` r4 et d’un autre
plan de la forme α2 “ 1r2α3 ` r11α1 ´ r4r2 , où r2 ‰ 0, alors
F “ px1x2 ` x1, x2x3 ` r11x1, r1x1x2 ` r2x2x3 ` r4q.
cq Si SF est l’union d’un plan d’équation α3 “ r1α1 ` r2α2 ` r4 et d’un autre
plan de la forme α1 “ 1r1α3 ` r12α2 ´ r4r1 , où r11 ‰ 0, alors
F “ px1x2 ` r12x3, x2x3 ` x3, r1x1x2 ` r2x2x3 ` r4q.
5) aq Si SF est l’union d’un plan d’équation α3 “ r1α1 ` r2α2 ` r4 et d’une
surface de la forme α3 “ r1αp1 ` r11αp
1
1 ` r2α2 ` r4, alors
F “ px1x2 ` x1, x2x3, r1x1x2 ` r2x2x3 ` r1xp1 ` r11xp
1
1 ` r4q.
bq Si SF est l’union d’un plan quelconque d’équation α3 “ r1α1 ` r2α2 ` r4 et
d’une surface de la forme α2 “ 1r2α3 ` r1αp1 ` r11αp
1
1 ´ r4r2 , si r2 ‰ 0, alors
F “ px1x2 ` x1, x2x3 ` r1xp1 ` r11xp
1
1 , r1x1x2 ` r2x2x3 ` r4q.
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cq Si SF est l’union d’un plan d’équation α3 “ r1α1 ` r2α2 ` r4 et d’une surface
de la forme α1 “ 1r1α3 ` r3αp2 ` r13αp
1
2 ´ r4r1 , si r1 ‰ 0, alors
F “ px1x2 ``r3xp3 ` r13xp
1
3 , x2x3 ` x3, r1x1x2 ` r2x2x3 ` r4q.
6) Si SF est une surface de la forme α3 “ r2α2 ` r1αp1 ` r11αp
1
1 ` r4, alors
F “ px1x2 ` x1, x2x3, r2x2x3 ` r1xp1 ` r11xp
1
1 ` x2 ` r4q.
7) Si SF est l’union de trois plans d’équations :
α1 ` r2α2 ` r3α3 ` r4 “ 0,
r11α1 ` r12α2 ` r11r3α3 ` r11r4 “ 0,
α1 ` r2α2 ` r23α3 ` r4 “ 0,
alors
F “ p´r2x1x2 ´ r3x2x3 ` k1x1x3 ´ r4, x1x2 ` k2x1x3, x2x3 ` k3x1x3q,
où
r11k1 ` r12k2 ` r11r3k3 “ 0, ´k1 ` r2k2k3 “ r
2
3 et k3 ‰ 0.
Conjecture 0.2.18. Pour une application polynomiale dominante F : Cn Ñ Cn
dont le degré de F est un nombre entier positif quelconque, nous pouvons procéder
à l’algorithme décrit dans le théorème 0.2.17 par un programme d’ordinateur pour
obtenir les résultats.
0.3 L’ensemble VF des Valette
0.3.1 L’ensemble VF et son homologie (ou homologie d’inter-
section)
L’ensemble des Valette VF est construit par Anna et Guillaume Valette [Va-Va].
Les auteurs ont construit une pseudovariété VF associée à une application polyno-
miale F : Cn Ñ Cn. Rappelons qu’une pseudovariété V dans un espace euclidien
R2n est une variété dont l’ensemble singulier est un sous-ensemble de codimension
(réelle) au moins 2 et dans lequel la partie lisse est dense dans V . Remarquons que
nous pouvons considérer F comme une application F : R2n Ñ R2n. Soit
MF :“ R2nzSingF,
où SingF est l’ensemble des solutions du déterminant jacobien de F .
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Proposition 0.3.1 ([Va-Va]). Soit F : Cn Ñ Cn une application polynomiale. Il
existe :
a) une pseudovariété semi-algébrique réelle VF Ă R2n`p où p ą 0, telle que
SingpVF q Ă pSF YK0pF qq ˆ t0Rpu Ă R2n ˆ Rp,
où K0pF q :“ F pSingF q.
b) une application semi-algébrique bi-lipschitzienne :
hF : MF Ñ VF zpSF YK0pF qq ˆ t0Rpu
où VF zpSF YK0pF qq ˆ t0Rpu est équipée de la métrique induite sur R2n`p.
Remarque 0.3.2. L’idée pour construire l’ensemble VF est comme suit : SingF
divise l’espace R2n en sous-ensembles ouverts, semi-algébriques tUiui“1,¨¨¨ ,p tels que
pour chaque Ui, l’application F induit un difféomorphisme. Nous pouvons choisir
des sous-ensembes fermés, semi-algébriques Vi Ă Ui tel que tViui“1,¨¨¨ ,p est aussi un
recouvrement de MF . Pour chaque Vi, d’après le lemme de séparation de Mostowski
[Mo], alors il existe une fonction de Nash ψi : MF Ñ R telle que ψi soit positive sur
Vi et négative sur MF zVi. Soit
VF :“ pF, ψ1, . . . , ψpqpMF q.
L’ensemble des Valette VF n’est pas unique, il dépend d’un choix de recouvrement
de MF et du choix des fonctions de Nash. Cependant, les résultats suivants sont
valables pour tous les choix de VF , nous nous permettrons donc parfois de parler de
“ l’ensemble des Valette". Cela signifiera un choix de l’ensemble VF correspondant à
un choix de recouvrement de MF et de fonctions de Nash.
La proposition 0.3.1 est encore vraie dans le cas réel :
Proposition 0.3.3 ([NT-V-V, NT1]). Soit F : Rn Ñ Rn une application polyno-
miale. Il existe une variété semi-algébrique réelle VF Ă Rn`p où p ą 0, telle que
SingpVF q Ă pSF YK0pF qq ˆ t0Rpu Ă Rn ˆ Rp
et il existe une application bi-lipschitzienne semi-algébrique :
hF : MF Ñ VF zpSF YK0pF qq ˆ t0Rpu
où VF zpSF YK0pF qq ˆ t0Rpu est équipée de la métrique induite sur Rn`p.
Nous savons que, pour calculer l’homologie d’intersection de l’ensemble VF , nous
devons stratifier l’ensembleK0pF qYSF . En particulier, si le jacobien de F est partout
non nul, alors K0pF q est vide, nous devons donc stratifier seulement l’ensemble SF .
Cela est l’une des applications des stratifications de l’ensemble SF que nous avons
construites. Nous notons que, nous pouvons avoir plusieurs méthodes pour stratifier
l’ensemble SF , par exemple, nous avons le théorème suivant :
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Théorème 0.3.4 ([NT-V-V]). Soit F : Cn Ñ Cn une application polynomiale gé-
nériquement finie de déterminant jacobien partout non nul. Alors, il existe une fil-
tration naturelle de VF :
VF “ V2n Ą V2n´1 Ą V2n´2 Ą ¨ ¨ ¨ Ą V1 Ą V0 Ą V´1 “ H
telle que :
1) pour tout i ă n, alors V2i`1 “ V2i,
2) la stratification correspondante satisfait la condition pbq de Whitney.
Dans le cas C2, Anna et Guillaume Valette ont prouvé que si F est une application
polynomiale de déterminant jacobien partout non nul, alors F n’est pas propre si et
seulement si l’homologie (ou l’homologie d’intersection) de VF n’est pas triviale en
dimension 2.
Théorème 0.3.5 ([Va-Va]). Soit F : C2 Ñ C2 une application polynomiale de dé-
terminant jacobien partout non nul. Alors les conditions suivantes sont équivalentes :
(1) F n’est pas propre,
(2) H2pVF ,Qq ‰ 0,
(3) IHp2 pVF ,Qq ‰ 0, pour une perversité (ou toutes les perversités) p.
Nous pouvons généraliser ce théorème dans le cas Cn. Rappelons d’abord qu’une
application polynomiale Fi : Cn Ñ C peut s’écrire :
Fi “ ΣjFij
où Fij est la partie de degré dj dans Fi. Soit dk le degré le plus grand dans Fi, la
forme intiale Fˆi de Fi est définie comme
Fˆi :“ Fik.
Théorème 0.3.6 ([NT-V-V]). Soit F “ pF1, . . . , Fnq : Cn Ñ Cn une application
polynomiale de déterminant jacobien partout non nul. Soient Fˆi les formes initiales
respectives des composantes de Fi pour i “ 1, . . . , n. Si rangpDFˆiqi“1,...,n ą n ´ 2,
alors les conditions suivantes sont équivalentes :
(1) F n’est pas propre,
(2) H2pVF ,Qq ‰ 0,
(3) IHp2 pVF ,Qq ‰ 0, pour une perversité (ou toutes les perversités) p,
(4) IHp2n´2pVF ,Qq ‰ 0, pour une perversité (ou toutes les perversités) p.
22
0.3.2 L’ensemble VF et la conjecture jacobienne
La conjecture jacobienne s’énonce comme suit : “Une application polynomiale
F : Cn Ñ Cn de déterminant jacobien partout non nul est un automorphisme
polynomial.”
Nous savons qu’une application polynomiale F : Cn Ñ Cn de déterminant ja-
cobien partout non nul est un automorphisme polynomial si et seulement si F est
propre. A l’instar du travail d’Anna et Guillaume Valette, cette étude nous permet
d’approcher d’une manière nouvelle la conjecture jacobienne en calculant l’homologie
ou l’homologie d’intersection de l’ensemble VF .
Question 0.3.7. Pouvons-nous calculer précisement l’homologie d’intersection de
l’ensemble VF ? Pouvons-nous construire l’ensemble VF sans utiliser l’ensemble SF ?
0.3.3 Stratifications des ensembles K0pF q Y SF et K8F
Pour calculer l’homologie d’intersection de l’ensemble VF en général, nous devons
stratifier l’ensemble K0pF q Y SF . Nous avons les faits suivants :
Proposition 0.3.8. En général, l’ensemble K0pF q n’est ni fermé, ni lisse.
L’existence de la stratification de SFYK0pF q est justifiée par le résultat suivant :
Proposition 0.3.9. L’ensemble SF YK0pF q est fermé.
Proposition 0.3.10. Il existe une stratification de l’ensemble SFYK0pF q compatible
avec la stratification de SF définie par Ξ.
Conjecture 0.3.11. Les ensembles SF Y K0pF q et K0pF qzSF sont de dimension
pure.
L’ensemble K8pF q des valeurs critiques asymptotiques d’une application poly-
nomiale F : Cn Ñ Cn est défini par
K8pF q “ tα P Cn : Dξk Ă Cn, |ξk| Ñ 8
telle que F pξkq Ñ α et p1` |ξk|qνpdF pξkqq Ñ 0u
où ν est la fonction de Rabier, c’est-à dire la distance à l’ensemble singulier des
opérateurs. Nous voyons que K8pF q est un sous-ensemble de l’ensemble de Jelonek
SF . Nous avons donc une stratification “définie par les façons” de l’ensemble K8F .
Par ailleurs, dans leur article, “Semi-algebraic Sard Theorem for generalized critical
values”, K. Kurdyka, P. Orro et S. Simon [KPS] ont prouvé que pour une application
C1 semi-algébrique F : Rn Ñ Rn et ainsi pour une application polynomiale domi-
nante F : Rn Ñ Rk de fibres régulières compactes, alors K8F “ SF . Donc dans ces
cas, une stratification de K8F est bien une stratification de SF .
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Conjecture 0.3.12. La stratification de l’ensemble K8F définie par les façons est
plus fine que la stratification de SF définie par les façons.
Soit F : Km Ñ Kn, où m,n ą 1 une application polynomiale, l’ensemble BpF q
de bifurcation de F est le plus petit ensemble fermé Y tel que
F : KmzF´1pY q Ñ KnzY
est une fibration sur chaque componante connexe de KnzY . En général, l’ensemble
BpF q est plus grand que l’ensemble K0pF q. Il contient aussi l’ensemble des points
de bifurcation à l’infini B8pF q. De manière précise, l’ensemble B8pF q consiste en
les points où l’application F n’est pas une fibration localement triviale à l’infini (i.e.
en dehors d’une grande boule).
Soit
KpF q :“ K0pF q YK8pF q.
Nous avons les faits suivants :
1) Dans [Pa1, Pa2], Parusiński a prouvé qu’en général, B8pF q Ă K8pF q.
2) BpF q Ă KpF q (voir par exemple [JK]).
En utilisant la stratification de l’ensemble SF , définie par les façons, nous obte-
nons des stratifications de ces ensembles.
L’ensemble de test (appelé testing set dans [J2]) des applications polynomiales
est défini par Jelonek de la manière suivante :
Définition 0.3.13. [J2] Une variété algébrique S Ă Y est appelé ensemble de test
des applications polynomiales F : X Ñ Y si pour tout application polynomiale
génériquement finie F : X Ñ Y , si resF´1pSqF : F´1pSq Ñ S est propre, alors F est
propre.
L’ensemble de test joue un rôle important pour vérifier qu’une application poly-
nomiale est propre, sans avoir besoin de connaître l’ensemble SF . Nous conjecturons
que :
Conjecture 0.3.14. Il existe une stratification, définie par les façons, de l’ensemble
de test des applications polynomiales F : Cn Ñ Cn.
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Chapitre 1. Rappels sur les applica-
tions
1.1 Application propre
Dans toute la suite,K désignera le corps des nombres réels R ou celui des nombres
complexes C. Nous considérons la norme euclidienne usuelle dans Kn, c’est-à-dire,
la norme }x} “ařni“1x2i , pour un élément x “ px1, . . . , xnq de Kn. La topologie de
Kn sera la topologie induite par la norme euclidienne.
Définition 1.1.1. Une application continue F : Km Ñ Kn est dite propre si pour
tout ensemble compact A Ă Kn, l’ensemble F´1pAq est compact dans Km.
Nous disons que l’application continue F satisfait à la condition “Hadamard” si
}F pxq}Kn tend vers l’infini lorsque x tend vers l’infini. Ici, x tend vers l’infini signifie
que }x} tend vers l’infini, c’est-à-dire que l’une des coordonnées de x au moins tend
vers l’infini.
Proposition 1.1.2. [Al] Soit F : Km Ñ Kn une application continue satisfaisant à
la condition “Hadamard”, alors F est propre.
Définition 1.1.3. Soit F : Km Ñ Kn une application polynomiale. Nous disons
que F est propre en a s’il existe un voisinage compact A de a tel que F´1pAq soit
compact. S’il n’existe pas de tel voisinage, nous disons que F n’est pas propre en a.
Nous notons SF l’ensemble des points a de Kn pour lesquels l’application F
n’est pas propre en a. L’ensemble SF est encore appelé ensemble asymptotique ou
ensemble de Jelonek.
Lemme 1.1.4. L’application polynomiale F : Km Ñ Kn n’est pas propre en a P Kn
si et seulement s’il existe une suite tξku Ă Km telle que }ξk} tend vers l’infini et
F pξkq tend vers a.
Notons que si une suite tξku Ă Km est telle que }ξk} tend vers l’infini, alors nous
disons aussi que la suite tξku tend vers l’infini et nous notons ξk Ñ 8. Cela signifie
qu’il existe au moins une coordonnée de tξku tendant vers l’infini.
Notons aussi que, dans le lemme 1.1.4, nous pouvons nous restreindre aux suites
tξku tendant vers l’infini telles que chaque coordonnée ou bien tend vers l’infini ou
bien converge.
L’ensemble SF indique dans quelle mesure l’application F diffère d’une applica-
tion propre. En particulier, F est propre si et seulement si cet ensemble est vide.
De plus, SF est l’ensemble minimal S tel que l’application F : KmzF´1pSq Ñ KnzS
soit propre.
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Exemple 1.1.5. Soit F : C2px1,x2q Ñ C2pα1,α2q telle que F px1, x2q “ px21, x2q. Alors F
est propre et SF “ H.
Exemple 1.1.6. Soit F : C2px1,x2q Ñ C2pα1,α2q telle que F px1, x2q “ px1, x1x2q. Alors
F n’est pas propre et SF “ tα1 “ 0u » C. En effet, pour un point p0, α2q P C2 il
existe une suite tξku “
 `
1
k
, kα2
˘(
telle que ξk tend vers l’infini et F pξkq “
`
1
k
, α2
˘
tend vers p0, α2q.
Exemple 1.1.7. Considérons l’application F : C3px1,x2,x3q Ñ C3pα1,α2,α3q définie par
F px1, x2, x3q “ px1, x2x3, x3x1q. Alors F n’est pas propre et SF “ SF1 Y SF2 , où :
i) SF1 “ tp0, α2, α3qu » C2. En effet, considérons un point a “ p0, α2, α3q P C3.
Si α3 ‰ 0, considérons la suite tξku “
!´
1
k
, α2
kα3
, kα3
¯)
et si α3 “ 0 considérons la
suite tξku “
 `
1
k
, kα2,
1
k
˘(
. Dans les deux cas ξk tend vers l’infini et F pξkq tend vers
a.
ii) SF2 “ tpα1, α2, 0qu » C2. En effet, considérons un point a “ pα1, α2, 0q P C3,
alors il existe une suite tξku “
 `
α1, kα2,
1
k
˘(
telle que ξk tend vers l’infini et F pξkq
tend vers a.
Exemple 1.1.8. Considérons l’application F : C3px1,x2,x3q Ñ C3pα1,α2,α3q définie par
F px1, x2, x3q “ px1, x1x2, x1px1 ´ 1qx3q. Alors F n’est pas propre et SF est réunion
de deux plans parallèles : SF “ tα1 “ 0u Y tα1 “ 1u.
Rappelons qu’une courbe γ “ pγ1, . . . , γmq : r0,`8rÑ Km tend vers l’infini s’il
existe au moins une coordonnées γiptq tendant vers l’infini lorsque t tend vers l’infini.
Proposition 1.1.9. La propriété de “propreté” peut donc se caractériser des deux
manières suivantes :
1) L’application polynomiale F : Km Ñ Kn n’est pas propre en a P Kn si et
seulement s’il existe une courbe γ : r0,`8rÑ Km tendant vers l’infini et telle que
F ˝ γ tend vers a.
2) L’application polynomiale F : Km Ñ Kn n’est pas propre en a P Kn si et
seulement s’il existe une suite tξku tendant vers l’infini et telle que F pξkq tend vers
a.
Remarque 1.1.10. En général, nous avons F pKmq X SF ‰ H. Par exemple, consi-
dérons l’application F : C3px1,x2,x3q Ñ C3pα1,α2,α3q telle que F px1, x2, x3q “ px31 ´
x1x2x3, x2x3, x3x1q. Alors SF est l’union tα1 “ 0u Y tα2 “ 0u et
F pC3px1,x2,x3qq X SF “ prp0α2α3q Y 0α1s z0α3q Y t0u.
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1.2 Application dominante
Définition 1.2.1. L’application polynomiale F : Km Ñ Kn est dite dominante si
l’adhérence de l’image F pKmq est Kn, c’est-à-dire, F pKmq “ Kn.
Remarque 1.2.2. Une application polynomiale F : Km Ñ Kn est dominante si et
seulement si pour tout a P Kn, il existe une suite tξku Ă Km telle que F pξkq tende
vers a. Puisque l’ensemble SF est contenu dans l’adhérence de l’ensemble F pKmq et
SF “ F pKmqzta P F pKmq : @tξku Ă Km, F pξkq Ñ a, ξk ne tend pas vers l’infiniu,
nous pouvons donc déterminer l’ensemble SF d’une application continue dominante,
puisque, dans ce cas,
SF “ Knzta P Kn : @tξku Ă Km, F pξkq Ñ a, ξk ne tend pas vers l’infiniu.
Remarquons que la détermination de l’ensemble SF permet aussi de montrer le
caractère dominant de l’application F :
Lemme 1.2.3. [NT1] Nous avons
F pKmq “ SF Y F pKmq.
Démonstration. Si a P F pKmq alors a P F pKmq ou a P F pKmqzF pKmq. Si a P
F pKmqzF pKmq alors il existe une suite tξku Ă Km telle que F pξkq tend vers a. Si ξk
ne tend pas vers l’infini, alors ξk tend vers a1 P Km. Puisque F est une application
polynomiale alors F pξkq tend vers F pa1q et F pa1q “ a. Donc a P F pKmq, d’où la
contradition avec a P F pKmqzF pKmq. Donc ξk tend vers l’infini et a P SF . Alors,
nous avons
F pKmq “ SF Y F pKmq.
Le lemme 1.2.3 montre que si, pour tout a P KnzSF , nous avons a P F pKmq,
c’est-à-dire F´1paq n’est pas vide, alors F est dominante.
Cependant, il n’y a pas de relation entre les propriétés de dominance et de propreté,
comme le montrent les exemples suivants :
Exemple 1.2.4. Soit l’application polynomiale F : C2px1,x2q Ñ C2pα1,α2q telle que
F “ px1, x21q, alors F est dominante et F est aussi propre.
Exemple 1.2.5. Soit l’application polynomiale F : C3px1,x2,x3q Ñ C3pα1,α2,α3q telle que
F px1, x2, x3q “ px1x2, x2x3, x3x1q. Alors F n’est pas propre et SF “ tpα1, α2, 0qu Y
tpα1, 0, α3qu Y tp0, α2, α3qu Ă C3. L’application F est dominante puisque pour un
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point a “ pα1, α2, α3q P C3zSF , les trois coordonnées α1, α2, α3 ne sont pas nulles,
donc le système d’équations
x1x2 “ α1, x2x3 “ α2, x3x1 “ α3
admet toujours des solutions. Nous en déduisons a P F pC3q, donc F est dominante.
Exemple 1.2.6. Soit l’application polynomiale F : C2px1,x2q Ñ C2pα1,α2q telle que
F px1, x2q “ px1, 0q, alors F est propre mais F n’est pas dominante.
Exemple 1.2.7. Soit l’application polynomiale F : C4px1,x2,x3,x4q Ñ C4pα1,α2,α3,α4q telle
que F px1, x2, x3, x4q “ px1x2, x2x3, x3x4, x4x1q, alors F n’est ni dominante ni propre.
En effet,
i) F n’est pas propre et SF est une hypersurface dont l’équation est α1α3 “ α2α4.
ii) F n’est pas dominante. En effet, si a “ pα1, α2, α3, α4q P F pC4q, alors
α1 “ x1x2, α2 “ x2x3, α3 “ x3x4, α4 “ x4x1.
Donc, α1α2α3α4 “ px1x2x3x4q2 et α1α3 “ x1x2x3x4. Ce qui implique α1α3 “ α2α4.
Si nous prenons a “ pα1, α2, α3, α4q P C4 tel que α1α3 ‰ α2α4, alors a n’est ni dans
SF ni dans F pC4q et F n’est donc pas dominante.
Remarque 1.2.8. Une application surjective est dominante, mais l’inverse n’est
pas vrai.
Exemple 1.2.9. Considérons l’application F : C3px1,x2,x3q Ñ C3pα1,α2,α3q définie par
F px1, x2, x3q “ px1x2, x2x3, x3x1q. Alors F est dominante mais F n’est pas surjective.
En effet, le point p0, 1, 1q n’est pas dans l’image de F .
Les exemples 1.2.5 et 1.2.7 se généralisent de la façon suivante :
Exemple 1.2.10. Soit n ě 3 et F : Cnpx1,x2,...,xnq Ñ Cnpα1,α2,...,αnq définie par
F px1, x2, . . . , xnq “ px1x2, x2x3, . . . , xnx1q.
i) Si n est impair, alors F n’est pas propre mais est dominante avec SF “Ťn
i“1tαi “ 0u.
ii) Si n “ 2k est pair, alors F n’est ni dominante, ni propre et SF est un cône
dont l’équation est α1α3 . . . αn´1 “ α2α4 . . . αn.
Démonstration. i) Si n est impair, pour tout a P SF , il existe une suite tξku Ă Cn
telle que ξk tende vers l’infini et F pξkq tende vers a. De façon précise, par exemple
si a “ p0, α2, α3, . . . , αnq, nous pouvons prendre la suite
tξku “
"ˆ
1
k
,
α2α4 . . . αn´1
kα3α5 . . . αn
, . . . ,
αn´1
kαn
, kαn
˙*
.
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ii) Si n est pair, alors
a) F n’est pas propre et l’ensemble SF est le cône α1α3 . . . αn´1 “ α2α4 . . . αn.
En fait, pour un point a P SF , nous prenons (par exemple) la suite tξku telle que
ξk “
ˆ
kα1,
1
k
, kα2,
α3
kα2
,
kα2α4
α3
, . . . ,
α3α5 . . . αn´1
kα2α4 . . . αn´2
˙
.
Alors ξk tend vers l’infini et F pξkq tend vers a.
b) F n’est pas dominante, en effet soit a “ pα1, α2, . . . , αnq P F pCnq, alors#
α1α2 . . . αn “ px1x2 . . . xnq2
α1α3 . . . αn´1 “ x1x2 . . . xn.
Donc, α1α3 . . . αn´1 “ α2α4 . . . αn. Un point a “ pα1, α2, . . . , αnq P Cn tel que
α1α3 . . . αn´1 ‰ α2α4 . . . αn, n’est ni dans SF , ni dans F pCnq donc a R F pCnq.
Exemple 1.2.11. Soit l’application F : Cnpx1,...,xnq Ñ Cnpα1,...,αnq telle que
F px1, . . . , xnq “ px1, x1x2, x1x2x3, . . . , x1x2 . . . xnq.
Alors l’ensemble SF est la réunion
Ťn´1
i“1 tαi “ 0u et F est dominante.
Démonstration. Pour chaque plan tαi “ 0u, i “ 1, . . . , n ´ 1, nous pouvons choisir
la suite tξku “ tpx1,k, . . . , xn,kqu telle que
xi,k “ 1
k
, xi`1,k “ kci`1, xj,k “ cj, @j ‰ i, i` 1,
où cl P C, avec l “ 1, . . . , i´ 1, i` 1, . . . , n. L’application F est dominante puisque,
pour tout point a “ pα1, α2, . . . , αnq P C tel que α1 ‰ 0, . . . , αn´1 ‰ 0, alors
F´1paq ‰ H.
Lemme 1.2.12. [NT1] Soit F “ pF1, F2, . . . , Fnq : Cn Ñ Cn une application poly-
nomiale dominante. Alors, les polynômes F1, F2, . . . , Fn sont indépendants.
Démonstration. Supposons que Fn “ fpF1, F2, . . . , Fn´1q, alors l’image de F pCnq a
une dimension plus petite que n.
1.3 Application finie, génériquement finie
Définition 1.3.1. Soit F : Km Ñ Kn une application polynomiale. Nous disons que
F est finie si pour tout a P Kn, la fibre F´1paq est finie.
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Définition 1.3.2. Soit F : Km Ñ Kn une application polynomiale. Nous disons que
F est génériquement finie s’il existe un ensemble U Ă Kn dense dans Kn tel que
pour tout a P U la fibre F´1paq est finie.
Remarque 1.3.3. Si F est finie, alors F est génériquement finie mais l’inverse n’est
pas vrai.
Exemple 1.3.4. Soit l’application polynomiale F : C3px1,x2,x3q Ñ C3pα1,α2,α3q telle que
F px1, x2, x3q “ px1x2, x2x3, x3x1q. Alors
i) F est génériquement finie. En effet, soit U “ C3zp0x1 Y 0x2 Y 0x3q. Alors,
U “ C3 et pour tout a “ pα1, α2, α3q P U , le système d’équations :$’&’%
x1x2 “ α1 ‰ 0
x2x3 “ α2 ‰ 0
x3x1 “ α3 ‰ 0
admet un nombre fini de solutions.
ii) F n’est pas finie. En effet, pour un point a “ p0, α2, 0q P C3 la fibre F´1paq
consiste de tous les points tp0, λ, α2
λ
qu où λ est un nombre complexe non nul. Donc
F´1paq est infinie.
Lemme 1.3.5. Soit F : Cnx Ñ Cnα une application polynomiale. Si F est dominante
alors F est génériquement finie.
Démonstration. Par le lemme 1.2.3, puisque F est dominante, alors
Cnα “ F pCnxq “ F pCnxq Y SF .
Soit U “ CnαzSF . Par la proposition 7 de Jelonek [J1] (voir le théorème 2.3.2, page
34), alors SF est un ensemble algébrique de dimension n ´ 1. L’ensemble U est
donc dense dans Cn. Un point α dans U est donc un point générique de Cnα pour
l’application polynomiale F qui est propre en ce point. Puisque α P F pCnq et F est
une application polynomiale de Cn dans Cn, alors le cardinal de f´1pαq est fini (voir
aussi le proposition 6 dans [J1]), ce qui nous conduit au résultat.
Remarque 1.3.6. L’assertion inverse du lemme 1.3.5 n’est pas vraie comme le
montre l’exemple suivant :
Exemple 1.3.7. L’application F : C4px1,x2,x3,x4q Ñ C4pα1,α2,α3,α4q définie par
F px1, x2, x3, x4q “ px1x2, x2x3, x3x4, x4x1q
est génériquement finie (U “ C4zp0x1Y 0x2Y 0x3Y 0x4q), mais n’est pas dominante
(puisque p1, 1, 1, 0q R F pC4q).
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1.4 Application polynomiale de déterminant jaco-
bien partout non nul
Définition 1.4.1. Nous disons que l’application polynomiale F : Cn Ñ Cn est
de déterminant jacobien partout non nul, ou satisfait à la condition de la conjecture
jacobienne, si le déterminant jacobien de F au point x P Cn n’est pas nul, c’est-à-dire
|JF pxq| :“
ˇˇˇˇ
ˇ
ˆBFi
Bxj pxq
˙
i,j“1,...,n
ˇˇˇˇ
ˇ “ const. ‰ 0, pour tout x P Cn.
Remarque 1.4.2. Si F est une application de déterminant jacobien partout non nul,
alors F est dominante. En effet, si l’application F : Cn Ñ Cn est de déterminant
jacobien partout non nul, alors F est nondégénérée (c’est-à-dire SingF ‰ Cn).
Son image est donc de dimension complexe n et est un sous-ensemble Zariski de
dimension n constructible de Cn. C’est donc un ensemble ouvert de Zariski de Cn,
qui est nécessairement dense. Donc F est dominante.
Exemple 1.4.3. L’assertion inverse de la remarque 1.4.2 n’est pas vraie. En ef-
fet, l’application polynomiale F : C2px1,x2q Ñ C2pα1,α2q où F px1, x2q “ px1, x1x2q
est dominante mais n’est pas de déterminant jacobien partout non nul, puisque
|JF px1, x2q| “ x1.
1.5 Application lipschitzienne
Définition 1.5.1. Soient pE, dEq et pE 1, dE1q deux espaces métriques, F : E Ñ
E 1 une application et k un réel strictement positif. Nous disons que F est k-
lipschitzienne si
@px, x1q P E2, dE1 pF pxq, F px1qq ď kdEpx, x1q.
En particulier, soient I un intervalle de R (non vide et non réduit à un point), F :
I Ñ R une application et k un réel strictement positif. Alors F est k-lipschitzienne
si
@px, yq P I2, |F pxq ´ F pyq| ď k|x´ y|.
Définition 1.5.2. L’application F est dite lipschitzienne s’il existe k ą 0 tel que F
soit k-lipschitzienne.
Le plus petit k tel que F soit k-lipschitzienne est appelé constante de Lipschitz
de F .
S’il existe k ě 1 tel que
1
k
dXpx1, x2q ď dY pF px1q, F px2qq ď kdXpx1, x2q,
alors F est dite bilipschitzienne.
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Remarque 1.5.3. iq Toute fonction lipschitzienne est continue, et même uniformé-
ment continue.
iiq Une fonction F dérivable est lipschitzienne si et seulement si sa dérivée est
bornée.
Exemple 1.5.4. iq Toute fonction (à valeurs réelles) continûment dérivable sur un
intervalle réel fermé borné est lipschitzienne.
iiq La fonction F : r0, 1s Ñ R définie par F pxq “ ?x n’est pas lipschitzienne.
Nous pouvons en effet démontrer directement que pour x ą 0, nous avons pF pxq ´
F p0qq{x “ 1{?x, qui n’est pas bornée au voisinage de x “ 0. Nous pouvons aussi
le démontrer en utilisant la contraposée du théorème sur la dérivée d’une fonction
lipschitzienne : la restriction de F à s0, 1s est dérivable ; sa dérivée est x ÞÑ 1{p2?xq
qui n’est pas bornée sur ]0,1], donc cette restriction de F n’est pas lipschitzienne ; a
fortiori, F ne l’est pas non plus.
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Chapitre 2. Rappels sur les variétés
2.1 Pseudovariété
D’abord, rappelons qu’un point régulier x dans un espace X est un point admet-
tant un voisinage homéomorphe à un sous-ensemble ouvert dans un espace euclidien
Rk. Nous disons que k est la dimension de X en x. Un point singulier est un point qui
n’est pas régulier. Si tous les points réguliers de l’espace X ont la même dimension
k alors nous disons que la variété X est de dimension pure k.
Rappelons aussi que si Y est une variété singulière, nous entendons par dimY la
plus grande des dimensions des strates de Y , pour une stratification (quelconque)
de Y (voir la partie 2.4, page 35).
Il existe diverses définitions de pseudovariété. Nous utiliserons la définition sui-
vante (qui se définit par induction) :
Définition 2.1.1. (Définition topologique) Un espace topologique X non vide, para-
compact et Hausdorff est dit une n-pseudovariété s’il existe une sous-pseudovariété
Y Ă X tel que :
(i) XzY est une variété topologique connexe de dimension n, dense dans X,
(ii) dimY ď n´ 2.
Le sous-espace Y de la pseudovariété X contient le sous-ensemble SingX des
points singuliers de X.
2.2 Variétés uniréglées
Définition 2.2.1. Nous disons qu’une variété affine irréductible V est K-uniréglée si
pour tout x P V , il existe un morphisme non constant ϕx : KÑ V tel que ϕxp0q “ x.
En d’autres termes, cela signifie que par chaque point de V passe une courbe
rationnelle contenue dans V .
Exemple 2.2.2. Dans R3, le paraboloïde elliptique d’équation z “ x2 ´ y2 est une
surface uniréglée.
2.3 Quelques résultats importants sur l’ensemble SF
L’une des raisons pour étudier l’ensemble SF est sa relation à la conjecture
jacobienne. Rappelons cette célèbre conjecture : en 1939, O.H. Keller a posé la
question suivante :
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Est-ce qu’une application polynomiale F : Cn Ñ Cn de déterminant jacobien
partout non nul est un automorphisme polynomial ?
Soit F : Cn Ñ Cn une application polynomiale de déterminant jacobien par-
tout non nul, alors F est un automorphisme si et seulement si F est propre. Dans
l’approche topologique, la difficulté principale est de savoir comment vérifier que
l’application est propre. Il est donc naturel d’étudier la topologie de l’ensemble SF .
Dans les années 90, Z. Jelonek a étudié les propriétés de cet ensemble.
Nous donnons ici quelques propriétés de l’ensemble SF , lesquelles sont des ré-
sultats ou bien dûs à Jelonek ou qui découlent directement de ses résultats. Notons
qu’au chapitre 6, nous donnerons davantage de propriétés de l’ensemble SF .
Soit l’application F : Cm Ñ Cn. Considérons le graphe de F dans Cm ˆ Cn,
c’est-à-dire
grapheF “ tpa, F paqq : a P Cmu Ă Cm ˆ Cn.
Nous savons que SF Ă F pCmq. Pour caractériser l’ensemble SF , nous sommes donc
amenés à considérer l’adhérence du graphe de F dans CPm ˆ Cn. Notons pi2 la
projection canonique
pi2 : CPm ˆ Cn Ñ Cn.
Le point de départ de l’étude de Jelonek est l’observation suivante (voir l’intro-
duction de [Va-Va]) :
Proposition 2.3.1. L’ensemble asymptotique SF d’une application F : Cm Ñ Cn
est l’image de l’ensemble grapheF zgrapheF par la projection canonique pi2.
Nous donnons ici une preuve de cette assertion :
Démonstration. [NT1] Montrons l’inclusion SF Ă pi2pgrapheF zgrapheF q. Soit a1 P
SF , il existe une suite tξku Ă Cm telle que ξk tend vers l’infini et F pξkq tend vers
a1. La limite de la suite tpξk, F pξkqqu est a˚ “ p8, a1q, où a˚ P grapheF zgrapheF Ă
pCPm ˆ Cnq et a1 “ pi2pa˚q P pi2pgrapheF zgrapheF q.
Inversement, soit un point a1 P pi2pgrapheF zgrapheF q, il existe a˚ “ pa, a1q P
grapheF zgrapheF tel que a˚ P grapheF mais a˚ R grapheF . Alors nous avons a1 ‰
F paq. Par ailleurs, il existe une suite tpξk, F pξkqqu Ă grapheF telle que pξk, F pξkqq
tende vers pa, a1q. Donc la suite ξk tend vers a et F pξkq tend vers a1. Puisque F est
une application polynomiale, F est continue et donc F pξkq tend vers F paq. Mais
a1 ‰ F paq, donc a “ 8, et ξk tend vers l’infini. Alors nous avons a1 P SF .
Nous utiliserons plus tard la description suivante de l’ensemble SF dûe à Jelonek :
Théorème 2.3.2. [J1] Soit F : Cn Ñ Cn une application polynomiale dominante
et CpF1, . . . , Fnq Ă Cpx1, . . . , xnq une extension de corps. Pour chaque i, soit une
équation irréductible de xi sur CrF1, . . . , Fns
niÿ
k“0
φikpF qxni´ki “ 0,
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où les φik sont des polynômes. Alors nous avons
SF “
nď
i“1
ta P Cn : φi0paq “ 0u.
De plus, l’ensemble SF est vide ou une hypersurface C-uniréglée de dimension
n´ 1.
Jelonek montre plus généralement le théorème suivant :
Théorème 2.3.3. [J1] Si F : X Ñ Y est une application polynomiale dominante
de variétés affines lisses de même dimension, alors l’ensemble des points où F n’est
pas propre est vide ou est une hypersurface.
Exemple 2.3.4. L’application polynomiale F : C3px1,x2,x3q Ñ C3pα1,α2,α3q définie par
F px1, x2, x3q “ px1x2, x2x3, x3x1q est dominante et SF “ tpα1, α2, 0quYtpα1, 0, α3quY
tp0, α2, α3qu. Alors, dimSF “ 2 et SF est une hypersurface C-uniréglée.
Remarque 2.3.5. Dans le cas réel, pour une application polynomiale dominante
F : Rn Ñ Rn, l’ensemble de Jelonek est un ensemble semi-algébrique R-uniréglé mais
nous n’avons aucune indication sur sa dimension réelle : celle-ci peut être n’importe
quel nombre compris entre 1 et n´ 1.
2.4 Stratifications
En chaque point d’une variété différentiable de classe C8, nous pouvons définir
un espace tangent. Ceci n’est plus vrai pour une variété singulière. Les points pour
lesquels nous ne pouvons pas définir un espace tangent sont précisément les points
singuliers. La partie singulière peut être très compliquée. C’est la raison pour laquelle
nous sommes intéressés à stratifier une variété singulière, c’est-à-dire à la subdiviser
en sous-variétés lisses, appelées les strates, de telle sorte que nous pouvons expliciter
la complexité de la variété singulière le long des strates en décrivant la façon dont
les strates se recollent pour la former.
Il y a plusieurs façon de stratifier une variété singulière, ce qui correspond à des
conditions différentes sur le recollement, par exemple celles dues à Thom, Mather,
Whitney, Hironaka, Teissier, Kuo ou Verdier. Ici, nous considérerons seulement les
stratifications de Whitney et de Thom-Mather.
Définition 2.4.1. Soit V Ă Rn un sous-ensemble fermé. Nous disons que V est
stratifié s’il existe une collection localement finie de sous-ensembles disjoints Si, i P I
tels que
(1) V “ YSi,
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(2) Chaque Si est une sous-variété lisse de Rn connexe localement fermée dont
nous noterons dimpSiq la dimension,
(3) SiXSj n’est pas vide si et seulement si Si Ă Sj, et cela arrive si et seulement
si i “ j ou dimpSiq ă dimpSjq (axiome de la frontière),
Les sous-variétés Si sont appelées strates.
La décomposition ci-dessus est appelée une stratification de l’ensemble V .
Remarque 2.4.2. Puisque V est fermé, l’axiome de la frontière implique que l’adhé-
rence de chaque strate est une union de strates de dimensions inférieures.
Nous avons aussi la définition équivalente suivante :
Définition 2.4.3. (voir par exemple [Br1]) Une stratification S d’un espace V est
la donnée d’une filtration
V “ Vn Ě Vn´1 Ě Vn´2 Ě ¨ ¨ ¨ Ě V1 Ě V0 Ě V´1 “ H (S)
de V telle que toutes les différences Xα “ VαzVα´1 sont ou bien vides ou bien
une union localement finie de sous-variétés lisses connexes et localement fermées de
dimension α, appelées strates.
Les strates Xα de la définition 2.4.3 sont les strates Si de la définition 2.4.1.
Exemple 2.4.4. Parapluie de Whitney (Figure 2.1) est la variété V définie par
x3 ` z2x2 ´ y2 “ 0. Le calcul du gradient montre que le lieu singulier ΣV est défini
par x “ y “ 0, ce qui est l’axe 0z. L’ensemble ΣV est clairement une sous-variété.
Nous avons donc seulement deux strates dans la stratification de V : S1 “ ΣV ,
S2 “ V zΣV .
2.4.1 Trivialité topologique locale
La façon la plus naturelle d’exprimer la trivialité topologique locale, est de dire
que chaque point d’une strate admet, dans la variété considérée, un voisinage qui
est homéomorphe au produit d’un voisinage (boule) dans la strate et d’un cône :
Définition 2.4.5. Nous disons que la stratification (S) de l’espace V , satisfait la
condition de trivialité topologique locale si pour chaque point x dans une strate Si
de dimension i, il existe :
aq un voisinage distingué Ux de x dans X,
bq un homéomorphisme ϕx : Ux Ñ Bi ˆ c˚pLxq
où :
i) Bi est une boule ouverte dans Ri,
36
Figure 2.1 – Le parapluie de Whitney
ii) le “link” Lx est un ensemble compact de dimension n ´ i ´ 1 indépendant du
point dans la strate Si et filtré par :
Lx Ą Ln´i´2 Ą Ln´i´3 Ą ¨ ¨ ¨ Ą L0 Ą L´1 “ H,
iii) c˚pLxq est le cône ouvert de base Lx (moins la base). Par définition, nous avons
c˚pHq “ tpointu.
En outre, l’homéomorphisme ϕx préserve les stratifications de Ux et de Bi ˆ c˚pLxq
respectivement, c’est-à-dire que ϕx induit des homémorphismes restriction ϕx : UxX
Vj Ñ Bi ˆ c˚pLj´i´1q pour j ě i.
2.4.2 Stratification de Whitney
Définition 2.4.6. Nous disons que les conditions de Whitney sont réalisées pour
la stratification S si pour chaque paire de strates pSi, Sjq telle que Si soit dans
l’adhérence de Sj, alors nous avons :
(a) Soit txku une suite de points dans Sj tendant vers y P Si, supposons que,
dans la grassmanienne appropriée, la suite des espaces tangents TxkpSjq admette une
limite T pour k tendant vers `8, alors TypSiq Ă T.
(b) Soit txku une suite de points de Sj tendant vers y P Si et tyku une suite de
points de Si tendant vers y. Supposons que, dans la grassmanienne appropriée, la
suite d’espaces tangents TxkpSjq admette une limite T pour k tendant vers `8 et
que la suite de directions xkyk admette une limite λ pour k tendant vers `8, alors
λ P T.
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Remarque 2.4.7. Une stratification qui satisfait la condition pbq de Whitney sa-
tisfait aussi la condition paq de Whitney mais l’inverse n’est pas vrai (voir [Th],
[M1].
2.4.3 Stratification de Thom-Mather
Définition 2.4.8 (voir [Th], [M1]). Nous disons qu’une stratification d’un espace
V est une stratification de Thom-Mather si chaque strate Si est une variété différen-
tiable C8 et si pour chaque strate Si nous avons
aq un voisinage ouvert (voisinage tubulaire) Ti de Si dans V ,
bq une rétraction continue pii de Ti sur Si,
cq une fonction continue (tubulaire) ρi : Ti Ñ r0,8r qui est C8 sur la partie
régulière de V X Ti,
tels que Si “ tx P Ti : ρpxq “ 0u et si Si Ă Sj, alors
iq l’application restriction ppii, ρiq : TiXSj Ñ Siˆr0,8r est une immersion lisse,
iiq pour x P TiXTj tel que pijpxq P Ti, nous avons les relations de commutation :
1) pii ˝ pijpxq “ piipxq et
2) ρi ˝ pijpxq “ ρipxq
lorsque les deux membres des formules sont définis.
Théorème 2.4.9 (voir [Th], [Wh]). Toute stratification de Thom-Mather satisfait
la condition de trivialité topologique locale.
Théorème 2.4.10 (voir [Th], [M1]). Toute stratification de Whitney est une stra-
tification de Thom-Mather.
2.5 Homologie d’intersection
La notion d’homologie d’intersection est dûe à Mark Goresky et Robert Mac-
Pherson en 1974. Les auteurs ont cherché une théorie d’homologie appropriée pour
retrouver la dualité de Poincaré et défini un produit d’intersection dans le cas d’une
variété singulière. Leur théorie s’est avérée une bonne théorie pour retrouver, dans
le cas des espaces singuliers, les résultats classiques connus pour les variétés lisses :
théorème de de Rham, théorie de Hodge, théorie de Morse etc . . .
Les références générales de cette section sont le papier de Goresky-MacPherson
[GM] et le rapport de MacPherson [Ma] (voir aussi [Br1]).
Définition 2.5.1. Soit V une variété singulière dotée d’une stratification satisfaisant
la condition de trivialité topologique locale
V “ Vn Ą Vn´1 Ą Vn´2 Ą ¨ ¨ ¨ Ą V1 Ą V0 Ą V´1 “ H.
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Une perversité (au sens de Goresky-MacPherson) est une fonction à valeurs entières
p : r0, dimV s X ZÑ N, pα :“ ppαq
telle que p0 “ p1 “ p2 “ 0 et pα ď pα`1 ď pα ` 1 pour tout α ě 2.
Exemple 2.5.2. Comme exemples de perversités, nous avons :
i) la perversité zéro 0 “ p0, 0, . . . , 0q,
ii) le perversité maximum (ou totale) t “ p0, 0, 0, 1, 2, . . . , n´ 2q,
iii) pour n pair, la perversité moyenne supérieure n “ p0, 0, 0, 1, 1, 2, 2, . . . , n
2
´1q
et la perversité moyenne inférieure m “ p0, 0, 0, 0, 1, 1, . . . , n
2
´ 1q.
Définition 2.5.3. Nous disons que deux perversités p et q sont des perversités
complémentaires si nous avons p ` q “ t, c’est-à-dire pα ` qα “ tα “ α ´ 2 , pour
tout α ě 2.
Le complexe des chaînes que nous utiliserons ici sera, ou bien celui des chaînes
singulières sur V à supports compacts et à coefficients rationnels et nous le notons
C˚pV q, ou bien celui des chaînes singulières sur V à supports fermés et à coefficients
rationnels et nous le notons Ccl˚ pV q. Nous notons |ξ| le support de la chaîne ξ.
Définition 2.5.4. Une i-chaîne ξ P CipV q est dite p -permise, ou une pp, iq-chaîne,
si
dimp|ξ| X Vn´αq ď i´ α ` pα, @α.
Le bord d’une chaîne p-permise n’est pas nécessairement une chaîne p-permise.
Si nous voulons définir un complexe de chaînes, il faut définir :
Définition 2.5.5. Nous désignons par ICpi pV q le sous-ensemble de CipV q constitué
des chaînes ξ telles que ξ et Bξ sont p - permises, c’est-à-dire
ICpi pV q “ tξ P CipV q : dimp|ξ| X Vn´αq ď i´ α ` pα et
dimp|Bξ| X Vn´αq ď pi´ 1q ´ α ` pα, @α ě 2u.
Avec pour morphisme bord B, le bord usuel des chaînes, ICpi pV q est alors un
complexe de chaînes.
Définition 2.5.6. Les groupes d’homologie d’intersection de V , pour la perversité p,
et à coefficients rationnels, notés IHp˚pV q, sont les groupes d’homologie du complexe
pICp˚pV q, Bq.
De la même façon, en utilisant le complexe des chaînes singulières à supports
fermés et à coefficients rationnels, nous définissons les groupes d’homologie d’inter-
section de V relativement à la perversité p, et à supports fermés. Nous les noterons
IHp,cli pV q.
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Exemple 2.5.7 (Le double cône). Considérons le double cône V dans R3 d’équation
x2 “ y2 ` z2 avec le sommet t0u. Considérons la stratification de V donnée par
V Ą t0u Ą H.
Seule la perversité t0u est possible (parce que dimR V “ 2). Nous pouvons calculer
facilement l’homologie d’intersection du double cône V :
Avec supports fermés : IHcl0 pV q “ 0, IHcl1 pV q “ 0, IHcl2 pV q “ Q‘Q.
Avec supports compacts : IH0pV q “ Q‘Q, IH1pV q “ 0, IH2pV q “ 0.
Proposition 2.5.8 (Invariance topologique, [GM]). Soit V une pseudovariété stra-
tifiée localement compacte et p une perversité (au sens de Goresky-MacPherson),
alors les groupes d’homologie d’intersection IHp˚pV q et IHp,cl˚ pV q ne dépendent pas
de la stratification de V .
L’homologie d’intersection possède la propriété de dualité de Poincaré et aussi la
propriété de dualité de de Rham. Dans le cas d’une variété singulière, ces propriétés
ne sont pas vraies pour l’homologie classique.
Théorème 2.5.9 (Goresky, MacPherson). Soit V une pseudovariété compacte orien-
table, alors la dualité de Poincaré généralisée s’écrit :
IHpkpV q » IHqn´kpV q,
où p et q sont des perversités complémentaires et les groupes d’homologie d’intersec-
tion sont à coefficients rationnels.
Dans le cas non-compact, l’isomorphisme ci-dessus est valable pour l’homologie
à supports fermés :
IHpkpV q » IHq,cln´kpV q.
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Chapitre 3. L’ensemble VF
Le résultat principal de l’article d’Anna et Guillaume Valette [Va-Va] fournit
une nouvelle approche pour la conjecture jacobienne. Les auteurs ont construit une
pseudovariété VF associée à l’application polynomiale F : Cn Ñ Cn et que nous
appelerons variété des Valette. Dans le cas n “ 2, ils ont prouvé que si F est une
application polynomiale de déterminant jacobien partout non nul, alors F n’est pas
propre si et seulement si l’homologie (ou l’homologie d’intersection) de VF n’est
pas triviale en dimension 2. Anna et Guillaume Valette ont construit l’ensemble VF
comme suit :
Considérons l’application polynomiale F : Cn Ñ Cn comme une application
polynomiale réelle F : R2n Ñ R2n. Notons SingpF q l’ensemble singulier de F ,
i.e. l’ensemble des zéros du déterminant jacobien, et K0pF q l’ensemble des valeurs
critiques de F , i.e. l’ensemble F pSingpF qq.
Notons ρ la métrique euclidienne de l’ensemble but R2n. Nous pouvons prendre
son image réciproque dans l’ensemble source de façon naturelle :
F ˚ρxppx, uq, px, vqq :“ ρpdxF puq, dxF pvqq “ ρppF pxq, dxF puqq, pF pxq, dxF pvqqq.
Nous définissons la variété riemannienne
MF :“ pR2nzSingpF q;F ˚ρq.
Alors, l’application F induit une isométrie locale à proximité de tout point de l’en-
semble MF . Nous supposerons toujours que l’application F est non dégénérée (i.e.
MF ‰ H). Alors, l’image de l’application F est un sous-ensemble Zariski de dimen-
sion n de Cn, donc un ensemble de Zariski ouvert, qui est nécessairement dense, et
F est dominante.
Nous voulons plonger la variété MF dans un espace affine. Pour cela, nous pou-
vons utiliser l’application F . Le problème est que, en général, l’application F n’est
pas globalement bijective, elle ne l’est que localement. Cependant, nous avons :
Lemme 3.0.10. [Va-Va] Il existe un recouvrement fini deMF par des ensembles ou-
verts semi-algébriques tels que sur chaque élément de ce recouvrement, l’application
F induit un difféomorphisme.
L’exemple 3.3.4 (voir plus loin, page 50) illustre ce lemme.
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3.1 Rappels
1q Inégalité de Łojasiewicz
Proposition 3.1.1. [Bo] Soit A Ă Rn un ensemble semi-algébrique fermé et f :
A Ñ R une fonction semi-algébrique continue, alors il existe c P R, où c ą 0, et
p P N tels que pour tout x P A, nous ayons l’inégalité
|fpxq| ď cp1` |x|2qp,
appelée l’inégalité de Łojasiewicz.
Remarque 3.1.2. Dans l’inégalité de Łojasiewicz, nous pouvons écrire p1 ` |x|qp
à la place de p1 ` |x|2qp puisque nous pouvons changer p. Il est parfois commode
d’utiliser cette expression pour obtenir un terme C8, puisque |x|2 est C8 mais |x| ne
l’est pas.
2q Fonction de Nash
Définition 3.1.3. Une fonction de Nash sur un sous-ensemble ouvert semi-algébrique
U Ă Rn est une fonction analytique f : U Ñ R vérifiant une équation polynomiale
non triviale P px, fpxqq “ 0, pour tout x dans U .
Exemple 3.1.4. i) La fonction f : RÑ R telle que fpxq “ 1
1`x2 est une fonction de
Nash, puisqu’il existe un polynôme P px, yq “ px2 ` 1qy ´ 1 tel que P px, fpxqq “ 0,
pour tout x P R.
ii) La fonction f :s0,`8rÑ R telle que fpxq “ lnpxq n’est pas une fonction de
Nash.
3q Lemme de séparation de Mostowski
Lemme 3.1.5 (Lemme de séparation, Mostowski, [Mo]). Soient U un sous-en-
semble ouvert, semi-algébrique dans Rn et A,B deux sous-ensemble fermés, semi-
algébriques et disjoints contenus dans U . Alors il existe une fonction de Nash ψ sur
U telle que ψ est (strictement) positive sur A et (strictement) négative sur B.
4q Lemme de sélection de la courbe (“Curve selection Lemma”).
Lemme 3.1.6 (Lemme de sélection de la courbe [Co]). Soit U un sous-ensemble
semi-algébrique de Rm, tel que 0 P U . Alors il existe une courbe analytique réelle
p : r0, εs Ñ Rm telle que pp0q “ 0 et pptq P U , pour tout t ą 0.
5) Famille d’ensembles semi-algébriques
Définition 3.1.7. Une famille d’ensembles semi-algébriques (paramétrée par R) est
un ensemble semi-algébrique A Ă Rn ˆ R, la dernière variable étant considérée
comme un paramètre.
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Remarque 3.1.8. L’ensemble semi-algébrique A Ă Rn ˆ R sera considéré comme
une famille dépendant algebriquement du paramètre t P R. La “fibre” de A en t est
définie par :
At :“ tx P Rn : px, tq P Au.
Lemme 3.1.9. [Va-Va] Soit β : Tj Ñ Rn une j-chaîne singulière et soit A Ă RnˆR
une famille d’ensembles semi-algébriques compacts telle que |β| Ă At pour tout t P
r0, εs. Supposons que |β| borde une pj ` 1q- chaîne dans chaque At avec t P s0, εs
suffisamment petit. Alors |β| borde aussi une chaîne dans A0.
6) Contour apparent à l’infini
Définition 3.1.10 (voir [Va-Va]). Pour tout sous-ensemble non-borné X Ă Rn,
nous définissons “ le contour apparent à l’infini” (appelé “tangent cone at infinity”
dans [Va-Va]) par :
C8pXq :“ tλ P Sn´1p0, 1q tel que Dϕ : st0; t0 ` εs Ñ X semi-algébrique,
lim
tÑt0
ϕptq “ 8, lim
tÑt0
ϕptq
|ϕptq| “ λu,
où Sn´1p0, 1q :“ tx “ px1, . . . , xnq P Rn : |x1|2 ` ¨ ¨ ¨ ` |xn|2 “ 1u (voir figure 3.2).
 
O 
. . . 
. 
 
 . 
 
 
 
Figure 3.2 – Contour apparent à l’infini
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Exemple 3.1.11 (voir figure 3.3). Considérons la parabole P :“ tpx, x2q : x P Ru
dans R2. Soit a le point de coordonnées p0, 1q, nous avons
C8pP q :“
"
λ P S1p0, 1q tel que λ “ lim
xÑ8
px, x2q?
x2 ` x4
*
“ tau.
Figure 3.3 – Le contour apparent à l’infini de la parabole P :“ tpx, x2q : x P Ru
est le point a.
Exemple 3.1.12 (voir figure 3.4). Considérons un arc de Puiseux γ : Dp0; ηq Ñ
Cn – R2n dans Cn tel que γ “ azα ` ¨ ¨ ¨ , (où α est négatif, a est un vecteur unité
de R2n et où les termes suivants sont de degré supérieur à α) et tendant vers l’infini
lorsque z tend vers 0. Soit ϕ le morphisme composé γ ˝ϕ1 où ϕ1 est un isomorphisme
ϕ1 : s0, εs Ñ s0, z1s, z1 “ eiαθ1 P Dp0; ηq. Nous avons alors
lim
tÑ0
ϕptq
|ϕptq| “ limzÑ0
γpzq
|γpzq| “ limzÑ0
azα ` ¨ ¨ ¨
|azα ` ¨ ¨ ¨ | “ limzÑ0
arαeiαθ1 ` ¨ ¨ ¨
|a||rα||eiαθ1 |p1` ¨ ¨ ¨ q “ a.e
iαθ1 .
Donc C8p|γ|q est S1.a, où S1.a est l’orbite de a par S1, c’est-à-dire
S1.a “ tz.a P S2n´1p0, 1q : z P S1u.
Le lemme suivant sera utile dans la preuve du théorème 3.5.2, page 56.
Rappelons d’abord qu’une application polynomiale Fi : Cn Ñ C peut s’écrire
Fi “ ΣjFij, où Fij est la partie homogène de degré dj dans Fi. Nous définissons la
forme initiale Fˆi de Fi comme la partie homogène de plus grand degré dans Fi.
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 O 
 
 
Figure 3.4 – Le contour apparent à l’infini d’un arc Puiseux
Lemme 3.1.13. Soit F “ pF1, . . . , Fnq : Rn Ñ Rn une application polynomiale
et Σ le lieu des zéros de Fˆ :“ pFˆ1, . . . , Fˆnq, où Fˆi est la forme initiale de Fi avec
i “ 1, . . . , n. Si X est un sous-ensemble (non-borné) de Rn tel que F pXq est borné,
alors C8pXq est un sous-ensemble de Sn´1p0, 1q X Σ.
Démonstration. Par définition, C8pXq est dans Sn´1p0, 1q. Montrons maintenant
que C8pXq est dans Σ. En fait, considérons le point λ P C8pXq, il existe une courbe
γ : s0; εs Ñ X semi-algébrique telle que lim
tÑ0γptq “ 8 et limtÑ0
γptq
|γptq| “ λ. Alors γptq
s’écrit γptq “ λtm` ¨ ¨ ¨ et Fˆi “ Fˆipλqtmdi ` ¨ ¨ ¨ . Puisque F pXq est borné, Fˆi ne tend
pas vers l’infini lorsque t tend vers 0, donc Fˆipλq “ 0 pour tout i “ 1, . . . , n.
3.2 Construction de l’ensemble VF
Dans cette section, nous explicitons la construction de l’ensemble VF : Le point
clé en est le lemme 3.0.10 ci-dessus.
Proposition 3.2.1. [Va-Va] Soit F : Cn Ñ Cn une application polynomiale. Il
existe :
a) une pseudovariété semi-algébrique réelle VF Ă R2n`p où p ą 0, telle que
SingpVF q Ă pSF YK0pF qq ˆ t0Rpu Ă R2n ˆ Rp,
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b) une application semi-algébrique bilipschitzienne :
hF : MF Ñ VF zpSF YK0pF qq ˆ t0Rpu
où VF zpSF YK0pF qq ˆ t0Rpu est équipée de la métrique induite sur R2n`p.
Nous donnons par la suite (3.3) quelques exemples de cette proposition. Aupa-
ravant nous reprenons ici et explicitons la démonstration de [Va-Va].
Démonstration. Utilisons le lemme 3.0.10, page 41, nous avons un recouvrement
fini tU1, U2, . . . , Upu de MF par des ensembles ouverts semi-algébriques tels que sur
chaque élément de ce recouvrement, l’application F induit un difféomorphisme. Nous
pouvons ainsi trouver des sous-ensembles fermés semi-algébriques Vi Ă Ui qui re-
couvrent MF . Par le lemme 3.1.5, page 42 de Mostowski, il existe des fonctions de
Nash ψi : MF Ñ R, i “ 1, . . . , p, telles que pour chaque i, ψi est positive sur Vi et
negative sur MF zUi. Nous définissons :
hF :“ pF, ψ1, . . . , ψpq : R2n Ñ R2n`p,
VF :“ hF pMF q.
iq hF est injective : Supposons que hF ne soit pas injective, il existe x ‰ x1 dans
MF tels que hF pxq “ hF px1q. Donc nous avons F pxq “ F px1q et ψipxq “ ψipx1q, @i “
1, . . . , p. Puisque tViu est un recouvrement de MF , il existe i tel que x P Vi. Mais F
est injective sur Ui donc x1 P R2nzUi. Nous avons donc ψipxq ą 0 et ψipx1q ă 0, d’où
la contradiction.
iiq Maintenant, nous montrons que si les fonctions ψi sont choisies suffisamment
petites alors hF est bilipschitzienne. Fixons un point x P R2n et un voisinage U de
x tels que l’application F|U : U Ñ R2n soit un difféomorphisme sur son image. Nous
définissons les fonctions suivantes sur F pUq :
ψ˜ipyq :“ ψi ˝ pF|Uq´1pyq, i “ 1, . . . , p,
ψˆpyq :“ py; ψ˜1pyq, . . . , ψ˜ppyqq.
Nous avons
hF pxq “ pF pxq, ψ˜1pF pxqq, . . . , ψ˜1pF pxqqq “ ψˆpF pxqq.
Puisque l’application F : pU, ρF q Ñ F pUq est bilipschitzienne, pour que hF soit
bilipschitzienne, il suffit de prouver que ψˆ : F pUq Ñ pi´11 pF pUqq l’est. Il suffit donc
de prouver que les applications ψ˜i sont bilipschitziennes. Pour cela, nous allons
montrer qu’elles ont des dérivées bornées. Nous avons
Bψ˜i
By pxq “ dxpψipxqqdyF
´1pyq. (3.2.2)
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Utilisons l’inégalité de Łojasiewicz pour l’application f : R2n Ñ R telle que fpxq “
1
|dxF | , où dxF : TxR
2n “ R2n Ñ TxR2n “ R2n est l’application tangente de F . Alors,
@x P R2n, Dc ą 0, p P N tels que |fpxq| ď cp1` |x|2qp, donc
1
|dxF | ď cp1` |x|
2qp.
Mais F pxq “ y, donc nous avons
|dyF´1| “ 1|dxF | ď cp1` |x|
2qp. (3.2.3)
De la même façon, ulilisons l’inégalité de Łojasiewicz pour l’application f : R2n Ñ R
telle que fpxq “ |dxψi|. Nous avons
@x P R2n, |dxψi| ď c1p1` |x|2qp
1 pc1 ą 0, p1 P Nq. (3.2.4)
Donc, par (3.2.2), (3.2.3) et (3.2.4)
Bψ˜i
By pxq ď c.c
1p1` |x|2qp`p1 .
Notons cc1 “ C et p ` p1 “ N. Nous définissons de nouvelles applications ψi en
multipliant chaque ψi par 1p1`|x|2qN . Nous avons
Bψ˜i
By pxq ď C. Les applications ψ˜i ont
alors des dérivées bornées, et donc hF est bilipschitzienne.
Montrons maintenant que SingpVF q Ă pSFYK0pF qqˆt0Rpu. Nous avons SingVF “
VF zintpVF q avec VF “ hF pMF q, donc SingVF Ă VF zhF pMF q. En utilisant à nou-
veau l’inégalité de Łojasiewicz, nous pouvons supposer que ψ1pxq, ψ2pxq, . . . , ψppxq
tendent vers zéro lorsque x tend vers l’infini et près de l’ensemble SingF . Il vient
alors
SingpVF q Ă VF zhF pMF q Ă pSF YK0pF qq ˆ t0Rpu,
d’où le résultat.
Rappelons que l’ensemble des Valette VF n’est pas unique, il dépend d’un choix
de recouvrement de MF et du choix des fonctions de Nash. Cependant, les résultats
suivants sont valables pour tous les choix de VF , nous nous permettrons donc parfois
de parler de “ l’ensemble des Valette". Cela signifiera un choix de l’ensemble VF
correspondant à un choix de recouvrement de MF et de fonctions de Nash.
Remarque 3.2.5. Le diagramme suivant est commutatif :
MF
F
%%
hF // VF
piF

R2nzK0pF q.
(3.2.6)
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où piF est la projection canonique sur les 2n premières coordonnées et hF est bijective
sur son image VF zppSF YK0pF qq ˆ 0Rpq.
Remarque 3.2.7. L’ensemble VF construit par Anna et Guillaume Valette n’est pas
unique. Il dépend du recouvrement que nous choisissons pour MF et des fonctions
de Nash ψi. Nous savons cependant que VF est une pseudovariété semi-algébrique
réelle de dimension 2n dans R2n`p dont la partie singulière satisfait
SingpVF q Ă pSF YK0pF qq ˆ 0Rp .
La question naturelle se pose de l’existence d’une pseudovariété VF satisfaisant
les propriétés de la proposition 3.2.1 dans le cas réel. Nous donnons la réponse par
la proposition ci-dessus à savoir qu’il existe un tel ensemble VF qui, en général est
une variété singulière, mais n’est pas nécessairement une pseudovariété.
Proposition 3.2.8 ([NT-V-V], [NT1]). Soit F : Rn Ñ Rn une application polyno-
miale. Alors, il existe une variété semi-algébrique réelle VF Ă Rn`p où p ą 0, telle
que
SingpVF q Ă pSF YK0pF qq ˆ t0Rpu Ă Rn ˆ Rp
et il existe une application bilipschitzienne semi-algébrique :
hF : MF Ñ VF zpSF YK0pF qq ˆ t0Rpu
où VF zpSF YK0pF qq ˆ t0Rpu est équipée de la métrique induite sur Rn`p.
Démonstration. Si nous considérons l’application polynomiale F : Rn Ñ Rn, il existe
encore un recouvrement fini de MF par des ensembles ouverts semi-algébriques tels
que, sur chaque élément de ce recouvrement, l’application F induit un difféomor-
phisme. La démonstration se déroule comme dans le cas complexe. Nous notons que
dans le cas réel, la dimension de l’ensemble SF peut être n´ 1, donc en général, VF
est une variété et non pas une pseudovariété.
3.3 Exemples de VF
Nous donnons ci-dessous deux exemples de VF dans le cas complexe.
Exemple 3.3.1. i) Soit l’application polynomiale F : C3px1,x2,x3q Ñ C3pα1,α2,α3q telle
que F px1, x2, x3q “ px1, x2x3, x1x3q. D’une part, l’application F n’est pas propre, et
SF “ tα1 “ 0u Y tα3 “ 0u. D’autre part, puisque le déterminant jacobien de F est
JF px1, x2, x3q “ x1x3, alors SingF est l’union de deux plans tx1 “ 0u Y tx3 “ 0u.
Donc, K0pF q “ F pSingF q est tp0, α2, 0qu Y tpα1, 0, 0qu et SF Y K0pF q “ SF est
p0α2α3q Y p0α1α2q.
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Nous pouvons considérer un recouvrement de R6zSingF par 4 ouverts pUi, ψiq
et dans ce cas ν “ 10. L’ensemble VF est une pseudovariété semi-algébrique réelle
de dimension 6 dont le lieu singulier est contenu dans l’union de deux ensembles
ptp0, 0,m, n, h, kqu Y tpm,n, h, k, 0, 0quq ˆ t0R4u.
ii) Soit F : C3px1,x2,x3q Ñ C3pα1,α2,α3q telle que F px1, x2, x3q “ px21, x2 ` x3, x23q.
L’application F est propre et l’ensemble SF est vide. Puisque le déterminant jacobien
de F est JF px1, x2, x3q “ x1x3, nous avons SingF “ tx1 “ 0u Y tx3 “ 0u. Donc,
K0pF q “ F pSingF q est tα1 “ 0u Y tα3 “ 0u. Nous avons alors SF Y K0pF q “
K0pF q “ tα1 “ 0u Y tα3 “ 0u.
L’ensemble VF est une pseudovariété semi-algébrique réelle de dimension 6 dont
le lieu singulier est contenu dans l’union de deux ensembles ptp0, 0,m, n, h, kqu Y
tpm,n, h, k, 0, 0quq ˆ t0R4u.
Nous donnons maintenant des exemples de VF dans le cas réel.
Exemple 3.3.2. Soit l’application polynomiale F : R2px1,x2q Ñ R2pα1,α2q définie par
F px1, x2q “
`
x1, x
2
1x
2
2 ` 2x21x2
˘
.
Déterminons l’ensemble SF . Pour cela, considérons une suite ξk “ px1,k, x2,kq ten-
dant vers l’infini et telle que F px1,k, x2,kq tend vers a dans SF . Puisque F px1,k, x2,kq “
px1,k, x21,kx22,k ` 2x21,kx2,kq ne tend pas vers l’infini, alors x1,k ne peut pas tendre vers
l’infini. Donc x2,k tend vers l’infini et x1,k doit tendre vers 0, telles que x1,kx2,k tend
vers α1. Alors F px1,k, x2,kq tend vers p0, α21q. L’ensemble SF est donc le demi-axe
tpα1, α2q P R2pα1,α2q : α1 “ 0, α2 ě 0u.
Déterminons maintenant l’ensemble K0pF q. Nous avons
|JF px1, x2q| “ 0 ô 2x21px2 ` 1q “ 0 et donc
SingF “ tpx1, x2q P R2px1,x2q : x1 “ 0 ou x2 “ ´1u,
qui est constitué de 2 droites x1 “ 0 et x2 “ ´1. Il vient
K0pF q “ tp0, 0qu Y tpα1,´α21qu,
qui est constitué d’une parabole α2 “ ´α21.
L’ensemble SF YK0pF q est la réunion d’une parabole α2 “ ´α21 et d’une demi-
droite de l’axe 0α1 dans R2pα1,α2q.
Nous voyons que R2px1,x2q est divisé aux quatre sous-ensembles ouverts Ui par
SingpF q (voir la Figure 3.5a). L’application F est un difféomorphisme sur chaque
Ui, pour i “ 1, . . . , 4. Observons que, Ui est fermé dans MF , donc nous pouvons
choisir Vi “ Ui pour i “ 1, . . . , 4. Il existe des fonctions de Nash ψi : MF Ñ R
telles que chaque ψi est positive sur Ui et negative sur Uj si j ‰ i. Puisque VF est
l’adhérence de hF pMF q, où hF “ pF, ψ1, . . . , ψ4q, alors VF est composé de quatre
parties pVF q1, . . . , pVF q4, où pVF qi est l’adhérence de hF pUiq, pour i “ 1, . . . , 4.
Maintenant, nous calculons
F pU1q “ F pU2q “ tpα1, α2q P R2pα1,α2q : α1 ą 0, α2 ą ´α21u,
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F pU3q “ F pU4q “ tpα1, α2q P R2pα1,α2q : α1 ă 0, α2 ą ´α21u.
Chaque pVF qi est F pUiq plongé dans Rpα1,α2q ˆ R4, mais, pVF qi n’est plus dans le
plan Rpα1,α2q, il est “relevé” dans Rpα1,α2q ˆ R4. Cependant, la partie contenue dans
K0pF q ˆ SF est encore dans le plan Rpα1,α2q, puisque les fonctions ψi tendent vers
zéro à l’infini et près de SingpF q (voir la Figure 3.5b).
Maintenant nous voulons savoir comment les parties pVF qi sont collées ensemble.
Utilisons le diagramme (3.2.6), page 47, pour chaque point a “ pα1, α2q P R2zK0pF q,
le cardinal de pi´1F paqzppK0pF qYSF qˆt0R4uq est égal au cardinal de F´1paq puisque
hF est bijective. Considérons l’équation
F px1, x2q “
`
x1, x
2
1x
2
2 ` 2x21x2
˘ “ pα1, α2q,
où α2 ‰ ´α21. Nous avons
α21x
2
2 ` 2α21x2 ´ α2 “ 0. (3.3.3)
Puisque le discriminant réduit est ∆1 “ α41 ` α21α2 “ α21pα21 ` α2q alors
1) si α2 ă ´α21, l’équation (3.3.3) n’a pas de solution,
2) si α2 “ ´α21, l’équation (3.3.3) a une solution,
3) si b ą ´a2, l’équation (3.3.3) a deux solutions.
L’ensemble VF est obtenu en observant que pVF q1 et pVF q2 sont collés le long
de pK0pF q Y SF q ˆ t0R4u. De la même façon, pVF q3 et pVF q4 sont collés le long depK0pF q Y SF q ˆ t0R4u (voir figure 3.5c).
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Figure 3.5 – La variété VF de l’application F px1, x2q “ px1, x21x22 ` 2x21x2q
Exemple 3.3.4. [Va-Va] Soit F : R2px1,x2q Ñ R2pα1,α2q définie par
F px1, x2q “
ˆ
x1,
x1x
3
2
1` x62
˙
.
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Cette application rationnelle n’est pas une application polynomiale mais elle
est équivalente à une applications polynomiale, au sens de la géométrie algébrique,
puisqu’elle n’a pas de “pôles”.
Nous déterminons l’ensemble SF . Considérons une suite ξk “ px1,k, x2,kq ten-
dant vers l’infini, telle que F pξkq tend vers a dans SF . Puisque F px1,k, x2,kq “´
x1,k,
x1,kx
3
2,k
1`x62,k
¯
ne tend pas vers l’infini, alors x1,k ne peut pas tendre vers l’infini.
Donc x2,k tend vers l’infini et F px1,k, x2,kq tend vers pα1, 0q où x1,k tend vers α1.
L’ensemble SF est donc l’axe α2 “ 0.
Déterminons maintenant l’ensemble K0pF q. Nous avons
|JF px1, x2q| “ 0 ô x1x22p1´ x62q “ 0 et donc
SingpF q “ tpx1, x2q P R2px1,x2q : x2 “ ˘1 ou x1x2 “ 0u,
qui est constitué de 4 droites x1 “ 0, x2 “ 0, x2 “ 1 et x2 “ ´1. Il vient
K0pF q “ tpα1, α2q P R2pα1,α2q : α2 “ ˘α12 ou α2 “ 0u,
qui est constitué de 3 droites α2 “ ˘α12 et α2 “ 0.
Si α1 ‰ 0, nous considérons l’équation F px1, x2q “ pα1, α2q. Cette équation se
réduit à x1 “ α1 et
α2x
6
2 ´ α1x32 ` α2 “ 0,
qui a deux solutions si |α2| ă α12 , une si α2 “ ˘α12 ou α2 “ 0, et zéro si |α2| ą α12 .
Donc, la fibre de l’application F pour tout élément pα1, α2q avec α1 ‰ 0 est constituée
de deux points si 0 ă |α2| ă α12 . Les fibres de piF (voir diagramme (3.2.6), page 47)
ont même cardinal puisque hF est une bijection. La partie régulière de VF contient
8 “nappes”. Nous notons que VF est une variété de dimension 2, plongée dans R2`8
puisque la partie singulière de F , qui est constituée de 4 droites, divise le plan
p0x1x2q en 8 parties.
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Figure 3.6 – La variété VF de l’application F px1, x2q “
´
x1,
x1x32
1`x62
¯
Chacune des 8 nappes est, en fait, dans un espace différent R2pα1,α2q ˆ R de
R2pα1,α2q ˆ R8. Nous avons ici identifié ces espaces en un seul R2pα1,α2q ˆ R.
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3.4 Stratification de l’ensemble VF
Lemme 3.4.1. [Va-Va] Soit F : C2 Ñ C2 une application polynomiale généri-
quement finie. Il existe une stratification naturelle et topologiquement triviale de
l’ensemble VF en strates de dimensions réelles paires.
En fait, une stratification de l’ensemble VF , montrée dans [Va-Va], est donnée
par :
VF Ą pSF YK0pF qq ˆ t0Rpu Ą pSingpSF YK0pF qq YBq ˆ t0Rpu Ą H,
où B “ SF |F´1pSF q .
Dans le théorème suivant nous généralisons le résultat d’Anna et Guillaume
Valette dans le cas de dimension supérieure à 2.
Théorème 3.4.2. [NT-V-V] Soit F : Cn Ñ Cn une application polynomiale généri-
quement finie de déterminant jacobien partout non nul. Alors, il existe une filtration
naturelle de VF :
VF “ V2n Ą V2n´1 Ą V2n´2 Ą ¨ ¨ ¨ Ą V1 Ą V0 Ą V´1 “ H
telle que :
1) pour tout i ă n, alors V2i`1 “ V2i,
2) la stratification correspondante satisfait la condition pbq de Whitney.
Démonstration. Nous avons les éléments suivants :
+ Par le théorème de Sard, nous avons dimC SingpSF q ď n´2, i.e. dimR SingpSF q
ď 2n´ 4.
+ Soit M2n´2 “ F´1pSF q XMF . L’application F restreinte à M2n´2 est domi-
nante. Par le théorème de Jelonek (voir théorème 2.3.3), nous avons dimC SF|M2n´2 “
n´ 2 (puisque dimCM2n´2 “ n´ 1q. Il vient dimR SF|M2n´2 “ 2n´ 4.
+ Par le théorème de Whitney ([Wh], théorème 19.2, lemme 19.3), l’ensemble
B2n´2 des points x P SF où la condition pbq de Whiney n’est pas satisfaite est contenu
dans une variété algébrique complexe de dimension complexe plus petite que n´ 1.
Donc nous avons dimRB2n´2 ď 2n´ 4.
Nous définissons une filtration pWq de R2n par des variétés algébriques et compatible
avec SF :
W2n “ R2n Ą W2n´1 Ą W2n´2 “ SF Ą ¨ ¨ ¨ Ą W2k Ą ¨ ¨ ¨ Ą W1 Ą W0 Ą H, (W)
ceci par induction décroissante sur k. Supposons que W2k soit déjà construit. Si
dimRW2k ă 2k alors nous définissons :
W2k´1 “ W2k´2 “ W2k.
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Sinon, en notant M2k “ F´1pW2kq XMF et W 12k “ W2kzpSingpW2kq Y SF|M2k q, nous
définissons :
W2k´1 “ W2k´2 “ SingpW2kq Y SF|M2k Y A2k, (3.4.4)
où A2k est le plus petit ensemble algébrique contenant l’ensemble :
B2k “
"
x P W 12k : si x P Wh avec h ą 2k alors la condition pbq de Whitneyn’est pas satisfaite en x pour la paire pW 12k,Whq
*
.
Considérons maintenant la filtration pVq de VF :
VF “ V2n Ą V2n´1 Ą V2n´2 Ą ¨ ¨ ¨ Ą V2k Ą ¨ ¨ ¨ Ą V1 Ą V0 Ą H (V)
où Vi “ pi´1F pWiq et piF est la projection canonique de VF sur R2n, i.e. projection de
VF sur les 2n premières coordonnées de R2n`p (voir le diagramme (3.2.6), page 47).
Soit S 12i “ W2izW2i´2. Nous montrons que F|F´1pS12iq est propre. Ceci est évident si
S 12i est vide. Si S 12i n’est pas vide, supposons qu’il existe une suite txlu dans F´1pS 12iq
telle que F pxlq tende vers un point a dans S 12i. Nous devons prouver que la suite
txlu ne tend pas vers l’infini. Puisque S 12i “ W2izW2i´2, où W2i´2 “ SingpW2iq Y
SF|M2i´2 Y A2i, nous avons a R SF|M2i´2 . Si xl tend vers l’infini, alors nous avons
a P SF|F´1pS1
2i
q , d’où la contradiction.
Soit X une composante connexe de pi´1F pZq, où Z Ď W2izW2i´2. Nous avons X Ď
V2izV2i´2. Nous affirmons que, ou bien X Ď Zˆt0Rpu, ou bien XXpSFˆt0Rpuq “ H.
Supposons qu’il existe x1 P X tel que x1 R Z ˆ t0Rpu et x2 P X X pSF ˆ t0Rpuq. Alors
nous avons x2 “ px, 0Rpq, où x P SF . Il existe une courbe γptq “ pγ1ptq, γ2ptqq Ď X
où γ1ptq Ď Rn et γ2ptq Ď Rp, telle que γp0q “ x1 et γp1q “ x2. Appelons u “ γpt0q le
premier point où γ rencontre SF ˆ t0Rpu. Alors nous avons γ2ptq ‰ 0 lorsque t ă t0
et h´1F pγptqq est dans M2i, pour t ă t0. Par ailleurs, F ph´1F pγptqqq “ piF pγptqq tend
vers piF puq et h´1F pγptqq tend vers l’infini quand t tend vers t0. Ceci implique piF puq P
SF |M2i Ă W2i´2, et u est dans V2i´2, d’où la contradiction avec u P X Ă V2izV2i´2.
Montrons maintenant que les S2i :“ V2izV2i´2 sont des variétés lisses. Puisque
F|F´1pS12iq est propre, la restriction de piF à pi
´1
F pS 12iqzpSF ˆ t0Rpuq “ hF pF´1pS 12iqq
est propre. Donc, piF est un revêtement sur S2i et S2i est une variété lisse.
Observons que dans le cas où XXpSFˆt0Rpuq n’est pas vide, alors si dimX “ 2i,
cet ensemble est contenu dansW2i´2ˆt0Rpu, puisque chaque point deXXpSFˆt0Rpuq
est un point de SF |M2i Ď W2i´2. Comme piF est un revêtement sur VF zpSF ˆ t0Rpuq,
alors S 12i ˆ t0Rpu est ouvert dans pi´1F pS 12iq.
Prouvons maintenant que la filtration pVq définit une stratification de Whitney.
Pour cela, nous prouvons d’abord que la stratification pWq est une stratification de
Whitney. Si la strate S 12i “ W2izW2i´2 n’est pas vide, alors par (3.4.4), nous avons
S 12i “ W2izW2i´2 Ă W2izA2i Ă W2izB2i.
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Ceci implique que la stratification pWq satisfait les conditions de Whitney.
Notons maintenant :
ΣW :“ tX 1 : X 1 est une composante connexe de W2izW2i´2, 0 ď i ď nu,
ΣV :“ tX : X est une composante connexe de V2izV2i´2, 0 ď i ď nu.
Nous prouvons maintenant que si X P ΣV alors piF pXq P ΣW . Si X Ď SF ˆ t0Rpu
alors piF|X est l’identité et X est dans ΣW . Sinon, nous avons X Ď VF zpSF ˆ t0Rpu.
Supposons queX Ď V2izV2i´2. Il vientXXpi´1F pW2i´2q “ H, et donc piF pXqXW2i´2 “
H et piF pXq Ď W2izW2i´2. Pour montrer que piF pXq P ΣW , nous devons donc vérifier
que piF pXq est ouvert et fermé dans W2izW2i´2. Puisque piF est un difféomorphisme
local en tout point x deX, l’ensemble piF pXq est une variété lisse de dimension 2i, qui
est ouverte dans S 12i. Montrons maintenant qu’elle est fermée dans S 12i. Soit une suite
tymu Ă piF pXq telle que ym tende vers y R piF pXq et soit une suite txmu Ă X telle
que piF pxmq “ ym. Puisque piF est propre, xm ne tend pas vers l’infini. Prenant une
sous-suite si nécessaire, nous pouvons supposer que txmu est convergente. Notons
x sa limite. Puisque piF pxq “ y R piF pXq, alors le point x ne peut pas être dans X
et appartient donc à V2i´2, puisque X est fermé dans V2izV2i´2. Ceci implique que
y “ piF pxq P W2i´2 et le résultat.
Considérons maintenant une paire de strates pX, Y q de la stratification pVq telle
que X X Y ‰ H et prouvons que pX, Y q satisfait la condition pbq de Whitney. Cela
est clair si X, Y Ď SF ˆt0Rpu. Si aucune des strates n’est contenue dans SF ˆt0Rpu,
alors, puisque piF est un difféomorphisme local et la condition pbq de Whiney est un
invariant C1, ceci est clair. Nous pouvons donc supposer que X X pSF ˆ t0Rpuq “ H
et Y Ď SF ˆ t0Rpu (si X Ď SF ˆ t0Rpu, alors Y rencontre SF ˆ t0Rpu aux points de
X et alors Y Ď pSF ˆ t0Rpuq). Notons Y :“ Y 1 ˆ t0Rpu.
Puisque Y est ouvert dans pi´1F pY 1q, il existe un sous-ensemble sous-analytique
U 1 de VF tel que
U 1 X pi´1F pY 1q “ Y 1 ˆ t0Rpu.
Soit U2 :“ h´1F pU 1 X VF zpSF ˆ t0Rpuqq. Nous avons
U2 X F´1pY 1q “ H
(voir le diagramme (3.2.6), page 47). Alors, la fonction distance dpF pxq, Y 1q est
partout non nulle sur U2. Puisque U2 est un sous-ensemble fermé dans R2n, par
inégalité de Łojasiewicz, multipliant ψi par une puissance suffisamment grande de
1
1`|x|2 , nous pouvons supposer que sur U
2, et pour tout i, nous avons :
ψipzmq ăă dpF pzmq, Y 1q (3.4.6)
pour toute suite zm tendant vers l’infini.
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Maintenant, pour vérifier que la condition de Whitney pbq est satisfaite, nous
prenons xm P X et ym P Y tendant vers y P X X Y . Supposons que l “ limxmym et
τ “ limTxmX existent, nous devons vérifier que l est contenue dans τ .
Il existe j telle que xm appartient à hF pUjq pour tout m. En considérant une
sous-suite si nécessaire, nous pouvons supposer que cette sous-suite est contenue
dans hF pUjq. Sur Uj, l’application piF est bijection et son inverse est
ψˆpyq “ py, ψ˜1pyq, . . . , ψ˜ppyqq,
où ψ˜ipyq “ ψi ˝ F´1|Uj (voir la preuve de la proposition 3.2.1, page 45).
Soient xm “ px1m, ψ˜px1mqq et ym “ py1m, 0Rpq, où x1m “ piF pxmq et y1m “ piF pymq,
alors xm ´ ym “ px1m ´ y1m, ψ˜px1mqq. Nous affirmons que
ψ˜px1mq ăă |x1m ´ y1m|. (3.4.7)
Si zm “ F´1px1mq alors F pzmq “ x1m. Par (3.4.6), nous avons
ψ˜ipx1mq ăă dpx1m;Y 1q ď |x1m ´ y1m|,
ce qui montre (3.4.7).
D’une part, les ensembles piF pXq et piF pY q appartiennent à ΣW , ils satisfont la
condition pbq de Whitney. En fait,
lim
x1m ´ y1m
|x1m ´ y1m| “ l
1 Ď τ 1 “ limTx1mpiF pXq
(en considérant une sous-suite si nécessaire, nous pouvons supposer que x
1
m´y1m
|x1m´y1m| est
convergente). Nous avons
xm ´ ym
|xm ´ ym| “
px1m ´ y1m, ψ˜pxmqq
|xm ´ ym| Ñ pl
1, 0q “ l.
D’autre part, observons que
dxpi
´1
F “ pId, Bxψ˜1, . . . , Bxψ˜pq.
Multiplions ψ par une puissance suffisamment grande de 1
1`|x|2 , nous pouvons sup-
poser que les dérivés partielles du premier ordre de ψ˜ en x1m tendent vers zéro quand
m tend vers l’infini. Alors TxmX tend vers τ “ limTxmpiF pXq ˆ t0Rpu “ τ 1 ˆ t0Rpu.
Puisque l1 P τ 1 alors nous avons l “ pl1, 0q P τ “ τ 1 ˆ t0Rpu.
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3.5 L’ensemble VF et la conjecture jacobienne
Rappelons ici le théorème d’Anna et Guillaume Valette dans le cas d’une appli-
cation polynomiale F : C2 Ñ C2.
Théorème 3.5.1. [Va-Va] Soit F : C2 Ñ C2 une application polynomiale de déter-
minant jacobien partout non nul. Alors les conditions suivantes sont équivalentes :
(1) F n’est pas propre,
(2) H2pVF ,Rq ‰ 0,
(3) IHp2 pVF ,Rq ‰ 0, pour une perversité (ou toutes les perversités) p.
Nous donnons ci-dessous la généralisation de ce théorème dans le cas d’une ap-
plication polynomiale F : Cn Ñ Cn. Rappelons d’abord qu’une application polyno-
miale Fi : Cn Ñ C peut s’écrire :
Fi “ ΣjFij
où Fij est la partie homogène de degré dj dans Fi. La forme initiale de Fi est la
partie homogène de plus grand degré de Fi.
Théorème 3.5.2. [NT-V-V] Soit F “ pF1, . . . , Fnq : Cn Ñ Cn une application
polynomiale de déterminant jacobien partout non nul. Soient Fˆi les formes initiales
respectives des composantes de Fi pour i “ 1, . . . , n. Si rangpDFˆiqi“1,...,npxq ą n´ 2,
pour tout x P Cn, alors les conditions suivantes sont équivalentes :
(1) F n’est pas propre,
(2) H2pVF ,Rq ‰ 0,
(3) IHp2 pVF ,Rq ‰ 0, pour une perversité (ou toutes les perversités) p,
(4) IHp2n´2pVF ,Rq ‰ 0, pour une perversité (ou toutes les perversités) p.
La preuve suivante est inspirée de celle d’Anna et Guillaume Valette [Va-Va].
Démonstration. p4q ô p3q : par le théorème de Goresky-MacPherson pour la dualité
de Poincaré en homologie d’intersection, nous avons :
IHp2 pVF q “ IHq,cl2n´2pVF q,
où q est la perversité complémentaire de p et “cl” signifé que nous considérons
l’homologie à supports fermés.
p3q ñ p1q, p3q ñ p2q : nous savons que K0pF q est vide. Supposons que, de plus,
F soit propre alors l’ensemble SF est aussi vide. Donc SingpVF q est vide et VF est
homéomorphe à R2n. Il vient H2pVF q “ 0 et IHp2 pVF q “ 0.
p1q ñ p2q, p1q ñ p3q : supposons que F ne soit pas propre. Il existe donc un arc
de Puiseux γ : Dp0, ηq Ñ R2n, γ “ uzα ` . . . , (où α est négatif, a est un vecteur
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Figure 3.7 – L’image F pγq pour γ arc de Puiseux
unité de R2n et où les termes suivants sont de degré supérieur à α) tendant vers
l’infini et tel que F pγpzqq converge vers un point générique x0 dans SF (voir figure
3.7).
Soit δ un triangle orienté dans R2n dont le barycentre est l’origine. Alors, puisque
hF ˝γ (où hF “ pF, ψ1, . . . , ψpqq s’étend continûment à 0, l’application hF ˝γ définit
un 2-simplexe singulier de VF que nous noterons c (voir figure 3.8).
Figure 3.8 – L’image hF ˝ γ pour γ arc de Puiseux
En effet, codimRSF “ 2, nous avons
0 “ dimRtx0u “ dimRppSF ˆ t0Rpuq X |c|q ď 2´ 2` p2,
puisque p2 “ 0 pour toute perversité p. Donc le simplexe c est pp, 2q-admissible pour
toute perversité p.
Le support de Bc est contenu dans VF zSF ˆt0Rpu. Alors, par définition de l’ensemble
VF , nous avons VF zSF ˆ t0Rpu » R2n. Puisque H1pR2nq “ 0, la chaîne Bc borde une
chaîne singulière e P C2pVF zSFˆt0Rpuq. Donc σ “ c´e est un cycle pp, 2q-admissible
de VF (voir figure 3.9).
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Figure 3.9 – Le simplexe |c|, la chaîne |e| et le cycle |σ|
Nous affirmons que σ ne borde pas une 3-chaîne dans VF . Supposons le contraire,
i.e. supposons qu’il existe une chaîne τ P C3pVF q telle que Bτ “ σ. Soient
A :“ h´1F p|σ| X pVF zpSF ˆ t0Rpuqqq,
B :“ h´1F p|τ | X pVF zpSF ˆ t0Rpuqqq.
Par définition (voir définition 3.1.10, page 43), C8pAq et C8pBq sont des sous-
ensembles de S2n´1p0, 1q. Observons que, dans un voisinage de l’infini, l’ensemble
A coïncide avec le support de l’arc de Puiseux γ. Soit Σ le lieu des zéros de Fˆ :“
pFˆ1, . . . , Fˆnq. Par l’exemple 3.1.12, page 44, l’ensemble C8pAq est S1.a, qui est un
cercle dans ΣX S2n´1p0, 1q. Puisque F pAq et F pBq sont bornés, alors par le lemme
3.1.13, page 45, C8pAq et C8pBq sont des sous-ensembles de ΣX S2n´1p0, 1q.
Pour R assez grand, la sphère S2n´1p0, Rq de centre 0 et de rayon R dans R2n
est transverse à A et B (aux points réguliers). Soient
σR :“ S2n´1p0, Rq X A, τR :“ S2n´1p0, Rq XB.
Pour une triangulation adaptée, la chaîne σR borde la chaîne τR.
Considérons une rétraction par déformation forte et semi-algébrique
ρ : W ˆ r0; 1s Ñ S1.a,
où W est un voisinage de S1.a dans S2n´1p0, 1q.
En considérantR comme un paramètre réel, considérons les familles semi-algébriques
de chaînes suivantes :
1) σ˜R :“ σRR , pour R assez grand, alors σ˜R est inclus dans W (voir figure 3.10),
58
Figure 3.10 – La rétraction par déformation forte, semi-algébrique ρ : W ˆr0; 1s Ñ
S1.a et les chaînes σ˜R, σ1R et θR
2) σ1R “ ρ1pσ˜Rq, où ρ1pxq :“ ρpx, 1q, x P W (voir figure 3.10),
3) θR “ ρpσ˜Rq, nous avons BθR “ σ1R ´ σ˜R (voir figure 3.10),
4) θ1R “ τR ` θR, nous avons Bθ1R “ σ1R (voir figure 3.11).
 
 
 
 
Figure 3.11 – La chaîne θ1R
Au voisinage de l’infini, σR coïncide avec l’intersection du support de l’arc γ et
de S2n´1p0, Rq. Pour R assez grand la classe σ1R dans S1.a est non nulle.
Posons r “ 1{R et considérons r comme un paramètre. Soient tσ˜ru, tσ1ru, tθru
et tθ1ru les familles semi-algébriques de chaînes correspondantes.
Notons Er Ă R2n ˆ R l’adhérence de |θr|, et E0 :“ pR2n ˆ t0uq X E. Puisque la
rétraction par déformation ρ est l’identité sur C8pAq ˆ r0, 1s, nous avons
E0 Ă ρpC8pAq ˆ r0, 1sq “ S1.a Ă ΣX S2n´1p0, 1q.
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Notons E 1r Ă R2n ˆ R l’adhérence de |θ1r|, et E 10 :“ pR2n ˆ t0uq X E 1. Puisque A
borne B, alors C8pAq est contenu dans C8pBq. Nous avons
E 10 Ă E0 Y C8pBq Ă ΣX S2n´1p0, 1q.
La classe de σ1r dans S1.a est, à un facteur près par une constante non nulle, égale
à la classe de S1.a. Donc, puisque σ1r borde la chaîne θ1r, le cercle S1.a doit border
aussi une chaîne dans |θ1r|. Par le lemme 3.1.9, page 43, S1.a borde une chaîne dans
E 10 qui est contenue dans ΣX S2n´1p0, 1q.
L’ensemble Σ est une variété projective qui est l’union de cônes dans R2n. Puisque
rangCpDFˆ1qi“1,...,n ą n´ 2 alors corangCpDFˆ1qi“1,...,n “ dimC Σ ď 1, donc dimR Σ ď
2 et dimR Σ X S2n´1p0, 1q ď 1. Le cercle S1.a borde donc une chaîne dans E 10 Ď
Σ X S2n´1p0, 1q, qui est l’union d’un nombre fini de cercles, d’où la contradiction
(voir figure 3.12).
 
 
Figure 3.12 – L’ensemble ΣX S2n´1p0, 1q
Remarque 3.5.3. 1) Dans la preuve de ce théorème, puisque la chaîne que nous
avons choisie est pp, 2q-admissible et qu’elle n’a pas de bord, nous avons, en fait,
considéré l’homologie plutôt que l’homologie d’intersection.
2) Dans ce théorème, l’homologie non nulle (H2pVF ,Rq ‰ 0 ) est équivalente à
l’homologie d’intersection non nulle (IHp2 pVF ,Rq ‰ 0) puisque nous considérons ici
le cas complexe, où le théorème de Jelonek nous dit que codimRSF “ 2.
3) Dans ce théorème, l’homologie d’intersection non nulle pour une perversité p
est équivalente à l’homologie d’intersection non nulle pour toutes les perversités p
puisque codimRSF “ 2 (utilisons le théorème de Jelonek de nouveau), et la chaîne
que nous considérons a la dimension 2.
4) Si nous considérons le cas réel F : Rn Ñ Rn, d’une part nous ne savons pas si le
théorème ci-dessus est vrai ou non, puisque, dans le cas réel, le théorème de Jelonek
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n’est plus vrai, c’est-à-dire que nous n’avons pas nécessairement codimRSF “ 2.
D’autre part, la dimension du support de l’arc de Puiseux dans le cas réel est 1.
Donc dans ce cas, nous pouvons considérer H1pVF q et IHp1 pVF q.
Nous pouvons énoncer le corollaire suivant du théorème 3.5.2 :
Corollaire 3.5.4. Soit F “ pF1, . . . , Fnq : Cn Ñ Cn une application polynomiale de
déterminant jacobien partout non nul et telle que rangpDFˆiqi“1,...,npxq ą n´ 2, pour
tout x P Cn. Si V RF “ VF X B2n´1p0, Rq ˆ t0Rpu, pour R est assez grand, alors les
conditions suivantes sont équivalentes :
(1) F n’est pas propre,
(2) H28pRegpV RF qq ‰ 0,
(3) H2n´28 pRegpV RF qq ‰ 0.
La preuve suivante est inspirée de la preuve de Guillaume et Anna Valette
[Va-Va].
Démonstration. Nous construisons un voisinage collier de BV RF :“ S2n´1p0;Rq ˆ
t0Rpu X VF , pour R est assez grand. D’abord, nous voyons que si R est choisi assez
grand, alors R n’est pas une valeur critique de la fonction distance de l’origine à
l’ensemble VF . Donc V RF est une variété lisse dont le bord est :
pVF X S2n´1p0, Rq ˆ t0RpuqzpSF ˆ t0Rpuq.
Par ailleurs, par le théorème de Hardt [Ha], les surfaces “niveau” VF XS2n´1p0, Rqˆ
t0Rpu sont des pseudovariétés constituant une famille semi-algébrique topologique-
ment triviale. Nous pouvons construire cette trivialisation de façon compatible avec
SF . Donc si R est choisi assez grand, le couple pV RF , BV RF q constitue une pseudovariété
à bord. Maintenant, par le théorème de de Rham pour des formes L8 (théorème
1.6, [Va1]), nous avons H i8pRegV RF q “ IH ti pV RF q. Par le théorème 3.5.2, la condition
F non propre est équivalente aux conditions IH t2pV RF q ‰ 0 et IH tn´2pV RF q ‰ 0. Donc
dire que l’application F est non propre est équivalent aux conditionsH28pRegpV RF qq ‰
0 et Hn´28 pRegpV RF qq ‰ 0.
La signification de ce corollaire est qu’il nous permet d’avoir des informations sur
les singularités sans regarder les singularités elles-mêmes, mais seulement les points
réguliers. Puisqu’il est difficile de trouver l’ensemble VF sans trouver l’ensemble
SF , nous pouvons calculer la cohomologie L8 de RegpVF q au lieu de calculer son
homologie d’intersection.
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3.6 Homologie d’intersection de l’ensemble VF
3.6.1 Partie régulière de l’ensemble VF
D’après la proposition 3.2.1 et sa preuve, ainsi que la remarque 3.2.7, nous pou-
vons déterminer la partie régulière de l’ensemble VF en utilisant le diagramme suivant
MF
F
%%
hF // VF
piF

R2nzK0pF q,
où piF est la projection canonique sur les 2n premières coordonnées et hF est bijective
sur son image VF zppSF YK0pF qq ˆ t0Rpuq.
3.6.2 Partie singulière de l’ensemble VF
D’après la proposition 3.2.1, la partie singulière de VF est contenue dans pSF Y
K0pF qq ˆ t0Rν´2nu. Une question naturelle se pose : Est-ce que SingVF est égal à
l’ensemble pSF Y K0pF qq ˆ t0Rv´2nu en général ? La réponse est non, comme nous
allons le voir dans l’exemple 3.6.1.
Pour trouver les parties singulière et régulière de VF , nous procédons comme
suit : Par le lemme 3.0.10 et la preuve de la proposition 3.2.1, il existe un recou-
vrement fini U1, . . . , Up de R2nzSingF et des fonctions de Nash ψi : R2n Ñ R,
i “ 1, . . . , p. Puisque VF “ hF pMF q, où hF “ pF, ψ1, . . . , ψpq : R2n Ñ R2n`p, alors
tΩi “ hF pUiqui“1,...,p est un recouvrement de VF zppSF YK0pF qq ˆ t0Rpuq.
Considérons maintenant Vi Ă pSF YK0pF qq ˆ t0Rpu telle que dimVi “ i. Consi-
dérons un point x dans l’intérieur d’un i-simplexe σ tel que σ Ă Vi. S’il y a s suites
de points situés dans s ouverts Ω1, . . . ,Ωs différents et tendant vers x, alors σ est le
bord de s simplexes τ où τ Ă VF , dim τ “ i ` 1. Si s “ i ` 1 alors Vi est contenu
dans RegVF . Si i ă s´ 1 alors Vi est dans SingVF .
Exemple 3.6.1. Revenons à l’exemple 3.3.4, page 50 de l’application F : R2px1,x2q Ñ
R2pα1,α2q telle que
F px1, x2q “
ˆ
x1,
x1x
3
2
1` x62
˙
(voir figure 3.6, page 51).
Déterminons maintenant la partie singulière de VF . Nous savons que pSF Y
K0pF qq ˆ t0R8u Ă VF et de plus SingVF Ă pSF Y K0pF qq ˆ t0R8u. Notons V1 la
droite α2 “ α1 dans Rpα1,α2q ˆ t0R8u, σ un simplexe de dimension 1 dans V1 et
a P σ˝. Alors, nous pouvons exhiber 2 suites de points dans 2 “nappes” différentes
tendant vers a et donc σ est le bord de 2 simplexes dans VF (voir figure 3.13). La
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droite α2 “ α1 est donc dans RegVF . De la même façon, la droite α2 “ ´α1 est
aussi dans RegVF . Prenons maintenant le simplexe σ dans l’axe tα2 “ 0u et a P σ˝.
Alors, nous pouvons exhiber 4 suites de points dans 4 nappes différentes tendant
vers a et donc σ est le bord de 4 simplexes τ où τ Ă VF , dim τ “ 2 (voir figure
3.13). Donc la droite α2 “ 0 est dans SingVF . La partie singulière de VF est formée
seulement de la droite α2 “ 0. Dans ce cas, la partie singulière de VF ne coïncide
pas avec l’ensemble SF YK0pF q.
 
RegVF 
O 
 
R8 SingVF 
VF 
 
Figure 3.13 – Les parties singulière et régulière de l’ensemble des Valette VF de
l’appication F px1, x2q “
´
x1,
x1x32
1`x62
¯
3.6.3 Homologie d’intersection de l’ensemble VF
Pour calculer l’homologie d’intersection de l’ensemble VF , il faut d’abord le strati-
fier. En général, SingVF Ă pSFYK0pF qqˆt0Rpu. Rappelons la propriété d’invariance
topologique de l’homologie d’intersection :
Proposition 3.6.2 (Invariance topologique, [Br1]). Soit X une pseudovariété stra-
tifiée localement compacte et p une perversité (au sens de Goresky-MacPherson),
alors les groupes d’homologie d’intersection IHp˚pXq et IHp,cl˚ pXq ne dépendent pas
de la stratification de X.
Ce résultat implique que, même si la partie singulière de l’ensemble VF est un
sous-ensemble propre de l’ensemble pSF Y K0pF qq ˆ t0Rpu, nous pouvons stratifier
l’ensemble VF comme suit
VF Ą pSF YK0pF qq ˆ t0Rpu Ą ¨ ¨ ¨ , (3.6.3)
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où “. . . ” est une stratification de l’ensemble pSF YK0pF qq ˆ t0Rpu.
En général, nous pouvons utiliser la stratification (3.6.3) pour calculer l’homolo-
gie d’intersection de l’ensemble VF . Dans certains cas précis, nous pouvons décrire
exactement la partie singulière de l’ensemble VF .
Nous calculons effectivement ci-dessous l’homologie d’intersection de l’ensemble
VF pour des exemples dans le cas réel :
Exemple 3.6.4. Revenons à l’exemple 3.6.1 de l’application F : R2px1,x2q Ñ R2pα1,α2q
telle que
F px1, x2q “
ˆ
x1,
x1x
3
2
1` x62
˙
.
Nous nous proposons de calculer IHp1 pVF q.
Puisque la partie singulière de VF est l’axe α2 “ 0, nous avons une stratification
de VF donnée par
VF “ pVF q2 Ą 0α1 “ pVF q1 Ą pVF q0 “ t0u Ą H.
Comme dimVF “ 2, nous avons seulement la perversité zéro 0.
Les cycles γ1, γ2, γ3, γ4 (voir figure 3.14) sont des cycles à support compact et h
(droite passant par 0, voir figure 3.14) est un cycle à support fermé.
Cherchons maintenant les cycles candidants admissibles. Pour qu’une chaîne |ξ|
de dimension 1 soit admissible, nous devons avoir
dimp|ξ| X pVF q2´α1q ď 1´ α1 ` 0.
Pour α1 “ 1, nous avons donc
dimp|ξ| X pVF q1q ď 0,
et pour α1 “ 2 :
dimp|ξ| X pVF q0q ď ´1.
Donc |ξ| ne peut pas contenir l’origine 0, le cycle h n’est donc pas admissible. Les
cycles γi rencontrent pVF q1 en un point. Donc nous avons dimp|γi| X pVF q1q “ 0 ď 0
et les cycles γi sont admissibles.
Notons cpγiq le cône de base γi et de sommet l’origine. Nous avons
γi “ Bpcpγiqq, dim cpγiq “ 2,
dimp|cpγiq| X pVF q2´αq ď 2´ α ` 0, α “ 1, 2,
c’est-à-dire :
dimp|cpγiq| X pVF q1q ď 1,
dimp|cpγiq| X pVF q0q ď 0.
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R8 
  
 
 
 
 
Figure 3.14 – Les cycles candidats pour l’homologie d’intersection de l’ensemble
des Valette VF , pour l’application F px1, x2q “
´
x1,
x1x32
1`x62
¯
Donc cpγiq est admissible, et γi est un bord admissible. L’homologie d’intersection
IH01 pVF q à supports compacts est donc nulle.
Considérons maintenant l’homologie d’intersection IHcl,01 pVF q à supports fermés.
Notons ηi “ Cpγiqzcpγiq, où Cpγiq est le cône “infini” sur γi. Alors nous avons γi “
Bpηiq. De la même façon, la chaîne ηi est admissible, donc l’homologie d’intersection
à supports fermés IHcl,01 pVF q est aussi nulle.
Exemple 3.6.5. Soit F : R2px1,x2q Ñ R2pα1,α2q telle que
F px1, x2q “
`
x1, x
2
1x
2
2 ` 2x21x2
˘
.
De la même façon que dans l’exemple 3.6.4, l’homologie d’intersection IH01 pVF q à
supports compacts et l’homologie d’intersection IHc,01 pVF q à supports fermés sont
nulles.
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 SF = SingVF 
O 
h 
R4 
Figure 3.15 – Les cycles d’homologie d’intersection de l’ensemble des Valette VF
pour l’application F px1, x2q “ px1, x21x22 ` 2x21x2q
3.7 L’ensemble VF et la conjecture jacobienne réelle
de Jelonek
Dans [J3], Jelonek énonce la conjecture jacobienne réelle de la façon suivante :
Soit F : Rn Ñ Rn une application polynomiale qui est un difféomorphisme local.
Soit SF l’ensemble des points non propres de F . Si codimSF ě 2 alors F est bijective.
En fait, Jelonek prouve le résultat suivant : Soit F : Rn Ñ Rn une application
polynomiale de déterminant jacobien partout non nul et telle que codimSF ě 3,
alors F est bijective. Par ailleurs, il a prouvé que sa conjecture est vraie dans le cas
de dimension n “ 2.
D’autre part, Pinchuk dans [Pi] donne un exemple d’une application polynomiale
qui n’est pas injective P : R2 Ñ R2 avec déterminant jacobien partout non nul et
telle que la codimension de l’ensemble SF soit 1. De cet exemple de Pinchuk, nous
tirons l’exemple suivant :
Exemple 3.7.1. Soit F : Rn Ñ Rn une application polynomiale difféomorphisme
local, définie par F px1, . . . , xnq “ pP px1, x2q, x3, . . . , xnq où P est l’application de
Pinchuk. Alors, F n’est pas injective et codimSF “ 1.
Le cas intéressant ici est donc le cas où la codimension de l’ensemble SF est égale
à 2. Dans ce cas, la conjecture jacobienne réelle de Jelonek peut s’énoncer comme
suit :
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Conjecture jacobienne réelle de Jelonek : Soit F : Rn Ñ Rn pn ě 3q une
application polynomiale qui est un difféomorphisme local. Si codimSF “ 2 alors F
est bijective.
D’autre part, Jelonek prouve dans [J3] que si sa conjecture est vraie pour l’ap-
plication polynomiale F : R2n Ñ R2n alors la conjecture jacobienne complexe est
vraie.
Nous notons que l’exemple de Pinchuk fournit une application polynomiale dont
le déterminant jacobien est partout positif, mais n’est pas partout constant non
nul. Notons aussi qu’une application polynomiale F : Cn Ñ Cn est de déterminant
jacobien partout non nul si et seulement si celui-ci est constant. Donc la conjecture
jacobienne peut être formulée dans le contexte réel comme suit [J3] :
La conjecture jacobienne réelle : Si F : Rn Ñ Rn une application polynomiale
de déterminant jacobien constant non nul, alors F est bijective.
Nous savons que la conjecture jacobienne réelle est encore ouverte même dans le
cas n “ 2.
Puisque la conjecture jacobienne réelle de Jelonek est vraie pour le cas n “ 2,
nous avons le corollaire suivant :
Corollaire 3.7.2. Soit F : R2 Ñ R2 une application polynomiale de déterminant
jacobien partout non nul. Si dimSF ď 0 alors dimSF “ ´8 et F est propre. De
plus, nous avons H1pVF q “ IH01 pVF q “ 0.
Démonstration. Puisque dimSF ď 0 donc codimSF ě 2. La conjecture jacobienne
réelle de Jelonek est vraie pour le cas n “ 2 donc F est bijective. Alors F est
propre et SF “ H et donc dimSF “ ´8. Le déterminant jacobien de F est donc
partout non nul, alors K0pF q “ H. Nous avons SingpVF q “ H et VF « R2. Il vient
H1pVF q “ IH01 pVF q “ 0.
Nous avons maintenant la question suivante : Est-ce que le théorème d’Anna et
Guillaume Valette est encore vrai pour le cas R3 et en général le cas Rn où n ą 3 ? Si
oui, nous avons une nouvelle approche de la conjecture jacobienne réelle de Jelonek
en termes d’homologie et d’homologie d’intersection de l’ensemble VF . Nous donnons
naturellement la conjecture suivante :
Conjecture 3.7.3. Soit F : R3 Ñ R3 une application polynomiale de détermi-
nant jacobien partout non nul et codimSF “ 2. Alors les conditions suivantes sont
équivalentes :
(1) F n’est pas propre,
(2) H1pVF q ‰ 0,
(3) IHp1 pVF q ‰ 0, pour toute perversité p,
(4) IHp2 pVF q ‰ 0, pour toute perversité p.
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Chapitre 4. Stratifier l’ensemble SF
Le théorème d’Anna et Guillaume Valette pourrait fournir un contre-exemple à la
conjecture jacobienne dans le cas n “ 2 (s’il en existe !) en montrant qu’il existe une
application polynomiale F dont l’ensemble VF satisfait H2pVF q ‰ 0 ou IHp2 pVF q ‰ 0.
Cela suppose aussi que nous puissions définir l’ensemble VF sans connaître SF .
Pour calculer l’homologie d’intersection de l’ensemble VF , nous devons d’abord
définir une stratification de VF . La partie singulière de VF est contenue dans SF Y
K0pF q ˆ t0Rpu ; de plus, dans le cas d’une application polynomiale de déterminant
jacobien partout non nul, nous avons SingpVF q Ă SF . Il faut donc d’abord décrire
une méthode pour stratifier l’ensemble SF .
Pour cela, il faut dire quand deux points a1, a2 de SF sont dans une même strate.
Prenons un exemple afin de justifier la définition qui suit.
Exemple 4.0.4. Soit l’application polynomiale dominante F : C3px1,x2,x3q Ñ C3pα1,α2,α3q
telle que
F px1, x2, x3q “ px1, x1x2, x1x3q,
alors SF est l’ensemble tpα1, α2, α3q P C3pα1,α2,α3q : α1 “ 0u.
i) Soit un point a “ p0, α2, α3q P SF zp0α2 Y 0α3q donc α2, α3 ‰ 0. La suite
tξku “
 `
1
k
, kα2, kα3
˘(
tend vers l’infini et son image F pξkq tend vers a.
ii) Soit un point a “ p0, α2, 0q P p0α2qzt0u donc α2 ‰ 0. Les suites
 `
1
k
, kα2, λ
˘(
(λ P C) et tp1{k2, k2α2, kqu tendent vers l’infini et leurs images tendent vers a. Nous
définirons une relation d’équivalence entre suites tendant vers l’infini et dont l’image
tend vers a, telle que d’une part ces deux suites ne sont pas équivalentes, et d’autre
part, toute suite de C3px1,x2,x3q tendant vers l’infini et dont l’image tend vers a est
équivalente à l’une de ces deux suites (voir définition 4.2.15, page 78).
De la même façon, soit un point a “ p0, 0, α3q P p0α3qzt0u alors les suites `
1
k
, λ, kα3
˘(
(λ P C) et tp 1
k2
, k, k2α3qu tendent vers l’infini et leurs images tendent
vers a. Elles seront représentants de deux classes d’équivalence différentes.
iii) Enfin, considérons le point 0 “ p0, 0, 0q, les suites tp0, k, kqu, tp0, λ, kqu pλ P Cq
et tp0, k, µqu pµ P Cq tendent vers l’infini et leurs images tendent vers a. Ces trois
suites ne sont pas équivalentes, au sens de notre définition et toute suite tendant
vers l’infini et dont l’image tend vers 0 est équivalente à l’une de ces suites.
Quelle idée pouvons-nous tirer de cet exemple ? Pour tout point a P SF zp0α2 Y
0α3q, toutes les suites tξku de C3px1,x2,x3q tendant vers l’infini et telles que F pξkq tend
vers a sont du “type” de la suite
 `
1
k
, kα2, kα3
˘(
au sens suivant : les deux dernières
coordonnées tendent vers l’infini et la première coordonnée tend vers 0 quelque soit
le point a quand a décrit SF zp0α2 Y 0α3q. Nous dirons donc que pour tout point
a P SF zp0α2 Y 0α3q, il existe “une seule façon” pour construire une suite tendant
vers l’infini et telle que son image tend vers a. Ici SF zp0α2 Y 0α3q est une strate de
dimension 2.
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De même, pour tout a P p0α2 Y 0α3qzt0u, il existe deux “façons” pour construire
des suites tendant vers l’infini et telles que leurs images tendent vers a. Ici p0α2 Y
0α3qzt0u est une strate de dimension 1. Enfin, pour le point origine, il existe trois
“façons” de construire une suite tendant vers l’infini et dont l’image tend vers 0.
L’origine est une strate de dimension 0.
Nous obtenons donc une stratification de l’ensemble SF , donnée par la filtration :
SF Ą 0α2 Y 0α3 Ą t0u Ą H.
Nous allons formaliser cette idée en explicitant comment “une suite tend vers
l’infini selon une façon”.
4.1 Partition de SF définie par Ξ0
Définition 4.1.1. Soit une suite ξk “ px1,k, . . . , xn,kq dans Cn, telle que ξk tende
vers l’infini. Alors il existe toujours au moins un indice i P N˚ tel que xi,k tend vers
l’infini. Définissons :
κ0pξkq :“ pi1, . . . , ipqrj1, . . . , jqs,
où xir,k tend vers l’infini pour r “ 1, . . . , p et xjs,k tend vers un nombre complexe λs
dans C pour s “ 1, . . . , q. Ce second ensemble peut être vide. Notons que l’ensemble
ti1, . . . , ip, j1, . . . , jqu est égal à l’ensemble t1, . . . , nu.
Rappelons que nous pouvons nous restreindre aux suites tξku tendant vers l’infini
telles que chaque coordonnée ou bien tend vers l’infini ou bien converge vers un
nombre complexe.
Définition 4.1.2. Soit l’application polynomiale F : Cn Ñ Cn telle que SF ‰ H.
Prenons a P SF , alors il existe au moins une suite tξku Ă Cn telle que ξk tende vers
l’infini et F pξkq tende vers a. Nous définissons :
1qκ0pξk, aq :“ κ0pξkq,
2qΞ0paq :“ tκ0pξk, aq : Dξk, ξk Ñ 8, F pξkq Ñ au,
3q or0paq :“ 7pΞ0paqq.
Définition 4.1.3. Nous disons que deux points a1 et a2 de l’ensemble SF sont dans
la même composante définie par Ξ0 si Ξ0pa1q “ Ξ0pa2q. Cette définition détermine
une partition de SF . Nous disons que cette partition est la partition définie par Ξ0.
Exemple 4.1.4. Dans l’exemple 4.0.4, la partition de l’ensemble SF définie par Ξ0
est une stratification, donnée par la filtration :
SF Ą 0α2 Y 0α3 Ą t0u Ą H.
Dans cet exemple,
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pour un point a P SF zp0α2 Y 0α3q, nous avons Ξ0paq “ tp2, 3qr1su,
pour un point a P 0α2zt0u, nous avons Ξ0paq “ tp2qr1, 3s, p2, 3qr1su,
pour un point a P 0α3zt0u, nous avons Ξ0paq “ tp3qr1, 2s, p2, 3qr1su,
pour l’origine 0 , nous avons Ξ0p0q “ tp2qr1, 3s, p3qr1, 2s, p2, 3qr1su.
Cependant, la partition précédente n’est pas toujours une stratification, comme
le montre l’exemple suivant :
Exemple 4.1.5. Soit l’application polynomiale F : C3px1,x2,x3q Ñ C3pα1,α2,α3q telle que
F px1, x2, x3q “ px21 ´ 1, x2 ` 2, px21 ´ 1qpx2 ` 2qx3q,
alors
SF “ SF 1 Y SF 2 où SF 1 “ tα1 “ 0u, SF 2 “ tα2 “ 0u.
Soit un point a “ p0, α2, α3q P SF 1, il existe une suite
!´
1` 1
k
, α2 ´ 2, kα32α2
¯)
si
α2 ‰ 0, et
!´
1` 1
k
, 1
k
´ 2, α3k2
2
¯)
si α2 “ 0, telle que son image tend vers a. Donc
nous avons Ξ0paq “ tp3qr1, 2su.
Soit un point a “ pα1, 0, α3q P SF 2, il existe une suite
!´?
1` α1, 1k ´ 2, kα3α1
¯)
si
α1 ‰ 0, et
!´
1` 1
k
, 1
k
´ 2, α3k2
2
¯)
si α1 “ 0, telle que son image tend vers a. Il vient
Ξ0paq “ tp3qr1, 2su.
Donc la partition de SF définie par Ξ0 consiste en une seule composante de dimension
2, laquelle n’est pas lisse.
Figure 4.16 – La partition de SF définie par Ξ0, pour l’application polynomiale
dominante F px1, x2, x3q “ px21 ´ 1, x2 ` 2, px21 ´ 1qpx2 ` 2qx3q
Remarque 4.1.6. D’après l’exemple 4.1.5, nous devons donc raffiner la partition
de SF définie par Ξ0 pour définir une stratification de SF . Dans l’exemple 4.1.5, la
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partition de l’ensemble SF définie par Ξ0 a seulement une composante de dimension 2
qui n’est pas lisse et la partie singulière est l’axe 0α3. Afin de définir une stratification
de l’ensemble SF , nous nous proposons de déterminer ce qui différencie les suites
tendant vers des points de ces composantes.
Pour un point courant a “ p0, α2, α3q de 0α2α3z0α3, nous voyons que la suite!´
1` 1
k
, α2 ´ 2, k α32α2
¯)
tend vers l’infini et son image tend vers a. La première
coordonnée tend vers une valeur fixée 1 mais la deuxième coordonnée tend vers un
nombre complexe α2 ´ 2 dépendant du point a. La troisième coordonnée tend vers
l’infini.
Pour un point courant a “ pα1, 0, α3q de 0α1α3z0α3, nous voyons que la suite!´?
1` α1, 1k ´ 2, kα3α1
¯)
tend vers l’infini et son image tend vers a. La première co-
ordonnée tend vers un nombre complexe
?
1` α1 dépendant du point a. La deuxième
coordonnée tend vers une valeur fixée ´2. La troisième coordonnée tend vers l’infini.
Enfin soit a un point courant de 0α3 et regardons les suites
!´
1` 1
k
, 1
k
´ 2, α3k2
2
¯)
dont l’image tend vers a : maintenant la première et la deuxième coordonnées tendent
vers des valeurs fixées dans C qui ne dépendent pas du point a quand a décrit 0α3,
et la troisième coordonnée tend vers l’infini.
Nous allons en fait distinguer ces façons de tendre vers l’infini en trois façons que
nous allons formaliser dans la définition 4.2.17, page 78 dans la partie suivante :
4.2 Partition de SF définie par Ξ
Remarque 4.2.1. Soit F : Cn Ñ Cn une application polynomiale dominante telle
que SF ‰ H. Soient Sν les composantes de la partition de SF définie par Ξ0. Pour
tout point a dans Sν , il existe des suites tξaku “ tpxa1,k, . . . , xan,kqu telles que F pξakq
tend vers a. Les coordonnées xa1,k, . . . , xan,k se répartissent donc en 3 groupes disjoints
suivants :
iq xair,k tend vers l’infini, pour un groupe I “ ti1, . . . , ipu de coordonnées,
iiq xajs,k tend vers un nombre complexe λajs P C , pour un groupe J “ tj1, . . . , jqu
de coordonnées, où λajs est indépendant du point a quand a décrit Sν ,
iiq xalt,k tend vers un nombre complexe µalt P C, pour un groupe L “ tl1, . . . , lϑu
de coordonnées, où µalt dépend du point a quand a décrit Sν .
Notons que l’ensemble I n’est jamais vide, mais les ensembles J et L peuvent
être vides.
Exemple 4.2.2. 1) Considérons l’exemple 4.0.4 de l’application polynomiale do-
minante F px1, x2, x3q “ px1, x1x2, x1x3q. Prenons un point a “ p0, α2, α3q dans SF
tel que α2, α3 ‰ 0, alors il existe une suite
 `
1
k
, kα2, kα3
˘(
tendant vers l’infini et
telle que son image tend vers a. Si a décrit p0α2α3qzp0α2 Y 0α3q, alors la première
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coordonnée tend toujours vers 0. Dans ce cas, nous avons I “ p2, 3q, J “ p1q et
L “ H.
2) Considérons maintenant l’exemple 4.1.5 de l’application polynomiale domi-
nante F px1, x2, x3q “ px21 ´ 1, x2 ` 2, px21 ´ 1qpx2 ` 2qx3q. Prenons un point a “
p0, α2, α3q dans SF tel que α2 ‰ 0, alors il existe des suites
!´
1` 1
k
, α2 ´ 2, kα32α2
¯)
tendant vers l’infini et telles que leur image tende vers a. Si nous laissons a varier
dans p0α2α3qzp0α2 Y 0α3q, alors la première coordonnée tend vers une valeur fixée
1 mais la deuxième coordonnée tend vers une valeur variable dans C, dépendant du
point a. Dans ce cas, nous avons I “ p3q, J “ p1q et L “ p2q.
3) Considérons l’application polynomiale dominante F : C3px1,x2,x3q Ñ C3pα1,α2,α3q
telle que F px1, x2, x3q “ px1px2 ´ x3q, x22 ´ x23, x22 ´ x21q. Alors l’ensemble SF est le
plan α2 “ 2α1 avec la suite tξku de la forme
 `
k ` λ
k
, k ` µ
k
, k ` ν
k
˘(
. Dans ce cas,
nous avons I “ p1, 2, 3q et J “ L “ H.
Remarque 4.2.3. En fait, quand nous fixons un point a dans Sν , cela signifie que
nous regardons “ponctuellement” SF . Mais quand nous laissons le point a courir
dans Sν , cela signifie que nous regardons “globalement” SF . Nous voyons que dans
l’exemple 4.1.5, un point a de l’axe 0α3 est lisse (régulier) localement, considéré
dans l’axe 0α3 mais il n’est pas lisse (il est singulier) globalement, considéré dans
SF . C’est la raison pour laquelle nous devons remplacer la définition 4.1.3 par une
autre définition (la définition 4.2.17, page 78) en regardant globalement SF définie
par Ξ0 afin de subdiviser les composantes Sν en strates lisses.
Nous souhaitons comprendre la nature des coordonnées dans les groupes d’indices
I, J et L de la remarque 4.2.1. Plus précisément, connaissant déjà le groupe I
d’indices de coordonnées telles que xair,k tende vers l’infini, nous nous proposons de
donner une méthode pour distinguer entre les coordonnées xajs,k et x
a
lt,k
contribuant
aux groupes J et L.
Soit donc F : Cnx Ñ Cnα une application polynomiale dominante de coordonnées
F “ pF1pxq, . . . , Fnpxqq. Notons a un point d’une composante Sν de dimension n´1
de SF , définie par Ξ0. Soit tξaku “ tpxa1,k, . . . , xan,kqu une suite de Cnx telle que tξaku
tend vers l’infini et F pξakq tend vers a.
Dire que tξaku tend vers l’infini implique que l’une des coordonnées au moins
tend vers l’infini avec k (l’ensemble I est non vide). Nous pouvons supposer que
cette coordonnée est la première, xa1,k. Si les autres coordonnées étaient fixées, alors
F ppxa1,k, x2, . . . , xnq tendrait vers l’infini. Puisque ceci n’est pas le cas et que F pξakq
tend vers a, cela implique que l’une (au moins) des autres coordonnées pxa2,k, . . . , xan,kq
apparaît dans les polynômes coordonnées contenant xa1,k de façon à compenser le fait
que xa1,k tende vers l’infini, ceci en faisant apparaître une forme ou bien de type 0ˆ8
ou bien de type8´8, mais dont la limite est finie et bien déterminée. Avant d’écrire
cela de façon “systématique”, illustrons notre propos par trois exemples :
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Exemple 4.2.4. Revenons à l’exemple 4.1.5 de l’application
F px1, x2, x3q “ pF1, F2, F3q “ px21 ´ 1, x2 ` 2, px21 ´ 1qpx2 ` 2qx3q.
Prenons un point a “ p0, α2, α3q dans SF tel que α2 ‰ 0. Considérons la suite
tξaku “ tpxa1,k, xa2,k, xa3,kqu, définie par xa1,k “ 1` 1k , xa2,k “ α2 ´ 2 et xa3,k “ kα32α2 . Cette
suite tend vers l’infini et son image F pξakq tend vers a.
La coordonnée F3px1, x2, x3q peut s’écrire comme produit
F3 “ F 13 F 23 F 43 ,
où F 13 px1, x2, x3q “ x21 ´ 1, F 23 px1, x2, x3q “ x3 et F 43 px1, x2, x3q “ x2 ` 2. Ici, F 13 pξakq
tend vers 0, F 23 pξakq tend vers l’infini et F 43 pξakq tend vers une valeur complexe (dé-
pendant du point a).
Ici, la coordonnée xa3,k tend vers l’infini et xa1,k est la coordonnée qui “compense”,
alors que la coordonnée x2 est “libre”. Nous avons I “ p3q, J “ p1q et L “ p2q.
Exemple 4.2.5. Soit l’application polynomiale F : C4px1,x2,x3,x4q Ñ C4pα1,α2,α3,α4q telle
que
F px1, x2, x3, x4q “ px21 ´ 1, x2 ` 2, x2 ` x3, px21 ´ 1qpx2 ` 2qpx2 ` x3qx4q.
Alors l’ensemble SF est l’union de trois hypersurfaces
SF1 : α1 “ 0, SF2 : α2 “ 0, SF3 : α3 “ 0.
i) Pour un point a “ p0, α2, α3, α4q dans SF1 tel que α2, α3, α4 ‰ 0, il existe
une suite tξku “
!´
1` 1
k
, α2 ´ 2, 2´ α2 ` α3, kα42α2α3
¯)
tendant vers l’infini telle que
F pξkq tend vers a. La coordonnée F4px1, x2, x3, x4q peut s’écrire comme produit
F4 “ F 14 F 24 F 44 ,
où F 14 px1, x2, x3, x4q “ x21 ´ 1, F 24 px1, x2, x3, x4q “ x4 et F 44 px1, x2, x3, x4q “ px2 `
2qpx2` x3q. Ici, F 13 pξakq tend vers 0, F 23 pξakq tend vers l’infini et F 43 pξakq tend vers une
valeur complexe (dépendant du point a).
Donc nous avons I “ p4q, J “ p1q et L “ p2, 3q.
ii) Pour un point a “ pα1, 0, α3, α4q dans SF2 tel que α1, α3, α4 ‰ 0, il existe une
suite tξku “
!´?
1` α1,´2` 1k ,´ 1k ` 2` α3, kα4α1α3
¯)
tendant vers l’infini telle que
F pξkq tend vers a. La coordonnée F4px1, x2, x3, x4q peut s’écrire comme produit
F4 “ F 14 F 24 F 34 F 44 ,
où F 14 px1, x2, x3, x4q “ x2 ` 2, F 24 px1, x2, x3, x4q “ x4, F 34 px1, x2, x3, x4q “ x2 ` x3 et
F 44 px1, x2, x3, x4q “ x21 ´ 1.
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Donc nous avons I “ p4q, J “ p2q et L “ p2, 3q.
iii) Pour un point a “ pα1, α2, 0, α4q dans SF3 tel que α1, α2, α4 ‰ 0, il existe une
suite tξku “
!´?
1` α1, α2 ´ 2, 2´ α2 ` 1k , kα4α1α2
¯)
tendant vers l’infini telle que
F pξkq tend vers a. La coordonnée F4px1, x2, x3, x4q peut s’écrire comme produit
F4 “ F 14 F 24 F 44 ,
où F 14 px1, x2, x3, x4q “ px2 ` x3q, F 24 px1, x2, x3, x4q “ x4 et F 44 px1, x2, x3, x4q “ px21 ´
1qpx2 ` 2q. Ici, F 13 pξakq tend vers 0, F 23 pξakq tend vers l’infini et F 43 pξakq tend vers une
valeur complexe (dépendant du point a).
Donc nous avons I “ p4q et L “ p1, 2, 3q.
Exemple 4.2.6. Considérons l’application polynomiale dominante
F : C3px1,x2,x3q Ñ C3pα1,α2,α3q F px1, x2, x3q “ px1px2 ´ x3q, x22 ´ x23, x22 ´ x21q.
L’ensemble SF est le plan α2 “ 2α1. La suite de la forme
 `
k ` λ
k
, k ` µ
k
, k ` ν
k
˘(
tend vers l’infini tandis que F pξkq tend vers a “ pα1, 2α1, 0q. Nous avons
F1 “ F 11F 21 où F 11 “ x2 ´ x3 et F 21 “ x1,
F2 “ F 12F 22 où F 12 “ x2 ´ x3 et F 22 “ x2 ` x3,
F3 “ F 13F 23 où F 13 “ x2 ´ x1 et F 22 “ x2 ` x1.
Dans ce cas, nous avons I “ p1, 2, 3q et J “ L “ H.
Remarque 4.2.7. En fait, le 3-uple (I, J, L), correspondant au point a dans SF ,
fournit une “direction” dans le système de coordonnées “OIJL”.
 
J 
L 
O 
Une direction dans OIJL 
I 
Figure 4.17 – Direction dans OIJL
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Afin de donner une définition systématique des polynômes F impxq, en particulier
de la notion de “compensation par le même degré”, nous avons besoin de la définition
suivante :
Définition 4.2.8. Soient deux suites xk et x1k dans C telles que xk tend vers 0 et
x1k tend vers l’infini. Nous dirons que :
1) la suite xk tend vers 0 avec le même degré que celui avec lequel la suite x1k
tend vers l’infini si et seulement s’il existe un entier naturel t P N˚ tel que
xk „ p1{kqt, x1k „ kt.
Ici, xk „ p1{kqt signifie que xk “ p1{kqt ` ¨ ¨ ¨ , où les éléments dans “¨ ¨ ¨ ” sont de la
forme p1{kqr où r ą t. De la même façon, x1k „ kt signifie que xk “ kt ` ¨ ¨ ¨ , où les
éléments dans “¨ ¨ ¨ ” sont de la forme kr où r ă t,
2) la suite xk tend vers 0 avec un degré plus grand que celui avec lequel la suite
x1k tend vers l’infini si et seulement s’il existe deux entiers naturels t, t1 P N˚ tels que
t ą t1 et
xk „ p1{kqt, x1k „ kt1 ,
3) la suite xk tend vers 0 avec un degré plus petit que celui avec lequel la suite x1k
tend vers l’infini si et seulement s’il existe deux entiers naturels t, t1 P N˚ tels que
t ă t1 et
xk „ p1{kqt, x1k „ kt1 .
De la même manière, nous avons les définitions des suites tendant vers 0 (resp.
l’infini) avec les mêmes degrés, avec les degrés plus petits ou avec les degrés plus
grands.
Nous disons que la suite constante xk “ 0 est de degré ´8.
Remarque 4.2.9. Considérons un point a d’une composante Sν de la dimension la
plus grande de SF et soit tξaku une suite tendant vers l’infini telle que F pξakq tend
vers a. Pour m “ 1, . . . , n, nous pouvons écrire les polynômes coordonnées Fmpxq
comme :
1) ou bien Fmpxq “ F 1mpxq où F 1mpξakq tend vers 0.
2) ou bien une combinaison linéraire de produits d’éléments de la forme :
Fmpxq “ F 1mpxqF 2mpxqF 3mpxqF 4mpxq ` F 1mpxq, (4.2.10)
où :
iq F 1mpxq “ 0 ou F 1mpξakq tend vers un nombre complexe fixé dans C, quand a
décrit dans Sν ,
iiq F 1mpxq “ F 2mpxq “ 1 ou F 1mpξakq tend vers 0 avec le même degré que celui avec
lequel F 2mpξakq tend vers l’infini,
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iiiq F 3mpxq “ 1 ou F 3mpξakq tend vers un nombre complexe quelconque dans C
mais dans F 3mpξakq apparaissent des coordonnées tendant vers un nombre complexe
fixé (i.e. indépendant du point a ou tendant vers l’infini,
ivq F 4mpxq “ 1 ou contient des variables “libres”, cela signifie que F 4mpξakq tend
vers un nombre complexe quelconque (i.e. dépendant du point a, mais il ne contient
pas de coordonnée tendant vers un nombre complexe fixé ou vers l’infini.
Dans tous les cas, les groupe I et J sont contenus dans l’ensemble des indices ir
qui apparaissent dans les polynômes F impxq si F impxq ‰ 1, pour i “ 1, 2, 3 et pour
tous les m. Le groupe L est le complément dans t1, . . . , nu.
Remarque 4.2.11. La décomposition 4.2.10 est unique à constante multiplicative
près.
Les exemples suivants éclairent la remarque ci-dessus :
Exemple 4.2.12. Considérons l’application polynomiale dominante
F : C3px1,x2,x3q Ñ C3pα1,α2,α3q; F px1, x2, x3q “ px1x2, x2x3, x1x2 ´ x2x3 ` x2q.
L’ensemble SF est le plan α3 “ α1 ´ α2. La suite tξku “
 `
λk, 1
k
, µk
˘(
tend vers
l’infini tandis que F pξkq tend vers a “ pλ, µ, λ´ µq. Nous avons
F1 “ F 11F 21 où F 11 “ x2 et F 21 “ x1,
F2 “ F 12F 22 où F 12 “ x2 et F 22 “ x3,
F3 “ F 13F 23 ` F ˚13 F ˚23 ` F 13 où F 13 “ x2, F 23 “ x1, F ˚13 “ x2, F ˚23 “ x3 et F 13 “ x2.
Dans ce cas, nous avons I “ p1, 3q J “ p2q et L “ H.
Exemple 4.2.13. Soit l’application polynomiale F : C3px1,x2,x3q Ñ C4pα1,α2,α3,q telle
que
F px1, x2, x3, x4q “ ppx1 ´ 1q ` x2, x2 ` 2, px1 ´ 1qpx2 ` 2qpx1 ` x2qx3 ` x1q.
L’ensemble SF est l’union de deux hypersurfaces
SF1 : α1 “ α2 ´ 2, SF2 : α2 “ 0.
Prenons un point a “ pα1, α1 ` 2, α3q dans SF1 , alors il existe une suite tξku “
tpx1,k, x2,k, x3,kqu telle que x2,k tend vers un nombre complexe λ quelconque, x1,k´1
tend vers 0, x3,k tend vers l’infini et (x1,k ´ 1qx3,k tend vers un nombre complexe
quelconque µ. Nous avons
F1 “ F 11F 21F 31F 41 ` F 11 où F 11 “ F 21 “ 1, F 31 “ 1, F 41 “ x2 et F 11 “ px1 ´ 1q,
F2 “ F 12F 22F 32F 42 où F 12 “ F 22 “ 1, F 32 “ 1 et F 42 “ x2 ` 2,
F3 “ F 13F 23F 33F 43 ` F 13 où F 13 “ x1 ´ 1, F 23 “ x3, F 33 “ x1 ` x2, F 43 “ x2 et F 13 “ x1.
Dans ce cas, nous avons I “ p1q J “ p3q et L “ p2q.
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Définition 4.2.14. Soit F : Cn Ñ Cn une application polynomiale dominante telle
que SF ‰ H. Soit Sν une composante de SF de la partition définie par Ξ0. Pour
tout a P Sν , il existe une suite tξaku “ tpxa1,k, . . . , xan,kqu tendant vers l’infini telle que
F pξakq tende vers a. Nous définissons :
1) “une façon de tendre vers l’infini pour la suite tξaku selon le point a dans Sν”
comme :
κpξakq “ pi1, . . . , ipqrj1, . . . , jqs
si $’&’%
xair,k Ñ 8 pour tout r “ 1, . . . , p,
xajs,k Ñ λajs ” const. P C pour tout s “ 1, . . . , q,
où tλajsu ne dépend pas de a lorsque a décrit Sν ,
2) Ξpaq :“ tκpξakq : ξak Ñ 8, F pξakq Ñ au,
3q orpaq :“ 7pΞpaqq,
c’est-à-dire, orpaq est le nombre de façons de tendre vers l’infini pour les suites dont
l’image tend vers a.
Nous appelons aussi “façon de tendre vers l’infini pour la suite tξaku” la façon
correspondante à la suite tξaku. Une façon de tendre vers l’infini pour la suite tξaku
selon le point a dans SF sera appelée simplement une façon dans SF .
Définition 4.2.15. Nous disons que deux suites tξ1ku et tξ2ku dans Cnx, telles que ξ1k
et ξ2k tendent vers l’infini, sont équivalentes et nous notons ξ1k „ ξ2k, si κpξ1kq “ κpξ2kq.
Remarque 4.2.16. La relation ci-dessus est une relation d’équivalence. Si deux
suites tξ1ku et tξ2ku tendant vers l’infini sont équivalentes, alors nous disons que ξ1k et
ξ2k tendent vers l’infini “de la même façon”.
Définition 4.2.17. Soit F “ pF1, . . . , Fnq : Cn Ñ Cn une application polynomiale
dominante telle que SF ‰ H. Pour n ě 3, nous disons que deux points a1, a2 d’une
composante de la partition de SF définie par Ξ sont dans la même composante définie
par Ξ si et seulement si
Ξpa1q “ Ξpa2q.
Cette définition détermine une partition de SF et nous disons que cette partition
est la partition définie par Ξ.
Pour un point a dans une strate de cette partition, nous disons qu’un élément
de Ξpaq est une façon de cette strate.
Remarque 4.2.18. La définition 4.2.17 est plus précise que la définition 4.1.3 pré-
cédente. Il est clair que l’ensemble d’indices rkj1 , . . . , kjq s de Ξpaq est contenu dans
l’ensemble d’indices rkj11 , . . . , kj1q s de Ξ0paq. La différence entre la partition de SF par
Ξ0 et la partition de SF par Ξ est que nous regardons SF “localement” (pour Ξ0) et
“globalement” (pour Ξ).
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Remarque 4.2.19. Pour chaque a dans SF , nous avons or0paq “ orpaq.
En effet, pour chaque point a P SF , nous remplaçons une façon de tendre vers l’infini
pkiqrkjs P Ξ0paq par une façon pkiqrk1js P Ξpaq, où tk1ju Ă tkju. Donc orpaq ne change
pas.
Nous donnons ci-dessous des exemples pour lesquels la partition de SF définie par
Ξ nous fournit une stratification de SF , nous l’appelons stratification de SF définie
par Ξ :
Exemple 4.2.20. Revenons à l’exemple 4.1.5 pour voir qu’avec la partition définie
par Ξ (définition 4.2.17), les composantes de dimension n´ 1 de SF sont lisses.
En fait, nous voyons qu’avec cette définition, nous avons Ξpaq “ tp3qr1su pour
les points a de SF 1zpSF 1 X SF 2q “ 0α2α3z0α3 et nous avons Ξpaq “ tp3qr2su pour
les points a de SF 2zpSF 1 X SF 2q “ 0α1α3z0α3. Enfin, nous avons Ξpaq “ tp3qr1, 2su
pour les points a de SF 1 X SF 2 “ 0α3. La composante de dimension n ´ 1 de SF
par Ξ0 (en fait, c’est SF ) est subdivisée en strates lisses et une stratification de SF ,
définie par Ξ, est donnée par la filtration suivante :
SF Ą 0α3 Ą H.
Figure 4.18 – La partition de SF définie par Ξ, pour l’application polynomiale
dominante F px1, x2, x3q “ px21 ´ 1, x2 ` 2, px21 ´ 1qpx2 ` 2qx3q
L’exemple suivant nous aide à mieux comprendre la partition de SF définie par
Ξ, ainsi que la différence entre les partitions de SF définies par Ξ0 et par Ξ sur les
strates de dimension la plus grande.
Exemple 4.2.21. Soit l’application polynomiale F : C4px1,x2,x3,x4q Ñ C4pα1,α2,α3,α4q
telle que
F px1, x2, x3, x4q “ px21 ´ 1, x2 ` 2, x2 ` x3, px21 ´ 1qpx2 ` 2qpx2 ` x3qx4q.
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L’ensemble SF est l’union de trois hypersurfaces
SF1 : α1 “ 0, SF2 : α2 “ 0, SF3 : α3 “ 0.
D’une part, nous avons Ξ0paq “ p4q pour tout point a dans SF . D’autre part, pour
Ξ, nous avons :
i) Pour un point a “ p0, α2, α3, α4q dans SF1 tel que α2, α3, α4 ‰ 0, il existe
une suite tξku “
!´
1` 1
k
, α2 ´ 2, 2´ α2 ` α3, kα42α2α3
¯)
tendant vers l’infini telle que
F pξkq tend vers a. Nous avons Ξpaq “ tp4qr1su.
ii) Pour un point a “ pα1, 0, α3, α4q dans SF2 tel que α1, α3, α4 ‰ 0, il existe une
suite tξku “
!´?
1` α1,´2` 1k ,´ 1k ` 2` α3, kα4α1α3
¯)
tendant vers l’infini telle que
F pξkq tend vers a. Nous avons Ξpaq “ tp4qr2su.
iii) Pour un point a “ pα1, α2, 0, α4q dans SF3 tel que α1, α2, α4 ‰ 0, il existe une
suite tξku “
!´?
1` α1, α2 ´ 2, 2´ α2 ` 1k , kα4α1α2
¯)
tendant vers l’infini telle que
F pξkq tend vers a. Nous avons Ξpaq “ tp4qu.
Les trois exemples suivants sont instructifs par le fait qu’ils fournissent des si-
tuations différentes de la stratification de l’ensemble SF .
Exemple 4.2.22. Soit l’application F : C3px1,x2,x3q Ñ C3pα1,α2,α3q définie par
F px1, x2, x3q “ px1x2, x2x3, x1x2x3q.
Alors l’ensemble SF est égal à SF1 Y SF2 Y SF3 , où SF1 “ tα2 “ 0u, SF2 “ tα3 “ 0u
et SF3 “ tα1 “ 0u.
i) Pour un point a “ pα1, 0, α3q P SF1 tel que α1 ‰ 0 et α3 ‰ 0, il existe une
classe de suites équivalentes rtξkus “
”!´
kα1,
1
k
, α3
α1
¯)ı
telles que ξk tend vers l’infini
et F pξkq tend vers a. Nous avons Ξpaq “ tp1qr2su.
ii) Pour un point a “ pα1, α2, 0q P SF2 tel que α1, α2 ‰ 0, il existe une classe de
suites équivalentes rtξkus “
“ 
α1
k
, k, α2
k
(‰
telles que ξk tend vers l’infini et F pξkq tend
vers a. Nous avons Ξpaq “ tp2qr1, 3su.
iii) Pour un point a “ p0, α2, α3q P SF3 , tel que α2, α3 ‰ 0, il existe une classe
d’équivalence de suites rtξkus “
”!
α3
α2
, α2
k
, k
)ı
telles que ξk tend vers l’infini et F pξkq
tend vers a. Nous avons Ξpaq “ tp3qr2su.
iv) Pour un point a “ pα1, 0, 0q P SF1 X SF2 , il existe deux classes d’équivalence
de suites rtξ1kus “
“ 
kα1,
1
k
, 1
k
(‰
et rtξ2kus “
“ 
1
k
, kα1,
1
k2
(‰
telles que ξ1k et ξ2k tendent
vers l’infini et leurs images tendent vers a. Nous avons Ξpaq “ tp1qr2, 3s, p2qr1, 3su.
v) Pour un point a “ p0, α2, 0q P SF2 X SF3 , il existe deux classes d’équivalence
de suites rtξ1kus “
“ `
0, k, α2
k
˘(‰
et rtξ2kus “
“ `
0, α2
k
, k
˘(‰
telles que ξ1k, ξ2k tendent
vers l’infini et leurs images tendent vers a. Nous avons Ξpaq “ tp2qr1, 3s, p3qr1, 2su.
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Figure 4.19 – La partition de SF définie par Ξ, pour l’application polynomiale
dominante F px1, x2, x3q “ px1x2, x2x3, x1x2x3q
vi) Pour un point a “ p0, 0, α3q P SF3 X SF1 , il existe une classe de suites équiva-
lentes rtξkus “
“ `
k, 1
k2
, α3k
˘(‰
telles que ξk tend vers l’infini et F pξkq tend vers a.
Nous avons Ξpaq “ tp1, 3qr2su.
vii) Enfin, considérons l’origine 0 P SF1 X SF2 X SF3 , il existe quatre classes
d’équivalence
“ `
λ, 1
k2
, k
˘(‰
avec λ P C, rtpk, 0, kqu, “ ` 1
k2
, k, 0
˘(‰
et rtpk, 0, µqus
avec µ P C telles que les suites tendent vers l’infini et leurs images tendent vers a.
Donc nous avons
Ξpaq “ tp3qr1, 2s, p1, 3qr2s, p2qr1, 3s, p1qr2, 3su.
La stratification de l’ensemble SF , définie par Ξ, est donnée par la filtration :
SF Ą 0α1 Y 0α2 Y 0α3 Ą t0u Ą H.
Exemple 4.2.23. Soit l’application polynomiale F : C4px1,x2,x3,x4q Ñ C4pα1,α2,α3,α4q
définie par
F px1, x2, x3, x4q “ px1x2, x2x3, x3x4, x4x1q.
Rappelons que cette application n’est pas dominante. L’ensemble SF est égal à
l’ensemble F pC4px1,x2,x3,x4qq, c’est l’hypersurface d’équation α1α3 “ α2α4.
i) Prenons un point a “
´
α1, α2, α3,
α1α3
α2
¯
P SF , où α1, α2 ‰ 0. Il existe deux
classes d’équivalence de suites
”!´
1
k
, kα1,
α2
α1k
, α3α1k
α2
¯)ı
et
”!´
k, α1
k
, α2k
α1
, α3α1
α2k
¯)ı
,
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tendant vers l’infini et telles que leurs images tendent vers a. Nous avons Ξpaq “
tp2, 4qr1, 3s, p1, 3qr2, 4su.
ii) Prenons un point a “ p0, 0, α3, α4q P S12 , où α3 ‰ 0. Il existe trois classes
d’équivalence de suites
”!´
α4
α3k
, µ, 1
k
, α3k
¯)ı
, où µ P C ;
”!´
kα4
α3
, 0, k, α3
k
¯)ı
; et”!´
α4
k2α3
, k, 1
k2
, k2α3
¯)ı
tendant vers l’infini telles que leurs images tendent vers a.
Nous avons donc Ξpaq “ tp4qr1, 2, 3s, p1, 3qr2, 4s, p2, 4qr1, 3su.
iii) Prenons un point a “ p0, α2, α3, 0q P S22 . Il existe trois classes d’équivalence de
suites
“ `
λ, α2
k
, k, α3
k
˘(‰
, où λ P C ; “ `0, α2k, 1k , α3k˘(‰ ; et ”!´k, 1k2 , α2k2, α3α2k2¯)ı,
tendant vers l’infini telles que leurs images tendent vers a. Nous avons Ξpaq “
tp3qr1, 2, 4s, p2, 4qr1, 3s, p1, 3qr2, 4su.
iv) Prenons un point a “ pα1, 0, 0, α4q P S32 , où α1 ‰ 0. Il existe trois classes
d’équivalence de suites
”!´
α1k,
1
k
, µ, α4
α1k
¯)ı
, où µ P C ;
”!´
α1
k
, k, 0, α4k
α1
¯)ı
; et“ `
α4k, 0, α3k
2, 1
k2
˘(‰
tendant vers l’infini telles que leurs images tendent vers a.
Nous avons donc Ξpaq “ tp1qr2, 3, 4s, p2, 4qr1, 3s, p1, 3qr2, 4su.
iv) Prenons un point a “ p0, 0, α3, 0q P S11 . Il existe quatre classes d’équivalence
de suites
“ `
λ, 0, α3k,
1
k
˘(‰
;
“ `
0, µ, α3
k
, k
˘(‰
, où λ, µ P C ; “ `0, k, 1
k2
, k2α3
˘(‰
; et“ `
k2, 0, k, α3
k
˘(‰
, tendant vers l’infini telles que leurs images tendent vers a. Nous
avons donc Ξpaq “ tp3qr1, 2, 4s, p4qr1, 2, 3s, p2, 4qr1, 3s, p1, 3qr2, 4su.
v) Prenons un point a “ p0, 0, 0, α4q P S21 . Il existe quatre classes d’équivalence
de suites
“ `
1
k
, λ, 0, α4k
˘(‰
;
“ `
k, 0, µ, α4
k
˘(‰
, où λ, µ P C ; “ `k, 0, k2, α4
k2
˘(‰
; et“ `
0, k, α4
k2
, k2
˘(‰
, tendant vers l’infini telles que leurs images tendent vers a. Nous
avons donc Ξpaq “ tp4qr1, 2, 3s, p1qr2, 3, 4s, p2, 4qr1, 3s, p1, 3qr2, 4su.
vi) Considérons le point a “ p0, 0, 0, 0q “ S12 X S22 X S32 “ S11 X S21 , il existe six
classes d’équivalence de suites
rtp0, k, 0, kqus, rtpk, 0, k, 0qus, rtp0, k, 0, λqus,
rtpµ, 0, k, 0qus, rtpk, 0, ν, 0qus rtp0, η, 0, kqus,
où λ, µ, ν, η P C, tendant vers l’infini et telles que leurs images tendent vers a. Alors
nous avons
Ξpaq “ tp2, 4qr1, 3s, p1, 3qr2, 4s, p2qr1, 3, 4s, p3qr1, 2, 4s, p1qr2, 3, 4s, p4qr1, 2, 3su.
La stratification de l’ensemble SF , définie par Ξ, est donc donnée par la filtration :
SF Ą S12 Y S22 Y S32 Ą S11 Y S21 Ą t0u Ą H.
Exemple 4.2.24. Soit l’application polynomiale dominante F : C3px1,x2,x3q Ñ C3pα1,α2,α3q
telle que
F px1, x2, x3q “ px1, x2, x1x2x3q.
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Figure 4.20 – La stratification de SF , définie par Ξ, pour l’application polynomiale
dominante F “ px1x2, x2x3, x3x4, x4x1q
Nous avons l’ensemble SF “ SF1 Y SF2 , où SF1 “ tα1 “ 0u et SF2 “ tα2 “ 0u.
i) Pour un point a “ p0, α2, α3q P SF1 tel que α2 ‰ 0, il existe des suites tendant
vers l’infini
!´
1
k
, α2,
kα3
α2
¯)
si α3 ‰ 0 et
 `
1
k2
, α2, k
˘(
si α3 “ 0 telles que leurs images
tendent vers a et toutes les autres suites tξku tendant vers l’infini telles que F pξkq
tend vers a sont “du même type”. Nous avons Ξpaq “ tp3qr1su.
ii) Pour un point a “ pα1, 0, α3q P SF2 tel que α1 ‰ 0, il existe des suites tendant
vers l’infini
!´
α1,
1
k
, kα3
α1
¯)
si α3 ‰ 0 et
 `
α1,
1
k2
, k
˘(
si α3 “ 0 telles que leurs images
tendent vers a et toutes les autres suites tξku tendant vers l’infini telles que F pξkq
tend vers a sont “du même type”, nous avons Ξpaq “ tp3qr2su.
iii) Pour un point a “ p0, 0, α3q P 0α3 “ SF1 X SF2 , il existe des suites tendant
vers l’infini
 `
1
k
, 1
k
, k2α3
˘(
si α3 ‰ 0 et
 `
1
k
, 1
k
, k
˘(
si α3 “ 0 telles que leurs images
tendent vers a et toutes les autres suites tξku tendant vers l’infini telles que F pξkq
tend vers a sont “du même type”. Nous avons Ξpaq “ tp3qr1, 2su.
La stratification de SF , définie par Ξ, est donnée par la filtration :
SF Ą 0α3 Ą H.
Remarque 4.2.25. L’ensemble SF et la stratification de SF définie par Ξ ne sont
pas “stables” par changement de variables, comme le montre l’exemple suivant :
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Exemple 4.2.26. Revenons à l’application polynomiale dominante F : C3px1,x2,x3q Ñ
C3pα1,α2,α3q telle que F px1, x2, x3q “ px1px2 ´ x3q, x22 ´ x23, x22 ´ x21q. Nous savons que
l’ensemble SF est le plan α2 “ 2α1 avec la suite de la forme
 `
k ` λ
k
, k ` µ
k
, k ` ν
k
˘(
.
Donc SF est une hypersurface irréductible avec la façon κ “ p1, 2, 3q.
Effectuons le changement de variables :
x11 “ x1, x12 “ x2 ´ x1, x13 “ x2 ´ x3.
L’application F devient l’application
F 1px11, x12, x13q “ px11x13, x13p2x12 ` 2x11 ´ x13q, x12px12 ` 2x11qq.
Alors SF 1 est l’union deux hypersurfaces irréductibles SF 11 “ tα2 “ 2α1u et SF 12 “tα2 “ ´2α1u. Sur SF 11 nous avons une façon p1qr2, 3s, correspondant à la suite `
k ` λ
k
, µ
k
, ν
k
˘(
. Sur SF 12 nous avons une façon p1, 2qr3s, correspondant à la suite `´k ` λ
k
, 2k ` µ
k
, ν
k
˘(
. Sur 0α3 “ SF 11 X SF 12 nous avons deux façons p1qr2, 3s et
p1, 2qr3s, correspondant aux suites  `α3k
2
, 1
k
, 0
˘(
et
 `´k ` α3
4k
, 2k, 0
˘(
.
La stratification obtenue de SF 1 est donc donnée par :
SF 1 Ą 0α3 Ą H.
Remarque 4.2.27. La définition de la partition de SF définie par Ξ est, en fait, la
“formalisation” de l’idée “diviser l’ensemble SF décrit par Jelonek en hypersurfaces
irréductibles”, ce qui est éclairé dans la partie suivante.
4.3 Relations entre la partition de l’ensemble SF par
Jelonek et la stratification de SF par Ξ
Remarque 4.3.1. Le théorème 2.3.2 de Jelonek, page 34, donne une méthode pour
déterminer l’ensemble SF d’une application polynomiale dominante F : Cn Ñ Cn
comme suit : Soit CpF1, . . . , Fnq Ă Cpx1, . . . , xnq une extension de corps. Pour chaque
i, soit une équation irréductible de xi sur CrF1, . . . , Fns
niÿ
k“0
φikpF qxni´ki “ 0,
où les φik sont des polynômes. Alors, nous avons SF “ S.
L’idée de “diviser l’ensemble SF décrit par Jelonek en hypersurfaces irréductibles”
procède comme suit : Supposons que a soit un point d’une composante Sn´1 de
dimension n´ 1 de SF définie par Ξ et que tξaku “ tpxa1,k, . . . , xan,kq soit une suite de
Cnx tendant vers l’infini telle que F pξakq tende vers le point a. D’après la remarque
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4.2.9, page 76, pour m “ 1, . . . , n, si Fmpξakq ne tend pas vers 0, nous pouvons écrire
Fmpxq comme une combinaison linéraire de produits d’éléments de la forme :
F 1mpxqF 2mpxqF 3mpxq ` F 1mpxq, (4.3.2)
où :
i) F rm sont des polynômes irréductibles,
ii) F 1mpξakq tend vers un nombre complexe fixé,
iii) si F 1mpxq ‰ 1, alors F 1mpξakq tend vers 0 avec le même degré que celui avec
lequel F 2mpξakq tend vers l’infini de manière à ce que F 1mpξakqF 2mpξakq et F 3mpξakq tendent
vers des nombres complexes quelconques.
D’après la définition 4.2.17, page 78, sur une composante Sn´1 de SF définie par
Ξ, alors pour chaque m, Fmpξakq doit tendre ou bien vers un nombre complexe fixé
pour tout point a P Sn´1, ou bien vers un nombre complexe quelconque pour tout
point a P Sn´1. Cela veut dire que les points de Sn´1 doivent satisfaire une équation
polynomiale irréductible fixée pEq. L’adhérence Sn´1 de Sn´1 est fermée dans SF
donc dimSn´1 “ n ´ 1 et Sn´1 est définie par l’équation pEq. Cela signifique que
nous avons “partitionné” l’hypersurface algébrique dont l’équation est φpF q “ 0 dans
le théorème 2.3.2 de Jelonek [J1] en hypersurfaces algébriques irréductibles définies
par les équations polynomiales de la forme pEq, en cherchant les façons de SF et les
hypersurfaces algébriques irréductibles correspondantes.
Nous donnons maintenant une justification alternative de ce fait ainsi que des
exemples, où l’ensemble SF sera trouvé par le théorème de Jelonek et aussi par la
méthode des “façons”, afin de justifier les relations entre ces deux méthodes.
Exemple 4.3.3. Soit F “ pF1, F2, F3q : C3px1,x2,x3q Ñ C3pα1,α2,α3q l’application poly-
nomiale dominante telle que
F1 :“ x1x2, F2 :“ x2x3, F3 :“ x3x1.
Pour déterminer l’ensemble SF par le théorème de Jelonek, il faut résoudre les
équations suivantes
niÿ
k“0
φikpF qxni´ki “ 0, @i “ 1, 2, 3.
Pour i “ 1, nous avons px2x3qx21 ´ px1x2qpx3x1q “ 0, alors φ10pF q “ F2.
Pour i “ 2, nous avons px1x3qx22 ´ px1x2qpx2x3q “ 0, alors φ20pF q “ F3.
Pour i “ 3, nous avons px1x2qx23 ´ px2x3qpx3x1q “ 0, alors φ30pF q “ F1.
L’ensemble SF est Y3i“1tpα1, α2, α3q P C3pα1,α2,α3q : φi0pF q “ 0u qui est l’union de
trois plans de coordonnées tα1 “ 0u Y tα2 “ 0u Y tα3 “ 0u dans C3pα1,α2,α3q.
Avec notre méthode de “façons”, nous cherchons les façons possibles sur les hyper-
surfaces irréductibles de SF . En fait, supposons que la suite px1,k, x2,k, x3,kq tende
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vers l’infini mais que la suite px1,kx2,k, x2,kx3,k, x3,kx1,kq ne tende pas vers l’infini.
Nous voyons que les rôles de x1,k, x2,k et x3,k sont les mêmes. Nous voyons aussi que
les coordonnées x1,k, x2,k et x3,k peuvent tendre vers l’infini, vers 0, mais ne peuvent
pas tendre vers un nombre différent de 0. En fait, si x1,k tend vers λ ‰ 0, alors x2,k
et x3,k ne peuvent pas tendre vers l’infini, d’où la contradiction avec px1,k, x2,k, x3,kq
tend vers l’infini. Supposons que deux coordonnées tendent vers l’infini, par exemple
x1,k et x2,k tendent vers l’infini, alors x1,kx2,k tend vers l’infini, d’où la contradic-
tion avec px1,kx2,k, x2,kx3,k, x3,kx1,kq ne tend pas vers l’infini. Donc il n’y a qu’une
coordonnée tendant vers l’infini. Nous avons les trois cas possibles suivants :
1) ou bien x1,k tend vers l’infini et x2,k, x3,k tendent vers 0 telles que x1,kx2,k
et x1,k, x3,k tendent vers λ, ν dans C. Nous obtenons une hypersurface irréductible
SF1 “ tα2 “ 0u de dimension 2 de SF . La façon de SF1 est p1qr2, 3s.
2) ou bien x2,k tend vers l’infini et x1,k, x3,k tendent vers 0 telles que x1,kx2,k
et x2,k, x3,k tendent vers λ, µ dans C. Nous obtenons une hypersurface irréductible
SF1 “ tα3 “ 0u de dimension 2 de SF . La façon de SF2 est p2qr1, 3s.
3) ou bien x3,k tend vers l’infini et x1,k, x2,k tendent vers 0 telles que x2,kx3,k
et x3,k, x1,k tendent vers µ, ν dans C. Nous obtenons une hypersurface irréductible
SF1 “ tα1 “ 0u de dimension 2 de SF . La façon de SF3 est p3qr1, 2s.
Exemple 4.3.4. Soit F “ pF1, F2, F3q : C3px1,x2,x3q Ñ C3pα1,α2,α3q l’application poly-
nomiale dominante telle que
F1 :“ x1, F2 :“ x2, F3 :“ x1x2x3.
Pour déterminer l’ensemble SF par le théorème de Jelonek, il faut résoudre les
équations suivantes
niÿ
k“0
φikpF qxni´ki “ 0, @i “ 1, 2, 3.
Avec i “ 1, nous avons x1 ´ F1 “ 0, alors φ10pF q “ 1, la contribution de la première
coordonnée à SF est donc vide.
Avec i “ 2, nous avons x2´F2 “ 0, alors φ20pF q “ 1, la contribution de la deuxième
coordonnée à SF est donc vide.
Avec i “ 3, nous avons F1F2x3 ´ F3 “ 0, alors φ30pF q “ F1F2.
L’ensemble SF est Y3i“1tpα1, α2, α3q P C3pα1,α2,α3q : φi0pF q “ 0u qui est l’union de
deux plans de coordonnées tα1 “ 0u Y tα2 “ 0u dans C3pα1,α2,α3q.
Avec notre méthode des “façons”, nous cherchons les façons possibles sur les
hypersurfaces irréductibles de SF . Supposons que la suite tξku “ tpx1,k, x2,k, x3,kqu
tende vers l’infini mais que la suite tF pξkqu “ tpx1,k, x2,k, x1,kx2,kx3,kqu ne tende pas
vers l’infini. Nous voyons que x1,k et x2,k ne peuvent pas tendre vers l’infini. Donc
x3,k tend vers l’infini. Nous avons deux cas possibles suivants :
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1) ou bien x3,k tend vers l’infini et x1,k tend vers 0 telles que x1,kx3,k tend vers λ
dans C. Supposons que x2,k tende vers µ dans C. Nous obtenons une hypersurface
irréductible SF1 “ tα1 “ 0u de dimension 2 de SF . La façon de SF1 est p3qr1s.
2) ou bien x3,k tend vers l’infini et x2,k tend vers 0 telles que x2,kx3,k tend vers λ
dans C. Supposons que x1,k tende vers µ dans C. Nous obtenons une hypersurface
irréductible SF1 “ tα2 “ 0u de dimension 2 de SF . La façon de SF2 est p3qr2s.
Des deux exemples ci-dessus, nous déduisons les remarques suivantes :
Remarque 4.3.5. Dans le théorème 2.3.2 de Jelonek, les équations φi0paq “ 0 ne
sont peut-être pas irréductibles. Mais avec la méthode de détermination de SF par
les façons, nous pouvons toujours “subdiviser” SF en hypersurfaces irréductibles dont
l’équation est φ1ipα1, . . . , αnq “ 0. De plus, chaque hypersurface irréductible admet
un ensemble de façons différent de l’ensemble des façons des autres hypersurfaces
irréductibles de SF .
Remarque 4.3.6. Avec la méthode de détermination de l’ensemble SF par les fa-
çons, nous voyons aussi que si F : Cn Ñ Cn est une application polynomiale domi-
nante alors l’ensemble SF contient au maximum n hypersurfaces irréductibles. En
fait, si SF contient n`1 hypersurfaces irréductibles d’équations φ1ipF1, . . . , Fnq “ 0,
pour i “ 1, . . . , n, alors les polynômes F1, . . . , Fn sont dépendants, d’où la contra-
diction avec F dominante, par le lemme 1.2.12, page 29. Par ailleurs, dans le cas
n “ 2, l’ensemble SF est irréductible.
L’exemple suivant nous montre que, dans quelques cas, une hypersurface irréduc-
tible qui n’est pas lisse dans le théorème 2.3.2 de Jelonek, sera stratifiée en strates
lisses définies par Ξ.
Exemple 4.3.7. Soit l’application polynomiale F : C4px1,x2,x3,x4q Ñ C4pα1,α2,α3,α4q
définie par
F px1, x2, x3, x4q “ px1x2 ` x1x3, x2x3, x3x4 ` x3, x4x1 ` x1q.
L’ensemble SF est le cône C dont l’équation est α1α3 “ α2α4 avec la façon p2, 4qr1, 3s.
Montrons maintenant que cette application est dominante. Prenons un point
pα1, α2, α3, α4q dans C4pα1,α2,α3,α4q telle que α1α3 ‰ α2α4. Considérons le système
d’équations suivant :
x1x2 ` x1x3 “ α1, x2x3 “ α2, x3x4 ` x3 “ α3, x4x1 ` x1 “ α4. (4.3.8)
Puisque α1α3 ‰ α2α4, nous avons
x1x3px2 ` x3qpx4 ` 1q ‰ x1x2x3px4 ` 1q (4.3.9)
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et x1, x3 et x4 ` 1 ne sont pas nuls. Le système d’équations (4.3.8) devient :
x2 ` x3 “ α1
x1
, x2 “ α2
x3
, x3 “ α3
x4 ` 1 , x1 “
α4
x4 ` 1 .
Remplaçons x1, x2, x3 dans l’équation x2 ` x3 “ α1x1 , nous obtenons :
α2px4 ` 1q
α3
` α3
x4 ` 1 “
α1px4 ` 1q
α4
.
Puisque α1α3 ‰ α2α4 alors α3 et α4 ne sont pas nuls, donc nous avons
pα1α3 ´ α2α4qpx4 ` 1q2 “ α23α4. (4.3.10)
Nous avons α2α4´α1α3 ‰ 0. Donc l’équation (4.3.10) admet toujours des solutions.
Le système d’équation (4.3.8) admet donc toujours des solutions. L’application F
est dominante.
Avec le théorème de Jelonek, nous savons seulement que SF est le cône complexe
C de dimension 3 dans C4. Ce cône n’est pas stratifié.
De même que dans l’exemple 4.3.7, une stratification de SF définie par Ξ admet
l’origine t0u comme strate de dimension 0. Cette stratification est une stratification
de Whitney.
4.4 Partition de SF définie par Ξ˚
4.4.1 Pourquoi définir la partition de SF définie par Ξ˚ ?
Une question naturelle est de savoir si, en général, la partition de SF définie par Ξ
d’une application polynomiale dominante F : Cn Ñ Cn est une bonne stratification ?
En fait, la partition de SF définie par Ξ est une bonne stratification pour les exemples
donnés dans cette thèse pour les applications polynomiales dominantes F : C3 Ñ C3
et dans quelques cas particuliers, par exemple, le cas où la dimension n “ 3 et le
degré de F est d “ 2, ce qui sera l’objet de la promenade du chapitre 6. Par contre,
cela n’est pas vrai en général, comme le montre l’exemple suivant :
Exemple 4.4.1. Soit F : C2px1,x2q Ñ C2pα1,α2q une application polynomiale dominante
telle que F px1, x2q “
`px1x2q2, px1x2q3 ` x1˘. Il n’y a qu’une seule façon κ “ p2qr1s
correspondant à la suite tξku “
 `
1
k
, kα
˘(
si α ‰ 0 et tξku “
 `
1
k2
, kα
˘(
si α “ 0.
Nous voyons que F pξkq tend vers pα2, α3q et SF est une courbe ayant un point
singulier à l’origine.
La question est donc de savoir pourquoi la stratification de SF ne marche pas
dans l’exemple 4.4.1 ? Nous devons comprendre la différence entre “la façon r2sp1q
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à l’origine 0” et “la façon r2sp1q au point a P SF zt0u” ? Rappelons d’abord que,
la propriété de “propreté” peut se caractériser de manière suivante : L’application
polynomiale F : Cn Ñ Cn n’est pas propre en a P Cn si et seulement s’il existe une
courbe γ :s0,`8rÑ Cn tendant vers l’infini et telle que F ˝ γ tend vers a. Dans
l’exemple 4.4.1, nous voyons qu’en fait, pour un point a “ pα2, α3q dans SF zt0u,
nous devons choisir une courbe du type Cu “
`
1
ur
, αus
˘
, où u P s 0,`8r et r doit être
égal à s. Mais à l’origine 0, nous devons choisir une courbe du type C 1u “
`
1
ur
, αus
˘
où r ą s. Le degré avec lequel la première coordonnée tend vers 0 est plus grand
que le degré avec lequel la deuxième coordonnée tend vers l’infini. Nous allons noter
p2qr1˚s la façon correspondant à cette courbe. Nous voyons que la courbe F pC 1uq
admet une “forme” différente des courbes F pCuq (voir dessin 4.21).
Dans le dessin suivant, nous voyons qu’avec les points a1, a2, a3, . . . de SF zt0u,
nous avons les courbes “parallèles” C1u, C2u, C3u, . . . dans l’espace 0x1x2. Ces courbes
nous fournissent les images “parallèles” dans l’espace 0α1α2. La courbe Cu corres-
pondante à l’origine 0 n’est pas parallèle aux courbes Ciu, i “ 1, 2, 3, . . ., donc son
image tend vers 0 avec un “autre type” que celui des courbes F pCiuq (voir la figure
4.21).
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est changé 
Figure 4.21 – Les courbes correspondantes aux "façons étoiles"
Cela est la raison pour laquelle l’espace tangent de F pC2px1,x2qq change au point
0 et nous fournit un point singulier. Pour résoudre ce problème, nous allons donner
la définition 4.4.2 de “la partition de SF définie par Ξ˚”. Mais d’abord, pour éclairer
cette définition, nous observons les “feuilletages” créés par les courbes tendant vers
l’infini et telles que leurs images tendent vers les points de SF .
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4.4.2 Feuilletages de l’ensemble de Jelonek et de l’ensemble
des Valette
Revenons à l’exemple 3.3.2, page 49 de l’application polynomiale dominante
F : R2px1,x2q Ñ R2pα1,α2q F px1, x2q “
`
x1, x
2
1x
2
2 ` 2x21x2
˘
.
Rappelons que l’ensemble SF est le demi-axe tpα1, α2q P R2pα1,α2q : α1 “ 0, α2 ě 0u,
avec les suites correspondantes ξk “ px1,k, x2,kq telles que x1,k tend vers 0 et x2,k
tend vers l’infini. D’une part, nous voyons que, de nouveau, l’origine 0 est la partie
singulière de SF et la suite correspondante est telle que la première coordonnée tend
vers 0 avec un degré plus grand que celui avec lequel la deuxième coordonnée tend
vers l’infini, ce qui sera noté “façon” (2)[1*] dans la définition 4.4.2. Par contre, la
suite correspondante au point a P SF zt0u est telle que la première coordonnée tend
vers 0 avec le même degré que celui avec lequel la deuxième coordonnée tend vers
l’infini, ce qui sera noté “façon” (2)[1] dans la définition 4.4.2 . D’autre part, pour un
point a “ p0, α2q P SF zt0u, il existe quatre courbes tendant vers l’infini dans l’espace
source 0x1x2 :
C1 “
ˆ
1
u
, u
˙
, C2 “
ˆ
1
u
,´u
˙
, C3 “
ˆ´1
u
, u
˙
, C4 “
ˆ´1
u
,´u
˙
,
telles que :
+ les quatre courbes F pCiq tendent vers a P SF dans l’espace du but 0α1α2,
+ les quatre courbes hF pCiq tendent vers a P SF ˆ 0R4 Ă VF dans l’espace
0α1α2 ˆ R4, où hF “ pF, ψ1, . . . , ψ4q.
Nous avons donc des “feuilletages” de l’espace 0x1x2, de l’ensemble de Jelonek
SF et de l’ensemble des Valette VF comme indiqué sur le dessin 4.22.
Puisque l’origine 0R2 dans l’espace 0α1α2 est la partie singulière de SF , l’origine
0R6 est une partie singulière de VF dans l’espace 0α1α2 ˆ R4. De plus en plus près
de l’origine, les courbes correspondantes vont changer de “forme”, c’est-à-dire elles
vont “pencher” le long des courbes correspondantes à l’origine. C’est la raison pour
laquelle quand nous adoptons la définition la façon définie par Ξ˚, nous allons obtenir
une partie singulière de SF (en fait, ici, c’est SF ˆ t0Rpu) : l’ensemble des Valette
VF va “pencher” le long des coubres correspondant à ces façons. Ainsi la partition
de SF définie par Ξ˚ nous fournit une bonne stratification de SF . L’idée de définir
cette partition est de “distinguer” entre les courbes tendant vers l’infini en utilisant
le “degré”, c’est-à-dire, décrire la “vitesse” avec laquelle un point de l’ensemble de VF
tend vers la partie singulière de SF ˆ t0Rpu Ă VF .
4.4.3 Partition de SF définie par Ξ˚
Définition 4.4.2. Soit F : Cn Ñ Cn une application polynomiale dominante telle
que SF ‰ H. Définissons :
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Figure 4.22 – Les feuilletages de 0x1x2, de SF et de VF
1) “Une “façon étoile” κ˚pξakq du point a dans SF ”par l’induction comme suit :
i) Soit Sn´1 une composante de dimension n ´ 1 de la partition de SF définie
par Ξ. Pour tout a P Sn´1, il existe une suite tξaku “ tpxa1,k, . . . , xan,kqu tendant vers
l’infini telle que F pξakq tende vers a. Nous “subdivisons” Sn´1 en deux parties S et
Sn´1zS , où S Ă Sn´1 telles que :
a) les degrés des suites coordonnées de la suite correspondant au point a sont
stables, c’est-à-dire ne changent pas quand a décrit Sn´1zS ,
b) les degrés des suites coordonnées de la suite correspondant au point a changent
quand a passe de Sn´1zS à S . Alors :#
κ˚pξakq :“ κpξakq si a P Sn´1zS ,
κ˚pξakq “ pi1, . . . , iΘ˚, . . . , ipqrj1, . . . , jΩ˚, . . . , jqs sinon,
où
a) κpξakq “ pi1, . . . , iΘ, . . . , ipqrj1, . . . , jΩ, . . . , jqs,
b) les degrés des suites coordonnées xi˚Θ tendant vers l’infini et xj˚Ω tendant vers
un nombre complexe changent avec les suites xiΘ et xjΩ quand a décrit Sn´1zS , tels
que Fipξakq change son degré, pour certains polynômes coordonnées Fi de F . Notons
que Θ et Ω sont des ensembles d’indices dans t1, . . . , nu.
ii) Soit Sν une composante de dimension ν ă n´ 1 de SF de la partition définie
par Ξ. Nous “subdivisons” Sν en deux parties S et SνzS comme dans le cas i).
Alors : #
κ˚pξakq :“ κ˚pξakq si a P SνzS ,
κ˚pξakq “ pi1, . . . , iΘ˚, . . . , ipqrj1, . . . , jΩ˚, . . . , jqs sinon,
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où certains indices sont déjà des indices étoilés, les indices des suites coordonnées
changeant de degré sont de nouveau munis d’étoiles.
2) Ξ˚paq :“ tκ˚pξakq : ξak Ñ 8, F pξakq Ñ au.
3q or˚paq :“ 7pΞ˚paqq.
4) Deux points a1, a2 d’une composante de la partition de SF définie par Ξ˚ sont
dans la même strate 2 si et seulement si Ξ˚pa1q “ Ξ˚pa2q. Cette définition détermine
une partition de SF , appelée partition définie par Ξ˚.
Remarque 4.4.3. Par la définition 4.4.2, nous voyons que les façons étoiles des
strates de dimension la plus grande n’ont pas d’étoile. Par contre, les strates de
dimension la plus petite sont celles qui admettent le plus d’étoiles.
Remarque 4.4.4. orpaq “ or˚paq, pour tout a P SF .
Remarque 4.4.5. La partition de SF définie par Ξ˚ est plus fine que la partition
de SF définie par Ξ. Les exemples suivants vont éclairer ce fait et ainsi la définition
4.4.2.
Exemple 4.4.6. Revenons à l’exemple 4.2.20, page 79 de l’application polynomiale
dominante
F : C3px1,x2,x3q Ñ C3pα1,α2,α3q F “ px21 ´ 1, x2 ` 2, px21 ´ 1qpx2 ` 2qx3q.
Rappelons que la partition de SF définie par Ξ est la stratification donnée par la
filtration :
SF Ą 0α3 Ą H,
où :
+ Ξpaq “ tp3qr1su pour les points a de S12 “ p0α2α3qz0α3 avec la suite corres-
pondante
´
1` 1
k
, α2 ´ 2, α32α2
¯
.
+ Ξpaq “ tp3qr2su pour les points a de S22 “ p0α1α3qz0α3 avec la suite corres-
pondante
`?
1` α1, 1k ´ 2, kα32
˘
.
+ Ξpaq “ tp3qr1, 2su pour les points a de S1 “ 0α3 avec la suite correspondante´
1` 1
k
, 1
k
´ 2, α3k2
2
¯
.
Déterminons la partition de SF définie par Ξ˚ :
+ Ξ˚paq “ tp3qr1su pour les points a de S12 .
+ Ξ˚paq “ tp3qr2su pour les points a de S22 .
+ Ξ˚paq “ tp3˚qr1˚, 2˚su pour les points a de S1, puisque la suite correspondante
est
´
1` 1
k
, 1
k
´ 2, α3k2
2
¯
: le degré de la troisième coordonnée change avec les points
a P S12YS22 ; le degré de la première coordonnée change avec les points a P S22 (notons
qu’ici, nous disons qu’une suite tendant vers un nombre complexe fixe (indépendant
2. nous anticipons ici le résultat du théorème 4.4.8
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de a) admet un degré plus petit qu’une suite tendant vers un nombre complexe
variable) ; le degré de la deuxième coordonnée change avec les points a P S12 .
+ Avec l’origine 0 “ p0, 0, 0q, nous avons la suite correspondante p1,´2, kq donc
la façon étoile de ce point est p3˚˚qr1˚˚, 2˚˚s.
La stratification de SF définie par Ξ˚ est donnée par la filtration :
SF Ą 0α3 Ą t0u Ą H,
qui est plus fine que la stratification de SF définie par Ξ (voir figure 4.23).
 
O 
SF1 
SF2 
Figure 4.23 – La stratification de SF , définie par Ξ˚, pour l’application polynomiale
dominante F “ px21 ´ 1, x2 ` 2, px21 ´ 1qpx2 ` 2qx3q
Exemple 4.4.7. Revenons à l’exemple 4.2.22, page 80 de l’application dominante
F : C3px1,x2,x3q Ñ C3pα1,α2,α3q F px1, x2, x3q “ px1x2, x2x3, x1x2x3q.
Rappelons que la stratification de SF définie par Ξ est donnée par la filtration :
SF “ S12 Y S22 Y S32 Ą S11 Y S21 Y S31 Ą S0 “ t0u Ą H,
où
S12 “ p0α1α3q, S22 “ p0α2α3q, S32 “ p0α1α2q,
S11 “ 0α1, S21 “ 0α2, S31 “ 0α3
et S0 est l’origine.
En cherchant les façons étoiles de SF , nous obtenons que la stratification de SF
définie par Ξ˚ est la stratification de SF définie par Ξ comme le montre la figure
4.24.
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Figure 4.24 – La stratification de SF , définie par Ξ˚, pour l’application
F px1, x2, x3q “ px1x2, x2x3, x1x2x3q.
4.4.4 La partition de SF définie par Ξ˚ est une bonne strati-
fication
La question naturelle se pose de savoir si la partition de SF , définie par Ξ˚,
d’une application polynomiale polynomiale dominante est une bonne stratification ?
La réponse est oui, comme le montre le théorème suivant :
Théorème 4.4.8. Soit F “ pF1pxq, . . . , Fnpxqq : Cn Ñ Cn une application polyno-
miale dominante telle que SF ne soit pas vide. Alors, la partition de l’ensemble SF en
classes d’équivalence définie par les façons étoiles est une stratification satisfaisant
la condition de frontière.
Démonstration. Supposons que pSq soit la partition de SF définie par Ξ˚ et (S 1) soit
la partition de SF définie par Ξ. Observons d’abord que :
+ D’après la remarque 4.3.1, chaque adhérence d’une composante de (S 1) admet
un système (fixé) d’équations. Par ailleurs, deux adhérences de deux composantes
différentes de (S 1) admettent deux systèmes d’équations différents.
+ D’après la définition 4.4.2, si S est une composante de pSq et S 1 est une
composante de pS 1q telle que S Ă S 1 et dimS “ dimS 1, alors S “ S 1.
Considérons maintenant Sν une composante de (S) et prouvons que Sν est lisse.
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Prenons un point b P Sν et supposons que b soit un point singulier. Il y a deux cas
possibles :
1) Ou bien b est dans une composante Sη de (S), de dimension η plus petite
que ν, telle que Sη “ Sν X S 1ν , où S 1ν est autre composante de dimension ν de
(S). Le système d’équations de Sη est donc différent du système d’équations de Sν .
L’ensemble des façons de b est donc différent de l’ensemble des façons de Sν , d’où la
contradiction avec la définition 4.4.2, pour le fait que b est un point de Sν .
2) Ou bien il n’existe pas de telle composante S 1ν de (S) que Sν X S 1ν contienne
b. Puisque b est un point singulier de Sν , alors b ˆ 0Rp est un point singulier de
l’ensemble des Valette VF . Les courbes dans VF , correspondant aux points réguliers
de Sν ˆ0Rp doivent changer leurs “formes” quand ces points arrivent près de bˆ0Rp .
C’est-à-dire, la courbe (dans VF ) correspondant au point b ˆ 0Rp n’admet pas la
même “forme” que les courbes correspondant aux points réguliers de Sν ˆ 0Rp . Cela
signifie que certaines de suites coordonnées correspondant au point b changent de
degré. Il existe donc au moins une façon étoile du point b qui n’est pas contenue
dans l’ensemble des façons de Sν , d’où la contradiction avec la définition 4.4.2, pour
le fait que b est un point de Sν .
Prouvons maintenant que cette stratification sastifait la condition de frontière.
Supposons que SνzSν ‰ H. Puisque SF est fermé, nous avons SνzSν Ă SF . Prenons
un point c dans SνzSν . Comme c n’est pas un point de la strate Sν , ce point est
contenu dans une autre strate Sη de (S). Il y a deux cas possibles :
1) Ou bien Sη “ Sν X S 1ν , où S 1ν est autre strate de dimension ν de (S) : Sη
est une variété algébrique admettant un système d’équations composé du système
d’équations de Sν et du système d’équations de S 1ν . Puisque la composante S 1ν est
différente de la composante Sν dans (S), le système d’équations de Sν est différent du
système d’équations de S 1ν . Alors le nombre d’équations dans le système d’équations
de Sη est plus grand que le nombre d’équations dans le système d’équations de Sν .
Donc Sη est une variété algébrique de dimension plus petite que la dimension de Sν .
Alors Sη est une strate de dimension plus petite que la dimension de Sν dans (S).
2) Ou bien Sη Ĺ Sν et il n’existe pas de telle composante S 1ν de (S) que Sη “
SνXS 1ν : puisque Sη et Sν sont des variétés algébriques, la dimension de Sη doit être
plus petite que la dimension de Sν . La dimension de Sη est donc plus petite que la
dimension de Sν .
Définition 4.4.9. La stratification de SF définie par les façons étoiles est appelée
la stratification définie par les façons.
Donnons ici un exemple pour éclairer le théorème 4.4.8 ci-dessus et aussi pour
mieux comprendre l’ensemble des Valette VF . En fait les courbes correspondantes
avec les “façons étoiles” jouent un rôle très important pour bien comprendre “la
forme” de l’ensemble VF d’une application polynomiale F : Kn Ñ Kn, où K “ R ou
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K “ C. Ici, pour pouvoir dessiner l’ensemble des Valette VF , nous donnons l’exemple
suivant dans le cas réel R2, mais par contre, il est choisi pour que l’ensemble SF soit
une hypersurface.
Exemple 4.4.10. Soit l’application polynomiale F : R2px1,x2q Ñ R2pα1,α2q définie par
F px1, x2q “
`px1x2q2, px1x2q3 ` x1˘ .
L’ensemble SF est le “cusp” tpα1, α2q P R2pα1,α2q : α31 “ α22u (voir figure 4.25).
Pour a P SF zt0u, nous avons Ξ˚paq “ tp2qr1su avec la suite correspondante
`
1
k
, k
˘
.
Pour l’origine 0, nous avons la suite correspondante
`
1
k2
, k
˘
, Ξ˚p0q “ tp2qr1˚su. Une
stratification de SF est donc donnée par la filtration suivante :
SF Ą t0u Ą H.
L’ensemble SingF est composé des droites x1 “ 0 et x2 “ 0, puisque
|JF px1, x2q| “ ´2x21x2.
SingF divise donc l’espace source 0x1x2 en quatre parties :
U1 “ tpx1, x2q P R2px1,x2q : x1 ą 0, x2 ą 0u,
U2 “ tpx1, x2q P R2px1,x2q : x1 ă 0, x2 ą 0u,
U3 “ tpx1, x2q P R2px1,x2q : x1 ą 0, x2 ă 0u,
U4 “ tpx1, x2q P R2px1,x2q : x1 ă 0, x2 ă 0u,
comme dans la figure 4.26.
Nous savons maintenant que l’ensemble des Valette admet donc quatre “nappes”.
Nous avons
F px1 “ 0q “ tp0, 0qu, F px2 “ 0q “ tp0, x1qu.
L’ensemble K0pF q est donc l’axe 0α2 dans l’espace p0α1α2q.
Comment sont situées les quatre nappes de VF ? Par un calcul rapide, nous ob-
tenons
F pU1q “ F pU2q “ tpα1, α2q P R2pα1,α2q : α1 ą 0, α22 ą α31u,
F pU3q “ F pU4q “ tpα1, α2q P R2pα1,α2q : α1 ą 0, α22 ă α31u
(voir figure 4.27).
Dans l’espace p0α1α2qˆR4, F pU1q et F pU2q, d’une part, sortent du plan p0α1α2q,
d’autre part, sont “séparés” en hF pU1q et hF pU2q, comme dans la figure 4.28 . De la
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même manière, F pU3q et F pU4q sortent du plan p0α1α2q et sont séparés en hF pU3q
et hF pU4q dans l’espace 0α1α2 ˆ R4, comme dans la figure 4.29.
Comment sont collées les quatre nappes de VF ? Nous voyons que, pour un point
a “ pα3, α2q de SF zt0u, il existe deux courbes tendant vers l’infini Cu “
`
1
u
, αu
˘
et C 1u “
`´ 1
u
,´αu˘, où u P s0,`8r , telles que leurs images tendent vers a avec
les deux directions, données en figure 4.30. Donc hF pU1q et hF pU3q sont collées le
long de la partie de SF , là où la première coordonnée α1 est positive. De la même
manière, hF pU2q et hF pU4q sont collées le long de la partie de SF , là où la première
coordonnée α1 est négative. L’ensemble VF est donc de la forme donnée en figure
4.31 .
La partie singulière de VF est l’origine 0. Ceci est aussi un exemple pour laquel
la partie singulière de l’ensemble des Valette n’est ni l’ensemble SF , ni l’ensemble
K0pF q. Notons qu’ici, l’ensemble K0pF q sort du plan p0α1α2q avec les ensembles
F pUiq, i “ 1, . . . , 4, seul l’ensemble SF est dans le plan p0α1α2q.
 
Tyna6C C 
O 
Figure 4.25 – L’ensemble SF de l’application F px1, x2q “ ppx1x2q2, px1x2q3 ` x1q
 
U1 
U4 
U2 
U3 
O 
x2 
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Figure 4.26 – La partition de l’espace p0x1x2q, divisée par SingF , pour l’application
F px1, x2q “ ppx1x2q2, px1x2q3 ` x1q
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F(U3) = F(U4) 
F(U1) = F(U2) 
 
Figure 4.27 – Les images F pUiq, i “ 1, . . . , 4, où tUiui“1,...,4 est la partition de
R2px1,x2qzSingF , pour l’application F px1, x2q “ ppx1x2q2, px1x2q3 ` x1q
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Figure 4.28 – Les deux nappes hF pU1q et hF pU2q de l’ensemble des Valette VF pour
l’application F px1, x2q “ ppx1x2q2, px1x2q3 ` x1q
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Figure 4.29 – Les deux nappes hF pU3q et hF pU4q de l’ensemble des Valette VF pour
l’application F px1, x2q “ ppx1x2q2, px1x2q3 ` x1q
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F(C’u) 
Figure 4.30 – Les deux manières (directions) de tendre vers un point de l’ensemble
de Jelonek SF pour l’application F px1, x2q “ ppx1x2q2, px1x2q3 ` x1q
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Figure 4.31 – L’ensemble VF de l’application F px1, x2q “ ppx1x2q2, px1x2q3 ` x1q
Une question naturelle se pose de savoir si, en général, la stratification de SF
est une stratification de Thom-Mather et de Whitney. Pour étudier la stratification
de Thom-Mather, nous allons utiliser de nouveau des courbes correspondantes aux
façons de SF pour créer les voisinages tubulaires. Pour étudier la stratification de
Whitney, nous allons utiliser les courbes correspondantes aux façons de SF , en re-
gardant le changement de “degré” : Les courbes correspondantes de la même façon
sont “parallèles”, sinon, elles changent de “forme”, ceci nous fournit le comportement
des espaces tangents (voir la figure 4.32).
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Figure 4.32 – Les courbes correspondantes aux façons de l’ensemble SF
Pour cette étude, nous allons, dans la prochaine section, établir une relation
d’ordre entre les façons des strates de la partition de SF définie par Ξ˚ comme dans
la partie suivante :
4.5 Partition de SF définie par la relation “ă”
Définition 4.5.1. Soit F : Cn Ñ Cn une application polynomiale telle que SF ‰ H.
Nous définissons :
PSF “ YaPSFΞpaq.
Exemple 4.5.2. Soit l’application polynomiale F : C3px1,x2,x3q Ñ C3pα1,α2,α3q telle que
F “ px1, x1x2, x1x3q (voir exemple 4.0.4, page 69), l’ensemble SF est le plan p0α2α3q
et nous avons
PSF “ tp2, 3qr1s, p2qr1, 3s, p3qr1, 2su.
Remarque 4.5.3. Nous pouvons toujours déterminer l’ensemble PSF sans décrire
SF . Pour une application polynomiale donnée, nous pouvons toujours déterminer
les indices pkiqrkjs P Ξpaq tels que a P SF , en considérant les coordonnées tendant
vers l’infini et les coordonnées tendant vers un nombre dans C qui dépend ou non
du point a quand a décrit SF . En fait, quand nous pouvons déterminer l’ensemble
PSF , nous pouvons aussi déterminer l’ensemble SF .
Donnons deux exemples de ce fait :
Exemple 4.5.4. Considérons l’application F : C3px1,x2,x3q Ñ C3pα1,α2,α3q définie par
F px1, x2, x3q “ px1, x1x2, x1x3q. Supposons que la suite px1,k, x2,k, x3,kq tende vers
l’infini mais que la suite px1,k, x1,kx2,k, x1,kx3,kq ne tende pas vers l’infini. Nous voyons
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que x1,k ne peut pas tendre vers l’infini, donc x1,k tend vers 0 ou x1,k tend vers un
nombre λ non nul dans C. Si x1,k tend vers un nombre λ ‰ 0 alors x2,k et x3,k ne
peuvent pas tendre vers l’infini, d’où la contradiction. Donc x1,k tend vers 0 et x2,k
tend vers l’infini ou x3,k tend vers l’infini. Supposons que x3,k tende vers l’infini et
x2,k tende vers un nombre complexe λ dans C, alors le point p0, 0, νq est inclus dans
SF , pour tout ν P C. Mais λ ne dépend pas du point p0, 0, α3q quand ce point décrit
l’axe 0α3. De la même façon pour x3,k. Donc, nous avons :
PSF “ tp2, 3qr1s, p2qr1, 3s, p3qr1, 2su.
Exemple 4.5.5. Soit l’application polynomiale F : C3px1,x2,x3q Ñ C3pα1,α2,α3q telle
que F px1, x2, x3q “ px1x2, x2x3, x3x1q. Supposons que la suite px1,k, x2,k, x3,kq tende
vers l’infini mais que la suite px1,kx2,k, x2,kx3,k, x3,kx1,kq ne tende pas vers l’infini.
Nous voyons que les rôles de x1,k, x2,k, x3,k sont les mêmes. Nous voyons aussi que les
coordonnées x1,k, x2,k, x3,k peuvent tendre vers l’infini, vers 0, mais ne peuvent pas
tendre vers un nombre complexe non nul. Supposons que deux coordonnées tendent
vers l’infini, par exemple x1,k et x2,k tendent vers l’infini, alors x1,kx2,k tend vers
l’infini, d’où la contradiction avec px1,kx2,k, x2,kx3,k, x3,kx1,kq ne tend pas vers l’infini.
Donc il y n’a qu’une coordonnée tendant vers l’infini. Finalement nous avons :
PSF “ tp1qr2, 3s, p3qr1, 2s, p2qr1, 3su.
Proposition 4.5.6. L’ensemble PSF détermine une partition de SF qui est, en fait,
une stratification de SF .
Nous nous proposons de définir une relation d’ordre (partielle) entre les éléments
de PSF . Pour ce faire, rappelons que tout élément κ de PSF s’écrit κ :“ pIpqrJqs, où$’’’&’’’%
tIpu “ ti1, . . . , ipu, tJqu “ tj1, . . . , jqu,
ti1, . . . , ipu Y tj1, . . . , jqu Ă t1, 2, . . . , nu,
L’ensemble ti1, . . . , ipu est toujours différent de l’ensemble vide,
L’ensemble tj1, . . . , jqu peut être vide.
Définition 4.5.7. Soient κ, κ1 P PSF deux façons étoiles de SF telles que κ “
pIpqrJqs, et κ1 “ pIp1qrJq1s. Nous définissons la relation d’ordre partielle κ ă κ1 dans
PSF si nous avons l’un des trois cas suivants :
1) tIpu Ľ tIp1u et tJqu Ą tJq1u.
2) tIpu “ tIp1u et tJqu Ľ tJq1u.
3) tIpu Y tJqu “ tIp1u Y tJq1u et κ est une façon étoile de κ1, c’est-à-dire κ est
obtenu de κ1 en mettant certains indices en étoile.
Si κ ă κ1, nous notons aussi κ1 ą κ.
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Exemple 4.5.8. iq Considérons l’exemple 4.2.22, page 80, nous avons
PSF “ tp3qr1, 2s, p3qr2s, p1, 3qr2s, p2qr1, 3s, p1qr2, 3s, p1qr2su.
Nous voyons que p1, 3qr2s ă p1qr2s (exemple de 1)) et p3qr1, 2s ă p3qr2s (exemple de
2)).
iiq Considérons l’exemple 4.4.6, page 92. Nous avons p3˚qr1˚, 2˚s ă p3qr1s et
p3˚qr1˚, 2˚s ă p3qr2s (exemple de 2)) ; p3˚˚qr1˚˚, 2˚˚s ă p3˚qr1˚, 2˚s (exemple de 3)).
Définition 4.5.9. Nous disons que a ă a1, où a, a1 P SF , si pour tout κ1 P Ξ˚pa1q, il
existe κ P Ξ˚paq tel que κ ” κ1 ou κ ă κ1.
En fait, nous utiliserons une définition équivalente, plus facile à appliquer :
Définition 4.5.10. Soient a, a1 P SF . Nous définissons a ă a1 si nous avons l’un des
deux cas suivants :
1) Ξ˚paq Ą Ξ˚pa1q.
2) Pour tout κ1 P Ξ˚pa1q, il existe κ P Ξ˚paq tel que κ ” κ1 ou κ ă κ1.
Dans cette définition, la condition 2) est en fait plus forte que la condition 1).
La définition est illustrée par l’exemple suivant :
Exemple 4.5.11. Considérons l’application F : C3px1,x2,x3q Ñ C3pα1,α2,α3q telle que
F px1, x2, x3q “ px1x2, x2x3, x1x2x3q (voir exemple 4.2.22, page 80). Nous notons
respectivement V1, V2 et V3 les strates de dimension 2, connexes p0α2α3qzp0α2 Y
0α3q, p0α1α3qzp0α1 Y 0α3q et p0α1α2qzp0α1 Y 0α2q. De la même façon, nous notons
respectivement V4, V5 et V6 les strates de dimension 1, connexes 0α3zt0u, 0α2zt0u
et 0α1zt0u. Maintenant, choisissons un point ai dans chacune des strates Vi, i “
1, . . . , 6. Nous obtenons
Ξpa1q “ tp3qr2su, Ξpa2q “ tp1qr2su, Ξpa3q “ tp2qr1, 3su,
Ξpa4q “ tp1, 3qr2su, Ξpa5q “ tp2qr1, 3s, p3qr1, 2su,Ξpa6q “ tp1qr2, 3s, p2qr1, 3su,
Ξp0q “ tp1qr3s, p1qr2s, p1qr2, 3s, p3qr1, 2s, p2qr1, 3su.
1) Considérons les strates de dimension 1 :
+ V4 Ă V1 et Ξpa4q “ tp1, 3qr2su,Ξpa1q “ tp3qr2su et p1, 3qr2s ă p3qr2s. Donc
nous avons a4 ă a1.
+ V4 Ă pV2q et Ξpa4q “ tp1, 3qr2su,Ξpa2q “ tp1qr2su et p1, 3qr2s ă p1qr2s. Donc
nous avons a4 ă a2.
+ V5 Ă V1 et Ξpa5q “ tp2qr1, 3s, p3qr1, 2su,Ξpa1q “ tp3qr2su et p3qr1, 2s ă p3qr2s.
Donc nous avons a5 ă a1.
+ V5 Ă V3 et Ξpa5q “ tp2qr1, 3s, p3qr1, 2su Ą Ξpa3q “ tp2qr1, 3su. Donc nous avons
a5 ă a3.
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+ V6 Ă V2 et Ξpa6q “ tp1qr2, 3s, p2qr1, 3su,Ξpa2q “ tp1qr2su et p1qr2, 3s ă p1qr2s.
Donc nous avons a6 ă a2.
+ V6 Ă V3 et Ξpa6q “ tp1qr2, 3s, p2qr1, 3su Ą Ξpa3q “ tp2qr1, 3su. Donc nous avons
a6 ă a3.
Considérons la strate de dimension 0, c’est le point origine 0, nous avons 0 P Vi
et Ξpaiq Ă Ξp0q. Donc nous avons 0 ă ai, pour i “ 1, . . . , 6.
Pour deux points a et a1 d’une même strate, nous avons Ξpaq “ Ξpa1q. Nous
noterons alors stratepaq la strate contenant le point a.
Théorème 4.5.12. Soient a, a1 P SF . Alors a ă a1 si et seulement si
stratepaq Ă stratepa1q,
où stratepaq et stratepa1q sont des strates de la stratification de SF définie par Ξ˚.
Démonstration. Nous avons les deux cas suivants :
1) orpaq ą orpa1q : l’ensemble d’équations du système d’équations de stratepaq
contient l’ensemble d’équations du système d’équations de stratepa1q. Cela signifique
qu’il existe a2 P SF telle que stratepaq “ stratepa1qX stratepa2q et donc stratepaq Ă
stratepa1q.
2) orpaq “ orpa1q : il existe une façon étoile κ “ pIpqpJqq de stratepaq et une
façon étoile κ1 “ pI 1pqpJ 1qq de stratepa1q telles que κ ă κ1. Dans ce cas-ci, nous avons
deux possibilités :
a) ou bien Ip Y Jq Ľ I 1p Y J 1q : κ1 n’est pas une façon étoile de κ. Il existe a2 P SF
tel qu’une façon κ2 “ pI2p qrJ2q s de a2 satisfait I 1pY I2p “ Ip, J 1pYJ2p “ Jp. De la même
manière que dans le cas 1), nous obtenons le résultat du théorème.
b) ou bien Ip Y Jq “ I 1p Y J 1q : κ est une façon étoile de κ1. Donc stratepaq est la
partie singulière de stratepa1q et stratepaq Ă stratepa1q.
Proposition 4.5.13. La relation d’ordre “ă” définit une stratification de SF , la-
quelle satisfait la condition de frontière.
Démonstration. Notons
SF “ pSF qn´1 Ą pSF qn´2 Ą ¨ ¨ ¨ Ą pSF q0 Ą pSF q´1 “ H
la stratification de SF définie par la relation “ă” et notons Vn´α “ pSF qn´αzpSF qn´α´1.
Prenons maintenant le point a P Vn´αzVn´α, alors a ă a1 et Ξ˚paq ‰ Ξ˚pa1q, pour
tout a1 P Vn´α. Par le théorème 4.5.12, nous avons stratepaq Ĺ stratepa1q et nous en
déduisons la proposition.
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4.6 Voisinages tubulaires des strates de la stratifica-
tion de Thom-Mather de l’ensemble de Jelonek
définie par les façons
Dans la partie 4.8, page 116, nous allons étudier le nombre des façons d’une
strate de dimension la plus grande dans SF . Nous allons prouver qu’en fait il peut
y avoir plusieurs façons sur une strate de dimension la plus grande de SF . L’idée
pour construire les voisinages tubulaires est d’utiliser les courbes correspondant aux
façons et l’homotopie entre les courbes qui ne sont pas du même “type” (dans le cas
où il y a plusieurs façons dans une strate).
Théorème 4.6.1. Soit F : Cn Ñ Cn une application polynomiale dominante. La
stratification de SF définie par les façons est une stratification de Thom-Mather.
Elle satisfait donc la condition de trivialité topologique locale.
Démonstration. Prouvons ici pour le cas d’une application polynomiale F de C3px1,x2,x3q
dans C3pα1,α2,α3q. Le cas général n ą 3, peut être prouvé de la même manière.
Supposons que SF ne soit pas vide et notons
SF “ S2 Ą S1 Ą S0 Ą H
une stratification de SF définie par Ξ˚. Pour tout ν “ 0, 1, 2, Sν “ H ou SνzSν´1 “
Y1ďiνď3Siνν et Siνν est lisse, de dimension ν.
Pour chaque strate Siνν , nous allons construire un voisinage tubulaire T iνν pεiνν q,
c’est-à-dire que T iνν pεiνν q est un tube de rayon 0 ă εiνν ă 1, tel que pour ν fixé et pour
tout iν , les T iνν pεiνν q ne se rencontrent pas. Les voisinages tubulaires que nous allons
construire sont du type des voisinages tubulaires effilés définis par Marie-Hélène
Schwartz dans [MHS1, MHS2], les rayons et les fibres des voisinages tubulaires sont
construits à l’aide des courbes correspondantes aux façons.
Considérons une strate S11 lisse de dimension 1 et T 11 pε11q son voisinage, alors S11
est l’intersection S12 X S22 , où S12 et S22 sont des strates lisses, de dimension 2 de SF .
Pour un point b P S11 , nous considérons les deux cas suivants :
1) orpbq “ 1 : sans perte de généralité, nous pouvons supposer que :
Ξ˚paq “ tp3qr1su, @a P S12 ; Ξ˚pa1q “ tp3qr2su, @a1 P S22 ; Ξ˚pbq “ tp3qr1, 2su, @a P S11 .
Soit #
φ1pα1, α2, α3q “ 0
φ2pα1, α2, α3q “ 0. (S
1
1)
l’équation de S11 .
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 Figure 4.33 – Voisinage tubulaire de la stratification de Thom-Mather de l’ensemble
de Jelonek SF , définie par les façons
Prenons un point a1 “ pα1, α2, α3q P pT 12 pε12q Y T 11 pε11qq zSF . Par le lemme 1.2.3,
page 27 (voir aussi [NT1]), et puisque F est dominante, nous avons
F pC3px1,x2,x3qq Y SF “ C3pα1,α2,α3q.
Donc a1 est contenu dans F pC3px1,x2,x3qq. Il existe une courbe γ1u :
γ1u : r1,`8q Ñ C3px1,x2,x3q, u ÞÑ γ1u :“ γ1puq,
telle que, d’une part, γ1u tend vers l’infini et F pγ1uq tend vers un point b “ pb1, b2, b3q
de S11 lorsque u tend vers l’infini, et telle que, d’autre part, F pγ11q “ a1. En fait, γ11
est contenu dans F´1pa1q. Puisque Ξpbq “ tp3qr1, 2s} alors la courbe γ1u peut s’écrire
sous la forme :
γ1u “
ˆ
f1pb1, b2, b3q ` 1
λ1u
, f2pb1, b2, b3q ` 1
µ1u
, f3pb1, b2, b3, λ1, µ1, uq
˙
,
où f1, f2, f3 sont des polynômes et f3pb1, b2, b3, λ1, µ1, uq tend vers l’infini lorsque
u tend vers l’infini. Puisque F pγ11q “ a1 et b P S11 alors pb1, b2, b3, λ1, µ1q est une
solution du système d’équations$’’’’’’&’’’’’’%
f1pb1, b2, b3q ` 1λ1 “ α1
f2pb1, b2, b3q ` 1µ1 “ β1
f3pb1, b2, b3, λ1, µ1, 1q “ γ1
φ1pb1, b2, b3q “ 0
φ2pb1, b2, b3q “ 0,
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nous pouvons donc toujours déterminer la courbe γ1u.
Cherchons maintenant une suite de courbes tγjuuj“2,3,... :
γju : rt,`8q Ñ C3px1,x2,x3q pt P Cq, u ÞÑ γju :“ γjpuq,
telles que, d’une part, F pγjt q soit dans T 12 pε12q X T 11 pε11q, et que, d’autre part, lorsque
u tend vers l’infini, γju tende vers l’infini et F pγjuq tende vers b “ pb1, b2, b3q qui est
déjà fixé. En utilisant de nouveau la façon p3qr1, 2s du point b, la courbe γju admet
la forme :
γju “
ˆ
f1pb1, b2, b3q ` 1
λju
, f2pb1, b2, b3q ` 1
µju
, f3pb1, b2, b3, λj, µj, uq
˙
,
où f j3 pb1, b2, b3, λj, µj, uq tend vers l’infini lorsque u tend vers l’infini.
Notons aj :“ F pγjt q. La suite taju se comporte comme la suite F pγ1uq en rem-
plaçant la rôle de u par λj et µj. Puisque F pγjuq tend vers b P S11 avec la façon
p3qr1, 2s ă p3qr1s, nous pouvons choisir λj et µj tels que λj tende vers l’infini et
µj “ µ1, pour tout j ą 2. Alors la suite taju tend vers un point a sur S12 . Définis-
sons :
pi2pajq :“ a, @j “ 2, 3, . . . , pi1pajq :“ b, pi1paq :“ b,
ρ1pajq :“ p la limite des longueurs des courbes reliant aj et bq “ lim
ajÑa
Ňajb “ uab.
Nous voyons que pi1pi2pajq “ pi1pajq et ρ1pi2pajq “ ρ1pajq.
2) orpbq “ 2 : sans perte de généralité, nous pouvons supposer que :
Ξ˚paq “ tp3qr1, 2su, @a P S12 , Ξ˚pa1q “ tp2qr1, 3su, @a1 P S22 , Ξ˚pbq “ tp3qr1, 2s, p2qr1, 3su, @a P S11 .
Comme dans le cas 1), pour un point a1 “ pα1, α2, α3q P pT 12 pε12q Y T 11 pε11qq zSF ,
il existe des courbes γu et γ
1
u de r1,`8q dans C3px1,x2,x3q tendant vers l’infini avec les
façons p3qr1, 2s et p2qr1, 3s, respectivement et telles que
iq F pγuq et F pγ 1uq tendent vers un point b de la strate S11 , lorsque u tend vers
l’infini,
iiq F pγ1q “ F pγ 11q “ a1 “ pα1, α2, α3q.
Puisque F pγuq et F pγ 1uq tendent vers le point b “ pb1, b2, b3q, nous avons :
F pγ1q “
ˆ
b1 ` 1
λun1
, b2 ` 1
µun2
, b3 ` 1
νun3
˙
,
F pγ 11q “
ˆ
b1 ` 1
λ1un11
, b2 ` 1
µ1un12
, b3 ` 1
ν 1un13
˙
.
Puisque F pγ1q “ F pγ 11q “ a1 “ pα1, α2, α3q, alors nous avons :
1
λ
“ 1
λ1
“ α1 ´ b1, 1
µ
“ 1
µ1
“ α2 ´ b2, 1
ν
“ 1
ν 1
“ α3 ´ b3.
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Figure 4.34 – Les fonctions ρ et pi pour la stratification de Thom-Mather de la
stratification de SF définie par les façons
Soient
ϕ : r1,`8q Ñ pa1, bq telle que ϕpuq :“ F pγuq,
ψ : r1,`8q Ñ pa1, bq telle que ψpuq :“ F pγ 1uq.
Définissons Φ : r1,`8q ˆ r0, 1s Ñ C telle que Φs “ Φpu, sq :“ sϕpuq ` p1´ sqψpuq.
Nous avons Φ0 “ ψ et Φ1 “ ϕ. De plus, par un calcul facile, Φpu, tq tend vers b
lorsque u tend vers l’infini et Φp1, tq “ a1. Cela implique que ϕ et ψ sont homotopes,
c’est-à-dire qu’il y a toujours une famille de chemins reliant les deux chemins F pγuq
et F pγ 1uq.
107
 La famille de chemins 
reliant deux chemins 
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Figure 4.35 – Homotopies entre F pγuq et F pγ1uq
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Figure 4.36 – Voisinage tubulaire d’une strate de la stratification de Thom-Mather
de l’ensemble SF définie par les façons
Notons que dans le cas de dimension n ą 3 et si l’ordre d’un point b sur une strate
de SF est r ą 2, alors entre des chemins F pγ1uq, F pγ2uq, . . . , F pγruq, nous considérons
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 Figure 4.37 – Voisinage tubulaire des strates de la stratification de Thom-Mather
de l’ensemble SF , définie par des façons
la famille de courbes Φ1pu, sq, où Φ1 : r1,`8q ˆ r0, 1s Ñ C telle que
Φ1s “ Φpu, sq :“ s1F pγ1uq ` s2F pγ2uq ` ¨ ¨ ¨ ` srF pγruq,
et s1 ` s2 ` ¨ ¨ ¨ ` sr “ 1 et si ą 0, pour i “ 1, . . . , r. Les voisinages tubulaires
ainsi construits satisfont les conditions de Thom-Mather ([Th], [M1], voir définition
2.4.8).
La stratification de l’ensemble de Jelonek d’une application polynomiale domi-
nante F : Cn Ñ Cn, définie par les façons, est donc une stratificaion de Thom-
Mather.
Exemple 4.6.2. Revenons à l’exemple 4.1.5, page 71 (aussi l’exemple 4.2.20, page
79) pour l’application polynomiale dominante F : C3px1,x2,x3q Ñ C3pα1,α2,α3q telle que
F px1, x2, x3q “ px21 ´ 1, x2 ` 2, px21 ´ 1qpx2 ` 2qx3q.
Une stratification de l’ensemble SF définie par Ξ est donnée par :
SF “ tα1 “ 0u Y tα2 “ 0u Ą 0α3 Ą H.
Nous avons :
Ξpaq “ tp3qr1su, @a P tα1 “ 0uz0α3,
Ξpa1q “ tp3qr2su, @a1 P tα2 “ 0uz0α3,
Ξpbq “ tp3qr1, 2su, @b P 0α3.
109
Prenons un point a1 “ p3, 1, 3q P C3pα1,α2,α3qzSF , alors a1 P F pC3px1,x2,x3qq. Cherchons
maintenant une courbe γ1u : r1,`8q Ñ C3px1,x2,x3q et le point b “ p0, 0, α3q P 0α3 tels
que, d’une part, γ1u tende vers l’infini et F pγ1uq tende vers le point b avec la façon
p3qr1, 2s lorsque u tend vers l’infini, et que, d’autre part, F pγ11q soit a1. Nous avons
γ1u “
ˆ
1` 1
λu
,´2` 1
µu
, x3,u
˙
, où x3,u Ñ 8,
F pγ1uq “
ˆ
2
λu
` 1
λ2u2
,
1
µu
,
ˆ
2
λu
` 1
λ2u2
˙
1
µu
x3,u
˙
.
Puisque F pγ1uq tend vers b “ p0, 0, α3q, il vient :
x3,u “ λµu
2
2
α3,
F pγ1uq “
ˆ
2
λu
` 1
λ2u2
,
1
µu
, α3 ` α3
2λu
˙
.
Puisque F pγ11q “ a1 “ p3, 1, 3q nous pouvons choisir λ “ µ “ 1 et α3 “ 2. Nous
avons donc b “ p0, 0, 2q.
Prenons une courbe γju : r1,`8q Ñ C3px1,x2,x3q telle que γju tende vers l’infini et
F pγjuq tende vers le point b “ p0, 0, 2q avec la façon p3qr1, 2s lorsque u tend vers
l’infini, pour j “ 2, 3, . . . Nous avons
γju “
ˆ
1` 1
λju
,´2` 1
µju
, λjµju
2
˙
,
F pγjuq “
ˆ
2
λju
` 1
λ2ju
2
,
1
µju
, 2` 1
λju
˙
.
Soit
aj :“ F pγj1q.
Alors
aj “
ˆ
2
λj
` 1
λ2j
,
1
µj
, 2` 1
λj
˙
.
Pour que aj tende vers un point a de la strate tα1 “ 0uz0α3 avec la façon p3qr1s, λj
doit tendre vers l’infini lorsque j tend vers l’infini et µj “ µ “ 1, pour j “ 2, 3, . . .
Nous avons donc a “ p0, 1, 2q. Nous pouvons choisir les voisinages tubulaires de
la strate S1 “ 0α3 et de la strate S12 “ tα1 “ 0uz0α3 comme des tubes T1p12q
et T 12 p12q de rayon 12 . Les applications pi1, pi2 et ρ1 sont définies pour des points
a, aj P T1p12q X T 12 p12q comme suit :
pi2pajq :“ a, @j “ 2, 3, . . . ,
pi1pajq :“ b,
pi1paq :“ b,
ρ1pajq :“ uab.
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Nous opérons de la même façon pour la strate S22 “ tα2 “ 0u. Pour construction,
notre stratification est alors une stratification de Thom-Mather.
Exemple 4.6.3. Soit l’application polynomiale dominante F : C3px1,x2,x3q Ñ C3pα1,α2,α3q
définie par
F px1, x2, x3q “ px1x2, x2x3, x3x1q.
Une stratification de l’ensemble SF définie par Ξ est donnée par la filtration :
SF “ tα1 “ 0u Y tα2 “ 0u Y tα3 “ 0u Ą 0α1 Y 0α2 Y 0α3 Ą t0u Ą H.
En fait :
sur la strate S12 :“ tα1 “ 0uzp0α2 Y 0α3q, la façon p3qr1, 2s correspond à la suite!´
α3
α2k
, 1
k
, kα2
¯)
,
sur la strate S22 :“ tα2 “ 0uzp0α1 Y 0α3q, la façon p1qr2, 3s correspond à la suite!´
α1k,
1
k
, α3
kα1
¯)
,
sur la strate S32 :“ tα3 “ 0uzp0α1 Y 0α2q, la façon p2qr1, 3s correspond à la suite!´
α1
α2k
, α2k,
1
k
¯)
,
sur la strate S11 :“ 0α1zt0u, deux façons p1qr2, 3s et p2qr1, 3s correspondent aux suites `
kα1,
1
k
, 1
k2
(˘
et
 `
1
k
, α1k,
1
k2
˘(
,
sur la strate S21 :“ 0α2zt0u, deux façons p3qr1, 2s et p2qr1, 3s correspondent aux suites `
1
k2
, 1
k
, α2k
˘(
et
 `
1
k2
, α2k,
1
k
˘(
,
sur la strate S31 :“ 0α3zt0u, deux façons p3qr1, 2s et p1qr2, 3s correspondent aux suites `
1
k
, 1
k2
, α3k
˘(
et
 `
α3k,
1
k2
, 1
k
˘(
,
sur la strate S0 :“ t0u, trois façons p1qr2, 3s, p2qr1, 3s et p3qr1, 2s correspondent aux
suites
 `
k, 1
k2
, 1
k2
˘(
,
 `
1
k2
, k, 1
k2
(˘
et
 `
1
k2
, 1
k2
, k
˘(
.
Prenons un point a1 “ p1, 1, 1q P C3pα1,α2,α3qzSF , alors a1 P F pC3px1,x2,x3qq. Cher-
chons maintenant une courbe γ1u : r1,`8q Ñ C3px1,x2,x3q et un point b “ p0, α2, 0q P
0α2 tels que, d’une part, γ1u tende vers l’infini et F pγ1uq tende vers le point b lorsque
u tend vers l’infini, et que, d’autre part, F pγ11q soit le point a1. Nous avons deux cas
possibles :
iq ou bien γ1u tend vers l’infini avec la façon p3qr1, 2s : alors nous avons
γ1u “
ˆ
1
λ2u2
,
1
µu
, x3,u
˙
, où x3,u Ñ 8,
F pγ1uq “
ˆ
1
λ2µu3
,
1
µu
x3,u,
1
λ2u2
x3,u
˙
.
Puisque F pγ1uq tend vers b “ p0, α2, 0q, alors
x3,u “ µuα2,
F pγ1uq “
ˆ
1
λ2µu3
, α2,
µα2
λ2u
˙
.
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Puisque F pγ11q “ a1 “ p1, 1, 1q, nous pouvons choisir λ “ µ “ 1 et α2 “ 1. Nous
avons donc b “ p0, 1, 0q et
F pγ1uq “
ˆ
1
u3
, 1,
1
u
˙
.
Prenons une courbe γju : r1,`8q Ñ C3px1,x2,x3q telle que γju tende vers l’infini et
F pγjuq tende vers le point b “ p0, 1, 0q avec la façon p3qr1, 2s lorsque u tend vers
l’infini, pour j “ 2, 3, . . . Nous avons
γju “
ˆ
1
λ2ju
2
,
1
µju
, µju
˙
,
F pγjuq “
ˆ
1
λ2jµju
3
, 1,
µj
λ2ju
˙
.
Soit
aj :“ F pγj1q.
Alors
aj “
ˆ
1
λ2jµj
, 1,
µj
λ2j
˙
.
Pour que aj tende vers un point a “ p0, α2, α3q de la strate tα1 “ 0uzp0α2 Y 0α3q,
λj doit tendre vers l’infini lorsque j tend vers l’infini et µj “ λ2j , pour j “ 2, 3, . . .
Nous avons donc a “ p0, 1, 1q et la suite taju est tp 1j4 , 1, 1qu avec j “ 1, 2, . . .
iiq ou bien γ1u tend vers l’infini avec la façon p2qr1, 3s : pour distinguer de la
courbe tendant vers l’infini avec la façon p3qr1, 2s, nous notons γ11u la courbe tendant
vers l’infini avec la façon p2qr1, 3s. Nous avons
γ11u “
ˆ
1
λ2u2
, x2,u,
1
µu
˙
, où x2,u Ñ 8,
F pγ11uq “
ˆ
x2,u
λ2u2
,
x2,u
µu
,
1
λ2µu3
˙
.
Puisque F pγ11uq tend vers b “ p0, 1, 0q, alors
x2,u “ µu,
F pγ11uq “
ˆ
µ
λ2u
, 1,
1
λ2µu3
˙
.
Puisque F pγ111q “ a1 “ p1, 1, 1q, nous pouvons choisir λ “ µ “ 1. Nous avons donc
F pγ11uq “
ˆ
1
u
, 1,
1
u3
˙
.
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Prenons une courbe γ1ju : r1,`8q Ñ C3px1,x2,x3q telle que γ1ju tende vers l’infini
et F pγ1juq tende vers le point b “ p0, 1, 0q avec la façon p2qr1, 3s lorsque u tend vers
l’infini, pour j “ 2, 3, . . . Nous avons
γ1ju “
ˆ
1
λ2ju
2
,
1
µju
, µju
˙
,
F pγ1juq “
ˆ
µj
λ2ju
, 1,
1
λ2jµju
3
˙
.
Soit
a1j :“ F pγ1j1q.
Alors
a1j “
ˆ
µj
λ2j
, 1,
1
λ2jµj
˙
.
Pour que a1j tende vers le point a “ p0, 1, 1q, nous pouvons supposer que λj tend
vers l’infini lorsque j tend vers l’infini et µj “ 1λ2j , pour j “ 2, 3, . . . Nous avons donc
ta1ju “ taju “
"ˆ
1
j4
, 1, 1
˙*
.
Nous pouvons choisir les voisinages tubulaires de la strate S12 “ 0α2 et de la strate
S12 “ tα1 “ 0uz0α2Y0α3 comme les tubes T1p12q et T 12 p12q de rayon 12 . Sur T 12 p12q, nous
prenons les courbes F pγjuq et F pγ1juq. Maintenant, sur le voisinage T 21 p12q de S21 , nous
remplaçons T 21 p12q par le voisinage T 21 p14q. De plus, pour tout point b˚ P p0, bq, nous
prenons comme voisinage un disque Dpb˚, ε˚q tel que 0 ă ε˚ ă 1
4
et que d’une part
ε˚ tende vers 0 lorsque b˚ tend vers l’origine 0, et d’autre part ε˚ tende vers 1
4
lorsque
b˚ tend vers l’origine b. Nous obtenons un nouveau voisinage T 121 où les courbes sont
définies par F pγ1uq, F pγ11uq et sF pγ1uq ` p1 ´ sqF pγ11uq avec 0 ď s ď 1. Pour l’origine
0, trois courbes tendent vers l’infini avec trois façons, donc nous avons trois courbes
F pγ1uq, F pγ11uq et F pγ21uq tendant vers 0. Le voisinage tubulaire de l’origine est la
sphère
`
0, 1
4
˘
où les courbes sont définies par F pγ1uq, F pγ11uq, F pγ21uq et
s1F pγ1uq ` s2F pγ11uq ` p1´ s1 ´ s2qF pγ21uq,
où 0 ď s1, s2 ď 1. Nous procédons de la même façon pour les autres strates de SF .
Les applications pii et ρi, avec i “ 1, 2, 3 sont définies comme dans l’exemple 4.6.2.
Avec cette construction, notre stratification est une stratification de Thom-Mather.
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4.7 La stratification de SF , définie par Ξ˚, est-elle
une stratification de Whitney ?
Proposition 4.7.1. Il existe une stratification de Whitney de SF telle que l’ensemble
des façons soit constant sur chaque strate.
Démonstration. Par le théorème 2.3.2 de Jelonek [J1], l’ensemble SF est un ensemble
algébrique complexe. Par Whitney [Wh], il existe une stratification de Whitney de
SF que nous notons pS 1q. Il existe donc une stratification de Whitney, notée pS2q,
plus fine que la stratification pS 1q et que la stratification pSq de SF définie par Ξ. Par
la définition 4.2.17, page 78, l’ensemble des façons est constant sur chaque strate de
pSq, donc est constant sur chaque strate de pS2q.
En fait, nous pouvons énoncer la conjecture suivante, vérifiée pour tous les
exemples de ce travail :
Conjecture 4.7.2. La stratification de l’ensemble de Jelonek SF d’une application
polynomiale dominante F : Cn Ñ Cn, définie par les façons, est une stratification
de Whitney.
Les façons peuvent être considérées comme des applications
ϕ : SF Ñ Zn
comme suit. Soit κ “ pIqrJs “ pi1, . . . , ipqrj1, . . . , jqs une façon. Pour tout indice
i P t0, . . . , nu, nous notons
εi “
$’&’%
1 si i P I
´1 si i P J
0 si i R I Y J.
Pour tout point a P SF , nous définissons
ϕκpaq “
$’&’%
pε11, ε22, . . . , εnnq s’il existe une suite tξaku tendant vers l’infini, avec
la façon pIqrJs et telle que F ptξakuq tend vers a,
0 sinon.
Ainsi, dans l’exemple 4.2.20, page 79, et pour la façon κ “ p3qr1s, nous avons
ϕκpaq “ p´1, 0, 3q pour a P SF 1 et ϕκpaq “ p0, 0, 0q sinon.
Fixons un ordre sur l’ensemble des façons. Soit r le nombre de façons définies
sur SF , nous définissons alors Φ : SF Ñ Zr.n par :
Φpaq “ tϕκpaq : κ est une façon de SF u.
114
Nous remarquons que, pour montrer la conjecture 4.7.2, une étape importante
est de montrer que les applications définies par les façons, et donc l’application Φ,
sont des applications constructibles.
Que la stratification de SF , définie par Ξ˚, soit une stratification de Whitney,
est une question. Nous pouvons penser à utiliser les courbes correspondantes aux
façons pour le vérifier. Par exemple, l’idée d’une démonstration de la condition (a)
de Whitney pourrait être la suivante :
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Figure 4.38 – Les suites de courbes considérées pour vérifier les conditions de
Whitney de la stratification de SF , définie par les façons
Si une strate pSF qα contient pSF qα1 dans son adhérence, soient κ et κ1 deux façons
correspondantes telles que κ1 ă κ.
Notons a1 P pSF qα1 et une suite de points ap de pSF qα tendant vers a1. Nous
passons par la partie lisse de VF . Pour un point b de VF , considérons des courbes
γp dans Cnx tendant vers l’infini avec la façon κ et telles que leurs images hF pγpq
soient des courbes d’origine b et d’extrémité ap. Les courbes γp ont pour limite une
courbe γ1 dont l’image hF pγ1q a pour origine b et pour extrémité le point a1, et
correspondante à la façon κ1.
Si nous regardons les plans tangents aux points des courbes hF pγpq et hF pγ1q,
nous devons montrer :
lim
xPγp,xÑ8
T pVF qhF pxq Ą T ppSF qαqap ,
lim
yPγ1,yÑ8
T pVF qhF pyq Ą T ppSF q1αqa1 .
Nous conjecturons que la relation κ ă κ1 implique
lim
apÑa1
T ppSF qαqap Ą T ppSF qα1qa1
et donc la condition (a) de Whitney.
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4.8 Caractérisation des façons de l’ensemble de Je-
lonek correspondant aux applications polyno-
miales dominantes F : Cn Ñ Cn
Dans les exemples ci-dessus, une strate de SF de la plus grande dimension n’ad-
met qu’une seule façon. Cela nous conduit à une question naturelle : Est-ce que cette
situation est générale ? Autrement dit, est-ce que sur une strate de la plus grande
dimension de SF , il n’y a qu’une seule façon ?
En fait, la méthode des “façons” nous permet “d’envisager” le résultat suivant :
Théorème 4.8.1. Considérons les applications polynomiales dominantes F : Cn Ñ
Cn de degré d. Pour chaque couple pn, dq, nous pouvons décrire la liste des ensembles
de Jelonek SF possibles, et pour chacun d’entre eux, nous pouvons expliciter une
application polynomiale dominante F : Cn Ñ Cn de degré d dont l’ensemble de
Jelonek soit SF .
La démonstration de ce résultat, dans le cas général, suit un algorithme que nous
développons ci-dessous, dans le cas pn, dq “ p3, 2q. Nous démontrons le théorème
dans ce cas. La démonstration générale suit le même schéma.
Algorithme 4.8.2. Soit F “ pF1, F2, F3q : C3px1,x2,x3q Ñ C3pα1,α2,α3q une application
polynomiale dominante de degré 2 telle que SF n’est pas vide. Une façon κ de SF
appartient à l’un des six groupes de façons suivants :
1) groupe I : p1, 2, 3q,
2) groupe II : (1,2), (2,3) et (3,1),
3) groupe III : p1q, p2q et p3q,
4) groupe IV : (1,2)[3], (1,3)[2] et (2,3)[1],
5) groupe V : (1)[2], (1)[3], (2)[1], [2](3), [3](1) et [3](2),
6) groupe VI : (1)[2,3], (2)[1,3] et (3)[1,2].
Supposons que toute strate de dimension 2 de SF n’admette qu’une seule façon.
Soit tξku “ tpx1,k, x2,k, x3,kqu une suite dans C3px1,x2,x3q tendant vers l’infini et telle
que F pξkq tende vers un point d’une telle strate. Pour i “ 1, 2, 3, les polynômes
coordonnées Fipξkq ne tendent pas vers l’infini, mais certaines des coordonées xi,k
tendent vers l’infini. Supposons que, par exemple, x1,k et x2,k tendent vers l’infini,
alors Fi ne peut pas admettre l’une des coordonnées x1 ou x2, seule, comme variables
mais il peut admettre comme variables que nous appelons “pertinentes” px1 ´ x2q,
px1 ´ x2qx1 ou px1 ´ x2qx2.
En général, nous pourrons donc considérer F comme une application polynomiale
des combinaisons de variables x1, x2, x3, x1x2, x2x3, x3x1, x1 ´ x2, px1 ´ x2qx1,
px1 ´ x2qx2, px1 ´ x2qx3, x1 ´ x3, px1 ´ x3qx1, px1 ´ x3qx2, px1 ´ x3qx3, x2 ´ x3,
px2 ´ x3qx1, px2 ´ x3qx2 et px2 ´ x3qx3. Notons fj ces variables.
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Si comme nous l’avons supposé, toute strate de dimension 2 de SF n’admet
qu’une seule façon, alors, même en tenant compte des conditions imposées par cette
façon, la forme des ensembles de Jelonek SF possibles et des applications F cor-
respondantes est assez compliquée et ceci est ce que nous étudierons d’une manière
précise dans le chapitre 6.
Supposons maintenant qu’une strate de dimension 2 de SF admette deux façons κ
et κ1. Alors, le nombre de variables “pertinentes” va être réduit, grâce aux conditions
imposées par les façons κ et κ1. Nous procédons pour cette étude aux deux étapes
suivantes :
Étape 1 : Déterminer, en fonction des façons κ et κ1, quelles sont les variables
pertinentes dans F ainsi que les suites tξku pour κ et tξ1ku pour κ1, pour que la strate
correspondant à ces façons soit de plus grande dimension possible.
Étape 2 : Déterminer la forme précise de F en tenant compte des contraintes
suivantes :
- les deux façons doivent correspondre à la même strate. Ceci implique que
les valeurs asymptotiques de F pξkq et F pξ1kq doivent coïncider : Supposons que
tξku “ tpx1,k, x2,k, x3,kqu et tξ1ku “ tpx11,k, x12,k, x13,kqu soient deux suites corres-
pondant respectivement aux façons κ et κ1. Pour que κ et κ1 soient deux façons de
la même strate de dimension 2 de SF , alors F pξkq et F pξ1kq doivent admettre au
moins les mêmes deux coordonnées tendant indépendamment vers deux nombres
complexes quelconques,
- l’application F est dominante. Ceci implique deux conditions :
+ les suites tF pξkqu et tF pξ1kqu doivent admettre au moins une même coordonnée
tendant vers 0,
+ les polynômes coordonnées F1, F2 et F3 doivent être indépendants (proposition
1.2.12, page 29), cela signifique que F dépend au moins de 3 variables parmi les fj
ci-dessus, convenablement choisies. Ainsi nous dirons parfois que
“F est une application polynomiale qui s’écrit sous la forme F “ F˜ pf1, . . . , fkq
où k ě 3 telle que les coefficients de fj sont non nuls pour certains j P t1, . . . , ku”.
Les deux exemples suivants sont très instructifs pour la preuve du théorème
4.8.1 :
Exemple 4.8.3. Explicitons une application polynomiale dominante F : C3 Ñ C3
de degré 2 telle qu’il existe une strate de dimension 2 de SF admettant les deux
façons κ “ p1qr2, 3s et κ1 “ p2qr1, 3s : Supposons que tξku “ tpx1,k, x2,k, x3,kqu
et tξ1ku “ tpx11,k, x12,k, x13,kqu soient deux suites correspondant respectivement aux
façons κ et κ1.
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Étape 1 : Puisque κ “ p1qr2, 3s, la variable x1,k tend vers l’infini et F s’écrit
sous la forme :
F “ F˜ px2,x3, x1x2, x2x3, x3x1, px1 ´ x2qx2, px1 ´ x2qx3, px2 ´ x3q,
px2 ´ x3qx1, px2 ´ x3qx2, px2 ´ x3qx3, px1 ´ x3qx2, px1 ´ x3qx3q.
Puisque κ1 “ p2qr1, 3s, alors x2,k tend vers l’infini et F s’écrit sous la forme :
F “ F˜ px1, x3, x1x2,x2x3, x3x1, px1 ´ x2qx1, px1 ´ x2qx3, px2 ´ x3qx1,
px2 ´ x3qx3, x1 ´ x3, px1 ´ x3qx1, px1 ´ x3qx2, px1 ´ x3qx3q.
Nous en déduisons que F s’écrit sous la forme
F “ F˜ px3, x1x2, x2x3, x3x1, px1 ´ x2qx3, px2 ´ x3qx1, px2 ´ x3qx3,
px1 ´ x3qx2, px1 ´ x3qx3q.
Puisque px1 ´ x2qx3, px2 ´ x3qx1, px2 ´ x3qx3, px1 ´ x3qx2 et px1 ´ x3qx2 sont des
polynômes des variables x3, x1x2, x2x3 et x3x1 nous pouvons donc simplifier F sous
la forme :
F “ F˜ px3, x1x2, x2x3, x3x1q.
Nous pouvons en effet simplifier l’application F en enlevant des variables fj qui sont
des polynômes en des variables qui apparaissent déjà dans F˜ . Par contre, nous ne
pouvons pas faire l’inverse, puisqu’avec une suite tendant vers l’infini, si un polynôme
de certaines variables ne tend pas vers l’infini (par exemple x1´x2), alors une variable
de ce polynôme (par exemple x1) peut tendre vers l’infini.
Pour que κ et κ1 soient deux façons d’une strate de plus grande dimension
possible, nous devons choisir la suite ξk telle que x1,kx2,k et x1,kx3,k tendent vers
des nombres complexes quelconques ; de la même manière, nous devons choisir la
suite ξ1k telle que x11,kx12,k et x12,kx13,k tendent vers des nombres complexes quel-
conques. Sans perte de généralité, nous pouvons supposer que ξk “ pk ` λk , µk , νk q
et ξ1k “ pλ1k , k ` µ
1
k
, ν
1
k
q, nous avons :
F pξkq Ñ F˜ p0, µ, 0, νq,
F pξ1kq Ñ F˜ p0, λ1, µ1, 0q.
Étape 2 : Pour que κ et κ1 sont deux façons d’une strate de dimension 2 de SF ,
nous devons garder les variables
f1 :“ x3 et f2 :“ x1x2
de F puisque f1pξkq, f1pξ1kq tendent vers 0 et f2pξkq, f2pξ1kq tendent vers des nombres
complexes quelconques µ, λ1, respectivement. Nous devons créer maintenant la troi-
sième variable f3 telle que f3pξkq tend vers un nombre complexe quelconque indépen-
damment de µ et f3pξ1kq tend vers un nombre complexe quelconque indépendamment
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de λ1. Nous avons une seule possibilité
F “ F˜ px3, x1x2, r1x2x3 ` r2x3x1q,
où r1 et r2 sont des nombres complexes non nuls. Nous mettons ici les coefficients
r1 et r2 pour montrer qu’il n’est pas nécessaire que les coefficients de x2x3 et x3x1
soient les mêmes.
Donc, nous arrivons à la conclusion : si une strate de dimension 2 de l’ensemble
de Jelonek SF d’une application polynomiale dominante F : C3 Ñ C3 de degré 2
admet deux façonsp1qr2, 3s et p2qr1, 3s, alors F s’écrit sous la forme :
F “ F˜ px3, x1x2, r1x2x3 ` r2x3x1q.
Par ailleurs, avec cette forme de F , alors SF n’admet que deux façons p1qr2, 3s
et p2qr1, 3s. Cela montre que SF est irréductible.
Exemple 4.8.4. Explicitons une application polynomiale dominante F : C3 Ñ
C3 de degré 2 telle qu’une strate de dimension 2 de SF admette les deux façons
κ “ p1, 2, 3q et κ1 “ p1, 2qr3s : Supposons que tξku “ tpx1,k, x2,k, x3,kqu et tξ1ku “
tpx11,k, x12,k, x13,kqu soient deux suites correspondant respectivement aux façons κ et
κ1.
Étape 1 : Avec la façon κ, la suite x1,k ´ x2,k tend ou bien vers un nombre
complexe λ quelconque, ou bien vers 0. Si x1,k ´ x2,k tend vers un nombre complexe
λ, alors pour que F soit dominante, F doit être de la forme
F “ F˜ px1 ´ x2, px1 ´ x3qx3, px2 ´ x3qx3q
telle que x1,k ´ x3,k et x2,k ´ x3,k tendent vers 0. Cela implique que x1,k ´ x2,k tend
vers 0, d’où la contradiction. Alors x1,k ´ x2,k tend vers 0 et F est de la forme :
ou bien
F “ F˜ px1 ´ x2, px1 ´ x2qx1, px1 ´ x2qx2, px1 ´ x2qx3q,
ou bien
F “ F˜ px1 ´ x2, px1 ´ x2qx1, px1 ´ x2qx2, px1 ´ x2qx3, px1 ´ x3qx3, px2 ´ x3qx3q.
Si F “ F˜ px1´x2, px1´x2qx1, px1´x2qx2, px1´x2qx3q, alors avec la façon κ1, la suite
x11,k´x12,k doit tendre vers 0, sinon F “ F˜ px1´x2, px1´x2qx3q, d’où la contradiction
avec F dominante. Cela implique que px11,k ´ x12,kqx13,k tend vers 0, px11,k ´ x12,kqx11,k
et px11,k ´ x12,kqx12,k tendent vers un même nombre complexe. La façon κ1 correspond
à une strate de dimension 1, ce cas est donc exclus. Alors F est de la forme :
F “ F˜ px1´x2, px1´x2qx1, px1´x2qx2, px1´x2qx3, px1´x3qx3, px2´x3qx3q, (4.8.5)
où :
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+ Avec la façon κ, les suites x1,k ´ x2,k, x1,k ´ x3,k et x2,k ´ x3,k tendent vers 0.
Les suites coordonnées px1,k ´ x2,kqx1,k, px1,k ´ x2,kqx2,k et px1,k ´ x2,kqx3,k tendent
vers un même nombre complexe quelconque λ. La suite coordonnée px1,k ´ x3,kqx3,k
tend vers un nombre complexe quelconque µ. La suite coordonnée px2,k ´ x3,kqx3,k
tend vers le nombre complexe µ´ λ.
+ Avec la façon κ1, la suite x11,k ´ x12,k tend vers 0. La suite coordonnée px11,k ´
x12,kqx13,k tend donc vers 0. Les suites coordonnées px11,k´x12,kqx11,k et px11,k´x12,kqx12,k
tendent vers un même nombre complexe quelconque λ1. Les suites coordonnées px11,k´
x13,kqx13,k et px12,k ´ x13,kqx13,k tendent vers un même nombre complexe quelconque µ1.
Nous avons donc :
F pξkq Ñ F˜ p0, λ, λ, λ, µ, µ´ λq,
F pξ1kq Ñ F˜ p0, λ1, λ1, 0, µ1, µ1q.
Étape 2 : Pour que κ et κ1 soient deux façons d’une même strate de dimension
2 de SF , alors :
a) le coefficient de x1 ´ x2 est non nul,
b) au moins l’un des coefficients de px1 ´ x2qx1 et px1 ´ x2qx2 est non nul,
c) au moins l’un des coefficients de px1 ´ x3qx3 et px2 ´ x3qx3 est non nul.
Nous prouvons maintenant que l’ensemble de Jelonek SF d’une application F
de la forme (4.8.5) n’admet que deux façons κ “ p1, 2, 3q et κ1 “ p1, 2qr3s et est
irréductible. Appelons S l’hypersurface irréductible contenant deux façons κ et κ1.
Prenons une façon κ˚ de SF et notons tξk˚u “ px1˚,k, x2˚,k, x3˚,kq la suite correspondante.
Par la condition a) ci-dessus, F doit admettre toujours x1 ´ x2 comme variable, et
x1˚,k´x2˚,k doit tendre ou bien vers un nombre complexe λ ou bien vers 0. Supposons
que x1˚,k ´ x2˚,k tende vers un nombre complexe λ. Par la condition b) ci-dessus, les
deux suites x1˚,k et x2˚,k ne peuvent pas tendre vers l’infini, donc x3˚,k doit tendre
vers l’infini. Nous avons donc ou bien px1˚,k ´ x3˚,kqx3˚,k tend vers l’infini ou bien
px2˚,k´x3˚,kqx3˚,k tend vers l’infini, d’où la contradiction avec la condition c) ci-dessus.
Donc x1˚,k´x2˚,k tend vers 0. Par le même argument, le cas où x1˚,k et x2˚,k ne tendent
pas vers l’infini est en contradiction avec la condition c) et alors x1˚,k et x2˚,k doivent
tendre vers l’infini. Par la condition c), x3˚,k tend ou bien vers 0, ou bien vers l’infini.
La façon κ˚ est donc ou bien p1, 2, 3q ou bien p1, 2qr3s. Alors SF n’admet que deux
façons κ et κ1, cela signifie que SF est l’hypersurface irréductible S .
Remarque 4.8.6. Notons fj les variables “pertinentes” de l’application polynomiale
F “ F˜ px1 ´ x2, px1 ´ x2qx1, px1 ´ x2qx2, px1 ´ x2qx3, px1 ´ x3qx3, px2 ´ x3qx3q,
dans l’exemple 4.8.4 ci-dessus, comme suit :
f1 “ x1 ´ x2, f2 “ px1 ´ x2qx1, f3 “ px1 ´ x2qx2,
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f4 “ px1 ´ x2qx3, f5 “ px1 ´ x3qx3, f6 “ px2 ´ x3qx3.
Nous voyons que f6 “ f5 ´ f4. Donc les variables f4, f5 et f5 sont dépendantes en
ce sens qu’elles jouent le même rôle. Alors, nous pouvons écrire F sous la forme :
ou bien
F “ F˜ pf1, f2, f3, f4, f5q,
ou bien
F “ F˜ pf1, f2, f3, f4, f6q,
ou bien
F “ F˜ pf1, f2, f3, f5, f6q.
Dans ce cas, pour simplicier, nous écrivons
F “ F˜ pf1, f2, f3, f4, f5, f6q
comme dans l’exemple 4.8.4 et nous comprenons que F est une application polyno-
miale d’au moins 3 variables parmi les fj, j “ 1, . . . , 6 ci-dessus, avec un bon choix
pour que F soit dominante.
Remarque 4.8.7. Dans l’étape 1 de l’exemple 4.8.4, nous devons déjà penser à la
condition de dominance de l’application F .
De la remarque 4.8.1 et de l’exemple 4.8.3 ci-dessus, nous pouvons procéder à la
preuve du théorème suivant, laquel est le cas particulier du théorème 4.8.1 pour le
cas pn, dq “ p3, 2q :
Théorème 4.8.8. Soit F : C3px1,x2,x3q Ñ C3pα1,α2,α3q une application polynomiale
dominante de degré 2 telle que SF n’est pas vide. Alors, pour chaque point a d’une
hypersurface irréductible de dimension 2 de SF , nous avons 1 ď orpaq ď 2. De plus,
si orpaq “ 2, alors SF est irréductible et SF n’admet que deux façons parmi les cas
suivants :
(i) κ “ p1, 2, 3q et κ1 “ pi1, i2qrjs avec tpi1, i2, jqu “ tp1, 2, 3qu. Alors, F s’écrit sous
la forme
F “ F˜ pxi1 ´ xi2 , pxi1 ´ xi2qxi1 , pxi1 ´ xi2qxi2 , pxi1 ´ xi2qxj, pxi1 ´ xjqxj, pxi2 ´ xjqxjq,
où
a) le coefficient de xi1 ´ xi2 est non nul,
b) au moins l’un des coefficients de pxi1 ´ xi2qxi1 et pxi1 ´ xi2qxi2 est non nul,
c) au moins l’un des coefficients de pxi1 ´ xjqxj et pxi2 ´ xjqxj est non nul.
(ii) κ “ p1, 2, 3q et κ1 “ piqrj1, j2s où tpi, j1, j2qu “ tp1, 2, 3qu. Alors, F s’écrit sous
la forme
F “ F˜ ppxi ´ xj1qxj1 , pxi ´ xj1qxj2 , pxi ´ xj2qxj1 , pxi ´ xj2qxj2
pxj1 ´ xj2q, pxj1 ´ xj2qxi, pxj1 ´ xj2qxj1 , pxj1 ´ xj2qxj2q,
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où le coefficient de xj1 ´ xj2 est non nul et
a) ou bien le coefficient de pxj1 ´ xj2qxi est non nul et au moins l’un des quatre
coefficients de pxi ´ xj1qxj1, pxi ´ xj1qxj2, pxi ´ xj2qxj1 et pxi ´ xj2qxj2 est non nul,
b) ou bien les coefficients de pxi ´ xj1qxj1 et pxi ´ xj2qxj2 sont non nuls,
c) ou bien les coefficients de pxi ´ xj1qxj2 et pxi ´ xj2qxj1 sont non nuls.
(iii) κ “ p1, 2qr3s et κ1 “ piqr3, js, où tpi, ju “ tp1, 2qu. Alors, F s’écrit sous la forme
F “ F˜ px3, xjx3, xix3, pxi ´ xjqxjq,
où les coefficients de x3, xix3 et pxi ´ xjqxj sont non nuls.
(iv) κ “ p1, 2qr3s et κ1 “ p3qr1, 2s : F s’écrit sous la forme
F “ F˜ px1x3, x2x3, x1 ´ x2, r1x1x3 ` r2x2x3 ` r3px1 ´ x2qx1 ` r4px1 ´ x2qx2q,
où
a) rl P C avec l “ 1, . . . , 4 tels que ou bien pr1 ‰ 0, r2 ‰ 0, pr3, r4q ‰ p0, 0qq, ou
bien ppr1, r2q ‰ p0, 0q, pr3, r4q ‰ p0, 0qq,
b) au moins l’un des coefficients de x1x3 et x2x3 est non nul,
c) les coefficients de x1 ´ x2 et r1x1x3 ` r2x2x3 ` r3px1 ´ x2qx1 ` r4px1 ´ x2qx2
sont non nuls.
(v) κ “ p1, 3qr2s et κ1 “ piqr2, js où ti, ju “ t1, 3u : F s’écrit sous la forme
F “ F˜ px2, x2xj, xix2, pxi ´ xjqxjq,
où les coefficients de x2, x2xi et pxi ´ xjqxj sont non nuls.
(vi) κ “ p1, 3qr2s et κ1 “ p2qr1, 3s : F s’écrit sous la forme
F “ F˜ px1x2, x2x3, x1 ´ x3, r1x1x2 ` r2x2x3 ` r3px1 ´ x3qx1 ` r4px1 ´ x3qx3q,
où
a) rl P C avec l “ 1, . . . , 4 tels que ou bien pr1 ‰ 0, r2 ‰ 0q, ou bien pr1, r2q ‰
p0, 0q et pr3, r4q ‰ p0, 0q,
b) au moins l’un des deux coefficients x1x2 et x2x3 est non nul,
c) les coefficients de x1 ´ x3 et r1x1x2 ` r2x2x3 ` r3px1 ´ x3qx1 ` r4px1 ´ x3qx3
sont non nuls.
(vii) κ “ p2, 3qr1s et κ1 “ piqr1, js, où ti, ju “ t2, 3u : F s’écrit sous la forme
F “ F˜ px1, x1xi, x1xj, pxi ´ xjqxjq,
où les coefficients de x1, x1xi et pxi ´ xjqxj sont non nuls.
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(viii) κ “ p2, 3qr1s et κ1 “ p1qr2, 3s : F s’écrit sous la forme
F “ F˜ px1x3, x1x2, x3 ´ x2, r1x1x3 ` r2x1x2 ` r3px3 ´ x2qx3 ` r4px3 ´ x2qx2q,
où
a) rl P C avec l “ 1, . . . , 4 tels que ou bien pr1 ‰ 0, r2 ‰ 0, pr3, r4q ‰ p0, 0qq, ou
bien ppr1, r2q ‰ p0, 0q, pr3, r4q ‰ p0, 0qq,
b) au moins l’un des coefficients de x1x3 et x1x2 est non nul,
c) les coefficients de x3 ´ x2 et r1x1x3 ` r2x1x2 ` r3px3 ´ x2qx3 ` r4px3 ´ x2qx2
sont non nuls.
(ix) κ “ p1qr2, 3s et κ1 “ piqr1, js, avec tpi, ju “ tp2, 3qu. Alors F s’écrit sous la
forme
F “ F˜ pxj, x1xi, r1xixj ` r2x1xjq,
où r1 et r2 sont des nombres complexes non nuls et les coefficients de xj, x1xi et
r1xixj ` r2x1xj sont non nuls.
Démonstration. Supposons qu’il existe une strate de dimension 2 de SF admettant
deux façons κ et κ1. Ces façons appartiennent à un ou deux groupes parmi les six
groupes de la l’algorithme 4.8.2 ci-dessus, nous avons donc les cas possibles suivants :
1) κ “ p1, 2, 3q et κ1 appartient au groupe II, par exemple κ1 “ p1, 2q : Pour que
κ et κ1 soient deux façons d’une strate de dimension la plus grande possible alors F
est une application polynomiale de la forme
F “ F˜ px1 ´ x2, px1 ´ x2qx1, px1 ´ x2qx2, px1 ´ x2qx3q,
telle que pour la façon κ1, la suite x11,k´x12,k tend vers 0 et les suites px11,k´x12,kqx11,k,
px11,k ´ x12,kqx12,k tendent vers le même nombre complexe quelconque λ. Nous avons
donc
F pξ1kq Ñ F˜ p0, λ, λ, 0q.
Alors κ1 est une façon d’une strate de dimension 1 de SF , ce cas est donc exclus.
De la même manière, nous obtenons le même résultat pour les autres façons κ1
du groupe II.
2) κ “ p1, 2, 3q et κ1 appartient au groupe III, par exemple κ1 “ p1q : F est une
application polynomiale de la forme
F “ F˜ px2 ´ x3, px2 ´ x3qx1, px2 ´ x3qx2, px2 ´ x3qx3q,
telle que pour la façon κ1, la suite px12,k ´ x13,kq tend vers 0. Donc px12,k ´ x13,kqx12,k
et px12,k ´ x13,kqx13,k tendent aussi vers 0. La façon κ1 est une façon d’une strate de
dimension plus petite que 2 de SF , ce cas est donc exclus.
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De la même manière, nous obtenons le même résultat pour les autres façons κ1
du groupe III.
3) κ “ p1, 2, 3q et κ1 appartient au groupe IV : Si κ1 “ p1, 2qr3s, de l’exemple
4.8.4, F est une application polynomiale de la forme
F “ F˜ px1´x2, px1´x2qx1, px1´x2qx2, px1´x2qx3, px1´x3qx3, px2´x3qx3q, (4.8.9)
où
a) le coefficient de x1 ´ x2 est non nul,
b) au moins l’un des coefficients de px1 ´ x2qx1 et px1 ´ x2qx2 est non nul,
c) au moins l’un des coefficients de px1 ´ x3qx3 et px2 ´ x3qx3 est non nul.
Dans l’exemple 4.8.4 et dans ce cas, SF est irréductible.
Procédons de la même manière, nous obtenons un résultat identique pour les
façons κ1 “ p1, 3qr2s et κ1 “ p2, 3qr1s en échangeant le rôle des variables x1, x2 et x3.
C’est le cas piq de notre théorème.
4) κ “ p1, 2, 3q et κ1 appartient au groupe V, par exemple κ1 “ p1qr2s : F est une
application de la forme
F “ F˜ px2 ´ x3, px2 ´ x3qx2, px2 ´ x3qx3, px1 ´ x2qx2, px1 ´ x3qx2q,
telle que :
+ Avec la façon κ, les suites x1,k´x2,k, x1,k´x3,k et x2,k´x3,k tendent vers 0. Les
suites coordonnées px2,k ´ x3,kqx2,k et px2,k ´ x3,kqx3,k tendent donc vers un même
nombre complexe quelconque λ. La suite coordonnée px1,k ´ x2,kqx2,k tend vers un
nombre complexe quelconque µ. La suite coordonnée px1,k ´ x3,kqx2,k tend vers un
nombre complexe µ` λ.
+ Avec la façon κ1, la suite x12,k´x13,k tend vers un nombre complexe quelconque
λ1, la suite coordonnée px12,k ´ x13,kqx13,k tend donc vers λ12. La suite coordonnée
px12,k´x13,kqx12,k tend vers 0. Les suites coordonnées px11,k´x12,kqx12,k et px11,k´x13,kqx12,k
tendent vers un même nombre complexe quelconque µ1.
Nous avons donc
F pξkq Ñ F˜ p0, λ, λ, µ, λ` µq,
F pξ1kq Ñ F˜ p´λ1, 0, ´λ12, µ1, µ1q.
Alors κ et κ1 sont deux façons de deux strates différentes, ce cas est donc exclus.
Nous avons le même résultat pour les autres façons κ1 du groupe V.
Dans les cas précédents, nous n’avons pas explicité les suites ξk et ξ1k satisfaisant
les façons pour que κ et κ1 pour qu’elles soient deux façons d’une strate de dimension
la plus grande possible. En revanche, pour être plus complets, dans les cas suivants,
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nous explicitons les suites ξk et ξ1k choisies comme représentants de deux classes
de suites correspondant aux deux façons κ, κ1 telles que ces deux façons soient les
façons d’une strate de dimension la plus grande possible.
5) κ “ p1, 2, 3q et κ1 appartient au groupe VI : si κ1 “ p1qr2, 3s, F est une
application de la forme
F “ F˜ ppx1 ´ x2qx2, px1 ´ x2qx3, px1 ´ x3qx2, px1 ´ x3qx3,
px2 ´ x3q, px2 ´ x3qx1, px2 ´ x3qx2, px2 ´ x3qx3q. (4.8.9)
Choisissons, par exemple, ξk “ pk ` λk , k ` µk , k ` νk q et ξ1k “ pk, µ
1
k
, ν
1
k
q, nous avons :
F pξkq Ñ F˜ pλ´ µ, λ´ µ, λ´ ν, λ´ ν, 0, µ´ ν, µ´ ν, µ´ νq,
F pξ1kq Ñ F˜ pµ1, ν 1, µ1, ν 1, 0, µ1 ´ ν 1, 0, 0q.
Pour que κ et κ1 soient deux façons d’une strate de dimension 2 de SF , alors le
coefficient de x2 ´ x3 doit être non nul et
a) ou bien le coefficient de px2 ´ x3qx1 est non nul et au moins l’un des quatre
coefficients de px1 ´ x2qx2, px1 ´ x2qx3, px1 ´ x3qx2 et px1 ´ x3qx3 est non nul,
b) ou bien les coefficients de px1 ´ x2qx2 et px1 ´ x3qx3 sont non nuls,
c) ou bien les coefficients de px1 ´ x2qx3 et px1 ´ x3qx2 sont non nuls.
Procédant de la même manière, nous obtenons un résultat identique pour les
façons κ1 “ p2qr1, 3s et κ1 “ p3qr1, 2s en échangement le rôle des variables x1, x2 et
x3. C’est le cas piiq de notre théorème.
6) κ appartient au groupe II, par exemple κ “ p1, 2q, et κ1 appartient aussi au
groupe II, par exemple, κ1 “ p2, 3q, alors F est une application de la forme
F “ F˜ ppx1 ´ x2qpx2 ´ x3qq,
d’où la contradiction avec F est dominante. Ce cas est donc exclus.
Procédant de la même manière, nous obtenons le même résultat avec les autres
choix de façons κ et κ1 dans le groupe II.
7) κ appartient au groupe II, par exemple κ “ p1, 2q, et κ1 appartient au groupe
III :
i) Si κ1 “ p1q : F est une application de la forme
F “ F˜ px3, px1 ´ x2qpx2 ´ x3qq,
d’où la contradiction avec F est dominante. Ce cas est donc exclus.
Nous avons le même résultat avec κ1 “ p2q.
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ii) Si κ1 “ p3q : F est une application de la forme
F “ F˜ px1 ´ x2, px1 ´ x2qx1, px1 ´ x2qx2, px1 ´ x2qx3q.
Choisissons, par exemple, ξk “ pk ` λk , k ` µk , νq, nous avons
F pξkq Ñ F˜ p0, λ´ µ, λ´ µ, 0q.
Alors κ est une façon d’une strate de dimension 1 de SF , ce cas est donc exclus.
Procédant de la même manière, nous obtenons le même résultat avec les autres
choix de façons κ dans le groupe II et κ1 dans le groupe III.
8) κ appartient au groupe II, par exemple κ “ p1, 2q, et κ1 appartient au groupe
IV :
i) Si κ1 “ p1, 2qr3s : F est une application de la forme
F “ F˜ px3, x1 ´ x2, px1 ´ x2qx1, px1 ´ x2qx2, px1 ´ x2qx3q.
Choisissons, par exemple, ξ1k “ pk ` λ1k , k ` µ
1
k
, ν
1
k
q, nous avons
F pξ1kq Ñ F˜ p0, 0, λ1 ´ µ1, λ1 ´ µ1, 0q.
Alors κ1 est une façon d’une strate de dimension 1 de SF , ce cas est donc exclus.
ii) Si κ1 “ p2, 3qr1s : F est une application de la forme
F “ F˜ ppx1 ´ x2qx1, px1 ´ x2qpx2 ´ x3qq,
d’où la contradiction avec F est dominante. Ce cas est donc exclus.
iii) Si κ1 “ p1, 3qr2s, nous obtenons le même résultat que dans le cas ii), en
échangeant les variables x1 et x2.
Procédant de la même manière, nous obtenons le même résultat avec les autres
choix de façons κ dans le groupe II et κ1 dans le groupe IV.
9) κ appartient au groupe II, par exemple κ “ p1, 2q, et κ1 appartient au groupe
V :
i) Si κ1 “ p1qr2s ou κ1 “ p2qr1s : F est une application de la forme
F “ F˜ px3, px1 ´ x2qx2q,
d’où la contradiction avec F est dominante. Ce cas est donc exclus.
ii) Si κ1 “ p1qr3s ou κ1 “ p2qr3s : F est une application de la forme
F “ F˜ px3, px1 ´ x2qx3q,
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d’où la contradiction avec F est dominante. Ce cas est donc exclus.
iii) Si κ1 “ p3qr1s ou κ1 “ p3qr2s : F est une application de la forme
F “ F˜ px1 ´ x2, px1 ´ x2qx1, px1 ´ x2qx2q,
d’où la contradiction avec F est dominante. Ce cas est donc exclus.
Procédant de la même manière, nous obtenons le même résultat avec les autres
choix de façons κ dans le groupe II et κ1 dans le groupe V. Ces cas sont donc exclus.
10) κ appartient au groupe II, par exemple κ “ p1, 2q et κ1 appartient au groupe
VI :
i) κ1 “ p1qr2, 3s : F est une application de la forme
F “ F˜ px3, px1 ´ x2qx2, px1 ´ x2qx3q.
Choisissons, par exemple, ξk “ pk ` λk , k ` µk , νq et ξ1k “ pk ` λ
1
k
, µ
1
k
, ν
1
k
q, nous avons :
F pξkq Ñ F˜ pν, λ´ µ, 0q,
F pξ1kq Ñ F˜ p0, µ1, ν 1q.
Alors κ et κ1 sont deux façons de deux strates différentes, ce cas est donc exclus.
ii) κ1 “ p2qr1, 3s : nous obtenons le même résultat que dans le cas i), en échangeant
les rôles de x1 et x2.
iii) κ1 “ p3qr1, 2s : F est une application polynomiale de la forme
F “ F˜ px1 ´ x2, px1 ´ x2qx1, px1 ´ x2qx2, px1 ´ x2qx3q.
Choisissons, par exemple, ξk “ pk ` λk , k ` µk , νq et ξ1k “ pk ` λ
1
k
, µ
1
k
, ν
1
k
q, nous avons :
F pξkq Ñ F˜ p0, λ´ µ, λ´ µ, 0q.
Alors κ est une façon d’une strate de dimension 1 de SF , ce cas est donc exclus.
Procédant de la même manière, nous obtenons le même résultat avec les autres
choix de façons κ dans le groupe II et κ1 dans le groupe VI.
11) κ appartient au groupe III, par exemple κ “ p1q et κ1 appartient aussi au
groupe III :
i) κ1 “ p2q : F est une application de la forme
F “ F˜ px3, px1 ´ x3qpx2 ´ x3qq,
d’où la contradiction avec F est dominante. Ce cas est donc exclus.
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ii) κ1 “ p3q : nous obtenons le même résultat que dans le cas i).
12) κ appartient au groupe III, par exemple κ “ p1q et κ1 appartient au groupe
IV :
i) κ1 “ p1, 2qr3s : F est une application de la forme
F “ F˜ px3, x2x3, px1 ´ x2qpx2 ´ x3qq.
Choisissons, par exemple, ξk “ pk ` λk , µ, µ` νk q et ξ1k “ pk ` λ
1
k
, k ` µ1
k
, ν
1
k
q, nous
avons :
F pξkq Ñ F˜ pµ, µ2, νq.
Pour que κ nous fournisse une strate de dimension 2, alors µ et ν doivent être des
nombres complexes quelconques, l’application F n’est pas dominante. Ce cas est
donc exclus.
Nous obtenons le même résultat avec κ1 “ p1, 3qr2s.
ii) κ1 “ p2, 3qr1s : F est une application de la forme
F “ F˜ px2 ´ x3, px2 ´ x3qx1, px2 ´ x3qx2, px2 ´ x3qx3q.
Choisissons, par exemple, ξk “ pk ` λk , µ, µ` νk q, nous avons :
F pξkq Ñ F˜ p0, ν, 0, 0q.
Alors κ est une façon d’une strate de dimension 1 de SF , ce cas est donc exclus.
Procédant de la même manière, nous obtenons le même résultat avec les autres
façons κ dans le groupe III et κ1 dans le groupe IV.
13) κ appartient au groupe III, par exemple κ “ p1q et κ1 appartient au groupe
V :
i) κ1 “ p1qr2s ou κ1 “ p1qr3s : F est une application de la forme
F “ F˜ px2, x3q,
d’où la contradiction avec F est dominante. Ce cas est donc exclus.
ii) κ1 “ p2qr1s : F est une application de la forme
F “ F˜ px3, px2 ´ x3qx1q,
d’où la contradiction avec F est dominante. Ce cas est donc exclus.
iii) κ1 “ p2qr3s : F est une application de la forme
F “ F˜ px3, px2 ´ x3qx3q,
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d’où la contradiction avec F est dominante. Ce cas est donc exclus.
iv) κ1 “ p3qr1s : F est une application de la forme
F “ F˜ px2, px2 ´ x3qx1q,
d’où la contradiction avec F est dominante. Ce cas est donc exclus.
v) κ1 “ p3qr2s : F est une application de la forme
F “ F˜ px2, x3q,
d’où la contradiction avec F est dominante. Ce cas est donc exclus.
14) κ appartient au groupe III, par exemple κ “ p1q et κ1 appartient au groupe
VI :
i) κ1 “ p1qr2, 3s : F est une application de la forme
F “ F˜ px2, x3, x2x3, x2 ´ x3, px2 ´ x3qx1q,
Avec la façon κ1, les variables x12,k, x13,k, x12,kx13,k et x12,k´ x13,k tendent vers 0, donc κ1
est une façon d’une strate de dimension 1, ce cas est donc exclus.
ii) κ1 “ p2qr1, 3s : F est une application de la forme
F “ F˜ px3, x2x3, px2 ´ x3qx1, px2 ´ x3qx3q.
Choisissons, par exemple, ξk “ pk ` λk , µ, µ` νk q et ξ1k “ pλ
1
k
, k ` µ1
k
, ν
1
k
q, nous avons :
F pξkq Ñ F˜ pµ, µ2, ν, νq.
Pour que κ nous fournisse une strate de dimension 2, alors µ et ν doivent être des
nombres complexes quelconques, l’application F n’est pas dominante. Ce cas est
donc exclus.
Procédant de la même manière, nous obtenons le même résultat avec les autres
choix de façons κ dans le groupe III et κ1 dans le groupe VI.
15) κ appartient au groupe IV, par exemple κ “ p1, 2qr3s et κ1 appartient au
groupe IV :
i) κ1 “ p1, 3qr2s : F est une application de la forme
F “ F˜ px2x3, px1 ´ x2qx2, px1 ´ x2qpx1 ´ x3q, px1 ´ x3qx3q.
Choisissons, par exemple, ξk “ pk ` λk , k ` µk , νk q et ξ1k “ pk ` λ
1
k
, µ
1
k
, k ` ν1
k
q, nous
avons :
F pξkq Ñ F˜ pν, λ´ µ, λ´ µ, νq
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Pour que κ nous fournisse une strate de dimension 2, alors ν et λ ´ µ doivent être
des nombres complexes quelconques, l’application F n’est pas dominante. Ce cas est
donc exclus.
ii) κ1 “ p2, 3qr1s : nous obtenons le même résultat que dans le cas i).
16) κ appartient au groupe IV, par exemple κ “ p1, 2qr3s et κ1 appartient au
groupe V :
i) κ1 “ p1qr2s : F est une application de la forme
F “ F˜ px3, x2x3, px1 ´ x2qx2q.
Choisissons, par exemple, ξk “ pk ` λk , k ` µk , νk q et ξ1k “ pk ` λ
1
k
, µ
1
k
, ν 1q, nous avons :
F pξkq Ñ F˜ p0, ν, λ´ µq,
F pξ1kq Ñ F˜ pν 1, 0, µ1q.
Alors κ et κ1 sont deux façons de deux strates différentes, ce cas est donc exclus.
Nous obtenons le même résultat avec κ1 “ p2qr1s.
ii) κ1 “ p1qr3s : F est une application de la forme
F “ F˜ px3, x1x3, x2x3q.
Avec la façon κ1, les “variables" x13,k et x12,kx13,k tendent vers 0, alors κ1 est une façon
d’une strate de dimension 1, ce cas est donc exclus.
Nous obtenons le même résultat avec κ1 “ p2qr3s.
iii) κ1 “ p3qr1s : F est une application de la forme
F “ F˜ px1x3, x1 ´ x2, px1 ´ x2qx1, px1 ´ x2qx2q.
Choisissons, par exemple, ξk “ pk ` λk , k ` µk , νk q et ξ1k “ pλ
1
k
, µ1, k ` ν1
k
q, nous avons :
F pξkq Ñ F˜ pν, 0, λ´ µ, λ´ µq,
F pξ1kq Ñ F˜ pλ1, ´µ1, 0, ´µ12q.
Alors κ et κ1 sont deux façons de deux strates différentes, ce cas est donc exclus.
Nous obtenons le même résultat avec κ1 “ p3qr2s.
Procédant de la même manière, nous obtenons le même résultat avec les autres
choix de façons κ dans le groupe IV et κ1 dans le groupe V.
17) κ appartient au groupe IV, par exemple κ “ p1, 2qr3s et κ1 appartient au
groupe VI :
130
i) κ1 “ p1qr2, 3s : F est une application de la forme
F “ F˜ px3, x2x3, x1x3, px1 ´ x2qx2q. (4.8.10)
Choisissons, par exemple, ξk “ pk` λk , k` µk , νk q et ξ1k “ pk` λ
1
k
, µ
1
k
, ν
1
k
q, nous avons :
F pξkq Ñ F˜ p0, ν, ν, λ´ µq,
F pξ1kq Ñ F˜ p0, 0, ν 1, µ1q.
Pour que κ et κ1 soient deux façons d’une strate de dimension 2 de SF , les coefficients
de x3, x1x3 et px1 ´ x2qx2 doient être non nuls.
Nous prouvons maintenant que l’ensemble de Jelonek SF d’une application F
de la forme (4.8.10) n’admet que deux façons κ “ p1, 2qr3s et κ1 “ p1qr2, 3s et est
irréductible. Appelons S l’hypersurface irréductible contenant les deux façons κ et
κ1. Prenons une façon κ˚ de SF et notons tξk˚u “ px1˚,k, x2˚,k, x3˚,kq la suite correspon-
dante. Puisque F doit admettre x3 comme variable, alors x3˚,k ne peut pas tendre vers
l’infini. Supposons que x3˚,k tende vers un nombre complexe quelconque, alors x1˚,k
ne peut pas tendre vers l’infini, puisque F doit admettre x1x3 comme variable. Cela
signifie que x2˚,k doit tendre vers l’infini et donc px1˚,k´x2˚,kqx2˚,k tend vers l’infini, d’où
la contradiction avec la condition “F doit admettre px1 ´ x2qx2 comme variable.”
Donc x3˚,k tend vers 0. Si x1˚,k ne tend pas vers l’infini, alors x2˚,k doit tendre vers
l’infini et donc px1˚,k ´ x2˚,kqx2˚,k tend vers l’infini, d’où la contradiction. Nous en dé-
duisons que x1˚,k doit tendre vers l’infini. Donc x2˚,k tend ou bien vers l’infini ou bien
vers 0. La façon κ˚ est donc ou bien p1, 2qr3s ou bien p1qr2, 3s. Alors SF n’admet que
deux façons κ et κ1, cela signifie que SF est l’hypersurface irréductible S .
ii) κ1 “ p2qr1, 3s : nous procédons comme dans le cas i) en échangeant des rôles
de x1 et x2, et nous obtenons
F “ F˜ px3, x1x3, x2x3, px1 ´ x2qx1q, (4.8.11)
où les coefficients de x3, x2x3 et px1 ´ x2qx1 sont non nuls.
Nous obtenons ainsi le cas piiiq de notre théorème.
iii) κ1 “ p3qr1, 2s : F est une application de la forme
F “ F˜ px1x3, x2x3, x1 ´ x2, px1 ´ x2qx1, px1 ´ x2qx2q. (4.8.12)
Choisissons, par exemple, ξk “ pk` λk , k` µk , νk q et ξ1k “ pλ
1
k
, µ
1
k
, k` ν1
k
q, nous avons :
F pξkq Ñ F˜ pν, ν, 0, λ´ µ, λ´ µq,
F pξ1kq Ñ F˜ pλ1, µ1, 0, 0, 0q.
Pour que κ et κ1 soient deux façons d’une strate de dimension 2 de SF , nous devons
avoir
F “ F˜ px1x3, x2x3, x1 ´ x2, r1x1x3 ` r2x2x3 ` r3px1 ´ x2qx1 ` r4px1 ´ x2qx2q,
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où
a) ri P C pour i “ 1, . . . , 4 tels que ou bien pr1 ‰ 0, r2 ‰ 0q, ou bien pr1, r2q ‰
p0, 0q et pr3, r4q ‰ p0, 0q,
b) au moins l’un des coefficients de x1x3 et x2x3 est non nul,
c) les coefficients de x1 ´ x2 et r1x1x3 ` r2x2x3 ` r3px1 ´ x2qx1 ` r4px1 ´ x2qx2
sont non nuls.
Nous obtenons ainsi le cas pivq de notre théorème.
Procédant de la même manière, nous obtenons les résultats pvq, pviq, pviiq et
viiiq de notre théorème avec les autres choix de façons κ dans le groupe IV et κ1
dans le groupe VI.
De la même manière que dans le cas ci-dessus, nous montrons que SF n’admet
que deux façons et SF est irréductible.
18) κ appartient au groupe V, par exemple κ “ p1qr2s et κ1 appartient aussi au
groupe V :
i) κ1 “ p1qr3s : F est une application de la forme
F “ F˜ px2, x3q,
d’où la contradiction avec F est dominante. Ce cas est donc exclus.
ii) κ1 “ p2qr1s : F est une application de la forme
F “ F˜ px3, x1x2q,
d’où la contradiction avec F est dominante. Ce cas est donc exclus.
iii) κ1 “ p2qr3s : F est une application de la forme
F “ F˜ px3, x2x3, px2 ´ x3qx3q,
d’où la contradiction avec F est dominante. Ce cas est donc exclus.
iv) κ1 “ p3qr1s : F est une application de la forme
F “ F˜ px2, x1x2, px1 ´ x2qx2q,
d’où la contradiction avec F est dominante. Ce cas est donc exclus.
v) κ1 “ p3qr2s : F est une application de la forme
F “ F˜ px2, x1x2, x2x3q.
Avec la façon κ1, les suites x12,k et x11,kx12,k tendent vers 0, alors κ1 est une façon d’une
strate de dimension 1, ce cas est donc exclus.
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Procédant de la même manière, nous obtenons le même résultat avec les autres
choix de façons κ dans le groupe V et κ1 dans le groupe V.
19) κ appartient au groupe V, par exemple κ “ p1qr2s et κ1 appartient au groupe
VI :
i) κ1 “ p1qr2, 3s : F est une application de la forme
F “ F˜ px2, x3, x1x2q.
Avec la façon κ1, les suites x12,k et x13,k tendent vers 0, alors κ1 est une façon d’une
strate de dimension 1, ce cas est donc exclus.
ii) κ1 “ p2qr1, 3s : F est une application de la forme
F “ F˜ px3, x1x2, x2x3q.
Choisissons, par exemple, ξk “ pk ` λk , µk , νq et ξ1k “ pλ
1
k
, k ` µ1
k
, ν
1
k
q, nous avons :
F pξkq Ñ F˜ pν, µ, 0q,
F pξ1kq Ñ F˜ p0, λ1, ν 1q.
Alors κ et κ1 sont deux façons de deux strates différentes, ce cas est donc exclus.
iii) κ1 “ p3qr1, 2s : F est une application de la forme
F “ F˜ px2, x1x2, x2x3q.
Avec la façon κ1, les suites x12,k et x11,kx12,k tendent vers 0, alors κ1 est une façon d’une
strate de dimension 1, ce cas est donc exclus.
Procédant de la même manière, nous obtenons le même résultat avec les autres
choix de façons κ dans le groupe V et κ1 dans le groupe VI.
20) κ appartient au groupe VI, par exemple κ “ p1qr2, 3s et κ1 appartient au
groupe VI : Si κ1 “ p2qr1, 3s, de l’exemple 4.8.3, nous avons
F “ F˜ px3, x1x2, r1x2x3 ` r2x3x1q, (4.8.13)
où r1 et r2 sont des nombres complexes non nuls.
Procédant de la même manière pour κ1 “ p3qr1, 2s, nous obtenons le cas pixq de
notre théorème.
Nous avons ainsi étudié tous les cas possibles, ce qui nous donne le théorème
4.8.8 .
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Remarque 4.8.14. Si le degré de l’application polynomiale dominante F : C3 Ñ C3
est plus grand que 2, alors une strate de dimension 2 de SF peut admettre deux façons
qui ne sont pas l’un des 9 cas décrits dans dans le théorème 4.8.8. Les exemples
suivants montrent ce fait :
Exemple 4.8.15. 1) Soit F : C3px1,x2,x3q Ñ C3pα1,α2,α3q l’application polynomiale
dominante telle que
F px1, x2, x3q “ px1x2x3, x1x2 ` x1x3, x1q.
L’ensemble SF est le plan α3 “ 0, qui admet deux façons p2qr1s et (3)[1].
2) Soit F : C3px1,x2,x3q Ñ C3pα1,α2,α3q une application polynomiale dominante telle
que
F px1, x2, x3q “ px1x2x3, x2x3, x2 ` x3q.
L’ensemble SF est le plan α2 “ 0, qui admet deux façons p1qr2s et (1)[3].
Remarque 4.8.16. Pour une application F : Cn Ñ Cn avec n ą 3, le théorème
4.8.1 donne plus de cas possibles que dans le théorème 4.8.8, comme le montrent les
exemples suivants :
Exemple 4.8.17. Soit F : C4px1,x2,x3,x4q Ñ C4pα1,α2,α3,α4q l’application polynomiale
dominante définie par
F px1, x2, x3, x4q “ px1x2x3x4, x1x2x3, x1x2 ` x1x3 ` x2x3, x1 ` x2q.
Sur la strate S13 “ tα2 “ 0u contenue dans SF , nous avons trois façons :
κ1 “ p4qr1s correspondant à la suite tξ1ku “
 `
λ1
k
, µ1, ν1, k
˘(
,
κ2 “ p4qr2s correspondant à la suite tξ2ku “
 `
µ2,
λ2
k
, ν2, k
˘(
,
κ3 “ p4qr3s correspondant à la suite tξ3ku “
 `
µ3, ν3,
λ3
k
, k
˘(
.
Donc pour chaque point a P S13 , nous avons orpaq “ 3.
Exemple 4.8.18. Soit F : C4px1,x2,x3,x4q Ñ C4pα1,α2,α3,α4q l’application polynomiale
dominante définie par
F px1, x2, x3, x4q “ px1x2x3x4, x1x2x3 ` x1x2, x1x3 ` x2x3, x1 ` x2q.
Sur la strate S13 “ tα2 “ 0u contenue dans SF , nous avons deux façons :
κ1 “ p4qr1s correspondante avec la suite tξ1ku “
 `
λ1
k
, µ1, ν1, k
˘(
,
κ2 “ p4qr2s correspondante avec la suite tξ2ku “
 `
µ2,
λ2
k
, ν2, k
˘(
.
Avec la façon κ3 “ p4qr3s correspondante avec la suite tξ3ku “
 `
µ3, ν3,
λ3
k
, k
˘(
,
nous avons une autre strate S33 “ tα4 “ 0u de dimension 3 de SF . Dans ce cas, la
strate S13 “ tα2 “ 0u de dimension 3 de SF admet deux façons mais SF n’est pas
irréductible.
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Conjecture 4.8.19. Sur une hypersurface irréductible de SF d’une application po-
lynomiale dominante F : Cn Ñ Cn, il existe au maximum n´ 1 façons.
Remarque 4.8.20. Nous voyons que, si S1 Ă S2 alors orpaq ě orpa1q, pour a P S1
et a1 P S2. L’exemple suivant montre qu’il est possible d’avoir une seule façon sur
une strate qui n’est pas de dimension maximum.
Exemple 4.8.21. Soit l’application F : C3px1,x2,x3q Ñ C3pα1,α2,α3q telle que
F px1, x2, x3q “ px1, x2, x1x2x3q
(voir exemple 4.2.24, page 82). L’ensemble SF est composé de deux plans p0α1α3q
et p0α2α3q. Si nous prenons un point a P 0α3 “ p0α2α3q X p0α1α3q, alors Ξpaq “
tp3qr1, 2su. La strate 0α3 n’est pas la strate de dimension la plus grande, cependant
pour tout point a P 0α3, nous avons orpaq “ 1.
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Chapitre 5. Sur les stratifications des
ensembles K0pF q, SF Y K0pF q, BpF q,
KpF q, B8pF q, K8pF q et de l’ensemble
de test
Dans ce chapitre, nous rappelons la stratification de l’ensemble des points cri-
tiques d’une application polynomiale par le rang, telle que décrite par Thom. Nous
donnons une stratification de l’ensemble SF YK0F , compatible avec SF , en utilisant
la stratification de SF définie par les façons. Comme applications, nous obtenons
aussi des stratifications de l’ensemble de bifurcation BpF q, de l’ensemble des points
de bifurcations à l’infini B8pF q, de l’ensemble K8pF q des valeurs critiques asymp-
totiques de F , de l’ensemble KpF q :“ K0pF q YK8pF q et de l’ensemble de test des
applications polynomiales défini par Jelonek.
Dans la première section de ce chapitre, nous étudions en détail les stratifications
des ensembles SingF , K0pF q et SF Y K0pF q dans le cas d’un exemple précis. Les
résultats généraux sont donnés à partir de la deuxième section qu’il est possible de
lire directement.
5.1 Un exemple
Exemple 5.1.1. Considérons l’application polynomiale F : C3px1,x2,x3q Ñ C3pα1,α2,α3q
telle que
F px1, x2, x3q “ px31 ´ x1x2x3, x2x3, x3x1q.
1) Déterminons l’ensemble SF et une stratification de SF : supposons que a P SF ,
il existe une suite tξku “ tpx1,k, x2,k, x3,kqu tendant vers l’infini et telle que F pξkq
tend vers a. Nous distinguons les cas suivants :
i) Si x1,k tend vers l’infini, alors x2,kx3,k tend vers l’infini puisque x31,k´x1,kx2,kx3,k
ne tend pas vers l’infini, d’où la contradiction.
ii) Si x1,k tend vers un nombre complexe quelconque λ, alors x3,k ne tend pas vers
l’infini puisque x1,kx3,k ne tend pas vers l’infini. Alors x2,k tend vers l’infini et x3,k
tend vers 0 puisque x2,kx3,k ne tend pas vers l’infini. La suite tξku “
 `
λ, kµ, ν
k
˘(
satisfait F pξkq Ñ pλ3 ´ λµν, µν, 0q. Donc nous avons SF1 “ tα3 “ 0u.
Pour un point a P SF1 , nous avons Ξpaq “ tp2qr3su.
iii) Si x1,k tend vers 0, nous avons les deux possibilités : ou bien x3,k tend vers
l’infini, ou bien x2,k tend vers l’infini.
a) Si x3,k tend vers l’infini, alors x2,k tend vers 0 puisque x2,kx3,k ne tend pas
vers l’infini. La suite tξku “
 `
λ
k
, µ
k
, kν
˘(
satisfait F pξkq Ñ p0, µν, λνq. Donc nous
avons SF2 “ tα1 “ 0u.
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Pour un point a P SF2 , nous avons Ξpaq “ tp3qr1, 2su.
b) Si x2,k tend vers l’infini, alors x3,k tend vers 0 puisque x2,kx3,k ne tend pas
vers l’infini. La suite tξku “
 `
λ
k
, kµ, ν
k
˘(
satisfait F pξkq Ñ p0, µν, 0q.
L’ensemble SF est donc la réunion SF “ tα1 “ 0u Y tα3 “ 0u.
Soit un point a “ p0, α2, 0q P SF1 X SF2 . Il y a en fait deux classes de suites
rtξ1kus “
“ `
0, kα2,
1
k
˘(‰
et rtξ2kus “
“ `
0, 1
k
, kα2
˘(‰
telles que F pξ1kq et F pξ2kq tendent
vers a. Alors nous avons Ξpaq “ tp2qr1, 3s, p3qr1, 2su. Une stratification de SF est donc
donnée par :
SF Ą 0α2 Ą H.
2) Montrons que l’application polynomiale F est dominante :
Soit un point a P C3pα1,α2,α3qzSF , alors a “ pα1, α2, α3q avec α1 ‰ 0 et α3 ‰ 0.
Déterminons les solutions de F px1, x2, x3q “ pα1, α2, α3q, c’est-à-dire
α1 “ x31 ´ x1x2x3, α2 “ x2x3, α3 “ x3x1. (5.1.2)
Puisque α3 ‰ 0 alors x1 ‰ 0 et x3 ‰ 0 et x1 “ α3x3 .
i) Si α2 “ 0 alors x2 “ 0 et x31 “ α1 ‰ 0. Donc le système d’équations (5.1.2) a
toujours des solutions.
ii) Si α2 ‰ 0 alors x3 ‰ 0. Remplaçons x2 “ α2x3 et x1 “ α3x3 dans l’équation
x31´x1x2x3 “ α1, nous obtenons une équation de degré 3 en x3 : α1x33`α2α3x23´α33 “
0. Cette équation a toujours une solution x3 ‰ 0. Le système d’équations (5.1.2)
admet donc toujours des solutions.
L’application F est donc dominante.
3) Déterminons l’ensemble SF X F pXq, où X “ C3px1,x2,x3q :
i) Considérons un point pα1, α2, 0q P SF1 tel que α1 ‰ 0 et α2 ‰ 0. Si ce point
appartient à F pXq, nous avons le système d’équations :
x31 ´ x1x2x3 “ α1 ‰ 0, x2x3 “ α2 ‰ 0, x3x1 “ 0. (5.1.3)
Puisque x2x3 “ α2 ‰ 0 alors x2 ‰ 0 et x3 ‰ 0. Puisque x3 ‰ 0 et x3x1 “ 0, il
vient x1 “ 0 et x31 ´ x1x2x3 “ 0 donc α1 “ 0, d’où la contradiction. Alors pour tout
α1, α2 ‰ 0, le point pα1, α2, 0q n’appartient pas à F pXq.
ii) Considérons maintenant un point p0, α2, α3q P SF2 tel que α2 ‰ 0 et α3 ‰ 0.
Le système d’équations :
x31 ´ x1x2x3 “ 0, x2x3 “ α2 ‰ 0, x3x1 “ α3 ‰ 0. (5.1.4)
est équivalent à :
x31 ´ x1x2x3 “ 0, x2x3 “ α2, x3x1 “ α3, x1, x2, x3 ‰ 0.
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Nous avons x31´x1x2x3 “ x1px21´x2x3q “ 0 et x21´x2x3 “ 0 (puisque x1 ‰ 0). Donc
x21 “ x2x3 “ α2 ‰ 0. Le système (5.1.4) admet toujours des solutions px1, x2, x3q
telles que
x21 “ α2 ‰ 0, x3 “ α3x1 , x2 “
α2
x3
.
Donc nous avons p0, α2, α3q P F pXq pour tous α2, α3 ‰ 0.
iii) Considérons maintenant un point p0, α2, 0q P SF1XSF2 . Nous avons le système
d’équations
x31 ´ x1x2x3 “ 0, x2x3 “ α2, x3x1 “ 0. (5.1.5)
Si α2 ‰ 0 alors x3 ‰ 0 et donc x1 “ 0. Le système (5.1.5) a des solutions px1, x2, x3q
telles que x1 “ 0, x2x3 “ α2. Si α2 “ 0, alors x2x3 “ 0, donc x1x2x3 “ 0 et x31 “ 0,
et donc x1 “ 0. Le système d’équations (5.1.5) a des solutions px1, x2, x3q telles
que x1 “ 0 et x2x3 “ 0. Alors pour tout α2, le point p0, α2, 0q est dans F pXq. En
particulier, l’origine t0u “ tp0, 0, 0qu appartient à F pXq. Finalement l’axe 0α2 est
contenu dans F pXq.
iv) Considérons maintenant un point p0, 0, α3q P SF2 tel que α3 ‰ 0. Nous avons
le système d’équations
x31 ´ x1x2x3 “ 0, x2x3 “ 0, x3x1 “ α3 ‰ 0. (5.1.6)
Puisque x3x1 “ α3 ‰ 0 alors x1 ‰ 0 et x3 ‰ 0. Puisque x2x3 “ 0 et x3 ‰ 0 alors
x2 “ 0. Puisque x31´ x1x2x3 “ 0 et x2 “ 0 alors x1 “ 0, d’où la contradiction. Donc
pour tout α3 ‰ 0, le point p0, 0, α3q n’appartient pas à F pXq.
v) Considérons enfin un point pα1, 0, 0q tel que α1 ‰ 0. Nous avons le système
d’équations
x31 ´ x1x2x3 “ α1 ‰ 0, x2x3 “ 0, x3x1 “ 0. (5.1.7)
Puisque x31 ´ x1x2x3 “ α1 ‰ 0 et x2x3 “ 0 alors x31 “ α1 et x1 ‰ 0. Puisque x1 ‰ 0
et x3x1 “ 0 alors x3 “ 0.
Donc le système (5.1.7) a des solutions px1, x2, x3q telles que x31 “ α1 et x3 “ 0.
Donc pour tout α1, le point pα1, 0, 0q appartient à F pXq.
En résumé, il vient
F pXq X SF “ prp0α2α3q Y 0α1s z0α3q Y t0u,
SF zF pXq “ p0α1α2 Y 0α3qzp0α1 Y 0α2q.
139
 
Tyna6 
O 
SF 
Figure 5.39 – Les ensembles F pXq et SF
4) Déterminons l’ensemble K0pF q. Nous avons
JF “
¨˝
3x21 ´ x2x3 ´x1x3 ´x1x2
0 x3 x2
x3 0 x1
‚˛,
|JF px1, x2, x3q| “ x1x3p3x21 ´ x2x3q.
Si |JF px1, x2, x3q| “ 0 alors x1 “ 0 ou x3 “ 0 ou 3x21 “ x2x3, ce qui donne les trois
sous-ensembles de SingF :
Si x1 “ 0 alors nous avons F p0, x2, x3q “ p0, x2x3, 0q et 0α2 Ă K0pF q.
Si x3 “ 0 alors nous avons F px1, x2, 0q “ px31, 0, 0q et 0α1 Ă K0pF q.
Si 3x21 “ x2x3 alors F px1, x2, x3q “ p´2x31, 3x21, x3x1q “ pα1, α2, α3q. Si x1 “ 0
alors α1 “ α2 “ α3 “ 0. Si x1 ‰ 0 alors α1 ‰ 0 et α2 ‰ 0. Puisque 3x21 “ x2x3 et
x1 ‰ 0 donc x3 ‰ 0, alors α3 ‰ 0. Par ailleurs, nous avons 27α21 “ 4α32. Notons pS q
la partie de la surface d’équations
27α21 “ 4α32, α3 “ t P C
telle que α1 ‰ 0, α2 ‰ 0, α3 ‰ 0. Alors, nous avons pS q Y t0u Ă K0pF q.
Finalement, nous avons K0pF q “ pS qY0α1Y0α2 et la Figure 5.40 de l’ensemble
K0pF q.
Nous notons que K0pF q ne contient pas 0α3zt0u ni la courbe pC q d’équation
27α21 “ 4α32 dans p0α1α2q. Ceci est cohérent puisque 0α3zt0u Ć F pXq et pC q Ă
p0α1α2q Ć F pXq mais K0pF q Ă F pXq. Cependant nous notons que t0u P K0pF q et
l’origine est un point singulier de K0pF q, donc K0pF q n’est pas lisse.
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Figure 5.40 – L’ensemble K0pF q
5) Une stratification des ensembles C3px1,x2,x3q, SingF , F pC3px1,x2,x3qq et K0pF q :
Nous avons
SingF “ tp0, x2, x3qu Y tpx1, x2, 0qu Y tpx1, x2, x3q : 3x21 “ x2x3u.
Pour i “ 0, 1, 2, 3, considérons les sous-ensembles
V i “ tpx1, x2, x3q P C3 : RangJF px1, x2, x3q “ iu.
Ici, nous notons que JF :“ JF px1, x2, x3q. Considérons les cas suivants :
i) Si x1 ‰ 0, x3 ‰ 0 et 3x21 ‰ x2x3 alors RangJF “ 3.
ii) Si x1 “ 0, alors nous avons :
a) si x3 ‰ 0 alors RangJF “ 2,
b) si x3 “ 0 et x2 ‰ 0 alors RangJF “ 1,
c) si x2 “ x3 “ 0 alors RangJF “ 0.
iii) Si x3 “ 0, alors nous avons :
a) si x1 ‰ 0 alors RangJF “ 2,
b) si x1 “ 0 et x2 ‰ 0 alors RangJF “ 1,
c) si x1 “ x2 “ 0 alors RangJF “ 0.
iv) Si x2x3 “ 3x21, alors nous avons :
a) si x3 ‰ 0 alors RangJF “ 2,
si x3 “ 0, alors x1 “ 0 donc nous avons :
b) si x3 “ x1 “ 0 et x2 ‰ 0 alors RangJF “ 1,
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c) si x1 “ x2 “ x3 “ 0 alors RangJF “ 0.
Alors, nous avons C3px1,x2,x3q “
Ť3
i“0 V
i et SingF “ V 0 Y V 1 Y V 2, où
V 0 “ tp0, 0, 0qu,
V 1 “ tp0, x2, 0q : x2 ‰ 0u,
V 2 “ tp0, x2, x3q : x3 ‰ 0u Y tpx1, x2, 0q : x1 ‰ 0u Y tpx1, x2, x3q : x3 ‰ 0, x2x3 “ 3x21u,
V 3 “ C3px1,x2,x3qzSingF.
De plus, nous avons F pC3px1,x2,x3qq “
Ť3
i“0 F pV iq et K0pF q “ F pV 0q Y F pV 1q Y
F pV 2q. Nous voyons que V 2 n’est pas lisse (0x3zt0u en est la partie singulière).
La collection tV 0, V 1, V 2, V 3u n’est pas encore une partition ou une stratification
de C3px1,x2,x3q. Il faut donc subdiviser tV 0, V 1, V 2, V 3u. Considérons maintenant les
sous-ensembles suivants de C3px1,x2,x3q :
V 3 :“ C3px1,x2,x3qzSingF,
V 21 :“ tpx1, x2, x3q : 3x21 “ x2x3, x3 ‰ 0u,
V 22 :“ tp0, x2, x3q : x3 ‰ 0u V 23 :“ tpx1, x2, 0q : x1 ‰ 0u,
V 1 :“ tp0, x2, 0q : x2 ‰ 0u,
V 0 :“ tp0, 0, 0qu.
Remarquons que tV 3, V 21 , V 22 , V 23 , V 1, V0u n’est pas une partition de C3px1,x2,x3q puisque
V 21 X V 22 “ 0x3zt0u. Considérons maintenant les sous-ensembles :
V 13 :“ C3px1,x2,x3qzSingF,
V 121 :“ V 21 z0x3, V 122 :“ V 22 z0x3, V 123 :“ V 23 z0x3,
V 111 :“ V 1zt0u “ 0x2zt0u, V 112 “ 0x3zt0u,
V 10 :“ t0u.
Nous obtenons ainsi une partition de C3px1,x2,x3q, compatible avec SingpF q. Elle
définit, en fait, une stratification de C3px1,x2,x3q et donc une stratification de SingpF q
(voir figure 5.41).
Calculons le rang RangJF |TV 1i pour chaque strate. Nous avons :
RangJF |TV 13 “ 3,
RangJF |TV 121 “ 2,
RangJF |TV 122 “ RangJF |TV 123 “ 1,
RangJF |TV 111 “ RangJF |TV 112 “ RangJF |TV 10 “ 0.
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Figure 5.41 – Une partition de C3px1,x2,x3q pour l’application polynomiale dominante
F px1, x2, x3q “ px31 ´ x1x2x3, x2x3, x3x1q
Définissons maintenant
W i,kj :“ F ptx P V 1ij : RangJF |TxV 1ij “ kuq.
Alors
W 3,3 “ C3pα1,α2,α3qzK0pF q,
W 2,2 “ pS q,
W 2,12 “ 0α2,
W 2,13 “ 0α1,
W 1,01 “ W 1,02 “ W 0,0 “ t0u.
Chaque W i,kj est une variété lisse de dimension k. Considérons maintenant
W 1i,kj :“ tx P W i,kj : x R W i
1,k1
j1 , @pi1, j1, k1q ‰ pi, j, kqu.
Alors tW 1i,kj u définit une stratification de C3pα1,α2,α3q.
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Figure 5.42 – Une partition de K0pF q pour l’application polynomiale dominante
F px1, x2, x3q “ px31 ´ x1x2x3, x2x3, x3x1q
6) Stratification de l’ensemble SF YK0pF q :
Une stratification de l’ensemble SF YK0pF q est donnée par la filtration :
SF YK0pF q Ą 0α2 Ą H.
La strate
`
SF YK0pF q
˘z 0α2 a trois composantes :
1. la strate X1 “ p0α2α3qz0α2 où Ξpaq “ tp3qr1, 2su pour un point a P X1,
2. la strate X2 “ p0α1α2qz0α2 où Ξpaq “ tp2qr3su pour un point a P X2,
3. la strate X3 “ pS qzSF “ pS qz
`
0α3 Y pC q
˘
est une strate de K0pF qzSF ,
nous avons donc, par définition, Ξpaq “ H pour un point a P X3. Rappelons qu’ici
pC q est la courbe d’équation 27α21 “ 4α32 Ă p0α1α2q et pS q la partie de la surface
d’équations
27α21 “ 4α32, α3 “ t P C
telle que α1 ‰ 0, α2 ‰ 0, α3 ‰ 0.
La strate 0α2 a seulement une composante où Ξpaq “ tp2qr1, 3s, p3qr1, 2su pour
un point a P 0α2.
Remarque 5.1.8. Pour une application polynomiale F : Cm Ñ Cn, soit X “ Cm,
nous avons :
1) En général, l’ensemble SF X F pXq ‰ H est non vide. La relation entre les
ensembles F pXq, SF et K0pF q est indiquée dans le diagramme 5.43 suivant :
Si F est dominante, alors Cn “ F pXq “ F pXqYSF , donc la relation entre F pXq,
SF , K0pF q et Cn est montrée dans le diagramme 5.44.
2) En général, K0pF q n’est pas fermé. Dans ce cas, stratifier l’ensemble K0pF q
n’a pas de sens, c’est-à-dire que l’axiome de frontière n’est pas vérifié. Par exemple,
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Figure 5.43 – Relation entre les ensembles F pXq, SF et K0pF q
Figure 5.44 – Relation entre les ensembles F pXq, SF et K0pF q quand F est domi-
nante
dans l’exemple précédent, K0pF qzK0pF q “ 0α3zt0u n’est pas une réunion de strates
de K0pF q. Par contre, nous pouvons stratifier l’ensemble K0pF q.
3) Dans l’exemple précédent, l’ensemble K0pF q a des composantes de dimensions
différentes :
+ Une strate de dimension 2 : pS q.
+ Des strates de dimension 1 : 0α1, 0α2, 0α3.
+ Une strate de dimension 0 : l’origine 0.
lesquelles sont dans K0pF q, sauf l’axe 0α3.
Nous remarquons que 0α3 Ă SF , ce qui nous conduit à la question naturelle :
“Notons k la plus grande des dimensions des composantes de dimension pure de
K0pF q. Est-ce que les composantes de K0pF q de dimension (strictement) plus petite
que k sont dans SF ?”.
Dans cet exemple, la réponse à cette question est oui, puisque les composantes de
K0pF q qui ont la dimension plus petite que max dimK0pF q, c’est-à-dire : 0α1, 0α2, 0α3
(de dimension 1) et 0 (de dimension 0) sont toutes dans SF .
4) Dans cet exemple, l’ensemble K0pF q n’est pas lisse. Il y a un point singulier,
c’est le point 0. Mais K0pF qzSF est lisse, puisque K0pF qzSF “ K0pF qzp0α1 Y 0α2q.
Donc, même si nous ne pouvons pas stratifier l’ensemble K0pF q, nous pouvons stra-
tifier l’ensemble SF YK0pF q.
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5.2 Stratification de l’ensemble K0pF q
Inspirés par l’exemple ci-dessus, nous pouvons énoncer une propriété de l’en-
semble K0pF q :
Propriété 5.2.1. En général, l’ensemble K0pF q n’est pas fermé.
De plus, nous avons :
Propriété 5.2.2. 1) En général, l’ensemble K0pF q n’est pas de dimension pure.
2) En général, K0pF q n’est pas lisse.
Proposition 5.2.3. Soit F : Cnx Ñ Cnα une application polynomiale, alors il existe
une stratification naturelle de Cnx compatible avec SingF et il existe une stratification
de F pCnxq compatible avec la partition de K0pF q.
Démonstration. Soit JF pxq le déterminant jacobien de F au point x. Considérons
les sous-ensembles
V i :“ tx P Cnx tel que RangpJF pxqq “ iu.
Alors dimpV iq “ i et
V n “ CnxzSingF,
SingF “
n´1ď
i“0
V i.
En général, tV iu n’est pas une partition de Cnx. Cependant nous pouvons subdiviser
les ensembles V i de façon à définir une partition de Cnx compatible avec SingF .
Nous faisons cela comme suit :
1) Subdivisons chaque V i en composantes lisses, irrédutibles V ij de dimension
pure.
2) Considérons maintenant :
V 1n :“ V n “ CnxzSingF.
Pour chaque 0 ď i ă n, alors V 1il est une composante lisse, irréductible de dimension
pure de : ˜˜ď
j‰k
pV i`1j X V i`1k q
¸ď
j
V ij
¸
z
˜˜č
j‰k
pV i`1j X V i`1k q
¸č
j
V ij
¸
.
Alors tV 1ijui“0,...,n est une bonne stratification de Cnx, c’est-à-dire qu’elle sastifait la
condition de frontière.
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Définissons maintenant :
W i,kj :“ F ptx P V 1ij : RangJF |TxV 1ij “ kuq.
Alors, par le théorème des fonctions implicites, W i,kj est une sous-variété lisse de
dimension k de F pCnxq. Considérons maintenant
W 1i,kj :“ tα P W i,kj : α R W i
1,k1
j1 , @pi1.j1, k1q ‰ pi, j, kqu.
Alors tW 1i,kj u est une partition de F pCnxq par des variétés lisses compatible avec la
partition de K0pF q.
L’existence de la stratification de SF YK0pF q est justifiée par le fait que SF Y
K0pF q est fermé :
Proposition 5.2.4. L’ensemble SF YK0pF q est fermé.
Pour prouver cette proposition, nous allons montrer les lemmes suivants :
Lemme 5.2.5. Pour une application polynomiale F : Cm Ñ Cn, l’ensemble des
solutions de l’équation |JF pxq| “ 0 est fermé.
Démonstration. Considérons une suite txku contenue dans l’ensemble tx P Cm :
|JF pxq| “ 0u telle que xk tende vers x0. Puisque F est une application polynomiale,
|JF pxq| est aussi une application polynomiale et |JF pxq| est continue. Alors |JF pxkq|
tend vers |JF px0q|. Puisque |JF pxkq| “ 0 pour tout xk, nous avons |JF px0q| “ 0.
Donc x0 est dans l’ensemble tx : |JF pxq| “ 0u. L’ensemble des solutions de l’équation
|JF pxq| “ 0 est donc fermé.
Lemme 5.2.6. L’ensemble K0pF qzK0pF q est contenu dans l’ensemble SF .
Démonstration. Soit a P K0pF qzK0pF q alors a P K0pF q mais a R K0pF q. Il existe
une suite taku Ă K0pF q telle que ak tend vers a. Alors il existe une suite txku Ă tx :
|JF pxq| “ 0u telle que F pxkq “ ak, pour tout k. Supposons que la suite txku tende
vers x0 telle que x0 ne soit pas l’infini. Par le lemme 5.2.5, l’ensemble tx : |JF pxq| “ 0u
est fermé, donc x0 est dans l’ensemble tx : |JF pxq| “ 0u. Par ailleurs, puisque F est
une application polynomiale alors F pxkq tend vers F px0q. Donc ak tend vers F px0q.
Mais ak tend vers a alors a “ F px0q. Donc a P K0pF q, d’où la contradiction.
Nous prouvons maintenant la proposition 5.2.4.
Démonstration. Par la propositon 2.3.1, page 34, l’ensemble SF est l’image de l’en-
semble pgrapheF zgrapheF q par la projection canonique pi2, où pi2 : PCmˆCn Ñ Cn.
Donc l’ensemble SF est fermé. De plus, nous avons
K0pF q Y SF “ K0pF q Y pK0pF qzK0pF qq Y SF .
D’après le lemme 5.2.6, nous avonsK0pF qzK0pF q Ă SF , donc SFYK0pF q “ K0pF qY
SF . L’ensemble SF YK0pF q est donc fermé.
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De la proposition ci-dessus et de sa preuve, nous tirons les remarques suivantes :
Remarque 5.2.7. L’ensemble K0pF q n’est pas fermé, donc nous ne pouvons pas
définir une stratification de l’ensemble K0pF q qui satisfait la condition de frontière.
Mais l’ensemble SFYK0pF q étant fermé, nous pouvons donc définir une stratification
de l’ensemble SF YK0pF q.
Remarque 5.2.8. Nous avons déjà défini la façon d’une stratification de l’ensemble
SF , donc si nous pouvons montrer que l’ensemble K0pF qzSF est lisse, alors nous
pouvons facilement stratifier l’ensemble SF Y K0pF q. Le lemme 5.2.6 nous dit que
K0pF qzK0pF q est contenu dans l’ensemble SF . Mais cela ne nous permet pas de dire
que l’ensemble K0pF qzSF est lisse, puisqu’il n’est pas clair que les points singuliers
de l’ensemble K0pF q sont contenus dans K0pF q, comme dans l’exemple suivant :
Exemple 5.2.9. Soit l’application polynomiale F : C3px1,x2,x3q Ñ C3pα1,α2,α3q telle que
F px1, x2, x3q “ px31 ´ x1x2x3, x2x3, x3q.
1) Déterminons l’ensemble SF : supposons que a P SF , alors il existe une suite
tξku “ tpx1,k, x2,k, x3,kqu tendant vers l’infini telle que F pξkq tend vers a.
i) Si x1,k tend vers l’infini, alors x2,kx3,k tend vers l’infini puisque x31,k´x1,kx2,kx3,k
ne tend pas vers l’infini, d’où la contradiction.
ii) Si x1,k tend vers un nombre complexe λ non nul, alors x1,kx3,k ne tend pas vers
l’infini puisque x31,k´x1,kx2,kx3,k ne tend pas vers l’infini. Mais x3,k ne tend pas vers
l’infini, donc x2,k tend vers l’infini et x3,k tend vers 0. La suite tξku “
 `
λ, kµ, ν
k
˘(
satisfait F pξkq Ñ pλ3 ´ λµν, µν, 0q. Donc nous avons SF1 “ tα3 “ 0u.
iii) Si x1,k tend vers 0, puisque x3,k ne peut pas tendre vers l’infini, alors x2,k
doit tendre vers l’infini et x3,k tend vers 0. La suite tξku “
 `
λ
k
, µk, ν
k
˘(
satisfait
F pξkq Ñ p0, µν, 0q P SF1 .
L’ensemble SF est donc le plan tα3 “ 0u.
2) Montrons que l’application polynomiale F est dominante : soit un point
a P C3pα1,α2,α3qzSF , alors a “ pα1, α2, α3q, où α3 ‰ 0. Déterminons les solutions
de F px1, x2, x3q “ pα1, α2, α3q, c’est-à-dire
α1 “ x31 ´ x1x2x3, α2 “ x2x3, α3 “ x3. (5.2.10)
Puisque α3 ‰ 0 et x3 “ α3 alors x2 “ α2α3 . L’équation α1 “ x31 ´ x1x2x3 devient
α1 “ x31´x1α2 qui a toujours des solutions. Donc le système (5.2.10) a toujours des
solutions. L’application F est donc dominante.
3) Déterminons l’ensemble K0pF q : nous avons
JF “
¨˝
3x21 ´ x2x3 ´x1x3 ´x1x2
0 x3 x2
0 0 1
‚˛
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|JF px1, x2, x3q| “ x3p3x21 ´ x2x3q.
Si |JF px1, x2, x3q| “ 0 alors nous avons x3 “ 0 ou 3x21 “ x2x3.
Si x3 “ 0 alors nous avons F px1, x2, 0q “ px31, 0, 0q donc l’axe 0α1 est contenu
dans K0F .
Si 3x21 “ x2x3 alors F px1, x2, x3q “ p´2x31, 3x21, x3q “ pα1, α2, α3q. Donc K0pF q
contient la surface pS q : p27α21 “ 4α32, α3 “ t P Cq.
Nous voyons que K0pF qzSF n’est pas lisse et l’axe 0α3zt0u en est la partie sin-
gulière.
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Figure 5.45 – Un exemple pour l’ensemble lequel K0pF qzSF n’est pas lisse
Remarque 5.2.11. Dans l’exemple 5.1.1, nous voyons que l’ensemble SF YK0pF q
est de dimension pure. L’ensemble K0pF qzSF est aussi de dimension pure. Une
question naturelle est de savoir si ces propriétés sont toujours vraies : Est-ce que
les ensembles SF YK0pF q et K0pF qzSF sont de dimension pure ? Pour prouver cela,
nous devons prouver que les composantes de l’ensembleK0pF q qui ont une dimension
plus petite que dimSF sont contenues dans SF . Si F n’est pas dominante, cela n’est
plus vrai, comme le montre l’exemple suivant :
Exemple 5.2.12. Soit l’application polynomiale F : C3px1,x2,x3q Ñ C3pα1,α2,α3q telle
que
F px1, x2, x3q “ px21 ´ x2x3, x2 ´ x3, x1 ´ x3q.
i) L’ensemble SF est réduit au point 0 “ p0, 0, 0q, par exemple la suite tpk, k, kqu
tend vers l’infini et son image tend vers 0.
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ii) L’application F n’est pas dominante : soit un point a “ pα1, α2, α3q P C3zSF ,
le système d’équation :
x21 ´ x2x3 “ α1, x2 ´ x3 “ α2, x1 ´ x3 “ α3
donne l’équation p2α3´α2qx3 “ α1´α23, en remplaçant x1 “ x3`α3 et x2 “ x3`α2
dans la première équation. Soit un point a “ pα1, α2, α3q tel que α2 “ 2α3, α1 ‰ α23,
par exemple a “ p0, 2, 1q, alors le point a n’est ni dans F pC3px1,x2,x3qq, ni dans SF .
Donc le point a n’est pas dans F pC3px1,x2,x3qq “ SF Y F pC3px1,x2,x3qq.
iii) Déterminons l’ensemble K0pF q :
Nous avons |JF px1, x2, x3q| “ ´2x1`x2`x3. Soit |JF px1, x2, x3q| “ 0, alors nous
avons
x1 “ x2 ` x3
2
.
Cela implique
F px2 ` x3
2
, x2, x3q “ 1
4
`px2 ´ x3q2, 4px2 ´ x3q, 2px2 ´ x3q˘ .
Donc, si pα1, α2, α3q P K0pF q, nous avons α1 “ 8α2α3. Alors K0pF q est un parabo-
loïde hyperbolique pP q dont l’équation est α1 “ 8α2α3.
iv) L’ensemble K0pF q est une paraboloïde alors que l’ensemble SF est seulement
le point 0 et SF Ă K0pF q. La raison pour laquelle F n’est pas dominante est que
l’ensemble SF n’est pas une hypersurface (voir théorème 2.3.2, page 34).
Donc nous avons la conjecture suivante :
Conjecture 5.2.13. Soit F : Cn Ñ Cn une application polynomiale dominante,
alors les ensembles SF YK0pF q et K0pF qzSF sont de dimension pure.
Nous prouvons cette conjecture pour la classe d’exemples ci-dessous :
Exemple 5.2.14. Soit F “ pF1, F2, F3q : C3px1,x2,x3q Ñ C3pα1,α2,α3q une application
polynomiale dominante telle que
F1px1, x2, x3q :“ x1x2 ` x1,
F2px1, x2, x3q :“ px2x3qθ ` lx21 ` rx1x2,
F3px1, x2, x3q :“ x21x22 ` spx2x3qθ ` psl ´ 1qx21 ` pk ` 1qx1 ` kx1x2q,
avec θ ě 2.
1) Déterminons l’ensemble SF : supposons que a P SF , alors il existe une suite
tξku “ tpx1,k, x2,k, x3,kqu tendant vers l’infini et telle que F pξkq tend vers a. Nous
avons les deux cas possibles suivants :
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iq x1,k tend vers 0, x2,k tend vers l’infini et x3,k tend vers 0 telles que x1,kx2,k
tend vers un nombre complexe λ et x2,kx3,k tend vers un nombre complexe µ. Alors
F pξkq tend vers :
pλ, µθ ` rλ, λ2 ` sµθ ` kλq.
Donc SF contient la surface SF1 d’équation :
α3 “ sα2 ` α21 ` pk ´ rsqα1. (5.2.15)
iiq x1,k tend vers un nombre complexe λ, x2,k tend vers 0 et x3,k tend vers l’infini
telles que x2,kx3,k tend vers un nombre complexe µ. Alors F pξkq tend vers :
pλ, µθ ` lλ2, sµθ ` psl ´ 1qλ2 ` pk ` 1qλq.
Donc SF contient la surface SF2 d’équation :
α3 “ sα2 ´ α21 ` pk ` 1qα1. (5.2.16)
2) Déterminons l’ensemble K0pF q : nous avons
|JF px1, x2, x3q| “ x1xθ2xθ´13 prsθ ` θ ´ 2θx1 ´ 2θx1x2q.
Si |JF px1, x2, x3q| “ 0, alors nous avons x1 “ 0 ou x2 “ 0 ou x3 “ 0 ou x1 ` x1x2 “
rs`1
2
.
iq Si x1 “ 0, alors nous avons F p0, x2, x3q “ p0, px2x3qθ, spx2x3qθq. Donc K0pF q
contient la droite pK0pF qq1 d’équation :
α1 “ 0, α3 “ sα2. (5.2.17)
Nous voyons que pK0pF qq1 est contenu dans SF1 .
iiq Si x2 “ 0, alors nous avons F px1, 0, x3q “ px1, lx21, psl ´ 1qx21 ` pk ` 1qx1q.
Donc K0pF q contient la surface pK0pF qq2 d’équation :
α3 “ sα2 ´ α21 ` pk ` 1qα1. (5.2.18)
iiiq Si x3 “ 0, nous avons
F px1, x2, 0q “ px1x2 ` x1, lx21 ` rx1x2, x21x22 ` psl ´ 1qx21 ` pk ` 1qx1 ` kx1x2q.
Donc K0pF q contient la droite pK0pF qq3 d’équation :
α1 “ rs` 1
2
, α3 “ sα2 ` pk ´ rsqrs` 1
2
` prsq
2
4
. (5.2.19)
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Nous voyons que pK0pF qq3 est contenu dans SF1 .
ivq Si x1 ` x1x2 “ rs`12 , alors F px1, x2, x3q est égal à :ˆ
rs` 1
2
, px2x3qθ ` lx21 ` rx1x2, px1x2q2 ` spx2x3qθ ` psl ´ 1qx21 ` pk ` 1qx1 ` kx1x2
˙
.
Donc K0pF q contient la droite pK0pF qq4 d’équation :
α1 “ rs` 1
2
, α3 “ sα2 ` pk ´ rsqrs` 1
2
` prsq
2
4
. (5.2.20)
Nous voyons que pK0pF qq4 ” pK0pF qq3 est contenu dans SF1 .
Donc pour cette classe d’exemples, les ensembles SF YK0pF q et K0pF qzSF sont
de dimension pure.
5.3 Stratification de l’ensemble SF YK0pF q
Pour stratifier l’ensemble SF Y K0pF q, nous pouvons penser à stratifier les en-
sembles SF et K0pF q. En fait, l’ensemble K0pF q n’est pas fermé mais nous venons de
prouver que l’ensemble SF YK0pF q est fermé. De plus, d’après l’exemple 5.2.9, page
148, l’ensemble K0pF qzSF n’est pas lisse. Donc la question naturelle est : Est-ce qu’il
existe une stratification de l’ensemble SF YK0pF q compatible avec les partitions de
K0pF q et SF ?
Proposition 5.3.1. Il existe une stratification de l’ensemble SF YK0pF q compatible
avec les partitions de K0pF q et SF .
Démonstration. D’après la proposition 5.2.4 et sa preuve, l’ensemble SF Y K0pF q
est fermé et
SF YK0pF q “ SF YK0pF q.
Puisque SF etK0pF q sont stratifiés, alors pour stratifier l’ensemble SFYK0pF q, nous
devons strafitier l’ensemble SF XK0pF q. Supposons que ΣSF soit une stratification
de SF et ΣK0pF q une stratification de K0pF q. Une stratification de SF XK0pF q est
donnée par :
ΣSF X ΣK0pF q “ tX XX 1 : X P ΣSF , X 1 P ΣK0pF qu,
si ΣSF et ΣK0pF q sont transverses (voir [Tr], page 4), ce qui nous conduit au résultat.
Corollaire 5.3.2. Si F : Cnx Ñ Cnα est dominante, alors il existe une stratification
naturelle de Cnα par des variétés lisses compatible avec la stratification de SF et la
partition de K0pF q.
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Démonstration. Puisque F est dominante, nous avons F pCnxq “ Cnα. Nous avons
aussi F pCnxq “ SFYF pCnxq. D’après la propostion 5.3.1, nous avons une stratification
de SF YK0pF q compatible avec les partitions de K0pF q et SF , une stratification de
F pCnxq compatible avec SF et K0pF q.
L’exemple suivant éclaire la proposition 5.3.1 précédente :
Exemple 5.3.3. Soit l’application polynomiale F : C3px1,x2,x3q Ñ C3pα1,α2,α3q telle que
F px1, x2, x3q “ px21 ´ x1x2, x1x3, x2x3q.
1) Déterminons l’ensemble SF : Supposons que a P SF , alors il existe une suite
tξku “ tpx1,k, x2,k, x3,kqu tendant vers l’infini et telle que F pξkq tend vers a.
i) Si x1,k tend vers un nombre complexe non nul λ, alors x2,k et x3,k ne tendent
pas vers l’infini puisque x1,kx2,k et x1,kx3,k ne tendent pas vers l’infini, d’où la contra-
diction.
ii) Si x1,k tend vers l’infini, alors x3,k tend vers 0 puisque x1,kx3,k ne tend pas
vers l’infini. Donc x2,k tend vers l’infini puisque x21,k ´ x1,kx2,k “ x1,kpx1,k ´ x2,kq ne
tend pas vers l’infini. D’autre part x1,k “ x2,k puisque x21,k´x1,kx2,k ne tend pas vers
l’infini et toutes les deux suites tx1,ku et tx2,ku tendent vers l’infini. Considérons la
suite tξku “
 `
kλ, kλ, ν
k
˘(
, alors F pξkq tend vers p0, λν, λνq. Donc SF1 “ tp0, α2, α2qu
qui est une droite, appelée l.
iii) Si x1,k tend vers 0, il y a trois possibilités suivantes :
+ Si x3,k tend vers un nombre complexe non nul ν, alors x2,k tend vers l’infini,
donc x2,kx3,k tend vers l’infini, d’où la contradiction.
+ Si x3,k tend vers 0, alors x2,k tend vers l’infini. Considérons la suite tξku “ `
λ
k
, kµ, ν
k
˘(
, alors F pξkq tend vers p´λµ, 0, µνq. Donc l’ensemble SF2 “ tpα1, 0, α3qu
est le plan tα2 “ 0u.
Pour un point a P SF2 , nous avons Ξpaq “ tp2qr1, 3su.
+ Si x3,k tend vers l’infini, alors x2,k tend vers 0 puisque x2,kx3,k ne tend pas vers
l’infini. Considérons la suite tξku “
 `
λ
k
, µ
k
, kν
˘(
, alors F pξkq tend vers p0, λν, µνq.
Donc l’ensemble SF3 “ tp0, α2, α3qu est le plan tα1 “ 0u.
Pour un point a P SF3 , nous avons Ξpaq “ tp3qr1, 2su.
Puisque SF1 Ă SF3 , l’ensemble SF est égal à SF2 Y SF3 “ tα1 “ 0u Y tα2 “ 0u.
Une stratification de l’ensemble SF est donc donnée par :
SF Ą l Y 0α3 Ą t0u Ą H.
2) Montrons que l’application polynomiale F est dominante : Soit un point a P
C3pα1,α2,α3qzSF , alors a “ pα1, α2, α3q telle que α1 ‰ 0 et α2 ‰ 0. Déterminons les
solutions de l’équation F px1, x2, x3q “ pα1, α2, α3q, c’est-à-dire
α1 “ x21 ´ x1x2, α2 “ x1x3, α3 “ x2x3. (5.3.4)
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Nous avons x1 ‰ 0 et x3 ‰ 0 puisque x1x3 “ α2 ‰ 0. Par ailleurs, x1 ‰ x2 puisque
x21 ´ x1x2 ‰ 0. Si α2 “ α3, alors nous avons x1 “ x2 et donc α1 “ 0, d’où la
contradiction. Donc nous avons aussi α2 ‰ α3.
iq Si α3 “ 0, alors nous avons x2 “ 0 puisque x2x3 “ 0 et x3 ‰ 0. Donc,
x21 “ α1 ‰ 0. Le système d’équations (5.3.4) a toujours des solutions p?α1, 0, α2?α1 q.
iiq Si α3 ‰ 0, alors les trois coordonnées x1 et x2 et x3 ne sont pas nulles.
Remplaçons x1 “ α2x3 et x2 “ α3x3 dans l’équation x21 ´ x1x2 “ α1, nous obtenons
l’équation : α1x23 “ α22 ´ α2α3. Cette équation admet toujours une solution x3 ‰ 0
puisque α2 ‰ 0 et α2 ‰ α3. Le système d’équations (5.3.4) admet donc toujours des
solutions.
3) Déterminons l’ensemble K0pF q : Nous avons |JF px1, x2, x3q| “ 2x1x3px1´x2q.
Si |JF px1, x2, x3q| “ 0 alors nous avons x1 “ 0 ou x3 “ 0 ou x1 “ x2.
Si x1 “ 0, alors nous avons F p0, x2, x3q “ p0, 0, x2x3q, et pK0pF qq1 “ tp0, 0, α3qu Ă
SF .
Si x3 “ 0, alors nous avons F px1, x2, 0q “ px21 ´ x1x2, 0, 0q, et pK0pF qq2 “
tpα1, 0, 0qu Ă SF .
Si x1 “ x2, alors nous avons F px1, x2, 0q “ p0, x1x3, x1x3q, et pK0pF qq3 “
tpα1, 0, 0qu Ă SF .
Nous avons donc SF YK0pF q “ SF .
4) Stratification de l’ensemble SF Y K0pF q : Une stratification de l’ensemble
SF YK0pF q est donc donnée par une stratification de l’ensemble SF , correspondant
à la filtration :
SF Ą l Y 0α3 Ą t0u Ą H.
La strate SF zpl Y 0α3q a deux composantes :
la composante X1 “ tα1 “ 0uzpl Y 0α3q où Ξpaq “ tp3qr1, 2su pour tout a P X1;
la composante X2 “ tα2 “ 0uzpl Y 0α3q où Ξpaq “ tp2qr1, 3su pour tout a P X2.
La strate pl Y 0α3qzt0u a deux composantes :
la composante l1 “ lzt0u où Ξpaq “ tp1, 2qr3su pour un point a P l1;
la composante l2 “ 0α3zt0u où Ξpaq “ tp2qr1, 3s, p3qr1, 2su pour un point a P l1.
Enfin, avec la strate t0u, nous avons Ξp0q “ tp1, 2qr3s, p2qr1, 3s, p3qr1, 2su.
5.4 Sur les stratifications des ensembles BpF q,KpF q,
B8pF q, K8pF q et de l’ensemble de test
5.4.1 Sur les stratifications des ensembles BpF q, KpF q, B8pF q
et K8pF q
Rappelons d’abord les définitions des ensembles BpF q, KpF q, B8pF q et K8pF q
pour une application polynomiale F : Km Ñ K où K “ R ou C. Il y a plus de
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quarante ans, R. Thom a prouvé que F est une fibration C8 en dehors d’un ensemble
fini. Le plus petit tel ensemble est appelé l’ensemble de bifurcation de F et est noté
BpF q. En général, l’ensemble BpF q est plus grand que l’ensemble K0pF q. Il contient
aussi l’ensemble des points de bifurcations à l’infini B8pF q. De manière précise,
l’ensemble B8pF q consiste en les points où l’application F n’est pas une fibration
localement triviale à l’infini (i.e. en dehors d’une grande boule). Pour contrôler
l’ensemble B8pF q, nous utilisons l’ensemble des valeurs critiques asymptotiques de
F :
K8pF q “ tα P K : Dξk Ă Km, |ξk| Ñ 8
telle que F pξkq Ñ α et |ξk||dF pxkq| Ñ 0u.
Soit
KpF q :“ K0pF q YK8pF q.
Nous avons les faits suivants :
1) K8pF q Ă SF .
2) Dans [Pa1, Pa2], Parusiński a prouvé qu’en général, B8pF q Ă K8pF q.
3) BpF q Ă KpF q (voir par exemple [JK]).
Nous avons déjà construit les stratifications des ensembles SF et K0pF q, nous
avons donc des stratifications des ensembles K8pF q, KpF q, B8pF q et BpF q. Il est
connu que dans le cas où k “ 1, c’est-à-dire, pour une l’application F : Km Ñ K,
ces ensembles sont finis. Le cas intéresant est donc le cas où k ą 1.
Soit F : Km Ñ Kn, où m,n ą 1 une application polynomiale. L’enemble K8pF q
est défini par
K8pF q “ tα P Kn : Dξk Ă Km, |ξk| Ñ 8
telle que F pξkq Ñ α et p1` |ξk|qνpdF pxkqq Ñ 0u
où ν est la fonction de Rabier, c’est-à dire la distance à l’ensemble singulier des
opérateurs :
νpdF q :“ distpdF,Σq “ infGPΣ|dF ´ dG|,
Σ :“ tdG,G : Km Ñ Kn telle que dG n’est pas surjectiveu.
Dans ce cas, l’ensemble BpF q de bifurcation de F est le plus petit ensemble fermé
Y tel que
F : KmzF´1pY q Ñ KnzY
est une fibration sur chaque componante connexe de KnzY . De la même manière
que dans le cas d’une application F : Km Ñ K, nous avons les ensembles KpF q et
B8pF q. En général, pour le cas où m,n ą 1, les ensembles K8pF q, KpF q, B8pF q
et BpF q ne sont pas finis, il sont des variétés singulières.
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Pour le cas complexe des applications polynomiales F : Cn Ñ Cn, nous avons
déjà la stratification de SF définie par les façons, nous avons donc des stratifications
des ensembles K8pF q, KpF q, B8pF q et BpF q, définies par les façons. Par ailleurs,
nous conjecturons que :
Conjecture 5.4.1. La stratification de l’ensemble K8pF q définie par les façons est
plus fine que la stratification de SF définie par définie par les façons.
Pour le cas réel, dans [KPS], K. Kurdyka, P. Orro et S. Simon ont prouvé les
résultats suivants :
Théorème 5.4.2. [KPS] Soit F : Rn Ñ Rn une application semi-algébrique, alors
SF “ K8pF q.
Théorème 5.4.3. [KPS] Soit F : Rm Ñ Rn, n ă m une application C1 semi-
algébrique. Supposons que l’ensemble des points réguliers de F est dense et f´1pαq
est compacte pour tout α P RnzK0pF q, alors SF “ K8pF q.
Nous conjectons que la stratification de SF définie par les façons existe bien
pour le cas réel, nous obtenons donc des stratifications pour les applications F des
théorèmes 5.4.2 et 5.4.3 :
Conjecture 5.4.4. Il existe une stratification de SF , définie par les façons, pour
une application polynomiale F : Rm Ñ Rn.
5.4.2 Sur les stratifications de l’ensemble de test
L’ensemble de test (appelé testing set dans [J2]) des applications polynomiales
est défini par Jelonek de la manière suivante :
Définition 5.4.5. [J2] Une variété algébrique S Ă Y est appelé ensemble de test
des applications polynomiales F : X Ñ Y si pour toute application polynomiale
génériquement finie F : X Ñ Y , si resF´1pSqF : F´1pSq Ñ S est propre, alors F est
propre.
Dans [J2], Jelonek a prouvé les résultats importants suivants concernant l’en-
semble de test :
1) Soit X une variété semi-affine de dimension n, qui est dominée par Cn (resp.
X “ Cn). Soient S1, . . . , Sm des hypersurfaces dans Cm, qui n’ont pas de points
communs à l’infini. Alors S “ Ymi“1Si est l’ensemble de test des applications poly-
nomiales X Ñ Cm.
2) Soit X une variété semi-affine de dimension n, qui est dominée par Cn (resp.
X “ Cn). Let T1, T2 Ă Cn deux hypersurfaces lisses projectives de degrés d1, d2 ą n,
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qui sont transverses à l’hyperplan à l’infini mais ne coïncident pas à l’infini. Alors
l’union T “ T1YT2 est l’ensemble de test des applications polynomiales F : X Ñ Cn.
L’ensemble de test joue un rôle important pour vérifier si une application poly-
nomiale est propre, sans avoir besoin de connaître l’ensemble SF . Nous conjecturons
que :
Conjecture 5.4.6. Il existe une stratification, définie par les façons, de l’ensemble
de test des applications polynomiales F : Cn Ñ Cn.
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Chapitre 6. Quelques observations sur
l’ensemble SF
Rappelons le résultat de Jelonek [J1] (voir théorème 2.3.2, page 34) : Si F : Cn Ñ
Cn est une application polynomiale dominante et n’est pas propre, alors l’ensemble
SF est une hypersurface C-uniréglée. Nous étudions cette propriété en précisant
le résultat de Jelonek dans quelques cas. En particulier, dans la section 6.2, nous
donnons la liste des ensembles de Jelonek possibles, dans le cas d’une application
polynomiale F : C3 Ñ C3 de degré 2 et nous exhibons une “classe” d’applications
correspondante à chacune de ces possibilités. Dans la section 6.3, nous étudions
brièvement le cas d’une application rationnelle.
6.1 Cas général de F : Cn Ñ Cn
Proposition 6.1.1. Pour tout entier d, d ą 1, nous pouvons exhiber une application
polynomiale dominante F : Cn Ñ Cn de degré d, telle que l’ensemble de Jelonek SF
soit l’union de pn´ 2qpd´ 1q ` 1 plans parallèles donnés.
Démonstration. Posons
F1 “ x1,
F2 “ x1x2,
Fh “ px1 ´ λ1hqpx1 ´ λ2hq . . . px1 ´ λd´1h qxh avec h ě 3,
où les λih sont des nombres complexes tels que λih ‰ λjh pour tous i ‰ j et λih ‰ λjh1
si i ‰ j ou h ‰ h1. Soit h ě 3, si x tend vers 0, alors on a SF 0h “ tα1 “ 0u et
si x1 Ñ λih alors SF ih “ tα1 “ λihu. Puisque λih ‰ λjh pour tous i ‰ j, alors pour
chaque h, SF contient 1 ` pd ´ 1q plans parallèles SF ih. Puisque pour chaque h, SF
contient toujours le plan α1 “ 0, et 3 ď h ď n et λih ‰ λjh1 si i ‰ j ou h ‰ h1, nous
en déduisons que SF est l’union de pn´ 2qpd´ 1q ` 1 plans parallèles.
Exemple 6.1.2. Dans le cas n “ 3 et d “ 3, considérons l’application F : C3px1,x2,x3q Ñ
C3pα1,α2,α3q donnée par
F px1, x2, x3q “ px1, x1x2, px1 ´ 1qpx1 ´ 2qx3q.
Alors, l’ensemble SF est l’union de trois plans parallèles tα1 “ 0uYtα1 “ 1uYtα1 “
2u.
Remarque 6.1.3. Dans la preuve de la proposition 6.1.1, si nous ne considérons
pas la même coordonnée x1 dans les facteurs de l’expression des fonctions Fh, alors
il existe des plans de SF transverses aux autres.
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Exemple 6.1.4. Soit l’application F : C4px1,x2,x3,x4q Ñ C4pα1,α2,α3,α4q définie par
F px1, x2, x3, x4q “ px1, x1x2, px1 ´ 1qpx1 ´ 2qx3, px4 ´ 1qpx4 ´ 2qx3q.
Alors l’ensemble SF est égal à tα1 “ 0uYtα1 “ 1uYtα1 “ 2uYtα4 “ 1uYtα4 “ 2u.
Les plans tα4 “ 1u et tα4 “ 2u sont transverses aux plans tα1 “ 0u, tα1 “ 1u et
tα1 “ 2u.
6.2 Cas F : C3 Ñ C3
Nous savons que si F : C3 Ñ C3 est une application polynomiale dominante, alors
SF est une hypersurface. Ici, l’hypersurface peut être irréductible ou réductible et
peut être un plan (de coordonnée ou non) ou une surface. Dans la suite de cette
section, nous appelerons “surface” une surface qui n’est pas un plan. Nous savons
aussi que, l’ensemble SF contient au maximum trois hypersurfaces irréductibles.
Dans cette section, nous voulons trouver un algorithme permettant d’expliciter une
application polynomiale dominante F : C3 Ñ C3 telle que l’ensemble SF soit donné.
Le cas où F est de degré 1 est le cas trivial, le premier degré intéressant est donc
celui où le degré de F est égal à 2.
Dans ce cas, nous savons que SF contient au maximun trois hypersurfaces. Donc
SF est de l’une des formes suivantes :
1) L’union au maximum de trois plans.
2) L’union d’un plan et d’une surface.
3) Une surface.
4) L’union de deux surfaces.
5) L’union de deux plans et d’une surface.
6) L’union de deux surfaces et d’un plan.
Dans cette section, nous nous proposons de montrer le résultat suivant :
Théorème 6.2.1. L’ensemble de Jelonek d’une application polynomiale non-propre,
dominante de C3 dans C3 et de degré 2 est l’un des 5 éléments de la liste LSF
suivante. De plus, tout élément de la liste, peut être réalisé comme ensemble de
Jelonek d’une application polynomiale dominante F : C3 Ñ C3 de degré 2.
LSF : 1) Un plan quelconque.
2) Un paraboloïde.
3) Union d’un plan quelconque
pPq : r1x1 ` r2x2 ` r3x3 ` r4 “ 0,
et d’un plan
pP 1q : r11x1 ` r12x2 ` r13x3 ` r14 “ 0,
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où nous pouvons choisir deux des coefficients r11, r12, r13, le troisième ainsi que r14 étant
alors déterminés.
4) Union d’un plan quelconque
pPq : r1x1 ` r2x2 ` r3x3 ` r4 “ 0
et d’un paraboloïde
pS q : r1ix2i ` r1jxj ` r1lxl ` r14 “ 0, ti, j, lu “ t1, 2, 3u,
où nous pouvons choisir deux des coefficients r11, r12, r13, le troisième ainsi que r14 étant
alors déterminés.
5) Union de trois plans des formes
pPq : r1x1 ` r2x2 ` r3x3 ` r4 “ 0,
pP 1q : r11x1 ` r12x2 ` r13x3 ` r14 “ 0,
pP2q : r21x1 ` r22x2 ` r23x3 ` r24 “ 0,
où
a) pour pP 1q, nous pouvons choisir deux des coefficients r11, r12, r13, le troisième ainsi
que r14 étant alors déterminés.
b) pour pP2q, nous pouvons choisir deux des coefficients r21, r22, r23, le troisième ainsi
que r24 étant alors déterminés.
Nous montrons le théorème 6.2.1 au travers des propositions 6.2.2 et 6.2.5. En
fait, les propositions 6.2.2 et 6.2.5 sont des cas particuliers et précis du théorème
6.2.1, qui nous permettent d’en prouver une partie, et nous aident à mieux com-
prendre ce théorème.
Proposition 6.2.2. Il existe un algorithme pour expliciter une application polyno-
miale non-propre, dominante de C3 dans C3 et de degré 2 telle que l’ensemble de
Jelonek est l’un des 7 éléments suivants : 1) Un plan quelconque.
2) Union de deux plans de coordonnée et d’un plan quelconque.
3) Union d’un plan de coordonnée et d’un plan quelconque.
4) Union d’un plan quelconque
α3 “ r1α1 ` r2α2 ` r4
et d’un autre plan d’équation
ou bien
α3 “ r11α1 ` r2α2 ` r4,
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ou bien
α2 “ 1
r2
α3 ` r11α1 ´ r4r2 si r2 ‰ 0,
ou bien
α1 “ 1
r1
α3 ` r12α2 ´ r4r1 si r1 ‰ 0.
5) Union d’un plan quelconque
α3 “ r1α1 ` r2α2 ` r4
et d’une surface d’équation
ou bien
α3 “ r2α2 ` gpα1q ` r4,
ou bien
α2 “ 1
r2
α3 ` gpα1q ´ r4
r2
si r2 ‰ 0,
ou bien
α1 “ 1
r1
α3 ` gpα2q ´ r4
r1
si r1 ‰ 0,
où g est un polynôme non nul de degré 2 tel que gp0q “ 0.
6) Une surface d’équation
α3 “ gpα1q ` r2α2 ` r4,
où deg g “ 2.
7) Union de trois plans
pP1q : α1 ` r2α2 ` r3α3 ` r4 “ 0,
pP2q : r11α1 ` r12α2 ` r11r3α3 ` r11r4 “ 0,
pP3q : α1 ` r2α2 ` r23α3 ` r4 “ 0.
Démonstration. L’idée de cette preuve est de commencer par supposer que :
+ l’ensemble SF contienne un plan quelconque pPq de la forme
α3 “ r1α1 ` r2α2 ` r4,
+ F1 “ x1x2 et F2 “ x2x3,
+ pour une suite tξku “ tpx1,k, x2,k, x3,kqu tendant vers l’infini telle que F pξkq tend
vers a P pPq, alors les suites F1pξkq et F2pξkq tendent vers des nombres complexes
quelconques.
À partir de ces hypothèses, nous arrivons à la liste de la proposition et pour chaque
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élément de cette liste, nous pouvons expliciter une classe correspondante d’applica-
tions polynomiales dominantes de degré 2.
Prenons maintenant un point a “ pα1, α2, α3q P pPq, il existe une suite tξku “
tpx1,k, x2,k, x3,kqu tendant vers l’infini et telle que F pξkq tend vers a, c’est-à-dire
F1pξkq Ñ α1, F2pξkq Ñ α2, F3pξkq Ñ α3,
où F “ pF1, F2, F3q. Supposons que F1 “ x1x2, F2 “ x2x3. D’une part, F est
dominante, alors par la proposition 1.2.12, page 29, les polynômes F1, F2 et F3 sont
indépendants. D’autre part, SF contient le plan pPq, nous pouvons écrire F3 de la
forme :
F3 “ r1F1 ` r2F2 ` r4 ` fpx1, x2, x3q “ r1x1x2 ` r2x2x3 ` r4 ` fpx1, x2, x3q,
où fpx1, x2, x3q est une application polynomiale possédant les propriétés suivantes :
iq deg f ď 2 puisque degF ď 2,
iiq quelle que soit la suite tξku tendant vers l’infini, fpξkq ne tend pas vers l’infini
puisque F3pξkq ne tend pas vers l’infini,
iiiq les applications polynomiales fpx1, x2, x3q, x1x2 et x2x3 sont indépendantes.
L’application fpx1, x2, x3q n’est pas nulle puisque F est dominante.
Nous avons les quatre cas suivants : 3
aq Si α1 “ α2 “ 0 alors SF est une droite, ce qui est en contradiction avec
l’hypothèse suivant laquelle SF contient un plan pPq.
bq Si α1 ‰ 0 et α2 ‰ 0, nous avons deux situations possibles :
iq Si x1,k tend vers l’infini, alors x2,k tend vers 0 et x3,k tend vers l’infini :
considérons par exemple la suite tξku “
 `
α1k,
1
k
, α2k
˘(
. D’une part, dans ce cas,
nous pouvons supposer que fpξkq tende vers 0. D’autre part, F3 tend vers r1α1 `
r2α2 ` r4. Des propriétés de fpx1, x2, x3q, nous pouvons choisir fpx1, x2, x3q de la
forme :
fpx1, x2, x3q “ gpx2q,
où g est un polynôme non nul en la variable x2 et de degré au maximum 2.
Dans ce cas, l’ensemble SF contient le plan α3 “ r1α1 ` r2α2 ` r4. Notons A1
cette situation.
iiq Si x1,k tend vers 0, alors x2,k tend vers l’infini et x3,k tend vers 0 : considérons
par exemple la suite tξku “
 `
α1
k
, k, α2
k
˘(
. De la même façon que dans le cas iq, nous
pouvons choisir fpx1, x2, x3q de la forme :
fpx1, x2, x3q “ gpx1, x3q,
3. En fait, dans certains des cas suivants, nous pouvons supposer que fpξkq tend vers 0 en
mettant les produits x1x2 et x2x3 dans f à r1x1x2 et r2x2x3, nous “perturbons” un peu r1 et r2.
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où g est un polynôme non nul des variables x1, x3 et de degré au maximum 2.
Dans ce cas, l’ensemble SF contient le plan α3 “ r1α1 ` r2α2 ` r4. Notons A2
cette situation.
cq Si α1 “ 0 et α2 ‰ 0, nous avons trois situations possibles :
iq Si x2,k tend vers l’infini, alors x3,k tend vers 0 et x1,k tend vers 0 : considé-
rons par exemple la suite tξku “
 `
1
k2
, kα2,
1
k
˘(
. Dans ce cas, nous pouvons choisir
fpx1, x2, x3q comme polynôme non nul des variables x1, x2, x3, de degré au maxi-
mum 2 et tel que fpξkq tend vers lα2, où l P C. L’ensemble SF contient la droite
tpα1, α2, α3q : α1 “ 0, α3 “ pn` lqα2u, qui est située dans le plan tα1 “ 0u.
iiq Si x3,k tend vers l’infini, alors x2,k tend vers 0 et x1,k tend vers un nombre
complexe quelconque λ : considérons par exemple la suite tξku “
 `
λ, α2
k
, k
˘(
. Dans
ce cas, pour que l’ensemble SF contienne un plan, nous pouvons choisir fpx1, x2, x3q
comme polynôme non nul des variables x1, x2, x3, de degré au maximum 2 et tel que
fpx1, 0, 0q ‰ 0.
L’ensemble SF contient des points de la forme p0, α2, r2α2 ` lim fpξkqq. L’ensemble
SF contient donc le plan tα1 “ 0u. Notons A3 cette situation.
Nous voyons que dans ce cas, d’une part x1,k tend vers un nombre complexe
λ, d’autre part fpx1, 0, 0q ‰ 0. Nous pouvons donc “déformer” F en ajoutant à
Fipx1, x2, x3q des appplications gipx1q, où gipx1q est un polynôme non nul, en la
variable x1, admettant toutes les propriétés de fpx1, x2, x3q.
Si deg gipx1q “ 1, pour tout i “ 1, 2, 3, alors SF contient un plan qui n’est pas
de coordonnée. Notons A4 cette situation.
S’il existe i tel que deg gipx1q “ 2, alors SF contient une surface. Notons A5 cette
situation.
Par ailleurs, puisque x2,k tend vers 0, nous pouvons encore “déformer” F en ajou-
tant à Fipx1, x2, x3q des appplications g1ipx2q, où g1ipx2q sont des polynômes non nuls,
en la variable x2, admettant toutes les propriétés de fpx1, x2, x3q. Si nous bougons F
par ajoutant à Fipx1, x2, x3q à la fois des polynômes gipx1q et des polynômes g1ipx2q,
alors dans ce cas, SF a une seule façon κ “ p3qr2s et SF est donc une surface ou un
plan. S’il existe i P t1, 2, 3u tel que deg gipx1q “ 2, alors SF est réduit à une surface
seulement. Notons A6 cette situation.
iiiq Si x1,k tend vers l’infini, x2,k tend vers 0 et x3,k tend vers l’infini : considérons
par exemple la suite
 `
k, 1
k2
, α2k
2
˘(
, alors F pξkq tend vers p0, α2, lα2q, où l est un
nombre complexe. L’ensemble SF contient donc une droite située dans le plan tα1 “
0u.
dq Si α1 ‰ 0 et α2 “ 0 : ce cas est semblable au cas cq, en échangeant les rôles
des variables x1 et x3.
Pour résumer, nous avons les cas suivants :
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1) Le cas A1 : choisissons
F “ px1x2, x2x3, r1x1x2 ` r2x2x3 ` r4 ` gpx2qq,
où gpx2q est un polynôme non nul en la variable x2 et de degré au maximum 2, alors
SF est un plan quelconque α3 “ r1α1 ` r2α2 ` r4. Dans ce cas, la façon de SF est
p1, 3qr2s, correspondant à la suite  `α1k, 1k , α2k˘( .
Déterminons maintenant des conditions suffisantes du polynôme gpx2q pour que
l’application F soit dominante. Prenons le point a “ pα1, α2, α3q P C3pα1,α2,α3qzSF .
Considérons le système d’équations suivant :
x1x2 “ α1, x2x3 “ α2, r1x1x2 ` r2x2x3 ` r4 ` gpx2q “ α3. (6.2.3)
Nous avons
gpx2q “ α3 ´ r1α1 ´ r2α2 ´ r4. (6.2.4)
Puisque a R SF , alors l’équation (6.2.4) devient gpx2q “ u où u ‰ 0. Pour que le
système d’équations (6.2.3) aie toujours une solution, alors l’équation gpx2q “ u doit
admettre toujours une solution x2 ‰ 0, pour tout u ‰ 0. Cela implique :
gp0q “ 0,
c’est-à-dire le coefficient constant de gpx2q est nul. En effet, si gp0q “ λ ‰ 0, alors
avec un choix du point a tel que α3´ r1α1´ r2α2´ r4 “ λ, l’équation (6.2.4) admet
une solution x2 “ 0. Mais si l’équation (6.2.4) n’a qu’une seule solution alors x2 “ 0,
d’où la contradiction.
2) Le cas A2 : choisissons
F “ px1x2, x2x3, r1x1x2 ` r2x2x3 ` r4 ` gpuqq,
où gpuq est un polynôme non nul en la variable u “ x1x3 et de degré 1. Dans ce cas,
SF est l’union des deux plans de coordonnée :
pP1q : α1 “ 0, pP2q : α2 “ 0,
et d’un plan quelconque :
pP3q : α3 “ r1α1 ` r2α2 ` r4.
La façon de pP1q est p3qr1, 2s, correspondant à la suite
 `
α3
k
, α2
k
, k
˘(
.
La façon pP2q est p1qr2, 3s, correspondant à la suite
 `
k, α1
k
, α3
k
,
˘(
.
La façon pP3q est p2qr1, 3s, correspondant à la suite
 `
α1
k
, k, α2
k
,
˘(
.
De la même façon que dans le cas 1), pour que F soit dominante, alors le coeffi-
cient constant de gpuq doit être nul.
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3) Le cas A3 : choisissons
F “ px1x2, x2x3, r1x1x2 ` r2x2x3 ` r4 ` gpx1qq,
où gpx1q est un polynôme non nul, en la variable x1 et de degré au maximum 2.
Dans ces cas, SF est l’union d’un plan de coordonnée :
pP1q : α1 “ 0,
et d’un plan quelconque :
pP2q : α3 “ r1α1 ` r2α2 ` r4.
La façon du plan pP1q est p3qr2s, correspondant à la suite
 `
λ, α2
k
, k
˘(
.
La façon du plan pP2q est p2qr1, 3s, correspondant à la suite
!´
1
k
, α1k,
α2
α1k
¯)
.
De la même façon que dans le cas 1), pour que F soit dominante, alors le coeffi-
cient constant de gpx1q est nul.
4) Le cas A4 : choisissons
F “ px1x2 ` g1px1q, x2x3 ` g2px1q, r1x1x2 ` r2x2x3 ` r4 ` g3px1qq,
où les polynômes gipx1q sont non nuls en la variable x1 et de degré 1, pour i “ 1, 2, 3.
De la même façon que dans le cas 1), pour que F soit dominante, alors les coefficients
constants de gipx1q sont nuls. Dans ce cas, SF est l’union d’un plan pP1q quelconque :
α3 “ r1α1 ` r2α2 ` r4,
et d’un plan pP2q d’équation :
ou bien
α3 “ r11α1 ` r2α2 ` r4,
ou bien
α2 “ 1
r2
α3 ` r11α1 ´ 1r4 si r2 ‰ 0.
La façon de pP1q est p2qr1, 3s, correspondant à la suite
!´
1
k
, α1k,
α2
α1k
¯)
. La façon
de pP2q est p3qr2s, correspondant à la suite
 `
λ, µ
k
, k
˘(
.
Choisissons maintenant :
F “ px1x2 ` g1px3q, x2x3 ` g2px3q, r1x1x2 ` r2x2x3 ` g3px3qq,
où les polynômes gipx3q sont non nuls, en la variable x3, de degré 1 et tels que
gip0q “ 0, pour i “ 1, 2, 3 . Dans ce cas, SF est l’union d’un plan pP1q quelconque
α3 “ r1α1 ` r2α2 ` r4,
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et d’un plan pP2q d’équation
α1 “ 1
r1
α3 ` r12α2 ´ 1r4 si r1 ‰ 0.
La façon de pP1q est p2qr1, 3s, correspondant à la suite
!´
1
k
, α1k,
α2
α1k
¯)
. La façon
de pP2q est p1qr2s, correspondant à la suite
 `
k, λ
k
, µ
˘(
.
5) Le cas A5 :
iq Choisissons
F “ px1x2 ` g1px1q, x2x3 ` g2px1q, r1x1x2 ` r2x2x3 ` g3px1qq pr21 ` r22 ‰ 0q,
où les polynômes gipx1q sont non nuls, en la variable x1, de coefficients constants
nuls et tels que
deg g1 “ deg g2 “ 1, deg g3 “ 2, gip0q “ 0.
Nous avons
r1x1x2 ` r2x2x3 ` g3px1q “ r1x1x2 ` r2px2x3 ` g2px1qq ` g3px1q ´ r2g2px1q.
Puisque deg g1 “ deg g2 “ 1 et deg g3 “ 2, il existe un polynôme non nul g˚ de degré
2, du coefficient constant nul tel que :
g3px1q ´ r2g2px1q “ g˚pg1px1qq.
Si r2 ‰ 0, il existe un polynôme g˚˚ de degré 2, du coefficient constant nul tel que :
g2px1q “ g3px1q ´ g
˚pg1px1qq
r2
“ g˚˚pg1px1qq.
Dans ce cas, SF est l’union d’un plan quelconque
α3 “ r1α1 ` r2α2,
et d’une surface dont l’équation est ou bien
α3 “ r2α2 ` g˚pα1q ` r4,
ou bien
α2 “ α3
r2
` g˚˚pα1q ´ r4
r2
si r2 ‰ 0,
La façon du plan est p2qr1, 3s, correspondant à la suite
!´
1
k
, α1k,
α2
α1k
¯)
. La façon
de la surface est p3qr2s, correspondant à la suite  `λ, µ
k
, k
˘(
.
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Choisissons maintenant :
F “ px1x2 ` g1px3q, x2x3 ` g2px3q, r1x1x2 ` r2x2x3 ` g3px3qq,
où les polynômes gipx1q sont non nuls, en la variable x1 et de coefficients constants
nuls tels que
deg g2 “ deg g3 “ 1, deg g1 “ 2.
L’ensemble SF est l’union d’un plan qui n’est pas de coordonnée dont l’équation est
α3 “ r1α1 ` r2α2 ` r4,
et d’une surface dont l’équation est
α1 “ 1
r 1
α3 ` g˚˚pα2q si r1 ‰ 0,
où deg g˚˚ “ 2 et g˚˚p0q “ 0.
La façon du plan est p2qr1, 3s, correspondant à la suite
!´
1
k
, α1k,
α2
α1k
¯)
. La façon
de la surface est p3qr2s, correspondant à la suite  `λ, µ
k
, k
˘(
.
6) Le cas A6 : choisissons
F “ px1x2`g1px1q`g11px2q, x2x3`g2px1q`g12px2q, r1x1x2`r2x2x3`r4`g3px1q`g13px2qq,
où les polynômes gipx1q sont non nuls, en la variable x1, des coefficients constants
nuls et les g1ipx2q sont des polynômes en la variable x2, de coefficients contants nuls
tels que
deg g1 “ deg g2 “ 1, deg g3 “ 2, 1 ď deg g1i ď 2 pour i “ 1, 2, 3,
et tels qu’il existe i P t1, 2, 3u tel que g1ipx2q ‰ 0.
L’ensemble SF est une surface de la forme :
α3 “ gpα1q ` r2α2 ` r4,
où deg g “ 2 et gp0q “ 0.
La façon de cette surface est p3qr2s, correspondant à la suite  `λ, µ
k
, k
˘(
.
7) Cas de trois plans. Supposons maintenant que SF contienne trois plans qui ne
sont pas de coordonnée :
pP1q : r1α1 ` r2α2 ` r3α3 ` r4 “ 0,
pP2q : r11α1 ` r12α2 ` r13α3 ` r14 “ 0,
pP3q : r21α1 ` r22α2 ` r23α3 ` r24 “ 0.
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Nous pouvons supposer que r1 “ 1. Supposons que κ1 “ p2qr1, 3s soit une façon
de pP1q correspondant à la suite tξku “ tpx1,k, x2,k, x3,kqu telle que x1,kx2,k tende
vers un nombre complexe quelconque λ et x2,kx3,k tende vers un nombre complexe
quelconque µ. Nous avons :
F2px1, x2, x3q “ x1x2 ` . . . ,
F3px1, x2, x3q “ x2x3 ` . . . ,
F1px1, x2, x3q “ ´r2x1x2 ´ r3x2x3 ´ r4 ` . . . .
Supposons que κ2 “ p3qr1, 2s soit une façon de pP2q correspondant à la suite
tηku “ tpx1,k, x2,k, x3,kqu telle que x2,kx3,k tend vers un nombre complexe quelconque
µ et x3,kx1,k tend vers un nombre complexe quelconque ν. Pour que SF contienne
toujours pP1q, alors nous avons :
F2px1, x2, x3q “ x1x2 ` k2x1x3,
F3px1, x2, x3q “ x2x3 ` k3x1x3,
F1px1, x2, x3q “ ´r2x1x2 ´ r3x2x3 ´ r4 ` k1x1x3.
Nous voyons que :
F1pηkq Ñ ´r3µ´ r4 ` k1ν, F2pηkq Ñ k2ν, F3pηkq Ñ µ` k3ν.
Si F pηkq tend vers un point a “ pα1, α2, α3q dans pP2q, alors nous avons :
r11p´r3µ´ r4 ` k1νq ` r12pk2νq ` r13pµ` k3νq ` r14 “ 0.
Cela implique :
p´r11r3 ` r13qµ` pr11k1 ` r12k2 ` r13k3qν ` r14 ´ r11r4 “ 0.
D’où il vient :
´r11r3 ` r13 “ 0, r11k1 ` r12k2 ` r13k3 “ 0, r14 ´ r11r4 “ 0.
Donc nous avons :
r13 “ r11r3, r14 “ r11r4, r11k1 ` r12k2 ` r11r3k3 “ 0.
En fait, nous pouvons toujours choisir k1, k2 et k3 tels que r11k1 ` r12k2 ` r11r3k3 “ 0.
Supposons que la façon κ3 “ p1qr2, 3s soit une façon de pP3q correspondant à
la suite tζku “ tpx1,k, x2,k, x3,kqu telle que x1,kx2,k tend vers un nombre complexe
quelconque λ et x3,kx1,k tend vers un nombre complexe quelconque ν. Nous avons :
F1pζkq Ñ ´r2λ` k1ν ´ r4, F2pζkq Ñ λ` k2ν, F3pζkq Ñ k3ν.
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Si F pζkq tend vers un point a “ pα1, α2, α3q dans pP3q, alors nous avons :
ν “ α3
k3
, λ “ α2 ´ k2
k3
α3, α1 “ ´r2
ˆ
α2 ´ k2
k3
α3
˙
` k1
k3
α3 ´ r4 “ 0,
où k3 ‰ 0. L’équation de pP3q devient :
α1 ` r2α2 ´ r23α3 ` r4 “ 0,
où r23 “ ´k1`r2k2k3 .
Déterminons maintenant des conditions suffisantes pour que l’application F soit
dominante. Prenons le point a “ pα1, α2, α3q dans C3pα1,α2,α3qzSF . Considérons le
système d’équations suivant :
´r2x1x2 ´ r3x2x3 ´ r4 ` k1x1x3 “ α1,
x1x2 ` k2x1x3 “ α2, x2x3 ` k3x1x3 “ α3. (6.2.4)
Remplaçons x1x2 “ α2 ´ k2x1x3 et x2x3 “ α3 ´ k3x1x3 dans l’équation
´r2x1x2 ´ r3x2x3 ´ r4 ` k1x1x3 “ α1,
nous obtenons l’équation :
pk1 ` r2k2 ` r3k3qx1x3 “ α1 ` r2α2 ` r3α3 ` r4.
Puisque k1 ` r2k2 “ ´r23k3, alors nous avons
k1 ` r2k2 ` r3k3 “ pr23 ´ r3qk3.
Si r23 ‰ r3, alors nous avons :
k1 ` r2k2 ` r3k3 ‰ 0.
Cela implique :
x1x3 “ α1 ` r2α2 ` r3α3 ` r4
k1 ` r2k2 ` r3k3 ,
x1x2 “ ´k2α1 ` pk1 ` r3k3qα2 ´ k2r3α3 ´ k2r4
k1 ` r2k2 ` r3k3 ,
x1x2 “ ´α1 ´ r2α2 ´ r
2
3α3 ´ r4
k3pk1 ` r2k2 ` r3k3q .
Puisque a R SF , alors x1x2, x2x3 et x3x1 sont non nuls. Le système d’équations
(6.2.4) admet donc toujours une solution.
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Alors, avec trois plans donnés qui ne sont pas de coordonnée :
pP1q : α1 ` r2α2 ` r3α3 ` r4 “ 0,
pP2q : r11α1 ` r12α2 ` r11r3α3 ` r11r4 “ 0,
pP3q : α1 ` r2α2 ` r23α3 ` r4 “ 0 pr23 ‰ r3q,
nous choisissons trois nombres complexes k1, k2 et k3 tels que :
r11k1 ` r12k2 ` r11r3k3 “ 0, ´k1 ` r2k2k3 “ r
2
3 et k3 ‰ 0,
alors la réunion des 3 plans est l’ensemble SF de l’application polynomiale :
F “ p´r2x1x2 ´ r3x2x3 ´ r4 ` k1x1x3, x1x2 ` k2x1x3, x2x3 ` k3x1x3q.
Nous pouvons en fait translater des plans de coordonnée et nous obtenons le
résultat suivant :
Proposition 6.2.5. Il existe un algorithme permettant d’expliciter une application
polynomiale non-propre, dominante F : C3px1,x2,x3q Ñ C3pα1,α2,α3q de degré 2 telle que
l’ensemble SF soit donné par l’une des situations suivantes :
1) Si SF est un plan quelconque pPq d’équation
α3 “ r1α1 ` r2α2 ` r4,
alors
F “ px1x2, x2x3, r1x1x2 ` r2x2x3 ` gpx2q ` r4q,
où gpx2q est un polynôme non nul en la variable x2, de coefficient constant nul et de
degré au maximum 2. La façon sur pPq est p1, 3qr2s.
2) Si SF est l’union de deux plans d’équations
pP1q : α1 “ c1, où c1 P C,
pP2q : α2 “ c2, où c2 P C,
et d’un plan quelconque d’équation
pP3q : α3 “ r1α1 ` r2α2 ` r4,
alors
F “ px1x2 ` c1, x2x3 ` c2, r1x1x2 ` r2x2x3 ` gpx1x3q ` r4 ´ c1r1 ´ c2r2q,
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où gpx1x3q est un polynôme non nul, de coefficient constant nul, et de degré 1 en la
variable le produit x1x3.
La façon de pP1q est p3qr1, 2s, la façon de pP2q est p1qr2, 3s et la façon de pP3q est
p2qr1, 3s.
3) Si SF est l’union d’un plan d’équation
pP1q : α1 “ c1, où c1 P C,
et d’un plan quelconque d’équation
pP2q : α3 “ r1α1 ` r2α2 ` r4,
alors
F “ px1x2 ` c1, x2x3, r1x1x2 ` r2x2x3 ` gpx1q ` r4 ` c1r1q,
où gpx1q est un polynôme non nul, de coefficient constant nul et de degré au maxi-
mum 2 en la variable x1.
La façon de pP1q est p3qr2s et la façon de pP2q est p2qr1, 3s.
4) aq Si SF est l’union d’un plan quelconque d’équation
pP1q : α3 “ r1α1 ` r2α2 ` r4
et d’un autre plan de la forme
pP2q : α3 “ r11α1 ` r2α2 ` r4,
où r1 ‰ r11 et r11 ‰ 0, alors
F “ px1x2 ` x1, x2x3, r1x1x2 ` r2x2x3 ` r11x1 ` r4q.
La façon de pP1q est p2qr1, 3s et la façon de pP2q est p3qr2s.
bq Si SF est l’union d’un plan quelconque d’équation
pP1q : α3 “ r1α1 ` r2α2 ` r4
et d’un autre plan de la forme
pP2q : α2 “ 1
r2
α3 ` r11α1 ´ r4r2 ,
où r2 ‰ 0, alors
F “ px1x2 ` x1, x2x3 ` r11x1, r1x1x2 ` r2x2x3 ` r4q.
La façon de pP1q est p2qr1, 3s et la façon de pP2q est p3qr2s.
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cq Si SF est l’union d’un plan quelconque d’équation
pP1q : α3 “ r1α1 ` r2α2 ` r4
et d’un autre plan de la forme
pP2q : α1 “ 1
r1
α3 ` r12α2 ´ r4r1 ,
où r11 ‰ 0, alors
F “ px1x2 ` r12x3, x2x3 ` x3, r1x1x2 ` r2x2x3 ` r4q.
La façon de pP1q est p2qr1, 3s et la façon de pP2q est p1qr2s.
5) aq Si SF est l’union d’un plan quelconque d’équation
pPq : α3 “ r1α1 ` r2α2 ` r4
et d’une surface de la forme
pS q : α3 “ r1αp1 ` r11αp
1
1 ` r2α2 ` r4,
où, ou bien r1 ‰ 0 et p “ 2, ou bien r11 ‰ 0 et p1 “ 2, alors
F “ px1x2 ` x1, x2x3, r1x1x2 ` r2x2x3 ` r1xp1 ` r11xp
1
1 ` r4q.
La façon du plan pP1q est p2qr1, 3s et la façon de la surface pS q est p3qr2s.
bq Si SF est l’union d’un plan quelconque d’équation
pPq : α3 “ r1α1 ` r2α2 ` r4
et d’une surface de la forme
pS q : α2 “ 1
r2
α3 ` r1αp1 ` r11αp
1
1 ´ r4r2 , si r2 ‰ 0,
où, ou bien r1 ‰ 0 et p “ 2, ou bien r11 ‰ 0 et p1 “ 2, alors
F “ px1x2 ` x1, x2x3 ` r1xp1 ` r11xp
1
1 , r1x1x2 ` r2x2x3 ` r4q.
La façon du plan pPq est p2qr1, 3s et la façon de la surface pS q est p3qr2s.
cq Si SF est l’union d’un plan quelconque d’équation
pPq : α3 “ r1α1 ` r2α2 ` r4
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et d’une surface de la forme
pS q : α1 “ 1
r1
α3 ` r3αp2 ` r13αp
1
2 ´ r4r1 , si r1 ‰ 0,
où, ou bien r3 ‰ 0 et p “ 2, ou bien r13 ‰ 0 et p1 “ 2, alors
F “ px1x2 ``r3xp3 ` r13xp
1
3 , x2x3 ` x3, r1x1x2 ` r2x2x3 ` r4q.
La façon du plan pPq est p2qr1, 3s et la façon de la surface pS q est p1qr2s.
6) Si SF est une surface pS q de la forme
α3 “ r2α2 ` r1αp1 ` r11αp
1
1 ` r4,
où, ou bien r1 ‰ 0 et p “ 2, ou bien r11 ‰ 0 et p1 “ 2, alors
F “ px1x2 ` x1, x2x3, r2x2x3 ` r1xp1 ` r11xp
1
1 ` x2 ` r4q.
La façon sur pS q est p2qr3s.
7) Si SF est l’union de trois plans d’équations :
pP1q : α1 ` r2α2 ` r3α3 ` r4 “ 0,
pP2q : r11α1 ` r12α2 ` r11r3α3 ` r11r4 “ 0,
pP3q : α1 ` r2α2 ` r23α3 ` r4 “ 0,
alors
F “ p´r2x1x2 ´ r3x2x3 ` k1x1x3 ´ r4, x1x2 ` k2x1x3, x2x3 ` k3x1x3q,
où
r11k1 ` r12k2 ` r11r3k3 “ 0, ´k1 ` r2k2k3 “ r
2
3 et k3 ‰ 0.
La façon de pP1q est p2qr1, 3s, la façon de pP2q est p3qr1, 2s et la façon de pP3q est
p1qr2, 3s.
Démonstration. 1) Considérons le plan
pPq : α3 “ r1α1 ` r2α2 ` r4.
Nous affirmons que l’application 4
F “ px1x2, x2x3, r1x1x2 ` r2x2x3 ` r4 ` gpx2qq,
4. Comme les suivantes, la forme de cette application est inspirée par la démonstration de la
proposition 6.2.2.
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où gpx2q est un polynôme non nul en la variable x2, de coefficient constant nul et
de degré au maximum 2, admet le plan pPq comme l’ensemble de Jelonek SF et est
dominante.
Prenons un point a d’une strate de dimension 2 de SF , alors a admet une seule
façon κ “ p1, 3qr2s, correspondant à la suite tξku “ tpλk, 1k , µkqu. Nous avons F pξkq
tend vers pλ, µ, r1λ` r2µ` r4q. L’ensemble SF est donc le plan :
pPq : α3 “ r1α1 ` r2α2 ` r4.
Prouvons maintenant que F est dominante. Prenons le point a “ pα1, α2, α3q dans
C3pα1,α2,α3qzSF . Considérons le système d’équations suivant :
x1x2 “ α1, x2x3 “ α2, r1x1x2 ` r2x2x3 ` r4 ` gpx2q “ α3. (6.2.6)
Nous avons
gpx2q “ α3 ´ r1α1 ´ r2α2 ´ r4. (6.2.7)
Puisque a R SF , alors l’équation (6.2.7) devient gpx2q “ u où u ‰ 0. Puisque
gp0q “ 0, alors l’équation gpx2q “ u admet toujours une solution x2 ‰ 0. Le système
d’équations (6.2.6) admet donc toujours une solution.
2) Considérons trois plans d’équations
pP1q : α1 “ c1,
pP2q : α2 “ c2,
pP3q : α3 “ r1α1 ` r2α2 ` r4.
Nous affirmons que l’application
F “ px1x2 ` c1, x2x3 ` c2, r1x1x2 ` r2x2x3 ` gpx1x3q ` r4 ` c1r1 ` c2r2q,
où gpx1x3q est un polynôme non nul, de coefficient constant nul, et de degré 1 en
la variable le produit x1x3, admet l’union pP1q Y pP2q Y pP3q comme ensemble de
Jelonek SF et est dominante.
Prenons un point a d’une strate de dimension 2 de SF , alors a admet les trois
façons possibles suivantes :
iq La façon κ1 “ p3qr1, 2s, correspondant à la suite tξ1ku “ tpλk , µk , kqu. Nous avons
F pξ1kq tend vers pc1, µ ` c2, r2µ ` gpλq ` r4 ´ c1r1 ´ c2r2q. L’ensemble SF contient
donc le plan :
pP1q : α1 “ c1.
iiq La façon κ2 “ p1qr2, 3s, correspondant à la suite tξ2ku “ tpk, λk , µk qu. Nous
avons F pξ2kq tend vers pλ ` c1, c2, r1λ ` gpµq ` r4 ´ c1r1 ´ c2r2q. L’ensemble SF
contient donc le plan :
pP2q : α2 “ c2.
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iiiq La façon κ3 “ p2qr1, 3s, correspondant à la suite tξ3ku “ tpλk , k, µk qu. Nous
avons F pξ3kq tend vers pλ ` c1, µ ` c2, r1λ ` r2µ ` r4 ` c1r1 ` c2r2q. L’ensemble SF
contient donc le plan :
pP3q : α3 “ r1α1 ` r2α2 ` r4.
Prouvons maintenant que F est dominante. Prenons le point a “ pα1, α2, α3q
dans C3pα1,α2,α3qzSF . Considérons le système d’équations suivant :
x1x2 ` c1 “ α1, x2x3 ` c2 “ α2
r1x1x2 ` r2x2x3 ` gpx1x3q ` r4 ` c1r1 ` c2r2 “ α3. (6.2.7)
Nous avons
gpx1x3q “ α3 ´ r1α1 ´ r2α2 ´ r4. (6.2.8)
Puisque a R SF , alors x1, x2, x3 ‰ 0 et l’équation (6.2.8) devient gpx1x3q “ u où
u ‰ 0. Remplaçons x1 “ α1´c1x2 et x3 “ α2´c2x2 dans l’équation (6.2.8), alors cette
équation admet toujours une solution x2 ‰ 0. Le système d’équations (6.2.7) admet
donc toujours une solution.
3) Considérons deux plans d’équations
pP1q : α1 “ c1,
pP2q : α3 “ r1α1 ` r2α2 ` r4.
Nous affirmons que l’application
F “ px1x2 ` c1, x2x3, r1x1x2 ` r2x2x3 ` gpx1q ` r4 ` c1r1q,
où gpx1q est un polynôme non nul, de coefficient constant nul et de degré au maxi-
mum 2 en la variable x1, admet l’union pP1q Y pP2q comme ensemble de Jelonek
SF et est dominante.
Prenons un point a d’une strate de dimension 2 de SF , alors a admet les deux
façons possibles suivantes :
iq La façon κ1 “ p3qr2s, correspondant à la suite tξ1ku “ tpλ, µk , kqu. Nous avons
F pξ1kq tend vers pc1, µ, r2µ` gpλq` r4` c1r1q. L’ensemble SF contient donc le plan :
pP1q : α1 “ c1.
iiq La façon κ2 “ p2qr1, 3s, correspondant à la suite tξ2ku “ tpλk , k, µk qu. Nous
avons F pξ2kq tend vers pλ` c1, µ, r1λ` r2µ` r4` c1r1q. L’ensemble SF contient donc
le plan :
pP2q : α3 “ r1α1 ` r2α2 ` r4.
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De la même façon que dans le cas 2), l’application F est dominante.
4) aq Considérons deux plans d’équations
pP1q : α3 “ r1α1 ` r2α2 ` r4,
pP2q : α3 “ r11α1 ` r2α2 ` r4.
Nous affirmons que l’application
F “ px1x2 ` x1, x2x3, r1x1x2 ` r2x2x3 ` r11x1 ` r4q
admet l’union pP1q Y pP2q comme ensemble de Jelonek SF et est dominante.
Prenons un point a d’une strate de dimension 2 de SF , alors a admet les deux
façons possibles suivantes :
iq La façon κ1 “ p2qr1, 3s, correspondant à la suite tξ1ku “ tpλk , k, µk qu. Nous avons
F pξ1kq tend vers pλ, µ, r1λ` r2µ` r4q. L’ensemble SF contient donc le plan :
pP1q : α3 “ r1α1 ` r2α2 ` r4.
iiq La façon κ2 “ p3qr2s, correspondant à la suite tξ2ku “ tpλ, µk , kqu. Nous avons
F pξ2kq tend vers pλ, µ, r2µ` r11λ` r4q. L’ensemble SF contient donc le plan :
pP2q : α3 “ r11α1 ` r2α2 ` r4.
SF est donc l’union de deux plans pP1q et pP2q.
Prouvons maintenant que F est dominante. Considérons un point a “ pα1, α2, α3q
dans C3pα1,α2,α3qzSF . Nous avons le système d’équations suivant :
x1x2 ` x1 “ α1, x2x3 “ α2, r1x1x2 ` r2x2x3 ` r11x1 ` r4 “ α3. (6.2.9)
Nous avons
pr11 ´ r1qx1 “ α3 ´ r1α1 ´ r2α2 ´ r4. (6.2.10)
Puisque a R SF et r1 ‰ r11, donc l’équation (6.2.10) admet une solution non nulle :
x1 “ α3 ´ r1α1 ´ r2α2 ´ r4
r11 ´ r1 ,
et
x2 “ α1 ´ x1
x1
.
Si x2 “ 0, alors nous avons :
α3 ´ r1α1 ´ r2α2 ´ r4
r11 ´ r1 “ α1.
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Cela devient :
α3 “ r11α1 ` r2α2 ` r4,
d’où la contradiction. Donc nous avons x2 ‰ 0 et
x3 “ α2
x2
.
Le système d’équations (6.2.9) admet donc toujours une solution.
bq Considérons deux plans d’équations
pP1q : α3 “ r1α1 ` r2α2 ` r4,
pP2q : α2 “ 1
r2
α3 ` r11α1 ´ r4r2 .
Nous affirmons que l’application
F “ px1x2 ` x1, x2x3 ` r11x1, r1x1x2 ` r2x2x3 ` r4q
admet l’union pP1q Y pP2q comme ensemble de Jelonek SF et est dominante.
Prenons un point a d’une strate de dimension 2 de SF , alors a admet les deux
façons possibles suivantes :
iq La façon κ1 “ p2qr1, 3s, correspondant à la suite tξ1ku “ tpλk , k, µk qu. Nous avons
F pξ1kq tend vers pλ, µ, r1λ` r2µ` r4q. L’ensemble SF contient donc le plan :
pP1q : α3 “ r1α1 ` r2α2 ` r4.
iiq La façon κ2 “ p3qr2s, correspondant à la suite tξ2ku “ tpλ, µk , kqu. Nous avons
F pξ2kq tend vers pλ, µ` r11λ, r2µ` r4q. L’ensemble SF contient donc le plan :
pP2q : α2 “ 1
r2
α3 ` r11α1 ´ r4r2 ,
où r2 ‰ 0.
SF est donc l’union des deux plans pP1q et pP2q.
De la même façon dans le cas aq, nous montrons que l’application F est domi-
nante.
cq Considérons deux plans d’équations
pP1q : α3 “ r1α1 ` r2α2 ` r4,
pP2q : α1 “ 1
r1
α3 ` r12α2 ´ r4r1 pr1 ‰ 0q.
Nous affirmons que l’application
F “ px1x2 ` r12x3, x2x3 ` x3, r1x1x2 ` r2x2x3 ` r4q
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admet l’union pP1q Y pP2q comme ensemble de Jelonek SF et est dominante.
Prenons un point a d’une strate de dimension 2 de SF , alors a admet les deux
façons possibles suivantes :
iq La façon κ1 “ p2qr1, 3s, correspondant à la suite tξ1ku “ tpλk , k, µk qu. Nous avons
F pξ1kq tend vers pλ, µ, r1λ` r2µ` r4q. L’ensemble SF contient donc le plan :
pP1q : α3 “ r1α1 ` r2α2 ` r4.
iiq La façon κ2 “ p1qr2s, correspondant à la suite tξ2ku “ tpk, λk , µqu. Nous avons
F pξ2kq tend vers pλ` r12µ, µ, r1λ` r4q. L’ensemble SF contient donc le plan :
pP2q : α1 “ 1
r1
α3 ` r12α2 ´ r4r1 ,
où r1 ‰ 0.
SF est donc l’union des deux plans pP1q et pP2q.
De la même façon dans le cas aq, nous montrons que l’application F est domi-
nante.
5) aq Considérons l’union d’un plan d’équation
pPq : α3 “ r1α1 ` r2α2 ` r4
et d’une surface d’équation
pS q : α3 “ r1αp1 ` r11αp
1
1 ` r2α2 ` r4.
Nous affirmons que l’application
F “ px1x2 ` x1, x2x3, r1x1x2 ` r2x2x3 ` r1xp1 ` r11xp
1
1 ` r4q.
admet l’union pPq Y pS q comme ensemble de Jelonek SF et est dominante.
Prenons un point a d’une strate de dimension 2 de SF , alors a admet les deux
façons possibles suivantes :
iq La façon κ1 “ p2qr1, 3s, correspondant à la suite tξ1ku “ tpλk , k, µk qu. Nous avons
F pξ1kq tend vers pλ, µ, r1λ` r2µ` r4q. L’ensemble SF contient donc le plan :
pPq : α3 “ r1α1 ` r2α2 ` r4.
iiq La façon κ2 “ p3qr2s, correspondant à la suite tξ2ku “ tpλ, µk , kqu. Nous avons
F pξ2kq tend vers pλ, µ, r2µ`r1λp`r11λp1`r4q. L’ensemble SF contient donc la surface :
pS q : α3 “ r1αp1 ` r11αp
1
1 ` r2α2 ` r4.
SF est donc l’union du plan pPq et de la surface pS q.
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De la même manière que dans le cas 4), nous montrons que l’application F est
dominante.
bq Considérons l’union d’un plan d’équation
pPq : α3 “ r1α1 ` r2α2 ` r4
et d’une surface d’équation
pS q : α2 “ 1
r2
α3 ` r1αp1 ` r11αp
1
1 ´ r4r2 .
Nous affirmons que l’application
F “ px1x2 ` x1, x2x3 ` r1xp1 ` r11xp
1
1 , r1x1x2 ` r2x2x3 ` r4q
admet l’union pPq Y pS q comme ensemble de Jelonek SF et est dominante.
Prenons un point a d’une strate de dimension 2 de SF , alors a admet les deux
façons possibles suivantes :
iq La façon κ1 “ p2qr1, 3s, correspondant à la suite tξ1ku “ tpλk , k, µk qu. Nous avons
F pξ1kq tend vers pλ, µ, r1λ` r2µ` r4q. L’ensemble SF contient donc le plan :
pPq : α3 “ r1α1 ` r2α2 ` r4.
iiq La façon κ2 “ p3qr2s, correspondant à la suite tξ2ku “ tpλ, µk , kqu. Nous avons
F pξ2kq tend vers pλ, µ`r1λp`r11λp1 , r2µ`r4q. L’ensemble SF contient donc la surface :
pS q : α2 “ 1
r2
α3 ` r1αp1 ` r11αp
1
1 ´ r4r2 .
SF est donc l’union du plan pPq et de la surface pS q.
De la même façon que dans le cas 4), nous montrons que l’application F est
dominante.
cq Considérons l’union d’un plan d’équation
pPq : α3 “ r1α1 ` r2α2 ` r4
et d’une surface d’équation
pS q : α1 “ 1
r1
α3 ` r3αp2 ` r13αp
1
2 ´ r4r1 .
Nous affirmons que l’application
F “ px1x2 ` r3xp3 ` r13xp
1
3 , x2x3 ` x3, r1x1x2 ` r2x2x3 ` r4q
180
admet l’union pPq Y pS q comme ensemble de Jelonek SF et est dominante.
Prenons un point a d’une strate de dimension 2 de SF , alors a admet les deux
façons possibles suivantes :
iq La façon κ1 “ p2qr1, 3s, correspondant à la suite tξ1ku “ tpλk , k, µk qu. Nous avons
F pξ1kq tend vers pλ, µ, r1λ` r2µ` r4q. L’ensemble SF contient donc le plan :
pPq : α3 “ r1α1 ` r2α2 ` r4.
iiq La façon κ2 “ p1qr2s, correspondant à la suite tξ2ku “ tpk, λk , µqu. Nous avons
F pξ2kq tend vers pλ`r3µp`r13µp1 , µ, r1λ`r4q. L’ensemble SF contient donc la surface :
pS q : α1 “ 1
r1
α3 ` r3αp2 ` r13αp
1
2 ´ r4r1 .
SF est donc l’union du plan pPq et de la surface pS q.
De la même manière que dans le cas aq, nous montrons que l’application F est
dominante.
6) Considérons la surface d’équation
pS q : α3 “ r2α2 ` r1αp1 ` r11αp
1
1 ` r4.
Nous affirmons que l’application
F “ px1x2 ` x1, x2x3, r2x2x3 ` r1xp1 ` r11xp
1
1 ` x2 ` r4q
admet la suface pS q comme ensemble de Jelonek SF et est dominante.
Prenons un point a d’une strate de dimension 2 de SF , alors a admet une seule
façon κ “ p2qr3s, correspondant à la suite tξku “ tpλ, µk , kqu. Nous avons F pξkq tend
vers pλ, µ, r1λ` r2µ` r1λp ` r11λp1 ` r4q. L’ensemble SF est donc la surface :
pS q : α3 “ r2α2 ` r1αp1 ` r11αp
1
1 ` r4.
De la même fmanière que dans le cas 1), nous montrons que l’application F est
dominante.
7) Considérons trois plans d’équations
pP1q : α1 ` r2α2 ` r3α3 ` r4 “ 0,
pP2q : r11α1 ` r12α2 ` r11r3α3 ` r11r4 “ 0,
pP3q : α1 ` r2α2 ` r23α3 ` r4 “ 0.
Nous affirmons que l’application
F “ p´r2x1x2 ´ r3x2x3 ´ r4 ` k1x1x3, x1x2 ` k2x1x3, x2x3 ` k3x1x3q,
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où
r11k1 ` r12k2 ` r11r3k3 “ 0, ´k1 ` r2k2k3 “ r
2
3 et k3 ‰ 0,
admet l’union pP1qYpP2qYpP3q comme ensemble de Jelonek SF et est dominante.
Prenons un point a d’une strate de dimension 2 de SF , alors a admet les trois
façons possibles suivantes :
iq La façon κ1 “ p2qr1, 3s, correspondant à la suite tξ1ku “ tpλk , k, µk qu. Nous avons
F pξ1kq tend vers p´r2λ´r3µ´r4, r1`k2r2, µq. L’ensemble SF contient donc le plan :
pP1q : α1 ` r2α2 ` r3α3 ` r4 “ 0.
iiq La façon κ2 “ p3qr1, 2s, correspondant à la suite tξ2ku “ tpλk , µk , kqu. Nous
avons F pξ2kq tend vers p´r3µ´ r4 ` k1λ, k2λ, µ` k3λq. L’ensemble SF contient donc
le plan :
pP2q : r11α1 ` r12α2 ` r11r3α3 ` r11r4 “ 0.
iiiq La façon κ3 “ p1qr2, 3s, correspondant à la suite tξ3ku “ tpk, λk , µk qu. Nous
avons F pξ3kq tend vers p´r2λ´ r4` k1µ, λ` k2µ, k3µq. L’ensemble SF contient donc
le plan :
pP3q : α1 ` r2α2 ` r23α3 ` r4 “ 0.
L’ensemble SF est donc l’union des trois plans pP1q, pP2q et pP3q.
L’application F est dominante par le théorème 6.2.2, ce qui termine la preuve
de la proposition.
Remarque 6.2.11. La proposition ci-dessus nous fournit, pour chacun des 7 cas,
une classe d’applications admettant pour ensemble de Jelonek le cas choisi. No-
tons que les applications d’une même classe ne différent pas que par le choix des
applications gi et par un éventuel changement du rôle des variables.
Exemple 6.2.12. 1) Explicitons une application polynomiale dominante F : C3 Ñ
C3 de degré 2 telle que SF soit le plan d’équation
pPq : α1 ´ α2 ´ α3 “ 0.
Utilisons le cas 1) du théorème (6.2.5), l’application F est de la forme
F px1, x2, x3q “ px1x2, x2x3, x1x2 ´ x2x3 ` gpx2qq,
où gpx2q est un polynôme non nul en la variable x2, de coefficient constant nul et de
degré au maximum 2.
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2) Explicitons une application polynomiale dominante F : C3 Ñ C3 de degré 2
telle que SF soit l’union des deux plans d’équations
pP1q : α1 “ 2,
pP2q : α2 “ 5,
et d’un plan d’équation
pP3q : α3 “ α1 ` 3α2 ` 6.
Utilisons le cas 2) du théorème (6.2.5), l’application F est de la forme
F “ px1x2 ` 2, x2x3 ` 5, x1x2 ` 3x2x3 ` gpx1x3q ´ 11q,
où gpx1x3q est un polynôme non nul, de coefficient constant nul, et de degré 1 en la
variable le produit x1x3.
3) Explicitons une application polynomiale dominante F : C3 Ñ C3 de degré 2
telle que SF soit l’union des deux plans d’équations
pP1q : α2 ` α3 “ 0,
et
pP2q : α1 “ 0.
Utilisons le cas 3) du théorème (6.2.5), l’application F est de la forme
F “ px1x2, x2x3,´x2x3 ` gpx1qq,
où gpx1q est un polynôme non nul, de coefficient constant nul et de degré au maxi-
mum 2 en la variable x1.
4) Explicitons une application polynomiale dominante F : C3 Ñ C3 de degré 2
telle que SF soit l’union des deux plans d’équations
pP1q : α3 “ 2α1 ` α2,
et
pP2q : α3 “ α1 ` α2.
Utilisons le cas 4) du théorème (6.2.5), l’application F est de la forme
F “ px1x2 ` x1, x2x3, 2x1x2 ` x2x3 ` x1q.
Notons que F n’est pas unique. En effet, nous pouvons choisir, par exemple,
l’application polynomiale dominante F comme suit
F px1, x2, x3q “ px1x2 ` x1, x2x3 ` x21, 2x1x2 ` x2x3 ` x1 ` x21q.
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5) Explicitons une application polynomiale dominante F : C3 Ñ C3 de degré 2
telle que SF soit l’union d’un plan d’équation
pPq : α3 “ α1 ` 2α2,
et d’une surface
pS q : α3 “ 2α2 ´ α21 ` α1.
Utilisons le cas 5) du théorème (6.2.5), l’application F est de la forme
F px1, x2, x3q “ px1x2 ` x1, x2x3, x1x2 ` 2x2x3 ´ x21 ` x1q.
6) Explicitons une application polynomiale dominante F : C3 Ñ C3 de degré 2
telle que SF soit la surface d’équation
pS q : α3 “ α1 ` α2.
Utilisons le cas 6) du théorème (6.2.5), l’application F est de la forme
F “ px1x2 ` x1, x2x3,´x2x3 ` x21 ` x2q.
7) Explicitons une application polynomiale dominante F : C3 Ñ C3 de degré 2
telle que SF soit l’union des trois plans d’équations
pP1q : α1 ` 2α2 ` 3α3 ` 4 “ 0,
pP2q : 5α1 ` 6α2 ` 15α3 ` 20 “ 0,
pP3q : α1 ` 2α2 ` 7α3 ` 4 “ 0.
Utilisons le cas 3) du théorème (6.2.5), nous cherchons les nombres complexes k1, k2
et k3 tels que
5k1 ` 6k2 ` 15k3 “ 0, k1 ` 2k2 ` 7k3 “ 0 k3 ‰ 0.
Nous pouvons choisir pk1, k2, k3q “ p3,´5, 1q. L’application F est de la forme
F “ p´2x1x2 ´ 3x2x3 ` 3x1x3 ´ 4, x1x2 ´ 5x1x3, x2x3 ` x1x3q.
Pour prouver le théorème 6.2.1, nous avons besoin du lemme suivant :
Lemme 6.2.13. Soit F : C3px1,x2,x3q Ñ C3pα1,α2,α3q une application polynomiale non-
propre, dominante telle que degF “ 2. Si l’ensemble SF contient une surface pS q,
alors pS q est un paraboloïde. De plus, si SF contient une surface, alors ou bien SF
est une surface ou bien SF est l’union d’une surface et d’un plan.
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Démonstration. Supposons que SF contienne une surface pS q. Puisque degF “
2 alors degpS q “ 2. L’ensemble SF admet donc une façon qui admet une seule
coordonnée “libre”, par exemple κ “ p3qr2s (voir par exemple le cas 3i, page 176, dans
la preuve de la proposition 6.2.5). Supposons que la suite tξku “ tpx1,k, x2,k, x3,kqu
corresponde à la façon κ, supposons donc que x3,k tende vers l’infini, x2,k tende vers
0, telles que x2,kx3,k tende vers un nombre complexe quelconque λ et x1,k tende
vers un nombre complexe quelconque µ. Une des trois applications polynomiales
F1, F2, F3 doit donc contenir x1 en facteur et une autre doit contenir x21. Donc si
l’équation de la surface pS q est :
r1α
p1
1 ` r2αp22 ` r3αp33 ` r4 “ 0, (S )
alors il existe un unique indice i P t1, 2, 3u tel que
ri ‰ 0 et pi “ 2, 0 ď pj ď 1, @j ‰ i.
Si rj “ 0 ou pj “ 0 pour tout j ‰ i, alors pS q est l’union de deux droites, d’où la
contradiction. Donc il existe j ‰ i, j P t1, 2, 3u tel que rj ‰ 0 et pj “ 1. La surface
pS q est donc un paraboloïde.
Observons maintenant que, puisque SF admet κ comme une façon, F peut être
considérée comme une application polynomiale des variables x1, x2, x1x2 et x2x3 :
F “ rF px1, x2, x1x2, x2x3q.
S’il existe une coordonnée Fi contenant x2 en facteur, pour i P t1, 2, 3u, alors SF
admet une seule façon κ et SF est la surface pS q.
Supposons que SF contienne une autre hypersurface irréductible pH q qui est
différente de pS q. Alors F peut être considérée comme une application polynomiale
des variables x1, x1x2, x2x3 :
F “ rF px1, x1x2, x2x3q. (6.2.15)
Considérons maintenant une façon κ1 ‰ κ de pH q, correspondante à la suite
tξ1ku “ tpx11,k, x12,k, x13,kqu. Puisque F admet la coordonnée x1 comme coordonnée
libre, alors avec la suite ξ1k, la coordonnée x11,k doit tendre vers 0. Nous avons les
cinq cas possibles suivants :
1) κ1 “ p2qr1s, alors F est une application polynomiale de la forme :
F “ rF px1, x3, x1x2, x1x3q.
Combinons avec (6.2.15), alors F est de la forme :
F “ rF px1, x1x2q.
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L’application F n’est pas dominante, d’où la contradiction.
2) κ1 “ p3qr1s, alors F est une application polynomiale de la forme :
F “ rF px1, x2, x1x2, x1x3q.
Combinons avec (6.2.15), alors F est de la forme :
F “ rF px1, x1x2q.
L’application F n’est pas dominante, d’où la contradiction.
3) κ1 “ p2, 3qr1s, alors F est une application polynomiale de la forme :
F “ rF px1, x1x2, x1x3q.
Combinons avec (6.2.15), alors F est de la forme :
F “ rF px1, x1x2q.
L’application F n’est pas dominante, d’où la contradiction.
4) κ1 “ p3qr1, 2s, alors F est une application polynomiale de la forme :
F “ rF px1, x2, x1x2, x2x3, x3x1q.
Combinons avec (6.2.15), alors F est de la forme :
F “ rF px1, x1x2, x2x3q.
Puisque x11,kx12,k et x11,k tendent vers 0, alors dimpH q ď 1, d’où la contradiction.
5) κ1 “ p2qr1, 3s, alors F est une application polynomiale de la forme :
F “ rF px1, x3, x1x2, x2x3, x3x1q.
Combinons avec (6.2.15), alors F est de la forme :
F “ rF px1, x1x2, x2x3q.
Nous savons que x11,k tend vers 0. Supposons que x11,kx12,k tende vers un nombre
complexe λ et x12,kx13,k tend vers un nombre complexe µ alors nous avons
pH q “ tpF1p0, λ, µq, F2p0, λ, µq, F3p0, λ, µqq : λ, µ P Cu.
La dimension de pH q est donc égal 2. Puisque degF “ 2, le degré de Fi en les
variables λ et µ doit être 1, pour tout i P t1, 2, 3u. L’hypersurface pH q est donc un
plan. Donc si SF contient une surface alors ou bien SF est une surface, ou bien SF
est l’union d’une surface et d’un plan.
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Corollaire 6.2.16. Soit F : C3 Ñ C3 une application polynomiale non-propre,
dominante telle que le degré de F est 2. Alors l’ensemble SF est de l’une des formes
suivantes :
1) L’union au maximum de trois plans.
2) L’union d’un plan et d’un paraboloïde.
3) Un paraboloïde.
Démonstration. Rappelons que pour le cas F : C3 Ñ C3, l’ensemble SF est de l’une
des formes suivantes :
1) L’union au maximum de trois plans.
2) L’union d’un plan et d’une surface.
3) Une surface.
4) L’union de deux surfaces.
5) L’union de deux plans et d’une surface.
6) L’union de deux surfaces et d’un plan.
D’après le lemme 6.2.13, les cas 4), 5) et 6) ne sont pas possibles. De plus, si SF
contient une surface, alors cette surface est un paraboloïde. Par ailleurs, d’après les
propositions 6.2.2 et 6.2.5, les cas 1), 2) et 3) sont réalisables. Nous obtenons donc
le résultat.
Nous fournissons maintenant la démonstration du théorème 6.2.1 :
Démonstration du théorème 6.2.1. Les cas 1) et 2) de notre théorème 6.2.1 sont
obtenus à partir des propositions 6.2.2 et 6.2.5. Prouvons maintenant les cas 3), 4),
5), là où SF contient au moins deux hypersurfaces irréductibles. Dans ce cas SF
contient au moins deux façons. Supposons que κ et κ1 soient deux façons différentes
de SF et que ξk et ξ1k soient deux suites correspondantes. Rappelons qu’une façon κ
de SF appartient à l’un des six groupes de façons suivants :
1) groupe I : p1, 2, 3q,
2) groupe II : (1,2), (2,3) et (3,1),
3) groupe III : p1q, p2q et p3q,
4) groupe IV : (1,2)[3], (1,3)[2] et (2,3)[1],
5) groupe V : (1)[2], (1)[3], (2)[1], [2](3), [3](1) et [3](2),
6) groupe VI : (1)[2,3], (2)[1,3] et (3)[1,2].
Nous utilisons le résultat de la preuve du théorème 4.8.8, page 121. Nous avons
les cas possibles suivants :
I) le cas 3) dans la preuve du théorème 4.8.8 : κ appartient au groupe I et κ1
appartient au groupe IV, par exemple κ “ p1, 2, 3q et κ1 “ p1, 2qr3s. De l’exemple
4.8.4, page 119, nous savons que F est une application polynomiale dominante de
la forme
F “ F˜ px1 ´ x2, px1 ´ x2qx1, px1 ´ x2qx2, px1 ´ x2qx3, px1 ´ x3qx3, px2 ´ x3qx3q.
187
Par ailleurs :
F pξkq Ñ F˜ p0, λ, λ, λ, µ, µ´ λq,
F pξ1kq Ñ F˜ p0, λ1, λ1, 0, µ1, µ1q.
Nous voyons que
+ pour la suite ξk, les variables pertinentes tendant vers des nombres complexes
quelconques ont le degré 2, donc la façon κ nous fournit un plan pPq. De la même
manière, la façon κ1 nous fournit un plan pP 1q,
+ il y un seul changement entre les limites F pξkq et F pξ1kq : la quatrième variable
pertinente px1 ´ x2qx3 tend vers un nombre complexe quelconque pour la suite ξk,
alors qu’elle tend vers 0 pour la suite ξ1k.
Cela nous permet de changer indépendamment au maximum un coefficient de xi,
i P t1, 2, 3u dans les équations des plans pPq et pP 1q, c’est-à-dire que si les équations
des plans pPq et pP 1q sont :
pPq : r1x1 ` r2x2 ` r3x3 ` r4 “ 0,
pP 1q : r11x1 ` r12x2 ` r13x3 ` r14 “ 0,
alors il y a au moins deux coefficients dans tr11, r12, r13u dépendant des autres coeffi-
cients.
Le coefficient r14 dépend toujours des autres coefficients r1, r2, r3, r4, r11, r12, r13, cela est
éclairé par les propositions 6.2.2 et 6.2.5. Ce cas est donc un cas particulier du cas
3) de notre théorème.
De nouveau, par le résultat de la preuve du théorème 4.8.8, dans ce cas, l’ensemble
SF est l’union de deux plans pPq et pP 1q puisque SF n’admet alors que deux façons
κ “ p1, 2, 3q et κ1 “ p1, 2qr3s.
II) le cas 4) dans la preuve du théorème 4.8.8 : κ appartient au groupe I et κ1
appartient au groupe V, par exemple κ “ p1, 2, 3q et κ1 “ p1qr2s. Alors, d’une part,
F est une application polynomiale dominante de la forme
F “ F˜ px2 ´ x3, px2 ´ x3qx2, px2 ´ x3qx3, px1 ´ x2qx2, px1 ´ x3qx2q. (6.2.17)
D’autre part :
F pξkq Ñ F˜ p0, λ, λ, µ, λ` µq,
F pξ1kq Ñ F˜ pλ1, 0 λ12, µ1, µ1q.
Par le même argument que dans le cas I) ci-dessus, nous avons
a) ou bien les façons κ et κ1 nous fournissent deux plans pPq et pP 1q, res-
pectivement, et nous permettent de changer au maximum indépendamment deux
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coefficients entre tr1, r2, r3u et tr11, r12, r13u. Nous obtenons donc le cas 3) de notre
théorème.
b) ou bien la façon κ nous fournit un plan pPq et la façon κ1 nous fournit un
paraboloïde pS q tels que si les équations du plan pPq et du paraboloïde pS q,
respectivement, sont :
pPq : r1x1 ` r2x2 ` r3x3 ` r4 “ 0,
pS q : r11x21 ` r12x2 ` r13x3 ` r14 “ 0,
nous obtenons alors le cas 4) de notre théorème.
Par un calcul rapide, dans ce cas, si SF admet une autre façon κ˚ différente des
façons κ et κ1, alors cette façon nous fournit une strate de dimension 1 contenue ou
bien dans pPq ou bien dans pS q.
III) Le cas 5) dans la preuve du théorème 4.8.8 : κ appartient au groupe I et
κ1 appartient au groupe VI, par exemple κ “ p1, 2, 3q et κ1 “ p1qr2, 3s, alors, d’une
part, F est une application polynomiale dominante de la forme
F “ F˜ ppx1 ´ x2qx2, px1 ´ x2qx3, px1 ´ x3qx2, px1 ´ x3qx3,
px2 ´ x3q, px2 ´ x3qx1, px2 ´ x3qx2, px2 ´ x3qx3q.
D’autre part :
F pξkq Ñ F˜ pλ´ µ, λ´ µ, λ´ ν, λ´ ν, 0, µ´ ν, µ´ ν, µ´ νq,
F pξ1kq Ñ F˜ pµ1, ν 1, µ1, ν 1, 0, µ1 ´ ν 1, 0, 0q.
Dans ce cas, SF n’admet que deux façons κ et κ1. Ces deux façons nous fournissent
deux plans pPq et pP 1q, et nous permettent de changer indépendamment au maxi-
mum un coefficient parmi tr1, r2, r3u et tr11, r12, r13u. Ce cas est similaire au cas I) et
nous fournit un cas particulier du cas 3) de notre théorème.
IV) le cas 10) dans la preuve du théorème 4.8.8 : κ appartient au groupe II et κ1
appartient au groupe VI, par exemple κ “ p1, 2q et κ1 “ p1qr2, 3s, alors, d’une part,
F est une application de la forme
F “ F˜ px3, px1 ´ x2qx2, px1 ´ x2qx3q. (6.2.18)
D’autre part :
F pξkq Ñ F˜ pν, λ´ µ, 0q,
F pξ1kq Ñ F˜ p0, µ1, ν 1q.
Ce cas est similaire au cas II) ci-dessus et nous fournit les cas 3) et 4) de notre
théorème.
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V) le cas 16) dans la preuve du théorème 4.8.8 : κ appartient au groupe IV, par
exemple κ “ p1, 2qr3s et κ1 appartient au groupe V :
a) κ1 “ p1qr2s, alors F est une application de la forme
F “ F˜ px3, x2x3, px1 ´ x2qx2q. (6.2.19)
Nous avons
F pξkq Ñ F˜ p0, ν, λ´ µq,
F pξ1kq Ñ F˜ pν 1, 0, µ1q.
b) κ1 “ p3qr1s ; alors F est une application de la forme
F “ F˜ px1x3, x1 ´ x2, px1 ´ x2qx1, px1 ´ x2qx2q. (6.2.20)
Nous avons
F pξkq Ñ F˜ pν, 0, λ´ µ, λ´ µq,
F pξ1kq Ñ F˜ pλ1, ´µ1, 0, ´µ12q.
Ces cas sont similaires au cas II) ci-dessus et nous fournissent les cas 3) et 4) de
notre théorème.
VI) le cas 17) dans la preuve du théorème 4.8.8 : κ appartient au groupe IV, par
exemple κ “ p1, 2qr3s et κ1 appartient au groupe VI :
a) κ1 “ p1qr2, 3s, alors F est une application de la forme
F “ F˜ px3, x2x3, x1x3, px1 ´ x2qx2q.
Nous avons
F pξkq Ñ F˜ p0, ν, ν, λ´ µq,
F pξ1kq Ñ F˜ p0, 0, ν 1, µ1q.
Ce cas est similaire au cas I) ci-dessus et nous fournit un cas particulier du cas 3)
de notre théorème.
b) κ1 “ p2qr1, 3s : nous avons le même résultat que dans le cas a) ci-dessus, où
F “ F˜ px3, x1x3, x2x3, px1 ´ x2qx1q.
c) κ1 “ p3qr1, 2s : F est une application de la forme
F “ F˜ px1x3, x2x3, x1 ´ x2, px1 ´ x2qx1, px1 ´ x2qx2q.
Nous avons
F pξkq Ñ F˜ pν, ν, 0, λ´ µ, λ´ µq,
F pξ1kq Ñ F˜ pλ1, µ1, 0, 0, 0q.
Ces cas sont similaires au cas I) ci-dessus et nous fournissent un cas particulier du
cas 3) de notre théorème.
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VII) le cas 19ii) dans la preuve du théorème 4.8.8 : κ appartient au groupe V,
par exemple κ “ p1qr2s et κ1 “ p2qr1, 3s. Alors F est une application de la forme
F “ F˜ px3, x1x2, x2x3q.
Nous avons
F pξkq Ñ F˜ pν, µ, 0q,
F pξ1kq Ñ F˜ p0, λ1, ν 1q.
Nous obtenons donc les cas 3) et 4) de notre théorème.
VIII) le cas 20) dans la preuve du théorème 4.8.8 : κ appartient au groupe VI
et κ1 appartient aussi au groupe VI, par exemple, κ “ p1qr2, 3s et κ1 “ p2qr1, 3s. De
l’exemple 4.8.3, page 117, F est une application polynomiale dominante de la forme
F “ F˜ px3, x1x2, x2x3, x3x1q. (6.2.21)
Nous avons
F pξkq Ñ F˜ p0, µ, 0, νq,
F pξ1kq Ñ F˜ p0, λ1, µ1, 0q.
Dans ce cas, nous avons deux possibilités :
a) F admet x3 comme variable, alors SF n’admet que deux façons κ “ p1qr2, 3s
et κ1 “ p2qr1, 3s. Ce cas est similaire au cas IIa) ci-dessus et nous fournit le cas 3)
de notre théorème.
b) F n’admet pas x3 comme variable, c’est-à-dire
F “ F˜ px1x2, x2x3, x3x1q. (6.2.22)
Dans ce cas, SF admet encore une façon κ “ p3qr1, 2s avec la suite correspondante
ξ2k, et nous avons
F pξkq Ñ F˜ pµ, 0, νq,
F pξ1kq Ñ F˜ pλ1, µ1, 0q,
F pξ2kq Ñ F˜ p0, µ2, ν2q.
Dans ce cas SF est l’union de trois plans dont les formes sont comme dans le cas 5)
de notre théorème.
Remarque 6.2.23. Si F n’est pas dominante, par exemple, si F contient deux co-
ordonnées “libres”, alors le théorème 6.2.1 n’est plus vrai, comme le montre l’exemple
suivant :
Exemple 6.2.24. Considérons l’application F : C3px1,x2,x3q Ñ C3pα1,α2,α3q telle que
F px1, x2, x3q “ px1, x2, x21 ` x22 ` x1x2q. Nous voyons que F n’est pas dominante
191
puisque l’application F ne dépend que des deux variables x1 et x2. L’ensemble SF
est l’union de trois surfaces :
SF1 : α3 “ α21 ` α22 ` α1α2 pavec la suite pα1, α2, kq où α1, α2 ‰ 0q,
SF2 : α3 “ α22 pavec la suite p0, α2, kq où α2 ‰ 0q,
SF3 : α3 “ α21 pavec la suite pα1, 0, kq où α1 ‰ 0q.
Remarque 6.2.25. Nous pouvons procéder de la même manière pour les cas où le
degré de F est plus grand et nous obtenons aussi la liste des ensembles de Jelonek
possibles, qui est certainement différente de la liste du théorème 6.2.1, comme le
montrent les exemples suivants :
Exemple 6.2.26. L’application polynomiale F : C3px1,x2,x3q Ñ C3pα1,α2,α3q telle que
F px1, x2, x3q “ px31 ` x21x22 ` x21x23, x1x2, x1x3q
est dominante et l’ensemble SF est la surface α1 “ α22 ` α23.
Exemple 6.2.27. L’application polynomiale F : C3px1,x2,x3q Ñ C3pα1,α2,α3q telle que
F px1, x2, x3q “ px31 ` x21x2x3, x1x2, x1x3q
est dominante est l’ensemble SF est la surface α1 “ α2α3.
Remarque 6.2.28. Dans le cas où degF “ 4, alors SF peut contenir deux surfaces.
La raison en est que les applications coordonnées peuvent contenir des facteurs de
formes px1x2q2, px2x3q2 et px3x1q2, comme le montre l’exemple suivant :
Exemple 6.2.29. Considérons l’application F : C3px1,x2,x3q Ñ C3pα1,α2,α3q telle que
F “ px1x2 ` x1, x2x3 ` x21, x21x22 ` 2x2x3 ` x1 ` x21q.
Supposons que la suite tξku “ tpx1,k, x2,k, x3,kqu tende vers l’infini et que F pξkq tende
vers a P SF . Si x1,k tend vers 0, x2,k tend vers l’infini et x3,k tend vers 0 telles que
x1,kx2,k tend vers λ et x2,kx3,k tend vers µ, alors F pξkq tend vers pλ, µ, λ2 ` 2µq.
Donc l’ensemble SF contient la surface α3 “ α21 ` α2. Si x1,k tend vers λ, x2,k tend
vers 0 et x3,k tend vers l’infini telles que x2,kx3,k tend vers µ, alors F pξkq tend vers
pλ, µ` λ2, 2µ` λ` λ2q. Donc l’ensemble SF contient la surface α3 “ 2α2´α21 `α1.
Nous voyons que x1,k ne peut pas tendre vers l’infini et qu’il n’y a donc pas d’autre
possibilité. L’ensemble SF est donc l’union des deux surfaces de degré 2, α3 “ α21`α2
et α3 “ 2α2 ´ α21 ` α1.
Nous conjecturons que nous pouvons utiliser un programme d’ordinateur pour
procéder à un algorithme permettant de décrire la liste des ensembles de Jelonek
posssibles des applications polynomiales dominantes F : Cn Ñ Cn.
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6.3 L’ensemble SF d’une application rationnelle
Donnons d’abord ici la définition d’une application rationnelle propre et de l’en-
semble de Jelonek d’une application rationnelle.
Définition 6.3.1. Soit F : Km Ñ Kn une application rationnelle. Nous notons
SF “ ta P Kn : Dtξku Ă Km telle que ξk Ñ 8, F pξkq Ñ au.
L’application F est dite propre si SF “ H, sinon F n’est pas propre.
Une question se pose : comment définir l’ensemble de Jelonek pour une applica-
tion rationelle ?
Nous faisons la première observation suivante :
Remarque 6.3.2. Si F : K Ñ K est une application polynomiale alors F est
propre. Mais ceci n’est plus vrai pour une application rationnelle, même si F n’a
pas de “pôles”, c’est-à-dire F est régulière. Par exemple, soit F : R Ñ R telle que
F pxq “ x2´1
x2`1 . Alors SF “ t1u, puisque avec txku “ tku nous avons F pxkq tend vers
1. En fait, dans le cas où F “ f1pxq
f2pxq , deg f1 ď deg f2 alors F n’est pas propre et SF
est un point.
Les exemples suivants éclairent la remarque 6.3.7 et le théorème 6.3.10 qui
suivent :
Exemple 6.3.3. Soit F : R2px1,x2q Ñ R2pα1,α2q telle que
F px1, x2q “
ˆ
x1,
x1x
3
2
1` x62
˙
.
Nous avons SF est le plan tα2 “ 0u puisque pour tout pα1, 0q P SF , il existe une
suite tξku “ tpα1, kqu telle que F pξkq tend vers pα1, 0q.
Exemple 6.3.4. Soit F : R2px1,x2q Ñ R2pα1,α2q telle que
F px1, x2q “
ˆ
x1x2,
x2 ` x1x2
x1 ` x2
˙
.
L’ensemble des pôles de F est une droite d’équation x1 ` x2 “ 0.
Soit une suite px1,k, x2,kq tendant vers l’infini et telle que F px1,k, x2,kq ne tende pas
vers l’infini. Alors x1,k tend vers l’infini ou x2,k tend vers l’infini mais x1,kx2,k ne tend
pas vers l’infini. Supposons que x1,kx2,k tende vers α1. Si x1,k tend vers l’infini alors
x2,k tend vers 0 et F px1,k, x2,kq tend vers pα1, 0q. Si x1,k tend vers 0 alors x2,k tend
vers l’infini et F px1,k, x2,kq tend vers pα, 1q. L’ensemble SF est donc l’union de deux
droites (c’est une hypersurface de R2pα1,α2q).
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Exemple 6.3.5. Soit F : R2px1,x2q Ñ R2pα1,α2q telle que
F px1, x2q “
ˆ
x1,
x1x2
x2 ´ 1
˙
.
L’ensemble des pôles de F est la droite x2 “ 1.
Soit une suite px1,k, x2,kq tendant vers l’infini et telle que F px1,k, x2,kq ne tende pas
vers l’infini. Alors x1,k tend vers α1 et x2,k tend vers l’infini donc F px1,k, x2,kq tend
vers pα1, α1q. L’ensemble SF est la droite α2 “ α1.
Exemple 6.3.6. Soit F : R2px1,x2q Ñ R2pα1,α2q telle que
F px1, x2q “
ˆ
x1x2
x2 ´ 1 ,
x21
x1 ´ 1
˙
.
L’ensemble des pôles de F est constitué de deux droites x1 “ 1 et x2 “ 1.
Soit une suite px1,k, x2,kq tendant vers l’infini telle que F px1,k, x2,kq ne tende pas vers
l’infini. Alors x1,k tend vers α1 et x2,k tend vers l’infini donc F px1,k, x2,kq tend vers´
α1,
α21
α´1
¯
. L’ensemble SF est une courbe dont l’équation est x2 “ x21x1´1 et qui est
donc une hypersurface de R2pα1,α2q.
Remarque 6.3.7. L’ensemble SF d’une application rationnelle est du même type
que celui d’une application polynomiale, pour la raison suvante :
Considérons une application rationnelle F : X 99K Y où X, Y sont des variétés
affines.
Nous avons OXpXq “ ApXq, c’est-à-dire qu’une application régulière F “ gh sur
X, avec phpxq ‰ 0, @x P Xq est une application polynomiale. Si F est application
rationnelle sur X mais n’est pas régulière sur X, alors puisque l’ensemble tx P X :
hpxq “ 0u est un sous-ensemble fermé pour la topologie Zariski, l’application F est
régulière sur un sous-ensemble ouvert U “ Xztx P X : hpxq “ 0u qui est dense dans
X. Dans ce cas SF est encore une hypersurface de Y puisque F est une application
polynomiale sur U Ă X, où U “ X.
Lemme 6.3.8. Soit F : X 99K Y une application rationnelle où X, Y sont des
variétés affines. Alors F induit une application polynomiale F1 : X Ñ Y˜ où Y˜ est
le complété projectif de Y .
L’exemple suivant illustre le lemme 6.3.8 ci-dessus :
Exemple 6.3.9. Soit F : R3px1,x2,x3q Ñ R3pα1,α2,α3q une application rationnelle telle
que
F px1, x2, x3q “
ˆ
x1
x1 ´ 1 , x2, x2x3
˙
.
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Alors
SF “
"ˆ
α1
α1 ´ 1 , 0, α2
˙
: α1, α2 P R
*
est le plan tα2 “ 0u moins des points infinis p8, 0, α2q. Autrement dit, si nous
considérons l’application induite
F1 : R3 Ñ PR3
F1px1, x2, x3q “ ppx1 ´ 1q : x1 : x2px1 ´ 1q : x2x3px1 ´ 1qq ,
nous avons :
i) si x1 ‰ 1, alors F1px1, x2, x3q “ p1 : x1x1´1 : x2 : x2x3q et donc F1px1, x2, x3q “
F px1, x2, x3q,
ii) si x1 “ 1 alors F p1, x2, x3q “ p0 : 1 : 0 : 0q qui est le point à l’infini.
Notons que SF1 est une hypersurface, l’ensemble SF est donc une hypersurface
puisque SF “ SF1ztpoints à l’infiniu.
Théorème 6.3.10. Soit F : Cn Ñ Cn une application rationnelle dominante, alors :
1) Si n “ 1, l’application F peut ne pas être propre. Par ailleurs, l’appication
rationnelle F n’est pas propre si et seulement si F “ f
g
où deg f ď deg g et SF est
réduit à un point.
2) Si n ą 1, comme le cas d’une application polynomiale, l’ensemble SF est vide
ou une hypersurface.
Démonstration. 1) Si F “ f
g
et deg f ą deg g alors F est une application polyno-
miale et F est propre. Si deg f ă deg g alors l’ensemble SF se réduit au point 0 dans
C. Si deg f “ deg g alors l’ensemble SF se réduit à un point complexe non nul.
2) D’après le lemme 6.3.8, l’application rationnelle F : X 99K Y induit une
application polynomiale F1 : X Ñ Y˜ où Y˜ est le complété projectif de Y . L’ensemble
SF1 est une hypersurface. L’ensemble SF est donc une hypersurface puisque SF “
SF1ztpoints à l’infiniu.
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