Developing marketing strategies for a new product or a new target population is challenging, due to the scarcity of relevant historical data. Building on dynamic Bayesian learning, a sequential information collection optimization assists in creating new data points, within a finite number of learning phases. This procedure identifies effective advertisement design elements as well as customer segments that maximize the expected outcome of the final marketing campaign. In this paper, the marketing campaign performance is modeled by a multiplicative advertising exposure model with Poisson jumps. The intensity of the Poisson process is a function of the marketing campaign features. A forward-looking measurement policy is formulated to maximize the expected improvement in the value of information in each learning phase. Solving this information collection optimization is reduced to a mixed-integer second-order cone programming problem.
Introduction
One of the challenging marketing decisions is to design strategies for market entry, in which either the product or business line to be advertised is new or the target population differs from those in the previous marketing campaigns for the same product. In such marketing environments, the marketer faces significant uncertainty about the effectiveness of potentially considered marketing variables. Hence, in order to collect relevant information before committing to a final marketing campaign, the marketer may want to devote some time to try a few marketing strategies on a selected group of customers and to measure their effectiveness.
Since the created data points depend on the marketer's actions and the number of learning phases is finite, she faces a strategic choice in the selection of the sequence of marketing campaigns to be tried. As the number of considered marketing variables increases, there will be numerous variations of the marketing campaign to choose from. For example, after each measurement and updating the current state of knowledge, the marketer can select a marketing campaign which seems the most appealing, given her knowledge to date. This myopic learning does not take into account the effect of new information on future choices and the final estimated impact of marketing variables. Alternatively, the marketer can explore further by trying currently less-than-ideal marketing campaigns, in order to make a more informed decision in the future. Our goal in this paper is to investigate a principled process to guide forward-looking marketers through the design of a marketing campaigns sequence, in order to infer design features that exert significant impact on the outcome of a marketing campaign.
Marketing strategies will be ineffective when a "one size fits all" or even "one size fits many" approach is deployed in designing the campaign. We thus express a marketing campaign by features related to both the advertisement design and customer segments. Design inputs include advertisement content and channels or marketing mix variables defined by the marketer. Examples of customer segmentation features are the education level or past relationships of target customers with the company or industry. Various interactions among the advertisement design elements and customer segmentation attributes can be captured by constraints on the binary variables modeling these marketing features. A predictive model of the marketing campaign performance links these input features to a measurable output of concern, such as purchasing the product of interest, referring the industry to a friend, customer awareness levels, product perceptions, or levels of sales or profits (Lilien et al. 2012) . We describe the marketing campaign outcome by a multiplicative advertising exposure model. Jumps here represent the exposure of the customers to the marketing campaign (Farris et al. 2015) ; for example, the customers' visits of a web advertisement, the number of passersby viewing a billboard, or the volume of customers who answer a telemarketing call.
We let the arrival rate of this Poisson process depend on the marketing campaign features. The importance of models where the advertising exposure is characterized by the marketing campaign attributes are discussed in Barajas et al. (2016) . The jump size explains the effect of input variables on the marketing campaign outcome per exposure. We define it by a noisy linear function of marketing campaign features.
Bayesian statistics can be employed to model evolving beliefs about the coefficients with uncertain expectations in the marketing campaign performance model. Bayesian models enable us to incorporate prior knowledge from similar marketing campaigns or expert opinions (Rossi and Allenby 2003) . For the multiplicative advertising exposure model with Poisson jumps and under relatively general correlated belief assumptions, we establish closed-form equations for the Bayesian updating procedure.
Given a finite number of learning phases and a predictive model of the marketing campaign outcome, the sequential marketing campaign design problem falls into the class of finite-horizon discrete-time Markov Decision Processes (MDP), e.g., see (Puterman 1994) . We formulate the information collection optimization as a dynamic programming problem. When the number of features and possible alternatives increases, the curse of dimensionality (Powell 2011 , Bertsekas 2012 ) imposes challenges on exact computation of the value function and an optimal policy for this problem. In fact, the computational complexity of forward-looking learning has been one of the main reasons for the popularity of pure exploration and myopic learning approaches for market entry among marketing practitioners.
An approximation of this dynamic optimization maximizes the expected improvement in the value of information in each learning phase, where the value is quantified according to the onestep lookahead utility function. It was first introduced by (Gupta and Miescke 1996) , and further studied as the expected improvement policy in (Chick 2006 , Chick et al. 2010 ). This approximate dynamic programming policy has been revisited and analyzed as the knowledge-gradient (KG) policy by (Frazier et al. 2008 ) and later in the book (Ryzhov and Powell 2012b) . The optimality and statistical consistency of this policy for linear predictor functions were investigated in (Frazier et al. 2009 , Negoescu et al. 2011 , Ryzhov et al. 2012 , Ryzhov and Powell 2012a , Han et al. 2015 , under different statistical assumptions for the coefficients. We develop this approximate policy for the multiplicative advertising exposure model of the marketing campaign outcome.
Enumeration of all feasible alternatives is a typical approach in the optimal learning literature to derive the KG decision. Efficient approaches for computing the KG policy are discussed. This step leverages large-scale convex optimization reformulations and solution techniques in mixed-integer second-order cone optimization. There are often numerous input features that a marketer would like to consider when designing marketing campaigns. This increases the computational time of solving the mixed-integer second-order cone optimization problem. We thus propose an iterative approach which consists in solving a number of mixed-integer linear programming problems. This algorithm often requires very few iterations and is significantly faster, as the number of features grows.
The information collection optimization methodology for market entry is illustrated by an application from property and casualty (P&C) insurance market. Relevant input features for P&C insurance products and their requirements are constructed based on the report from (McGranahan et al. 2013, Whelan and O'Neill 2014) and the industry experience of one of the authors. We elaborate on the formulation of various types of marketing variables and their constraints. We then compare the performance of the KG policy, adaptive myopic policy, Thompson sampling, and a number of other popular design policies (Bechhofer et al. 1995, Ryzhov and Powell 2012b) .
In a recent study for display advertising (Schwartz et al. 2016) , the Thompson sampling policy outperforms a large number of other considered policies. Our simulations show that designing marketing campaigns using the KG policy consistently improves the marketing campaign outcome in comparison to other benchmark policies. This improvement is more prominent when the number of learning phases is small. Learning the effective marketing campaign features within fewer time steps and faster is a desirable property for market entry and new product development.
In summary, this paper contributes to the literature on marketing analytics and optimal learning.
The contributions to the marketing literature include framing a multiplicative advertising exposure model for marketing campaign outcome in terms of both advertisement design features and customer segmentation variables, formalizing the sequential information collection optimization for market entry into a dynamic programming problem, and developing the Knowledge-Gradient policy to identify effective marketing campaign features. The present research also contributes to the optimal learning literature by extending the methodology for the predictive model with Poisson jumps whose arrival rate is non-constant and is a function of the input features, and proposing an efficient approach based on mixed-integer linear optimization to compute the KG policy. This paper is organized as follows. Related literature is reviewed in Section 2. The model to predict the marketing campaign performance with the advertising exposure process is discussed in Section 3. The Bayesian inference method for model parameters is developed in Section 4. The sequential information collection optimization and its MDP formulation are described in Section 5.
The concept of the expected value of information and the KG policy are presented in Section 6.
Algorithms to compute the KG Policy are developed in Section 7. Illustrative examples from marketing campaigns in property and casualty insurance and computational results are explained in Sections 8 and 9. Conclusions are given in Section 10.
Related Literature
Sequential adaptive experiments have been practiced in interactive marketing and online advertising. However, the typical industry practice adopts marketing campaigns currently thought to be most promising and updates this belief as the outcome is observed. There are a number of efforts in this literature to develop alternative heuristic policies, such as Thompson sampling-based policies (e.g., see Agrawal and Goyal (2012) , Chapelle and Li (2012) , Russo and Roy (2014) ) and Gittins index (Gittins et al. 2011) in online display advertising. Bertsimas and Mersereau (2007) study the problem of optimizing message selection from M given messages assigned to N customer encounters in a segment at each phase with the overall objective of maximizing total rewards over a finite time horizon. This assumes that customer encounters are statistically homogenous within a segment, the parameters to be learned are independent, and message effectiveness can be learnt independently across segments. Schwartz et al. (2016) study the advertiser's resource allocation optimization over time across many ad creatives and websites by sequentially learning about ad performance in order to maximize customer acquisition rates. They frame the problem of testing and learning for the online advertising problem as a multi-armed bandit, and investigate Thompson sampling as well as other multi-armed bandit policies by simulation and a field experiment.
Both Bertsimas and Mersereau (2007) and Schwartz et al. (2016) select an ad from K pre designed ads. Our work differs in that we consider features to describe ad designs and target customer segments. This enables us to examine a greater variety of possible marketing campaigns and allows for dependence among advertisements and dependence among customer segments, which had been pointed out in Bertsimas and Mersereau (2007) as one of the challenges of their framework. In addition, as the main contribution of our paper, we investigate the KG policy for the marketing campaign design problem and develop an efficient approach to compute it even for a large number of possible alternatives. We then compare the performance of the KG policy with several other policies including the Thompson sampling policy.
The marketing literature includes studies of experiential learning dynamics from a customer's point of view, e.g., see (Ching et al. 2013 ) and the references therein, for a review on consumer learning models about product attributes over time. Forward-looking consumer experiential learning problems using Bayesian updating are investigated in (Lin et al. 2015) , where a heuristic approach to balance exploitation and exploration is proposed. In contrast to this literature, the present paper aims to build on information collection techniques to guide a marketer through learning effective marketing campaign features.
Various marketing campaign performance metrics have been considered to approach strategic decision problems in marketing analytics, e.g., see (Hanssens et al. 2005 , Bose and Chen 2009 , Lilien et al. 2012 , Farris et al. 2015 . The outcome of a marketing action can be expressed by an explicit parametric function of the static variables of the campaign, such as the number of advertisements mailed. Examples include the growth curve model or the linear regression models in (Huxley 1980 , Hill 1981 , Bauer 1987 , 1991 , Basu et al. 1995 , Fox et al. 1997 , and the probabilistic response models in (Chun 2012, Chun and Jung 2015) for direct marketing. These models can be extended by including other advertisement design attributes, such as marketing channel features, e.g., see (Abe et al. 2004) . Another class of models describes the marketing outcome only as a function of features related to the target customers, such as behavioral and demographic features; e.g., see (Coussement and Buckinx 2011 , McCrary 2009 , Moro et al. 2011 for telemarketing and direct marketing. These models are often used to identify an optimal customer segment for a given marketing communication. To accommodate the interdependency between marketing design features and customer segmentation features, similar to (Lu and Boutilier 2014) , we consider both sets of features simultaneously. In addition, the multiplicative marketing campaign outcome model in the present paper explicitly treats advertising exposures through the Poisson random variable.
The Model
We express a marketing campaign by two classes of features: variables specifying customer segments such as demographic attributes or the state of previous promotions offered to a customer, and features related to the advertisement design including the advertisement content or the level of price reduction in a promotion 1 . These marketing variables are modeled by binary features x i ∈ {0, 1}.
Various requirements can be imposed on the features, either by definition or by the marketer's subjective opinion to address mutually exclusive features, conditional features, combined effect of multiple features, disjunctive features, and multiple-choice decisions. These constraints on binary variables can be formulated by linear constraints. For example, x j ≤ x i requires that feature j is conditional on feature i, the requirement x i + x j ≤ 1 ensures that features i and j are mutually exclusive, and x i ≥ x j implies that feature i is a co-requisite for j. To exclude the simultaneous occurrence of the two possibilities i and j, e.g., two story types cannot be included simultaneously, we include the constraint x i + x j = 1. When the combined effect of two features x i and x j is different than the sum of their individual effects, the interaction between these attributes is captured by including the additional binary variable x k and the respective requirement x k = x i x j . This nonlinear constraint can be linearized using the three inequalities
the set of feasible marketing campaigns, represented through m binary features, is explained by
for some matrices A and B, and vectors h and b. We assume that the set of constraints on the allowable inputs contains at least one equality constraint; for example, the linear system Ax = h includes the trivial constraint x 1 = 1. The set X is always bounded; denote K def = |X | < ∞, which often depends exponentially on m. In marketing and advertisement design practices m is relatively large.
We distinguish between the features whose expected impacts on the marketing campaign outcome are uncertain to the marketer and those with known expected effects. Let the features x Z ∈ {0, 1} r 0 refer to the marketing campaign attributes with known average impacts, and x B ∈ {0, 1} r denote those input features whose expected effects on the campaign outcome are uncertain. Note that
For a marketing campaign characterized by the attributes x = (x Z , x B ) ∈ X , its performance is evaluated by the following model
where η is a measurable marketing campaign outcome of interest. Here, The marketing campaign outcome, η ∈ R, can represent the customer spend or customer sales greater than a given level during the promotional period or observation time window, the proportion of advertisements that elicit purchases or other desired responses (McCrary 2009 ). The advertising exposure κ expresses the number of times that a target customer segment is exposed to the marketing campaign. For example, in direct mail marketing a sent mail may not even be received or opened by the customer; whence it elicits no response. In this case, κ is the number of times that the target population would actually receive and read the mails. Similarly, in online advertising campaigns, the exposure refers to the number of times that a target customer visits the website and views the advertisement. For further discussion about the concept of this marketing metric, the reader is referred to (Farris et al. 2015) , where no specific modeling approach to capture this metric when quantifying the marketing campaign outcome is suggested.
We model the number of exposure events κ by a Poisson random variable with the arrival rate λ x . We let the intensity of customers' advertising exposure during the time period of observation vary with the marketing campaign attributes:
for some deterministic function λ M . In practice, the level of exposure to the advertisement depends only on a few features, for example, only the advertisement channel. The Poisson random variable κ is assumed to be independent of ζ, β, and .
We note that the marketing campaign outcome can be recast in terms of the reward per impression or exposure,η, wherê η = J (ζ, β, x Z , x B , ) with probability p(x), 0 with probability 1 − p(x).
For η as in equation (2) and κ ∼ Poisson(λ x ), we haveη = η κ and p(x) = Pr(κ > 0) = 1 − e −λx . For the rest of this paper, we use the expression in model (2).
When enough relevant historical data about past marketing campaigns x 1 , · · · , x n and their corresponding outcomes η 1 , · · · , η n is available, the marketer can use this data set to estimate model parameters µ Z ∈ R r 0 and µ B ∈ R r . She would then choose marketing variables that maximize the expected campaign outcome. This involves solving the following constrained integer optimization problem with m binary decision variables, given the parameter µ B :
= max
This problem can be solved efficiently for a wide range of functions J. For example, when functions J and λ M are linear in x, then problem (4) is reduced to a linearly constrained integer quadratic optimization.
In designing marketing campaigns for market entry, however, such a historical data set is either unavailable or insufficient. This imposes considerable uncertainty in the estimation of the model coefficients µ B . In such circumstances, market research and testing alternatives can be employed, e.g., see Chapter 12 of Farris et al. (2015) , to sequentially learn the coefficient values. This process is formally discussed next.
Performance Parameter Inference
An approach for modeling uncertainty in effectiveness of marketing campaign features is Bayesian learning. The Bayesian approach for making inference can accommodate multiple levels of randomness and correlation through prior distributions for model parameters. In addition, existing knowledge and managerial inputs can be incorporated in prior probability distributions. We adopt Bayesian modeling for expected impact of marketing campaign features and the variance of the noise term.
The precision ρ is expressed by a Gamma distribution, with the shape parameter a 0 and the rate parameter b 0 :
The Bayesian priors on coefficients µ B are assumed to follow a multivariate normal with the mean vector θ 0 and the covariance matrix
The multivariate model captures dependencies among unknown parameters. This implies that learning about one marketing campaign may inform the marketer about the effectiveness of several other campaigns. Capturing these statistical dependencies improves the learning speed.
We index learning phases by n, where the first decision is made at step n = 0. Using the distributional assumptions (5) and (6), the belief model after the n th learning phase is described by
Denote the space of possible belief parameters by S. The initial belief S 0 = (θ 0 , Σ 0 , a 0 , b 0 ) is prespecified by the marketer. Subsequently, S n and s refer to a random variable and a fixed point in the state space, respectively.
As new information is collected, the parameters of the belief distributions are updated, leading to improved estimations of the expected effect of features on the marketing campaign outcome. The updating procedure involves obtaining a posterior predictive distribution conditioned on S n+1 from the prior predictive distribution of µ B and ρ, conditioned on S n and the observation (κ n+1 , η n+1 ).
The graphical model (Wainwright et al. 2008 ) of the multiplicative advertising exposure model is illustrated in Figure 1 . The following proposition shows that for the multiplicative advertising exposure model (2), the conditional distribution of (µ B , ρ) given S n remains multivariate normal-gamma for all n. While the result remains valid for broader classes of J for the marketing campaign outcome per exposure, here, we consider the linear model
The following proposition establishes probabilistic inference for the belief parameters.
Proposition 1. Consider the marketing campaign outcome model (2), where
Suppose that the conditional distribution of (µ B , ρ) given S n is multivariate normal-gamma with parameters S n = (θ n , Σ n , a n , b n ). Then, the conditional distribution of (µ B , ρ) given {S n , x n , κ n+1 , η n+1 } with x n = (x Z,n , x B,n ) and κ n+1 > 0 is multivariate normal-gamma with parameters:
A proof of Proposition 1 is provided in Appendix A.
When κ n+1 = 0, model (2) yields η n+1 = 0. Hence, the conditional distribution of (µ B , ρ) given {S n , x n , κ n+1 , η n+1 } remains multivariate normal-gamma with parameters in S n , i.e., the parameters θ n , Σ n , a n , b n will not be updated.
Equation (10) and the Courant-Fischer theorem (Theorem 8.1.5 in Golub and Loan (1996) ) yield
where the inequality comes from
Thus, the norm of the covariance matrix Σ n decreases at each phase of the Bayesian inference. Minimizing the norm of the covariance matrix, i.e., the maximum eigenvalue of Σ n+1 , is the goal of E-optimal experiment design, see e.g. (Boyd 2004) . Similarly, the trace of the covariance matrix tr(Σ n ) decreases by the updating procedure (10), i.e.,
An A-optimal experiment design seeks to find a marketing campaign x n which minimizes tr(Σ n+1 ).
Collected observations on the advertising exposure κ can also improve the estimation of the Poisson intensity rate λ M (x). The following proposition presents the Bayesian updating procedure for a special class of point-wise Poisson intensity functions.
Proposition 2. Consider the point-wise intensity function
pose that for every x k ∈ X , the conditional distribution of λ M (x k ) given S n is Gamma with the shape parameter c n (x k ) ∈ R + and rate parameter d n (x k ) ∈ R + . Then, by implementing the market-
is Gamma with parameters:
A proof of Proposition 2 is provided in Appendix A.
Bayesian inference for general Poisson intensity models is more involved and is not the focus of this paper. For further discussion, the reader is referred to (Kottas and Sanso 2007, Adams et al. 2009 ).
The following proposition characterizes the distribution of the marketing campaign outcome
Proposition 3. When η n+1 can be observed, i.e., κ n+1 > 0, the conditional distribution of η n+1 given S n , x n = (x Z,n , x B,n ), and κ n+1 follows a univariate Student's t-distribution with 2a n degrees of freedom, i.e., (16) where T 2an is a standard Student's t-distribution random variable with 2a n degrees of freedom.
The proof of Proposition 3 is provided in Appendix A.
Applying Proposition 3 in equation (9), the conditional distribution of θ n+1 can be expressed as
Interestingly, the coefficient of the random variable T 2an is constant and does not depend on the actual value of κ n+1 . This representation of θ n+1 facilitates analyzing the information collection optimization problem and the computation of optimal policies, to be presented next.
The Sequential Information Collection Optimization
The Bayesian inference procedure, outlined in the previous section, assist the marketer to improve the estimation of the parameters in the predictive model for the marketing campaign outcome, before finalizing the best combination of features and committing to a large-scale marketing campaign. When the marketer is allotted to conduct only N sequential experimental marketing campaigns, where N K, the marketer faces the strategic decision of selecting N measurements from the K alternatives.
Given the finite number of learning phases N , the sequential information collection optimization problem aims to design the sequence of N marketing campaigns in order to maximize the expected outcome of the final marketing campaign, where the expectation is computed based on the state of knowledge at the end of the N steps. More formally, the goal is to choose a policy π for the sequence of experimental campaigns (x 0 , · · · , x N −1 ) and implementation campaign x N that solves
where U is defined as in equation (4). Here, Π is the set of policies
where each decision rule π k maps S k ∈ S to an action x k ∈ X . The expectation E π denotes the conditional expectation corresponding to the policy π.
Problem (18) can be framed as a discrete-time finite-horizon dynamic programming, in which the updating procedure induces the transition function
For n = 0, · · · , N , the value of a policy π ∈ Π at any state s ∈ S is defined as the reward-to-go from state s when (N − n) experimental marketing campaigns are to be conducted under policy π. It is given by
The value of the optimal policy π * , denoted by V n (·), is given by
The value function can be determined recursively by
Define the Q-functions, Q n : S × X → R, as
Hence, the decisions on experimental marketing campaigns suggested by the optimal policy π * satisfy
From any knowledge state, exploring one more marketing campaign always improves the expected performance of the final (implementation) marketing campaign, i.e., the value of measuring the performance of the marketing campaign x at phase n, Q n (S n , x), is no less than the value of making no measurement, V n+1 (S n ). This is summarized in the following proposition. A similar result was first proved formally in Frazier et al. (2008) for independent normal populations and an identical known variance.
Proposition 4. Consider the multiplicative advertising exposure model (2), where J is as in
is a function of input features. For n = 0, · · · , N − 1 and for any state S n ∈ S, we
for all possible states S n ∈ S, i.e., the value of the optimal policy decreases as the number of remaining learning phases reduces.
A proof of Proposition 4 is provided in Appendix A.
The dynamic optimization principle in equation (21) characterizes an optimal policy. However, the value functions are often difficult to compute due to the high dimensionality of the state space.
The curse of dimensionality of such decision making problems in marketing analytics with moderate or large numbers of marketing variables has often prevented marketers from adopting a systematic approach. In the following section, we investigate an approximate dynamic programming policy for the information collection problem (18).
Knowledge Gradient Policy
One of the approximate policies for the information collection optimization relies on the concept of expected improvement criterion (Jones et al. 1998 ) and the value of information measured by the
. This quantity is referred to as KnowledgeGradient (KG) by (Frazier et al. 2008) . For the marketing campaign design problem (18), it takes the following form: given x ∈ X and knowledge state S n , at the n th learning phase,
The KG quantity v KG,n x represents the marginal value of a single measurement x. The KG policy, denoted by π KG , is defined as the policy that maximizes the KG quantity. The decision rules of this policy, x KG n : S → X , chooses the design of the (n + 1) th marketing campaign to be
If there are ties in the argmax in (25), the alternative with the smallest x 1 is chosen.
The KG policy can be viewed as a single step (Bayesian) look-ahead policy, e.g., see Powell (2011) .
For discussions on optimality of the KG policy, the reader is referred to (Frazier et al. 2008 , 2009 , Ryzhov and Powell 2012b . In particular, the KG policy would be optimal to implement, if this were the last experiment with no additional chances to collect information. It is also asymptotically optimal as the number of measurements N grows large.
The following proposition characterizes the KG quantity for the multiplicative advertising exposure model (2).
Proposition 5. Let the marketing campaign outcome η be as in (2). Then for any x ∈ X the KG quantity is given by
where
The proof of Proposition 5 can be found in Appendix A.
It follows from equation (26) that v KG,n x is always nonnegative. When the exposure rate to the marketing campaign is approximately zero, i.e., λ M (x) ≈ 0, Proposition 5 indicates that the expected value of information gained from the marketing campaign x will be close to zero, i.e.,
In another special case, when the arrival rate does not depend on the measurement, i.e., λ M (x) = λ for all x ∈ X , the KG measurement can be computed by
Here, the second equality follows from the fact that the term max y∈X p n y does not depend on x.
Computation of the KG Policy
Given x and y, p n y and q n y (x) are deterministic and T 2an is a one-dimensional random variable. Under this assumption Frazier et al. (2009) proposed an algorithm based on enumeration of elements in x to compute the KG quantity (26): Given S n and x, sort the set {p 
The expectation E [max {0, T 2an − |c n i |}] can be expressed in terms of the pdf, f T 2an (·), and cdf, F T 2an (·), of the standard Student's t-distribution with 2a n degrees of freedom, e.g., see Section 5.3 of (Ryzhov and Powell 2012b) ,
Applying equations (30) and (31) in (26), we arrive at
This expression indicates that when there is at least one q at every feasible alternative x ∈ X using equation (32) within the optimization problem (25). This approach is typical method to compute the KG measurement in the optimal learning literature.
The above procedure involves identifying feasible alternatives in X , computing p n y and q n y (x) for every admissible measurement y, x ∈ X , sorting the slopes, computing the breakpoints {c k } k , and finally selecting the best KG quantity v KG,n x . Thus, it remains computationally tractable only when identifying feasible alternatives in X is easy and |X | = K is relatively small. In marketing analytics, the number of advertisement design features are often large. As K increases, enumerating elements and assessing the associated v KG,n x render computing the KG policy expensive. This intractability presents practical challenges in adopting KG policies in interactive marketing and online advertising.
Recently, Defourny et al. (2015) proposed to first apply an optimal quantization (e.g., see Pages and Wilbertz (2012) , Graf and Luschgy (2000) ) for the probability distribution of η, followed by developing a convex optimization formulation to maximize the KG quantity. This method was further investigated in Han et al. (2015) . We adopt this algorithmic strategy for the multiplicative advertising exposure model (2).
Using the optimal quantization, the maximization problem in (25) is approximated by
where {t j } J j=1 ⊆ R is the sequence of points that minimizes the quadratic quantization error of the Voronoi quantizer for T 2an , t 0 = −∞, t J+1 = ∞, and
for j = 1, · · · , J with J j=1 w j = 1. Next, we present a second-order cone reformulation of problem (33). In the subsequent discussion, we denote
In addition, 1 m denotes the vector of all ones of dimension m × 1.
Proposition 6. Problem (33), with p n y and q n y (x) as in equations (27) and (28), is equivalent (in the sense of optimal objective value and projected solution) to the following mixed-integer optimization problem:
The proof of Proposition 6 relies on the application of the lifting technique and the assumption h 2 > 0. For the details the reader is referred to . In problem (37), M is a large constant. A choice for this parameter is
The subproblems can be solved in parallel or, when L is not large, by maximizing L =1 l V(λ ), using binary decision variables l ∈ {0, 1}, where
When the advertising exposure rate λ M (x) is a linear function of input features, the subproblems (38) are reduced to mixed-integer second-order cone problems. This is formally stated in the following proposition. Below, vec(·) is the vectorization operator, and (µ; θ) denotes the column vector by stacking the vector µ on top of θ.
Proposition 7. Let the marketing campaign exposure rate be linear, i.e., λ M (x) =λ x for someλ ∈ R m . Then, subproblems in (38) can be expressed as mixed-integer second-order cone optimization problems:
Here, ν is given in (35) and can be computed by the following integer linear optimization problem,
The proof of Proposition 7 is presented in Appendix A.
Problem (39) can be solved using optimization solvers such as those by Gurobi Optimization (2015) or MOSEK ApS (2015). We note that when the strong duality holds for the integer optimization problem in (35), it may be computationally attractive to specify the value of ν using a set of constraints within problem (39) and avoid solving problem (40) separately.
The computational time of problem (39) grows rapidly as the number of input features m increases. We propose an iterative procedure to approximately solve this problem using a sequence of mixed-integer linear optimization problems. This algorithm is motivated in the next proposition.
For simplicity in presentation, we assume that λ M (x j ) = λ. However, a similar treatment as in proposition 7 can be applied for more general functions, such as polynomial functions.
Proposition 8. Suppose λ M (x j ) = λ. Consider the mixed-integer linear optimization problem
Let k * and x * be part of an optimal solution of problem P α . Then
Proposition 8 is proved in Appendix A.
Problem P α is used in the algorithm described in Figure 2 to obtain a value for α, which leads to k * ≈ α 2 , and consequently an approximate solution for x KG n . In our computational investigation, we
Solve problem P α and compute k * (05)
An approximate algorithm using a sequence of mixed-integer linear programming problems for computing the KG policy set N max = 10 and γ tol = 0.001. However, as illustrated in Section 9, the iterative algorithm using MILPs tends to converge in very few (3 or 4) iterations. This procedure is significantly faster than the mixed-integer second-order optimization formulation for the large number of input features.
The computational methods in this section are employed in Section 9. We proceed by modeling marketing campaign features in property and casualty insurance and formulating typical requirements on these features.
Application to Property and Casualty Insurance
The insurance industry has been heavily engaged in advertising over the past few years, e.g., see (McGranahan et al. 2013 ). According to Whelan and O'Neill (2014) , "Insurance was the most expensive keyword in Google AdWords in 2011. State Farm and Progressive each spent more than $43 million advertising on Google that year." Surveys on 26, 500 U.S. property and casualty insurance consumers and 3, 600 consumers of auto insurance are analyzed in Whelan and O'Neill (2014) . From the empirical analysis of the survey data in this study, we inferred features that have been recognized to be effective. These features are summarized in Table 1 . While their importance varies depending on the objective of the marketing campaign, e.g., customer acquisition, retention, cross-selling, or loyalty (Whelan and O'Neill 2014), we include them all as potential input features for insurance market entry, which is aimed primarily for acquisition.
These features fall into two categories: (i) customer segment features, which describe observable customer specifications such as demographic segmentation (e.g., age, education, gender, occupation, nationality, or household demographics such as marital status or home value), perceptual customer variables such as the customer's risk attitude or sensitivity to price, as well as customer-industry specifications including recorded attributes of the previous correspondence with the customer, relationship duration, shopping behavior, purchase history and frequencies. For further details on customer segmentation, see, e.g., (Wedel and Kamakura 2000 , 2002 , Webber 1998 , Weinstein 2006 , Foedermayr and Diamantopoulos 2008 , Goyat 2011 . (ii) advertisement design features, which constitute specific marketing strategies implemented in the campaign, such as the advertising channels, content, or variety of monetary and non-monetary premiums and incentives (Cobanoglu and Cobanoglu 2003) . For general discussion on other marketing variables, key customer metrics, and their modeling challenges, see Gupta and Zeithaml (2006) and the references therein. For the benefits of advertisement design features related to personalized offers and messages in marketing, e.g., see (Schultz et al. 2009 , Charski 2013 , Nesamoney 2015 .
In vated by other studies in the literature, e.g., see (Kunreuther et al. 2014) , or (Klapdor et al. 2014) about the importance of content and words in marketing.
Categories of each feature type in Table 1 are modeled by a binary decision variable. For age, we introduce x 1 , · · · , x 6 , where, x 1 = 1 if age is between 18 and 24, x 2 = 1 if age is between 25 − 34, etc.
The age-related features should satisfy the constraint 6 i=1 x i = 1. Similarly, we define the incomerelated binary features x 7 , · · · , x 12 , features related to the insurance needs x 13 , x 14 , x 15 , decision variables x 16 and x 17 for Insurance Product, x 18 , x 19 , x 20 for Customer Mindset, and x 21 , · · · , x 24 for Time with Insurer. Requirements on the customer segment features specify the following set
For Ad channels, we define variables x 25 (agent), x 26 (digital), x 27 (contact center), x 28 (agent and contact center), x 29 (digital and contact center), x 30 (digital and agent), x 31 (agent and digital and contact center). For pricing innovation features, we introduce the binary variables x 34 to specify that the advertisement emphasizes on first accident forgiveness, and x 35 , if the advertisement emphasizes on in-vehicle telematics programs. The associated constraints define the following set:
The nonlinear constraints such as x 28 = x 25 × x 27 in the definition of X 2 above can be reformulated as linear constraints.
We also include a number of cross-type constraints to ensure that for price-focused customers the accident forgiveness pricing innovation property is emphasized, for customers who are with an insurer for more than three years the accident forgiveness is not mentioned, the easy service is emphasized for convenience-focused customers, while for customers older than 45 years options on online services and digital marketing channel are not highlighted, and finally the telematics programs are not emphasized for customers earning more than 100K. These requirements imply the following set
Hence, the set of feasible marketing campaigns X = X C ∩ X A ∩ X I includes K = |X | = 34, 560 alternatives.
Computational Results
We use simulations to computationally study the performance of the KG policy and a number of other popular policies to identify effective features for property and casualty insurance marketing campaigns explained in Section 8.
The most popular policy among practitioners is the adaptive myopic policy, also called pure exploitation or greedy heuristic. It focuses on the alternatives that appear to be the best given our current estimates and implements argmax x∈X E[η|S n ] at phase n. The Thompson sampling policy, found outperforming in Schwartz et al. (2016) , promotes more exploration by first drawing a single sample from n th posterior distributions, (μ B ,ρ) ∼ Normal-Gamma(θ n , Σ n , a n , b n ), and then, implementing the argmax of E[η|μ B ]. Optimal design policies, also called optimal design of experiments, aim to choose x ∈ X which minimizes some scalarization of the error covariance matrix Σ n+1 , given the belief parameter Σ n , e.g., see (Boyd 2004 , Bechhofer et al. 1995 . The D-optimal design minimizes the determinant of the error covariance matrix, i.e., log det(Σ n+1 ), E-optimal design minimizes Σ n+1 2 , and A-optimal design minimizes the trace of the covariance matrix,
i.e., min x∈X tr (Σ n+1 ), where tr(Σ n+1 ) is computed as in equation (13). These problems can be cast as mixed integer second-order cone optimization, e.g., see Proposition 9 in Appendix A for E-optimal design policy. There are other strategies for balancing exploration and exploitation, such as Boltzmann exploration policy, uniform exploration policy, optimal computing budget allocation procedure, linear loss policy (e.g., see Frazier et al. (2008) , Ryzhov and Powell (2012b) , Chick and Frazier (2013) ). Computing these policies often involves enumerating all alternatives; whence, the performance of these policies quickly degrades as K is large and the number of learning phases reduces.
For each policy, we simulate M replications, each of which involves generating a single true value of ρ from the prior distribution Gamma(a 0 , b 0 ), and the vector of true mean µ B |ρ ∼ N (θ 0 ,
These true values are not observed by any policy when making decisions and are used only for policy evaluations. We let µ Z = 501 r 0 . The prior for ρ is set to be a 0 = 1.5 and b 0 = 10 in all experiments. In our simulations, we set the components of θ 0 by randomly drawing from a normal distribution. The prior (symmetric positive semidefinite) covariance is set to be Σ 0 = (S + S ) 2 , for some matrix S with components S ij ∼ N (0, 1). Similarly, we randomly generate covariance matricesΣ 0 andΣ for Σ Z and Σ B . The time horizon in marketing is typically small. Hence, we focus on N ≤ 6 in our experiments. The KG policy is computed with J = 5 in the quantization procedure. We assume that λ M (x) only depends on the advertisement channel features:
whereλ 1 = 10,λ 2 = 15, andλ 3 = 20. Note that m = 38.
Each policy chooses a design x n according to its decision rule and observes (κ n+1 , η n+1 ). After N measurements, the performance of the policy π is evaluated by letting x π be the solution that maximizes E[η|θ n ], and computing the revenue R π N and the normalized regret ε U,π N , as follows
. Subsequently, we refer toŪ , i.e., the optimal objective value given the true parameters µ B and ρ, as the ideal policy. Table 2 reports the average revenue of the policies for N = 4, 5, 6 and M = 1000 replications.
In panel (a), where r 0 = 13 and r = 20, we have K = 34, 560 marketing campaigns. In Tables 2(b) and 2(c), when r 0 = 20 and r = 13, we focus on a particular customer segment characterized by the first category of each feature type, i.e., x 1 = 1, x 7 = 1, x 13 = 1, x 16 = 1, x 18 = 1, x 21 = 1. In this scenario, the goal is to identify effective advertisement design elements for a fixed target customer segment. Hence, K = 56. In panel (c), Σ Z = Σ B = 0, i.e., the coefficients ζ and β are deterministic and equal ζ = µ Z and β = µ B . Table 2 indicates that all policies improve the expected outcome as N increases. The average revenue improvement (in percentage) panel in Table 2 shows that all policies significantly outperform the adaptive myopic policy. The left panel in Table 2 evinces that the average revenue of the KG policy is the most closest to that of the ideal policy in comparison with other policies including the Thompson sampling policy. This pattern holds in all three tables independent of the value of r 0 or covariance matrices. As (c) r 0 = 20, r = 13, Σ Z = 0, Σ B = 0. Figure 3 indicates the average revenue of the ideal policyŪ . These plots illustrate that, in all cases, the learning achieved from the KG policy occurs much more rapidly. This is an attractive property of a learning policy in marketing campaign design for market entry from a managerial viewpoint, since time is an important factor to maximize the value of marketing investment. Being capable to reduce the required number of learning phases to achieve the same level of learning makes the KG policy more favorable than alternative sequential learning policies. This confirms the value of adopting KG policy in designing marketing campaigns. By comparing plots 3(a) and 3(b) with those in 3(c), we observe that when Σ Z and Σ B is nonzero the A-Design and E-Design policies on average outperform the Thompson sampling policy.
Next, we investigate the performance of the approximate algorithm using a sequence of mixedinteger linear optimization problems in Figure 2 for computing the KG decision. For this experiment, we consider a feasible set X ⊆ R m with m decision variables, 5 equality constraints Ax = h and no inequality constraint. In addition, we let r = m, Σ B = 0, λ = 1, and J = 10. For a given value of m, we randomly generate 20 problem instances (A, h, θ N , Σ N ). For each generated problem, we employ the iterative MILP algorithm in Figure 2 and the mixed-integer second-order cone optimization (MISOCO) problem (37) in Proposition 6. The average runtimes for each computational approach, the average number of iterationsN in the MILP sequence algorithm, and average relative approximation error in the obtained optimal values are reported in Table 3 . Here, the values are averaged over 20 problem instances. According to our simulations reported in Table 3 Table 3 Runtime comparison between the MILP sequence algorithm in Figure 2 and MISOCO formulation
Conclusions
This paper addresses modeling and computational challenges around adaptive experimentation in the context of marketing campaign design for market entry. We consider a multiplicative advertising exposure model which allows for characterizing a marketing campaign by detailed input features and capturing the advertising exposure effect by a Poisson process. A Bayesian approach to model parameter uncertainty is adopted to capture the interaction between design features and customer segmentation features. The model admits closed-form Bayesian updating equations and computationally efficient approaches to develop an approximate dynamic programming policy. We evaluate this policy and a set of alternative policies, including the practitioners' favorite adaptive myopic policy and the Thompson sampling policy, found often outperforming in (Schwartz et al. 2016) , to design a property and casualty insurance marketing campaign.
A limiting factor of this study is that the computational investigation does not consider features related to the promotion period in the advertising schedule, which could describe the ordering of successive marketing campaigns that a same customer could be exposed to in order to induce an overall response. In (Tellis and Franses 2006) for instance it was shown that the manager can consider the promotion period as a decision variable, and let the optimization guide the next length of promotion period, taking into account the effectiveness period of advertising and the optimal data interval to estimate the advertising carryover.
Acknowledgement
This research was supported in part by a grant from Accenture.
Appendix A: Proofs
Sketch of Proof of Proposition 1 (see Section EC.1).
and the assumption that ζ, β, and are independent, ζ x Z + β x B + | µ B , ρ is normally distributed, for every given (x Z,n , x B,n ). Thus, given the multiplicative advertising exposure model (2),
ρσ n , whereσ n
From the Bayes' rule, the probability density functions of η n+1 |µ B , ρ, x n , κ n+1 > 0 and µ B , ρ|S n where (µ B , ρ)|S n ∼ Normal-Gamma(θ n , Σ n , a n , b n ), we have
− (µ Z x Z,n + θ n x B,n ). Given equation (9), Assumptions in Lemma EC.3 hold for γ = 1 and α =σ −1 . Therefore, by applying Lemma EC.3 and equation (12) in (53), and using equation (11), a n+1 = a n + 1 2
, we have ρ 2π r 2
where c 0 does not depend on ρ and µ B (see equation (EC.14)). Thus, µ B , ρ|S n , x n , κ n+1 , η n+1 ∼ Normal-Gamma(S n+1 ).
Proof of Proposition 2. It follows from
Hence, the posterior distribution remains a Gamma distribution with the shape parameter c n (xk) + κ n+1 and the rate parameter d n (xk) + 1 as in equations (14) and (15).
Sketch of Proof of Proposition 3 (see Section EC.2).
The description of η n+1 in equation (2) and µ B |S n , ρ ∼ N (θ n , 1 ρ Σ n ) imply that η n+1 | S n , ρ, x n , µ B , κ n+1 follows a compound normal distribution whose mean κ n+1 (µ Z x Z,n + µ B x B,n ) itself follows a Gaussian distribution. Therefore, η n+1 | S n , ρ, x n , κ n+1 follows a normal distribution with mean κ n+1 (µ Z x Z,n + θ n x B,n ) and variance
From the probability density of η n+1 = η | S n , x n , κ n+1 = k > 0, we observe thatη n+1 |S n , x n , κ n+1 = k follows a standard Student's t-distribution with ν = 2a n degrees of freedom, which yields (16).
Sketch of Proof of Proposition 4 (see Section EC.3).
Denote the observed outcome of the marketing campaign characterized through the input feature vector y by (κ y , η y ). The proof relies on backward induction on n, the distributional structure of η n+1 and E[T 2an ] = 0, and that the induced transition function S M by the belief model satisfies
, y, (κ y , η y ) , for any y, x ∈ X . At stage n = N − 1, we have
Assuming the statement for n + 1,
almost surely for all y ∈ X , we have for any x n ∈ X ,
This completes the proof of the first part. When the one more marketing campaign can be measured according to the optimal policy π * , we have Q n (S n , x * n ) = V n (S n ). This and the inequality
Sketch of Proof of Proposition 5 (see Section EC.4). Equation (20) implies that
Here,
The first term then equals
Applying Proposition 3 and equation (17), we have
where p n y and q n y (x n ) are given in equations (27) and (28). Applying equation (56) in (55), and finally in equation (54) completes the derivation of (26).
Proof of Proposition 7. Under the linearity assumption for intensity λ M (x) =λ x, we have
where u j satisfies u j = y j (y j ) . Similarly, by defining the decision variable
The constraints u j = y j (y j ) and z j = vec y j B x B (y j ) can be expressed by linear inequalities.
Applying (57) and (58) in the maximization (38) along with the linearized inequality constraints for u j and z j yields (39). Equation (40) comes from ν = max
Proof of Proposition 8. The constraints (49) and (x, k) ∈ X + collectively imply that kx =x.
Constraints (43)- (45) yield u ii = x ixi . Hence, from constraint (42), x Px = 1 or equivalentlŷ
, and
Therefore, the MILP problem (P α ) finds an approximate solution of problem (37), when α √ k * ≈ 1. Finally, the constraints on z j along with
. The E-optimal design policy min xn∈X log det(Σ n+1 ) can be computed by the following mixed-integer second order cone optimization:
Sketch of Proof of Proposition 9 (see Section EC.5). From equation (10) and Σ n 0, we get log det(Σ n+1 ) = log 1 − 1 x n Qnxn x B,n Σ n x B,n + log det(Σ n ). Since at stage n, Σ n is a constant and log is an increasing function, to minimize log det(Σ n+1 ) it is sufficient to maximize
Defining V = x B,n x B,n yields x B,n Σ n x B,n = tr(Σ n V ). Hence, we have minimizing z subject to
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EC.1. Proof of Proposition 1
We start by establishing a few intermediate results.
Lemma EC.1. Suppose
n + αx B,n x B,n for some α > 0. Then
Proof. It follows from assumption [A] and the fact that for any invertible square matrix X, we
Positive semidefiniteness of Σ Z , Σ B , and Σ n implies that 1 + αx B,n Σ n x B,n > 0. This completes the proof of equation (EC.1).
Lemma EC.2. Let Σ n+1 be defined as in equation (10).
Proof. It follows from the matrix inversion lemma, (A + U CV )
This completes the proof.
there exists L such that θ n+1 = θ n + L.
[C] there exists γ > 0 such that L = γ α −1 +x B,n Σnx B,n Σ n x B,n .
Then,
Next, we apply Assumption [A] for each term in (EC.4). First,
Next, we have
By using equations (EC.5), (EC.6), (EC.7) in (EC.4), we have
which leads to equation (EC.3).
Next we apply Lemmas EC.1, EC.3, and EC.2 to prove Proposition 1.
Proof of Proposition 1. Since (µ B , ρ) follows a multivariate normal-gamma distribution with parameters (θ n , Σ n , a n , b n ), the joint density is given by
where Γ(·) is the gamma function.
Let η n+1 and κ n+1 be the observations corresponding to the measurement x n = (x Z,n , x B,n ).
It follows from ζ ∼ N (µ Z , Σ Z ) and β ∼ N (µ B , Σ B ), and the assumption that ζ, β, and are independent, that for every given (x Z,n , x B,n ),
Consequently, given κ n+1 > 0,
Bayes' rule implies that
The equality (EC.11) comes from the fact that the realized frequency κ n+1 does not impact the distribution of µ B and ρ. Thus, Pr (µ B , ρ|S n , x n , κ n+1 ) = Pr (µ B , ρ|S n ). In addition, given µ B and ρ, the description of η n+1 implies that p (η n+1 |µ B , ρ, S n , x n , κ n+1 ) = p (η n+1 |µ B , ρ, x n , κ n+1 ). Equation (53) comes from (EC.8) and (EC.10).
Given equation (9), Assumptions in Lemma EC.3 holds for γ = 1 and α =σ −1 . Therefore, it follows from Lemma EC.3 that
Here, we used equation (12) x B,n Σnx B,n +α −1 . Therefore, Γ(a n+1 ) ρ a n+1 −1 e −b n+1 ρ .
ec4e-companion to Moazeni, Defourny, Wilczak: Information Collection Optimization in Designing Marketing Campaigns for Market Entry where we used equation (11), a n+1 = a n + 1 2
, and the fact that B(a n ,
, where B(a n , √ 2κ n+1 B(a n ,
) .
(EC.14)
Note that c 0 is constant with respect to ρ and µ B . Thus, we arrive at p (µ B , ρ|S n , x n , κ n+1 , η n+1 ) ∝ ρ 2π Γ(a n+1 ) ρ a n+1 −1 e −b n+1 ρ , which is the normal-gamma density with parameters S n+1 = (θ n+1 , Σ n+1 , a n+1 , b n+1 ).
EC.2. Proof of Proposition 3
Proof. From the description of η n+1 in (2), we have {η n+1 | S n , ρ, x n , µ B , κ n+1 } ∼ N κ n+1 (µ Z x Z,n + µ B x B,n ), κ 2 n+1 ρσ n .
(EC.15)
Recall thatσ n = 1 + x Z,n Σ Z x Z,n + x B,n Σ B x B,n . Thus from (EC.15) and µ B |S n , ρ ∼ N (θ n , 1 ρ Σ n ), the random variable η n+1 | S n , ρ, x n , κ n+1 follows a multiplicative model whose mean is distributed according to another Gaussian distribution. This implies that the Gaussian distribution Z def = {η n+1 | S n , ρ, x n , µ B , κ n+1 } − κ n+1 (µ Z x Z,n + µ B x B,n ) ∼ N 0, κ 2 n+1 ρσ n , is independent of κ n+1 (µ Z x Z,n + µ B x B,n ). Therefore, {η n+1 | S n , ρ, x n , κ n+1 } = Z + κ n+1 (µ Z x Z,n + µ B x B,n ) ∼ N 0 + κ n+1 (µ Z x Z,n + θ n x B,n ), κ 2 n+1 ρσ n + κ 2 n+1 ρ x B,n Σ n x B,n .
Given k n+1 = k > 0, we have
Pr (η n+1 | ρ = r, S n , x n , κ n+1 = k) Pr(ρ = r)dr Γ(a n ) r an−1 e −bnr dr.
Defineη n+1 def = a n κ 2 b n (σ n + x B,n Σ n x B,n ) η n+1 − κ(µ Z x Z,n + θ n x B,n ) . (EC.16) Therefore, given (S n , x n , κ n+1 ),η n+1 =η if and only if η n+1 = g(η), where g(η) def = k(µ Z x Z,n + θ n x B,n ) + k b n (σ n + x B,n Σ n x B,n ) a nη .
Therefore, Pr (η n+1 =η|S n , x n , κ n+1 ) = Pr (η n+1 = g(η)|S n , x n , κ n+1 ) × g (η). Denotê × b
an n Γ(a n ) r an−1 e −bnr dr × k b nσ a n = 1 Γ(a n ) √ 2a n π Γ a n + 1 2 .
The last line is the pdf of the standard Student's t-distribution with ν = 2a n degrees of freedom.
Hence,η n+1 |S n , x n , κ n+1 = k > 0 follows a standard Student's t-distribution with ν = 2a n degrees of freedom. This completes the proof of (16).
EC.3. Proof of Proposition 4
Proof. We prove by backward induction on n. For the function J as in (8) (27) and (28). Applying equation (56) in (55), and finally in equation (54) completes the derivation of (26).
EC.5. Proof of Proposition 9
Proof. For Σ n+1 as in equation (10), and under the assumption that Σ n is positive definite, we have (e.g., see Boyd (2004) ): log det(Σ n+1 ) = log det Σ n − Σ n x B,n x B,n Σ n x n Q n x n = log det Σ 1/2 n I − 1 x n Q n x n Σ −1/2 n Σ n x B,n x B,n Σ n Σ −1/2 n Σ 1/2 n = log 1 − 1 x n Q n x n λ max Σ 1/2 n x B,n x B,n Σ 1/2 n + log det(Σ n ) = log 1 − 1 x n Q n x n x B,n Σ n x B,n + log det(Σ n ). Here, we used the fact that Σ 1/2 n x B,n x B,n Σ 1/2 n is a matrix of rank one and thus has at most one nonzero eigenvalue x B,n Σ n x B,n . Since at stage n, Σ n is a constant and log is an increasing function, to minimize log det(Σ n+1 ) it is sufficient to maximize x B,n Σnx B,n x n Qnxn
. By introducing V = x B,n x B,n ,
we have x B,n Σ n x B,n = tr(Σ n x B,n x B,n ) = tr(Σ n V ). Thus, we arrive at minimizing z such that
x n Qnxn tr(ΣnV )
≤ z. The recent constraint is equivalent to the second-order cone constraint 2Q 1/2 n x n tr(Σ n V ) − z 2 ≤ tr(Σ n V ) + z.
