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1 Zusammenfassung
Aktive Galaxienkerne (AGN) werden durch das Wachstum super-schwere schwarze Löcher,
die im Zentrum jeder massiven Galaxie sitzen, betrieben. Da enge Korrelationen ihrer
Massen zu Eigenschaften der elliptischen Galaxienkomponente beobachtet werden, und
durch ihre extreme Leuchtkraft ist es naheliegend, dass AGN einen wichtigen Baustein von
Galaxien bilden. Der erste Schritt, AGN zu verstehen ist es, ihre Häufigkeit zu ermitteln,
sowie die Leuchtkraft der Population. Dieses Unterfangen wird dadurch erschwert, dass die
meisten AGN von Gas und Staub umgeben sind. Selbst im energiereichen Röntgenbereich,
der in dieser Arbeit verwendet wird, wird die intrinsische Strahlung durch Absorption um
mehrere Größenordnung verringert.
Die vorliegenden Doktorarbeit untersucht zuerst die Eigenschaften dieser Wolken, im
speziellen ihre Geometrie, Säulendichteverteilung und ihr Verhältnis zur Leuchtkraft des
AGN. Dazu werden ∼ 300 AGN von der längst-beobachteten Röntgenregion, der Chandra
Deep Field South Kampagne verwendet. Eine neue Bayesische Methode zur Spektralanal-
yse wurde entwickelt, um verschiedene physikalisch motivierte Modelle für den Aufbau
der Wolken zu vergleichen. Das Röntgenspektrum reagiert, hauptsächlich dank Compton-
Streuung, auf die Gesamtbedeckung der Quelle durch das Gas. Eine detaillierte Analyse
zeigt, dass die Wolken mit einer Torus (“Donut”) Form konsistent sind, und sowohl voll-
ständige Bedeckung als auch eine Scheiben-artige Konfiguration ausgeschlossen werden
können. Außerdem ist eine weiteren Komponente höherer Dichte notwendig um zusätzlich
beobachtete Compton-Reflektion zu erklären. Dies deutet auf eine strukturierte Formation
hin, wie etwa ein Torus mit einem Dichtegradienten.
Die Untersuchung der gesamten AGN-Population inklusive der AGN mit hohen Säulen-
dichten, verlangt eine große Stichprobe mit einem genauen Verständnis für die Stichproben-
verzerrung, sowie fortgeschrittene statistische Inferenzmethoden. Diese Arbeit baut auf
eine ∼ 2000 AGN große Stichprobe die durch Röntgenemission detektiert wurde, bestehend
aus mehrschichtigen Kampagnen aus den CDFS, AEGIS-XD, COSMOS and XMM-XXL
Regionen. Die Röntgenspektren wurden im Detail mit einem physikalischen Spektralmod-
ell analysiert, um die intrinsische Leuchtkraft, Rotverschiebung, sowie Säulendichte (NH)
für jedes Objekt zu erhalten, inklusive der Messunsicherheit. Außerdem wurden in dieser
Arbeit neue statistische Methoden entwickelt um die richtige Assoziation zu optischen/in-
fraroten Objekten zu finden, und um die Unsicherheiten durch Objekte ohne Pendant, der
Rotverschiebungsmessung, sowie der Poissonfehler des Röntgenspektrums in alle Ergeb-
nisse einzubinden.
Einen weiteren wichtigen Beitrag bildet eine Bayesische, nicht-parametrische Methode
um die unverzerrte Dichte von AGN in kosmologischen Volumen als Funktion von intrin-
sischer Leuchtkraft, Rotverschiebung und Säulendichte (NH) der verbergenden Wolken
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zu rekonstruieren. Obwohl in dieser Methode lediglich Glattheit verwendet wird, kann
dieser Ansatz dieselben Formen der Leuchtkraftverteilung sowie ihre Entwicklung rekon-
struieren, die sonst oft in emprischen Modellen verwendet werden, jedoch ohne diese a-
priori anzunehmen. Im Großen und Ganzen kann die Leuchtkraftverteilung, in allen
Rotverschiebungsschalen, als Potenzgesetz mit einem Umbruchspunkt beschrieben werden.
Sowohl die Normalisation als auch der Leuchtkraftumbruchspunkt entwickeln sich über den
Lauf des Universums, allerdings zeigen die Daten keine Belege für eine Veränderung der
Form der Verteilung. Dies deutet darauf hin, im Gegensatz zu Aussagen vorherigen Stu-
dien, dass der Rückkopplungsmechanismus zwischen AGN und beherbergender Galaxie
immer gleich funktioniert, und sich nur die Anzahl und Größe der wachsenden Systeme
verändert.
Die nicht-parametrische Rekonstruktionsmethode verwendet keine Annahmen darüber
wie sich z.B. die Häufigkeiten von Säulendichte des verdeckenden Gases mit Leuchtkraft
oder Rotverschiebung verändert. Dies erlaubt sehr robuste Schlüsse über den Anteil der
verdeckten AGN (NH > 1022cm−2), die 77+4−5% der Population ausmachen sowie den An-
teil der Compton-dicken AGN (38+8−7%), die sich hinter enormen Säulendichten (NH >
1024cm−2) verbergen. Insbesondere dass der letztere Anteil bestimmt werden konnte, lässt
endlich Schlüsse darauf zu, wieviel AGN “verdeckt” wachsen. Außerdem suggeriert es, dass
der Torus einen großen Teil des AGN verdeckt. Basierend auf der Leuchtkraft der gesamten
AGN Population wurde die Masse, die über den Lauf der Zeit in schwarzen Löchern ges-
perrt wurde, geschätzt, und die Massendichte der supermassereichen schwarzen Löcher im
heutigen Universum vorhergesagt.
Die Rekonstruktion bringt außerdem zu Tage, dass der Anteil der verdeckten AGN (ins-
besondere der Compton-dünnen AGN) eine negative Leuchtkraftabhängigkeit aufweist, und
dass sich diese Abhängigkeit über die Geschichte des Universums entwickelt hat. Dieses
Resultat wird in dieser Arbeit im Zusammenhang mit bestehenden Modellen interpretiert
und ist möglicherweise ein Nebeneffekt eines nicht-hierarchischen Wachstums von AGN.
2
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Active Galactic Nuclei (AGN) are powered by the growth of super-massive black holes
(SMBHs), which can be found at the centre of every massive galaxy. Due to tight scaling
relationships of their masses with properties of their host spheroidal components, as well as
the massive energy output AGN release, they are thought to play an important role in the
formation and evolution of galaxies. The first step to understanding AGN is to determine
their prevalence in the Universe, as well as the luminosity output of their entire population.
This enterprise is hampered by the fact that most AGN are obscured by thick layers of
gas and dust, making them difficult to detect. Even in the energetic X-ray wavelengths
employed in this work, the intrinsic radiation of obscured AGN is suppressed by multiple
orders of magnitude.
In this work I first study the properties of this obscurer, specifically its geometry, column
density distribution and its relation to the AGN luminosity. For this, ∼ 300 AGN from the
deepest X-ray field to date, the Chandra Deep Field South survey, are used. I apply a novel
Bayesian spectral analysis methodology to distinguish between several physically motivated
models for the obscurer. The X-ray spectrum is, mainly due to Compton scattering,
sensitive to the covering fraction of the obscurer. A detailed spectral analysis shows that
the obscurer is consistent with a torus (“donut”) shape, but complete covering as well
as disk-like configurations can be excluded. Furthermore, a high-density component is
necessary to explain additional observed Compton-reflection beyond that expected from
the line-of-sight obscuration, indicating a structured obscurer such as a torus with a density
gradient.
The study of the population of AGN requires a large sample with detailed understanding
of the selection effect and sophisticated inference techniques. A X-ray selected sample
of ∼ 2000 AGN from a multi-tiered survey including the CDFS, AEGIS-XD, COSMOS
and XMM-XXL fields is analysed in detail. Through Bayesian spectral analysis with a
physical model, the intrinsic luminosity, redshift and column density (NH) is obtained for
each source, including their uncertainties. This thesis also develops advanced statistical
methodology for choosing the correct counterpart, and propagates the uncertainty from
missing counterparts, redshift estimation as well as the Poisson noise from X-ray spectra
into all final results.
Another important new contribution is a Bayesian non-parametric technique to recon-
struct the unbiased number density of AGN in cosmological volumes as a function of in-
trinsic luminosity, redshift and column density (NH). Despite only assuming smoothness,
this approach is capable of reproducing the shapes commonly assumed for the luminosity
function and its evolution, without assuming them a priori. Overall, the luminosity func-
tion appears to be consistent with a double powerlaw at all redshifts studied. Both the
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normalisation and break luminosity evolve over time, while there is no evidence that the
shape changes. This indicates that contrary to previous claims, the feedback mechanism
works the same across the history of the Universe, but only the number and luminosity
scale of the accreting systems changes.
The non-parametric reconstruction allows the study of the fraction of obscured AGN
up to the Compton-thick regime in a very robust way, i.e. without assuming a luminosity
or redshift-dependent behaviour a priori. About 77+4−5% of AGN are obscured (NH >
1022cm−2), while 38+8−7% belong to the heavily obscured, elusive Compton-thick class (NH >
1024cm−2). The latter fraction in particular finally constrains the importance of obscured
growth phases in the life of accreting SMBHs. Based on the total luminosity output of the
AGN population, the mass locked into black holes over cosmic time is estimated, and the
mass density of relic SMBHs in the local Universe is predicted, and matches local estimates.
The large fraction of obscured AGN suggests that the obscuring torus must have a large
angular extent. The non-parametric reconstruction also finds and characterises a negative
luminosity dependence for the fraction of obscured AGN, in particular those that are
Compton-thin, which are less prevalent at high luminosities. Additionally, this luminosity
dependence appears to evolve with redshift. These findings are discussed in the context
of existing models and it is concluded that the observed evolution may be to first order a
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3 Introduction
3.1 A brief historical overview of AGN research
Active Galactic Nuclei (AGN) were first noticed in 1908 by Edward A. Fath as peculiar
objects that appeared on photographic plates like stars but showed spectra similar to
galaxies (“nebulae” at that time). Several instances were found where the centres of galaxies
showed strong emission lines, which were first systematically collected by Carl K. Seyfert in
1943. In radio, bright point-like sources were found, which were first thought of as galactic
stars. Martin Schmidt recognised in 1960 that one of these quasi-stellar radio sources
(quasars) was at redshift 0.158 based on identification of a redshifted Balmer emission line
series. This placed it at extreme distances, which was very controversial at the time. A
number of papers then associated them with distant galaxies, finally recognising them as
a distinct class of objects.
Since this point a vast number of these objects have been found, and it was found that
they are always placed at the centre of galaxies (the active nucleus of galaxies). Some of
them, like the quasar 3C273 or Cyg A, outshine their host galaxy in luminosity (e.g. Baade
& Minkowski 1954). Furthermore, the emission from these sources was particularly variable
– within days the luminosity could vary by several orders of magnitude. If this emission
was from stellar light, it should originate from several million stars like our suns (Woltjer
1959), and their emission would have to be co-ordinated on a time-scale of days. Light
speed dictates that such a system must not exceed the size of the solar system. A hundred
million stars packed in the solar system would immediately collapse into a black hole1,
according to the predictions of the relatively new theory of general relativity. However,
this conundrum essentially gave the solution at the same time: If every year, a star from the
galaxy would be added to that black hole, the gravitational energy released is comparable
to the luminosity needed. This idea formed the basics of our current understanding of AGN
as radiation originating via accretion onto black holes (Salpeter 1964; Zel’dovich & Novikov
1964; Lynden-Bell 1969). Since the discovery of AGN, our understanding of their nature
has been substantially improved by observational contributions from different wavelengths
as well as theoretical work. Below, I lay out our current of the AGN emission processes,
in particular those relevant for the X-ray wavelengths.
1The term “black hole” had still to wait until 1967 for its invention by John Wheeler.
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3.2 The structure of AGN
3.2.1 Accretion disk
The theoretical foundation for understanding the conversion of accreted matter into radia-
tion and black hole growth was developed in Pringle & Rees (1972) and Shakura & Sunyaev
(1973). An accretion disk forms around a supermassive black hole (SMBH) as gas arrives
from galactic, parsec-scale environments to distances such as Sun-Earth or Sun-Neptune
scales with non-zero angular momentum. Heat is produced by turbulence and magnetic
field line re-connection. The black-body radiation of the innermost, hottest part of the
accretion disk peaks in the ultra-violet (UV) for AGN, while outer rings peak at subse-
quently lower energies, following a powerlaw distribution in temperature. Such a powerlaw
composite of black-body emitters yields a powerlaw spectrum at wavelengths shorter than
UV.
In the formalism of Shakura & Sunyaev (1973), created to explain spectra of accret-
ing stellar black holes, the luminosity output of accretion disk is a fraction µ (radiative
efficiency) of the accreted rest mass energy, i.e.:
Lbol = µc
2 · M˙. (3.2.1)
Here, M˙ denotes the accretion rate, c is the speed of light while Lbol refers to the luminosity
output over the entire electromagnetic spectrum (bolometric luminosity). The remainder
of the accreted rest mass goes into growth of the black hole. Typical values for the radiative
efficiency include µ = 6% for the accretion disks around non-rotating black holes. Naively,
one would expect that infalling matter would spin up black holes, at which point the
radiative efficiency can reach µ = 42%. However, due to random orientation of the infalling
matter from large scales, and frame-dragging effects in the accretion disk, the black hole
spin may not necessarily become maximal over long periods of time (King & Pringle 2006;
King et al. 2008; Wang et al. 2009).
The high radiative efficiencies make AGN the most efficient source of radiation known in
the Universe (short of antimatter-matter recombination). However, if the system is starved
of infalling material (low accretion rates), advection is the dominant process (Narayan & Yi
1994, 1995a,b; Blandford & Begelman 1999), and the efficiency can be substantially lower.
On the other hand if the accretion rate is very high, radiation pressure becomes important
and can prohibit all infall. The maximum (average) luminosity a system can thus attain,
the Eddington luminosity, is derived by equating the gravitational pull to the radiation
pressure due to Thomson scattering off electrons, and assuming spherical symmetry. This
yields






where MBH refers to the mass providing the gravitational field (the supermassive black
hole) and M⊙ is the solar mass. The AGN luminosity relative to the Eddington limit is




Substantial AGN samples with good X-ray spectral resolution were obtained using the
HEAO-1 (Mushotzky 1984), Einstein (Reichert et al. 1985), EXOSAT (Turner & Pounds
1989) and Ginga (Nandra & Pounds 1994) satellites. These works find that the shape
of the intrinsic X-ray spectrum of AGN can be described to first order as a power law
F (E) = C · E−Γ (see Figure 3.2.1). Nandra & Pounds (1994) observed values for the
photon index Γ range between 1.4 and 2.8, and found that its distribution in local AGN
can be approximated by a Gaussian of mean 1.95 and standard deviation 0.15.
To explain the X-ray spectrum, Katz (1976) proposed that a hot electron gas, the corona,
exists near the accretion disk. Simple analytic models by Sunyaev & Titarchuk (1980, 1985)
have successfully reproduced powerlaw-like shapes. The fast electrons increase the energy
of the incident spectrum (a powerlaw, see above) by inverse Compton scattering. This
model also predicts that at some energy, determined by the highest electron velocities, the
X-ray powerlaw truncates. The observed spectrum up to the hardest X-rays can be well-
described by the empirical formula F (E) = C · E−Γ exp {−E/Ec}. Zdziarski et al. (2000)
found that the corona model matches observations obtained with the Compton Gamma
Ray Observatory, Ginga, and EXOSAT satellites. The steep cut-off at energies around
Ec ∼ 100 keV is found to vary from object to object. This Comptonization temperature of
the corona depends on the cooling power of the seed photons (the UV photons from the
accretion disk). However, it also depends on the geometry and optical depth of the corona,
which are as of yet unknown.
Long-term observations with EXOSAT show that the X-ray spectrum undergoes vari-
ability on timescales of days and shorter (McHardy 1989). Ghisellini et al. (1993) argue
that this supports the accretion disk / corona picture: In that model the seed photon
population propagates its fast variability into the X-ray spectrum. If instead a plasma was
emitting a thermal spectrum on its own, temperature changes of the corona would neces-
sarily be slow. Nevertheless, the process responsible for maintaining the corona remains
unclear.
3.2.3 Obscuring material in the vicinity of the SMBH
The intrinsic power law is often observed to be modified by cold material in the line of sight
(Mushotzky 1982; Turner et al. 1997a; Risaliti et al. 1999). The most important physical
effects of such an obscuring screen is photo-electric absorption, which reduces the number
of low-energy photons (illustrated in Figure 3.2.1).
Why are some AGN obscured, while in others, the intrinsic radiation can be observed di-
rectly? The simplest explanation is that they are intrinsically similar, but different viewing
angles give rise to the observed differences (Unification paradigm, Antonucci 1982, 1993).
Under this hypothesis, the simplest common obscuring geometry is a toroidal structure
usually referred to as “the torus”. Figure 3.2.2 illustrates this geometry. Originally, this
idea was developed to explain the radio morphology of AGN (Antonucci 1982; Antonucci &
Miller 1985; Antonucci 1993), as well as why some AGN show broad emission lines (type 1,
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Figure 3.2.1: Illustration of the typical shapes of the discussed spectral features. Emission lines
and absorption edges have been omitted for simplicity.
Figure 3.2.2: Illustration of the Unification paradigm. Depending on the viewing angle, the in-
trinsic radiation (powerlaw) is seen directly or obscured by a toroidal obscurer.
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see Seyfert 1943; Schmidt & Green 1983; Khachikian & Weedman 1974) while others show
only the narrow core of emission lines (type 2, obscured line-of-sight to a central broad
line region). Antonucci & Miller (1985) targeted a ionised gas cloud in the vicinity of a
type 2 AGN and observed its spectrum in polarised light. The observations showed broad
lines compatible with the spectrum of a type 1 AGN, which is interpreted to be mirrored
by the ionised gas cloud. This led to increased confidence that indeed, type 2 AGN are
intrinsically type 1 AGN, but an obscurer in the line-of-sight hides the broad emission
lines. This has made to the Unification paradigm popular in explaining the majority of
the diversity of AGN via viewing angles and an obscuring “torus”.
X-ray observations do not resolve AGN and spectral models can not directly distinguish
the scales at which e.g. photo-electric absorption occurs. However, there are additional
effects. The obscuring material in the vicinity of the SMBH can also Compton-scatter
photons into or out of the line-of-sight (LOS). Compton scattering, unlike photo-electric
absorption, is anisotropic. Seen from a single, unresolved viewpoint the geometry of the
obscurer influences the observed spectrum. For example, compared to a sphere enclosing
the X-ray source, a torus geometry with a certain opening angle produces a smaller Comp-
ton reflection hump between ∼ 10− 30 keV as well as different line emission strengths (see
Figure 3.2.1), related to the solid angle illuminated by the source and the surface area
exposed to the observer (Murphy & Yaqoob 2009; Brightman & Nandra 2011a). X-ray flu-
orescent line emission, in particular from Iron (Fe) which has a relatively high abundance
and a high yield for Fe Kα (6.4keV), is also important. The relative strength of the Fe K
feature is influenced by Compton scattering and has thus been investigated as an indicator
on the geometry (e.g. Matt et al. 1996, 1997; Brightman & Nandra 2011a). Awaki et al.
(1991) find Fe Kα equivalent widths, at least in some obscured AGN observed with Ginga,
to be inconsistent with a uniform obscurer around the source, but compatible with a torus
geometry.
In the strongest interpretation of the Unification paradigm all AGN share the same ob-
scuring geometry. Then the fraction of the sky covered directly corresponds, via random
sampling of the viewing angles, to the fraction of obscured AGN (of the order of 50%).
It was understood early on that such extended, cold, molecular material would tend to
collapse and form stars (Krolik & Begelman 1988). The torus was thus suggested to be
made up from small, cold clumps, as illustrated in Figure 3.2.4. Pier & Krolik (1992) have
argued that a extended torus can by continuously maintained by radiation pressure if the
torus is clumpy. Another strong argument for clumpiness comes from the not uncommon
phenomenon that AGN vary in their classification between “unobscured” and “obscured”
and back over the years (e.g. Turner & Pounds 1989; Risaliti et al. 2002; Markowitz et al.
2014). Monitoring NGC 1365, Risaliti et al. (2007) found variability in the level of obscu-
ration within hours. They then model a cloud on a Keplerian orbit occulting the X-ray
source, which subsequently needs to be closely associated with the X-ray source (closer
than a few hundred Schwarzschild radii). As mentioned above, the obscuring material is
observed to be cold and molecular. Gaskell et al. (2008) thus argue that the obscurer must
also either be distant (parsec-scale) or self-shielding (e.g. through a transition between
accretion disk and torus).
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Recently, high-resolution mid-infrared interferometry by Burtscher et al. (2013) identi-
fied parsec-scale dust components in 16 nearby AGN. Also, the central 100 parsec region
of host galaxies shows substantial gas structures in Hubble Space Telescope (HST) images
(e.g. Ferrarese et al. 1996; van der Marel & van den Bosch 1998). Guainazzi et al. (2005)
shows that the presence of such structures correlates with Compton-thin X-ray obscura-
tion. A recent HST survey of nearby AGN by Prieto et al. (2014) indicates that such
structures are common and indeed comparable to the structure in the Milky Way Galactic
centre as mapped by Herschel (Molinari et al. 2011). Maiolino & Rieke (1995) show that
many nearby AGN which are intermediate between the type-1 and type-2 classification are
observed through dust lanes and edge-on host galaxy viewing angles, raising suspicion that
obscuration contributed by the host galaxy affects the classification. All of these works in-
dicate that a galaxy contribution may not be negligible. A two-component obscurer model
was proposed by Matt (2000), also to explain the correlation between type-2 AGN and
host galaxy morphology, star formation and dust content. In summary, the X-ray obscurer
may be complex and a combination of layers on multiple scales which leave their cumu-
latively imprint on the intrinsic emission. Other components not mentioned above have
been detected in some AGN, which include Compton reflection off the accretion disk (and
relativistically blurred Kα line emission), several components which can cause warm ab-
sorption (e.g. broad/narrow line regions, relativistic bulk outflows, disk winds) and X-ray
emission from radio jets. The typical spectral quality at the redshifts of this work however
do not justify the inclusion of such effects. Since only cold absorption is considered in
this work, the derived obscuring column densities should be considered as the “effective”
absorption, combining the effects of warm and cold absorption from all components on
various scales.
This work defines as obscured AGN those with LOS neutral hydrogen equivalent column
densities of NH > 1022cm−2; those with lower values are called unobscured AGN. The most
heavily obscured sources known fall into the Compton-thick regime, defined via the inverse
of the Thomson cross section, i.e. NH ≥ σ−1T = 1.5 × 1024cm−2. For simplicity many
studies adopt the border at NH = 1024cm−2, as is done in this work. At such high column
densities, the spectrum is dominated by Compton-scattering through the obscuring screen
and typically shows a very flat spectrum. The amount of Compton-scattering depends on
the geometry of the obscurer.
In the local Universe, about half of all type-2 AGN are obscured by Compton-thick
matter (Maiolino & Rieke 1995; Bassani et al. 1999). The spectra of five nearby Compton-
thick AGN, such as NGC 1068, have been investigated by Matt et al. (2000). They also
find strong infrared emission from the obscurer. However, they also find that the infrared
emission is dominated by star burst emission in several of their sources. The study of such
nearby galaxies with high count statistics have been used to verify the validity of X-ray
spectral models for Compton-thick sources, such as those made available by Brightman &
Nandra (2011a) and Murphy & Yaqoob (2009), which include the physical effects named
above in toroidal geometries irradiated by a central source with a powerlaw spectrum. Us-
ing a variety of missions, recent results e.g. by Arévalo et al. (2014) on the Circinus galaxy
and Bauer et al. (2014) on NGC 1068 indicate that these models are a good description,
17
CHAPTER 3. INTRODUCTION
but may require the inclusion of additional Compton reflection (before the obscurer is
encountered).
3.2.4 Soft scattering component
Obscured AGN often show an excess of photons at soft energies (see Figure 3.2.1). This
component can be parameterised by an additional powerlaw with a normalisation that is
a few percent of the intrinsic (unobscured) powerlaw (e.g. Reichert et al. 1985; Turner
et al. 1997b; Guainazzi et al. 2005). One simplistic interpretation is that a fraction of
the intrinsic radiation leaks through the obscurer without being Compton scattered or
photo-electrically absorbed (“partial covering”). More physical explanations for this com-
ponent include Thomson scattering off ionised material within the torus opening angle,
which reflects the intrinsic spectrum past the obscurer into the line of sight (Krolik &
Kriss 1995; Reynolds & Fabian 1995). This picture is illustrated in Figure 3.2.3. In some
AGN like NGC 1068, a large ionisation cone is observed in optical high-resolution images
(Antonucci & Miller 1985). In this obscured AGN it has been shown that the polarised
optical spectrum looks like that of an unobscured AGN, indicating that the reflection works
as a mirroring screen that allows an indirect view of the inner region. Ogle et al. (2003) em-
ploy detailed observations of this region with Chandra high-resolution X-ray spectroscopy.
They find emission lines by ionised species in a optically thin gas, confirming the scenario
of a warm mirror. Such ionised regions have been speculated by Reynolds & Fabian (1995)
to be outflows of the AGN (illustrated in Figure 3.2.4) or heated circumnuclear gas. This
component is referred to as “scattering” or “soft scattering” in this work, as opposed to
“Compton scattering” or “reflection” via the cold obscurer.
3.2.5 Soft excess
In unobscured AGN, extrapolating the 2 − 10 keV power law to softer energies shows an
excess of soft X-rays in some sources (Turner & Pounds 1989; Gondhalekar et al. 1997).
Among the processes that have been proposed to explain this soft component are a second
corona with lower temperature (Czerny & Elvis 1987; Bechtold et al. 1987), a photo-ionized
reflection spectrum by the accretion disk (Ross & Fabian 1993), or ionised absorption by a
relativistically blurred disk wind (Gierliński & Done 2004). In medium-to-high redshifts,
where the bulk of the objects of this work’s interest lie, the soft excess component is outside
the observed energy range. For this reason, the soft excess is not considered in this work.
3.3 The life of AGN and their host galaxies
AGN are interesting objects in their own right since they allow study of physical processes
under extreme conditions. However, there are other research fields for which AGN are




Figure 3.2.3: Illustration of the main components in the central engine of AGN. The accretion disk
(dark blue), the corona (red), the X-ray obscurer (torus, grey) and ionised clouds in
the opening angle of the torus providing Thomson scattering (light grey).
Figure 3.2.4: Another possible scenario for the central engine of AGN. Here, the accretion disk
(dark blue) is shown truncated by the last stable orbit around the black hole. The
corona (red) is located above. Here, the “torus” is an arrangement of clumps of cold
gas, which are vertically supported by the disk wind. The innermost clouds are
partially ionised (“broad-line region”).
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Compact massive objects with masses up to 1010M⊙ have been found in nearby galaxies
by their gravitational influence on the stellar population and gas in the innermost galactic
regions (see Kormendy & Ho 2013, for a recent review). Since these enormous masses are
concentrated in small regions (smaller than solar system size), these have been interpreted
to be supermassive black holes (see Genzel et al. 2010, for detailed exclusion of alternative
hypotheses). Based on the fact that AGN are powered by accretion of matter onto black
holes, Soltan (1982) was the first to predict the mass density of such relics by the cumu-
lative luminosity output of the AGN population over cosmic time. The luminosity output
at any specific time can be characterised using the luminosity function, which is the num-
ber density of AGN per luminosity interval per comoving volume element (φ(L)/dL/dVc,
measured in number/(erg/s)/Mpc3). Based on scaling relationships between properties
of the galaxy elliptical components (see Section 3.3.4) and a compilation of local galaxy
luminosity functions, Marconi et al. (2004) estimated the local black hole mass density to
be ρBH = 4.6+1.9−1.4 × 1014M⊙Gpc−3. The comparison of such estimates for the relic black
holes masses with the luminosity output of AGN, however requires a good understanding
of the luminosity function of the entire AGN population, including those with obscured
lines of sights.
AGN are detected only in a small fraction of galaxies. Under the hypothesis that the
triggering of AGN is dependent on the environment their host galaxy provides, numerous
studies have investigated AGN as a phase in the life of galaxies. Sanders et al. (1988)
suggested that galaxy mergers make gas available to star formation and also triggers feeding
of the SMBH, leading to the appearance of the host galaxy as luminous infrared galaxies
first and later as bright quasars. This idea became popular due to further development by
Hopkins et al. (2005a), who predict that mergers lead to a heavily obscured SMBH accretion
phase followed by a short, luminous AGN episode. AGN have also been suggested to have
considerable influence on their host galaxy e.g. in quenching star formation (such ideas are
discussed more below in Section 3.3.4). To constrain such feedback processes, it is necessary
to develop a better understanding of the correlation of AGN properties, such as their black
hole masses, Eddington accretion rates and obscuration, and galaxy properties, such as
their star formation rate and whether they have experienced a merger (morphology). One
approach to understanding the impact of possible AGN feedback processes is to measure
the frequency of the AGN phenomenon as a function of various galaxy properties (e.g.
morphological type, specific star formation rate). To understand the strength of feedback
mechanisms, if thought to be related to the accretion process, for the formation of galaxies
it is again important to understand the luminosity function of AGN.
Cosmic X-ray background (XRB) radiation has first been detected by Giacconi et al.
(1962) with Geiger counters on an Aerobee rocket. The HEAO-1 and ROSAT missions
show the XRB to be largely isotropic over the sky, with a broad peak in the spectrum
around 12keV, but spanning the 0.1 − 1000keV range (Fabian & Barcons 1992). The
availability of missions with higher angular resolution has resolved a substantial fraction
of the soft (Brandt & Hasinger 2005), and a smaller fraction of the hard X-ray emission
(Worsley et al. 2005) into individual AGN, indicating that the dominant contributor to
the diffuse XRB is the AGN population. These works suggest that the remainder of the
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XRB emission, especially the 20keV peak where only a tiny fraction of individual AGN are
detected, is due to a heavily obscured AGN sub-population which elude detection. Popu-
lation synthesis models (e.g. Gilli et al. 2007, more are discussed below) have attempted
to reconcile the XRB spectrum with the known AGN population from luminosity function
studies. Such studies also require an accurate measurement of the evolution of the AGN
luminosity function over cosmic time and a distribution of the obscuring column in AGN.
3.3.1 Selection methods
Early works, such as Schmidt (1968), used UV/optical selection to determine the luminosity
function. This selection uses the tail of the UV black body radiation of the accretion disk
and is capable of detecting AGN out to high redshifts. However, criticism has been raised
against this selection as obscuration hides the accretion disk, leaving out about 80% of the
population (Maiolino & Rieke 1995). Additionally, ongoing star formation can result in
UV emission and contaminate the sample.
Baldwin et al. (1981) suggested an alternative selection based on the two emission line
ratios of Balmer lines and ionised Oxygen/Nitrogen (BPT diagram). This method uses
the response of gas to the extreme ionisation power of high-energy photons from AGN
to separate out lower ionisation processes (e.g. star formation) in passive galaxies (i.e.
those without AGN activity) from AGN. This selection circumvents the issue of accretion
disk obscuration, because the emission region of narrow lines is believed to lie at larger
distances than the obscuring torus. The first spectra of a large magnitude-limited sample
of 486 galaxies was analysed by Ho et al. (1997). Due to their proximity, spectra could
be taken in the nuclear region. They subtracted the stellar light and determined the
strengths and widths of emission lines to identify AGN. Such studies laid an anchor point
to constrain the local AGN number density and luminosity function (Schmidt & Green
1983). Technical advances of these studies led to the Sloan survey which detected tens
of thousands of AGN (Kauffmann et al. 2003). However, as spectra of larger distances
are obtained, severe contamination by the host galaxy is unavoidable, especially for fainter
AGN which then may remain undetected (“host dilution”). Also, such samples often include
galaxies with lower luminosity emission lines typically of lower degrees of ionisation (low-
ionisation nuclear emission-line regions, LINERs). This class of galaxies were first detected
and defined by Heckman (1980), who argued that they constitute the low-luminosity end
of the AGN population. Today, evidence exists that LINERs are not AGN. Yan & Blanton
(2012) determine the contribution to the line emission from various radii centered at the
center of galaxies. Based on assuming a gas distribution in galaxies, they find that the line
emission does not decrease outwards as expected from a central, AGN ionisation source,
but that the ionisation source is distributed throughout the galaxy. This result was later
confirmed by Sarzi et al. (2010), who use integral field unit observations (spatially resolved
spectra) of nearby galaxies. They argue that stars are the more likely source for excitation.
Also, they note that detailed analysis shows that several of their galaxies which are classified
by BPT diagrams to be LINERs (and not AGN), are in fact AGN. The separation between
AGN and passive galaxies is thus not straightforward due to a mixture of processes.
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In X-ray, the luminosity of passive galaxies is observed to be 1-2 orders of magnitude
below those of typical AGN. Massive compact binary systems and hot interstellar gas in
particular in star-forming galaxies can contribute some soft emission below 1keV. This
radiation does however not exceed X-ray luminosities of LX = 1041erg/s (Ptak et al. 1999;
Norman et al. 2004). For this reason, the threshold LX > 1042erg/s is commonly used for
a clean separation between AGN and star-forming, passive galaxies. This luminosity cut
also forms the definition of AGN as used in this thesis. Lower luminosity AGN do not
contribute strongly to the total luminosity of the population as relevant to e.g. the total
growth of supermassive black holes or the XRB. X-ray selection can thus address the issue
of host dilution effectively and derives clean AGN samples.
Since X-rays can penetrate the obscurer, their selection function is simpler and only
depends on the properties of the AGN, namely instantaneous X-ray luminosity, obscura-
tion and redshift. The bias specific to X-ray selection is, to first order, determined by
photo-electric absorption. This effect is dependent only on the column density of neutral
hydrogen in the line-of-sight. This selection bias can be well modelled because it is largely
independent of the potentially complex gas phase and geometry. The selection bias against
Compton-thick AGN is severe, but can also be well quantified if the spectra of AGN, i.e.
effects beyond photo-electric absorption, are understood. The spectra of a large sample of
z = 0.5− 4 AGN are discussed in Chapter 5 and tested against various models.
At very high obscuring columns, X-rays do not penetrate the obscurer efficiently. Sev-
eral authors have suggested selection criteria based on infrared colour-magnitude diagrams
(Lacy et al. 2004; Donley et al. 2012; Stern et al. 2012; Assef et al. 2013). These selection
criteria exploit that the re-radiated, thermal emission from the torus shows a powerlaw-like
spectral shape due to the combination of black-body radiators over a range of temperatures.
These selection criteria have successfully detected a large number of obscured AGN. How-
ever, the study of local Compton-thick AGN by Matt et al. (2000) demonstrated that often,
the infrared excess is dominated by star formation in the host galaxies. In these selections,
the separation space between star-forming, passive galaxies is narrow, comparable to BPT
diagrams. Another issue is that the efficiency of this selection varies between unobscured,
mildly obscured and heavily obscured AGN in a non-uniform, luminosity-dependent way
that is difficult to quantify. While these methods have been used to identify Compton-
thick candidates (see Section 3.3.3), this selection is thus limited in its use to determine a
complete census of AGN.
A demographic study of the entire distribution of obscuring line-of-sight column densities
also allows another insight into the processes creating and maintaining the obscurer. A
significant fraction of obscured AGN implies a large geometric extent of a distant obscurer.
For instance, in a strictly geometric picture of a torus following the Unification paradigm,
the fraction of obscured AGN can be translated into a viewing angle. Models for various
obscuring processes can then be restricted to reproduce such column density distribution.
Probing the obscurer in such a way is only possible through X-ray studies, which yield
the column density of the obscuration in the line of sight and where the selection bias is
known.
Finally, X-rays are produced very close to the accretion process, which suggests that
22
CHAPTER 3. INTRODUCTION
the X-ray luminosity may be a useful proxy (or part of a proxy) for the instantaneous
accretion rate. The benefits of X-ray selection have thus motivated a large body of studies
to investigate the luminosity function and obscuration of AGN using X-ray telescopes.
3.3.2 Census of the AGN population
Substantial technological developments had to be achieved before the first determinations
of X-ray luminosity functions. Some of the first substantial samples were obtained around
1990 using e.g. the Einstein (Maccacaro et al. 1991) and ROSAT (Boyle et al. 1993)
satellites. These works characterised the hard (2−10keV) and soft (0.5−2keV) luminosity
respectively as observed (i.e. not corrected for absorption). However, already at that time
it was suspected (e.g. Lawrence & Elvis 1982) that the obscured fraction is luminosity-
dependent. The introduction of Chapter 6 discusses the luminosity and redshift dependence
of the obscured fraction in more detail.
A major advance came from Ueda et al. (2003), who collected large hard-band detected
samples from the HEAO-1, ASCA and Chandra missions. To enlighten the discussion of
luminosity functions, I digress for a moment into the methodologies of X-ray luminosity
functions and describe their methodology in some detail. The X-ray detections have been
associated to optical counterparts using images from follow-up observations at the positions
of X-ray detections. Spectra, or photometric redshift methods, have been used to identify
the objects and estimate their redshift. This results in a redshift completeness ranging from
85%−100% depending on the field and X-ray instrument; X-ray detections without redshift
are not used further (except for up-scaling the final number density). For each source,
they computed a ratio of the detected counts in the soft and hard band, (hardness ratio,
HR = (hard−soft)/(hard+soft)). Using the total count rate (CR) and the hardness ratio,
an estimate for the obscuring column density (NH) and intrinsic luminosity was derived
using a simple template model. In a subset of their sample, the full X-ray spectra also
were available to determine these quantities. Such fits only converge for sources with a high
number of counts. The successful spectral fits were used to determine the distribution of
the column density (NH function), and empirically find a simple functional form. Then, the
selection bias both in luminosity and obscuration is taken into account when fitting the full
data set with an empirical model for the hard, intrinsic luminosity function (evolutionary
models are discussed in more detail in the introduction to Chapter 7).
Subsequent studies have attempted to improve on this methodology in several ways:
Brusa et al. (2007) has developed advanced techniques to handle ambiguous associations
with counterparts, which is necessary due the improved angular resolution of current (Chan-
dra and XMM-Newton) X-ray telescopes. Salvato et al. (2009) have substantially improved
the catastrophic outlier rate and accuracy by advancing photometric redshift methods via
SED fitting of AGN/galaxy hybrid template spectra. Such advances have improved some
later luminosity function determinations, but not all works adopted these techniques. Fur-
thermore, La Franca et al. (2005) and Ebrero et al. (2009) improved the determination
of the NH function by fitting a larger number of X-ray spectra. This is important be-
cause the count rate and hardness ratio are not unique indicators of NH and luminosity,
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because the spectrum of an AGN has several components (see above). Instead of using
a best fit point estimate for e.g. the luminosity, Aird et al. (2010) provided substantial
improvements in the handling of uncertainties. They used a formalism that propagates the
uncertainties from the detected counts, subsequently creating a probability distribution for
the luminosity of each object. In that process, they also incorporate the uncertainty arising
from photometric redshift methods, and also handle those X-ray detections without optical
counterpart. However, the Aird et al. (2010) study does not consider source obscuration,
and determines an absorbed, hard-band luminosity function. The studies of La Franca
et al. (2005), Ebrero et al. (2009) and Ueda et al. (2014) also included Compton-thick
AGN, but their exact fraction of the total population remain poorly constrained. Finally,
Brightman & Nandra (2011a) developed advanced spectral models for AGN obscuration
geometries which extend into the Compton-thick regime, and Ueda et al. (2014) has taken
advantage of these models to improve both the description of the selection function and
the spectral analysis.
Table 3.1 shows a comparison of the methodologies of X-ray luminosity function studies.
So far, none of the previous studies has derived the intrinsic luminosity function of AGN
while incorporating the uncertainties from count detectors and redshift determinations.
Also, the use of hardness ratios has remained wide-spread. However, to constrain the frac-
tion of Compton-thick AGN, detailed analysis of low-count spectra, with realistic spectral
models, may be essential. This thesis contributes major advances in methodology. Chapter
5 develops the methodology for analysing spectra which produces probability distribution
on the luminosity and obscuring column while propagating uncertainties in redshift. The
new spectral analysis methodology can also robustly handle low count sources, freeing us
from the use of hardness ratios. Based on the luminosity, redshift and obscuring column
probability distributions from spectral analysis of a sample of ∼ 2000 AGN (sample pre-
sented in Chapter 4), Chapter 6 develops a non-parametric technique to determine the
joint NH distribution and luminosity function simultaneously. The following results are
particularly robust as the demographics of the AGN population is determined without
relying on empirical models. In Chapter 6, the dependence of the determined obscured
AGN fraction and Compton-thick AGN fraction on luminosity and redshift is investigated
in detail. Chapter 7 presents the total luminosity function of AGN (including Compton-
thick AGN). Section 7.3 presents predictions for the relic black hole mass density for the
newly derived, total luminosity functions. Unlike previous predictions, in this work the
fraction of Compton-thick AGN does not have to be assumed. Further minor advances
include a new method for probabilistic association between X-ray detections and multiple
optical/IR catalogues (Section 4.6) and incorporating the systematic uncertainty of pho-
tometric redshift estimators (Section 4.7.1) which is also propagated all the way through
the subsequent analysis.
Optical and X-ray luminosity function works as well as other studies have yielded a
large body of important results. Determinations of the X-ray luminosity function using
the Einstein (Maccacaro et al. 1991) and ROSAT (Boyle et al. 1993) satellites find the
local X-ray luminosity function to be, to first order, a broken powerlaw. The distribution







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































is in agreement with optical studies (e.g. Schmidt 1968; Marshall et al. 1983). Section 7.1
discusses the shape of the luminosity function in more detail.
Luminosity function works both in optical/radio (e.g. Schmidt 1968; Schmidt & Green
1983) and X-ray (Maccacaro et al. 1991; Boyle et al. 1993) found that the AGN space
density shows a strong increase from z = 0 to z ≈ 1. Schmidt (1968) proposed that
the evolution is due to an increase in the total number of AGN at all luminosities (Pure
Density Evolution, PDE), where the shape of the luminosity function remains constant.
Mathez (1976) proposed, alternatively, that the luminosity of the entire population may
increase (Pure Luminosity Evolution, PLE), thereby increasing the number of detected
AGN. Schmidt & Green (1983) construct the luminosity function from a sample of 90 AGN
detected by their Lyα emission and find that PLE is the more appropriate model. The
same conclusion is reached by Maccacaro et al. (1991) on the basis of 420 Einstein X-ray
detected AGN, and Boyle et al. (1993) using 42 bright ROSAT -detected AGN. Subsequent
works (e.g. Miyaji et al. 2000; Ueda et al. 2003) confirm this trend and show that around
z ≈ 1, the evolution stops and transitions into a broad plateau from z = 1 − 3, with a
slight decline. The optical luminosity function of AGN (e.g. Richards et al. 2006b; Croom
et al. 2009) shows the same behaviour. One consequence of this evolutionary behaviour is
that more luminous systems show their peak in number density earlier than less luminous
systems.
This suggest that the typical luminosity of AGN decreases over cosmic time, an effect
that has been termed “downsizing” (Barger & Cowie 2005). One simplistic interpretation
is that more massive systems (having higher Eddington limits) have provided the circum-
stances for accretion earlier in cosmic time, while small-scale systems accrete later. Such
an interpretation is counter-intuitive in a Universe that grows by hierarchical collapse of
structures and because any individual super-massive black hole can not decrease its mass.
However, AGN have to be viewed in the context of their host galaxies’ growth over cosmic
time. A similar downsizing is seen in galaxies with regard to their star formation histories
(which peak later for more massive galaxies) (Cowie et al. 1996) and potentially several
other properties (see discussion in Fontanot et al. 2009). Downsizing has been reproduced
in some semi-analytic models (e.g. Fanidakis et al. 2012; Enoki et al. 2014; Hirschmann
et al. 2014). In the model of Hirschmann et al. (2014) for instance, downsizing is explained
by luminous AGN emptying the gas reservoir of their host galaxy by feedback processes,
although star formation processes also play a role. In the simulation of Fanidakis et al.
(2012), the co-evolution of AGN and host galaxies creates down-sizing via varying the rela-
tive importance of two different accretion channels. One channel is the accretion of hot gas
from the halo, which is important throughout cosmic time to produce low-luminosity AGN
(“radio mode”). Another important channel, activated by mergers, causes star bursts and
accretion of cold gas onto black holes near the Eddington limit. This mode is particularly
active at z = 1 − 3 and causes the brightest luminosities (“quasar mode”). When this
channel loses importance towards low redshift, bright AGN disappear, and the peak of the
luminosity distribution shifts to lower values.
Schmidt et al. (1995) investigated the optical luminosity function studies based on Lyα
emission at z > 3 and finds the overall shape of the number density of AGN to show an
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exponential decline with increasing redshift. This lack of sources had been noticed before:
Osmer (1982) for instance searched for AGN at z > 3 via emission lines in an area of 5 deg2,
expecting, given no comoving space density evolution, 10 detections with their sensitivity.
Only weaker galaxy lines but no AGN (e.g. via Lyα emission lines) were detected. As a
result, they argued that the space density must decrease towards high redshift. Such a
decline was claimed by Silverman et al. (2008) but has remained controversial for some
time in the X-ray. Initial results from soft (Hasinger et al. 2005) and hard (La Franca
et al. 2005; Yencho et al. 2009) X-ray luminosity functions did not find such a trend. The
reconstruction of the z > 3 luminosity function is difficult for X-ray observations due the
decreased flux but also due to the uncertain association to optical counterparts in deep
field observations of high resolution and systematic errors of photometric redshift methods.
Through advances in counterpart association and redshift estimation methods as well as
improved data quality by dedicated multi-wavelength follow-up campaigns, evidence for
a decline in the number density at z > 3 has now also been convincingly claimed in the
X-ray (Brusa et al. 2009; Civano et al. 2011; Vito et al. 2014; Ueda et al. 2014). It is worth
emphasising that only the last work by Ueda et al. (2014) takes the obscuration of AGN
into account and thus this trend still requires further confirmation.
It is noteworthy that the cosmic star formation history also shows a broad peak in the
z = 1 − 3 range, as well as a decrease above z = 4 (see Madau & Dickinson 2014, for a
recent review). Already Boyle & Terlevich (1998) have thus suggested that star formation
of host galaxies and AGN are intimately linked. The dominant phase in the life of galaxies
when gas is condensed into stars and accreted into black holes thus appears to be the
period of z = 0.5− 4 (a substantial amount of time passes between z = 0 and z = 1 which
justifies inclusion down to 0.5). A complete census of the AGN population in this range is
thus most important.
3.3.3 Completing the demographics including Compton-thick AGN
A striking result from X-ray surveys in the last 15 years was the high number of obscured
AGN detected. This highlights the importance of considering obscuration for a full census
of AGN. As mentioned above, this is required to understand the SMBH relics in the local
Universe. To this end, the fraction of obscured AGN as a function of redshift and luminosity
has been the subject of a number of studies (see Chapter 6 for a discussion). Selection
effects make the two effects difficult to study in isolation. A further poorly understood
subject is the fraction of the Compton-thick AGN, due to their elusive nature. Addressing
these issues is vital for completing the demographic census of the AGN population.
Another indication that obscured AGN are an important part of the AGN population
comes from the spectral shape of the XRB. Setti & Woltjer (1989) noted that the relatively
flat (Γ ≈ 1.4) spectral shape observed by the HEAO-1 satellite can be accommodated with
the intrinsic X-ray spectrum (Γ ≈ 1.9) if a large fraction of AGN show substantial obscura-
tion. Worsley et al. (2005) subtract the contribution of the known AGN population down
to the deepest Chandra and XMM-Newton fields from the XRB. The spectral distribution
of the missing component is consistent with heavily obscured AGN. In the XRB popula-
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tion synthesis model of Akylas et al. (2012) up to 50% of the AGN population may be
hidden behind Compton-thick line of sights. In these models, however, a level of Compton
scattering due to the geometry has to be assumed to fit the spectrum, which is degenerate
with the fraction of Compton-thick AGN. The popular model of Gilli et al. (2007) assumes
a equal amount of Compton-thick and Compton-thin, obscured AGN (the latter already
being more numerous than unobscured AGN). The XRB thus provides a good motivation
to find Compton-thick AGN and to study the importance of Compton-thick reflection in
the AGN population (due to geometry).
One obvious method to detect Compton-thick AGN would be to use higher energies
which penetrate the obscurer. Burlon et al. (2011) compiled a three-year survey using
15− 200keV detection on board the Swift satellite, and follow up these objects with X-ray
observations in lower energies to determine their column densities. In their sample of 200
sources, only 9 are Compton-thick AGN. Based on the selection bias of their instrument,
they estimate that the true number of Compton-thick AGN in their field may be five times
higher. This illustrate how elusive Compton-thick AGN are even in high energy bands, in
some parts due to the detector efficiency and powerlaw decrease towards high energies. In
contrast, Brightman et al. (2014) have identified 100 Compton-thick AGN in three deep
Chandra surveys. The large number is due to the higher sensitivity of X-ray detectors in
lower energy regimes, and due to substantial high-energy intrinsic emission falling into the
observing window, as many of these objects are at high redshift. They applied spectral
fitting of data collected in the 0.5 − 10keV range (and hardness ratio techniques for low
count sources). The same surveys are also part of this work.
To discover Compton-thick AGN for study, several techniques have been developed.
One is to first detect type 2 AGN selected via optical narrow emission lines. This parent
sample is then followed up by X-ray observations to constrain the obscuring column density
distribution of X-ray obscuring columns therein. Risaliti et al. (1999) find that 50% of
their compiled ∼ 40 sources from the local Universe are Compton-thick AGN. Several
authors have developed and applied flux ratio diagnostics (e.g. based on [OIII], [NeV])
for the detection of Compton-thick AGN (e.g. Gilli et al. 2010; Vignali et al. 2010; Jia
et al. 2013; Mignoli et al. 2013). Overall, such techniques may allow the identification of
Compton-thick AGN candidates for study, as well as the fraction of Compton-thick AGN
in the obscured population, but, at least on its own, not the fraction of Compton-thick
AGN to the total population or their space density. Furthermore, Brightman & Nandra
(2011b) showed that the [OIII] to X-ray luminosity ratio does not constitute a reliable
identification of Compton-thick AGN, due to substantial scatter in this ratio for Compton-
thin and Compton-thick AGN. It is also worth pointing out that the two classifications
methods (type 1/2 in optical, X-ray column densities) are not interchangeable, and may
lead to contradictory classifications in up to 30% of objects (Merloni et al. 2014).
Another method to detect Compton-thick AGN is via the strong infrared emission of
their dusty obscurer (infrared excess as compared to passive galaxies). Fiore et al. (2008)
select a sample based on infrared excess and red optical colours in the Chandra Deep Field
South (CDFS) field. They find that such sources show similar hardness ratios as Chandra
X-ray detected, X-ray spectrally confirmed Compton-thick AGN. Fiore et al. (2008) and
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Fiore et al. (2009) then estimate the space density of their infrared-selected “Compton-
thick” AGN in two fields. Another method (BzK diagram) is used by Alexander et al.
(2011) and verified by measuring X-ray column densities. However, while they find that
many X-ray detected Compton-thick AGN show an infrared excess, they caution that star
forming galaxies and unobscured AGN may severely contaminate infrared-excess selected
sample. After employing X-ray information for verification of their sample, they derive a
conservative space density. Chapter 6 compares the results reached in this work against
those estimates.
This work attempts to construct a full census of the AGN population using hard-band
X-ray selection. The ability to determine the fraction of Compton-thick AGN is improved
in this thesis by significant methodological advances that take advantage of the full spectral
information in the 0.5− 10keV band and improved handling of the uncertainties.
3.3.4 Relation with host galaxies
The study of the AGN population (including obscured AGN) to understand the growth
of SMBHs also has important implications for other research fields. Supermassive black
holes are compact regions in the Universe where masses of 105−10M⊙ (solar masses) appear
within a few astronomical units (Sun-Earth distance). Such extreme physical environments
can not be found in other objects or reproduced in laboratories, and thus provide a unique
possibility to study the behaviour of matter and radiation under general relativistic effects.
One might think that such massive, exotic objects are rare. The opposite is true: virtually
every massive galaxy appears to have such an object in its centre (Richstone et al. 1998;
Kormendy & Ho 2013). Furthermore, the mass of the black hole shows a tight correlation
with the mass of the host galaxies bulge (Magorrian et al. 1998) as well as the luminosity-
weighted line-of-sight velocity dispersion of the central region (MBH−σ relation, Gebhardt
et al. 2000).
These relationships have been taken as a sign that SMBHs are an important component
in the make-up of galaxies which co-evolves with their hosts (Ferrarese & Merritt 2000).
A number of processes have been proposed that connect the relatively tiny sphere of in-
fluence of the black hole with its host galaxy. They range from loose interactions, such
as just a shared gas reservoir connecting star formation and accretion rate, to more direct
interactions. As mentioned above, a significant part of any accreted material is converted
into radiation, which can yield luminosities exceeding the binding energy of the galaxy. A
plausible interaction of this energy with the interstellar medium of the host galaxy could
thus have a fundamental impact on the evolution of the galaxy (see Cattaneo et al. 2009).
A more securely known mechanism is powerful, collimated jets extending beyond galaxy
scales of some AGN, such as in the prominent case of M87, which have been unambigu-
ously traced back to the supermassive black hole by high-resolution observations (Doeleman
et al. 2012). Also, based on broad optical absorption lines, there is substantial evidence for
fast (v ≈ 104km/s) bulk outflows in bright AGN (see e.g. Turnshek 1988, and references
therein). Motivated by the latter, Silk & Rees (1998) proposed that AGN outflows may
sweep up gas, a model further expanded by King (2003), who compares the situation to a
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momentum-driven stellar wind bubble. Gas is heated, up to a radius determined by the
black hole mass, which effectively stops star formation inside and leaves behind a ellip-
tical component. This process can reproduce the MBH − σ relation directly. Given that
interactions are plausible, simulations in cosmological volumes have implemented various
recipes for AGN triggering and AGN-galaxy interaction mechanisms. Croton et al. (2006)
proposed a maintenance feedback mode, possibly in the form of jets, which can heat up
or expel gas in massive galaxies, stopping and suppressing star formation. They invoke
this process to reduce the otherwise overpredicted high end of the galaxy mass function
as well as to reproduce the bimodality of the colour distribution of galaxies. Menci et al.
(2008) explicitly models the blast-wave model of King (2003) in phases of high Eddington
accretion rates to explain the observed downsizing of the AGN population as well as the
luminosity-dependence of the obscured AGN fraction. Hopkins et al. (2005a) developed
a semi-empirical model that assumes strong AGN feedback leading to the suppression of
star formation. In their model, mergers of gas-rich galaxies lead to gas inflows towards the
galactic centre, obscuring and feeding the SMBH. The available gas also triggers strong
bursts in star formation. The SMBH grows and at some point becomes a bright AGN,
sheds the gas and suppresses further star formation in the central region but also SMBH
accretion. This leaves behind a normal, passive galaxy. Their model explains a wide range
of AGN population properties, including the shape and evolution of the luminosity func-
tion, the obscuration distribution as well as its luminosity-dependence. In recent years,
following Croton et al. (2006), it has also become common practice to include AGN feed-
back in semi-analytic models (Somerville et al. 2008; Fanidakis et al. 2012; Hirschmann
et al. 2012) to jointly explain the population properties of galaxies and AGN.
These models have been very useful in making specific predictions, with which one
can learn about the triggering mechanism, accretion mechanism and its relation to star
formation rate. For instance, many of these models trigger AGN activity when galaxies are
merging. One testable prediction is then that merging galaxies, which appear disturbed
in optical images, should be associated with AGN presence, as traced by X-ray emission.
A number of studies have employed asymmetry and concentration measures (e.g. Grogin
et al. 2003, 2005; Pierce et al. 2007; Gabor et al. 2009; Kocevski et al. 2011) as well as
visual classification (Kocevski et al. 2011) to compare the appearance of AGN hosts to
passive galaxies. These studies do not find any enhanced sign of distortion due to previous
major mergers episodes in their morphologies, and thus argue against major merger as
the main mode of triggering AGN, as employed in the model of Hopkins et al. (2006a)
(first proposed by Sanders et al. 1988). Instead, minor mergers (which may leave as-of-yet
undetected traces) as well as secular processes such as disk fragmentation (e.g. models by
Bournaud et al. 2007, 2011) are thought to be more important. Another proposal of these
models is that AGN activity should be associated with enhanced star-formation activity.
Rosario et al. (2011) investigated the optical colour distribution of AGN host galaxies
identified by X-ray activity and found no appreciable differences to passive galaxies with
the same stellar mass. However, inside star-forming galaxies, as detected by Herschel, AGN
activity is more common (Rosario et al. 2013) than in non-starforming galaxies. Hickox
et al. (2014) argued that the direct connection between level of star-formation and AGN
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luminosity may still be present at long timescales, but due to the high variability of AGN
is not detectable in individual galaxies, but only on the average.
3.4 Outline of this thesis
Understanding the components of the AGN machinery, and their interaction, is a long-
standing puzzle, with important ramification for other fields in physics and astronomy. This
thesis investigates the role of gas and dust in the near vicinity of accreting supermassive
black holes and creates a census of the AGN demographics in luminosity and obscuration
over cosmic time.
Chapter 4 describes the data used in this study and how they were treated.
In Chapter 5, the structure of the absorbing material in AGN is investigated using X-ray
spectroscopy. Multiple physically models for the obscurer, as well as the presence of other
AGN components, are tested in the z ≈ 0.5− 4 sample.
Chapter 6 undertakes a detailed population study of AGN, and derives their distribution
in luminosity, redshift and obscuring column. In Section 6.2.1, the fraction of Compton-
thick AGN averaged over cosmic time is constrained, as well as the fraction of all obscured
AGN. That chapter then focusses on investigating the relation between the obscured AGN
fraction and the intrinsic luminosity, as well as evolutionary trends. Several processes for
the maintainance and evolution of the obscurer are discussed in Section 6.3.
Chapter 7 presents the shape of the luminosity function and its evolution. The evolu-
tion of the number density of the AGN population is derived. In Section 7.3, the total
luminosity output of the AGN population is used to constrain the corresponding growth
onto supermassive black holes and predict their relic mass density.
Finally, the findings are summarised in Chapter 8. Predictions for future missions and




This research used data collected by X-ray telescopes on board two satellites, the “Chandra
X-ray Observatory” (Chandra; Weisskopf et al. 2000) and the “X-ray Multi-Mirror Mission
- Newton” (XMM-Newton; Jansen et al. 2001). Both telescopes were launched into orbit in
1999. Compared to previous missions (e.g. ROSAT, Ginga, ASCA), Chandra and XMM-
Newton deliver substantial improvements in terms of angular resolution, spectral resolution
and sensitivity. Both use grazing incident mirrors of Wolter type I design to focus X-ray
photons. This type of optics can deliver small point spread functions (PSFs) on-axis.
Off-axis however the sensitivity decreases and the PSF becomes substantially larger and
non-uniform in shape. Both telescopes are designed for observations in the 0.5 − 10keV
energy range.
4.1.1 Chandra
Chandra uses four nested mirrors with a focal length of 10 meters. The Chandra mirrors
achieve a PSF of 0.5 arcsec Full Width Half Maximum (FWHM) on-axis.
Chandra is equipped with two detectors: The High-Resolution Camera (HRC) is op-
timised for high-resolution spectroscopy while the Advanced CCD imaging spectrometer
(ACIS; Garmire et al. 2003) is designed for imaging spectroscopy. The latter has been
extensively used to conduct deep X-ray survey programs. ACIS consists of two CCD
arrays, ACIS-I (2x2) and ACIS-S (1x6). ACIS-S is meant for receiving spectra of the on-
board High Energy Transmission Grating (HETG) and also features two back-illuminated
CCDs, which provide a wider energy band and slightly higher spectral resolution than
front-illuminated CCDs. ACIS-I consists solely of front-illuminated CCDs which have a
lower background noise and thus are suitable for long, low count exposures. The pixel size
is 0.492 arcsec.
The main benefit of Chandra is its high resolution and small PSF. This allows distant
sources in very deep surveys to still be identified. For this reason, Chandra/ACIS has
been used to conduct the deepest X-ray survey to date. The effective area is twice that of
ROSAT, about 400cm2 at 5 keV.
4.1.2 XMM-Newton
XMM-Newton is equipped with three telescopes, each made of 58 nested mirrors with a
focal length of 7.5 meters. The PSF of XMM-Newton is five arcsec FWHM on-axis.
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Table 4.1: Survey fields
Survey CDFS AEGIS-XD C-COSMOS XMM-XXL
Survey area 464 arcmin2 1010 arcmin2 0.9 deg2 20 deg2
Total/central exposure time 4 Ms 2.4 Ms/800 ks 1.8 Ms/160 ks 10 ks
Two of the telescopes split their beams with one half going to a grating spectrometer and
the second half being received by two Metal Oxide Semiconductor CCD detectors (MOS
1/2; Turner et al. 2001). Both MOS 1 and 2 consist of seven front-illuminated chips, but
are rotated with respect to each other. This ensures that the gaps between chips of one
detector are covered by the other detector. The pixel size is one arcsec.
The remaining third mirror is dedicated to a single CCD array (PN; Strüder et al. 2001).
It consists of 12 back-illuminated chips with a pixel size of four arcsec. The back-illuminated
chips feature a high quantum efficiency compared to the front-illuminated chips.
XMM-Newton provides a substantially larger effective area as compared to Chandra
(1000cm2). For survey work, both MOS and PN can be used simultaneously, and together
form the European Photon Imaging Camera (EPIC).
4.1.3 Survey fields
Among the numerous surveys the Chandra and XMM-Newton missions have carried out,
this work uses data from four regions of the sky (see Figure 4.1.1): the Chandra Deep Field
South (CDFS, Xue et al. 2011), the All Wavelength Extended Groth strip International
Survey (AEGIS, Davis et al. 2007), the Cosmological evolution Survey (COSMOS, Scoville
et al. 2007) from Chandra, and the XMM-XXL survey (PI: Pierre) observed with XMM-
Newton. The subsequent analysis focuses on the region of the CDFS which is covered by
the 4Ms Chandra observations and the part of the AEGIS field which has been surveyed
by Chandra for a total of 800 ks (AEGIS-XD, Nandra et al., submitted). In the COSMOS
field the region covered by the Chandra observations performed between November 2006
and June 2007 (C-COSMOS, Elvis et al. 2009) was used. For XMM-XXL, the equatorial
subregion is used. Table 4.1 presents information on the individual X-ray fields used in
this paper.
I now describe the data handling of these surveys in more detail, starting with the
Chandra Deep Field South. The data reduction and source detection followed Laird et al.
(2009) and is published in Rangel et al. (2013b,a) (performed by Cyprian Rangel). The
other surveys, where processing is very similar, are described afterwards in Section 4.2.2.
A cosmology of H0 = 70 km s−1Mpc−1 , ΩM = 0.3 and ΩΛ = 0.7 is adopted. Solar
abundances are assumed. The galactic photo-electric absorption along the line of sight
direction is modelled with NH ≈ 8.8×1019, 1.3×1020, 2.7×1020 and 2.2×1021 cm−2 for the
CDFS, AEGIS-XD, COSMOS and XMM-XXL fields respectively (Dickey & Lockman 1990;
Stark et al. 1992). In this work, luminosity (L) always refers to the intrinsic (absorption-














































































































































































































































































































































































































































































Figure 4.2.1: Typical response function (ARF) of the Chandra/ACIS detector. The area of the
detector sensitive to a given energy (due to both mirror and detector effects) is
plotted.
4.2 Detection of X-ray point sources
4.2.1 A detailed description for the CDFS
The CDFS survey region is, with 4Ms total exposure time, the deepest observation per-
formed by any X-ray telescope. The field of 465 arcmin2 size was chosen for this purpose
at high galactic latitude to minimise galactic absorption. The CDFS survey consists of 51
seperate observations (“pointings”) which are aligned and merged to give the deep exposure
necessary for detecting faint sources. During the data reduction of the individual observa-
tions other effects such as hot pixels, cosmic ray afterglows and times of anomalously high
backgrounds (e.g. due to solar activity) have to be excluded. This yields “level-2 event
files”, which are in essence a table where each row consists of a detected count (X-ray pho-
ton event), with its position on the sky, its energy and time of detection. As a side note,
this makes X-ray astronomy unique in that with the same data, variability analysis (e.g.
light curves), imaging and spectroscopy can be performed, or any combination thereof.
Not all X-ray photons are detected. In fact, the response of X-ray telescopes is very
inefficient, and highly energy-dependent (see Figure 4.2.1). The cause of this is mainly
the difficulty of focusing X-rays, which is achieved with grazing incidence mirrors. The
response is formally modelled by a linear approximation: The incoming photon flux is
split into discrete energy channels, and a matrix describes the response at the energy
channels of the detector. This approach encapsulates both the efficiency of the system
as well as the cross-talk between energy channels. This matrix is often separated into a
normalised redistribution matrix (response matrix file, RMF) and a vector that captures
the sensitivity of each energy channel (ancillary response file, ARF). These are either
obtained by simulation or by calibration from on-board calibration sources. For Chandra,
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a ray tracing software (MARX) is available that can simulate the response.
Also, the response of X-ray telescopes is dependent on the position of the source rela-
tive to the telescope axis. The focusing is best on-axis (mirror centre), where the point
spread function (PSF) is smallest (albeit not necessarily symmetric). The size of the PSF
increases towards the edges, while the efficiency of the mirror to focus X-rays decreases
(vignetting). Furthermore, the imperfect alignment and rotation of the observations cause
non-homogeneous exposure of the survey region. Additionally, fabrication limitations re-
quire small gaps between the charge-coupled devices (CCDs). All of these effects makes
homogeneous detection across the inhomogeneously exposed region complicated.
The method for detecting X-ray sources used here follows Nandra et al. (2005) and was
applied by Cyprian Rangel using the CIAO data analysis software (version 4.2) and custom
software. Images and exposure maps in four energy bands (0.5–7, 0.5–2, 2–7 and 4–7 keV)
were computed by aligning and merging the individual observations. First, a candidate
source list was created using a wavelet-based detection algorithm (wavdetect) with a low
significance threshold (10−4). This produces a large number of candidate positions, many
of which are likely spurious detections. In the next step, a statistical criterion was used
to reduce this seed catalogue to secure detections. Source and background counts were
extracted on the found positions using the Chandra point spread function tables of Laird
et al. (2009). For each source, a source region was constructed with its size corresponding to
70% encircled energy fraction (EEF) of the point spread function (PSF). The background
region is an annulus around the detected position with an inner radius between 1.5 times
the 90% EEF of the PSF and a width of 100 pixels of 0.5”. For determination of the
background, other candidate sources are masked from the background extraction region.
For each candidate source position, the Poisson probability that the observed counts are
a background fluctuation is computed. The source is accepted if this probability is below
4×10−6 (Nandra et al. 2005). This work uses hard band (2−7 keV) selected sources. This
is because this band is least biased to obscuration effects and therefore obscured AGN are
detected. Additionally, this avoids non-AGN processes from galaxies (e.g. X-ray binaries
and hot gas in star-bursting, but passive galaxies) which contribute to the X-ray flux in
the soft band and thus contaminate the sample. This procedure yields a final catalogue of
569 sources for the CDFS.
This recipe for detection has the benefit that the probability of detecting a source (sen-
sitivity) across the survey region can be estimated analytically. This is done by first
computing the detection sensitivity at each position, which is defined as the number of
counts necessary for a detection. This requires a continuous background count map, which
is created by masking the detected sources from the image and applying smoothing and
extrapolation1. Next, the limiting flux in the hard band corresponding to the number of
counts is calculated using the exposure maps in the 2− 7 keV band following the methods
described in Georgakakis et al. (2008). To compute the flux, a model has to be assumed
for the spectrum of the source. Representing the “average” AGN spectrum, a powerlaw
1Specifically, the areas surrounding each detected source is assumed to have no background information.
The background in these areas is inferred from the neighbourhood.
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Figure 4.2.2: Area curve. The bottom plot shows all X-ray sensitivity curves on a logarithmic
scale for the sum of all fields (dotted magenta line) and the individual fields. The
top plot shows the sensitivity curves for the individual fields on a linear scale and
normalised to their respective maximum area (see Table 4.1), to indicate the flux
limit for detection. The XMM-XXL curve is limited in flux to 7 × 10−14 erg/s, but
incorporates the uncertainty of measuring a higher flux due to Poisson variance.
This introduces a smooth transition.
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model with slope Γ = 1.4 is used. Finally, this map of limiting fluxes is collapsed into an
single curve, such that for every 2−10 keV flux the area capable of detecting a source with
this flux is given (the area curve, or sensitivity curve). In this computation, for each flux
the area of each pixel is multiplied by the Poisson detection probability, consistent with
the detection criterion mentioned in the previous paragraph, and summed over the survey
area. The area curve of the CDFS field is shown in Figure 4.2.2.
4.2.2 Reduction of the other survey fields
I have begun by describing the data handling in the CDFS, because it is the field used in
Chapter 3, and because the handling of the data in the other surveys is very similar. For
the other three fields I now describe the differences. For the AEGIS-XD (Nandra et al.,
submitted) the data handling is the same as described above. For the C-COSMOS survey
I use the 2−10 keV selected X-ray source catalogue presented by Elvis et al. (2009), which
uses similar techniques. Only the XMM-XXL survey was treated substantially differently,
and is described below. The number of sources detected in all four fields of choice, more
than 2000 in total, is broken down by field and data reduction step in Table 4.2. The
corresponding sensitivity curves are shown in Figure 4.2.2.
The XMM-XXL survey consists of pointings with 10 ks exposure, and covers 50 deg2 in
total, split into two fields of equal area. Here, data was used only from the equatorial sub-
region due to the availability of spectroscopic redshifts there. This survey was included
because it covers a large area, and thus samples the bright and rare AGN (as opposed
to a detailed view of faint AGN in the deep Chandra fields). This is necessary for a
complete view of the AGN population, specifically for constraining the bright end of the
luminosity distribution (Chapter 6 and 7). Figure 4.2.3 illustrates the relative sizes of
the used survey fields. The handling of the XMM-XXL survey is similar in spirit to the
procedure described above for the Chandra surveys, but different due to technical reasons.
The data reduction, source detection and sensitivity map construction follow the methods
described in Georgakakis & Nandra (2011), and will be published in Liu et al. (in prep.).
Here, the most important steps are outlined.
The XMM observations were reduced by Antonis Georgakakis using the Science Analysis
System (SAS) version 12. The first step was to produce event files from the Observation
Data Files (ODF) using the epchain and emchain tasks of sas for the EPIC PN and
MOS detectors respectively. Pixels along the edges of the CCDs of the PN and MOS
detectors are removed because their inclusion often results in spurious detections. Flaring
background periods are identified and excluded using a methodology similar to that de-
scribed in Nandra et al. (2007a). Images and exposure maps in celestial coordinates with
pixel size of 4.35 arcsec are constructed in 5 energy bands, 0.5− 8, 0.5− 2, 2− 8, 5− 8 and
7.5−12 keV. All overlapping EPIC images are merged prior to source detection to increase
the sensivity to point sources. The detection algorithm is applied independently to each
of the 5 spectral bands defined above.
The source detection methodology is similar to that described in Laird et al. (2009) in the








































































































































































































































































































































































































































source detection task of sas at a low threshold of 4σ above the background, where σ is
the RMS of the background counts. For each candidate source the Poisson probability of
a random background fluctuation was estimated. This step involved the extraction of the
total counts at the position of the source and the determination of the local background
value. To match the asymmetric PSF of XMM, especially off-axis, elliptical apertures were
used from the XMM EPIC PSF parametrisation of Georgakakis & Nandra (2011). The
count extraction region was obtained by scaling the elliptical apertures to contain 70 per
cent of the PSF EEF. The total counts at a candidate source position, T , is the sum of the
extracted counts from individual EPIC cameras. For each source the local background was
estimated by first masking out all detections within 4 arcmin of the source position using
an elliptical aperture that corresponds to the 80 per cent EEF ellipse. The counts from
individual EPIC cameras were then extracted using elliptical annuli centred on the source
with inner and outer semi-major axes of 5 and 15 pixels (0.36 and 1.09 arcmin) respectively,
while keeping the same shape as the elliptical aperture in terms of rotation and ellipticity.
The mean local background, B, was estimated by summing up the background counts from
individual EPIC cameras after scaling them down to the area of the source count extraction
region. The Poisson probability P (T, B) that the extracted counts at the source position,
T , are a random fluctuation of the background was calculated. Those sources with a low
false detection probability P (T, B) < 4 × 10−6 are considered as detections. The above
methodology is optimised for the detection of point sources. The final catalogue however,
includes extended X-ray sources associated with hot gas from galaxy clusters or groups.
Also, the extended X-ray emission regions of bright clusters are often split into multiple
spurious detections by the source detection pipeline. The emldetect task of sas is
used to identify extended sources (i.e. groups or clusters) and spurious detections. Point
sources for which emldetect failed to determine a reliable fit, are considered spurious and
excluded from further analysis. The eposcorr task of sas is used to correct for systematic
errors in the astrometric positions of X-ray sources by cross-correlating with optical sources
in the SDSS-DR8 catalogue (Aihara et al. 2011) with magnitudes r < 22mag.
The flux of each source in different spectral bands is estimated by assuming a power-
law X-ray spectrum with Γ = 1.4, i.e. similar to the XRB, absorbed by the appropriate
Galactic hydrogen column density. The latter is derived from the HI map of Kalberla et al.
(2005) using the right ascension and declination of the aimpoint of each XMM observation
and the nh task of ftools. The energy to flux conversion factors are chosen to transform
counts from the 0.5-2, 0.5-8, 2-8, 5-8 and 7.5-12 keV bands to fluxes in the 0.5-2, 0.5-10,
2-10, 5-10 and 7.5-12 keV bands respectively.
From the XMM-XXL point source catalogue selected in the 2− 8 keV band, I use a sub-
sample with a total of 206 sources (see Table 4.2). This sample was chosen by maximising
the completeness of optical identification and spectroscopic redshift determination (see next
sections) through applying a bright flux cut, fX(2− 10 keV) > 7× 10−14 erg s−1 cm−2.
The computation of area curves follows the procedure described before for the CDFS.
Here, additionally the flux cut has to be taken into account by modifying the number
of counts necessary for detection when computing the sensitivity map. At each survey
position, the probability for detecting a source with a given flux and measuring a flux above
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the flux limit was computed. Due to the Poissonian nature of photon counts (Eddington
bias), the latter condition still introduces a smooth transition in the area curve, shown in
Figure 4.2.2. Specifically, it is possible to have a fainter object in the survey field, but
estimate a flux above the flux limit due to count fluctuations, and thus including it in the
sample. The area curve reflects this properly.
4.3 Extraction of spectra
Now that the point sources have been detected, extraction of the X-ray spectra is the next
step. The ACIS EXTRACT (AE) software package (Broos et al. 2010) was used to extract
spectra for each source. Initially, each source and each pointing is dealt with separately. AE
simulates the PSFs at each source position using MARX. Regions enclosing 90% PSF EEF
at 1.5keV were used to extract source spectra. The background regions are constructed
around the sources such that they contain at least 100 counts, with other sources masked
out. AE also constructs local RMFs and ARFs using ray-tracing. As a final step, AE
merges the extracted spectra so that each source has a single source spectrum, a single
local background spectrum, and a single ARF and RMF. For two sources detected at the
very edge of the CDFS exposure region, the spectral extraction failed. These sources were
not used, leaving 567 sources for the CDFS.
In the XMM-XXL field, a similar approach was used, but the extraction regions were cho-
sen manually (see Liu et al., in prep.), and the RMF/ARFs are provided by the calibration
within the SAS software package.
The next step is the spectral analysis of the X-ray spectra. However, before doing
scientific analysis, the contribution of the background to the spectrum has to be considered
(Section 4.4 below) as well as the estimation of redshifts (Section 4.7) via the association
to optical/infrared counterparts (Section 4.5).
4.4 Background model
For consistent analysis using Poisson statistics, a model has to be compared to the observed
counts. The background contribution can not be subtracted away because unlike in Gaus-
sian distributions, the subtraction of two Poisson distributions does not yield an analytic
distribution. It is common practise to use per-bin background estimates. However, this
yields unstable results in bins with few counts. I thus choose to model the background in
a parametric way using a Gaussian mixture model in the Chandra fields. This may not be
a physical model but it provides a good approximation to the background which is very
similar to the on-orbit background measurements (Baganoff 1999).
In the XMM-XXL field, this background model is not appropriate. There, a model
specific to the instruments of XMM-Newton was used, which was presented in the doctoral
thesis of R. Sturm (Sturm 2012) in a different context. This model is also based on a




4.4.1 Background model definition
The background model in the Chandra fields consists of a number of instrumental emission
lines represented by Gaussian components at mean energies of 1.486 (Al-Kα), 1.739 (Si Kα),
2.142 (Au Mα, β), 7.478 (Ni Kα), 9.713 (Au Lα; all in keV, Thompson et al. 2001). The
centres of these lines are allowed to vary within 0.1 keV. A feature at ∼ 8.3 keV (possibly
Ni/Au lines) is described by three additional Gaussians at 8.012, 8.265, 8.494 keV. The
overall continuum shape is modelled with a flat continuum level. Additionally, to model
the rise in the soft energies two Gaussians (called “softend” and “softsoftend”) are used of
widths ∼ 0.5 keV and ∼ 2 keV at centred at ∼ 0 keV. All background model parameters
(means, widths, heights) are then fitted to the extracted background spectrum of each
source. This Gaussian mixture model, “Model 1”, can be written as














with a constant base continuum C and Gaussian components of relative importance to the
continuum Ai, central energy Ei and full width half maximum parameter FWHMi. All
centres are allowed to vary within 0.1 keV. The parameters start from reasonable guesses
and are optimised as long as the fit statistic (C-Stat) improves.
Figure 4.4.1 shows the comparison between data and model for the background spectrum
of source 318 in the CDFS catalogue. The backround spectrum has a total of 3380 counts
and was chosen because it constitutes an intermediate case between the most high-count
spectra with many peculiarities and low-count spectra with almost no visible features. The
final parameter values after fitting are shown in Table 4.3 (middle column).
I now try to demonstrate that the background description is a good model. To this end,
a goodness of fit (GoF) methodology for X-ray spectra is presented. I use Q–Q plots for
model discovery and the AIC model comparison method to test for the significance of model
improvements, although any of the model comparison methods introduced in Section 5.2.2
could be chosen (see references and discussion there). I demonstrate the method using a
background source spectrum and the best fit, comparing it to a simplified model. In my
analysis, every spectrum is fitted individually to accommodate the diversity of background
spectra.
4.4.2 Goodness of Fit and Model discovery
For comparison, I present Model 2 which has several Gaussians disabled, namely the one
centred at 2.1 keV (line 3) and the three between 8 − 9 keV (line 5-7). The intent is to
compare methods evaluating whether Model 2 is a good model, where it deviates from the
data, and whether the deviation is significant.
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CDFS Source ID 318 179































Table 4.3: Background model parameters for two sources. For the left source, the model is shown
in Figure 4.4.1. Positions and FWHM are in keV. Amplitudes are unitless, except for



















unbinned data model 1 model 2 model 1 model 2 binned data
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binned residuals model 1 binned residuals model 2
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12 parameters less 
than Model 1
∆AIC = 20.6




9 parameters less 
than Model 1
∆AIC = -3.6
Figure 4.4.1: Comparison of the background data from Source 318 with background models. The
best model is shown in blue, while the red model has several features removed (see
text in Section 4.4). In the top two panels, the usual count spectrum is shown with
residuals (left unbinned, right binned to at least 20 counts per bin). The large,
bottom panel presents the corresponding Q–Q (quantile-quantile) plot. For each
energy E, the model counts predicted and the counts observed below E are recorded
on the plot. The grey dashed line is where data and model would perfectly agree.
Model 1 (blue solid top line) follows this line very closely, and thus can be considered
a good model. Model 2 (red solid bottom line) deviates from the grey dashed line
at 2 keV, indicating that a feature in the data may be missing in the model. The
shape and size of the deviation also indicates the shape of the needed feature. The
significance of the feature can be tested using model selection. Here, the AIC shows
that the feature at 2 − 2.5 keV is justified (∆AIC > 0), but adding the another
feature at 8− 9 keV is not (shown in green, see text in Section 4.4 for details).
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The classic method is to plot the data, model and the residuals. This is shown in the
upper left panel of Figure 4.4.1 for the un-binned data and model, with the residuals below.
The upper right panel shows the same, but with adaptive binning requiring 20 counts in
each bin. The feature at 2.1 keV is visible immediately, while the feature at 8 − 9 keV is
less striking.
I introduce an alternative method of analysing the quality of a model: the Q–Q plot,
shown in the large lower panel. For each energy E, the model counts predicted and the
counts observed below E are recorded on the plot. Here the counts are shown, while statis-
ticians typically use quantiles, i.e. the fraction of observations that lie below a quantity.
This does not influence the main point, namely the shape of the curve. The grey dashed
line is where data and model would perfectly agree. A steeper curve means the model pre-
dicts more counts than observed, while a shallower curve indicates an excess of observed
counts.
An example of the Q-Q plot is shown in the lower (large) panel of Figure 4.4.1. The gray
dashed line indicates the line where the model counts agree perfectly with the observed
counts. Model 1 (blue solid top line) follows this ideal line very closely, and thus can be
considered a good model. When removing a feature, as in Model 2 (red solid bottom line),
deviations from the grey dashed line can be seen, indicating that a feature in the data
(here at 2 keV) is not modelled. Above 2.5 keV, the line is parallel to Model 1, indicating
no further difference. This means the feature is confined to this energy range. One can also
see that the difference required to bring the lines into agreement looks like the cumulative
distribution of a Gaussian (a S-shape) rather than e.g. a straight line for a flat distribution.
Another, but more subtle, deviation is visible between 8− 9 keV. This is highlighted using
the green solid middle line which does model the 2 keV feature.
Having found a good model (Model 1), and slightly worse, simpler models, the next step
is to test whether the improvement is significant. For instance, it seems doubtful that the
small feature at 8− 9keV justifies modelling with 3 Gaussian components (9 parameters).
For this, the AIC is employed, which punishes the improvement in likelihood (C-stat) by
the number of parameters. This technique is presented in Section 5.2.2 in more detail. As
AIC(Model 1) − AIC(Model 2) = 20.6 > 0, the worsening of the fit is strong enough to
justify the feature at 2keV (red text in Figure 4.4.1). But if instead the feature at 8−9 keV
is removed, the AIC decreases due to the simplification of the model (green text). Thus,
in this source, the 8 − 9 keV feature can be ignored. However, in sources with more
counts, it is required (see Figure 4.4.2 for one example). Based on this evaluation (across
all background spectra), I adopt “Model 1” for the Chandra surveys, even for individual
spectra where the model not justified. This is because it always captures the necessary
features, regardless of the number of counts in the background spectrum.
4.4.3 Using the background model
For the subsequent X-ray spectral analysis of the source spectrum, the background spectral
model specified above (Model 1) is added on top of the source spectral model, scaled by
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than Model 1
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than Model 1
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Figure 4.4.2: Same as Figure 4.4.1, but for Source 179 (11802 counts). Unlike Figure 4.4.1, the
feature between 8 − 9 keV is required (∆AIC > 0). In the lower panel, there is a
mild, continuous deviation from the grey dashed line indicating that a mild increase
in the higher energy counts. This hints that the model could potentially be improved
further, e.g. by applying a slope to the continuum. Because this spectrum has the
highest number of counts, is the only one exhibiting this deviation, and source spectra
typically have one order of magnitude fewer counts than background spectra, I did
not attempt further complications of the model.
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for the background spectral model are kept fixed (although they are different from source
to source). In general, there may be cases where simultaneous analysis of background and
source model parameters provides better results. However, because the larger background
region captures many more background photons than the source region, the background
model is well constrained by the background data alone.
4.5 Association with optical/infrared counterparts
For a meaningful analysis of the X-ray spectra, redshift information is needed. Due to
the absence of clear lines in the X-ray spectrum of AGN and the complicated form of the
response, the redshift can generally not be obtained from the X-ray spectrum directly. It is
thus necessary to associate the X-ray position of each source with optical/infrared counter-
parts and estimate redshifts using photometric methods or optical/infrared spectroscopy
(see Section 4.7).
For the association of AGN, infrared wavelengths provide the best matching capabilities,
because the dusty torus of AGN is often a strong black-body emitter in these wavelengths
which stands out due to the slightly lower number of other sources emitting in this band
as compared to other wavelengths and the high resolution of deep surveys by infrared
telescopes, making the matching very accurate.
In the AEGIS-XD, COSMOS and XMM-XXL fields, I used published associations.
There, the Likelihood Ratio method of Sutherland & Saunders (1992) was used for the
identification of the X-ray sources with optical or infrared counterparts. In this method,
the distance between detected positions between the two catalogues is considered. Addi-
tionally, the likelihood is weighted by the ratio q¯(m)/n¯(m), where m is the magnitude in
the considered wavelength band, q¯ is the magnitude distribution of the target population
(e.g. AGN, known from previous surveys) and n¯ is the magnitude distribution of the back-
ground sources (all others, e.g. stars, passive galaxies). Specific details on the association
of X-ray sources with optical/infrared counterparts are presented by Nandra et al. (sub-
mitted). They used the multi-waveband photometric catalogue provided by the Rainbow
Cosmological Surveys Database (Pérez-González et al. 2008; Barro et al. 2011a,b). The
counterparts of C-COSMOS X-ray sources are taken from Civano et al. (2012). For the
identification they used the I-band selected optical sample of Capak et al. (2007), the K-
band photometry of McCracken et al. (2010) and the IRAC-3.6µm catalogue of Sanders
et al. (2007). X-ray sources in the XMM-XXL survey were matched to the SDSS-DR8 pho-
tometric catalogue Aihara et al. (2011) following the methods described in Georgakakis &
Nandra (2011).
For the CDFS, a different association method was used. I developed a Bayesian version
of the Likelihood Ratio method based on the probabilistic formalism of Budavári & Szalay
(2008), which is presented in the next section. This method has the advantage that mul-
tiple catalogues can be taken into account easily. However, results in the CDFS are very
similar to those obtained with the Likelihood Ratio method. This method was applied by
Li-Ting Hsu in the CDFS region, and presented in Hsu et al. (2014) as a catalogue of the
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counterparts to CDFS X-ray sources. The photometric catalogues used include the CAN-
DELS multi-wavelength catalog of Guo et al. (2013), the MUSYC catalogue presented by
Cardamone et al. (2010) and the TENIS near-infrared selected source catalogue described
by Hsieh et al. (2012).
In the following section I present the new Bayesian method in detail. Finally, I have
found that for some fraction of objects it is actually possible to obtain the redshift from
the X-ray spectrum directly. This is discussed in Section 4.7.2.
4.6 Bayesian association method (Nway)
Lets consider the problem of finding associations across catalogues. I strongly rely on
the methodology developed by Budavári & Szalay (2008) to compute the probability of an
association between n catalogues based on distances (described in Section 4.6.1). However,
I do not require an object to have a counterpart in each of the catalogues. Especially for
faint sources, it is often the case that the counterpart is not detected. In Section 4.6.1, I
describe how unlikely associations are removed, revealing the most likely counterpart, or
multiple options in ambiguous cases.
In Section 4.6.2, I amend this approach by also considering magnitude information.
Members of a certain class of objects will have a different magnitude/colour distribution
than the non-members of this class. Thus, the results can be informed about more prob-
able associations based on previous knowledge. Finally, in 4.6.4, I describe the Nway
implementation which implements the methodology in a generic, easy-to-use fashion.
4.6.1 Distance-based matching
In this work, I consider the problem of finding counterparts to a primary catalogue (i = 1),
namely the X-ray source position catalogue. Let each Ni denote the number of entries for
the catalogues used, and νi = Ni/Ωi denote their source surface density on the sky.
If a counterpart is required to exist in each of the k catalogues, there are
∏k
i=1Ni possible
associations. If we assume that a counterpart might be missing in each of the matching
catalogues, there are N1 ·
∏k
i=2(Ni + 1) possible associations. This minor modification,
negligible for Ni  1, is ignored in the following for simplicity.
If each catalogues covers the same area with some respective, homogeneous source density
νi, the probability of a chance alignment on the sky of physically unrelated objects can
then be written (Budavári & Szalay 2008, eq. 25) as










Thus P (H) is the prior probability of an association. The posterior should strongly exceed
this prior probability, to avoid false positives.
To account for non-uniform coverage, P (H) is generalised so that the “prior completeness
factor” c, which gives the expected fraction of sources with reliable counterpart (due to
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only partial coverage of the matching catalogues Ωi>1 6= Ω1, depth of the catalogues and/or
systematic errors in the coordinates). Our prior can thus be written as




Bayes’ theorem connects the prior probability P (H) to the posterior probability P (H|D),
by incorporating information gained from the observation data D via
P (H|D) ∝ P (H)× P (D|H). (4.6.3)
Then, comparing two different hypotheses (H and H¯), we can write how probable one is











where the Bayes factor B indicates the strength of hypothesis H based on the observations.
In the case considered here, for each association, the model “chance alignment” is compared
with the model “real association”. The relevant Bayes factor, developed in (Budavári &
Szalay 2008, eq. 18), is dependent on the angular distance φij between the source positions




















Here, σi denotes the positional uncertainty in each catalogue.
For each association the posterior of the hypothesis “real association” is then




B · P (H)
]−1
(4.6.7)
For each combinatorically possible association across the catalogues, Equations 4.6.7 and
4.6.6 describe the probability that this association is real (i.e. not by chance). The task
now is to begin with the primary catalogue (the X-ray positions) and find for each X-ray
detection one or more realistic associations to consider.
First, I write the probability that the X-ray source has any association at all, by summing
the probability of its possible counterparts:









This is possible because the prior remains the same across all associations and because
associations are mutually exclusive. Based on this posterior we can reject or accept the
hypothesis that a real association exists for each object in the primary catalogue. If we
accept the hypothesis that this source has a counterpart, the probability for any specific
association k is




Here, I have used that a priori all associations are equally likely. This posterior can be
used to reject unlikely counterparts. A “secure” counterpart could be defined by the re-
quirement P ("any real association"|D) > 99% and P (k|D, "any real association") > 95%,
for example.
One subtlety of Equation 4.6.8 is that it only considers the associations enumerated, i.e.
the combinations of all detected objects. However, very faint counterparts may have not
been detected with the current exposure depth. The possibility that another, undetected
counterpart is the correct one is thus not included in Equation 4.6.8 nor Equation 4.6.9.
Low probabilities in Equation 4.6.7 even for the most probable association may indicate
that no suitable counterpart has been found yet.
4.6.2 Magnitudes
Astronomical objects of various classes often show distinct color and magnitude distri-
butions. Because most X-ray point-sources in deep images are AGN, and the fact that
AGN show a different optical magnitude distribution than other objects such as stars,
this information can be exploited. Previous works (Brusa et al. 2005, 2007) have modified
the likelihood ratio coming from the angular distance f(r) information (likelihood ratio





Here, q(m) and n(m) are associated with the magnitude distributions of source (e.g. AGN)
and background objects (e.g. stars, passive galaxies) respectively, but additionally contain
sky density contributions.
This idea can be put on solid footing within the Bayesian framework. Here, two Bayes
factor are combined, by simply considering two independent observations, namely one for
the positions, Dφ, and one for the magnitudes Dm. The Bayes factor thus becomes
B′ =
P (Dφ|"real association")
P (Dφ|"chance alignment") ×
P (Dm|"real association")
P (Dm|"chance alignment") (4.6.11)





with q¯(m) and n¯(m) being the probability that a X-ray source or a background object has
magnitude m respectively.
For completeness, I mention the fully generalised case. This is attained when an arbitrary
number of photometry bands are considered, each consisting of a magnitude measurement
m and measurement uncertainty σm:





n¯(m) p(m|Dm) dm (4.6.13)
Here, p(m|Dm) would refer to a Gaussian error distribution with mean m and standard
deviation σm. This is convolved with the distribution properties. Alternatively, p(m|Dm)
can also consider upper limits. The posterior formulae P (·|D) introduced above (Equations
4.6.8 and 4.6.9) remain the same, with B′ replacing B.
4.6.3 Auto-calibration
The probability distributions q¯(m) and n¯(m) can be taken from other observations by
computing the magnitude histograms of the target population (e.g. X-ray sources, AGN)
and other objects selected in other wavebands.
Under certain approximations and assumptions, these histograms can also be computed
during the catalogue matching procedure while also being used for the weighting. One could
perform the distance-based matching procedure laid out above, and compute a magnitude
histogram of the secure counterparts as an approximation for q¯(m) and a histogram of
ruled out counterparts for n¯(m). While the weights q¯(m)/n¯(m) may strongly influence
the probabilities of the associations for a single object, the bulk of the associations will
be dominated by distance-weighting. One may thus assume that the q¯(m) and n¯(m) are
computed with and without applying the magnitude weighting are the same, which is
true in practice. When differences are noticed, they will only strengthen q¯(m), and the
procedure may be iterated.
4.6.4 Implementation
My implementation for matching n catalogues is a Python program called Nway. The
input catalogues have to be in FITS format. Information about the (shared) sky coverage
has to be provided to the program as well. The program proceeds in four steps.
First, possible associations are found. It is unfeasible to consider all theoretical possibil-
ities (complexity O(
∏k
i=1Ni)), so the sky is split first to cluster nearby objects. For this, a
hashing procedure puts each object into square bins. The bin width w is chosen so that an
association of distance w is improbable, i.e. much larger than the largest positional error.
An object with coordinates φ, θ is thus put into bin (i, j) = (bφ/wc , bθ/wc), but also into
bins (i+ 1, j), (i, j + 1) and (i+ 1, j + 1) to avoid boundary effects. This is done for each
catalogue separately. Then, in each bin, the Cartesian product across catalogues (every
possible combination of sources) is computed. All associations are collected across the bins
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and filtered to be unique. The hashing procedure adds very low effort O(
∑k
i=1Ni) while





). All primary objects
that have no associations past this step have P ("any real association"|D) = 0.
The second step is the computation of Bayes factors using the angular distances between
counterparts. The prior is also evaluated from the size of the catalogue and the effective
coverage, as well as the user-supplied prior incompleteness factor. The posterior for each
association based on the distances only is calculated.
In the third step the magnitudes are considered, and the Bayes factors modified. An
arbitrary number of magnitude columns in the input catalogues can be specified. It is
possible to use external magnitude histograms (e.g. for sparse matching with few objects)
as well as computing the histograms from the data itself (see Section 4.6.3). The breaks of
the histogram bins are computed adaptively based on the empirical cumulative distribution
found. Because the histogram bins are usually larger than the magnitude measurement
uncertainty, the latter is currently not considered. The adaptive binning creates bin edges
based on the number of objects, and is thus independent of the chosen scale (magnitudes,
flux). Thus the method is not limited to magnitudes, but can be used for virtually any
other known object property (colours, morphology, variability, etc.).
In the final step, associations are grouped by the object from the primary catalogue (here:
the X-ray source). The posteriors P ("any real association"|D) and P (k|D, "any real association")
computed. For the output catalogue a cut on the posterior probability (e.g. above 80%)
is applied, and all associations with their posterior probability are written to the output
fits catalogue file. In practice, for the case of the CDFS field, the automated procedure
laid out above results in a single association for the majority of X-ray sources. For a small
number of sources, no counterpart, or multiple possible counterparts are found (see Hsu
et al. 2014, for more details).
4.7 Redshift estimation
The X-ray survey fields used in this work benefit from extensive spectroscopic campaigns
that also specifically target X-ray sources. In the CDFS, the spectroscopic redshifts com-
piled by N. Hathi (private communication, see Hsu et al. 2014) are used. Spectroscopic
redshift measurements of X-ray sources in the AEGIS field are extracted from the compi-
lation presented in Nandra et al. (submitted) which included also the DEEP2 (Newman
et al. 2012) and DEEP3 galaxy redshift surveys (Cooper et al. 2011, 2012) as well as
observations carried out at the MMT using the Hectospec fibre spectrograph (Coil et al.
2009). Redshifts in the C-COSMOS are used from the compilation of Civano et al. (2012)
which includes the public releases of the VIMOS/zCOSMOS bright project (Lilly et al.
2009) and the Magellan/IMACS observation campaigns (Trump et al. 2009).In the case
of XMM-XXL, optical spectroscopy is from Stalin et al. (2010), the Baryon Oscillation
Spectroscopic Survey (BOSS; Dawson et al. 2013; Bolton et al. 2012; Smee et al. 2013) as
well as dedicated Sloan Digital Sky Survey III (SDSS: York et al. 2000; Gunn et al. 2006;
SDSS-III: Eisenstein et al. 2011) ancillary science observations, which targeted specifically
53
CHAPTER 4. DATA
X-ray sources in the equatorial XMM-XXL field (PI: A. Merloni, A. Georgakakis). Targets
were selected to have fX(0.5− 10 keV) > 10−14 erg s−1 cm−2 and 17 < r < 22.5, where r
corresponds either the PSF magnitude in the case of optical unresolved sources (SDSS
type=6) or the model magnitude for resolved sources (see Menzel et al., in prep.). At
the flux limit fX(2− 10 keV) > 7× 10−14 erg s−1 cm−2, 84% (174/207) of the XMM-XXL
sources have secure redshift measurements.
Overall, only 1072 of the 2096 X-ray sources have spectroscopic redshifts (see 4.2). The
CDFS, AEGIS-XD and COSMOS fields have multiwavelength photometric observations
that allow photometric redshift estimates for sources that lack spectroscopy. The pho-
tometric redshifts were computed by Li-Ting Hsu and Mara Salvato and are presented
in Hsu et al. (2014) for the CDFS, Nandra et al. (submitted) for the AEGIS-XD field,
and Salvato et al. (2011) for the COSMOS field. These employed methods developed in
Salvato et al. (2009, 2011) to achieve photometric redshift accuracies for X-ray AGN com-
parable to galaxy samples. This photometric fitting method, using software from Ilbert
et al. (2006, 2009), is capable of not just computing a most likely redshift point estimate,
but also produces redshift probability distributions. For the study in Chapter 5, I used
the photo-z probability distributions directly to incorporate the uncertainty of the redshift
estimate. However, in addition to the uncertainty due to measurement errors, the method
of photometric redshift has systematic errors due to incomplete template libraries, failures
in automatically extracting correct fluxes at the edge of images, blending of sources caus-
ing the flux to be confused, etc. The most important systematic contribution is probably
incorrect associations. In Section 4.7.1, I show how systematic effects can be taken into
account to make further inference more robust. The outcoming photometric distributions
were used for the analyses in Chapter 6.
A by-product of the photometric redshift determination is the characterisation of the
Spectral Energy Distribution (SED) of X-ray sources. This information is used to identify
candidate galactic stars in the X-ray sample and exclude them from the analysis. Following
Salvato et al. (2011) if stellar templates provide an improved fit to the SED of a source, as
measured by the reduced χ2 i.e. χ2star < χ2gal/1.5, and the source is point-like in the optical
images, then it is considered to be a galactic star candidate. The number of removed stars
is indicated in Table 4.2.
For the XMM-XXL field, multiwavelength photometry from the UV to the infrared
which homogeneously covers the surveyed area is not available. This is essential for reliable
photometric redshifts, especially in the case of bright X-ray samples like the XMM-XXL
(e.g. Salvato et al. 2011). Therefore, for the X-ray sources without spectroscopic redshift
measurement in that field (32/206) I chose not to determine photometric redshifts. These
sources are still included in the analysis by assigning them a flat redshift prior (see below
for details). Inspection of the images suggests no contaminating stars in the XMM-XXL
bright sub-sample.
To summarise, the redshift determination falls in one of three cases for each X-ray source:
1. No redshift information available (58 sources): This is the case if no spectroscopic
redshifts are available, and photometric redshift estimation is not possible due to
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limited photometry. This case also applies when no secure association was found.
Such a source is associated with a flat redshift distribution in the interval z = 0.001−
7.
2. Spectroscopic redshifts (1072 sources): Wherever secure spectroscopic redshifts are
available, they are used directly, i.e. I do not associate redshift uncertainty to them.
Different surveys use different conventions to define the reliability of the redshift
measurement. This work only considers spectroscopic redshifts from the top two
quality classes of any study, which typically corresponds to a probability better than
95 per cent of being correct.
3. Photometric redshifts (986 sources): These are included in the analysis in the form
of probability distribution functions. I also incorporate systematic uncertainties e.g.
due to incorrect association to an optical counterpart (see Section 4.7.1).
Table 4.2 on page 35 shows a breakdown of how many sources fall into each category.
The distribution of redshifts is plotted in Figure 4.7.1 for spectroscopic and photometric
redshifts respectively. Figure 4.7.2 shows the redshift distribution in each field.
4.7.1 Robust photometric redshift probability distributions
On a high-level, the quality of redshift point estimates for a specific sample can be described
by two quantities, which are estimated from a sub-sample where spectroscopic redshifts
are available: the outlier fraction η and the scatter σ (Salvato et al. 2011). The outlier
fraction describes the failure rate or accuracy of the redshifts, i.e. how frequently the
redshift estimate is far off the mark:
η : fraction where
∣∣∣∣zphot−zspec1 + zspec
∣∣∣∣ > 0.15 (4.7.1)
The scatter width σ describes how precisely the redshifts are scattered around the true
value. The sample can be characterised using the normalised median absolute deviation




These two quantities are interpreted such that the redshift estimate zphot is distributed
along a normal distribution centred at the true value zspec with standard deviation σNMAD ·
(1 + zspec). Additionally, a fraction η of the redshift estimates are drawn from a different
distribution, which can be described as flat over a redshift range (0, zmax). Here I considered
zmax = 5 for outliers. The probability distribution of the point estimator incorporating
systematic errors (SYSPE) can thus formally be written as
SYSPE(z) := η × U(0, zmax) + (1− η)× N(zphot, σ) (4.7.3)
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Figure 4.7.1: Redshift distribution of the full sample. Here, the spectroscopic redshifts (green) are
separated from the photometric redshifts (blue). The latter reach out also to higher
distances.































Figure 4.7.2: Redshift distribution in each field. Here, the adaptive histogramming method
“Bayesian Blocks” has been used, which splits blocks whenever a significant dif-
ference in density is detected. This is both a visualisation and a statistical test for
non-uniformity of the redshift distribution. Here, several redshift ranges with over-
densities have been identified. Most notable are the peaks at z ≈ 0.5− 0.7, which is
the age when galaxy clusters are detectable in X-rays. Proximity on the sky is not
taken into account in this plot.
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Figure 4.7.3: Photo-z error analysis. The left panel shows the distribution of the photometric
redshift point estimate for the sub-sample with spectroscopic redshifts analysed in
Hsu et al. (2014). The deviation from the 1:1 relationship (grey dashed line) can be
described by the key numbers σNMAD and η. The right panel shows that these can
model the probability distribution as a combination of a Gaussian and a uniform
distribution. Here, the deviation from the 1:1 line, NAD = |zphot−zspec| / (1 + zspec)
is considered. The grey area shows the cumulative distribution of the sample. The
dashed black line shows the combination of a Gaussian scatter and a uniform distribu-
tion based on σNMAD and η (see text). This approximates the empirical distribution
reasonably well.
Here, U(a, b) represents a uniform distribution between a and b, and N(µ, σ) a normal
distribution centered at µ with width σ. The right panel of Figure 4.7.3 shows that this
modelling in fact matches the empirical distribution very well when considering the cumu-
lative distributions of |zphot−zspec| / (1 + zspec).
In this work, I would like to similarly incorporate catastrophic outliers. These are not
contained in the photometric redshift distribution (PDZ) from SED fitting. Thus, I follow
an analoguous modelling of the uncertainty contribution: I allow a broadening of the PDZ
by convolution with a Gaussian kernel of width σ¯ and add a flat probability plateau with
weight η¯:
SYSPDZ(z) := η¯ × U(0, zmax) + (1− η¯)× (PDZ ∗ N(0, σ¯)) (4.7.4)
The effect of such a convolution on the PDZ is illustrated in Figure 4.7.4. Note that for
the special case of σ¯ = 0 and η¯ = 0, SYSPDZ is exactly PDZ. The two parameters σ¯
and η¯ have a slightly different definition than σ and η above, but take the same roles for
characterising the systematic uncertainty. I fit for the parameters using the spectroscopic
sub-sample by maximising the likelihood
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Figure 4.7.4: Demonstration of the kernel convolution of the PDZ. Left panel: Using a smoothing
kernel, the initially very sharp redshift distribution is smoothened out. The right






defined as the product of the value of the modified PDZ at the true redshifts zspec. PDZs
that are far off the true value will demand an increase in σ¯ and η¯, however raising both
values diminishes the SYSPDZ value overall due to normalisation of probability distribu-
tions.
The best fit parameters are σ¯ = 0.024, 0.048, 0.029 and η¯ = 1.8%, 0.6%, 2.3% for the
CDFS, AEGIS-XD and C-COSMOS samples respectively. These numbers are not directly
equivalent to the point estimate based definition of σNMAD and η (see Salvato et al. (2011)
and Hsu et al. 2014), but the numbers are of comparable magnitude. I thus use the
smoothed SYSPDZ distributions instead of the PDZs for the analysis in Chapter 6.
A simpler method for incorporating the systematic uncertainty would be to use the mod-
elling based on the point estimator (SYSPE). But when comparing the likelihood value, as
in Equation 4.7.5, I found that SYSPE (Equation 4.7.3) always has lower likelihood values
than the kernel smoothing SYSPDZ (Equation 4.7.4), even with optimal parameters. This
shows that the PDZ contains valuable information due to e.g. secondary solutions, which is
missing in the point estimator zphot, and that SYSPDZ is the most faithful representation
of the state of the redshift information.
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4.7.2 X-ray spectroscopic redshifts (XZ)
Above, I have explained the association of X-ray sources to infrared/optical counterparts
in detail, and discussed the computation of photometric redshifts via SED fitting. I have
also discussed the systematic errors associated with the fitting method, by comparing a
spectroscopic reference sample to the results obtained by photometric redshift estimates.
However, one of the remaining sources of uncertainty is the association with optical/IR
counterparts, i.e. the problem of confidently choosing the wrong counterpart. The mag-
nitude of this error is also difficult to estimate, especially in the deep fields. One way to
improve in this regard is to compute photometric redshift distributions for every possible
association, and to marginalise the redshift probability distribution using the posterior
probability of the association. This is of course not very practical, due to the unmanagable
number of computations involved. Instead, it would be ideal to side-step the association
and obtain redshifts from the X-ray spectrum directly. Here, I present the properties of
such a technique.
The technique of X-ray redshifts for AGN (XZ) is in principle very similar to SED fitting.
A model with a number of parameters, which include the unknown redshift, is compared
to the observed data. The details of the technique of applying a model to X-ray data
in a Bayesian framework is presented in Chapter 5. It may thus be enlightening for the
reader to revisit this section after reading Chapter 5. Without going into detail here,
the outcome of the analysis is a probability distribution on the redshift, by marginalising
over all other parameters. There are differences to SED fitting however, most notably
the wavelength range used. In XZ, the X-ray spectrum (0.5 − 8keV) is used directly. In
contrast to photometric redshift fitting, XZ is a spectroscopic redshift technique, although
the resolution of the detector is coarse in comparison to optical spectra.
For the current discussion it is sufficient to consider the model to be a photo-electrically
absorbed powerlaw. The model is very similar to the torus+scattering model presented
in Chapter 5, consisting of a powerlaw emitter within a toroidal obscurer (Brightman
& Nandra 2012) with an additional scattering component. The scattering component’s
power law index and the intrinsic power law are linked, but left free between 1 < Γ < 3.
I use uniform priors on all variables except for scale variables like normalizations and
the hydrogen column density, for which I use a Jeffreys prior (same as in Chapter 5, see
motivation there). For the redshift, a flat prior between 0.1 < z < 6 is used. Finally, I
added a collisionally ionised plasma component (apec) to model stellar contributions from
the host galaxy.
First I demonstrate that the method is clearly capable of constraining the redshift,
and discuss why this is possible at all. Figure 4.7.5 and 4.7.6 shows the posterior on
the redshift parameter obtained for four objects in the CDFS, using the X-ray spectrum
only. The corresponding X-ray spectra are shown in Figure 4.7.5. The top spectrum, ID
430, shows a virtually flat spectrum, indicating high column density. The Fe-Kα line is
visible, and presumably this is the feature constraining the redshift in this spectrum. The
second spectrum (ID 87) shows a very different case. Here, the overall shape matches
the data, and both exhibit several “wiggles”. These are due to the detector’s non-linear
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behaviour, which is of course independent of the redshift of the source, and the absorption
edges of the photo-electric absorption, which are dependent on the redshift parameter. By
varying the parameters, the XZ method found that a single, well-constrained combination
of redshift, obscuring column density and normalisation matches the shape of the spectrum
better than any other. This allows the redshift to be constrained. Figure 4.7.6 shows two
more examples. The spectra indicate that several features in the X-ray spectrum can help
constrain the redshift, most notably the edges in the photo-electric absorption cross-section
and the Fe-Kα line.
Now I have established that the XZ method obtains the correct redshift for at least some
sources. But spectra of AGN exhibit a wide diversity of features in the 0.5 − 8keV band,
as shown in Figure 4.7.5. For the technique to succeed, it is important for the model to
capture all of these effects, as a mismatched model specification can result in catastrophic
redshift estimates, and unwittingly introduce large systematic uncertainties in the derived
spectral parameters. Thus, to understand if this is a problem, the next step is to investigate
under which circumstances the XZ method delivers good results, and how often it gives
incorrect results.
Figure 4.7.7 shows that the obscuring column density and the number of detected counts
have influence on the amount of information gained for the redshift parameter. The other
spectral parameters such as the photon index Γ, scattering component, the redshift, etc.
do not show any trends with the information gain. In other words, only the number of
counts and the obscuration determine whether the redshift can be constrained. Here, the
information gain (IG) is used as a measure how much the posterior distribution differs
from the prior (see Section 5.2.4 for a formal definition). In the case here it just measures
how concentrated the PDZ is (see Figure 4.7.5 and 4.7.6 for illustration).
To test whether the derived redshift is correct, a sample of objects with secure spec-
troscopic redshifts is selected from the CDFS. 295 sources where considered. 78 sources
(26%) show significant information gain (> 1.2 nats) using the XZ technique. These are
shown in Figure 4.7.8. For all but a few sources (6% in the CDFS), the true redshift is
bracketed by the XZ estimate. This fraction of outliers is comparable to the outlier fraction








Figure 4.7.5: Redshift constraints obtained using the XZ method. For four selected objects (con-
tinued in Figure 4.7.6), the X-ray spectrum (left panels) and the obtained redshift
posterior distribution is shown (right panels). In the right panels, the source ID
and the information gain is given. The information gain is a measure of the dif-
ference between the flat redshift prior distribution and the posterior. Sources with
good constraints show KU > 1.2 nats. For comparison, the photo-z estimate (PDZ,
dotted red) and the spectroscopic redshift (vertical solid red line) are shown when
available. The corresponding spectra are shown in the left panels. In green, the
obtained counts are shown, binned for visualisation. Blue shows the spectral model.







Figure 4.7.6: Continuation of Figure 4.7.5. The top spectrum (ID 232) shows a case where the
spectrum of the AGN is mixed with stellar contributions of the host galaxy. Here it
is probably the stellar component that constrains the redshift, although the redshift
posterior is very broad (low information gain, IG). In the bottom spectrum (ID 302)
I show a spectrum that shows few features. Essentially, only redshifts at z > 2.5
could be excluded by the XZ technique.
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IG < 1.0 nats
IG > 1.2 nats
Figure 4.7.7: Dependence of information gain (IG) on column density and number of X-ray counts.
Sources with IG > 1.2 nats (red points) have good redshift constraints (see 4.7.5 for
illustrations). The remainder are plotted in gray (less than 1.0 nats) and green
(intermediate). The required number of counts and column density to obtain good
constraints are shown. For sources with NH > 1023cm−2, 100 counts are required
for good constraints. For sources with lower column density (NH = 1022−23cm−2),
at least 1000 counts are necessary. For unobscured sources (NH < 1022cm−2), it is
generally not possible to constrain the redshift. This shows that the determining
factor for good redshift constraints is the AGN obscuration, via absorption edges.
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Figure 4.7.8: Evaluation of XZ redshift estimates. The dashed, grey line shows the ideal 1:1
relationship. The error bars indicate the 10% and 90% quantile range of the XZ
estimate. Sources with significant information gain, IG > 1.2 nats are shown in red
(see 4.7.5 for illustrations). The remaining sources are plotted in gray (less than
1.0 nats) and green (intermediate).
In conclusion, the XZ method of obtaining redshifts directly from the X-ray spectrum
can constrain the redshift tightly, with a low fraction of outliers. This method effectively
side-steps the costly and difficult association and redshift estimation using infrared and
optical wavelengths. However, this method is only applicable in a minority of sources
(∼ 25% in the CDFS) with sufficient constraints. There, however, the error rate is low,
indicating a powerful complementary approach that can assist optical/infrared redshift
estimation techniques.
4.8 Sample selection
I now return from these side-notes on redshift estimation to the treatment of the X-ray
spectra, which prompted redshift estimation in the first place. As a last preparation step,
I remove spectra that may be contaminated by non-AGN processes.
Based on the initial hard-band detection, passive (non-AGN) galaxies should already be
absent from the sample, except for nearby, star-forming galaxies. The latter can be removed
to a large degree by excluding intrinsically faint sources that have LX < 1042 erg/s with
at least 90% probability. Additionally, stars have been removed during redshift estimation
(see Section 4.7). The number of objects used in the luminosity function analysis (Chapter
6) is shown in Table 4.2. Figure 4.8.1 visualises the properties of the sample.
For the study of the obscurer in Chapter 5, more stringent criteria are necessary. There,




























































































































































































































































































































































































































































































































































































































































































































as the column density. These exclusion criteria are described in the next section.
4.9 Sub-sample for study of the obscurer geometry
For the study presented in Chapter 5, it is not important to have an unbiased sample of
AGN. Instead, a clean sample is required that only includes AGN contributions, ideally in
all their variety. This study was performed based on the CDFS survey.
Star-burst galaxies can contaminate the sample and skew the inferences about AGN,
especially with regards to the soft energy ranges. I adopt the criteria for inclusion of
AGN from Xue et al. (2011): Sources with LX, 2−10keV < 3 × 1042erg/s, effective power
law index Γeff > 1 and log LX/Lopt < −1 are not used. These criteria select weak X-ray
sources that are much brighter in the optical, and additionally emit mostly soft X-rays.
This selection is designed to exclude sources with non-negligable host contribution. Thus,
moderate-luminosity AGNs in star-burst galaxies and low-luminosity AGN are not studied.
Furthermore, objects classified as stars or galaxies (i.e. host-dominated sources in the X-
ray) by Xue et al. (2011) are removed. From the initial sample of 526 X-ray sources
detected in the CDFS in either the soft or hard band, 346 AGN remain.
Model selection assumes that one model is the correct one (see Section 5.2.3). For
determining whether the model could produce the data at hand, I adaptively bin the
spectrum counts so each bin contains 10 counts. Then I compute the χ2-Statistic for the
best fit model parameters. If χ2/n > 2, where n is the number of bins, the object is
not used for model comparison. For low count spectra, this criterion is relaxed further
(2.3 if less than 500 counts, 3 if less than 100 counts, 5 if less than 50 counts) due to the
stronger Poisson variance. These limits were obtained by simulating a flat Poisson spectrum
across bins, so that they exclude the true value in fewer than 1% of the simulations. The
13 affected sources were visually inspected in the X-ray and optical and at least 5 of
them can be clearly explained by outliers in the photometric redshift due to contaminated
photometry or incorrect association. With an outlier fraction of η = 4− 6%, the expected
number of outliers is ∼ 20. 334 AGN remain in the sub-sample after these objects are
excluded.
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5 The nature of the obscurer around
SMBH
A striking result from observational data in the last 30 years show that a large fraction,
if not the majority of AGN, are obscured by cold, molecular material that blocks a direct
view of central AGN. One central question in understanding the entire AGN population
is thus to study the fraction of obscured AGN and the basic geometrical properties of the
associated gas and dust clouds. In order to robustly characterise the obscuring material, it
is essential to understand the effects of this line-of-sight obscuration. A number of studies
have investigated the column density distribution using different methodologies, including
hardness ratios and spectral models of varying complexity.
Studies of nearby, obscured AGN have demonstrated complex spectra that include a
photo-electrically absorbed powerlaw, a soft X-ray excess which can be associated to an
ionisation cone, strong FeKα line emission, ionised bulk outflows, and/or a strong reflection
contribution (see Introduction section 3.2). These effects indicate that the gas is, at least
in these objects, arranged in a complex way. In order to get robust constraints on the
obscuration all these physical processes need to be accounted for.
In deep field observations, which preferentially detect high-redshift objects, simpler tech-
niques have been applied due to the limited count statistics. For example, Cappelluti et al.
(2009) and La Franca et al. (2005) measure hardness ratios (colors between X-ray bands)
of XMM observations to determine whether deep field AGN are obscured. In the case
of a photo-electrically absorbed powerlaw of known slope, the hardness ratio provides a
measure of the obscuring column density. At a certain point however, the hardness ratio
saturates. The hardness ratio is problematic in more complex spectra, as e.g. the presence
of the soft component, Compton scattering and the Fe Kα feature do not allow a unique
determination of the obscuring column. Furthermore, the background can not trivially be
subtracted in the Poisson regime of low counts.
Other studies have employed spectral fitting with more advanced spectral models to
capture these effects. For instance, Tozzi et al. (2006) uses an absorbed powerlaw with
a soft powerlaw component of the same spectral index and a Compton reflection spec-
trum. Evidence is found for the soft and/or reflection component in 8 and 14 CDFS
sources respectively (of a total of 347). In this and other studies, the detection of spectral
components is based on likelihood ratios using a fixed threshold (essentially motivated by
Wilks’ theorem, see Section 5.2.2). The Compton scattering and absorption are modelled
independently, without considering FeK line fluorescence.
Studies based on hardness ratios (e.g. La Franca et al. 2005) and those using X-ray
spectral fitting (Ueda et al. 2003; Hasinger et al. 2005; La Franca et al. 2005; Treister &
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Urry 2005; Tozzi et al. 2006; Akylas et al. 2006; Ueda et al. 2014) have investigated the NH
distribution and its dependence on redshift and/or X-ray luminosity. It is worth noting
that sources are typically treated differently depending on the number of counts to avoid
systematics introduced by overfitting, such as multiple solutions in a complex spectrum.
Such systematics could propagate into subsequent analyses (e.g. luminosity functions, NH
distribution; discussed in Chapter 6).
Brightman & Ueda (2012) improved the spectral modelling by considering physically
motivated, toroidal shapes for the obscurer. Their Monte Carlo simulations (Brightman &
Nandra 2011a) consistently model e.g. photo-electric absorption, Compton reflection and
FeKα emission. Depending on the source they find evidence for different torus models,
which include a torus with opening angles of 60°, 30° and 0° (sphere), each in comparable
fractions of the sample. In this study a fixed value for the redshift is used, which in
the majority of sources comes from photometric redshift methods. For comparing models
which introduce a new parameter, Brightman & Ueda (2012) use a likelihood threshold
of ∆C > 1.0, corresponding to the fact that the new parameter excludes the simpler
model within its 1σ region. For models with equal number of parameters, e.g. when
comparing torus models with different opening angles, the model with the highest likelihood
is accepted.
This chapter presents substantial methodological advances for spectral analysis of AGN
and the modelling of physical effects in deep X-ray observations. To this end, the spectra
of sources detected in the CDFS (see Section 4.9) are analysed. A total number of 10
physically motivated models for the structure of AGN are tested (presented in Section
5.1). The most notable contribution is the use of Bayesian model comparison to compare
whether increasingly complex spectral models are justified. Furthermore, the uncertainty
associated with photometric redshift estimates (see Section 4.7) can incur degeneracies
with NH estimates (see Section 5.3.1). In the Bayesian methodology presented here, the
photometric redshift uncertainty is propagated into the derivation of spectral properties.
These effects have not been addressed in previous studies but are potentially important.
The following chapters which investigate the column density and luminosity distribution of
the AGN population (Chapter 6 and 7) benefit from the determined spectral parameters
and their realistic uncertainties. The use of a Bayesian methodology circumvents the
problem of overfitting and allows us to use physically realistic, complex spectral models
also in the low count regime where multiple solutions occur. Thus the new methodology
allows robust decisions under the limited data collected and can be applied consistently
both in the low and high-count regime. The statistical methodologies are discussed in
detail in Section 5.2.
This work was published as Buchner et al. (2014) in Astronomy & Astrophysics, Volume
564, id. A125, 25 pp.
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Figure 5.1.1: Cartoon illustrations of the geometries associated with each model. The wabs model
(b) represents an absorbing slab in the line of sight, and can also be interpreted as the
case of a torus with extreme opening angle. While torus (d) uses an intermediate
opening angle, the sphere (c) represents the other extreme, a vanishing opening
angle. The +scattering extension (e) of the named models correspond to Thomson
scattering from outside the line of sight, which is not subject to any absorption.
Finally, the reflection component (+pexmon) corresponds to either disk reflection (f)
or additional reflection if the torus is not viewed through the same column density
as the reflection (g, h, i). For the sphere it should be noted that scattering is not
physically possible, as no unabsorbed radiation can escape.
5.1 Model definitions
The focus of this chapter is a study of the AGN population to constrain the geometry of
the X-ray obscuring material in the vicinity of SMBHs.
Above, I have discussed the mechanisms emitting the “intrinsic” powerlaw spectrum,
due to the accretion disk and corona. This spectrum can be modified substantially by
surrounding gas, absorbing and reprocessing the primary radiation. To identify the phys-
ical mechanisms of this obscurer and its geometry I describe and compare 10 physically
motivated models with different levels of complexity. For this model comparison, I devel-
oped a Bayesian methodology (discussed in Section 5.2) that propagates the uncertainties
from X-ray observations and redshifts correctly. The data used is the obscurer sub-sample
described in Section 4.9, selected to be free of host galaxy contribution (e.g. by stellar
emissions). The models and their spectral effects considered are defined below.
The simplest model considered is a power law, referred to as powerlaw. It represents
the intrinsic spectrum of AGN without any obscurer, as shown in Figure 5.1.1a). The
high-energy cutoff observed in the energy range 80− 300 keV (Perola et al. 2002) lies well
above the energy range used in this work (< 10 keV) even at moderate redshifts. I therefore
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Symbol Description Unit Prior Introduced in
Normalisation cts/s Log-Uniform between
10−30 and 1
powerlaw
Γ Photon index - Normal distribution
N(µ = 1.9, σ = 0.15)
powerlaw

















Table 5.1: Parameters of the models used.
neglect the cutoff. The parameters of powerlaw are the normalisation at 1 keV and the
power law index, Γ (see Table 5.1).
The most commonly used model to describe obscuration is to apply photo-electric ab-
sorption to the intrinsic power law. Absorption has the largest cross-section among the
interaction processes, and thus is a good first order approximation for the X-ray spectra
of AGN detected in deep fields. However, at higher column densities (NH ? 1024cm−2),
matter becomes optically thick to Compton scattering, and re-emission in lines due to
X-ray fluorescence is prevalent. In contrast to photo-electric absorption, which is opaque
at low energies, Compton scattering introduces an energy loss at each interaction, thus
low-energy photons can be received by the observer. Furthermore, Compton scattering
induces a non-uniform scattering angle distribution making the spectrum dependent on
the assumed geometry. Influenced by the solid angle illuminated by the source and the
surface area exposed to the observer, the contribution by Compton scattering varies, as
radiation is scattered into the line of sight. For instance, a torus geometry with a cer-
tain opening angle produces a smaller Compton reflection hump between ∼ 10 − 30 keV
(see Figure 3.2.1) than a completely closed, spherical geometry (Murphy & Yaqoob 2009;
Brightman & Nandra 2011a). The opening angle of the torus, and the viewing angle to a
minor degree, thus influences the strength of the reflection hump. This allows one in prin-
ciple to determine the viewing/opening angle and NH independently, possibly probing the
density gradient of the obscurer. However, because the effects on the observed spectrum
are small, particularly in the case of low photon count spectra, this technique has not yet
been successfully applied to discriminate these parameters in individual obscured sources.
In this work, a limited range of geometries is assumed and I do not attempt to constrain
the viewing angle. The geometry-dependence of spectra also makes modelling challenging.
Multiple inter-dependent interactions of several elements can realistically only be done by
X-ray radiative transfer simulations for a fixed geometry (see e.g. Nandra & George 1994;
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Figure 5.1.2: Illustration of model spectra. Here, an intrinsic powerlaw with Γ = 2 is absorbed by
various obscurer models, always with a column density of NH = 1023.5cm−2. Top
panel : The wabs model (red line) shows the effect of photo-electric absorption only.
The pexmon component (blue line) illustrates the contribution of Compton scattering
and fluorescence, as it models the reflection off a optically thick slab (with R = 0.1,
see text). In the bottom panel, their combination is shown as wabs+pexmon. This
combination is nearly indistinguishable from self-consistent modelling of Compton
scattering, photo-electric absorption and iron K-shell fluorescence effects, as done in
the torus geometry (red line). The torus model provides more Compton reflection
than the sphere geometry (blue line), because the backside of the torus can act as
a mirror. On the other hand, the sphere model shows slightly more fluorescence
and a slightly Compton hump at high energies (note that photons are absent at low
energies).
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Murphy & Yaqoob 2009; Brightman & Nandra 2011a).
In this work, three obscuration models are considered, wabs, sphere and torus, which
correspond to different geometries:
The “wabs” model applies only photo-electric absorption to a power law with the cross-
sections and polynomial approximations computed by Morrison & McCammon (1983).
This model does not include any Compton scattering. One physical scenario consistent
with this model is an infinitely small blob in the line of sight (LOS), as shown in Figure
5.1.1b). In this scenario, no radiation is scattered into the LOS, and all Compton scattering
leaves the LOS (although this loss is not part of the model), and thus the spectrum only
consists of photo-electric absorption.
I also consider an absorber with spherical geometry (sphere) illustrated in Figure 5.1.1c.
This model, computed by Brightman & Nandra (2011a), self-consistently models photo-
electric absorption, Compton scattering and K-shell fluorescence of a power-law spectrum
source at the centre of a cold, neutral medium. Similarly, a toroidal geometry (torus)
is used, which was simulated in the same way as sphere, but with a bi-conical cut-out.
I define the torus model to have a 45° opening angle viewed edge on. The physical sce-
nario represented by this model is shown in Figure 5.1.1d, which indicates that Compton
scattering into the LOS is possible.
The three obscuration models used mark the extreme cases of torus geometries: wabs
for an almost 90° half-opening angle, sphere for a vanishing opening angle and torus rep-
resents an intermediate case where 30% of the incident radiation encounters the obscurer.
Figure 5.1.1b-d illustrates these differences. In comparison to the powerlaw model, wabs,
sphere and torus have the additional parameter NH , the neutral hydrogen equivalent
column density in the LOS (see Table 5.1).
Observations of some obscured AGN show that a fraction of the intrinsic radiation es-
capes without encountering any obscuration. This is understood to be Thomson scattering
off ionised material inside the opening of the obscurer, as illustrated in Figure 5.1.1e for the
torus geometry (Turner et al. 1997b). I model this component1, referred to as (soft) scat-
tering (+scattering) by adding a simple, unabsorbed power law component with the same
Γ as the incident radiation. The normalisation of this component, fscat, is modelled relative
to the intrinsic power-law component, and may vary between 10−10 and 10%. In this fash-
ion, torus and wabs are extended to torus+scattering and wabs+scattering. For the
sphere model, it should be noted that no unabsorbed radiation can escape, and thus adding
scattering is unphysical. However, for completeness, I also consider sphere+scattering,
which mimics the case of a torus with a very large covering fraction.
Any obscurer geometry immediately gives rise to a distribution of observed column den-
sities NH , as the populations objects are viewed from random viewing angles. Treister
et al. (2004) argued that the observed NH distribution requires a stronger gradient than a
constant-density torus geometry can provide. Thus an additional density gradient contri-
1This component can also model other contributions to the soft energy range, such as X-ray binaries and
hot gas from galaxies, although we try to remove such sources in the sub-sample used here (see Section
4.9).
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bution is considered by adding a denser slab outside the LOS inside the obscurer. The NH –
measured largely through photo-electric absorption – indicates only the “effective” column
density along the LOS, and thus remains unaffected. However, a denser region outside the
LOS can scatter Compton reflection into the LOS, as illustrated in Figure 5.1.1g-i. Alter-
natively, reflection off the accretion disk may also be part of the LOS spectrum entering the
obscurer (Fabian 1989; George & Fabian 1991). This is illustrated in Figure 5.1.1f for wabs.
Thus, a Compton reflection component +pexmon is added to the obscured spectrum. Here
it is assumed that this component passes through the obscuring column, so it is absorbed
with the same column density as the LOS obscuring material. The PEXMON model (Nandra
et al. 2007b) combines Compton reflection off a neutral dense semi-infinite slab geometry
(PEXRAV, Magdziarz & Zdziarski 1995) self-consistently with FeKα, FeKβ and NiKα
emission lines and the FeKα Compton shoulder (George & Fabian 1991; Matt 2002). The
same incident spectrum (photon index Γ and no cutoff) is assumed for the reflection, and
I follow Nandra et al. (2007b) in assuming a fixed inclination of 60°. The normalisation of
this component is modelled relative to the direct powerlaw emission (R parameter), and
may vary between 0.1 and 100. Figure 5.1.1 illustrates various causes for an additional
reflection spectrum (f-i). In the case of wabs model in particular, the +pexmon component
can compensate for the lack of forward-scattering inside the obscurer.
To summarise, 10 models are considered, identified by typewriter font style. The
statistical method used for model comparison is described in Section 5.2. Figure 5.1.3
illustrates the comparisons of interest with arrows. Firstly, obscurer geometries are com-
pared (powerlaw: no obscurer, Figure 5.1.1a; wabs: bullet-like blob, 5.1.1b; sphere:
complete covering of the source, 5.1.1c; torus: intermediate case, 5.1.1d). Then, the
existence of a soft scattering component is tested for, represented by wabs+scattering,
sphere+scattering and torus+scattering (Figure 5.1.1e). Finally, the need for addi-
tional Compton reflection as shown in Figure 5.1.1 f,g is explored via wabs+pexmon+scattering,
5.1.1i for sphere+pexmon+scattering and 5.1.1h for torus+pexmon+scattering. The fol-
lowing section describes the methodology used to distinguish between the models, and to
constrain the model parameters.
5.2 Statistical analysis methods
5.2.1 Parameter estimation
In X-ray spectral analysis it is common practice to vary the parameters of the spectral
components until a certain statistic is optimised with regard to the observed X-ray spec-
trum.
Because X-ray CCD detectors are photon-counting instruments, their spectral bins are
filled by counts according to a Poisson process. In faint sources, which constitute the
majority of the detections, the number of counts is so low that the Gaussian approximation
does not hold. In this regime, the familiar Gaussian χ2 is replaced by the maximum
likelihood C-Statistic C = −2 × lnLPoisson + const (Cash 1979), based on the Poisson
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Figure 5.1.3: Models considered. For model comparison, the Bayesian evidence (see Section
5.2.2) is computed for each source and model. Starting from the power law model
(powerlaw) one can move along the arrows to more complex models if model com-
parison justifies the preference. The three obscurer models, wabs, sphere and torus,
are compared against each other, as well as the introduction of additional features
(+scattering, +pexmon). See text for details.
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likelihood LPoisson. Both the C-statistic and χ2 denote the −2× ln of a likelihood.
A Bayesian approach is used for estimating model parameters and their uncertainties.
van Dyk et al. (2001) introduces Bayesian X-ray spectral analysis in detail. In a Bayesian
approach, the Poisson likelihood can be weighted by priors into a posterior probability dis-
tribution. The goal in Bayesian parameter estimation is then to identify sub-volumes which
constitute the bulk of the probability integral over the parameter space. This approach
performs optimisation and error estimation simultaneously, but requires an integration and
exploration technique that performs well in multiple dimensions (i.e. avoids the “curse of
dimensionality”).
It is common practise to employ Markov Chain Monte Carlo (MCMC) for this type
of problem. However, I use the Nested Sampling technique (Skilling 2004), which has
several advantages over MCMC: (1) the integral over the parameter space is computed,
which is important for model comparison (see below), (2) The MCMC algorithm requires
analysis for convergence, which is not trivial and (3) the parameter space may have multiple
solutions in the form of islands in the parameter space, or highly degenerate parameters
(e.g. NH and L). MCMC has to be specially tuned to deal with such scenarios.
Nested Sampling keeps a set of fixed size of parameter vectors (“live points”) sorted by
their likelihood. These points are always randomly drawn from the prior distribution.
The algorithm then removes the least likely point by drawing points until one is found
with a higher likelihood. Effectively, this approach “scans” the parameter space vertically
from the least probable zones to the most probable. For each removed point, the volume
for which this point is representative of is computed, and the according probability mass
(likelihood times volume) added to the integration. When the remaining parameter volume
is negligible, the algorithm terminates. A difficulty of this algorithm is to avoid the curse
of dimensionality when drawing from the prior distribution to get higher valued points.
MultiNest (Feroz et al. 2009) solves this problem efficiently by clustering the live points
into multi-dimensional ellipses, and drawing from these subspaces under the assumption
that higher-valued points can only be found in proximity of already drawn points. Because
of the clustering, MultiNest can follow distinct local maxima without difficulty. MultiNest
is applicable to the low-dimensional problems of X-ray spectral modeling. It can compute
points of equal weighting akin to a Markov Chain, provide values and error estimates for
each local maximum as well as marginal probability distributions for each parameter. The
integral over the parameter space is computed globally and for each local maximum.
5.2.2 Model comparison
Bayesian model comparison is performed by comparing the integrals over parameter space,
















θ is the parameter vector
and pi(
−→
θ ) represents the weighting or the deformation of the parameter space by the prior.
Often, the logarithm log Z is computed. The Bayes factor B12 = Z1/Z2 is then compared
to the a priori expectation. This method does not require models to be nested nor does it
make assumptions about the parameter space or the data.
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Alternatively, information criteria can be used. These are approximations in the limit
which are valid given certain assumptions. The information criteria select a preferred model
by comparing the difference in the best fit C-statistic between the models. Typically, the
more complex model is punished by the additional number of parameters.
The Bayesian information criterion (BIC, Schwarz 1978) is an approximation to Bayesian
model comparison. Unlike in the Bayesian evidence integration, only the maximum likeli-
hood is needed, as the posterior is assumed to be strongly single-peaked, making the prior
unimportant. Because the BIC uses the Laplace integral approximation, its results are
in principle unreliable at the boundaries of the parameter space (e.g. checking whether
a non-negative parameter is zero). The BIC decides, just like Bayesian model selection,
which model has a higher probability of producing the data. The model with the smallest
BIC = C − m × ln n should be preferred, where n is the number of observations (data
points) and m denotes the number of free parameters of the model.
The Akaike Information Criterion (AIC, Akaike 1974) is not rooted in Bayesian inference,
but information theory. The AIC measures the information loss by using a specific model.
Thus it can be said to consider the case of having multiple data sets and predicting the
next. Technically, the Kullback-Leibler divergence, sometimes referred to as the “surprise”
or “information gain” is minimised. The model with the smallest AIC = C− 2×m should
be preferred.
The robustness and efficiency of model comparison methods is tested via simulations in
Buchner et al. (2014). There, it is shown that Bayesian model selection is more efficient
and less prone to false selection than any method based on likelihood ratios (AIC, BIC,
F-test and others).
5.2.3 Model verification
Any model comparison, or more generally any inference problem, assumes that one of the
stated hypotheses is the true one. If no model is correct, the least bad model will be
preferred. However, this assumption also requires examination.
Traditionally, this is quantitatively addressed by Goodness of Fit (GoF) measures such
as the reduced χ2 for normal distributions, with posterior-based approaches such as pos-
terior predictive tests recently being developed (see e.g. Bayarri & Castellanos 2008). No
consensus has been reached on these methods. Asymptotic results make assumptions not
applicable in practice (e.g. the Likelihood-ratio and F-test are invalid at boundaries, mak-
ing them unsuitable for feature-detection problems, see Protassov et al. 2002). Posterior-
based approaches are diverse, and can be overly conservative (see e.g. Sinharay & Stern
2003). In the strict sense, there is no probabilistic framework available, frequentist or
Bayesian, for testing whether the fitted model is correct. The fundamental reason for this
is that outliers, although rare, are not strictly excluded like in classical logic. Additionally,
a number of models can predict the same outcome.
However, the question can be relaxed to ask whether the model ”explains” the data by
looking at the range of values the observable typically covers (if the model is true). Monte
Carlo simulations (parametric bootstrap) can be performed with the best-fit parameters
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to check whether the spectrum can actually be produced by the given model. This can
be computationally expensive however. It is easier to use a measure of “distance” between
model and data (e.g. using the Kolmogorov-Smirnov statistic) to discover potentially
problematic cases and to visually examine the data.
Q–Q plots (Wilk & Gnanadesikan 1968, see Section 4.4.2) provide a generic tool to
visualise the goodness of fit, and are independent of the underlying distribution. The
quantiles of the integrated observed counts are plotted against the integrated expected
counts from the model. A good fit shows a straight line (y = x). This method is applied in
Section 4.4 to the modelling of the background spectrum: The Q–Q plot is used for model
discovery for improved fits, while model comparison using the AIC tests the significance
of the model alterations. There, the AIC is appropriate, because a model is sought that
retains the most information, and the models considered are not physical, so they are
probably not the ones producing the data.
5.2.4 Priors
A model definition in the Bayesian framework would be incomplete without describing
the priors for the models defined above. These encode an a priori weighting within the
parameter space. Equivalently, a transformation of the unit space to the parameter space
is sought. The simplest case is a uniform prior, giving equal weight in the parameter
space. However, a uniform prior means something different whether the parameter or its
logarithm is used. The parameters are very similar across the models used, so I describe
them all together. They are also summarised in Table 5.1.
In the problem at hand, the prior distributions are assumed to be independent. Log-
uniform priors are adopted for scale variables such as normalisations and NH . The nor-
malisation of spectral models is allowed to vary between 10−30 and 1. This conservatively
contains all physically possible photon fluxes. However, since all considered models con-
tain this parameter, the limits are irrelevant in practise. The normalisation of individual
spectral components is then modelled relative to this model normalisation. NH is defined
from 1020 to 1026 cm−2. The photon index Γ is modelled after the local sample analysed
in Nandra & Pounds (1994), as a normal distribution with mean 1.95 and a standard de-
viation of 0.15. This encodes the assumption that distant AGNs behave like local AGNs
with regard to their intrinsic spectrum. There is a degeneracy between NH and Γ in that
a steeper power law can be flattened by absorption. Hence, placing a prior on Γ plays an
important role in constraining NH . Nevertheless, I found that the results (e.g. the NH
distribution of the analysed sample) are relatively insensitive to other choices (for instance
Γ = 1.68 ± 0.3 from de Rosa et al. 2012), as the data drive the result in the majority of
cases.
Of course we are not interested in our prior considerations, but in how the data strength-
ens or weakens hypotheses and re-weights parameter space. If the data have no dis-
criminatory power, there is no information gain and the prior and posterior probabil-
ity distributions will look the same. The difference between the prior and posterior
can be measured using the Kullback-Leibler divergence (Kullback & Leibler 1951) as
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dx, essentially an integral difference across the param-
eter space. The KL divergence is measured in ban, a unit of information or entropy. A
considerable information gain is e.g. KL > 0.13 bans which corresponds to halving the
standard error of a Gaussian. I will restrict myself to computing the information gain only
for the NH parameter.
For model comparison, it is furthermore necessary to specify the a priori preference
of models. Here, I consider two approaches: a) pair-wise comparisons from low to high
complexity (e.g. torus vs. torus+scattering, see Figure 5.1.3), and between models of
the same complexity. The scale of Jeffreys (1998) is adopted: A Bayes factor above 100 is
“decisive”, 30 “very strong evidence”, 10-30 “strong evidence”, 3-10 “substantial evidence”.
In log Z, this corresponds to differences of 2, 1.5, 1 and 0.5 respectively. In case of a Bayes
factor below 10 I remain with the simpler model. b) comparing all models simultaneously
to find the model with the highest evidence. Both cases consider the models a priori
equally probable.
5.2.5 Implementation
For the spectral analysis in the framework of Bayesian analysis, the MultiNest library
was used and two software packages were created: PyMultiNest is a generic package for
connecting Python probability functions with the MultiNest library, as well as model com-
parison and parameter estimation analysis of the MultiNest output. BXA is a package that
connects the Sherpa X-ray analysis framework (Freeman et al. (2001)) with the Bayesian
methodology presented here. (Py)MultiNest repeatedly suggests parameters on a unit hy-
percube which are transformed by BXA into model parameters using the prior definitions.
BXA then computes a probability using Sherpas C-stat implementation, which is passed
back to (Py)MultiNest. (Py)MultiNest can then be used to compute Bayes factors, cre-
ate one or two-dimensional marginalised posterior probability distributions (PDFs) and
output summarising Gaussian approximations.
BXA and PyMultiNest are publicly available on http://github.com/JohannesBuchner.
In this work, MultiNest v2.17 is being used by BXA on Sherpa version 4.4v2 with 400
live points and a log-evidence accuracy of 0.1. For further analyses, I made extensive use
of the NumPy/SciPy, Matplotlib and Cosmolopy packages (Jones et al. (2001–); Hunter
(2007)http://roban.github.com/CosmoloPy/) packages.
5.3 Results
The Bayesian methodology of parameter estimation and model comparison presented in
Section 5.2 is applied using the models introduced in Section 5.1 to all sample spectra
(CDFS only, see Section 4.9 for the selection). I first highlight the importance of the
improved methodology, which is presented in Section 5.3.1. To demonstrate the model
comparison, a single source is presented in detail in Section 5.3.3. Then model comparison
is applied across the full sample (Section 5.3.2).
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Figure 5.3.1: The origin of the two distinct solutions in Figure 5.3.2 is highlighted in these two
cartoons. Given the data shown in the red thick line, one can either A) consider a
bright, highly obscured source (top panel), or B) a low-luminosity, low-obscuration
solution where the hard counts are due to the background. An intermediate solution
is ruled out however. Depending on the background level and redshift, the two
solutions will have different likelihoods.
5.3.1 Propagation of redshift uncertainty
It is common practise to use a redshift point estimator (best fit redshift) from photomet-
ric redshifts and analyse spectra with this value. In this work, in contrast, the redshift
uncertainty from photometric redshift methods is propagated into the analysis of X-ray
spectra in the form of a probability distribution on the redshift parameter. In this section,
I discuss the differences between the approaches.
I demonstrate the strengths of the methodology described in the previous section using
a particular source (ID 551 in the CDFS catalogue, RA=03h 32m 19.4s, Dec=-27° 42’ 04”).
The X-ray spectrum is analysed as laid out above using the torus model. The analysis is
performed twice, (a) once with the probability distribution from photometric redshifts and
(b) once with a fixed redshift value, namely the best fit photometric redshift. Figure 5.3.2
demonstrates how the different input redshifts (upper right panel) influence the results in
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Figure 5.3.2: Demonstration of parameter estimation results under different redshift inputs.
Source 551 in the CDFS catalogue is analysed twice with the methodology laid out in
this paper using the torus model. I consider once the case of using only the best fit
photometric redshift and once the case of using the photometric redshift probability
distribution (PDZ). Both inputs are shown in the upper right panel as a vertical red
line at z = 3.5444 and with a dotted green line respectively. For brevity, only two
resulting parameters are presented, namely the column density NH (logarithmic, in
cm−2) and the derived intrinsic luminosity L in the 0.5− 10 keV band (logarithmic,
in erg/s). The large, lower left panel shows the derived intrinsic luminosity and
column density parameters by equally probable points, similar to a Markov Chain.
As each point on the plane is equally likely to be the true value, denser regions
represent more probable parameter values. Here, the red squares represent the fixed
redshift analysis while the black circles show the analysis results using the PDZ.
The marginal distributions are shown in the upper left and lower right panels as
probability histograms (red crossed hatching and black striped hatching). Two sepa-
rated solutions are clearly visible and highlighted using the labels “A” for the highly
obscured solution and “B” for the less obscured solution. The associated spectra are
illustrated in Figure 5.3.1.
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the derived column density and intrinsic luminosity parameters (large panel). The Bayesian
analysis shows that the parameter space is broad, and split into two distinct solutions (see
lower left panel in Figure 5.3.2): a highly obscured solution and a less obscured solution.
The maximum likelihood is in the mildly obscured solution for the fixed redshift value, but
in the heavily-obscured solution if the redshift distribution is used, because the likelihood
improves when using a slightly lower value than the best fit redshift. The two solutions are
strictly separated, i.e. an intermediate solution is ruled out. Commonly used Maximum
Likelihood methods, like fitting and error estimation by Fisher matrix or contour search,
will fail to estimate the uncertainty correctly and miss one of the two solutions, depending
on the initial condition of the fit and the minimisation method adopted. Methods building
on these results can therefore make false conclusions about e.g. the number of Compton-
thick sources. The Bayesian inference method presented in this work can handle the
separated solutions well and re-weighs them based on the redshift information given. The
difference in results comes from the freedom to move to a lower redshift, as can be seen
in the upper right panel, where the black line shows the redshift posterior probability
distribution. These results thus also show that redshift information can be improved using
X-ray data (see Section 4.7.2).
5.3.2 Source 179: An example of Bayesian model comparison
Source 179 in the CDFS catalogue (spectroscopic z = 0.605, GOODS-MUSIC 15626) was de-
tected with 2485 counts in the 0.5−10keV band at RA/Dec=(3h 32m 13.23s, -27°42’41.02”).
This source was chosen because it illustrates the model selection well, showing several fea-
tures, namely the Fe-Kα line, scattering and absorption. In the next few paragraphs
I present the source spectrum and how well different models reproduce them. Figure
5.3.3 overlays different models to the observed data. For brevity, only a subset of mod-
els are included in this presentation, namely powerlaw, wabs, torus+scattering and
wabs+pexmon+scattering. I then show the results of model selection for this object in
Table 5.2, where the logZ-column (normalised to highest) shows the computed evidence.
Finally, the derived posterior parameters are shown.
A power law model (powerlaw) does not provide a good fit. This can be seen in the
deviations between model and data points in the upper left panel, and also in the fact that
this model has the lowest evidence of all models Table 5.2 (column 5). Furthermore, the
derived photon index, Γ = 0.8± 0.05 is unlikely and would constitute a 7σ outlier on the
Gaussian distribution of photon indices of AGN (see Section 3.2.2).
Obscuration is expected in some sources, and the wabs model indeed improves the fit.
The model follows the spectrum more closely (upper right panel in Figure 5.3.3) with a
line-of-sight absorption of NH = 1022.5±0.1cm−2. The evidence for this model is significantly
higher, and rules out the powerlaw model. Here a difference of log Z1−log Z2 > log 10 = 1
is considered as a significant preference (see Section 5.2.4). Similarly, the sphere and torus
models, although not shown here, improve the fit and are significantly preferred over the
powerlaw model.
Comparing the data with the model prediction in the wabs spectrum, a line is visible
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Figure 5.3.3: Observed spectrum and convolved models for object 179, binned for plotting to
10 counts per bin. Shown are analyses using various models and their individual
components: powerlaw (upper left), wabs (upper right), torus+scattering (lower
left) and wabs+pexmon+scattering (lower right). The posterior of the parameters
is used to compute the median and 10%-quantiles of each model component.
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Figure 5.3.4: Marginalised parameters of the wabs (top), wabs+scattering,
sphere+pexmon+scattering and wabs+pexmon+scattering model (bottom)
for source 179. The posterior probability density distribution, normalised to the
maximum, is shown by grey bars. The blue line indicates the cumulative posterior
distribution. For summary of the error, the median and 10/90% quantiles can
be used, or as the blue error bar indicates, the 1 standard-deviation equivalent
probabilities.
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at ∼ 4keV as well as an excess of soft energy counts. The former coincides with the Fe-
Kα line, while the latter may be modeled with the +scattering component. Considering
torus+scattering and wabs+pexmon+scattering (lower panels in Figure 5.3.3), they
both model the observed counts well. However, the Fe-Kα line is clearly visible in the data.
Compared to the simple absorption models, the addition of +scattering and +pexmon
increases the evidence (see Table 5.2), hence these models are preferred, while the other
models, e.g. the widely used wabs+scattering, are ruled out for this source.
When comparing models, an important aspect is the model-dependence of derived phys-
ical parameters. Table 5.2 shows the intrinsic luminosity, photon index and line-of-sight
column density. These are computed by the posterior values and summarised using 1σ-
equivalent quantiles. The marginal posterior distributions are shown in Figure 5.3.4. Sim-
ple absorption model like wabs try to compensate for the lack of soft X-rays by using a
flatter spectrum with less absorption. Both the +scattering and +pexmon component
increase the photon index. As these additional components only take up a fraction of the
intrinsic power law component, the changes in intrinsic luminosity are small. Despite these
changes, the derived values for the luminosity and obscuring column are consistent between
obscurer geometries (i.e. wabs, torus, sphere).
Furthermore, it is important to check whether the derived physical parameters are
strongly influenced by the prior. For example, for a weak source with data of no discrimina-
tory power, the posterior of NH would look like the prior (log-uniform). The KL-divergence
(see Section 5.2.4), also known as the information gain or knowledge update, is used to
measure the “distance” between prior and posterior of NH . For this particular source, the
values are shown in column 4 of Table 5.2. For reference, a considerable information gain
is KL > 0.13 bans, which corresponds to narrowing the width of a Gaussian distribution
by a factor of two (σPosterior = σPrior/2). Because NH is well-constrained in this source
compared to the prior, the KL|NH values are high, and the posterior is not dominated by
the prior.
The BIC and AIC values (column 7 and 8 of Table 5.2, lower values are preferred) show
the same preferences as the Bayesian evidence computations. They are an approximate
method of model selection based on the likelihood ratio and parameter penalisation. There
are however important differences to the Bayesian model selection (see Section 5.2.2 for
details). The evidence and its approximation, the BIC, can be used to express how much
more probable a model is compared to the others based on the data (column 6). The AIC,
in contrast, measures the information loss by using a specific model. In this single source,
the model selection prefers models with absorption, scattering and an additional reflection
component (pexmon). However, no preference is found between the geometries of wabs,
torus and sphere. To improve the discriminatory power, the evidence of the full sample
is combined.
5.3.3 Model selection on the full sample
This section presents the results for the full sample in two forms. Firstly, in each source,
model comparison is performed between each pair of models (arrows in Figure 5.1.3). I
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Figure 5.3.5: Model comparison preferences of the sample. The arrow size and numbers indicate
the number of sources for which one model is strongly preferred over the other.
count for how many sources a preference was found. This is shown in Figure 5.3.5, where the
two numbers indicate the two directions. For instance, in 6 sources, the (simpler) powerlaw
model is preferred over the torus, while in 170 sources, the torus is preferred. The size of
the arrows visualises the same information. There is clear preference for absorption, scat-
tering and reflection in ∼ 170, ∼ 20 and > 5 cases respectively, showing that in a substan-
tial number of sources these components are required. Between wabs+pexmon+scattering,
torus+pexmon+scattering and sphere+pexmon+scattering, there is no clear trend, how-
ever the torus geometry is preferred most often. This indicates some variety in the obscurer
geometry between sources.
To distinguish between the remaining three models, stronger data constraints are nec-
essary. These can come from combining a sample of AGN, assuming one of the models
describes all objects, albeit with different parameters. Mathematically, this is done by mul-
tiplying the evidence values Z to obtain the evidence for each model across all datasets.
This is shown in Table 5.3. For each model, the evidence is stacked in column 3 by summing
the log Z values across the sample of 334 sources. For comparison, column 2 shows the
number of sources for which the model was ruled out by the other models. As shown with
Source 179 above, individual sources can already have strong preferences in the model se-
lection. The sum would then be dominated by the contribution of a single object. To have
a result descriptive of the sample that is not dominated by outliers, I apply bootstrapping.
Sources are drawn with repetition from the sample, and the same quantities (number of
rejections, summed log Z values) are computed, and taking all draws together the mean
and root mean square is estimated. Additionally, for each draw it is computed whether




log Z2 + 1). If the model is ruled out in 100% of
draws (column 6), the result is robust against bootstrapping and thus there is confidence
that this result will also hold for the parent sample and that is not dominated by outliers.
The power law model (powerlaw) has the lowest evidence and is ruled out by simple
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Table 5.3: Sample model comparison. Considering each source in turn, the second column shows in
how many sources model comparison ruled out the particular model. The third column
shows the total evidence across all sources, relative to the best evidence. The following
columns show the same statistics, but using bootstrapping on the sample, making the
computed quantities more robust against outliers. The last column computes how often
in the bootstrapping the model was ruled out based on the total evidence (10 times
less likely than other models).






(1) (2) (3) (4) (5) (6)
All (334 sources)
torus+pexmon+scattering 11 −85.6 10± 3.4 −85.4± 8.0 9± 28%
wabs+pexmon+scattering 8 −93.4 8± 2.7 −93.6± 7.6 85± 35%
sphere+pexmon+scattering 11 −95.3 10± 3.3 −95.1± 7.8 100± 5%
torus+scattering 16 −116.8 16± 4.0 −117.3± 11.8 100± 0%
sphere+scattering 21 −127.3 21± 4.6 −127.3± 10.3 100± 0%
wabs+scattering 37 −167.6 37± 5.7 −168.6± 14.2 100± 0%
torus 39 −188.2 39± 5.9 −190.4± 20.0 100± 0%
sphere 55 −233.1 55± 6.8 −235.3± 22.3 100± 0%
wabs 59 −270.9 59± 6.8 −274.1± 26.9 100± 0%
powerlaw 187 −2657.9 186± 9.6 −2704.8± 412.6 100± 0%
absorption models. These in turn are ruled out by absorption with additional scattering
(in Figure 5.3.5, strongly preferred in 15-23 objects). Then, for 6-23 objects additional
pexmon reflection is strongly preferred.
The remaining models are thus such that absorption, scattering and reflection are re-
quired. Between wabs+pexmon+scattering, sphere+pexmon+scattering and torus+
pexmon+scattering, the number of objects for which a model is rejected remains com-
parable. The results for the full sample have large and significant differences in
∑
log Z
in Table 5.3, with the torus+pexmon+scattering model having the highest evidence.
But when bootstrapping (column 5 and 6 in Table 5.3), the values show large variation
and overlap broadly, showing that the difference is not robust against bootstrapping, and
sample-dependent. This indicates considerable variation in evidence, i.e. variation in the
models preferred, between sources. This is investigated by splitting the samples by NH ,
shown in Table 5.4. For this, a source is assigned to a NH bin if both the 10% and
90% quantiles of the posterior values determined from torus+scattering fall inside. As
indicated before, NH is comparable between absorption models. In the Compton-thick
regime (NH ? 1024cm−2), torus+pexmon+scattering is consistently strongly preferred
over e.g. wabs+pexmon+scattering (forth segment in Table 5.4). However, the scatter in
the bootstrapped results for the full sample (Table 5.3) indicates that some sources must
favour wabs+pexmon+scattering, while others favour torus+pexmon+scattering. In Fig-
ure 5.3.7, the dependence of the preference is shown as a function of obscuring column.
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Table 5.4: Sub-sample model comparison. As in Table 5.3, but the sample is split by logNH , esti-
mated using the 90% quantiles of the torus+scattering model posterior, or redshift.
Models with mean 100% and root mean square 0% in column 6 are not shown in the
lower segments.






(1) (2) (3) (4) (5) (6)
logNH = 20− 22 (54 sources)
wabs+pexmon+scattering 2 −24.0 2± 1.3 −24.4± 5.1 54± 50%
sphere+pexmon+scattering 2 −24.4 2± 1.3 −24.9± 5.3 63± 48%
powerlaw 7 −24.9 7± 2.7 −25.2± 9.4 44± 50%
logNH = 22− 23 (47 sources)
torus+pexmon+scattering 0 −5.3 0± 0.0 −5.2± 0.7 0± 0%
sphere+pexmon+scattering 0 −6.6 0± 0.0 −6.5± 0.7 70± 46%
wabs+pexmon+scattering 0 −7.5 0± 0.0 −7.5± 0.7 98± 14%
torus+scattering 3 −13.1 2± 1.6 −12.6± 3.5 98± 14%
logNH = 23− 24 (51 sources)
wabs+pexmon+scattering 0 −10.1 0± 0.0 −10.1± 1.1 6± 24%
torus+pexmon+scattering 4 −12.6 3± 1.8 −12.4± 2.2 67± 47%
logNH = 24− 26 (14 sources)
torus+scattering 0 −1.5 0± 0.0 −1.5± 0.5 7± 26%
torus+pexmon+scattering 0 −1.7 0± 0.0 −1.7± 0.3 7± 26%
torus 3 −9.8 3± 2.1 −10.3± 7.1 93± 26%
logNH = 22− 26 (176 sources)
torus+pexmon+scattering 4 −30.2 4± 1.9 −30.0± 3.1 0± 0%
wabs+pexmon+scattering 6 −46.4 6± 2.5 −46.6± 5.1 99± 8%
z > 1 (229 sources)
torus+pexmon+scattering 8 −57.6 8± 3.0 −58.9± 7.7 11± 32%
wabs+pexmon+scattering 5 −64.5 5± 2.3 −65.2± 7.7 80± 40%
torus+scattering 7 −67.7 7± 2.5 −68.5± 7.7 100± 7%
z > 2 (96 sources)
torus+pexmon+scattering 4 −28.4 4± 2.0 −28.8± 6.1 25± 43%
torus+scattering 3 −30.2 2± 1.6 −30.8± 6.0 75± 43%
wabs+pexmon+scattering 2 −30.8 2± 1.3 −31.7± 5.9 66± 47%
sphere+scattering 7 −39.0 7± 2.4 −39.9± 5.8 99± 10%
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Only highly obscured sources NH > 1023cm−2 can significant decide between models. In
the Compton-thick regime, torus+pexmon+scattering is preferred, in a number of source.
However, just below the Compton-thick regime, sphere+pexmon+scattering is preferred.
A further concern might be that low-redshift sources with many counts dominate the
result, ignoring the main target population of our interest. The last two segments of Table
5.4 shows the result of selecting only sources with z > 1 and z > 2 respectively. The
inference results in this regime are entirely consistent with the results for the full sample.
Overall however, torus+pexmon+scattering can be considered the best model. A cat-
alogue of the derived quantities for each source in the CDFS was compiled using this
model (Table 5.5 shows an excerpt, Table 5.6 lists all Compton-thick sources; the complete
catalogue is available online in Buchner et al. 2014). These tables list column densities,
intrinsic power law index, intrinsic luminosity as well as the relative normalisations of the
additional scattering and reflection components. The most important parameters for e.g.
luminosity function studies are L2−10keV, z and NH , which are visualised in Figure 5.3.6.
Figure 5.3.9 shows a comparison to previously published works in the CDFS, specifically
that of Tozzi et al. (2006). There are important differences between the works in terms
of methodology and data. The Tozzi et al. (2006) analysis is based on only the first 1Ms
of CDFS data, and thus has many fewer counts. Furthermore, only simple absorption
models have been considered in their maximum likelihood fitting. Except for low count
sources with large uncertainties, there is overall agreement between the results. The found
Compton-thick AGN (Table 5.6) are in agreement with the sample found by Brightman
& Ueda (2012), except that the selection criteria used in this work remove a number of
sources whose soft photons may be dominated by stellar processes. One source (ID 186
in their paper), is not found to be a Compton-thick AGN, as a different redshift from the
improved catalogue (Hsu et al. 2014) was used.
5.4 Discussion
5.4.1 X-ray spectral analysis methodology
Before putting the results into context, I review the methodology.
I have presented a new framework and method for analysing X-ray spectra, relying on
Bayesian inference using nested sampling. In particular, parameter estimation and model
comparison are easily possible and overcome considerable limitations of current methods
(see Section 5.2 for a detail discussion of various methods):
1. No binning of data. Low-count and high-count sources are treated the same way
using Poisson statistics, as with C-stat in the well-established maximum likelihood
estimation methods. No information loss from binning needs to be introduced.
2. Background modelling. The background is modelled with a continuous non-
physical model (Gaussian mixture). Unlike other options (background subtractions,
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CHAPTER 5. THE NATURE OF THE OBSCURER AROUND SMBH
bin-wise background estimation), this method remains consistent with Poisson statis-
tics.
3. Bayesian parameter estimation. The presented Bayesian framework allows the
estimation of parameters where full probability distributions for each parameter are a
natural outcome. Constraints such as unphysical regions in parameter space, knowl-
edge from local samples, and information from other studies can be incorporated.
For instance, with the Γ-prior we include the assumption that high-redshift AGN be-
have like local AGN in some regards, and we propagate the uncertainty of redshifts
estimates for each source.
4. Model comparison. The comparison of models used here overcomes the limitations
of current methods. Likelihood-ratio based methods are approximate results in the
limit, which can not compare non-nested models. Unlike approximations such as
information criteria, the approach is general so that it is unproblematic for model
comparison at boundaries.
The implementation overcomes the weaknesses of standard MCMC, namely unknown con-
vergence and multi-modal parameter spaces (see the discussion of methodology in Section
5.2, and also the Appendix 5.3.1 for a specific case). The computational cost is not higher
than classical fitting with error estimation or MCMC.
Taking the small step from the MLE-based approach (“C-stat”) to a Bayesian method-
ology, one might be concerned that the priors influence the result too much. Similarly,
one may ask why parametric models are used when no physical model is available. Non-
parametric methods would remove the a-priori assumption of a specific model. Often
however, physically motivated models are available, and the same is true for priors. Sim-
ilarly to comparing multiple competing models, multiple priors can be tried to test the
robustness of the results. In the next Chapter, I will show that with hierarchical Bayes,
no priors need to be assumed (Section 6.1.1).
5.4.2 The nature of the obscurer
The best model to describe the sources in this sample is torus+pexmon+scattering. This
model consists of an intrinsic powerlaw emission, which is absorbed by a toroidal obscurer.
Next to the Compton-scattering provided by the obscurer, an additional Compton reflec-
tion contribution (PEXMON) is detected. This component is also clearly required in individual
sources, for instance in the spectrum of source 179 presented in Section 5.3.2. In Figure
5.3.3, where the spectrum of torus+scattering is shown in the lower left panel, this com-
ponent is clearly visible in the data through its most prominent feature, the Fe−Kα line.
As torus+scattering already models the Compton scattering and line emission within
the well-constrained line-of-sight obscurer, this component must have a different origin.
Radiation may be scattered into the line of sight from denser regions of the torus, if a
density gradient is assumed. It is worth re-stating that we photo-electrically absorbed
the +pexmon component, requiring the reflection to occur behind the LOS column density.
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Alternatively, the accretion disk may contribute a reflection spectrum as is known from
unobscured objects, which is transmitted through the obscurer. In principle, a higher iron
abundance is another hypothesis to increase the yield of the line.
Three different absorption models are considered, which differ mainly in the amount
of Compton scattering produced outside the line-of-sight due to volume filling (cover-
ing). While wabs represents a bullet-like blob in the line-of-sight with no Compton
scattering, sphere and torus model a fully and partially open toroidal absorber respec-
tively. The latter two models, computed using Monte Carlo simulations on a constant-
density geometry, differ from wabs as they consider Compton scattering and K-shell fluores-
cence. For the full sample, wabs+scattering is ruled out by torus+scattering (and also
sphere+scattering), indicating that these differences are important, i.e. that forward-
scattered, low-energy radiation and the additional reflection are observed. This is a relevant
finding because it demonstrates that high-redshift sources, with relatively few photons com-
pared to well-studied, nearby AGN, are significantly better modelled by a more complex
model than commonly used.
The considered obscurer geometries differ in their covering factor, and thus in the
strength of the Compton reflection and line emission (see Figure 5.1.2). The sphere ge-
ometry has the largest reflective area, while wabs does not have any Compton scattering;
torus constitutes an intermediate case. The model comparison shows that the obscurer
has neither an extremely large (wabs+pexmon+scattering) nor a vanishing opening an-
gle (sphere+pexmon+scattering). This result also holds when only the Compton-thick
AGN are considered. This conclusion is in line with previous results of Brightman & Ueda
(2012). There, for individual sources, the TORUS model (with a soft scattering powerlaw)
is preferred over e.g. SPHERE, via the likelihood of the best fit. In this work, we put these
conclusions on a solid statistical footing by applying Bayesian model comparison. It is
worth noting that the spherical geometry can also be excluded based on the fact that a
soft scattering component is detected, which requires some of the intrinsic radiation to leak
out unabsorbed.
However, the bootstrapping results also indicate that there is some diversity in the ge-
ometry, as some sources prefer wabs+pexmon+scattering over torus+pexmon+scattering
(in particular NH = 1023−24cm−2, while Compton-thick objects prefer the latter (see also
Figure 5.3.7). This diversity can also be seen in the preference of individual objects in
Figure 5.1.3. The wabs+pexmon+scattering model is a phenomenological model where
the Compton scattering and line emission PEXMON and the photo-electric absorption are
completely decoupled. This model can emulate the observed spectra almost equally well,
especially in the Compton-thin regime. The preference for this model may indicate that the
structure just below Compton-thick regime is complicated. In a geometric interpretation,
the torus may have a density gradient, and the difference in observed column densities is
created by sampling different viewing angles. In this case, the Compton reflection com-
ponent may originate from denser regions in the torus, which is not modeled in either of
the three obscurer models. The geometrical interpretation is illustrated in Figure 5.5.1
(right). Rivers et al. (2013) also detected the reflection component using a model simi-
lar to wabs+pexmon+scattering. They used archival data from the Rossi X-ray Timing
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Explorer satellite which predominantly detects nearby sources (z = 0.001 − 0.2). They
also conclude that the obscurer is a thick torus rather than a thin disk, but based on the
distribution of R values compared to the optical classification (Seyfert 1/2), which is used
as a proxy for the viewing angle.
Finally, a component is detected in the soft energies, constructed to be a (unabsorbed)
copy of the intrinsic powerlaw emission, but with lower normalisations (shown in Figure
5.3.3, upper right panel). This soft scattering powerlaw can be attributed to Thomson-
scattering by ionised material within the opening angle of the torus, scattering the intrinsic
spectrum into the line-of-sight (Turner et al. 1997b). This soft component may be confused
with other processes such as thermal disk emission or stellar processes. To remedy this,
in the sample selection, host galaxy dominated sources have been removed. However,
considered just the subsample of z > 1, where only the > 1keV photons enter the observed
band, this component is detected with strong evidence (see Table 5.4). The detection of
the soft scattering component is in agreement with Brightman & Ueda (2012), who find
it to be a ubiquitous feature of obscured AGN. This component could be an outflow or
circum-nuclear gas heated by the AGN. However, a preliminary investigation showed that
an apec model provides a worse description of this component than a powerlaw, indicating
that this component may be non-thermal.
Unobscured objects are often well-described by a simple power law. However, they
may show Fe lines and Compton reflection originating from reflection off Compton-thick
material outside the line of sight, either from the accretion disk or the torus (Awaki et al.
1991). This explains why, e.g. wabs+pexmon+scattering provides a good fit here. The
torus simulation used may be a good fit as well if TORUS had not been constrained to an
edge-on view. Brightman & Nandra (see 2011a) fitted the TORUS model in a face-on view to
unobscured AGN, such that Compton reflection off the torus is modelled self-consistently
in the spectrum.
A number of more complicated variations of the best model, torus+pexmon+scattering,
have been tried, namely (1) linking the opening angle to log NH by decreasing it linearly
from 60° to 40° from unobscured to Compton-thick sources, (2) making the opening angle
a free parameter for each source, and (3) freeing both the opening and viewing angle.
These models yield comparable evidence to torus+pexmon+scattering and thus are not
justified by the available data in the CDFS. Another possible direction would be to test
relativistically blurred reflection spectra, which have been used in local AGN to constrain
the BH spin. However, this goes beyond the scope of this work.
As a next step, a model that incorporates a density gradient in the torus geometry would
be of interest, to self-consistently consider the line-of-sight obscuration and additional
Compton-reflection component (+pexmon). The density distribution inside the torus is in
principle unknown. A starting assumption would be to assume symmetry in the rotation
axis, and that the density gradient increases monotonously increases towards the plane
of rotation. The density gradient may be informed by the distribution of the reflection
strengths (R values), e.g. from Rivers et al. 2013, or forced to reproduce the distribution
of column densities NH . Constraining the latter is the focus of the next Chapter. Such a
model however assumes the strongest possible form of the unification paradigm, in that all
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properties (e.g. NH) are fully determined by the viewing angle.
5.5 Conclusions
In this chapter, I employed a Bayesian framework for analysing X-ray spectra. This
methodology is applied to ∼ 350 faint, low-count spectra of AGN in the CDFS to in-
fer model parameters. The approach propagates all uncertainties e.g. the Poisson process
of collecting counts, or errors in photometric redshifts determination. The novelty of this
work however is to apply Bayesian model comparison.
We consider physically motivated models where various geometries – no obscurer, bullet-
like blob in the LOS, toroidal and spherical obscurer – are considered. The best model
has (1) an intrinsic power law obscured by (2) a constant-density toroid where photo-
electric absorption, Compton scattering and Fe-K fluorescence are considered. We detect
the presence of (3) an unabsorbed power law associated with Thomson scattering off ionised
clouds. Additional (4) Compton reflection, most noticeable through a stronger Fe-Kα line,
is also found. We find strong evidence against a completely closed, or entirely open, toroidal
obscurer geometry.
Figure 5.5.1: Cartoon illustrations of a-posteriori possible geometries (see text).
The geometry of the obscurer in the deepest field to date is thus, from the point of view
of X-ray spectra, compatible with two simple scenarios illustrated in Figure 5.5.1: (a) Per-
source density variations of a constant-density torus, with an accretion disk contributing
extra reflection in some sources or (b), following the unification scheme, a torus with a
column density gradient where the LOS obscuration depends on the viewing angle and the
observed additional reflection originates in denser regions of the torus. In both scenarios,
ionised clouds can scatter intrinsic radiation past the torus.
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Figure 5.3.6: Luminosity-redshift plot of the sample. The median of the intrinsic luminos-
ity (logarithmic, in erg/s) and redshift posterior probabilities have been used
from the torus+pexmon+scattering model. Sources are classified as Compton-
thick (NH > 1024cm−2), obscured (1022cm−2 < NH < 1024cm−2) or unobscured
(NH < 1022cm−2) when the majority of the probability posterior of NH lies in the
respective range. Because of their heavy absorption, the detection of Compton-Thick
AGN is biased towards higher luminosities, compared to Compton-thin AGN.
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torus+pexmon+scattering rejected in favor of wabs+pexmon+scattering
wabs+pexmon+scattering rejected in favor of torus+pexmon+scattering
sphere+pexmon+scattering rejected in favor of wabs+pexmon+scattering
wabs+pexmon+scattering rejected in favor of sphere+pexmon+scattering
Figure 5.3.7: Evidence contribution from each source with secure spectroscopic redshift. The
vertical axis shows the Bayes factor between torus+pexmon+scattering and
wabs+pexmon+scattering (red circles), where strong preference for the torus is
above log 10 = 1. The same is shown for sphere+pexmon+scattering and
wabs+pexmon+scattering (black squares). In both model comparisons, there are
obscured objects showing significant preference for each model.
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Figure 5.3.8: Histograms of the best parameter values derived using the
torus+pexmon+scattering model. The median of the marginal posterior dis-
tribution for each object is histogrammed in black. The thick red line shows the
same as a cumulative distribution. To illustrate the uncertainty in the parameters,
the dotted red lines show the cumulative distribution of the 10% and 90% quantiles
instead of the median. The dashed gray line shows the assumed prior.
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Figure 5.3.9: Comparison of the results from this work with the previous analysis of Tozzi et al.
(2006). The left panel shows the column density (NH) while the right panel compares
the intrinsic luminosity in the 2 − 10 keV rest frame band. Here, only objects are
plotted which have the same redshift estimate in Tozzi et al. (2006) and this work.
The errorbars show the best fit found in Tozzi et al. (2006) (x-axis) and the median
and 1-sigma equivalent quantiles of the posterior in the analysis (y-axis).
99
6 The relationship between obscurer
and accretion luminosity
The first step towards constraining the growth of black holes across cosmic time is to
determine the distribution of AGN in accretion luminosity, obscuration and redshift. This
is an interesting subject of study because the redshift distribution of AGN shows if the
prevalence of AGN has changed over cosmic time, e.g. due to environmental changes such
as host galaxy evolution, mergers or disk instabilities (see Section 3.3.4). Furthermore, the
X-ray luminosity of AGN is linked to the black hole growth, and thus the distribution of
LX can be translated into growth of black holes (investigated in more detail in the next
Chapter). However, to attain these goals it is necessary to constrain the total number of
AGN and their total intrinsic luminosity output. This is made difficult by the elusive nature
of the most heavily obscured, Compton-thick AGN. The first step is thus to constrain the
fraction of obscured and Compton-thick AGN.
Previous work has attempted to constrain the number of Compton-thick AGN using
X-ray background synthesis (e.g. Gilli et al. 2007), but while this population is needed
to reproduce the shape of the XRB spectrum, Treister et al. (2009) and Akylas et al.
(2012) point out that this approach is relatively insensitive to the precise Compton-thick
AGN fraction, largely due to the degeneracy with e.g. the assumed level of Compton
scattering in spectral models. Multi-wavelength data have also been exploited to identify
Compton-thick AGN and constrain their number. These include optical (Risaliti et al.
1999; Cappi et al. 2006; Panessa et al. 2006; Akylas & Georgantopoulos 2009; Gilli et al.
2010; Vignali et al. 2010; Jia et al. 2013; Mignoli et al. 2013; Vignali et al. 2014), infrared
(e.g. Fiore et al. 2008, 2009; Alexander et al. 2011; Brightman & Nandra 2011a,b) and hard
X-ray (e.g. Sazonov et al. 2008; Burlon et al. 2011; Alexander et al. 2013; Lanzuisi et al.
2014) diagnostics applied to local and non-local AGN samples. These studies estimate
Compton-thick fractions relative to the obscured AGN population in the range 30− 50%,
thereby demonstrating that such heavily obscured sources represent a sizeable fraction
of the AGN population in the nearby Universe. Following a handful of early discoveries
of Compton-thick AGN in deep X-ray surveys (Norman et al. 2002; Tozzi et al. 2006;
Comastri et al. 2011), an important recent development has been the identification of
significant samples of Compton-thick AGN at moderate to high redshifts (Brightman &
Ueda 2012; Georgantopoulos et al. 2013; Buchner et al. 2014; Brightman et al. 2014). This
has been enabled by the combination of extremely deep X-ray data, sufficient to constrain
the X-ray spectra, along with extensive multi-wavelength coverage of X-ray survey regions,
and new techniques able to determine accurate photometric redshifts for X-ray emitting
AGN (Salvato et al. 2009, 2011). This then offers the exciting possibility of starting to
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constrain the evolution of the obscured AGN populations, including Compton-thick AGN,
provided that the selection function can be sufficiently well understood.
Further interest in the obscured AGN population lies in the nature of the obscuration
itself, and its possible relationship with other source properties. In the standard unification
picture (Antonucci & Miller 1985; Antonucci 1993), all AGN are surrounded by an optically
thick toroidal structure relatively close (parsec-scale) to the central engine, which can
obscure the line of sight depending on the viewing angle. Alternatively, or additionally,
obscuration can occur at galactic scales (Maiolino & Rieke 1995). Observations show
that AGN host galaxies are massive and lie, at least in an average sense, on the main
sequence of star-formation (Santini et al. 2012). At moderate redshifts, z ≈ 1 − 2, such
galaxies are known to be gas-rich, with gas contents 3 to 10 times larger than local samples
(Tacconi et al. 2013). It is therefore possible that obscuration in moderate redshift AGN
is associated with the same gas fuelling both star formation and the accretion process
itself. In some scenarios (Hopkins et al. 2006a, 2012), obscured AGN represent a distinct
phase in the co-evolution of the galaxy and its central black hole, with energy output from
accretion sweeping up gas from the surroundings with potentially profound effects on star
formation (Silk & Rees 1998; Fabian 1999; King 2003). Determining accurately the fraction
of obscured AGN, including Compton-thick AGN, as a function of other parameters such
as luminosity and redshift is critical for both unification and co-evolution models.
Previous work has provided evidence that the obscured fraction depends on luminosity,
with obscuration being less common in more powerful sources. In a local AGN sample,
Lawrence & Elvis (1982) found a correlation between the count rate (luminosity) and
hardness ratios (proxy for obscuration). This work has later been confirmed by luminosity
function-type studies in the soft (Hasinger 2008) and hard band (Ueda et al. 2003, 2014),
as well as in samples detected with higher energies (Burlon et al. 2011). However, the
fraction of obscured sources e.g. at the bright end has deviated strongly between works.
On the extremes, Hasinger (2008) finds that the fraction goes to zero at LX = 1045.5erg/s,
while e.g. Treister et al. (2005) claims that the luminosity-dependence is merely a selection
effect, in particular for the soft band. A similar luminosity-dependence has been observed
in the optical, where the fraction of type-2 AGN is dependent on the X-ray luminsity (e.g.
Bongiorno et al. 2010; Steffen et al. 2003).Using data from the COSMOS survey Merloni
et al. (2014) finds that the luminosity-dependence of the type-2 fraction is consistent across
all redshift bins up to z ≈ 2.
As the Unification paradigm explains the unobscured/unobscured by viewing angles
inside/outside the opening of the torus the most obvious explaination is that the latter
increases with luminosity. The receding torus model (Lawrence 1991) is commonly used
to describe the luminosity-dependence. In that model, the radius of the torus increases
with luminosity, while its height remains the same. This effectively increases the opening
angle, providing more unobscured line-of-sights. This model is not a physically consistent
setup, as it does not define which physical effect pushes the torus to larger distances.
This could be e.g. photon pressure or ionisation of the inner regions. Nevertheless, it
provides an empirical fit to the observed behaviour. Simpson (2005) modified the formulae
to fit newer data (including those from Ueda et al. 2003; Hasinger 2008), showing that the
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initially assumed geometry has to be modified. Mayo & Lawrence (2013) present a model
for a partially covered AGN population, in which a significant fraction of the population
is covered to 99% by an Compton-thick obscurer. This leads to a spectra with a strongly
absorbed powerlaw and another powerlaw component due to the leaking of the intrinsic
strength with 1% of the intrinsic luminosity. If spectral fitting with an absorbed powerlaw
is applied, the latter component may be mistaken for the intrinsic powerlaw and the source
will be identified as an unobscured AGN with a luminosity of 1% of the true luminosity.
Such a error leads to a luminosity-dependent fraction of obscured AGN, as the covered
population is estimated with a different luminosity than the unobscured population. Such
an effect can be problematic in previous works that apply spectral fitting with a simple
model (e.g. absorbed powerlaw) or hardness ratios. It is worth emphasising that the new
spectral analysis method presented in Chapter 5 does not suffer from this problem: the
possibility of a Compton-thick obscurer with a soft scattering component is considered
at the same time as the source being unobscured. The probability distribution on the
luminosity then contains both solutions (see Section 5.3.1 for an example).
One approach to study whether the geometry of the torus is indeed affected is to observed
individual objects in detail. In particular, the infrared-to-bolometric luminosity ratio has
been used as a proxy of the covering factor (e.g. Lusso et al. 2013; Roseboom et al. 2013).
However, such a derivation strongly depends on the assumed model parameters, such as the
inclination, number, size and geometrical distribution of torus clouds, as well as opacity,
which are highly degenerate.
The luminosity-function work of La Franca et al. (2005) has allowed in their empirical
modeling of the obscured fraction an evolution with redshift. The best fit parameters
indeed point to an evolution where in the high-redshift universe, obscured AGN were more
abundant. This has remained controversial due to selection effects, as simulated by Akylas
et al. (2006). Treister & Urry (2006) consider the optical classification of an X-ray detected
AGN sample, and observe no evolution in the observed fraction. However, one would expect
less type 2 AGN at high redshift, as they become more difficult to detect. Thus, they argue
for an evolution of the obscured fraction. Iwasawa et al. (2012) have analysed a 9− 20keV
(rest-frame) selected sample at z > 1.7 and found an elevated fraction of obscured AGN as
compared to local samples in the same energy range. Newer luminosity function works also
allow for such evolution, however the detection of e.g. Ueda et al. (2014) only shows a very
weak increase in the intermediate luminosity range. More specifically, they for example
find that 50± 5% of Compton-thin AGN are obscured at z = 0.1− 1 for LX ≈ 1043.8erg/s
AGN while at z = 1− 3, the fraction is 58± 3% at LX ≈ 1044.3erg/s. The weak evidence
thus requires further investigation.
Typically, these studies rely on the association of X-ray sources to optical/IR counter-
parts and subsequent redshift determination. Early luminosity-function type studies in
the ROSAT era (e.g. Boyle et al. 1993) only sampled the brightest AGN, which yield high
association completeness and easy redshift determination. However, the XMM-Newton
and Chandra telescopes have dramatically increased the sensitivity and resolution of X-ray
observations. In deep fields, this may lead to the detection of faint X-ray sources without
optical/IR counterparts even in deep HST imaging. Additionally, the still relatively large
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positional errors can lead to multiple possible counterparts, an ambiguity that often can
not be resolved. Also, the faint optical magnitudes of the majority of sources does make
spectroscopic followup challenging. These points were initially neglected in early works
(e.g. Cowie et al. 1996) until methodological improvements in optical identification (e.g.
Brusa et al. 2007) and photometric redshifts (e.g. Salvato et al. 2009) had evolved. The
inhomogeneous exposure of XMM-Newton and Chandra observations (as opposed to the
relatively even ROSAT exposures) also necessitated advances in the detection of sources
and quantification of the selection bias (e.g. Georgakakis et al. 2008). A major advance
in methodology was the work of Aird et al. (2010), which accounted for missing counter-
parts, Eddington bias, Poisson uncertainties in the flux and photometric redshifts. They
also used Bayesian model comparison to distinguish between luminosity function models.
The luminosity function of Aird et al. (2010) is based on the hard band flux, without
accounting for source obscuration or other spectral components. This work continues the
methodological advances by incorporating systematic uncertainties in photometric redshift
estimation (see Section 4.7.1). The spectrum of each source is modelled in detail to obtain
the intrinsic luminosity and obscuration. The uncertainties from unknown counterparts,
photometric redshift estimation as well as the limited number of counts are propagated
(see Chapter 5).
The most notable contribution of this chapter is the determination of the space density
in the LX − z − NH space without assuming a parametric model of e.g. the luminosity-
dependent behaviour or the evolution of the obscured fraction. The methodology is de-
scribed in the following section. Chapter 7 explores the shape of the luminosity function
and the total number density of AGN over cosmic time. This chapter focuses on the NH
distribution and its luminosity-dependence and evolution.
This work was published as ? in Astrophysics Journal, Volume 802, 89 pp.
6.1 Methodology
In the previous chapters I compiled a large sample of hard X-ray selected AGN from the
CDFS, AEGIS-XD, COSMOS and XMM-XXL surveys (see Chapter 4 and Section 4.8
in particular), for which intrinsic X-ray luminosity LX in the 2 − 10 keV energy range,
redshift and equivalent hydrogen column densities have been derived. These observables
can now be used to infer the distribution of AGN of these key quantities in the population.
However, the distribution of the AGN sample analysed in Chapter 5 in intrinsic luminosity,
redshift and obscuring column density, is not very useful at the moment, for two reasons:
The foremost problem is the selection bias. X-ray emission provides the least biased
way of selecting AGN over a wide range of column densities and luminosities, as X-rays
penetrate the obscuring material and the 2−10keV window is largely free of any host galaxy
contamination. However, AGN with faint intrinsic emission, those at large cosmological
distances and those enshrouded in gas and dust are detected with lower efficiency in flux-
limited detections such as the one used in this work, leading to severe incompleteness in
these regions of the parameter space. When the column of equivalent neutral hydrogen
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exceeds unit optical depth corresponding to the Thomson cross section (NH ≈ 1.5 ×
1024 cm−2), AGN become difficult to find even at X-ray wavelengths. In this “Compton-
thick” regime, AGN can nonetheless be identified by hard X-ray emission which can emerge
from the thick covering and/or via radiation that is reflected and scattered into the line of
sight. These processes result in a characteristic shape to the X-ray spectrum, including a
flat continuum and intense iron Kα emission lines which can be identified using spectral
analysis.
Secondly, the distribution of the observed properties is difficult to use if we want to stay
true to the uncertainties. Faint objects, which dominate the sample, are highly uncertain
in their properties, namely the intrinsic luminosity L, obscuration NH , but also their
redshift z. For instance, Compton-thick AGN can have large “probability clouds” for their
parameters. This prohibits us from assigning objects to bins for visualisation. For direct
visualisation, three approaches can be considered: (1) assigning each object to a random
luminosity bin based on its probability distribution, and then estimating the density in
the bin, (2) assigning each object to each luminosity bin with a probability weight, and
then estimating the density in the bin, (3) computing for each luminosity bin the number
of objects that have a higher luminosity with e.g. 90% probability. Method (2) has the
difficulty that the “number” in each bin is no longer integer – requiring interpolation of the
Poisson distribution formula. The methods (1) and (2) assume a frequency interpretation
of the uncertainty probability distributions – which is not reasonable as every object is
different and the sample size is small. Method (3) may be useful for checking whether data
and model agree, but does not yield a intuitive visualisation. None of these methods are
satisfying, so here I develop a new approach, which visualises the data and estimates the
luminosity function at the same time.
6.1.1 Luminosity function analysis
To obtain the distribution of the underlying population in luminosity, redshift and column
density, inference has to take into account that the sample under study is a biased, random
draw. Such inference methods have been known for a long time (Marshall et al. 1983). In
the following, I review the statistical footing of analysing population demographics. For





dC · p(dk|C) · dVdz dC
exp
{´ φ(C)
dC · A(C) · dVdz dC
} (6.1.1)
where C = {logL, z, log NH}, p(dk|C) represents the results of the spectral analysis of data
dk from the detected object k, which is weighted by the luminosity function φ. Usually,
a functional form is assumed for φ, such as a broken powerlaw, whose parameters are
sought (see Figure 6.1.1). The integral in the denominator computes the expected number
of sources by convolving the luminosity function with the area curve A (shown in Figure
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Figure 6.1.1: Broken powerlaw luminosity function model. In this context, a broken powerlaw








)β . The parameters are the normalisation N , the
break luminosity L∗ and the power law slopes above and below the break (α and β).
4.2.2 as a dotted magenta line). The remainder of this section gives an extensive derivation
and caveats for this likelihood.
I now go through a derivation of the statistical footing of analysing population demo-
graphics by reviewing and combining the works of Loredo (2004) and Kelly et al. (2008).
Their main difference is whether the Binomial distribution or its approximation, the Pois-
son distribution, is used.
The intent is to estimate the number density per comoving volume (Mpc3) of AGN,
as a function of various properties, specifically X-ray luminosity, redshift and obscuring
column density. This extended luminosity function will describe the evolution of the X-
ray population and all sub-populations (e.g. Compton-thick AGN). The difficulty is that
each of these properties influences the ability to detect objects with such properties. Lets
assume the probability to detect a source with properties C can described as p(D, C).
After analysing each object in detail, the sample under study could be binned into so
small bins that only 1 item at most can be in each bin Ci. Then just applying the Binomi-
al/Poisson distribution, assuming that in k bins a source is detected (and no detections in
the other n− k bins), yields:
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The first equation gives the likelihood based on the Binomial distributions, and here
p(D¯, di, Ci) denotes the probability of not detecting a source with properties Ci and hav-
ing obtained the observed data di. In the Poisson formula, only p(D, di, Ci) occurs, which
instead denotes the probability of detection.
Notice that the term marked with a star in Equation 6.1.3 remains the same, regardless
of the number of detections k in the sample (only dependent on n). The sum in this term
therefore has to be always the same, independent of the specific sample di. In the Poisson
formalism, the exponent of this term has a specific meaning – it refers to the expectation
value of the sample (a a-priori assumption). Thus this dependency of the data can be
removed, and be treat it as an a-priori probability. Mathematically, I integrate over all
possible data di.










(n× p(Di, di, Ci)) (6.1.5)
Here I used
∑n
i=1 p(Di, di, Ci) =
∑n
i=1 p(Di, Ci). By analogy, for the binomial distribution,
I use
´
p(D¯i, di, Ci) ddi = p(D¯i, Ci). Mathematically, integrate over all possible data di is
done, but for all non-detected sources (see Kelly et al. 2008).
106























ln p(D¯i, Ci)+ (6.1.8)
k∑
i=1
ln p(Di, di, Ci)
}
(6.1.9)
Now I replace the n discrete bins by a continuum. The probability p(Di, di, Ci) can then be
non-zero over a range of the parameter space. After all, the true parameter C are unknown.
Thus, I replace
∑
























× exp { (6.1.12)
(n− k) · ln
ˆ






p(Di, di, C) dC
}
(6.1.14)
Now I expand p(D, C) and p(Di, di, C) using conditional probabilities and discuss the mean-
ing of the occuring terms.
p(D, C) = p(C) · p(D|C) (6.1.15)
p(D, di, C) = p(C) · p(di|C) · p(D|di, C) (6.1.16)
Here, p(C) is the probability of finding an object with characteristics C ({logL, z, logNH}
here). This is essentially the luminosity function of interest. The term p(D|C) in Equation
6.1.15 denotes the sensitivity to such objects.
In Equation 6.1.16, the second term, p(di|C), is related to the spectral analysis. It
denotes the likelihood that this data was generated from a source with e.g. luminosity
107
CHAPTER 6. THE RELATIONSHIP BETWEEN OBSCURER AND ACCRETION
LUMINOSITY
L and column density NH . Finally, the probability of detecting this object, given the
data and characteristics C, has to be considered. This is almost surely 1, as having data
associated with an object implies having detected it. However, there is a subtlety here that
has been overlooked so far. Some astronomers use the sensitivity p(D|C) – specifically the
area curve of where the object was detected – here, in place of p(D|di, C) = 1. But Loredo
(2004) makes a strong point arguing that the sensitivity function must not be used here.
Why is it done in practise anyways?
The X-ray source catalogues used in this thesis is constructed by extracting counts within
an area that corresponds to 70% of the PSF. The background for this region is estimated,
and the probability for the background to produce the observed number of counts computed
(no-source probability). If a threshold is exceeded, the source is considered to be real and
its spectrum is extracted. In the latter step a much larger region is used, 90% of the
PSF, in order to include as many source counts as possible. At the same time however, a
larger number of background counts is also included. While in the small detection area it
was not possible for the background to produce the observed counts, for faint sources it
may be possible for the background to produce the observed counts in the larger spectrum
extraction region. This is because the background contribution grows linearly with area,
but the source contribution almost stays the same. The likelihood of the analysis thus
does allow having no flux from a faint source, i.e. luminosity zero. This contradiction
to the detection probability stems from the fact that the information that the counts are
concentrated in detection region has not been used. In this case, p(D|di, C) 6= 1.
Specifically, I can write it as p(D|di, C) = p(> k|di, C), the probability of having more
than k counts in the detection region out of the extracted spectrum counts di, where k
denotes the number necessary for detection at the current position. An approximation to
this number is p(> k|C), the probability to produce the number of counts required for a
detection at the current position. A further approximation is
´
p(> k|C) dA/A = p(D|C),
which is the area-average sensitivity curve. This explains why some works use the area
curve in the data term, even though it should not be done: it is an attempt in fixing a loss
of information introduced when the detection and data analysis processes differ.
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Comparing Equation 9 in Loredo (2004) with Equation 6.1.18 above, the same result has
been achieved with the notation key p(di|θ) = li, p(D|di, C) = 1, C = m, n = ωδm
and p(D|C) = η(m). The derivation is similar, however I started from first principles and
continued in a sound and complete way for both the Poisson and the Binomial distribution.
Comparing Equation 5 in Kelly et al. (2008) with Equation 6.1.17 above, I have obtained
the same result with the notation key C = (Lj, zj), p(D¯|C) = p(Ij = 0|Lj, zj), p(C) =
p(Lj, zj|θ), p(D|di, C) = 1 as well as p(di|C) = 1, since Kelly et al. (2008) neglects any
measurements uncertainties in the derivation, assuming that luminosity and redshift can
be determined perfectly.
Finally, I summarise the logarithms of the likelihoods, neglecting constants.
lnLB = (n− k)× ln
ˆ





p(C) · p(di|C) · p(D|di, C) dC
lnLP = −
ˆ





p(C) · p(di|C) · p(D|di, C) dC
The general-purpose framework presented here is advocated by Kelly et al. (2008). It is
a general approach for the inference of population demographics based on specific samples.
The importance of this step – rather than analysing trends based on sample statistics –
and incorporating selection biases, can not be over-stated.
In this work, I restrict myself to the Poisson likelihood. This allows the space density
directly (rather than separating sampled volume and probability). For p(C) I insert the
luminosity function model φ(logL, z, logNH) × dVdz . For p(D|C) I insert the area curve
(see Figure 4.2.2). For p(D|di, C) I use the area curve of the specific field as an approxi-
mation (see above). For p(di|C) I should use the likelihood of the spectral analysis. How-
ever, I did use intermediate priors in the data analysis (see Chapter 5, specifically Section
5.2.4). I thus extend p(di|C) = p(di|C)×p(C)p(C) where the nominator is the posterior distribution
computed in the spectral analysis, and the prior has to be divided away again. As flat
priors have been adopted in logL, logNH , and z, which are the units of the integral over
C = {logL, z, logNH}, this division only contributes to the likelihood as a fixed offset, and
is not relevant for further analysis. If different intermediate priors had been used, here they
would be have to be divided away. In fact, I employed a Gaussian prior on the photon index
Γ. However, the luminosity functions φ I consider are in fact φ(logL, z, logNH) × f(Γ)
where f is the Gaussian prior used, thus I also do not require a correction here.
Regarding the practical evaluation of the likelihood function, I use posterior samples
from the spectral analysis as just described. For the first integral in Equation 6.1.20,
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Figure 6.1.2: Illustration of the two smoothness priors used. The left panel shows the “constant-
value” prior: The extrapolation from well-constrained step-function bins (black) to a
neighbouring bin (red) is done by assuming the same value with a fixed uncertainty
σ, whose value encodes the assumed correlation strength or smoothness. The right
panel illustrates the “constant-slope” prior. The value for the neighbouring bin (red)
is predicted by continuing the same slope from the black points. As the prior is
defined in logarithmic units of the density, this behaviour corresponds to preferring
a powerlaw.
which describes the expected number of detected sources, I employ a fixed grid, as these
are fast to compute but also ensure a consistent estimate between likelihood evaluations.
I use 40 grid points in each of the three dimensions (L, z, NH). By pre-computation of
all weights except for the luminosity function φ, the likelihood function reduces to (fast)
addition and multiplication operations.
6.1.2 Non-parametric approach
We would like to use the power and safety of a likelihood-based analysis but without the
rigidity of a functional form, allowing discovery of the shape of the luminosity function. The
method for analysing the luminosity function used here is thus – in a simplistic description
– to fit a three-dimensional (L, z, NH) histogram as the luminosity function model.
Using e.g. 10 × 10 × 10 = 1000 bins already means that the problem is largely under-
determined. Thus additional information needs to be provided. Here the reasonable as-
sumption is made that the function does not vary rapidly between neighbouring bins (in
particular for the redshift). This smoothness prior is encoded in two approaches, both us-
ing the Normal distribution to penalise large deviations. These two priors, “constant-value”
and “constant-slope” are explained below and illustrated in Figure 6.1.2.
• “constant-value”: This prior retains the current value unless constraints are imposed
by the data. The value of a bin should scatter around its neighbour density value
log φi+1 = Normal(log φi, σ) with an allowed correlation width σ for each axis (σL,
σz).
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• “constant-slope”: This prior keeps power law slopes intact unless constraints are
imposed by the data. The log-density slope between bins should scatter around its
neighbours slope log φi+2 = log φi+1 +Normal(log φi+1− log φi, σ), with the deviation
from the slope for each axis (σL, σz).
For the NH dimension, the constant-value prior is always used, as a power law dependence
does not seem appropriate here (e.g. Risaliti et al. 1999 finds a approximately flat distri-
bution). With this simple prescription, a smooth field can be recovered by fitting a model
whose shape is driven by the data.
Whenever the data constrain the result well, the results from either prior prescription
(constant-value and constant-slope) will be the same. Where the constraints are poor, the
results will differ depending on the adopted prior. Thus the difference in the reconstructions
should be taken as a indication of whether the data or the priors dominate, and in the latter
case the difference between the two is an indication of the uncertainty in the determination.
It should be stressed that the choice of binning and in particular the correlation strengths
σL, σz, σNH can influence the result. Motivated by the number of data points in each bin,
I chose the pixelation as 11 bins of logarithmically spaced luminosity 42−46 (units erg/s),
redshift bin edges 0.001, 0.1, 0.3, 0.5, 0.75, 1, 1.25, 1.5, 1.8, 2.1, 2.7, 3.2, 4, 7 and log NH bin
edges 20, 21, 22, 23, 23.5, 24, 26. The correlation strengths σ is defined for neighbouring
bins, and their choice is important. Notably, if σ is too small, the model will be flattened
out, as the prior dominates, while if σ is too large, no smoothness assumption is used, and
uncertainties will be large. Ideally, we would like to recover σ from the data themselves.
Unfortunately, the tests show that this computation is not numerically stable. However,
above some small value of σ, the results are consistent regardless of the choice of σ. I thus
just choose reasonable values for σ, namely σL = 0.5, σz = 0.5 and σNH = 0.75. This
encodes, roughly speaking, that neighbouring bins have the same order of magnitude in
space density. These values have been chosen after a few initial tests, but were not tuned
to give optimal results. Rather, they are one possible, and reasonable, a priori choice.
One aspect of particular interest are the uncertainties of this smooth field reconstruction
method. Bins with data will be tightly constrained, while bins without information will
have increasing uncertainty with distance from the data. Making uncertainty estimates
with so many parameters is not trivial, especially as the parameters are correlated by
definition. I use a Hamiltonian Markov Chain Monte Carlo code named “Stan” (Stan De-
velopment Team 2014). Stan uses the sophisticated No-U-Turn Sampler (NUTS, Hoffman
& Gelman 2011) technique to ensure rapid mixing of the Markov chain by avoiding cyclic
explorations. The Stan model used is shown in Algorithm 6.1.
6.2 Results
6.2.1 Obscured and Compton-thick fractions
The total number of AGN, and their distribution in luminosity is the focus of Chapter
and presented in Section 7.2.2. The focus of this chapter is the obscuration. Firstly, the
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Algorithm 6.1 Stan code for estimating the field (continued in Algorithm 6.2). The
contant-slope prior implementation is shown. The integrals to be computed have been
prepared so that the density only needs to be evaluated at the respective field bin value
(indices) and multiplied by the weights. The evaluation points are chosen using a simple
grid, or via the posterior samples of each object.
1 data {
2 int indices [27344 ,3];
3 real weights [27344];
4 vector [11-1] widths0;
5 vector [14-1] widths1;
6 vector [7-1] widths2;
7 int lengths [2046];
8 int chain_indices [780 ,3];
9 real chain_weights [780];
10 }
11 parameters {






18 real dataterms [2046];
19 real detectionterms [780];
20 real loglike;
21
22 sigmaL <- 0.5;
23 sigmaz <- 0.5;
24 sigmaNH <- 0.75;
25
26 /* L smoothness prior: 2nd derivative is small */
27 for (i in 3:11) {
28 for (j in 1:14) {
29 for (k in 1:7) {
30 y[i,j,k] ~ normal ((y[i-1,j,k] - y[i-2,j,k]) * widths0[i-1] / widths0[i-2] + y[i-1,
j,k], sigmaL);
31 } } }
32 /* z smoothness prior: 2nd derivative is small */
33 for (i in 1:11) {
34 for (j in 3:14) {
35 for (k in 1:7) {
36 y[i,j,k] ~ normal ((y[i,j-1,k] - y[i,j-2,k]) * widths1[j-1] / widths1[j-2] + y[i,j
-1,k], sigmaz);
37 } } }
38 /* NH smoothness prior: 1st derivative is small */
39 for (i in 1:11) {
40 for (j in 1:14) {
41 for (k in 2:7) {
42 y[i,j,k] ~ normal(y[i,j,k-1], sigmaNH);
43 } } }
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Algorithm 6.2 Continuation of Algorithm 6.1.
1 { /* individual objects */
2 int m;
3 m <- 0;
4 for (i in 1:2046) {
5 int a; int b; int c;
6 real v[lengths[i]];
7
8 for (j in 1: lengths[i]) {
9 int l;
10 l <- m + j;
11 /* look up interpolation point and compute weights */
12 a <- indices[l,1] + 1;
13 b <- indices[l,2] + 1;
14 c <- indices[l,3] + 1;
15 v[j] <- exp(y[a,b,c]) * weights[l];
16 }
17 m <- m + lengths[i];
18 /* add value to likelihood */
19 dataterms[i] <- log(sum(v) / lengths[i]);
20 } }
21 /* detection integral */
22 for (k in 1:780) {
23 int a; int b; int c;
24 real v;
25 /* look up interpolation point and compute weights */
26 a <- chain_indices[k,1] + 1;
27 b <- chain_indices[k,2] + 1;
28 c <- chain_indices[k,3] + 1;
29 v <- chain_weights[k] * exp(y[a,b,c]);
30 detectionterms[k] <- v;
31 }
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Table 6.1: Key statistics on the fraction of obscured and Compton-thick AGN.
Obscured fraction Compton-thick fraction
(> 1022cm−2) (> 1024cm−2)
Cosmic time averagea 75+4−4% 39
+7
−6%







c > 2.25 (unconstrained)
a These fractions relative to the total space density of the population are es-
timated by integrating the X-ray luminosity function over cosmic time and
within X-ray luminosity range L(2 − 10keV) = 1043.2 − 1046erg/s. The un-
certainties are computed using the 5% and 95% quantiles of the posterior
distribution, i.e. the true value is bracketed with 90% probability.
b For this estimate the lowest redshift bin is used.
c The peak is computed by identifying the maximum value (fraction) and loca-
tion (redshift) in each posterior realisation, and considering the distribution of
each series. This leads only an upper limit for the peak location for obscured
AGN. For Compton-thick AGN, no upper or lower limit could be determined.
fraction of obscured AGN is reported by comparing the space density aboveNH > 1022cm−2
to the total. The non-parametric approach allows us to explore this fraction in a model
independent way by integrating the luminosity function over luminosity and cosmic time.
These fractions are computed using only the luminosity range L = 1043.2−46erg/s, i.e.
without the lowest three luminosity bins. The choice of the luminosity range for the
presentation of the results is to minimise uncertainties associated with the typically looser
constraints achieved at the faint-end of the X-ray luminosity function. At virtually all
redshifts the AGN space density is better determined at luminosities L > 1043.2erg/s. In
Table 6.1, the fraction of obscured objects in the Universe is found to be 75%, with narrow
uncertainties. The fraction of Compton-thick AGN (NH > 1024cm−2) is approximately
35%.
Additionally, it is interesting to test whether these fractions are constant over cosmic
time. This is done by noting the peak fraction and its redshift in each posterior realisation
of the non-parametric reconstruction, and averaging the results. At z > 2, the obscured
fraction tends to a higher value of almost 85% (see Table 6.1). This shows that the fraction
of obscured AGN varies through cosmic time. In the following section, we investigate this
evolution of the obscured fraction further. For the Compton-thick fraction, no peak can be
identified as the redshift is unconstrained. This indicates that the Compton-thick fraction
is constant over cosmic time at approximately 35%.
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Figure 6.2.1: Redshift evolution of the space density of AGN with LX > 1043.2erg/s, for various
column densities. The step function reconstruction is represented by points at the bin
centre, which are connected by lines (dashed for the constant-value prior, solid lines
for the constant-slope prior). In the left panel, distinct evolutions for the Compton-
thin obscured (blue shaded region, top) and unobscured (red shaded region, bottom)
can be observed. The right panel plots the evolution of Compton-thick AGN as a
green shaded region. To facilitate the comparison the evolution of the unobscured
and obscured Compton-thin AGN reconstruction is also plotted in the case of the
constant-slope prior (solid lines). All AGN sub-populations split by the level of
obscuration experience similar space density evolution, which can be described by
a rise from z = 0.5 to z = 1.25, a broad plateau at z = 1.25 − 2.1 and a decline
at higher redshift. There is also evidence that moderately obscured, Compton-thin
AGN (NH = 1022 − 1024 cm−2) are evolving faster in the redshift interval 0.5 − 4
in the sense that they reach peak space densities higher than the other AGN sub-
populations. The space density of Compton-thick AGN has the highest uncertainty,
due to poor statistics in the low-luminosity range (L < 1044erg/s). Nevertheless,
there is tentative evidence that the evolution of Compton-thick AGN is weaker than
that of the Compton-thin obscured AGN (blue), and in fact closer to the evolution
of the unobscured AGN (bottom red solid line).
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Figure 6.2.2: Redshift evolution of space density of AGN split by the level of obscuration. Different
panels correspond to different hydrogen column density interval as indicated at the
top. The plot highlights that the redshift evolution of the AGN space density is
strongest for the column density bins NH = 1022 − 1023cm−2 and NH = 1023 −
1023.5cm−2.
6.2.2 Obscuration-dependent evolution
To explore the evolution of the obscured AGN fraction further, Figure 6.2.1 plots the
evolution of the space density of unobscured (NH = 1020−22 cm−2), moderately obscured
(NH = 1022−24 cm−2) and Compton-thick (NH = 1024−26 cm−2) AGN with luminosities
L > 1043.2erg/s.
A few words on the visualisation are warranted. All relevant figures plot the posterior
distributions of the three-dimensional step function model from various axis views (L, z
and NH). The median result is always shown for the constant-value prior as a dashed line,
and the median result for the constant-slope prior as a solid line. A feature of the non-
parametric methodology is that uncertainties are realistic and reflect regions of parameter
space where data are sparse. Whenever the data constrain the result well, the results from
either prior prescription (constant-value or constant-slope) will be the same. Only when
constraints from the data are poor, the results differ. The difference in the reconstructions
should thus be taken as an indication of whether the data or the priors dominate the result.
The 10%-90% quantile is plotted as hatched regions as a measure of the uncertainty, by
taking together the posterior samples from both priors.
In the left panel of Figure 6.2.1, moderately obscured and unobscured AGN are found to
follow similar evolutionary patterns, namely an increase from z = 0 to z = 1.2 where their
space density peaks and a decline at higher redshifts. However, there are also differences.
Moderately obscured AGN evolve much faster from z ∼ 0.5 to z ∼ 1.5.
The right panel of Figure 6.2.1 shows the space density of Compton-thick AGN. The
evolution of the Compton-thick AGN population has larger uncertainties than unobscured
and moderately obscured Compton-thin AGN. Nevertheless the space density shows a
broad plateau at z ≈ 1− 3, followed by a decline to both lower and higher redshifts. The
evolution of Compton-thick AGN also appears weaker than that of moderately obscured
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Figure 6.2.3: Luminosity-dependence of the obscurer. The top row plots the obscured fraction of
Compton-thin AGN (CTNOF, eq. 6.2.1) for various redshift intervals. The shaded
grey region are the constraints from the non-parametric method. Additionally, the
estimates of Ueda et al. (2014) (yellow points) are shown for comparison. For refer-
ence, the red star symbol is placed at 70% and L = 1043erg/s across the panels. In
the top left panel, the results from local surveys (Burlon et al. 2011; Brightman &
Nandra 2011b) which report a similar shape. The CTNOF shows a distinct peak,
which is placed at the red star for local surveys, but appears to move to sequentially
higher luminosities at higher redshift. In the bottom row, the luminosity-dependence
of the Compton-thick fraction (eq. 6.2.2) is plotted. The results (shaded grey) show
that the Compton-thick fraction is compatible with being constant at ∼ 35% (blue
star symbol for reference at L = 1043.5erg/s). For comparison, previous surveys
(Burlon et al. 2011; Brightman & Ueda 2012) are shown (see text).
Compton-thin ones. This behaviour is contrary to the NH smoothness prior, which prefers
neighbouring NH bins to have the same value. Thus it can be concluded that the data drive
the result of different evolutions for different obscurations: A strong obscured Compton-
thin evolution compared to a weaker evolution in both Compton-thick and unobscured
AGN.
The different evolution of AGN with different levels of obscuration is further demon-
strated in Figure 6.2.2, where the AGN sample is split into finer NH bins. All sub-
populations experience the same evolutionary pattern, a rise from redshift z ≈ 0.5, a
peak at z ≈ 1.5 and a decline at higher redshift. The AGN that undergo the strongest
evolution are those with columns densities around NH = 1022−23.5cm−2. Both unobscured
and Compton-thick AGN evolve less strongly.
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Figure 6.2.4: Evolution of the obscured fraction. Top panel : The evolution of the obscured fraction
of Compton-thin AGN (CTNOF, eq. 6.2.1) is plotted as a grey shaded region for
L = 1044erg/s. At z ∼ 3, the obscured fraction was higher (75%) than today (50%).
For comparison also plotted are the constraints from Ueda et al. (2003) (brown
triangles) and Ueda et al. (2014) (yellow points).
Bottom panel : The evolution of the Compton-thick fraction at L = 43.5. The results
presented here are compatible with a constant Compton-thick fraction of ∼ 35%. I
compare to the results to Brightman & Ueda (2012) (cyan circles). Local hard X-ray
Swift/BAT observations (green squares, Burlon et al. 2011 for z < 0.1) derived a
lower Compton-thick fraction of ∼ 20%.
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6.2.3 Luminosity-dependence and evolution of the obscured
fraction
Previous studies suggest that the fraction of obscured AGN is a function of accretion lumi-
nosity (e.g. Lawrence 1991; Ueda et al. 2003; Simpson 2005; Akylas et al. 2006; Silverman
et al. 2008; Burlon et al. 2011; Ueda et al. 2014). The luminosity-dependence of the ob-
scured fraction is thought to be related to the nature of the obscurer, e.g. reducing it
in physical extent. This section investigates this issue using the model independent ap-
proach. To illuminate the behaviour of the obscured population I analyse the behaviour
of Compton-thin and Compton-thick AGN separately. This section only considers the ob-
scured AGN that are Compton-thin (NH < 1024cm−2). To this end, a new quantity is







In the top row of Figure 6.2.3, the CTNOF appears to be a strong function of luminosity.
There is evidence for a peak at a certain luminosity and decline at both brighter and fainter
luminosities (the red star symbol provides a constant reference point). Interestingly, the
luminosity where the obscured AGN fraction peaks appears to be a function of redshift.
With increasing redshift, the drop of the CTNOF at bright luminosities occurs at higher
luminosities. These results are in some agreement with the recent analysis in Ueda et al.
(2014). One difference however is at the brightest luminosities, where the non-parametric
method tends towards a higher value (50%). Similar high obscured fractions were sug-
gested by Iwasawa et al. (2012) and Vito et al. (2014), as opposed to 20% in the local
Universe Burlon et al. (2011). Ueda et al. (2014) have better statistics at bright lumi-
nosities compared to this work because they included more wide-area and shallow survey
fields in the analysis. It is therefore likely that the data used here has poor statistics at
the brightest luminosities which makes the preference of the NH prior towards equipar-
tition apparent. The strength of this sample is rather at the faint-end of the luminosity
function for moderate and high redshifts. There, a significant turnover is apparent at low
luminosities (right top panel of Figure 6.2.3). This result is independent of the adopted
form of the prior, indicating that this behaviour is strongly imposed by the data. A similar
behaviour of a peak luminosity and a turnover has been found in local samples (Burlon
et al. 2011; Brightman & Nandra 2011b) (top left panel of Figure 6.2.3, corrected assuming
a constant 20% Compton-thick fraction in their sample). The position of the peak they
find appears to be consistent with the results of this work at low redshift (red star symbol,
L = 1043erg/s).
When considering the obscured fraction at L = 1044erg/s, the evolution of the peak
is imprinted as a rise with increasing redshift. This is shown in Figure 6.2.4, with the
same data points from literature. Observers considering mostly AGN with luminosity
L ≥ 1044erg/s will see an increase in the fraction of obscured AGN with redshift as shown
here, while observers considering intrinsically faint AGN (L ≤ 1043erg/s) would observe
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the opposite trend (see Figure 6.2.3).
6.2.4 Evolution of Compton-thick AGN
Compton-thick objects have been hypothesised to play a major role in the accretion phase
of AGN. The identification of such sources in current X-ray surveys by XMM-Newton
and Chandra is challenging and therefore their space density as a function of redshift
has remained controversial. It is therefore important to place constraints on their space
density of these sources in the context of previous studies. Figure 6.2.5 shows the evolution
of the space density evolution of Compton-thick sources inferred by the non-parametric
methodology. Three luminosity cuts are shown which allow direct comparison with previous
studies (Fiore et al. 2008, 2009; Alexander et al. 2011), which select Compton-thick AGN
at infrared wavelengths. Figure 6.2.5 shows that the general trend is a decline of the space
density of this population with decreasing redshift. Above z = 2, a decline appears towards
increasing redshifts. Also, these results are in rough agreement with previous estimates
(Fiore et al. 2008; Alexander et al. 2011). The results of Fiore et al. (2009) on moderate
luminosity (L ≥ 1043.5erg/s) Compton-thick AGN in the COSMOS field is an exception.
The Compton-thick AGN space density determined in that study is significantly higher
than the non-parametric estimate from this work. This may be attributed to contamination
of obscured AGN samples selected in the infrared by either dusty star-burst or moderately
obscured Seyferts (e.g. Georgakakis et al. 2010; Donley et al. 2010).
To study the contribution of Compton-thick AGN to the total accretion luminosity
output it is necessary to characterise the luminosity-dependence of Compton-thick AGN.






as a function of X-ray luminosity. Within the uncertainties there is no evidence for a lumi-
nosity dependence. If the constant-slope prior is preferred (solid line), a similar behaviour
as in the obscured fraction is allowed. However, the results are also consistent with a con-
stant Compton-thick fraction at ∼ 35%. This is the first time the luminosity-dependence
of the Compton-thick fraction is constrained.
In Figure 6.2.4, the bottom panel shows the evolution of the Compton-thick fraction at
L = 1043.5erg/s. A minor dip appears in the z ∼ 1 − 2 range. This is due to the strong
peak in Compton-thin sources (see above), causing a strong rise in the denominator of the
fraction (Equation 6.2.2). The blue data point at z < 0.1 was taken from the Swift/BAT
analysis of Burlon et al. (2011), where a considerably lower Compton-thick fraction was
found, in disagreement to the findings here. This may be because of the small volume of
the sample at those redshifts, or due to differences in the analysis and in particular the
methods adopted to correct for incompleteness of the AGN samples in the Compton-thick
regime. Figure 6.2.4 also compares the results of this work with those of Brightman & Ueda
(2012) in the Chandra Deep Field South (cyan). Within the uncertainties there is broad
agreement. However, Brightman & Ueda (2012) argued in favour of a redshift evolution
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Figure 6.2.5: The evolution of the density of Compton-thick AGN. Different panels correspond
to X-ray luminosities brighter than 1043.2 (top), 1043.6 (middle) and 1044 (bottom)
in units of erg/s. Comparing the non-parametric reconstruction (black) to previous
results (Fiore et al. 2008, 2009; Alexander et al. 2011), overall good agreement can be
seen. The result of Fiore et al. (2009) using the L > 1043.5 erg/s cut is an exception.
Their estimate lies higher compared to the results of this work, potentially due to
starburst galaxy or moderately obscured AGN contaminating their sample (see text).
(increase) of the Compton-thick fraction based on their constraints and those of Swift/BAT
(Burlon et al. 2011). Here, there is no evidence for such a trend. The uncertainties in the
non-parametric reconstruction are compatible with a constant Compton-thick fraction of
∼ 35%.
6.2.5 NH distribution
This medium luminosity interval, L ≈ 1043.5erg/s, where most of the evolution occurs,
is also where the obscuration peaks according to Figure 6.2.3. To further illustrate the
evolution there, Figure 6.2.6 plots the intrinsicNH distribution for three redshift intervals in
panels. Here, the boxes indicate the upper and lower 90% quantile on the fraction of sources
in the respective NH bin. The dashed line illustrates a possible NH density distribution
that fits these fractions. When comparing the top panel to the middle panel in Figure 6.2.6
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50% L=1043.2−1043.6 , z=1.8−2.1
Figure 6.2.6: Column density distributions at various redshifts. Based on the field reconstruc-
tion, the fraction of sources in eacch column density bins (red: “unobscured”, blue:
Compton-thin obscured, green: Compton-thick) is computed. The boxes show the
credible regions containing 90% of the posterior probability. The dashed line illus-
trates a possible NH density distribution that fits these fractions.
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in particular, the main effect appears to be that the fractions at NH ≈ 1023cm−2 increase
towards higher redshifts.
6.3 Discussion
This work combined deep and wide-area X-ray surveys conducted by Chandra and XMM-
Newton to initially constrain the space density of X-ray selected AGN as a function of
accretion luminosity, obscuring column density and redshift. The methodology used ac-
counts for the different sources of errors. For example, the analysis includes uncertainties,
both random and systematic, associated with photometric redshift measurements as well
as the lack of redshift information for sources without optical or infrared counterparts
(see Section 4.5 and 4.7). For the determination of the obscuration and intrinsic lumi-
nosity of individual sources the X-ray spectral analysis method of Buchner et al. (2014)
is used (Chapter 5), which takes into account both the Poisson errors of X-ray spectra
and photometric redshift errors. The spectral analysis also uses a physically meaningful,
multi-component model that is consistent with recent ideas and observations on dominant
AGN emission processes and the structure of matter in the vicinity of active supermassive
black holes. Another important feature of the analysis presented in this work is the non-
parametric method developed to determine the X-ray luminosity function of AGN. This
allows exploration of the space density of AGN as a function of luminosity, redshift, and
column density without imposing any model. This frees us from any assumptions on the
dependence of the AGN space density to luminosity, redshift, and column density.
Obscured AGN (NH > 1022cm−2) are found to dominate the population of active super-
massive black holes at all redshifts. This is in agreement with previous investigations (e.g.
Ueda et al. 2003; Akylas et al. 2006; Ueda et al. 2014; Merloni & Heinz 2013), although the
analysis here highlights this point more robustly and quantitatively (with uncertainties).
About 75% of the AGN space density, averaged over redshift, corresponds to sources with
column densities NH > 1022cm−2 (see Table 6.1). The bulk of the AGN population is
therefore hidden behind large column densities of gas and dust clouds.
6.3.1 The role of Compton-thick AGN
The analysis in this chapter was able to constrain the number fraction of the most heavily
obscured, Compton-thick sources to the AGN population, finding it to be 38+8−7% of the
total population. Results from previous AGN surveys have been divergent due to difficulty
of identifying Compton-thick AGN (e.g. 15 − 20% in Akylas & Georgantopoulos 2009,
5 − 20% in Burlon et al. 2011 for the analyses of Swift/BAT surveys), and relatively low
compared to the requirements from the X-ray background (see below). The constraints
on the Compton-thick fraction presented here are in good agreement with the estimates
of Brightman & Ueda (2012) of ∼ 35 − 40%. However in their work they concluded an
evolution of the Compton-thick fraction by contrasting their high-redshift data to a local
survey, which reported a significantly lower fraction (specifically Burlon et al. 2011). In
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this analysis, no evidence for a redshift evolution of the Compton-thick fraction is seen.
However, the sample used here lacks large, shallow fields that can probe the local universe,
and thus the sample may also benefit from being combined with a local estimate. For
instance, the 2 − 10 keV X-ray based work of Risaliti et al. (1999) estimated that 50% of
all Seyfert 2 are observed with a Compton-thick line of sight. At face value, this is in
agreement with the results found here, without the need for any evolution. However, hard
X-ray surveys have reported significantly lower values, e.g. 20+9−6% in Burlon et al. (2011),
9−17% in (Bassani et al. 2006; Malizia et al. 2012; Vasudevan et al. 2013). This shows that
estimates for a local Compton-thick fraction have been diverse, making it difficult to make
any claim of a evolutionary trend. One possible source of uncertainty is the sensitivity to
sources with NH = 1025−26cm−2. This work has explicitly assumed that their space density
is the same as those of sources with NH = 1024−25cm−2. The sparse sampling (only 3 secure
objects in the entire sample) of this heavily buried population prohibits strong inferences.
For discussing the accretion luminosity onto obscured AGN it is noteworthy that the
fraction of Compton-thick AGN does not show a luminosity-dependence (Figure 6.2.3).
When considering currently accreting AGN, Compton-thick AGN appear to play an in-
variant role with luminosity and cosmic time. However, the large uncertainties in the
luminosity-dependence do not allow firm conclusions. As Figure 6.2.1 shows, the evolution
of Compton-thick AGN may follow the unobscured AGN closely in shape, rather than the
Compton-thin obscured AGN which evolve strongly. In the former case Compton-thick
AGN can be modelled as 35%/25% = 1.4 times more abundant than unobscured AGN
over cosmic time and luminosity. In the latter case, they would be approximately equal
in abundance and follow the luminosity dependence and its evolution (see Section 6.2.3,
discussed below in Section 6.3.3).
The analysis presented places, for the first time, tight constraints on the Compton-thick
contribution. Results on the Compton-thick fraction from studies of the cosmic X-ray
background have varied between 9% (Treister et al. 2009), 45%-30% (Gilli et al. 2007,
luminosity-dependent) and 28%-60% (Ueda et al. 2014, not constrained), while Shi et al.
(2013) reported 38%. This scatter is also due to the fact that XRB fitting involves other pa-
rameters which are degenerate with the Compton-thick fraction (e.g. additional reflection,
see Akylas et al. 2012). It is worth emphasizing that the estimate on the Compton-thick
fraction derived here is higher than previous survey studies, but in agreement to those
values assumed in X-ray background synthesis analyses.
Having constrained the Compton-thick fraction well, one can speculate on the origin
of this obscuration. The fraction of Compton-thick sources is considerably large (35%),
necessitating that a large fraction of viewing angles is obscured (∼ 20°, see Figure 6.3.1).
Compton-thick obscuration is associated with the torus, as such column densities are not
typically reached by galactic gas. As a Compton-thick, smooth obscuration would be
unstable (Krolik & Begelman 1988), the current working hypothesis is that the obscuration
comes in discrete clouds. Under this clumpy torus model obscured views are produced
when clouds are encountered in the line of sight. If the Compton-thin obscuration is also
associated with the torus, Compton-thick AGN are a simple extension of Compton-thin
obscured AGN. In principle it would also be possible then that Compton-thick AGN have
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just a larger number of clouds in a clumpy torus. In this case, their cumulative line-of-sight
obscuration would provide a Compton-thick view. Alternatively, these objects may have
denser clouds overall. Another possibility is that the cloud density is distributed such that
both regimes are covered. For further research in this regard, the unbiased column density
distributions shown in Figure 6.2.6 can provide observational constraints for clumpy torus
models. The alternative scenario is that Compton-thin obscuration is associated with a
medium of different extent than Compton-thick obscuration (e.g. through galactic and
nuclear gas, Matt 2000). Both kind of models are discussed in Section 6.3.3 when also
considering the luminosity dependence.
6.3.2 Obscuration-dependent evolution
Figure 6.2.1 shows that the space density of obscured Compton-thin AGN experience a
much stronger rise in the redshift interval z = 0.5−1.2 compared to unobscured AGN. This
demonstrates an observed obscuration-dependent evolution. The non-parametric method
used here explicitly contains a smoothness prior, preferring that the space density of AGN
as a function of column densities is the same. In contrast, the results show strong differences
in the evolution of unobscured and obscured Compton-thin AGN. It is thus safe to conclude
that this result was driven by the data.
Figure 6.2.2 indicates that the fastest evolving population is the one with column densi-
ties NH = 1022−1023.5cm−2. A possible interpretation of these trends is that different levels
of obscuration correspond to media with different spatial extents. This is investigated fur-
ther by focusing on the behaviour of moderately obscured AGN (NH = 1022 − 1024cm−2),
discussed in the next section.
6.3.3 Luminosity-dependence and evolution of the obscured
fraction
An important result from this analysis is that the obscured Compton-thin AGN fraction
(CTNOF, eq. 6.2.1) depends on both luminosity and redshift (see Figure 6.2.3). The
luminosity dependence can be described by a peak of the CTNOF at a certain luminosity
followed by a decline at both brighter and fainter luminosities. The redshift dependence
is manifested by a shift to brighter luminosities of the peak of the obscured AGN fraction
with increasing redshift. The shift of this peak causes observers considering mostly AGN
with luminosity L ≥ 1044erg/s to see an increase in the fraction of obscured AGN with
redshift (as shown in Figure 6.2.4). Previous studies also find that the fraction of obscured
AGN decreases with increasing luminosity (e.g. Ueda et al. 2003; Akylas et al. 2006; Ueda
et al. 2014). When a luminosity range is considered where the sample has good constraints
(L = 1043.2−46erg/s), the obscured fraction rises with redshift so that at z > 2.25, 83+3−3%
of AGN are obscured (NH > 1022cm−2), as compared to the local z = 0 value z = 75+4−4%.
The results also establishes a decline of the obscured AGN fraction at low luminosities.
This trend has only been found in the local Universe (Burlon et al. 2011; Brightman &
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Figure 6.3.1: Illustration of the population-averaged obscuring toroid. The obscured and
Compton-thick fraction and their luminosity dependence is shown using a corre-
sponding opening angle above which the sky is obscured to the X-ray emitter (cen-
ter). The luminosity dependence is depicted for low-redshift (left) and high-redshift
(right) AGN using radial shells: as the luminosity increases, more sky is visible.
Notice that the difference between a low-redshift and high-redshift source does not
affect the lowest and highest luminosities, but only where the transition occurs (blue
arrow). The opening angle corresponding to the Compton-thick transition remains
roughly constant. For accurate numbers, refer to Figures 6.2.3 and 6.2.4.
Nandra 2011b). Figure 6.2.3 also leads to the conclusion that observers who would consider
only intrinsically faint AGN (L ≤ 1043erg/s) would observe a decrease in the fraction of
obscured AGN with redshift. In other words, the magnitude of the trend is determined by
the sample selection.
Obscurer models that do not invoke any obscuration-dependence are ruled out by the
results presented in this work. These include the simple torus where the obscuration
distribution is produced purely geometrically. Despite these shortcomings, this picture may
serve as a visualisation of the observed trends. The luminosity-dependence and evolution
of obscured/Compton-thick AGN is illustrated in Figure 6.3.1. If it is assumed that a
toroidal obscurer geometry is shared by the entire population, one can define an opening
angle that reproduces the obscured/Compton-thick fraction. The luminosity dependent
increase of this opening angle from 30° to 40° is depicted using radial shells for low-redshift
(left) and high-redshift (right) AGN. Notice that the difference between a low-redshift and
high-redshift source does not affect the lowest and highest luminosities, but only where the
transition occurs (blue arrow). Thus, it is not the case that high-redshift sources merely
have more obscuration overall. If this were the case, a boost in the obscured fraction would
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Figure 6.3.2: Four models that address the luminosity-dependence of the obscured fraction. This
categorisation distinguishes by the luminosity-dependent effect, the increase of the
obscured fraction (left column) and the decrease of the obscured fraction (right
column). The top of Figure 6.2.3 is repeated here and simplified. In the four models
considered (see text for details), the relevant obscurer is either the torus (top row)
or galactic obscuration (bottom row). In the illustration of the models, the red star
represents the X-ray source, while grey clumps illustrate the cold obscurer.
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be visible over all luminosities. Instead the peak of the obscured fraction has moved to
lower luminosities, thus reducing the obscurer in moderately bright AGN (see Figure 6.2.3
for accurate numbers).
Lets now consider a few exemplary models that can qualitatively account for the decrease
of the obscured fraction towards low luminosity or the decrease towards high luminosities.
An additional uncertainty is whether the relevant obscuration occurs on small or large
scales, i.e. in the torus or on galactic scales. In the following, I present for both scenarios
a model each for the high-luminosity and the low-luminosity effect. These are illustrated
in Figure 6.3.2.
The receding torus (RT) model is often invoked to explain the observed decrease of the
obscured AGN fraction at bright luminosities. This scenario postulates a toroidal geometry
for the obscurer with opening angle that increases with increasing luminosity. This is
attributed to photon pressure pushing away the obscuring material, photo-ionisation of the
gas clouds or sublimation of the dust by the photon field of the active black hole (Lawrence
1991; Simpson 2005; Akylas & Georgantopoulos 2008). Such a variation of the scale height
of the torus has been claimed via infrared observations (Maiolino & Rieke 1995; Lusso
et al. 2013; Toba et al. 2014). In the context of clumpy torus models (Hönig & Beckert
2007; Nenkova et al. 2008), a more intense radiation field leads to the (partial) ionisation
of individual dust and gas clouds thereby increasing the effective solid angle of unobscured
sight-lines. This model (RT) thus represents a direct, causal connection between the X-ray
luminosity and the unobscured line of sight. This scenario is illustrated in the top right
of Figure 6.3.2. In the RT model it is, however, difficult to explain the observed evolution
of the luminosity dependence. The main evolutionary effect observed is an increase of
the turnover luminosity with redshift, causing the onset of the high-luminosity effect at
subsequently higher luminosities (see Figure 6.2.3). For a purely nuclear obscurer scenario
such as RT, no such evolutionary effect is predicted.
Alternatively, it is also possible to interpret the observed luminosity dependence of the
obscured AGN fraction in the context of evolutionary models, in which different levels of
obscuration roughly correspond to different stages of the growth of supermassive black
holes. Most black hole formation models include an early stage of gas inflows caused
by mergers (e.g. Hopkins et al. 2006a; Somerville et al. 2008) or secular processes (e.g.
Fanidakis et al. 2012; Bournaud et al. 2007; Ciotti & Ostriker 1997, 2001). During this
period super-massive black holes grow fast by accreting material close to the Eddington
limit and are also typically obscured by the inflowing material. Eventually however, the
energy output of the central engine becomes sufficiently powerful to drive outflows, which
can blow away the obscuring clouds of dust and gas. The central engine then shines unob-
scured for a brief period before its luminosity output declines as a result of the depletion of
the available gas reservoirs. It is further proposed (e.g. Hopkins et al. 2005b, 2006c) that
luminous AGN brighter than the break of the X-ray luminosity function are dominated
by fast accreting black holes close to the peak of their growth phase. Lower luminosity
sources include a large fraction of AGN during the decline stage of their activity.
In the above scenario the decrease of the obscured AGN fraction with increasing lumi-
nosity may be linked to the blow-out stage of AGN. This scenario (EB) illustrated in the
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bottom right panel of Figure 6.3.2. At brighter accretion luminosities it is more likely that
AGN-related feedback mechanisms become more efficient, thereby shedding the gas and
dust cocoons in the vicinity of supermassive black holes. Lower accretion luminosities,
below the break of the X-ray luminosity function, include a large fraction of AGN past the
peak of their activity, when the gas reservoirs that feed and obscure the black hole have
already been depleted. Therefore, one might expect a larger fraction of unobscured AGN at
low accretion luminosities. The evolutionary picture outlined above is therefore consistent
with the observed luminosity dependence of the obscured AGN fraction: a maximum at a
given luminosity and a decline at both brighter and fainter luminosities.
In the EB model, the observed redshift dependence of the turnover luminosity is also
difficult to explain. Unless the physical conditions of the obscuring material are a function
of cosmic time, it is not obvious how the physical mechanisms that affect the geometry of
the obscurer on small-scales can produce a luminosity-dependent obscured fraction that
changes with redshift.
A rescuing argument for the EB scenario is possible. It is now fairly established that the
black hole mass of the average, currently accreting AGN increases with redshift (Merloni
2004; Merloni & Heinz 2013). This means that at high redshift, the typical black hole
undergoing accretion has already accumulated a large mass, while at low redshift, small
black holes undergo accretion. Recent simulations have shown that such a anti-hierarchical
growth is not contradictory to hierarchical structure formation (e.g. Fanidakis et al. 2012;
Hirschmann et al. 2012; Enoki et al. 2014), and can explain the decrease of the peak of the
luminosity function. Under the EB scenario, the peak of the luminosity function is linked
to the Eddington luminosity, as brighter AGN remove their obscuration. If the black hole
mass increases with redshift, so does the Eddington luminosity, causing the on-set of the
high-luminosity decrease of the obscured fraction to occur at higher luminosities. The EB
scenario is thus compatible with the observations, if the average black hole mass increases
with redshift.
This model can affect both the small-scale, nuclear obscurer as well as the gas in the
galactic vicinity of the black hole, and observations may be incapable of distinguishing the
effects. For this reason, the illustration of this effect (EB) in Figure 6.3.2 might be placed
in both categories.
Lets now consider the low-luminosity effect, which is a decrease of the obscured fraction
towards low luminosities. The evolutionary scenario might also be capable of explaining the
low luminosity increase of the obscuration (Hopkins et al. 2006a). If the observed column
density is due to galactic streams, feeding the black hole simultaneously obscures it. One
would then expect a simple correlation of the accretion luminosity and the obscuration,
at least at luminosities below the Eddington limit. This effect (Gas Available, GA) is
illustrated in the bottom left of Figure 6.3.2.
Under the GA scenario (bottom left of Figure 6.3.2), the accretion luminosity is simply
correlated to the available gas. While observations have shown an overall reduction of
the gas and dust content of galaxies over cosmic time (Tacconi et al. 2013), under the
GA model this would increase the total number of AGN at high luminosities, but the
luminosity-dependence of the obscured fraction would remain unaffected. In particular, the
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GA model does not predict the observed increase of the turn-over luminosity as suggested
by Figure 6.2.3.
The low-luminosity increase of the obscured fraction has been observed before in local
samples (Burlon et al. 2011; Brightman & Nandra 2011b; Elitzur & Ho 2009). For these
sources, it is more probable that the obscurer is nuclear, as many of these sources provide
the opportunity to study both the galaxy and the infrared emission of the torus. One
model is that the obscurer is caused by clumps in the disk wind (Elitzur & Shlosman
2006). This scenario was originally created to explain the vertical support for a cold dusty
torus that would otherwise collapse (Krolik & Begelman 1988). In the disk wind model, the
accretion disk is only capable of projecting clouds beyond a certain luminosity, predicting
the absence of a clumpy torus in low-luminosity AGN. This scenario of cloud production
(CP) is illustrated in the top left of Figure 6.3.2.
While the cloud production model reproduces the necessary increase of the obscured
fraction, it does not predict any evolution over cosmic time when taken at face value.
However, under this model, the critical luminosity below which the obscurer can not be
sustained is strictly determined by the black hole mass (Elitzur & Shlosman 2006; Elitzur
2008). This model has received observational support in Elitzur & Ho (2009) who observe a
black hole mass dependence of the luminosity dependence from a local survey. This model,
taken together with the black hole mass evolution explained above, can thus explain the
observed evolution.
To conclude, I have considered four effects (simple models) which are summarized in
Table 6.2. Individually, they only partially explain the observations. However, the CP
model, taken together with the EB scenario can explain the observations if the black hole
mass function evolves with redshift. Under this view, the obscurer is vertically extended
above a certain luminosity, and the torus disappears when the Eddington luminosity drives
away the obscurer, unveiling the bright X-ray source for a (cosmically) brief time. Here
it remains uncertain whether the obscuration removed is galactic, nuclear, or both. Both
effects engage at a luminosity that is dependent on the black hole mass, which provides
the cosmic evolution effect.
It is worth pointing out a consequence of the luminosity-dependence of the obscured
fraction: Any study separating AGN by obscuration in a sample will bias the obscured
sub-sample to lower intrinsic luminosities. If the systems under study scale in mass with
luminosity and redshift as argued above, this may provide an explanation for some find-
ings that are apparently obscuration-dependent, such as that obscured AGN show lower
clustering (e.g. Allevato et al. 2014, but see also Georgakakis et al. 2014).
Future observations may shed light on the dependence of the galactic gas with the AGN
X-ray luminosity. For instance, ALMA (Atacama Large Millimeter/Submillimeter Array,
Beasley et al. 2006) measurements of gas fractions in host galaxies of unobscured and
obscured AGN can be compared. If they do not differ, the GA model is ruled out. A
similar approach by comparing luminous and faint AGN can also probe the predictions of
the EB model, and establish whether the obscuration is nuclear. Under the EB model,
gas motions are expected in bright AGN, which may be detectable with future X-ray
spectroscopes on the ATHENA+ mission (Nandra et al. 2013). Furthermore, to establish
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RT nuclear X BHMf
CP nuclear X no
EB nuclear or galactic X BHMf
GA nuclear X no
RT+CP nuclear X X not for high-L
GA+EB galactic X X not for low-L
CP+EB nuclear or both X X BHMf
a Model name as presented in Figure 6.3.2.
b Whether the luminosity-dependent layer of Obscuration is
associated with galaxy-scale obscuration (“galactic”) or the
“torus” (“nuclear”).
c Whether the model predicts a decrease of the fraction of ob-
scured AGN towards low luminosities.
d Whether the model predicts a decrease of the fraction of ob-
scured AGN towards low luminosities.
e Whether the model predicts any evolution of the effect with
cosmic time.
f The model scales with black hole mass. Evolution is pre-
dicted if the average accreting black hole mass changes over
cosmic time.
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that the evolutionary trend is caused by black hole mass evolution, black hole mass-matched
samples of luminous AGN may be considered. If such a sample shows no redshift evolution
in the luminosity-dependence of the obscured fraction, then the trend is due to black hole
mass differences. The CANDELS fields with their high-resolution near-infrared imaging is
the best candidate for such a study.
The models as presented here are a rudimentary description of the involved physical
processes and require further refinement in their predictions and self-consistency, e.g. via
numerical simulations. Among the challenges in this regard is that the nuclear obscuration
can not be resolved in evolutionary models (e.g. Hopkins et al. 2006a; Somerville et al. 2008)
and thus the torus is not yet treated self-consistently. Recently, it has become possible to
self-consistently model the radiative and hydrodynamic processes that maintain the torus
(e.g. Wada 2012). Further research is needed in terms of whether the torus can, by itself,
reproduce the luminosity dependence of the obscured fraction. Also, it has to be clarified
which processes maintain a cold, Compton-thick torus, with the geometric extent implied
by a 35% Compton-thick fraction.
6.4 Conclusions
This work has combined deep and shallow, wide-area X-ray surveys conducted by Chandra
and XMM-Newton to constrain the space density of X-ray selected AGN as a function of
accretion luminosity, obscuring column density and redshift. An important feature of the
analysis presented is the non-parametric method developed, which does not require any
assumptions on the shape of the luminosity function or its evolution, allowing the data to
drive the results. Furthermore, all sources of uncertainties are taken into account, allowing
robust constraints on the evolution of unobscured and obscured AGN, including the most
heavily obscured Compton-thick.
Obscured AGN, with NH > 1022 cm−2, account for 77+4−5% of the number density and
74+4−5% of the luminosity density of the accretion SMBH population averaged over cosmic
time. Compton-thick objects, with NH > 1024 cm−2 account for approximately half the
number and luminosity density of the obscured population, and 38+8−7% of the total.
There is evidence that the space density of obscured, Compton-thin AGN evolves stronger
than the unobscured or Compton-thick AGN. This is connected to the luminosity-dependent
fraction of obscured AGN. At higher luminosities, fewer AGN are obscured. However,
at higher redshift, this effect sets on at significantly higher luminosities. In the lumi-
nosity range used in this study, the fraction of obscured AGN increases from 75+4−4% to
83+3−3% at z > 2.25. This is due to only a small luminosity range around L∗ ≈ 1044 erg/s
which changes its obscured fraction. In particular, the space density evolves fastest around
NH ≈ 1023cm−2. In contrast the fraction of Compton-thick AGN relative to the total pop-
ulation is consistent with being constant at ≈ 35% independent of redshift and accretion
luminosity. The contribution to the luminosity density by Compton-thick AGN is 40+6−6%.
The robust determination of a large fraction of Compton-thick AGN consolidates AGN
X-ray surveys and studies of the cosmic X-ray background. It also implies a physically
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extended nuclear obscurer.
Also, the fraction of moderately obscured AGN decreases not only to high but also to
low luminosities, in qualitative agreement with findings of local surveys. I discussed the
observed trends of the obscured fraction with LX and z in the context of models that
either assign obscuration to the torus or galaxy-AGN co-evolution effects, with varying
luminosity-dependent effects. Both classes of models can qualitatively explain the results
but require that SMBH evolve in a downsizing manner, i.e. larger black holes form earlier
in the Universe.
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7 Accretion history of the Universe
Supermassive Black Holes (SMBH) are abundant in the local universe – every nearby mas-
sive galaxy harbours one (Richstone et al. 1998; Kormendy & Ho 2013). The majority of the
growth of these SMBH must have been through accretion processes (Soltan 1982; Merloni
& Heinz 2008). The accretion disk around black holes release radiation power (luminosity)
proportional to the accreted mass, to release the angular momentum and potential energy
of the incoming matter (Shakura & Sunyaev 1973). Studying the luminosity output of the
AGN population thus gives access to the mass accreted into black holes over cosmic time.
Due to the large fraction of obscured AGN (e.g. Maiolino & Rieke 1995; Risaliti et al. 1999,
and references in the previous chapter), the total luminosity output of unobscured AGN
(as selected by optical/UV-selected samples) may not sufficient to explain the large masses
known to reside in black holes of nearby galaxies. Indeed, a quantitative comparison by
Marconi et al. (2004) consolidates the two observables by requiring that the majority of the
growth must occur in a hidden phase (obscured AGN). The contribution of Compton-thick
AGN to the luminosity function in particular, which was assumed in their calculation, has
remained a subject of debate. In this work, a hard (2 − 10 keV) X-ray selection is used,
which is less sensitive to obscuration, and makes it possible to quantify the selection bias
due to line-of-sight obscuration. This Chapter, based on the non-parametric luminosity
framework developed in Chapter 6, investigates the total accretion luminosity output of
the AGN population, its evolution, and the importance of obscured AGN in this context.
Understanding the total luminosity output of the AGN population requires understanding
the total number of AGN and the shape of their luminosity function, as well as any changes
over cosmic time of either (evolution with redshift), which is discussed in Section 7.2. In
Section 7.3, the X-ray luminosity is converted into mass accretion rate to compare the
luminosity output to the local black hole mass density.
7.1 Shape of the X-ray Luminosity function
7.1.1 Introduction
The intrinsic luminosity distribution of AGN can be modeled using a double powerlaw
distribution (see Figure 7.1.1 for an illustration). In the most commonly adopted rendition,
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Figure 7.1.1: Illustration of a bending powerlaw distribution. The number density of AGN at faint
luminosities is substantially higher than at bright luminosities. Additionally, at a
certain luminosity (L∗), the powerlaw distribution changes its slope.
where the distribution, illustrated in Figure 7.1.1, changes behaviour at the break lumi-
nosity L∗, which occurs in hard X-rays at L∗ ≈ 1044erg/s (e.g. Marshall et al. 1983; Ueda
et al. 2003; La Franca et al. 2005; Aird et al. 2008, 2010; Ueda et al. 2014). This function
is relatively flat (α ≈ 0 − 0.5) at low luminosities below L∗ (the faint end). However, at
high luminosities (the bright end) a steep decrease (β ≈ 2 − 3) in the number density is
observed. The normalisation at L∗ is denoted by φ0.
The evolutionary behaviour of the luminosity function has a long history of debate. Ini-
tially, two models of evolution have been proposed: (a) Pure Density Evolution (PDE,
Schmidt 1968), where the shape remains constant, but the normalisation declines from
towards z = 0 and (b) Pure Luminosity Evolution (PLE, Mathez 1976), where the lumi-
nosity of all sources declines which also produces a decline in the overall number of AGN
at each luminosity. Schmidt & Green (1983) concluded, based on a optical (B-band) se-
lected AGN sample that neither models are appropriate and introduced the Luminosity
Dependent Density Evolution model (LDDE). This model has since received support from
a number of studies analysing the soft (Miyaji et al. 2000; Hasinger et al. 2005) and hard
band (Silverman et al. 2008; Yencho et al. 2009; Aird et al. 2010), as well as intrinsic
(absorption-corrected) hard band (Ueda et al. 2003; La Franca et al. 2005; Ebrero et al.
2009; Ueda et al. 2014) luminosity function, which established that LDDE describes the
data substantially better than PDE or PLE. The evolutionary behaviour of the LDDE
model modifies the normalisation, break luminosity and the faint end slope. Whether a
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modification of the faint end slope is required has been called into question by Aird et al.
(2010), who contribute significant methodological improvements in terms of accounting
for X-ray sources without optical counterparts, photometric redshift uncertainties and em-
ploying Bayesian model comparison. They present an alternative model, Luminosity and
Density Evolution (LADE) wherein the shape of the luminosity function does not evolve.
In their study, the find no evidence for LDDE over LADE if uncertain counterparts and
problematic redshifts are excluded. This may indicate that systematic uncertainties drive
the preference towards LDDE in studies not accounting for multiple counterparts or the
systematic uncertainties of photometric redshifts, even when a large data sample is used
(e.g. the most recent work by Ueda et al. 2014).
The shape of the luminosity function and its evolution has to be interpreted in context of
large-scale structure assembly and galactic co-evolution processes (“feedback”). However, if
only the normalisation of the luminosity function increases (PDE), then it may be that only
the number of host galaxies increases. Also, if only the break luminosity evolves (PLE),
it may be that this behaviour follows the break of the galactic stellar mass function (M∗)
through scaling laws between host galaxy properties and SMBH. Such scaling laws are
known in the local Universe (Magorrian et al. 1998; Ferrarese & Merritt 2000; Gebhardt
et al. 2000; Tremaine et al. 2002; Häring & Rix 2004; Ferrarese & Ford 2005; Kormendy
& Ho 2013), but whether they hold to high redshift is unclear. A change in the shape of
the luminosity function would require more severe alterations of the co-evolution picture
(feedback processes, triggering mechanisms).
7.2 Observed luminosity function
In the previous chapter I have reconstructed the distribution of AGN in luminosity, redshift
and obscuration. There I have investigated the relative importance of e.g. unobscured
and obscured AGN. In this chapter, I focus the luminosity distribution of AGN of all
obscurations. To this end, Figure 7.2.1 presents the total luminosity function from a
number of redshift intervals. Here, the non-parametric total X-ray luminosity function
has been integrated along the NH axis for this plot. The results from both smoothness
priors (see Chapter 6) have been combined. Typically, the constant-value prior provides
the lower limits at the faint end and upper limits at the bright end by extrapolating from
the densities at intermediate luminosities. In contrast, the upper limits at the faint end
and the lower limits at the bright end are produced by the constant-slope prior, which
tends to invoke a steep slope. Large deviations (uncertainties) are visible at the faint end,
in particular at high redshifts z > 2, as the corresponding low X-ray fluxes begin to fall
below the sensitivitiy limit of the survey, which limits the number of detected sources.
At all redshift intervals, the luminosity function appears to be consistent with a bending
powerlaw shape (as shown in the independently fitted dotted line), although with varying
normalisation and break luminosity. Because the data constraints are poor at the bright
end, the bright-end slope was fixed in the fitting to β = 2.3 (Aird et al. 2010), which
is very close to the results based on the constant-slope prior (lower limit of the error
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Figure 7.2.1: The 2-10 keV luminosity function at various redshift bins. Black data points show
the non-parametric reconstruction as a function of luminosity, using the combined
posterior distributions from both smoothness priors which provide upper and lower
limits (see Chapter 6). The dashed lines indicate a bending powerlaw fit to each
redshift shell independently, with the bright-end slope fixed to β = 2.3, to follow the
results based on the constant-slope prior at the bright end where our constraints are
poor. The red star indicates the break luminosity L∗ and its normalisation. The
bending powerlaw provides a good fit to the observed luminosity function.
137
CHAPTER 7. ACCRETION HISTORY OF THE UNIVERSE
bars). It should be kept in mind that the error bars in Figure 7.2.1 are not independent
measurements but are connected by a smoothness assumption. As such, they reflect the
uncertainty in the true space density rather than the scatter of an estimator.
7.2.1 Evolution of the luminosity function
The results of the fitting of the bending powerlaw in each redshift shell is shown in Figure
7.2.2. Each fit was run 400 times from random start values. The distribution of final
fit values is recorded as 1-sigma error bars in Figure 7.2.2 for the normalisation, break
luminosity L∗ and faint-end slope α. The normalisation shows a broad plateau around
z = 2. This is related to the evolution of the total number of accreting AGN and will
be discussed below in the context of the luminosity density in Section 7.3.2. The most
notable evolutionary behaviour is the increase of the break luminosity, L∗, with increasing
redshift. At low redshifts (z = 0.5), the break luminosity is L∗ ≈ 1043.3erg/s and rises
to L∗ ≈ 1044.2erg/s by z = 2, where it appears to remain constant. No evolution of the
faint-end slope can be detected. In Figure 7.2.2, the slope at low luminosities is consistent
with zero or small positive values α = 0− 0.5, with no evidence for evolution.
It is now also possible to estimate the total number of AGN by integrating the luminosity
function over a range of luminosity and redshift (weighted by the comoving volume). The
number of AGN at z < 4 is 2.2+3.3−0.9 × 108 (with 90% probability, for L > 1042erg/s). The
bottom panel of Figure 7.2.2 depicts the evolution of the comoving number density over
redshift. Overall, the number density is approximately constant. However, at redshifts
above z = 2 there is some evidence for a decline in the total number of AGN within the
integration window of L = 1042−46erg/s.
7.2.2 Comparison with previous works
Figure 7.2.3 shows the non-parametric X-ray luminosity function, integrated along the
NH axis in small redshift intervals. Black error bars show the estimation of densities
from the non-parametric reconstruction. Again, these error bars are derived by combining
the posterior distributions based on the constant-value prior and the constant-slope prior.
These deviate in behaviour outside the strongest data constraints, both at the highest and
lowest luminosities. As before, the constant-value prior tends to keep the density constant
and thus defines the lower limits at the faint end and the upper limits at the bright end.
In contrast, the constant-slope prior tends to keep the slope of the powerlaw constant and
declines strongly with luminosity. This defines the upper limits for the faint end and the
lower limits at the bright end. Some of the strongest deviations (and thus uncertainties)
are visible at the bright end at low redshift (z < 0.3), where the sample is small due to the
limited cosmological volume. At high redshift (z > 2), the faint end becomes uncertain as
the X-ray sensitivity limits the number of detected sources.
The works of Ueda et al. (2003) (blue line), Aird et al. (2010) (orange line) and Ueda
et al. (2014) (red line) are overplotted in Figure 7.2.3. For comparison between the panels,
the z = 0.1 luminosity function of Ueda et al. (2014) is repeated in every panel (dotted
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Figure 7.2.2: The evolution of luminosity function parameters. Data points represent bending
powerlaw fits to the non-parametric reconstruction, as shown in Figure 7.2.1. The top
three panel show the normalisation at L∗ (top), the break luminosity L∗ (centre) and
the faint-end slope α (bottom). The bright-end slope was fixed to β = 2.3. Finally,
the bottom panel shows the total number density of AGN. Here, the luminosity
function was integrated within L = 1042−46erg/s.
139






































































































































































































































































































































































































































































































































































































CHAPTER 7. ACCRETION HISTORY OF THE UNIVERSE
red). The non-parametric reconstruction shows close simililarities to previous parametric
determinations in general shape, normalisation and evolution with redshift of the X-ray
luminosity function (XLF). The overall shape of the luminosity function is a double power-
law with a break or bend at a characteristic luminosity (L∗), the value of which increases
with redshift. As found in previous studies, the space density shows a rapid evolution
up to around z ∼ 1 at all luminosities, being most prominent at high luminosities due
to the positive evolution of L∗. The positive evolution appears to continues up to z ∼ 3
(as in Aird et al. 2010), above which the population starts to decline. In the comparison
of Figure 7.2.3 it is important to keep in mind that the error bars are not independent.
Figure 7.2.3 also compares to a recent comprehensive study of the XLF by Ueda et al.
(2014). Their is in overall agreement with the results derived by the constant-value prior
at low luminosities and those obtained by the constant-slope prior at high luminosities. It
is worth emphasising that in the non-parametric approach these features are imposed by
the data and not by any assumptions about the functional form of the X-ray luminosity
function.
While the general behaviour of the population is similar, Figure 7.2.3 also shows impor-
tant differences compared to some previous parametric studies, specifically that of Ueda
et al. (2014). At the highest redshift bin (z = 4 − 7), the space density drops sharply to-
wards high redshifts in their XLF reconstruction (see also Civano et al. 2011; Kalfountzou
et al. 2014; Vito et al. 2014). A minority of the sources used in this study is at z > 4, and
only a small fraction of these sources has spectroscopically confirmed redshifts (see Fig-
ure 4.8.1 on page 65). However, the non-parametric reconstruction remains, as suggested
by the priors, at space densities comparable to the previous redshift bin z = 3− 4. In the
data used in this work, there seems to be no evidence of a steep decline with redshift. The
difference may be due to the large uncertainties in the redshift estimates used in this work,
and the coarse binning in redshift.
At intermediate redshifts, the XLF of Ueda et al. (2014) shows a sharp flattening below
a luminosity of around 1044 erg/s, after which it steepens again at the lowest luminosities
probed by the study. This behaviour is most apparent in Figure 7.2.3 at redshifts z ∼
1− 2. It is only easy to parameterise this shape using the Luminosity Dependent Density
Evolution model (e.g. Ueda et al. 2003; Hasinger et al. 2005; Silverman et al. 2008). The
analysis performed here does not support such a behaviour. This is most apparent in the
redshift range z = 0.8−2.1, where the non-parametric field analysis requires a significantly
larger space density of AGN in the critical luminosity range of 1043−44erg/s. This luminosity
range is close to the survey flux limit of the surveys used in this work, but also others,
and thus missing counterparts and mis-identification can play an important role. At these
redshifts it is also difficult to estimate correct redshifts, due to the absence of emission
line features. Previous works have typically neglected detected X-ray sources with missing
optical/infrared counterparts and the uncertainties in redshift estimates. In this work, these
uncertainties are taken into account in the form of redshift probability distributions. The
difference in methodology may explain the “missing” density in other works as compared
to this work.
In Section 7.4 I continue by interpreting the shape of the luminosity function and dis-
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cussing it in context of the literature. In the following section I link the luminosity output
of the AGN population to the accreted mass and discuss the growth of black holes over
cosmic time.
7.3 The accretion history of the Universe
7.3.1 Inferring infalling matter from X-ray radiation
AGNs are powered by accretion onto black holes, with their emission originating in the
partial release of potential energy in accretion disks (see Section 3.2.2). Through the
relation of radiation and accreted matter it is possible to study the accretion history of
SMBHs (their build-up over cosmic time), which is investigated in this section. A feature of
this work is that robust constraints on Compton-thick AGN are included in the calculation
of the accretion density.
The problem of converting between X-ray luminosity and mass accretion rate is separated
here into two steps, which are illustrated in Figure 7.3.1. First, the luminosity released
as a function of mass accretion rate has to be defined (see Section 3.2.1). Here, a fixed
radiative efficiency of µ = 10% is adopted (see Section 7.4.2 for a discussion).
Secondly, as this study measured X-ray luminosities, the bolometric luminosity has to be
converted into the luminosity output in the 2−10keV band. Many works have investigated
the bolometric luminosity distribution of AGN from observations of bright, nearby objects
(e.g. Elvis et al. 1994; Richards et al. 2006a) and from a population perspective (Hopkins
et al. 2007). Recent studies find that the bolometric corrections are not a constant, but
vary with luminosity (e.g. Marconi et al. 2004; Hopkins et al. 2007; Lusso et al. 2012).
However, as this work uses intrinsic (unabsorbed) X-ray luminosities, it is important in
this step not to double-count the infrared dust emission of the torus, which is re-radiated
UV and X-ray emission. Such bolometric corrections have been measured (e.g. Marconi
et al. 2004; Lusso et al. 2012). Here we adopt the conversion formula from Marconi et al.






= 1.54 + 0.24L+ 0.012L2−0.0015L3, (7.3.1)
where L := (log Lbol
L⊙ − 12) and L⊙ is the bolometric luminosity of the sun. In brief, the
fraction of energy emitted in the 2− 10keV band is of the order of 10% of the bolometric
luminosity. However, at the brightest bolometric luminosities (L ≈ 1013L⊙ ≈ 3.83 ×
1046erg/s), this fraction decreases to ≈ 2%. This conversion is shown in the top panel of
Figure 7.3.1.
The relationship of Equations 3.2.1 and 7.3.1 allow, for a given black hole mass, to in-
fer for a given X-ray luminosity the mass accretion rate onto the black hole and thus
its instantaneous growth rate. Using the luminosity function φ, the integration over
luminosities,M˙total =
´
φ(LX) ·M˙(Lbol(LX)) d logLX , describes the growth rate of all black
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Marconi+04, Sadowski11, 106 M¯
Marconi+04, Sadowski11, 107 M¯
10% conversion, 10% efficiency
Figure 7.3.1: Conversion between X-ray luminosity in the 2 − 10keV band (erg/s), bolometric
luminosity (in L⊙) and accretion rate (in M⊙ per year). Top panel : The fraction
emitted in the X-ray band is 10% at low luminosities (gray dotted line), but is
observed to decrease towards higher luminosities (red line, from Marconi et al. 2004).
Bottom panel : The accretion disk converts, to first order, approximately 10% of the
rest mass of the accreted mass into radiation (gray dotted line). Simulations show
that this fraction depends on spin and black hole mass. The luminosity conversions
for 106M⊙ (red line) and 107M⊙ (black line) non-rotating black holes are shown
(from Sadowski 2011).
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holes at a given time. Integrating M˙total over the history of the Universe yields the amount
of matter trapped in black holes (black hole mass density, BHMD) at z = 0.
7.3.2 The importance of accretion in obscured black holes
Before applying any conversions, I compute the total X-ray luminosity density in the
2−10keV X-ray band. The luminosity density is the integration of the luminosity function
as
´
LX · φ d logLX at a certain redshift. This is shown in the top of Figure 7.3.2 (grey).
Here, I again use L > 1043.2erg/s, which captures essentially all of the luminosity density
and I focus on the redshift range z = 0.5 − 4 where the data coverage of this sample is
best. The luminosity density shows a broad peak in the z = 1− 3 range, with a decline to
both high and low redshifts.
Many studies determine accretion luminosity evolution, however residual uncertainties
remain in these determinations, because of the potentially large population of Compton-
thick AGN in the Universe. The work of Chapter 6 has placed constraints on the Compton-
thick AGN population. To highlight, Figure 7.3.2 also probes the contribution of AGN
split by their obscuration (Unobscured, Compton-thin obscured, Compton-thick). One of
the most striking results is that Compton-thick AGN and obscured Compton-thin AGN
contribute in equal parts to the luminosity density in the z = 1− 3 range. These obscured
AGN contribute the majority (74+4−5%), while unobscured AGN only play a minor role. The
shapes in evolution are fairly similar. However, the evolution of unobscured AGN is weaker
compared to the Compton-thin obscured AGN when considering the z ∼ 1 − 1.5 range.
This effect is related to the increase in the obscured fraction with redshift (see Section
6.2.3).
Figure 7.3.3 shows the mass accretion rate density of AGN over cosmic time, i.e. the
mass trapped into black holes per gigayear (Gyr) per cubic megaparsec. Overall, the black
hole mass density grows by a rate of ≈ 105M⊙/Mpc/Gyr . Tentatively, the reconstruction
has a similar shape as the luminosity density in Figure 7.3.2. However, the bolometric
conversion of Equation 7.3.1 was used here, which gives additional weight to the poorly
constrained bright end, increasing the uncertainties.
The mass accretion rate density can now be integrated over cosmic time. Figure 7.3.4
shows the mass per comoving volume locked into black hole masses at various stages in
cosmic time. For comparison, local estimates of the black-hole mass density based on the
black hole masses of nearby galaxies are shown as error bars (Shankar et al. 2004; Marconi
et al. 2004). The luminosity output of unobscured AGN (red shades) can not reproduce
the black hole mass density found in the local universe (z = 0). Only when obscured AGN
are also considered, the luminosity output over the cosmic history matches the black hole
mass density. In this plot, the upper end of the uncertainties stem from the uncertain
bright end. Such bright AGN are rare, but contribute substantially in terms of total mass
accreted. If the luminosity function is a powerlaw shape at the brightest luminosities, as
assumed in parametric models, the lower end of the uncertainties is more relevant, and
shows excellent agreement with local estimates. The upper end of the uncertainties is
driven by the constant-value prior. For the bright end to be better constrained using the
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Figure 7.3.2: Evolution of the 2− 10keV X-ray luminosity density of AGN with LX > 1043.2erg/s,
for various column densities. The luminosity output of AGN experiences a rise and
fall in density in the z = 1−3.5 range (total as top gray shaded region). The strongest
contribution to the luminosity density is due to obscured, Compton-thin (blue shaded
region) and Compton-thick AGN (green shaded region), which contribute in equal
parts to the luminosity. In contrast, the emission from unobscured AGN (red shaded
region, bottom) is smaller.
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Figure 7.3.3: Evolution of the accretion density of AGN. The total bolometric luminosity output
of AGN is converted to accretion rates by assuming 10% of the rest mass energy of
accreted matter is radiated away. The dashed line corresponds to the result of the
constant-value prior, while the solid line corresponds to the result of the constant-
slope prior. The constant-value prior drives the result to systematically higher values
because of its high density estimate at the bright end function (see Figure 7.2.3). A
bending powerlaw model, as often assumed, would yield a result comparable to the
constant-slope prior.
146
CHAPTER 7. ACCRETION HISTORY OF THE UNIVERSE































Figure 7.3.4: Black hole mass density. The mass accretion rate density (Figure 7.3.3) was in-
tegrated over cosmic time to estimate the mass trapped in black holes per cubic
megaparsec. The red shades show the integration using only unobscured AGN
(NH < 1022cm−2), with the dark region representing the uncertainty based on 90%
probability regions. The blue shades show the integration of all Compton-thin AGN
(NH < 1024cm−2), while black shows the total AGN population. For comparison,
local estimates of the black-hole mass density based on the black hole masses of
nearby galaxies are shown as error bars (Shankar et al. 2004; Marconi et al. 2004).
While uncertainties are large, the luminosity output of the total AGN population can
reproduce the local black hole mass density, but only if obscured AGN are included.
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non-parametric method, more data from large area surveys is needed.
7.4 Discussion
7.4.1 The shape and evolution of the luminosity function
The non-parametric method unveils the X-ray luminosity function without assuming its
shape and evolution beforehand. Overall, the shape of the XLF can be described as a
bending powerlaw at all redshifts (see Figure 7.2.1). Figure 7.2.3 compares the results of
this work to those from previous studies, which have adopted parametric models. While
the overall shape is similar, there are some differences. The Luminosity Dependent Density
Evolution (LDDE) model of Ueda et al. (2014) produces a more complicated behaviour with
an inflection point at intermediate luminosities (L ≈ 1043−44erg/s). It has been suggested
that the preference for the LDDE model, which is the only parameterisation producing
such shapes, is driven by incompleteness in luminosities near the detection sensitivity limit
(Aird et al. 2010). In this work, no evidence for such shapes is found. In all redshift shells,
the non-parametric method appears consistent with a broken or bending powerlaw model
(see also Figure 7.2.1).
Both the break luminosity and the normalisation evolve over cosmic time (as opposed to
pure luminosity evolution or pure density evolution models). The centre panel in Figure
7.2.2 shows that the break of the luminosity function, L∗, decreases over cosmic time, in
particular at z < 2. If the break is associated with the scale of the system – e.g. related
via scaling relationships to the break of the galaxy stellar mass function (M∗) or through
feedback limitations such as the Eddington luminosity – then the typical accreting black
hole mass decreases with redshift: Massive black holes tend to grow early, while small
black holes tend to dominate accretion at low redshifts. This anti-hierarchical growth is
often termed “down-sizing” (e.g. Merloni 2004; Hasinger et al. 2005). Although counter-
intuitive, it can be reproduced in cosmological simulations (e.g. Fanidakis et al. 2012;
Enoki et al. 2014). In the simulation of Fanidakis et al. (2012) for instance, the co-
evolution of AGN and host galaxies creates down-sizing via the relative importance of two
different accretion channels. One channel is the accretion of hot gas from the halo, which is
important throughout cosmic time to produce low-luminosity AGN (“radio mode”, Croton
et al. 2006). Disk instabilities and minor mergers cause star bursts and accretion of cold
gas which provides another important channel, in particular at z = 1 − 3 (peak of the
cosmic star formation) for feeding massive black holes and causing brightest luminosities
(“quasar mode”). When this channel loses importance towards low redshift, bright AGN
disappear, and the peak of the luminosity distribution shifts to lower values.
The total luminosity output of the AGN population shows a broad plateau at z = 1−3 in
Figure 7.3.2. A decline is apparent towards lower redshifts. This can be attributed to the
evolution of the break luminosity (luminosity evolution) while the number density remains
approximately constant (see Figure 7.2.2). Additionally, above z = 3, a decline in the total
number density of AGN (density evolution) can be observed in Figure 7.2.2. An increase
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in the total number of AGN over time requires either the formation of new SMBHs or the
triggering of previously “dormant” black holes. This effect co-incides with the evolution of
the star formation rate and suggests a relation between activation of accretion onto super-
massive black holes and star formation (Merloni & Heinz 2013). Perhaps the simplest
mechanism is a shared gas reservoir that feeds both processes. Under this hypothesis, the
incidence of accretion onto black holes should follow the star formation in lockstep. Simple
recipes have been shown to connect the AGN luminosity function and star formation history
(Mullaney et al. 2012; Hickox et al. 2014). While Rosario et al. (2011) finds no evidence
for a correlation between specific star formation rate and AGN activity, Rosario et al.
(2013) shows that AGN live preferentially in star forming galaxies. They conclude that
AGN are present whenever galaxies have some minimal star formation, but beyond that,
the amount of accretion luminosity and star formation are uncorrelated. The expected
correlation may exist on long timescales (100Myrs), but is washed out by the strong
variability of AGN (Hickox et al. 2014). Further circumstantial evidence that increased
availability of gas boosts AGN activity comes from the observed increase of the molecular
gas fraction towards z = 1− 2 (Saintonge et al. 2011a,b; Tacconi et al. 2013).
The data used here lack strong constraints at the bright end of the luminosity function,
prohibiting us from studying the evolution of the bright end slope. However, the faint-end
slope is fairly well constrained to α = 0− 0.5 (third panel in Figure 7.2.2). No evolution of
the slope is detected. In the model of Hopkins et al. (2005b), the slopes of the luminosity
function can be related to the time spent above and below the Eddington-luminosity.
In Hopkins et al. (2006b) the authors argue that a flattening of the faint-slope can be
interpreted directly as a change in the behaviour of AGN. In their model, after a luminous,
post-merger phase of the host galaxy, the brightly ignited AGN declines exponentially in
luminosity and migrates towards the faint end of the luminosity function. The speed of
this transition is found, via simulations, to be dependent on the peak luminosity attained.
The faint-end slope then is a proxy for measuring the typical maximum luminosities, as
brighter peak luminosities cause a slower transition, and thus a flatter slope. A change in
the faint-end slope would thus correspond to a variation in the peak luminosities typically
attained. Some works in optical wavelengths have claimed an evolution in the slopes (e.g.
Richards et al. 2006b; Croom et al. 2009). However, the separation of intrinsic evolution,
contamination and selection biases is substantially more complicated there than in the
hard X-ray window. All X-ray luminosity function works based on popular LDDE model
also invoke an evolution of the faint-end slope due to the parameterisation of that model.
Aird et al. 2010 has argued that this feature is unnecessary and proposed a new model in
which the faint-end slope is constant. Also the non-parametric approach of this work does
require a faint-end slope evolution.
7.4.2 Accretion history of the Universe
The radiation of the AGN population allows inference about the mass accretion onto their
supermassive black holes. Marconi et al. (2004) showed that the SMBH relics found in the
local Universe can be brought into agreement with the total luminosity output of AGN. In
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their calculation, the Compton-thin luminosity function of Ueda et al. (2003) was extended
by assuming a certain Compton-thick fraction. Without the latter, previous works on the
luminosity function have found their low black hole mass densities underestimated due
to low detection rates of Compton-thick AGN (e.g. Aird et al. 2010) or reported broad
uncertainties in the fraction of Compton-thick AGN (e.g. Ueda et al. 2014). This work
has placed tight constraints on both the number of obscured and Compton-thick AGN.
It showed the accretion growth of SMBHs is indeed dominated by Compton-thick and
Compton-thin AGN (74+4−5%), while unobscured AGN only play a minor role. Compton-
thick and Compton-thin AGN each contribute about half of the luminosity output (see
Figure 7.3.2), with the Compton-thick AGN contributing 40+6−6% of the total. This shows
that Compton-thick AGN are an important contributor to the accretion history.
The overall evolution of the accretion density for the AGN population is presented in
Figure 7.3.2. There, the peak is in a broad plateau at z = 1 − 3, with a drop-off towards
high redshift. This trend may corroborate claims that the accretion onto SMBHs correlates
with the star-formation history of galaxies (see Merloni & Heinz 2013). Previous works
have claimed such a decline (Brusa et al. 2009; Civano et al. 2011; Lehmer et al. 2012;
Vito et al. 2014; Ueda et al. 2014), however only the last work included the absorption
of AGN luminosities. Also, previous works have relied on the LDDE parameterisation of
the luminosity function evolution to determine the number density evolution (e.g. Ueda
et al. 2014). In contrast, the results presented do not a-priori assume any form of the
evolution at high redshift. Thus, this trend is robustly detected with the non-parametric
methodology.
Figure 7.3.4 shows that the luminosity output due to accretion onto black holes are in
agreement with observations of the black hole mass density in local AGN. This is only the
case however if Compton-thin obscured AGN are included. Due to the large uncertainties,
Compton-thick AGN are not required to explain the local black hole mass density, yet
the quoted fraction of ∼ 35% is compatible. Beyond Compton-thick AGN, another large
fraction of additional “hidden” population, i.e. not X-ray detectable due to even higher
obscuring columns, can also be excluded from the presented results. Such a population
missed in X-ray surveys is suggested in some infrared surveys (see discussion in Chapter
6, in particular Section 6.3.1). Finally, recent updates on local scaling relationships by
Kormendy & Ho (2013) indicate that the scaling normalisation of previous works may
have been underestimated by a factor of a few, and that the local black hole mass density
may need to be updated to a higher value. If this is the case, the Compton-thick AGN
may indeed be required to explain the updated, local black hole mass density.
Some systematic uncertainties enter into the black hole mass density evolution, most
notably that the black hole mass function and the spin distribution are poorly understood.
The black hole mass and spin both influence the radiative efficiency of accretion onto
the black hole. This work has assumed a fixed radiative efficiency of µ = 10%. For
investigating the radiative efficiency, a number of additional physical effects have to be
taken into account. The formalism of “thin disks” (Shakura & Sunyaev 1973) was extended
to a modern treatment of “slim disks” (see Abramowicz & Fragile 2013, for a review),
incorporating hydrodynamics, radiative feedback and magnetic fields. Sadowski (2011)
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shows via simulations of relativistic accretion disks that beyond the Eddington accretion
limit, the radiative efficiency decreases like a powerlaw with index γ ≈ −1, due to photon
trapping and quick heat flows into the black hole. Such a relation is illustrated in the
bottom panel of Figure 7.3.1, for a mildly rotating black hole. The differences between
assuming µ = 10% and a more realistic, accretion-rate dependent conversion are shown
in Figure 7.3.1. In general, the agreement is very good until the Eddington luminosity is
reached. At very low accretion rates, different accretion modes are relevant, which also
have low radiative efficencies (see Section 3.2.1). It has also been suggested that also the
bolometric corrections are dependent on the accretion rate, requiring a more complicated,
accretion-state based treatment (Vasudevan & Fabian 2007).
The largest uncertainties however arise from the bright end of the luminosity function,
where the data used in this work are sparse. The addition of a large survey is necessary to
constrain the accretion history of the Universe better with the non-parametric technique.
The best upcoming survey for this task is the all-sky survey performed by eROSITA (Pre-
dehl et al. 2014), expected to detect a few million, predominately bright, AGN. This is
discussed further in Section 8.
7.5 Conclusions
This study has benefited from a non-parametric luminosity function analysis which make
these conclusions particularly robust. Furthermore, this work has benefited from detailed
study of the X-ray spectrum to yield robust intrinsic 2− 10keV luminosities. The findings
of this chapter with regard to the total number of AGN as a function of luminosity and
redshift can be summarised as follows:
1. The luminosity function of AGN can be described as a bending powerlaw at all
redshifts.
2. Only the normalisation and the luminosity break parameters evolve significantly.
The increase in the latter indicates that massive black holes form earlier in the Uni-
verse, while at low redshift, predominantly small black holes accrete (anti-hierarchical
growth, “downsizing”).
3. The luminosity output of the AGN population is dominated by a broad peak of
AGN activity at z = 0.5 − 3. At lower redshifts, luminosity evolution reduces the
luminosity output. Towards higher redshifts, the number density of AGN declines.
Including obscured AGN, the total radiative output is sufficient to explain the black
hole masses found in the local universe, completing the Soltan argument.
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Active Galactic Nuclei are mysterious objects that live in the centres of massive galaxies.
Some outshine their host galaxy with luminosities of billions of stars, which is more energy
than that needed to unbind the galactic gravitational potential. It thus seems obvious that
these objects can have significant effects on the formation and evolution of galaxies, and
that the galaxy ecosystem can not be understood without them.
The first step for placing AGN in the context of galaxy formation is to count them, and
to measure their total luminosity output. This enterprise is hampered by selection biases,
not least due to the significant absorbing material seen in many AGN. Once the selection
bias due to obscuration is understood, the fraction of obscured AGN can be determined.
However, in this process it is essential that distances are known, by associating the X-ray
sources with optical / infrared counterparts and obtaining spectra to measure the redshift
of these sources. Additionally, this thesis develops methodological advances to account for
errors in the possibly incomplete or ambiguous counterpart association process as well as
those arising in the redshift determination. These uncertainties have been propagated into
all other results, such as the luminosity function, which describes the total number and
luminosity distribution of AGN over cosmic time.
The luminosity of AGN is thought to be powered by accretion onto super-massive black
holes. One open question regarding the cosmic evolution of AGN has been when the large
black hole masses found dormant in nearby galaxies have been assembled. Generally the
Universe of eleven to five billion years ago is forming stars at record rates. As shown in this
work and others, the peak of AGN activity appears also during this period, suggesting that
a large amount of the gas not baked into new stars and planets fell into black holes. Already
3 billion years after the Big Bang, half of the final black hole masses have been accumulated.
However, a large fraction of these AGN are hidden behind thick layers of gas and dust,
a veil which this thesis lifts, in part thanks to advances in methodology. This thesis has
provided new robust constraints using several, significant advances in methodology and by
measuring the black hole growth also in the most heavily obscured, Compton-thick AGN.
The luminosity function also provides important constraints to cosmological simulations,
which try to explain the evolution of galaxies using recipes for the activation of SMBH
accretion in the life cycle of galaxies.
Beyond population studies in the context of galaxies, AGN are interesting objects on
their own right, because they allow glimpses on extreme environments around black holes,
an exotic type of object. This thesis also studies the nature of the obscuring gas and dust
through X-ray spectroscopy. Large amounts of internal reflection is seen, showing that
the super-massive black hole is surrounded extensively by both thick and thin gas. This
is consistent with the large fraction of obscured (75%) and heavily obscured (35%) AGN
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detected. Furthermore, the obscuration appears to be dependent on the luminosity to
black hole mass ratio. These findings have implications for distinguishing possible physical
processes governing the formation and maintainance of these clouds.
Future work and observations
A limitation of the work presented here is the loose constraints on the space density of the
most luminous AGN. These objects, although rare, nevertheless contribute substantially
to the accretion density and therefore uncertainties in their number density have direct
implication on our understanding of the accretion history of the Universe, the fraction of
obscured AGN. Better constraints can be achieved either by using more assumptions (e.g.
that the shape is a bending powerlaw) or by adding a wide-area survey (see below).
In the future I would like to investigate the history of obscured black hole growth in more
detail, reconstructing not just the black hole mass density but also tracking the black hole
mass function over cosmic time. This can be contrasted with attempts which use only type-
1 AGN to reconstruct the black hole mass function at higher redshifts (e.g. Schulze et al.
2015). With the fueling function (at each redshift, the amount of mass accreted at each
mass of the black hole mass function) constrained, it is possible to predict the star formation
of galaxies based on the shared-reservoir hypothesis (see e.g. Hickox et al. 2014), and
compare with the observed star formation history. Furthermore, recipes for the creation of
the obscurer as a function of Eddington rate can be tested (e.g. Wada 2012), and compared
to the column density distributions obtained. This will constrain physical models for the
maintenance of the torus and determine whether galactic absorption is important. Finally,
comparing the luminosity function and column density distribution to XRB measurements
would be important to settle the long-standing disagreements e.g. in the Compton-thick
fraction. For this comparison, the distribution of the relative normalisation of additional
spectral components, i.e. Compton reflection and soft scattering powerlaw, should be re-
used. Furthermore, simulating a torus with a column density gradient would be useful to
obtain a self-consistent modelling of the Compton scattering.
The constraints on e.g. the black hole mass density are relatively broad due to poor
constraints on the number of bright AGN. To account for these rare AGN, the analysis
would benefit from the addition of a large, shallow field. The eROSITA mission (Pre-
dehl et al. 2014), scheduled to launch in 2016, will perform an all-sky survey over four
years (eRASS). I computed the sensitivity curve of this survey to point sources, taking
into account the expected instrument response, proposed mapping strategy and expected
background (Figure 8.0.1, published in Merloni et al. 2012). The flux sensitivity in the
hard band is comparable to that adopted for the XMM-XXL survey, but the survey is 2000
times larger. Based on the non-parametric luminosity function, a total number of AGN de-
tected is 3.9 million, including 150,000-250,000 Compton-thick AGN in the redshift range
z = 0.5 − 3. The eRASS AGN sample will invaluable to study obscured AGN and their
host galaxies in detail. Figure 8.0.2 shows the predicted number of sources as a function
of their flux. Because of the large uncertainties at the bright end, the luminosity function
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Figure 8.0.1: Top panel: The exposure map shows that the mapping strategy gives longer exposure
to the ecliptic poles. Bottom panel: Sensitivity curves for the eROSITA survey. The



















Figure 8.0.2: Cumulative number of detected sources predicted for the eROSITA all-sky survey
as a function of flux in the observed 2− 10keV band. The number of sources above
a certain flux are plotted. The non-parametric luminosity function based on the
constant-value prior (black dashed line) predicts a large number of very bright AGN,
while the results based on the constant-slope prior (red solid line) predicts a large
number of faint AGN. This shows that the eROSITA survey is highly sensitive to
the bright-end, and will place constraints on these the uncertainties left open in this
thesis even before redshift follow-up is complete.
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determined in this work predicts a wide range (two orders of magnitude) for the number of
bright AGN for eROSITA. In other words, eROSITA is highly sensitive to determine the
bright end by the number of detections alone, even without counter-part followup.
Another limitation of this work is the small count statistics of X-ray spectra of high-
redshift sources which limits the analysis of their obscuration. The ATHENA+ mission
(Nandra et al. 2013) is a planned next-generation telescope on the road to replace the
Chandra and XMM-Newton telescopes in 2028. Some technical highlights of this mission
include a substantially larger sensitive area and more sensitive detectors. With this instru-
ment it will be possible to study, for example, the nature of the soft scattering component.
In this work it has been argued that ionised clouds reflect the intrinsic radiation past the
obscurer. The absorption lines of these ionised clouds would become observable with the
high-resolution spectrographs on-board ATHENA+. Also, if these clouds are part of bulk
outflows, the blueshift of these can be measured and will give detailed information about
the energy deposited into the host galaxies. Furthermore it will be interesting to study the
obscurer in more detail. For instance, the metallicity of high-redshift obscurers is poorly
understood, and remains a systematic uncertainty in the geometry of the obscurer, but
could potentially be constrained by detailed observations.
I have demonstrated a technique to estimate redshifts for obscured AGN based on their
X-ray spectrum alone. However, for eROSITA, the fraction of sources in which this tech-
nique will succeed is low, due to the preferential selection of bright, unobscured AGN. Large
optical / IR follow-up campaigns are thus essential (ground and space-based). Also for the
ATHENA+ observations of deep fields it is essential to find counterparts by high-resolution,
deep exposures and to determine their redshifts (e.g. James Webb Space Telescope).
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