This manuscript studies manifolds-with-boundary collapsing in the Gromov-Hausdorff topology. The main aim is an understanding of the relationship of the topology and geometry of a limiting sequence of manifolds-with-boundary to that of a limit space, which is presumed to be without geodesic terminals.
Introduction
This paper studies manifolds-with-boundary collapsing in the Gromov-Hausdorff topology. The only previously published work dealing specifically with Gromov-Hausdorff limits of manifolds-with-boundary seems to be [11] , which considered only the non-collapsing regime.
For a manifold-with-boundary there are qualitatively several types of collapses, which may be made precise by stipulating that certain injectivity radii tend to zero:
(1) interior collapse (e.g., rounded cone −→ cone) (2) boundary collapse (e.g., S n (1) \ B n ( 1 i ) −→ S n (1)) (3) boundary contact (e.g., D n (0, 2)\B n (1− 1 i , 1) −→ D n (0, 2)\B n (1, 1), where D n (x, r) (resp. B n (x, r)) denotes the closed (resp. open) disc in R n with center x and radius r.)
These collapsings can be partial (not occurring globally), may occur on different scales, and may happen simultaneously. (1) may be viewed as a local version of the situation in the closed case, and is somewhat, though far from being completely, well understood. (2) , it seems, bears consequences for the interior in direct proportion to the degree of control of the embedding of the boundary (e.g. second fundamental form). With enough of the latter, then, the collapse of the boundary itself may also be viewed and understood from the perspective of the closed case. So it remains to focus on collapses of the form (3) .
Manifolds-with-boundary are distinguished from closed manifolds in that there is at almost every point a preferred direction, namely, the shortest route to the boundary. Under the right curvature conditions (see, e.g., Theorem 2.1.2), this feature allows a factorization of a collapse, analogously as in the case of a collapsing sequence of closed manifolds in situations when one is able to scale the fiber in certain directions. Thereby for a given collapsing sequence of manifolds-with-boundary, (3) may be studied largely independently of (1) and (2) .
Many (though not all) results concerning existence of limits, regularity of limit metrics, finiteness theorems, etc. for the closed manifold case have analogues in the bordered case, provided supplementary hypotheses are made on the boundary, such as bounds on the second fundamental form, and certain injectivity radii.
Several results substantiate the statement that collapses of type (3) do not generate additional topology: (i) the extension procedure introduced in [19] (see §B.1) together with the attendant homeomorphism finiteness theorem and homotopy characterization of limits, and (ii) Theorems 2.1.1-2.1.3 and 2.1.5 of the present paper, which yield disc bundle structures for a sequence of manifolds collapsing in the sense of (3) under a lower sectional curvature bound and having not-too-concave boundary.
Besides their intrinsic interest, another motivation for studying collapses of manifolds-with-boundary involves understanding geodesic terminals. A geodesic terminal is a type of singularity. For a sequence of closed manifolds, a limit fails to be geodesically extendible only if the sectional curvatures are not bounded above or there is an injectivity radius collapse. Conversely, starting from a sequence of spaces with singularities, one would like to determine how these singularities may disappear in a limit.
For Riemannian manifolds-with-boundary, the boundary itself comprises the set of geodesic terminals. The boundary is also a so-called extremal subset. In the setting of Alexandrov spaces of curvature bounded below, it was conjectured in [17] that if a limit of Alexandrov spaces had no proper extremal subsets then the collapsing spaces would be fiber bundles over the limit. Theorem 2.1.3 verifies that the conclusion of this conjecture holds, for a special class of manifolds-with-boundary which are themselves not necessarily Alexandrov space of curvature bounded below, but in a sense (made precise in §B) topologically close to them.
Methods
The chief approach taken in this paper is to study manifolds-with-boundary extrinsically, by extending their boundaries via a codimension-zero extension. This extension is obtained by a non-smooth gluing procedure, though in principle one could just as well try to obtain a C ∞ extension by solving a Cauchy initial value problem with the terminal boundary constraint that the new extended boundary be totally geodesic, or at least, locally convex.
The advantage of the exterior approach (compared with 'interior' approaches which would analyze the distance function to the boundary via Morse theory) is that now one can allow the interiors of a sequence of manifolds-with-boundary to collapse in the sense of (3) above.
Assumptions
Now we shall indicate which curvature bounds will be typically assumed in the sequel, and why.
A given smooth Riemannian manifold-with-boundary is an Alexandrov space of curvature bounded above [2] , but will not be an Alexandrov space of curvature bounded below unless the boundary is locally convex. For locally convex boundary and non-negative Ricci curvature in the interior (or curv ≥ 0 for Alexandrov spaces, and then automatically locally convex boundary) there are topological recognition theorems and splitting theorems which identify the manifold isometrically as a cylinder or warped product. Local convexity of the boundary is a strong condition which, if assumed, renders (3) less interesting. In examining (3) some lower bounds on the sectional curvature and second fundamental form are natural. However, to say more about the structure of a limiting sequence in relation to the geometry and topology of its limit, additional hypotheses should be made, about the limit, for instance. The main hypothesis which will be invoked is that the limit is geodesically extendible.
Notations and Conventions
Manifolds are assumed to be metrically complete, unless specified otherwise. If N is a disconnected Riemannian manifold, an inequality of the form d(N ) ≤ d will usually be interpreted to mean that every path component of N has an upper intrinsic diameter bound d.
≃ denotes homotopy equivalence, and ≈ denotes either homeomorphism or diffeomorphism.
[xy] X for a length space X, denotes a minimizing geodesic segment from the point x to the point y. A geodesic segment is a geodesic which globally realizes the distance between any two of its points. The terms 'minimal geodesic' and 'minimizing geodesic' will also be used synonymously for this.
B(x, r; X) denotes an open metric ball in X of radius r centered at x. D k denotes a closed ball (metric or otherwise) of dimension k. d X , d or | · | X interchangeably denote the metric distance function of a metric space X. M 2 K denotes the standard two-dimensional, simply-connected model space of constant curvature K. M [0, r] for a manifold-with-boundary M , denotes the set {x ∈ M : d(x, ∂M ) ≤ r}. M(n, K − , λ ± , inj(M ), i ∂ , d), for instance, denotes the class of n-dimensional manifolds-with-boundary M having lower interior sectional curvature bound K − , lower (λ − ) and upper (λ + ) bound on the second fundamental form, some (unspecified) uniform positive lower bounds to inj(M ) and i ∂ (M ), and an upper diameter bound d. A two-sided curvature bound such as occurs in the notation M(n, K ± , λ − ) may occasionally be abbreviated as M(n, K, λ − ). τ (. . .) indicates a positive constant which tends to 0 as its arguments in parentheses tend to 0.
Disc Bundle Structures and Metric Structure of Limits

Statement of Theorems
The structure of nonnegatively-curved open manifolds is described by the celebrated Soul Theorem of Cheeger and Gromoll, which reduces the study of such manifolds to closed manifolds of nonnegative curvature. Effectively, the topology of the open manifold is entirely contained in the soul. After Cheeger and Gromoll's reduction using Busemann functions to initially construct a totally convex subset, the Soul Theorem may be stated in terms of manifolds with locally convex boundary.
Theorem 2.1.1. Soul Theorem, [8] ). Let (M, ∂M ) be a complete Riemannian manifold.
k -bundle (the normal bundle) over a closed totally convex submanifold.
Their method of proof consisted of constructing a nested sequence of totally convex subsets, each dropping in dimension, until one arrived at the claimed closed, totally convex submanifold. These subsets are submanifolds (with boundary) of the original manifold under consideration.
One would like to see how the hypotheses of nonnegative curvature and locally convex boundary can be weakened, yet the disc-bundle structure conclusion retained, if perhaps some additional hypotheses are a priori made about a supposed limit space. The Soul Theorem may be viewed not essentially as a theorem about non-negatively curved manifolds, but rather, as its proof via maximal inward equidistant retractions shows, a theorem about the disappearance of boundary. For the soul is without boundary.
It is possible to go beyond an almost-nonnegative, almost-convex boundary setting. To do this, it is necessary to rely less on convexity and more on subspace methods.
The following theorems identify manifolds-with-boundary from certain classes as disc bundles over their limit. In the following, i will be taken sufficiently large, depending on the indicated parameters. Theorem 2.1.2. Let (M i , ∂M i ) be a sequence of Riemannian manifolds-with-boundary, and assume that [21, section 5] Part (ii) is a direct consequence of a fibering theorem of Yamaguchi for Alexandrov spaces of curvature bounded below (Theorem 2.2.2 given in a following section), However, part (i) cannot be shown directly with the arguments of Yamaguchi's original fibering theorem [21] , which assumed geodesic extendibility of the approximating spaces. It potentially could be a direct consequence of [22] . But it seems that a direct application of [22] would only be able to identify the fiber as a manifold-with-boundary having non-negative curvature in the generalized sense, as defined in [21, section 5] . This is due to the nature of the map produced, which is an almost-Riemannian submersion, instead of a Riemannian submersion.
At least some lower bound II ≥ λ − is necessary in Theorem 2.1.2 for there to exist a locally trivial fiber bundle structure.
Non-Example 1.
Here is one of the main theorems of this paper. 
This theorem is fairly sharp, in that all of its hypotheses concerning M i (except perhaps for the upper curvature bound K Mi ≤ K) are necessary for the conclusion to hold.
Recall that a topological space X is a Poincaré duality space (over a group G of coefficients) if there exists an integer k (the formal dimension) and a fundamental homology class [X] ∈ H k (X; G) such that capping
is an isomorphism for all 0 ≤ p ≤ k. Such spaces include closed topological manifolds, quotients of Poincaré duality spaces by a group action (in rational coefficients), such as orbifolds, and more generally any space homotopy equivalent to a Poincaré duality space.
Recall that a length space X is said to be geodesically extendible if for every nontrivial geodesic γ : [0, L] −→ X with endpoint γ(L) = x, there exists a geodesic γ : [0, L + ǫ] −→ X with ǫ > 0 which properly extends γ past x. By convention, a single point is considered a geodesically extendible space.
If the limit space in Theorem 2.1.3 is assumed to be a single point, then the upper curvature bounds there can be omitted, and provided some supplementary additional assumptions are made, the result is that the manifold must be a disc: 
Recall Toponogov's splitting theorem: If an open complete Alexandrov space X with curvX ≥ 0 admits a line, then it splits isometrically as X = Y × R, for some non-negatively curved Alexandrov space Y . The boundary version of this states that if an Alexandrov space with boundary has curv ≥ 0 and two boundary components, then it splits isometrically as a metric product X = Y × D 1 , where curvY ≥ 0. With weaker hypotheses in the manifold setting, one still retains the disc bundle structure: If
Theorem 2.1.7. Suppose M n is a fixed complete manifold without boundary, and
If in addition one also has
This theorem differs from the previous Theorem 2.1.6 in regard that here, the sequence of manifolds-withboundary are assumed to lie in a fixed, common ambient manifold. Also, in terms of curvature assumptions, this theorem differs from Theorem 2.1.6 in that the upper bound on II ∂Mi has been dropped, and an upper bound on K Mi imposed in its place.
After providing elementary examples to demonstrate that convergences as in these theorems actually occur, the remainder of the paper will be devoted to the proofs of these theorems.
Examples
Examples of convergences as in Theorems 2.1.3, 2.1.6, and 2.1.7 are given below. In examples 1, 3 and 5, M i collapse in dimension, whereas ∂M i , with intrinsic metric, does not. Examples 1-5 all inradius-collapse. .) The remark at the beginning of the next section, on p.9, shows why λ + is necessary for the fiber to be a D 1 . The following example demonstrates the sharpness of Theorem 2.1.3 with regard to the injectivity radius bound. In particular, the injectivity radius bound is necessary for the fiber to be a D 1 . 
.
In this example, it need not hold that, in the intrinsic metric,
, a solid torus, does not fiber as locally trivial fiber bundle over its limit, a cylinder. This phenomenon, and the fact that the sequence ∂M i with intrinsic metrics does not GH-converge to X, is due to the presence of geodesic terminals in the limit.
The next example illustrates Theorem 2.1.7. Geodesic extendibility is used in part (1) of Theorem 2.1.7 to show that the inradius tends to zero. It is conceivable that the conclusion in part (2) namely, a lower Alexandrov curvature bound for the limit, might still be obtained if one did not assume that it was geodesically extendible, but rather, that the sectional curvatures of the boundary were bounded below, and the inradius of the approximating manifolds-withboundary tended to zero. A sequence of manifolds-with-boundary is said to have uniform bounded covering geometry if the universal covers have sectional curvatures and second fundamental forms bilaterally bounded, in addition to a uniform lower bound to the intrinsic injectivity radius.
Example 4. There exists a sequence of manifolds-with-boundary
M n i embedded in a fixed ambient manifold M n , with |K M | ≤ K, λ − ≤ II ∂Mi֒→Mi , M i GH −→ X and M i H −→ X, but such that II ∂Mi֒→Mi −→ +∞: To see this, take M = R n . Suppose X is any l-dimensional linear subspace of M , or l-dimensional embedded round sphere of some fixed radius, where n − l ≥ 2. Let M i := B(X, ǫ i ; R n ) = {x ∈ R n : d(x, X) ≤ ǫ i } be an ǫ i -neighborhood of X, where ǫ i −→ 0. Then M i H −→ X, and, equipped with intrinsic metric induced from R n , M i GH −→ X under K Mi ≡ 0, λ − ≤ II ∂M −→ ∞.
Outline of the Proofs of Theorems
Each part of Theorem 2.1.3 is independent from the other, and each involves a different idea. However, both parts are reduced to a known fibering theorem (Theorem 2.2.1 below) after proving that inradius tends to zero. Given the curvature hypotheses of Theorem 2.1.3, the condition inj(M i ) ≥ i 0 > 0 for a manifoldwith-boundary M i serves to prevent collapse in (n − 1) directions, so that the fiber being collapsed must be 1-dimensional, namely, a D 1 . Theorem 2.1.4 is fairly direct to obtain. The conditions in part (i) ensure that the manifolds in the sequence are eventually star-like with respect to a point. Part (ii), essentially homotopical, follows from facts about local geometric contractibility. The reader is referred to [20] for the proof of Theorem 2.1.4. Theorem 2.1.5 relies on the Alexandrov extension procedure from [19] (see § B), and uses a special gluing lemma. Whereas most 'perturbation' or ǫ-versions of a theorem in Riemannian geometry are obtained from the corresponding usual proof, via an argument involving pasing to the limit, the proof here will proceed somewhat differently. Although the main idea still involves passing to the limit, the proof, interestingly enough, does not utilize a reduction to the standard Toponogov splitting theorem, but rather, relies on Yamaguchi's fibration theorem (Theorem 2.2.2).
The two fibering theorems referred to above differ not only in their curvature hypotheses, but also in their assumptions of the existence of a limit space. 
The other three curvature bounds λ − , K − , and K + are also necessary, as simple examples show: the unit sphere S 2 (1) with three disjoint topological balls of increasing areas removed, the connected sums R × [0, , respectively. But observe that the first and the fourth examples given here are nevertheless disc bundles, which suggests that K − , λ − are the only curvature conditions essential to obtain disc bundle structure. Remark: For spaces of curvature bounded below, two major fibering theorems involving the GromovHausdorff distance are known: Yamaguchi's Theorem above, and the Topological Stability Theorem in [16] . The first requires metric completeness and the second compactness. However, neither requires geodesic extendibility of the approximating space. For spaces of curvature bounded above, there seem to be known only two fibering theorems: Theorem 2.2.1, specific to manifolds (and not involving Gromov-Hausdorff distance per se), and Nagano's Theorem in [13] , concerning geodesically extendible Alexandrov spaces of curvature bounded above (with also a mild condition on geodesic branching, and a uniform CAT k radius bound). The latter theorem requires geodesic extendibility of both the fixed (limit) space and the approximating space, and concludes the existence of a bi-Lipschitz homeomorphism between them.
With this background, the proof of Theorems 2.1.2, 2.1.3, 2.1.5, 2.1.6, 2.1.7 commences now.
Proof of Theorem 2.1.2 Proof of Theorem 2.1.2(ii). Part (ii) is a direct corollary of Yamaguchi's fibering theorem (Theorem 2.2.2).
The following Proposition is key in the proof of part (i), as well as in Theorem 2.1.3.
Proposition 2.3.1 (No long segments uniformly transverse to the boundary). Let (M i , ∂M i ) be a sequence of Riemannian manifolds with locally convex boundary and
K − ≤ K Mi . Assume that M i GH −→ X,
where X is a geodesically extendible space (e.g. a closed manifold). Then for all
Remark: The constant i 0 will depend on the extendibility radius of X. Remark: The Proposition holds if the M i are Alexandrov spaces with boundary, or pairs (M i , E i ), consisting of closed Alexandrov spaces together with an extremal subset.
Proof.
1 For each i, let p i ∈ ∂M i be an arbitrary point. 2 Suppose there exist minimal segments [ [qpr] may be assumed minimal by restricting R and/or δ, if necessary 5 There exist points r i in M i converging to r.
and
qpr by the law of cosines in the model space. But (2),(3),(4) together contradict (1) . So R cannot be chosen uniformly positive and independent of i after all.
Proof of Theorem 2.1.2(i). Suppose
ki bundle over the totally convex closed submanifold S i :
Now Proposition 2.3.1 implies in particular that the Sharafutdinov retraction M i −→ S i takes less and less time, as i −→ ∞, when the generalized gradient flow it follows is normalized to unit speed.
Therefore
Since S i is a closed manifold with non-negative curvature, one can apply Yamaguchi's fibration theorem for manifolds [21] (or [22] ) to obtain a locally trivial fiber bundle
for sufficiently large i, for some closed manifold fiber F . Up to diffeomorphism, composing this fiber bundle map with the fiber bundle map (2.1) above yields a bundle D ki ×F −→ M i −→ N for sufficiently large i, where D ki ×F denotes a (possibly twisted) product.
Proof of Theorem 2.1.3 (i)
Part (i) utilizes the following two lemmata. The reader might want to scan Appendices §A, §B and §D before reading the proofs.
with N a closed topological manifold (or more generally, a Poincaré duality space). Then
The projection maps π i :
are surjective. They are also Lipschitz: |π i (x)π i (y)| ≤ L|xy| for all x, y ∈ M i , for some constant L. In fact, using a common warping function for all M i , one may take L = 
For the first duality isomorphism given above, see, e.g., corollary 9.3, p.351 of [6] . (Note that compactness of M (and thence of ∂M ) is essential for these isomorphisms, e.g., consider
The long exact cohomology sequence of the pair (M, ∂M )
(∂M ) ≥ Z 2 since ∂M is compact and non-empty.
The second lemma which will be used in the proof of Theorem 2.1.3 (i) is a version of Berger's isoembolic volume inequality.
is any metric ball lying entirely in the interior of M , and i int (x) ≥ 2r for x ∈ B(p, r), then all geodesics emanating from x are minimizing at least until they hit ∂B(p, r). Therefore, if r ≤ iint(M) 2 , any geodesic emanating from an interior point of B(p, r) is minimizing at least until it hits ∂B(p, r). (In the terminology of [9] , this means ω = 1 on B(p, r), or equivalently, that the cut locus of any interior point of B(p, r) w.r.t. the usual exponential map lies outside B(p, r).) Now by [9, Theorem 11], we have that for
Integrating both sides w.r.t. t (from 0 to r) yields
for some new constant c.
is an interior ball, and
So for a less sharp constant,
Combining Lemma 2.4.1 and Lemma 2.4.2, and recalling that
Proof of Theorem 2.1.3(i).
Immediate from this proposition and Theorem 2.2.1.
Proof of Theorem 2.1.3 (ii)
This section provides a geometric proof to Theorem 2.1.3(ii), employing lemmata which have independent interest. Although this proof, which uses only local arguments, is longer, it is in a way more general than the proof of Theorem 2.1.3(i) given in §2.4, in that the limit X need not be assumed a Poincaré duality space, but merely a geodesically extendible length space with positive injectivity radius. For instance, the one-point union S 1 ∨ S 1 is such a space, which is not a Poincaré duality space [
However, that proof in §2.4 covers cases that the present one does not, e.g., metric cones or suspensions over manifolds.
In fact, the proof given here in §2.5 essentially shows that one only needs to assume that X is a geodesic metric space which is 'weakly geodesically-extendible' in the sense that (i) Alexandrov angles exist 1 and (ii) for any nontrivial geodesic γ :
(Here the length ǫ of σ and the angle θ are allowed to depend on the point γ(0) ∈ X.) Such a class of spaces includes Alexandrov spaces of curvature bounded below which have a uniform lower (n, δ)-strain radius bound, where δ < π 2 . But it also a priori includes spaces which have no finite lower or upper Alexandrov curvature bound, such as the prism-block, and certain other cell complexes.
Some of these spaces may be ruled out of consideration by the fact that the hypotheses on the M i alone force their limit X to be an Alexandrov space of curvature bounded above (by k = k(K + , λ − )), with uniformly bounded lower CAT k -radius. In light of this, and also in light of the proof of Theorem 2.1.3(ii) given in this section, Theorem 2.1.3(ii) may be viewed a fibering theorem in the category of CBA spaces. Even with this data about the limit space, however, there are still many geodesically extendible CBA spaces which are not manifolds or Poincaré duality spaces (a large class of examples arises from gluing, for instance).
The main ingredients of the proof of Theorem 2.1.3(ii) are: the extension produced in §B, the injectivity estimates from §A, arc/chord comparison ( §C), and a lemma on angles, obtained for instance from Proposition 2.5.6 below. The main idea of the proof is fairly well expressed already in the special case when the boundary is locally convex.
Locally convex boundary case
By Proposition 2.3.1, inrad(M i ) −→ 0. Now invoke Theorem 2.2.1 to get a disc bundle structure
General case
Proof of Theorem 2.1.3(ii).
In conjunction with the Thin-Manifolds-with-Boundary Theorem, the proof is completed by the following
The proofs of the following three lemmata, which prepare for Lemma 2.5.1, will be given later. Although M need not have curvature bounded below in the Alexandrov sense, it is possible to obtain an estimate to replace step (3) in Proposition 2.3.1. The first lemma, the main angle estimate, establishes that angles of certain sufficiently small triangles in M are comparable to the angles considered in the extension of M . 
Now we introduce a notion which will be useful in the sequel. As discussed in [12] and [5] , it is a synthetic metric space surrogate for the second-fundamental form of subspaces, when the spaces involved might not be smooth. Such a notion, formulated in terms of the metric distance functions, is thus relevant when considering Gromov-Hausdorff convergence.
Definition ([12]).
A subspace Z of a length space X is said to be (C, 2, ρ)-convex (for some C ≥ 0 and positive function ρ on X) if for all w ∈ Z and any x, y ∈ B(w, ρ(w); X) ∩ Z, the metrics satisfy
In applications, one typically takes ρ to be a positive constant. If one does not want to emphasize the function ρ, or if it is understood, Z is called merely (C, 2)-convex. For instance, a (0, 2)-convex subset is simply a locally convex subset. Note that in the definition, the subspace Z is not a-priori required to be a length space itself.
Under the hypotheses of Theorem 2.1.3, both M and ∂M are (C, 2)-convexly embedded in M :
The last lemma required is a perturbation of the fact that if the normalized excess at a vertex of a model triangle is small, the angle at that vertex is close to π: 
, where θ denotes the angle opposite side c.
Given these three lemmata, the proof of Lemma 2.5.1, hence the proof Theorem 2.1.3(ii), proceeds as follows.
Proof of Lemma 2.5.1. The lemma is trivial if
It may be supposed X = pt. A lower bound inj(X) ≥ i 0 > 0 is inherited from the assumed bound for the M i 's.
Assume to the contrary that inrad(M i ) ≥ i 2 > 0 for some i 2 and all i. By Lemma A.1.2, there exists a sequence
The minimal segments {[q i p i ] Mi } have as limit a minimal segment [qp] X ⊆ X (of length ≥ i 2 ), by Lemma D.0.8. Since X is geodesically extendible and inj(X) ≥ i 0 > 0, there exists a point z ∈ X such that [qp] X ∪ [pz] X is also a segment, where say, |pz| X = δ > 0 for some fixed 0 < 2δ
Restricting if necessary, it may be assumed that |q i p i | Mi = R for each sufficiently large i. (R will later be chosen smaller).
Let M i be an Alexandrov extension of M i as in Proposition B.1.2.
by Lemma 2.5.2, and
since curv M i is bounded below. Furthermore, by Lemma 2.5.3,
Assuming that R is bounded below by a fixed positive constant, then eventually R > ǫ i , and the normalized excess of a model triangle with sidelengths a = |q
, hence tends to 0 as ǫ i −→ 0. Therefore
by Lemma 2.5.4.
If R is such that τ K ± ,λ ± ,i0 (R) ≤ π/12 and i such that τ (|q i z i | f
Mi
) ≤ π/12 and ǫ i < R then by (2.7), (2.8), (2.9),
≥ π − 2π 12 = 5π 6 contradiction to (2.6).
Therefore R −→ 0 as i increases, contradiction to (2.5). So we must have inrad(
C . Explicitly, one may take
In particular, C M has an upper Alexandrov curvature bound
by Proposition A.2.1(iii). Hence 
where
The proof of the second statement of the lemma is analogous:
by arc/chord comparison in M and C M , where 
(and similarly for the other models S 2 , H 2 ).
Obviously, normalized excess( If Z is any subspace of X, with an intrinsic metric, then it is usually the case that γ 2 ) for all Z−geodesics γ 1 and γ 2 .
Proof. Since a Z−geodesic will again be (C, 2)−convex, it may be supposed Z = γ. Set x t = γ(t). Let n denote the dimension of X. First suppose that x 0 is a non-singular point of X in the sense that (n, δ)-str.rad(x 0 ) > 0 for all δ > 0. For the moment, let δ > 0 be fixed but arbitrary. Then (n, δ)-str.rad(x 0 ) > 0 by definition. There exists (for t sufficiently small, depending on δ, e.g., t < (n, δ)-str.rad(x 0 )) a point y t ∈ X such that |x 0 y t | X = |x 0 x t | X and ∠ X x t x 0 y t ≥ π − δ. Consider the triangle ∆x 0 x f (t) x t , where we choose f (t) = t 2 . Let ǫ := 8t. For sufficiently small t,
by ( [7] , lemma 10.8.13).
Then, assuming k < 0,
whenever t < min{(n, δ)-str.rad(x 0 ), 1 2C }. (Note that (n, δ)-str.rad(x 0 ) is non-increasing as δ tends to 0.) This implies that γ has a unique initial direction v ∈ Σ x0 X and that the angle between v and [x 0 x t ] ′ X is at most a constant (depending only on C and k) times a power of t, plus a constant involving δ. This can be taken arbitrarily small, since δ > 0 was arbitrary.
By the triangle inequality for angles, this implies that the angle between two Z−geodesics equals the angle between these two curves in X.
Now suppose x 0 is a singular point of X. Let
where each x i 0 ∈ X is a non-singular point of X. Such a sequence exists since the set S X of singular points of X has Hausdorff dimension dim H (S X ) ≤ n − 1 and hence is nowhere dense ( [15] ).
Since curvX ≥ k, angles are lower semi-continuous:
and the right-hand side may be bounded above by (2.14), just as in the previous case. Again we conclude that the angle between two Z−geodesics equals the angle between these two curves in X.
Corollary 2.5.7. Let X and Z be as in the proposition, with (n, δ)-str.rad(X) ≥ i 0 > 0 (for some δ < π/4, say; in particular, X is weakly geodesically extendible). Then Z has no C 1 -smoothly closed geodesic of length less than
Proof. This follows similarly as in [12] . Let γ : [0, 2t] −→ Z be a C 1 -smoothly closed geodesic loop in Z. Let η be a minimal X-geodesic from γ(0) to γ(t). Then
≤ (ct α + 2δ) + (ct α + 2δ) for some constants c = c(k, C) and α, by (2.14)
which implies
It is easy to check that these constants c and α may be chosen uniformly, if t is sufficiently small relative to k and C. Take α := 1 2 . Using the crude estimates
24 , which are valid for all x, one has
if k (which may be assumed negative) is normalized to k = −1, const is chosen as const := 2(C + 2), and t is taken sufficiently small (depending only on C, and implicitly, on k) such that the following eight inequalities hold:
Proposition 2.5.8. Let Z ⊆ X. Suppose curvX ≥ k, curvZ ≥ k, X is geodesically extendible, and
for all x, y ∈ Z.
Proof. This follows from Proposition 2.5.6. Since X is assumed geodesically extendible, the argument there involving (n, δ)-strain radius simplifies.
Corollary 2.5.9. Let y, z be as in Lemma 2.5.2. For any
Proof. Immediate from Lemma 2.5.3 and Proposition 2.5.8.
Proof of Lemma 2.5.2
Note that curv M ≥ const by construction, and M ⊂ M is (C, 2)-convexly embedded by Lemma 2.5.3, so Proposition 2.5.6 is available for employment in the proof of Lemma 2.5.2 which follows (although only the one-way inequality of the remark immediately preceding Proposition 2.5.6 is needed, and even then only in the special situation where the spaces are smooth manifolds and the submanifold (with smooth boundary) is of the same dimension as its ambient manifold.)
Proof of Lemma 2.5.2. Let x, y, z ∈ M , with y ∈ ∂M , [xy] M a minimizing segment orthogonal to ∂M , and x, z ∈ B(y, Thus
and (2.18) holds,
which implies that at y,
(sine can also tend to zero when its argument tends to π, but it is impossible for ∠ M zyw and ∠ M ywz to both tend to π, since the corresponding comparison triangle for ∆ M ywz will be small compared to
This completes the proof of Lemma 2.5.2.
Proof of Theorem 2.1.5
The proof of Theorem 2.1.5 will use the following proposition on limits of gluings. 
disjoint union of path-connected length spaces
Y i X i GH −→ pt Y i GH −→ Y via ǫ i -Hausdorff approximation f : Y i −→ Y Y = k (Y ) k (so (Y i ) k GH −→ Y k via ǫ i -Hausdorff approximation given by restriction, f | (Yi) k ) A i ⊂ X i , Y i
is a closed subset of both X i and Y i , where
A i = k (A i ) k with each (A i ) k = A i ∩ (Y i ) k non-
empty and path-connected
Proof. Let π : Y −→ Y /A be the quotient map. Note that π(A), the image of A under π, is a single point {pt} in Z.
By definition of quotient metric, since (A) j and (A) k are path-connected by assumption,
for any z, w ∈ Y i . Here, the distance from a point to a set is defined as |pA| = inf q∈A |pq|.
where w ∈ A i is chosen to make the equality in the third line above hold (possible since f (A i ) may be assumed closed) On the other hand,
where the point w ∈ A i here is chosen to make the equality in the fourth line above hold (possible since A i is closed) Combining (2.22) and (2.23) yields
There are four cases to consider.
Observe that since z and w lie in different path-components of Y i , any Z i geodesic from z to w must pass through X i via A i , so
by (2.24), since f an ǫ i -Hausdorff approximation
by the observation above
For the converse,
by (2.20) , since f (z) and f (w) in different path-components of Y ,
by (2.24), since f an ǫ i -Hausdorff approximation and A i −→ A as subsets
Yi then the right-hand side of this equals
so that, either way,
Conversely,
Zi be the last point on the Z i −segment from w to z such that [vz] Zi ⊆ X i . Then such that 
for all i and all j = k since {I i,k } 3 k=1 are pairwise distinct and lie in different components C Mi,k . On the other hand,
Thus all I k intersect precisely at their left endpoints. Their union would yield a branch point in the limit of the M i 's. But curv lim GH M i ≥ k. Therefore ∂M i can have no more than two components. Now we prove the second statement of Theorem 2.1.5.
The first goal is to show that
This will be carried out using Proposition B.2.2 and a scaling trick, as follows:
Consider the rescaled manifolds
By Proposition B.2.2, each component of ∂M i therefore has intrinsic diameter bounded above by d(∂M i ) ≤ D for some constant D independent of i.
Scaling down,
as desired. Now apply Proposition 2.6.1 with
In particular, each (A) k ≡ pt k is certainly path-connected, and Proposition 2.6.1 is applicable as stated.
Note that
Therefore by Proposition 2.6.
Observe that a boquet of m intervals does not admit curv ≥ k if m ≥ 3. However, lim 
Proof of Theorem 2.1.6
Proof of Theorem 2.1.6. Consider, as in Proposition B.1.2, (Alexandrov) extensions of M i , but where the warping function φ is not fixed for all i, but rather varies with i (i.e. is "optimally adjusted" for M i ). In other words, consider
where the functions φ i satisfy
in addition to the other conditions in Lemma B.1.1, where t 0,i and ǫ i are chosen as t 0,i := 10 √ i (2.36)
(2.37) (This essentially means that the φ i are approaching the function which is identically equal to 1 at t = 0.) Then just as in Proposition B.1.2
where the right-hand side may depend on i, but remains bounded below (in terms of K − , λ ± ) as i −→ ∞. To see this, begin by noting that given λ i = −τ ( 1 i ), it may be assumed by taking a subsequence that φi(t) , which is no less than the least of the quantities 0 and 
) It follows that the right-hand side of (2.40) tends to K − as i −→ ∞.
If in an orthonormal frame the sectional curvatures are bounded (from below) on all coordinate twoplanes, then the sectional curvatures are bounded (from below) on arbitrary two-planes. Therefore (2.39) and (2.40) prove that K Ci , hence k i , is uniformly bounded from below, independent of i. Let x i ∈ M i be arbitrary. Suppose there exists a (pointed) limit
where X is a length space. It may be assumed that X is metrically (Cauchy) complete.
Let R > 0 be arbitrary. 
)} (Here again the balls are equipped with the restricted metrics of their ambient spaces.)
By precompactness of the class of Alexandrov spaces with lower curvature bound, with respected to the pointed Gromov-Hausdorff topology, there exists a (pointed) limit
for some y ∈ Y with x i → y, say. This entails that
and so by the triangle inequality
Letting i −→ ∞, one has d GH (B(y, R; Y ), B(x, R; X)) = 0. Since the balls are closed, B(y, R; Y ) ≡ isom B(x, R; X). Since Y has lower curvature bound, so does B(y, R; Y ) and hence so does B(x, R; X). But x was arbitrary, so by Toponogov's theorem, curvX is bounded below.
Proof of Theorem 2.1.7
The first part (1) will be proved independently from the other parts (2)- (3), and (2)- (3) also do not rely on (1). The proof of parts (2) and (3) uses work of Alexander, Berg, Bishop, Lytchak, and Nikolaev.
Proof of Theorem 2.1.7 (1) . In order to show that inrad(M i ) −→ 0, it suffices, by Lemma A.1.2, to show that i ∂,Mi (p i ) −→ 0 for any choice of points p i ∈ ∂M i , (i = 1, 2, . . .). Suppose by way of contradiction that for each i, a point p i ∈ ∂M i is chosen arbitrarily, and i ∂,Mi (p i ) ≥ R, for some fixed R > 0 which is independent of i.
Suppose q i → q and p i → p for some q, p ∈ X. There exists a minimal geodesic segment [qp] X since X is a geodesic metric space. Since X is assumed geodesically extendible, one can extend [qp] X to [qpr] X where |pr| X = δ for some δ > 0. There exists a sequence of points r i ∈ M i with r i → r. Then
where the last inequality is the triangle inequality.
). Although M was not necessarily assumed compact, the argument in what follows will be local, so consider a closed ball B(p, 100; M ) in M , of some fixed radius, e.g. 100. Since the ball is compact, one has inj M (x) ≥ i 0 > 0 for all x ∈ B(p, 100; M ), for some constant i 0 depending on B(p, 100; M ). Hereafter assume that all distances and lengths are less than 100. Effectively then, one may as well assume inj(M ) ≥ i 0 > 0.
By [5] , the lower bound inj(M ) ≥ i 0 > 0 implies a lower bound inj(M i ) ≥ i 1 > 0 for some constant
Given that inj(X) ≥ i 1 > 0 and e qp (r) := |qp| X + |pr| X − |qr| X = 0, if [qr] X and [qp] X ∪ [pr] X were distinct this would force |qr| ≥ i 1 . However, |qr| X ≤ |qp| X + |pr| X = R + δ < i 1 if R, δ > 0 are chosen sufficiently small relative to i 1 (e.g., R, δ < 
For otherwise, one would get nontrivial minimal geodesics σ = lim σ i , γ = lim σ i in X by Lemma D.0.8, and
for all sufficiently large i. The latter is a convex ball in M since the convexity radius has the lower bound 
(Here the O ′ s depend implicitly on the fixed values K and λ − .) By the triangle inequality, 
by width estimates (cf. §C).
Now the goal is to show that the uniform closeness (2.43) of γ i to σ i implies, for sufficiently small R, δ and large i, that d(p i , [q i r i ] M ) would be smaller than is allowed by a Toponogov excess estimate. On the one hand,
However, by the triangle inequality,
Since K M ≥ −K and B(p i , R 0 ; M ) is a convex ball in M , one may apply Toponogov's comparison theorem (hinge version) inside it.
by (2.46) . Substituting this into (2.56), one obtains a lower bound
which contradicts the upper bound (2.54) if R and δ are restricted to be sufficiently small (yet positive and independent of i), and i is sufficiently large (e.g. so that τ ( The remaining parts (2), (3) of Theorem 2.1.7 are independent of (1), and may be derived from the following proposition. Proof. (from earlier preprint version of [12] ) Approximating the metric on M by C ∞ -smooth Riemannian metrics, in the C 1,1 topology, it may be assumed that M is C ∞ -smooth. Approximating N by C ∞ -smooth Riemannian submanifolds with uniformly bounded C 1,1 norms, it may be assumed that N is C ∞ -smooth. The C 1,1 norm is controlled, by Theorem 1.2 of [12] . It suffices to show that the curvature and the injectivity radius of a smooth submanifold N of a smooth Riemannian manifold M can be bounded by the curvature of M and the C 1,1 norm of N . The curvature bound follows from the Gauss Equations. The lower bound on injectivity radius follows from Lemma 6.1 of [12] . 
Proof of Theorem 2.1.7 (2). K
By the same reasoning as in the proof of part (ii)(1), it may be assumed, by working locally on a fixed compact ball of large radius, that
Proof of Theorem 2.1.7 (3) . This is immediate from part (2) and the fact that curvX ≤ c(K + , λ − ) (see Proposition 1.4 of [12] , or [14] ).
A Injectivity Radii
A.1 Injectivity Radii-Definitions
In a manifold-with-boundary, the usual Riemannian exponential map is not well-defined because geodesics may bifurcate. Nevertheless, one may define a natural notion of conjugate radius and several notions of injectivity radius, all of which are useful. This coincides with the usual definition of conjugacy in terms of Jacobi fields, when the space under consideration is a closed manifold.
Define a geodesic bigon (in a general geodesic metric space X) to the union of two distinct minimal geodesic segments having the same length and common initial and terminal endpoints.
Interestingly enough, in a manifold-with-boundary geodesics may minimize beyond a conjugate point, as well as beyond a nontrivial bigon endpoint, contrary to the case with closed manifolds. The essential reason resides in the fact that tangent vectors to distinct geodesics may form an angle equal to 0 (as at q in the following example). See Figure 2 . γ ∪ σ represents a geodesic bigon, yet γ may be extended as a minimizer beyond the point q. This is essentially the length of the longest vector for which the normal exponential map of the boundary is nonsingular.
2 L}, where F oc(∂M ) denotes the minimum focal distance for the normal exponential map of the boundary, and L represents the length of a shortest segment, meeting ∂M at right angles at both its endpoints. It is known that F oc(∂M )
Example: Euclidean space with a ball of radius r removed, M = (R n \ B n (r), g std ), has
More precisely, for any point p ∈ M ,
Example: The standard sphere of radius 1, with a ball of radius r removed, M = (S n (1) \ B n (r), g std ), has, for 0 < r < π
It is immediate from the definitions that for any p ∈ M , 
always holds. Moreover, for a closed manifold M , or a manifold with locally convex boundary, one has equality:
Lastly, there are two more invariants that needs to be introduced.
Definition. For a manifold-with-boundary M, the inradius is inrad(M
This quantity, giving the radius of the largest metric ball which fits entirely in the interior of M , is defined even for manifolds with nonsmooth boundary. ( ≤ ): We need to produce a sequence of points p k ∈ ∂M for which reach(
By definition of inrad(M ), there exists a sequence of points x k ∈ M such that inrad(x k ) −→ inrad(M ). It can be assumed that the x k are chosen as the centers of interior balls whose closure intersects ∂M in at least one point, say p k . Then we claim that reach(p k ) ≥ inrad(x k ).
To see this, consider a minimal geodesic segment [x k p k ]. Next, let y k belong to the interior of [x k p k ]. Note that y k belongs to the interior of the manifold, since it is contained in the interior ball B(x k , inrad(x k ); M ). To get the stated lower bound on reach(p k ), it only remains to show that there can be no geodesic segment (say σ) from y k to ∂M , distinct from [y k p k ] ⊂ [x k p k ], which has length equal or smaller than |y k p k |.
Suppose |σ| ≤ |y k p k |. Then [x k y k ] ∪ σ, having length no greater than |x k p k |, would be a minimal segment from x k to ∂M distinct from the original segment [x k p k ]. This contradicts the fact that there is no branching in the interior of M (i.e., there exists a convex ball centered at y k and entirely contained in the interior of M , which has curvature bounded below by some finite constant).
A.2 Injectivity Radii-InterRelations
The main technical result in this section is Proposition A.2.1, which relates the injectivity radii introduced in §A.1 and gives an exponential decay rate for the intrinsic injectivity radius of a manifold-with-boundary. The estimates may be viewed as giving more easily verifiable conditions under which the intrinsic injectivity radius is bounded below. Interesting in their own right, the estimates are used in Theorem 2.1.3(ii) in §2.
The boundary may be considered a type of generalized point, namely, what one would get by puncturing a closed manifold. In this sense, inj(∂M ) together with i ∂ (M ) (concretely, the quantity min{inj(∂M ), i ∂ (M )}) function as the injectivity radius of this generalized point. If M is n-dimensional, inj(∂M ) accounts for n− 1 directions, and i ∂ (M ) accounts for 1 direction.
With this observation, the following proposition may be anticipated. To state it, let l M (p) denote the length of the shortest nontrivial (not-necessarily smoothly closed) geodesic bigon based at p, the sides of which are allowed to contact the boundary in their interior or endpoints. Recall that by definition (page 36), a geodesic bigon is the union of two distinct minimal segments having common initial and terminal endpoints. By results of [2] , a given manifold-with-boundary M is an Alexandrov space of curvature bounded above, so is locally CAT (k) for some k. This implies in particular that l M (p) > 0 is positive for any point p ∈ M . It turns out that a geodesic bigon which realizes l M (p) will automatically be C 1 -smoothly closed at its endpoint. 
(iii) There exists a constant c such that for all p ∈ M ,
(iv) There exists a constant c such that
Remark: Unlike the situation in the closed manifold case, one can have inequality in part (i) of Proposition A.2.1. See the beginning of section A.1 for an example. However, one is invariably interested in lower bounds to injectivity radius, as opposed to upper bounds.
Remark:
The estimates (i) and (iv) in Proposition A.2.1 are sharp. The constants in the lower estimate (iii) may be sharpened, but exponential decay is inevitable, as examples show.
For part (ii), let γ denote a geodesic realizing l M (p), where
The idea is to project γ to ∂M , obtaining a curve whose geodesic curvature in ∂M is uniformly bounded, use arc/chord comparison in ∂M (see §C, Theorem C.0.4(c) ) to extract a lower bound for the length of the projected curve, and then use the Lipschitzness of the original projection map to obtain a lower bound for the length of γ.
For the third part (iii) of Proposition A.2.1, note that it is automatic from (i), (ii) and Lemma A.1.1 that the intrinsic injectivity radius inj M (p) of M at p is bounded below, for all p ∈ M [0, i ∂ /2]. The point is that (iii) provides a lower bound for all p ∈ M .
B (Alexandrov) Extension
Beginning with a Riemannian manifold-with-boundary (M, ∂M ) one may manufacture a collar, which, when isometrically glued to the boundary, yields an Alexandrov space of curvature bounded below. Outside the gluing locus ∂M , the resulting extension M is C ∞ smooth. Actually, M is a C 0 Riemannian manifold with a C 1,α differentiable manifold structure. The following lemma constructs the collar, and the proposition after it constructs M . The rest of the section details consequences. See [19] for more details of the results summarized in this section. In the lemma, t 0 and ǫ are independent free parameters which may be chosen according to one's purpose. The optimal (i.e., the greatest) lower bound K 0 achievable for some φ (satisfying the above requirements) decreases to −∞ as t 0 decreases to 0 (when ǫ fixed). It also decreases to −∞ as ǫ tends to 1 (when t 0 fixed), provided λ − < 0 is fixed too.
B.1 Construction
An Explicit warping function φ:
Here is an explicit construction of a warping function φ which satisfies the condition of the lemma. Assume that 0 < ǫ < 1 0 < t 0 and λ ≤ 0.
It may be further assumed that λ < 0, since otherwise λ − ≥ 0, and then the boundary, being locally convex, would not require an extension (in this case one could just take φ ≡ 1). 
C Arc/chord Comparison
Arc/chord comparison relates geometric quantities associated with a curve (in a space of curvature bounded above by K) having a particular geodesic curvature to corresponding quantities of a model curve in a space form of curvature K. Such quantities include arclength, chordlength, base-angles, and width. See [3] for more discussion and proofs of the results summarized below.
The setting for arc/chord comparison is in CAT (k)-domains. A metric space is called CAT (k), for some k ∈ R, if any two points are joined by a minimal geodesic segment, and the space has Alexandrov curvature bounded from above, i.e., each triangle of perimeter < 2π √ k satisfies the triangle comparison condition. Equivalently, it is CAT (k) if minimizers of length < π √ k exist, are unique, and vary continuously with their endpoints ( [3] , p.68).
Spaces of curvature bounded above are locally CAT (k), where the value of k might vary from one region to another. A typical example of a CAT (k) space is a metric ball B(x, r; X) of radius r, in a space X with curvature bounded above by k, where r is less than the so-called CAT k -radius, which may be estimated from below by 
d(γ(s), σ(t)).
This width is the radius of the smallest tubular neighborhood about the chord σ that contains γ. 
D Gromov-Hausdorff Convergence
This appendix section gives background on Gromov-Hausdorff convergence. In particular, it details two functorial properties of maps: one for surjective, Lipschitz maps, and another for Lipschitz homotopy equivalences. For supplementary references and additional background on Gromov-Hausdorff convergence, the reader may consult [10] or [18] .
Let Z be a metric space. The Hausdorff distance d This permits one to define convergence of maps. theorem (see, e.g., [7] p.253) implies that for some subsequence the Hausdorff limit lim and d Xi (y i , z i ) ≤ d X (y, z) + ǫ i ≤ r 2 + ǫ i ≤ r.
By assumption, for all x i , y i ∈ A i with X i -distance ≤ r to z i , To end the section, we give a commutation relation for limits of warped product metric spaces. In the present work, it is used only for the proof of Proposition D.0.7 and Theorem 2.1.5. It may be applied to study limits of collars, as produced in Lemma B.1.1. where t * j ∈ [t j , t j+1 ] is an arbitrary evaluation point. The warped product X× φ Y is defined as the topological space X×Y equipped with the metric induced from the length structure above.
Any two points in X× φ Y can be joined by a minimizing segment. Let f i : X −→ X i be an ǫ i -Hausdorff approximation.
Then the map F i : X× φ Y −→ X i × φ Y defined by F i (x, y) := (f i (x), y), is a sup y∈Y |φ(y)| · ǫ i -Hausdorff approximation. For more details, see [20] .
