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RESUMO
Este trabalho consiste na criac¸a˜o da etapa de transmissa˜o e recepc¸a˜o do Bit Interleaving
Coding and Modulation (BICM) do sistema de TV digital Advanced Television Systems
Committee 3.0 (ATSC 3.0) para ser implementado em Ra´dio Definido por Software, em
ingleˆs, Software Defined Radio (SDR), utilizando a ferramenta GNU Radio Companion
(GRC). O estudo da etapa BICM nos permite realizar simulac¸o˜es para verificar o desem-
penho do sistema ATSC 3.0 com relac¸a˜o a` capacidade de correc¸a˜o de erros, algo que ainda
na˜o esta´ presente na plataforma GRC e tem um grande potencial para futuros estudos
do sistema ATSC 3.0. Para este fim, primeiramente sa˜o estudadas as etapas da camada
f´ısica do ATSC 3.0. Depois, e´ feita uma introduc¸a˜o a` tecnologia SDR e a` ferramenta
GRC. Enta˜o, e´ feita a implementac¸a˜o das etapas do BICM na ferramenta GRC utilizando
a linguagem de programac¸a˜o C++.
Palavras-chave: ATSC 3.0, Software Defined Radio, GNU Radio Companion, BICM.
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ABSTRACT
This work consists on the creation of the Bit Interleaved Coding And Modulation
(BICM) stage of the Advanced Television Systems Committee 3.0 (ATSC 3.0) digital TV
system in Software Defined Radio (SDR), using the GNU Radio Companion (GRC) tool.
The study of the BICM stage allows performing simulations to verify the ATSC 3.0 error
correction performance, something not yet implemented in GRC and has a huge potential
for future work featuring the ATSC 3.0 system. To reach this objective, first the stages of
the physical layer of the ATSC 3.0 system are introduced. After, the SDR technology and
GRC tool are introduced. Then, the BICM stage is implemented on the GRC tool using
the C++ programming language.
Key-words: ATSC 3.0, Software Defined Radio, GNU Radio Companion, BICM.
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1 INTRODUC¸A˜O
Na a´rea de radiodifusa˜o, cada vez mais ha´ a necessidade de transmitir uma maior
quantidade de informac¸a˜o em uma largura de banda restrita, e em canais de comunicac¸a˜o
com diversas interfereˆncias. Neste contexto, buscar soluc¸o˜es em novas te´cnicas e tecnolo-
gias se torna necessa´rio para continuar a evoluc¸a˜o dos sistemas de radiodifusa˜o e resolver
estes novos desafios.
No Brasil, o padra˜o de TV digital Integrated Services Digital Broadcasting - Terres-
trial B , em portugueˆs, Servic¸o Integrado de Transmissa˜o Digital Terrestre B (ISDB-Tb)
ja´ mostra sinais de que esta´ se tornando obsoleto, uma vez que ele na˜o e´ compat´ıvel
com o conteu´do 4K Ultra High Definition, em portugueˆs, Definic¸a˜o Ultra Alta (UHD) e
High Dynamic Range, em portugueˆs, Ampla Faixa Dinaˆmica (HDR), principalmente com
relac¸a˜o ao fluxo de dados. Portanto, o ISDB-Tb na˜o sera´ capaz de atender a crescente
demanda pelo aumento da qualidade de imagem das pro´ximas gerac¸o˜es de televisores.
Ale´m disso, este sistema utiliza tecnologias de codificac¸a˜o, entrelac¸amento e multi-
plexac¸a˜o que na˜o sa˜o as mais eficientes dispon´ıveis hoje em dia. Com a tendeˆncia de
diminuic¸a˜o do espectro para radiodifusa˜o, a aplicac¸a˜o de novas tecnologias se faz ne-
cessa´ria para otimizar sua utilizac¸a˜o, principalmente com novas formas de multiplexac¸a˜o,
que aumentam significativamente a quantidade de dados que podem ser transmitidos
numa mesma largura de banda (WU et al., 2012).
Outro ponto importante e´ o aumento de ru´ıdo no canal de comunicac¸a˜o gerado pelo
homem e interfereˆncia de novos sistemas que tambe´m utilizam o ar como canal, como por
exemplo o Long Term Evolution, em portugueˆs, Evoluc¸a˜o de Longo Prazo (LTE), ale´m do
multipercurso gerado pelo crescente nu´mero de pre´dios e arranha-ce´us nas grandes cidades.
Como na˜o ha´ controle sobre o canal, deve-se contornar o problema com codificadores de
canal que sejam capazes de corrigir uma quantidade significativa de erros comprometendo
o mı´nimo poss´ıvel a taxa de dados u´til.
O padra˜o de TV digital Advanced Television Systems Committee, em portugueˆs, Co-
miteˆ de Sistemas Avanc¸ados de Televisa˜o (ATSC) 3.0 lanc¸ado em 2016 reu´ne as tecnologias
mais avanc¸adas em codificac¸a˜o de canal, modulac¸a˜o, multiplexac¸a˜o de sinais, e muitas
outras, fazendo dele o objeto de estudo perfeito para entender como essas tecnologias
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aumentam a robustez e capacidade do sinal (FAY et al., 2016).
Neste contexto, para dar o primeiro passo para desenvolver um padra˜o que venha a
substituir o ISDB-Tb e´ necessa´rio estudar as tecnologias do estado da arte, que hoje em
dia esta˜o presentes no padra˜o ATSC 3.0 e verificar como elas podem integrar este novo
padra˜o.
Para este tipo de estudo, e´ uma alternativa o uso do Software Defined Radio, em
portugueˆs, Ra´dio Definido por Software (SDR), pois assim se torna poss´ıvel implementar
estas tecnologias sem a necessidade de ter um hardware espec´ıfico, que como mostrado
por Mitola (1995), traz flexibilidade e adaptabilidade ao sistema, de modo que diversas
configurac¸o˜es podem ser testadas com o mesmo hardware.
1.1 Objetivos
Deste modo, este trabalho tem como objetivo geral a simulac¸a˜o, utilizando a plata-
forma GRC da etapa de transmissa˜o e recepc¸a˜o do BICM do sistema ATSC 3.0 utilizando
como base a norma A/322 do (ADVANCED TELEVISION SYSTEMS COMMITTEE,
2017), e o artigo de Dionisio e Akamine (2017), que criaram um transmissor ATSC 3.0
na plataforma GRC. Os objetivos espec´ıficos portanto sa˜o: estudar as tecnologias utili-
zadas na recepc¸a˜o de um sinal ATSC 3.0, analisar os algoritmos existentes para o FEC
Frame, Bit Interleaver e Mapper presentes na etapa BICM e implementar estas etapas
na plataforma GRC.
Este trabalho primeiramente realiza uma explicac¸a˜o sobre o sistema ATSC 3.0, no qual
todas as sub-etapas presentes sera˜o detalhadas segundo a norma A/322. Depois, e´ feita
uma apresentac¸a˜o da tecnologia SDR e da ferramenta GRC. A seguir, o desenvolvimento
do trabalho e´ abordado, incluindo os algoritmos utilizados para cada bloco criado. Por
fim, os resultados sa˜o apresentados e a conclusa˜o e´ descrita.
1.2 Metodologia
Para compreender o aspecto te´cnico do trabalho, bem como as ferramentas utilizadas
e´ necessa´ria uma contextualizac¸a˜o do momento atual das tecnologias estudadas. A norma
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do padra˜o de TV digital ATSC 3.0 (ADVANCED TELEVISION SYSTEMS COMMIT-
TEE, 2017) e os artigos de Dionisio e Akamine (2017) e Michael e Gomez-Barquero (2016)
sa˜o a base para o estudo da etapa BICM; Mitola (1995) e Sadiku e Akujuobi (2004) sa˜o
a base para a introduc¸a˜o ao SDR; Myung et al. (2017) e Jose e Pe (2015) sa˜o a base
utilizadas para o desenvolvimento da decodificac¸a˜o LDPC e Lin e Costello (2004) e Moon
(2005) sa˜o a base utilizada para a decodificac¸a˜o BCH. Outros artigos tambe´m compo˜em
a fundamentac¸a˜o do trabalho, e sera˜o citados em um momento oportuno.
A tecnologia SDR e´ amplamente utilizada atualmente e permite que virtualmente
qualquer sistema de comunicac¸a˜o seja criado e utilizado sem a necessidade de um hardware
espec´ıfico. O GRC e´ o ambiente de desenvolvimento no qual sera´ criado o algoritmo a ser
implementado no SDR. Por fim, a etapa BICM do padra˜o de TV digital ATSC 3.0 e´ o
objeto de estudo deste trabalho e e´ implementada com as ferramentas ja´ descritas.
1.3 Estrutura do Trabalho
O trabalho encontra-se organizado em seis cap´ıtulos: o Cap´ıtulo 1 e´ a introduc¸a˜o do
trabalho; o Cap´ıtulo 2 detalha o sistema ATSC 3.0 e a etapa BICM, que e´ o objeto de
estudo deste trabalho; o Cap´ıtulo 3 faz uma introduc¸a˜o ao SDR, explica seu histo´rico e
sua importaˆncia atualmente e apresenta a ferramenta GRC, que e´ utilizada neste trabalho;
o Cap´ıtulo 4 explica as etapas do desenvolvimento do trabalho; o Cap´ıtulo 5 apresenta
os resultados obtidos e por fim o Cap´ıtulo 6 e´ a conclusa˜o do trabalho.
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2 ATSC 3.0
Em marc¸o de 2013 o ATSC deu a partida para o desenvolvimento do novo padra˜o de
TV digital realizando o “Call for Proposals”, em portugueˆs, Chamada para Propostas,
que consistiu na submissa˜o de propostas de tecnologias, por parte de organizac¸o˜es da
indu´stria e universidades a serem utilizadas no novo padra˜o de TV digital, chamado de
“ATSC 3.0”. Das propostas enviadas, os membros da ATSC selecionaram as melhores
tecnologias e as combinaram para criar o sistema ATSC 3.0 (FAY et al., 2016). A Figura
1 ilustra as principais etapas presentes no sistema.
Figura 1: Diagrama das etapas da transmissa˜o no sistema ATSC 3.0.
Fonte: Norma A/322 do Advanced Television Systems Committee (2017).
Este sistema na˜o e´ compat´ıvel com o padra˜o anterior, entretanto ele traz inu´meras
melhorias te´cnicas de acordo com Fay et al. (2016) e Michael e Gomez-Barquero (2015),
e oferece um aumento de pelo menos 30% de capacidade para uma mesma Signal Noise
Ratio, em portugueˆs, Relac¸a˜o Sinal-Ru´ıdo (SNR) em relac¸a˜o ao padra˜o anterior. Tambe´m,
o sistema foi concebido para ser flex´ıvel, oferecendo alta capacidade de transmissa˜o (ate´
57 Mbps) em um sinal com baixa robustez (modulac¸o˜es de menor ordem combinadas
com taxas de codificac¸a˜o maiores), ou baixa capacidade de transmissa˜o (no mı´nimo 1
Mbps) com sinal de alta robustez (modulac¸o˜es de maior ordem combinadas com taxas de
codificac¸a˜o menores)(ADVANCED TELEVISION SYSTEMS COMMITTEE, 2017).
O processo de transmissa˜o no sistema ATSC 3.0 e´ composto pelas etapas descritas na
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Figura 2: Input Formatting , em portugueˆs, Formatac¸a˜o de Entrada (IF), BICM, LDM,
Framing and Interleaving e Waveform Generation. O foco deste trabalho e´ a recepc¸a˜o da
a´rea destacada em vermelho.
Figura 2: Etapas da transmissa˜o no sistema ATSC 3.0.
Fonte: Adaptado da norma A/322 (ADVANCED TELEVISION SYSTEMS
COMMITTEE, 2017).
2.1 Input Formatting
A etapa IF tem como func¸a˜o encapsular e comprimir os dados e criar os pacotes
em banda base, denominados de ATSC Link layer Protocol , em portugueˆs, Protocolo de
camada de Ligac¸a˜o ATSC (ALP), como descrito na norma A/322 (ADVANCED TELE-
VISION SYSTEMS COMMITTEE, 2017).
O encapsulamento consiste na inserc¸a˜o de cabec¸alhos para identificar o tipo de dados
contidos nos pacotes ALP. O tamanho dos pacotes e´ varia´vel, e seu processo de criac¸a˜o
pode ser encontrado na morma A/330.
Apo´s o encapsulamento, os pacotes ALP sa˜o mapeados para pacotes em banda base
Physical Layer Pipes , em portugueˆs, Tubos de Camada F´ısica (traduc¸a˜o livre) (PLP), e
para isso, e´ acrescentado um cabec¸alho ao ALP. Os pacotes PLP possuem um tamanho
fixo e podem conter diversos ALPs. Caso necessa´rio, o u´ltimo ALP pode ser dividido entre
o pacote PLP atual e o seguinte ou podem ser inseridos bytes de padding no cabec¸alho
do PLP.
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2.2 Bit Interleaved Coding and Modulation
Os aspectos da camada f´ısica mais relevantes ao trabalho se encontram na etapa BICM
descrito na norma A/322 do Advanced Television Systems Committee (2017), e destacado
na Figura 3.
Figura 3: Etapa BICM.
Fonte: Traduzido de norma A/322 do Advanced Television Systems Committee (2017).
Observando a Figura 3, pode-se notar que a etapa BICM tem como entrada pacotes
PLP em banda base, que e´ o nome dado a` estrutura de dados do ATSC 3.0, e tem como
sa´ıda o sinal mapeado em uma constelac¸a˜o. Contido nele, existem as sub-etapas: FEC,
Bit Interleaver , em portugueˆs, Entrelac¸ador de Bit (BIL) e Mapper. Estes treˆs sub-blocos
sera˜o detalhados nas Subsec¸o˜es 2.2.1, 2.2.2 e 2.2.3.
2.2.1 Forward Error Correction
A primeira etapa contida no BICM e´ a etapa FEC. Esta etapa no ATSC 3.0 consiste
em um ou dois codificadores de canal concatenados, chamados de inner code e outer code.
O inner code deve ser obrigatoriamente um codificador LDPC, com um tamanho N inner
de 64800 bits (normal frame) ou 16200 bits (short frame) (ADVANCED TELEVISION
SYSTEMS COMMITTEE, 2017). O FEC Frame, que e´ a concatenac¸a˜o do PLP, inner
code e outer code pode ser visto na Figura 4.
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Figura 4: Estrutura do FEC frame.
Fonte: Norma A/322 do Advanced Television Systems Committee (2017), pa´g 32.
O outer code pode ser escolhido entre BCH que e´ complexo de implementar mas
oferece correc¸a˜o de erros de 12 bits, Cyclic Redundancy Check , em portugueˆs, Verificac¸a˜o
de Redundaˆncia C´ıclica (CRC) que e´ simples de implementar mas oferece apenas detecc¸a˜o
de erros, ou pode-se tambe´m na˜o utilizar codificador para o outer code. Caso seja escolhido
BCH ou CRC, sera˜o adicionados 192 ou 168 bits de paridade (Mouter , na Figura 4) para
N inner de 64800 bits ou 16200 bits, respectivamente. Se for optado por na˜o utilizar um
codificador para o outer code, Mouter sera´ zero. Neste trabalho, o BCH sera´ utilizado no
outer code, portanto apenas ele sera´ detalhado.
Como mostrado no livro de Lin e Costello (2004), a codificac¸a˜o BCH e´ uma codi-
ficac¸a˜o de canal que utiliza um polinoˆmio gerador g(x) para criar a palavra-co´digo a
ser transmitida. Para o ATSC 3.0, o polinoˆmio gerador se da´ a partir da multiplicac¸a˜o
g(x) = g1(x) · g2(x) · ... · g12(x) dos polinoˆmios mı´nimos descritos na Tabela 1.
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Tabela 1: Polinoˆmios mı´nimos BCH
Comprimento do co´digo Ninner=64800 Comprimento do co´digo Ninner=16200
g1(x) x16+x5+x3+x2+1 x14+x5+x3+x +1
g2(x) x16+x8+x6+x5+x4+x+1 x14+x11+x8+x6+1
g3(x) x16+x11+x10+x9+x8+x7+x5+x4+x3+x2+1 x14+x10+x9+x6+x2+x+1
g4(x) x16+x14+x12+x11+x9+x6+x4+x2+1 x14+x12+x10+x8+x7+x4+1
g5(x) x16+x12+x11+x10+x9+x8+x5+x3+x2+x+1 x14+x13+x11+x9+x8+x6+x4+x2+1
g6(x) x16+x15+x14+x13+x12+x10+x9+x8+x7+x5+x4+x2+1 x14+x13+x9+x8+x7+x3+1
g7(x) x16+x15+x13+x11+x10+x9+x8+x6+x5+x2+1 x14+x13+x11+x10+x7+x6+x5+x2+1
g8(x) x16+x14+x13+x12+x9+x8+x6+x5+x2+x+1 x14+x11+x10+x9+x8+x5+1
g9(x) x16+x11+x10+x9+x7+x5+1 x14+x10+x9+x3+x2+x+1
g10(x) x16+x14+x13+x12+x10+x8+x7+x5+x2+x+1 x14+x12+x11+x9+x6+x3+1
g11(x) x16+x13+x12+x11+x9+x5+x3+x2+1 x14+x12+x11+x4+1
g12(x) x16+x12+x11+x9+x7+x6+x5+x+1 x14+x13+x10+x8+x7+x6+x5+x3+x2+x+1
Fonte: Traduzido de Advanced Television Systems Committee (2017).
O codificador BCH(n, k, t) tem como entrada k bits, n bits de sa´ıda e corrige t bits
e, neste sistema, ele se da´ na forma sistema´tica, o que significa que a mensagem original
esta´ presente na palavra-co´digo.
Na codificac¸a˜o da mensagem, esta sera´ tratada como um polinoˆmio, no qual cada bit
multiplica xi , onde i e´ a posic¸a˜o do bit na mensagem. A mensagem na forma polinomial e´
denominada m(x). Enta˜o, a mensagem na forma polinomial e´ multiplicada por xn-k para
deslocar os bits em n− k posic¸o˜es. Depois e´ realizado s(x) = m(x)/g(x), onde s(x) sera´
a palavra-co´digo a ser transmitida. O resto desta divisa˜o sera˜o os n− k bits de paridade,
e estes sa˜o somados a` s(x) para completar a palavra-co´digo.
Deve-se notar, pore´m, que no sistema ATSC 3.0 utilizam-se co´digos BCH encurtados.
Isto significa que n na˜o obedece a` regra 2m − 1, onde m e´ um nu´mero inteiro positivo que
e´ escolhido de acordo com o tamanho desejado da mensagem. Neste sistema, m = 14 para
N inner = 16200 e m = 16 para N inner = 64800 (ADVANCED TELEVISION SYSTEMS
COMMITTEE, 2017).
Isto na˜o e´ um problema na codificac¸a˜o, pois basta assumir que os bits mais significa-
tivos da mensagem sa˜o zero e ignora´-los na transmissa˜o. Depois na decodificac¸a˜o, basta
adicionar estes bits, que sempre sera˜o zero, a` palavra-co´digo recebida.
O processo de decodificac¸a˜o do co´digo BCH se deve pelo ca´lculo da s´ındrome da
palavra co´digo recebida. S´ındrome, neste contexto, representa um vetor que detecta a
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presenc¸a de erros no sinal recebido (RYAN; LIN, 2009).
Se a s´ındrome for zero, a palavra-co´digo recebida na˜o conte´m erro detecta´vel. Caso
contra´rio, sera´ necessa´rio buscar o erro e corrig´ı-lo. Se o nu´mero de erros for menor que t,
a s´ındrome da palavra-co´digo recebida sera´ diferente de zero, e apo´s tentar corrigir o erro,
se a s´ındrome for calculada novamente, esta sera´ zero. Entretanto, se o nu´mero de erros
for maior que t, a s´ındrome da palavra-co´digo recebida pode ser diferente de zero, mas
apo´s tentar corrigir o erro, se a s´ındrome for calculada novamente, esta sera´ novamente
diferente de zero, indicando que ainda ha´ erros na mensagem mesmo apo´s a tentativa de
correc¸a˜o pelo algoritmo. Neste caso, na˜o ha´ como corrigir os erros da mensagem.
A s´ındrome e´ obtida na forma polinomial com 2t elementos. Depois para realizar a
correc¸a˜o de erros, e´ calculado o polinoˆmio localizador de erros Λ, de t elementos, que pode
ser calculado de diversas formas, mas aqui e´ utilizado o me´todo de Peterson-Gorenstein-
Zierler. Por fim, e´ utilizado o algoritmo de Forney para encontrar a posic¸a˜o dos erros
(MOON, 2005).
Com a posic¸a˜o dos erros encontradas, basta inverter o bit nesta posic¸a˜o e calcular a
s´ındrome novamente para confirmar se os erros foram corrigidos. Os passos seguidos em
cada um dos algoritmos sa˜o detalhados no Cap´ıtulo 4.
Na transmissa˜o de um sinal no padra˜o ATSC 3.0 como ja´ mencionado anteriormente,
apo´s a codificac¸a˜o BCH, os bits a serem transmitidos devem passar por um codificador
LDPC sistema´tico que adicionara´ mais bits de paridade para aumentar a robustez do
sinal.
A codificac¸a˜o LDPC se da´ pela multiplicac¸a˜o da matriz de paridade com a mensagem
na forma vetorial, e a adic¸a˜o deste resultado ao final da mensagem para gerar a palavra-
co´digo. A norma A/322 (ADVANCED TELEVISION SYSTEMS COMMITTEE, 2017),
como apresentado na Tabela 2, detalha duas estruturas para gerar a matriz de paridade
de acordo com a taxa de co´digo e o tamanho do frame. Ambas as estruturas podem
ser encontradas na Sec¸a˜o 6.1.3 da norma A/322 (ADVANCED TELEVISION SYSTEMS
COMMITTEE, 2017).
A estrutura do tipo A gera uma matriz do tipo MET, que possui um desempenho
melhor para taxas de codificac¸a˜o mais baixas (KIM et al., 2016). De modo geral, elas
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possuem um formato semelhante ao mostrado na Figura 5.
Figura 5: Estrutura de uma matriz MET (5/15 Normal Frame).
Fonte: O autor.
Ja´ a estrutura do tipo B gera uma matriz do tipo IRA, que possui um desempenho
melhor para taxas de codificac¸a˜o mais altas (KIM et al., 2016). De modo geral, elas
possuem um formato semelhante ao mostrado na Figura 6.
Figura 6: Estrutura de uma matriz IRA (5/15 Normal Frame).
Fonte: O autor.
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Tabela 2: Estrutura dos co´digos LDPC para cada taxa de co´digo e tamanho de frame
Taxa do co´digo
Estrutura do co´digo LDPC
Ninner=64800 Ninner=16200
2/15 A A
3/15 A A
4/15 A A
5/15 A A
6/15 B B
7/15 A B
8/15 B B
9/15 B B
10/15 B B
11/15 B B
12/15 B B
13/15 B B
Fonte: Traduzido de Advanced Television Systems Committee (2017).
A decodificac¸a˜o do LDPC poder ser feita de duas maneiras: hard-decision ou soft-
decision. Ambos os me´todos de decodificac¸a˜o podem ser representadas por grafos, que
sa˜o estruturas matema´ticas que modelam a relac¸a˜o entre objetos. O Grafo de Tanner
(Tanner, 1981), que e´ utilizado neste trabalho, e´ um tipo de grafo bipartido que relaciona
as linhas e as colunas da matriz de verificac¸a˜o de paridade.
No me´todo hard-decision, na entrada do decodificador entram bits, e e´ utilizado um
Grafo de Tanner baseado na matriz de paridade para verificar se os bits esta˜o corre-
tos ou na˜o, e enta˜o corrigir os eventuais erros. No me´todo soft-decision, a entrada do
decodificador e´ a mensagem no formato Log Likelihood Ratio, em portugueˆs, Raza˜o de
Verossimilhanc¸a (LLR), que estima a “certeza” do bit ser 0 ou 1 e tem mais sucesso em
corrigir os erros do que o me´todo hard-decision.
Assim como no decodificador BCH, o primeiro passo e´ calcular a s´ındrome para saber
se ha´ erros no sinal.
O me´todo hard-decision, tambe´m chamado de Bit-Flipping , em portugueˆs, Inversa˜o
de Bit (BF) utiliza o Grafo de Tanner para analisar grupos de bits e sugerir qual bit
deve ser o correto para cada posic¸a˜o. Existem va´rios algoritmos, e neste trabalho foi
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implementado o algoritmo sugerido por Gallager (KOU; LIN; FOSSORIER, 2001) em seu
artigo no in´ıcio dos anos 60.
O me´todo de Gallager analisa os check-nodes ligados a cada bit da palavra-co´digo. O
bit que tiver mais check-nodes errados ligados a ele sera´ invertido.
Para o me´todo soft-decision tudo depende da “certeza” do bit ser 0 ou 1. Por ser
um me´todo iterativo, o decodificador vai alterando esta “certeza” ate´ que finalmente os
bits se invertam e o erro seja corrigido, e a s´ındrome e´ checada a cada iterac¸a˜o. Existem
diversos me´todos para a decodificac¸a˜o soft-decision, mas neste trabalho foi implementado
o me´todo BF devido a` sua simplicidade de implementac¸a˜o e velocidade de execuc¸a˜o. O
Grafo de Tanner tambe´m pode ser utilizado para representar este algoritmo.
Tambe´m, para os dois casos, ha´ a possibilidade de o decodificador nunca conseguir cor-
rigir os erros, enta˜o sempre ha´ um nu´mero ma´ximo de iterac¸o˜es. Ao atingir este nu´mero,
a palavra-co´digo e´ transmitida com as correc¸o˜es que foram poss´ıveis, e o decodificador
BCH sera´ o responsa´vel por tentar corrigir os erros restantes.
2.2.2 Bit Interleaver
A etapa BIL tem como func¸a˜o proteger o sinal de ru´ıdos de rajada. Para isso, esta
etapa “embaralha” os bits, o que dispersara´ o ru´ıdo ao “desembaralhar” sinal na recepc¸a˜o.
A etapa Bit Interleaver possui treˆs sub-etapas como mostrado na Figura 7.
Figura 7: Estrutura do entrelac¸ador de bit.
Fonte: Norma A/322 do Advanced Television Systems Committee (2017), pa´g 38.
Exemplificando visualmente o funcionamento de cada entrelac¸ador, a Figura 8 mostra
como seria um entrada com modulac¸a˜o Quadrature Phase Shift Keying Modulation, em
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portugueˆs, Modulac¸a˜o por Deslocamento de Fase em Quadratura (QPSK) no FEC 10/15
no short frame.
Figura 8: Exemplo de entrada short frame.
Fonte: O autor.
A primeira etapa, chamada de Parity Interleaver (Entrelac¸ador de Paridade) e´ utili-
zada apenas quando ha´ a codificac¸a˜o LDPC com a estrutura B (matriz do tipo IRA), e
tem como func¸a˜o converter a matriz de verificac¸a˜o de paridade LDPC, que tem uma estru-
tura em escada, para uma estrutura quase c´ıclica similar a parte da informac¸a˜o da matriz
(ADVANCED TELEVISION SYSTEMS COMMITTEE, 2017). A Figura 9 exemplifica
este entrelac¸ador.
Figura 9: Exemplo de sa´ıda com a entrada igual a` Figura 8.
Fonte: O autor.
A segunda etapa, o Group-Wise Interleaver (Entrelac¸ador de Grupo) e´ um processo
relativamente simples, e consiste em dividir os bits em grupos de 360 e permutar estes
grupos de acordo com as Tabelas B.1 e B.2 para Ninner=64800 e Ninner=16200 respectiva-
mente do Anexo B da norma A/322 do Advanced Television Systems Committee (2017).
Note que as permutac¸o˜es sa˜o diferentes dependendo da taxa de co´digo e modulac¸a˜o esco-
lhida. A Figura 10 exemplifica este entrelac¸ador.
Figura 10: Exemplo de sa´ıda com a entrada igual a` Figura 8.
Fonte: O autor.
A terceira etapa, denominada de Block Interleaver (Entrelac¸ador de Bloco) tem dois
Tipos, A e B, que na˜o tem relac¸a˜o nenhuma com o tipo de codificac¸a˜o LDPC escolhido,
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ou seja: uma codificac¸a˜o LDPC tipo A na˜o sera´ necessariamente utilizada com um en-
trelac¸ador de bloco tipo A. O entrelac¸ador de bloco varia de acordo com a taxa do co´digo,
a modulac¸a˜o e o tamanho de N inner (ADVANCED TELEVISION SYSTEMS COMMIT-
TEE, 2017).
O entrelac¸ador de bloco tipo A faz a escrita em colunas e a leitura em linhas, como
apresentado na Figura 11.
Figura 11: Estrutura do entrelac¸ador de bloco tipo A.
Fonte: Norma A/322 do Advanced Television Systems Committee (2017), pa´g 42.
A Figura 12 exemplifica este entrelac¸ador.
Figura 12: Exemplo de sa´ıda com a entrada igual a` Figura 8.
Fonte: O autor.
A Figura 13 mostra a permutac¸a˜o com maiores detalhes.
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Figura 13: Detalhe da a´rea central da Figura 12.
Fonte: O autor.
O entrelac¸ador de bloco tipo B faz a escrita em linhas e a leitura em colunas, como
apresentado na Figura 14, que exemplifica o processo para uma modulac¸a˜o 256-QAM.
Figura 14: Estrutura do entrelac¸ador de bloco tipo B.
Fonte: Norma A/322 do Advanced Television Systems Committee (2017), pa´g 43.
A Figura 15 exemplifica este entrelac¸ador.
Figura 15: Exemplo de sa´ıda com a entrada igual a` Figura 8.
Fonte: O autor.
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A Figura 16 mostra a permutac¸a˜o com maiores detalhes.
Figura 16: Detalhe da a´rea central da Figura 15.
Fonte: O autor.
Apo´s passar pelo entrelac¸ador de bloco, o pro´ximo passo e´ gerar a constelac¸a˜o atrave´s
do Mapper.
2.2.3 Mapper
A etapa Mapper transforma os bits a serem transmitidos em s´ımbolos I/Q complexo.
Um s´ımbolo, neste contexto, e´ um conjunto de bits definido pela ordem da modulac¸a˜o.
Como definido pela norma A/322 do Advanced Television Systems Committee (2017)
pode-se utilizar as seguintes modulac¸o˜es: QPSK (constelac¸a˜o uniforme) ou Quadrature
Amplitude Modulation, em portugueˆs, Modulac¸a˜o de Amplitude em Quadratura (QAM)
(constelac¸o˜es na˜o-uniformes) - 16-QAM, 64-QAM, 256-QAM, 1024-QAM ou 4096-QAM.
Como mostrado por Loghin et al. (2016), as constelac¸o˜es na˜o-uniformes possuem uma
maior robustez em relac¸a˜o a`s uniformes, por esse motivo elas sa˜o utilizadas para taxas de
dados mais altas. Tambe´m, no padra˜o ATSC 3.0, as constelac¸o˜es na˜o mudam apenas com
a ordem de modulac¸a˜o, mas mudam de formato de acordo com a taxa de codificac¸a˜o (FEC)
utilizada (ADVANCED TELEVISION SYSTEMS COMMITTEE, 2017). Na Figura 17
e´ apresentada as constelac¸o˜es na˜o-uniformes 64-QAM 10/15 (a) e 64-QAM 6/15 (b).
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Figura 17: Constelac¸o˜es na˜o-uniformes 64-QAM 10/15 (a) e 64-QAM 6/15 (b).
Fonte: O autor.
Devido ao fato de a constelac¸a˜o ser sime´trica em relac¸a˜o aos quadrantes, a norma
A/322 apenas indica os pontos presentes no 1o quadrante atrave´s das Tabelas C.1.1 a
C.1.11 no Anexo C. A Tabela 3 e´ um recorte da Tabela C.1.5 e exemplifica como sa˜o
indicados os pontos na norma A/322.
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Tabela 3: Pontos do 1o quadrante da constelac¸a˜o 64-QAM no FEC 10/15.
w/CR 10/15
w0 0.1177+j0.1729
w1 0.1601+j0.3212
w2 0.1352+j0.7279
w3 0.3246+j0.6148
w4 0.4192+j0.1179
w5 0.4033+j0.2421
w6 0.7524+j0.1581
w7 0.5996+j0.4330
w8 0.2902+j1.4611
w9 0.8180+j1.2291
w10 0.2036+j1.0575
w11 0.5641+j0.8965
w12 1.4453+j0.2907
w13 1.2157+j0.8186
w14 1.0447+j0.2242
w15 0.8497+j0.6176
Fonte: Adaptado de Advanced Television Systems Committee (2017).
Deve-se notar que para as modulac¸o˜es de maior ordem (1024-QAM e 4096-QAM), os
pontos das Tabelas C.1.8 a C.1.11 sa˜o obtidos ao correlacionar os bits nas Tabelas C.3.1
a C.3.4 do Anexo C da norma A/322.
2.3 Layered Division Multiplexing
Antes da transmissa˜o, o sinal passa por um processo de multiplexac¸a˜o chamado de
Layered Division Multiplexing (LDM), mostrado na Figura 17, que permite que mais de
um PLP seja transmitido de uma vez. Esta multiplexac¸a˜o consiste em uma combinac¸a˜o de
constelac¸o˜es com diferentes n´ıveis de poteˆncia, geralmente com modulac¸o˜es e codificac¸o˜es
de canais diferentes (ADVANCED TELEVISION SYSTEMS COMMITTEE, 2017).
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O Injection Level do Enhanced Layer em relac¸a˜o ao Core Layer e´ um paraˆmetro
de transmissa˜o que permite a distribuic¸a˜o de poteˆncia entre os dois layers. Variando o
Injection Level, a robustez do sinal de cada layer e´ alterada. Isto e´ um me´todo adicional
para variar a robustez, ale´m dos paraˆmetros de modulac¸a˜o e codificac¸a˜o para os PLPs.
O valor do fator de escala do Injection Level α e de normalizac¸a˜o de poteˆncia β
depende do Injection Level do Enhanced Layer.
Figura 18: Etapa LDM do padra˜o ATSC 3.0.
Fonte: Traduzido da norma A/322 (ADVANCED TELEVISION SYSTEMS
COMMITTEE, 2017).
No caso do padra˜o ATSC 3.0, como mostrado pela norma A/322 do Advanced Televi-
sion Systems Committee (2017), existem duas camadas LDM definidas: o Core Layer e o
Enhanced Layer. Tambe´m, a norma define que o Core Layer deve ser mais robusto que o
Enhanced Layer, tanto em relac¸a˜o a modulac¸a˜o quanto em relac¸a˜o a taxa de codificac¸a˜o.
As constelac¸o˜es multiplexadas pela etapa LDM se comportam como mostradas no
exemplo da Figura 19. As constelac¸o˜es representadas sa˜o QPSK 4/15 para o Core Layer,
e 64-QAM 10/15 para o Enhanced Layer, com α = 0, 63 e β = 0, 85 para (c) e α = 0, 43
e β = 0, 85 para (d). Para (c), a diferenc¸a de poteˆncia (tambe´m chamada de Injection
Level) entre os layers e´ de em torno de 4 dB, enquanto para (d) a diferenc¸a e´ de 7 dB.
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Figura 19: Constelac¸a˜o do Core Layer (a), constelac¸a˜o do Enhanced Layer (b), cons-
telac¸o˜es multiplexadas pela etapa LDM com com α = 0, 63 e β = 0, 85 (Injection Level
igual a 4 dB) (c) e constelac¸o˜es multiplexadas pela etapa LDM com α = 0, 43 e β = 0, 85
(Injection Level igual a 7 dB) (d).
Fonte: Adaptado da norma A/322 (ADVANCED TELEVISION SYSTEMS
COMMITTEE, 2017).
Analisando a Figura 19 pode-se notar o efeito da escolha do valor de α para a com-
binac¸a˜o LDM.
2.4 Framing and Interleaving
A etapa Framing and Interleaving e´ dividida em treˆs sub-etapas: Entrelac¸amento
no Tempo, Framing e Entrelac¸amento na Frequeˆncia (ADVANCED TELEVISION SYS-
TEMS COMMITTEE, 2017). Para os dois primeiros, a entrada consiste em PLPs. Ja´ o
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entrelac¸ador de frequeˆncia opera com s´ımbolos Orthogonal Frequency-Division Multiple-
xing , em portugueˆs, Multiplexac¸a˜o por Divisa˜o de Frequeˆncias Ortogonais (OFDM), que
e´ um me´todo de codificac¸a˜o digital que utiliza mu´ltiplas subportadoras.
A etapa de Entrelac¸amento no Tempo multiplexa os PLPs para gerar um u´nico fluxo
de dados. Tambe´m, esta etapa ajuda a mitigar os efeitos de ru´ıdo de rajada no domı´nio
do tempo. O entrelac¸amento no tempo aumenta a diversidade temporal e a robusteza do
sinal (KLENNER et al., 2016).
A etapa de Framing tem como func¸a˜o converter os dados no formato PLP em s´ımbolos
OFDM.
Por fim, a etapa de Entrelac¸amento na Frequeˆncia tem como func¸a˜o realizar a multi-
plexac¸a˜o dos s´ımbolos OFDM.
2.5 Waveform Generation
A etapa Waveform Generation consiste em seis etapas: Inserc¸a˜o de Pilotos, Multi-
ple Input Single Output , em portugueˆs, Entrada Mu´ltipla Sa´ıda U´nica (MISO), Inverse
Fast Fourier Transform, em portugueˆs, Transformada de Fourier Inversa (IFFT), Peak-
to-Average Power Ratio, em portugueˆs, Relac¸a˜o de Poteˆncia Pico-para-Me´dia (PAPR),
Guard Interval , em portugueˆs, Intervalo de Guarda (GI), Bootstrap.
A etapa Inserc¸a˜o de Pilotos tem como func¸a˜o inserir informac¸o˜es de refereˆncia na
transmissa˜o para tornar poss´ıvel a recepc¸a˜o do sinal. Nesta etapa, ce´lulas dentro dos
s´ımbolos OFDM com informac¸o˜es conhecidas pelos receptores sa˜o inclu´ıdas, podendo
inclusive serem transmitidos com uma poteˆncia maior que os outros. As pilotos possuem
diversas func¸o˜es, como por exemplo estimac¸a˜o de canal, sincronismo, identificac¸a˜o do
modo de transmissa˜o, estimac¸a˜o do ru´ıdo de fase entre outros (DIONISIO; AKAMINE,
2017).
A etapa MISO e´ opcional e tem como func¸a˜o criar uma pre´-distorc¸a˜o no sinal para
quando e´ utilizada mais de uma antena para a transmissa˜o do sinal.
A etapa IFFT aplica uma Transformada Inversa de Fourier no frame OFDM. Esta
etapa realiza de fato a modulac¸a˜o OFDM do sinal. A norma A/322 define treˆs tamanhos
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poss´ıveis de IFFT: 8K, 16K e 32K. O tamanho da IFFT define a durac¸a˜o do s´ımbolo que
e´, aproximadamente 1185, 185µs, 2370, 370µs, e 4740, 741µs respectivamente.
A etapa PAPR tem como func¸a˜o diminuir a diferenc¸a entre o pico e a me´dia de
poteˆncia do sinal OFDM de sa´ıda.
A etapa GI tem como func¸a˜o inserir uma protec¸a˜o contra multipercurso, inserindo um
prefixo c´ıclico no in´ıcio do frame OFDM. A norma A/322 indica 12 poss´ıveis tamanhos
para o GI, com a durac¸a˜o em nu´mero de amostras: 192 (27, 778µs), 384 (55, 556µs), 512
(74, 074µs), 768 (111, 111µs), 1024 (148, 148µs), 1536 (222, 222µs), 2048 (296, 296µs), 2432
(351, 852µs), 3072 (444, 444µs), 3648 (527, 778µs), 4096 (592, 593µs) e 4864 (703, 704µs).
Estes valores em µs esta˜o calculados para uma largura de banda de 6 MHz, que e´ a largura
de banda mais utilizada.
A etapa Bootstrap tem como func¸a˜o inserir o sinal de Bootstrap no s´ımbolo OFDM.
Este s´ımbolo e´ um “ponto de entrada universal” para o sinal, e indica a sua estrutura.
Ele conteˆm uma configurac¸a˜o fixa de taxa de amostragem (6, 44 Mamostras/s), largura de
banda (4, 5 MHz), espac¸amento entre sub-portadoras (3 KHz), e estrutura no domı´nio do
tempo (durac¸a˜o de 500µs e IFFT de tamanho 2048) e possui uma estrutura conhecida
pelos receptores.
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3 RA´DIO PROGRAMA´VEL
Antes da existeˆncia dos SDR, os dispositivos de comunicac¸a˜o sem fio eram projetados
para uma finalidade u´nica e, como retratado por Sadiku e Akujuobi (2004), frequente-
mente eram encontrados problemas de incompatibilidade. Com isto em mente, surgiu
a ideia de criar um dispositivo que pudesse operar em qualquer frequeˆncia desejada, ou
ate´ mesmo mais de uma, ale´m da possibilidade de trabalhar com qualquer modulac¸a˜o,
codificac¸a˜o, multiplexac¸a˜o, etc.
Hoje em dia, os SDR sa˜o implementados principalmente em Field Programmable Gate
Arrays , em portugueˆs, Arranjo de Portas Programa´veis em Campo (FPGA), que sa˜o
circuitos integrados projetados para serem configurados pelo consumidor apo´s a sua fa-
bricac¸a˜o. Entre os fabricantes mais nota´veis de SDRs esta˜o Ettus (https://www.ettus.com),
National Instruments (http://www.ni.com/pt-br.html), RTL-SDR (https://www.rtl-sdr.com)
entre outros. Dentre os softwares nota´veis para programar SDRs ale´m do GRC, destacam-
se o LabVIEW, MATLAB, Simulink, entre outros.
3.1 Software-Defined Radio
Mitola (1995) cita em seu artigo como a “revoluc¸a˜o” dos SDR estenderia os horizontes
da tecnologia dos ra´dios, assim como a transic¸a˜o dos componentes analo´gicos para digi-
tais impactou este tipo de tecnologia nos anos 70 e 80. O autor propoˆs a criac¸a˜o de um
hardware programa´vel ba´sico, que consistiria em uma fonte de energia, antena, conversor
de Radio Frequency , em portugueˆs, Radiofrequeˆncia (RF) multibanda, um chip com con-
versor AD/DA (Analo´gico/Digital e Digital/Analo´gico), processador e memo´ria (Figura
20). Portanto, o principal objetivo de um SDR e´ substituir o ma´ximo de componentes
poss´ıveis por dispositivos programa´veis, e todo o processo de modulac¸a˜o e demodulac¸a˜o,
entre outros, seria feito atrave´s de algoritmos computacionais (SADIKU; AKUJUOBI,
2004).
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Figura 20: SDR ba´sico sugerido por Mitola.
Fonte: Traduzido de Mitola (1995).
Uma das primeiras aplicac¸o˜es que utilizaram SDR foi um projeto militar norte-
americano concebido na de´cada de 1970, que possibilitou a comunicac¸a˜o em diversas
frequeˆncias, modulac¸o˜es, codificac¸a˜o de dados, criptografia e outros (SADIKU; AKUJU-
OBI, 2004).
Mesmo com a tecnologia atual, projetar um SDR na˜o e´ uma tarefa fa´cil. Primeira-
mente porque um dispositivo deste tipo deve funcionar em tempo real e dependendo da
aplicac¸a˜o isto demanda conversores AD/DA e DSPs (Digital Signal Processors , em por-
tugueˆs, Processador Digital de Sinais) com grande capacidade de processamento. Mitola
(1995) propoˆs que o SDR ideal deveria ser capaz de digitalizar uma grande extensa˜o do
espectro de frequeˆncias de uma so´ vez em tempo real.
Entretanto, o que foi proposto por ele na˜o e´ alcanc¸a´vel com a tecnologia atual e na˜o
devera´ ser por muito tempo, ja´ que os conversores AD/DA possuem uma evoluc¸a˜o muito
mais lenta que a lei de Moore, como mostrado por Abidi (2007). Com isto em mente,
os autores notam que para aplicac¸o˜es civis, na˜o e´ necessa´ria a recepc¸a˜o e transmissa˜o
de mais de treˆs faixas de frequeˆncia simultaˆneas (GSM e Bluetooth por exemplo), e isso
tornaria realiza´vel a utilizac¸a˜o de SDR em aplicac¸o˜es espec´ıficas.
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Por fim, Mitola (1995) faz uma projec¸a˜o para o futuro dos SDR, sugerindo que o
dispositivo na˜o apenas transmitiria dados, mas faria uma caracterizac¸a˜o do canal e se-
lecionaria a modulac¸a˜o e poteˆncia apropriadas. Do mesmo modo, para a recepc¸a˜o, o
dispositivo reconheceria a modulac¸a˜o, anularia interfereˆncias adaptativamente e corrigiria
erros de modo automa´tico.
Atualmente, os SDRs do estado da arte utilizam FPGAs para fazer o processamento
do sinal. Uma FPGA e´ um chip programa´vel a n´ıvel de portas lo´gicas. Ou seja, e´
poss´ıvel programar qualquer circuito digital (respeitando as limitac¸o˜es do chip utilizado)
sem precisar de fato soldar cada componente no circuito. A Figura 21 mostra o chip
FPGA Xilinx Spartan 3E.
Figura 21: FPGA Xilinx Spartan 3E.
Fonte: https://www.filipeflop.com/blog/fpga-no-modo-spartan-com-papilio-one/.
A principal vantagem de se utilizar uma FPGA para realizar o processamento ao inve´s
de um processador, ou um microcontrolador comum e´ a sua capacidade de reorganizar as
portas lo´gicas para se obter o resultado desejado. Devido a este fato, uma mesma FPGA
pode facilmente ser reprogramada para executar outra aplicac¸a˜o se assim for necessa´rio.
Tambe´m, por este hardware trabalhar em n´ıvel de portas lo´gicas, sua velocidade de pro-
cessamento de dados e´ superior se comparada a um microcontrolador ou processador
comum.
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3.2 GNU Radio Companion
Para criar um SDR, ale´m do hardware programa´vel, e´ necessa´rio tambe´m um ambiente
de desenvolvimento. Para este trabalho foi utilizado o GRC. A decisa˜o de trabalhar
neste ambiente se deve ao fato de este ser um software livre com uma comunidade de
desenvolvedores bastante ativa.
O GRC e´ definido por Hilburn e Braun (2011) como um kit de desenvolvimento de
software open-source com blocos de processamento de sinais para implementac¸a˜o em SDR.
Mais do que isso, este ambiente possibilita simulac¸o˜es em tempo real, portanto pode-se
utiliza´-lo sem a presenc¸a de um SDR se assim for desejado. Entretanto, por ser uma
implementac¸a˜o em software, o GRC trabalha apenas com dados digitalizados e desse
modo, para criar aplicac¸o˜es analo´gicas, o uso de um SDR para a conversa˜o AD e DA do
sinal e´ necessa´rio.
O ambiente de desenvolvimento GRC e´ frequentemente comparado a` ferramenta Si-
mulink da MathWorks, principalmente por ser uma aplicac¸a˜o no estilo gra´fico, como pode
ser visto no exemplo de um modulador/demodulador OFDM na Figura 22. Este ambiente
portanto, assim como o software da MathWorks consiste na utilizac¸a˜o de blocos para a
criac¸a˜o de sistemas de processamento digital de sinais (HILBURN; BRAUN, 2011).
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Figura 22: Exemplo de modulador/demodulador OFDM no GRC.
Fonte: O autor.
Os tipos de blocos encontrados no GRC sa˜o filtros, codificadores de canal, equalizado-
res, moduladores e demoduladores de diversos sistemas de comunicac¸a˜o e muitos outros.
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Ale´m disso, este ambiente suporta diversos tipos de dados, podendo ser eles bits, bytes,
vetores e outros tipos de dados (HILBURN; BRAUN, 2011).
A Figura 22 ilustra um modulador OFDM implementado no GRC. Nela, e´ poss´ıvel
ver blocos de controle, como por exemplo: Options (Opc¸o˜es do Flowgraph), Import (im-
portac¸a˜o de bibliotecas) e Variable (criac¸a˜o de varia´vel); blocos padra˜o do GRC: Random
Source (fonte de sinal aleato´ria), Chunks to Symbols (modulador que converte bits em
s´ımbolos I/Q), Throttle (bloco de controle de fluxo de dados), Stream to Vector (bloco
que concatena amostras u´nicas em um vetor de amostras), vector pad (bloco que preenche
com amostras nulas um tamanho de vetor desejado), FFT (bloco que realiza uma FFT
no vetor de amostras), Channel (bloco que simula um canal de comunicac¸a˜o), Vector
to Stream (bloco que separa o vetor de amostras em amostras u´nicas), QT GUI Time
Sink (bloco que mostra em tempo real o sinal na tela do computador), Error rate (bloco
que calcula a diferenc¸a entre dois blocos e mostra o nu´mero de amostras diferentes), QT
GUI Number Sink (bloco que mostra um nu´mero na tela do computador) e Constellation
Decoder (demodulador que transforma os s´ımbolos I/Q em bits); e blocos criados pelo
usua´rio: Add guard interval (bloco que adiciona intervalo de guarda ao s´ımbolo OFDM),
Remove guard interval (bloco que remove o intervalo de guarda do s´ımbolo OFDM e Zero
pad remover (bloco que remove os zeros adicionados pelo bloco vector pad).
As cores nas entradas e sa´ıdas dos blocos representam os tipos de varia´veis utilizadas:
rosa para char (caracteres de 8 bits), azul para gr complex (nu´meros complexos), laranja
para float (nu´meros racionais), ale´m de outras cores para outros tipos, que na˜o sa˜o utili-
zados neste trabalho. As cores com tonalidade mais escura representam vetores do tipo
referente a` cor, enquanto as cores com tonalidade mais clara representam um fluxo de
dados com tipo referente a` cor.
De modo geral, uma aplicac¸a˜o no GRC e´ organizada da seguinte forma: uma linha de
blocos para a transmissa˜o e uma linha de blocos para a recepc¸a˜o, com o canal representado
entre estas duas linhas de blocos. Este tipo de representac¸a˜o na˜o e´ obrigato´rio, uma vez
que o GRC segue as conexo˜es de blocos para a execuc¸a˜o do programa. Entretanto a
organizac¸a˜o da forma citada facilita o entendimento da aplicac¸a˜o.
Por ser uma aplicac¸a˜o em blocos, na˜o e´ necessa´ria experieˆncia pre´via em programac¸a˜o
para a utilizac¸a˜o do GRC, apesar de ser necessa´rio que o usua´rio conhec¸a as configurac¸o˜es
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compat´ıveis do sistema que ele deseja simular. Tambe´m, ha´ a possibilidade do usua´rio
criar blocos de acordo com sua necessidade. Neste caso, duas linguagens de programac¸a˜o
sa˜o utilizadas: Python para a criac¸a˜o gra´fica do bloco, e C++ ou Python para a imple-
mentac¸a˜o do processamento dos dados (HILBURN; BRAUN, 2011).
As verso˜es mais antigas do GRC necessitavam obrigatoriamente de um computador
para realizar o processamento do sinal, entretanto, as verso˜es mais recentes, se aliadas
a` FPGAs compat´ıveis, podem trabalhar com a tecnologia Radio Frequency Network-on-
Chip, em portugueˆs, Rede de Radiofrequeˆncia em Chip (RFNoC), que permite programar
diretamente a FPGA utilizando a ferramenta GRC. Isto e´ um grande salto na usabilidade
da ferramenta, uma vez que todo o desenvolvimento pode ser realizado diretamente nela,
na˜o havendo mais a necessidade de utilizar uma ferramenta externa para implementar a
lo´gica desenvolvida na FPGA.
Neste trabalho, para criar a etapa BICM do padra˜o ATSC 3.0, foram criados blocos
em C++ para realizar func¸o˜es espec´ıficas, ale´m de utilizar alguns blocos ja´ existentes no
GRC.
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4 IMPLEMENTAC¸A˜O BICM
Para a implementac¸a˜o do trabalho, foi realizado um estudo aprofundado das tecno-
logias utilizadas no ATSC 3.0. Isto inclui as te´cnicas de codificac¸a˜o e decodificac¸a˜o do
BCH e LDPC, os algoritmos utilizados nos treˆs entrelac¸adores (Entrelac¸ador de Paridade,
Entrelac¸ador de Grupo e Entrelac¸ador de Bloco), a forma de implementac¸a˜o do Mapper
e os me´todos de multiplexac¸a˜o utilizados no LDM.
Para cada etapa do BICM foram desenvolvidas bibliotecas em C++, inicialmente no
Visual Studio 2012, devido a` facilidade de analisar o co´digo e encontrar eventuais erros
de lo´gica, e posteriormente os mesmos foram utilizados (e adaptados, quando necessa´rio)
no GRC.
Nas Subsec¸o˜es 4.1, 4.2 e 4.3 sera˜o detalhados os procedimentos utilizados para criar
os blocos.
4.1 Transmissa˜o/Recepc¸a˜o FEC Frame
O FEC Frame e´ responsa´vel pela detec¸a˜o e correc¸a˜o de erros, e o processo de de-
codificac¸a˜o tanto para o Inner Encoder como para o Outer Encoder sa˜o descritos nas
Subsec¸o˜es 4.1.1 e 4.1.2.
4.1.1 Decodificador BCH
Ao final do decodificador LDPC a mensagem r, sem a paridade LDPC e´ encaminhada
para o decodificador BCH.
Na decodificac¸a˜o BCH todas as operac¸o˜es sa˜o realizadas em Galois Field , em por-
tugueˆs, Campo de Galois (GF). Neste caso, um GF(2m), onde m = 14 para o short frame
e m = 16 para o normal frame, como dito anteriormente.
Portanto, e´ necessa´rio ter em ma˜os uma tabela relacionando os valores de αi com os va-
lores decimais. No algoritmo utilizado, sera´ considerado o vetor GF i = Dec. A aritme´tica
em campo e a criac¸a˜o de um GF na˜o sera˜o descritos, mas isto pode ser encontrado no
Cap´ıtulo 2 do livro de Lin e Costello (2004).
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Tambe´m, e´ necessa´rio ter uma tabela inversa de valores de αi e seus respectivos valores
decimais. A tabela inversa se da´ pela seguinte propriedade descrita pela Equac¸a˜o 1.
a× b = 1 (1)
Ou seja, um nu´mero e´ inverso do outro quando sua multiplicac¸a˜o e´ igual a 1. Assim
e´ obtida a tabela Deci = InvDec. A tabela que relaciona α com seu inverso tambe´m e´
obtida neste processo, e a tabela αi = αInv e´ gerada.
Com estas tabelas em ma˜os e´ poss´ıvel fazer a decodificac¸a˜o BCH, que assim como
o LDPC, tem in´ıcio pelo ca´lculo da s´ındrome. A s´ındrome na forma polinomial com 2t
elementos e´ armazenada no vetor SINi, que sera´ zero no in´ıcio. Seu ca´lculo e´ descrito
pela Equac¸a˜o 2.
SINi =
Nbch∑
j=0
GF [i*j]mod(Nbch) (2)
Se SINi = 0 para todo i, na˜o ha´ erro detecta´vel. Caso contra´rio, o decodificador
deve buscar e corrigir o erro. Existem diversos algoritmos para esta tarefa, mas aqui e´
utilizado o me´todo de Peterson-Gorenstein-Zierler (MOON, 2005), que utiliza o polinoˆmio
localizador de erros Λ, devido a` facilidade de implementac¸a˜o.
O primeiro passo enta˜o e´ criar uma matriz A com t linhas e t+ 1 colunas, de acordo
com a Equac¸a˜o 3.
Ai,j = SIN i+j (3)
Depois, utilizando o me´todo da eliminac¸a˜o Gaussiana, sera´ obtida uma matriz trian-
gular superior. Uma propriedade interessante que e´ poss´ıvel se observar na matriz A apo´s
este processo, e´ que o nu´mero de linhas na˜o-nulas da matriz sera´ igual ao nu´mero de erros
(nErr) da palavra-co´digo recebida.
Este algoritmo possui uma propriedade que auxilia na busca pela posic¸a˜o dos erros:
a matriz A pode ser reduzida de tamanho. A matriz A na realidade representa um
conjunto de equac¸o˜es que, quando resolvidas, geram o vetor Λ. No algoritmo de Peterson-
Gorenstein-Zierler, apo´s a eliminac¸a˜o Gaussiana, a matriz A e´ reduzida da seguinte forma:
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a u´ltima coluna e a sub-matriz composta pelas primeiras nErr e nErr colunas da matriz
A sa˜o mantidas. Todos os outros valores sa˜o descartados.
Desta forma, a matriz A passara´ a ter nErr linhas e nErr + 1 colunas. Ao resolver
este conjunto de equac¸o˜es, o vetor Λ e´ obtido.
Para se obter as posic¸o˜es dos erros, basta calcular as ra´ızes do polinoˆmio Λ e calcular
a s´ındrome para se certificar que o erro foi de fato corrigido.
Caso a s´ındrome ainda na˜o for igual a zero, significa que o sinal possui mais de t erros.
Neste caso, na˜o e´ poss´ıvel corrig´ı-los. Ao final deste processo, os Kbch bits da mensagem
sa˜o encaminhados ao pro´ximo bloco.
4.1.2 Decodificador LDPC
Como citado no Cap´ıtulo 2.2.1, a norma A/322 (ADVANCED TELEVISION SYS-
TEMS COMMITTEE, 2017) define na Sec¸a˜o 6.1.3 as estruturas para a criac¸a˜o da matriz
de paridade LDPC. Ao utilizar a taxa de codificac¸a˜o 10/15, e´ poss´ıvel ver atrave´s da
Tabela 2 que a estrutura LDPC utilizada e´ do tipo B, tanto para o normal frame como
para o short frame. A estrutura do tipo B para a criac¸a˜o de matriz de paridade do ATSC
3.0 e´ realizada da maneira mostrada a seguir.
A norma A/322 possui no seu Anexo A as tabelas para gerar as matrizes de paridade,
para ambos os tamanhos de frame. A Tabela A.1, que pode ser encontrada no Apeˆndice
A, e´ um exemplo deste tipo de tabela.
O objetivo nesta etapa e´ descobrir quais bits de informac¸a˜o (i0, i1, ..., iKldpc-1) se relaci-
onam com quais bits de paridade (p0, p1, ..., pNldpc-Kldpc-1). Para isto, e´ necessa´rio descobrir
a matriz geradora, que sera´ no formato G = [IP ], onde I e´ uma matriz identidade e P e´
a matriz de paridade.
A primeira linha da matriz de paridade e´ referente a i0, a segunda referente a i1, e
assim por diante. Inicialmente, p = 0 para todas as posic¸o˜es.
A primeira linha da Tabela A.1 sera´ utilizada para i0 a i359. A segunda linha para
i360 a i719 e assim por diante. Enta˜o, e´ aplicada a Equac¸a˜o 4 para cada elemento da linha
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e cada i, e enta˜o os bits p(j) = 1.
j = [x+ [m]mod(360)×Qldpc]mod(N ldpc −K ldpc) (4)
Na Equac¸a˜o 4, j e´ a posic¸a˜o de p, x sa˜o os valores da Tabela A.1 , m sa˜o as posic¸o˜es
de i Qldpc, tem seu valor diferente para cada taxa de co´digo e tamanho do frame, como
mostrado na Tabela 4, N ldpc = N inner e K ldpc = N inner ×R, onde R e´ a taxa de co´digo.
Tabela 4: Valores de Qldpc
Taxa de co´digo Qldpc (Ninner=64800) Qldpc (Ninner=16200)
6/15 108 27
7/15 N/A 24
8/15 84 21
9/15 72 18
10/15 60 15
11/15 48 12
12/15 36 9
13/15 24 6
Fonte: Traduzido de Advanced Television Systems Committee (2017).
Ao final deste processo, para cada linha de matriz de paridade, a Equac¸a˜o 5 e´ aplicada.
pj = pj ⊕ pj-1 (5)
Com isto, e´ obtida a matriz G. Para a decodificac¸a˜o, e´ preciso obter a matriz de
verificac¸a˜o de paridade H = [PTI].
Como esta matriz e´ muito grande para ser utilizada na pra´tica, esta matriz e´ conden-
sada em outra, chamada de matriz de Check Nodes (C), na qual ao inve´s de haver 1s e
0s, ha´, para cada linha, as posic¸o˜es das colunas que o valor e´ 1 na matriz H. Note que
cada linha tera´ um nu´mero diferente de 1s.
Na Equac¸a˜o 6 e´ dado um exemplo da conversa˜o de matriz H (esq.) para matriz C
(dir.) de um co´digo (7,3). Esta matriz sera´ utilizada para explicar os algoritmos nas
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Subsec¸o˜es 4.1.2.1 e 4.1.2.2.

1 1 1 0 1 0 0
1 1 0 1 0 1 0
1 0 1 1 0 0 1
 ≡

0 1 2 4
0 1 3 5
0 2 3 6
 (6)
Esta matriz ainda pode ser representada atrave´s do Grafo de Tanner como mostrado
na Figura 23. Na imagem, C1, C2 e C3 sa˜o denominados CN, e se referem a`s linhas
da matriz. Na mesma imagem, V1, V2, V3, V4, V5, V6 e V7 sa˜o denominados Variable
Nodes , em portugueˆs, No´s de Varia´veis (VN) e se referem a`s colunas da matriz. As linhas
identificam a ligac¸a˜o entre os CN e VN.
Figura 23: Grafo de Tanner gerado a partir da matriz da Equac¸a˜o 6.
Fonte: O autor.
A decodificac¸a˜o pode ser realizada de duas formas: hard-decision ou soft-decision. A
seguir sera˜o descritos os passos para ambos os me´todos.
4.1.2.1 Hard-decision
A Figura 24 indica os passos a serem seguidos na decodificac¸a˜o LDPC hard-decision.
Este algoritmo e´ o proposto por Gallager no seu artigo do in´ıcio dos anos 60 e esta´
implementado como mostrado por Kou, Lin e Fossorier (2001).
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Figura 24: Fluxograma dos passos da decodificac¸a˜o LDPC hard-decision.
Fonte: O autor.
Na decodificac¸a˜o hard-decision a entrada r = r0, r1, ..., rNldpc-1 se da´ em bits. Para
saber se a mensagem esta´ correta, primeiro e´ necessa´rio calcular a s´ındrome.
A s´ındrome S, com N ldpc−K ldpc elementos inicialmente e´ zero e e´ calculada atrave´s da
Equac¸a˜o 7. Calcular a s´ındrome significa somar (operac¸a˜o Exclusive OR, em portugueˆs,
OU Exclusivo (XOR), pois que esta e´ uma operac¸a˜o bina´ria) todos os VN ligados a cada
CN e verificar se os mesmos sa˜o iguais a zero.
N ldpc−Kldpc∑
i=0
(UltimoV alor)∑
j=0
Si = Si ⊕ rCi,j (7)
Se Si = 0 para cada i, a mensagem na˜o possui erro. Caso o contra´rio, o decodificador
ira´ tentar corrigir os erros.
Por exemplo supondo que o decodificador receba a palavra-co´digo {1 0 1 0 1 0 0}, ao
calcular a s´ındrome, sera´ observado que S1 e S2 sera˜o diferentes de zero como mostrado
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na Figura 25.
Figura 25: Grafo de Tanner para o ca´lculo das s´ındromes (iterac¸a˜o 1).
Fonte: O autor.
O primeiro passo para a decodificac¸a˜o e´ contar, para cada bit da mensagem, quantas
s´ındromes com Si = 1 esta˜o ligadas a` ela.
Utilizando o Grafo de Tanner da Figura 26, e´ poss´ıvel notar que V1 e V2 possuem mais
CN errados ligados a eles.
Figura 26: Grafo de Tanner para a contagem de CN errados (iterac¸a˜o 1).
Fonte: O autor.
Depois, basta inverter os bits que possuem mais s´ındromes com Si = 1 ligadas a` ela.
Nesta exemplo, V1 e V2 sera˜o invertidos.
O processo e´ repetido ate´ que Si = 0 para cada i. As Figuras 27 e 28 ilustram a
segunda iterac¸a˜o. Note que ao calcular S na terceira iterac¸a˜o, a s´ındrome sera´ zero e a
mensagem estara´ corrigida (Figura 29).
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Figura 27: Grafo de Tanner para o ca´lculo das s´ındromes (iterac¸a˜o 2).
Fonte: O autor.
Figura 28: Grafo de Tanner para a contagem de CN errados (iterac¸a˜o 2).
Fonte: O autor.
Figura 29: Grafo de Tanner para o ca´lculo das s´ındromes (iterac¸a˜o 3).
Fonte: O autor.
Como dito anteriormente na Sec¸a˜o 2.2.1, pode acontecer de a s´ındrome nunca ser zero.
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Para este caso, ha´ um nu´mero ma´ximo de iterac¸o˜es, e para este trabalho e´ 25 iterac¸o˜es.
Caso seja atingido este nu´mero de iterac¸o˜es, a palavra-co´digo r da iterac¸a˜o final e´ passada
ao decodificador BCH, que sera´ responsa´vel por tentar corrigir os erros restantes.
4.1.2.2 Soft-decision
A Figura 30 indica os passos a serem seguidos na decodificac¸a˜o LDPC soft-decision.
Figura 30: Fluxograma dos passos da decodificac¸a˜o LDPC soft-decision.
Fonte: O autor.
Para este tipo de decodificac¸a˜o, a entrada e´ no formato LLR, como ja´ dito anterior-
mente, e portanto esta´ na forma LLR0, LLR1, ..., LLRNldpc-1. Para saber se a mensagem
esta´ correta, e´ necessa´rio que calcular a s´ındrome. A s´ındrome LDPC necessita da men-
sagem em 1s e 0s, portanto, sa˜o consideradas LLRs positivas como bit 1 e LLRs negativas
como bit 0, e assim r e´ obtido. A s´ındrome S, e´ calculada da mesma forma que no me´todo
hard-decision, de modo que a Equac¸a˜o 7 tambe´m e´ utilizada.
Por exemplo, supondo que o decodificador receba a palavra-co´digo {4.2, -1.1, 3.2, -
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2.2, 3.3, -2.8, -1.2}, para calcular a s´ındrome, esta palavra-co´digo deve ser convertida para
hard-decision, e portanto, sera´ {1 0 1 0 1 0 0}, e note-se, igual ao do exemplo hard-decision.
Ao calcular a s´ındrome, esta sera´ como na Figura 31.
Figura 31: Grafo de Tanner para o ca´lculo das s´ındromes (iterac¸a˜o 1).
Fonte: O autor.
Novamente, se Si = 0 para cada i, a mensagem na˜o possui erro. Caso o contra´rio, o
decodificador ira´ tentar corrigir os erros. Existem diversos algoritmos para tentar corrigir
os erros, entretanto, neste trabalho, esta´ descrito o algoritmo Sum-Product Algorithm,
em portugueˆs, Algoritmo Soma-Produto (SPA), pois como mostrado por (MYUNG et al.,
2017), este algoritmo e´ um dos que possui a maior eficieˆncia no quesito correc¸a˜o de erros.
As Equac¸o˜es 8, 9 e 10 apresentam como e´ realizada a decodificac¸a˜o. Elas sa˜o repetidas
para cada iterac¸a˜o. Para a primeira iterac¸a˜o, os valores da mensagem LLR sa˜o utilizadas
ao inve´s da matriz Q na Equac¸a˜o 8.
Ri,j = 2× atanh(
∏
k∈Cj\k
tanh(0.5×Qk,j)) (8)
Qi,j = LLRi +
∑
k∈Cj\k
Rk,j (9)
LLRouti = LLRouti +
∑
k∈Ci,j
Ri,k (10)
Seguindo o exemplo dado, a matriz R calculada na primeira iterac¸a˜o sera´ como mos-
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trado na Equac¸a˜o 11.
R =

−0.9173 2.3762 −0.9744 −0.9643
−0.7423 1.6845 0.9197 0.8188
0.8377 0.8881 −1.0485 −1.7987
 (11)
E LLRout sera´ como mostrado na Equac¸a˜o 12.
LLRout = {3.38, 2.96, 3.11,−2.33, 2.34,−1.98,−3.00} (12)
Ao final, LLRout sera´ a LLR corrigida para esta iterac¸a˜o. A pro´xima etapa e´ trans-
formar LLRout em r e calcular a s´ındrome de acordo com a Equac¸a˜o 7. Se esta for zero,
a mensagem esta´ corrigida. Caso o contra´rio, o processo e´ repetido novamente desde a
Equac¸a˜o 8.
Ao calcular a s´ındrome neste exemplo, e´ poss´ıvel notar que em apenas uma iterac¸a˜o
a palavra-co´digo foi corrigida (Figura 32).
Figura 32: Grafo de Tanner para o ca´lculo das s´ındromes (iterac¸a˜o 2).
Fonte: O autor.
Neste exemplo, na˜o foi necessa´rio o ca´lculo da matriz Q, uma vez que a palavra-co´digo
foi corrigida na primeira iterac¸a˜o.
Novamente, pode acontecer de a s´ındrome nunca ser zero, dependendo da “certeza”
da LLR. Para este caso, ha´ um nu´mero ma´ximo de iterac¸o˜es, e para este trabalho e´ 25
iterac¸o˜es. Caso seja atingido este nu´mero de iterac¸o˜es, a LLR e´ transformada em r e o
decodificador BCH sera´ responsa´vel por tentar corrigir os erros restantes.
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Note que, nos exemplos dados, enquanto o decodificador hard-decision corrigiu a
palavra-co´digo em duas iterac¸o˜es, o decodificador soft-decision corrigiu a palavra-co´digo
em apenas uma iterac¸a˜o. Em matrizes com tamanhos maiores, esta melhora na capacidade
de correc¸a˜o e´ ainda mais percept´ıvel.
4.2 Bit Interleaver/Deinterleaver
Como mostrado no Cap´ıtulo 2.2.2, a etapa Bit Interleaver, e´ dividida em treˆs sub-
etapas (Parity Interleaver, Group-Wise Interleaver e Block Interleaver) tem como func¸a˜o
realizar o embaralhamento dos bits da mensagem para protegeˆ-la de ru´ıdos de rajada.
A etapa Bit Deinterleaver tem como func¸a˜o realizar o processo inverso para recuperar
a mensagem original durante a recepc¸a˜o, e tambe´m e´ subdividida em treˆs etapas (Block
Deinterleaver, Group-Wise Deinterleaver e Parity Deinterleaver).
O processo de implementac¸a˜o dos entrelac¸adores consiste na criac¸a˜o de tabelas que
relacionam os ı´ndices dos bits na entrada com os bits na sa´ıda do entrelac¸ador. O desen-
trelac¸ador respectivo e´ obtido atrave´s do inverso destas tabelas.
Nesta Sec¸a˜o sera˜o demonstrados os algoritmos de criac¸a˜o das tabelas dos entrelac¸adores.
Para se obter as tabelas dos desentrelac¸adores, basta utilizar o inverso das tabelas, como
dito anteriormente.
4.2.1 Parity Interleaver/Deinterleaver
A sub-etapa Parity Interleaver/Deinterleaver tem como func¸a˜o converter a estrutura
em escada da paridade das matrizes LDPC do tipo IRA em um estrutura quase-c´ıclica.
Portanto, este tipo de entrelac¸ador/desentrelac¸ador e´ utilizado apenas para co´digos LDPC
do tipo B.
A Equac¸a˜o 13 (ADVANCED TELEVISION SYSTEMS COMMITTEE, 2017) de-
monstra o ca´lculo utilizado na criac¸a˜o da tabela do entrelac¸ador. Nesta equac¸a˜o, λ e´ a
entrada do entrelac¸ador, e U e´ a sa´ıda do entrelac¸ador. Note que apenas a paridade e´
entrelac¸ada. Nouter e´ o tamanho do frame apo´s a codificac¸a˜o BCH e antes da codificac¸a˜o
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LDPC, como mostrado na Figura 4 e Qldpc e´ definido na Tabela 4.
UNouter+360*t+s = λNouter+Qldpc*s+t , para : 0 ≤ s < 360, 0 ≤ t < Qldpc (13)
4.2.2 Group-Wise Interleaver/Deinterleaver
A sub-etapa Group-Wise Interleaver/Deinterleaver divide os bits emN group = N inner/360
grupos, onde N inner e´ o tamanho do frame LDPC e permuta estes grupos de acordo com
as Tabelas B.1 e B.2 da norma A/322 (ADVANCED TELEVISION SYSTEMS COM-
MITTEE, 2017).
A Equac¸a˜o 14 demonstra este processo. Nesta equac¸a˜o, X e´ a entrada do entrelac¸ador,
e Y e´ a sa´ıda do entrelac¸ador. Tambe´m pi(j) e´ o ı´ndice da permutac¸a˜o na tabela de
permutac¸a˜o, e a Tabela 5 e´ um exemplo de tabela de permutac¸a˜o para N inner = 16200 e
taxa de codificac¸a˜o 10/15.
Yj = Xpi(j), para : 0 ≤ j < N group (14)
Tabela 5: Tabela de permutac¸a˜o para o Group-Wise Interleaver com N inner = 16200 e
taxa de codificac¸a˜o 10/15
Taxa de codificac¸a˜o
Ordem do Entrelac¸ador de Grupo
pi(j) (0 ≤ j < 45)
10/15
1 4 5 6 24 21 18 7 17
12 8 20 23 29 28 30 32 34
36 38 40 42 0 2 3 14 22
13 10 25 9 27 19 16 15 26
11 31 33 35 37 39 41 43 44
Fonte: Adaptado de Advanced Television Systems Committee (2017).
4.2.3 Block Interleaver/Deinterleaver
A sub-etapa Block Interleaver/Deinterleaver realiza o embaralhamento final dos bits
da mensagem. Existem dois tipos de Block Interleaver/Deinterleaver, denominados de
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tipo A e tipo B, que na˜o possui relac¸a˜o com as estruturas A e B do co´digo LDPC, apesar
da semelhanc¸a do nome. Ou seja, o LDPC com a estrutura A pode ser utilizado com
o Block Interleaver/Deinterleaver tipo A e tipo B. De mesma forma, o LDPC com a
estrutura B tambe´m pode ser utilizado com o Block Interleaver/Deinterleaver tipo A e
tipo B.
A escolha de qual tipo de Block Interleaver/Deinterleaver sera´ utilizado e´ feita com
base na modulac¸a˜o e taxa de codificac¸a˜o do sinal, e esta˜o representadas na Tabela 6 e
Tabela 7.
Tabela 6: Tabela de permutac¸a˜o para o Block Interleaver com N inner = 64800
MOD \CR 2/15 3/15 4/15 5/15 6/15 7/15 8/15 9/15 10/15 11/15 12/15 13/15
2 A A A A A A A A A A A A
4 A A A B A A B B A A A A
6 A A A A A B A B B A A B
8 A A A B B B B A B B A B
10 A A A B A B A B B B A A
12 A A A A A B A A A A A A
Fonte: Adaptado de Advanced Television Systems Committee (2017).
Tabela 7: Tabela de permutac¸a˜o para o Block Interleaver com N inner = 16200
MOD \CR 2/15 3/15 4/15 5/15 6/15 7/15 8/15 9/15 10/15 11/15 12/15 13/15
2 A A A A B B A B A A A A
4 A A A A B B A B A B A B
6 A A A A B B A B A A A A
8 A A A A B A A A A B A A
Fonte: Adaptado de Advanced Television Systems Committee (2017).
4.2.3.1 Block Interleaver/Deinterleaver tipo A
O algoritmo do Entrelac¸ador de Bloco tipo A e´ dividido em duas etapas, a etapa de
leitura e a etapa de escrita. Seu algoritmo e´ aplicado como exemplificado na Figura 11.
O algoritmo do Desentrelac¸ador de Bloco tipo A e´ obtido invertendo as etapas de leitura
e escrita.
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As varia´veis N r1, N r2 e Nc apresentadas na Figura 11 variam de acordo com a mo-
dulac¸a˜o e tamanho do frame, e sa˜o obtidas como mostrado na Tabela 8.
Tabela 8: Configurac¸o˜es do Block Interleaver tipo A
Modulac¸a˜o
Linhas na Parte 1 (N r1) Linhas na Parte 2 (N r2)
Colunas (Nc)
Normal frame Short frame Normal frame Short frame
QPSK 32400 7920 0 180 2
16QAM 16200 3960 0 90 4
64QAM 10800 2520 0 180 6
256QAM 7920 1800 180 225 8
1024QAM 6480 N/A 0 N/A 10
4096QAM 5400 N/A 0 N/A 12
Fonte: Adaptado de Advanced Television Systems Committee (2017).
4.2.3.2 Block Interleaver/Deinterleaver tipo B
O algoritmo do Entrelac¸ador de Bloco tipo B e´ similar ao tipo A. Entretanto, para
este caso, a etapa de escrita e´ feita em linhas e a etapa de leitura em colunas, como
exemplificado na Figura 14.
Assim como o Entrelac¸ador de Bloco tipo A, as varia´veis N leitura, N escrita e NQCB IG
apresentadas na Figura 14 variam de acordo com a modulac¸a˜o e tamanho do frame, e sa˜o
obtidas como mostrado na Tabela 9.
Tabela 9: Configurac¸o˜es do Block Interleaver tipo B
Modulac¸a˜o NQCB IG
N escrita N leitura
Normal frame Short frame Normal frame Short frame
QPSK 2 64800 15840 0 360
16QAM 4 64800 15840 0 360
64QAM 6 64800 15120 0 1080
256QAM 8 63360 14400 1440 1800
1024QAM 10 64800 N/A 0 N/A
4096QAM 12 64800 N/A 0 N/A
Fonte: Adaptado de Advanced Television Systems Committee (2017).
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4.3 Mapper/Demapper
A etapa Mapper faz a conversa˜o de grupos de bits para s´ımbolos em uma constelac¸a˜o
de acordo com a ordem de modulac¸a˜o e a taxa de codificac¸a˜o escolhidas durante a trans-
missa˜o. A etapa Demapper faz o processo inverso durante a recepc¸a˜o.
Como citado no Cap´ıtulo 2.2.3, a norma A/322 da Advanced Television Systems Com-
mittee (2017) define seis ordens de modulac¸a˜o: QAM (uniforme), 16-QAM, 64-QAM, 256-
QAM, 1024-QAM e 4096-QAM (na˜o-uniformes). Nas quais as modulac¸o˜es na˜o-uniformes
tem seu formato diferente para cada taxa de codificac¸a˜o.
Para as constelac¸o˜es QAM, 16-QAM, 64-QAM e 256-QAM, a norma A/322 disponi-
biliza no item C.1 do Anexo C os pontos do primeiro quadrante de cada constelac¸a˜o. Para
obter a constelac¸a˜o completa, basta replicar as coordenadas nos outros treˆs quadrantes
do plano IQ.
Entretanto, para gerar as constelac¸o˜es 1024-QAM, 4096-QAM o processo e´ um pouco
mais complexo. Os bits que sera˜o transformados em s´ımbolos sa˜o separados em bits de
ı´ndice par (que ira˜o calcular a parte imagina´ria do s´ımbolo) e bits de ı´ndice ı´mpar (que
ira˜o calcular a parte real do s´ımbolo). Estes bits sa˜o buscados na respectiva tabela do
item C.3 do Anexo C. Por fim, a parte real ou imagina´ria encontrada sera´ mapeada de
acordo com o valor respectivo na tabela do item C.1.
Com as tabelas de mapeamento de bits para s´ımbolos criadas, basta apenas na im-
plementac¸a˜o selecionar qual a tabela a ser utilizada.
4.3.1 Mapper
A implementac¸a˜o do Mapper neste trabalho e´ feita da seguinte forma: os ı´ndices da
tabela se referem aos bits de entrada agrupados em nu´meros inteiros, e a tabela conte´m
os pontos da constelac¸a˜o tanto para a parte real quanto para a parte imagina´ria.
Esta forma de implementac¸a˜o se mostrou bastante eficiente, uma vez que na˜o e´ ne-
cessa´rio realizar nenhum ca´lculo durante o mapeamento. Todos os ca´lculos sa˜o feitos na
gerac¸a˜o da tabela.
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4.3.2 Demapper
A implementac¸a˜o do Demapper foi feita com base no algoritmo da Distaˆncia Eucli-
diana, como mostrado por Oliveira, Akamine e Maciel (2016). Este me´todo consiste no
ca´lculo da distaˆncia do ponto recebido em relac¸a˜o a todos os pontos existentes na cons-
telac¸a˜o, e seu ca´lculo e´ feito de acordo com a Equac¸a˜o 15 e exemplificado com a Figura
33.
D = Deuclidiana
2 = (Sn ·Re− SR ·Re)2 + (Sn · Imag − SR · Imag)2 (15)
Para um demapeamento hard-decision sera´ considerado como s´ımbolo recebido o
ponto da constelac¸a˜o com a menor distaˆncia euclidiana em relac¸a˜o ao ponto recebido.
Figura 33: Ca´lculo da distaˆncia euclidiana.
Fonte: Adaptado de (OLIVEIRA; AKAMINE; MACIEL, 2016).
Entretanto, para realizar a decodificac¸a˜o LDPC soft-decision e´ necessa´rio um De-
mapper soft-decision, ja´ que a entrada do decodificar e´ no formato LLR. Neste trabalho
e´ utilizado o ca´lculo da LLR Aproximada demonstrada por Oliveira, Akamine e Maciel
(2016), uma vez que esta e´ computacionalmente mas ra´pida de se calcular. A Equac¸a˜o 16
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descreve este ca´lculo, no qual i e´ cada bit do s´ımbolo recebido, M e´ o nu´mero de bits por
s´ımbolo, σ2 e´ a variaˆncia do ru´ıdo do canal, D1s e´ a distaˆncia dos s´ımbolos no qual o bit
da posic¸a˜o i e´ 1 e por fim, D0s e´ a distaˆncia dos s´ımbolos no qual o bit da posic¸a˜o i e´ 0.
LLRi = − 1
σ2
· [min(D1s)−min(D0s)], para i = 0, 1, ...,M. (16)
A Figura 34 exemplifica a aplicac¸a˜o da Equac¸a˜o 16 para a constelac¸a˜o QPSK.
Figura 34: Ca´lculo da LLR Aproximada para o bit menos significativo de uma constelac¸a˜o
QPSK.
Fonte: (OLIVEIRA; AKAMINE; MACIEL, 2016).
Ao aplicar esse algoritmo para todos os bits do s´ımbolo recebido e´ obtida a LLR
Aproximada, que e´ utilizada na decodificac¸a˜o LLR soft-decision.
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5 RESULTADOS
Os blocos citados no Cap´ıtulo 4 foram desenvolvidos em C++ para serem utilizados
na plataforma GRC. Foram criados flowgraphs de simulac¸a˜o individuais para validar a
implementac¸a˜o dos codificadores/decodificadores BCH e LDPC, e um flowgraphs com a
etapa BICM completa para a codificac¸a˜o/decodificac¸a˜o.
A entrada de dados e´ uma sequeˆncia Pseudorandom Binary Sequency , em portugueˆs,
Sequeˆncia Bina´ria de Pseudoaleato´ria (PRBS) 223 − 1 com 109 bits.
Para todos os flowgraphs de simulac¸a˜o, a mensagem e´ codificada, modulada e trans-
mitida em uma canal Additive White Gaussian Noise, em portugueˆs, Ru´ıdo Branco Gaus-
siano Aditivo (AWGN). O processo inverso e´ realizado na recepc¸a˜o. Ao final, os arquivos
gerados sa˜o processados para se obter a Bit Error Rate, em portugueˆs, Taxa de Erro de
Bits (BER) daquela configurac¸a˜o.
A escolha por esta configurac¸a˜o dos testes se deu pela maior simplicidade dos scripts/
flowgraphs e menor necessidade de processamento computacional do sinal.
Os valores de FEC selecionados para os codificadores/decodificadores foram 2/15,
3/15, 4/15, 5/15, 6/15, 7/15, 8/15, 9/15, 10/15, 11/15, 12/15 e 13/15. A modulac¸a˜o
selecionada foi QPSK, e o tamanho de frame utilizado foi o normal frame.
Os resultados foram analisados a partir das curvas BER x Es/N0 obtidas com cada
um dos flowgraphs.
As Subsec¸o˜es 5.1, 5.2, 5.3 e 5.4 detalham cada um destes flowgraphs e seus respectivos
resultados.
5.1 BCH
O flowgraph do GRC utilizado para validar o codificador/decodificador BCH esta´
retratado na Figura 35. Neste flowgraph foram criados os blocos “BCH Encoder”, “Map-
per”, “Demapper” e “BCH Decoder”. Os outros blocos utilizados sa˜o da biblioteca padra˜o
do GRC.
O bloco “File Source” e´ a fonte de bits que sera˜o transmitidos no “flowgraph”. O
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bloco “Unpack K bits” desmembra o byte em 8 bits. O bloco “BCH Encoder” realiza a
codificac¸a˜o BCH. O bloco “Mapper” faz a conversa˜o de bits para s´ımbolos I/Q. O bloco
“Noise Source” gera o ru´ıdo AWGN. O bloco “Add” adiciona o ru´ıdo gerado no sinal.
O bloco “Demapper” faz a conversa˜o dos s´ımbolos I/Q recebidos em LLR. O bloco
“Threshold” faz o hard-decision na LLR, ou seja, se o valor da LLR for positivo, o bit
sera´ 1, e se o valor da LLR for negativo, o bit sera´ 0. O bloco “Float to Char” converte
o tipo de varia´vel float para char. O bloco “BCH Decoder” faz a decodificac¸a˜o BCH do
sinal. O bloco “Pack K Bits” junta 8 bits em um byte. Por fim, o bloco “File Sink” salva
os bytes em um arquivo. Neste flowgraph na˜o e´ utilizado um bloco de “Throttle” pois
este bloco limitaria o o fluxo de dados, e isto na˜o e´ desejado.
Para medir a BER, o arquivo gerado no “File Sink” foi comparado bit a bit com o
arquivo utilizado no “File Source”. As diferenc¸as sa˜o contadas e a BER resultante e´ dada
pela divisa˜o da quantidade de diferenc¸as encontradas pelo total de bits comparados.
Para validar a implementac¸a˜o do codificador e decodificador BCH no normal frame,
os resultados obtidos no GRC foram comparados aos obtidos com o Matlab nas mesmas
configurac¸o˜es e respectivas FECs.
Analisando a Figura 36, e´ poss´ıvel notar que a curva BER x Es/N0 simulada pelo
GRC e´ similar ao simulado pelo Matlab. Isto significa que o algoritmo implementado no
GRC, se comparado ao algoritmo presente no Matlab, possui um desempenho similar na
capacidade de correc¸a˜o de erros. A curva azul representa a curva BER x Es/N0 teo´rica
para o QPSK sem nenhum tipo de correc¸a˜o de erros. A linha vermelha tracejada em
2x10-4 e´ o limiar quasi error free na sa´ıda do LDPC. A linha vermelha com trac¸os e
pontos em 2x10-4 e´ o limiar quasi error free na sa´ıda do BCH (e portanto, tambe´m na
sa´ıda do BICM).
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Figura 35: Flowgraph do GRC utilizado para obter os resultados do codifica-
dor/decodificador BCH no normal frame.
Fonte: O autor.
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Figura 36: Resultados do codificador/decodificador BCH no normal frame.
Fonte: O autor.
5.2 LDPC
O flowgraph do GRC utilizado para validar o codificador/decodificador LDPC esta´
retratado na Figura 37. O algoritmo escolhido para o setup do GRC foi o Hard-Decision
devido a` sua simplicidade computacional. Tambe´m, apesar de este na˜o ser o algoritmo
com o melhor desempenho conhecido atualmente, este e´ o algoritmo original proposto por
Gallager no seu artigo publicado no in´ıcio dos anos 60 (KOU; LIN; FOSSORIER, 2001).
Neste flowgraph foram criados os blocos “LDPC Encoder”, “Mapper”, “Demapper” e
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“LDPC Decoder - Hard Decision”. Os outros blocos utilizados sa˜o da biblioteca padra˜o
do GRC.
O bloco “File Source” e´ a fonte de bits que sera˜o transmitidos no “flowgraph”. O
bloco “Unpack K bits” desmembra o byte em 8 bits. O bloco “LDPC Encoder” realiza
a codificac¸a˜o LDPC. O bloco “Mapper” faz a conversa˜o de bits para s´ımbolos I/Q. O
bloco “Noise Source” gera o ru´ıdo AWGN. O bloco “Add” adiciona o ru´ıdo gerado no
sinal. O bloco “Demapper” faz a conversa˜o dos s´ımbolos I/Q recebidos em LLR. O bloco
“LDPC Decoder - Hard Decision” faz a decodificac¸a˜o LDPC hard-decision do sinal. O
bloco “Pack K Bits” junta 8 bits em um byte. Por fim, o bloco “File Sink” salva os bytes
em um arquivo. Neste flowgraph na˜o e´ utilizado um bloco de “Throttle” pois este bloco
limitaria o o fluxo de dados, e isto na˜o e´ desejado.
Para medir a BER, assim como para o BCH, o arquivo gerado no “File Sink” foi
comparado bit a bit com o arquivo utilizado no “File Source”. As diferenc¸as sa˜o contadas
e a BER resultante e´ dada pela divisa˜o da quantidade de diferenc¸as encontradas pelo total
de bits comparados.
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Figura 37: Flowgraph do GRC utilizado para obter os resultados do codifica-
dor/decodificador LDPC no normal frame.
Fonte: O autor.
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Figura 38: Resultados do codificador/decodificador LDPC tipo A no normal frame.
Fonte: O autor.
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Figura 39: Resultados do codificador/decodificador LDPC tipo B no normal frame.
Fonte: O autor.
Ao observar a Figura 38, que representa os FECs que utilizam o LDPC tipo A no
normal frame, e´ posspivel notar que os FECs mais altos possuem uma maior capacidade
de correc¸a˜o de erros do que os FECs mais baixos. A curva azul representa a curva BER
x Es/N0 teo´rica para o QPSK sem nenhum tipo de correc¸a˜o de erros. A linha vermelha
tracejada em 2x10-4 e´ o limiar quasi error free na sa´ıda do LDPC. A linha vermelha com
trac¸os e pontos em 2x10-4 e´ o limiar quasi error free na sa´ıda do BCH (e portanto, tambe´m
na sa´ıda do BICM).
Da mesma maneira, ao observar a Figura 39, que representa os FECs que utilizam o
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LDPC tipo B no normal frame, e´ poss´ıvel notar que os FECs possuem uma capacidade de
correc¸a˜o de erros similares, exceto pelo FEC 13/15, que tem uma capacidade de correc¸a˜o
pior, se comparada aos outros. Novamente, a curva azul representa a curva BER x Es/N0
teo´rica para o QPSK sem nenhum tipo de correc¸a˜o de erros. Tambe´m, a linha vermelha
tracejada em 2x10-4 e´ o limiar quasi error free na sa´ıda do LDPC. Tambe´m, a linha
vermelha com trac¸os e pontos em 2x10-4 e´ o limiar quasi error free na sa´ıda do BCH (e
portanto, tambe´m na sa´ıda do BICM).
5.3 BICM
O flowgraph do GRC com todas as etapas da transmissa˜o/recepc¸a˜o da etapa BICM
esta´ retratado na Figura 40.
Neste flowgraph foram criados os blocos “BCH Encoder”, “LDPC Encoder”, “Bit
interleaver atsc”, “Mapper”, “Demapper”, “Bit deinterleaver atsc”, “LDPC Decoder -
Hard Decision” e “BCH Decoder”. Os outros blocos utilizados sa˜o da biblioteca padra˜o
do GRC.
O bloco “File Source” e´ a fonte de bits que sera˜o transmitidos no “flowgraph”. O
bloco “Unpack K bits” desmembra o byte em 8 bits. O bloco “LDPC Encoder” realiza a
codificac¸a˜o LDPC. O bloco “BCH Encoder” realiza a codificac¸a˜o BCH. O bloco “Stream
to Vector” concatena as amostras em um vetor. O bloco “Bit interleaver atsc” realiza os
entrelac¸amentos no sinal. O bloco “Vector to Stream” separa o vetor em amostras u´nicas.
O bloco “Mapper” faz a conversa˜o de bits para s´ımbolos I/Q. O bloco “Noise Source” gera
o ru´ıdo AWGN. O bloco “Add” adiciona o ru´ıdo gerado no sinal. O bloco “Demapper” faz
a conversa˜o dos s´ımbolos I/Q recebidos em LLR. O bloco “Bit deinterleaver atsc” realiza
os desentrelac¸amentos no sinal. O bloco “BCH Decoder” faz a decodificac¸a˜o BCH do
sinal. O bloco “LDPC Decoder - Hard Decision” faz a decodificac¸a˜o LDPC hard-decision
do sinal. O bloco “Pack K Bits” junta 8 bits em um byte. Por fim, o bloco “File Sink”
salva os bytes em um arquivo. Neste flowgraph na˜o e´ utilizado um bloco de “Throttle”
pois este bloco limitaria o o fluxo de dados, e isto na˜o e´ desejado.
Para medir a BER, assim como para o BCH e o LDPC, o arquivo gerado no “File
Sink” foi comparado bit a bit com o arquivo utilizado no “File Source”. As diferenc¸as sa˜o
56
contadas e a BER resultante e´ dada pela divisa˜o da quantidade de diferenc¸as encontradas
pelo total de bits comparados.
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Figura 40: Flowgraph do GRC utilizado para obter os resultados da etapa BICM no
normal frame.
Fonte: O autor.
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A Figura 41 e a Figura 42 mostram os resultados obtidos ao simular a etapa BICM.
Figura 41: Resultados do transmissor/receptor BICM (LDPC tipo A) no normal frame.
Fonte: O autor.
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Figura 42: Resultados do transmissor/receptor BICM (LDPC tipo B) no normal frame.
Fonte: O autor.
Ao observar a Figura 41, que representa os FECs que utilizam o LDPC tipo A, e´
poss´ıvel notar que os FECs mais altos possuem uma maior capacidade de correc¸a˜o de
erros do que os FECs mais baixos ate´ um valor de Es/N0 de aproximadamente 10dB.
Apo´s este valor, ha´ uma inversa˜o, e os FECs mais baixos passam a ter um desempenho
melhor aos FECs mais altos. A curva azul representa a curva BER x Es/N0 teo´rica para
o QPSK sem nenhum tipo de correc¸a˜o de erros. A linha vermelha tracejada representa o
limiar antes do decodificador BCH.
Da mesma maneira, ao observar a Figura 42, que representa os FECs que utilizam o
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LDPC tipo B, e´ poss´ıvel notar que alguns FECs, como por exemplo o 10/15 e o 13/15
se beneficiam mais do decodificado BCH do que outros, como por exemplo o 12/15.
Novamente, a curva azul representa a curva BER x Es/N0 teo´rica para o QPSK sem
nenhum tipo de correc¸a˜o de erros. Tambe´m, a linha vermelha tracejada em 2x10-4 e´ o
limiar quasi error free na sa´ıda do LDPC. A linha vermelha com trac¸os e pontos em 2x10-4
e´ o limiar quasi error free na sa´ıda do BCH (e portanto, tambe´m na sa´ıda do BICM).
5.4 Resultados por FEC
Analisando cada FEC individualmente, e´ poss´ıvel observar como cada um dos flow-
graphs simulados influi na capacidade de correc¸a˜o de erros de cada FEC individualmente.
A curva azul representa a curva BER x Es/N0 teo´rica para o QPSK sem nenhum tipo
de correc¸a˜o de erros. A linha vermelha tracejada em 2x10-4 e´ o limiar quasi error free na
sa´ıda do LDPC. A linha vermelha com trac¸os e pontos em 2x10-4 e´ o limiar quasi error
free na sa´ıda do BCH (e portanto, tambe´m na sa´ıda do BICM).
E´ esperado que o BICM tenha uma maior capacidade de correc¸a˜o de erros se compa-
rado ao BCH e ao LDPC para um mesmo FEC.
A Figura 43 representa o resultado BICM, LDPC e BICM para o FEC 2/15. Para
este FEC, ha´ um ganho de 0,49 dB entre o LDPC e o BICM, e um ganho de 3,25 dB
entre o QPSK teo´rico e o BICM em 3x10-6.
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Figura 43: Resultados BCH, LDPC e BICM para o FEC 2/15 no normal frame.
Fonte: O autor.
A Figura 44 representa o resultado BICM, LDPC e BICM para o FEC 3/15. Para
este FEC, ha´ um ganho de 0,21 dB entre o LDPC e o BICM, e um ganho de 3,13 dB
entre o QPSK teo´rico e o BICM em 3x10-6.
62
Figura 44: Resultados BCH, LDPC e BICM para o FEC 3/15 no normal frame.
Fonte: O autor.
A Figura 45 representa o resultado BICM, LDPC e BICM para o FEC 4/15. Para
este FEC, ha´ um ganho de 0,1 dB entre o LDPC e o BICM, e um ganho de 3,09 dB entre
o QPSK teo´rico e o BICM em 3x10-6.
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Figura 45: Resultados BCH, LDPC e BICM para o FEC 4/15 no normal frame.
Fonte: O autor.
A Figura 46 representa o resultado BICM, LDPC e BICM para o FEC 5/15. Para
este FEC, ha´ um ganho de 0,03 dB entre o LDPC e o BICM, e um ganho de 3,11 dB
entre o QPSK teo´rico e o BICM em 3x10-6.
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Figura 46: Resultados BCH, LDPC e BICM para o FEC 5/15 no normal frame.
Fonte: O autor.
A Figura 47 representa o resultado BICM, LDPC e BICM para o FEC 6/15. Para
este FEC, ha´ um ganho de 0,12 dB entre o LDPC e o BICM, e um ganho de 2,74 dB
entre o QPSK teo´rico e o BICM em 3x10-6.
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Figura 47: Resultados BCH, LDPC e BICM para o FEC 6/15 no normal frame.
Fonte: O autor.
A Figura 48 representa o resultado BICM, LDPC e BICM para o FEC 7/15. Para
este FEC, ha´ um ganho de 0,15 dB entre o LDPC e o BICM, e um ganho de 3,27 dB
entre o QPSK teo´rico e o BICM em 3x10-6.
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Figura 48: Resultados BCH, LDPC e BICM para o FEC 7/15 no normal frame.
Fonte: O autor.
A Figura 49 representa o resultado BICM, LDPC e BICM para o FEC 8/15. Para
este FEC, ha´ um ganho de 0,02 dB entre o LDPC e o BICM, e um ganho de 2,78 dB
entre o QPSK teo´rico e o BICM em 3x10-6.
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Figura 49: Resultados BCH, LDPC e BICM para o FEC 8/15 no normal frame.
Fonte: O autor.
A Figura 50 representa o resultado BICM, LDPC e BICM para o FEC 9/15. Para
este FEC, ha´ um ganho de 0,03 dB entre o LDPC e o BICM, e um ganho de 2,75 dB
entre o QPSK teo´rico e o BICM em 3x10-6.
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Figura 50: Resultados BCH, LDPC e BICM para o FEC 9/15 no normal frame.
Fonte: O autor.
A Figura 51 representa o resultado BICM, LDPC e BICM para o FEC 10/15. Para
este FEC, ha´ um ganho de 0,37 dB entre o LDPC e o BICM, e um ganho de 3,15 dB
entre o QPSK teo´rico e o BICM em 3x10-6.
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Figura 51: Resultados BCH, LDPC e BICM para o FEC 10/15 no normal frame.
Fonte: O autor.
A Figura 52 representa o resultado BICM, LDPC e BICM para o FEC 11/15. Para
este FEC, ha´ um ganho de 0,05 dB entre o LDPC e o BICM, e um ganho de 2,72 dB
entre o QPSK teo´rico e o BICM em 3x10-6.
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Figura 52: Resultados BCH, LDPC e BICM para o FEC 11/15 no normal frame.
Fonte: O autor.
A Figura 53 representa o resultado BICM, LDPC e BICM para o FEC 12/15. Para
este FEC, ha´ um ganho de 0,002 dB entre o LDPC e o BICM, e um ganho de 2,61 dB
entre o QPSK teo´rico e o BICM em 3x10-6.
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Figura 53: Resultados BCH, LDPC e BICM para o FEC 12/15 no normal frame.
Fonte: O autor.
A Figura 54 representa o resultado BICM, LDPC e BICM para o FEC 13/15. Para
este FEC, ha´ um ganho de 0,52 dB entre o LDPC e o BICM, e um ganho de 2,42 dB
entre o QPSK teo´rico e o BICM em 3x10-6.
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Figura 54: Resultados BCH, LDPC e BICM para o FEC 13/15 no normal frame.
Fonte: O autor.
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6 CONCLUSA˜O
Este trabalho apresentou os conceitos do sistema ATSC 3.0, que foi necessa´rio para
compreender os conceitos e tecnologias utilizados na realizac¸a˜o da dissertac¸a˜o. A norma
A/322 utilizada como base possibilitou compreender a maneira que o sistema foi concebido
e desta forma aplicar estes conhecimentos no desenvolvimento do projeto.
A seguir, foi apresentado um histo´rico e os conceitos de SDR e a ferramenta GRC,
com o objetivo de mostrar o ambiente de desenvolvimento utilizado e suas vantagens.
Por fim, foi apresentada a etapa de desenvolvimento do projeto, incluindo a lo´gica
utilizada para cada um dos blocos desenvolvidos no GRC.
Assim, pode-se concluir que a etapa BICM do sistema ATSC 3.0 traz va´rias das
inovac¸o˜es tecnolo´gicas presentes neste sistema. A utilizac¸a˜o de codificadores de canal
LDPC e BCH concatenados resulta em uma grande capacidade de correc¸a˜o de erros, o
que, em conjunto com a utilizac¸a˜o de constelac¸o˜es na˜o-uniformes casadas com o FEC,
torna poss´ıvel a utilizac¸a˜o da multiplexac¸a˜o LDM, que por sua vez otimiza a utilizac¸a˜o
do espectro.
Entretanto, durante a realizac¸a˜o deste trabalho foi notada uma grande capacidade de
processamento necessa´ria para poder implementar este bloco, principalmente com relac¸a˜o
ao decodificador LDPC soft-decision.
Este decodificador trabalha com matrizes de ordens muito elevadas, o que requer uma
grande quantidade de memo´ria e processamento. Por este motivo, a utilizac¸a˜o de um
decodificador hard-decision se fez necessa´ria. Isto melhorou o desempenho computacional
do bloco em detrimento da capacidade de correc¸a˜o.
O decodificador BCH, de maneira similar, possui diversos algoritmos eficientes que
podem ser utilizados. A decisa˜o pelo algoritmo de Peterson-Gorenstein-Zierler se deu pelo
fato de ser um dos algoritmos mais populares, juntamente com o algoritmo de Berlekamp-
Massey.
Devido ao fato de toda a lo´gica de decodificac¸a˜o BCH ser realizada em GF, toda
aritme´tica ba´sica foi totalmente ser implementada. Isto resulta em um algoritmo com
desempenho computacional mais complexo, uma vez que operac¸o˜es simples como adic¸o˜es
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e multiplicac¸o˜es tornam-se mais complexas dentro de um GF.
Uma forma encontrada para aumentar a eficieˆncia foi colocar todas as operac¸o˜es em
tabelas para que os ca´lculos possam ser realizados mais rapidamente. Entretanto, isto e´
feito ao custo de maior uso de memo´ria, uma vez que as tabelas de adic¸a˜o e multiplicac¸a˜o
possuem 16384 valores cada uma delas.
Os entrelac¸adores/desentrelac¸adores, por outro lado, possuem implementac¸o˜es mais
simples. Como um entrelac¸ador apenas realiza permutac¸o˜es de bits, sua constituic¸a˜o na˜o
e´ ta˜o complexa. Para aumentar a eficieˆncia, as permutac¸o˜es de cada entrelac¸ador foram
colocadas em tabelas, o que novamente aumenta a eficieˆncia computacional em troca do
aumento do uso de memo´ria.
Ainda, foi observado que a eficieˆncia poderia ser aumentada ainda mais ao incluir todas
as permutac¸o˜es em uma u´nica tabela que engloba todos os entrelac¸adores/desentrelac¸a-
dores, uma vez que elas sa˜o sempre iguais enquanto o sinal estiver sendo transmitido.
Tambe´m, pode-se concluir que a utilizac¸a˜o da ferramenta GRC e´ adequada a` pesquisa
de sistemas de TV digital devido a` facilidade e agilidade para realizar alterac¸o˜es no co´digo.
Ale´m disso, esta ferramenta possibilita a implementac¸a˜o do co´digo em SDRs.
Ainda, neste trabalho foram criadas bibliotecas com os co´digos desenvolvidos que sera˜o
disponibilizadas ao Laborato´rio de TV Digital da Escola de Engenharia da Universidade
Presbiteriana Mackenzie para a utilizac¸a˜o em trabalhos futuros.
6.1 Trabalhos Futuros
A partir deste projeto, alguns projetos podem ser desenvolvidos, como por exemplo:
• Implementar a recepc¸a˜o do BICM em um hardware SDR utilizando RFNoC;
• Implementar o algoritmo de decodificac¸a˜o LDPC soft-decision SPA de forma a me-
lhorar sua eficieˆncia;
• Utilizar algumas das tecnologias presentes no sistema ATSC 3.0 para a pesquisa de
um novo padra˜o de sistema de TV digital para o Brasil.
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• “Introduc¸a˜o ao BICM e te´cnicas de decodificac¸a˜o LDPC e BCH ”, Congresso Bra-
zilian Technology Symposium 2017 (BTSym 2017), Dezembro de 2017, Unicamp,
Campinas, Sa˜o Paulo, Brasil. Autores: Guilherme Rossi Ganzaroli e Cristiano Aka-
mine.
• “Implementation of an ISDB-TBLDM Broadcast System Using the BICM Stage
of ATSC 3.0 on Enhanced Layer and Diversity at Reception”, Congresso IEEE
International Symposium on Broadband Multimedia Systems and Broadcasting 2018
(BMSB 2018), Junho de 2018, Universitat de Vale`ncia, Valeˆncia, Espanha. Autores:
R. S. Rabac¸a, G. H. Maranha˜o Garcia de Oliveira, G. R. Ganzaroli, F. Jerji and C.
Akamine.
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APEˆNDICE A
Tabela A.1: Tabela para gerar a matriz de paridade (Taxa de co´digo = 10/15 (Ninner =
16200)
Taxa de co´digo = 10/15 (Ninner = 16200)
352 747 894 1437 1688 1807 1883 2119 2159 3321 3400 3543 3588 3770 3821 4384 4470 4884 5012 5036 5084 5101 5271 5281 5353
505 915 1156 1269 1518 1650 2153 2256 2344 2465 2509 2867 2875 3007 3254 3519 3687 4331 4439 4532 4940 5011 5076 5113 5367
268 346 650 919 1260 4389 4653 4721 4838 5054 5157 5162 5275 5362
220 236 828 1590 1792 3259 3647 4276 4281 4325 4963 4974 5003 5037
381 737 1099 1409 2364 2955 3228 3341 3473 3985 4257 4730 5173 5242
88 771 1640 1737 1803 2408 2575 2974 3167 3464 3780 4501 4901 5047
749 1502 2201 3189
2873 3245 3427
2158 2605 3165
1 3438 3606
10 3019 5221
371 2901 2923
9 3935 4683
1937 3502 3735
507 3128 4994
25 3854 4550
1178 4737 5366
2 223 5304
1146 5175 5197
1816 2313 3649
740 1951 3844
1320 3703 4791
1754 2905 4058
7 917 5277
3048 3954 5396
4804 4824 5105
2812 3895 5226
0 5318 5358
1483 2324 4826
2266 4752 5387
Fonte: Traduzido de Advanced Television Systems Committee (2017).
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