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Abstract—Energy efficiency is vital for a mobile termi-
nal. In this paper we investigate how to choose the right
parameter settings at run-time so that the energy con-
sumption is minimized while satisfying the required level
of service. To use a real world example, the energy con-
sumption of a third generation telephone WCDMA down-
link receiver with turbo decoding forward error correction
is considered. A trade-off is made between the number
of fingers of a rake receiver and the number of iterations
of the turbo decoder. A simulation environment is con-
structed to simulate the system. In this paper we present
graphs, with which the trade-off can be easily made.
Keywords—wireless communication, quality of service,
run-time energy management, rake receiver, turbo decod-
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I. Introduction
MOBILE hand-held multimedia devices evolve intheir functionality and complexity with each
new generation. As a consequence they require more
and more processing power. Another trend is that
due to increasing complexity and short time to mar-
ket, the amount of software in these devices rapidly
increases. Low energy consumption is a vital require-
ment for a mobile device. Only the application of
low-power hardware is not sufficient to design an en-
ergy efficient mobile, although it is a necessary pre-
condition. Also other aspects have to be taken into
account to achieve an architecture with a low energy
consumption. In [11] we mentioned: selection of the
most suitable algorithms, determination of the most
appropriate execution unit, selection of the most opti-
mal parameters and determination of the best power
state of different hardware components.
In this paper, we restrict ourselves to parameter se-
lection. With parameter selection, a trade-off is made
between different parameter values to select a setting
that minimizes the energy consumption of the total
system, while still satisfying the given quality of ser-
vice constraints. This trade-off has to be made at
run-time, due to the dynamic nature of the environ-
ment of a mobile. Through adaptation of the mobile
to the environment, energy usage can be minimized. If
these trade-offs were made at design time, the parame-
ters are optimized for worst-case situations, doing too
much work in typical situations.
In the next section we will give an overview of trade-
off that is made in the selected UMTS case, followed
by an overview of the system. Next, our approach is
presented how to model the quality and the costs to
make a trade-off. In the following section, we look at
related work. The next section describes the simula-
tion setup in detail, followed by the simulation results,
the conclusions and future work.
II. UMTS receiver example
To investigate the mechanism of parameters selec-
tion we defined a practical case within the area of
the third generation mobile telephony. In a universal
mobile telecommunications system (UMTS) commu-
nication system, there are a lot of parameters that
influence the achieved quality of service of the wire-
less link and the energy usage of the mobile terminal
(e.g. a phone). This is an ideal case for us, because
• there are a lot of choices to be made,
• there is a lot of dynamic through the changing qual-
ity of the wireless link and
• receiving data over a wireless link is computation
intensive.
In this paper, we consider the receiver that is needed
for the downlink (the base station transmits data to
the mobile). We focus on the trade-off between a rake
receiver [9] combined with a turbo decoder[4], [5] that
are both part of a third generation telephony terminal.
A rake receiver improves the quality of the received
signal by combining different received reflections of
the same transmitted signal. A turbo decoder is a
forward error correction (FEC) decoder that tries to
correct errors through using redundant information
that is added at the transmitting side. The general
idea is that there is a trade-off between the rake re-
ceiver and the turbo decoder. A very good rake re-
ceiver (consuming a lot of energy) gives a good output
to the turbo decoder, so the turbo decoder has an easy
job to correct the few remaining errors. On the other
hand a rake receiver that performs less (consuming
also less energy) needs a good turbo decoder (con-
suming a lot of energy) to obtain the same quality as
in the previous case. So our goal is to determine the
number of fingers for the rake receiver and the num-
ber of turbo decoding iterations with as optimization
parameter a low energy consumption, given a certain
minimum required quality. However, beside the two
mentioned parameters, there are a lot of other pa-
rameters which influences the quality as well as the
costs. Some parameters (like number of quantization
bits, carrier frequency) are determined at design time
through definitions in the standard or implementation
choices, while others are determined at run time. In
our situation, the last category is the most relevant
one.
A. Local versus global parameters
A distinction can be made which part of the sys-
tem determines the values of the parameters. Three
different categories are distinguished.
First, some values of parameters are determined by
the external environment, e.g. the number of reflec-
tions or the number of users. Although the number
of users cannot be changed by the system and is not
known to the receiver, information about the actual
number of users can be very useful to determine the
values of other parameters. The base station knows
the number of users, so the base station can provide
the mobiles with this information.
Second, the transmitter can choose values for pa-
rameters (like the spreading factor). The receiver of
the mobile can not change this parameters, but by
means of a feedback loop it can inform the base sta-
tion that it has to change the parameters to get a
more optimal connection.
Third, the receiver can choose values locally for
parameters, like the number of turbo decoding iter-
ations.
This last category of parameter selection - local at
the mobile - is investigated in this article. In future
work, the scope will be extended to a more global
view, including the possibilities at the base station.
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Fig. 1. Combination Of Rake Receiver And Turbo Decoder
III. System Description
Figure 1 shows the combination of a rake receiver
and a turbo decoder. The rake receiver is used
for wideband code division multiple access systems
(WCDMA) [8]. In a WCDMA system all the users
transmit in the same band simultaneously. Each user
has a unique pseudo random code that is used to iden-
tify the specific user on the receiving side by means of
correlation performed by the rake receiver. The rake
receiver receives signals from different paths with dif-
ferent delays (there are multiple paths due to reflec-
tions) and combines them to construct one output sig-
nal. Each recognized path element is correlated with
a code in a finger to retrieve the original signal. This
basic principle of a rake receiver is shown in Figure 2.
For a more detailed description, see [8], [13]. The soft
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Fig. 2. Basic Principle Of A Rake Receiver
output signal of the rake receiver is a signed value. A
high positive output value means a high probability
that a 1 was transmitted; a low negative output value
means a high probability that a 0 was transmitted.
The turbo decoder is an error correcting decoder,
which will get the values of the rake receiver as input
and produces hard bits (0 or 1) on the output. A block
diagram is of the turbo decoder is shown in Figure 3.
The turbo decoder is constructed out of two decoders,
an interleaver, and a deinterleaver. The turbo decod-
ing algorithm can be run multiple times on the same
data to improve the output of the turbo decoder. The
output of one decoder is passed to the other decoder,
to improve the output by use of a-priori information
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Fig. 3. Block Diagram Of Turbo Decoder
out of the previous iterations. This iterative principle
gives the turbo decoder a better performance than a
conventional decoder. Between the decoders, the data
is (de)interleaved. More details about turbo decoding
can be found in e.g. [14]. The Quality of Service
(QoS) manager (see Fig. 1) determines the (current)
settings for the number of fingers for the rake and the
number of iterations that the turbo decoder should
do, making a trade-off between the costs and the per-
formance. The minimal requested quality is an input
constraint for the QoS manager.
IV. Model
Our goal is to construct a model that minimizes
the costs given a set of constraints. This is a typical
(non-linear) optimization problem known from opera-
tion research [16]. The cost function to be minimized
is the sum of the cost function for the rake receiver
and the cost function for the turbo decoder. The set
of constraints consists of (1) a quality function that
must satisfy a minimum threshold for the required
minimum quality of service and (2) limits on the range
of parameters (e.g. the number of finger must be be-
tween 1 and 10). Note that the quality function is
not the sum of two quality functions for the rake re-
ceiver and the turbo decoder, because the quality of
the turbo decoder is dependent on the quality output
of the rake receiver. The cost and quality functions
will be discussed below in more detail.
A. Cost Function
The energy consumption costs are expressed in
number of operations needed for the datapath. This
is a rough estimation of the energy costs. The real en-
ergy consumption is implementation dependent. Our
goal is to make a trade-off between the two, regardless
of the exact absolute costs.
A.1 Rake receiver
In essence each finger of a rake receiver performs a
correlation of the incoming chips (transmitted pulses)
with a code. This means that per correlator sf multi-
plications have to be done, where sf is the spreadings-
factor. These multiplications are very simple, because
the polynominal contains only zeros and ones. There-
fore, the multiplication is equal to an AND operation.
Additional, the results of the different fingers have to
be summarized, requiring sf −1 additions (in our im-
plementation). Therefore the number of operations
are about 2 · sf per processed bit. So, the total num-
ber of operations per bit needed for the arithmetic of
the rake receiver are about 2 · sf · co · ch, where
sf is the spreading factor (sf is equal to number of
chips per bit), co is the number of correlators and ch
is the number of channels. Note that correlators are
needed for channel estimation and searching as well,
so the number of correlators is greater than the num-
ber of fingers. Further, most rake receiver designs are
more complex (having tracking algorithms, advanced
filters, etc.) that make the performance better and
the arithmetic complexity higher. In most cases, af-
ter the correlation the signal is multiplied with a gain
factor before the combining operation, also raising the
computation costs. So, the exact costs depends on the
design and implementation, but in general the costs
per bit are proportional to 2 · sf · co · ch.
A.2 Turbo decoder
With regard to the turbo decoder, the number
of operations per bit is approximately linear to the
number of iterations of the turbo-decoding algorithm.
There exist different turbo decoding algorithms with
different costs and performance. Three frequently
used algorithms are Max-Log-MAP, Log-MAP and
SOVA. The costs per bit are shown in Table I, taken
from [10].
Operation Max-Log-Map Log-MAP SOVA
max ops 5 x 2M -2 5 x 2M -2 3(M+1)+2M )
additions 10 x 2M+11 15 x 2M+9 2 x 2M+8
mul by ±1 8 8 8
bit comps 6(M+1)
look-ups 5 x 2M -2
total ops 15 x 2M -17 25 x 2M+13 3x2M+9xM+25
for M=3 103 213 76
TABLE I
Computational complexity of SISO decoders
A turbo decoder contains also two (de)interleavers.
The number of operations per bit for the interleavers
depends on their implementation. We assume these
costs about i. Each iteration the decoding algo-
rithm is executed twice. The number of opera-
tions needed for the turbo decoder per bit is about
n · (2 · 103 + 2 · i), using the Max-Log-MAP al-
gorithm and an encoder with 3 memories, where n is
the number of iterations. The (third generation) Uni-
versal Mobile Telecom System (UMTS) always uses
three memories in the encoder. So, the costs are lin-
ear with the number of executed iterations. Note that
these are only the arithmetic costs, e.g. control costs
are not included.
The cost function of the system is simply the sum
of the cost function of the rake receiver and the cost
function of the turbo decoder.
B. Quality Function
There are a lot of parameters that affect the qual-
ity (and consequently the costs). However, many pa-
rameters are determined by the external environment
(e.g. number of paths and interference). These ”ex-
ternal” parameters have a considerable influence on
the system. Therefore the QoS manager has to take
into account the effects of changes of these parame-
ters, but the QoS manager cannot change them. Fur-
ther, the values of some parameters are determined
at or already before design time (e.g. chiprate) and
cannot be changed (easily) at run-time. Due to the
unpredictable external environment, it turned out to
be very difficult to describe the turbo/rake system in
an analytical way. The processing costs as a result of
the parameter settings can be estimated, but the qual-
ity of the output of the turbo/rake system is difficult
to determine in advance. To determine this quality of
the output for different parameter settings, we con-
structed a simulation environment. With this simula-
tion environment we can study the effects of different
parameter settings. With the results of the simula-
tions, we will try to construct heuristics about what
to do in which case. The final goal is to construct a
control system that use real-time measurements of the
current quality in combination with this heuristics to
make the appropriate decisions at run-time.
V. Related work
In the three previous sections we outlined what our
goal is, what our motivation is and our approach to
achieve this goal. In this section we look at work of
others that is related to our work.
The rake receiver was already proposed in 1958
by Price [9]. The related Direct Sequence CDMA
(DSCDMA) technique was primarily used for mili-
tary communications until the late 80’s [12]. Due to
progress in the development of CDMA techniques, the
capacity of CDMA is improved to a comparable level
of TDMA and FDMA systems. CDMA is now ap-
plicable in cellular systems and therefore the research
effort for CDMA systems is increased in the last years.
Turbo decoding was proposed in 1993 [5] by Berrou
e.a. After acceptation of the paper [4] of Berrou in
the IEEE Transactions on Communications, the turbo
code research field became very popular. At this mo-
ment, the turbo code theory is transferred to practical
applications and implementations.
Therefore in both research fields, WCDMA and
turbo decoding, a lot of research has been done al-
ready. A lot of research investigates the effect of
changing parameters. However, there are several dif-
ferences with regard to our research.
First, the scope of most of the research is different.
Most research specifies on only a part of the system.
For example, only the effect of multiple antennas is
investigated. Or the capacity of turbo decoding is
studied for an AWGN channel. This research is rel-
evant to study the specific characteristics. However,
in reality a channel is never a nice AWGN channel.
Therefore, we are interested in the combinations of
all the parts together.
A second difference is that in most cases the
primary research goal is performance optimization.
While not neglecting the importance of quality, our
primary point of view is optimization for low energy
consumption with QoS constraints.
Combining different parts of existing literature is
not feasible, because each simulation setup uses differ-
ent parameters, different assumptions (e.g. different
channel models), neglecting sometimes certain issues
(e.g. Doppler effect), simplifying the world (e.g. as-
suming a time invariant environment) and fixing dif-
ferent parameters. These differences make it hard to
combine the different results and to draw conclusions
for the quality of the overall system. Beside this fact,
the amount of data is limited. Most times, only a few
plots are presented. Therefore, the only feasible way
for our goals is to do our own simulations despite the
amount of information available.
VI. Simulation Setup
To simulate the system, we have to simulate the re-
ceiver and fec turbo decoder, but also the fec turbo
encoder, the transmitter and the channel. In Figure 4
an overview of the system is depicted. Below we will
give a short explanation for each different component.
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Fig. 4. 3gpp Simulation System
The simulations are performed in Matlab 6.0. For the
whole system, a lot of different parameters values have
to be chosen. In most cases, we will choose the val-
ues that are suggested by the UMTS standard [1].
With the chosen parameters, we think that we simu-
late a realistic wireless environment, including multi-
ple users, multiple paths, a time-variant fading chan-
nel and power degradation. The used parameters are
summarized in Table II.
A. Data Generation
The data generator generates blocks with random
bit values. The block length may vary over the differ-
ent simulations. Within the UMTS specification, the
block length for the turbo encoder should be between
40 and 5114 bits. The simulations are performed with
a block length of 1000 bits.
B. Turbo Encoder
The turbo encoder [2] encodes the information bits.
According the UTMS specification, the turbo encoder
is a parallel concatenated convolutional coder with
two 8-state constituent encoders and one internal in-
terleaver. Trellis termination is a little bit different
with respect to the UMTS specification. The first en-
coder is fully terminated, while the second encoder is
left open. The turbo encoder has rate 1/3. So it gen-
erates for every incoming information bit a systematic
bit, a parity bit of the first encoder and a parity bit
of the second encoder. Therefore the length of the
output block is three times the length of the incoming
block + the number of tail bits (=3). The output bits
of the turbo encoder are modulated; 0 and 1 are re-
spectively mapped to -1 and 1. A random interleaver
is used.
C. Transmitter
The transmitter spreads the incoming data and gen-
erates sf chips for every bit, where sf is the spread-
ingsfactor. In UMTS, the sf is between 4 and 512.
The pn-code used for the spreading is generated with
the polynomial X30 + X23 + X2 + X1 for the I branche
and X30 + X29 + X28 + X7 for the Q branche. Af-
ter the spreading, the chips are pulse shaped with a
square root raised cosine filter with a roll-off factor of
0.22 and a FIR length of 17. At last the chips are RF
modulated using quadrature modulation.
D. Wireless Channel
The channel is modeled as a fading multipath chan-
nel with different users that are simultaneous trans-
mitting data. The Doppler frequency is for all simula-
tions fixed to 37 Hz. This corresponds to a velocity of
the mobile of 20 km/hour. The receiver gets (in most
cases) different reflections of the same transmitted sig-
nal that traverse along different paths due to obstacles
in the surrounding, like large buildings, mountains,
trees and so on. The receiver is not able to separate
different reflections that are within the one chip dis-
tance of each other. These reflections are considered
to belong to the same path. Therefore, the different
paths are modeled with delays that are multiples of
the chip arrival time. In our model, the second path
arrives two chip times later as the first path, the third
path arrives three chip times later as the first path and
so on. In practice this means that the second path is
150 m longer as the first path and the third path is 225
meter longer as the first path. Due to this longer dis-
tance, the reflections with a longer path contain less
energy. This is modeled according the general inverse-
power propagation law Pr(r) = Ar−β . The parameter
β is very dependent on the surroundings; in our case
we choose β = 2. To compute the average power, we
assumed that the distance between the receiver and
the base station is 1000 meter. WCDMA is user inter-
ference limited [6]. Therefore it is important to model
the channel with different simultaneous transmitting
users. We made the assumption that the receiver re-
ceives all the different users with equal power.
E. Rake Receiver
At the receiver side, the received signal is RF de-
modulated using a chip-matching filter. Then the re-
ceived signal is sampled with an over sample factor of
4. Subsequently the data is converted to digital by a
digital/analog converter using 6 bits for quantization,
which is sufficient according [3]. Next, for each path
that is considered, a finger of the rake receiver, see
Figure 2, does the correlation. We assumed perfect
channel estimation, so that each path is known to the
rake receiver.
Tracking of the different paths is done within each
finger in the tracking unit. This tracking unit uses
a noncoherent Early Late Delay Locked Loop (EL-
DLL). This time discrete tracking loop samples the
signal at the considered perfect time, and a bit earlier
and later. With this information the synchronization
error is computed to perform the tracking. For the
performance of the ELDLL tracking unit see [3]. A
disadvantage of this kind of tracking unit is that it
is computational intensive, because three correlations
are performed for each chip.
F. Turbo Decoder
The turbo decoder consists of two 8-state Soft Input
Soft Output (SISO) decoders, separated by a random
interleaver. The SISO decoders make use of the LOG
MAP algorithm [10]. Note that with regard to the
energy consumption, the use of a Max LOG MAP
decoder may be a better choice. The performance is
worse than the LOG MAP decoder, but it has lower
computational complexity, see Table I.
VII. Simulation results
In Figure 5 the simulation results are shown of a
simulation with 12 simultaneous transmitting users
with a spreadingsfactor of 32, having 3 paths and a
rake receiver with one finger. Due to the used for-
ward error turbo coding, the data is transmitted in
blocks, which is quite usual for a data connection in
general. The block length is 1000 bits. In most data
connections, it is not allowed to loose any bit. So,
even if only 1 bit out of 1000 bits is wrong after the
turbo decoding, the whole block has to be retrans-
mitted. Therefore, we considered that it is important
to investigate the frame error rate (FER) as quality
measurement instead of the more commonly used bit
error rate. In fact, the FER is the information of bit
error rate combined with the information of the dis-
tribution of the errors over the data.
Figure 5 depicts the Eb/N0 of the wireless chan-
nel at the x-axis and the FER at the y-axis. Eleven
lines 1 are shown, which connect points at different
1The lines contain some peaks. This is due to a limited set
of blocks that are simulated due to the time that is needed to
perform the simulations.
Parameter value
carrier frequency 2.0 * 109 Hz
Doppler frequency 37 Hz
chiprate 3.84 * 106 chips/s
blocklength 40 . . . 5112
encoder constraint length 4
Code generator turbo enc. 1 1 0 1 ; 1 1 1 1
turbo encoder rate 1/3
spreading factor 4 . . . 512
datarate chiprate/sf
No. of samples per chip 4
No. of quantization bits 6
roll-off factor SRRC filter 0.22
FIR length SRRC filter 17
modulation QPSK
number of resolvable paths variable
number of users variable
Turbo decoder LOG MAP
Turbo decoder interleaver random
No. turbo dec. iterations variable
No. of fingers variable
Eb/N0 variable
TABLE II
Summary of the simulation parameters
signal/noise ratio’s with the same number of turbo de-
coding iterations. Simulations are done at the Eb/N0
of [0,1,2,3,4,5,6,7 and 10]. The straight line on top
of the graph, with a frame error rate equal to 1, is
the quality of the data straight from the rake receiver
without turbo decoding. For this line, there are no
frames without errors. The line below this line shows
the quality of the data after one turbo decoding it-
eration at different signal/noise rates. Different lines
are shown up to a maximum of 10 turbo decoding it-
erations. Two other graphs are made for respectively
two and three fingers that are not shown; they show
up the same tendency.
The first turbo decoding iterations deliver the most
gain. After about three or four iterations, the gain
is less. To make a trade-off between the number of
fingers and the number of iterations is difficult with
these graphs. First, for each number of fingers, there
is a different graph. These graphs should be combined
to make a trade-off. Second, the costs are not included
in these graphs. Therefore, these graphs are combined
with the costs in new graphs. These graphs depict the
relation between the quality and the costs at a certain
fixed signal/noise ratio. In Figure 6 such a graph is
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shown for the same parameters as for Figure 5 at 0
dB with the costs in operations at the x-axis and the
quality (FER) at the y-axis. The three lines show the
costs for the different fingers. The points are marked
with a + sign, which means a measure point after a
certain amount of turbo decoding iterations.
The costs in Figure 6 are computed according the
formula in section IV-A.1, making the costs 2 · sf per
bit per finger. Note however that the turbo expands
the original information bits to a block with a block-
length that is three times the original one. Therefore,
the costs are about 6 · sf for each original bit per
finger. For a sf equal to 32, this means 192 opera-
tions per bit per finger. We have computed the graph
with 200 operations per bit per finger. With regard to
the turbo decoder, the graph is computed with a cost
of 426 operations per bit per iteration. We can safely
neglect the operations needed for the interleaver as
this is only a case of addressing in the right manner.
Filtering, which is a computational intensive opera-
tion, is not included in the costs because the filtering
always should be done, independent of the number of
fingers. Further, we do not take into account channel
estimation and advanced tracking algorithms. Chan-
nel estimation can be done at a relative low frequency,
so that the costs are relative low. The ELDLL track-
ing unit that is used during the simulations is expen-
sive from the viewpoint of energy efficiency and we
think that cheaper solutions will satisfy. Also we do
not take into account the required control.
In Figure 7 the situation is depicted at the other
extreme for for 10 dB.
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VIII. Discussion
In this section we will discuss the simulation re-
sults. Both in Figure 6 and Figure 7 the quality in-
crease when the number of turbo decoding iterations
increases. The gain for each next iteration is less. For
the same amount of turbo decoding iterations, the
quality is higher (FER lower) for a better signal/noise
rate. Clearly a bottom floor in the FER can be seen as
the signal/noise ratio increases. At this moment, the
user interference (which remains the same) becomes
more important as the quality of the channel. This is
according the results in [15], see e.g. Figure 7.10 on
page 180.
When Figure 6 and 7 are compared, then for the
same amount of operations, the quality is better for
the 10 dB graph. This is what we expect, because the
channel is better.
The quality of two fingers is a little bit better than
the quality of three fingers. That is something that
we did not expect. We do not have an explanation for
this behavior. We suppose that there could be two
possible causes for this effect.
First, a limited number of blocks were used in the
simulation. The absolute difference between the qual-
ity of two and three fingers for 10 turbo decoder it-
erations at respectively 0 dB and 10 dB is 3 and 6
blocks. The simulation used 300 blocks, so the qual-
ity difference between two and three fingers is only 1-2
percent of the total number of blocks. Maybe the sim-
ulations use too less blocks. We would like to improve
the speed of the simulation environment. At this mo-
ment, the simulation of 300 blocks for Figure 5 takes
approximately 65 hours to complete on a Pentium 4
PC with 100 percent CPU load.
Second, according to [7], adding number of fingers
at higher chip rates may decrease the performance.
This can explain the little degradation of the quality
from two to three fingers.
Notwithstanding the strange finger effect, these
kinds of graphs could be used very well to make the
trade-off between the number of fingers and the num-
ber of turbo coding iterations. Suppose that the qual-
ity must be at least a FER=0.5 and the channel qual-
ity is around the 10 dB. From the graph can be seen
that the best option is to use three fingers and two
turbo decoding iterations. If a FER of 0.35 is the
minimum quality, it is better to use two fingers and
three turbo decoding iterations.
IX. Conclusion
In this paper we presented the first results of a
simulation environment for a receiver for an UMTS
WCDMA downlink with forward turbo coding error
correction. Instead of the common graphs that ex-
press performance given a certain channel condition,
we constructed graphs that express the amount of en-
ergy consumption costs for different scenarios for a
given performance. With these graphs, a trade-off
can be made in an easy manner about the number
of fingers of a rake receiver and the number of turbo
decoding iterations that are necessary to achieve the
required quality with minimal energy.
X. Future work
Clearly, much more parameters are relevant for
making a global system trade-off beside the two pa-
rameters presented in the previous section. Therefore,
more research will be done for the effects of other pa-
rameters. For example, a change in the number of
users or the blocksize will have a noticeable impact
on the performance on the system. Note that there is
a difference between the two parameters. The num-
ber of users cannot be determined by the system itself
and has a noticeable influence on the energy consump-
tion. The blocksize is changeable by the system and
does not significantly change the energy costs but will
change the latency.
An additional important issue for future work is to
include the costs of the transmission of the bits. For
example, a higher spreadingsfactor will improve the
quality of the received signal but will decrease the
transmission speed of the information bits. Therefore
the receiver is longer active and requires more energy.
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