We introduce the Locally Linear Latent Variable Model (LL-LVM), a probabilistic model for non-linear manifold discovery that describes a joint distribution over observations, their manifold coordinates and locally linear maps conditioned on a set of neighbourhood relationships. The model allows straightforward variational optimisation of the posterior distribution on coordinates and locally linear maps from the latent space to the observation space given the data. Thus, the LL-LVM encapsulates the local-geometry preserving intuitions that underlie non-probabilistic methods such as locally linear embedding (LLE). Its probabilistic semantics make it easy to evaluate the quality of hypothesised neighbourhood relationships, select the intrinsic dimensionality of the manifold, construct out-of-sample extensions and to combine the manifold model with additional probabilistic models that capture the structure of coordinates within the manifold.
Introduction
Many high-dimensional datasets comprise points derived from a smooth, lower-dimensional manifold embedded within the high-dimensional space of measurements and possibly corrupted by noise. For instance, images of a single object from different angles and in different lighting will sweep out a limited manifold within the space of all pixel configurations as the pose of the object and the illumination change. Biological or medical imaging data might similarly reflect the interplay of a small number of latent processes that all affect measurements non-linearly. Linear multivariate analyses such as principal component analysis (PCA) or multidimensional scaling (MDS) have long been used to estimate such underlying processes, but cannot always reveal low-dimensional structure when the mapping is non-linear (or, equivalently, the manifold is curved). Thus, there has been substantial recent interest in algorithms to identify non-linear manifolds in data.
Many more-or-less heuristic methods for non-linear manifold discovery are based on the idea of preserving the geometric properties of local neighbourhoods within the data, while embedding, unfolding or otherwise transforming the data to occupy fewer dimensions. Thus, algorithms such as locally-linear embedding (LLE) and Laplacian eigenmapping attempt to preserve local linear relationships or to minimise the distortion of local derivatives [1, 2] . Others, like Isometric feature mapping (Isomap) or maximum variance unfolding (MVU) preserve local distances, estimating global manifold properties by continuation across neighbourhoods before embedding to lower dimensions by classical methods such as PCA or MDS [3] . While generally hewing to this same intuitive path, the range of available algorithms has grown very substantially in recent years [4, 5] .
However, these approaches do not define distributions over the data or over the manifold properties. Thus, they lack an explicit model for noise that might lift measured high-dimensional data from the manifold; they provide no measures of uncertainty on manifold structure or on the low-dimensional locations of the embedded points; they cannot be combined with a structured probabilistic model within the manifold to define a full likelihood relative to the high-dimensional observations; and they provide only heuristic methods to evaluate the manifold dimensionality or to validate the initial definitions of local neighbourhoods. As others have pointed out, they also make it difficult to extend the manifold definition to out-of-sample points, requiring separate approximations to estimate the transformation from the high-dimensional space to the low-dimensional space for new datapoints, with the potential for added error [6] .
An established alternative is to construct an explicit probabilistic model of the functional relationship between low-dimensional manifold coordinates and each measured dimension of the data, assuming that the functions instantiate draws from Gaussian-process priors. The original Gaussian process latent variable model (GP-LVM) required optimisation of the lowdimensional coordinates, and thus still did not provide uncertainties on these locations or allow evaluation of the likelihood of a model over them [7] ; however a recent extension exploits an auxilliary variable approach to optimise a more general variational bound, thus retaining approximate probabilistic semantics within the latent space [8] . The stochastic process model for the mapping functions also makes it straightforward to estimate the function at previously unobserved points, thus generalising out-of-sample with ease.
However, the GP-LVM gives up on the intuitive preservation of local neighbourhood properties that underpin the non-probabilistic methods reviewed above. Instead, the expected smoothness or other structure of the manifold must be defined by the Gaussian process covariance function, chosen a priori (and the tractable application of the auxilliary-variable variational approach restricts the available covariance functions).
Here, we introduce a new probabilistic model over high-dimensional observations, low-dimensional embedded locations and locally-linear mappings between high and low dimensional tangent spaces within each neighbourhood, such that each group of variables is Gaussian distributed given the other two. This locally linear latent variable model (LL-LVM) thus respects the same intuitions as the common non-probabilistic manifold discovery algorithms, while still defining a full-fledged probabilistic model. Indeed, variational inference in this model follows more directly and with fewer separate bounding operations than the sparse auxilliary-variable approach used with the GP-LVM. Thus, uncertainty in the low-dimensional coordinates and in the manifold shape (defined by the local maps) is captured naturally. A lower bound on the marginal likelihood of the model makes it possible to select between different latent dimensionalities and, perhaps most crucially, between different definitions of neighbourhood, thus addressing an important unsolved issue with neighbourhood-defined algorithms. Unlike the GP-LVM, the LL-LVM does not define the manifold through a stochastic process: the conditional Gaussian distributions depend on the datadefined neighbourhoods through their inverse covariances. Nonetheless, the variational approach does also offer a natural extension to out-of-sample data.
While each existing method has its own shortcomings, many nonlinear dimensionality reduction techniques successfully find the low-dimensional representation of high-dimensional data in a variety of settings, as does our model.
1 Thus, our principal interest here is not in comparing the quality of the low-dimensional representations themselves. Rather, we emphasize the theoretical benefits of our approach: a probabilistic framework equipped with Bayesian inference that provides the geometry of the manifold with uncertainties. This paper is organised as follows. In Sec. 2, we introduce our generative model, LL-LVM, and in Sec. 3 we derive the variational inference method for LL-LVM. In Sec. 4, we briefly describe out-of-sample extension under LL-LVM. In Sec. 5, we mathematically describe the similarities and dissimilarities between LL-LVM and GP-LVM. In Sec. 6 we illustrate the theoretical benefits of our approach and finally in Sec. 7 we describe possible future directions.
Notation: We represent column vectors by boldface letters (e.g., v) and matrices by boldface capital letters (e.g., M). The transpose of a matrix is denoted by M , the trace of a matrix is Tr(M), and the vectorized version of a matrix is vec(M). We formulate a diagonal matrix via diag(v) where the diagonal elements are v. We denote a vector of ones by 1. The Euclidean norm of a vector is ||v||, the Frobenius norm of a matrix is ||M|| F . We represent the Kronecker product of two matrices by M⊗N. The vec-transpose operation is denoted by M (p) where p is an integer dividing the number of rows in M [9] . For a square matrix M ∈ R n×n , the commutation matrix is denoted by M (n) ∈ R n 2 ×n 2 [10] . For a random vector w, we denote the normalisation constant in its probability density function by Z w . The expectation of a random vector w with respect to a density q is w q . The Kronecker delta is denoted by δ ij = 1 if i = j, and 0 otherwise.
Our model: LL-LVM
Suppose we have n datapoints denoted by y = [y 1 , · · · , y n ] , where y i ∈ R dy and there is a neighbourhood graph denoted by G for y.
2 As in many nonlinear dimensionality reduction techniques, we assume that there is a low dimensional (latent) representation of the high dimensional data,
Our key assumption is that there is a locally linear mapping between tangent spaces defined in the low and high dimensional spaces; see Fig. 1 Figure 1 : Locally linear mapping between the tangent space in high dimensional (data) space and the tangent space in low dimensional (latent) space. The locally linear mapping denoted by C i for ith datapoint transforms the tangent space, T xi M x at x i in the low dimensional space to the tangent space, T yi M y at the corresponding datapoint y i in the high dimensional space. The neighbouring datapoint is denoted by y j and the corresponding latent variable by x j . spaces are approximated by {y j − y i } and {x j − x i }, the pairwise differences between the ith point and its neighbouring points j. The matrix C i ∈ R dy×dx at the ith point linearly maps those tangent spaces as
(
Under this assumption, we aim to find the distribution over the linear maps C = [C 1 , · · · , C n ] ∈ R dy×ndx and the latent variables x that best describe the data given a graph G:
The joint distribution can be written in terms of priors on C, x and the likelihood of y as
In the following, we describe the components of our model referred to as Locally Linear Latent Variable Model (LL-LVM) in detail.
3
Adjacency matrix and Laplacian matrix
The neighbourhood graph G for n datapoints specifies the n × n symmetric adjacency matrix G. The i, jth element of G is written η ij , and is 1 if y j and y i are neighbouring and 0 if not. We assume η ii = 0 to avoid degeneracy. We denote the graph Laplacian matrix by
Prior on x
We assume that the latent variables are zero-centered and not too large. Furthermore, we assume that the neighbouring latent variables are similar in terms of Euclidean distance. Formally, the log prior on x is log p(x|G, α) =
where the parameter α controls the expected scale (α > 0). An equivalent form of the prior on x is a multivariate normal distribution
Prior on C
We assume that the linear maps of neighbouring points are similar in terms of Frobenius norm log p(C|G)
In order to capture the correlations among rows in C, we add a prior covariance term U (i.e., E[CC ] ∝ U), which yields the matrix normal prior
An equivalent form of the prior on C is a multivariate normal in c = vec(C)
Likelihood
In accordance with Eq. (1), we penalise the approximation error which yields the log likelihood Figure 2 : Graphical representation of generative process in LL-LVM. Given a dataset, we construct a neighbourhood graph G. The distribution over the latent variable x is controlled by the graph G as well as the parameter α. Similarly, the distribution over the linear map C is governed by the graph G and a prior covariance term U . The latent variable x and the linear map C together determine the data likelihood.
where ∆ yj,i = y j − y i and ∆ xj,i = x j − x i . We assume the noise precision V −1 = γI, where γ is a parameter.
An equivalent form of the likelihood is a multivariate normal in y
where e = [e 1 , · · · , e n ] ∈ R ndy whose ith vector (of length d y ) is given by
The graphical representation of the generative process of LL-LVM is given in Fig. 2 .
Variational Inference
Our goal is to infer the latent variables (x, C) as well as the parameters θ = {α, U, V} in LL-LVM. We infer them by maximising the lower bound of the marginal likelihood of the observations
where F is often called free-energy [11] . For computational tractability, we assume that the posterior over (C, x) factorizes
We maximize the free-energy w.r.t. q(C, x) and θ by the variational expectation maximization algorithm [12] , which consists of (1) the variational expectation step for computing q(C, x) by
and
then (2) the maximization step for estimating θ,
In the following, we highlight the main steps of the algorithm.
E step
Posterior over x
Computing q(x) from Eq. (11) requires rewriting the likelihood in Eq. (32) as a quadratic function in x
where the normaliserZ x has all the terms that do not depend on x from Eq. (32). The matrix A −1 is defined by
and the i, jth block in
The likelihood combined with the prior on x gives us the Gaussian posterior over x (i.e., solving Eq. (11))
where 
where the normaliserZ C has all the terms that do not depend on C from Eq. (32). The block diagonal matrix Γ −1 is defined by
and the i, jth matrix of
The matrix H is defined by
The likelihood combined with the prior on c gives us the Gaussian posterior over c (i.e., solving Eq. (12))
Sufficient statistics of A, B, Γ, H
The sufficient statistics formulae for A, B, Γ, H are given in Appendix.
M step
We set the parameters θ by maximising the free energy F(q(C, x), V) w.r.t. θ:
which can be split into three terms based on dependence on each parameter: (1) expected log-likelihood which is a function of V:
(2) negative KL divergence between the prior and the posterior on C which is a function of U
and (3) negative KL divergence between the prior and the posterior on x which is a function of α
In the following we present the update rules for each parameter from these three terms.
Updating V
Assuming V −1 = γI makes updating V simple. Once integrating out (x, C) from the log-likelihood (i.e., Eq. (21)), we compute the first derivative w.r.t. γ, which yields the update rule for γ
where each term is defined by
Updating U
The derivative expression of Eq. (22) w.r.t. U gives us the following update rule for U:
where the matrices P and Q are defined by
Updating α
Unfortunately, the first derivative of Eq. (23) w.r.t. α does not provide a closed form expression for updating α. Instead, we find the root of the following equation for updating α:
Stopping criterion
We use the free energy in Eq. (32) evaluated at θ =θ as a stopping criterion of our variational EM algorithm.
The summary of our variational inference algorithm for LL-LVM is given in Algorithm 1. The distance between the 28th (red dot) and the 29th (blue dot) datapoints are actually huge (distance in dotted grey) in the 2D space. C: Short-circuiting the 28th and the 29th datapoints. Using the correct adjacency matrix (Left, the first 50 by 50 entries of G is shown here) achieves higher lower bound than using the adjacency matrix (Right) with short-circuiting the 28th and the 29th datapoints.
Algorithm 1 Variational EM for LL-LVM
Given data D = {y 1 , · · · , y n } and initial θ, iterate:
1. E-step: 
Out-of-sample extension
In the LL-LVM model one can formulate a computationally efficient out-of-sample extension technique as follows. Given n datapoints denoted by D = {y 1 , · · · , y n }, the variational EM algorithm derived in the previous section converts D into the posterior q(x, C)
Now, given a new high-dimensional data point y * , one can first find the neighbourhood of y * without changing the current neighbourhood graph. Then, it is possible to compute the distributions over the corresponding tangent space and latent variable q(C * , x * ) via simply performing the E-step given q(x)q(C) (freezing all other quantities the same) as
Connection to GP-LVM
One might wonder the similarities between LL-LVM and GP-LVM (other than their probabilistic nature). First, we briefly describe GP-LVM and then point out the similarities and differences of the two models.
GP-LVM defines the mapping from the latent space to data space using Gaussian processes [7] . Formally, the likelihood of the observations Y = [y 1 , . . . , y dy ] ∈ R n×dy given latent variables X = [x 1 , . . . ,
where the i, jth element of the covariance matrix is of the squared exponential form
Here, the parameters α q 's determine the relevant dimensionality of the latent space [8] .
In LL-LVM, once we integrate out C from Eq. (32), we also obtain the Gaussian likelihood given x p(y|x, G, θ) = p(y|C, x, G, θ)p(C|G, θ)dC,
In contrast to GP-LVM, the precision matrix K −1 LL depends on the Laplacian matrix. Therefore, the functional form of precision is directly determined by the 1 graph structure given the observations. The exact functional relation is as follows.
The precision matrix K
−1
LL takes the form of
where W is a function in x and L (the formula is given in Appendix) and Λ is a function in x x and L,
Illustration
Having a correct graph given a dataset is inevitably important, since everything (prior, likelihood, and posterior) depends on the graph. Thus, in this section, we introduce possible ways of modifying the graph using the variational lower bound.
We first illustrate how to use the variational lower bound to mitigate short-circuiting problems. In Fig. 3 , we show the 200 samples drawn from Swiss Roll in 3D space (Fig. 3A) . The 28th (red dot) and the 29th (blue dot) datapoints looks close to each other in the 3D space, while they are far apart from each other in the latent (2D) space (Fig. 3B) . If one accidentally short-circuits those two points, the lower bound gets lower. 4 While a complete combinatorial search for graph learning would be prohibitive, using the lower bound to evaluate hypothesized short-circuiting problems in the existing graph could be useful. We discuss an extension to more extensive graph learning below.
We also illustrate how to select an optimal degree of neighbourhood using the variational lower bound. In Fig. 4 , we show the 400 samples drawn from a Gaussian-shaped surface in 3D. Both LLE (Fig. 4B , with fixing k = 20) and GP-LVM (Fig. 4C) unfold the 3D manifold in 2D space nicely. Our method also produces an equivalently good unfolding in Fig. 4D (Middle). On top of that, we also have the posterior mean of the locally linear maps that reveal the structure of the 3D Gaussian manifold in Fig. 4D (Left) . For choosing the optimal number of neighbours, we also use the variational lower bound, in which case k = 10 and k = 20 are better than k = 30. 
Extension to graph learning
So far, we demonstrated how one could use the variational lower bound to evaluate the quality of the hypothesised neighbourhood relationships. In future work, we plan to construct an optimisation scheme to determine the connectivity of the graph (i.e., η ij ).
5
One possible approach would be to add a Bernoulli prior on η ij where the probability of η ij = 1 is controlled by a Beta hyperprior
where a and b are the shape parameters. The posterior over η ij is also a Beta distribution due to conjugacy, and the hyperparameters a, b are updated in M step. The graphical model of the modified LL-LVM is shown in Fig. 5 .
Conclusion
We have demonstrated a new probabilistic approach to non-linear manifold discovery that embodies the central notion that local geometries are mapped linearly between manifold coordinates and high-dimensional observations. The approach offers a natural variational algorithm for learning, quantifies local uncertainty in the manifold, and permits evaluation of hypothetical neighbourhood relationships. 5 By the symmetry of G, the number of ηij to optimise is n(n−1) 2
where
and L is the Laplace matrix. The prior on x is a multivariate normal distribution
Prior on locally linear maps
Similarly, we formulate the log prior on C in the following way:
Here we introduce U (i.e., E[CC ] ∝ U) to capture the correlations among rows
Therefore, the prior on C is a matrix normal distribution denoted by MN (0, U, Ω). An equivalent form of the prior is a multivariate normal in c = vec(C), p(c|G, U) = N (0, Ω ⊗ U).
Likelihood
We penalise the discrepancy between the original datapoints and datapoints on the assumed manifold as well as model the discrepancy in terms of the noise covariance V (assuming V −1 = γI):
By completing the quadratic form in y, the likelihood is given by:
B Inference
Model parameters: θ = {α, U, γ}. We derive the variational EM algorithm below.
VE step
In variational E-step, we compute q(x) by integrating out C from the total log joint distribution (and vice versa):
The last term log p(C|G, θ) is independent of x. The remaining terms can be written as a log-Gaussian in x, once we re-write p(y|C, x, θ) as a quadratic function in x :
and the kronecker delta is denoted by δ ij = 1 if i = j, and 0 otherwise.
The log posterior over x is given by log q(
The posterior over x is given by
Next, we compute q(C) by integrating out x from the total log joint distribution:
The middle term log p(x|G, θ) is independent of C. The remaining terms can be written as a log-Gaussian, once we re-write p(y|C, x, G, θ) as a quadratic function in C:
The log posterior over C is given by
where c = vec(C). Thus, the posterior over c is given by:
Sufficient statistics of A, B, Γ, H
First, given the posterior over c, the sufficient statistics are computed as following:
, where each chunck is a vector of (d x d y × 1),
where Σ Similarly, given the posterior over x, the sufficient statistics are computed as below:
where Σ (ij) x = cov(x i , x j ).
VM step
We set the parameters θ by maximising the free energy w.r.t. θ:
We use this free energy in Eq. (32) evaluated at θ =θ as a stopping criterion of our EM algorithm.
We first consider the log conditional likelihood integrating out x, C:
First look at the exponent:
Computing the log-normaliser term is independent of x, C (recall Σ −1
We update γ from the first derivative expression w.r.t. γ:
The remaining terms are simple to compute (KL divergence between the prior and the posterior):
The derivative w.r.t. U −1 of each term above is given by (one by one):
where we use the facts |Ω
where Y = K (ndxdy) Σ c , K (ndxdy) is the commutation matrix allowing Ω −1 ⊗ U −1 = K (ndxdy) (U −1 ⊗ Ω −1 )K (ndxdy) , and the (d y ) operation is given by a block-transposition of the given matrix, where blocks are column vectors of d y elements [9] . Similarly, the last term is given by ∂ ∂U −1 − Similarly,
∂ ∂α E q(x)q(C) [log p(x|G, θ) − log q(x)] = 1 2 Tr((αI + Ω −1 )
which is not closed-form and requires finding the root of the equation.
C Connection to GP-LVM
To see how our model is related to GP-LVM, we integrate out C from the likelihood:
p(y|x, G, θ) = p(y|c, x, θ)p(c|G, θ)dc,
To write down the likelihood in terms of the quadratic function in y, we extract terms that depend on y. First, d is quadratic in y: 
Using these notations, we can write H as 
