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I Overview of the FMM
I FMM on a runtime system
I Results and performance analysis
I Conclusion and Perspectives
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Chebyshev Fast Multipole Method Overview
3
N-body problems
Example, interactions between planets in a galaxy:
N(N − 1) interactions → Complexity is 0(N2).
I Potentials (Kernel ≈ 1/r)
I Electrostatic −→ Molecular dynamics
I Gravitational −→ Astrophysics
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I Involve hierarchical space decomposition with an tree (octree)
I Near field is computed by direct interactions.
I Different approaches to approximate the far field
I Expansions (Cartesian or Spherical)
I Interpolation (Chebyshev FMM)
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Chebyshev FMM




































































































































































FMM on a runtime
Fork-join parallelization : Description
Straightforward parallelization:
I Using fork-join model
I Progress level by level
I For example using OpenMP for
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Fork-join parallelization : Simplified illustration
P2P
11



























Limits: Synchronizations (+ bottleneck at the top of the tree).
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I Advanced tasks scheduling (customizable scheduler)
I Tasks dependencies expression




I insert task ( operator, {READ,WRITE}, data, ... )
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Exploiting the parallelism of the FMM










StarPU : Simplified example
Cells access→ cell[level][position]
insert task(P2M, READ, particles[0], WRITE, cell[2][0])
insert task(P2M, READ, particles[1], WRITE, cell[2][1])
insert task(P2M, READ, particles[2], WRITE, cell[2][2])
insert task(P2M, READ, particles[3], WRITE, cell[2][3])
insert task(M2M, READ, cell[2][0], cell[2][1], WRITE, cell[1][0])
insert task(M2M, READ, cell[2][2], cell[2][3], WRITE, cell[1][1])
insert task(M2L, READ, cell[1][0].interaction, WRITE, cell[1][0])
insert task(M2L, READ, cell[1][1].interaction, WRITE, cell[1][1])
insert task(M2L, READ, cell[2][0].interaction, WRITE, cell[2][0])
insert task(M2L, READ, cell[2][1].interaction, WRITE, cell[2][1])
insert task(M2L, READ, cell[2][2].interaction, WRITE, cell[2][2])
insert task(M2L, READ, cell[2][3].interaction, WRITE, cell[2][3])
insert task(L2L, READ, cell[1][0], WRITE, cell[2][0], cell[2][1])
insert task(L2L, READ, cell[1][1], WRITE, cell[2][2], cell[2][3])
insert task(P2P, READ, neighbours[0], WRITE, particles[0])
insert task(P2P, READ, neighbours[1], WRITE, particles[1])
insert task(P2P, READ, neighbours[2], WRITE, particles[2])
insert task(P2P, READ, neighbours[3], WRITE, particles[3])
insert task(L2P, READ, cell[2][0], WRITE, particles[0])
insert task(L2P, READ, cell[2][1], WRITE, particles[1])
insert task(L2P, READ, cell[2][2], WRITE, particles[2])
insert task(L2P, READ, cell[2][3], WRITE, particles[3])
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StarPU : Tasks creation and execution
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StarPU : Using GPU kernels
Two GPU kernels : P2P and M2L
I P2P & M2L represent more than 90% of the work
Scheduling:
I Schedulers assign tasks to processing units.
I StarPU proposes several schedulers (but none fits our needs).
I We developed a new scheduler:
I Based on Eager
I Enable setting priorities to operators






I Developed in C++ (OpenMP, MPI, and now StarPU)
I Available at http://scalfmm-public.gforge.inria.fr/
Test cluster:
I Heterogeneous 12 CPU and 3 GPU
I CPU dual-socket hexa-core Intel X5650 Nehalem (2.67 GHz)
I GPU Nvidia M2070 (or M2090)
In the following results Intel Compiler (12.0.5) is used.
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Test case
I Uniform distribution of particles in 3D inside a cube
I Particles 30.106
I Granularity ng = 2000
I Octree height h = {6, 7}
I Acc(`) = 10−`, with ` = {2− 7}
I GPU = {0, 1, 2, 3}
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StarPU Execution traces M2070-M2090
Particles 30.106, Octree height h = 6, Granularity ng = 2000,
Acc(` = 5) = 10−5
M2070, t = 12.5s
M2090, t = 10.9s
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30.106 particles inside a box, granularity ng = 2000, for 0 to 3
GPU and accuracy from 2 to 7.
























3 GPUs, 9 CPUs
2 GPUs, 10 CPUs
1 GPU, 11 CPUs








I Runtime optimization of parallel mapping was demonstrated.
I Modern heterogeneous computing platforms lead to hard DAG
scheduling.
I Approach like Fork-join may be insufficient.
I Code is hardware “independent.” Schedulers determine the
best processor to execute a given task.
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Release dependencies















? : Unknown status
X : Not ready
R : Ready
P : Currently processed
F : Finished
              Priority
                          
Annexe : Using CPU and GPU
function M2L()
forall the levels lv from 2 to leaf level do
foreach Block bl in blocks[lv] do
insert task( cpu m2l, gpu m2l, READ, bl.interactions,
WRITE, bl);
I StarPU is able to compute a M2L on the CPU or on the
device (after moving the data)
Chebyshev FMM : Direct Matrix Vector
I f = K w
I (K)ij = K(xi, yj) =
1
|xi−yj |
f = K w
Interpolation based Matrix Vector (low rank approximation)
I K ≈ Sx K̄ STy
I Sx, Sy dimN× `3
I K̄ dim `3 × `3
K ≈ Sx K̄ S>y
Second low rank approximation (SVD)
I K̄ ≈ U V>
I U,V dim `3 × r K̄ ≈ U
V>
Chebyshev FMM : Interpolation based Matrix Vector
f = K w ≈ Sx K̄ S>y w
P2M/M2M:
I W = S>y w
W = S>y w
M2L:
I F = K̄ W
F = K̄ W
L2L/L2P:
I f ≈ Sx F
f ≈ Sx F
Task : Introduction
A task is composed by:
I A block of instructions
I Some parameters
I An environment
I Tasks is native in many ”libraries” (OpenMP 3.1, StarPU)
Results M2070
30.106 particles inside a box, granularity ng = 2000, for 0 to 3
GPU and accuracy from 2 to 7.









12 CPU + 0 GPU
11 CPU + 1 GPU
10 CPU + 2 GPU
9 CPU + 3 GPU
160 Cores efficiency
{N = 0.2 · 106,ng = 25,h = 5}, {N = 2 · 106,ng = 200,h = 6}
{N = 20 · 106,ng = 1000,h = 7}, {N = 200 · 106,ng = 3000,h = 8}

















N = 200 · 106
N = 20 · 106,
N = 2 · 106
N = 0.2 · 106
StarPU : Creating tasks
Examples:
insert task(m2m, READ, children, WRITE, cell);
insert task(m2l, READ, interactions, WRITE, cell);
Order of insertion matters:
I It leads to the DAG
I Different orders can create different DAG
