Earthquake-induced building damage can be directly devastating, leading to a large population loss and massive property damage with the high rate of globalization and urbanization. In case an earthquake takes place, the location and the scale of collapsed buildings are vital for rescuers to take effective aid measures immediately to reduce casualties and economic loss. The development in earth observation using high spatial resolution images makes it possible to recognize damaged and intact buildings. However, the methods proposed are most limited to specific cases with a limited number of buildings in pure background objects. In this paper, a multi-task deep learning framework is proposed to map damaged and intact buildings from large-scale very high spatial resolution images. The images used in our study have complicated background objects, which share similar spectral and textual characteristics with buildings. Therefore, we built a main task model to detect buildings in good shape and damaged conditions, and an extra task model to supplement the main task by semantically segmenting the input image into multiple ground objects in the multi-task framework. It is an end-to-end framework, comprising residual network and pyramid pooling module, aiming to extract multi-scale contextual features. The proposed framework is trained and evaluated in different parts of western Haiti, which gets affected by the earthquake in 2010. Besides, the results demonstrate that multi-task deep learning framework is encouraging to map earthquake-induced building damage in complicated background.
I. INTRODUCTION
Earthquake-induced building damage is directly catastrophic to human beings. It causes human loss in life and property immediately after the seismic event. Due to the vulnerability of earthquakes all over the world [1] , it has killed almost 46,8000 lives from the year of 2001 to 2011 [2] and caused severe economic loss, especially when other natural hazards such as landslides, fires, tsunami and floods occur along with the earthquake. Human beings are largely exposed to the deadly threat of earthquakes with a high rate of producing super large cities of densely distributed populations and constructions. Apart from that, the quick pace of global industrialization and urbanization drives higher seismicity with The associate editor coordinating the review of this manuscript and approving it for publication was Qiangqiang Yuan.
the frequent anthropogenic activities [3] . Once an earthquake occurs, the information of effected area, collapsed buildings and damage types are required to aid rescue, estimate the economic loss [4] , and support urban reconstruction [5] . Such information is traditionally achieved by field survey, which is believed to be most accurate. However, it is difficult to achieve without an expertise team and lots of funding, especially when inaccessible to the areas due to traffic damage.
The availability of remote sensed images makes it possible to observe earth from different angles at different resolutions. With the remote sensed images from various sensors, such as LiDAR (Light Detection And Ranging) [6] , SAR (Synthetic Aperture Radar) [7] and optical images, effective contribution has been made in earthquake-induced building damage mapping. The development, specifically in high spatial resolution images, strengthens the capability of distinguishing different ground objects from the remote sensed image. The advent of very high spatial resolution images enables the possibility of producing damage map at the scale of single-building [8] . That draws the algorithms in earthquakeinduced building damage evaluation into practice [1] and motivates a large quantity of research in exploring reliable methods to map earthquake-induced building damage automatically from remote sensed images [9] .
Since optical images have been widely used for capturing various spectral and texture features of buildings [10] , and they are easier to access, we are constructing the building damage evaluation model based on optical images. The relevant algorithms in mapping damaged buildings can be generally grouped into two classes: one is based on change detection between pre and post-event images; the other is based on detection on post-event images only. Change detection requires much pre-processing, such as co-registration in geometry and radiation. The abundant preprocessing makes the model proposed difficult to apply to other cases directly, especially for high-spatial resolution images. Therefore, we are aiming to build model on post-event images. Numerous research regards edge information as an important feature in buildings detection, including edge-based textures [11] , edge intensity [12] and edge distribution [13] . Apart from that, textural, spectral and morphological features are commonly used to discriminate damaged buildings as well [7] , [14] . Li, et al. calculated spectral averages, brightness, shape index, shape heterogeneity, color heterogeneity, smoothness and compact degree to depict each image object after object-oriented segmentation, and achieved an automatic recognition accuracy of higher than 90% [15] . Ma and Qin proposed to apply both morphological features and texture features to detect collapsed buildings, and found that they could supplement each other in describing the contexture features [16] . The building damage investigation algorithm proposed in the works of [7] synthesizes multiple texture features and applied to the scale of city block. Jihui, et al. obtained the damaging degree of buildings through damaged façade detection by synthesizing symmetry feature and Gini index [14] .
The methods above are most limited to two requirements; one is the massive work in feature engineering; the other is the threshold selection in designing rules for building damage mapping. They both heavily rely on the research experience in building models. Encouraged by the development of deep learning [17] , automatic feature engineering becomes possible. The deep neural networks can obtain features through supervised or unsupervised learning, and they have shown outstanding performances in many computer vision and remote sensed-relevant applications [18] , [19] . In terms of building detection, Yongyang Xu, et al. designed an improved version of deep residual networks (ResNet) to extract buildings at pixel level and employed a guided filter to optimize the classification result [20] . Vakalopoulou, et al proposed an automatic building detection architecture based on convolution networks and got an average precision of 90% in images covering 9km 2 region with a spatial resolution of 0.5 and 0.6 meter [21] . Semantic segmentation, which segments remote sensed images into multiple ground objects simultaneously, is raising more and more attention in object detection, due to its capability to consider spatial relationships among different ground objects [22] . That is specifically true in very high spatial resolution images, where inter-class similarities and intra-class differences have become an obvious obstacle in accuracy improvement. Guillaume Chhor, et al proposed a convolutional neural network, adapted from U-net, to segment the remote sensed images into buildings and background objects, and achieved a reasonable level of accuracy [23] . Recently, Fully Convolutional Networks (FCN) [24] , SegNet [25] and Pyramid Scene Parsing Network (PSPNet) [26] have gained the remarkable performances in semantically segmenting images in computer vision, and provided potential strategies to develop algorithms in earthquake-induced building damage mapping.
Moreover, to the best of our knowledge, many works in building damage mapping mainly focus on specific test cases [27] , where there are a limited number of buildings and the background objects are distinct [28] . To enhance the robustness of the proposed methods, more efforts should be focused on mapping earthquake-induced building damage in more complicated cases. Therefore, in this paper, we are aiming to propose an efficient deep learning framework based on semantic segmentation to detect earthquake-induced damaged buildings, including collapsed and intact buildings. The framework is designed for cases with thousands of densely distributed buildings and share strong spectral similarity with background objects. Our main contributions are listed below: 1) An improved semantic segmentation deep learning framework is proposed by incorporating multi-task framework. 2) The model is applied to scenes with thousands of collapsed buildings and complicated background objects with similar spectral characteristics. 3) It achieves 81.14% recall and 84.38% precision in detecting damaged buildings from randomly selected test images, which can be recognized as encouraging performances.
The rest of this manuscript is organized as follows. Section II introduces the basic information of study area and experimental data we used to build and test the damaged building mapping model, and Section III describes the detailed model structure we proposed. Results and discussions are demonstrated in Section IV. The final section, Section V gives the conclusions.
II. STUDY AREA AND EXPERIMENTAL DATA A. HAITI EARTHQUAKE
As shown in Figure 1 , our study is conducted in the west of Port-au-Prince, Haiti, where an earthquake of 7.0 Mw occurred on January 12 th , 2010. The earthquake is recognized VOLUME 7, 2019 as one of the most deadly events of the 21 st century [29] . Till the end of 24 th January, more than 52 aftershocks took place [30] . Almost three million residences were affected by the earthquake [31] and a quarter of a million deaths were given rise to [32] . The construction standards are low [33] . About 20 percent of the buildings were collapsed or severely damaged [29] . From the sub images in Figure 1 , we can recognize that the buildings are densely and cluttered distributed. Many buildings are totally collapsed and the fragments are scattered all around, filling the gaps among buildings and taking up the space of open area or streets. Moreover, the rooftops of a large quantity of survived buildings take on similar spectral and texture features with background streets and public squares. Such obstacles make building damage mapping a rather challenging task. The scope of our study area is selected according to the extent of the published report 'Catalogue of observed damaged buildings the 13th of January 2010' [34] .
B. EXPERIMENTAL DATA
The remote sensed images used in our study are drawn from Google earth, which provides high spatial resolution remote sensed images all over the world. The images we captured are of 0.15 meter spatial resolution with three spectral bands including red, green and blue, and the collapsed buildings can be seen clearly. Correspondingly, the issue of high intraclass differences and inter-class similarities in spectral and textural features arises largely and sets up multiple odds in distinguishing between the buildings and background objects. The difficulties even draw obstacles in visual interpretation, which is believed to be one of the most reliable methods to achieve ground truth data. To deal with such issue, we synthesized the images of study area with multiple spatial resolutions when interpreting the ground objects. The reference data are visually interpreted by 5 experienced individuals and finally evaluated and generated by one expert. It also needs to point out there are other ground truth data obtained from field surveys through World Bank-ImageCat-Rochester Institute of Technology (WB-IC-RIT) Remote Sensing Mission [35] , but the data are point based, not detailed in roofprint at pixel-level. 
III. PROPOSED METHOD
We propose a pixel-wise building damage mapping module based on multi-task deep learning framework. The main task is to detect buildings in good shape and damaged and the extra task is to semantically segment images into multiple ground objects. The extra task is used to supplement the main task. An overview of our proposed framework is demonstrated in Figure 2 . It is less likely to overfit by sharing the massive parameters in the multi-task framework. The input image is a 3-channel matrix with fixed height and width.
The network structure of shared layers is adapted from PSPNet [26] , which comprises of two parts, one is ResNet101-v2 [36] , the other is pyramid pooling module [37] . The weights of main and extra tasks are shared in shared layers and the feature maps after shared layer are used to train segmentation result for each task separately. The segmentation result varies with the corresponding target. The output of extra task is an image with multiple labels, including roads, squares, trees, buildings in good shape and damaged buildings, while the result of the main task is an image with three labels, buildings in good shape, damaged buildings and background objects.
A. MULTI-TASK DEEP LEARNING FRAMEWORK
Multi-task learning is biologically motivated that when we learn new tasks, we intend to associate with the knowledge we knew from the related tasks. By sharing knowledge from related tasks, it is easier for the learning model to learn new task [38] . That is how multi-task learning mechanisms. It has been widely used in all aspects of machine learning, such as image recognition [39] , object detection [40] and natural language processing [41] . A typical model structure of multitask deep learning framework is demonstrated in Figure 3 . While learning task A, the model takes the risk of overfitting by learning data-dependent noise pattern so that the noise can be ignored. The same risk works for task B. Therefore, learning A and B tasks simultaneously can promote the model to achieve a better representation through averaging the data-dependent noise patterns in both tasks [38] .
B. SEMANTIC SEGMENTATION MODEL
Semantic segmentation enlarges the capability of model in understanding contextual image at pixel-level. It assigns each pixel in the image with a pre-determined label by segmenting input image into multiple objects simultaneously. Through semantic segmentation in remote sensed images, a vast of practical applications can be realized, such as land use analysis and urban environment analysis. Due to the capability of convolutional neural networks (CNN) [42] in capturing contextual features through convolution, they have laid a solid foundation for the exploration of the state-of-the-art methods in deep learning related aspects [43] , [44] . In terms of semantic segmentation, the convolutional neural networks have contributed much accuracy as well [25] , [26] and many typical network structures have been proposed, such as FCN [24] and PSPNet [26] .The semantic segmentation model applied in our proposed framework is modified from original PSPNet [26] by replacing ResNet101 [45] to be ResNet101-v2, because ResNet101-v2 is cheaper in computation [36] . Our semantic segmentation model also adopts pyramid pooling module to extract feature maps of multiple scales. Details about the theory of ResNet and Pyramid pooling module are given in the sub-sections below.
1) ResNet
A typical structure demonstration of residual network is given in Figure 4 . It is motivated to solve the issue of accuracy degradation [45] , which saturates the accuracy of the model and decreases the accuracy quickly. Increasing the depth of the network often brings about higher training error [46] . The issue arises from the expectation that the performance of deep neural network becomes better with the increasing depth. From the typical structure in Figure 4 , we can recognize the residual network modifies the traditional single path network into the additional network between residual mapping and identity mapping. The output Yn+1 in traditional network equals to F active (F active (Y * n−1 W n ) * W n+1 ), while in the residual network typical structure, Y n+1 = F active (F active (Y * n−1 W n ) * W n+1 +Y n−1 ). F active indicates the active function, which is set ReLU (Rectified Linear Unit) function [47] . It has become one of the most popular active functions in deep learning related research, because it is recognized as more biologically plausible [43] . The definition of ReLU is given in Equation (1), and it is efficient in computation with comparison operation only. The connection directly from Y n−1 to the additional operation is the identity mapping [45] . Such strategy enables the weight of each layer to converge to zero to approximate identity mapping. In this way, the accuracy degradation issue can be resolved.
ResNet101 is a 101-layer network, including 33 building blocks of ResNet as shown in Figure 4 . The ResNet 101 used in our framework is ResNet 101-v2, rather than ResNet 101 used in original PSPNet, because ResNet 101-v2 is cheaper in computation and it achieves higher recognition accuracy in the ImageNet image database with hundreds and thousands of images [48] .
2) PYRAMID POOLING MODULE
Pyramid pooling module is adopted in our framework to extract multi-scale features and synthesize contextual information. The detailed structure of pyramid pooling module is shown in Figure 5 , which comprises four sections, multi-scale average pooling to downsample the input feature maps into multiple scales, 1 × 1 convolution operation is applied to extract contextual information from the pooled feature maps, upsample the convoluted multiple scale feature maps to the same size of input feature maps using bilinear method and finally, concat the input feature maps and upsampled feature maps for further processing. In our framework, the multi-scale size is four and the pooling sizes are set 1 × 1, 2 × 2, 3 × 3 and 6 × 6, which accord with the experimental settings in [37] , because of similar spatial resolutions of input images.
3) IMPLEMENTATION DETAILS
The proposed framework is implemented on the platform of Caffe [49] , using two GPUs from NVIDIA cooperation with a memory of 12 GB each. In terms of model training, we applied poly learning strategy, whose learning rate is set according to Equation (2) lr iter = lrx 1 − iter max _iter m (2) wherein lr is the original learning rate, set to be 0.001 and m is set 0.9 according to the works in [3] . The symbol iter indicates the index of iteration and max_iter represents the maximum iteration times. In terms of data augmentation, we applied random mirror and resized the training samples with 5 scales with the spatial ratios of 0.5, 0.75, 1.0, 1.25 and 1.5. To further increase the randomness of training samples, we also did random crop to crop the input image into specific size. In this way, the sizes of input image can be arbitrary. In our settings, the specific size is 473 × 473 pixels.
IV. RESULTS AND DISCUSSION
Totally, we have 68 images with a size of 2560 × 2560 pixels covering the study area, wherein half of the images are used for training the proposed network structure and we randomly selected 10 images with intensive buildings in multiple cases in another half to evaluate the model. Details of the evaluations and the performances are demonstrated below.
A. BUILDING DAMAGE MAPPING
We have applied the proposed network to map the building damage in the experimental data and get satisfactory performances. Moreover, we also calculated recall, precision and F1-score of pixel-wise detected buildings in good shape and damaged mode to evaluate the performance of our framework statistically. Recall evaluates the percentage of pixels correctly classified as L among all the pixels classified as L, while precision indicates the percentage of pixels correctly classified as L among all the ground truth pixels of class L. The statistics of the randomly selected 10 images are given in Table 1 . Obviously, the proposed method does rather well in detecting buildings in both good shape and damaged by the earthquake. It can achieve an average recall of 97.47% in detecting buildings in good shape, indicating that most buildings in good shape have been correctly detected and the average precision reaches 91.57%. That further instructs that the buildings detected in good shape are mostly correct. Moreover, the recall and precision of damaged building detection in the ten images are mostly around 90%, which also manifest good performance. However, in terms of images indexed with 1, 9 and 10, recall of damaged buildings detection are below 80%. To explore the possible reasons of such phenomenon, we have demonstrated the corresponding images in Figure 6 for visual analysis, together with the image indexed with 6 for the sake of comparison. There is one thing to point out that the image indexed with 1 is mostly occupied by sea. Due to the large size of the image, and it will be very difficult to visualize details of limited buildings in the original image. Therefore, we subtracted the part of buildings from the original image and demonstrated in Figure 6 .
From close observations in Figure 6 , we can recognize that omission error of damaged buildings is mostly induced by shadows in trees, and the buildings with less fragmented rooftops (shown in yellow bounding box in Figure 6 Table 1 respectively.
Statistically, performances of building detection on limited few samples (such as Figure 6 (a)) may be accidental and the corresponding recall and precision may be much lower than that of many samples (such as Figure 6(d) ), which is recognized as more objective. Moreover, with the observation of multiple building detection cases, we can find our proposed model is quite robust in general buildings detection, even faced with the cases of similar spectral characteristics between ground objects of roads, open squares and rooftops of intact buildings, and similar textural characteristics between trivial little spots from pedestrians & cars on the road in the image and rooftops of damaged buildings.
B. COMPARISON WITH ORIGINAL PSPNet
To verify if there is any performance improvement of our proposed framework, we also applied the original PSPNet to detect buildings in both good and damaged modes from the randomly selected 10 images. The corresponding evaluation statistics are shown in Table 2 . Moreover, the detailed visual performances of the same evaluation images as Figure 6 are demonstrated in Figure 7 .
Compared with the detection performances in Table 1 and Figure 6 , it is easy to recognize that multi-task framework is better in building detection by gaining 3% higher accuracy in detecting intact buildings and 7% higher accuracy in detecting damaged buildings. Moreover, the shapes of detected damaged buildings by our proposed multi-task framework correspond more with the shapes in original ground truth image, compared with that detected by original PSPNet. Through extra task by supplementing detailed ground object information, comprising road, pedestrian, trees and cars, the main task is generally improved in distinguishing between buildings and background objects, especially those with similar spectral for textural features. Moreover, the original PSPNet can detect buildings in good shape with above 90% accuracy, but damaged buildings with a mean accuracy of lower than 80%. However, our multi-task framework is more stable with the accuracies being higher than 80% in both cases. That further validates that learning from extra task not only improves accuracy, but also enhances robustness.
V. CONCLUSION
Practical and effective earthquake-induced building damage mapping is vital to in-time rescue and accurate damage assessment by government officials. Current methods are mostly limited to specific cases, whose background objects are easy to be distinguished from buildings and the buildings are distributed in an order arrangement. In this paper, we proposed a multi-task deep learning framework to detect buildings from very high spatial resolution images. The images cover a large scale and the ground objects have similar spectral and textual features with top prints of the buildings. Moreover, the buildings are intensively and disorderly distributed. In our framework, the main task is to recognize intact buildings and damaged buildings from the input image, and the extra task is to semantically segment input image into multiple ground objects, including roads, squares, trees, intact and damaged buildings. The extra task is used to supplement the main task. Faced with the challenging experimental images, the proposed framework gets a promising detection performance in terms of accuracy and robustness. The mean recall and precision in detecting intact and damaged buildings all reach above 80%. However, there is still much space to improve the method in resisting the impact of shadows in the future, such as synthesizing elevation data from LiDAR and DEM.
FANG CHEN received the B.Sc. degree in science of environment from Northwestern Polytechnical University, Xi'an, China, in 2003, and the Ph.D. degree in cartography and geographic information system from the Institute of Remote Sensing Applications, Chinese Academy of Sciences (CAS), Beijing, China, in 2007. He is currently a Professor with the Institute of Remote Sensing and Digital Earth, CAS. He conducts interdisciplinary work combining remote sensing, ecology, and other fields of study to assess spatial patterns of disaster risk. He is also an Expert on wildfire, employing satellite remote sensing to assess the characteristics, behavior, and severe effects of fire in semiarid range land and temperate forests that are inherent to current systems of human land use and management. He has completed numerous research projects since he started his academic career and is a blossoming scholar who has a splendid record publication. He has authored over 30 original research articles in peer-reviewed, internationally recognized journals and holds one patent. He was selected as a TWAS Young Affiliate Fellow, in 2014. He has been involved in numerous professional activities, and speaks worldwide on a broad range of earth observation and disaster issues. In 2011, he was elected to the CAS Hundred Talent Program. He is currently serving as the Executive Deputy Director of the CAS-TWAS Centre of Excellence on Space Technology for Disaster Mitigation, coordinating and involving in multiple collaborative projects related to capacity building in disaster risk management in developing countries.
BO YU received the B.S. degree in information science from Chinese Agricultural University, in 2010, and the Ph.D. degree in geographical information system from the University of Chinese Academy of Sciences. She is currently an Associate Professor with the Institute of Remote Sensing and Digital Earth, Chinese Academy of Sciences. Her research interest includes computer vision using remote sensing images.
