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Zusammenfassung
Selbstorganisierte drahtlose (ad hoc) Multihopnetzwerke können als einfach einsetzbare, robuste und rekon-
gurierbare Kommunikationsinfrastruktur eingesetzt werden, die zum Beispiel in Katastrophenszenarien genutzt
werden können wenn die statische Kommunikationsinfrastruktur ausgefallen ist. Die Verbreitung dieser Art
von Netzwerken wird zudem durch die fortschreitende Vernetzung von unterschiedlichsten Objekten im Zuge
des Internet der Dinge weiter vorangetrieben. Hierbei werden (Gebrauchs-) Gegenstände durch meist drahtlo-
se Netzwerkschnittstellen erweitert was sie in die Lage versetzt drahtlose (Sensor-) Netzwerke aufzuspannen.
Solche drahtlosen Netzwerke nutzen die Luft als geteiltes Kommunikationsmedium was bedeutet, dass die Para-
meter des Netzwerks sehr orts- und zeitveränderlich sowie verrauscht sind. Intelligente Roboter können in der
Rolle von Netzwerkknoten diese Herausforderungen bewältigen indem sie sensomotorische Interaktion ausnut-
zen. Dies heißt, dass sie die Sensorinformation aktiv durch ihre Bewegung in der drahtlosen Umgebung formen
um dann die Zusammenhänge zwischen Bewegung und Sensorwerten auszunutzen und so die Komplexität zu
reduzieren.
Die Problemstellung für diese Arbeit ist daher eine Kontrollstrategie für autonome Roboter zu entwerfen, die
die Roboter in die Lage versetzt sich in drahtlosen (ad hoc) Multihopnetzwerken zu integrieren, die nur auf loka-
ler Information basiert. Diese lokalen Kontrollstrategien für jeden einzelnen Roboter koppeln im Falle mehrere
Roboter so die einzelnen Roboter lose durch die jeweiligen sensomotorischen Schleifen. Diese lose Kopplung
führt dann zu globaler Selbstorganisation des Systems.
Beispielhafte Messungen von Netzwerkparametern wie zum Beispiel Signalstärke wurden durchgeführt um
ein Grundverständnis echter Netzwerkdynamiken als Basis für weitere Experimente und für die Entwicklung
von Algorithmen zu vermitteln. Für diese Messungen wurden verschiedene Roboterplattformen, ein händisch
getragener Laptop sowie ein Spektrumanalysator benutzt um jeweils unterschiedliche Aspekte der Netzwerk-
dynamiken zu untersuchen.
Für einzelne Roboter wurde ein Algorithmus zur Exploration unbekannter Netzwerke für großächigen Au-
ßeneinsätze entwickelt und in Simulation evaluiert, wobei sich der Algorithmus als sehr tolerant gegenüber
Messrauschen erwiesen hat. Des Weiteren wurde ein gradientenbasierter Navigationsalgorithmus vor allem für
das Lokalisieren anderer Netzwerkknoten entwickelt. Die Konvergenzkriterien dieses Algorithmus wurden ana-
lytisch bestimmt und der Algorithmus beispielhaft auf einem Roboter implementiert und experimentell in einem
Innenraumszenario evaluiert. Es wurde auch gezeigt wie diese Art von Algorithmen sich auf andere Aufgaben
als das Finden anderer Netzwerkknoten erweitern lassen. Zusätzlich wurde ein Metaalgorithmus basierend auf
internen Modellen, der Aufgaben, wie zum Beispiel das Finden eines Netzwerkknotens oder die überbrückung
zweier Netzwerkknoten lösen kann, entwickelt, implementiert und experimentell in einem Innenraumszenario
evaluiert.
Für den Fall von mehreren Robotern, d.h., ein Schwarm drahtlos verbundener Roboter, wurden bereits viele
interessante Algorithmen, wie zum Beispiel für die optimale Platzierung mobiler Netzwerkknoten, in der Lite-
ratur vorgestellt. Allerdings wird im Moment keiner dieser Algorithmen in realen Szenarien eingesetzt. Einer
der Gründe hierfür ist, dass naive Sachwarmalgorithmen meist nicht sicher genug für reale Anwendungen und
außerdem meist nicht tolerant gegenüber (Teil-) Ausfällen von Robotern sind. Um dieses Problem zu lösen wurde
der Einsatz einer Architektur, basierend auf internen Modellen die einen internen Simulator nutzen, untersucht
um die Sicherheit und Fehlertoleranz dieser Systeme zu erhöhen und sie damit geeigneter für reale Anwendung
zu machen.
Für diese Architektur wurden zwei Testszenarien untersucht: Im ersten Experiment musste ein Roboter andere
Roboter davor bewahren zu Schaden zu kommen und dabei gleichzeitig seine eigene Sicherheit gewährleisten.
Zusätzlich hatte er dabei eine Aufgabe zu erfüllen. In einem zweiten Experiment musste ein Roboter durch einen
engen Korridor navigieren ohne mit anderen Robotern zusammenzustoßen. Die vorgeschlagene Architektur hat




Self-organized wireless multihop (ad hoc) networks can form an easily deployable, robust and recongurable
communication infrastructure, which can be employed for example in a disaster scenario, when static communi-
cation infrastructure has been destroyed. Furthermore, the paradigm of the Internet of things will add network
capabilities to many objects, often via wireless interfaces enabling machine-to-machine communication creating
a wireless (sensor) network. As such wireless networks use the air as a shared physical medium, the parameters
of these networks often show very space- and time-varying noisy characteristics. Intelligent robotic network
nodes can overcome these problems posed by these dynamics and measurement noise by exploiting sensorimo-
tor interaction. By actively shaping the sensory information by moving the robot in the wireless environment,
complexity can be reduced.
Exemplary measurements of network parameters such as signal strength have been performed to form an
experimental foundation for the design of algorithms for robots integrating into wireless networks. For these
measurements, robot platforms, a manually carried laptop, as well as a stationary spectrum analyzer have been
employed to target dierent aspects of the network dynamics.
For single robots, an algorithm for network exploration of unknown networks for large scale outdoor sce-
narios has been developed and evaluated in simulation. This algorithm has proved to be very tolerant against
measurement noise. Furthermore, a gradient-based algorithm for navigation in wireless networks, specically
for the task of locating another network node has been developed. The convergence conditions of this algo-
rithm have been derived analytically for the case of a robot navigating a wireless network. This algorithm has
also been implemented on a real robot and evaluated experimentally in an indoor scenario. Additionally, it was
shown how this algorithm can be extended to other tasks than locating a network node. In addition to these
algorithms, an internal model-based meta-algorithm to solve tasks like locating a node or bridging two nodes has
been developed and implemented on a dierent real robot and evaluated experimentally in an indoor scenario.
For the case of multiple robots, i.e., a swarm of wirelessly connected robots, a lot of interesting algorithms
for example for optimal placement of mobile network nodes have been developed. However, none of them
are being used in real world scenarios. One of the reasons for that is insucient safety and fault tolerance of
naive algorithms. To overcome this problem the use of an internal model-based architecture using an internal
simulation has been investigated in multi-robot scenarios to enhance the safety of these systems, making them
more suitable for real world use. Two test scenarios have been investigated using this architecture: in the rst
experiment a robot had to prevent other robots from coming to harm while ensuring its own safety and fullling
a task. In a second experiment, a robot had to navigate through a narrow corridor without colliding with other
robots. The proposed architecture has been shown to be very eective.
v
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I rst came into contact with statistical methods, in particular machine learning methods
for data analysis during my physics studies, which sparked my interest in the eld of arti-
cial intelligence. Specically I was interested in neural networks and the question of how
cognition in general, especially in biological systems, but also in articial systems, could
work.
As a consequence after nishing my physics studies I wanted to work on a topic related to
articial intelligence. While looking for a position as a PhD student, I quickly realized that
most of the current research on articial intelligence involves robots. I was lucky enough to
get a position in Prof. Hafner’s research group at Humboldt-Universität zu Berlin, funded by
the graduate school Model-Based Development of Technologies for Self-Organizing Decen-
tralized Information Systems in Disaster Management (METRIK).
Because I am originally a physicist by trade rather than a computer scientist, I was accepted
for a qualication scholarship, which allowed me to ll some knowledge gaps in computer
science and also got me rst into contact with robotics research. During that time I also
was able to participate in the excellent ShanghAI lectures1, which were instructional in why
cognition and articial intelligence research is done with robots. It was at this time as I began
to see robotics as more of a synthetic method to understand cognition in biological systems,
which is today mainly driving my interest in robotics.
The other main inspiration at the beginning of my research was the graduate school
METRIK. Since it mainly deals with self-organized decentralized information systems in
disaster scenarios, my involvement lead to the work on network robotics. This area is, be-
sides being an interesting testbed scenario for general robotics questions, therefore also of
practical technical relevance in the context of the graduate school.
Swarm research was interesting to me well before starting my PhD, which the focus of
my graduate school on self-organizing decentralized systems reinforced. In particular, I also
helped to organize the swarm seminar held by Prof. Hafner for four semesters, which brought
me into contact with a large part of the swarm literature and thus also with the current re-
search in the eld. At the beginning of my research I performed a number of toy simulations
related to swarm algorithms, mainly with a focus on pattern formation. Although they were
instructional in my understanding of self-organized algorithms, they never led to any publi-
cations. During that time I also briey visited the Bristol Robotics Laboratory (BRL) and rst
met Prof. Wineld and came into contact with some of the work and infrastructure of his
swarm robotics group. At this point I did not investigate the subject further as I did not have




In order to get some understanding of the dynamics of wireless networks in real world sce-
narios, I began working on measurements of network parameters, especially physical ones
such as signal strength. Initially I believed that algorithms from vision could be adapted to
network robotics , in particular from computer vision as well as biologically inspired vision
algorithms. However, during my initial experiments and measurements I realized that gra-
dient based algorithms work better and are more simple as well as lending themselves better
to theoretical analysis. Furthermore, I worked on a simple and robust algorithm for network
exploration, which was only implemented in simulation due to the lack of a working robotic
platform for large-scale outdoor experiments.
At the same time I began working on ying robots as a robotic platform for these algo-
rithms. I chose a ying platform because large scale eects in wireless networks can be
on length scales of tens and hundreds of meters and ying robots can operate on those dis-
tances without having to deal with obstacle avoidance and with only minimal path planning.
Furthermore, they can operate in line-of-sight conditions to the network nodes most of the
time, which simplies the complex network dynamics. However due to the time and re-
sources required to gain prociency with ying robots, in particular piloting, ground-based
robots were chosen instead.
To this end I began working on gradient-based algorithms for ground-based robots with a
focus in theoretical convergence analysis. Using a ground-based robot also meant perform-
ing indoor experiments because of the practicalities of dealing with the complex dynamics
of indoor wireless networks. This also lead to the later experiments in the network robotics
context based on internal models as I believed they cope better with these complex dynam-
ics. Furthermore, the idea of encoding complex goals using network parameters was rst
explored in that work.
At that time I also learned about the concept of internal models, mainly through the work
done in our group on humanoid robots in the context of sensorimotor exploration, sensori-
motor learning and behavior recognition. During my work on network robotics, I realized
that a lot of algorithms for self-organization exist in literature but they are very rarely used
outside of simulations, i.e., with real robots.
After discussing possible topics on swarm robotics for a research visit with Prof. Wineld,
it was agreed that I would work on an internal simulation based consequence engine. This
allowed me to combine my interests in swarm robotics with internal models, and was also
attractive for our group. The use of an o-the-shelf simulator, including several robots as
well as the environment for the internal simulation complemented the focus of our group
on learned paired inverse-forward body models. I applied for Deutscher Akademischer Aus-
tausch Dienst (DAAD) funding for a research visit, which was accepted and during which
most of the work presented in the last part of this thesis on self-organization was conducted.
After returning to Berlin, I made a nal attempt at working with ying robots, which
again proved impossible due to time constraints. Instead I decided to implement an internal
model based approach in the network robotics context for a ground-based robot in an indoor
scenario. This work also furthered the earlier idea of encoding complex goals using network
parameters and experimentally showed the feasibility of this approach. After nishing the
design, implementation and experiments, I began working on this thesis.
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Network robotics deals with mobile autonomous nodes, which form or are part of a (wireless)
network. The practical technical relevance of network robotics is comprehensive: robots
need to connect to and interact with wireless (ad hoc) networks for a variety of reasons,
ranging from interacting with smart objects in the context of the Internet of things, over
getting data from sensor networks, or cloud resources, to interaction with humans through
wirelessly connected terminals, or wearable devices. For a more in-depth discussion on this
topic, refer to section 4.1. Furthermore, robots can employ wireless communication to ex-
change information between each other to coordinate joint tasks and can also be used as
mobile nodes in wireless networks to improve or repair the networks. These possibilities
are further discussed in section 9.3. A network consisting purely of mobile nodes can also
form a very exible and quickly deployable network infrastructure, for example needed in
disaster scenarios when the stationary infrastructure is out of order or destroyed.
Integrating into or forming a wireless network means at the most basic level — besides
technical issues like protocols etc. — establishing a good reception of the wireless signals
emitted by other network nodes. For a single mobile network node this means movement
as it is the only option at its disposal to inuence reception assuming an omni-directional
antenna. Further tasks for a mobile network node include nding other network nodes or
reducing interference to other network nodes. Network robotics therefore means for a single
robot navigation in the wireless network formed by either stationary or other mobile nodes.
A robot navigating a wireless network can measure network parameters such as signal
strength as a sensory input, usually as a scalar eld. Navigation of robots sampling scalar
elds as measurement inputs has long been a eld of research in robotics, inspired by for
example bacterial chemotaxis, during which bacteria sample chemical concentrations. How-
ever, in contrast to chemotaxis, experimentation environments are readily available in the
form of ubiquitous wireless networks. This facilitates implementations on real robots be-
cause no special experimental environment is necessary. At the same time, algorithms based
on scalar measurements are typically simple enough to be fully embodied in the robot itself,
which is especially important for small and/or ying robots.
Wireless networks, more specically measuring their parameters as sensory modalities,
lead to much more challenging dynamics than normally encountered when sampling scalar
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elds, varying on length scales of typical robots as well as quickly varying temporally (for a
more in-depth discussion see chapter 2). The spatial variations are mainly due to the phys-
ical characteristics of electromagnetic waves because reections lead to (self-) interference
between the wave and its reections leading to variations on the scale of the wavelength of
the electromagnetic wave (12.5 cm for 2.4GHz). Additionally, a lot of objects in the environ-
ment such as walls attenuate the electromagnetic wave. The temporal variations are mainly
due to the fact that spectral bands commonly used in wireless networks are unlicensed. This
means that other users using the same frequency bands and potentially dierent protocols
and communication technologies can lead to external interference. This external interference
shows temporal variance because of the activity patterns of other users and technologies (for
an example, see section 2.2.2). A mobile network node has to be able to deal with these varia-
tions and dynamics in its sensory inputs in order to be able to successfully navigate a wireless
network.
By denition wireless networks consist of more than one node, which means that they
naturally lead to multi-robot scenarios when mobile nodes are used. Therefore, the robots
have to be able to, besides navigating in a wireless network, interact with each other in a
meaningful way. This implies tasks ranging from as simple ones as maintaining a network
connection between two mobile robots through to the complete deployment and ongoing
optimization of a wireless multihop network consisting only of mobile nodes. These kinds
of algorithms can be designed either using a central controller or self-organized behavior.
In the context of a wireless network, a central controller however is impractical because
of the associated communication costs. The control messages used to instruct the individual
nodes reduce the overall bandwidth of the wireless network, which can go as far as prevent-
ing communication entirely. In principle these messages could be transmitted via another
communication channel but that channel could as well be used for communication so that
does not change the initial argument. Therefore, i.e., because of eciency and scaling rea-
sons, self-organized algorithms are preferred.
This adds a swarm robotics aspect to network robotics. Swarm robotic systems in general
are often easier to implement and less computationally costly than a centralized solution and
are potentially more robust. Algorithms for swarm robotics systems often work by loosely
coupling the individual robots via their sensorimotor loops without using direct communi-
cation and are therefore ideally suited for a network robotics context. This also means that
such algorithms only use locally available information.
While swarm robotics algorithms are usually more scalable, and in the context of wireless
networks also more ecient in terms of bandwidth usage, they are generally speaking more
challenging to design. The main reason for this is that they rely on emergence to generate
global behavior from the local behaviors of the individual robots and the global behavior is
not directly encoded in the local control strategies of individual robots. There exist known
classes of global behavior such as for example foraging or pattern formation, for which the
corresponding local controllers leading to this global behavior are known but there exist
no generalized design patterns for arbitrary global behavior. This also means that swarm
robotics algorithms are not easily grasped by analytic tools to for example be able to prove
certain guarantees for a given behavior. This would be especially important for the elds
of safety and security of such systems. These issues have to be addressed when designing
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algorithms for network robotics with multiple robots.
In summary, network robotics is an interesting and promising eld for robotics research.
It combines aspects from sensing and navigation tasks in wireless networks, which show
challenging nontrivial dynamics, with complex swarm robotic aspects as network robotics
often implies multiple — potentially a large numbers of — robots interacting with each other.
This eld is also gaining more and more technical relevance for applications as (ad hoc)
wireless networks become ever more prevalent.
1.2. Objective
From a pragmatic point of view, a problem statement for this work can be formulated, which
includes all the interesting aspects of network robotics and the corresponding attractive re-
search question from a robotics point of view. The general problem statement for this work
can be summarized as:
Investigate control strategies for autonomous mobile nodes of a wireless ad hoc
network enabling them to work in a self-organized fashion, which only relies
on local information.
In this context, using only local information means for single robots, to (if possible) not de-
pend on globally referenced measurements such as from a Global Positioning System (GPS)
system, but also for multiple robots to design scalable algorithms for self-organization based
on emergence as opposed to centralized ones. These two requirements t well with bio-
inspired algorithms and can also potentially lead to more robust, exible and scalable algo-
rithms.
As such, this problem statement can readily be decomposed into the two main parts deal-
ing with navigation in wireless networks with single robots on the one hand and with self-
organization of multiple robots on the other hand. Additionally, real world wireless mea-
surements as well as literature reviews on the state-of-the-art in both areas are necessary.
1.3. Approach
The approach adopted in this work follows several very general themes. These are derived
from the problem statement as stated in section 1.2 and also result from the scientic focus
and interest of the author. They should not be seen as a rigid structure to be followed but
more like guidelines for a general orientation of this work.
The need for embodied experimentation is a common thread throughout this work. This
need is based on the so-called embodiment hypothesis, which states that cognition (in nat-
ural as well as articial systems) is shaped by the body interacting with the real world. This
means on the one hand that cognition cannot be separated from the body, i.e., sensory input,
morphology and computational paradigms and capabilities, but on the other hand also that
algorithms intended to be used in the real world can only be designed by taking into account
a real world bodily integration. This implies that they have to at least be evaluated on a real
3
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robot. In their book „How the body shapes the way we think“, Rolf Peifer and Josh Bongard
(Pfeifer and Bongard, 2006) give a more in depth explanation of the concept and underline it
with a large number of examples. In principle, this concept of embodiment is a holistic one.
However, this work does not focus on the morphology of the robot, in the sense that only
very simple morphologies with low degrees of freedom like ground-based wheeled robots
are used. Instead it focuses on sensory interaction with the real world. Nevertheless, the
morphology of the robot is an important aspect, which cannot be dismissed and has to be
kept in mind when designing algorithms. In the context of this work, focusing on the inter-
action with the real world, i.e., interaction with real wireless networks, also implies extensive
measurements of real world dynamics backed by physical theory of electromagnetic waves.
There are many natural, mainly biological, systems interacting very successfully with the
real world. Therefore, a very general approach is to use these systems as a starting point
for developing technical systems. This approach is called bio-inspiration and there are many
successful examples following this approach (Pfeifer et al., 2007). For this work, bio-inspired
methods are especially interesting for the areas of chemotaxis and swarming. These bio-
inspired solutions are already very good in terms of performance but implementing them on
real robots also furthers the understanding of underlying principles implemented in biolog-
ical systems.
Besides purely bio-inspired algorithms for taxis, for example chemotaxis by bacteria, it is
also worthwhile to take into account other methods of navigation in scalar elds. One very
important class of algorithms is based on gradients, which exist in a number of other elds
such as optimization and learning theory. Therefore there exists a large body of theoretical
work in this eld called stochastic optimization. Analytic results from this eld can be used
to understand general convergence criteria and the behavior of these algorithms.
For more complex tasks, which cannot easily be solved only using reactive behavior, a
very successful approach is the use of internal models (see chapter 3). The origins of this
concept are two-fold, it emerged simultaneously in biology, specically neuroscience, and
in control theory, for example in systems with time delays to anticipate necessary future
motor commands. Ordinarily, an internal model consists of a forward model (predictor) and
an inverse model (controller). In this work, the forward model, i.e., the predictor part, will be
used most frequently because the controller can often be formulated in a simple way for most
of the systems studied here; heuristically or using a bio-inspired algorithm. The forward
model can in general either be learned or be based on prior system knowledge. Both options
will be explored. An extension of the often purely body-centric forward models are internal
simulations, which imply a more long-term prediction into the future and often also include
the environment and other agents.
These dierent themes are obviously very interconnected and also connect with a lot of
other topics not mentioned in this brief discussion. In my opinion it is therefore very impor-
tant to have a holistic view on the whole problem even when focusing on small details to be
solved. This point of view is very closely connected to the embodiment hypothesis.
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1.4. Structure of the Work
This work is split into three major parts: in the rst part fundamentals dealing with basic con-
cepts used throughout this work are discussed. In the second part on network robotics with
single robots, measurements as well as algorithms for navigation of single robots in wireless
networks are presented. The third part on self-organization with multiple robots nally dis-
cusses challenges and open questions as well as a possible solution for self-organization of
multiple robots in the network robotics context. Properties and an implementation of this
solution are presented.
In part I fundamentals on wireless communication and internal models are discussed. This
part focuses on two topics, which are are of key interest for this work, and therefore discussed
in detail separately. First, chapter 2 discusses the physical and technical foundation of wire-
less communication, focusing on analytical results but also presenting some measurements
performed in real wireless networks. This chapter is to provide a clearer understanding of
the basics of wireless communication, for example radio wave propagation, spectrum allo-
cation, or antennas, which are key concepts for part II. Then chapter 3 gives an introduction
into and an overview of the approach of internal models, which is a key concept that is used
extensively in part III but also to a lesser degree in part II. Moreover, this concept has in-
uenced most of the work presented here, even if it was not used explicitly. The historical
development of the concept in the elds of neuroscience/biology as well as control theory are
covered. Additionally, the question of grounding these internal models is presented briey.
Furthermore, machine learning methods, employed in this work as representations for in-
ternal models, are introduced briey.
Algorithms for single robots (mainly) navigating in wireless networks are discussed in
part II. An introduction into the topic of network robotics as well as a literature review of
the state-of-the-art in network robotics is given in chapter 4. Chapter 5 presents the results
of a number of dierent real world measurements of wireless network parameters. Then a
robust algorithm for large-scale network exploration is presented in chapter 6. Chapter 7
and chapter 8 then introduce two algorithms for navigation in wireless networks. The rst
one is based on gradients and convergence of this algorithm is shown for the special case
of measuring signal strength in a wireless network. The second algorithm is based on inter-
nal models and learns this model to predict signal strength at places not yet visited. Both
algorithms can be extended to perform a wide number of tasks besides pure navigation, for
example bridging two network nodes.
Self-organization of multiple robots in the context of wireless networks is discussed in
Part III. A literature review on the state-of-the-art for self-organization, specically in the
network context, is given in chapter 9. In this part, reasons for why those algorithms are
not yet used in real world scenarios and solutions to these issues are discussed. In chap-
ter 10, an internal model based architecture proposed in the literature is introduced, which
aims to resolve these issues. A real experimental implementation of this architecture as well
as some modications, following from real world constraints such as limited computational
capabilities, are discussed. This architecture is then employed to implement a minimally
ethical robot in chapter 11, which is cognizant of the consequences of its possible future
next actions. This experiment is on the one hand a demonstration of the eectiveness of
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the architecture and on the other hand also shows how a robot can become cognizant of the
consequences of its own actions not only for itself but also for other robots with which it is
interacting. Chapter 12 further demonstrates how this architecture can implement safety in
multi-robot scenarios by using the knowledge of the consequences of interactions between
multiple robots. Finally, further experiments dealing with aspects of learning and validat-
ing internal models and/or the respective observed real behavior against each other in the
context of multi-robot scenarios are discussed in chapter 13.
In part IV the work is concluded. Specically, section 14.1 presents the summary and
section 14.2 the discussion of the work. In section 14.3 possible directions for future work
are shown.
Finally, appendix A presents work performed specically on ying robots as an alternative
to the ground-based robots used in most experiments and appendix B presents work on small
ying robots for safer indoor experimentation.
1.5. Publications
This work resulted in several publications. They are listed here as well as detailed analysis of
the contributions of the dierent authors for transparency. In accordance with the doctorate
regulations (Promotionsordnung) of the Mathematisch-Naturwissenschaftliche Fakultät at
the Humboldt-Universität zu Berlin, Section 6, Article 2.b, this thesis is based on the works
presented in the following articles:
Conference Proceedings
• „An Autonomous Flying Robot for Network Robotics“ by Christian Blum and Verena
V. Hafner (Blum and Hafner, 2012): Christian Blum performed the experiments and
analysis and wrote the bulk of the text. Robert Sombrutzki supported in setting up the
Humboldt Wireless LAB (HWL) side of the experiment and Verena V. Hafner had an
advisory role and supported writing the text.
• „Robust Exploration Strategies for a Robot exploring a Wireless Network“ by Christian
Blum and Verena V. Hafner (Blum and Hafner, 2013): Most of the work done on this
paper was performed by Christian Blum. Verena V. Hafner had an advisory role and
supported writing the text.
• „Intuitive Control of Small Flying Robots“ by Christian Blum, Oswald Berthold, Philipp
Rhan, and Verena V. Hafner (Blum et al., 2014): This work was performed in the con-
text of the Diploma thesis of Philipp Rhan who was supervised by Christian Blum.
Philipp Rhan reverse engineered the protocol of the Tracking system, implemented
the software system, and performed the experiments. Christian Blum designed and
implemented the interface between the Arduino and the remote control for the robot,
helped set up the tracking system, and helped tuning the controllers. The creation of
the text was a joint eort by the authors led by Christian Blum.
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• „Towards an Ethical Robot: Internal Models, Consequences and Ethical Action Selec-
tion“ by Alan F. T. Wineld, Christian Blum, and Wenguo Liu (Wineld et al., 2014):
This work is based on the original idea by Alan F. T. Wineld for the concept of the
Consequence Engine (CE) (Wineld, 2014) as well as the hypothetical experiment pro-
posed in that paper. The experiment as well as the analysis was implemented and per-
formed by Christian Blum. Wenguo Liu assisted with some of the hardware aspects of
the experiment. The creation of the text was a joint eort of Alan F. T. Wineld and
Christian Blum.
arXiv.org
• „Gradient-based Taxis Algorithms for Network Robotics“ by Christian Blum and Ver-
ena V. Hafner (Blum and Hafner, 2014): Most of the work done on this paper was
performed by Christian Blum. Verena V. Hafner had an advisory role and supported
writing the text.
Journal Papers in Preparation
• „Internal model based safety“ by Christian Blum, Alan F. T. Wineld, and Verena V.
Hafner (Blum et al., 2015): This work is based on the original idea by Alan F. T. Wineld
for the concept of the CE (Wineld, 2014) and the work presented in (Wineld et al.,
2014). The experiment as well as the analysis was implemented and performed by
Christian Blum. The creation of the text was a joint eort of all authors.
Conference Papers in Preparation
• „Active exploration of sensor networks from a robotics perspective“ by Christian Blum
and Verena V. Hafner (Blum and Hafner, 2015): Most of the work done on this paper
was performed by Christian Blum. Verena V. Hafner had an advisory role and sup-
ported writing the text.
Conference Posters not in Proceedings
• „Tactile Sensors for Learning of Soft Landing on a Flying Robot“ by Jan Gosmann,
Christian Blum, Oswald Berthold, and Verena V. Hafner (Gosmann et al., 2013): The
experimental work and analysis for this paper was performed in the context of the
lab rotation of and by Jan Gossmann. Christian Blum advised on the general design,
helped interfacing the sensors used to an Arduino and performed some test ights.
Oswald Berthold also helped with hardware issues and performed some test lights.








As stated in section 1.1, network robotics, which deals with mobile autonomous wirelessly
connected network nodes, is an attractive eld of research for robotics researchers with
growing practical relevance. IEEE 802.11 Wireless Local Area Network (WLAN) was cho-
sen to be used as a wireless technology because it operates in unlicensed Industrial, Scientic
and Medical (ISM) bands (see section 2.2.2). This means that, in contrast to for example cel-
lular networks operating in a licensed band, network parameters, choice of protocol, and
so on can be freely varied in a wide range, which allows for more exibility in experimen-
tation. This however also means that there are potentially other users using the same ISM
band, which can lead to interference between dierent users and/or communication tech-
nologies. Furthermore, WLAN is often available on robots and/or laptops and can also be
added easily via cheap USB adapters. Because of these reasons, WLAN is also often the
communication technology of choice for wireless multihop networks. In this chapter, the
physical and technological foundations of wireless communication with a specic focus on
WLAN are introduced.
2.1. Maxwell’s Equations
Maxwell’s Equations describe the properties of electric and magnetic elds and their dynam-
ics (Jackson, 1962). In the presence of media, they take on this form:
∇ ·D = ρf, (2.1.1a)
∇×E = −∂tB, (2.1.1b)
∇ ·B = 0, (2.1.1c)
∇×H = jf + ∂tD. (2.1.1d)
Here, E and H are the electric and magnetic eld, D and B are the electric and magnetic
ux density and ρf and jf are the free charge and current density, respectively. These four
equations form the base of the present work.
The electric eld E and the magnetic ux density B are connected to the electric ux
density D and the magnetic eld H via the polarization P and the magnetization M, re-
spectively. They are dened as
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Both the polarization and the magnetization depend on the properties of the medium.
They are both zero in vacuum.
2.1.1. Free Space Wave Equation and Solution
In the absence of media the polarization and the magnetization are zero, the electric and
magnetic ux density read
D = ε0E, (2.1.4)
B = µ0H. (2.1.5)
Assuming furthermore no free charges or currents, i. e., ρf = 0 and jf = 0, Maxwell’s
Equations become
∇ ·E = 0, (2.1.6a)
∇×E = −∂tB, (2.1.6b)
∇ ·B = 0, (2.1.6c)
∇×B = µ0ε0∂tE. (2.1.6d)
Now the curl operator∇× can be applied on eq. (2.1.6b) and eq. (2.1.6d) dierentiated in





where 1/c20 = µ0ε0 is the vacuum speed of light. The solutions to the wave equation are
plane waves:
E(r, t) = E0e
i(kx−ωt), (2.1.8)
where k is the wave vector, which is related to the wavelength via λ |k| = 2pi and ω is the
angular frequency. In free space they are related by |k|ω = c0. Due to Maxwell’s Equations,




which is shown schematically in g. 2.1.
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Figure 2.1.: A plane wave in free space
2.1.2. Electromagnetic Waves in Media
In general, analytic solutions to Maxwell’s Equations only exist for special simplistic cases
in media, like innite purely dielectric media, because the polarizationP and magnetization
M in eq. (2.1.2) depend on the exact distribution of the dierent media. This already hints
at the diculties of accurately simulating the propagation of electromagnetic waves in that
a simulation can only be as accurate as the knowledge about the distribution of the media,
i.e., about the environment. For a real world scenario, moving a desk or opening or closing
a door can already have a drastic impact. Thus, in this section only high-level mechanisms
will be discussed.
In media and at interfaces between dierent media, three basic eects occur: reection,
scattering and diraction (Rappaport, 2001). Usually, these eects are combined into eective
propagation models, which will be discussed in detail in section 2.3.
Whenever an electromagnetic wave crosses an interface between two media with dierent
material properties, it is partially reected and partially transmitted. In the special case of an
electric conductor as a second medium, the wave is reected completely. Reections usually
also change the polarization of the wave.
Interaction of an electromagnetic wave with particles smaller and of the order of the wave-
length of the electromagnetic wave is called scattering. The wave is diused, i.e., spread out
by diraction. For larger objects, the surfaces can often be modeled as reective surfaces
instead.
Diraction occurs if there is an object with a sharp edge or other sharp features in the path
of an electromagnetic wave. According to the Huygens-Fresnel principle (Jackson, 1962),
which states that every point on the wavefront of an electromagnetic wave can be considered
the source of a secondary spherical wave. Interference between all these waves then leads to
13
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a new wavefront and so on. Diraction is then caused by the propagation of the secondary
waves originating at and next to the edge of the object and interfering in the shadowed area
behind the object.
2.1.3. Simulation Methods
One of the most straight-forward methods for the simulation of electromagnetic waves, i.e.,
to solve Maxwell’s Equations numerically is to use nite dierences. This eectively dis-
cretizes Maxwell’s Equations on a regular grid and leads to a number of nite dierence
equations from which a leapfrog integration scheme can be derived.
The modern version of this method, known as nite-dierence time-domain (FDTD), was
rst described in 1966 by Yee (1966). The fundamental idea behind his formulation of the
algorithm is to interleave the electric and magnetic elds in space and time using centered
nite dierence operators for enhanced precision. This method has been improved contin-
uously throughout the years including signicant improvements in the areas of grid trun-
cation techniques and sub-pixel smoothing as well as ecient implementation (Taove and
Hagness, 2005).
One very popular free and open source implementation of FDTD is MIT Electromagnetic
Equation Propagation (MEEP) (Oskooi et al., 2010). There are numerous other commercial
as well as free implementations for CPUs as well as GPUs.
The discretization grids of FDTD have to be able to resolve the details of the material
distribution and also as the wavelength of the electromagnetic waves. In general, a mini-
mum resolution of 8 pixel per wavelength is necessary as a result of the concrete interleaved
discretization scheme. Time discretization follows automatically from the spatial discretiza-
tion via the Courant factor S (Courant et al., 1928), which is 0.5 in MEEP per default, via
δt = Sδx.
As an example, consider the discretization of an area for the simulation of 2.4GHz radio
waves in two dimensions. If an area of 10m×10m×2m of a small oce environment is to be
simulated and a resolution of 10 pixel per wavelength is chosen, this leads to a discretization
grid of 1.25 cm spacing with 102, 400, 000 pixels. Typically 144B per pixel are needed to
model the elds and material (Davidson, 2005). This leads to a memory consumption of
14.75GB. Additionally, a description of all the material in the simulated area is needed
on the 1.25 cm grid. This means the complete knowledge of the physical parameters of
the environment for all grid points. In a real world scenario this would include walls, wall
composition, furniture, electric equipment, electric cables, persons, and so on. Just attaining
this data is a task dicult to solve in a real world scenario1. Run time is mainly aected
by the used processor and available memory bandwidth. The simulation is usually memory
bandwidth limited because the FDTD scheme leads to only few arithmetic instructions per
memory load instruction.
As can be seen from this example, FDTD can become very costly, especially in 3D. Thus
1A big part of the work done in the COST-231 project (Damosso, 1998; Damosso and Correia, 1999) was actually
to perform electromagnetic sounding of dierent types of commonly found walls, corridors and general
indoor and outdoor scenarios. As expected, huge variations in the propagation characteristics were found
depending on the materials and congurations.
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in the area of wireless communication technologies it is mainly used for items such as an-
tenna design or the modeling of specic absorption rate (SAR). For the actual calculation
of propagation characteristics, for example inside of buildings to calculate coverage areas,
etc., usually less accurate techniques are used. One prominent method for these kinds of
calculations is ray-tracing which is a lot more ecient than FDTD. However, if interference
and small scale fading is important, it is not accurate enough because it cannot model near
eld eects such as diraction. Additionally, a very good description of the environment is
needed also for this technique.
2.2. Technical Aspects of Radio Waves
2.2.1. Basic Network Protocol Characteristics
The Open Systems Interconnection (OSI) model (Tanenbaum and Wetherall, 2012) is a lay-
ered reference model for network communication. It has been standardized both by the
International Telecommunication Union (ITU) and International Organization for Standard-
ization (ISO) and has been widely used for the design of network protocols.
In the context of this work the two lowest layers are the most relevant. The rst layer,
the Physical Layer, denes electrical and physical specications as well as the correspond-
ing protocols necessary for data connection. In the case of wireless communication this in-
cludes items such as electromagnetic spectrum allocation or modulation. The second layer,
the Data Link Layer, provides data transfer between nodes and also denes error correction
methods. It is split into two sublayers: Logical Link Control (LLC) and Media Access Con-
trol (MAC). The LLC layer is responsible for multiplexing protocols when transferring data
over the MAC layer as well as for error correction and node-to-node ow control. The MAC
layer provides channel access control mechanisms and addressing, to enable communication
within a shared communication medium, such as the air in the case of wireless communi-
cation. For the case of WLAN, which is mainly used in this thesis, these two rst layers are
specied by the IEEE 802.11 specications.
The MAC layer thus specied unique identiers for all network interfaces (of which a
logical network node can have several). This means in the context of this work that mea-
surements of network parameters for instance Received Signal Strength Indication (RSSI)
can be uniquely attributed to the corresponding network interfaces and thus also to the cor-
responding network nodes. Therefore, even though the communication medium is shared,
measurements corresponding to specic network nodes can uniquely be identied.
2.2.2. Spectrum
The electromagnetic spectrum is divided into frequency bands for dierent uses according
to the frequency allocation scheme decided on by international and national regulatory or-
ganizations such as the International Telecommunication Union (ITU). Because of the wide
distribution and availability, WLAN (based on IEEE 802.11) (Group et al., 2010), was chosen
as a radio communication technology for this work. According to specication, it uses the
Industrial, Scientic and Medical (ISM) bands in the 2.4GHz and 5.8GHz range.
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Figure 2.2.: Usage examples of the two ISM bands at 2.4GHz and 5.8GHz
As depicted in g. 2.2, there are other technologies besides WLAN also operating in these
frequency ranges, which potentially means a lot of interference in these frequency bands.
For most potential interference candidates in practice this means additional noise during
communication. Usually, the underlying radio technology of WLAN is able to cope with this
noise but in extreme cases this can lead to complete jamming of certain channels, denying
communication. In practice, such extreme cases are very rare.
To illustrate this situation for a typical oce environment an experiment was conducted.
Using a Texas Instruments CC2500 low-power 2.4GHz RF transceiver, which supports 256
channels in the 2.4GHz band in the range of 2400MHz to 2483.5MHz, the 2.4GHz band
was monitored in a typical oce environment for over four days. These 256 bands were
sampled randomly with a rate of 25 kHz measuring the RSSI. For these samples the number
of samples with an RSSI over −95 dBm, i.e., samples where the received energy was higher
than the (mostly thermal and read-out) background noise, were counted for the respective
channels. The result is depicted in g. 2.3.
The measurements show the typical broad signatures of wireless LAN signals as well as
several other signatures. The two broad signatures extending over the complete measure-
ment period can be traced back to eduroam and some university WLANs operating in the
channels 1, 9, and 13 respectively. Narrow-band signals extending over hours are probably
wireless keyboards, mice or audio devices. Bluetooth devices cannot be easily seen in this
kind of plot because they employ frequency-hopping strategies. Signals covering the whole
bandwidth of the 2.4GHz band can be traced back to remote controls for radio controlled
vehicles in the lab. The day and night cycle are easily identied and workdays distinguished
from weekends by the amount of trac during day time. The distinguished short bursts
of wireless LAN activity in channel 1 during Thursday night are due to experiments in the
wireless mesh network testbed HWL which were known to be scheduled for that night. It is
clear from this experiment that in a real world scenario there is a multitude of interference
sources for WLAN with time-varying characteristics.
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Figure 2.3.: Measurement of 2.4GHz ISM band over four days in an oce environment
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2.2.3. Antennas
A radio transmitter generates electrical oscillations at the radio frequency and feeds this
signal to an antenna which in turn converts this signal into electromagnetic waves (and vice
versa for a radio receiver). Depending on the shape and size of the antenna, this conversion
is more or less ecient for dierent frequencies and directions. Three dierent example
antennas and their radiation patterns are depicted in g. 2.4. Isotropic antennas are only
used for theoretical calculations as a reference antenna and do not exist as real antennas as
they are point-like.
Apart from their radiation patterns, antennas are characterized by their respective gain,
which is dened as the output in the direction of maximum output in relation to the output
of an isotropic radiator for the same feed power and is measured in dBi. Almost all an-
tennas used for mobile applications are omidrectional, meaning that the azimutal radiation
pattern is circular. Practically, either rod antennas or printed circuit board (PCB) antennas
(STMicroelectronics, 2011) are widely used for the reason of omnidirectionality.
All radiation emitted by any antenna is polarized. For most antennas, including rod an-
tennas, the polarization of the emitted electromagnetic waves is linear but there also exist
antennas emitting circular polarization. This means if the polarization of the emitting an-
tenna is not the same as the receiving antenna, there are losses. If both antennas emit linear
polarized electromagnetic waves and are arranged perpendicular, the receiving antenna will
not pick up any signal at all. If a circular polarized signal is received by a linear antenna,
half of the signal strength, i.e., about 3 dB, is lost. Reections also aect polarization, which
can become relevant for multi-path interference. In practice this means that using omnidi-
rectional linear antennas and since these are usually almost parallel (perpendicular to the
ground), there are almost no losses. Nevertheless it is important to know that huge losses
can occur if one is not careful about antenna orientation.
2.3. Radio Wave Propagation Models
The description of radio wave propagation models in this section loosely follows Goldsmith
(2005) and Rappaport (2001). Radio wave propagation models can roughly be divided into
large scale and small scale models. Large scale models model propagation for distances of
the order of several hundred or thousand wavelengths leading to so-called path loss models,
while small scale models model propagation for distances on the order of a few wavelengths
where interference eects are important and which are known as small scale fading models.
The next two sections discuss both classes of models in more detail.
Figure 2.5 shows an example measurement of RSSI for an arbitrary line in an oce envi-
ronment. The measurements were conducted using an robosoft RobuLAB 10 using regular
IEEE 802.11g wireless LAN. The measurement shows both kinds of variations. There are
small scale variations of the order of the wavelength of the wireless signal(12.5 cm), how-
ever, as can be seen in the ltered data, there is also a slowly varying variation, which can
be identied by large-scale path loss.
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Figure 2.4.: Radiation patterns for three dierent antennas
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Figure 2.5.: RSSI measurements with RobuLAB 10
2.3.1. Large Scale Path Loss
Path lossPL at the distance d between transmitter and receiver is dened as the ratio between





Usually logarithmic units are used for PL:










where Gt and Gr are the transmitter and receiver gain, L the system loss, i.e., loss in the
amplier etc., and λ is the wavelength of the radio wave. Usually we assume L = 1. This
formula is valid for d > df where df species the Fraunhofer region (df >> antenna size
and df >> λ). For an isotropic radiator this formula can be understood intuitively since the
radiated power is spread over a sphere of radius d and the surface of this sphere scales with
d2 so the radiated power for a specic direction decreases with d−2. In logarithmic units this
becomes




with the reference path loss Pd(d0) at a reference distance d0 (usually 1m). This reference
path loss is used to absorb all the constants like antenna gains into a single number.
For more general scenarios, where other media exists, i.e., walls, buildings, furniture, etc.,
every general scenario and wavelength leads to a dierent empirical path loss model. Usually
these empirical path loss models are generated from data measured in a specic situation,
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Oce, hard partition 3
Oce, soft partition 2.6
Oce, multiple oors 2− 6
Factory 1.6− 3.3
Home 3
Table 2.1.: Empirical γ values for the simplied path loss model, taken from Goldsmith (2005)
and Rappaport (2001)
for example large urban cells at around 1GHz in the COST-231 project (Damosso, 1998;
Damosso and Correia, 1999).




where γ is an empirical factor depending on the environment. A γ value of 2 yields the
standard free space model. Typical values are shown in table 2.1.
In logarithmic units this becomes




For indoor scenarios, indoor attenuation factors are often used in addition to the empirical
distance power law discussed above. These are measured loss factors for dierent objects
such as walls or doors. They are incorporated into the path loss as







where theAFi are the attenuation factors. table 2.2 lists some common indoor attenuation
factors.
In real life, no two walls yield exactly the same attenuation factor and there is a lot of
clutter in the environment such as assorted furniture etc. This means that even for the same
environment, points with the same distance to the transmitter show dierent path loss. It
is impossible to take all those variations for dierent path loss models into account. Real
measured path loss models have shown to be statistical distributions following a log normal
distribution, i.e., they show a normal distribution in logarithmic units. This eect is usually
called log-normal shadowing in the literature. Thus, usually a random noise term is added
to the empirical path loss function as well as to the attenuation factors to account for this
variability 2.
2Note that even though this factor is random, for a correct model it has to be xed for the same spatial cong-
urations at least for the duration of one simulation
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Material Type AF [dB]
Cloth partition 1.4
Double plasterboard wall 3.4
Light textile 3− 5
Empty cardboard inventory boxes 3− 6
Metal catwalk/stairs 5






Table 2.2.: Empirical indoor attenuation factors, taken from Goldsmith (2005) and Rappaport
(2001)
2.3.2. Interference and Small Scale Fading
A pulse transmitted by a transmitter will be reected, diracted and scattered in the envi-
ronment, generating multiple dierent paths on which it can reach the receiver. Thus, what
the receiver records is not the single pulse that was transmitted, but a main pulse (if there is
a line of sight path) and then a number of secondary pulses, one per propagation path, which
can be innite in the real world due to secondary reections etc. This situation is depicted
schematically in g. 2.6.
This train of pulses can potentially also overlap, i.e., interfere with each other. This in-
terference leads to variations of the signal strength on scales of the order of the wavelength
Figure 2.6.: Schematic diagram of dierent propagation paths contributing to the multi-path
propagation between a transmitter and receiver.
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Figure 2.7.: RSSI measurements with robulab-10
of the radio wave, which is called small scale fading. Real example measurements showing
small scale fading are depicted in g. 2.7. The variations in signal strength are clearly of the
order of the wavelength (12.5 cm in this example).
A multi-path signal is also always time-varying in nature because either the transmitter
or receiver move if they are mobile, or parts of the environment move such as for example
people moving, doors opening and closing, etc. In g. 2.7 this can be seen in the variations
of the signal comparing the actual measurements against the moving average of the signal
over 1 cm. These variations are clearly larger than the variations due to the robot moving a
distance of 1 cm.
For the special case of a moving sender or receiver and direct line of sight conditions, this
eect can be calculated analytically and is called Doppler shift. This eect can be experienced
practically in the audible regime for a moving police car and the change in frequency of the
siren when the police car passes by. Doppler shift leads to a frequency shift fd, which for a




where v is the relative speed between transmitter and receiver and λ is the wavelength.
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For 2.4GHz and a speed of 10m s−1 this yields a frequency shift of fd = 80Hz. IEEE 802.11
(wireless LAN) species 22MHz wide channels with 5MHz spacings. Thus the eects of
Doppler shift are negligible in this range for normal speeds (Mahasukhon et al., 2007). This
eect only becomes relevant for much higher speeds and/or more complex modulations such
as employed by multiple-input and multiple-output (MIMO) techniques for example used in
IEE 802.11n.
There are a lot of statistical models for small scale fading and multi-path eects depending
on the frequency, modulation, environment, etc. Because of their statistical nature they are
not that interesting in the use case of real robotics since we are looking for concrete instances
of an environment in contrast to statistical properties of a class of environments. A full simu-
lation of Maxwell’s Equations could account for multi-path eects, which is computationally
costly and requires full knowledge of the environment, which is impractical.
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Introduction to Internal Models
In this chapter the concept of internal models will be introduced in depth. This concept is
used extensively in part III and chapter 8, but also inuenced most of the work presented
here as a way of thinking about intelligence. The concepts of grounded cognition, as well as
machine learning methods used to learn and represent internal models, will be introduced
as they are essential practical and philosophical aspects of the concept of internal models.
3.1. Grounding
Barsalou (2010, p. 717) denes grounded cognition as:
According to classic theories, the core knowledge representations in cogni-
tion are amodal data structures processed independently of the brain’s modal
systems for perception, action, and introspection. From this perspective, the
core representations in cognition dier from representations in modal systems,
function according to dierent principles, and reside in a modular semantic sys-
tem (Tulving, 1985). Grounded cognition is often dened negatively as the view
that classic theories are incorrect: The core knowledge representations in cogni-
tion are not amodal data structures that exist independently of the brain’s modal
systems. Instead — according to a positive denition of grounded cognition —
the environment, situations, the body, and simulations in the brain’s modal sys-
tems ground the central representations in cognition. From this perspective,
the cognitive system utilizes the environment and the body as external infor-
mational structures that complement internal representations. In turn, internal
representations have a situated character, implemented via simulations in the
brain’s modal systems, making them well suited for interfacing with external
structures.
This means that cognition is tightly bound to sensory and motor capabilities as well as
the respective internal simulation mechanisms (Barsalou, 2008). Therefore, this theory is
directly related to the concept of embodiment (Pfeifer and Bongard, 2006; Pfeifer et al., 2007)
as well as the simulation theory of cognition as discussed in section 3.2.3.
In contrast to grounded cognition, the term embodied cognition is used to explicitly stress
the importance of the sensorimotor interactions of the body with the physical world on
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cognitive representations. Grounded cognition refers to cognition grounded in the physical
properties of the world, which can but does not have to be encoded in bodily states. Unfor-
tunately, both terms are often used interchangeably in the literature (Pezzulo et al., 2011).
An interesting overview on the connections between the elds of embodied cognition,
metaphorical thought, and language, is given by Lako (2014). Lako presents a large num-
ber of examples of metaphors beginning with so-called primary metaphos, which are very
close to embodied experiences, to complex abstract metaphorical blends. He then gives an
overview of the current neural theory of metaphor and goes on to show how these neural
theories could be connected to the dierent types of metaphors. He concludes stressing „the
centrality of embodiment as the mechanism of meaninfulness “ (Lako, 2014, p. 12).
For an in-depth introduction into the topic with a discussion on the dierent grounded
theories, empirical evidence as well as its issues and challenges refer to Barsalou (2008).
Furthermore, Barsalou (2010) gives an historical overview of the topic, discusses current
empirical evidence and proposes future research directions and challenges. The author also
predicts that the dierent perspectives on cognition will converge in the future and presents
grounds for this view.
Pezzulo et al. (2011) propose the use of robotics as a synthetic methodology to implement
embodiment as a tool to advance theories of embodied cognition and enable testing. For this
the authors believe that computational theories can have an important impact on embodied
theories of cognition. In this context they discuss the requirements and potential impact of
computational models (embodied in robots) on grounded theories. They also believe that
this process can also provide insights into how to design better cognitive robotic systems.
Pezzulo (2011) proposes an evolutionary and developmental pathway which led from in-
ternal (forward) models for motor control to internal simulation and consequently knowl-
edge representation, i.e., embodied cognition. The author explains in depth how dierent
kinds of knowledge could be represented in this way (using internal models and internal
simulation).
Internal models are thus one possible option to represent the knowledge about sensori-
motor interactions.
3.2. Internal Models
The idea of internal models can be retraced at least as far back as 1943 when K. J. W. Craik
presented his idea of „small-scale models“ (Craik, 1967, p. 61):
If the organism carries a „small-scale model“ of external reality and of its own
possible actions within its head, it is able to try out various alternatives, conclude
which is the best of them, react to future situations before they arise, utilize
the knowledge of past events in dealing with the present and future, and in
every way to react in a much fuller, safer, and more competent manner to the
emergencies which face it.
This topic of internal models topic has gained traction especially since the 1990s in the















(b) A pair of coupled forward-inverse models
Figure 3.1.: Forward and inverse models as well as a pair of coupled forward-inverse models.
S(t) andM(t) denote the current sensory inputs and motor commands, S(t+1)
denotes the desired future sensory input, and S?(t+1) and M?(t) the predicted
future sensory input and motor command respectively.
these elds.
3.2.1. Biological Origins
In biology and neuroscience, the concept of internal models is thought to be behind most
of the exceptional sensorimotor skills that can be observed in nature, since it is essential for
high-performance control as implemented in biological systems (Haruno et al., 2001; Wolpert
et al., 2011).
Internal models are also believed to be behind self-agency. Weiss et al. (2011) present
work on self-generated sound and Blakemore et al. (1998, 2000) present experiments on self-
tickling supporting this hypothesis.
There are two main kinds of internal models: forward models (predictor), which predict
future sensory inputs as a consequence of given motor inputs, and inverse models (con-
troller), which supply motor commands leading to a desired sensory input(Wolpert et al.,
1995). These two kinds of internal models are depicted schematically in g. 3.1a. Addition-
ally, there are models predicting physical properties of the environment (Flanagan et al., 2001;
Zago et al., 2004). These models can also be coupled, and such a pair of coupled forward-
inverse models is depicted schematically in g. 3.1b. Together these models can be used
to generate and test hypotheses about the outcome, i.e., consequences, of possible future
actions and can also be used to recognize the behavior of other agents. In the long term,
these systems could lead to a better understanding of the hypothesis of the theory of mind
(Premack and Woodru, 1978).
There is evidence in the form of corollary discharge (Sommer and Wurtz, 2008) in a lot
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of invertebrates suggesting the use of internal models for sensorimotor skills (Webb, 2004).
Recently, the rst denitive use of internal models for interception steering has been shown
for dragonies (Mischiati et al., 2015). In vertebrates, especially in primates and humans,
the hypothesis of the use of internal models is already well established. Examples range
from internal physics models in humans for proprioceptive sensing (Merfeld et al., 1999) or
forward and inverse models for grasping (Flanagan et al., 2001) to internal models for pitch
control in human singers (Jones and Keough, 2008). In general, model-driven control, as
implemented by the use of internal models for sensorimotor skills, overcomes the limitations
of sensor delay by using the predictive power to generate motor commands for anticipated
future sensor inputs, for example when trying to grasp a moving object.
Similar models in spatial navigation have been found to have a concrete neurological im-
plementation in rats in the form of place-cells (O’Keefe, 1976) and head direction cells (Taube
et al., 1990).
It was also proposed that the cerebellum implements such models (Wolpert and Kawato,
1998) and updates them to continuously adapt to new situation. This hypothesis is until now
compatible with most experimental evidence (Ito, 2008) but a lot of experimental challenges
in terms of neuroimaging remain unsolved (Stoodley, 2012).
Specically, the idea of multiple paired inverse-forward model for motor control and
trajectory-planning is prominent in neuroscience (Wolpert and Kawato, 1998; Kawato, 1999)
and has been suggested to also facilitate these skills in humans (Haruno et al., 1999).
Because of the computational similarities between internal model driven sensorimotor
skills and skills for social interaction, it has been suggested that the latter have been devel-
oped by extending the former (Wolpert et al., 2003). Even though this hypothesis remains
controversial (Jacob and Jeannerod, 2005; Kilner, 2011), the recent discovery of the mirror
system (Rizzolatti and Craighero, 2004) in primates (Rizzolatti et al., 1996) and subsequently
in humans (Grèzes et al., 2003; Keysers and Gazzola, 2010), suggests that those internal mod-
els can at least be used for action recognition. A more recent review on this topic with a
special focus on computational requirements was presented by Oztop et al. (2006). This hy-
pothesized mechanism has also been implemented successfully in robotic systems (Demiris
and Khadhouri, 2006).
3.2.2. Control Theory
In control theory, the use of internal models is well established in areas like model driven
control (Garcia and Morari, 1982) or predictive control (Morari and Lee, 1999). In general the
idea is that the use of coupled forward models (predictors) and inverse models (controllers)
can overcome problems of more complex motor tasks posed by sensor and motor delays.
In fact, it has been shown that for certain classes of problems models are strictly necessary
(Conant and Ross Ashby, 1970; Francis and Wonham, 1976). A similar idea is employed in
recursive Bayesian estimation like Kalman (Kalman, 1960) or particle lters (Liu and Chen,
1998) where each update step integrates predictions based on a model and prior knowledge
of the state with measurements to generate output estimates of the state.
In contrast to cognitive robotics however, the internal models used in the context of control
theory are typically mathematical systems of the system (the plant) and stated explicitly
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when designing the controller for example as systems of dierential equations. In robotics
the goal is to have the robot learn the internal models — both the inverse and forward models
— autonomously. An example of such a strategy would be self-exploration mediated through
babbling (Der and Martius, 2006; Dearden, 2008; Schillaci and Hafner, 2011; Baranes and
Oudeyer, 2013; Martius et al., 2014).
Tin and Poon (2005) compare the concepts of internal models from disciplines of biol-
ogy and control theory (adaptive control) and show how these concepts correspond. Inter-
estingly, almost all concepts known from the biological context can be shown to have an
engineering equivalent in control theory. This conversely means that metrics known from
control theory like stability, robustness or convergence could possibly be applied to the anal-
ysis of biologically inspired internal models.
3.2.3. Robotics
A lot of the ideas revolving around internal models from biology as well as control theory
have found their way into the eld of robotics. Thus, only a small selection of work, which
is interesting in the context of this work, will be discussed here.
It has been suggested that the idea of coupled inverse and forward models can be used for
motor control as well as action recognition (Wolpert et al., 2003). This idea has successfully
been implemented in robotic systems (Demiris and Khadhouri, 2006; Schillaci et al., 2012b,
2013) employing the internal models of its own robot body to recognize the actions of other
individuals by means of the prediction error of these models. Demiris (2007) shows the
connection of this approach to psychology discussing descriptive (recognition from data)
and generative (internal model) approaches.
Most internal (forward) models consider only short predictions into the future in a tight
sensorimotor loop. Internal simulation goes further than that in the sense of being more
complete — often also incorporating the environment and other agents — and by simulating
further into the future. In principle, short predictive steps can be chained so there is no
clear border between the two extremes. An investigation into multi-step predictions can for
example be found in Ziemke et al. (2005). A similar experiment was conducted by Homann
and Möller (2004); Homann (2007) concatenating the same forward model by feeding its
sensory output back into the input. In this work, internal simulation is used only as a name
for a more complicated internal prediction.
An internal simulation can, together with the corresponding inverse models and facilities
to generate and try out actions, provide a robot with a „functional imagination “ (Marques
and Holland, 2009). This is to some extent related to the simulation theory of cognition (Hess-
low, 2012), which is more general and rejects the idea of explicit (symbolic) internal models.
Holland and Goodman (2003) outline how and which kind of internal models are compatible
with the simulation theory of cognition1. Barsalou (2009) presents further evidence from
1The internal models in the sense of the ones dened by Wolpert et al. (2003) turn out to be of the class of
compatible ones. Holland and Goodman (2003, p. 4) write:
For example, in the eld of articial neural networks, a network that has been trained to pro-
duce a particular set of outputs in response to a given set of inputs is often said to have learned „an
internal model “ of the problem; this internal model is simply a pattern of synaptic weights that
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psychology and cognitive science for the hypothesis that simulation plays a central role in
cognition.
The idea of using an actual simulator instead of learned models have also started to be
explored in the eld of robotics since the computational power of robots has been increasing
steadily. For example Bongard et al. (2006) show a four-legged robot that can use an explicit
internal simulation for the tasks of self-modeling and action generation for locomotion. Us-
ing this architecture, the robot can recover from physical damage by re-learning its new
self-model, generating a new gait for the changed morphology. Similarly, a swarm of robots
has been shown to be able to use internal simulation of the robot and its environment to
evolve robot controllers, which are then used on the real robots (O’Dowd et al., 2011). This
system has been shown to be able to adapt to changes in the environment.
3.3. Internal Model Representation: Machine Learning
Methods
In the context of (cognitive) robotics, internal models are, in contrast to control theory where
models are most of the specied analytically for example in the form of dierential equations,
often learned from experience, i.e., collected sensorimotor data. These models are then rep-
resented using machine learning methods.
An example for a learning task would be learning the forward model of one arm in the
sensory space of a robot observing the arm with a camera. This forward model would then
map motor values, e.g., joint angles to the endeector position in the space of its camera, i.e.,
xy-values in the pixel grid of the camera. This model can be learned from previous explo-
ration of the sensorimotor space, i.e., pairs of (joint angles, xy-pixel values), generated by
for example motor babbling (Demiris and Dearden, 2005; Schillaci and Hafner, 2011; Baranes
and Oudeyer, 2013).
For a broad overview of the current state of the art, Nguyen-Tuong and Peters (2011) re-
view machine learning models for sensorimotor tasks and focus (mainly) on learning forward
models. Dierent types of models and how they can be learned as well as what the challenges
in a robotics context are, are discussed. Three case study applications are presented in detail.
In the following, the models used in this thesis will be discussed shortly. For more in-
depth treatment of the specic methods refer to the references. All discussed models are of
the class of supervised regression models.
Besides the ones discussed here, there are countless further general machine learning
methods. In the eld of learning of internal models, there are other prominent classes of
models not used in this thesis of which general probabilistic models like bayesian networks,
self-organizing maps, convolutional neural networks, recursive neural networks and other
happens to give the correct outputs, and it is only in rare cases or in certain special types of net-
works that the characteristics of the internal model can be related explicitly to the characteristics
of the problem.
The criticism of Hesslow (2012) is more directed towards internal models in the Good Old-Fashioned Articial
Intelligence sense which are mostly symbolic with explicit semantics (also see the discussion on grounding
section 3.1) and cater towards logical manipulations.
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X
y
Figure 3.2.: Ordinary linear regression with data as points, grey model t and dashed redid-
uals
connectionist methods. More recently, deep learning methods have started to gain impor-
tance as these methods start to surpass human skill levels in areas previously thought to be
dicult for algorithms (Mnih et al., 2013; Schmidhuber, 2015; He et al., 2015; Mnih et al.,
2015). A good introduction for the use of probabilistic models, specically Bayesian net-
works, is given by Dearden and Demiris (2005).
Linear regression via for example ordinary least squares goes back to Gauss (1823) and can
be readily extended to the multivariate case (Mardia et al., 1979). A simple graphic illustration
of the basic process is depicted in g. 3.2. Often these models are regularized using Tikhonov
regularization (Tikhonov, 1943) and are then also referred to as Ridge Regression (Hoerl and
Kennard, 1970). This practice is especially useful if the problem is ill-posed.
In contrast to the parametric model of linear regression, a Gaussian process is a nonpara-
metric model. Using a Gaussian process for a regression task means to perform the regression
X
y
Figure 3.3.: Gaussian process with data as points with error bars, grey best model and light
grey 95% condence bands
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Figure 3.4.: Multilayer Perceptron (MLP)
in the space of all possible functions as opposed to performing the regression with a restricted
class of functions as done for example by using linear regression (Rasmussen and Williams,
2006). Given a prior probability for all possible functions and the data points this method-
ology yields a posterior distribution over all possible functions. This method is illustrated
graphically in g. 3.3.
The k-Nearest Neighbors (k-NN) algorithm can be used for classication and regression.
This algorithm operated directly on the training data insofar as the output consists of ei-
ther the majority vote or the average of the k nearest (dierent metrics are used in practice)
neighbors to the point to be classied or predicted respectively (Cover and Hart, 1967). A
commonly used variant is to use all neighbors inside a xed radius (Bentley, 1975) and pos-
sibly to use the distances as weights for the dierent neighbors.
Multilayer Perceptrons (MLPs) are feedforward articial neural networks consisting of
several layers of neurons where each neuron is a nonlinear activation function, usually a
sigmoid. The layers are usually fully connected via variable weights which can be trained by
for example backpropagation (Werbos, 1974; LeCun, 1985; Rumelhart et al., 1985) or RPROP-
(Riedmiller, 1994). A schematic example of a MLP is depicted in g. 3.4.
Support Vector Machines (SVMs) were introduced for classications. They construct the
best hyperplane(s) separating the points contained in the classes to be classied. A two-
dimensional example of this process is depicted in g. 3.5. Since most problems are not
linearly separable, the input space is usually mapped to a higher, possibly innite dimen-
sional, space using the kernel trick (Vapnik, 1963; Vapnik and Chervonenkis, 1971; Cortes
and Vapnik, 1995). SVMs can also be extended for function estimation. Schölkopf and Smola
(2002) give a more recent overview on the topic and Smola and Schölkopf (2004) contains a
tutorial and discusses some practical aspects of using SVMs for regression.
If not stated otherwise, the following libraries were used in this thesis: for the implemen-
tation of most machine learning algorithms as well as pre- and post-processing scikit-learn
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Figure 3.5.: Support Vector Machine (SVM)
(Pedregosa et al., 2011) was used. MLPs were implemented using PyBrain (Schaul et al.,
2010) and linear regression was done using SciPy (Jones et al., 01 ). Furthermore, Hyperopt
(Bergstra et al., 2013) was used for hyper-parameter optimization, pandas (McKinney, 2011)








Introduction and Related Work
4.1. Introduction
Wireless networks, ranging from the ubiquitous cellular networks to ad hoc networks used
for example in car-to-car communication, are already a crucial part of our communication
infrastructure. Furthermore, the paradigm of the Internet of Things will add network ca-
pabilities to many objects, often via wireless interfaces (Mattern and Floerkemeier, 2010),
which will then commence in machine-to-machine communication. These wireless network
connections can in turn span entire (ad hoc) wireless networks between networked smart
objects. One example of this technology already in deployment today are Wireless Sensor
Networks (WSNs).
In addition to these machine-to-machine communication scenarios, very exible, easily
deployable wireless communication and/or sensor networks, which can be used for example
as backup communication infrastructure, can be composed of robots as mobile nodes. These
networks are needed for example in disaster scenarios as a robust ad hoc communication in-
frastructure when local communication infrastructure is (partly) unavailable. This approach
has been explored in projects like SMAVNET (Hauert et al., 2010b) or AirShield (Daniel et al.,
2010).
Communication capabilities between robots and between robots and humans, for example
via hand-held devices, are also needed for semi-autonomous operation of robots for instance
in disaster scenarios in a supporting role for reghters or rescue crews.
In WSNs specically, mobile robots can function as mobile nodes, i.e., as part of the net-
work, or as users of the WSN to harness the WSN to extend their own sensing capabilities.
As mobile nodes, robots can be used as a means of deployment, to dynamically adapt the
network to new tasks and/or situations, to optimize the WSN for dierent metrics and to
repair the WSN, especially for spatially correlated failures, i.e., several nodes are failing in
one place for example after an earthquake or re.
This area is sometimes called network robotics. In this work, the term network robotics
will be loosely dened as the area of research concerned with mobile robots navigating in,
integrating into, or forming, a wireless network.
Integrating mobile nodes into wireless networks poses interesting challenges specic to
wireless networks in the technical design of network protocols etc., such as the characteris-
tics of delay tolerant networks or constantly changing network topologies in networks with
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mobile nodes. This work however focuses on the physical aspects of integration only, i.e.,
with the physical layer (PHY) of the OSI model, because it poses the most fundamental prob-
lems of network robotics as a working PHY connection is needed by all higher layers of the
OSI model to function properly. This includes tasks such as establishing and maintaining a
stable network connection by ensuring good signal quality, which for a mobile robot means
moving to a place with good signal reception. As will be shown later, methods developed to
solve those basic task can often be adapted to meet goals from other layers such as maximiz-
ing packet throughput rates possibly in a cross-layer approach.
Thus, integration into these networks also means rst of all physical integration of the
robot. Wireless communication oers more degrees of freedom for integration than wired
communication as a mobile robot can freely move and position itself in space. However, the
need for good reception, i.e., a good physical signal-to-noise ratio (SNR), still poses some
restrictions on the positioning of the robot depending on the requirements of the particular
task for instance a minimal required packet throughput. Because of eects such as shadowing
and multi-path fading (see section 2.3), dierent spatial locations have dierent SNR even
inside the communication range of a node. Robots integrating into these wireless networks
have to be able to cope with these modalities.
This fact is even more pronounced since all wireless technologies share the air as a phys-
ical medium. Many of these technologies work in unlicensed ISM bands (see section 2.2.2)
which implies a lot of competition for bandwidth between network technologies and also
between users. This in turn leads to very noisy and non-stationary characteristics of the
network parameters of these networks, which is can be challenging for new algorithms but
also presents interesting dynamics which can be explored and exploited.
For a more complete and in-depth discussion on the subject of wireless networks and their
dynamics refer to chapter 2.
For static nodes many algorithms and techniques exist that try to deal with these chal-
lenges. However, robots as mobile network nodes oer new ways of dealing with these
challenges by exploiting sensorimotor interaction in the sense of using for example mea-
sured SNR as a sensory modality. Most of the time this means the entire robot to physically
moving — in contrast to other sensorimotor tasks like for example grasping for which the
robot mainly actuates the arm and hand joints — and makes use of correlations between the
gathered sensory data and knowledge about its motion.
This means that a robot can use its mobility to mitigate negative eects to deal with the
issues of signal attenuation, noise and interference, which are all of a spatial nature, in a
cross layer like fashion in the sense of the physical actions of the robot beginning below the
PHY level. This can in principle encompass everything from bandwidth optimization over
energy savings up to interference mitigation, for example moving away from a stationary
node from a dierent wireless network which acts as source of interference.
These tasks should be solved in an autonomous manner and thus no prior knowledge
about the network, i.e., topology, physical location of nodes, etc., should be necessary for the
algorithms. Additionally, all algorithms should only be based on local information in order
to enable scaling to multiple robots and arbitrary network sizes, i.e., possibly networked
swarms.
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Besides being a technical challenge because of their dynamic nature, wireless networks can
also be used as an interesting testbed for taxis algorithms. The measured SNR of a wireless
connection is a scalar eld and is thus very similar to for example chemical concentrations as
measured during chemotaxis. Using real chemical concentrations in experimental setups is
not very practical because of their volatile nature and susceptibility towards air movements
(as for example induced by the experimentator). Therefore, it is desirable to use other scalar
elds instead. Often light elds, i.e., measured intensity of a light source at dierent posi-
tions, is used instead. However, light intensities are very stable and smooth and do not show
interesting dynamics. As discussed above, measured SNR of a wireless connection does show
challenging dynamics. Basically, these dynamics consist of a deterministic part varying at
the scale of the wavelength of the signal and of a stochastic part induced by external inter-
ference and sources like moving persons etc. (for details, see section 2.3). The typical length
scale for variation in these measurements is of the order of the wavelength, i.e., of the order
of 12.5 cm for 2.4GHz, which is also a very convenient length scale for typical robot sizes.
Thus, studying the integration of robots into wireless networks is not only an important
technical task with practical relevance but also an interesting scientic task relating to all
kinds of algorithms dealing with scalar spatial quantities such as taxis algorithms.
4.2. General Related Work
As discussed, the focus of network robotics is mainly on algorithms and problems dealing
with physical aspects of wireless networks. This mainly means localization of nodes, which
is the most studied subject in this area. Nevertheless, some other related approaches and
problems such as source seeking or communication-based swarming are also discussed in
this section. Algorithms for self-organized deployment, coverage optimization, repair etc.
are investigated in section 9.3. Furthermore an overview of recent testbeds using mobile
nodes, (ground-based and/or ying) often in the context of WSNs, is given in section 9.4.
Localization of network nodes is a topic which has been extensively studied in the past for
wireless (sensor) networks (Patwari et al., 2005). Most of the related research is concerned
with static networks and cooperative localization of the static nodes or with localization of
one mobile node using the knowledge of the static nodes. A very comprehensive survey was
presented by Wang et al. (2010) and deals with all kinds of possible algorithms with and with
out anchors and/or mobile nodes as well as all kinds of sensing modalities. As stated in the
previous sections this work, however, focuses on the inverse problem of one mobile node
for example attempting to localize other (possibly static) nodes using no prior knowledge.
Nevertheless these algorithms are interesting since they deal with similar technical problems.
4.3. Localization with Mobile Nodes
The task of localizing a network node in a network consisting only of static nodes has been
studied extensively. Mao et al. (2007) presented a comprehensive review on the topic. Besides
algorithms for localizing static nodes, there exist some algorithms making explicit use of the
mobility of the nodes. Even though these algorithms often originated in the networking
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community, they are converging more and more towards techniques already known from
robotics as there are increasingly more roboticists becoming versed in the topic.
An interesting example of minimal actuation is the work presented by Elnahrawy et al.
(2007) who added rotatable directional antennas to xed nodes to combine angular and RSSI
measurements to localize nodes. Even though the nodes are not mobile, using rotatable di-
rectional antennas can be seen as a very simple kind of sensorimotor exploitation. Further-
more, rotatable directional antennas could be used on mobile nodes to improve the sensing
capabilities by adding angle measurements.
A rather sophisticated way to directly measure bearings without antennas specically
designed to be directional was presented by Derenick et al. (2011). They exploit the fact that
real antennas are, in contrast to idealized theoretical ones (see section 2.2.3), not perfectly
isotropic. They formulate an algorithm to determine bearings by rotating these imperfect
antennas and use the resulting ambiguous measurements to localize a team of mobile robots
by repeated measurements while moving.
If no direct angular, i.e., directional, measurements are available, one method to overcome
these limitations is to substitute directional measurements by calculating gradients from spa-
tially referenced measurements using for example additional GPS measurements. Han et al.
(2009) show how such gradients can be used to localize network nodes by tting a locally
linear model to the measured signal strength data. Combining several such directional mea-
surements at dierent points then leads to an estimated localization. Estimating gradients by
tting a locally linear model to data is also employed in an algorithm presented by Paul et al.
(2011). They explicitly show how this procedure of tting a locally linear model eectively
mitigates the eect of noise.
In a similar approach, Dantu et al. (2009) estimate spatial gradients in RSSI measurements
to gain bearing information. In contrast to Han et al. (2009) however, they only rely on local
odometry instead of global GPS measurements. Furthermore, they use a nite dierence
like sampling pattern and calculate a principal component analysis (PCA) instead of tting
a locally linear model to the measurements.
More complex models than locally linear approximations have been shown by Fink and
Kumar (2010) to eectively estimate source localization. This algorithm uses Gaussian pro-
cess models based on path-loss and attenuation priors and combines them with RSSI mea-
surements, odometry and information from a laser range nder. The algorithm performs
very well in terms of accuracy and statistical eciency, i.e., the number of samples needed
but it scales cubically with the number of samples.
4.4. Source Seeking Algorithms
A more straight forward task than source localization is source seeking, which means moving
towards the location of the wireless signal source. This class of algorithms is related to
general taxis algorithms like chemotaxis. The dierent taxis algorithms in the literature
mainly dier in what kind of sensory input, especially odometry, is available.
In chemotaxis (Adler, 1966; Berg and Brown, 1972; Lux and Shi, 2004) where bacteria are
moving to the point of highest concentration of food molecules (or to the point of lowest
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concentration of harmful molecules), a very similar problem to source seeking is solved.
However, because of their size, bacteria cannot directly measure gradients in the concentra-
tion of the molecules and do not have access to odometry information. Nevertheless, they
evolved behavior suited for coping with these restrictions. While these algorithms are ef-
fective without using gradient information, they are less ecient because of their stochastic
nature.
When directional, i.e., bearing information is available, simple Braitenberg-style algo-
rithms can lead to source seeking behavior. In the most simple instantiation, this is achieved
by connecting two directional antennas via a very simple articial neural network directly
to the two motors of the dierential drive of a robot (Braitenberg, 1986).
A more complex algorithm for source seeking is presented by Wadhwa et al. (2011). They
show a multi-phase heuristic algorithm used to mitigate the eects of very at gradients far
away from the source. The algorithm starts by estimating a rough orientation in relation
to the source and then estimates the correct direction towards the source. Then the robot
moves in that direction while measuring RSSI values as long as a moving average of these
measurements is increasing. This algorithm can be seen as a heuristically improved version
of chemotaxis.
A frontier based algorithm for source seeking is presented by Twigg et al. (2012). In con-
trast to Wadhwa et al. (2011), RSSI gradients are explicitly estimated from RSSI measurements
by tting locally linear models to the measurements. They also show an interesting way to
update these estimates continuously as new measurements are generated. They combine
these gradient estimates with a moving average of the RSSI and a frontier based approach
for navigating. This means that no prior map of the environment is needed but one is gen-
erated while executing the algorithm and moving towards the source.
A taxis algorithm for general abstract taxis with the exemplary use for source seeking of
a wireless signal source is presented by Atanasov et al. (2012). This algorithm is based on
Random Direction Stochastic Approximation (RDSA) known from the stochastic approxima-
tion literature (Kushner and Yin, 2003; Spall, 2005). The noise characteristics of the physical
model are however discussed only very briey and they fail to mention motor noise at all.
As discussed in chapter 7, small scale fading is especially problematic and can violate some
of the convergence conditions if not dealt with correctly (see specically section 7.3.3).
In general, gradient based methods can be proven to converge for the case of signal strength
measurements in wireless networks under some constraints (Atanasov et al., 2012; Blum and
Hafner, 2014). These methods basically implement a gradient descent algorithm directly on
noisy measurements and need to mitigate local maxima created by small scale fading.
4.5. Communication Based Swarming
(Nembrini et al., 2002) present a minimalistic algorithm for coherent swarm taxis. For the
robots, a unit disk connectivity model, i.e., omnidirectional connectivity, with disk radius
much smaller than swarm radius, is assumed. The robots also follow an avoidance behavior
using infrared sensors. A call-answer mechanism is used to check for connectivity, and a
loss of connectivity leads to a 180° turn of the robot. This algorithm could be shown to lead
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to emergent swarm coherence also in the presence of obstacles and when moving towards a
beacon.
A similar algorithm was shown for ying robots in the Airshield project (Daniel et al.,
2010). In this work the robots, however, have access to GPS information so they can easily
turn around correctly once they disconnect from the cluster. The resulting movement direc-
tion is formulated as a virtual force. Furthermore, a cluster fusion and an overlay movement
virtual force are introduced. Together these virtual forces lead to a coherent steering strategy
for the swarm.
In the context of the project SMAVNET (Hauert et al., 2010b), using simple and lightweight
and thus safe xed wing ying robots, several algorithms using RSSI measurements as sen-
sory inputs were developed. A genetic algorithm was for example employed to evolve a
swarming algorithm using only topological and no position algorithm (Hauert et al., 2009).
An algorithm based on logarithmic spirals to reconnect a disconnected robot (Hauert et al.,
2010a) was also developed in this project.
There are many examples for swarm algorithms based on communication from the WSN
context for example node deployment, coverage optimization or network repair. These al-
gorithms are reviewed separately in section 9.3.
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Real World Measurements of Network
Parameters
5.1. Introduction
To gain further insight into the real world dynamics of wireless networks, measurements
were conducted in real environments. One such measurement was already discussed in sec-
tion 2.2.2 dealing with spectral usage of ISM bands. These measurements showed complete
spectral energy signatures measured for a single point over a multi-day time frame. This
included all kinds of wireless technologies from remote controlled vehicles over wireless
keyboards to IEEE 802.11 trac. In this chapter, the characteristics of IEEE 802.11 wireless
networks are the focus. Other wireless technologies mainly show up as external interference.
5.1.1. Measurement Modalities
Most of the time, physical parameters such as RSSI are the most interesting ones from a
robotics point of view because of their purely physical nature. As such they can be used for
navigation purposes since they are directly dependent on the spatial location where they are
measured. Sometimes, however, other more high-level network parameters such as packet
delivery rate (PDR) or packet error rate (PER) are of interest if the goal of an algorithm
is for example to optimize the network for throughput between two specic nodes. These
parameters in general have nonlinear inter-dependencies, especially between RSSI and for
example PDR where a small change in RSSI can lead to a very big change in PDR because of
how the protocols on higher OSI levels are implemented.
5.1.2. Measurements
This chapter mainly presents two types of measurements: outdoor large scale measurements
using a hand-held laptop with external antenna and indoor small scale measurements us-
ing robots. For practical reasons, outdoor measurements were not conducted using robots
even though it would lead to more precise spatial measurements. Large scale measurements
mainly show the overall characteristics of the parameters while indoor measurements are
mainly of interest to understand small-scale eects such as multi-path small-scale fading
and attenuation due to obstacles such as walls.
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(1)
(2)
Figure 5.1.: Measurement paths 1 and 2 at the Humboldt-Universität Adlershof campus.
Buildings are gray and the xed HWL node is represented as a star.
5.2. Outdoor Large Scale Measurements
Outdoor measurements were conducted in the context of the Humboldt Wireless LAB (HWL)
(Zubow and Sombrutzki, 2011) which is a large-scale wireless mesh network installed on the
Humboldt-Universität zu Berlin Adlershof campus. It consists of around 100 indoor and
outdoor nodes. The outdoor network covers almost the whole campus enabling extensive
outdoor experiments. Only outdoor nodes were used in the experiments.
5.2.1. Hardware Setup
A laptop was equipped with a USB wireless adapter (Atheros AR9271) and a GPS receiver to
track its movement. It was sending 800 User Datagram Protocol (UDP) broadcast packages
per second with its current GPS position. A stationary HWL node (Atheros AR5414) received
and analyzed the packets saving the GPS position, time-stamp, RSSI and network parameters.
This data was then analyzed and visualized after the experiment. This laptop was carried
along the planned trajectory manually.
5.2.2. Experimental Setup
The position of the HWL node and the university buildings as well as the paths for the two
experiments are depicted in g. 5.1. Note that even though on this sketch the whole building
seems to be blocking the line of sight between the HWL node and measurement path 2, there
are actually only two panes of glass (which should have negligible attenuation) in the line-
of-sight path of the signal. This can be seen in detail together with the actual position of the
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Figure 5.2.: Placement detail of the stationary HWL node
HWL node in g. 5.2, which depicts a photograph of the situation.
5.2.3. Results
Measurements for RSSI, PDR and PER, which counts packets with a checksum error, for two
measurement paths as shown in g. 5.1, are depicted in g. 5.3a and g. 5.3b respectively. The
graphs shows measurements calculated for windows of 0.2 s and smoothed with a Hanning
window function with a width of 10 s.
Both measurements show a very noisy behavior even though the rates were calculated
with rather large 0.2 s wide bins. This is to be expected for outdoor measurements because
of the high potential for external interference in a university environment. Furthermore,
the physical environment is highly non-stationary since persons and vehicles are moving
around.
The most interesting part of the rst measurement is marked as a gray area. It shows
how nonlinear wireless networks can be in real world scenarios. In this area, the RSSI rises
steadily while the resulting PDR varies greatly and in a rather nondeterministic way. We
suppose this was caused by external interference, but it is very hard to determine the actual
cause since complete knowledge of the current state of all radio sources is never available.
The second measurement shows even more drastically how dynamic and noisy a real wire-
less environment is. The response of the PDR to the RSSI is almost everywhere nonlinear
and there is poor correlation. To give an example, one of the drops of PDR, which is marked
gray, was caused by a bus passing by.
In order to show that most of the dynamics and noise in the system is due to external
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(a) Measurement path 1
(b) Measurement path 2
Figure 5.3.: Measurement path 1 and 2(see g. 5.3a): PDR, PER, and RSSI are shown respec-
tively. The depicted values are calculated for windows of 0.2 s and smoothed
with a Hanning window function with a width of 10 s.
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Figure 5.4.: Correlation of RSSI and PDR for all measurements combined
interference, the correlation of the PDR and RSSI is depicted in g. 5.4. The plot shows that
for most RSSI values, there is a big variation in PDR ranging from almost no received packets
to an almost awless PDR. This is a good indicator for external interference.
5.2.4. Conclusion
The dynamic and noisy nature of wireless environments has implications on the design of
algorithms for network robotics. Using only knowledge about some network parameters
such as RSSI only is insucient. The problem has to be tackled as a whole using multi-
dimensional data, especially the combination of spatial locations and network parameters.
The most promising way to deal with these problems is to make use of the correlations in
the data generated by sensorimotor interaction (Pfeifer et al., 2007). Actively shaping the
sensory information by means of moving the robot in the wireless environment can reduce
complexity and the problem can become manageable.
5.3. Indoor Measurements: Small Scale Fading
For mobile robots navigating in wireless networks, knowledge of physical characteristics on
a small scale are crucial. Ground-based robots in particular often move distances of the order
of centimeters so eects on this length scale are of importance. As discussed in section 2.3.2,
the main eect on these length scales is multi-path small scale fading, i.e., interference of the
same signal with itself due to dierent travel times while traveling dierent physical paths to
the same location. This eect is particularly pronounced in indoor environments because of
the abundance of objects on which the wireless signal can reect and scatter and thus create
many dierent physical paths to the receiver.
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Figure 5.5.: The Robosoft RobuLAB 10 robot base used with attached plastic pipe to elevate
the USB wireless adapter above the ground. In this photo only the robot base
without the laptop computer and USB wireless dongle is shown.
5.3.1. Experimental Setup
A Robosoft RobuLAB 10 as depicted in g. 5.5 was used as a mobile base because of its highly
precise odometry. A standard laptop xed on top of the robot was used for data logging using
a USB wireless adapter mounted on a plastic pipe well above the ground for measurements.
A second stationary laptop, also with a USB wireless adapter placed well above the ground,
was used to generate packets to be received and measured on the robot.
All experiments were conducted in an oce environment (a map is depicted in g. 5.6).
The stationary node was placed in one of the oces and the robot moved along various
randomly chosen straight paths with a constant speed of 2 cm s−1. Simultaneously, the sta-
tionary laptop was sending packets to be received and measured by the robot.
Two types of experiments were conducted: one over a longer distance (along the long
corridor of the oce) and several shorter ones in varying directions at dierent, randomly
chosen places in the oce. Since the actual conguration of the oces (furniture, people,
wall types, etc.) are unknown, the specic location is not relevant here.
5.3.2. Results
The rst measurement was conducted along a 10m long straight line to capture all the eects
of the wireless medium. RSSI was measured and the values reported by the driver of the
wireless adapter are plotted directly in g. 5.7 as cyan dots. The values were extracted from
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Figure 5.6.: Floor-plan of the oce environment for the indoor experiments
the Radiotap1 generated by tcpdump/libpcap2. As can be seen, the measurement units are
unfortunately only integer dB. Thus, also moving averages are shown.
As discussed in section 2.3 and as already seen in section 5.2 the eect on the largest spatial
scale is path loss, which is the general trend seen in g. 5.7 from lower to higher RSSI values.
The moving average with a window of 1m also shows this trend as a black line.
The eect of multi-path small scale fading can also be seen in this measurement using a
moving average over 1 cm, which is plotted as a blue line. It shows variations on the scale
of the wavelength of the 2.4GHz ISM band used by IEEE 802.11g, which is 12.5 cm (these
small scale eects can also be seen more clearly in g. 5.8).
The raw measurements indicated as cyan dots show additional noise of the order of 5 dB.
1http://www.radiotap.org/
2http://www.tcpdump.org/
Figure 5.7.: Large scale indoor RSSI measurements on a straight line with the RobuLAB 10
in an oce environment. Raw measurements are shown as as cyan dots, a mov-
ing average with window size of 1 cm as a blue line and a moving average with
window size of 1m as a black line.
49
Chapter 5. Real World Measurements of Network Parameters
Figure 5.8.: Small scale indoor RSSI measurements on straight lines of random direction and
location done with a mobile robot in an oce environment. Raw measurements
are shown as cyan dots and a moving average with window size of 1 cm as a blue
line.
This noise is very time- and location-dependent because it is mainly due to external inter-
ference.
Since the small scale eects are especially interesting for ground-based mobile robots,
another set of measurements on a smaller scale was conducted. The results are shown in
g. 5.8. These measurements were done on straight lines of 3m length of random direction
and location in the oce environment to show as much variation as possible.
For these measurements, the large scale moving average was omitted. The small scale
moving average again has a window size of 1 cm and clearly shows variations on the scale
of the wavelength of the carrier wave. As expected for multi-path interference, they are
deterministic and sinusoidal. Again, noise is of the order of 5 dB. Note that on these length
scales, small scale fading clearly dominates over the large scale pathloss and is able to create
local minima in the measured RSSI values. Algorithms dealing with spatial variations of RSSI
thus have to be able to deal with these deterministic3 variations.
3This is only true for stationary nodes and one mobile node. If the source node is also mobile this is no longer
true.
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Figure 5.9.: TurtleBot 2 with a USB wireless adapter
5.4. Indoor Measurements: Signal Strength Map
The experiments discussed up to now were purely one-dimensional for the sake of a better
understanding of the details of the network parameter dynamics. When working on the
experiment discussed in chapter 8, a lot of spatially referenced RSSI measurements were
collected. Plotting all of these measurements on a two-dimensional map is informative for
general trends in the RSSI map. Since those measurements were created over a period of
several days while the oce was in use (people moving around, doors opening and closing,
etc.), only averaged values, i.e., deterministic large scale eects, are shown here.
5.4.1. Hardware Setup
The mobile robot TurtleBot 2, as depicted in g. 5.9, was used as the mobile base for the
measurements. It is outtted with a regular laptop computer to which a USB wireless adapter
(Atheros AR9271) was connected, which was placed approximately in the rotational center
of the robot as can be seen in g. 5.9. A second USB wireless adapter (Realtek RTL8192CU)
connected to a stationary computer was used as the packet source. Both wireless adapters
were elevated well above the ground to mitigate the risk of self-occlusion by the robot and
occlusion by furniture close to the source.
5.4.2. Experiemental Setup
The oor plan of the oce environment can be seen in g. 5.10b. 17 individual experiments
over a period of two weeks are summarized in the measurements. The position of the station-
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ary node was xed during this time interval but the oce was in regular use, which means
that the physical environment was changed on a local scale, i.e., moved furniture, opened
and closed doors, and moving people.
5.4.3. Results
In total 422206 spatially referenced RSSI measurements were collected. They are depicted
in g. 5.10a. The bin-size for this histogram was chosen according to the precision of the
spatial reference and larger than the scale of multi-path small scale fading.
As expected from the discussion about large scale pathloss in section 2.3.1, the RSSI de-
creased smoothly with distance from the source. The eects of the attenuation by the walls
are not particularly pronounced, but that is likely due to the fact that the walls are not solid
but simple dry walls. Noise levels were measured to be on average 4 dB with a logarithmic
Gaussian distribution.
Note that the gradient of the RSSI eld is very at at the very ends of the long central
corridor and most of the variation of the RSSI is close to the source. This fact is important
for all gradient-based algorithms.
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(a) (b)
Figure 5.10.: Figure 5.10a shows the histogram of 422206 RSSI measurement samples for a
single network node in an oce environment collected with a mobile robot. The
position of the static source node is depicted as a red star and walls are depicted
as black lines. Figure 5.10b depicts the corresponding oor plan of the oce
environment in which the experiment was conducted. The area covered by the
measurements is shaded in light blue and the position of the static source node
is depicted as a red star.
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Chapter 6
Robust Exploration Strategies for a Robot
exploring a Wireless Network
6.1. Introduction
Integration of robots into wireless networks is important for a number of scenarios as dis-
cussed in section 4.1. If the network to be integrated into is unknown, one of the rst tasks
is network exploration for which the most basic case is nding the physical outline of the
network. This is an important task when, for example, the coverage of a sensor network
has to be evaluated or when a mesh network is partly destroyed after a disaster. A robust
algorithm to explore the outlines of a wireless network is proposed in this section. This
algorithm is computationally simple, uses directional measurements of the connection to
network nodes and uses RSSI measurements only in a very basic way, i.e., not as a distance
estimation. This algorithm is very robust against dierent kinds of noise for both sensory
inputs. Furthermore, accurate odometry information is not necessary.
6.2. Problem Statement
Assuming no prior knowledge about the network, the rst step of integrating a robot into a
wireless network is to gain knowledge about the physical and topological characteristics of
this network. The rst tasks to be solved to explore the network include nding the nodes
constituting the network and spatially outlining the network. Some very basic knowledge
about the position of the network is assumed to be available insofar as the robot knows in
which general direction the network is located or that the robot is located in communication
range of a network node.
Actual localization — in most cases trilateration — of nodes using only data from network
parameters is a dicult task. These diculties are caused by the nonlinear relationship be-
tween signal strength and node distance, which is especially pronounced in non-line-of-sight
scenarios. Furthermore, most of these techniques use known positions of so called anchor-
nodes, in this case the robot would have to know its own position by for example accurate
1For a detailed breakdown of the contributions of the dierent authors refer to section 1.5.
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GPS measurements, which are not always available or desired. Thus, explicit localization
techniques for the network nodes will not be employed for this algorithm.
Therefore, the algorithm presented here consists of measuring only the relative direction
of the nodes and to use signal strength measurements only in a very basic and hence robust
way. The direction measurements can be performed in any technically feasible way, two
of which are gradient estimation (Han et al., 2009) and usage of directional antennas. The
usage of signal strength should be restricted in a way which avoids the diculties of actual
localization techniques for the algorithm to be robust2.
The robustness of the algorithm in terms of sensory noise for both directional and RSSI
measurements is then determined. For this, a number of simulation runs is performed and a
parameter study in the amount of noise for both parameters is conducted.
6.3. General Problem Seing
6.3.1. Robot Model
This algorithm is designed for a ying robot in open space which does not have to be con-
cerned with collision avoidance related to walls or other objects. Furthermore, special dy-
namic characteristics of some type of ying robot such as xed-wing ying robots are not
taken into account but for simplicity a holonomic platform for instance a multicopter is as-
sumed. In principle this algorithm could also be used for a ground-based robot in a semi-open
environment such as on an open eld or in an urban scenario with an open street-grid, for
which it would have to be modied slightly to take into account the reduced freedom of
movement. It is not very well suited for indoor use, however, due to the usually complex
topologies of such environments. Eects such as shadowing by buildings and so on are not
as critical since the robot tries to follow RSSI isolines regardless of their actual shape.
No global positioning or local odometry is needed for this algorithm. Nevertheless, gra-
dient estimation algorithms may be based on odometry. Furthermore, odometry or self-
localization might be necessary in order to use the information gathered by this exploration
algorithm, like for example when measuring network coverage. In general, the accuracy
needed for these kinds of tasks is in general much lower than the accuracy needed for navi-
gation algorithms.
Directional information needed for this algorithm is not assumed to come from a specic
source. The noise characteristics are assumed to be Gaussian which is true for a wide range
of (virtual) sensors. For this scenario a directional antenna can easily be exploited because a
holonomic robot is assumed. Gradient based direction estimation needs basic odometry but
has been shown to also work well (Dantu et al., 2009).
2In section 6.6.2 the robustness analysis of the algorithm will show that the algorithm is in fact very robust
against measurement errors in the direction measurements. Thus, the issue of a low SNR for gradient mea-




Direct signal strength, i.e., in practice signal-to-noise plus interference (SNIR), measurements
are often not possible because commodity radios such as those based on IEEE 802.11 are used
in most scenarios. These radios do not allow user access of actual physical parameters such
as noise measurements or signal strengths. Nevertheless, they often allow the user to access
the so-called RSSI value of each received packet. This value is suciently correlated with the
real SNIR to use it as an estimator for basic tasks. Actual localization using only this value
cam be a rather dicult task. The advantage of using RSSI is that the measured values can
uniquely be assigned to a specic network node by the address information of the packet.
Information about packages that were only partly received or were not strong enough to be
decoded completely are mostly lost.
Most wireless communication technologies work in so called unlicensed ISM bands. Be-
cause they are unlicensed, there can be a lot of competition for bandwidth resulting in very
space- and time-varying characteristics of network parameters. Thus, algorithms using these
parameters have to be very robust. For a more complete discussion on this topic and some
examples, refer to section 2.2.2.
Even in free-space, RSSI measurements cannot easily be used for distance estimation. This
is due to the nonlinear relationship between RSSI and distance (Goldsmith, 2005). For a
general discussion on the propagation of radio waves refer to section 2.3. In realistic sce-
narios this relationship can also become very noisy because of physical characteristics such
as multi-path fading or by interference from external sources. Sophisticated models for in-
stance those used by Fink and Kumar (2010) can partially deal with these problems but they
are often computationally costly and rely on accurate odometry and self-localization.
Measuring directions to network nodes is more robust than distance measurements be-
cause it requires less information, but it can nevertheless be very noisy, especially if these
measurements were derived from RSSI measurements, as done when using estimated gradi-
ents for directional information. Thus, the algorithm has to be designed to be able to deal
with rather high levels of noise in the direction measurements.
6.4. Exploration Algorithm
As discussed above, only directions to network nodes and no explicit distance estimation are
used. The idea of this algorithm is to use RSSI measurements in order to keep some xed
distance to the closest node while circling it until the next node becomes the closest one.
If non-line-of sight communication is assumed, the robot follows RSSI isolines. This xed
distance is unknown and does not actually matter for the algorithm as long as it is in some
sensible range determined by the mean distance between neighboring nodes of the network
and the maximum communication distance. The algorithm is described in algorithm 6.4.1
and a typical run is depicted in g. 6.1.
Typical values for lowThreshold and highThreshold are −65 dBm and −60 dBm re-
spectively. An abstracted robot inertia α = 0.1 (see algorithm 6.4.1) as well as the afore-
mentioned values for the two parameters of the algorithm were chosen for the quantitative
analysis.
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Algorithm 6.4.1 Network exploration algorithm using direction measurements. The robot
is moving with a speed of ~v ( here |~v| = 1 for simplicity) and has some inertia abstracted
by the use of α (< 1). Network nodes are denoted by nodei. Parameters of the algorithm
are lowThreshold and highThreshold respectively. The user is required to have a general
idea of the location of the network in order to set the robot o into its general direction as a
starting point for the algorithm.
Require: move with constant speed ~v in general direction of network
while not reached starting point do
if some node in communication range then
measure RSSI of visible nodes {nodei}vis
choose node with highest RSSI nodej
estimate direction ~d to nodej (with |~d| = 1)
if RSSI of nodej < lowThreshold then
~v ← (1− α)~v + α~d . move in direction of nodej
else if RSSI of nodej > highThreshold then











~v ← (1− α)~v + α~q . move perpendicular to direction of nodej to the left
move one step with ~v
This algorithm exhibits several elegant characteristics. Since the movement is asymmetric,
i.e., the robot always moves perpendicular to the left or on the axis of the direction towards
the node, but never perpendicular to the right — it can never get stuck. This is the same
eect as solving a maze by always keeping to the left wall (Shannon, 1951). Because of the
nondeterministic noise, the robot can get stuck in very tight situations for some time due to
the noise in the RSSI measurements as shown in g. 6.2, but ultimately it will always escape
again due to noise.
The algorithm operates directly on the noisy direction measurements, which in this sim-
ulation are collected by a virtual sensor. In principle, the movement of the robot should
therefore also be noisy. This eect is however partly compensated by the inertia of the robot
which acts as a kind of mechanical low pass lter smoothing out some of the noise.
6.5. Simulator Details
The simulator used here is strictly two dimensional which is a good approximation of a
ying robot at a xed altitude or a ground-based robot. The robot is simulated as a point-like
entity, which is justied since a holonomic robot is assumed and since the length scale of the
communication is of orders of magnitudes longer than the size of the robot. The dynamical
characteristics of the robot were abstracted using only inertia. Environmental factors such
as wind are not simulated.
The main goal for the simulator was to investigate the robustness of the algorithm against
noise. Thus the execution of the algorithm is stochastic necessitating a large number of sim-
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Figure 6.1.: A typical run of the algorithm for a typical node placement is depicted. The
nodes are shown as dots, their color denotes if they have been visited or not.
Cyan nodes were in communication range of the robot at some time during the
execution of the algorithm and blue nodes were not. Additionally, the maximum
RSSI value from all nodes is shown for every point as the underlying color plot.
The black line is the path the robot took in this run and nicely follows an RSSI
isoline. In the shown simulation the measurements of the robot were noise-free.
ulations to be able to make statistically sound statements. This means that the performance
of the simulator has to be reasonably high, which is why the so called simplied path loss
model (see section 2.3.1) with an exponent of 3 (Goldsmith, 2005) was used instead of more
complex signal propagation methods. Some of these more complex — and therefore more
computationally costly — models were also tested but yielded qualitatively identical results.
Additionally, signal propagation models for a ying robot are in general more simple because
they often operate under line-of-sight conditions.
In order to keep the simulator as simple as possible, and according to the intended use for
ying or ground-based robots in an open space, no environment was simulated. This avoids
having to deal with obstacle avoidance and more complex issues such as path planning. Fur-
thermore, having to rely on obstacle avoidance implies non-line-of-sight conditions which in
turn would necessitate much more complex signal propagation models which do not change
the results qualitatively.
Noise was simulated by simply adding a random variable with a Gaussian distribution to
the virtual sensors of the robot. The random number generation was carried out by Pythons
59
Chapter 6. Robust Exploration Strategies for a Robot exploring a Wireless Network
Figure 6.2.: A situation where the robot got stuck between several nodes, forming some kind
of cavity inside of the network, is shown. As can be seen, the robot performs
one additional turn before it can escape this situation. This is a totally random
process as it is mainly due to the noise in RSSI measurements. The black line is
the path the robot took, the nodes are shown as black dots and the maximal RSSI
value from all nodes is shown for every point as the underlying color plot.
random package3, i.e., by a Mersenne Twister.
The nodes where placed in a random manner while guaranteeing a connected network.
The algorithm was inspired by NPART (Milic and Malek, 2009). This algorithm was modied
to get a more uniform distribution of the nodes more typical of sensor or mesh networks.
Basically, the algorithm starts with a randomly placed node. Then it picks a node from the
existing nodes and places a new node at a xed distance in a random direction from this
node in a way so that the new node is not closer than this distance to any other node. This
process is repeated until all nodes are placed. A typical distribution is depicted in g. 6.1.
The simulated area was 4 km by 4 km with 200 simulated nodes with a communication
range of 150m. The simulator was implemented in Python using the standard packages
NumPy/Scipy (Jones et al., 01 ) and multiprocessing4. Visualization was done using the mat-





Figure 6.3.: Shown here are the two most extreme noise distributions from the parameter
study for the two types of noise respectively. Remarkable is the most noisy dis-
tribution for the direction measurements which spreads from−150° to 150° ren-
dering a measured direction almost devoid of information.
6.6. Simulation Results
The algorithm takes two kinds of measurements, namely directions to the nodes in commu-
nication range and corresponding RSSI values. The noise is modeled on both sensory inputs
as Gaussian with zero mean and some standard deviation. Since the units of RSSI are in dB,
the measurements are logarithmic so the noise is actually log-normal according to theory.
The noise on the direction measurement acts directly on the relative bearing angle between
the robot and the network node for which the direction is measured.
A parameter study in the standard deviations of the two kinds of noise was performed.
For the noise of the direction an interval from approximately 9° to 72° was chosen. The RSSI
noise spanned an interval from 0.5 dB to 4 dB. Both intervals were sampled at 8 positions
yielding 64 dierent noise congurations. For both kinds of noise the two most extreme
cases are depicted in g. 6.3 in order to gain a graphical intuition of the noise intervals used.
6.6.1. Eectiveness of the Algorithm
For all runs the outline was veried to be a closed loop, which is a measure of the eectiveness
of the algorithm. This means that a closed loop is counted as a success and one which isn’t
as a failure, since a closed loop implies that the network was outlined correctly. This is true
because the network in simulation is known to be nite and by construction connected. The
initial movement towards the network, which can be seen as a straight line in g. 6.1, was
not taken into account in order to only assess the real outline of the exploration algorithm.
During the parameter study 1000 simulations were performed for each noise conguration
in order to be able to make statistically sound statements. Thus a total of 64000 simulation
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runs was performed. Remarkably, every one of these simulations resulted in a closed loop
independent of the amount of noise.
Examination of results of single runs showed that the robot can get stuck in narrow cavities
between nodes as discussed above and depicted in g. 6.2. This gure shows a rather short
episode where the robot does one additional loop before being able to escape. Depending
on the actual node placement and noise realizations, the robot can get stuck for an extended
period of time going in circles. Nevertheless, in every single of the simulation runs, the robot
could escape after some time. This is due to the fact that the probability for the robot entering
a loop due to noise is the same as the probability for exiting it due to noise.
6.6.2. Robustness of the Algorithm
Node placement as well as both noise components are random, allowing statistical state-
ments about robustness. 1000 simulation runs were conducted per noise conguration and
for each run, i.e., for each node conguration, the algorithm was executed once without
noise as a baseline and once with noise in order to study the eect of noise. Both runs had
identical initial conditions.
As metrics, the number of nodes which were in communication range of the robot at least
once during the execution of the algorithm, (from now on called visited nodes), and the time
it took the robot to complete one loop (the speed was constant for all runs) in relation to the
respective numbers generated by the run without noise was chosen as a metric. Thus, the
two metrics are fractions of the number of visited nodes and relative algorithm execution
time.
The results of these simulations are depicted in g. 6.4. The plots show mean and standard
deviation of both metrics, respectively.
The relative execution time of the algorithm increases as a function of noise and the in-
crease is independent of the type of noise. The standard deviation shows roughly the same
behavior. This is to be expected since more noise in the sensory input also means more noise
in the movement of the robot, leading to more jitter and a longer eective traveled distance.
The fraction of visited nodes shows a more interesting behavior. This metric is largely
independent of the direction noise and only a function of noise in the RSSI measurements.
The standard deviation seems to be rather independent of both. For low RSSI noise levels this
metric is even greater than 1.0, meaning that more nodes were discovered than the noise-free
run did. For larger noise levels, this metric again drops below 1.0. There seems to be some
optimal small noise which in a way encourages exploration while degrading speed only in a
minimal way.
The amount of noise the algorithm can tolerate is remarkable. A standard deviation of
72° in the direction measurement means that very little information is actually transported
in the sensory data (as can be seen in g. 6.3). The results further suggest that even higher
levels of RSSI noise could be tolerated. This result is interesting for gradient-based direc-
tion measurements since those show low SNR for measurements far away from the source
because the gradients become very at, which is due to the propagation characteristics of
electromagnetic waves (for details refer to section 2.3), but the noise levels (due to external
interference etc.) stay constant.
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(a) Execution time metric of the simulation data. Depicted are mean and standard deviation.
(b) Fraction of visited nodes metric of the simulation data. Depicted are mean and standard deviation.
Figure 6.4.: Results of the parameter study simulations. Depicted are the two metrics: relative
execution time in g. 6.4a and fraction of visited nodes in g. 6.4b with their mean
and standard deviation respectively as a function of the two kinds of noise. For
each of the noise congurations (direction bearing angle noise and RSSI noise)
1000 simulations were conducted as basis for each distribution.
6.7. Summary and Outlook
An algorithm to explore the outline of a wireless network for a mobile robot and a minimal
simulation framework in which this algorithm was evaluated, was presented. A parameter
study was performed in simulation and the expected characteristics of the algorithm were
conrmed.
6.7.1. Conclusion
The algorithm is, as expected, very robust against noise. The performance naturally degrades
with increasing noise but its eectiveness is not aected. Small amounts of noise in RSSI
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measurements, which control the distance to the network nodes, can even be of benet as
they increase the exploratory behavior of the robot.
This very basic and computationally cheap algorithm can cope with very noisy measure-
ments and work with minimal information. Neither complex distance estimations nor odom-
etry or self-localization are necessary to complete this task. Algorithms such as the one pre-
sented which try to work with as little explicit information as possible are well suited for a
future world with cheap autonomous robotic applications.
6.7.2. Future Work
The next step, building on this algorithm, will be to actually localize network nodes. By
exploiting the sensorimotor interaction, this may be achieved without complex localization
techniques via RSSI measurements, but by using the directional data gathered while outlining
the network. Combining this information with odometry of some kind could facilitate some
rough localization of network nodes via some sort of triangulation which can be precise
enough for a number of applications.
Taking more realistic physical scenarios like non-line-of-sight and obstacles into account
and perhaps even exploiting these eects could be another direction for future work. This
also includes robots in more conned spaces for instance on a grid of streets in an urban
scenario.
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Chapter 7
Gradient-Based Taxis Algorithms for
Network Robotics
7.1. Introduction
Finding the physical location of a specic network node is a prototypical task for navi-
gation inside a wireless network. Here, the implications of wireless communication as a
measurement input of gradient-based taxis algorithms are considered in depth. The ques-
tion of how gradients can be measured is discussed and the errors of this estimation are
determined. Then, a gradient-based taxis algorithm is introduced as an example of a fam-
ily of gradient-based, convergent algorithms and its convergence in the context of network
robotics is discussed. An exemplary experiment to illustrate how to overcome some of the
specic problems related to network robotics is conducted. Finally, it is shown how to adapt
this framework to more complex objectives.
7.2. Problem Statement
In this chapter, a very basic but nevertheless very relevant task for a robot is considered:
nding the physical location of a specic network node is the prototypical task for many
tasks dealing with navigation inside a wireless network. Later it will be also shown how the
framework resulting from this basic task can be readily adapted to cope with more complex
objectives.
For this framework a robot is assumed to receive network packets from the network node
to be found at dierent spatial positions. It then measures the signal strength of these packets
as a scalar measurement. Thus conceptually, a scalar eld is sampled at dierent points in
space. Furthermore, the robot does not have any means to detect the direction from which
the packets arrive as would be possible with a directional antenna. Additionally, it cannot
measure the time-of-ight of the packets, which would enable the robot to simply trilaterate
the source. While both options are technologically feasible, they are not considered here in
order to be independent of additional technology and hardware as would be needed for such
time-of-ight or directional measurements.
1For a detailed breakdown of the contributions of the dierent authors refer to section 1.5.
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In addition to measurements of the signal strength, the robot is able to perform local odom-
etry measurements. They are local in the sense that they are precise for small distances but
not sucient for global localization by, for example, path integration of these measurements.
Other global localization methods such as GPS measurements are not available to the robot.
For the sake of simplicity an obstacle-free space is assumed, which is valid in some scenar-
ios, for example with ying robots or ground-based robots in open space. In other scenarios
the algorithm has to be expanded by obstacle avoidance techniques for which there exist
o-the-shelf methods that are not the focus of the discussion. The algorithm presented here
converges from any starting point, thus obstacle avoidance can be implemented, for example
by stopping the taxis algorithm and restarting it after clearing the obstacle.
Therefore, this chapter focuses mainly on the gradient estimation and its properties in the
context of wireless networks. The implication of this use case of network robotics on the gra-
dient estimation and specically the implications on the convergence of the taxis algorithm
are discussed in detail. In section 7.3 the nature of wireless communication with particular
attention on the proposed algorithms is discussed. Then dierent noise sources and their
eect on the estimated gradients are discussed in section 7.4. In section 7.5 these gradients
are used to introduce a stochastic approximation algorithm and translate it into the robotics
world. The convergence results of this algorithm for the case of wireless communication can
then be extended to the whole family of stochastic approximation algorithms. An exemplary
implementation of one of this algorithms is presented in section 7.6 which shows how to deal
with some of the specic challenges posed by this case of network robotics.
After discussing the properties of the gradient estimation and the convergence of the algo-
rithm for the case of pure signal strength measurements in the context of network robotics,
as a last step, it is presented in section 7.7 how this proposed algorithm can be adapted to
more advanced tasks in the same framework.
7.3. Physical Propagation Model
The underlying physical models for path loss are considered in depth in this section. This
review forms the basis for the discussion of the algorithm itself and is of universal impor-
tance for all algorithms in network robotics. This section focuses on the characteristics of
wireless communication specically from the point of view of convergence conditions of the
algorithm. For a more complete and general discussion, refer to chapter 2.
7.3.1. Minimalistic Physical Propagation Model
The measured signal strength depends on a lot of environmental parameters and is in general
computationally expensive to calculate. In many cases, realistic signal strength values can
only be obtained through direct measurement or numerical solution of Maxwell’s Equations
(see section 2.1). A minimalistic model of path loss, which ultimately denes the signal
strength measured by a user, is a simplied path loss model derived from the open space
path loss model. It can be written as (Goldsmith, 2005, Chap. 2)
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in dB where d0 and γ are empirical constants and x is the distance between receiver and
transmitter. d0 has typical values of several meters and γ is about 3 for urban environments.
Since this model is only used to get an intuition about the general behavior of path loss and
thus signal strength, for simplicity only the one-dimensional rotation-symmetric version of
path loss is used. To get an intuition about its derivatives (and thus also its gradients) the
rst three derivatives of the path loss are proportional to











This model can be motivated as physically plausible for the case of free space with some
eective signal attenuation.
7.3.2. Elaborate Physical Propagation Model
In general, Maxwell’s equations (see section 2.1) have to be solved to correctly calculate radio
wave propagation. With complete knowledge of the environment this is indeed possible but
in practice almost never feasible due to the high computational costs and as complete knowl-
edge of the environment is unobtainable in real scenarios. For a more complete discussion
on the feasibility of complete simulation of Maxwell’s equations and the requirements on
hardware and environmental knowledge for a realistic example, refer to section 2.1.3.
As a consequence, eective radio propagation models have been developed, which in gen-
eral consist of three main components. These three components are path loss (large scale),
shadowing (medium scale) and fading (small scale) (Goldsmith, 2005). In the following para-
graphs these components are discussed with a robot as a network node in mind.
Large scale path loss can be identied with the simplied path loss model discussed in
section 7.3.1. The most straightforward case for this is the free space model which takes
only the most basic physical eect into account, i.e., wave propagation in free space. More
elaborate models usually approximate all kinds of empirical eects on path loss by adjusting
the exponent of the path loss function eq. (7.3.1). This exponent is tuned to dierent scenarios
via empirical measurements. For the following discussion on taxis algorithms, it is important
to note that these models are strictly monotonically decreasing.
Shadowing is the eect of large obstructions such as a hill or wall in the direct path of wave
propagation. In some cases, for instance the standard double plasterboard wall in an oce
environment, these eects can simply be measured and added as additional path loss. More
complex scenarios need more complicated models. Note that shadowing can only attenuate
signals.
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Some congurations of obstructions, consisting for example of walls of dierent attenu-
ation, can create situations in which a robot simply following the proposed algorithms can
get stuck because the signal strength gradient would try to guide the robot through a wall.
An obstacle avoidance algorithm, which needs some degree of knowledge about the envi-
ronment, has to be used to help the robot escape these situations. As stated earlier, the taxis
algorithm itself converges regardless of the starting point so it can be stopped when the robot
starts the obstacle-avoidance algorithm and restarted once it has cleared the obstacle.
Finally, fading is a result of multi-path propagation of radio waves. Superposition of waves
traveling dierent paths interfere because of the dierent phases of these waves on a physical
level either constructively or destructively. This leads to spatially varying signal strengths
on the length scale of the wave length of the radio signal (about 12.5 cm for 2.4GHz). Fading
will be discussed in detail in section 7.3.3.
Taking these three eects together, a robot measuring the signal strength of a xed re-
ceiver deals with a strictly monotonically increasing function with a considerable amount of
noise and spatially varying characteristics.
Integrating over the dierent angles, the signal strength is in general — because of shad-
owing and fading — a non-monotonic function of distance to the transmitter, preventing
direct distance estimations using only signal strength measurements.
For moving robots, Doppler shift (Goldsmith, 2005) can be an additional factor. In general,
Doppler shift does not aect signal strength on a global level. However, for a sender-receiver
pair working in some specied frequency band, Doppler shift can lead to a reduced received
signal strength by shifting part of the signal to frequencies which are outside of the commu-
nication channel bandwidth. Doppler shift is dependent upon variables such as the speed
of the robot, carrier frequency and modulation. For typical robot speeds and commonly
used IEEE 802.11 based 2.4GHz communication, the eect is negligible ad the discussion
in section 2.3.2 shows. Additionally, most robots are capable of holding their position — for
example hovering ying robots — for the time it takes to make a measurement mitigating
Doppler shift completely. This works trivially for ground based robots but also for some
ying robots but is an issue for ying robots based on the xed wing principle.
7.3.3. Small Scale Fading
As discussed in the previous section, small scale fading is the result of interference and has an
eect on the length scale of the wavelength. It leads to uctuations with periodic character
with a periodicity of the wavelength of the wireless signal (which is dependent on the used
channel, i.e., the carrier frequency). This eect is deterministic and can lead to local minima
in the signal strength, which would violate some convergence conditions (see section 7.5.2).
An example measurement is depicted in g. 7.1. The deterministic uctuations on the scale
of the wavelength ( 12.5 cm for 2.4GHz in this case) can clearly be seen. These variations
can have a higher amplitude than than the noise of the signal and have to be dealt with in
order to ensure convergence of the presented algorithms.
For a ying robot, this is typically not a problem because it cannot hold position with a
precision of this magnitude. This means that because of the stochastic movement (induced
by aerodynamics and external factors like wind) these deterministic uctuations are turned
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Figure 7.1.: Example indoor measurement of small scale fading caused by walls and other
scatterers. The distribution of the signal strength of the measured packages as
well as smoothed version of the data is depicted.
into additional noise. For ground based robots, this eect has to be mitigated, for example by
taking several samples and averaging over an area larger than the wavelength. This strategy
will also be demonstrated in the experiments in section 7.6.
For more exemplary measurements, especially more examples of small scale fading, refer
to chapter 5, specically to section 5.3.
7.3.4. Abstract Propagation Model: Notation
Based on the more elaborate models discussed above, an abstract model is described to be
used for a compact notation in the discussion on gradient estimation and convergence. It
encompasses all previously discussed more complex models and is deliberately imprecise to
enable the short notation. It should be noted that it implicitly contains all characteristics
needed for the convergence discussion.
In the model, the true signal strength f(~x) can only be measured up to a measurement
error
fmes(~x) = f(~x) + (~x) (7.3.5)
where the measurement error (~x) is a random variable with
E[(~x)] = 0, (7.3.6)
V [(~x)] = σ2. (7.3.7)
The measurement errors (~x) are i.i.d. for the individual measurements. Two facts should
be noted: rst this denition does not make any assumptions about the distribution as long
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as the two conditions above are met, and second this condition can be violated by small scale
fading (see section 7.3.3) if not dealt with correctly. The signal strength function f(~x) is a
scalar eld with one global maximum. This model is unspecic about the actual character-
istics of the function f(~x). When discussing the convergence properties of the proposed





~g(~x) = ∇f(~x) (7.4.1)
is estimated using central dierences (ith component):
~ˆgi(~x) =
f(~x+ h~ei)− f(~x− h~ei)
2h
, (7.4.2)
where ~ˆg(~x) denotes the estimate of the true gradient ~g(~x), ~ei is the ith unit vector and h
is the used stepwidth. This estimation is the most standard one with improved precision in
relation to one-sided nite dierences. Right now this estimation does not take into account
the measurement errors, which will be discussed in section 7.4.2, but only the errors from
the numerical approximation.
Using second order Taylor expansions (Bronstein and Semendjajew, 2008)







with 0 < ξ < 1 yields for the gradient estimate




∂3xif(~x+ ξ1h~ei)− ∂3xif(~x− ξ2h~ei)
)
(7.4.4)
where 0 < ξ1 < 1, 0 < ξ2 < 1.
7.4.2. Error Analysis
A gradient estimate calculated with measured data contains, additionally to the numerical
errors discussed above, measurement errors. The notation fmes(~x) = f(~x) + (~x) is used
as described in the abstract model in section 7.3.4 to write the estimated gradient based on
measurements ~ˆgmes(~x) as
~ˆgmes,i(~x) =
fmes(~x+ h~ei)− fmes(~x− h~ei)
2h
= ~ˆgi(~x) +






The expectation value and variance of ~ˆgmes can now be calculated as











As expected, the relationE[~ˆgmes(~x)] = ~g(~x)+O(h2) holds for the expectation value of the
estimated gradient. Estimating the gradient using central dierences without measurement
errors yields the same relation for the expectation value.
There are two kinds of errors contained in ~ˆgmes(~x), namely a numerical error produced
using nite dierences which behaves like O(h2) and a stochastic error due to the measure-
ment error (~x) which behaves like O(h−2).
7.4.3. Motor Noise: Measurement Errors
For a real robot, there is, in addition to the physical measurement noise  as in eq. (7.3.5), so
called motor noise. This noise is added to any motor command and thus aects all move-
ments. In general this noise is vectorial and aects every innitesimally small movement of
the robot thus leading to a random walk-like behavior. This behavior is depicted in the inset
of g. 7.2 in a graphical way.
Since the argument is purely statistical and no xed coordinate system is used, the actual
end position of the robot is not important. Thus, abstracting here from this vectorial noise
to a noise in the direction of movement only does not make a qualitative dierence for the
argument, but does simplify notation. For the central dierences this means that f(~x) is not




(fmes(~x+ (h+ h,1)~ei)− fmes(~x− (h+ h,2)) (7.4.8)
The h are assumed to be i.i.d. and bias-free. The specic distribution has no inuence on
the results of the discussion here. Even a bias in the distribution, for example the robot always
moving more to the left, has no inuence since in the algorithm, the movement direction
itself is a stochastic quantity. In contrast to a real random walk, the end positions are only
distributed with a one-dimensional distribution in the direction of movement. Writing the
full vectorial distributions would clutter the formulas but not change the results so only the
simplied case is discussed here.
For small h the f(~x+ (h+ h)~ei) can be expanded with
f(~x+ (h+ h)~ei) = f(~x+ h~ei) + h∂xif(~x+ h~ei) +O(
2
h). (7.4.9)
For small h this expansion is valid and eectively yields a larger measurement error of
f(~x) than the pure physical measurement error . For further analysis this additional error
can be absorbed in the measurement error as long as their distributions are similar. In gen-
eral, the central limit theorem (Blobel and Lohrmann, 1998, p. 129) holds and allows us to
simply add both errors. Note that while the path loss noise is often modeled by Rayleigh
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or Rician fading models, which result in non-Gaussian noise, these models are stochastic
approximations to multi-path fading. Multi-path fading itself however is deterministic and
only the measurement errors themselves are stochastic and Gaussian (see also section 7.3.3
and section 2.3.2)
7.4.4. Motor Noise: Iteration Steps
In addition to the eect of motor noise discussed in section 7.4.3, the error in the actual
movement of the robot when iterating the algorithm has to be considered.
Motor noise in the movement of the robot — as long as it is truly random and not biased
— can be thought of as an additional error in the estimated (or in a way measured) gradient
of f(~x). This discussion is similar to the one in section 7.4.3.
This error is constant per unit length but because the stepwidth ak is decreasing (see
section 7.5.2), the resulting total movement error is also decreasing. Since the error due to
the central dierence approximation eq. (7.4.7) increases with decreasing hk, the movement
error becomes insignicant for large k, thus not inuencing convergence.
7.4.5. Signal-To-Noise Ratio
The SNR is a useful quantity describing the relation of a measured signal amplitude to the
amplitude of the noise introduced into this channel. In the case of gradient estimation it can
be used to characterize the quality of the estimated gradients in terms of a (virtual) sensor
reading.
















∂3xif(~x+ ξ1h~ei)− ∂3xif(~x− ξ2h~ei)
)
(7.4.11)




For large h the error due to the remainder term of the Taylor expansion, which is the bias
of the gradient estimation, dominates. The SNR as dened above then loses its meaning.
For the specic problem of path loss eq. (7.3.1) as the function for which the gradient is
estimated, the third derivative of the path loss eq. (7.3.4) vanishes like 1
x3
. This means that




Figure 7.2.: The sequence of two iterations. The arrows denoted with lengths of hk designate
the steps taken for gradient estimation. The dotted arrows denoted with ak show
the actual iteration steps. The inset illustrates the eect of motor noise. The
step to be taken is depicted as a solid arrow, the approximate distribution of end
position with a dotted circle and one of the realizations of movement with motor
noise as a dashed arrow.
7.5. Taxis Algorithm
The robot estimates gradients using nite dierences by sampling the scalar eld and uses
this gradient as the direction for the next step. The algorithm is formally introduced and its
convergence and statistical properties are discussed.
7.5.1. Finite Dierence Stochastic Approximation
One of the most basic algorithms to nd the minimum of some scalar eld is the method of
steepest descent. It consists of calculating (or in this case estimating) the gradient ~ˆgmes(~x)
beginning at some starting point ~ˆx0 and following it with some stepwidth ak:
~ˆxk+1 = ~ˆxk + ak~ˆgmes(~ˆxk). (7.5.1)
Additionally, the stepwidths h of the gradient estimation eq. (7.4.2) may also be adapted
for each step and are thus denoted as hk. The iterates of this algorithm are estimates of the
position of the minimum, starting from an initial guess ~ˆx0, which is in this case trivially the
position of the robot when the algorithm is started, and are therefore denoted as ~ˆxk. Thus,
this algorithm is basically stateless and the current position of the robot is always the best
estimate of the minimum. The gradients then always point the way in which the robot has
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to move to reach the minimum. Two iteration steps of this algorithm are depicted in g. 7.2
in a graphical way.
This algorithm has been subject to theoretical and numerical analysis since the 1950s be-
cause it can be used to solve common optimization tasks in many scientic and engineering
areas. This particular method based on central dierences is known as Finite Dierence
Stochastic Approximation (FDSA) in the eld of Stochastic Approximation (Spall, 2005).
7.5.2. Convergence
It can be shown that this algorithm converges if ak, hk, f(~x) and (~x) conform to some
conditions (Spall, 2005, pp. 159-162). Informally speaking these conditions demand that
• f(~x) has a global minimum at ~x?,
• (~x) has a mean of zero and nite variance,
• the Hessian Matrix H(~x) = ∂
2f(~x)
∂~x∂~x> exists and is uniformly bounded for all ~x.
The rst condition is discussed in section 7.3.2 and is found to be satised for the case
of signal strength as the scalar eld from which the samples used to estimate the gradient
are taken. It has one global maximum which can easily be turned into a global minimum by
multiplying the measured values by −1.
The second condition constrains the noise of the signal. Measurement noise as modeled in
section 7.3.4 has mainly physical origins and is discussed in section 7.3.2. Additionally, there
is noise originating from the motors of the robot as discussed in section 7.4.3. Finite variance
of the noise is easily satised by all real systems. Small scale fading can be a deterministic
bias for the signal strength measurements as discussed in section 7.3.3, but that bias can be
dealt with as illustrated in section 7.6. The bias of motor noise has been discussed to be zero
in section 7.4.3 because of the stochastic nature of the iterate.
The third condition — in simplied terms — requires the scalar eld to be smooth. This
constraint is satised because path loss is a physical eect and physical elds governed by
Maxwell’s equations always fulll this smoothness condition.
Furthermore (and with the most practical relevance), gain sequences ak as well as the
sequences of step sizeshk for the central dierences are restricted for a convergent algorithm:













Thus, hk → 0 slower than ak. These conditions have to be satised by a practical imple-
mentation of this algorithm. However, these cannot be considered as design guidelines since
they only restrict the design space of the algorithm. The next section can give more insight
into the choice of parameter sequences for ak and hk.
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7.5.3. Distribution of the Iterate
Unfortunately, there is no known nite-sample (k <∞) distribution for ~ˆxk for general non-
linear problems (Spall, 2005, p. 112). But asymptotic (k →∞) normality of this distribution
can be shown for more specic choices of ak and hk (Spall, 2005, p. 162-164):
ak =
a






Here a > 0, h > 0, α > 0, γ > 0 is assumed. A ≥ 0 is a stability constant which ensures
small enough gains in the beginning and large enough gains in the end.
In order to show asymptotic normality, some constraints on these constants have to be
added. The most practically relevant ones are:




If these conditions are satised, asymptotic normality of ~ˆxk can be shown. The forms of
the mean and variance of the resulting Gaussian distribution are unwieldy but closed-form
expressions of both can be found in the literature.
The rate of stochastic convergence of ~ˆxk to ~x? is then proportional to k−
β
2 . β is maximized
at α = 1 and γ = 16 leading to a maximal attainable stochastic convergence rate of k
− 1
3 . This
can in turn serve as a general guideline for the choice of the parameter sequences. Further
details and design guides for the practical choice of the series can be found in Spall (2005).
In principle the particular choice of the series ak and hk weighs exploration against ex-
ploitation. These parameter series do not have to be analytic. Consequently, they can be
adaptive as long as the conditions discussed in section 7.5.2 are met. With this step ideas
from, for example, infotaxis (Moraud and Martinez, 2010) can be incorporated.
7.5.4. Other Stochastic Approximation Algorithms
FDSA is only one algorithm of a family of stochastic approximation algorithms which have
similar characteristics and similar convergence conditions. It was chosen because of the
intuitive formulation of the gradient estimation which allows discussion of the properties of
the estimated gradients more clearly in the case of network robotics.
Other algorithms from this family work with dierent formulations for the gradient es-
timation and can be proved analytically to converge. They are known from the stochastic
approximation literature (Spall, 2005) and have been used successfully in robotics contexts
(Atanasov et al., 2012).
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X
y
Figure 7.3.: Schematic example of mitigating the eects of fading. A typical fading signal is
sampled noise-free only at the two red points such as done by pure nite dif-
ferences leading to the wrong red linear model. Sampling along the signal for
longer than its wavelength as done by the black sample points however leads to
the correct large scale linear model shown in dark gray.
Similar approaches to taxis problems based on stochastic approximation have been pro-
posed (Atanasov et al., 2012)2. These algorithms make use of more ecient gradient esti-
mations using RDSA which needs less samples from the measured eld than FDSA while
oering the same performance.
Another alternative to FDSA is Simultaneous Perturbation Stochastic Approximation (SPSA)
(Spall, 2005) which uses the same number of samples as RDSA while being more intuitive. In
principle one could choose from a number of stochastic approximation algorithms available
in the literature.
The detailed conditions for convergence of these algorithms diers but the basic con-
straints for the measured scalar eld as stated in section 7.5.2 are the same for all algorithms
from this family. Thus, the discussion related to wireless communication in section 7.5.2 is
valid for the whole family of algorithms.
Then there are a lot of ad hoc gradient based algorithms, some of which are presented
briey in section 4.4, for which the discussion on the noise and the estimated errors in sec-
tion 7.3 and section 7.4 respectively can be applied or are very similar, but for which no
formal proofs of convergence exist. The discussion here can, however, be a good guideline
for the design of such algorithms.
7.6. Experiments
In order to show how to overcome the problems of small scale fading the algorithm was
implemented using a ground based robot. A ground-based robot was chosen because the
2These were not known to the author at the time when rst using the FDSA framework to show convergence
for this family of algorithms.
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Figure 7.4.: RobuLAB 10 with plastic rod for antenna placement
eects of small scale fading are much more severe for a ground-based robot than for a ying
robot since it can position itself with a much higher precision (also see the discussion in
section 7.3.3).
The algorithm was rst implemented with four measurements for every gradient estima-
tion, following its original formulation. The resulting behavior was random-walk like and
didn’t show any convergence. The most likely reason for this behavior is small scale fading
because of its local periodic nature and the resulting eect on this naive gradient estimation.
Since a robot has to move from one sampling point to the next while executing the algo-
rithm, this movement can be exploited to allow measurements continuously while moving
along the two axes of the gradient estimation. The nite dierence estimation of the deriva-
tives was supplemented with a linear model of the data collected along these lines, which
basically uses the same local linearity assumption as nite dierences. The model is tted
to the data collected while moving and used as an estimate of the derivative. If the model
is tted over an interval larger than the wavelength of the wireless communication, the im-
pact of small scale fading is mitigated. A schematic example of this procedure is depicted in
g. 7.3.
A Robosoft RobuLAB 10, as depicted in g. 7.4 carrying a laptop with an attached USB
WLAN card was used as a mobile node and a second laptop with the same conguration
as the network node. IEEE 802.11g was used as the communication standard and all an-
tennas were positioned well above the ground and above the robot using plastic pipes. All
calculations and the packet analysis were done in Python.
The trajectories of two indoor example runs of the experiment are depicted in g. 7.5 and
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Figure 7.5.: Depicted are the complete trajectories of the robot in black, the position of the
measured network node as a red cross and the physical boundaries of the room
as a thin black line for two experiments. The trajectories of the estimates of the
maximum are highlighted in red.
show good convergence of the position of the robot towards the network node. An indoor
scenario was chosen because the eect of small scale fading is enhanced by a lot of scatterers
like walls, furniture or metal doors
This experiment shows that the eects of small scale fading can be dealt with very well
even in this worst case of a ground based robot in an indoor scenario with many multi-path
eects.
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Figure 7.6.: Two network nodes are depicted as black circles. The two lines represent the
two parts of the objective function, the points of maximal sum of both signal
strengths and the points of equal signal strength, respectively. The hypothetical
example run is marked as a red line.
7.7. Adapting the Algorithm to Complex Objectives
More complex objectives than nding a network node can be addressed using the proposed
algorithm. For this, a target function, which satises the conditions stated in section 7.5.2
has to be constructed in terms of signal strength measurements only.
As an example objective, a typical task in network robotics, namely bridging two network
nodes, was chosen, i.e., moving to the position between the nodes with maximum signal
strength and equal signal strength to both nodes. This task often occurs when for example
two separated networks have to be connected by bridging the gap between the two closest
nodes of the two networks..
For this task the objective function is dened g(~x) as
g(~x) = ‖f1(~x)− f2(~x)‖ − ‖f1(~x) + f2(~x)‖ (7.7.1)
which can be written (assuming f(~x) >= 0 which is true for signal strengths) as
g(~x) =

−2f2(~x) f1(~x) > f2(~x)
−2f1(~x) f2(~x) > f1(~x)
−‖f1(~x) + f2(~x)‖ f1(~x) = f2(~x)
(7.7.2)
and only consists of signal strength measurements. This objective function has one global
minimum at the desired point with properties as stated above. A hypothetical example run
of this algorithm is depicted in g. 7.6.
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In principle, the behavior of this algorithm shows two stages. First the robot moves to-
wards the line — in two dimensions, in three dimensions this is a plane — of equal signal
strength to both nodes and then oscillates about this line towards the point of maximum
signal strength. This can be seen as a general gradient descent in the rst stage and then a
line search — or a one dimensional gradient descent — in the reduced space of this line.
This objective function has the same properties as the signal strength itself, satisfying the
constraints of the algorithm. This is true because noise is added before the absolute value
is calculated. However, close to the area of equal signal strength of both nodes, both signal
strengths cancel out in the rst term of eq. (7.7.1). This results in the absolute value to be
only calculated from noise, thus positively biasing it which in turn violates the constraint
on the noise of having an expectation value of zero. Thus, in this area convergence cannot
be guaranteed analytically. Nevertheless, this is not of any practical relevance because the
problem reduces to a lower-dimensional gradient descent algorithm in this area.
This idea of adapting the gradient formulation to more complex objective by re-dening
the objective function will be taken up again in chapter 8 in a slightly modied form to suit
the dierent base algorithm. Specically in section 8.5, real experiments are conducted and
show the feasability of this approach.
7.8. Conclusion
This chapter showed that network robotics can make use of algorithms based on stochas-
tic approximation, working with signal strength measurements, for tasks such as naviga-
tion. Estimates of the precision and statistical properties of gradients calculated from signal
strength measurements were established. Signal strength measurements as well as motor
noise were physically motivated and its eects on the convergence of these algorithms were
discussed in depth. The algorithm was also implemented experimentally to show how to
deal with some of the specic challenges posed by network robotics. Additionally, it was
illustrated how more complex objectives can be formulated in this framework.
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This work was presented in (Blum and Hafner, 2015)1.
Chapter 8
Active Exploration of Wireless Sensor
Networks
8.1. Introduction
Traditional algorithms for robots who need to integrate into a wireless network often focus
on one specic task. Here, a simple, adaptive and reusable algorithm is presented for real
world applications in this scenario. Starting with the most basic function for mobile wireless
network nodes, nding the position of another node, an algorithm able to solve this task is
introduced. Then it is shown how this algorithm can readily be employed to solve a large
number of other related tasks such as nding the optimal position to bridge two static net-
work nodes. To achieve these tasks, the algorithm has to be able to deal with the very noisy
nature and the other physical characteristics of wireless networks. For a more in-depth dis-
cussion of the specic challenges posed by wireless networks, refer to chapter 2, specically
to section 2.2.2 and section 2.3.
To solve a source seeking task without directional sensing, i.e., purely scalar measurements
of, for example, signal strength, often gradient-based methods are employed. Gradient-based
methods are based on the implicit Taylor expansion of the underlying signal strength func-
tion. Using the gradient means using a local linear approximation of this function, which is
tted every iteration to the current local data. This is usually done directly on noisy data, and
under some constraints, convergence for this class of algorithms can be proved (Atanasov
et al., 2012; Blum and Hafner, 2014). One precondition for convergence of these algorithms
is that local extrema, which can result from small scale fading, have to be mitigated else the
algorithms can get stuck in these extrema. This can be achieved using multiple samples over
an area larger than the wavelength of the signal, for example, by tting a plane to the data
instead of directly calculating gradients using nite dierences.
To improve on this method, instead of an implicit model as assumed by a local linear
approximation as done by gradient-based methods, a more elaborate kind of explicit model
can be employed. By making the choice of this (internal) model explicit and using all the
available data, local maxima can be directly detected and their eects mitigated. This also
means that the shortest possible path to the maximum can be chosen directly instead of
following the gradient. The price for this additional information is increased computational
1For a detailed breakdown of the contributions of the dierent authors refer to section 1.5.
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and memory cost which is why a good strategy is to update the model only when necessary
and not every iteration as for a gradient-based method. This is also due to being able to
explicitly check model predictions against real measured data, leading to a measure of how
good the model predictions are, i.e., to a measure of when the model should be updated.
Additionally, using an -greedy strategy guarantees that the robot cannot get stuck in a
wrongly perceived local maximum, which might be mistaken as a global maximum by the
internal model. This strategy is a standard strategy employed in the eld of reinforcement
learning to balance exploration against exploitation (Sutton and Barto, 1998).
In general, the concept of internal models originates from control theory but has been
introduced in the elds of biology Wolpert et al. (2011); Haruno et al. (1999) as well as in
robotics Demiris and Khadhouri (2006); Schillaci et al. (2012a). For further in-depth discus-
sion on internal models refer to chapter 3. Internal models are often used usually consist
of a pair of forward model (predictor), which predicts sensory states as a consequence of
motor commands performed at a current state, and inverse model (controller), which pro-
vides motor commands leading to a desired sensory state. In the context of this algorithm,
forward models, which will be called internal models for the sake of simplicity, are the most
interesting ones. The inverse models in this work are predened mappings of positional in-
formation, signal strength and steering commands as dened in section 8.2. A prominent
hypothesis in Cognitive Robotics and Neuroscience states that situations beyond a certain
minimal complexity can only be eectively handled by utilising agent-internal models (in-
ternal simulations) Little and Sommer (2013). Internal simulations can cope with noise and
delay that is inherent in most biological and robotics systems.
Internal models can furthermore be reused since they encode knowledge of the agent. In-
ternal models of the signal strength distribution of two nodes learned while trying to locate
both nodes could, for example, be reused in the task of trying to optimally bridge these two
nodes. The concept of internal models is also agnostic to the actual representation of the
internal model, so representations of varying complexity and statistical power can be used
depending on the available resources and prior knowledge. The representations of inter-
nal models reach from simple k-Nearest Neighbors over linear models or MLP to Gaussian
Process models. Some of these models are discussed briey in section 3.3 and section 8.3.2.
In this chapter, rst a meta-algorithm inspired by autonomous robot learning strategies
using the concept of internal models is introduced in section 8.2, which yields a class of
source seeking algorithms for mobile nodes. The implementation of these algorithms is then
presented in section 8.3. Using this implementation, the eectiveness of this algorithm is
demonstrated in real world experiments in section 8.4 using a physical mobile robot and
standard IEEE 802.11 wireless LAN in an oce environment. Then it is illustrated in sec-
tion 8.5 how more complex tasks, which might be encountered by mobile wireless nodes,
can be encoded in the same framework and how the introduced algorithm can solve them.
These tasks can be direct (cross layer) optimization tasks or can also encode more complex
tasks such as bridging two network nodes. The bridging scenario is chosen as an example,
implemented on a real physical robot, and it is shown how the robot can solve it in a real
world experiment.
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8.2. Active Exploration Algorithm
First, a high-level view of the (meta-)algorithm is presented. This algorithm was designed
with the task of nding the source of a wireless signal in mind but can readily be extended
to a host of dierent tasks as will be shown in section 8.5.
Algorithm 8.2.1 Main Algorithm
Require: x,y,r as asynchronous messages
do random movement
while not at source do
parse messages
if abs(mean RSSI over last second - model prediction at current position) > error
threshold then
discard current model
learn new model on all available data
if random() >  then
go with min(dist to goal, step width) towards global minimum of the model
else
do random movement
The algorithm is presented schematically on a high level of abstraction in algorithm 8.2.1.
While executing the algorithm, the robot receives a constant and asynchronous stream of
messages from its various sensors, of which the current 2D position and the signal strengths
of measured packets are used by the algorithm. At the beginning of each iteration of the
algorithm, these messages are parsed and the positions interpolated to t the timestamps
of the signal strength measurements. The robot is capable of localizing and navigating au-
tonomously, which also means that movements are restricted to legal movements, i.e., ones
which are not part of a wall or outside of the known map. For details of the autonomous
navigation refer to section 8.3.1.
The robot starts the algorithm with a random movement, which corresponds to a at prior
on all possible options. The initial movement is restricted to twice the regular step width
and facilitates the initial learning of the internal signal strength model (see section 8.3.2). A
constant step width of 1m was chosen for all experiments.
At the beginning of each iteration, all messages in the buer are parsed and added to the
available dataset. Then the model prediction error at the current location is calculated and
compared against the mean signal strength over the last second. This low-pass ltering is
implemented to mitigate some of the measurement noise in order to make the algorithm
more conservative. If the prediction error surpasses an error threshold (a threshold of 3 dB
was used throughout), the current model is discarded and a new model is learned based on all
available data. In principle the model could be discarded in every iteration and replaced with
a new model based on the latest data, but in order to keep computational cost to a minimum,
especially for more complex models, a model is retained as long as its performance does not
degrade.
The next step implements what is known as the -greedy strategy in reinforcement learn-
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ing (Sutton and Barto, 1998) and is one of the most simple strategies to balance exploita-
tion and exploration of an agent. The strategy executes the action with the highest re-
ward with a probability of 1 −  and a random action with a probability of . Addition-
ally,  is annealed from 1.0 to 0.1 during the rst couple of iterations.  is annealed like
 = 0.9e−αn + 0.1 ∝ e−n where n is the number of iterations and α such that  = 0.5 at
n = 5.
If a greedy step is selected, a grid search over the current model for all legal positions is
performed to locate the global maximum. Simple grid search was chosen because the pre-
diction steps of internal models are usually fast enough in relation to movement speeds and
model learning to allow for a brute force approach. Any standard optimization method could
be used as a drop-in replacement. The robot then either moves directly towards the maxi-
mum if it is not further away than the step width, or one step width towards the maximum.
If the step leads to an invalid position, a random search on the line between the current posi-
tion and the maximum starting at one step width distance is performed. The rst valid point
on this line that the search nds is chosen, i.e., either directly in front or behind the obstacle
blocking the step. This means that the probability of choosing a step in front of the obstacle
in relation to the one to go behind the obstacle is controlled by how close the robot is to the
obstacle in relation to the size of the obstacle.
An -step means a random movement. This random movement is implemented in a novelty-
driven fashion by choosing only points which the robot has not been before. This is imple-
mented by checking if a possible random movement is a minimum distance of around the
size of the robot away from any points of the past trajectory of the robot and discarding
those options. Points outside the known map are also discarded because of practical rea-
sons. A point ~x is chosen randomly under these constraints from a probability distribution
P (~x) ∝ e−‖~x−~x0‖ where ~x0 is the current position of the robot.
As for all optimization problems, there is no canonic way to terminate the optimization
algorithm. The most straightforward options would be a cut-o signal strength, which can be
problematic because of noise, a maximum number of iterations or manual stopping, which
was used in the experimental examples. The algorithm itself will stop moving the robot
once a global maximum of the model has been reached. The algorithm continues and will
occasionally lead to -steps which drive the robot away from the maximum. If the predicted
maximum is truly a maximum, the algorithm will lead the robot back to this maximum after
executing the -step. If however the new measurements collected by this -step contradict
the model predictions, the model will be updated and possibly predict a dierent maximum.
Thus global convergence can be assumed, which also justies the manual stopping of the
algorithm once the robot has reached the known global maximum.
In general the parameters of the algorithm are not critically important for convergence,
they mainly balance exploitation against exploration and are thus to some degree purely de-
sign choices. Dierent parameter congurations were tested without changing the behavior
of the algorithm fundamentally. A conguration which worked well with the constraints for




Figure 8.1.: TurtleBot 2 with USB WLAN adapter
8.3. Implementation
8.3.1. Hardware and ROS
A TurtleBot 22 was used as a mobile base. The algorithm is implemented as a ROS node3
using a ROS node for capturing and analyzing the packets 4. The ROS navigation stack5 is
used for navigation, localization and path planning using the Microsoft Kinect and odometry.
The navigation is facilitated by a pre-learned map using OpenSlam’s Gmapping6 and amcl7.
As a communication medium, o-the-shelf usb IEEE 802.11 WLAN dongles were chosen
and tcpdump/libpcap8 are used for capturing packets. For all captured packets sent by the
correct MAC-address, RSSI values are extracted from the Radiotap headers.
8.3.2. Internal Models
In order to limit the computational cost of learning an internal model, the maximum number
of samples was restricted to 10.000, which were drawn randomly from the complete dataset.
In the experiments 30, 000 collected samples was easily exceeded. As instantiations of the
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techniques.
Local Ridge Regression
Ridge regression is a linear least squares model with a Tikhonov regularization (Tikhonov,
1943). A local version of this is employed by only tting it to data inside inside some radius
to have a similar model as used in gradient-based algorithms. Ridge regression as imple-
mented by scikit-learn (Pedregosa et al., 2011) was chosen with a local radius of 5m and
regularization parameter α = 1.0. No preprocessing of the data was used.
Even though using this model is similar to the idea of a locally linear Taylor approximation
as used in gradient-based methods, it is superior in that it averages over an area, mitigating
the eects of small scale fading and noise and in that it is regularized in order to prevent
instabilities and overtting.
Multilayer Perceptron
As a second example of an internal model a MLP with two input neurons, a hidden layer of
100 sigmoid neurons and one linear output neuron was chosen. All layers also have access
to a bias node. Although this might seem like an overly large network, it is a requirement
to deal with the complex dynamics of wireless communication in an oce environment due
to of the complex physical conguration (walls, furniture, etc.). Classic backpropagation
with a small momentum term9 for three epochs was used for learning. A xed number of
epochs was chosen to limit computational cost. Even though checking for full convergence
and cross-validation are best practices in machine learning, those were omitted since the
algorithm checks the predictions of the model against real measured data constantly and re-
learns the model if the prediction errors surpass a threshold. The network and learning was
implemented using PyBrain (Schaul et al., 2010). The data was pre-processed to remove its
mean and scale it to unit variance because input variables of with these characteristics are
assumed by this implementation of MLPs.
8.4. Experiments
All experiments were performed in an ordinary oce environment with about 20 dierent
active access points and countless clients in the 2.4GHz band in the vicinity of the test
environment. The source node was emitting around 200 dummy packets per second which
were then captured by the robot.
A complete mapping of the experimental area in terms of RSSI using the discussed setup
was also performed. The resulting hexagonal histogram is depicted in g. 8.2. The bins
of the histogram are larger than the wavelength of the wireless signal which means that it
represents pure path loss and no interference eects such as small scale fading because the
bins eectively perform a low pass lter on a scale larger than the wavelength. A average
logarithmic Gaussian noise with a standard deviation of 4 dB was measured in accordance
to theory.




Figure 8.2.: Figure 8.2a shows the histogram of 422206 RSSI measurement samples of target
function f collected with a mobile robot in an oce environment. The position
of the static source node is depicted as a red star and walls are depicted as black
lines. Figure 8.2b depicts the corresponding oor plan of the oce environment
in which the experiment was conducted. The area covered by the measurements
is shaded in light blue and the position of the static source node is depicted as a
red star.
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To accurately model small scale fading and other interference eects, a very accurate sim-
ulation or even the complete solution of Maxwell’s equations is necessary. This is compu-
tationally costly and requires accurate knowledge of material properties of walls etc. (see
the discussion in section 2.1.3). Eective models on the other hand are cheaper to calculate
but only represent an abstract, stochastic model of the environment. Thus, working directly
with real world experiments is to be preferred in order not to lose or miss systematic physical
eects such as small scale fading; following the quote by Arturo Rosenblueth and Norbert
Wiener „The best material model of a cat is another, or preferably the same, cat.“(Rosenblueth
and Wiener, 1945, p. 320).
Since the experiments were performed during regular oce hours, a lot of disturbances
such as people walking, opening and closing doors, changing network load etc. aected the
measurements and path planning. Additionally, the algorithm itself is stochastic. Therefore,
a large number of experiments would have to be conducted to gain statistically sound results.
Some typical experiments are shown instead for practical reasons.
Five typical runs for the two dierent internal model implementations as discussed in
section 8.3.2 are depicted in g. 8.3. For all experiments the robot starts at the same initial
position. The plots show trajectories, points where the model was updated, as well as the
signal strength measurements as a function of the way traveled. Duration times are not
shown since they vary wildly because of the robot stopping for people, dierent training
times, etc.
The trajectories show several distinct variations which can shed some light on how the
algorithm works. In the beginning of each experiment the robot does not possess any knowl-
edge about the signal strength distribution and starts with an initial random step. For the next
ve iterations  is higher than 0.5 and since the -steps are novelty driven, the probability
of continuing in the same direction as the initial random step is higher than the probability
of turning around. Once  is approaching its nal value of 0.1 and the robot has collected
enough samples of the signal strength distribution, it either turns around if it initially went
into the wrong direction or it continues on towards the maximum. Once the robot passes the
room where the target node is located, it shows a similar behavior. Either the internal model
correctly predicts the position of the target node and the robot directly enters the room or
the robot passes by the room but then turns around after the prediction error of the internal
model measured against the collected samples surpasses the error threshold and the model
is updated with new samples.
It is clear what a challenge the task is when considering the measurement history of the
experiment. Especially far away from the source, the gradients are much smaller than the
noise of the measurements. Using nite dierence gradient methods would only work for
impractically large measurement steps or would lead to very noisy trajectories close to biased
random walks. In contrast, both internal models seem to be able to cope with the noise and
possible local maxima.
The particular choice of the internal model does not seem to make much of a dierence
though. This may be due to the simple (and convex) nature of the underlying function, which
is essentially the path loss function measured and depicted in g. 8.2. The choice of a con-
crete model might be more important when working with more complex target functions
as discussed in section 8.5. In addition to the two exemplary models shown here, also Sup-
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(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j)
Figure 8.3.: Figures 8.3a to 8.3e depict experiments done with Ridge regression as the internal
model, and gs. 8.3f to 8.3j depict experiments done withe an MLP as the internal
model. Top panels shows trajectories on the map of the used oce space and
lower panels show the history of the measured RSSI values as a function of the
distance covered and the moving average over 1m. The red star denotes the
position of the source. Red circles on the trajectory denote model updates. The
initial position of the robot is marked with a red cross.
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Figure 8.4.: Example target function g for nding the optimal position to bridge two network
nodes as a 1-dimensional simplication. The signal strength of the two nodes
with a toy path loss models are plotted on the left y-axis. The target function g
is plotted on the right y-axis.
port Vector Regression, Kernel Ridge Regression as well as dierent other congurations
of an MLP, k-NN and Radius Nearest Neighbor Regression were tested. All representations
converged albeit with dierent convergence speeds. The choice of the meta-algorithm, i.e.,
constant model validation and novelty driven -greedy search, will likely lead to convergence
of the algorithm regardless of the actual model representation as long as the particular model
is in principle able to represent the target function.
8.5. Extension to Complex Goals
8.5.1. Idea und Theory
The presented algorithm can readily be extended to solve dierent tasks by noting that in
essence it is just maximizing an unknown function with access to scalar measurements. The
most straightforward extensions in the networking context would thus be to replace signal
strength with any other interesting metric like for example PDR or Bit-Error Rate (BER).
These metrics might be more noisy and contain a lot of local minima but the algorithm is
able to cope with that by design.
More complex tasks can be easily constructed using compound metrics. As an example
the task of bridging two network nodes is considered. Practically, this means moving to the
point with the maximal but equal signal strength to both nodes. A single metric fullling this
criteria can be constructed using the signal strengths of both nodes using a target function
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g like
g = −|RSSI1 − RSSI2| − |RSSI1 + RSSI2|
where the indices 1 and 2 correspond to the two nodes to be bridged. This target function
g with toy signal strength path loss functions for both nodes is depicted in g. 8.4.
The target function shows a clear maximum at exactly the center between the two source
positions, so maximizing this target function leads to maximal and equal signal strengths to
both nodes.
This is only a toy example and other task-specic metrics can be designed in a similar
manner making this algorithm very versatile in formulating and solving tasks for mobile
nodes in wireless networks. A cross-layer approach incorporating measured quantities from
dierent OSI levels would be especially interesting. For more complicated target functions,
which are by denition also more noisy because of the propagation of errors, more complex
internal models are likely benecial.
8.5.2. Exemplary Experiment
Exemplary experiments were performed with two network nodes and the target function
g as shown above. One of the nodes was the one used for the earlier experiments and the
second one was placed in a dierent oce. Both nodes were simple USB wireless adapters
sending packets. Again the experiments were conducted during regular oce hours. Fig-
ure 8.5 shows the histogram of the measured values over all experiments conducted. As
expected the function has one global maximum between both nodes.
Using the target function g means that the noise of the measurements of both sources are
combined following the law of propagation of error, which yields for the case of noise of the
same amplitude but independent for both nodes and the use of the target function g twice
the noise of a single node, which is around 4 dB. A standard deviation of about 9 arb.unit
was measured for the experiments which agrees well with the predicted error.
This also indicates that the magnitude of measured gradients was be less than the noise
of the experiment, which means that a gradient descent algorithm would show a behavior
similar to a random walk with drift instead of a noisy gradient descent. Convergence would
not be impacted by this high error but convergence speed would be low.
Figure 8.6 depicts an exemplary experiment. A MLP was used as the internal model with
the same parameters as for the single source experiment but the error threshold was changed
to 7 arb.unit to account for the increased noise. The trajectory of the robot converges to the
area of the maximum of g. 8.5. The experiment was terminated manually as discussed in
section 8.2. The large noise levels in combination with the -steps lead to rather unstable
convergence at the maximum. The magnitude of the noise can be seen in the measurement
plot of g. 8.6.
The behavior of the algorithm can certainly be improved by tuning parameters but the
general idea of testing the internal model predictions against real measurements and ren-
ing it when necessary in combination with the -greedy strategy ensures convergence even
without optimized parameters and in spite of very noisy measurements.
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(a) (b)
Figure 8.5.: Figure 8.5a shows the histogram of 469108 RSSI measurement samples of target
function g collected with a mobile robot in an oce environment. The position
of the static source node is depicted as a red star and walls are depicted as black
lines. Figure 8.5b depicts the corresponding oor plan of the oce environment
in which the experiment was conducted. The area covered by the measurements
is shaded in light blue and the positions of the two nodes to be bridged are de-
picted as red stars
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Figure 8.6.: The left panel depicts the trajectory of the robot for one experiment using the tar-
get function g. The initial position of the robot is marked with a red cross. The
positions of the two nodes which have to be bridged are depicted as red stars.
Model updated are denoted by red points. The right panel shows the measure-
ments of the target function as a function of traveled distance and the moving
average over 1m of the measurements.
8.6. Conclusion
This chapter introduced a class of algorithms to solve a number of tasks related to network
robotics, specically to autonomous mobile network nodes interacting with a wireless net-
work. Beginning with the most basic task of source seeking, the general algorithm was
shown to be eective in real world scenarios by a series of experiments with a real physical
robot in an oce environment. It was then shown how this algorithm can be extended to
various other tasks, which can be encountered by a mobile network node, such as maximiz-
ing the PDR of a connection to a certain target node or bridging two network nodes. For the








Introduction and Related Work
9.1. Introduction
In the context of network robotics, mobile nodes are especially promising in the context
of Wireless Sensor Networks (WSNs) as discussed in chapter 4, where they can be used in
several dierent roles. During deployment of a WSN, mobile nodes can be used to opti-
mize network parameters such as coverage or link redundancy or they can undertake the
complete deployment process if all nodes are mobile. A WSN consisting purely of mobile
nodes able to deploy itself in an autonomous self-organized fashion is especially attractive
for disaster scenarios where such a WSN consisting of mobile nodes might be used as a
quickly deployable emergency communication backbone if infrastructure is not available or
destroyed. Furthermore, this optimization process does not have to end after deployment but
can continue during operation. This also means that the WSN can be dynamically optimized
depending on for example current demands on the network. Finally, mobile nodes can be
used to repair a WSN in the event of node failures. This capability is essential for the case of
spatially correlated node failures, for example caused by a re, where several mobile nodes
could be used to reconnect a partitioned network.
Typical WSNs consist of a large number of nodes, often several hundreds or even thou-
sands. In the context of the Internet of Things, embedded devices and smart objects are
expected to be connected in networks of potentially orders of magnitudes larger in size (Mat-
tern and Floerkemeier, 2010). This means that most centralized algorithms have problems
scaling to these sizes because of computational and communication constraints. Gupta and
Kumar (2000) show that the communication capacity of a WSN decreases with node density1
and show that in order to solve that issue, a node should only communicate with nearby
nodes. Incidentally this is also one of the main features of algorithms for self-organization,
for example swarming algorithms based on emergent behavior through loose coupling of
neighboring nodes. For a more in-depth discussion on general ideas of swarm robotics, refer
to section 9.2.
Furthermore, since such self-organizing systems consist of a large number of similar units,
1In this model, n nodes with xed communication range and capable of transmitting W bits per second are
optimally placed in a disk of unit area. Then each node can obtain a throughput to a randomly chosen
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they are potentially more robust against failures of single units. This topic will be discussed
and critically reviewed in detail in section 9.5.
These properties of swarm robotic approaches in WSNs will turn up again in the chrono-
logical literature review on this topic in section 9.3. A clear trend away from centralized
algorithms towards distributed, self-organized ones has been going on in the last decade
underlining the benecial properties of these kinds of algorithms.
In the rest of this chapter, an overview of algorithms for self-organization with a focus on
mobile nodes in a wireless network is given. Furthermore, a short review on existing real
testbeds using mobile nodes is given to gain an understanding of the scale of real implemen-
tations. To the best of my knowledge, there are no real world applications of mobile WSN
nodes besides the ones for research. One of the presumably main issues why such real world
applications are scarce is then discussed and after a short review of possible solutions, one
of the most promising ones is presented.
9.2. General Swarm Robotics
There is no general denition of what swarm robotics is. As only a rather specic aspect of
swarm robotics is considered here, swarm robotics will in the following be simply dened as
“groups of robots operating in a collective way without any centralized control“. For more
detailed discussions on the topic and denitions, refer to the work by Şahin (2005) and Beni
(2005).
Algorithms specically concerned with swarm robotics in wireless networks will be dis-
cussed in section 9.3 so only a very brief general introduction into swarm robotics, mainly
consisting of references to the literature, is given here.
A good introduction into the topic combining biological examples and technical appli-
cations is discussed in the book „Swarm Intelligence: From Natural to Articial Systems“by
Bonabeau et al. (1999), which focuses on models of social insects and their applications. Even
though more modern literature also often describes swarming in vertebrates like ocks of
birds or shoals of sh, it gives a very good introduction into the topic of distributed designs
A more recent and comprehensive overview is given by Brambilla et al. (2013). They ana-
lyze the current state of swarm robotics from an engineering perspective in regards to meth-
ods and collective behaviors. Interestingly, they also note that there are almost no swarm
robotic systems used in the real world and then look into possible reasons. They briey men-
tion that traditionally swarm systems are seen as potentially more robust than conventional
systems but immediately add that this might only be true to a given extent. This issue will
be further discussed in section 9.5 in further detail.
9.3. Network Swarm
Countless algorithms for swarm robotics in wireless networks have been developed. Instead
of listing all the dierent algorithms for self-organization in WSNs, an overview over the
historical development of this area is given in terms of survey papers of the last decade.
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These survey papers are presented in temporal order. The method of using virtual physics
will be mentioned several times. For a brief discussion refer to section 9.3.1.
Mills (2007) gives a good denition and review in the context of networks as to what self-
organization means. He presents a short overview over possible design strategies and shows
areas in which self-organization can be employed in wireless networks. The most interest-
ing in the context of this work are structure formation and maintenance, sensor placement
and resilience. He also raises the interesting question of phase transitions in WSNs (Krishna-
machari et al., 2003) (for more discussions on the topic of phase transitions in swarm systems
see also (Vicsek et al., 1995) and (Buhl et al., 2006)).
Younis and Akkaya (2008) discuss node placement strategies for WSNs to optimize the
network for given requirements. They describe in brief two strategies for node placement.
There are strategies performing this optimization at the time of deployment or for ongo-
ing optimization while operation of the WSN. A large number of algorithms for dierent
objectives and deployment schemes and so on are reviewed. Especially interesting in the
context of this work is the second case of continuous optimization during operation of the
WSN. Most of these algorithms are non-collaborative in the sense of explicit collaboration
but loosely couple the dierent robots by interaction via their behaviors. Furthermore, they
identify the scaling problem and nd that methods solving this problem often lead to lo-
cal, approximative solutions which then in turn often lead to emergent behavior. They then
identify multi-node relocation as one of the biggest open research questions.
Wang et al. (2009) emphasize the importance of mobility for WSNs. Besides optimizing
coverage, mobile nodes are also able to heal coverage holes as well as adapting the network to
new tasks. Mainly two classes of algorithms are discussed: geometric ones based on Voronoi-
diagrams or xed location patterns and virtual physics based ones.
Wu et al. (2011) present cyber physical systems as a promising research direction. They
dene them according to „cyber physical systems bridge the cyber world (e.g., information,
communication and intelligence) to the physical world through lots of sensors and actuators.“
Thus, these systems are inherently mobile and interact with (mobile) sensing networks. The
also specically review coverage and deployment issues in WSNs and mention mobile nodes,
i.e., robots as one of the main solutions to these issues. They also give examples for concrete
cyber physical system applications in dierent areas, for example intelligent transportation
systems.
Zhu et al. (2012) survey strategies for solving coverage and connectivity issues in WSNs.
Most interesting here is the topic of coverage deployment strategies, specically dynamic
coverage. The discussed algorithms are again mainly built on either virtual physics or graph-
based. Additional to standard coverage problems, repair policies for coverage holes in a WSN
are discussed. Such coverage holes can be created by spatially correlated failures of nodes,
such as those caused by res. This research area of coverage hole detection and repair is also
highlighted as one of the key areas for future research challenges.
Younis et al. (2014) survey algorithms to tolerate node failures in WSNs. Note that this
survey only deals with complete node failures and not with the more dicult case of partial
node failures (see section 9.5). Nevertheless, the strategies to deal with those failures are in-
teresting in the context of this work since most of them involve node mobility and the most
interesting strategies are reactive, i.e., dynamic. For these strategies, distributed algorithms
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are favored over centralized ones, because centralized ones would need an alternate way of
communication with the WSN nodes besides the WSN itself, which might be, for example,
partitioned by the failures, i.e., possibly not operable. A number of algorithms for single fail-
ing nodes are reviewed. For the case of multiple node failures, the case of spatially collocated
node failures (such as in the case of a re) is especially interesting because it needs either the
introduction of a number of new nodes into the network or a global repositioning of the re-
maining nodes of the WSN to ll the gap, which lends itself to a distributed implementation.
Common algorithmic choices are virtual physics and/or graph-based. Another interesting
approach uses additional sensors, for example a camera to gain additional information to
improve the algorithms. As an important future research questions, the authors list amongst
others the ability to detect and/or quantify the scope of the failures in a distributed manner
as well as security issues like trust between the nodes. Furthermore, the issue of real world
evaluations is pointed out since until now almost all research is done in simulation2.
From this retrospective of survey papers of the last decade, some trends can be extracted.
Mobility is becoming more and more important in the area of WSNs. Algorithms are becom-
ing more swarm-like and are based on emergent behavior to realize the benecial properties
of these kinds of algorithms such as scalability and so on. Focus has shifted from pure deploy-
ment of a WSN to ongoing optimization during operation and thus also to the capability to
react, for example to complete node failures. This then often leads to distributed and/or local-
ized algorithms because of superior scaling characteristics and resource eciency. However,
despite the huge body of past and ongoing research, very little real implementations exist,
especially when it comes to mobile nodes. One probable reason for this is in my opinion
reliability of real swarm systems as will be discussed in more detail in section 9.5.
9.3.1. Virtual Physics
The method of virtual physics, of which the most commonly used aspect are virtual poten-
tial functions (PFs), is often used in the context of WSNs for example for node deployment
(Howard et al., 2002; Heo and Varshney, 2005). At the core of this method, virtual forces or
PFs acting between the individual nodes, are designed in a way that all nodes behave collec-
tively in the desired way. Since the forces can be designed in an analytical way, and because
there are a lot of well studied examples in physics, this method is one of the most successful
ones.
This idea of using virtual forces can be traced back at least as far as 1987 when Craig W.
Reynolds showed an approach for simulating a natural ock of birds, which he calls Boids, for
animation purposes at ACM SIGGRAPH ’87 (Reynolds, 1987). This approach was based on
virtual forces between the birds based on three simple rules for collision avoidance, velocity
matching and ock centering respectively.
This method was systematized by Spears (2012) in his book „Physicomimetics: Physics-
based swarm intelligence “. This book is also a very comprehensive review on the topic and
contains a lot of design examples. It is a good starting point to design algorithms for swarm
robotics achieving specic goals.
2I suspect this is due to the fact that the real world implementations lead to a lot even more dicult problems
than what the algorithms are supposed to solve like for example partial failures
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An interesting possible extension for the design paradigm of virtual physics, especially
using virtual PFs, has been proposed by Edlund et al. (2011) in the context of complex systems
research. They show a direct method to design isotropic PFs causing self-organization into
arbitrary complex lattices like for example Kagome lattices. In the domain of swarm robotics
such methods could be of special interest since the virtual PFs are not limited to physically
plausible ones.
The method of virtual physics has also been combined successfully with other approaches
such as for example by Wang et al. (2006), who presented a voronoi-based algorithm that
uses a mix of a graph-based and virtual physics based approach for node deployment in a
WSN.
Similar methods have been also used successfully to model animal swarms. For animal
swarms, usually a set of biologically plausible rules are translated into a set of correspond-
ing forces, which are then tted to real measured trajectory data of the respective swarm.
This has been successfully performed, for example for ocks of birds(Ballerini et al., 2008;
Hildenbrandt et al., 2010) or sh (Hemelrijk and Kunz, 2005; Hemelrijk and Hildenbrandt,
2008). Also more complex eects can be modeled in a similar fashion as, for example, in the
work of Buhl et al. (2006) on phase transitions in locust swarms or even to modeling escape
panic in humans (Helbing et al., 2000). The very abstract underlying agent models used in
these contexts are also known as self-propelled particles (SPPs) (Vicsek et al., 1995).
9.4. Real Experimental Testbeds
This section gives a brief overview on real testbeds for mobile WSN nodes. Mainly these
testbeds can be separated into ying and ground-based mobile nodes but there are also some
mixed ones. Underwater testbeds also exist but are excluded from this overview because of
their specic communication issues due to the dierent medium (water or air). Furthermore,
testbeds, which are only used for control theory experiments like coordinated acrobatic y-
ing and do not specically deal with WSN issues, are also excluded. Finally, this is not sup-
posed to be a comprehensive survey but a sample to gain an understanding of the type, and
especially the average size of real world WSN testbeds using mobile nodes.
A compact overview of the testbeds considered is given in table 9.1. Most of the testbeds
are discussed in two recent surveys: Bekmezci et al. (2013) give a comprehensive survey on
ying ad-hoc (sensor) networks and Jiménez-González et al. (2013) present a general survey
on testbeds for ubiquitous robotics, which also includes a large number of WSN (related)
testbeds.
Two basic features can be readily extracted from table 9.1: rst, testbeds using ying nodes
have only been developed in the last ve years and second, the size of testbeds seems to be
limited at around the order of magnitude of ten mobile nodes. For static WSNs, this number
is at least an order of magnitude higher. Furthermore, general swarm robotics testbeds are
often in the same order of magnitude in terms of number of robots. An exception are very
simple robots such as presented by Rubenstein et al. (2012) and called Kilobot, which holds
the current record in swarm size with 1000 robots (Rubenstein et al., 2014). These robots are
however very limited in sensing, computational and movement capabilities and not suited
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Project Type Reference # of mobile nodes
SMAVNET ying (Hauert et al., 2010c) 10
SMAVNET-II ying (Rosati et al., 2013) (3)
AUGNet ying (Brown et al., 2004; Dixon, 2010) 2
SUAAVE ying (Cameron et al., 2010) (10)
sFly ying http://www.sfly.org/ 3
sWarms
MARS ground-based (Clark et al., 2003) 6
MVWT-I ground-based (Cremean et al., 2002) 6
MVWT-II ground-based (Jin et al., 2004) 12
MiNT-m ground-based (De et al., 2006) 12
MADNet ground-based (Reich et al., 2008) 9
(MIT CSAIL) ground-based (Correll et al., 2009) 9
COMET ground-based (Cruz et al., 2007) 10
Robomote ground-based (Dantu et al., 2005) 14
StAR ground-based (Obraczka et al., 2007) 4
Mobile Emulab ground-based (Fish et al., 2006) 6
ISRobotNet ground-based (Barbosa et al., 2009) 6
CONET ground-based (Jiménez-González et al., 2011) 6
MAGICC mixed (McLain and Beard, 2004) 10
MARS2020 mixed (Chaimowicz et al., 2005) 8
Table 9.1.: Numbers in brackets either mean uncertain data (conicting or vague numbers in
the literature) and/or the testbed is not at the full stage of expansion yet. For mixed
systems only the number of mobile nodes is listed. Also only testbeds which are
concerned with WSN aspects are listed.
for testing algorithms developed for WSNs.
The factors limiting testbed sizes are certainly to some extent acquisition and maintenance
costs, ying systems in particular require a lot of maintenance as failures often result in
extensive repairs. However, in addition to these conventional reasons it can be shown that
for a lot of types of algorithms, reliability of swarms decreases with swam size in the presence
of partial failures, which then limits practical swarm sizes to be used with „naive “swarm
algorithms. This fact will be discussed in detail in section 9.5.
9.5. Failures in Swarms
One of the most often cited features of swarm systems especially in swarm robotics is ro-
bustness due to the fact that a swarm solves a task using many independent individual units.
Thus, according to the general consensus of the literature, failures of single swarm elements
do not impact the overall operability of the swarm. A theoretical analysis of this situation as
well as a case study in simulation and as real world experiments was performed by Wineld
and Nembrini (2006). They show that in general swarm architectures are indeed robust to
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complete failures of single robots but highlight that they are less tolerant to partially failed
robots such as robots with failed motors with the rest of the robot working properly.
In continuation of this work, Bjerknes and Wineld (2013) present a case study using
reliability modeling and complementary real experiments to show that for a swarm relying
on emergent behavior, reliability drops quickly with increasing swarm size for worst-case
failures, i.e., partially failed robots. Specically for their case study, they show that the swarm
becomes unreliable after a time much briefer than the mean time between failures of the
individual robots.
In Addition to failing robots, malicious ones also have to be taken into account. (Higgins
et al., 2009) investigate the security of swarm robotic systems. They give a comprehensive
review of security challenges for swarm robotic systems, for example communication and
identity management. Besides these conventional challenges, they also consider ones specic
to swarm robotic systems, of which intrusion detection is especially interesting in the context
of this work. Specically, the example of one or more foreign robots inltrating a swarm and
maliciously aecting the desired emergent behavior is given. This is closely related to the
eect of partially failed robots.
This eect has already been observed in natural swarms. A recent methodology in collec-
tive animal behavior research is to introduce robots into animal swarms (Faria et al., 2010).
Using this methodology has shown that animal swarms can be manipulated: Halloy et al.
(2007) could demonstrate how the collective choice of a shelter in groups of cockroaches
could be inuenced using robots introduced into the swarm. Four robots were able to ma-
nipulate a swarm of 12 cockroaches into choosing the worse of two oered shelters. Faria
et al. (2010) showed that a single robotic sh was able to recruit and lead a swarm of 20
real sh. Since these early experiments a number of similar studies has been performed for
dierent animal species, which have generated further evidence of the manipulability of col-
lective animal behavior relying on emergence. One further interesting example is the study
conducted by Abaid et al. (2013) who demonstrated that a single robotic sh was able to
modulate the risk taking behavior of single real sh in the presence of a fake predator.
In order to cope with these challenges a way of recognizing and dealing with a failed
(and/or malicious) swarm member is needed.
9.6. Safety and Reliability for Swarms
As discussed in the previous sections, real world applications of swarms are scarce not only
because of the logistical and technical challenges but also because of their susceptibility to-
wards partial failures as discussed in section 9.5. In order to make swarm robotic systems
more usable, this aspect needs to be addressed. Some approaches have already been sug-
gested in the literature and will be briey discussed. In particular an approach of using
internal models (see chapter 3) turns out to be especially interesting. It will be briey intro-
duced here and discussed in detail in chapter 10 and is the basis for the second part of this
thesis.
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9.6.1. Byzantine-Tolerant Approaches
Fault tolerant algorithms for the gathering problem with Byzantine fault models have been
presented by Agmon and Peleg (2006) and Clement et al. (2012). Using very specic compu-
tational models for the robotic system, which describe the system from a distributed com-
puting point of view, they rigorously show the fault tolerance of the proposed algorithms as
well as its limitations. Bouzid et al. (2010) show fault-tolerance for similar models in one-
dimensional space. There are more studies on gathering using dierent similar models and
assumptions leading to dierent bounds for the number of failed robots in relation to the
number of robots in the system (Bouzid et al., 2009).
Similar studies have been performed for dierent ocking algorithms. In the same com-
putational model, as for most gathering algorithms, an algorithm for a ocking task can be
shown to be fault-tolerant (Souissi et al., 2008). For a dierent computational model fault-
tolerant shape-rotation ocking can be be shown to be fault-tolerant (Yang et al., 2009).
In general there are more studies with the similar approaches for problems such as consen-
sus or synchronization which present algorithms tolerant to Byzantine fault models. How-
ever, those approaches are always bound to one particular algorithm and computational
model and there is no generalized approach working for arbitrary algorithms and models.
Furthermore, in order to be able to make use of the tool sets from distributed computing,
heavily abstracted models are necessary. For example, one of the most often used compu-
tational models is CORDA (Prencipe, 2001). In this model, robots are memoryless, asyn-
chronous and homogeneous and perform a wait, look, compute, move cycle. There is no
environment, no physics, and no communication between the robots, and sensing is per-
formed by using the position of all other robots but not their identities. Sensor- as well as
motor noise has been studied in very simple, i.e., bounded error, models (Cohen and Peleg,
2006). In general, the practical relevance of these models is therefore arguable.
Nevertheless, this approach is very interesting because the requirements for and the limits
of these algorithms can be stated exactly and in closed form, which is not very common
in the context of swarm robotic systems since most algorithms rely on emergent behavior.
This might also lead to a deeper understanding of the reasons why some approaches are
fundamentally not feasible. The algorithms could furthermore be used as a starting point for
real world implementations and guide the design of more fault-tolerant algorithms. However,
until now there has not yet been, to the best of my knowledge, any attempt at transferring
the results of these studies to real world algorithms and systems.
9.6.2. Artificial Immune Systems
The area of Articial Immune Systems (AISs) connects the disciplines of computer science,
engineering and (theoretical) immunology. In essence AIS applies adaptive algorithms in-
spired by biological immune functions and results from theoretical immunology to problem
solving in dierent areas. These areas are not restricted to ones directly related to immune
systems such as fault detection. Dasgupta et al. (2011) give a survey on the historical devel-
opment of the eld and also review recent developments and methods.
AISs are well suited for application in swarm systems as „the immune system should be
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viewed as an example of a swarm system “ (Timmis et al., 2010, p. 248). As such they rely
on local information and are distributed. The direct application to fault detection in swarm
systems has been shown to be feasible.
In their work on fault detection in robot swarms, Lau et al. (2011a,b) use an algorithm based
on a Receptor Density Algorithm to self-detect and classify failures in a foraging scenario.
This algorithm can also detect and classify partial failures such as failed or deteriorated mo-
tors. The algorithm is inspired by T-cells signaling mechanism in the immune system and
this algorithm was mapped to statistical classiers for the failure classication. The mecha-
nism behind this algorithm works by comparing the behavior of the robot to the one of other
swarm members using local interactions.
This line of work has been extended to detect simultaneous failures of multiple robots
in a swarm (Lau et al., 2013). As the original algorithm detected failures by comparing the
behavior of a robot to its neighbors, the case of simultaneous failures in a swarm required
some extension. This is solved by adopting a collective self-detection scheme for failure
detection, which is based on comparing the behavior of a robot to a minimal number of
neighbors. Failure classication is again performed by a Receptor Density Algorithm. The
authors show that this approach can successfully extend the failure detection to multiple
simultaneous failures in homogeneous swarms. They also show that the performance of the
detection increases with swarm size.
These algorithms are purely data-driven and do not employ an internal model. Instead
they use the behavior of neighboring robots, which in a homogeneous swarm should perform
the same algorithm on the same embodiment, as a reference to cross-validate their own
behavior. Therefore, these algorithms do not work in heterogeneous swarms or, for example,
in human-robot interaction scenarios.
9.6.3. Control Theory
In the eld of industrial control, execution monitoring — or fault fault detection and isola-
tion (FDI) as it is called in the eld of control theory — is well studied and used but not very
common in robotics (Pettersson, 2005). Pettersson (2005) gives a survey on this topic and
possible applications for autonomous mobile robotics. This topic is relevant insofar as the
methods discussed are similar to the use of internal models for fault detection. The most
commonly used approach of FDI in robotics is the observer-based one, which is basically
a forward model used to generate expected system outputs from system inputs and earlier
outputs, to be compared against actual system outputs. There are dierent approaches for
that strategy depending on how the model is formulated and/or which variables can be mea-
sured and so on, and the survey gives a comprehensive overview of the dierent approaches.
A very similar survey was performed by Qin et al. (2014) with a focus on swarm systems.
They classify methods on the one hand by their topology, i.e., centralized, hierarchical, and
decentralized and on the other hand on their methodology, i.e., qualitative and quantitative,
which is then again sub-classied into model-based and data-driven. Filters and Observers
are again identied as the commonly used model-driven methods.
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9.6.4. Internal Model Based Safety
The concept of internal models used in this chapter is discussed in detail in chapter 3. Here,
two properties of internal models are especially important: internal models can on the one
hand be used as predictors enabling a robot to internally „try out “options before executing
one. This can prevent dangerous situations and help to estimate the reaction of others to
some action. On the other hand, internal models, more precisely coupled forward-inverse
models, can also be used to recognize behavior of others. Specically, in this context, the pre-
diction error of these models, when trying to recognize behavior, can also be used to identify
unknown and/or malicious behavior. This ability of an architecture based on internal simu-
lation to detect faulty robots has recently been proposed and demonstrated experimentally
by Millard et al. (2014b,a). The simulator incorporated the robot as well as the environment
into the internal simulation.
This idea and the corresponding architecture of how internal models could lead to self-
awareness and in turn enhanced safety is presented by Wineld (2014). This architecture will
be discussed more detailed in chapter 10. In short, the architecture simulates possible future
actions and evaluates their consequences in regard to some given safety criterion. A robot
using this architecture is thus cognizant of the consequences of its actions and can therefore
be called minimally self-aware; since the architecture only reduces the number of possible
actions so the robot using it cannot be less safe than not using it. Furthermore, Wineld
argues that the architecture itself, specically the part actually evaluating the consequences
might be checked using standard methods.
In contrast to most learned internal models, the internal simulator used in this architec-
ture is capable of simulating not only the robot using the architecture itself and other robots
as well as the environment, but more importantly also interactions between all these compo-
nents. This includes interaction between robots and the environment and also interactions
between robots. Even though learned internal models have been successfully used to rec-
ognize the action of other similar robots (Demiris and Khadhouri, 2006), these models are
not capable of dealing with interactions yet. So using an internal simulator able to deal with
robot-robot interactions lends itself very well to swarm-like scenarios, which are indeed
mainly dened by the interaction between the dierent swarm members, either mediated
through sensory inputs, i.e., sensing each other, direct physical interaction or through the
environment, for example in foraging scenarios, which are the building block for all swarm
algorithms.
One of the rst experiments using self-simulation was demonstrated by Vaughan and Zu-
luaga (2006), who utilized an internal simulation modeling the robot as well as its envi-
ronment to simulate possible future actions before executing them in order to avoid unsafe
actions. In contrast to the architecture proposed by Wineld (2014), it only models the robot
and its environment and not other agents and the result is the „best “action, which is to be
executed in contrast to the actual consequences and their corresponding safety.
As discussed in chapter 3, internal models are a very promising candidate building block
of a lot of sensorimotor and social skills as well as potentially for a theory of conscious-
ness. They can, and have, been employed in various tasks besides safety as discussed in this
section. Thus, in contrast to other approaches discussed here, the concept of using internal
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models for a safety architecture is an holistic approach. This also means that it might be
possible to re-use already existing internal models. This makes it one of the most promising




Internal Model Based Consequence Engine
The abstract architecture discussed in this section has been presented in (Wineld, 2014)
and (Wineld et al., 2014) and was not devised by the author. The implementation of this
architecture and measurements presented here were however performed by the author (for
details refer to section 1.5).
10.1. Introduction
This chapter discusses an internal model based architecture as a solution to issues of swarm
robotic systems presented in chapter 9. This discussion identied partial failures and/or
malicious agents as one of the major problems in swarm robotic systems. Wineld (2014)
proposed an internal model based architecture as a possible solution for these issues by mak-
ing a robot cognizant of the consequences of its own actions. The internal model contained
in this architecture basically consists of an internal simulator capable of simulating the robot
itself, all other agents — robots or possibly humans — and the environment. This notably
also includes interactions between agents, which makes this architecture particularly inter-
esting for dealing with swarm-like scenarios, which are dened by the interactions between
the swam members (or in this case mobile WSN nodes). The robot can then use this internal
model to gain knowledge about the consequences of possible future actions without actually
executing these actions. Using this knowledge, the robot can then avoid unsafe situations
when interacting with other robots or possibly humans as demonstrated in chapter 12. A
concrete toy example scenario of how this architecture works in the context of „ethical “ de-
cisions is presented in chapter 11. Furthermore, this internal simulator — more specically
its prediction error — can also be used to identify failed or malicious agents. A proof-of-
concept experiment is implemented in section 13.2 and similar work was also presented by
Millard et al. (2014a).
10.2. Architecture
The architecture discussed here is called Consequence Engine (CE) (Wineld, 2014; Wineld
et al., 2014). A schematic view of this architecture is depicted in g. 10.1. This architecture
basically enables the robot to evaluate the consequences of its next possible actions, which
109





























Figure 10.1.: The Consequence Engine (CE) architecture. Note that the module performing
the simulation and inferring the consequences of the dierent actions is also
called CE. Modules dealing with dierent kinds of information are color coded
as specied in the legend.
are executed inside of the simulator, which is contained in the CE and uses an internal model1,
instead of actually executing it. The consequences resulting from each action are evaluated
respectively. This process is relatively independent of the robot’s controller in that the CE
only provides estimates of the consequences of the next possible actions but the robot itself
chooses and then executes the next action in the real world. The CE thus only acts as a kind
of advisor.
The CE architecture consists of several modules, which are discussed in detail in sec-
tion 10.3.3. First an overview of the interplay of the modules as depicted in g. 10.1 is given.
The respective modules are presented in detail in the next section 10.3. The CE is fed with in-
formation about the current situation by the Object Tracker-Localiser (OTL) and then loops
through all possible next actions. In the simplest case, this set of actions is xed by design
but it could as well be dynamically generated. For each candidate action the CE simulates
the robot itself executing the action, as well as all other entities tracked by the OTL and
1Depending on the point of view, the simulator could also be described to contain multiple paired inverse and
forward models, one for each entity (robot, environment, etc.) and also one for each possible controller of
the robots (see chapter 3).
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described by the internal model as well as the environment. It therefore generates a set of
simulation outputs, for example trajectories of all agents, which are then evaluated by the
Action Evaluator (AE). The evaluation of the physical consequences performed by the AE are
then passed to a separate Safety/ethical Logic (SEL) module implementing the denition of
safety and/or ethics as dened by the specic task. The details of AE and SEL are discussed in
detail in section 10.3.2. Once the CE has generated a complete set of consequences and their
evaluations, it is passed to the Action Selection (AS) mechanism of the robot, which then
selects one of the actions according to this evaluation for execution by the robot controller.
10.3. Consequence Engine Details
10.3.1. Set of Actions and Corresponding Safety/Ethical Values
The safety values consist of two contributions: the base value and the safety/ethical value.
The base value encodes the task of the robot to be followed if no danger is imminent. The
safety/ethical value then modies the base value according to the SEL if the CE detects im-
minent danger but yields no contributions otherwise.
As depicted in g. 10.1, the set of all possible actions is something external to the process
of the CE. Basically, these actions, together with their basic values, describe the task of the
robot. The rules by which the SEL modies these basic values then denes the „ethical “
rules which the robot is to conform.
One way to create this set of actions and corresponding base values in the context of the
robot controllers discussed in section 10.5.2 is to discretize the relevant space into a grid and
assign base values to the grid points according a scheme based on PFs encoding the task of
the robot. These grid points then are points which the robot can move towards. This does
not imply a discrete motion since the robot can still move continuously through space but
can only stop at those points. This constructed PF is sampled at the grid points and these
values are used as the base values. The PF then encodes the goal of where the robot is to
move towards and also the preferred way of getting there, following the gradient of the PF.
The consequences of all possible actions are simulated and evaluated by considering the
predicted trajectories for each robot. The base safety values are then modied according to
the task-specic safety denition by the SEL. The AS of the robot controller then picks the
best possible action according to the safety values. Usually, this action is the one which gets
the robot closest to its goal dened by the PF while still being safe.
10.3.2. Action Evaluator, Safety Logic and Action Selector
The simulator provides the AE with trajectories for all robots during the simulated future
times. The AE then checks the supplied trajectories against the safety condition as specied
by the task at hand. The SEL then severely discourages the actions failing that condition by
modifying the safety value, eectively pruning these actions from the set of possible next
actions. If more complex decisions have to be made by the robot, the rules employed by the
SEL can also be used to weigh several factors against each other. In principle, this step of the
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SEL modifying the base values can also be performed before discretizing space by modifying
the PF directly.
For example, the safety condition employed in chapter 12 and specied in section 12.2
states that an action is considered to be safe if no other robot is closer to the robot than some
safety distance at all times. For the AE this simply means checking the trajectories of all
simulated robots for every simulated time step against this condition.
The AS then chooses the action with the best safety value. This eectively means that it
follows the gradient of the task-specic PF while avoiding dangerous situations. Note that
the AS is part of the robot controller and the robot can thus also choose to select actions with
a worse safety value than the safety value of the best action according to the SEL.
10.3.3. Object Tracker-Localizer and Models
The OTL has been implemented using an o-the-shelf motion capturing system and outt-
ting the robots with the corresponding markers. This system is discussed in more detail in
section 10.5. In principle this module could also be implemented on the robot using a camera
and computer vision algorithms or by all agents broadcasting their own position measured
for example by a self-localizing system.
The internal model is implemented using a slightly modied o-the-shelf simulator (see
section 10.4.1) and is discussed in detail in section 10.4. All models of other robots and the
environment are hard-coded, i.e., known a priori, to simplify the experiment in order to be
able to focus on the architecture itself. In principle, all models, i.e., world model as well
as model for other entities etc., could also be based on a learned internal model. Initial
experiments for doing this are shown in chapter 13.
10.4. Internal Simulator
For implementing the internal model used by the CE, an o-the-shelf simulator was chosen.
In general, simulations are used in robotics, often using advanced physics and sensor models,
to test and develop robots and the corresponding controllers before they are implemented
in hardware to reduce development time and also the risk associated with bugs, faults and
failures. Examples of standard robotic simulations include Gazebo (Koenig and Howard,
2004), Webots (Michel, 2004), Player-Stage (Vaughan and Gerkey, 2007) and Morse (Echever-
ria et al., 2011). When using a simulator, the so-called reality gap (Jacobi et al., 1995), created
by the approximation of the performance of real sensors and actuators by the simulator, i.e.,
consequently by the respective sensor and motor model, has to be taken into account. This
topic will be further discussed in section 10.4.3.
10.4.1. The Stage Robot Simulator
The simulator running the internal simulation is a modied Stage simulator (Vaughan and
Gerkey, 2007; Vaughan, 2008). It was modied to act as simulation server in a service-
oriented architecture accepting SimRequest messages (see g. 10.5) over a network con-




Figure 10.2.: Search trees for a g. 10.2a one step search, g. 10.2b full search, g. 10.2c depth-
only search
simulator performance to large numbers of SimRequest requests by using a transparent load
balancer acting as a virtual simulation server, which redistributes the requests to a number
of identical actual simulation servers. This approach takes the fact into account that the loop
performed by the CE over the set of possible next actions is embarrassingly parallel. These
requests consist of a number of robots, their initial poses, the conguration for their con-
trollers, and the simulation time. Upon execution, the server returns complete trajectories
for all robots for the simulation time.
The simulation contains a copy of the environment, the robots used, their sensors and
their controllers. In most experiments, the controllers execute exactly the same code as the
real robots and the sensors and motors are calibrated to the real ones empirically. In principle
learned robot models and controllers could also be used. The performance of the simulation
and the resulting simulation budget is discussed in section 10.4.4.
10.4.2. Decision Search Tree
Most internal models based architectures in robotics perform only one time-step into the
future, especially when dealing with learned body models (see section 3.2.3 for approaches
to go further than one time step). In this work, the goal is to simulate much further — possibly
several orders or magnitude – into the future then one time-step employing the speed and
precision of the o-the-shelf simulator and full knowledge of the world.
As depicted in g. 10.2, these multi-step simulations lead to search trees if the robot can
perform more than one action, which is naturally the case for the CE architecture as it specif-
ically deals with a set of possible next actions, since the robot can in principle decide at each
time step to change the current action. Performing simulations of only one step and doing
depth-only search are two extremes of traversing the full decision tree. Searching a full de-
cision tree is not practical because of the curse of dimensionality, so some sort of pruning
has to be devised especially for deeper searches. In contrast, choosing a depth-only search
as used here constitutes one of the most simple and straight-forward ways of accomplish-
ing this goal. Using depth-only search is a valid simplication if the robot controllers of the
other robots in the simulation are stateless (see section 10.5.2).
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Figure 10.3.: Trajectories for the simulation error calibration
10.4.3. Reality Gap: Simulation Error Measurements
There is a reality gap between every simulator and the physical object it is to represent. The
main reasons for this gap are: numerical errors of the simulation, approximation errors of
the underlying mathematical models, calibration errors of the model parameters against the
real systems, and measurement errors of the initial conditions of the simulation. To measure
this gap experimentally, six robots were used in the arena described in section 10.5 executing
the simple action GoStraight(0.8);Avoidance. Their trajectories were recorded for 489 s.
The resulting real trajectories are depicted in g. 10.3.
From the mismatch between the trajectories and the arena walls, it is obvious that the
calibration of the motion capturing system placed its coordinate system with a rotation of
about 3°, and also with a slightly oset center in relation to the coordinate system of the sim-
ulation. This is mainly due to the calibration process of the motion capturing system using
a manually placed ground plate with markers to establish the motion capturing coordinate
system.
Simultaneously, the movement of the six robots was projected into the future via simu-
lation for dierent simulation times. After nishing the experiment, the error between the
simulated, i.e., prospected, trajectories and the actual real trajectories were calculated for all
time steps and simulation times. The results are depicted in g. 10.4.
The gure shows normalized errors, which means that the cumulative error is divided by
the length of the real trajectory. Due to this, there are numerical errors for small simulation
times as the measured error is divided by a small number, so the increased error for short
simulation times is a purely numerical artifact. For longer simulation times, there is a linear
increase in the median error, which is most probably due to the mis-alignment between the
motion capturing coordinate system, which is the same as used for the simulation, and the
real coordinate system. This error is far larger than the one caused by inaccuracies of the
simulation, which are expected to be scaling roughly quadratically in time.
In general, simulation errors are mitigated to some extent by the fact that the CE, which is
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Figure 10.4.: Simulation error as a function of simulation time
running at 2Hz, is periodically updating the simulations it performs by new simulations in
a memoryless fashion, discarding old simulation results. As seen in g. 10.4, the simulation
error is the smaller the shorter into the future an event is occurring. This means for example
that the closer two robots get, the more accurate the predictions of a possible interaction
becomes.
The virtual sensors of the simulated robot, in particular the IR sensors, have to be cali-
brated to the real sensors. This calibration was performed with a focus on reproducing the
behavior of the real robot, i.e., turn rates and radii when performing avoidance behavior close
to walls and other robots. However, the particular calibration employed here led to the eect
of simulated robots getting stuck on walls or in rare cases on other robots2. This eect only
occurs only for long simulation times and only rarely. In real experiments, measurement er-
rors and motor, i.e., movement, noise of the real robots mitigates this eect completely. For
pure simulations in contrast, i.e., simulated robots using a CE to internally simulate other
simulated robots, this eect can be observed in 10% to 20% of experiments. This eect is
only relevant for the simulation study performed in section 12.4.3 as all other experiments
were conducted with real robots. For this study the simulation runs in which this eect oc-
curred were discarded while performing the statistical analysis so they have no eect on the
statistical validity of this study.
10.4.4. Simulation Budget
The CE runs at approximately 2Hz so there is a budget of 0.5 s to loop through all possi-
ble actions, simulate their outcome, asses the consequences, assign a safety value to each
action and then choose the best possible action. In relation to the computational power nec-
2This eect is probably due to the response of the virtual IR sensor being to weak. However, it proved impossible
to at the same time reproduce correct trajectories and eliminate this eect.
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essary for the simulation, the other tasks are negligible. For simplicity, they are therefore
not considered for the analysis.
As mentioned in section 10.4.1, simulation time runs at about 600 times real time on the
used hardware conguration3, so 300 s can be simulated eectively during one update cycle.
This simulation time is the simulation budget, which has to be allocated to the dierent
possible next actions.
Considering the maximum speed of an e-puck robot of about 0.1m s−1, simulation times
should be in the range of about 10 s, which corresponds to 1m traveled distance at maximum
speed, for the robot to gain meaningful new information. This means that the simulation
budget is about 30 dierent future actions.
As discussed in section 10.3.1, the arena used in most of the experiments (2.2m×1.8m)
is discretized into a grid of for example 6 × 5 points to generate the set of possible actions.
Assuming a simulation time of 10 s this already completely saturates the simulation budget.
This is the reason why sometimes attention mechanisms (see section 12.3.1) and adaptive
simulation times (see section 12.3.2) heuristics have to be resorted.
10.5. Experimentation-Centered Implementation
Figure 10.5 shows the ow of information between the dierent modules of the implementa-
tion of the architecture described in section 10.2. There are some organizational dierences
to the abstract architecture (compare g. 10.1).
The main dierence to the abstract architecture is the high level controller. This mod-
ule contains the CE, the SEL and the AS of the intelligent robot as well as all the logging,
book-keeping and experimentation tools. It is very centralized for the sake of experimenta-
tion eciency, i.e., mainly the logging of trajectories, safety values and decisions. Besides
performing the role of the CE it also manages the automated experimentation, so it can also
control all the robots used in the experiment. This feature is only used between experiments
for set up, for example new initial conditions. By changing the control actions for the low
level controller (see section 10.5.2) it can eectively remote-control the robots. In g. 10.5
this mechanism is represented by the ow of CtrlRequest messages from the high level
controller to the robot controllers. While experiments are run, the dierent robots act com-
pletely independent of the high level controller. Only the intelligent robot is inuenced by
the outcome of the AE.
However, this implementation choice does not constitute a functional dierence to the
abstract architecture and could as well be implemented on the robots themselves (with some
complications for the logging system).
Thus, the high level controller, i.e., the CE, and the simulation server described in sec-
tion 10.4, are run on the same computer. The high level controller of the architecture, i.e.,
the consequence engine, is implemented in Python. The low level robot controllers and the
simulation are implemented in C/C++.





























Figure 10.5.: Flowchart of the complete experimental system including all the logging, book-
keeping and status messages used for experimental control and logging. This
diagram not only contains all the elements needed for the CE but also all el-
ements needed for automated experimentation so there are more control- and
logging messages than would be needed for the operation of the CE alone.
117
Chapter 10. Internal Model Based Consequence Engine
Figure 10.6.: Experimental infrastructure showing the arena and the Vicon tracking system
10.5.1. Infrastructure and Physical Setup
Figure 10.6 depicts the physical setup consisting of an arena of size 2.2m×1.8m, a motion
capturing system and an overhead camera.
The o-the-shelf motion capturing system 4 runs at 50Hz, implements the OTL and broad-
casts the positions of all robots via simple UDP messages to all participants of the wireless
network at a reduced rate of 15Hz (see also g. 10.5). The communication between the
robots and the simulation server and between sub-components is based on the Google Pro-
tocol Buers library 5 and executed via Transmission Control Protocol (TCP). All robots,
the simulation server, the tracking system, and the logging system are connected via an
IEEE 802.11g WLAN in infrastructure mode. Additionally, a video camera is recording the
experiments for later analysis and for demonstrative purposes.
10.5.2. E-pucks and Controllers
E-puck mobile robots (Mondada et al., 2009), equipped with a Linux extension board (Liu
and Wineld, 2011) were used as a mobile base. Additionally, optical markers were arranged
in individual patterns on top of the robots to facilitate tracking with the motion capturing
system. Two robots are shown in g. 10.7.
The robots are equipped with infrared sensors, which are used for basic obstacle avoidance,
a camera, which is not used, and virtual sensors to sense their own pose and those of all other




Figure 10.7.: Two e-puck robots with markers and IR sensors. The e-puck with Linux board
tted in between the e-puck motherboard (lower) and the e-puck speaker board
(upper). Note the yellow „hat “, which provides a matrix of pins for the reective
marker spheres, which allow the tracking system to identify and track each
robot.
robots. These virtual sensors are simulated making use of the broadcasted position messages
of the motion capturing system.
All robots run a stateless controller with a xed set of sub-actions. Those sub-actions are:
• GoStraight(speed): move straight with a maximum speed of 1m s−1
• Avoidance: Braitenberg style (Braitenberg, 1986) avoidance using IR sensors
• MoveTo(x,y): move to coordinate (x,y) using the virtual global position sensors
• Stop: do nothing
Additionally, there are sub-actions not used during experiments but for the automated
experimentation for tasks like for moving robots into initial poses or related to hardware
calibration and debugging etc.:
• TurnLeft(speed): turn left with speed
• TurnRight(speed): turn right with speed
• Follow(name, distance): follow robot with name at distance (this sub-action is
only used in section 13.2 and is also described in more detail there)
• CalibrateIR: calibrate IR sensors
• ResetDSPIC: reset the basic robot microcontroller board
• PrintProximityValues: print the values measured by the IR sensors to stdout
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Actions are composed of a number of concatenated sub-actions and are executed at 10Hz
by the robots, independently of each other and independently of the CE. These actions form
the vocabulary used for the set of all possible actions. The simulated robots in the CE run
exactly the same code as the real ones, also at 10Hz in simulated time, i.e., faster than real
time.
10.5.3. Experiment Logging and Analysis
Even though the presented implementation uses a centralized high level controller as pre-
sented in section 10.5 for logging purposes, the actual logging messages are generated asyn-
chronously by the individual robots. The arriving messages are time-stamped by the central
clock of the high level controller but the resulting time series are neither synchronized nor
truly periodic due to delays and experimental noise. The python package pandas McKinney
(2011) is used to interpolate these dierent time series to the same periodic index for analy-
sis. This is necessary as most comparison metrics like for example Euclidean distances are
not well dened for unsynchronized aperiodic time series.
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Chapter 11
Towards an Ethical Robot
11.1. Introduction
The idea of robots interacting with humans and the possible consequences of these encoun-
ters have already been extensively addressed by science ction authors as a hypothetical
question long before elaborate robots became a reality. Asimov (1950) already envisioned
ethical principles for human robot interaction encoded in his „Laws of Robotics “. These
early ideas have by now become an active research area and the general consensus at the
time of writing is that robots should be more than just safe in the conventional sense. For
example Wallach and Allen (2009, p. 17) write
If multipurpose machines are to be trusted, operating untethered from their de-
signers or owners and programmed to respond exibly in real or virtual world
environments, there must be condence that their behavior satises appropriate
norms. This goes beyond traditional product safety. Of course, robots that short-
circuit and cause res are no more tolerable than toasters that do so. However,
if an autonomous system is to minimize harm, it must also be „cognizant “ of
possible harmful consequences of its actions, and it must select its actions in the
light of this „knowledge “, even if such terms are only metaphorically applied to
machines.
As discussed in chapter 9, internal models are a good candidate mechanism to make robots
and multi-robot systems safer and more reliable. This is especially important when interact-
ing with humans, where robots have to be more than just safe. In this chapter an application
of the CE discussed in chapter 10 to this issue is presented. Using the mechanism of the CE
a robot implements an „ethical “ action selection mechanism, which can lead to the robot
compromising its own safety and the task objectives to prevent a second robot to come to
harm. This then leads to the robot not only being safe but also ethical.
Such a robot is cognizant of the consequences of its own actions not only on itself but
also on other entities, for example other robots. Thus this experiment is — besides being
interesting in itself because of the ethics aspect — a demonstration of the general ability of
1For a detailed breakdown of the contributions of the dierent authors refer to section 1.5.
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Figure 11.1.: A scenario with both safety and ethical consequences
the CE to enable a robot to reason about the collective consequences of its own actions in a
multi-robot or possibly swarm scenario.
Using the architecture of the CE described in chapter 10 a robot is outtted with an ethi-
cal action selection mechanism. Experiments then show that the robot can thus sometimes
compromise its own safety and the task objective to perform the more „ethical “ action to
prevent another second robot to come to harm. First a simplied example for this strategy
is given and a way to implement „Asimovian “ ethics is shown. Then several experiments
with one to three robots are presented.
11.2. Robots with Internal Models
11.2.1. A Toy Example Situation
This hypothetical toy experiment was presented by Alan F. T. Wineld (Wineld, 2014) as an
abstract example to demonstrate how the CE, which also was rst presented there, works.
However it was not implemented experimentally. In section 11.3 a real implementation and
the corresponding experiments of this toy experiment are presented.
Consider an example situation consisting of two robots, robot A (A for Asimovian) and
robot H (H for human stand-in), and a hole in the ground. This situation is depicted in
g. 11.1. Robot A is tasked to move to the right side of the hole while robot H is tasked to go
straight in the direction of the hole.
Robot A can choose between three actions: 1 to go ahead left, 2 to go straight ahead
and 3 to go ahead right, i.e., to its tasked destination. If robot A chooses action 1 , it will
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Robot action base value robot A consequence robot H consequence total value
1 Ahead Left -10 0 0 -10
2 Ahead 0 -1000 -100 -1100
3 Ahead Right 10 0 -100 -90
Table 11.1.: Safety outcome values for each robot action, for the scenario depicted in g. 11.1
possibly collide with robot H but robot H will try to avoid robot A and thus be prevented
from falling into the hole. If robot A chooses action 2 , it will, as well as robot H, fall into
the hole. And if robot A chooses action 3 , it will reach its tasked destionation and avoid
the hole but robot H will fall into the hole.
These consequences can be encoded in safety values as discussed in section 10.3.1. The
actual values and their dierent components are listed in table 11.1. The base value of the
safety value encodes the task description for robot A, i.e., to go the right side of the hole with
values decreasing the further the actions lead the robot from the goal. The consequences for
robot A heavily discourage it from falling into the hole and the consequences for robot H
discourage any actions that lead to robot H falling into the hole. Note that the consequences
for robot A are more heavily weighted than for robot H2.
These safety values encode what is called the SEL in the CE (see section 10.2 for details).
Instead of stating the safety values, this can also be written in a logic form:
IF for all robot actions, the human is equally safe
THEN (* default safe actions *)
output safe actions
ELSE (* ethical action *)
output actions for least unsafe human outcomes
which are still safe
This set of rules is already remarkably close to what Asimov (1950) envisioned in his „Laws
of Robotics “. Even though this minimalistic model works in this toy scenario, real world
examples are almost always more complex. Designing a practically viable version of the SEL
will probably require the help of ethicists.
11.2.2. Real World Safety Outcome Values
A simplistic example of how the AE can evaluate the consequence of actions was described
insection 11.2.1. For simplicity, the example only consists of three possible actions, tailored to
t the exemplary situation described. In a real robot the simulation budget (see section 10.4.4)
can be used up completely to evaluate more than just a minimal number of tailored actions
in order to generate more exible and adaptable robot behaviors.
Actions are generated by discretizing the space needed for the experiment into a grid
of points to which the robot can move. Trivially the whole arena could be discretized but
2This is the main dierence to Asimov’s original Laws of Robotics.
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simulating all these actions would exceed the simulation budget, so a smaller area around
the virtual hole and the goal was chosen. Specically, an area of 1m × 1m was discretized
into a 6× 5 grid of points, some of which fall inside the virtual hole.
For dealing with a larger number of actions, an algorithmic way to calculate safety out-
come values for all those actions is needed. For this, a good option is to choose the paradigm
of virtual PFs. Here one PF which drives Robot A towards its goal, similar to the rst col-
umn in table 11.1, is employed . Another, stronger PF is employed if the simulation shows
danger for one of the other robots and favors actions which move robot A towards the robot
in danger. This second PF is only employed when danger is imminent and is zero otherwise
(this PF is not strictly necessary but signicantly improves the reaction times of robot A).
The sum of these PFs is sampled at the grid points and assigned as basic safety values to the
actions.
No additional penalty is placed on getting too close to other robots during normal opera-
tion since the robots’ real IR sensors and controllers are used for basic collision avoidance. If
this aspect were to be included, a PF could be used to discourage areas close to other robots.
After assigning the basic safety values, robot A’s SEL considers the estimated danger for
all robots generating eectively the equivalent to the second column of table 11.1. Danger
for robot A is severely penalized and danger for the other robots is also penalized, but less
severely, as in the example in table 11.1. The values of the penalties were chosen to conform
with the general structure outlined in section 11.2.1.
11.3. Experiments
A set of three experiments was conducted in the spirit of the basic experiment outlined
in section 11.2.1. The rst experiment consists of robot A, which is running the CE only,
navigating a safe path to its goal destination while using its CE system to safely avoid the
hole in the arena. This experiment provides a baseline test in which robot A only has to
ensure its own safety. The second experiment adds robot H, acting as a proxy human, to test
the ability of robot A to model both itself and H, and if necessary deliberately interacting
with H in order to prevent it from falling into the hole. A third experiment adds a second
proxy human robot H2 in order to present A with a dilemma: can it prevent both H and H2
from coming to harm?
11.3.1. Experimental Setup
The general experimental setup of the CE and experimental environment is described in
section 10.5. The scenario shown in g. 11.1 is implemented experimentally by creating a
virtual hole in the ground, of size 0.6m× 0.6m in the full arena of size 2.2m× 1.8m. This
virtual hole is sensed only by robot A’s virtual sensor, a second robot (H), and later a third
robot H2, are additionally introduced into the arena. Robot H does not have the internal-
modeling architecture of robot A. It has a simple control system allowing it to move around
the arena in straight lines, avoiding obstacles with its infra-red proximity sensors, but lacking





Figure 11.2.: Superimposed trajectories of robots for experiment 1 and 2 respectively. Robot
A is shown in red, with start position on the left and goal on the upper right;
robot H is shown in blue with start position in the lower center of the arena.
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(a) t = 0.0 s (b) t = 2.4 s (c) t = 4.0 s
(d) t = 5.6 s (e) t = 9.4 s (f) t = 14.8 s
Figure 11.3.: Frames from experiment 2: (11.3a) start (11.3b) Robot A starts normal operation
and moves towards its goal. Robot H starts moving towards the hole. (11.3c)
The CE of A detects danger for H and moves to intercept it. (11.3d) A intercepts
H. (11.3e) Danger for H is averted and A continues towards its goal. (11.3f) A
reaches its goal.
Robot A’s virtual sensors allow it to both see the hole in the arena and also track the
position and direction of motion of robot H. Robot A is therefore able to initialize its CE
with both its own position and heading, and the position and heading of robot H.
As discussed in section 10.5.2, the robots run stateless controllers with a xed set of sub-
actions. The sub-actions used in the experiments are: GoStraight(speed) with a maximum
speed of 1m s−1, Avoidance for Braitenberg style (Braitenberg, 1986) avoidance using IR
sensors and MoveTo(x,y) using the virtual position sensors also with a maximum speed
of 1m s−1. Actions are composed of concatenated sub-actions and are executed at 10Hz
within the robots, independently of the CE. The action of robot A is determined by the AS
after considering the safety values generated by the CE. The set of possible next actions over
which the CE loops is xed for all experiments and consists of MoveTo(x,y); Avoidance
with (x,y) values according to the grid dened in section 11.2.2. Robot H runs the action
GoStraight(0.7); Avoidance for all experiments.
For all experiments, robot A had prior knowledge about the controllers robots H and H2
were executing, i.e., of their actions. In principle this could also be learned from their trajec-
tories (see section 13.3), but for simplicity and since it was not the focus of this experiment,
prior knowledge was chosen.
11.3.2. Experiment 1: Baseline with Robot A only
In this experiment the safety values consist only of the original PF driving robot A towards its
goal. The starting position and goal are chosen in such a way that the unmodied PF, which
is proportional to the distance to the goal, would drive robot A straight into the virtual hole.
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(a) t = 0.0 s (b) t = 5.7 s (c) t = 7.6 s
(d) t = 10.5 s (e) t = 14.8 s (f) t = 21.2 s
Figure 11.4.: Frames from experiment 3: (11.4a) Initial conditions with H and H2 pointing
towards the hole. (11.4b) A detects danger for both H and H2. (11.4c) A cannot
decide which of the robots to rescue. (11.4d) A misses the chance to rescue either
robot. (11.4e) A turns around to continue towards its goal since it’s now too late
to rescue the other robots. (11.4f) Robot A reaches its goal.
The CE then evaluates all possible actions and penalizes the ones driving robot A into the
hole, eectively guiding it around the hole. Overlaid trajectories for this experiment are
shown in g. 11.2a and show that robot A is able to avoid falling into the virtual hole, with
100% reliability.
11.3.3. Experiment 2: Robots A and H
This experiment is an extension of the rst one with the same goal and initial condition for
robot A. To demonstrate the eectiveness of the CE approach, the second robot H was added,
as described in section 11.2.1. The controller of robot H is executing the simple action (see
section 10.5.2) GoStraight(0.7); Avoidance and initial conditions which point it directly
towards the virtual hole. Successive snapshots of a typical experimental run are shown in
g. 11.3.
The run starts with robot A following the same trajectory as in the rst experiment, but
as soon as the predictions of the CE for robot H shows that H would fall into the hole if not
intercepted, robot A diverts from its normal trajectory to intercept and thus „rescue “ robot
H. Robot A then continues back onto its original trajectory and reaches its goal.
Figure 11.2b shows trajectories for a number of experiments. In all cases robot A succeeds
in rescuing robot H by intercepting and hence diverting robot H. The beginning and end of
robot A’s trajectories are exactly the same as in the rst experiment.
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Figure 11.5.: Superimposed trajectories of robots for experiment 3. Robot A is marked in red,
with start position on the left and goal on the upper right; robot H is marked in
blue with start position in the lower center of the arena and robot H2 is shown
in cyan with start position in the upper center of the arena.
11.3.4. Experiment 3: Robots A’s Dilemma
In this third experiment, a third robot H2 is introduced, presenting robot A with the dilemma
of having to decide which of H and H2 to rescue. Both H and H2 start pointing towards, and
equidistant from the virtual hole (see g. 11.4a), while the initial and goal positions for robot
A remain unchanged.
Figure 11.4 shows successive snapshots for one experimental run. Robot A is unable to
resolve its dilemma in this particular run since its CE does not favor either H or H2, which
results in A trying to rescue both at the same time and failing to rescue either.
Trajectories over a series of 33 runs are shown in g. 11.5. In 3 (9%) experiments two
robots were rescued, in 16 (49%) experiments one robot was rescued, and in 14 (42%) ex-
periments no robot was rescued by robot A. Surprisingly and perhaps counter-intuitively,
robot A is able to rescue at least one robot in more than half of runs, and sometimes even
both robots. The reason for this is noise. The robots don’t start at exactly the same position
every time, nor do they start at precisely the same time in every run. Therefore, sometimes
robot A’s CE indicates danger rst for one robot and since the CE only runs at 2Hz, robot
A by chance rescues this robot. As soon as one robot is rescued, the experiment resembles
experiment 2 and if physically possible, i.e., robot A has enough time left to react before the
other robot reaches the virtual hole, it also rescues that robot.
This discussion also shows that in principle the dilemma is already latent in the second
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experiment. If the dilemma is to be resolved, the symmetry of how the actions are evaluated
for saving the dierent robots has to be broken. This in turn would mean that some of the
robots have to be favored over other ones.
11.4. Conclusions
The CE architecture has been proven capable of to implementing a minimally ethical robot
using the internal model/simulation paradigm. An instructive toy example scenario was
discussed and subsequently also implemented with real robots. The experiments show that
the robot running the CE is able to maintain its own safety and if necessary also to prevent
other robots to come to harm.
The third experiment shows that even a minimally „ethical “ robot as implemented here
can face a dilemma. However, this experiment also shows the surprising fact that in real
world scenarios, those „latent “ dilemmas are often resolved noise inherent to real experi-
ments. In general it would also be easy to implement a rule preventing the dilemma situation
by breaking the symmetry between the other robots, i.e., by preferring some over others.
Such a rule however should be decided by a collaborative eort between the engineers de-
signing the robot and ethicists to ensure ethical grounding.
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Chapter 12
Internal Model Based Safety
12.1. Introduction
To demonstrate the eectiveness of the Consequence Engine (CE) approach, as introduced
in section 10.2, for safety applications, an experiment involving an intelligent (using a CE)
robot and several dumb, i.e., Braitenberg-style, robots was conducted. The intelligent robot
is to move from one end of a corridor to the other end while avoiding the dumb robots mov-
ing around randomly. This is also an exemplary task for a robot moving through a human
environment, for example an oce corridor while physically avoiding humans moving in
the area.
Besides the practical aspect of utilizing the CE to implement a safety application, this
experiment also demonstrates that the CE can perform with larger numbers of robots than
in the experiment presented in chapter 11, where only a maximum of two other robots had
to be simulated. The number of robots in this safety experiment — ve other robots plus the
robot implementing the CE — is of the order of the number of nearest neighbors in a typical
swarm scenario.
Furthermore, this experiment was designed to show how the CE can, by using its internal
simulation mechanism, also take into account second order eects, i.e., robots interacting
with the environment, which in this case rst of all means interacting with the walls of the
arena, and third order eects, i.e., robots interacting with other robots, in order to correctly
asses the consequences of actions. These third order eects are typical for swarm scenarios
where large numbers of robots are loosely coupled by their interactions. This goes far beyond
simple avoidance of the other robots but can more correctly be classied as strategic behavior.
12.2. Safety Definition
To be able to make decisions on what actions to use, a safety concept is needed. A very
simple measure was chosen in order to make the decision process as transparent as possible
to facilitate experimentation and debugging.
An action for a robot is considered safe if no other robot or obstacle is closer to it than
some safety distance for any given time. This safety distance is chosen to be considerably
1For a detailed breakdown of the contributions of the dierent authors refer to section 1.5.
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Figure 12.1.: The area of attention is indicated with a solid line. The lightly blue shaded area
is the region dened by the safety radius.
larger than the range of the IR sensors of the robots.
In the context of the CE architecture this means that the CE has to check for every possible
next action, so that no other robot gets closer than this safety distance using the predicted
trajectory obtained by the simulation. The CE therefore literally evaluates the consequences
of each possible action for this safety criterion.
Note that these predicted trajectories are not simple ballistic continuations of the current
pose and speed of the other robots for a given action but also take into account what can be
called second order eects, i.e., interactions of the robots with the environment, and third
order eects, i.e., interactions between robots. In this regard the approach introduced here
goes beyond most biologically inspired internal models considered in the literature, which
are mostly body and physics models and do not take interaction of any kind into account.
12.3. Implementation Details
The architecture described in section 10.2 has been implemented as described in section 10.5.
For the specic experiment conducted here however, some modications to this implemen-
tation have been performed. In particular, some heuristics have been incorporated owing to
practical necessities, for example the limited simulation budget (see section 10.4.4). In this
section, the high level modications are described. The particular implementation of the set




The naive implementation loops the consequence engine through all possible actions. This is
in principle the best possible option but not always feasible because of limited computational
resources, i.e., a limited simulation budget (see section 10.4.4). Furthermore, the simulation
error (see section 10.4.3) increases with time, so it might not make sense to simulate areas
far away, which also implies long simulation times, since no signicant information can be
gained because of the large simulation error before an interaction actually occurs.
To address these issues, a simple heuristic in the form of an area of attention around the
robot was implemented. Actions with goals outside of this attention area were not considered
by the consequence engine. Furthermore, other robots outside of the attention area are not
simulated to make more ecient use of the simulation budget. Coincidentally this also leads
to a more realistic virtual sensing of other robots since it is similar to a limited sensing radius.
The shape and size of the attention area chosen is depicted in g. 12.1. As a comparison,
the size of the safety area used in the safety denition (see section 12.2) of the experiment is
also shown and the physical size of the robot depicted is to scale.
The size of the attention radius was chosen purely based on empirical knowledge gained
in simulation. The shape of the attention are was chosen to be similar to the ones often
encountered in prey animals with a reduced radius at the opposite side of the direction of
movement. This choice was purely empirical but seems justied since the robot is alway
trying to move towards its goal so it is moving away from other robots in its back. The
shape and size of the attention radius can be object to optimization, but performance was
well within desired design criteria so this avenue of optimization was not further pursued.
12.3.2. Adaptive Simulation Time
The amount of time simulated into the future is a further parameter of the architecture.
There is a minimum viable simulation time dictated mainly by physics in that the robot
needs enough time to be able to react and avoid another robot. Furthermore, simulating too
far into the future also poses a problem as it increases the probability of a dangerous situation.
Simulating innitely far into the future would lead almost certainly to a dangerous situation,
resulting in an eectively paralyzed robot as all possible future actions lead to a dangerous
situation. As the prediction error also increases with simulated time and the robot only has
limited computational resources, these very long simulation times are not feasible in practice
in any case.
A simple heuristic was designed to dynamically adapt the simulation time using the sim-
ulation results themselves. For that, a minimum and maximum simulation time (in this ex-
periment 7.5 s and 15 s) is xed. The simulation times are adapted for each possible action
individually while looping through the set of all possible actions. If a particular action does
not lead to a dangerous situation, the simulation time is increased by 50% for the next update
and if it leads to a dangerous situation, it is decreased by 20% and the simulation is re-run
immediately. Both, increase and decrease of simulation times, are limited by the minimum
and maximum simulation times. The asymmetry between increase and decrease is a balance
between the limited simulation budget, the necessity to react to a dangerous situation as fast
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as possible, and the desire to maximize performance of the overall algorithm by not choosing
simulation times that are too short.
12.4. Evaluation Experiment
As described in section 12.1, one intelligent and ve dumb robots were used for the ex-
periment. The general experimental setup is described in section 10.5. For the experiment
described here, part of the arena described in section 10.5.1 was partitioned o to form a
more narrow corridor of 2.2m× 1m.
Units in this section are [m] and [rad] respectively if not stated otherwise. The origin of
the coordinate system is placed in the center of the arena and the axes are parallel to the
walls of the arena with the x-axis parallel to its long side and pointing towards to the goal
of the robot.
12.4.1. Initial Conditions and Goal
The intelligent robot is placed in an arena of size 2.2m× 1m at the initial position (−1, 0)
oriented towards the far end of the arena and is to proceed to the other end of the arena at
(1, 0) with a maximum speed of 0.1m s−1. Furthermore, a safety radius of 0.22m around
the intelligent robot was chosen.
Five other robots are placed randomly in the area [−0.5, 1.0] × [−0.3, 0.3] with random
orientations and a minimum distance to each other of 0.3m. They execute the simple ac-
tion GoStraight(v);Avoidance with random but xed speeds randomly drawn from the
interval v ∈ [0.6, 0.8].
As a baseline experiment the intelligent robot moves straight towards the goal using only
its IR sensors for avoidance. Consequently this strategy leads to a high probability of another
robot entering the safety radius even though actual collisions are avoided using the avoidance
behavior. This naive baseline strategy is then compared to the one using the CE. To increase
comparability between the two approaches, all experiments are initialized with the same
initial conditions for both approaches. The initial conditions between pairs of approaches
are randomized as described above.
Furthermore, the roles of the six physical robots in the experiments are chosen randomly
to be either intelligent or dumb robots to mitigate inter-robot-heterogeneity between each
pair of experiments (baseline and CE approach).
The experiments were also repeated purely in simulation. Thus in total, four types of
experiments (baseline real, CE real, baseline simulation, CE simulation) were conducted,
which were repeated 54 times (real) and 88 times (simulation) respectively.
12.4.2. Actions and Safety Values
Following the ideas developed in section 10.3.1, PFs are used for the basic safety values to
describe the task. Specically, the basic safety values are dened as







This PF describes a trough with an incline from the start to the goal of the robot. This
PF was the sampled on a 6 × 4 grid with dimensions of 2m × 0.8m to create the set of
next possible actions for the intelligent robot. Each of these actions was formed of the sub-
actions MoveTo(x,y) and Avoidance. Even though this set of actions is discrete, the overall
behavior of the robot is continuous and since the CE operated at about 2Hz, the robot can
change the current action several times between moving from one grid point to another,
eectively interpolating its actions between the grid points.
12.4.3. Results
One example run of the experiment is depicted in g. 12.2. Shown are snapshots of the
experiment with the predicted trajectories for both the intelligent robot and the other robots
from the point of view of the intelligent robot. The CE loops through all possible action but
for clarity, only the simulated trajectories for the best action, which was then selected by the
AS, is depicted.
The reader is also referred to the recorded videos of the real experiments for a better
illustration. What is remarkable for these experiments is how large the safety radius is in
relation to the robot density of the arena. The robot has to follow a rather complex trajectory
to avoid all other robots and safely reaches its goal.
To evaluate the eectiveness and eciency of the CE approach, a statistical analysis of all
experiments with real robots and in simulations was performed2. The four analyzed met-
rics were the time it took the robot to reach its goal, the distance covered while doing so,
the fraction of time considered unsafe in relation to the complete run time and the number
of simulations performed per time step as a cost measure. The results of this analysis are
depicted in g. 12.3.
The rst thing to notice is how remarkably close simulation and real world experiments
are. The two main reasons for this are rst that the simulator itself is very accurate and well
calibrated to the real world robots (see section 10.4.3) and second that there is almost no
measurement noise in the system due to the high precision of the Vicon system used for the
virtual sensing. In a real application, estimating the pose of other robots using for example
a camera system is a dicult task.
As expected, the intelligent robot takes more time to reach its goal and covers more dis-
tance doing so. The increase is moderate; and is about 50% more time used and 30% more
distance covered. These measures are not symmetrical since the robot can also stop and thus
take longer to reach its goal without traveling further. Furthermore, variance in the results
is increased for the intelligent robot, which is also to be expected.
The intelligent robot is a lot more safe, in simulation it is almost perfectly safe3 but the
improvement in the real experiments is still impressive. This improvement comes at the
cost of having to do the simulations, while the dumb robot can act with a purely reactive
2See section 10.4.3 for the reality gap relevant for pure simulations.
3This is due to the fact that in pure simulation the possible simulated next actions are a direct continuation
of the past trajectories, which were also simulated by the same simulator, as there is no reality gap (see
section 10.4.3).
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Figure 12.2.: Trajectories for one experiment with an intelligent robot in simulation. The
intelligent robot is blue and the dumb ones red. Solid lines are real trajectories
while dotted ones represent predicted trajectories. Only the simulation result
for the best action is shown.
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Figure 12.3.: Statistical analysis for 88 simulations and 54 real experiments considering four
basic metrics and comparing them to the baseline experiment
controller. Here the trade-o between computational complexity and eectiveness between
the two algorithms can be seen.
12.5. Discussion
Computing power of modern hardware is ever increasing, slowly allowing realistic embod-
ied internal simulations to shift into the realm of possibility. This allows the paradigm of
extensive internal simulation as opposed to purely reactive behavior to become more feasi-
ble. Nevertheless, the simulation budget has to be aggressively managed even on a modern
computer to make real-time operation feasible. Using such an internal simulation based ar-
chitecture like the CE, safety for mulit-robot systems can be increased even in situations
where no direct communication between the robots exists. This is also a small step towards
robots interaction safely with humans in natural environments such as an oce corridor.
Furthermore, this experiment showed that the CE is able to simulate a considerable num-
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ber of other robots of the order of magnitude of nearest neighbors in a typical swarm scenario
and that it is able to correctly take into account not only robot-environment but also robot-
robot interactions.
However, there are two important tasks that have been massively simplied in this ex-
periment: sensing and learning of internal models. The sensing problem is solvable with
modern hardware but also eats into the simulation budget as is is computationally intensive.
Furthermore, questions such as object separation etc. are not fully solved as of this writing.
Internal models have been learned in robotic applications. However, the ones demonstrated
until now are on a very dierent complexity level than the full-blown internal simulator used
in this experiment. It is yet unclear if and how this gap can be closed by purely learning from
experience. In some situations where safety is so critical that a wrong choice can lead to fatal
consequences, (one-shot) learning will be very challenging.
There are additional limitations of the internal simulation itself: the issue of the explod-
ing search tree (see section 10.4.2) when doing simulations has not been solved yet and in
this work a greedy depth-rst search is employed. Furthermore, the controllers of the other
robots used in the simulation are very simplistic and stateless. In principle, the methods used
for internal self-modeling can be employed in these situations but have been only demon-
strated in very simple scenarios until now.
12.6. Outlook and Future Work
There are basically four main possible avenues for potential future work. The most obvi-
ous avenue would be to use more complex robots instead of minimalistic e-puck robots to
increase the number of free parameters and complexity to test the limits of the simulation
tools and sensing in regard of the reality gap. Additionally, for actual embodied implemen-
tations, the sensing also has to be embodied so the OTL has to be implemented using the
sensing modalities of the robot, for example a camera instead of an external tracking sys-
tem. Furthermore, the a priori existent internal simulator as used in this experiment has to
be replaced by learned internal models of the environment and the other robots/agents. And
nally, the last big open question is how the challenge of the exploding search tree can be
solved. One interesting option for that would be to use a particle lter style Markov chain
Monte Carlo probability density estimation instead of using single discretized actions.
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Further Internal Simulation Experiments
13.1. Introduction
It has been shown that internal models can be used to recognize and select actions using in-
ternal simulations (Demiris and Khadhouri, 2006; Schillaci et al., 2012b,b). The models used in
this context are usually learned and can only predict a single time step into the future. In this
chapter, proof-of-concept experiments are presented, showing how the approach of using a
full o-the-shelf simulator as used in the CE architecture (see chapter 10) can successfully
be used for similar tasks. A rst experiment shows the prediction error of the simulation can
be used to recognize actions. A further experiment then shows a way to use the simulator
to learn model parameters of the modeled controllers.
13.2. Prediction Error for Model Validation
13.2.1. Idea
This experiment uses the prediction error of the simulator run by a robot as a measure of the
quality of the modeling, in this case mainly the modeled controller of a second robot. This
measure can then be used to assess dierent controller models and therefore use the best
one as the current hypothesis of what the second real robot is actually using as a controller.
This implements a way of recognizing the actions of another agent.
Similar to the work by Millard et al. (2014a).
13.2.2. Setup and Experiment
The experimental setup consists of a 2m × 1m arena and two e-puck robots with Linux
extension boards. The infrastructure of the setup is the same as described in section 10.5.
The Vicon tracking system is used as a virtual sensor to allow the robots to sense the position
of the other robot.
One of the robots can use an internal simulation1 and executes a controller with the sub-
actions GoStraight(0.8) and Avoidance as described in section 10.5. This robot will be
1Practically, this means that it can access the simulation server run on an external computer as described in
section 10.5.
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Figure 13.1.: Prediction error
called the leader from now on. The other robot, which will be called the follower, exe-
cutes a controller with the sub-actions Follow(distance) and Avoidance. The sub-action
Follow(distance) consists of a p-controller for the heading to point it towards the robot
to be followed and another p-controller for the desired distance. This second p-controller
has a signicant higher gain for too small distances than for too large distances to help avoid
collisions. This type of controller is known as a variable structure control (Emelyanov, 1970).
The follower switches the desired following distance to the leader every 30 s between
0.2m and 0.4m. The leader tries to predict the behavior of the follower via its internal
simulation but only uses a single modeled controller using a xed desired distance of 0.2m.
Thus, the predictions of the leader are wrong half of the time.
13.2.3. Results
The prediction error is dened in this experiment as the distance of the predicted position of
the follower for a 5 s projection into the future to the real position of the follower measured
5 s after the moment at which the position of the follower was measured for the initial posi-
tion of the simulation. Another option for the denition of the prediction error would be to
use the mean squared error (MSE) of the complete simulated and measured trajectories. As
the deviation of a simulation from reality is in general maximal at the end of a simulation
period, the chosen denition is more sensitive albeit also more noisy (since the MSE acts as
a low-pass lter). This prediction error is depicted in g. 13.1 for the experiment.
The controller of the follower tries to keep it at a xed distance to the leader so if the leader
predicts the position of the follower with the wrong desired distance, this error should be
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related to the wrong parameter. In general, this is only true for an open space, so there
are some artifacts caused by the nite size of the arena. In practice these boundary eects
lead to noise and outliers of the prediction error measurements. These eects are especially
strong for cases when the leader avoids a wall and thus also interacts with the follower. This
behavior can also be seen in the plot. For times when the model is wrong, the error is about
0.2m higher than it is for times where the model is correct, reecting exactly the 0.2m error
of the model parameter.
This experiment shows therefore that the prediction error of the internal simulation as a
measure for the model quality and implement a mechanism to recognize dierent behaviors
of other agents. This experiment is only a proof-of-concept and a real implementation of
such an intention recognition algorithm would be much more complicated as it would have
to deal with multiple internal models, i.e., controller models in this case.
13.3. Learning Internal Model Parameters
This experiment basically extends the previous experiment described in section 13.2. The
prediction error of the internal simulation is used as a measure for the quality of the con-
troller model and the parameters of this model are optimized to maximize this measure,
thereby learning these parameters.
13.3.1. Idea
Models for controllers — in the context of internal models, controllers are also called inverse
model — are usually learned directly on trajectories or as a coupled inverse-forward model
pair, i.e., simultaneously with the forward model. Since the forward model is xed in this ex-
periment in the form of the internal simulator and the structure of the controller is therefore
also xed, the goal of this experiment was to show that parameters for a controller model
can be learned using the prediction error of the simulator as a quality measure.
However, the prediction error is a compound of various error sources, internal ones, such
as the calibration of the simulator to the real world, as well as external ones, such as a mis-
alignment of the tracking system, i.e., measurement errors. This means that even a perfect
controller model will lead to prediction errors. So in general this method might not be the
most eective or ecient one for learning the controller model itself since the quality mea-
sure is not only a measure of the quality of the controller model but of the whole system
of controller, simulator and measurements2. Nevertheless, this approach is feasible since in
most applications the prediction accuracy is more important than the modeling itself.
2This means that if for example the simulator is mis-calibrated to the real robots by underestimating the speeds
by 10%, the controller parameter for speed will be wrong by the same amount to compensate for the mis-
calibrated simulator since that combination will minimize the prediction error. So the overall system performs
optimally but the controller itself is not a correct representation of the real robot controller. Systematic
topological errors however, such as a wrongly sized arena, will always lead to a non-zero error.
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13.3.2. Setup and Experiment
The basic infrastructure setup again is the same as in section 10.5. For this experiment six
e-puck robots were used in an arena of size 2.2m × 1.8m. All e-pucks were running a con-
troller with sub-actions GoStraight(speed) and Avoidance. The constant speed parame-
ter for the GoStraight(speed) sub-action was chosen randomly and independently for each
robot from a uniform distribution in the interval [0.5, 0.9] at the beginning of the experiment
and was constant throughout the experiment. The experiment was run for around 10min
and the trajectories were logged.
After the experiment, the logged trajectories of the robots were used as initial conditions
for simulations into the future and using the outcome of these simulations, prediction errors
against the real measured trajectories could be calculated.
Since the learning of the model parameters constitutes an optimization, the quality mea-
sure, i.e., the prediction error, will be called tness value from now on. Furthermore, this
conforms to the nomenclature of the software library used to perform the optimization. The
tness value is calculated by using each trajectory sample as a set of initial conditions for
the simulator, which then propagates these into the future by a xed amount of time (in
this experiment a simulation time of 5 s was chosen). The result of this simulation is then
compared to the real trajectory following the initial conditions. The prediction error is then
calculated as the sum of the MSE of the simulated trajectory against the real trajectories of
all robots as the tness value.
The python package hyperopt3(Bergstra et al., 2013) was used with these tness values
as a tness function and the speeds for the GoStraight(speed) sub-actions of the robot
controllers as parameters. Hyperopt employs random search and Tree of Parzen Estimators
(Bergstra et al., 2011) to sample the search space in an intelligent way. This approach was
chosen because it can deal very well with awkward tness-spaces and very limited tness
evaluation budgets. Furthermore, the speed parameters for the sub-actions of the controller
models are indeed hyper-parameters of the model so it makes sense to use an algorithm
specialized on hyper-parameter optimization4.
The dataset generated by the experiment has around 6000 samples, which means for every
evaluation of the tness function, 6000 simulations have to be executed. The simulator can
run at around 600 times real time, which means that a single evaluation would take 50 s plus
the time to calculate the MSE of all simulation runs, which in total is a prohibitively long
time. This problem is mitigated by using mini-batches for each tness evaluation. For this
200 samples are drawn randomly without replacement from the trajectory samples and the
tness is calculated from these values only, which gives a speed-up of 30.
An alternative method would be to only use single samples from the experiment to calcu-
late the tness values. The nature of the experiment leads to two topologically distinct cases
for trajectory samples: either all robots are just going straight and/or avoiding a wall, i.e.,
the tness value is only dependent on the individual speeds but the speeds are independent
3https://github.com/jaberg/hyperopt
4Other optimization algorithms such as Broyden-Fletcher-Goldfarb-Shanno (BFGS) were also tried but didn’t
converge at all. This is not surprising since the tness space is not very smooth and certainly not convex.
Stochastic Gradient Descent worked but was a lot less ecient than hyperopt.
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Figure 13.2.: History of the hyperopt optimization progress. The top plot shows the evolution
of the loss value for hyperopt while the bottom plot shows the evolution of mean
error of the actual speed estimates against the ground truth for all robots.
of each other. Or the robots are interacting directly with each other which means that the
tness value depends on the combination of the speeds of both robots, since some speed
combinations might lead to the robots missing each other while other speed combinations
lead to interaction. By using mini-batches these eects out are partially averaged out.
13.3.3. Results
The optimization process of the hyper-parameter optimization for the controller models of
the simulation is depicted in g. 13.2. The rst plot shows the evolution of the tness (hy-
peropt in fact uses a loss function) of the solution where every data point is calculated via
a mini-batch. The second plot shows the actual error of the speed estimations against the
ground truth (the recored randomly chosen speeds of the experiment).
The exact results of the optimization process found by hyperopt are shown in table 13.1.
The mean error is in the range of 10%.
Note that neither the loss nor the actual error of the estimates converges to zero but to
some non-zero constant. The reason for this behavior is the general reality gap of the sim-
ulator, which means that there are systematic errors of the simulation compared to real ex-
periments. As shown in more detail in section 10.4.3, the main factor in this setup is that
the tracking system is not perfectly aligned with the arena. In particular the arena is slightly
rotated in relation to the tracking system, which means that heading measurements of the
robots have a systematic error. Consequently, any simulated trajectory has an oset to the
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Robot Name Best Estimate Ground Truth Error
epuck22 0.763 0.721 0.042
epuck21 0.967 0.797 0.170
epuck12 0.743 0.710 0.033
epuck29 0.746 0.665 0.081
epuck32 0.807 0.744 0.063
epuck46 0.773 0.711 0.062
mean 0.800 0.725 0.075
Table 13.1.: Speed estimates for the robot controller generated by hyperopt with the predic-
tion error as the tness function
measured one, especially for straight segments, where the error grows linearly with the sim-
ulated time. In an innite arena, this error would be of no consequence but as the area is
nite, the error mainly shows up in boundary eects. Thus, the trajectory error as well as
the error of the estimated speeds can never converge to zero.
This also shows a weakness of the approach in that it has to deal with errors external
to the modeling itself, which are systematic to the simulator or measurements of the real
trajectories. Nevertheless, the estimation of the model parameters work reasonably well for
most applications. Even though the simulation has a systematic error oset, the optimization
of the simulation error will nd optimal solutions in the framework of this simulator, which
is the best possible solution if the simulator itself is not to be changed by the algorithm.
13.3.4. Future Work
In this experiment hyper-parameters for an existing controller were optimized. The most
obvious path of advancement would be to include more controller parameters into this op-
timization and ultimately learn the whole robot model, i.e., sensor, motor, and controller
model, in such an optimization process. In principle this idea can be extended to the whole
simulator itself, but getting to this point is a very ambitious task. The current state of the art
are coupled inverse-forward model pairs learned from data for pure motor control for one








This thesis started with the following problem statement:
Investigate control strategies for autonomous mobile nodes of a wireless ad hoc
network enabling them to work in a self-organized fashion, which only relies
on local information.
This problem statement was then broken down into two main sets of issues related to the
navigation of single robots in wireless networks and scalable self-organization of multiple
robots in the context of network robotics.
Starting with the rst set of issues, a literature review of the physical basis of wireless
communication as well as technical basis of wireless networks was conducted. The results
were presented in chapter 2. This showed that the spatial and temporal dynamics of wireless
networks are complex in all but the most simple scenarios. Of special importance from a
robotics point of view emerged the eect of small scale fading (see section 2.3.2).
To gain further insight into real dynamics of wireless networks, a series of measurements
was conducted using real wireless networks in a regular oce environment, sometimes also
in the context of the Humboldt Wireless LAB (HWL). These measurements are presented
in chapter 5 and formed the basis for further investigations. It allowed for developing an
intuition for wireless networks, which proved to be an invaluable tool throughout this work.
Additionally, the literature review presented in chapter 4 showed that most of the chal-
lenges of wireless networks are already known and dierent solutions related to navigation
in wireless networks have been proposed. A large number of localization algorithms for
nodes in fully static nodes without mobility exists with or without the use of anchors, which
are nodes with a priori known positions. For mobile nodes there are fewer algorithms to
locate other nodes, most of which are either (pseudo) gradient-based or heuristical. Most of
these algorithms however lack a theoretical background, especially in terms of convergence.
There are also more complex algorithms using statistical models. Only a few of the algo-
rithms have been implemented in real life and even less on actual robots (some have been
tested carrying a laptop computer manually for example).
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Exploring the outline and coverage area of a wireless (ad hoc) network is one of the basic
tasks for a robot interacting with them. However, there existed no simple algorithm for ex-
ploring a wireless network for a single robot. Thus, a very simple and noise robust algorithm
for this scenario was developed in chapter 6. It was evaluated with a focus on robustness to
noise in simulation only because of technical reasons, which lead to an experimental large-
scale evaluation being out of the scope of this thesis. The simple design of the algorithm
proved to be very robust against large levels of noise.
Gradient based algorithms, for example source seeking, are popular in network robotics.
However, there are very few theoretical results as to the convergence of these algorithms. A
simple source seeking gradient based algorithms based on RSSI measurements was analyzed
in chapter 7 using the mathematical framework of stochastic approximation by re-casting
the algorithm into a commonly used gradient formulation in this framework. Textbook con-
vergence criteria from this framework could then be interpreted in the context of RSSI mea-
surements to show that the physical nature of these measurements and the network robotics
context t these convergence criteria if certain requirements for the algorithm are met. Fur-
thermore, an experimental validation of these results was implemented on a ground-based
robot using parameter values derived from the convergence criteria. Additionally, it became
clear that this class of algorithms can also be used to solve more complex tasks than di-
rect source seeking by constructing a more complex (virtual) measured variable instead of
directly using measured RSSI values. For example, a new variable can be constructed com-
bining RSSI measurements from two nodes in a way to solve the task of bridging these two
nodes.
Building on the idea of formulating more complex tasks for network robotics in terms of
measurable network parameters, an internal model based meta algorithm for navigation was
developed in chapter 8. A more complex algorithm is needed for these kinds of tasks because
convergence for gradient-based algorithms cannot always be guaranteed, for example due to
local minima. The algorithms learns an internal model (see chapter 3) of the measured vari-
able and uses this learned representation instead of using directly the measured quantity to
chose the next movement step. This model is learned using an -greedy algorithm borrowed
from reinforcement learning. It was implemented experimentally on a ground-based robot
and evaluated in a real oce environment performing the tasks of node nding as well as the
bridging task suggested in chapter 7 to bridge two separated nodes. The algorithm has been
able to solve both tasks successfully during working hours, i.e., in the worst case scenario
from a measurement point of view with for example people walking around.
For large scale outdoor experiments, ying robots were investigated as a robotic base
in appendix A. In particular, a large hexacopter with computational and sensing (regular
sensing as well as measuring wireless network parameters) capabilities was developed and
constructed as a ying mobile network node. Additionally, small ying copters were inves-
tigated for safe indoor experimentation. As these small copters cannot carry much payload,
the sensing was performed externally using a motion capturing system. Unfortunately, ex-
perience with these ying systems showed that the technical and logistical challenges of
using such systems was outside the scope of this thesis.
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The second set of issues implied by the problem statement is concerned with self-organization
of multiple robots in the context of network robotics. A literature review of algorithms in
this context presented in chapter 9 showed that many algorithms have been investigated and
developed dealing with issues ranging from node and network deployment over network op-
timization to network repair after faults. Further investigation however showed that there
exist real testbeds only with small numbers of mobile nodes for these algorithms and no
real world applications at all. The vulnerability of most swarm algorithms against partial
faults of and/or malicious swarm member was identied as one of the main causes for this
observation. Additionally, possible approaches from the literature to solve this issue were
reviewed.
An internal model based architecture from the literature called Consequence Engine (CE)
was identied as a very promising candidate to mitigate these real world challenges. The
internal model is used to predict consequences of possible future actions, which are then
evaluated using the predicted outcomes of the respective actions. The robot can then choose
which of the possible future actions to execute by their respective evaluation.
As the CE uses an o-the-shelf internal simulator as the internal model, it is able not
only to simulate simple actions of other robots but is, in contrast to most learned internal
models, also able to simulate interactions between robots and the environment. However,
more importantly it is also able to handle interactions between robots, which simple learned
internal models cannot handle at the current state of the art. Thus it is able to also deal
with swarm-like scenarios, which are in fact dened by the interactions between the swarm
members, as encountered with algorithms for self-organization for multiple robots in the
WSN context.
This architecture was subsequently implemented in chapter 10 on real robots. For this
some minor modications of the original architecture had to be performed to account for
the implementation on real hardware. Using this experimental implementation, basic char-
acteristics of the architecture were investigated. In particular the computational limits posed
by real hardware proved to be a challenging problem leading to a limited simulation budget.
Several heuristics to better manage this budget were proposed.
Using this implementation, several rst demonstration experiments were implemented in
chapter 11 to test the ability of the CE to make a robot cognizant of the consequences of its
own actions on itself and others. These experiments consisted of an arena with a virtual hole,
the robot running the CE and one or two other „naive“ robots. These experiments showed
that the CE enables the robot to not only avoid the hole successfully, by being cognizant of
some paths leading to falling into the hole, but also that it enabled the robot to rescue other
robots from falling into the hole by blocking their path. This showed that the CE indeed
makes the robot cognizant of the consequences of its action on itself as well as on other
robots. Curiously, also a dilemma situation could easily be constructed in which the robot
could not rescue both other robots at the same time leading to the robot often not rescuing
any of them because it could not decide clearly which of the two to rescue.
In order to test the capabilities of the CE to simulate a larger number of other robots,
specically in a situation involving interaction between several robots, and to show how it
can be used in a safety context, a further experiment was conducted in chapter 12. A robot
using the CE had to move through a narrow corridor avoiding ve other robots moving
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around randomly going straight and performing obstacle avoidance on the walls as well as
on each other. While moving though the corridor, the robot had to move in a way that no
other robot got closer than a given safety distance. This is a exemplary task for a robot
moving through a human environment like an oce while avoiding physical contact with
humans. This experiment showed that the CE is not only able to deal with numbers of
other robots of the order of nearest neighbors in a typical swarm scenario and is able to take
into account complex robot-robot interactions, and also that it can be used to implement
practically relevant safety scenarios.
Furthermore, several proof-of-concept experiments related to fault detection as well as
model learning and validation were performed in chapter 13. A rst experiment showed
how the prediction error of the internal model used by the CE can be used to validate the
model against real measured behavior of another robot. This can be used to validate models
of other robots, and it can also be used to check for faults in other robots against known or
expected models. A second experiment showed how model parameters can be learned from
observed behavior purely using the prediction error of the simulation as a metric. However,
both experiments are only at a proof-of-concept stage since such an approach is well known
from the literature and the experiments only validated that the CE is in principle capable of
performing these tasks.
In summary, both aspects of the problem statement have been addressed. First, in order to
gain understanding of real world dynamics of wireless network parameters, exemplary mea-
surements of network parameters like RSSI were conducted. For single robots, a number of
algorithms, mainly related to navigation in wireless networks were developed, implemented
and evaluated experimentally mainly using ground-based robots. Flying robots were also
investigated as a robotic platform but proved to be technically too challenging. First a robust
and simple algorithm for network exploration was investigated. Next two algorithms for
source seeking, based on gradients and internal models respectively, were investigated. For
the gradient-based algorithm, analytical convergence criteria could be given. Furthermore,
it was shown how these algorithms can also be applied to more complex tasks. Algorithms
for self-organization with multiple robots in the WSN context were found to have been in-
vestigated extensively in past literature. However, there are only very few experimental
implementations and no real world ones. Reliability of swarm systems against partial faults
and malicious agents has been identied as one major cause. To solve that, an internal model
based architecture has been implemented from the literature on real robots. Several experi-
ments have been conducted to demonstrate the capabilities and properties of this architec-
ture. These experiments have shown that the architecture enables a robot to be cognizant of
the consequences of its own actions not only on itself but also on other robots. It can also deal
with a number of other robots of the order of nearest neighbors in typical swarm scenarios
as well as more importantly with robot-robot interactions. Furthermore, proof-of-concept
experiments have shown that in principle the internal model used by the architecture can be
learned and either validate the robot models against real behavior or validate robot behavior




Wireless networks, in particular measured RSSI values, have proved to be an excellent sur-
rogate in experiments for other scalar elds often encountered in robotic research like for
example chemical concentrations in chemotaxis. Unlike, for example, gas clouds for chem-
ical concentrations, they are easy and quick to setup in non-specialized experimentation
environments such as in a regular oce. There are other common replacements, like lumi-
nosity elds or purely simulated elds, but wireless networks can, unlike luminosity elds,
easily extend through walls and around corners and also, unlike purely simulated elds, are
not dependent on exact robot positions, which usually need some sort of tracking system.
Additionally, they can be used for experiments ranging from several meters to tens of meters
in size. However, and that can be seen as an advantage or disadvantage, depending on the
experiment, they show more complex dynamics as discussed in chapter 2.
The algorithms related to network robotics for single robots presented here have been
shown to perform well even in indoor scenarios. This is especially impressive since indoor
scenarios are prone to create complex RSSI landscapes due to a large number of potential
scatterers. On the other hand, indoor scenarios such as oce environments often also lead
to temporally complex RSSI measurements because of non-stationary scatterers, for example
people walking around. Furthermore, these environments also often show elevated levels ex-
ternal interference due to the large number of dierent wireless networks and technologies
used in these areas ranging from other IEEE 802.11 networks over bluetooth devices or wire-
less keyboards to microwave ovens. The main insight leading to this performance was to
specically take into account the eects of small scale fading and consequently to nd ways
of mitigation, as most algorithms are not robust against them 1 Furthermore, anticipating
these challenges allows for their treatment starting at initial conceptual phases during the
development of algorithms.
In contrast to the other network robotics algorithms presented here, the exploration al-
gorithm has not been experimentally implemented yet. As this algorithm deals with large
scale wireless networks consisting of multiple network nodes, a robust outdoor robot base
would be needed to perform an experimental validation of the algorithm. For this, a y-
ing robot would be ideal because, in contrast to a ground-based robot, it would be able to
execute the algorithm more closely to the simulation since it would have to deal less with
obstacle avoidance and would be able to operate in almost line-of-sight conditions in relation
to the network nodes. However, even though a ying robot designed specically for network
robotics was manufactured and implemented as a prototype and several initial experiments
were performed, it never reached operational status due to technical and logistical issues
which proved to be out of the scope of this thesis. Nevertheless, given an adequate ying
robotic platform an experimental validation would be worthwhile.
Contrary to originally anticipated, no actual algorithms for self-organization for multiple
robots in the context of network robotics were investigated. A literature review of this area
showed that even though a large number of dierent algorithms dealing with a variety of
scenarios and tasks has been developed in the past and published in the literature, almost all
1See chapter 7 for the discussion of small scale fading and its impact on convergencei.
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of them have only been simulated and never evaluated experimentally. Further investigation
showed that typical experimental testbeds related to network robotics with multiple robots,
i.e., mobile network nodes, consist only of small numbers of robots. Furthermore, there are
no real world application of these algorithms to date. The fact that swarm systems, and most
systems consisting of mobile network nodes can be counted as swarm systems, are not ro-
bust against partial failures and/or malicious nodes has been identied as one of the main
challenges for real world experiments and applications. Therefore, an architecture from the
literature able to mitigate these issues — the CE architecture — was implemented and evalu-
ated experimentally instead of directly working on algorithms for self-organization in WSNs.
These experiments have shown that the CE can indeed in principle be used to solve the iden-
tied problems. However the results of these investigations have not been directly applied
to the special case of algorithms for self-organization in the context of network robotics yet.
Consequently, more work has to be done if the two areas, network robotics for single robots
as discussed in part II, and the results from working on the CE architecture in part III, are to be
integrated to nally enable real-world experiments for this special case of self-organization
in the context of network robotics. Only real world experimental evaluations can make ex-
isting algorithms more applicable to real wireless networks, which is why the work on the
CE architecture was crucial.
The implementation of the CE architecture from the literature has been shown to perform
remarkably well in experiments. It is able to deal with a wide range of situations related
to the internal simulation of other robots, interactions between other robots and also hypo-
thetical reactions of others on possible actions of the robot running the CE. These are the
basic building blocks to make sense of situations dealing with more than one robot. Start-
ing from this implementation and using the knowledge about its properties gained from the
basic evaluation experiments presented here, there are a large number of options on how
to continue (see section 14.3). Furthermore, this also shows how useful and versatile the
paradigm of internal models is as it can be employed in a broad range of areas ranging from
basic motor control to minimally ethical robots.
In this context it is worth mentioning that one of the biggest improvements on the ab-
stract architecture of the CE was to actually automate experimentation. This is especially
important in the area of swarm like multi-robot scenarios, i.e., ones with a robot running
the CE and several other robots (the maximum total number of robots used in experiments
in this work was six). In practice this includes bringing the robots into initial conditions for
the experiment, monitoring the individual robots for errors, and coherent data collection for
later analysis of the experiment which has to be able to deal for example with dierent clocks
of the robots and asynchronous data collection as the robots are operating independently of
each other and the CE and concurrently.
However, there is a gap between current learned internal models, which are most of the
time body-centric, and internal simulation as used by the CE, which also includes others and
the environment. In the implementation of the CE, the internal simulation existed a priori
in the form of a powerful o-the-shelf robot simulator and was not learned form experience.
Furthermore, the robot controllers of the other robots were also known a priori. However,
some work has been performed showing how the controllers can in principle be learned and
validated using the internal simulation mechanism. Nevertheless, it is not at all obvious how
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the gap between learned forward models as used, for example, for motor control, and the o-
the-shelf internal simulator is to be closed. Additionally, the way the CE was implemented
employed a lot of shortcuts, for example using a tracking system as a virtual sensor.
14.3. Future Work
For clarity, possible future work is split into parts following the structure of this thesis. As
the discussion of the work in section 14.2 has shown that additional future work is necessary
to integrate both parts of the thesis together. Consequently, necessary steps to achieve this
are included here as an additional third part.
14.3.1. Network Robotics with Single Robots
There are several technical improvements to be made. As already mentioned before, direc-
tional antennas can improve navigation as they enable directional measurements instead of
purely scalar ones. This could improve gradient estimations and on the other hand could also
lead to new algorithms not relying on gradients at all. However, most directional antennas
do not have a very distinct directionality in that they either cover a broad range of bearings
or have side-lobes (see section 2.2.3), so their use needs some consideration. Furthermore,
directional antennas are often relatively big and heavy so they cannot be used on all robots
depending on their size. This is especially important, for example in ying robots or small
robots such as e-pucks.
As also already mentioned in section 14.2, the algorithm for network exploration was not
implemented experimentally and would ideally be implemented on a ying robot because it
is designed for large scale operation. In general, large scale and outdoor scenarios would be
interesting evaluation scenarios for all network robotic algorithms presented here as these
scenarios are similar but distinctly dierent to indoor ones. Furthermore, there are only very
few examples dealing with 3D characteristics of wireless networks in the literature, which
could be investigated with ying robots.
What has also not been tested extensively in this work is to use a mobile node in a live
WSN situation, i.e., one with real network load. In all experiments, only dummy packets were
generated at xed rates. In a situation with network load, the network packets generated by
the actual network load could be used for the RSSI measurements instead. This means that
no additional articial network load has to be generated for navigation, but also that RSSI
measurements become asynchronous, which has to be accounted for in the algorithms.
The algorithm presented in chapter 8 used a Simultaneous Localization and Mapping
(SLAM) algorithm based on a line reading from a Kinect sensor for position estimation.
Figure 8.2 shows a RSSI map overlaid with the corresponding map created by the SLAM
algorithm created during this experiment. Ambiguities in the SLAM algorithm when match-
ing these sensor readings to the map could be mitigated by integrating RSSI measurements
directly into the sensor readings for the SLAM algorithm.
Cross-layer optimization is another promising direction for further research. In chapter 7
and chapter 8 rst steps to formulate more complex goals in terms of RSSI measurements
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such as bridging two nodes were performed. In principle this approach can be extended to
other network parameters such as for example PDR. However, these measurements are often
more dicult to obtain as the information is not contained in a single packet the way RSSI is
but often has to be calculated from a series of packets as most of these parameters are rates.
This means that measuring these parameters constrains the movement of the robot to some
degree as the complete measurement has to be performed ideally at the same point in space.
All algorithms related to network robotics for single robots presented here assume that
all other nodes are stationary. This naturally leads to the question of if and how these al-
gorithms perform if other nodes are also mobile. Following this, are queries related to self-
organization, and also related to modifying the presented algorithms to account for node
mobility.
14.3.2. Self-Organization of Multiple Robots
The simulator used as the core of the CE architecture can be improved in a number of ways.
At the moment the simulations are performed in a purely greedy fashion (see section 10.4.2),
which is the most simple but not the optimal strategy for traversing the search tree. Further-
more, the actions are at the moment discretely sampled on a grid (see section 10.3.1) instead
of using actions from a continuous space as would be natural. Additionally, measurement
noise is not accounted for in the simulator, which is not as critical when using a motion
capturing system as a virtual sensor but becomes an issue as soon as internal sensing for
example with a camera is used.
All these issues could be solved at once by using a particle lter style Markov chain Monte
Carlo (MCMC) (Andrieu et al., 2010) type simulation where the future simulation steps are
described as a Markov chain which is traversed by particles. These particles could then in-
corporate measurement noise as a priori distributions and account for future decisions of
the robot during the time projected into the future by simulation. After performing several
simulations, for which the sampling has to be performed conforming to the requirements of
MCMC, they form a posterior distributions of future outcomes, i.e., robot trajectories for the
robot running the CE and all other robots. This then integrates all possible future actions,
decisions of the robot during the projected simulation time, and measurement errors. The
set of possible future actions is then replaced by a Markov chain description. In contrast to
the current implementation of the CE however, this procedure is a lot more computationally
intensive as MCMC sampling is very computationally costly. Nevertheless, the individual
simulation runs are completely independent of each other and thus embarrassingly paral-
lel. Therefore, the complete architecture could be scaled up by replacing the single simula-
tion server (see section 10.4.1) with several identical copies running on dierent computers
and a transparent load balancer in front of them distributing incoming simulation requests.
More advanced attention models based, for example, on the potential dangerousness of other
robots could help to mitigate these increased computational costs to some degree.
At the moment the heavy lifting of the sensory input for the CE is performed using a mo-
tion capturing system with special markers on all robots. This obviously has to be replaced
by for example a camera system for embodied sensing in a fully autonomous robot. However,
this sensing problem is in general still not fully solved.
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The next step in terms of robotic implementation will also be to use more complex robots
for example a humanoid robot instead of the very simple wheeled e-puck robot used here.
This then implies a more complex, i.e., computationally expensive, simulation and much
more complex controllers for the robot. This will make the whole system more complex and
is therefore a very good test for the general architecture and solving these problems will also
lead to new insights into how to design such an architecture in the most optimal way.
In the current implementation of the CE the controllers of other robots are known a pri-
ori. In principle, as the experiments in chapter 13 have shown, these controllers can also
be learned in the context of the CE using the internal simulator. These experiments how-
ever are only proof-of-concept experiments, which only learned controller parameters and
not complete controllers, and can be vastly improved. In principle this could also include
forward, i.e., in this context body kinematic models, of other robots. This also means that
the CE could in theory constantly check its predictions against measured behavior and thus
validate and/or correct its internal models used by the simulator.
The constant validation and correction of the internal models is directly related to fault
detection and/or detection of malicious robots as the fact that the models show high pre-
diction errors can also mean that the robot is showing unexpected behavior. This was also
already shown in principle in chapter 13 as a proof-of-concept but more work needs to be
done to reliably perform fault detection. One major conceptual diculty for this will be to
decide between a wrong internal model and unexpected behavior.
A further conceptual question will be how two robots, both running a CE, will resolve
the problem of recursion in the simulation similar to the famous Prisoner’s dilemma. This
dilemma occurs as one robot tries to simulate another robot also simulating the rst robot
simulating itself and so on. There exists research in psychology dealing with the question of
how humans solve that dilemma, which could be a starting point for experiments. However,
as the daily experience of trying not to collide with other pedestrians when trying to avoid
each other on the sidewalk shows this is not a trivial problem.
14.3.3. Assembling the Pieces
The initial goal of this thesis was to create algorithms for a WSN consisting partially or
completely of mobile nodes. As discussed, self-organizing swarm like algorithms lead to
issues for real implementations related to partial faults and/or malicious nodes. To solve this,
the CE architecture from the literature was identied, implemented and evaluated. However,
this architecture has not been applied to the special case of WSN yet.
One way to achieve this would be to directly include the wireless network into the internal
simulator, either as a full network simulator or as a physics simulator only calculating signal
strength elds. That way algorithms for self-organization in WSN could be directly simu-
lated by the CE and could therefore implement for example fault detection. Without these
additional simulation capabilities, the corresponding algorithms cannot be easily simulated
as sensory input for the robot controllers would be missing. This wireless network simula-
tor could also be, for example, learned in the style of the internal model used in chapter 8,
which would mean to mitigate large part of the computational complexity of a full wireless
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network simulator. However, in principle, o-the-shelf wireless network simulators could
be readily included into the internal simulator of the CE.
Besides fault detection, the detection of malicious nodes is a critical problem in WSNs in
general, and also for static networks. A mechanism similar to the CE presented here could be
used to detect unexpected behavior as in usual WSN applications, the algorithms run by the
individual nodes are known a priori, which eliminates the ambiguity between false models
and unexpected behavior.
In addition, the CE could then also be used to optimize network parameters, for example
by trying out dierent parameter congurations of the WSN algorithms.
Furthermore, results presented in part II on algorithms for network robotics with single
robots can be readily transferred to multi-robot scenarios. In particular, the convergence
results for gradient-based algorithms dealing with, for example, small scale fading can be
directly transferred and are often not taken into account in WSN algorithms in the literature2.
2This is probably due to the fact that the algorithms are almost never evaluated experimentally, so these kinds
of issues are never encountered. Almost all simulators used in this context only use eective physics models,
which cannot produce eects such as small scale fading and approximate it with a noise term, which however






A Flying Robot for Network Robotics
A.1. Introduction
This work was partly presented in (Blum and Hafner, 2012)1.
Flying robots are a very attractive choice as mobile robot bases for network robotics since
they are less constrained in their movement than ground-based robots, especially for large
scale experiments and applications. As discussed in section 9.4 there are already some ex-
perimental testbeds consisting entirely of ying robots. Additionally to being more exible,
wireless dynamics for ying robots are often less complex as compared to ground-based ones
since they often operate in line-of-sight conditions well away from potential scatterers and
sources of interference.
Using full-scale ying robots interacting with real wireless networks enables the robot to
work with the real network dynamics, which have a xed spatial scale dened by physics. On
the other hand, those robots are rather complex, which means that logistics and maintenance
can pose its own challenges. Furthermore, because of safety and legal issues, one human pilot
is needed on standby for every ying robot to take over control manually in case something
goes wrong. This means they are best used in small numbers.
A.2. Environment
IEEE 802.11 WLAN is used as a wireless technology. This technology uses unlicensed
ISM bands (2.4 GHz and 5 GHz), which makes it suitable for experimentation because — in
contrast to for example cellular networks — protocols, radio parameters etc. can be varied
in a wide range. For a more detailed discussion of this issue refer to section 2.2.2.
As a testbed the HWL (Zubow and Sombrutzki, 2011) is used, which is a large-scale wire-
less mesh network installed on the campus (Campus Adlershof Humboldt-Universität zu
Berlin). It consists of about 100 indoor and outdoor nodes. The indoor nodes are placed in
several buildings, forming a fully connected wireless network. The outdoor network covers
almost the whole campus enabling extensive outdoor experiments. The outdoor network
can be combined with the indoor network to improve connectivity between the buildings.
1For a detailed breakdown of the contributions of the dierent authors refer to section 1.5.
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Figure A.1.: ArduCopter base system hexacopter
A.3. Platform
For the realization of a ying robot a multicopter was chosen because it enables complete 6
degrees of freedom (DOF) navigation while still being self-stable due to its internal sensors
and basic control unit.
A multicopter usually consists of an even number of rotors rotating in clockwise and
counter-clockwise direction to cancel the torque of the rotating rotors, an internal measure-
ment unit (IMU) with 6 DOF and a microcontroller for the basic control loops keeping the
robot stable. Additionally, a pressure sensor and an ultrasonic range nder are often used
for altitude control.
The base is an ArduCopter2, which is a community-based open source multicopter plat-
form. Six rotors were chosen as a compromise between lift, size and weight. It is depicted
in g. A.1. It weights about 1.2 kg and can lift about 1 kg of payload. The ArduPilot Mega,
which is the Arduino based microcontroller board, can be addressed using the MAVLink
Micro Air Vehicle Communication Protocol by the PIXHAWK Project 3. The robot has, in
addition to the IMU, a pressure sensor, an ultrasonic range nder, a compass and a GPS
module for reference position measurements during navigation experiments.
In autonomous mode, an Intel Atom based board4 running Linux exchanges control mes-
sages with the microcontroller, implementing the algorithm under investigation. The algo-
rithms can be implemented in the context of the robotics framework MAVHUB5, which is
a exible and lean middleware, abstracting from the actual hardware and interfaces using






Figure A.2.: ArduCopter hexacopter with network robotics hardware
MAVLink messages as a backend. For WLAN connectivity, an Atheros AR9280 based dual
band mini-PCIe card is used. The complete setup is depicted in g. A.2.
For control and logging purposes, the WLAN can in principle be used. However, this
additional trac can in theory interfere with measurements and is also dependent on the
Linux system. In consequence, traditional 35MHz control for the underlying base was also
implemented, as a safety measure as well as to not interfere with measurements, and is able
to override the control commands issued by the Linux system. This control architecture of
the robot is illustrated in g. A.3.
In addition to its own WLAN capabilities, it is planned to incorporate a complete HWL
indoor mesh node into the robot. For this, the electronics will be stripped from its case and
mounted on the robot. This facilitates the use of all software developed in the context of
the HWL testbed and helps making all measurements repeatable without any bias due to
hardware dierences in respect to stationary nodes.
The Click Modular Router (Kohler et al., 2000) is used as a basis for all WLAN measure-
ments. In addition to its known strengths — scalability, speed and modular design — it is
the base for the software used in the context of the HWL testbed. It is therefore very con-
venient to also use it as a userspace application on the computational board. This allows
for a very detailed analysis of network trac and access to a lot of hardware features of the
AR9280. If the full feature set of the HWL testbed is not needed, simply python scripts and
tcpdump/libpcap6 can be employed as a prototyping alternative.
6http://www.tcpdump.org/
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Figure A.3.: Control architecture for hexacopter
A.4. Experiments and Algorithms
Since sensory inputs are not static, but are gained through a closed sensorimotor loop and
have dierent dynamics, concepts of sensorimotor interaction have to be applied to this new
domain. Sensorimotor interaction (Pfeifer et al., 2007) is therefore one of the most important
concepts for the design of algorithms since sensory inputs, here in the form of network and
wireless parameters, are shaped by the motor interaction between the world and the robot
movement. The algorithms then exploit the thereby generated correlations in the sensory
inputs and the correlations between the sensory inputs and the motor commands.
Navigation is one of the key skills for an autonomous robot. Unfortunately, the informa-
tion which is encoded in the network and wireless parameters is not directional at a specic
point in space. Bacteria face the same problem when trying to nd food (Berg and Brown,
1972) because they are too small to be able to detect eective gradients in concentration.
During evolution they developed ways to engage in chemotaxis despite this limitation. They
continuously switch between a random tumble and moving in a straight line where the du-
ration of the movement in a straight line is governed by the amount of integrated gradient
experienced while moving on the straight line. Interestingly, this is exactly exploiting the
sensorimotor interaction. Algorithms developed in this spirit, which could be implemented
on the ying robot, are presented in part II.
Further inspiration can be gained by the study of vision algorithms. Warping (Möller,
2009) for example, which is a local visual homing algorithm can enable the robot to nd its
way back to its home location. To achieve this goal the knowledge of the exact home location
is not necessary since warping yields a vector pointing in the home direction. Following this
vector, the home location can be reached. Adapting these ideas can facilitate the development




Flying robots proved to be technically challenging. They required meticulous maintenance
as faults of single robot components can result in disastrous faults for the complete robot.
Software faults can often be overridden by manual control but need a skilled human pilot to
bring them back into a stable ight regime. These reasons mean that a ying robot is prone
to being destroyed by faults resulting in time and resource intensive repairs.
Finally, the legal situation in Germany requires one human pilot on stand-by for every
ying robot to be able to react in case of an emergency. This makes experiments with more
than one or two robots virtually impossible or at least logistically challenging.





Flying Mini Copter in a Tracking System
This work was presented in (Blum et al., 2014)1.
B.1. Introduction
Small-scale model systems in contrast are a lot more safer to use and easier to maintain.
Because of their small scale however, they cannot be used for experiments dealing directly
with the physical characteristics of wireless networks. Furthermore, they cannot be used
outdoors except for very windless days. Their main use is as a testbed to study the interaction
between several ying nodes in a three-dimensional space.
B.2. Motivation
Providing an experimentation platform for the interaction between humans and ying robots
is a challenge from a safety point of view because of rapidly spinning rotors. One approach
is that followed by Lee et al. (2013); Pitman and Cummings (2012) providing a safety layer
between the untrained operator and the robot. Intrinsic safety in particular is a major issue
with ying robots due to potential crashes and contact with propellers. An approach for
reducing danger of self-destruction for the robot itself is described by Klaptocz et al. (2013);
Briod et al. (2013a). One general way of reducing the potential for harm is to reduce the
size and mass of such robots. Here a system using very lightweight (O(50 g)) quadrotor
helicopters is presented which can be used for indoor interaction experiments.
B.3. Approach
While it is currently quite challenging to realize full onboard sensing and behavior gen-
eration (control) of very small quadrotors (Briod et al., 2013b), results from the proposed
experiments can easily be transferred from the tracking system case to the full onboard case
because these results relate to general features of robot behavior.
1For a detailed breakdown of the contributions of the dierent authors refer to section 1.5.
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Figure B.1.: Modied Walkera Ladybird with markers for the tracking system
As discussed above, a small quadrotor, the popular toy Walkera Ladybird 2, was chosen.
The manufacturer designates it to be safe for children from the age of 14. It weighs only 31 g
(with markers) and has a diameter of approx. 15 cm making it inherently safe even when
accidentally hitting the human. Five reective markers were added as can be seen in g. B.1
to enable 6D tracking. The modied quadrotor is depicted in g. B.1. In addition to human
safety, the weight and size of the robot also make it almost invulnerable to crashes etc.
B.3.1. Control
Controlling a small ying robot in the direct vicinity of a human and facilitating interaction
requires a closed-loop system in order to enable intuitive and safe behavior of the robot.
Weight constraints on a small robot are severe, thus external control and sensors were used.
The copter is tracked using an external tracking system consisting of six Natural Point
OptiTrack Flex13 Cameras3 yielding 6D positions of the robot at 120Hz with an accuracy of
about 0.5mm and a latency of less than 10ms. These positions are streamed over ethernet
to the computer controlling the robot using a Natural Point protocol.
The robot is controlled using the MagicCube remote by Walkera which is controlled by
an Arduino running an interface program4, which is attached to the control computer. This
setup is depicted in g. B.2. The computer receives 6D positions from the tracking system
and sends motor commands to the robot. The Mavhub5 infrastructure is used to deal with the







Figure B.2.: Arduino with MagicCube remote
on an IMU. This control loop was implemented in hardware by the manufacturer. Because of
the hardware implementations, this control loop probably runs at 50Hz to 200Hz. The pose
is controlled using information sensed by the tracking system using simple proportional-
integral-derivative (PID) controllers running at 10Hz. In principle, more complex controllers
would be necessary to account for the complex dynamics of the robot but unfortunately, the
low-level attitude control loop cannot be turned o. This would be mainly needed for ag-
gressive ight maneuvers. However, for relatively slow movements the hierarchical control
formed by the PID controllers and the low-level attitude control is adequate. In a hovering
experiment, standard deviations were measured to be of the order of 3 cm for the lateral
position, 1 cm for height, and 1.5° for heading.
B.3.2. Safety Cage
To enhance the safety of bystanders and other scientists not participating in the experiments,
a virtual safety cage was implemented. An implementation of the safety cage is depicted in
g. B.3. This virtual safety cage is of size 4m × 4m × 2m, which corresponds to the blue
cuboid in the gure. The main function of this cage is to shut down the motors of the robot
if it leaves the cage by accident. In contrast to other indoor experiments with ying robots
a physical, safety cage or net is not needed because of the small size of the robot.
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Figure B.3.: Virtual safety cage
Trajectory Following
Trajectory following was implemented by using waypoints on the desired trajectory as set-
points for the PID pose controllers. A simple algorithm iterated through the waypoints if the
robot arrived at a position closer than 10 cm to the current waypoint.
As an example, a circular trajectory is shown in g. B.4 with overlaid snapshots from a
video showing the positions of the robot over time. For this circle, 20 waypoints were used.
Figure B.4.: The robot follows an exemplary trajectory
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B.4. Direct Physical Interaction
Figure B.5.: Human robot interaction by direct physical interaction, in this case mediated by
pushing
B.4. Direct Physical Interaction
A prominent vision is to facilitate interaction between ying robots and humans, that goes
beyond device-based remote control but instead emphasizes direct interaction with the robot.
This provides a basis for working together with the robot, teaching it by demonstration and
physically correcting its mistakes.
Since the setup is working with a tracking system, interaction could be achieved by track-
ing the human as done in motion capturing systems and working with the modeled data.
Other alternatives would be to use a depth-sensing device like Kinect of a stereo camera.
The most intuitive way of interaction, however, is direct physical interaction.
This is not only the most intuitive way of interacting with a robot, it also does not require
additional hardware, as opposed to also tracking the human or using an RGB-D camera. For
this to work, safety is imperative in order to ensure the health of the human and the physical
integrity of the robot. An example interaction is depicted in g. B.5.
The error as determined by the control loop can be used to detect suciently large osets
in position, which are due to external forces inicted on the system by physical contact. A
more sensitive alternative is the use of more advanced internal models, and detecting the
interaction by monitoring the prediction errors of the forward model. These methods allow
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