Abstract. In this paper we will study the stability properties of self-similar solutions of 1-d cubic NLS equations with time-dependent coefficients of the form
Introduction
In this paper, we study the stability properties of self-similar solutions of the form u f (t, x) = e ix 2 4t
to the cubic nonlinear Schrödinger equations (NLS) in one dimension:
that is solutions u f of the form (1.1) with f a solution of the equation
3) X = X(t, x) be a regular solution of LIA with associated curvature c(t, x), and torsion τ (t, x). Assuming that the curvature is strictly positive at all points x, define the filament function u(t, x) = c(t, x)exp i
Then u solves the nonlinear Schrödinger equation
where A(t) is a time-dependent function which depends on the values of c(t, x) and τ (t, x) at x = 0. Precisely, A(t) = 2 c xx − cτ 2 c + c 2 (t, 0). (1.8) Our analytical study of solutions of LIA started in [GRV] , and [GV] , where the existence of solutions of LIA which develop a singularity in finite time was established 1 .
The study of the stability properties of the singular dynamics leading to the formation of a corner singularity in finite time found in [GRV] was carried out by V. Banica and L. Vega in the papers [BV1] , [BV2] , and [BV3] .
Here, we are concerned with the singular dynamics found in [GV] . In particular, in [GV] , solutions of LIA of the form X(t, x) = e Here, c(x) is the curvature of the curve G(x) = X(1, x), which is always bounded.
1 See also [Bu] , [Lip1] , and [Lip2] .
2 χ E (x) denotes the characteristic function of a Lebesgue measurable set E. 1 AND L. VEGA Solutions of the form (1.9) have also been considered by T. Lipniacki (see [Lip1] and [Lip2] ) in the setting of the flow defined by X(t, x) = βX x × X xx + αX xx , α = 0 modeling the motion of a quantum vortex in superfluid helium. Proposition 1.1 asserts that the evolution of the solution G(x) of (1.11)-(1.12) under the relation (1.13) leads to a solution of LIA which converges as t → 0 + to an initial curve X a (0, x) given by X a (0, x) = xe A log |x| (A + χ [0,+∞) (x) + A − χ (−∞,0] (x)).
The initial curve X a (0, x) is the sum of two 3d-logarithmic spirals with a common origin. The rotation axis of these spirals is the OZ-axis under the condition that the matrix A is of the form (1.10). In the case when the parameter a = 0, the singularity of the initial curve X a (0, x) comes from the non-existence of the limit as x → 0 of its tangent vector T a (0, x).
The properties of the "self-similar" solutions of LIA given by Proposition 1.1 rely, through the Hasimoto transformation, on the properties of their associated filament function defined by (1.6) . This connection plays a fundamental role in the study of the properties of these solutions (see [GV] ). In particular, and following the philosophy in [BV2] , a first step to understand the stability properties of these solutions is to study the stability of their related filament function in the setting of the cubic Schrödinger equations (1.7 ). This will be our main interest here.
In order to find the filament function associated to the "self-similar" solutions of LIA given by Proposition 1.1, first notice that it is straightforward to verify that the curvature and torsion associated to solutions of LIA X a (t, x) of the form (1.13) are of the self-similar form
so their filament function is given by (see (1.6))
with A = A(1) defined by (1.8) . Since X a (t, x) is a solution of LIA, through the Hasimoto transform, we know that its filament function (1.14) solves the NLS
Thus the function u(s) in (1.14) is a solution of the complex ODE
Notice that, by introducing a new variable f defined by
Previous lines show that the filament function associated to a solution of LIA X a (t, x) given by Proposition 1.1 is of the form
with f a solution of the second order ODE (1.18), and solves the nonlinear Schrödinger equation (1.15) .
Furthermore, in [GV] it was proved that the constant A in the above equation is given in terms of the initial conditions (G(0), G ′ (0)) and the parameter a by the 19) and a solution X a (t, x) and its associated function f are related through the following identities (see [GV, pp. 2114]) |f | 2 (x) = −aT 3 (x) + A, and (1.20) where T = (T 1 , T 2 , T 3 ) is the tangent unitary vector associated to G(x) = X(1, x).
Among all the possible solutions of LIA X a (t, x) of the form (1.13) given by Proposition 1.1, and in order to motivate further our main result in this paper, it is important to mention two special cases. In what follows, we will define what we refer to as odd-solutions and mixed-symmetry solutions of LIA.
The following cases come from the symmetry properties of the equation
Odd solutions: For fixed a ∈ R and −1 ≤ λ ≤ 1, let G a,λ the solution of (1.21) with the initial condition
is a solution of (1.21)) with the initial condition (1.22) , then the functionG(x) = −G(−x) is also a solution). 1 AND L. VEGA
2
We refer the solutions of LIA of the form (1.13) with G a,λ (x) the solution of (1.21)-(1.22) as odd solutions.
In Figure 1 and Figure 2 , we display the graphics of different solutions G a,λ of (1.21) associated to an initial data of the form (1.22) . The right-handside pictures represent the solution near the point x = 0. The curvature of the curves G a,λ at the point x = 0 is zero. Mixed-symmetry solutions: For fixed a ∈ R and c 0 > 0, let G a,c 0 the solution of (1.21) with the initial condition
( 1.25) This is a consequence of the fact that the equation (1.21 ) and the initial condition in (1.24) remain unchanged by the transformation
We refer the solutions of LIA of the form (1.13) with G a,c 0 (x) the solution of (1.21)-(1.24) as mixed-symmetry solutions.
Two examples of solutions of (1.21) with initial data of the form (1.24) are plotted in Figures 3 and Figure 4 . As before, the r.h.s figure represents the curve G a,c 0 near the point x = 0. 
Finally, observe that if
As a consequence, in what follows we will assume w.l.o.g that a ≥ 0.
Using the formulae (1.19) and (1.20) , from the initial conditions (1.22) it follows that the function f associated to an odd solution of LIA is, through the Hasimoto transformation (1.6) and the change of variables (1.17), a (odd) solution of
Analogously, from (1.19) , (1.20), and (1.24) it follows that the function f associated to a mixed-symmetry solution of LIA is a (even) solution of
with initial conditions (f (0), f ′ (0)) satisfying
and |f
From (1.14), (1.15) , and the above argument it follows that the filament function u(t, x) associated to an odd solution of LIA (respectively mixed-symmetry solution) is of the form 27) with A = aλ (resp. A = ±a + c 2 0 ), and solves the one dimensional cubic Schrödinger equation
with A = aλ (resp. A = ±a + c 2 0 ). As we have already mentioned, this paper is devoted to the study the stability properties of certain self-similar solutions u f in (1.26) of the 1D cubic Shrödinger equation (1.28) .
In order to give a precise statement of our results, we consider the so-called pseudo-conformal transformation of (1.28) . Briefly, given any solution u of (1.28), we define a new unknown v as follows
Here, and elsewhere, an overbar denotes complex conjugation. Then v has to be a solution of
In particular, solutions u f of (1.28) correspond to solutions v f of (1.30) of the form
Thus, we are reduced to prove the existence of appropriate perturbations (modified wave operator) around the solutions v f ,
The study of the stability properties of solutions of (1.30) of the form (1.31) (and, consequently, of solutions of (1.28) of the form (1.26)) started in [BV1] , and carried on in [BV2] and [BV3] . Precisely, in [BV2] , the authors studied the stability of the solution of (1.30) with A = c 2 0 given by
In [BV2, Theorem 1.2] ), under the smallness assumption of the parameter c 0 > 0, the authors prove that for any t 0 > 0, and any given asymptotic state u + small in L 1 ∩ L 2 (w.r.t t 0 and c 0 ) the equation (1.30) has a unique solution v(t, x) in the interval [t 0 , ∞) which behaves like
as t goes to infinity, in the sense that
Here e it∂ 2
x denotes the free propagator (see notation below). In other words, they construct the so-called (modified) wave operators. In [BV3] this result is extended to first remove the smallness assumption on c 0 and moreover to consider also the asymptotic completeness of the scattering operators. One of the fundamental ingredients in this paper is the study of the linearized equation of (1.30) around the constant solution
2 ) given by
Notice that the coefficients in the above equation only depend on t, and as a consequence this linearized equation can be analyzed by computing the Fourier transform in space. Unfortunately, in our case the linearized equation of (1.30) around solutions v f of the form (1.31) is given by (see (2.1) below) (1.34) with coefficients that are also space dependent 5 . This makes the analysis of the linearized equation (1.34) to be much more delicate. Therefore, we put ourselves in the most simple situation. Firstly, and as in [BV2] , we will just consider the construction of the wave operators. Secondly, we reduce our analysis to those selfsimilar solutions v f (t, x) =f (x/ √ t) that have the extra property that
and in particular those that the function f is an odd or even function. Even under this assumption the equation (1.34) is not so easy to handle. In fact, as we will see in the statement of the main theorem below, we can not consider the asymptotic state 1 AND L. VEGA
and some weighted L 2 -spaces are necessary. This implies some loss in the rate of decay given in (1.32 
and
For s ∈ N ⋆ , the Sobolev space H s is defined by
The Fourier transform of v,v, is defined bŷ
x u 0 denotes the solution to the initial value problem for the free 1D Schrödinger equation with initial data u 0 , defined by 35) or, equivalently,
dy.
(1.36)
For any u + , and f solution of (
Our main result is the following Theorem 1.2. Let t 0 > 0, and 0 < γ < 1. There exists a (small) positive constant B 0 , such that for any A and any f solution of
with respect to B 0 , t 0 , and f , the equation
Moreover, the solution v satisfies
as t goes to infinity.
The above result asserts the existence of the modified wave operator in the time
and any f solution of ( 1.3) such that |f | +∞ = |f | −∞ , under smallness conditions on f L ∞ and the data u + . Remark 1.3. As we said before, the new difficulties in the proof of this result with respect to those in [BV2] come from the space dependence of the coefficients of linearized equation (1.34) . There is a particular case where this equation is as simple as (1.33) . This happens when the phase function φ 2 (x) = (|f | 2 ± − A) log |x| in Proposition 2.1 is identically zero, that is when |f | 2 ±∞ = A. It turns out that in this particular case the corresponding curve X(t, x) is asymptotically flat at infinity, that is T 3 (±∞) = 0 with T 3 (x) being the third component of the tangent vector to the curve X(t, x) (see (1.20) ). In this situation, one could expect that the stronger results proved in [BV3] could also be extended to this case. This will be studied elsewhere.
Once v has been constructed, we recover u through the pseudo-conformal transformation (1.29). Precisely, definingũ f as
as a consequence of Theorem 1.2 we obtain the following: Theorem 1.4. Lett 0 > 0, and 0 < γ < 1. There exist a (small) positive constant B 0 , such that for any A and any f solution of
with respect to B 0 ,t 0 and f , the equation
Moreover, as t goes to zero, the solution u satisfies,
In particular, as t goes to zero
= O (1), and (1.44)
for all x ∈ R and 0 < t < 1, and if x = 0 there exists t * (x) > 0 such that for
Remark 1.5. The case when the solution f satisfies the condition 2|f | 2 ∞ −A = 0 (that is, when α = 0) deserves a special attention. First of all, from (1.41) and (1.43), we observe thatũ f (t, ·), and then u(t, ·), will have a limit as long as such a limit exists for
We will see in Section 3 that precisely under the same condition 2|f
. As a consequence, the initial value problem (IVP for short) given by (1.42) and
2 is well-posed in appropriate function spaces. See Theorem 3.2 in Section 3 for the precise statement. Remark 1.6. Recall that, for the 1d-cubic NLS equations associated to solutions of LIA of the form (1.9)-(1.10), the coefficient A is linked to the initial conditions and the parameter a through the identity (1.19) .
From the identity (1.19) and the conservation law for f stated in Proposition 2.1, we conclude that the smallness assumption for f L ∞ can be achieved by considering initial data (G(0), G ′ (0), a) sufficiently small.
Notice that the solutions u given by Theorem 1.4 do not have a trace at t = 0 (see comment after (1.45)). Nevertheless, associated to these solutions we are able to construct a family of curves X(t, x) solutions of LIA which do have a limit at t = 0. The precise statement of the result is the following:
Then, under the smallness assumptions of Theorem 1.4, for 0 < t <t 0 there exists a unique solution
Moreover, i) the curvature of the curve X(t, x), c(t, x), satisfies |c(t, x)| ≤ c 1 √ t for all x ∈ R and 0 < t < 1, and if x = 0, there exists t * (x) > 0 such that for
ii) In addition, there exists a unique X 0 (x) such that
uniformly on the interval (−∞, ∞), with X 0 (x) a Lipschitz continuous function.
Here, c 1 , c 2 , and c 3 are non-negative constants.
The proofs of all these results are given in Section 2. In Section 3 we state and prove Theorem 3.2 about the well-posedness of the IVP given by (1.2) and u(0, x) = z 0 p. v for some values of z 0 ∈ C \ {0}. The question of well-posedness of the 1d cubic NLS for spaces that include L 2 was started in [VV] , and then extended in [Gru] to all the range of subcritical scales. In fact it was proved in [KPV] that when the initial datum is given by Dirac-delta function, the IVP is ill-posed due to the appearance of a logarithmic correction in the phase. This phase can be canceled out by modifying the equation with an extra factor A(t) = c 0 /t for some constant c 0 as in equation (1.2). As we said before this modification naturally appears when the 1d cubic NLS is obtained from LIA through the Hasimoto transformation. However, 1 AND L. VEGA 2 even with this modification it was proved in [BV2] and [BV3] that the problem is still ill-posed for the Dirac-delta. The reason is the same that the one pointed out in the statement of Theorem 1.4. In [KPV] the ill-posedness was obtained as a consequence of the invariance of NLS by galilean transformations. The same ideas imply that, if the notion of well-posedness includes the uniform continuity of the map datumsolution, then the class of Sobolev spaces of negative index has to be excluded, see also [KPV] . However the existence of a priori upper bounds for the Sobolev norm of the solution, in terms of the Sobolev norm of the datum, for arbitrarily large data, and for sufficiently short time can be proved, see [CCT] and [KT] .
2. Modified wave operators in mixed norm spaces.
In order to find the "appropriate" modified wave operators for v−v f in the setting of the equation (1.30), we follow the arguments given in [BV2] . Briefly, write
with v and v f solutions of the Schrödinger equation
Then, w has to be a solution of
The linear term (2|v f | 2 − A)w/2t (in the above equation) is resonant and, as we will continue to show, it is the responsible for a logarithmic correction of the phase.
In order to deal with the resonant structure of this term, here and in what follows, we assume that f is such that |f | +∞ = |f | −∞ , and we write the above equation equivalently as
Observe that |f | 2 ±∞ is nothing but the limit of |v f (t, x)| 2 as x → ±∞, i.e.
Then, if we define a new function u as
the function u has to be a solution of
Although the first linear term in (2.6), that is
is still resonant, the structure of |v f (t, x)| 2 − |f | 2 ∞ allows us to treat this term as a perturbative term in the Duhamel formula for the solution and, to consider as initial guess
Summing up, for any given asymptotic state u + , we consider the following guess for the perturbation
log t e it∂ 2
and defineṽ f to bẽ
2.1. Preliminaries. Using the notation introduced previously, given u + and f solution of (1.3) such that |f | +∞ = |f | −∞ , we definẽ
In order to prove the existence of a solution v of
"close" toṽ f , as t goes to ∞, following the steps in the previous lines, we write 5) so that the function u has to be a solution of is
Now, notice that under the change of variables (2.5) and the definition ofṽ f in (2.2), we have that
Therefore, we are reduced to prove the existence of a solution of (2.6) "close" to e it∂ 2 x u + . To this end, it is convenient to perform a further change of variables. Precisely, we write
Under the change of variable given by (2.7), equation (2.6) becomes
where F 0 , F 1 and NLT are defined by
9)
Hence, it suffices to prove the existence of a fixed point of the operator
in an appropriate space.
The Duhamel terms which determine the behaviour of the operator B are the ones related to F 0 (z + ), the source term. Notice that in our case we are left to estimate two linear source terms (see (2.9)). Namely, we need to estimate in an appropriate space The structure of |v f (t, x)| − |f | 2 ∞ allows us to treat the first term as an "error" term. The second linear term has the extra difficulty of being dependent of the spatial variable x through the function v f (t, x) =f (x/ √ t). In order to estimate the linear term involving v 2 f , we will use some known properties of the function v f (more precisely, in our arguments we will make use of the asymptotic behaviour as x → ∞ of v f ). Recall that the function v f is defined by
where f is any given solution of the equation
(2.14) Equation (2.14) was previously considered in [GV] . The following result summarizes some of the properties of the solutions f of (2.14) obtained in the latter paper.
Proposition 2.1. Let f be a solution of the equation (2.14). Then i) f (x), and f ′ (x) are bounded globally defined functions. Moreover, there exists E(0) > 0 such that the identity
±∞ do exist and
Here, |f | ±∞ , |f ′ | ±∞ ≥ 0, and c ± and d ± are arbitrary constants in [0, 2π),
We continue to recall the one-dimensional dispersive and Strichartz estimates which will used throughout this section (see [Caz] ). In what follows, we call a pair (p, q) of exponents admissible if p ≥ 2, q ≤ ∞, and 2 
The constant C in the above inequalities depend on the exponents involved in the estimates.
The lemmas below will be also used in the construction of the modified wave operators. It is immediate to prove the following:
, and t > 0. Then
for some positive constant C independent of f and t.
Lemma 2.3. Given δ = 0, and t > 0, define
for ξ = 0. Then, there exists a constant C > 0 such that
Proof. For fixed ξ = 0 , and t > 0 such that ξ 2 t ≥ 1, write
and for ξ and t such that ξ 2 t ≤ 1, write
Inequality (2.19) now follows by integrating by parts in the above identities.
Lemma 2.4 (Pitt's inequality. See [Pitt] ). For f ∈ S(R d ), and 0 ≤ β < d,
where
We will continue to prove Theorem 1.2.
2.2. Proof of Theorem 1.2. Let 0 < γ < 1, and
For t 0 ≥ 1 and ν ∈ R. We denote Y ν t 0 the space of functions v(t, x) such that the norm
is finite. In order to prove Theorem 1.2, as we have already mentioned, we shall do a fixed point for the operator B defined in (2.12) in the closed ball
with ν > 0 and R > 0 to be chosen later on.
For any given z such that 8 z Y ≤ R, we want to estimate (see (2.9), (2.10), (2.11) and 2.12))
in Y . Here, the non-linear term is given by (see (2.11))
Recall that (see (2.3) and (2.7))
In what follows the constant C may be different from an inequality to another in a chain of inequalities.
We begin by estimating the Y -norm of the source term in (2.20). To this end, observe that Strichartz estimates (2.16) with exponents (4, ∞) and (∞, 2), and the dispersion 1 AND L. VEGA 2 estimate (2.17) lead to
for all ν such that ν ≤ 1/4.
In order to control the second source term in (2.20), we use the fact that f is a solution of (2.14) satisfying |f | +∞ = |f | −∞ (and as a consequence |f
see part i) in Proposition 2.1). Then, from the asymptotics of f in Proposition 2.1, it follows that
+|f | 2 ∞ log |x| 25) for |x| ≫ √ t, where we denote by v 2 f,∞ (t, x) the function defined for positive time by
(2.26) with c ± ∈ [0, 2π), and δ = |f | 2 ∞ − A. Next notice that, from the representation of the solution of the free Schrödinger equation, e −iτ ∂ 2 x u 0 , as a convolution, it is easy to see that 27) with c 1 = √ πi.
Define the auxiliary function ω + by
Then, from (2.22), (2.28), (2.25) and (2.27), it is straightforward to see that the second linear term in (2.20) can be rewritten as
To control the first term on the r.h.s. in (2.29), we first observe that
f is a bounded function and the asymptotics of (f ) 2 (x) given in (2.24)). Then, arguing similarly to the control of the first linear term (see (2.23)), we obtain that
The second term in the r.h.s. in (2.29) is an error term. Strichartz estimates with exponents (4, ∞) and (∞, 2), (2.26), Plancherel's identity, and lemma 2.2 lead to
for 0 < γ ≤ 4 and ν ≤ γ/4, (recall that ω + = e iα log t u + , see (2.28)).
In order to control the third term on the r.h.s. in (2.29), recall the definition
Then, using once again the expression for the free Shrödinger solution in (2.27), the latter term rewrites
Here T δ is the operator defined (in the Fourier transform side) by
I 2 is an "error" term. The same argument as the one given in obtaining (2.31) (that is using Strichartz estimates with exponents (4, ∞) and (∞, 2), Plancherel's identity, and Lemma 2.2) leads to the following chain of inequalities
, (2.34)
, where T 1 and T 2 are defined by
with T 1 and T 2 Calderón-Zygmund operators (see [Duo, and notice that T 2 is just a linear combination of the identity operator and the Hilbert transform), and |x| γ is an A 2 -weight in the one-dimensional case, in particular, for any 0 ≤ γ < 1, from the known L 2 -weighted inequalities for Calderón-Zygmund operators (see [Duo, pp. 144] , or [Stein, ), we have that
for any 0 ≤ γ < 1.
From the inequalities (2.34) and (2.35), we conclude that
for any 0 < γ < 1, and ν ≤ γ/4.
Only I 1 remains to be estimated. First, recall (1.35) , and the definition of T δ in (2.33). Then, I 1 in (2.32) rewrites equivalently as
On the one hand, from Plancherel's identity and Lemmma 2.3, it is easy to see that
for any 0 ≤ γ < 1. Here, we have used Pitt's inequality (see Lemma 2.4) to obtain the last inequality. Thus, 38) for any 0 ≤ γ < 1 and ν ≤ γ/4.
In order to estimate the
with θ(x) = 0 if |x| ≤ 1/2, and θ(x) = 1, if |x| > 1. We decompose I 1 in (2.37) as follows
e ixξ e −itξ 2 e −2iδ log |ξ| m(−ξ) ω + (ξ) A t (ξ) dξ,
Using Lemma 2.3, and Cauchy-Schwarz inequality, we find that
, for any 0 ≤ γ < 3. Plugging the above inequalities into (2.39) and using Pitt's inequality (see Lemma 2.4) give
for 0 ≤ γ < 1. Therefore,
From (2.38) and (2.40), we get that 41) for 0 < γ < 1, and ν ≤ γ/4. Thus, from (2.32), (2.36), and (2.41), we conclude the following control for the last term on the r.h.s. in (2.29)
, and 0 < γ < 1. Recall that ω + = e iα log t u + (see (2.28)).
Finally, the identity (2.29), and the inequalities (2.30), (2.31) and (2.42) give the following control of the second source term in (2.20) 43) for any 0 < γ < 1, and ν ≤ γ/4.
We continue to analize the non-source terms in (2.20). To this end, notice that for any z ∈ Y the following inequalities hold true
Also, recall that z + (t, x) = e it∂ 2
x u + (see (2.22)), so that from the well-known inequalities for the solution of the free Schrödinger equation in (2.17) and (2.18), we have that
First, using (2.16) with exponents (4, ∞) and (∞, 2), (2.44) and the fact that v f (t, x) is a bounded function (notice that v f (t, x) =f (x/ √ t), and f is bounded by Proposition 2.1), we obtain the following control for the second integral term on the r.h.s in 1 AND L. VEGA 2 (2.20) 46) for any ν ≥ 0.
Only the Duhamel term in (2.20) related to the non-linear terms NLT (z + z + ), where
(see (2.21)) remains to be estimated.
To control the terms associated to quadratic powers of z + z + , we use as before the inequalities (2.16) with exponents (4, ∞) and (∞, 2), the fact that v f L ∞ = f L ∞ < ∞, and estimates (2.44) and (2.45) to obtain that
for all 0 ≤ ν ≤ 1/2. Here, we have also used Hölder's inequality in the τ -variable to obtain the last inequality.
Next, notice that a straightforward computation gives
Then, similar arguments to the ones given to control the quadratic terms in z + z + (that is, using (2.16), pulling out of the L 2 -norm z L ∞ or z + L ∞ , and using the estimates (2.44) and (2.45)) give the following control of Y -norm of the term associated to the cubic term |z
Therefore, in view of the identity (2.20), and the inequalities (2.23), (2.43) and (2.46)-(2.48), we have that
for any 0 ≤ ν ≤ γ/4. Here c(u + ) denotes a positive constant which depends on the norm of
For any fixed t 0 > 0, and 0 < γ < 1, by choosing ν = γ/4, from (2.49), we conclude that there exists a (small) positive consatnt B 0 , and a constant R > 0 small with respect to B 0 and t 0 , such that for all f solution of
and R, the operator B maps B R into B R . On the other hand, by bearing in mind that
similar arguments to the ones given in obtaining the estimates (2.46)-(2.48) shows that the operator B defined by (2.20) is a contraction on (B R , · Y ). As a consequence, the application of the contraction mapping principle yields the existence of a unique solution z of the equation (2.8) such that
as t → ∞, for 0 < γ < 1.
Performing the change of variables (2.7) and (2.5), that is the changes defined by
gives the existence of a unique solution of (1.38) such that
and satisfying (1.39). To this end, sinceṽ f is defined by (2.2), suffices to notice that
Finally, we have to prove that under if the asymptotic state u + satisfies that both u + and ∂ x u + are in L 1 ∩ L 2 ( x γ ), then the solution v is such that v −ṽ f ∈ H 1 and (1.40) holds.
Recall that solutions of (2.4) are in correspondence with solutions z of (2.8) through the changes of variables (2.5) and (2.7) (see subsection 2.1). Define the auxiliary functions y = ∂ x u and y + = ∂ x z + , where as before z + = e it∂ 2 x u + . Then, if z is a solution of (2.8), we have that y has to be a solution of iy t + y xx = 1 2t F 0 (y + ) − F 1 (y) + 2∂ x (|v f | 2 )(z + − z) + ∂ x (v 2 f )(z + − z)e −iα log t −∂ x NLT (z + z + )) . Now, notice that from the fact that v f (t, x) =f (x/ √ t), the properties of f and f ′ given in Proposition 2.1, and those of z already proved, we conclude that the term 2∂ x (|v f | 2 )(z + − z) + ∂ x (v 2 f )(z + − z)e −iα log t is an integrable in time forcing term. As a consequence we can follow the same argument as the one used to solve the equation for z, and concude that (1.40) holds. This finishes the proof. √ 4πitû
recall the definition ofṽ f in (1.37).
Due to the invariance of L 2 (R) and L 4 ((0, t), L ∞ (R)) under the pseudo-conformal transformation T , and the decay estimates (2.50), in order to prove (1.43) it suffices to study the behaviour of
in L 2 (R) and L 4 ((t, ∞), L ∞ (R)), as t goes to infinity.
On the one hand, using the expression of e it∂ 2
x u + as a convolution (see (1.36) ) and Plancherel's indentity, we have Here, we have used Lemma 2.2 in obtaining the last inequality.
On the other hand, from the decay estimate (2.17) , as t → ∞.
From the above inequalities, we get , as t → ∞, for any 0 < γ < 1, and u + ∈ L 1 ∩ L 2 ( x γ ). Now, (1.44) is an immediate consequence of the triangle inequality, (1.43) and Plancherel's identity. Also, inequality (1.45) follows from (1.43) and (1.44) , by using the general inequality
for any functions f and g in L 2 .
Finally, assume by contradiction that there exists g(·, t) ∈ L 2 (R) defined in a time interval (0, T 0 > 0] such that u(t, x) − e to construct the tangent vector T solution of T t = T×T xx . Then, using the regularity of u, and after integration with the initial conditions
