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RÉSUMÉ
Depuis quelques années, il y a un intérêt de la communauté en dosimétrie d’actualiser les
protocoles de dosimétrie des faisceaux larges tels que le TG-51 (AAPM) et le TRS-398
(IAEA) aux champs non standard qui requièrent un facteur de correction additionnel. Or,
ces facteurs de correction sont difficiles à déterminer précisément dans un temps acceptable.
Pour les petits champs, ces facteurs augmentent rapidement avec la taille de champ tandis
que pour les champs d’IMRT, les incertitudes de positionnement du détecteur rendent
une correction cas par cas impraticable. Dans cette étude, un critère théorique basé sur
la fonction de réponse dosimétrique des détecteurs est développé pour déterminer dans
quelles situations les dosimètres peuvent être utilisés sans correction. Les réponses de
quatre chambres à ionisation, d’une chambre liquide, d’un détecteur au diamant, d’une
diode, d’un détecteur à l’alanine et d’un détecteur à scintillation sont caractérisées à 6
MV et 25 MV. Plusieurs stratégies sont également suggérées pour diminuer/éliminer les
facteurs de correction telles que de rapporter la dose absorbée à un volume et de modifier
les matériaux non sensibles du détecteur pour pallier l’effet de densité massique. Une
nouvelle méthode de compensation de la densité basée sur une fonction de perturbation
est présentée. Finalement, les résultats démontrent que le détecteur à scintillation peut
mesurer les champs non standard utilisés en clinique avec une correction inférieure à 1
%.
Mots clés : physique médicale, dosimétrie non standard, dosimétrie, radiothé-
rapie par modulation d’intensité, petits faisceaux, dosimètre de rayonnement,
Monte Carlo, facteur de correction
ABSTRACT
In recent years, the radiation dosimetry community has shown a keen interest in extend-
ing broad beam dosimetry protocols such as AAPM’s TG-51 and IAEA’s TRS-398 to
nonstandard fields which involve the use of an additional correction factor. Yet, these
correction factors are difficult to determine precisely in a time frame that is acceptable.
For small fields, these factors increase rapidly with field size, whereas for composite IMRT
fields, detector positioning uncertainties render a case-by-case correction impractical. In
this study, a theoretical criterion based on radiation detectors’ dose response functions is
used to determine in which situations a given dosimeter can be used without correction.
The responses of four ionization chambers, a liquid-filled chamber, a diamond detector, an
unshieded diode, an alanine dosimeter and a plastic scintillator detector are characterized
at 6 MV and 25 MV. Several strategies are also suggested to reduce/eliminate correction
factors such as reporting the absorbed dose to a volume and modifying the non-sensitive
components of a detector to compensate for mass density effects. A new method of density
compensation based on a perturbation function is presented. Finally, results show that
the scintillator detector can measure nonstandard fields used in the clinic with corrections
under 1%.
Keywords: medical physics, nonstandard dosimetry, radiation dosimetry, in-
tensity modulated radiation therapy, small beams, radiation detector, Monte
Carlo, correction factor
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NOTATION
fref , fns Champ de référence 10 x 10 cm2, champ non standard.
fclin, fmsr, fpcsr Champ clinique, spécifique à l’appareil, spécifique au plan de traitement.
Dfiw,Qi Dose absorbée dans l’eau pour un faisceau fi de qualité Qi.
(Dwdet)
fi
Qi Rapport de la dose absorbée du volume d’eau au détecteur.
M fiQi Mesure corrigée d’un détecteur placé dans un faisceau fi.
PionPTPPpol Facteurs de perturbation de la mesure : recombinaison des ions, tempé-
rature/pression et effet de polarité.
N fiD,w,Qi Facteur d’étalonnage dans l’eau pour un faisceau fi de qualité Qi.
k
fj,fi





Rapport des pouvoirs d’arrêt collisionnel restreint entre l’eau et le ma-





Rapport des coefficients d’énergie absorbée massique entre l’eau et le
matériau du volume sensible du détecteur.
ddet(x, y), dw(x, y) Fonction de réponse dosimétrique d’un détecteur, d’un volume d’eau.
Fi(x, y) Distribution de la fluence au plan de l’isocentre du champ fi.
h(x,y) Fonction de perturbation d’un détecteur par rapport à un volume d’eau.
PstemPcelPwallPflPgr Facteurs de perturbation du facteur d’étalonnage : tige, l’électrode cen-
trale, le mur, la fluence et l’effet de gradient.
Pρ Facteur de perturbation pour l’effet de la densité massique.
Pvol Facteur de perturbation pour l’effet du moyennement de volume.
Dpt, Dvol Dose absorbée à un point d’eau, un volume d’eau.
Msens,Msens (ρ = 1) Volume sensible, volume sensible de densité équivalente à l’eau.

fj,fi
Qj ,Qi Valeur absolue de la déviation relative de l’unité du facteur k
fj,fi
Qj ,Qi .
Ωfj,fiQj,Qi Facteur de champ qui convertit du champ fi à fj la dose à l’eau.
∆(x, y) Fonction de collimation/modulation.
D, Dc Zone de perturbation D et sa région complémentaire Dc.
A(fj), A(D) Aire du champ fj, aire de la zone D.
ξfns,fmsrQns,Qmsr , ξ˜
fns,fref
Qns,Q Paramètre de critère pour les petits champs, pour les champs d’IMRT.
(Xp,Yp)ξ Tailles de la zone de perturbation dans la direction transverse et longi-
tudinale d’une zone de perturbation associée à une tolérance ξ.
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Selon la Société Canadienne du Cancer, il est estimé que 187 600 nouveaux cas de cancer
et 75 500 décès surviendront au Canada en 2013. Il est aussi estimé que 2 Canadiens sur
5 auront un diagnostic de cancer durant leur vie et que 1 sur 4 en décèderont [1]. Il est
cependant important de mentionner que la moyenne de survie sur 5 ans pour tous les
cancers combinés a augmenté de 56% entre 1992-1994 à 63% entre 2006-2008 [1]. Cette
amélioration peut être en partie attribuée au progrès technologique fait en diagnostics et
en traitements du cancer sur cette période. Les cancers les plus fréquents sont le cancer
du poumon, du sein (pour les femmes), de la prostate (pour les hommes) et le cancer
colorectal. Ceux-ci représentent plus de la moitié des nouveaux cas diagnostiqués. La
radiothérapie, la chimiothérapie et la chirurgie sont présentement les principales modalités
du traitement du cancer. Environ la moitié des patients cancéreux auront recours à la
radiothérapie [2]. La radiation peut être livrée soit par des grains radioactifs scellés qui sont
appliqués directement à la tumeur (curiethérapie) ou par radiothérapie externe (EBRT)
où la radiation provient d’une source à l’extérieur du patient. Les faisceaux externes sont
générés par un accélérateur linéaire.
La radiothérapie se base sur le principe que les rayonnements ionisants provenant d’un
faisceau thérapeutique vont déposer de l’énergie le long de leur parcours dans les tissus du
patient. Cette énergie va servir à causer des bris dans les molécules de la chaîne d’ADN
des cellules de ce dernier. En particulier, les cassures double brins sont difficiles à répa-
rer ce qui cause la mort des cellules affectées. Ces bris peuvent aussi être produits de
façon indirecte, par la création de radicaux libres (ex, hydroxyle OH−) qui vont ensuite
endommager l’ADN. La probabilité de mort cellulaire est corrélée à la quantité d’énergie
absorbée par unité de masse. Cette quantité qui s’appelle la dose absorbée, a comme unité
le “Gray” exprimée en J/kg. Cette corrélation dépend de plusieurs facteurs incluant le type
de radiation (photons, électrons, protons), le type de tissu, la santé du patient etc... Par
convention, la dose est habituellement rapportée dans l’eau qui a des propriétés proches des
différents tissus du patient. Il est important de mentionner que la radiation endommage
aussi bien les tissus sains que les tissus cancéreux. Il est donc primordial de minimiser la
dose aux tissus sains pour diminuer le risque de complications tout en maximisant la dose
à la tumeur. Les traitements de radiothérapie sont souvent divisés en plusieurs fractions
pour laisser le temps aux cellules saines de récupérer entre les fractions. Finalement, la
précision avec laquelle la dose dans l’eau peut être déterminée pour différentes qualités de
faisceau (énergie, taille, forme) est essentielle au processus de livraison de la dose prescrite











(a) Composants d’un accélérateur linéaire médicale. (b) Collimateur multilames.
Figure 1.1 – (a) Accélérateur linéaire de Varian R©. Les électrons sont représentés en bleu
et les photons en jaune. (b) MLC120 MillenniumTM contenant deux bancs de 60 lames
(Courtoisie de Varian R©).
La figure (1.1a) montre les différentes composants d’un accélérateur linéaire médical (li-
nac). La partie de l’accélérateur illustrée s’appelle le statif (gantry) et peut tourner autour
d’un isocentre (où la tumeur est généralement placée) pour donner différents angles d’in-
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cidence du faisceau (angle du statif ). La plupart des linacs opèrent avec une distance
source-isocentre (SAD)1 de 100 cm.
Les électrons sont produits dans un canon à électrons par émission thermionique d’un
filament chauffé et sont par la suite focalisés (faisceau filiforme) et injectés dans un guide
d’ondes qui les accélère à l’énergie requise (4-25 MeV). Le guide d’ondes est formé d’une
série de cavités résonantes où les électrons sont accélérés en paquet par des ondes RF
de haute puissance (2856 MHz) produites par un système de génération de puissance RF
constitué d’une source RF et d’un modulateur pulsé [3]. En effet, la puissance des ondes
RF est élevé de sorte que le système ne peut les émettre de façon continue. La coïncidence
entre ces ondes et l’injection des électrons détermine la fréquence de répétition (PRF)
[Hz] du Linac (ex, 25-400 Hz pour Elekta PreciseTM [4]) tandis que l’amplitude du courant
du canon à électrons détermine pour une certaine condition de mesure la dose-par-pulse
[mGy/pulse] et donc le débit de dose [mGy/s] [5]. Les électrons sont ensuite déviés de
270◦ par un aimant quadripolaire avant d’entrer en collision avec une cible métallique
(ex, tungstène) ce qui produit une radiation de freinage (Bremsstrahlung). Un faisceau de
photons de 6 MV a un spectre d’énergie poly-énergétique allant de 0 à l’énergie 6 MeV
des électrons.
Le faisceau traverse ensuite un collimateur primaire qui donne la forme initiale du faisceau
suivie du filtre égalisateur qui permet d’avoir un faisceau plat à une profondeur de 10 cm
dans l’eau 2. La configuration de la cible/faisceau égalisateur peut changer selon l’énergie
sélectionnée [3, 6]. Le faisceau traverse ensuite les chambres moniteurs (doubles par souci
de redondance) qui contrôlent le débit de la machine (en unité moniteur, MU) ainsi que
la symétrie du faisceau ce qui permet d’arrêter le traitement lorsque la dose spécifiée est
atteinte. Les chambres moniteurs sont en général des chambres à ionisation scellées et ne
sont pas influencées par les facteurs d’environnement comme la température et la pression
atmosphérique. Elles sont typiquement étalonnées par le physicien clinique pour donner
un débit de 1 cGy/MU à l’isocentre dans des conditions de référence. Deux paires de
mâchoires agissent comme collimateur secondaire et donnent une forme rectangulaire au
champ. La taille maximale de la projection dans le plan de l’isocentre est typiquement de 40
1Source-to-axis distance.
2Le filtre égalisateur absorbe sélectivement les photons vers le centre ce qui crée des “cornes” en
périphérie du profil de dose qui diminue graduellement avec la profondeur.
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x 40 cm2. De nos jours, les linacs sont habituellement équipés d’un collimateur multilames
(MLC) qui définit la forme finale du champ de sorte qu’elle soit conforme au contour de
la tumeur. Les lames peuvent être en position ouverte (rétractée) ou fermée (prolongée).
Ces lames peuvent aussi bouger pendant que le faisceau est activé pour moduler l’intensité
du faisceau. La figure (1.1b) montre un exemple d’un MLC120 composé de deux bancs
de 60 lames. Les 40 lames centrales ont une épaisseur qui donne une résolution de ∼ 0.5
cm dans le plan de l’isocentre tandis que les lames en périphérie ont une projection de
∼ 1 cm. Il existe également un modèle avec 80 lames (MLC80) où toutes les lames ont
une projection de 1 cm. La résolution dans la direction du mouvement des lames n’est par
contre pas limitée. L’angle du collimateur (partie comprenant les mâchoires et le MLC)











(a) Illustration de l’effet rainure-et-languette.
Figure basée sur [7].
Plan de diffusion des photons à l'isocentre
(b) Simulation de la transmission des photons pour
un champ 10 x 10 cm2 avec les lames du MLC120 en
position fermée.
Figure 1.2 – (a) Le faisceau est incident sur les lames en z et les lames bougent dans la
direction des x. Lorsque les lames vertes sont rétractées, le profil d’intensité est donné par
la courbe bleu (gauche) et vice-versa. La somme de ces courbes donne un sous-dosage à
la position de la rainure/languette en Y. (b) La région de haute intensité à X = 0 cm
correspond à la fuite entre les lames opposées et les rayures d’intensité alternantes en Y
correspondent à la fuite entre les lames adjacentes (∼ 100 000 photons illustrés).
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Pour prévenir les collisions, il y a un espacement ∼ 0.004 cm entre les lames opposées
lorsqu’elles sont en position fermée et un espacement ∼ 0.006 cm entre les lames adjacentes
[8]. Ces espacements introduisent de la radiation de fuite interlames telle qu’illustrée par la
figure (1.2b) qui montre les résultats d’une simulation de la transmission des photons d’un
champ 10 x 10 cm2 à travers un MLC où toutes les lames sont en position fermée. La fuite
entre les lames est réduite de deux façons. Premièrement, les lames sont construites avec
un design en rainure-et-languette (tongue-and-groove) tel qu’illustré par la figure (1.2a).
Cet arrangement cause cependant un sous-dosage à la position de la rainure/languette
(l’effet tongue-and-groove). Cet effet peut être minimisé en synchronisant le plus possible
les lames adjacentes. Deng et al. ont démontré que cet effet n’était pas cliniquement
significatif lorsque le nombre de faisceaux est élevé (> 5) [9]. Finalement, la fuite interlames
est minimisée en ajustant les mâchoires avec une petite marge autour du contour de la
projection du champ dans le plan de l’isocentre. De plus, l’extrémité des lames est arrondie
pour minimiser la pénombre géométrique causée par les lames à travers le champ.
Le collimateur multilames est un élément essentiel de la radiothérapie à modulation d’inten-
sité (IMRT) où des champs d’intensité très complexe sont composés de plusieurs faisceaux
(4-10) ayant différents angles d’incidence qui sont à leur tour composés de segments de
faisceau. Ces derniers sont de petits champs modulés par les lames du MLC et chaque fais-
ceau peut en contenir quelques centaines. Finalement, chaque segment de faisceau peut être
sous-divisé en une collection de pixels ayant la même intensité appelée faisceaux élémen-
taires (beamlets). Le faisceau composé forme ainsi une collection de faisceaux élémentaires
ayant plusieurs niveaux d’intensité. Il existe deux modes de livraison de la radiation en
IMRT. Le mode segmentaire (step-and-shoot) où le faisceau est interrompu lors du dépla-
cement des lames et le mode dynamique (sliding window) où les lames bougent pendant
que le faisceau est actif. Le mode dynamique est en général plus rapide et donne des dis-
tributions de dose plus conformes que le mode segmentaire. Cette technique est cependant
plus compliquée et nécessite un programme d’assurance qualité de la vitesse de déplace-
ment des lames en plus de leur positionnement. La position des lames est spécifiée dans
un fichier de séquences de lames servant à contrôler le mouvement des lames en fonction
du nombre d’UM livré.
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Dans le cadre de ce mémoire, un MLC virtuel a été codé pour calculer des cartes d’intensité
de fluence (FIM) au plan de l’isocentre. Ces cartes peuvent être construites en divisant le
plan XY de l’isocentre en une grille d’une certaine résolution où la quantité de photons
relatives dans chaque cellule est enregistrée [particule/cm2]. De façon équivalente, on peut
calculer ces cartes à partir du temps d’ouverture des projections des lames au plan de
l’isocentre obtenu à partir des fichiers de séquences de lames. La figure (1.3) montre une
comparaison entre des FIM et des distributions de dose pour six champs dynamiques.
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Figure 1.3 – Comparaison de cartes de fluence et de distribution de dose pour 6 séquences
en mode dynamique. La dose est calculée par simulation Monte Carlo (code DOSXYZnrc)
au plan de l’isocentre dans un fantôme 30 x 30 x 30 cm3. Les champs dynamiques 1, 4, 6, 7
et 8 contiennent < 10 segments de faisceau tandis que le champ dynamique 5 en contient
210. Les régions de forte intensité sont en rouge. Ces séquences font partie d’un ensemble
de 14 champs déjà publiés antérieurement [10, 11].
Les cartes de dose ont été générées par des simulations Monte Carlo utilisant le module
géométrique DYNVMLC dont les détails sont disponibles dans une publication [8]. La
fluence photonique crée des électrons secondaires dans l’eau qui déposent par la suite la
dose illustrée. Ces électrons sont facilement déviés, ce qui donne un aspect de diffusion
aux cartes de dose. Celles-ci donnent la dose aux coordonnées (x,y) où x correspond à la
direction du mouvement des lames. En particulier, le champ dynamique 7 représente une
fente étroite qui bouge de gauche à droite en x et le champ dynamique 8 représente la
fermeture d’un champ ouvert avec seulement les lames du banc de gauche en x de sorte à
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former un gradient constant de fluence. De plus, les cartes de dose des champs dynamiques
7 et 8 montrent une pénombre (un bord de champ) dans la direction de l’épaisseur des
lames due aux fuites interlames qui ne sont pas prises en compte dans le calcul des FIM
présenté. Finalement, le module DYNVMLC nécessite une conversion des positions de
lames projetées à l’isocentre provenant de fichiers de séquence aux positions physiques de
celles-ci ce qui nécessite un calcul qui prend en compte la divergence du faisceau en plus
des extrémités arrondies des lames. Une description détaillée de ce calcul est disponible
dans une autre thèse [12]. Il est aussi intéressant de noter qu’il y a une certaine tendance à
vouloir construire des linacs sans filtre égalisateur (FFF) car leur fonction peut être remplie
par les MLC. Si l’énergie des électrons sortant du guide d’onde n’est pas compensée, le
spectre énergétique FFF est cependant amolli (l’énergie moyenne est diminuée) et la dose-
par-pulse augmentée [13].
1.3 Planification de traitement
La première étape de la planification de traitement est l’acquisition d’images du patient.
Les images CT d’un tomodensitomètre sont fréquemment utilisées mais la planification
peut aussi incorporer des images de résonance magnétique (MRI) et de tomographie par
émission de positron (PET). La prochaine étape est celle de la segmentation des struc-
tures biologiques. Le radio-oncologue trace le contour des structures à traiter (la tumeur)
ainsi que le contour des organes à risque qui sont à protéger. Une fois le volume à traiter
bien déterminé, la planification dosimétrique peut débuter. Il existe deux types de pla-
nification : la planification directe (foward planning) et la planification inverse (inverse
planning).
La radiothérapie conforme tridimensionnelle (3D-CRT) est une méthode de planification
directe où le dosimétriste calcule manuellement le nombre d’unités moniteur à livrer,
l’énergie, la direction, la forme et les poids relatifs d’une combinaison de faisceaux qui
satisfait la dose prescrite par le radio-oncologue. Un logiciel de planification de traitement
(TPS) calcule de façon plus précise la distribution de dose résultant de la configuration
choisie. Le dosimétriste ajuste ensuite tous les paramètres selon son expérience jusqu’à ce
que le plan soit acceptable. Cette méthode donne de meilleurs résultats lorsque le nombre
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de structures à protéger est petit. Les faisceaux sont en général assez simple (ex. deux
champs parallèles et opposés) et peuvent être modifiés à l’aide de différents accessoires
incluant des filtres en coin qui modifient l’obliquité des isodoses, des caches qui protégent
les organes à risque et des bolus qui aplanissent les contours irréguliers du patient. La
forme du champ peut aussi être définie par le collimateur multilames.
La planification inverse est une méthode qui est, de nos jours, étroitement liée à l’IMRT.
Dans cette technique, le point de départ est la distribution de dose souhaitée décrite
par des contraintes de dose à chacune des structures. L’étape suivante est une étape
itérative d’optimisation où une configuration initiale de faisceaux est sélectionnée. Les
paramètres modifiables incluent le nombre et l’orientation des faisceaux. Ceux-ci sont
découpés en faisceaux élémentaires (beamlets) dont l’intensité est aussi modifiable [14].
Les contraintes de dose sont ensuite utilisées pour formuler une fonction objective qui
est habituellement définie comme étant le carré de la différence entre la distribution de
dose de la présente itération et celle désirée [15]. L’algorithme d’optimisation peut être
soit déterministe où seul un changement de plan qui diminue la fonction objective est
accepté ou stochastique où un changement de plan qui augmente la fonction objectif peut
être accepté [15]. L’algorithme déterministe converge plus vite mais peut interpréter un
minimum local comme étant optimal. Le résultat de l’optimisation est un ensemble de
cartes de fluence (FIM) pour chacun des faisceaux résultants. Le TPS utilise ensuite un
algorithme de calcul de dose plus précis, souvent basé sur des méthodes pseudo Monte
Carlo, pour évaluer la distribution de dose réelle du plan optimisé. L’utilisateur peut
ensuite accepter le plan ou le refuser. Le cas échéant, le plan est soumis à nouveau à
l’optimisateur avec quelques changements aux contraintes. Lorsque le plan est accepté, un
algorithme produit les séquences de lames à partir des cartes de fluence de chacun des
faisceaux élémentaires optimisés.
La figure (1.4) montre un simple exemple de plan produit par la planification inverse.
Le “Mario” est formé d’une région de forte dose (chapeau, vêtement), d’une région de
faible dose (cheveux, yeux, moustache, bras, souliers) et d’une région où il n’y a pas ou
peu de dose (oreilles, visage, mains et l’arrière-plan). Dans une procédure de planifica-
tion typique, la première région correspondrait à la tumeur visible, la deuxième pourrait
inclure des ganglions lymphatiques susceptibles d’être cancéreux et la dernière représente-
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rait des organes à risque (ex, moelle épinière). La planification inverse donne des résultats
beaucoup plus précis que la planication directe surtout lorsque le nombre de structures
à protéger est élevé. De plus, seules les contraintes de dose ont besoin d’être spécifiées.
Cette technique est cependant beaucoup plus complexe et l’optimisation est un processus
coûteux en temps.


























Figure 1.4 – Comparaison entre une carte de fluence calculée directement du fichier de
séquence de lames et d’un plan de diffusion des photons provenant d’une simulation Monte
Carlo pour la séquence “Mario” (1550 segments de faisceau). Cette séquence a été produite
par le processus de planification inverse. Les contours de Mario ont été tracés avec trois
niveaux de dose comme contraintes. Les régions hautes en intensité sont plus foncées.
Il est important de mentionner que des tests d’assurance qualité (QA) d’IMRT spécifiques
aux patients sont exécutés de façon périodique par les physiciens cliniques pour vérifier
certains aspects de la livraison. Le plan du patient est recalculé par le TPS dans un fan-
tôme fait d’un plastique équivalent à l’eau (ex. PMMA). Ce nouveau plan est dénommé
plan d’assurance qualité de la livraison (DQA) et est utilisé pour vérifier la dose à un point
de référence (dosimétrie de référence) ainsi que de vérifier des profils de dose relatifs au
point de référence (dosimétrie relative). Ce point est choisi dans une région de haute dose
et de bas gradient (souvent l’isocentre) et la dose spécifiée par le plan DQA est vérifiée
expérimentalement avec une chambre d’ionisation. Si la mesure est en accord avec la dose
calculée avec une tolérance de ± 3%, le plan est accepté [16]. Les différences peuvent pro-
venir des imprécisions de l’algorithme de calcul de dose du TPS, d’un problème mécanique
(ex. avec le MLC) ou encore d’un problème avec le détecteur. En effet, les chambres d’ioni-
sation ont plusieurs problèmes qui affectent les mesures des champs non standard (ex, les
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champs d’IMRT). De plus, la dose au point de référence n’est pas suffisante pour détermi-
ner que la livraison est suffisamment précise. La distribution de dose 2D prédite du DQA
doit être vérifiée par un dosimètre relatif comme un film radiosensible (GafChromic R©) ou
un réseau de chambres d’ionisation. Finalement, le nombre d’unités moniteur requis est
souvent recalculé avec un logiciel indépendant (ex, RadCalc R©).
Un programme de QA d’appareils de radiothérapie comprend également la vérification
annuelle de facteurs d’ouverture (OF). Ces facteurs représentent le ratio de la dose à l’eau
entre deux taille de champ non-modulées différentes. Il est habituel de calculer ces facteurs
avec la dose du champ de référence de l’appareil en dénominateur. On parle alors d’un
facteur OF rapporté au champ de référence. Ce champ de référence fref est de 10 x 10
cm2 pour les linacs conventionnels mais est plus petit pour les modalités qui ne peuvent
réaliser cette taille. Ces OF sont ensuite comparés avec ceux obtenus à la mise en service
de l’appareil pour détecter une dégradation de l’état de l’appareil. La plupart des centres
suivent les recommandations du rapport TG-142 [17] qui suggèrent une tolérance de 1 %
à la consistance des facteurs d’ouverture à l’exception des champs inférieurs à 4 x 4 cm2,
pour lesquels un écart de 2 % est toléré.
1.4 Les techniques avancées
1.4.1 L’irradiation modulée en arc
L’irradiation modulée en arc est une technique relativement nouvelle qui est aussi connue
sous différents noms comme RapidArc R© (Varian R© ) et VMATTM (Elekta R©). Cette tech-
nique utilise les mêmes linacs conventionnels que l’IMRT mais comporte plusieurs dif-
férences. L’arc est formé par une rotation continuelle (sur 360◦) du faisceau autour du
patient. Les lames du MLC se déplacent dynamiquement pour moduler le faisceau durant
la rotation. En fait, les fichiers de séquences de lames spécifient les positions des lames
pour un certain intervalle d’angle du statif au lieu de la fraction d’unité moniteur. De plus,
la vitesse de rotation du statif et le débit de dose (0-600 MU/min) sont des paramètres
ajustables [14]. Cette technique donne des résultats d’aussi bonne qualité que l’IMRT mais
est beaucoup plus rapide car la livraison complète peut être effectuée avec un seul arc.
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D’ailleurs, les traitements en arc utilisent moins d’unité moniteur pour traiter la tumeur





Figure 1.5 – Illustration d’un appareil TomoTherapy R©. (Courtoisie de Accuray R©)
La figure (1.5) montre un appareil de tomothérapie. La tomothérapie est une technique
qui combine un accélérateur linéaire à un système de rotation similaire à celui utilisé
par les tomodensitomètres. Contrairement à l’irradiation en arc, le linac effectue de mul-
tiples rotations autour du patient pendant le traitement. L’accélérateur linéaire produit
des faisceaux en éventail (fan beam) d’épaisseur mince. Il y a trois dimensions de faisceau
disponibles : 1 x 40 cm2 , 2 x 40 cm2 et 5 x 40 cm2. Durant l’irradiation, la table bouge
de façon continuelle perpendiculairement à la direction de rotation du faisceau de sorte à
traiter la tumeur tranche-par-tranche hélicoïdalement. La tomothérapie est livrée avec une
distance source-isocentre (SAD) de 85 cm. Le faisceau en éventail est aussi modulé par
un collimateur multilames (MLC64 binaire). Contrairement au MLC d’un linac conventio-
nel, chaque lame peut bloquer entièrement le faisceau dans la direction de son épaisseur.
Chaque banc de lames contient 32 lames numérotées paires (2,4,6...) ou impaires (1,3,5...)
de sorte à donner 64 lames qui ont une projection de 0.625 cm au plan de l’isocentre (donc
40 cm). Les lames se prolongent et se rétractent de façon très rapide de sorte qu’elles sont
soit activées ou désactivées (binaires) [18]. Le linac de l’appareil de TomoTherapy R© n’a
pas de filtre égalisateur (FFF) ce qui donne un débit de dose (MU/min) plus élevé. Fina-
lement, un imageur CT d’énergie MV est utilisé pour positionner précisément le patient
avant le traitement. Bien qu’utilisée avec la majorité des sites anatomiques, la tomothéra-
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pie est particulièrement avantageuse pour traiter les cas craniospinaux qui nécessiteraient
plusieurs jonctions de champ avec un linac conventionnel.
1.4.3 La radiochirurgie stéréotaxique
La chirurgie stéréotaxique est une chirurgie qui bénéficie d’un positionnement très précis
dans l’espace 3D. La chirurgie stéréotaxique peut aussi être effectuée par radiothérapie ex-
terne ce qui a l’avantage de ne pas nécessiter l’hospitalisation du patient. La radiochirurgie
stéréotaxique (SRS) est effectuée en une seule fraction tandis que la radiothérapie stéréo-
taxique (SRT) livre la dose en un nombre peu élevé de fractions (2 à 5). Certaines tumeurs
ont une meilleure réponse au traitement lorsque la dose par fraction est très élevée. Le
Gammaknife R© est un appareil de radiochirurgie stéréotaxique où un cadre de stéréotaxie
attaché au crâne du patient est fixé à un casque de collimation contenant 201 sources de
60Co qui sont dirigées vers un point précis dans le cerveau où est situé la tumeur. Selon le
modèle, le faisceau le plus large a un diamètre de 1.6-1.8 cm [19]. Récemment, il est devenu
possible de faire de la radiothérapie stéréotaxique aux organes à l’extérieur du crâne, une
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Figure 1.6 – Illustration d’un Cyberknife R©. (Courtoisie de Accuray R©)
En 2009, le CHUM a été le premier centre hospitalier au Canada à mettre en service un
Cyberknife R© à l’hôpital Notre-Dame similaire à celui illustré à la figure (1.6). Le Cyberk-
nife est composé d’un linac produisant des faisceaux circulaires étroits de 6 MV attaché à
un bras robotisé de type industriel. Le bras linac a ainsi trois degrés de liberté (θ, φ, SSD)
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où θ est l’angle polaire, φ est l’angle azimutal et la SSD représente la distance source-
surface. Il y a donc 6 degré de liberté en incluant ceux de la table. Plusieurs tailles de
collimateurs peuvent être fixées au linac donnant des champs variant entre 0.5-6 cm de
diamètre à l’isocentre (SAD = 80 cm). Il existe présentement un collimateur à ouverture
variable l’IRISTM qui permet de changer la taille du collimateur durant le traitement sans
intervention humaine. Deux sources de rayon-X situées au plafond permettent de capter
des images de la tumeur durant le traitement ce qui permet aux faisceaux de la suivre
avec une très grande précision. Le Cyberknife est particulièrement utilisé pour les tumeurs
du poumon qui ont tendance à se déplacer selon la respiration du patient. En particulier,
le collimateur de 0.5 cm est utilisé pour traiter avec une forte dose en une seule fraction
(60-80 Gy), la névralgie du trijumeau, une condition très douloureuse qui implique un nerf
du visage.
1.5 Justification et structure du mémoire
En radiothérapie externe, les appareils sont étalonnés pour donner un certain débit de
dose (cGy/UM) à l’eau en condition de référence. Les protocoles d’étalonnage tels que le
TG-51 [20] (1999) de l’AAPM 3 et le TRS-398 [21] (2000) de l’IAEA 4 requièrent un facteur
d’étalonnage ND,w,Q pour convertir la mesure d’une chambre d’ionisation à la dose à l’eau.
En principe, ce facteur d’étalonnage ne peut être utilisé qu’avec un champ de référence 10
x 10 cm2 ce qui est problématique lors des tests d’assurance qualité des champs d’IMRT
où la dose à l’eau doit être mesurée. En 2004, Bouchard et al. [10] et Capote et al. [22] ont
indépendamment démontré qu’il est nécessaire d’introduire un facteur de correction pour
corriger ND,w,Q lors de la mesure de champs d’IMRT. Aux États-Unis, l’utilisation de la
thérapie à modulation d’intensité est passée de 0.15% à 95.9% dans la période de 2000 à
2008 [23]. De plus, les nouvelles modalités telles que le Cyberknife R© introduisent de petits
champs qui n’étaient auparavant pas présents en clinique en plus de ne pouvoir produire
de champs aussi large qu’un 10 x 10 cm2. Par conséquent, leur étalonnage et l’évaluation
de leur performance incluent la mesure de facteurs d’ouverture de champ très étroits. En
général, les champs statiques de petites tailles des appareils stéréotaxiques ainsi que les
3American Association of Physicists in Medicine.
4International Atomic Energy Agency.
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champs composés de petits segments de faisceau des appareils utilisant l’IMRT font partie
des champs dits non standard.
En 2008, Alfonso et al. [19] ont proposé un formalisme qui introduit une série de facteurs
de correction dans le but de servir de base à un futur protocole de dosimétrie des champs
non standard. Hors, cinq ans plus tard, la communauté des physiciens médicaux attend
toujours qu’un tel protocole voit le jour 5. En effet, les protocoles basés sur la correction
de la mesure en condition non standard ont plusieurs difficultés à surmonter. Les facteurs
de correction sont en général difficiles à déterminer précisément et efficacement pour la
clinique. En effet, les méthodes Monte Carlo sont assez précises pour calculer ces facteurs
mais sont présentement trop lentes pour être utilisées de façon courante en clinique en plus
de dépendre de l’exactitude des modèles de détecteurs utilisés. Expérimentalement, plu-
sieurs chercheurs tentent d’extraire ces facteurs à l’aide de détecteurs ayant une meilleure
équivalence à l’eau par rapport aux chambres à ionisation mais ces détecteurs (n’étant pas
faits d’eau) ont aussi leur propre facteur de correction. L’application de ces facteurs de
correction est aussi une tâche difficile. Pour les petits champs, les facteurs de correction
augmentent rapidement avec une diminution de la taille de champ en plus de dépendre de
la taille de la source ponctuelle d’électrons ainsi que de la géométrie du détecteur. Pour
les champs d’IMRT, le comportement stochastique des champs combiné aux incertitudes
de positionnement du détecteur rendent une correction cas-par-cas impraticable.
La complexité croissante des champs utilisés en radiothérapie a aussi menée à la mise en
marché de plusieurs nouveaux types de détecteurs qui sont commercialisés comme étant
plus adaptés à la mesure des champs non standard. Il y a présentement une certaine
urgence à trouver une solution simple pour évaluer rapidement, lors d’une mesure, quels
détecteurs peuvent être utilisés en toute sécurité. En effet, plusieurs incidents ont déjà été
rapportés. Récemment, un centre hospitalier du Missouri aux États-Unis a annoncé avoir
surdosé 76 patients entre 2005 et 2010 lors de traitements de radiochirurgie stéréotaxique
du cerveau [24]. Il s’avère que le physicien qui a étalonné l’appareil n’a pas réalisé que
son détecteur était trop large pour mesurer un champ stéréotaxique, ce qui a mené à une
erreur qui est passée inaperçue pendant plus de 5 ans. Certains patients ont rapporté
avoir eu des spasmes faciaux, une perte de balance et une perte de mémoire à la suite
5Un protocole du groupe de l’IAEA-AAPM pour les petits champs est présentement en révision.
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de l’incident. Un incident similaire s’est produit en 2007 dans un hôpital de Toulouse en
France qui a mené à la sur-irradiation de 145 patients [25]. Il n’existe présentement aucun
critère rigoureux pour déterminer quelle taille de champ est considérée comme étant petite
pour un détecteur donné. Les manufacturiers de détecteurs suggèrent cependant certaines
astuces comme de ne pas utiliser un détecteur qui a une largeur supérieure à 25% de la
largeur du champ d’intérêt [26].
Le but du travail présenté dans ce mémoire est de développer des méthodes permettant
d’évaluer les limites d’utilisabilité des détecteurs en condition non standard. Voici quelques-
uns des objectifs de ce travail :
• Modéliser et évaluer la performance de plusieurs dosimètres en condition non stan-
dard par la méthode Monte Carlo pour déterminer lesquels sont les plus appropriés
à une mesure sans correction.
• Déterminer un critère permettant d’évaluer la taille de champ limite requise pour
utiliser un détecteur donné sans corriger sa mesure.
• Développer des indices permettant de caractériser rapidement quelles hétérogénéités
dans la distribution de dose de champs d’IMRT d’un détecteur on peut tolérer sans
avoir à corriger la mesure.
• Explorer certaines méthodes de réduction des facteurs de correction pour repousser
encore plus loin les limites d’utilisation des dosimètres.
La structure du mémoire est la suivante : le chapitre 2 présente une description de la
dosimétrie en condition de référence avec comme point de départ une description de la
physique des interactions entre le rayonnement et la matière. De plus, une introduction
à la mesure de la dose avec différents détecteurs de rayonnement ionisant est présentée.
Le chapitre 3 est une introduction aux différentes notions de dosimétrie non standard qui
servent de base au travail de ce mémoire. Le chapitre 4 présente les principaux résultats
de ce mémoire dans la forme d’un article scientifique. Finalement, le chapitre 5 conclut
sur les travaux de ce mémoire.
15
CHAPITRE 2
LA DOSIMÉTRIE DES RAYONNEMENTS IONISANTS



















Figure 2.1 – Illustration des interactions pertinentes à la physique médicale des photons
avec la matière.
Les faisceaux de photons représentent le type de rayonnement ionisant le plus couramment
utilisé en radiothérapie externe1. Les photons (neutres) sont indirectement ionisants car
ils déposent leur énergie en la transférant d’abord à des électrons secondaires (chargés)
qui vont ensuite interagir avec les atomes du matériau absorbeur pour y déposer l’énergie
localement (quantifiée par la dose). La figure (2.1) illustre les interactions principales des
photons avec la matière. Lorsqu’un photon incident s’approche d’un atome du matériau
absorbeur, la probabilité qu’il y ait une interaction, est souvent caractérisée par la section
efficace 2, dénotée σ, qui est une aire effective à l’intérieur de laquelle le photon interagit et à
l’extérieur de laquelle il n’y aura pas d’interaction. Les interactions principales des photons
avec la matière en radiothérapie sont l’effet photoélectrique, la diffusion Compton et la
production de paires et ont comme section efficace σPE, σC et σPP respectivement.
L’effet photoélectrique décrit une interaction où un photon d’énergie hν transfert toute son
énergie à un électron fortement lié à l’atome [27]. Le photon a une plus grande probabilité
1Les faisceaux d’électrons et de protons sont au-delà de la portée de ce mémoire.
2La section efficace est exprimée en unité de barns (1b = 10−28 m2).
d’interaction avec un électron d’une couche inférieur (K, L et M à partir du noyau).
L’énergie du photoélectron est donnée par l’équation suivante :
Ee− = hν − Eliaison (2.1)
Lorsque le photon a une énergie légèrement supérieure à celle de la couche K (ou toutes
autres couches) il y a une soudaine augmentation de la section efficace qui résulte en une
plus grande absorption des photons de cette énergie. On appelle cette augmentation la
raie-K d’absorption. L’interaction photoélectrique cause un phénomène de durcissement
du faisceau où l’énergie moyenne des photons primaires augmente dû à l’absorption pré-
férentielle des photons de basse énergie. La section efficace σ
PE
est proportionnelle au
nombre atomique de l’absorbeur selon Z4abs et inversement proportionnelle à l’énergie du
photon selon hν3 [27]. Le photoélectron laisse un trou derrière qui est comblé par un élec-
tron libre ou un électron d’une couche supérieure. Un rayon-X caractéristique est alors
émis avec une énergie égale à la différence énergétique des couches électroniques. Fina-
lement, un rayon caractéristique peut éjecter un électron d’une couche supérieure (un
électron Auger). L’effet photoélectrique est particulièrement importante dans les énergies
keV pertinentes à l’imagerie médicale.
La diffusion Compton décrit une interaction entre un photon incident et un électron de
valence comme le montre la figure (2.1). Un photon diffusé et un électron Compton ré-







Ee− = hν − hν ′ . (2.3)
Selon l’équation (2.2) un photon avec un angle de déflection de θ = 180◦ (un photon
rétrodiffusé) aura une énergie maximale. La section efficace de Compton σ
C
est décrite
par l’équation de Klein-Nishina et est proportionnelle à Zabs en plus de diminuer avec
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l’énergie du photon incident hν [27]. Cette interaction est la plus importante dans les
énergies MeV pertinente à la radiothérapie.
Finalement, la production de paires survient lorsqu’un photon d’énergie élevée interagit
avec le champ coulombien du noyau pour produire une paire électron-positron. Cette in-
teraction a une énergie seuil 3 de 1022 keV ce qui laisse une énergie cinétique disponible
de hν− 1022 keV à la paire. En comparaison avec l’effet photoélectrique, cette interaction
enlève des photons de haute énergie ce qui rammolit le faisceau. La section efficace σ
PP
est
proportionnelle à Z2abs en plus d’augmenter avec l’énergie photonique hν. La figure (2.1)
montre également une production de triplets qui survient lorsqu’un photon de haute éner-
gie interagit avec le champ électrique d’un électron pour créer une paire électron-positron
en plus d’éjecter l’électron. Le positron créé va interagir avec le milieu et éventuellement
être anéantit par un électron ce qui résulte en une paire de photons de 511 keV émise avec
un angle de ∼ 180◦ les séparant. La figure (2.2) résume les régions de prédominance des
interactions principales des photons.













Figure 2.2 – Graphique montrant les régions de prédominance des différentes interactions
des photons. Les courbes désignent les régions où les sections efficaces sont équivalentes
(σPE = σC pour la courbe de gauche et σC = σPP pour la courbe de droite). Figure
adaptée de E.B. Podgoršak [27].
Il existe plusieurs autres interactions des photons avec la matière qui sont plus ou moins
importante en radiotérapie. La diffusion Rayleigh par exemple, change la trajectoire des
3Ce qui correspond à deux fois l’énergie de masse de l’électron 511 keV.
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photons de faible énergie sans qu’il y ait transfert d’énergie. Ce type d’interaction ne
contribue pas à la dose mais contribue à l’atténuation du faisceau car moins de photons
incidents se rendent à la région d’intérêt. Finalement, les photons d’énergie élevée (> 10
MeV) peuvent être absorbés par le noyau qui émet une particule subatomique (c.-à-d,
un neutron ou un proton) [27]. Cette interaction se nomme réaction photonucléaire et sa
section efficace est dénotée par σ
PP
.
La section efficace totale est donnée par l’équation suivante :
σtot = σR + σC + σPE + σPP + σPN (2.4)








où NA est le nombre d’Avogadro (le nombre d’atomes par mole d’absorbeur), A est la
masse atomique et ρ la densité de masse. Il est pertinent de noter que la section efficace
de l’effet Compton σ
C
étant proportionnelle à Zabs, son atténuation est indépendante du
nombre atomique [27]. L’intensité du faisceau de photons ayant traversé une épaisseur x
de matériau absorbeur est donnée par la loi de Beer-Lambert [28] :
I(x) = Io · e−(
µ
ρ )ρx (2.6)
où Io est l’intensité du faisceau initial.
Le Z des molécules peut être déterminé en évaluant un nombre atomique effectif. La
formule de Mayneord est souvent utilisée comme suit :
Zeff = 2.94
√
a1Z2.941 + a2Z2.942 + ...+ anZ2.94n (2.7)
où a1,a2,...an représente la contribution fractionnelle de chaque élément au nombre total
d’électrons. (NAZ
A
× la fraction relative de chaque élément dans le mélange). Finalement,
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·NA · ρ (2.8)
où ρe représente le nombre d’électrons par volume de l’absorbeur. L’atténuation due à
l’effet Compton est proportionnelle à cette quantité.




Figure 2.3 – Illustration de l’interaction coulombique d’un électron avec le milieu. Le
rayon de l’atome est désigné par a et b représente le paramètre d’impact.
La figure (2.3) montre l’interaction coulombique d’un électron s’approchant d’un atome
où a est le rayon atomique et b le paramètre d’impact. Lorsque b > a, l’électron subit une
collision douce (soft collision) où une petite partie de son énergie cinétique est perdue, ce
qui résulte en une excitation de l’atome ou l’ionisation d’un électron de valence. Lorsque
b ≈ a, l’électron subit une collision dure (hard collision) aussi appelé collision catastro-
phique où il perd une partie significative de son énergie à ioniser l’atome ce qui résulte en
un électron éjecté qui peut à son tour ioniser d’autres atomes4 (un rayon δ ). En particu-
lier, ces interactions catastrophiques ont le nom de diffusion Møller pour les électrons et
diffusion Bhabha pour les positrons. Les collisions douces (plus fréquentes) font en sorte
que l’électron incident perd son énergie de façon approximativement constante entre les
collisions dures. Finalement, lorsque b < a, l’électron interagit avec le noyau ce qui résulte
4Le rayon δ est par définition celui qui a la plus petite énergie et l’énergie maximale transférée est donc
de 50% [29].
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dans 98% des cas en une diffusion élastique nucléaire où l’électron ne subit qu’une légère
déviation et 2% du temps en une perte d’énergie sous la forme d’un photon de freinage
[30]. Cette perte d’énergie radiative est aussi utilisée dans la cible du linac pour créer le
faisceau de photons incidents. La diffusion élastique de l’électron a une très large section
efficace et est décrite par la théorie de diffusion multiple [31]. En effet, contrairement aux
photons qui peuvent parcourir de longues distances avant d’être absorbés, les électrons
subissent un très grand nombre de collisions ( ∼ 106) avant d’être absorbés localement
[32].
La fraction d’énergie hν d’un photon transférée aux électrons du milieu en énergie cinétique













où E¯tr est l’énergie moyenne transférée par les interactions. De plus, les pertes radiatives
des électrons en forme de radiation de freinage (Bremsstrahlung) ne contribue pas à la











· (1− g) (2.10)
où g représente la fraction d’énergie qui est perdue par la production du rayonnement de
freinage.
Du point de vue des électrons, le pouvoir d’arrêt représente la perte d’énergie d’une par-




La perte d’énergie due aux interactions résultant de collisions normalisées par la densité
























où re est le rayon classique de l’électron, me, v et z représentent respectivement la masse,
la vélocité et la charge de l’électron et β = v/c, où c est la vitesse de la lumière dans le vide
[34]. Le potentiel moyen d’excitation du matériau est représenté par I et est proportionnel
au Z du matériau absorbant (I ≈ 11.5 Z [33]). Lorsque la vélocité de l’électron incident
est comparable à celle des électrons du milieu, la correction de couche C/Z diminue le
pouvoir d’arrêt [33]. Un milieu avec une haute densité massique peut diminuer le pouvoir
d’arrêt par le terme de correction de densité δ/2. Ce terme vient d’une diminution du
champ de Coulomb due à la polarisation du milieu par l’électron incident [33].
Les pertes radiatives dues à la production des photons de freinage peuvent être combinées

























est le pouvoir d’arrêt massique total. Cette quantité est utile pour évaluer la
portée des électrons selon le modèle de ralentissement continuel approximatif ou continuous







Il est pertinent de noter que les électrons sont sujets aux déviations dû à leur petite masse
et leur portée actuelle est plus petite que la portée RCSDA. Le modèle CSDA reste une
bonne approximation pour les matériaux de bas Z. La portée des électrons secondaires
augmentent avec l’énergie du faisceau primaire.
Le principe d’équilibre électronique qui est illustré par la figure (2.4) est fondamental à
la physique médicale. Sans atténuation, le faisceau de photons primaires générerait un
nombre d’électrons secondaires constant à chacune des couches de profondeur du milieu
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tel qu’illustré par la figure (2.4a). La portée des électrons représentée par la longueur des
flèches crée deux régions distinctes. Les couches moins profondes que la portée des électrons
relâchent un nombre croissant d’électrons (la zone de recouvrement électronique) ce qui
augmente la dose jusqu’à ce que le nombre d’électrons produits soit constant (la zone
d’équilibre électronique) ce qui donnerait une dose constante. La figure (2.4b) montre
le même graphique (un rendement en profondeur, PDD) en considérant l’atténuation du
faisceau primaire. Ici, l’atténuation diminue la dose pour les couches plus profondes que
le recouvrement électronique. À la profondeur de la dose maximale dmax, il y aurait alors
équilibre électronique (CPE) tandis qu’on parle plutôt d’équilibre transitoire pour les
couches plus profondes.







(a) La dose déposée en profondeur sans l’atténua-





I(x) ≈ Imax  e-μ max
Équilibre 
(x-d    )
max d      x      =
 (x      ≥      )     maxd  
(b) Exemple de rendement en profondeur. Les
lignes en pointillés illustrent le principe d’un
champ parallèle-opposé. La courbe rouge est la
somme des courbes verte et bleue.
Figure 2.4 – Illustration de l’équilibre électronique.
La figure (2.4b) montre également le principe du champ parallèle-opposé où une dose
uniforme dans la région à traiter est créée par deux rendements en profondeur opposés
(en tournant l’angle du statif du linac de 180◦ autour du patient). La profondeur dmax
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est choisie en modifiant l’énergie du faisceau primaire de façon à épargner les tissus en
surface.
Les électrons secondaires ont aussi une portée latérale dans le milieu (perpendiculaire à la
profondeur) et par conséquent, le principe d’équilibre électronique n’est applicable qu’au
champ large (ex. 10 x 10 cm2). Pour les petits champs ( < 2 x 2 cm2), il y a une perte
d’équilibre électronique latérale car les électrons qui quittent l’axe centrale ne peuvent être
remplacés par les électrons diffusés de l’extérieur vers l’intérieur. En général, un faisceau
plus large va produire une plus grande dose en profondeur sur l’axe central relativement
à la dose à dmax.
2.3 La dose absorbée
La dose absorbée D est définie comme étant l’énergie moyenne d¯ transférée à un volume




où D est en unité de Gray (1 Gy = 1 J/Kg). La fluence des particules Φ (particule/cm2)




où dN¯ est le nombre de particules ayant traversé une surface transversale dA. La dose
absorbée peut être calculée par le produit du pouvoir d’arrêt collisionnel massique [J ·









Le ratio de la dose absorbée dans un volume d’eau entouré d’eau (ex. un fantôme d’eau)
à la dose absorbée dans le volume sensible d’un détecteur placé dans le même milieu est










De plus, dans les situations où il y aurait équilibre électronique (CPE) et que les conditions
suivantes seraient satisfaites :
• 1. Le volume d’intérêt est suffisamment petit comparé à la portée des électrons dans
le milieu de sorte que la fluence électronique n’est pas perturbée.
• 2. Les interactions des photons à l’intérieur du volume peuvent être ignorées de
sorte que la dose est déposée uniquement par les électrons provenant d’interactions
à l’extérieur du volume.
la dose absorbée dans le volume d’eau est donnée par l’équation suivante :













est le ratio des pouvoirs d’arrêt moyennés sur le spectre énergétique des élec-
trons dans le volume. L’équation (2.19) est connue sous le nom de théorie des cavités de
Bragg-Gray.
En réalité, la dose absorbée est plus petite que celle prédite par la théorie de Bragg-Gray
dû aux collisions dures qui créent des rayons δ qui peuvent quitter le volume d’intérêt







est introduit pour ne considérer que les électrons ayant
une énergie inférieure à un seuil ∆. Une valeur de ∆ = 10 keV est souvent utilisée, ce qui
donne une portée maximale ∼ 2 mm dans l’air [27]. On obtient donc,








cette équation se nomme la théorie des cavités de Spencer-Attix et est appropriée pour les
chambres d’ionisations (cavité d’air). Finalement, pour les détecteurs ayant des matériaux
denses comme volume sensible (ex. diamant, silicium), il faut considérer la dose déposée
par les électrons provenant des interactions photoniques à l’intérieur du volume d’intérêt
représentée par le coefficient de masse d’énergie absorbée de l’équation (2.10) comme
suit :
















où d est un terme proportionnel à la taille effective du volume d’intérêt. Ce terme est
∼ 1 pour les petites cavités (Spencer-Attix) et ∼ 0 pour les grandes cavités. L’équation
(2.21) porte le nom de théorie des cavités de Burlin [33, 35]. Même si les détecteurs
denses comme le diamant et le silicium ont des volumes sensibles beaucoup plus petits
que les chambres à air, leur taille équivalente est beaucoup plus grande [36]. Il est aussi






est relativement indépendant du Z à ∼ 1 MeV (région de
Compton) mais dépend plus fortement du Z pour les photons diffusés de basse énergie
(région photoélectrique).
2.4 Le transport des particules par la méthode Monte Carlo
Les méthodes Monte Carlo sont des procédés statistiques dont la précision ne dépend que
du nombre d’évènements indépendants simulés. La méthode Monte Carlo est particulière-
ment utile pour résoudre le problème de transport de la radiation qui, jusqu’à date, n’a pas
de solution analytique [37]. Les codes de transport Monte Carlo utilisent un générateur de
nombres pseudo-aléatoire pour échantillonner des quantités d’intérêt et leurs incertitudes
respectives à partir de fonctions de densité de probabilité qui décrivent les différentes
interactions physiques [29]. L’histoire d’une particule décrit sa trajectoire à partir de la
source incluant les trajectoires des particules secondaires créées par celle-ci. Pour illustrer
la technique, on peut considérer l’exemple d’un photon d’énergie suffisamment élevée de
sorte que les interactions dominantes sont la diffusion Compton et la production de paire
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[38]. La fonction de densité de probabilité qu’il y ait interaction à l’intérieur d’une distance
x, est donnée par le coefficient d’atténuation [cm−1] de l’équation (2.6) :
p(x) = µtot · e−µtotx (2.22)
où µtot = µC + µPP . On peut ensuite évaluer la densité de probabilité cumulative c(x)
comme suit :





dx′ = 1− e−µtotx (2.23)
en inversant c(x) on obtient :
x = − 1
µtot
ln(1−R1) (2.24)
La distance jusqu’à la prochaine interaction est échantillonnée par le nombre aléatoire R1
et l’équation (2.24). La prochaine étape est d’échantillonner le type d’interaction avec un
deuxième nombre aléatoire R2. Si R2 < µC/µtot une interaction Compton survient, sinon il
y a production de paire. En réalité, il arrive souvent que la densité cumulative ne soit pas
inversable, le cas échéant une technique de rejet est utilisée [39]. Un nombre aléatoire R1 est
sélectionné pour calculer une valeur x′ = a+(b−a)R1 à l’intérieur du domaine [a, b] d’une
fonction de densité f(x) normalisée. Un deuxième nombre aléatoire R2 est sélectionné et
si R2 < f(x′) la valeur x est acceptée, sinon elle est rejetée. Cette technique est utilisée
pour échantillonner l’énergie des particules après chacune des interactions.
La figure (2.5) résume les étapes du transport des photons par la méthode Monte Carlo. À
chacune des interactions, les paramètres d’espace de phase (énergie, position, direction...)
de chaque particule résultante sont stockés sur la pile pour être traités ultérieurement.
Lorsque l’énergie du photon diminue sous un seuil PCUT spécifié5 ou que le photon quitte
la géométrie d’intérêt, son histoire est terminée.
5Les paramètres Monte Carlo mentionnés dans ce mémoire proviennent du système de code (EGS).
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Figure 2.5 – Diagramme montrant le processus du transport des photons par la méthode
Monte Carlo. Figure basée sur A. Bielajew [38].
Le transport des électrons/positrons est beaucoup plus complexe en raison du grand
nombre d’interactions [38]. Dans un code de Monte Carlo de type II 6, seuls les élec-
trons ayant une énergie supérieure à un seuil de production AE sont transportés et les
interactions douces sont groupées en étape d’histoire condensée. Entre les interactions
dures, l’énergie de l’électron décroît de façon constante selon le modèle CSDA (pouvoir
collisionnel restreint) et les angles de déflection sont échantillonnés selon la théorie de la
diffusion multiple de Lewis [41]. L’histoire de l’électron est finalement terminée lorsque son
énergie tombe sous un seuil ECUT (ECUT ≥ AE) spécifié. Dans la limite où les étapes
d’histoire condensée sont rapprochées le résultat converge exactement ce qui ralentit de
plus en plus la simulation [29]. En fait, l’utilisation d’un seuil ECUT aussi connu sous le
nom de technique de rejet de la portée (Range rejection) introduit une petite approxima-
tion car l’électron a une très mince probabilité de créer un photon de freinage qui pourrait
6Les codes de type I utilisent plutôt le pouvoir d’arrêt non-restreint [40].
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transporter une partie de son énergie plus loin. L’exactitude des codes Monte Carlo utili-
sant l’algorithme d’histoire condensée de classe II est de 0.1% par rapport à leurs propres
sections efficaces [42].
Pour un nombre élevé d’histoires N et une variance σ2 sur une quantité d’intérêt (la
dose moyenne par histoire), le produit N ×σ2 est constant. Le nombre d’histoires étant





par exemple, pour réduire l’incertitude de moitié il faudra faire une simulation quatre
fois plus longue [43]. Les simulations Monte Carlo étant en général très longues, plusieurs
techniques de réduction de variance (VRT) ont été développées pour augmenter l’efficacité
des simulations.
Deux techniques de base des VRT sont la division (splitting) des particules et la roulette
russe. Une particule (photon ou électron) avec un poids wo peut être divisée enN particules
qui ont chacun des poids de wo/N . Même si la contribution à la dose absorbée de chaque
particule divisée est diminuée, la statistique est améliorée par leur plus grand nombre.
Les particules qui n’ont pas été divisées deviennent alors lourdes (fat particles) car elles
contribuent davantage au calcul de la dose. La roulette russe est en quelque sorte l’idée
contraire, qui consiste à éliminer des particules existantes. Si on joue à la routelette russe
avec une probabilité de survie de N , le poids de la particule survivante est ajusté à wo ×
N . Ces deux idées sont souvent complémentaires. L’idée est de diviser dans les régions
importantes et de jouer à la roulette russe dans les régions qui ont peu d’importance
au calcul de dose. Par exemple, on peut diviser les photons de freinage créés dans la
cible de l’accélérateur. Ces photons vont créer des électrons Compton dans les mâchoires
avec un poids de w = wo/N . Ces électrons ne contribueront pas à la dose absorbée, on
peut donc jouer à la roulette russe avec une probabilité de 1/N ce qui redonne un poids
de wo aux électrons qui ont survécu [44]. Une technique populaire avec la simulation de
source d’accélérateur linéaire est la division du Bremsstrahlung directionnelle (Directional
Breamsstrahlung splitting, DBS). L’utilisateur spécifie un facteur DBS qui est utilisé pour
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diviser les photons Bremsstrahlung produits dans la cible. Les photons dirigés à l’intérieur
des limites d’une région conique définie par l’utilisateur sont transportés normalement.
Ceux dirigés vers l’extérieur sont soumis à une roulette russe avec une probabilité de
1/DBS [44]. Les photons à l’extérieur du cône ainsi que leurs progénitures deviennent donc
lourds. Un bon choix de région conique est celle provenant de la projection du collimateur
primaire à l’isocentre. Les simulations d’accélérateur linéaire présentées dans ce mémoire
utilisent un facteur DBS de 2000 avec une région d’intérêt circulaire à l’isocentre ayant un
rayon de 25.6 cm (ce qui est plus large qu’un champ 40 x 40 cm2).
2.5 Détecteurs de rayonnements ionisants
La mesure de la dose est un des aspects fondamentaux du travail de physicien médical en
radio-oncologie. Le physicien a de nos jours, le choix d’une multitude de dosimètres qui
ont chacun leurs avantages et leurs limitations. Certains détecteurs sont mieux adaptés à
la mesure de la dose absorbée dans l’eau à une position de référence (dosimétrie absolue),
tandis que d’autres donnent d’excellents profils de dose normalisés (dosimétrie relative).
Choisir le détecteur le plus approprié dans une certaine situation n’est pas toujours tâche
facile. Il existe cependant plusieurs critères qui définissent les propriétés recherchées d’un
dosimètre idéal. Un détecteur qui est linéaire, mesure une quantité qui est linéairement
proportionnelle à une quantité dosimétrique sur une plage suffisamment large avant de pré-
senter un comportement non-linéaire (ex. saturation). Certains détecteurs souffrent d’une
dégradation de leur signal avec le temps (dommage radiatif) ce qui affectent leur stabilité.
Certains détecteurs ont le problème d’être dépendant de l’énergie du faisceau. Par exemple,
le spectre énergétique des photons primaires (d’un faisceau MV) est amolli dans les grands
champs dû à une augmentation de photons diffusés de basse énergie (keV). Le nombre ato-
mique Z du détecteur est un facteur déterminant considérant qu’il y a une dépendance
Z4 pour la section efficace photoélectrique. De plus, la mesure d’un détecteur ne devrait
pas être trop affectée par l’angle d’incidence du faisceau (dépendance directionnelle). La
mesure de profils dosimétriques requiert une bonne résolution du détecteur surtout dans
les régions de pénombre. 7 Le signal d’un dosimètre devrait également être indépendant du
7Dans un profil latéral, à une certaine profondeur, la pénombre représente les bords extérieurs du profil
où il y a une forte diminution de la dose (une zone de gradient).
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débit de dose (Gy/min) ce qui inclut d’être indépendant de la dose-par-pulse (mGy/pulse)
et de la fréquence de répétition des impulsions (Hz).8 Par convention, toutes les mesures
de dosimétrie absolue sont rapportées à l’eau. Il est donc essentiel que le détecteur soit
équivalent à l’eau en densité et nombre atomique pour diminuer les corrections qui doivent
être apportées à la théorie des cavité. Cette dernière propriété est particulièrement im-
portante en dosimétrie des champs non standard. Certains détecteurs montrent aussi une
dépendance aux facteurs d’environnement suivants : la température (de la pièce, du fan-
tôme), la pression atmosphérique et l’humidité relative de la pièce. Finalement, la facilité
d’utilisation est un facteur à considérer car certains détecteurs ne sont pas réutilisables
et certains requièrent un étalonnage élaboré ce qui peut être un problème en clinique au
niveau du temps [45].
2.5.1 Chambres d’ionisation et chambres liquides
Tige Électrode externe (mur)
Électrode centrale
Électrodes de garde
(électrode centrale + isolateur)
volume sensible (air)
Figure 2.6 – Les composants principals d’une chambre d’ionisation de type Farmer. Cette
radiographie de la chambre Exradin A12 est adaptée d’une simulation Monte Carlo à 120
kV d’un tomographe à faisceaux coniques (Cone beam CT) réalisée avec l’aide du code
egs_cbct de la suite EGSnrc [46]. Certains détails de la tige sont dissimulés dans cette
figure.
De tous les détecteurs utilisés aujourd’hui en radiothérapie, les chambres d’ionisation ont
la plus longue utilisation et représentent le type de détecteur le plus répandu. Les chambres
d’ionisation sont utilisées aussi bien en dosimétrie relative (profils) qu’en dosimétrie abso-
lue. La figure (2.6) illustre une radiographie d’une chambre d’ionisation cylindrique. Une
8Les faisceaux de linac ne sont pas continus mais bien "pulsés".
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chambre d’ionisation est composée d’un volume sensible d’air isolant où les électrons se-
condaires provenant de l’extérieur ionisent l’air en formant des paires d’ions positifs et
d’électrons de basse énergie qui sont attirées par des électrodes de signes opposées ce qui
crée un courant dans l’électrode centrale qui est capté comme signal. Le mur cylindrique
agit comme électrode externe et est mis à terre. Le potentiel appliqué entre l’électrode
externe et centrale est très important car s’il est trop petit, les ions créés vont se recom-
biner avant d’être collectés (sous-estimant le signal) tandis que s’il est trop grand les ions
vont être assez énergétiques pour créer des ions secondaires (surestimant le signal). Dans
l’air, un voltage entre 200-400 V est typiquement utilisé pour amener la mesure près de
la région de saturation [45]. Pour que le signal ne vienne que des ionisations produites
dans l’air, l’électrode centrale (qui s’étend jusqu’au bout de la tige) doit être entourée
d’un isolateur. Le champ électrique entre les électrodes peut induire un courant de fuite
dans l’isolateur qui augmente le signal. Pour contrer cet effet, des électrodes de garde
sont utilisées pour capter le courant de fuite avant qu’il n’atteigne l’électrode centrale.
Ces électrodes servent aussi à définir plus précisément les limites du volume sensible et à
rendre le champ électrique plus uniforme.















représente l’énergie moyenne requise à la production d’une paire d’ions et a une valeur
de 33.97 J/C [45]. Cette équation combinée au ratio des pouvoirs d’arrêt restreint entre
l’eau et l’air permet d’évaluer directement la dose à l’eau. Cependant, le volume sensible
effectif (plus petit que le volume d’air physique) est très difficile à déterminer ce qui change
la valeur de mair et par conséquent, les chambres d’ionisation sont généralement utilisées
comme dosimètres secondaires (étalonnées par calorimétrie).
Il est important de mentionner que la mesure brute doit être corrigée pour plusieurs
facteurs expérimentaux. Même au voltage utilisé (proche de la saturation), certains ions
se recombinent ce qui diminue la quantité de charge collectée par rapport à celle produite.
La recombinaison initiale est le processus par lequel des ions positifs et négatifs provenant
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de la trace d’une seule particule ionisante se recombinent. Ce processus est indépendant
du débit de dose et n’est généralement pas significatif pour les chambres d’ionisation. Par
contre, la recombinaison générale implique la recombinaison des ions provenant de traces
de particules différentes lors de leur trajet vers les électrodes. Cet effet dépend de la densité
d’ions qui est plus élevée avec un débit de dose plus rapide [45]. La charge produite Qo
peut être estimée à partir de la charge mesurée Q en traçant une courbe de Jaffé [45] pour






. Une solution populaire pour les
chambres à ionisation est la méthode à deux voltages basée sur la théorie de Boag pour









oùMHbrute est la mesure à VH ∼ 400 V etMLbrute est la mesure à VL ∼ 200 V (la moitié).
Lorsque la polarité des électrodes est inversée, la mesure de la chambre peut être affectée.










est déterminé à T = 20◦C, P = 101.325 kPa et 50% d’humidité relative
(condition normale de température et de pression). Si les conditions environnementales
sont différentes lors de la mesure, la masse d’air mair change ce qui invalide l’équation
(2.26). Une simple correction doit être apportée :
PTP =
273.25 + T


















9Les pulses sont plus rapides que le temps de transit des ions.
33
où Pelec est un facteur égal à 1 si la chambre et l’électromètre sont étalonnés ensemble.
Les chambres d’ionisation ont des volumes sensibles qui varient entre 0.1-1.0 cm3 [45]. Les
chambres plus grandes sont utilisées pour la dosimétrie absolue en condition de référence
(10 x 10 cm2) et pour les mesures dans les champs d’IMRT. Les petites chambres sont uti-
lisées pour les profils mais ont un signal plus faible en comparaison aux détecteurs à l’état
solide et ne sont pas idéales pour mesurer dans les régions de pénombre. En effet, l’air est
∼ 800 fois moins dense que l’eau ce qui limite leur résolution et cause plusieurs problèmes
de perturbation dans les champs non standard. En résumé, les chambres d’ionisation ont
une longue utilisation en radiothérapie et les problèmes affectant sa mesure en condition
standard sont bien compris et ont des solutions simples. Lorsque la mesure est corrigée,
les chambres donnent une réponse qui est stable en plus d’être indépendante de l’énergie,
du débit de dose et de la directionnalité du faisceau. De plus, elles sont facile d’utilisation
et ne souffrent pas de dégradation avec le temps. Elles éprouvent cependant de grandes
difficultés dans les petits champs.
Plus récemment, les chambres d’ionisation liquides ont reçu une attention particulière
car elles remédient en grande partie au problème d’équivalence avec l’eau des chambres
d’ionisation. Un modèle de chambre liquide commercialisé est la microLion (micro-liquid-
ionizing chamber) de PTW (PTW31018) qui a entre deux électrodes parallèles en graphite,
un volume sensible d’isooctane, un liquide diélectrique non-polaire avec une permittivité
diélectrique isooctane de 1.94 (au lieu de 1 pour l’air). Le fonctionnement des chambres
liquides est très similaire à celui des chambres à air mais présente plusieurs avantages dû
à une densité plus proche de l’eau (ρisooctane ≈ 0.69 g/cm3). Avec une densité plus élevée
elles peuvent être construites plus petites tout en donnant un meilleur signal (∼ 2 fois
plus grand) ce qui leur permet de bien performer dans les situations de forts gradients
de dose (petits champs, pénombres) [47]. Tout comme les chambres à air, elles ont une
réponse indépendante de l’énergie mais doivent être utilisées avec un potentiel très élevé
(800 V) pour diminuer les effets de recombinaison d’ions [26]. En effet, la combinaison
d’une plus grande densité d’ionisation (300 x plus grande) et d’une mobilité des ions ré-
duites (3000-6000 fois plus petite) fait en sorte que la recombinaison d’ions est un obstacle
majeur pour les chambres liquides [48]. Contrairement aux chambres d’ionisation, la re-
combinaison initiale est importante pour les chambres liquides ce qui fait en sorte qu’il
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n’y a pas saturation du signal sur la plage de potentiel utilisée en pratique et la méthode
à deux voltages n’est pas applicable. Il n’existe présentement pas de solutions simples à ce
problème qui est un sujet de recherche actif [47, 49, 50]. Malgré tout, lorsque la fréquence
de répétition des pulses est inférieure à 180 Hz la microLion ne montre pas de dépendance
significative au débit de dose dû à la recombinaison des ions [26].
2.5.2 Les détecteurs à l’état solide (silicium et diamant)
Les diodes sont composés de silicium en réseau cristallin où les électrons sont confinés
à certaines bandes d’énergie distinctes. Le silicium (quatre électrons de valence) a une
mince bande interdite de 1.12 eV que les électrons doivent franchir pour atteindre la
bande conductrice ce qui en fait un semi-conducteur. Un semi-conducteur de type-p est
dopé avec un accepteur d’électrons (ex, le bore qui a trois électrons de valence) ce qui crée
un niveau d’énergie additionnel juste au-dessus de la bande de valence qui peut être comblé
par un électron de valence créant un trou (excès de charge positive). Les semi-conducteurs
de type-n sont, quant à eux, formés en dopant le silicium avec un donneur d’électrons
(ex, le phosphore qui a cinq électrons de valence) ce qui crée un niveau d’énergie sous
la bande conductrice où les électrons peuvent accéder facilement à la bande conductrice
(excès de charge négative). Dans une jonction p-n les électrons du semi-conducteur de
type-n diffusent vers celui de type-p (et vice-versa pour les trous) ce qui crée une zone de
désertion où il y a recombinaison des paires électron-trou, générant ainsi un champ élec-
trique intrinsèque. Les particules ionisantes qui traversent la région de désertion peuvent
créer des paires d’électron-trou si l’énergie absorbée est suffisante pour exciter les élec-
trons dans la bande conductrice. Ces paires sont balayées par le champ électrique ce qui
génère un courant proportionnel à l’énergie absorbée. En pratique, les détecteurs au sili-
cium sont formés d’un substrat de semi-conducteur10 de type-p qui est contre-dopés en
surface pour former la jonction [51]. Le volume sensible est extrêmement mince ∼ 30 µm
pour la PTW60012.
Grâce à leur petite taille, les diodes ont une longue utilisation en dosimétrie relative, par-
ticulièrement dans les petits champs et les pénombres de champ. En effet, l’énergie requise
10Seulement les semi-conducteurs de type-p sont utilisés en radiothérapie car ils sont moins endommagés
par la radiation et ont un plus faible courant d’obscurité.
35
pour produire une paire d’électron-trou (∼ 1 eV) est très inférieure à celle requise des
chambres pour produire une paire d’ion-électron (∼ 34 eV). Contrairement aux chambres,
elles peuvent être opérées sans tension de polarisation ce qui explique leur utilisation en
dosimétrie in-vivo. Cependant, elles souffrent d’une plénitude de désavantages. En parti-
culier, leur haut nombre atomique (Z = 14) les rend dépendantes du spectre énergétique
des photons par la théorie de Burlin11. De plus elles ont, avec le temps, une perte de
sensibilité dû au dommage par la radiation ce qui affecte leur stabilité et leur indépen-
dance au débit de dose. Par conséquent, elles doivent être ré-étalonnées régulièrement.
Finalement, elles sont aussi sujettes à une dépendance directionnelle en plus d’être non-
équivalentes à l’eau [45]. Il existe deux types de détecteur au silicium : les diodes blindées
et non-blindées. Les diodes blindées (PTW 60016) ont leur volume sensible protégé par
un compartiment métallique qui absorbe les photons de basse énergie ce qui améliore
leur indépendance énergétique dans les grands champs [26]. Cependant, ce même blindage
augmente les perturbations dans les petits champs. Les diodes non-blindées (PTW 60012)
performent beaucoup mieux dans les petits champs où la contribution de photons de basse
énergie est minime [26, 35].
Le détecteur au diamant naturel (PTW60003, PTW) combine plusieurs des avantages
de la diode et de la chambre d’ionisation. La forte densité du diamant ρdiamant = 3.52
g/cm3 fait en sorte qu’il peut être construit très petit tout en gardant un très bon signal.
Contrairement au silicium, la bande interdite du diamant est beaucoup plus large (5.5 eV)
ce qui en fait un isolant et diminue les courants de fuite [52].
En principe, le détecteur au diamant fonctionne comme une chambre à ionisation à l’état
solide. Une tension de polarisation de 50 ou 100 V est appliquée au diamant à l’aide
de contacts dorés. Contrairement à la chambre liquide, le diamant peut être détruit si
le mauvais voltage est utilisé [26]. Une paire d’électron-trou est générée lorsque l’énergie
absorbée d’une particule ionisante est supérieure à 5.5 eV. Ces paires sont ensuite recueillies
par les électrodes ce qui donne le signal. Si le diamant est pur, le débit de recombinaison des
électrons/trous est proportionnel à la racine carré du débit de dose ce qui diminue le signal
pour les hauts débits [52]. Le diamant contient cependant une certaine quantité d’impureté
11Les diodes ont cependant une bonne indépendance énergétique pour les faisceaux d’électrons car le
ratio des pouvoirs d’arrêt Si-eau est assez stable en fonction de la grandeur de champ.
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(qui lui donne aussi sa couleur particulière) qui génère des pièges à électrons à l’intérieur
de la bande interdite ce qui les empêchent de se recombiner aux trous. La dépendance au
débit de dose est néanmoins un des plus importants défauts de ce détecteur. Le signal est
aussi dégradé lorsque la concentration d’impuretés est trop élevée (trop d’électrons étant
piégés). La sélection de pierres adéquates peut être ardue ce qui augmente le coût et le
temps de fabrication de ce détecteur [53]. De plus, le volume sensible du détecteur peut
varier (1-6 mm3) ce qui affecte la reproductibilité d’un détecteur à l’autre [26]. Par ailleurs,
les électrons piégés produisent des champs électriques qui diminuent la tension appliquée,
un phénomène nommé polarisation. Cette polarisation fait en sorte que le signal diminue
progressivement à chaque mesure. Lorsque le diamant est pré-irradié par une certaine dose
d’amorçage (5-20 Gy), les pièges sont saturés et toute les charges vont aux électrodes ce
qui assure la stabilité du détecteur.
Contrairement au silicium, la réponse du diamant (Z = 6) est indépendante de l’énergie et
offre une meilleure réponse directionnelle (comparé aux détecteurs ci-haut) même dans les
petits champs [54]. De plus, le diamant est très résistant aux dommages par la radiation, est
plus proche de l’eau en nombre atomique mais est aussi plus dense ce qui peut augmenter
les effets de perturbation dans les petits champs.
Tout récemment, un nouveau détecteur au diamant synthétique (PTW60019 microDia-
mond, PTW) construit entièrement à l’Université Tor Vergata à Rome a été commercia-
lisé par PTW et offre plusieurs avantages par rapport au diamant naturel. Le diamant est
formé par une méthode de dépôt en phase vapeur par procédé chimique (CVD) en deux
étapes. La première couche est un substrat de diamant HPTP (haute-pression haute-
température) bon marché sur lequel une couche de diamant de type-p est déposée [53, 55].
Lors de la deuxième étape, une couche de diamant intrinsèque (sans impureté) est dépo-
sée sur le diamant-p et sert de volume sensible. Ce petit volume (∼ 0.004 mm3) donne à
ce détecteur une résolution inégalée par les autres types de détecteurs. Contrairement au
diamant naturel, le processus de fabrication est reproductible d’un détecteur à l’autre tout
en étant moins dispendieux. Finalement, un contact d’aluminium (métal) est thermique-
ment évaporé sur la couche de diamant intrinsèque. Cette structure verticale de couches
métal/intrinsèque/p++ (MIP) agit comme une diode à barrière de Schottky. La couche
d’aluminium crée une jonction Schottky avec le diamant intrinsèque qui agit comme zone
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de désertion. Le diamant-p agit comme injecteur de trous (potentiel négatif) ce qui crée
une tension inverse avec le métal qui est mis à la terre en plus d’assurer l’unipolarité
du dispositif [56, 57]. La réponse du détecteur se stabilise rapidement (∼ 0.1 s) grâce
à la haute mobilité des trous dans le diamant (3800 cm2/Vs) [56–58]. Contrairement au
diamant naturel, la jonction Schottky n’a pas besoins de tension de polarisation supplé-
mentaire 12. De plus, le détecteur au diamant synthétique n’a pas de dépendance au débit
de dose [58] et ne requiert pas ou peu de pré-irradiation (5 Gy est recommandé par PTW).
Tout comme le diamant naturel, le diamant synthétique n’est pas équivalent à l’eau en
densité.
2.5.3 La dosimétrie par résonance paramagnétique électronique (alanine)
La radiation ionisante génère un grand nombre d’électrons non appariés (c.-à.d., qui n’est
pas accompagné d’un électron de spin opposé), qui en temps normal, diffusent rapidement.
La concentration de ces électrons est proportionnelle à l’énergie déposée localement (la
dose). Dans certains matériaux où la diffusion est limitée (les os, l’émail des dents), la
concentration d’électrons non appariés reste enregistrée pour de longues périodes. En fait,
la dosimétrie par résonance paramagnétique électronique (EPR) a une longue utilisation
dans les études rétrospectives d’accidents de surexposition au rayonnement car la dose
enregistrée dans l’émail des dents peut être lue plusieurs années après l’incident (le centre
des radicaux est extrêmement stable ∼ 107 ans)13 [59]. Les principes du signal EPR sont
analogues au signal NMR en imagerie par résonance magnétique. Lorsque le matériau est
placé dans un champ magnétique, les électrons non appariés s’alignent au champ et ne
peuvent occuper que deux niveaux d’énergie reliés à leurs moments magnétiques ms =
± 1/2. La différence entre ces niveaux d’énergie peut être modifiée selon l’intensité du
champ magnétique (∼ 350 mT) de sorte que lors de l’application d’une micro-onde de
bande X (9.75 GHz), les électrons du niveau inférieur puissent subir une transition au
niveau supérieur en absorbant cette énergie. Un spectre d’absorption [59] est obtenu en
variant le champ magnétique autour de la fréquence de résonance (un pic). La largeur des
12Une tension positive peut aussi être appliquée au contact métallique.
13La dosimétrie EPR a plusieurs applications incluant la reconstruction de dose lors d’incidents, l’irra-
diation de la nourriture, la datation archéologique et la radiothérapie.
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pics (peak-to-peak linewidth) ∆H de la dérivée première de ce spectre est proportionnelle
à la concentration des radicaux et donc à la dose absorbée [60].
Depuis quelques années, la dosimétrie EPR avec des pastilles d’alanine est utilisée comme
dosimètre en radiothérapie par des chercheurs et des laboratoires standards. Les pas-
tilles d’alanine sont composées d’un mélange de 90% de poudre polycristalline d’alanine
(C3H7NO2) et de 10% de cire de paraffine. Ce mélange a une très bonne équivalence à
l’eau grâce à sa composition et sa densité de 1.12 g/cm3. De plus, la réponse de sa lecture
est indépendante de l’énergie du faisceau et du débit de dose en plus d’avoir une bonne
résolution [61]. Récemment, plusieurs chercheurs ont utilisé cette équivalence à l’eau pour
extraire des facteurs de correction pour différents détecteurs en conditions non standard
[61–67]. Cependant, la dosimétrie EPR par l’alanine a plusieurs inconvénients qui font en
sorte que son utilisation en clinique reste limitée [68]. En effet, l’équipement de lecture est
très dispendieux et les procédures peuvent être compliquées en plus d’être demandantes
en temps.
2.5.4 Les scintillateurs
Bien que les détecteurs à scintillation plastique (PSD) soient un sujet de recherche actif
depuis plusieurs années, ce n’est que très récemment qu’un modèle a été commercialisé pour
la radiothérapie (Exradin W1, Standard Imaging). La fibre scintillante est formée à 97%
de polystyrène et d’un fluorescent organique. À la température de la pièce (kBT = 0.025
eV), les électrons sont dans l’état fondamental S0 (ground state) [69]. Lorsqu’une particule
ionisante interagit avec le scintillateur, l’énergie absorbée sert à exciter les électrons au
niveau S1 avant de retourner à l’état fondamental en émettant de la lumière fluorescente
qui est captée par une fibre optique qui la conduit à un photodétecteur ce qui donne un
signal proportionnel à la dose absorbée. Ce processus est extrêmement rapide 10−9s [69].
L’énergie de transition entre les états S1 et S0 est ∼ 3-4 eV ce qui donne une couleur bleu-
violet au scintillateur. Il est aussi possible qu’un électron dans l’état singlet S1 passe à un
état triplet T1 (spins parallèle) avant de retourner à l’état fondamental. Cette transition
donne l’effet de phosphorescence qui est un processus beaucoup plus lent et n’est pas
utilisé par les PSD. La lumière Cerenkov est un problème majeur pour les détecteurs
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à scintillation. Cette lumière est produite lorsque les électrons traversant les plastiques
diélectriques de la tige ont une vitesse supérieure à la lumière dans ce milieu14. Pour les
PSD, les électrons ayant une énergie supérieure à 145-180 keV émettent cette lumière
qui a un spectre centré sur le violet [69]. L’émission de la lumière Cerenkov est de 20
à 100 fois inférieure à la fluorescence mais devient importante considérant la quantité
de plastique exposée [69]. Il existe plusieurs méthodes pour enlever la lumière Cerenkov.
La technique chromatique est celle qui donne présentement les meilleurs résultats. Deux
filtres de longueur d’onde sont utilisés pour obtenir deux mesures de la lumière collectée.
Il est ensuite possible de découpler le signal provenant de la scintillation et de la lumière
Cerenkov à l’aide de deux constantes (A et B) qui sont déterminées par une méthode
d’étalonnage qui requiert des mesures dans deux conditions de champ différentes (largeur,
dose, profondeur etc...)[70].
Le détecteur à scintillation plastique a une équivalence à l’eau inégalée par les autres
détecteurs disponibles. La densité du polystyrène fluorescent est de 1.05 g/cm3 et la densité
de la fibre optique en PMMA est de 1.18 g/cm3 ce qui est très proche de l’eau. Pour cette
raison, le détecteur à scintillation est approprié pour extraire des facteurs de correction
pour différents détecteurs en condition non standard [71]. De plus, ce détecteur a une très
bonne indépendance à l’énergie du faisceau, au débit de dose et à la directionnalité du
faisceau [51]. Le signal est assez sensible pour que le détecteur soit construit avec une
excellente résolution ∼ 1 mm ce qui en fait un détecteur idéal pour les mesures dans les
petits champs. Son plus grand désavantage reste un étalonnage élaboré pour enlever la
lumière Cerenkov.
2.5.5 Dosimètres 2D et 3D
Les dosimètres présentés ci-haut sont tous principalement conçus pour mesurer la dose
à une certaine position. Pour mesurer des profils (dosimétrie relative), il faut plusieurs
acquisitions entre lesquelles le détecteur est déplacé. Il existe plusieurs dosimètres qui per-
mettent d’obtenir des profils 2D/3D en une seule acquisition ce qui peut sauver beaucoup
14Pour les PSD, la vitesse de la lumière est de c′ = c/n ou n = 1.48-1.60.
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de temps. En particulier, le film Gafchromic15 est un film radiochromique qui contient un
colorant spécial qui se polymérise en étant exposé à la radiation [45]. L’opacité des régions
colorées est proportionnelle à la dose absorbée et peut être lue avec un densitomètre. La







où I0 est l’intensité de la lumière transmise avant l’exposition et I est l’intensité transmise
après l’exposition. L’analyse peut aussi être fait informatiquement à l’aide d’un scanneur
spécialisé. Ce film offre plusieurs avantages : il n’a pas besoin d’être développé (contraire-
ment aux films radiographiques), il a une bonne équivalence à l’eau et est indépendant de
l’énergie des faisceaux MV ainsi que du débit de dose [72]. Les désavantages incluent des
variations d’un paquet de film à l’autre qui nécessite un étalonnage pour chaque paquet
et une analyse qui peut être laborieuse. Il existe aussi des réseaux de détecteurs pouvant
faire des profils 2D. Les chambres à ionisation, les diodes et les scintillateurs sont utilisés
dans cette configuration.
Les modalités modernes en radiothérapie livrent la dose de façon de plus en plus complexe.
Il y a par conséquent un intérêt à développer des détecteurs pouvant mesurer des distribu-
tions de dose 3D. Les systèmes de dosimétrie par gel peuvent mesurer des distributions 3D
grâce à des processus chimiques qui dépendent de la radiation [45]. Les gels ont une bonne
équivalence à l’eau mais souffrent de problème de diffusion d’ions après l’irradiation et
nécessitent une lecture utilisant l’imagerie par résonance magnétique. Récemment, il a été
démontré que les réseaux de fibres scintillantes pouvaient être utilisés comme dosimètre
3D [73].
2.5.6 Sommaire
En résumé, les chambres d’ionisation ont une longue utilisation en clinique mais ne peuvent
être utilisées pour les mesures qui nécessitent une haute résolution. Les diodes au silicium
sont souvent préférées pour faire ces mesures mais ont une mauvaise indépendance à
15Le film Gafchromic est composé de 9% H, 60.6% C, 11.2% N et 19.2% O ce qui lui donne une bonne
équivalence à l’eau [45].
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l’énergie. Les chambres liquides et le détecteur au diamant naturel combinent plusieurs des
avantages de la chambre à ionisation et des diodes mais ont des problèmes de recombinaison
ce qui les rendent dépendantes du débit de dose. Le diamant synthétique et le détecteur à
scintillation sont des détecteurs récents qui ont un grand potentiel en radiothérapie.
2.6 La dosimétrie de référence
2.6.1 Étalonnage absolu des accélérateurs linéaires
Les traitements en radiothérapie dépendent de la fiabilité avec laquelle on peut livrer
exactement la dose prescrite. L’ICRU recommande une précision de ± 5 % ce qui nécessite
une chaîne d’étalonnage qui débute dans un laboratoire de métrologie. Il est pertinent
de réitérer que toutes les mesures dosimétriques sont rapportées à l’eau par convention
(l’eau ayant des propriétés proches des tissus biologiques). Les chambres d’ionisations
utilisées en clinique sont considérées comme étant des dosimètres secondaires lorsqu’elles
sont étalonnées contre un standard primaire qui est établi dans un laboratoire standard.
L’utilisation d’un laboratoire standard et de protocoles de dosimétrie de référence permet
de faire en sorte que le “Gray” d’un centre soit le même partout ailleurs. Il existe plusieurs
centre d’étalonnage dans le monde 16 où le “Gray” est mesuré directement par une méthode
de dosimétrie absolue comme la calorimétrie 17 Au Canada, le laboratoire des étalons du
CNRC utilise une technique de calorimétrie où une masse d’eau scellée est irradiée par un
faisceau de cobalt-60 (énergie moyenne 1.25 MeV) qui donne un débit de dose relativement





16Conseil national de recherches Canada (CNRC, Ottawa Canada), National Physical Laboratory (NPL,
Londre Royaume-Uni), Physikalisch-Technische Bundesanstalt (PTB, Berlin Allemagne), Laboratoire Na-
tional Henri Becquerel (LNE-LNHB, Paris France), Istituto Nazionale di Metrologia delle Radiazioni Io-
nizzanti (ENEA-INMRI, Rome Italie) et National Metrology Institute of Japan (NMIJ-AIST, Tsukuba
Japon).
17Les chambres d’ionisation et les dosimètres chimiques (dosimétrie de Fricke) peuvent aussi être utilisés
comme dosimètres primaires [51].
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où Cw = 4170 J/(kg· K) est la capacité thermique massique de l’eau et δ est le défaut de
chaleur qui prend en compte la proportion d’énergie utilisée par des réactions chimiques au
lieu d’être convertie en chaleur [75]. Une irradiation de 1 Gy donne une petite différence
de température ∆T ∼ 0.24 mK qui est difficile à mesurer et nécessite l’expertise d’un
laboratoire spécialisé. Il existe également des calorimètres au graphite (le standard au
NPL) qui offrent plusieurs avantages par rapport à l’eau scellée : la capacité thermique du
graphite étant de Cgr = 714 J/(kg· K), 1 Gy donne ∆T ∼ 1.40 mK ce qui représente un
signal 6 fois plus fort. La densité plus élevée du graphite (∼ 1.7 g/cm3) permet de réduire
la taille du calorimètre et de mesurer des champs plus petits (jusqu’à 2 x 2 cm2)[76].
Finalement, il n’y a aucun défaut de chaleur (δ = 0) [77]. Il faut cependant rajouter
un terme de correction kgr,w calculé par Monte Carlo pour convertir la dose absorbée au
graphite à la dose absorbée à l’eau18 [77].
Pour les chambres d’ionisation un facteur d’étalonnage dans le cobalt-60 ND,w,Qo est dé-





où M frefQo est la mesure corrigée de la chambre pour la même durée d’irradiation que le
standard de calorimétrie Dfrefw,Qo . Une chambre d’ionisation étalonnée peut ensuite être
utilisée dans un hôpital clinique pour déterminer la dose absorbée dans un fantôme d’eau
selon un protocole de dosimétrie standard comme le TG-51 [20] de l’AAPM ou le TRS-398








où M frefQ = PionPelecPTPPpolMbrute est la mesure corrigée pour divers effets expérimentaux
(recombinaison des ions, température/pression, effet de polarité) d’un faisceau de qualité
Q et kfref ,frefQ,Qo est un facteur de conversion de qualité permettant de passer du cobalt-60 à la
qualité de faisceau Q désirée (une énergie MV) . Dans le TG-51, ce facteur est déterminé
18Récemment plusieurs groupes se sont intéressés à l’utilisation de ces calorimètres pour faire des me-
sures absolues dans les champs non standard qui sont problématiques aux dosimètres secondaires [76–78].
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à l’aide du spécificateur de faisceau % dd(10)x19 qui représente la valeur du rendement
en profondeur (excluant les électrons de contamination) à une profondeur de d = 10 cm20
pour un champ de référence 10 x 10 cm2 à une SSD (Distance source-surface) de 100 cm.
Le physicien peut ensuite obtenir kQ,Qo de valeur tabulée de % dd(10)x. Ces tableaux ont
été récemment actualisées pour 32 chambres cylindriques par B. Muir et al. [79].
La chambre d’ionisation étalonnée peut ensuite être utilisée pour étalonner la chambre
moniteur de l’accélérateur linéaire comme suit :
• Toujours en condition de référence du TG-51 (10 x 10 cm2, SSD = 100 cm et d
= 10cm), on mesure la dose absorbée pour un nombre d’unités moniteur (ex. 100
UM) ce qui nous permet de déterminer le débit en Gy/UM. Une feuille de travail
en annexe du TG-51 permet de documenter chaque étape de ce calcul incluant les
différentes corrections qui doivent être appliquées à la mesure.
• Ce débit est ensuite ajusté pour avoir 1 Gy par 100 UM au point de référence de
l’accélérateur (souvent l’isocentre en mode SAD21 = 100 cm). Cet ajustement peut
être fait par un processus itératif qui implique d’alterner entre prendre des mesures
avec la chambre et tourner le potentiomètre du linac qui contrôle les MU. La mesure
est acceptée lorsqu’elle est à .5% de la valeur attendue [80].
• Il est important de noter que le logiciel de planification de traitement (TPS) est
étalonné avec les données dosimétriques du linac ce qui inclut le débit de la dose
absolue au point de référence (ex. 1 cGy/UM à l’isocentre). Si ce débit change,
le TPS doit aussi être ré-étalonné pour donner les vraies valeurs de dose car son
algorithme de calcul ne donne que des distributions de dose relative au point de
référence.
Finalement, pour les autres types de détecteurs, il est possible de faire de la dosimétrie
absolue en procédant à un contre-étalonnage avec une chambre d’ionisation retraçable à
un standard primaire. Le détecteur devient donc un dosimètre tertiaire.
19Le TRS-398 utilise plutôt un ratio de la dose absorbée à 20 et 10 cm de profondeur (SAD = 100 cm)
dénoté par TPR20,10(10) comme indice spécificateur de faisceau.
20La chambre est en fait placée à une profondeur de 10 + 0.6 · rcav (où rcav est le rayon de la chambre)
pour ajuster le point effectif de mesure qui est plus en surface dû aux mouvements avant des électrons.
21Distance source axe (SAD).
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2.6.2 Mesure de la dose absorbée dans l’eau en condition standard
Les volumes sensibles des détecteurs de rayonnement sont composés de matériaux qui
diffèrent de l’eau. Il devient donc nécessaire d’évaluer un facteur de conversion Dwdet. Sup-
posons qu’un détecteur satisfait les conditions de la théorie de Spencer-Attix lors de la
mesure d’un champ de référence 10 x 10 cm2. Il en suit par l’équation (2.20) que (Dwdet)
fref
Q






. Considérons ensuite l’équa-
tion (2.12) de Bethe sans les termes relativistes et les corrections de couche et de densité




















NA est une constante qui ne dépend que des électrons incidents et
E¯e = 12mev
2 est l’énergie moyenne du spectre des électrons ayant une énergie inférieure
au seuil ∆. On peut réécrire cette équation de sorte que le potentiel d’excitation moyen I






≈ C · Z
A
(ln(Ee)− ln(I) + 15.2) (2.36)
où 15.2 ≈ ln(4× 106). Le tableau suivant montre des valeurs de I calculées par l’approxi-
mation de Bloch I ≈ 11.5 × Zeff et des valeurs plus précises calculées par le programme
ESTAR du National Institute of Standards and Technology (NIST) [81]. Les valeurs de
Zeff ont été évaluées par l’équation (2.7).
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Tableau I – Potentiel d’excitation moyen
Substance ρ [g/cm3] Zeff 11.5 ×Zeff I [eV] 15.2− ln(I)
eau 1.00 7.42 85.3 75.3 10.88
air 0.0012 7.63 87.7 86.2 10.74
isooctane 0.69 5.39 62.0 54.7 11.20
silicium 2.33 14.00 161.0 195.5 9.92
diamant 3.52 6.00 69.0 81.0 10.81
polystyrène 1.05 5.70 65.6 65.9 11.01
alanine 1.12 6.58 75.7 70.1 10.95
On peut observer, qu’à l’exception du silicium présent dans les diodes, les valeurs de la
dernière colonne ne dévient que faiblement de 11. Ceci nous permet de faire l’approxima-
tion que le terme entre parenthèses de l’équation (2.36) fait partie de la constante C qui
















Pour les molécules, les valeurs de Z
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où wi représente le ratio des masses atomiques de chacun des éléments présents. Le tableau






pour les matériaux des volumes sen-
sibles de différents détecteurs et des valeurs exactes de (Dwdet)
fref
Q simulées par la méthode
Monte Carlo.
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Tableau II – Conversion de la dose absorbée dans un champ de référence (10 x 10 cm2)














eau ——– eau 0.555 1.00 1.00
Chambre à air A1SL air 0.499 1.11 1.10
Chambre liquide PTW31018 isooctane 0.578 0.96 0.95
Diode non-blindée PTW60012 silicium 0.498 1.11 1.09
Diamant naturel PTW60003 diamant 0.500 1.11 1.16
Fibre Scintillante W1 polystyrène 0.538 1.03 1.03
Alanine pastille alanine 0.542 1.02 1.03
On peut observer que l’équation (2.37) prédit plutôt bien les valeurs de la dernière colonne.






fluctuent principalement selon la quantité d’hydrogène pré-
sente dans les matériaux ce qui détermine en grande partie le comportement de (Dwdet)
fref
Q .
Ces approximations ne prennent pas en compte plusieurs facteurs. Le pouvoir d’arrêt des
substances denses comme le diamant est diminué par le terme de correction de densité δ/2,






le volume sensible par la théorie de Burlin. Finalement, à l’exception des pastilles d’ala-
nine, tous les détecteurs ont plusieurs composants non-sensibles qui doivent être prises en





INTRODUCTION À L’ÉTUDE SUR LES LIMITES D’UTILISATION DES
DÉTECTEURS EN DOSIMÉTRIE NON STANDARD
La conversion de la mesure corrigée d’un détecteur en condition standard à la dose absorbée
à l’eau telle que décrit par l’équation (2.34) provenant des protocoles TG-51 [20] et TRS-
398 [21] doit être modifiée pour les champs non standard fns [10, 22, 82] comme suit :
Dfnsw,Qns = k
fns,fref
Qns,Q ·N frefD,w,Q ·M fnsQns . (3.1)







le facteur d’étalonnage pour un champ de référence fref = 10 x 10 cm2 ayant une qualité
de faisceau Q au point de mesure1 et M fnsQns est la mesure corrigée par les facteurs de
perturbation de la mesure décrits par l’équation (2.30) tels que la recombinaison des ions
Pion, l’effet de polarité Ppol et les déviations des conditions normales de température et
pression PTP. Le facteur de correction kfns,frefQns,Q convertit le facteur d’étalonnage N
fref
D,w,Q
pour les champs non standard fns ayant une qualité de faisceau Qns au point de mesure





L’étude du facteur kfns,frefQns,Q est le thème central de la dosimétrie des champs non standard.
Plusieurs méthodes ont été élaborées pour étudier ce facteur. Premièrement, les effets
physiques responsables des déviations de l’unité de ce facteur dans les champs non stan-
dard peuvent être isolés par l’étude d’une série de facteurs de perturbation du facteur
d’étalonnage [11]. Une deuxième méthode, basée sur la convolution de la distribution de
fluence Fns(x, y) du champ fns et de la fonction de réponse dosimétrique ddet(x, y) d’un
détecteur met en valeur l’information spatiale de la réponse du détecteur [10, 83, 84]. Une
troisième méthode, basée sur la définition d’une nouvelle fonction de perturbation h(x, y)
est présentée dans l’article du prochain chapitre et permet de mettre en valeur l’informa-
1La qualité Qi d’un faisceau à un point de mesure correspond à la fluence énergétique du faisceau à ce
point tandis que fi correspond plutôt à la forme générale/au domaine spatial du champ en question.
tion spatiale des perturbations de la mesure d’un détecteur par rapport à la dose absorbée
dans l’eau.
Les champs non standard fns représentent un groupe diversifié de champs dosimétriques
comme les petits champs statiques des modalités stéréotaxiques et les champs composés
des modalités d’IMRT présentées au chapitre 1. Ce chapitre introduit plusieurs concepts
de la dosimétrie non standard et présente quelques résultats complémentaires à l’étude de
l’article du chapitre suivant. En particulier, les figures 3.2b, 3.3b, 3.5, 3.6, 3.7, 3.9, 3.10
et 3.14 ainsi que les tableaux III et IV illustrent des résultats originaux de simulations
effectuées dans le cadre de ce mémoire.
3.1 Calcul de la dose au détecteur par Monte Carlo
(a) Représentation des sites d’inter-
action des photons dans la technique
d’amplification de la section efficace
des photons (XCSE).
(b) Échantillonnage corrélé (CS) et espace de phase tempo-
raire (Tmphsp) en combinaison avec la technique XCSE pour un
Tmphsp (gauche) et un détecteur à deux positions différentes (mi-
lieu, droite).
Figure 3.1 – Techniques de réduction de variance pour les simulations Monte Carlo de la
dose à un volume sensible. Figures de Wulf 2008 [85], reproduit avec permission.
Le transport des particules par la méthode Monte Carlo est une technique adéquate pour
déterminer les facteurs de correction kfns,frefQns,Q précisément [42]. Cependant, la configuration
typique d’une simulation Monte Carlo est particulièrement inefficace. Si on considère que
le volume d’une chambre d’ionisation large de type Farmer (∼ 0.5 cm3) est 54 mille fois
plus petite qu’un fantôme d’eau 30 x 30 x 30 cm3, il s’ensuit qu’une très faible fraction des
particules simulées contribuent à la dose absorbée dans le volume sensible d’un détecteur.
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En effet, pour une simulation d’un champ de référence fref 10 x 10 cm2 à 6 MV, 99.9% des
photons simulés n’ont aucune contribution à la dose absorbée dans une sphère de 1 cm
de diamètre à une profondeur de 10 cm [86]. De plus, le transport des électrons requiert
97% du temps de simulation total [86]. Depuis 2009, le code egs_chamber [85] de la suite
EGSnrc permet d’augmenter considérablement l’efficacité du calcul de dose aux volumes
sensibles des détecteurs à l’aide de plusieurs techniques de réduction de variance telles que
l’amplification de la section efficace des photons et l’échantillonnage corrélé.
L’amplification de la section efficace des photons (XCSE) est une technique qui permet de
générer d’avantage d’électrons secondaires le long de la trace d’un photon en augmentant
sa section efficace σ par un paramètre XCSE > 1. La figure 3.1a montre une région où
la densité des sites d’interaction des photons est augmentée par un facteur XCSE de 512.
Plus précisément, la densité d’interaction est augmentée par l’introduction d’interactions
fictives ayant une section efficace de (XCSE− 1)σ qui laissent la direction et l’énergie des
photons intactes. La section efficace totale σtot devient donc,
σtot = σ + (XCSE− 1)σ = XCSE · σ (3.2)
Pour chacun des sites d’interaction, un photon original ayant un poids de wo est divisé
en une portion qui effectue une interaction réelle (σ/σtot = 1/XCSE) et une portion (1 -
1/XCSE) qui effectue une interaction fictive de sorte que les électrons secondaires/photon
diffusés résultantes ont un poids de wo/XCSE. On rétablit le poids des photons à wo en
jouant à la roulette russe avec une probabilité de survie de 1/XCSE pour les photons
diffusés et (1 - 1/XCSE) pour le photon original [86]. Le résultat est que le nombre d’élec-
trons secondaires qui déposent la dose est augmenté par un facteur de XCSE tandis que
le nombre de photons transportés reste le même. Cette technique est similaire à la divi-
sion des particules mais a l’avantage que le facteur XCSE peut être ajusté d’une région à
l’autre. Pour éviter les fluctuations dans les poids des particules déposant la dose, il est
nécessaire d’assurer que tous les électrons qui entrent dans une région i ayant un facteur
XCSEi ont un poids wo/XCSEi. Pour satisfaire cette condition, lorsqu’un électron quitte
une région ayant un facteur XCSE1, le facteur XCSE2 de la nouvelle région est comparé
à XCSE1 de sorte que si XCSE2 > XCSE1, l’électron est divisé en XCSE2/XCSE1 copies
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ayant chacun un poids XCSE1/XCSE2 de l’électron initial tandis que si XCSE2 < XCSE1
l’électron est soumis à la roulette russe avec une probabilité de survie de XCSE2/XCSE1 ce
qui augmente le poids des électrons survivant de XCSE1/XCSE2 [86]. Pour les simulation
présentées dans ce mémoire, un facteur XCSE = 256 est utilisé sur une région qui s’étend
d’environ 1 cm autour du volume sensible des détecteurs.
Une technique de roulette russe basée sur la portée est aussi utilisée par egs_chamber
pour mettre fin au transport des électrons qui ont une énergie trop petite pour atteindre
le volume sensible du détecteur. À chaque étape du transport d’un électron, sa portée
résiduelle dans le milieu ayant le plus bas pouvoir d’arrêt restreint est évaluée. Lorsque
cette portée est inférieure à la plus petite distance entre l’électron et une cavité définie par
l’utilisateur, l’électron est soumis à une roulette russe avec une probabilité de survie de
1/Nr oùNr est défini par l’utilisateur [86]. Les électrons survivants ont des poids augmentés
par Nr et créent des photons lourds par interactions radiatives (ex. Bremsstrahlung) qui
peuvent atteindre la cavité d’intérêt. Ces photons sont divisés par un facteurNr pour éviter
les fluctuations statistiques. Lorsque cette technique est combinée à la technique XCSE,
les électrons lourds sont exclus des divisions/roulettes russe entre les régions car elles
ne peuvent atteindre la cavité d’intérêt par définition et les photons lourds sont divisés
par un facteur Nr/XCSE pour retrouver un poids wo. Pour les simulations présentées
dans ce mémoire, la cavité est définie par une région serrée autour du volume sensible
des détecteurs et un facteur Nr = 512 est utilisé pour que le ratio Nr/XCSE = 2 soit
entier.
La technique d’échantillonnage corrélé (CS) prend avantage du fait que d’une simulation
à l’autre, il n’y a habituellement qu’une petite fraction de la géométrie globale qui change
(ex. le détecteur). Pour éviter de recalculer le transport des particules dans les parties du
fantôme qui ne changent pas un espace de phase temporaire (Tmphsp) est défini de sorte
que le transport de toutes les particules qui entrent dans le Tmphsp est terminé et l’in-
formation pertinente au transport (type de particule, énergie, position, direction et poids
statistique) est emmagasinée sur-le-champ dans la mémoire informatique. Le Tmphsp est
ensuite utilisé comme source pour toutes les différentes géométries subséquentes. Selon





















où le ratio (Dwdet) est calculé en une seule simulation Monte Carlo avec un Tmphsp autour
de la géométrie du détecteur et d’une structure d’eau. L’incertitude combinée de ce ratio
est réduit par la covariance du calcul de Dw et Ddet. Cette covariance est maximisée par
un stockage de l’état de la séquence de nombres aléatoires pour chacune des particules du
Tmphsp. Cette technique est particulièrement utile pour la simulation de profils où seule
la position du détecteur change entre les simulations. La figure 3.1b montre un exemple
de simulation où les techniques XCSE et CS sont combinées. La géométrie de gauche re-
présente un Tmphsp rectangulaire avec sa région XCSE en pointillée. Le photon B et les
électrons secondaires provenant des photons A et B qui atteignent le Tmphsp sont stockés.
Les géométries du milieu et de droite représentent un détecteur circulaire à deux positions
différentes où chacune des positions a sa propre région XCSE circulaire pointillée. Lors-
qu’un électron provenant du Tmphsp ne commence pas à l’intérieur de la région XCSE de
la géométrie subséquente, il est soumis à une roulette russe avec une probabilité de sur-
vie de 1/XCSE [85] ce qui évite de transporter des électrons se trouvant loin de chacune
des géométries. Pour la géométrie du milieu aucun des électrons du photon A ne survit
tandis que pour la géométrie de droite aucun des électrons du photon B ne survit. Fina-
lement, le code egs_chamber permet d’utiliser des sous-géométries du détecteur comme
Tmphsp.
3.2 Facteurs de perturbation
La figure 3.2 montre une chaîne de calcul utilisée par Bouchard et al. [11] où une chambre
à ionisation est progressivement transformée en un point d’eau par une série de facteurs de
perturbation. Chacun des facteurs de perturbation sont calculés comme étant le ratio de
la dose absorbée d’une géométrie à celle précédente de sorte que Pstem = Dcel,wall/Dchamber,
Pcel = Dwall/Dcel,wall etc...
Le facteur d’étalonnage N fnsD,w,Qns est ensuite donné par l’équation suivante :
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où Ndet est un facteur qui est indépendant de la qualité du faisceau Q qui convertit la me-
sure corrigée M fnsQns à la dose absorbée dans le volume sensible du détecteur D
fns
det,Qns .
(a) Chaîne de calcul utilisée pour évaluer les fac-
teurs de perturbation d’une chambre à ionisation.
Figure de Bouchard 2009 [11], reproduit avec per-
mission.
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(b) Facteur de perturbation de volume en fonction de
la taille de champ à 6 MV pour différentes chambres
à ionisation.
Figure 3.2 – Les facteurs de perturbation.
En particulier, Ndet est aussi dénoté par Ngas pour les chambres à ionisation et peut être





tel que discuté au chapitre 2. Les facteurs Pstem,
Pcel et Pwall représentent les perturbations causées par la tige, l’électrode centrale et le mur
du détecteur respectivement. Ces facteurs peuvent varier d’un type de détecteur à l’autre,
par exemple, la fibre scintillante et le détecteur à l’alanine n’ont pas d’électrodes et par
conséquent, Pcel = 1. Il a été démontré que ces facteurs ne dévient pas de l’unité de façon







de la théorie des cavités de Spencer-Attix et du facteur
de perturbation de la fluence Pfl décrit la perturbation causée par la différence du nombre
atomique effectif du volume sensible du détecteur à celui de l’eau. Dans l’exemple de la
figure 3.2, la vapeur d’eau est utilisée pour modifier le nombre atomique de l’air sans
























champs de référence sont aussi applicable aux champs non standard [11, 88, 89]. Selon les
travaux de Bouchard et al. seul l’effet de perturbation de la densité massique Pρ et l’effet
de perturbation de volume Pvol ont une contribution significative aux déviations du facteur
d’étalonnage dans les champs non standard d’IMRT [11]. En particulier, Scott et al. [90]
ont démontré que Pρ est particulièrement important dans les petits champs statiques. Dans
le protocole TG-51, ces facteurs sont combinés en un facteur de perturbation de gradient
Pgr = PρPvol.
L’effet de perturbation de volume Pvol provient de la résolution limitée des détecteurs qui
ne peuvent moyenner précisément une distribution de dose non-uniforme par rapport à un
point d’eau minuscule placé au centroïde du volume sensible [91]. La figure 3.2b montre
le facteur Pvol en fonction de la taille de champ carré pour deux chambres à ionisation
de type Farmer (A12, NE2571) ainsi qu’une chambre miniature A1SL. La dose au point
d’eau Dw,point est calculée à l’intérieur d’une sphère de rayon 1 mm. On peut observer que
Pvol > 1 et augmente rapidement pour les champs de petites tailles. En effet, la dose est
toujours uniforme pour un point d’eau Dw,point au centroïde du volume sensible tandis que
la dose en périphérie diminue considérablement ce qui fait en sorte que Dw,vol < Dw,point
pour les très petits champs. On peut toutefois observer que pour les champs plus larges
que 4 x 4 cm2, Pvol est négligeable. Bouchard et al. ont suggéré de rapporter la mesure du
détecteur à la dose Dw,vol comme étape finale de la figure 3.2 ce qui aurait comme effet de
réduire les facteurs de correction de moitié pour les champs d’IMRT.
L’effet de perturbation de la densité massique Pρ peut être interprété à partir du théorème
de Fano [92] qui stipule que pour un milieu infini ayant une certaine composition atomique
exposé à un champ uniforme de radiation indirectement ionisante, le champ de radiation
secondaire est aussi uniforme et indépendant de la densité massique du milieu, ainsi que
des variations de la densité massique de point-en-point [74]. Pour les champs de petites
tailles, il y a une perte d’équilibre électronique et la réponse du détecteur est influencée
fortement par la différence de la densité massique de son volume sensible par rapport à
l’eau. Plusieurs études ont démontré que les détecteurs qui ont une densité supérieure à
l’eau comme le silicium de la diode sur-répondent (kfns,frefQns,Q < 1) dans les petits champs
tandis que les détecteurs qui ont un volume sensible d’une densité inférieure à l’eau comme
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l’air des chambres à ionisation sous-répondent (kfns,frefQns,Q > 1) dans les petits champs [54, 90].
Fenwick et al. [93] ont récemment suggéré que l’effet de densité pouvait être réduit en
limitant l’épaisseur du volume sensible du détecteur dans la direction du faisceau et en
rapportant la dose à un champ de référence intermédiaire fmsr3 de taille 3 x 3 cm2 ou 4 x
4 cm2 [93] comme suit,
Dfnsw,Qns = k
fns,fmsr
Qns,Qmsr ·N fmsrD,w,Qmsr ·M fnsQns . (3.5)




Qmsr est habituellement calculé par une procédure de contre-
étalonnage où Dfmsrw,Qmsr est la dose absorbée calculée par l’équation (2.34) en utilisant une
chambre à ionisation retraçable à un standard primaire etM fmsrQmsr est la mesure du détecteur
d’intérêt. Le facteur N fmsrD,w,Qmsr peut ensuite être utilisé pour les champs plus petits à
différentes profondeurs mais toujours avec la même énergie de faisceau et orientation du
détecteur [26]. Il a récemment été suggéré que la densité des composants non-sensibles des
détecteurs pouvait être utilisée pour compenser la réponse du détecteur [54, 94]. En terme
des facteurs de perturbation ceci équivaut à utiliser Pstem, Pcel et Pwall pour compenser Pρ.
Une nouvelle méthode d’optimisation des matériaux pour minimiser Pρ est suggérée dans
l’article du prochain chapitre. Finalement, il est pertinent de noter que si Pρ = 1, Pvol est
forcément égal à l’unité mais l’inverse n’est pas nécessairement vrai [95]. Une distribution
de dose uniforme est suffisante pour que Pvol = 1 mais Pρ = 1 requiert d’être en situation
d’équilibre électronique ce qui n’est jamais totalement le cas à cause de l’atténuation du
faisceau primaire [95]. La façon la plus simple de limiter Pρ est d’utiliser des détecteurs
ayant un volume sensible de densité très proche de l’eau comme la fibre scintillante et le
détecteur à l’alanine.
La figure 3.3a montre l’effet du volume fini d’un détecteur sur la mesure d’un profil de dose
latéral à une certaine profondeur dans un fantôme d’eau. La dose à l’intérieur du champ est
sous-estimée tandis que celle dans la pénombre est surestimée lorsque la dose moyennée par
le détecteur est comparée à la dose d’un point d’eau normalisée à l’axe central. Les doses
des courbes correspondent à 50% (mi-largeur) mais le profil du détecteur est normalement
lui-même normalisé par sa valeur à l’axe central, ce qui élargit davantage la pénombre.
3Selon la notation de l’IAEA-AAPM fmsr est un champ de référence spécifique à l’appareil [19].
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PTW suggère de ne pas utiliser un détecteur dont la dimension est supérieure à 25% de
la taille du champ pour éviter cet effet [26]. Il est donc préférable d’utiliser des détecteurs
ayant de petits volumes sensibles pour la mesure de profils de petits champs. Le volume
sensible des détecteurs est toutefois limité par l’amplitude du signal désiré.














Élargissementde la pénombre 
Sous-estimationde la dose
(a) Illustration du moyennement de volume
de la dose absorbée à l’eau par un détecteur
à chaque positions de la mesure d’un profil
dosimétrique latéral. Figure basée sur PTW
[26].
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(b) Rapport des mesures pour différents dosimètres et rap-
port des doses absorbées pour un point et un volume d’eau à
6 MV en fonction de la taille de champ rapporté à un champ
de référence 10 x 10 cm2 (facteurs d’ouverture).
Figure 3.3 – Limitation de la résolution de la mesure par le moyennement de volume.
La détermination expérimentale du facteur kfns,frefQns,Q pour un détecteur en particulier se fait
en évaluant le rapport des mesures du détecteur ainsi que le rapport des doses absorbées









La figure 3.3b montre ces rapports en fonction de la taille de champ pour les différents
détecteurs utilisés dans ce mémoire. Si les méthodes de calorimétrie ne sont pas disponibles,
le rapport des doses absorbées ne peut pas être mesuré directement. Les rapports des
mesures de la fibre scintillante et de la microLion semblent bien se rapprocher du rapport
des doses absorbées à un point d’eau et peuvent être utilisés pour extraire des facteurs de
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correction de chambres à ionisation rapportés à un point d’eau. On peut aussi observer
que la fibre scintillante et la diode sur-répondent par rapport à un point d’eau tandis
que le détecteur au diamant et les chambres à ionisation sous-répondent. Finalement, on
peut observer que la chambre A12 sous-répond considérablement moins par rapport à son
volume d’eau correspondant.
3.3 Réponse des dosimètres dans les petits champs
]Dpt]kQfns, fref, Qns
[ Dvol, Msens ]kQ
fns, fref, Qns
[ Dvol, Msens(ρ = 1) ]kQfns, fref, Qns










volume sensible (      ρ    )eauρ =
Figure 3.4 – Illustration de quatre variations du facteur de correction kfns,frefQns,Q considérées
dans ce chapitre. Le facteur kfns,frefQns,Q [Dpt] rapporte la dose à un point d’eau, le facteur
kfns,frefQns,Q [Dvol] rapporte la dose au volume sensible du détecteur rempli d’eau et les fac-
teurs kfns,frefQns,Q [Dvol,Msens] et k
fns,fref
Qns,Q [Dvol,Msens (ρ = 1)] représentent des simplifications du
détecteur.
La figure 3.4 montre quatre variations du facteur de correction kfns,frefQns,Q qui permettent
d’étudier l’impact des différents effets physiques mentionnés ci-haut. Le premier facteur,
kfns,frefQns,Q [Dpt] est celui traditionnellement utilisé pour convertir la réponse d’un détecteur
à la dose absorbée dans un point d’eau. Le deuxième facteur kfns,frefQns,Q [Dvol] est celui qui
correspond à la suggestion de Bouchard et al. [11] de rapporter la dose au volume sensible
rempli d’eau. Finalement, les facteurs kfns,frefQns,Q [Dvol,Msens] et k
fns,fref
Qns,Q [Dvol,Msens (ρ = 1)]
ont récemment été introduits par Underwood et al. [54] pour étudier respectivement l’effet
des composants non-sensibles du détecteur ainsi que l’effet de la densité massique du
volume sensible. Scott et al. [90] ont également utilisé une variation du dernier facteur où
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le volume sensible du détecteur a le nombre atomique de l’eau et la densité du matériau
original plutôt que la densité de l’eau et le nombre atomique du matériau original.
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Figure 3.5 – Illustration des facteurs de correction kfns,frefQns,Q [Dpt], k
fns,fref
Qns,Q [Dvol],
kfns,frefQns,Q [Dvol,Msens] et k
fns,fref
Qns,Q [Dvol,Msens (ρ = 1)] à 6 MV pour différentes chambres d’ioni-
sation (orientation radiale) et dosimètres de petit volume (orientation axiale) en fonction
de la taille de champ carré rapportée à un champ de référence 10 x 10 cm2. L’incertitude
des données est inférieure à 0.15 % (1 σ).
La figure 3.5 montre ces facteurs en fonction de la taille de champ pour tous les détecteurs
utilisés dans ce mémoire. Des sources théoriques parallèles ont été utilisées. Une compa-
raison des graphiques des facteurs kfns,frefQns,Q [Dpt] et k
fns,fref
Qns,Q [Dvol] montre immédiatement
que rapporter la dose au volume d’eau réduit d’un ordre de grandeur l’ampleur des fac-
teurs de correction. Les résultats de kfns,frefQns,Q [Dpt] sont aussi en accord avec la figure 3.3b
c’est-à-dire que Pvol fait en sorte que kfns,frefQns,Q [Dpt] > 1 pour la plupart des détecteurs sauf
pour la diode et la fibre scintillante qui ont des volumes sensibles plus petits. En particu-
lier, la microLion change de comportement dans les petits champs avec kfns,frefQns,Q [Dpt] > 1
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(sous-réponse) et kfns,frefQns,Q [Dvol] < 1 (sur-réponse) un effet aussi observé par Underwood
et al. [54]. Une comparaison des facteurs kfns,frefQns,Q [Dvol] et k
fns,fref
Qns,Q [Dvol,Msens] montre que
les composants non-sensibles du détecteur peuvent complètement changer sa réponse. En
effet, le détecteur au diamant naturel passe d’une sous-réponse à une sur-réponse lorsque
l’on enlève l’air de basse densité qui entoure le diamant de haute densité et la microLion
passe d’une sur-réponse à une sous-réponse lorsque l’on enlève l’électrode en graphite de
haute densité qui est adjacente à l’isooctane de basse densité. Finalement, une comparai-
son des facteurs kfns,frefQns,Q [Dvol] et k
fns,fref
Qns,Q [Dvol,Msens (ρ = 1)] montre que la densité massique
du volume sensible du détecteur a un impact de plus en plus grand lorsque la taille de
champ est diminuée. En effet, la fibre scintillante et le détecteur à l’alanine ont des facteurs
kfns,frefQns,Q [Dvol] beaucoup plus proche de l’unité grâce à leur densité proche de l’eau.
Il est intéressant de noter que la diode a une sous-réponse claire pour un champ fns de
taille 4 x 4 cm2 rapporté à un champ de référence plus large de 10 x 10 cm2, un effet
qui est relié à son nombre atomique élevé (Z = 14). Pour kfns,frefQns,Q [Dvol], cette sous-réponse
annulle la sur-réponse due à la haute densité du silicium (2.33 g/cm3) pour un champ de
taille ∼ 1 x 1 cm2. Pour illustrer ce phénomène, on peut définir la déviation de l’eau du
nombre atomique effectif du détecteur ∆z,w comme suit :
∆z,w = Zeff(det)− Zeff(eau) (3.7)
où les Zeff sont calculés par la formule de Mayneord de l’équation (2.7). La figure 3.6a
illustre que les facteurs ∆z,w calculés des valeurs du tableau I prédisent l’ordre relatif
de kfns,frefQns,Q [Dvol,Msens (ρ = 1)] pour tous les détecteurs dans les champs plus larges. Cet
effet a aussi été récemment étudié par Czarnecki et al. [35] qui ont déterminé que cette







entre un champ de taille 0.5 x 0.5 cm2 et 10 x 10 cm2
selon la théorie des cavités de Burlin de l’équation (2.21). Czarnecki et al. [35] ont aussi







ne diminue que de 2% entre un champ de 0.5 x 0.5 cm2 et un champ de 4 x 4







deviendrait plus petit que celui de fmsr, ce qui induirait une sur-réponse de la diode.
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(a) Influence du Zeff du volume sensible sur la réponse des dosi-
mètres dans les grands champs.


























1 x 1 cm2 (énergie moyenne 1.99 MeV)
3 x 3 cm2 (énergie moyenne 1.81 MeV)
10 x 10 cm2 (énergie moyenne 1.53 MeV)
(b) Spectre de la fluence énergétique
des photons d’un faisceau 6 MV d’un
linac CLINAC 21EX de Varian R© pour
différentes tailles de champ à une pro-
fondeur de d = 10 cm dans l’eau.
Figure 3.6 – Réponse des dosimètres dans les grands champs.
En effet, l’effet photoélectrique a une section efficace qui augmente avec le Zeff du matériau
ce qui explique l’atténuation plus grande du silicium dans les champs larges qui présentent
une plus grande quantité de photons diffusés de basse énergie (keV). La figure 3.6b montre
l’amollissement du spectre énergétique sur l’axe central avec l’augmentation de la taille de
champ. Pour un modèle de linac CLINAC 21EX, l’énergie moyenne passe de 1.99 MeV à
1.53 MeV entre un champ 1 x 1 cm2 et 10 x 10 cm2. Czarnecki et al. ont plutôt observé une
différence de 2.08 MeV à 1.39 MeV pour un accélérateur Siemens KD-2 [35]. Les résultats
présentés ci-haut suggèrent qu’un détecteur ayant une densité massique et un nombre
atomique proche de l’eau performerait aussi bien dans les petits champs que les grands
champs.
Finalement, la figure 3.7 montre que les facteurs de correction kfns,frefQns,Q [Dvol] du détecteur
au diamant et de la microLion sont plus importants lorsqu’ils sont utilisés en orientation
radiale ( perpendiculaire au faisceau) plutôt que axiale (parallèle au faisceau). Ces résultats
sont en accord avec l’observation de Fenwick et al. [93] que Pρ devient plus important avec
l’épaisseur du volume sensible dans la direction du faisceau. Par exemple, cette épaisseur
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est de 0.35 mm en orientation axiale et de 2.5 mm en orientation radiale pour la microLion.
On peut aussi noter qu’il y a un changement drastique dans la réponse de la microLion
et du diamant naturel lorsque la taille de champ atteint 0.02 x 0.02 cm2 en orientation
radiale. Cette taille correspond à un champ plus petit que la surface du volume sensible
de ces détecteurs et il semble que la densité des composants non-sensibles ne surcompense
plus la réponse.
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Figure 3.7 – Effet de l’orientation du détecteur sur le facteur kfns,frefQns,Q [Dvol] à 6 MV en
fonction de la taille de champ pour la microLion (PTW31018) et le détecteur au diamant
naturel (PTW60003) en orientation axiale (c.-à-d., avec le détecteur debout/vertical) et
radiale (c.-à-d., avec le détecteur couché/horizontal).
3.4 Réponse des dosimètres dans les champs d’IMRT
La figure 3.8a illustre les plans de diffusion des photons de 13 champs d’IMRT statiques
et dynamiques au plan de l’isocentre (voir aussi la figure 1.3). Ces champs ont la par-
ticularité de produire des facteurs de corrections kfimrt,frefQimrt,Q [Dpt] élevés pour les chambres
d’ionisation [10, 11]. Plusieurs de ces champs produisent des gradients de dose importants
à l’intérieur du volume sensible de la chambre comme le montre la figure 3.8b qui montre
une radiographie simulée de la chambre A12 avec le champ statique i = 4. Ces gradients
de dose causent un comportement imprévisible Pvol contrairement au comportement plus
systématique de ce facteur dans les petits champs tel qu’illustré par la figure 3.2b. De
plus, les segments de champ d’IMRT sont souvent trop étroits pour maintenir un équilibre
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électronique latéral à la position du détecteur ce qui fait en sorte que la réponse des détec-
teurs est affectée par l’effet de densité massique Pρ avec une contribution similaire à celle
de Pvol [11]. Expérimentalement, la qualité de faisceau peut changer rapidement dans ces
champs et l’incertitude de positionnement peut affecter de façon significative les facteurs
de correction [96].
(a) Plans de diffusion de 13 champs d’IMRT statiques et
dynamiques publiés antérieurement en mode SAD = 100
cm. [10, 11].
(b) Positionnement de la chambre A12 par
rapport au champ statique i = 4. Cette
radiographie est adaptée d’une simulation
Monte Carlo à 120 kV réalisée avec l’aide
du code egs_cbct [46].
Figure 3.8 – Effet du moyennement de volume dans les champs d’IMRT.
La figure 3.9 illustre la réponse aux 13 champs mentionnés ci-haut de tous les différents
dosimètres en orientation radiale. Ces champs ont été simulés avec un linac BEAMnrc
[97, 98] équipé du collimateur multilames DYNVMLC [8]. On peut immédiatement obser-
ver qu’en général, le facteur de correction rapporté au volume kfimrt,frefQimrt,Q [Dvol] est considé-
rablement plus petit que celui rapporté au point kfimrt,frefQimrt,Q [Dpt]. Il est donc préférable de
toujours rapporter la dose au volume sensible du détecteur rempli d’eau pour les champs
d’IMRT.
En particulier, les champs i = 10 et i = 11 ont des facteurs kfimrt,frefQimrt,Q [Dpt] de 0.84 et 1.53
respectivement pour la chambre A12. Certaines tendances peuvent aussi être observées
pour kfimrt,frefQimrt,Q [Dvol], par exemple, la microLion sur-répond pour la plupart des champs et
la chambre A14 sous-répond pour la plupart des champs (i = 11 en particulier) sauf pour
les champs i = 8 et i = 10 où leurs réponses sont inversées. Ces comportements peuvent être
62
expliqués plus clairement par l’interaction spatiale entre la fluence du champ d’IMRT et
la fonction de réponse dosimétrique des détecteurs comme le montre la prochaine section.
Finalement, malgré que la diode sur-réponde dans les petits champs, elle sous-répond pour
tous les champs à l’exception du champ i = 10. Ce comportement pourrait être expliqué par
une plus grande proportion de photons de basse énergie pour fref par rapport à fimrt.






































































Figure 3.9 – Facteurs de correction kfimrt,frefQimrt,Q [Dpt] et k
fimrt,fref
Qimrt,Q [Dvol] à 6 MV pour 13 champs
d’IMRT statiques (i = 1 - 5) et dynamiques (i = 6 - 13). L’incertitude est inférieure à la
taille des symboles.
3.5 Fonction de réponse dosimétrique (kernel de dose)
Bouchard et al. [10] ont démontré une méthode de calcul rapide des facteurs de correction
des champs d’IMRT avec une chambre théorique rectangulaire. L’idée de cette méthode
est de décomposer les faisceaux en une multitude de faisceaux filiformes de dimension nulle
(pencil beam). La dose absorbée à un détecteur est ensuite obtenue en sommant la réponse
du détecteur pour chacun de ces faisceaux filiformes. La fonction de réponse dosimétrique
(ou kernel de dose) d’un détecteur ddet(x, y) est obtenue par la méthode Monte Carlo en
échantillonnant la dose absorbée au détecteur pour chacun des faisceaux filiformes situés
à une position (x, y) au plan de l’isocentre sur le domaine du champ fref . La dose absorbée
au détecteur par un champ non standard fns est ensuite obtenue par la convolution de la
fonction de réponse dosimétrique et de la distribution de fluence Fns(x, y) (FIM) au plan


















est une simple constante comme le décrit le tableau II. Malgré que la fonction de réponse
prenne un temps considérable à échantillonner dû à la longueur des simulations Monte
Carlo, une fois qu’elle est connue, n’importe quel facteur kfns,frefQns,Q peut être calculé rapi-
dement car la distribution Fns(x, y) peut être obtenue directement du fichier de séquence
des lames. Cette méthode donne cependant une incertitude ∼ 1 % ce qui est supérieur
à l’incertitude ∼ 0.1% possible par simulation Monte Carlo complète du facteur kfns,frefQns,Q
[42, 84]. Tantot et al. [83] ont également utilisé cette méthode avec un modèle détaillé de
la chambre A12 et González-Castan˜o et al. [84] ont récemment utilisé cette méthode avec
des distributions de dose de champ clinique du TPS normalisées comme approximation de
Fns(x, y). Expérimentalement, ces fonctions peuvent également être obtenues en déplaçant
un détecteur sous une petite fente ou par une méthode de déconvolution [54, 99–104].
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Figure 3.10 – La figure de gauche montre le profil transverse de la fonction de réponse
dosimétrique à 6 MV de la chambre A12 (en rouge) et de son volume d’eau correspondant
(en bleu). Les deux lignes verticales pointillées représentent les limites du volume sen-
sible. La figure de droite montre une comparaison de ce profil normalisé à l’origine pour
différentes énergies (1.25 MeV, 6 MV et 25 MV).
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La figure 3.10 illustre le profil transverse d’une chambre à ionisation A12 et de son volume
d’eau équivalent échantillonné avec une résolution de 0.2 mm sur un domaine de 4 cm (200
points). Il est pertinent de noter que l’information des différents facteurs de perturbation
est aussi présente dans ces fonctions. Par exemple, la fonction de réponse de la chambre
contient certains pics qui correspondent à la présence de l’électrode centrale et du mur de
la chambre (Pcel et Pwall). La figure de droite montre ce même profil à différentes énergies
normalisé à l’origine. On peut observer une augmentation de la réponse avec l’énergie pour
les positions éloignées du centre ce qui peut être expliqué par la portée plus grande des
électrons aux énergies plus élevées. On peut également observer que les deux pics associés
au mur de la chambre diminuent considérablement avec l’énergie et sont presque absents
à 25 MV ce qui semble indiquer que l’effet de densité Pρ devient moins important pour
les hautes énergies. On peut donc s’attendre à une augmentation de kfns,frefQns,Q à 25 MV
pour les champs plus larges que le volume sensible et une diminution de ce facteur pour
les champs plus petits que le volume sensible comme le sont certains segments de champ
d’IMRT.
(a) (b) (c)
Figure 3.11 – Évaluation de certains cas spéciaux : (a) Faisceau filiforme de dimension nulle
incident sur le centroïde du volume sensible, faisceaux filiformes de 0.1 mm d’épaisseur
incidents sur (b) le contour de l’électrode centrale et (c) le contour du volume sensible. Les
photons incidents sur la coupe transversale de la chambre A12 sont représentés en jaune
et les électrons secondaires en bleu.
L’équation (3.8) suggère que les champs non standard qui favorisent la réponse du volume
d’eau par rapport à la réponse du détecteur vont causer une sous-réponse du détecteur
(kfns,frefQns,Q > 1), tandis que les champs qui favorisent la réponse du détecteur au volume
d’eau vont produire une sur-réponse du détecteur (kfns,frefQns,Q < 1). Cette observation peut être
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utilisée pour concevoir certains scénarios catastrophiques tout en considérant la figure 3.10
pour la chambre A12. Un faisceau filiforme à l’origine va produire une correction kfns,frefQns,Q >
1. En fait, le pic de l’électrode minimise un peu cette différence, il est donc possible qu’un
faisceau irradiant uniquement la région immédiatement à l’extérieur de l’électrode centrale
produise une correction kfns,frefQns,Q [Dvol] > 1 encore plus élevée. Finalement, un faisceau
qui irradie uniquement le mur de la chambre va produire une correction kfns,frefQns,Q < 1.
La figure (3.11) illustre ces trois scénarios catastrophiques et les facteurs kfns,frefQns,Q [Dpt],
kfns,frefQns,Q [Dvol] et k
fns,fref
Qns,Q [Dvol,Msens] à 6 MV et 25 MV pour l’ensemble des détecteurs sont
donnés aux tableaux III et IV. Le tableau III montre qu’irradier l’extérieur de l’électrode
donne en effet des facteurs kfns,frefQns,Q [Dvol] légèrement plus élevés qu’irradier l’origine pour
toutes les chambres à ionisation à l’exception de la A14. La réponse des chambres à
ionisation et de la microLion (PTW31018) en orientation radiale passe de kfns,frefQns,Q [Dvol] > 1
à kfns,frefQns,Q [Dvol] < 1 entre le tableau III et IV tandis que le détecteur au diamant naturel
(PTW60003) en orientation radiale présente le comportement contraire. Pour les chambres
A12 et NE2571, les facteurs kfns,frefQns,Q [Dpt] varient entre 0.2 et 32 tandis que les facteurs
kfns,frefQns,Q [Dvol] varient entre 0.4 et 1.4. Les déviations de l’unité de ces facteurs se retrouvent
parmi les plus grandes rapportées à ce jour.
Tableau III – Évaluation des facteurs kfns,frefQns,Q pour les cas spéciaux (a) et (b)1.
Detectors
Faisceaux filiformes incidents sur (a) le centroïde du volume, (b) contour de l’électrode 2
6 MV 25 MV
[Dpt] [Dvol] [Dvol,Msens] [Dpt] [Dvol] [Dvol,Msens]
NE2571 rad. 31.664, 31.005 1.273, 1.421 1.712, 1.695 22.274, 20.991 1.167, 1.246 1.380, 1.372
A12 rad. 31.751, 28.426 1.299, 1.417 1.708, 1.671 22.523, 20.732 1.195, 1.247 1.378, 1.369
A1SL rad. 6.420, 6.242 1.392, 1.515 1.939, 1.896 4.997, 4.660 1.224, 1.273 1.485, 1.465
A14 rad. 3.873, 3.560 2.104, 1.974 2.340, 2.317 2.713, 2.547 1.537, 1.471 1.680, 1.672
PTW31018
ax. 1.668 0.959 1.039 1.607 0.964 1.023
rad. 0.642 1.130 1.163 0.659 1.111 1.149
PTW60003
ax. 2.311 1.039 0.907 2.176 1.041 0.931
rad. 0.334 0.587 0.536 0.376 0.630 0.551
PTW60012 ax. 0.404 0.888 0.969 0.455 0.957 0.970
Alanine
ax. 4.935 0.987 0.986 4.309 0.988 0.988
rad. 2.956 0.969 0.969 2.732 0.974 0.974
W1
ax. 0.486 0.986 0.993 0.514 1.001 1.005
rad. 1.197 0.988 1.001 1.202 0.997 1.002
1 L’incertitude des données Monte Carlo est inférieure à 0.15 % (1 σ).
2Seules les chambres d’ionisation ont des valeurs disponibles pour le cas spécial (b).
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Tableau IV – Évaluation des facteurs kfns,frefQns,Q pour le cas spécial (c)1.
Detectors
(c) Faisceaux filiformes incidents sur le contour du volume sensible
6 MV 25 MV
[Dpt] [Dvol] [Dvol,Msens] [Dpt] [Dvol] [Dvol,Msens]
NE2571 rad. 0.188 0.368 0.405 0.408 0.590 0.635
A12 rad. 0.217 0.409 0.461 0.443 0.630 0.684
A1SL rad. 0.314 0.519 0.670 0.485 0.680 0.817
A14 rad. 0.728 0.871 0.985 0.800 0.912 1.007
PTW31018
ax. 0.729 0.947 0.973 0.787 0.963 0.988
rad. 0.639 0.692 0.928 0.678 0.738 0.960
PTW60003
ax. 0.781 1.132 1.103 0.809 1.071 1.036
rad. 1.372 2.061 0.993 1.260 1.820 0.953
PTW60012 ax. 0.944 0.940 1.025 0.982 0.997 1.002
Alanine
ax. 0.512 1.024 1.023 0.625 1.009 1.008
rad. 0.725 1.026 1.026 0.789 1.009 1.009
W1
ax. 1.032 0.991 0.992 1.023 1.001 0.995
rad. 1.138 0.997 1.000 1.112 0.997 0.999
1 L’incertitude des données Monte Carlo est inférieures à 0.15 % (1 σ).
3.6 Formalisme de IAEA-AAPM pour les champs petits et composés
En 2008, un nouveau formalisme a été publié par un groupe de travail international com-
posé de membres de l’IAEA et de l’AAPM [19] dans le but de généraliser les protocoles
de dosimétrie standard tels que le TG-51 [20] et le TRS-398 [21] pour les modalités pro-
duisant des champs non standard petits et composés. L’idée de base de ce formalisme
est de remplacer un champ non standard clinique fclin potentiellement problématique à
la mesure M fclinQclin par un champ intermédiaire qui n’introduit pas d’erreurs significatives à
cette mesure. Une deuxième étape permet ensuite de convertir la dose absorbée dans l’eau
du champ intermédiaire au champ d’intérêt fclin. Deux champs intermédiaires sont définis,
le champ de référence spécifique à l’appareil (machine-specific reference field) fmsr qui est
un champ statique de taille inférieure ou égale au champ fref et un champ de référence
spécifique au plan de traitement (plan-class specific reference field) fpcsr qui est un champ
composé qui se rapproche d’une classe de plan de traitement (ex. prostate, poumon) et
qui produit une dose uniforme autour du détecteur utilisé 4. À ce jour, le concept de
4Dans le formalisme d’Alfonso et al., le champ fpcsr est défini comme ayant un équilibre électronique
à la position du détecteur, une condition qui n’est pas réalisable telle que démontré par Bouchard et al.
[95].
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champ fmsr a été adopté par les rapports TG-148 [105] et TG-135 [106] pour le QA de la
TomoTherapy R© et du Cyberknife R© respectivement.
Le formalisme d’Alfonso et al. suggère d’utiliser le plus grand champ d’une modalité comme
fmsr. Il y a cependant plusieurs autres considérations qui devraient être prises en compte
lors de ce choix. Dans le cadre de ce mémoire, un champ fmsr de 4 x 4 cm2 est utilisé
car cette taille est assez large pour éviter les effets de Pvol présentés à la figure (3.2b) et
assez petite pour éviter les effets dus à l’augmentation de photons diffusés de basse énergie
pour la diode en plus de réduire le temps des simulations Monte Carlo. Le terme spécifique
à l’appareil vient du fait que certains petits champs sont sujets à des effets d’occlusion
de source qui dépendent de la taille de la source ponctuelle des électrons incidents sur
la cible de l’appareil en question. Lorsque les mâchoires de l’appareil bloquent une partie
de la source du point de vue du détecteur son signal M fclinQclin diminue ce qui réduit par le
fait même le rapport des mesures M fclinQclin/M
fmsr
Qmsr [107–109]. Le rapport des doses absorbées
Dfclinw,Qclin/D
fmsr
w,Qmsr diminue également et les différences de cette diminution à celle du rapport
des mesures fait en sorte que le facteur kfclin,fmsrQclin,Qmsr peut varier selon la taille de la source
ponctuelle. Czarnecki et al. et Francescon et al. ont démontré que le facteur kfclin,fmsrQclin,Qmsr [Dpt]
des chambres à ionisation est sensible à la largeur à mi-hauteur de la source (entre 1.4
- 2.6 mm) lorsque la taille du champ est inférieure à 1 x 1 cm2 malgré que le rapport
des mesures montre une sensibilité pour des champs encore plus large [35, 110, 111].
Ces auteurs n’ont cependant pas trouvé de dépendance significative pour la diode. En
comparant des valeurs expérimentales à celles de simulations Monte Carlo, il est possible
de déterminer indirectement la taille de la source d’une modalité, un paramètre qui n’est
généralement pas disponible.
Le champ fpcsr est produit par une procédure de planification inverse où des structures
virtuelles simples (cible, régions à protéger) sont tracées pour un type de traitement.
Des champs fpcsr ont été publiés pour la livraison en arc VMAT
TM [63], l’IMRT [112] la
TomoTherapy R© [65, 113] et le Cyberknife R© [67]. Chung et al. ont défini certains paramètres
de TPS pour évaluer l’uniformité du champ dans la région de la mesure [16, 112, 113].
L’indice principal est l’index d’homogénéité défini par HI = D2%−D98%
Dref
où 2% du volume
d’intérêt reçoit une dose égale ou supérieure à D2% et Dref représente la dose moyennée
sur un volume d’intérêt. Chung et al. ont utilisé à la fois le volume de la cible du plan
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et le volume sensible d’une chambre A12 comme région d’intérêt dans différentes études
[16, 113]. Un indice secondaire, le facteur de modulation (MF), est défini comme étant le
rapport du temps maximal d’ouverture des lames du MLC au temps moyen d’ouverture
pour les lames ayant une ouverture non-nulle. Ainsi, l’indice MF augmente s’il y a des
points plus chauds dans le volume d’intérêt. Chung et al. ont ajouté comme condition
qu’un champ fpcsr valide doit avoir un indice HI < 5% et un indice MF < 1.93 ce qui
donne un facteur kfpcsr,frefQpcsr,Q déviant de l’unité à l’intérieur de ± 0.7%. Une bonne homogé-
néité du champ fpcsr est requise pour limiter les effets de Pvol et Pρ plus important pour les
chambres à ionisation larges ainsi que de limiter les incertitudes de positionnement plus
important pour les petits détecteurs [16, 113]. Tel que suggéré par Bouchard et al. [11],
Pvol peut être éliminé en comparant les valeurs Dvol du TPS et de la livraison lors d’un QA
d’IMRT, une stratégie également utilisée par Chung et al. [16]. Une idée complémentaire
tout aussi importante, est l’utilisation d’un fantôme d’eau spécifique à un site anatomique
à la place d’un fantôme traditionnel de dimension 30 x 30 x 30 cm2. Ces fantômes sont
de forme cylindrique et ont un diamètre représentatif des contours d’un patient moyen.
Conceptuellement, le plan DQA calculé dans une copie conforme du patient serait équi-
valent au plan original et la dose absorbée Dfclinw,Qclin serait la même ce qui augmenterait
la pertinence clinique du QA [114]. L’utilisation de fantômes PCSR est un premier pas
vers l’utilisation de fantômes anthropomorphiques spécifiques au patient. Chung et al. ont
décrit la construction d’un fantôme PCSR pour les traitements d’ORL [112]. Un avantage
additionnel d’utiliser un fantôme et un détecteur cylindrique est que cette configuration
est symétrique par rapport au mouvement du statif. Dans ce cas, la livraison peut être
faite avec les champs repliés à l’angle de statif 0◦ (collapsed delivery) au lieu d’utiliser une
livraison avec rotation complète.
Comme indiqué plus haut, la première étape consiste à déterminer la dose absorbée
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fpcsr(msr)








où le facteur d’étalonnage N fpcsr(msr)D,w,Qpcsr(msr) peut être déterminé par la méthode Monte Carlo




w,Qpcsr(msr) d’un champ intermédiaire évalué par un dosimètre retraçable à un standard
primaire ayant des perturbations minimales ce champ à la mesure M fpcsr(msr)Qpcsr(msr) d’un détec-
teur d’intérêt. Le détecteur à l’alanine [61, 63–67] et le film Gafchromic R© [64, 109, 112]
ont été utilisés à cette fin. Plusieurs groupes sont aussi intéressés à utiliser la calori-
métrie au graphite pour déterminer N fpcsr(msr)D,w,Qpcsr(msr) directement [76–78]. Alternativement,
N
fpcsr(msr)
D,w,Qpcsr(msr) peut être déterminé en utilisant une combinaison du facteur d’étalonnage







où kfpcsr(msr),frefQpcsr(msr),Q = k
fmsr,fref









Qpcsr,Qmsr ·kfmsr,frefQmsr,Q pour les modalités
qui utilisent des champs composés et qui ne peuvent pas produire de champs aussi larges
que fref (ex. TomoTherapy R©). Pour que ce formalisme soit utilisé de façon pratique, Chung
et al. [113] ont suggéré de travailler en coopération avec les manufacturiers de sorte qu’une
panoplie de facteurs N fpcsr(msr)D,w,Qpcsr(msr) pour différentes combinaisons de champs et détecteurs
soient disponibles à l’usager qui n’aurait qu’à charger le facteur approprié avant la mesure
dans le TPS qui ajusterait le nombre d’UM total. Dans ce cas-ci, on parle d’un étalonnage
PCSR/MSR virtuel car ce n’est pas l’appareil physique qui est ajusté.
La deuxième étape consiste à convertir la dose Dfpcsr(msr)w,Qpcsr(msr) au champ clinique fclin par un






où Ωfclin,fpcsr(msr)Qclin,Qpcsr(msr) est calculé soit par simulation Monte Carlo ou en utilisant un détecteur
équivalent à l’eau [19]. Il est important de noter que contrairement à N fpcsr(msr)D,w,Qpcsr(msr) ce fac-
teur doit être évalué pour chaque fclin individuellement ce qui n’est pas vraiment pratique
en considérant le nombre de possibilités pour fclin. La méthode Monte Carlo requiert pré-
sentement des calculs trop longs pour être utilisés couramment en clinique. Pour le QA
des champs d’IMRT, une option serait de comparer directement la dose absorbée à l’eau
D
fpcsr(msr)
w,Qpcsr(msr) de l’équation (3.9) du TPS et de la livraison. Plusieurs centres hospitaliers ne
font que ces QA de façon périodique, il est donc possible qu’un QA périodique pour diffé-
rents types de champs fpcsr soit suffisant pour évaluer la performance de l’appareil.
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Pour la vérification des facteurs d’ouverture rapportés à l’eau, on peut utiliser l’équation









et si fclin ne s’écarte que faiblement
de fmsr, kfclin,fmsrQclin,Qmsr ≈ 1 et le rapport des mesures est suffisant pour déterminer le rapport
des doses absorbées [19]. Finalement, il est aussi possible d’effectuer la mesure directement








Le facteur kfclin,fpcsr(msr)Qclin,Qpcsr(msr) peut être plus proche de l’unité que k
fclin,fref
Qclin,Q dépendamment de









Qclin,Q et l’équation (3.11) devient équivalente à l’équation (3.1).
Depuis la publication de ce formalisme, plusieurs groupes ont confirmé que le facteur
kfmsr,frefQmsr,Q ne dévie que très faiblement de l’unité (bien en-dessous de 1 %) pour une variété
de modalités [62, 64–66, 109, 111, 115–117]. Comme le montre la figure 3.5, les facteurs
de correction des petits champs ne prennent de l’ampleur que pour les champs inférieurs
à 2 x 2 cm2 à l’exception des chambres Farmer larges (< 3.5 x 3.5 cm 2) surtout lorsque
la dose est rapportée au volume d’eau. La plupart des modalités peuvent produire des
champs plus larges que ces derniers.
De plus, plusieurs groupes ont également publié des facteurs kfpcsr,frefQpcsr,Q égaux à l’unité à
l’intérieur des incertitudes expérimentales pour les champs composés [62, 63, 65, 67, 112,
113]. Malgré que des erreurs significatives peuvent dégrader la mesure des segments de
champ individuel comme le montre la figure (3.9), il y a une compensation entre les
champs individuels qui diminue progressivement l’erreur sur la mesure du champ total.
Cette compensation est optimisée par la condition que le champ fpcsr doit avoir un indice HI
< 5%. Il est pertinent de noter que les champs cliniques fclin ont également des contraintes
d’homogénéité imposées lors de l’étape de planification inverse qui expliquent que les
facteurs kfclin,frefQclin,Q sont généralement à l’intérieur de 1-3% de l’unité [47, 61, 65, 82].
Finalement, Bouchard a récemment publié un théorème qui établit une équivalence théo-
rique entre fpcsr et fref [118]. Ce théorème stipule qu’au premier ordre, en négligeant les
effets de diffusion et de durcissement de faisceau, la livraison repliée symétrisée du champ
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par rapport à l’axe d’un détecteur cylindrique ne contient aucun gradient de dose latéral
tout comme le champ fref et donc, kfpcsr,frefQpcsr,Q = 1. Ce champ replié symétrique virtuel (VSC)
est dosimétriquement équivalent au champ replié et au champ avec rotation complète du
statif. Une discussion de cette équivalence en relation avec la fonction de perturbation





Qclin,Qmsr ne peuvent être négligés.
L’article du prochain chapitre introduit des indices basés sur le théorème PCSR-VSC pour
caractériser les facteurs kfclin,frefQclin,Q de champs fclin par la non-uniformité de la fluence de leurs
livraisons VSC à l’intérieur de régions d’intérêts. On émet l’hypothèse que les champs fclin
qui se rapprochent du comportement de champs fpcsr idéaux, auraient une très grande
uniformité tandis que les champs fclin problématiques présenteraient une non-uniformité
qui serait rapidement détectable par ces indices. La validation de ces indices est rendue
difficile par le grand nombre de possibilité pour le champ fclin. Des études de 10 - 20
champs d’IMRT similaires à celles de Chung et al. ne donnent pas un échantillonnage
représentatif de ces possibilités [16, 113]. L’approche utilisée dans cet article est d’utiliser
un modèle de champ stochastique pour produire des champs d’IMRT très uniformes et
non-uniformes. La figure 3.12 montre un exemple de carte de fluence d’un champ produit
par ce modèle en livraison replié (gauche) et symétrisé (droite). Ce modèle est utilisé pour
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Figure 3.12 – Exemple d’une carte de fluence générée avec le modèle stochastique de
champ d’IMRT (à gauche) et de sa version VSC symétrisée (à droite).
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Ce modèle peut produire des champs très uniformes tel que le champ clinique de prostate
de la figure 3.13 et des champs moins uniformes tel que le champ dynamique illustré
à la gauche de cette figure. Une étude complémentaire de 18 champs d’IMRT simulés
complètement par la méthode Monte Carlo est également présentée pour valider le modèle
de champ stochastique. Un désavantage de ce modèle est que la dimension relative des
fluctuations de fluence est fixée à 0.1 x 0.5 cm2.
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Fluctuation d'un champ clinique de prostate  ( i  =  5 )
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Figure 3.13 – Illustration des fluctuations présentes dans la distribution de dose non-
symétrisé du faisceau dynamique 5 (i = 10 dans la figure 3.8a ou i = 17 dans l’article) et
de la livraison repliée d’un champ clinique de prostate (i = 5 dans l’article).
3.7 Réduction des facteurs de correction
La réduction/élimination des facteurs kfns,frefQns,Q est un sujet d’intérêt en dosimétrie des
champs non standard. Certaines mesures simples permettent de réduire ces facteurs, par
exemple lors d’un QA d’IMRT, un point hors-axe de forte-dose et bas-gradient peut être
utilisé comme point de mesure si la distribution de dose n’est pas assez uniforme à l’iso-
centre. Plusieurs méthodes de réduction ont déjà été introduites dans ce chapitre comme
d’utiliser un champ de référence fmsr (fmsr < fref) pour la mesure des petits champs,
d’utiliser une stratégie d’étalonnage virtuel à l’aide de facteurs N fpcsrD,w,Qpcsr pour le QA des
champs composés, de rapporter la dose au volume d’un détecteur rempli d’eau pour éli-
miner Pvol et de modifier les matériaux non-sensibles d’un détecteur pour compenser le
facteur de perturbation Pρ. L’article du prochain chapitre introduit une nouvelle méthode
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d’optimisation des matériaux non-sensibles des détecteurs basée sur une nouvelle fonction
de perturbation pour compenser la densité massique du volume sensible. La figure (3.14)
montre les fonctions de réponse dosimétrique de la microLion et de son volume d’eau cor-
respondant pour différentes densités de son électrode en graphite. On pourrait conclure
que la version avec ρgraphite = 1.00 g/cm3 nécessite une correction plus petite car elle cor-
respond mieux à la réponse de l’eau. Cette conclusion est cependant erronée, la nouvelle
méthode démontre plutôt que c’est ρgraphite = 1.37 g/cm3 qui est optimale, un fait qui
n’est pas évident à partir des fonctions de réponse dosimétrique.
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Figure 3.14 – Effet de la densité de l’électrode en graphite (ρgraphite) sur la fonction de
réponse dosimétrique de la microLion en orientation axiale.
Deux méthodes de réduction additionnelles ont été proposées dans la littérature. La pre-
mière méthode consiste à calculer directement la dose dans le milieu d’intérêt, une sugges-
tion faite par Bouchard et al. [11] comme alternative à la méthode de rapporter la dose à un
volume d’eau. Par exemple, lors d’un QA d’IMRT, la dose absorbée du DQA pourrait être
calculée directement dans le volume sensible du détecteur par la méthode Monte Carlo.
La lenteur des simulations Monte Carlo est un obstacle de cette méthode mais cette stra-
tégie pourrait éventuellement devenir intéressante dans le futur. Une deuxième méthode
récemment explorée par différents groupes [54, 119, 120] est de remplacer la mesure de la
dose à la position de référence par une dose-intégrée comme le produit dose-surface (DAP).
Cette méthode se base sur la méthode de convolution de l’équation (3.8). Supposons qu’un
champ de référence fref soit composé de faisceaux filiformes fi,j à chacune des positions (i,
j) ∈ fref de sorte que fref = ∑
fref
fi,j. On suppose aussi que le spectre énergétique de fref sur
l’axe central soit applicable à chacun des faisceaux fi,j de façon à ce qu’ils soient identiques.
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Selon la méthode de convolution, la somme de la dose absorbée à l’eau pour chacun des
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5. On note que le faisceau fi,j est
lui-même un champ non standard dont la mesure ne peut être convertie à l’eau sans
évaluer kfns,frefQns,Q . Cependant si on déplace un détecteur sous ce faisceau et que l’on ad-
ditionne sa réponse à plusieurs positions, on obtient une mesure-intégrée MAPfrefQ qui
peut être convertie directement à la dose-intégrée à l’eau avec le facteur d’étalonnage
N frefD,w,Q sans avoir à calculer k
fns,fref
Qns,Q . Underwood et al. ont récemment démontré que cette




[54]. La réponse dosimétrique de chacun des faisceaux filiformes fi,j est indépendante,


















M frefw,Q. Si le domaine fns est suffisamment
petit en comparaison du champ fref6, additionner la réponse du détecteur pour une mul-
titude de positions du champ fns revient à intégrer la mesure de plusieurs champs larges
et il s’en suit que le facteur N frefD,w,Q peut être utilisé pour obtenir la dose-intégrée à l’eau.
L’utilisation d’un réseau de détecteurs a le potentiel de réduire considérablement le temps
d’acquisition du facteur MAPfnsQns .
3.8 Objectifs et résultats de l’article
Le prochain chapitre présente les résultats principaux de l’étude de ce mémoire sous la
forme d’un article. L’objectif principal de cette étude est de déterminer les limites d’utili-
sation des détecteurs de rayonnement dans les champs non standard petits et les champs
d’IMRT. Il n’y a présentement aucune méthode précise permettant de déterminer ce qui





car kfi,j,frefQns,Q varie considérablement avec la position (i, j) comme le montre les tableaux III et IV.
6En pratique, il n’est pas nécessaire d’intégrer la mesure sur le domaine complet de fref car le signal
du détecteur diminue rapidement à l’extérieur de fns.
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constitue un champ petit pour un détecteur donné [107]. Certains auteurs considèrent
qu’un champ plus petit que 3 x 3 cm2 est petit ce qui reste une règle approximative. Une
approche rigoureuse est utilisée pour déterminer des zones de perturbation qui restreignent




(a) Diagramme de la méthode
globale utilisée dans l’article.























(b) Illustration de fns,fmsrQns,Qmsr qui représente la valeur absolue de
la déviation relative de l’unité de kfns,fmsrQns,Qmsr . Dans cet exemple,
fns,fmsrQns,Qmsr ≤ ξ où ξ = 10.0% et 0.909 ≤ k
fns,fmsr
Qns,Qmsr ≤ 1.111.
Figure 3.15 – Illustration de la méthode présentée dans l’article du chapitre 4.
La figure 3.15a illustre la méthode globale de l’article. Les profils transverses et longitudi-
naux des fonctions de réponse dosimétrique de neuf détecteurs de rayonnement à 6 MV et
25 MV sont échantillonnés par simulation Monte Carlo et utilisés pour estimer la fonction
2-D complète. Cette fonction est ensuite utilisée pour évaluer la fonction de perturbation
h(x, y) ainsi que Ωfns,fmsrQns,Qmsr , le facteur de champ du formalisme d’Alfonso et al. avec un
critère théorique qui donne un seuil théorique fns,fmsrQns,Qmsr aux facteurs de correction. Il est
pertinent de mentionner certaines différences entre les résultats de ce chapitre et ceux de
l’article. Premièrement, kfns,frefQns,Q est remplacé par le facteur 
fns,fmsr
Qns,Qmsr qui est défini comme
étant la valeur absolue de la déviation du facteur kfns,fmsrQns,Qmsr de l’unité normalisée par sa va-
leur. Ainsi, au lieu d’évaluer les différences de l’unité de la correction, on s’intéresse plutôt
aux déviations de zéro du nouveau paramètre. La figure 3.15b montre que dans la plage
des facteurs de correction couramment observés en clinique, ce paramètre ne dévie que
d’environ 1% de de
∣∣∣kfns,frefQns,Q − 1∣∣∣. Deuxièmement, les facteurs de correction sont rapportés
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à un champ fmsr = 4 x 4 cm2 au lieu d’un champ de référence 10 x 10 cm2. Finalement,
toutes les doses sont rapportées au volume d’eau du détecteur et la notation est allégée
de sorte que kfns,fmsrQns,Qmsr [Dvol] ≡ kfns,fmsrQns,Qmsr . Un ensemble complet des profils transverses et
longitudinaux des détecteurs est fourni à l’annexe I. Une discussion du critère pour les
champs filiformes est présentée à l’annexe III. Pour les champs circulaires, il est possible
d’évaluer le critère directement des profils 1-D tels qu’illustrés à l’annexe V. Une nouvelle
méthode de compensation de la densité est également présentée.
Le critère est ensuite utilisé pour évaluer des cartes de perturbation pour chacun des
détecteurs. Ces cartes contiennent toute l’information nécessaire pour qu’un physicien
clinique puisse rapidement déterminer si un petit champ fns est problématique à la mesure
d’un détecteur d’intérêt, ce qui constitue une solution simple au problème de la dosimétrie
des petits champs. L’annexe IV présente un ensemble complet de ces cartes. Pour les
champs composés d’IMRT, deux nouveaux indices, la fluctuation moyenne (MF) et l’indice
d’uniformité (UI), basés sur les champs VSC, sont évalués sur des zones de perturbation
calculées à partir des cartes de perturbation pour déterminer rapidement la contribution
des facteurs kfns,frefQns,Q à la dose absorbée dans l’eau lors des procédures de DQA. Les indices
définis par Chung et al. [16] sont calculés dans une région définie par le volume sensible
du détecteur ce qui pose problème, car les perturbations d’un détecteur s’étendent à une
région plus large caractérisée de façon précise par les zones de perturbation. Un troisième
indice, le gradient moyen (MG) est présenté à l’annexe VI. Une définition précise de la
région d’intérêt est nécessaire pour avoir une bonne corrélation telle qu’illustré à l’annexe
VII.
De plus, la méthode Monte Carlo est utilisée pour vérifier la validité du critère théorique.
Malgré que les techniques de VRT utilisées par le code egs_chamber permettent d’obtenir
un gain d’efficacité supérieur à 500 [85], les simulations présentées n’auraient pas été
possible sans l’utilisation du superordinateur Cottos de l’Université de Montréal. Cottos
contient 128 nœuds ayant chacun deux processeurs quadricœur Intel Xeon E5462 de 3 GHz.
Les travaux présentés représentent environ 33 cœurs-année équivalent 7. Finalement, une
partie des travaux de cet article a été présentée au mois d’août 2013 lors du 55ième congrès
annuel de l’AAPM à Indianapolis.
7Un cœur-année représente un an de calcul sur un seul des cœurs mentionnés.
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3.9 Contributions des auteurs
Yuji Kamio
• Recherche littéraire
• Modélisation des différents détecteurs
• Révision et validation du critère théorique pour les petits champs
• Développement d’indices de champ d’IMRT
• Développement d’une nouvelle méthode de compensation de l’effet de densité
• Production et analyse des résultats
• Rédaction de l’article
Hugo Bouchard
• Direction du projet (support scientifique et technique)
• Discussion générale du projet
• Développement théorique du critère de la section 4.2.4
• Apport matériel (Accès aux grappes de calcul)
• Révision de l’article
• Soutien à l’analyse des résultats
• Mise en valeur de l’impact scientifique de l’article
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CHAPITRE 4
CORRECTION-LESS DOSIMETRY OF NONSTANDARD PHOTON
FIELDS : A NEW CRITERION TO DETERMINE THE USABILITY OF
RADIATION DETECTORS
Authors : Yuji Kamio1,2 and Hugo Bouchard1,2,3
1Département de physique, Université de Montréal, Pavillon Roger-Gaudry (D-428), 2900
Boulevard Édouard-Montpetit, Montréal, Québec H3T 1J4, Canada
2Centre hospitalier de l’Université de Montréal (CHUM), 1560 Sherbrooke est, Montréal,
Québec H2L 4M1, Canada
3Acoustics and Ionising Radiation Team, National Physical Laboratory, Hampton Road,
Teddington TW11 0LW, United Kingdom
Purpose : In the IAEA-AAPM dosimetry formalism, detector measurements in general
nonstandard conditions are corrected using the factor kfclin,fmsrQclin,Qmsr . This factor needs to be
evaluated on a case-by-case basis which is difficult to accomplish in practice. The present
paper aims to provide a method for small beams and composite IMRT fields that allows
neglecting correction factors by determining the limits of usability of radiation detectors
in these fields. Near-water equivalent detectors and density compensation schemes are also
investigated.
Methods : Detailed models of nine radiation detectors were built : four ionization cham-
bers (NE2571, A12, A1SL, A14), three small field detectors (PTW31018 microLion ,
PTW60003 natural diamond, PTW60012 unshielded diode) and two near water-equivalent
detectors (alanine, W1 scintillating fiber). Using the egs_chamber Monte Carlo code,
dose response functions at 6 MV and 25 MV were sampled for each detector and their
corresponding volume of water. These functions were then used with a newly derived
criterion to evaluate an upper bound ξfns,fmsrQns,Qmsr on the variable 
fns,fmsr
Qns,Qmsr if no field collima-
tion/modulation occurs over a given perturbation zone. The variable fns,fmsrQns,Qmsr is defined
as the absolute value of the relative deviation from unity of a nonstandard field quality
correction factor kfns,fmsrQns,Qmsr . Using the same criterion, perturbation zones were evaluated by
finding the smallest field size allowed for correction-less dosimetry with a given tolerance
ξfns,fmsrQns,Qmsr . For composite fields, the sensitivity of detectors to the non-uniformity of virtual
symmetric collapsed beams over regions of interest specified by the criterion was studied
to estimate an upper bound ξ˜fns,frefQns,Q on 
fns,fref
Qns,Q for a given beam flatness. Finally, a newly
defined perturbation function was used to minimize the perturbations of the microLion
chamber through density compensation.
Results : The theoretical criterion shows good agreement with full Monte Carlo simu-
lations of fns,fmsrQns,Qmsr . Perturbation zones are shown to be sensitive to both the energy of
the beam and the orientation of the detector. The density-compensated microLion shows
significantly improved response in both axial and radial orientations in small beams and
composite IMRT fields. Finally, the new Exradin W1 scintillator is shown to have ξfns,fmsrQns,Qmsr
values under 1 % in small fields.
Conclusion : The methods presented in this work theoretically show that correction-less
dosimetry of nonstandard field can be accomplished by knowing the limit of usability of
radiation detectors in these conditions. Potential applications include small field output
factor measurements and absolute dose to water verification in the QA of clinical IMRT
fields.
4.1 INTRODUCTION
For a number of years, there has been a keen interest by the dosimetry community to extend
broad beam dosimetry protocols such as AAPM’s TG-51 [20] and IAEA’s TRS-398 [21]
to nonstandard fields found in stereotactic radiosurgery (SRS) and intensity modulated
radiotherapy (IMRT). In 2008, the IAEA-AAPM international working group published
a formalism involving the use of a series of correction factors to accurately convert the
measure of a detector to the dose absorbed to water [19]. These factors are based on an
intermediate machine-specific reference field fmsr for small beam dosimetry and a plan-class
specific reference field fpcsr for composite field dosimetry. The fpcsr field is an ideal plan
that maintains a homogenous dose around the detector. The practical implementation of
such a formalism presents many difficulties as correction factors kfclin,fmsrQclin,Qmsr depend on a host
of variables. For small fields, kfclin,fmsrQclin,Qmsr is known to increase very rapidly when field sizes
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are smaller than a 2 x 2 cm2 due to mass density perturbations as well as being sensitive
to the electron beam spot size for fields with areas under 1 x 1 cm2 [35, 54, 90, 107, 111].
For composite IMRT fields, the stochastic behaviour of dose fluctuations combined with
detector positioning uncertainties renders a case-by-case correction difficult [16].
In 2007, Das et al. mentioned that “there is no clear definition as to what constitute a
small field” and that a criterion was needed to define the small field condition for a given
detector. In this work, a new criterion based on the convolution method [10] is used to
provide easy-to-implement methods to determine a radiation detector’s limits of usability
in small beams as well as IMRT composite fields. Knowledge of the limitations of a given
detector in small fields is paramount to the safety of patients as evidenced by a recent
incident involving the overexposure of many patients after the use of an inappropriate
detector in the calibration of a stereotactic modality [25]. For composite fields, a recently
published theorem [118], which states that the virtual symmetric collapsed (VSC) delivery
of ideal PCSR fields should be flat (thus making kfpcsr,frefQpcsr,Q = 1), is used to characterize
the non-uniformity of these fields over detector-specific regions of interest and determine
whether the absorbed dose to water can be accurately determined. Chung et al. recently
did a similar sensitivity study using treatment planning system (TPS) plan evaluation
parameters [16, 113].
In 2009, Bouchard et al. suggested that quality correction factors could be significantly
reduced by reporting the dose to the sensitive volume of the chamber filled with water
in IMRT fields, and that residual corrections were mostly caused by density perturbation
effects [11]. In this work, volume-doses are extended to small beams instead of the point-
doses sometimes used to correct the resolution of the detector. Measurements that need a
high resolution (e.g. precision penumbra measurements) can be performed with volume-
doses using high-precision detectors in the orientation having the highest resolution.
Scott et al. [90] also showed that the density of a detector has a major influence on its
response in small fields as opposed to its atomic number [11, 88] with high-density detectors
over-responding in small fields (kfclin,frefQclin,Q < 1 ) and low-density detectors under-responding
in small fields (kfclin,frefQclin,Q > 1). Charles et al. [94] suggested introducing low-density air gaps
upstream of the high-density silicon of diodes to compensate density perturbations while
Underwood et al. recently made similar suggestions for the PTW60003 diamond detector
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and the PTW31006 PinPoint ionization chamber [121]. In this work, a simple method to
minimize density effect perturbations based on a newly defined perturbation function is
proposed.
The work shown here is entirely theoretical in nature. While the criterion proposed in
this study is based on the behaviour of detector response functions used in the convo-
lution method [10], Monte Carlo calculations are also performed to characterize nine
radiation detectors : two farmer-type chambers (Exradin A12, NE2571), a miniature
shonka thimble chamber (Exradin A1SL), a microchamber (Exradin A14), an unshiel-
ded diode (PTW60012), a microLion chamber (PTW31018), a natural diamond detector
(PTW60003), a generic alanine pellet as well as the new scintillating fiber (Exradin W1).
For each detector, the dose response function is used to calculate the size of a perturbation
zone associated to a given tolerance on the quality correction factor. This perturbation
zone is defined such that if no beam collimation/modulation exists over it, the quality cor-
rection factor is guaranteed to remain within a certain tolerance. This method is applied
to small beams and IMRT fields (single and composite) and a comparison with quality
correction factors calculated with full Monte Carlo simulations is provided.
4.2 THEORY
4.2.1 Definitions and notation
• fref : reference field defined in standard reference dosimetry protocols such as AAPM’s
TG-51 or IAEA’s TRS-398.
• fmsr : machine-specific reference field.
• fns : nonstandard field, either a small field, an IMRT single field or a combination
of small and/or IMRT beams.
• VSC beam : virtual symmetric collapsed beam associated to a composite IMRT beam
delivery on a cylindrical phantom. A VSC is obtained by collapsing all the beams
of the delivery at the same angle and symmetrising the resulting beam by averaging
it with its mirrored delivery. Thus, the resulting VSC is a dynamic IMRT beam
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that is symmetric about the axis of the gantry rotation. In cylindrical phantoms and
cylindrical detectors following the symmetry of the delivery, this beam is perfectly
equivalent to its associated composite beam delivery.
• Dfmsrw,Qmsr : absorbed dose to water in the machine-specific reference field. In this study,
the volume of water in which the absorbed dose is reported is the sensitive volume
of the detector filled with water.
• Dfnsw,Qns : absorbed dose to water in the nonstandard field.
• Ωfns,fmsrQns,Qmsr : field factor that converts the absorbed dose to water for the machine-
specific reference field to the absorbed dose to water for the nonstandard field.
• M fmsrw,Qmsr : corrected detector reading in the machine-specific reference field. This
reading is proportional to the dose deposited in the sensitive volume of the detector
by the machine-specific reference field.
• M fnsw,Qns : corrected detector reading in the nonstandard field.
• N frefD,w,Q : detector calibration coefficient in reference conditions defined in AAPM’s
TG-51 or IAEA’s TRS-398.
• N fmsrD,w,Qmsr : detector calibration coefficient in the machine-specific reference field. This
factor is usually measured by cross-calibration with a detector traceable to a primary
standard.
• (Dwdet)fmsrQmsr : ratio of the absorbed dose to water over to the absorbed dose in the
sensitive volume of the detector in the machine-specific reference field.
• (Dwdet)fnsQns : ratio of the absorbed dose to water to the absorbed dose in the sensitive
volume of the detector in the nonstandard field.
• kfns,fmsrQns,Qmsr : detector quality correction factor from the machine specific reference field
to the nonstandard field.
• dw(x, y) : dose response function in water (in Gy/hist) defined as the absorbed dose
in water by a primary photon incident at (x, y). In this study, the absorbed dose to
water is reported in the sensitive volume of the detector filled with water.
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• ddet(x, y) : dose response function in the detector (in Gy/hist) defined as the absorbed
dose in the detector by a primary photon incident at (x, y). The detector volume is
by definition its own sensitive volume.
• Fmsr(x, y) : fluence distribution (in hist/cm2) of the machine-specific reference field
corresponding to the primary photon fluence of the beam at (x, y). In this study, it
is assumed that the machine-specific reference field is flat, i.e., Fmsr(x, y) = Fmsr.
• Fns(x, y) : fluence distribution (in hist/cm2) of the nonstandard field corresponding
to the primary photon fluence of the beam at (x, y).
• ∆(x, y) : collimation function characterizing the fluence of the nonstandard field
relative to the machine-specific reference field at (x, y). By definition, this function
is between 0 and 1 and is associated to a perturbation zone.
• D : perturbation zone defined as the area where the collimator function is strictly 0
and therefore the field is open.
• Dc : complementary region outside the perturbation zone and inside fmsr, defined so
that D ∪ Dc = fmsr.
• fns,fmsrQns,Qmsr : absolute value of the relative deviation of the quality correction factor
kfns,fmsrQnsmsr,Qmsr from unity.
• ξfns,fmsrQns,Qmsr : criterion parameter corresponding to the tolerance on the absolute value
of the relative deviation of the quality correction factor from unity.
• ξ˜fns,frefQns,Q : IMRT criterion parameter corresponding to the maximum absolute value
of the relative deviation of the quality correction factor from unity over all possible
modulations.
• A(f) : area of a given field f (in cm2).
• A(D) : area of the perturbation zone D (in cm2).
• (Xp,Yp)ξ : perturbation zone corresponding to the domain (x, y) ∈ D determined
using the criterion defined in this study for a tolerance ξfns,fmsrQns,Qmsr = ξ. Xp and Yp
are the widths of the zone in the transverse and longitudinal directions respectively.
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This zone is by definition centered at the origin, where the center of the detector is
placed.
4.2.2 Absorbed dose to water formalism
The absorbed dose deposited by a nonstandard field fns to the volume of water of a
reference dosimeter is given by the following equation :
Dfnsw,Qns = k
fns,fref
Qns,Q ·N frefD,w,Q ·M fnsQns . (4.1)
where M fnsQns is the reading of the detector in the field fns fully corrected for experimental
variables such as polarity, ion recombination, temperature and pressure and N frefD,w,Q is the
calibration factor of the detector for reference conditions determined in standard reference
dosimetry protocols (i.e., AAPM’s TG-51 and IAEA’s TRS-398). The factor kfns,frefQns,Q cor-
rects for differences in beam quality at the detector’s position from the reference field
condition to the nonstandard conditions.
A more general approach using the machine-specifc reference field calibration coefficient
N fmsrD,w,Qmsr yields the following formalism
Dfnsw,Qns = k
fns,fmsr
Qns,Qmsr ·N fmsrD,w,Qmsr ·M fnsQns . (4.2)
In this work, composite field correction factors are reported to a standard 10 x 10 cm2 (i.e.,
fmsr = fref). For small fields (i.e., fns < fmsr), several factors can influence the choice of
fmsr. While some modalities cannot produce fields as large as fref , it should be sufficiently
large that kfmsr,frefQmsr,Q can be safely neglected and it should be small enough to avoid problems
that some small dosimeter have with the increase of scattered kV radiation in large fields
(e.g., as observed with unshielded diodes [35]). In this work, a 4 x 4 cm2 was used as fmsr
for these reasons as well as to limit the length of the Monte Carlo simulations.
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Moreover, kfns,fmsrQns,Qmsr can be calculated through the ratio of the dose-to-water and dose-to-



















Qmsr can then be calculated from the convolution of the dose response
functions (or dose convolution kernels) of the detector ddet(x, y) and its sensitive volume











4.2.4 Definition of the criterion
In order to have minimal correction factors, we can define a region of interest around
the detector over which the field must be flat (open) in order to be equivalent to fmsr.
Residual corrections then result from collimation of the field outside of this region which
can be total (for small static fields) or partial (for IMRT fields). In this section we aim to
find a detector-specific criterion that would allow us to find such regions given a specified
tolerance on the relative deviation of kfns,fmsrQns,Qmsr from unity. These regions are referred to
as perturbation zones in this paper since any collimation of the field inside of this region
would cause the detector’s perturbation of fns to deviate significantly its perturbation of
fmsr.
Let us consider a nonstandard field fns and its associated perturbation zone D, shown in
figure 4.1, as well as its corresponding transmitted relative photon fluence distribution at
the isocenter Fns(x, y).
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Perturbation zone Perturbation zone xx
F ns(x,y) msrF   (x,y)
Figure 4.1 – The concept of the perturbation zone illustrated through the comparison
of fields fns and fmsr. Fns(x, y) has no collimation over D which allows the study of the
contribution of outside collimation on kfns,fmsrQns,Qmsr .
By definition, fns is open within the perturbation zone D and is allowed to have any
collimation on the outside region Dc. The function Fns(x,y) can be expressed in terms of
a collimation function ∆(x, y) as follows :
Fns(x, y) = Fmsr(x, y) [1−∆(x, y)] , (4.5)
where Fmsr(x,y) is assumed constant over fmsr, ∆(x, y) is 0 over D and ∆(x, y) ∈ [0, 1]
outside the perturbation zone (i.e. over Dc). It is worth noting the implicit dependence of
∆(x, y) on D.













The absolute deviation of kfns,fmsrQns,Qmsr from unity is then given by :
















The absolute value of the relative deviation of kfns,fmsrQns,Qmsr from unity is denoted by 
fns,fmsr
Qns,Qmsr

















We can then evaluate the denominator as follows using IAEA-AAPM’s notation [19] :
∫∫
fmsr









{dw(x, y)} is the mean value of the water-volume response function over fmsr.
The reader should be reminded that Fmsr(x, y) is assumed constant over fmsr, that Ωfns,fmsrQns,Qmsr
is a field factor that converts the absorbed volume-dose to water for fmsr to fns and that
A(fmsr) is the area of fmsr.





h(x, y) · Fns(x, y)
Ωfns,fmsrQns,Qmsr · Fmsr · A(fmsr)
dxdy
∣∣∣∣∣∣∣ , (4.10)









The reader should notice that h(x, y) does not depend on fns. Let us now consider the













which leads to the following property of the perturbation function :
mean
fmsr
{h(x, y)} = 0. (4.13)
In other words, if h(x, y) is nonzero it must have equal volumes under its surface above
and below the h(x, y) = 0 plane over fmsr, thus yielding an average of 0.





h(x, y) · Fmsr(x, y) [1−∆(x, y)]
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The last simplifications comes from using the definition fmsr = D ∪ Dc and also the defi-
nition of D over which no collimation is allowed, i.e., ∆(x, y) = 0 for (x, y) ∈ D.
Based on our definition of fns, the highest value of ∆(x, y) allowed over Dc is 1, which



























It is worth noting subtlety concerning the area over which h(x, y) is averaged, in this case
Dc, is different from equations (4.12) and (4.13) where it is averaged over fmsr. Furthermore,
for small static fields we have total collimation over Dc and equation (4.15) becomes an
equality.
We can significantly increase this bound for very small fields by taking the mean of the
absolute perturbation function and obtain the following criterion :
fns,fmsrQns,Qmsr ≤ ξfns,fmsrQns,Qmsr . (4.16)















For small static fields, the criterion can be taken as fns = D.
It is worth noting the implicit dependence of the tolerance ξfns,fmsrQns,Qmsr on D. The physical
interpretation of this criterion is that for each given perturbation zone D where no mo-
dulation is allowed, as described by figure 4.1, there is an associated tolerance ξfns,fmsrQns,Qmsr
such that kfns,fmsrQns,Qmsr is limited by the inequality in equation (4.16). Conversely, for a given
tolerance ξfns,fmsrQns,Qmsr on the absolute value of the relative deviation of k
fns,fmsr
Qns,Qmsr from unity,
there exists an associated perturbation zone D over which modulation (or collimation) is
not allowed. This way, the proposed criterion ensures that kfns,fmsrQns,Qmsr remains within a given
tolerance associated to a given field size D.
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Applying the criterion to small fields, when fns gets smaller the field factor Ωfns,fmsrQns,Qmsr makes




ensures that fns,fmsrQns,Qmsr converges to 0 when fns = fmsr. Taking the absolute perturbation
function also has the advantage of giving values that are monotonically increasing with
smaller field sizes which allows to find perturbation zones more easily as well as avoiding
problems with beam spot size dependency when the field size is comparable to the sensitive
volume.
Finally it should be noted that for a given criterion fns,fmsrQns,Qmsr ≤ ξfns,fmsrQns,Qmsr , kfns,fmsrQns,Qmsr is boun-







which is generally close to [1− ξ, 1 + ξ] when kfns,fmsrQns,Qmsr is not
exceedingly large. Therefore, ξfns,fmsrQns,Qmsr represents a maximum value for 
fns,fmsr
Qns,Qmsr and is also
approximately equal to the maximum absolute deviation of kfns,fmsrQns,Qmsr from unity.
4.3 METHODS
4.3.1 Evaluation of the perturbation function
4.3.1.1 1D dose response functions
Dose response functions for the detector ddet(x, y) and water volume dw(x, y) were sampled
using EGSnrc [122] by scanning a parallel pencil beam across the detector and scoring the
dose absorbed at each position of the beam in the isocenter plane. The transverse (axial
and radial orientation) and longitudinal (radial orientation only) profiles were sampled
along a length of 4 cm (fmsr = 4 x 4 cm2) with a resolution of 0.2 mm (200 points) as
shown in figure 4.2 using the egs_chamber [85] Monte Carlo code.
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Scan direction
Figure 4.2 – Diagram showing a detector in the radial (lying down) and axial (upright)
orientation. Response functions were sampled along the transverse axis (perpendicular to
the detector’s axis for both radial and axial orientations) and the longitudinal axis (along
the detector’s axis for the radial orientation only).
Two different pencil beam spectra were considered : (1) a 6 MV spectrum produced by
a BEAMnrc [97, 98] model of a Varian R© (Varian, Palo Alto, CA) CLINAC 21EX linear
accelerator with 10 x 10 cm2 jaws settings where the photon spectrum is evaluated on-axis,
(2) a 25 MV spectrum produced using the same linac model and geometry but changing
the electron spot source energy.
The following detectors were modelled according to the manufacturer’s specifications by
Exradin (Standard Imaging, Madison, WI) for the A12, A1SL and A14 chambers as well
as the W1 scintillating fiber, by Nuclear Enterprises (Nuclear Enterprises, Fairfield, NJ)
for the NE2571 chamber and by PTW (PTW, Freiburg, Germany) for the PTW31018
microLion chamber, the PTW60012 unshielded diode and the PTW60003 natural diamond
detectors. Moreover, a generic 55 mg alanine pellet was modelled using a mixture of 90%
alanine and 10% paraffin wax as specified by McEwen et al. [68]. All material densities
were taken from the manufacturer’s datasheet and the density effect parameter values (δ)
were taken from the ESTAR-NIST database [81] to produce the PEGS4 cross-section data
files. For the PTW60003 detector, there can be wide variations in the diamond sensitive
volume due to the manufacturing process. Based on a previous publication [123], we used
a sensitive volume diameter of 2.9 mm and length of 0.25 mm (1.7 mm3). Table V shows
the main characteristics of the Monte Carlo detector models used in this work. Simulations
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were made more efficient with the use of a cross-section enhancement (XCSE) factor of
256 in a region extending approximately 1 cm around the sensitive volume.







Sensitive material Sens. vol. density
[g/cm3]
NE2571 690 6.2 24.0 air 0.0012
A12 640 6.0 24.1 air 0.0012
A1SL 63 4.0 5.9 air 0.0012
A14 17 4.0 2.0 air 0.0012
PTW31018 1.7 2.5 0.35 isooctane 0.69
PTW60003 1.7 2.9 0.25 diamond 3.52
PTW60012 0.024 1.0 0.03 silicon 2.33
Alanine 49 5.0 2.5 alanine mixture 1.12
W1 2.4 1.0 3.0 polystyrene 1.05
aDimensions may differ slightly from the manufacturer’s specifications.
4.3.1.2 2D dose response functions
In order to save considerable computation time, we made the assumption that most of
the information about a detector’s 2D response can be extracted from a few 1D profiles.
Three different strategies were considered in this work :
1. For detector’s used in the axial orientation (unshielded diode, microLion, alanine and
scintillating fiber) the sensitive area is circularly symmetric and we can construct
the 2D response function by "spinning" the transverse profile over 360◦ using the
following relation :
d(x, y) = dr(r) (4.18)
where dr(r) is the 1D dose response function in the axial orientation and r =√
x2 + y2. The average percent differences between the full Monte Carlo and convo-




w,Qmsr for the specified detectors at 6
MV were found to be 0.12 ± 0.12% and 0.71 ± 0.58% respectively.
2. For large Farmer ionization chambers used in the radial orientation (A12, NE2571),
the 2D response function was approximated by a product of the transverse dx(x)
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w,Qmsr with full Monte Carlo
simulations were found to be 1.97 ± 1.30% and 0.95 ± 0.33% respectively for both
detectors at 6 MV. It should be noted that this method was found to underestimate
45◦ dose response profiles at a distance away from the sensitive volume of the detector
when the sensitive volume’s transverse and longitudinal sizes do not differ by much
(the worst case being in the axial orientation).
3. Finally, for small detectors used in the radial orientation (A1SL, A14, microLion,
natural diamond, alanine and scintillating fiber) an angular interpolation was used.
In this method, the 0◦ profile is equal to the transverse profile dx(x) while the 90◦
profile is equal to the longitudinal profile dy(y) and all other profiles are interpolated
according to the following relation :
d(x, y) = (1− α) · dx (sgn(x) · r) + α · dy (sgn(y) · r) (4.20)




)∣∣∣, r = √x2 + y2 and sgn(t) is a function defined as -1 for
t < 0 and 1 for t ≥ 0. The average percent differences of (Dwdet)fmsrQmsr and Dfmsrw,Qmsr
with full Monte Carlo simulations were found to be 2.42 ± 1.76 % and 5.048 ±
2.12% respectively over the specified detectors at 6 MV. It should be noted that this
method tends to give better results when the dimensions of the sensitive volume do
not differ by much (axial orientation being the best case) and was also used for the
natural diamond detector in the axial orientation, which is slightly asymmetric due
to the sensitive volume being slightly off-centered according to PTW schematics. The
exact 2D kernel could be sampled by adding more profile angles and interpolating
between them in this way.
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4.3.1.3 Perturbation function
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Figure 4.3 – The dose response function of the A12 ionization chamber (in red, solid)
and the response function of its corresponding volume of water (in blue, dashed) at 6 MV
are shown on the left. The two vertical dotted lines show the boundaries of the sensitive
volume. The corresponding perturbation function profile is shown on the right.





Qmsr needed to evaluate the perturbation function according to equation (4.11). The
A12 chamber’s dose response function and perturbation function’s transverse profiles are
shown in figure 4.3. These functions are mostly affected by the density perturbation factor
Pρ defined by Bouchard et al. [11] since the volume averaging perturbation factor Pvol was
eliminated by sampling dw(x,y) for volume-doses and other perturbation factors are less
important in nonstandard conditions [11]. The central value of the perturbation function
is positive which is typical of detectors that under-respond in small fields (kfns,fmsrQns,Qmsr > 1).
We can also see that the high-density electrode actually compensates the low density air
by reducing the perturbation function at the origin.
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4.3.2 Improving the response of detectors in nonstandard fields


















P. function: h(0,0) 
ρgraphite = 1.37 g/cm3
Figure 4.4 – Plot of the 6 MV perturbation function value at the origin h(0, 0) as a
function of the density of the graphite electrode. A density of 1.37 g/cm3 yields minimal
perturbations.
Underwood et al. [54] recently reported that the microLion over-responds (kfns,fmsrQns,Qmsr < 1) in
small fields in the axial orientation because the high density graphite electrode (ρgraphite =
1.85 g/cm3) overcompensates the low density isooctane sensitive volume (ρisooctane = 0.69
g/cm3). Figure 4.4 shows that the central value of the perturbation function is strongly
affected by varying the density of the graphite electrode (while keeping Zgraphite = 6) so
that a density of ρgraphite = 1.37 g/cm3 minimizes this value. We can also see that this
relationship is also nearly linear, therefore we could have drawn this conclusion from fewer
data points.
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Figure 4.5 – Transverse and longitudinal profiles of the 6 MV perturbation function of
the microLion for different graphite electrode densities. In the axial orientation, the de-
tector can over-respond (ρgraphite = 1.85 g/cm3) or under-respond (ρgraphite = 1.00 g/cm3)
depending the density of the electrode. A density of 1.37 g/cm3 greatly reduces the pertur-
bations in the axial and radial (longitudinal) orientations. The vertical dotted lines show
the boundaries of the sensitive volume.
Figure 4.5 shows the effect of the electrode density on the perturbation function in the
axial and radial orientation. We can see that perturbation are reduced in both direction. It
should also be noted that in the radial orientation, it is not the part of the electrode ups-
tream of the sensitive volume that seems to compensate the most since the perturbations
are mostly reduced outside the sensitive volume.
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4.3.3 Application to small field dosimetry
The MATLAB R© software (The Mathworks, Inc., Boston MA) was used to evaluate 2D
perturbation maps from the small field criterion described by equation (4.16) (using D =
fns) using the dose response functions described above to evaluate the tolerance ξfns,fmsrQns,Qmsr
by varying transverse and longitudinal field sizes with a resolution of 0.5 mm to get
different values of fns = D. These maps can be used as a guide to assess whether a given
detector is appropriate for a particular small field measurement. The MATLAB contour
function was then used to draw isolines for values of ξfns,fmsrQns,Qmsr that were deemed relevant
for clinical measurements done without correction (namely 2% and lower). A perturbation
zone represents the minimum field size on a chosen isodose and is denoted by
D = (Xp,Yp)ξ . (4.21)
For instance, if a measurement is allowed to have a tolerance of ξ = 0.5% for a given
detector then the field size must be larger than (Xp,Yp).5% to safely perform it.
In order to validate the small field criterion as well as many of the approximations
used in this work, full Monte Carlo simulations were done to evaluate fns,fmsrQns,Qmsr directly
from kfns,fmsrQns,Qmsr using equation (4.3) for different parallel square field sources using the
EGS++ geometry package [124] and comparing these values with the criterion parameter
ξfns,fmsrQns,Qmsr .
4.3.4 Application to composite field dosimetry
Since the criterion defined in equation (4.16) applies with the condition that no collimation
(or modulation) occurs over the perturbation zone, the criterion cannot be applied as
strictly for IMRT beams as it is for small fields. To apply this criterion to IMRT beams, one
needs to define metrics (or beam indices) that characterize the beam well enough to allow
a correlation to be established between these indices and the tolerance ξfns,frefQns,Q . The upper
bound ξfns,frefQns,Q can be estimated by evaluating values of 
fns,fref
Qns,Q and their corresponding
beam indices for a statistically significant number of fields. This way, it is expected that
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the strict tolerance for small fields is modified for IMRT so that ξfns,frefQns,Q → ξ˜fns,frefQns,Q and that
the IMRT criterion is determined as a function the beam indices.
4.3.4.1 VSC indices
Figure 4.6 – Diagram showing the 8 individual beams of a prostate plan. Fluence intensity
maps over a region of ∼ 10 x 10 cm2 are represented in the linac heads. The collapsed field
is generated by adding all of the individual beams at gantry angle 0◦. Finally, the VSC
field is the average of the collapsed field and the inverted collapsed sequence.
In a previous publication, Bouchard [118] showed that ideal PCSR fields should have a
VSC beam that is flat so that fpcsr,frefQpcsr,Q = 0. Figure 4.6 shows how the VSC field is calculated
for a prostate plan having 8 beams. The astute reader will notice that in this particular
case each beam already has a symmetric counterpart and the collapsed and VSC beams
are already equivalent.
We make the hypothesis that if a clinical field deviates significantly from an ideal PCSR
field then fns,frefQns,Q will be correlated with the non-uniformity of the VSC beam over the
perturbation zones presented in the previous section. For instance, if the beam metric is
defined over a perturbation zone of ξ = 0.5%, it ensures that collimation outside D cannot
affect fns,frefQns,Q by a greater amount. To characterize this non-uniformity, the uniformity
index (UI) and mean fluctuation index (MF) are defined by equation (4.22) and (4.23)
respectively :






{∣∣∣F (i, j)− F¯ ∣∣∣} , (4.23)
where Fmax and Fmin are the maximum and minimum fluence values found in the pertur-
bation zone (Xp,Yp)0.5% of the VSC field and
∣∣∣F (i, j)− F¯ ∣∣∣ represents a fluctuation map
calculated by taking the difference between the fluence values at each coordinate (i,j) from
the mean value F¯ in the perturbation zone . The MF index is then evaluated by taking
the average value of this map.
4.3.4.2 Modified criterion for IMRT fields
For IMRT fields, the criterion parameter is modified (i.e., ξfns,frefQns,Q → ξ˜fns,frefQns,Q ) such that the




and represents the maximum value of fns,frefQns,Q over all possible field modulations. It is worth
noting that ξ˜fns,frefQns,Q does not depend explicitly on a perturbation zone D (as opposed to
ξfns,frefQns,Q ), even though equation (4.24) is evaluated using the MF and UI beam indices which
are themselves calculated over a region D.
4.3.4.3 Stochastic model for IMRT fields
In order to generate graphs showing the sensitivity of fns,frefQns,Q to the MF and UI indices, a
very large number of field needs to be evaluated which would take a considerable amount
of time using Monte Carlo simulations. In this section, we propose a simple model based
on the stochastic nature of IMRT beams having a very large number of beamlets and
beam segments. A random variable R1 in the range [0,1] was chosen to set the minimum
possible value of a fluence intensity map (FIM). The FIM map was then divided into
fluctuations of size 0.1 x 0.5 cm2 where each fluctuation is assigned a value between [R1,
1] from a second random variable R2. The size 0.5 cm represents the projected width at
the isocenter plane of the central leaves found in a Varian Millenium MLC. For instance, if
R1 ∼ 1 then the field generated will be very close to an ideal PCSR field as its fluctuation
varies between [∼ 1,1]. This map was then symmetrised with respect to the longitudinal
axis to get a VSC fluence map from which the MF and UI indices were evaluated. Each
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plot shows data for 10 000 IMRT fields randomly generated with this model. Values of
fns,frefQns,Q were calculated by the convolution method described in equation (4.3) and (4.4)
using the detector and water response functions ddet(x, y) and dw(x, y). The value of the
tolerance ξ˜fns,frefQns,Q for composite IMRT field was obtained by fitting the maximum value
of fns,frefQns,Q for small index value intervals using a high order polynomial. The perturbation
zone (Xp,Yp).5% was used for all detectors in the radial orientation (A12, A14, A1SL,
NE2571, microLion, natural diamond) except for the alanine and scintillating fiber where
a perturbation zone of (Xp,Yp).2% was found to yield better correlation as values of 
fns,fref
Qns,Q
are much smaller for these detectors.
4.3.4.4 Validation of the IMRT field model
A Monte Carlo study using the A12 chamber was also performed using full calculations
(i.e. not using the convolution method) to test the validity of the method presented in this
section. Fields used are either clinical and generated using the TPS EclipseTM (Varian,
Palo Alto, CA), or non-clinical and taken from previous publications by Bouchard et al.
[10, 11]. A total of 18 IMRT fields were considered : (1) fields i = 1 - 6 represent clinical
prostate plans exported from the TPS (i.e. fns = fclin), (2) fields i = 7 - 14 are the individual
beams that make up the clinical field i = 5 (i.e. fns = fclin,single), and (3) field i = 15 - 18
are non-clinical IMRT beams from Bouchard et al. [10, 11] and are known to have large
correction factors (i.e. fns = fdyn1, fdyn4, fdyn5, fdyn6). The clinical fields chosen have very
small correction factors such that fns,frefQns,Q < 0.2% and approximate well the behaviour of
ideal PCSR fields, whereas the other beams could represent fields that are problematic to
an IMRT QA. FIM maps were calculated directly from MLC sequences and symmetrised
to get the VSC maps from which UI and MF indices were calculated using equations
(4.22) and (4.23) respectively. These maps take into account the full dynamic motion of
the leaves but beam transmission effects were neglected (rounded leaf ends and tongue-
and-groove effects). For the Monte Carlo simulations, we used a BEAMnrc [97, 98] Varian
Clinac 21EX 6MV model equipped with the Millennium 80 MLC using the DYNVMLC
component module. Simulations of fns,frefQns,Q were done with the detector’s in the radial
orientation in the middle of a cylindrical phantom in order to have a symmetrical setup
with respect to the VSC beam delivery. To make simulations more efficient, a Directional
Bremsstrahlung Splitting (DBS) factor of 2000 with a radius of 25.6 cm was used.
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Figure 4.7 – Perturbation maps at 6 MV for the unshielded diode, microLion, alanine and
scintillating fiber detectors in the axial orientation as well as the A14 and A1SL ionization
chambers. These maps show values of ξfns,fmsrQns,Qmsr for different field size combinations with
a resolution of 0.5 mm. The 0.1%, 0.2%, 0.5%, 1% and 2% isolines are shown over the




Figure 4.7 shows some examples of perturbation maps at 6 MV where the maximum
values of fns,fmsrQns,Qmsr shown are calculated according to the small field criterion described
by equation (4.16) for different combinations of rectangular fields (fns = D) reported to
fmsr = 4 x 4 cm2. Furthermore, the ξfns,fmsrQns,Qmsr = 0.1%, 0.2%, 0.5%, 1% and 2% isolines are
shown over the colormaps. Such maps could be useful to the clinical physicist who wants to
determine whether a particular small field fns can be safely measured without correction
using a particular detector at a given energy. For instance, if a small field fns falls between
the 0.5% and 0.2% isolines, the detector is only adequate to perform this measurement if
a tolerance of 0.5% on fns,fmsrQns,Qmsr is deemed acceptable, otherwise a detector with smaller
perturbations should be used. Moreover, figure 4.7 also shows that the scintillating fiber
(W1) performs significantly better than other small detectors and field sizes almost as
small as its sensitive volume can be measured with corrections under 1%. Table VI gives
percentage values of ξfns,fmsrQns,Qmsr for different square field sizes.
Tableau VI – Percentage values of the criterion parameter ξfns,fmsrQns,Qmsr as a function of square
field size for detectors used in the axial orientation.a
Detectors
6 MV 25 MV
Square field size [cm] Square field size [cm]
0.50 0.75 1.00 1.25 1.50 1.75 2.00 2.50 3.00 0.50 0.75 1.00 1.25 1.50 1.75 2.00 2.50 3.00
MicroLion 3.1 2.0 1.3 0.8 0.5 0.3 0.2 0.1 0.1 2.4 1.8 1.4 1.0 0.8 0.6 0.5 0.3 0.2
N. Diamond 3.8 2.4 1.5 1.0 0.6 0.4 0.3 0.2 0.1 3.3 2.1 1.5 1.0 0.8 0.6 0.5 0.3 0.1
U. diode 4.9 3.0 1.9 1.2 0.8 0.5 0.4 0.2 0.1 4.0 2.8 2.1 1.6 1.3 1.0 0.9 0.5 0.3
Alanine 1.4 0.6 0.3 0.2 0.1 0.1 0.1 0.0 0.0 1.5 0.8 0.6 0.4 0.3 0.2 0.2 0.1 0.1
S. Fiber 0.5 0.4 0.3 0.3 0.2 0.2 0.2 0.1 0.1 0.7 0.5 0.4 0.3 0.3 0.2 0.2 0.1 0.1
aValues are rounded to the nearest 0.1%.
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Figure 4.8 – Comparison of ξfns,fmsrQns,Qmsr against square field size curves for several radiation
detectors at 6 MV and 25 MV in the axial and radial orientations. The 6 MV data is
shown on the 25 MV plots as dotted lines.
Figure 4.8 shows a comparison of ξfns,fmsrQns,Qmsr against square field sizes for several detectors in
the axial and radial orientation at 6 MV and 25 MV. For all of the detectors shown, when
ξfns,fmsrQns,Qmsr is below 1 % the corrections are greater at 25 MV when compared to the 6 MV
values which could be explained by the increased lateral range of the secondary electrons
at higher energies. On the other hand, some of the detectors show reduced perturbations
at 25 MV for field sizes smaller than the following crossover points : (Xp/Yp = 0.8 cm,
ξfns,fmsrQns,Qmsr = 2.6%) for the unshielded diode (axial), (Xp/Yp = 1.0 cm, ξ
fns,fmsr
Qns,Qmsr = 1.5%)
and (Xp/Yp = 1.97 cm, ξfns,fmsrQns,Qmsr = 1.2%) for the natural diamond detector (axial, radial
respectively), (Xp/Yp = 0.95 cm, ξfns,fmsrQns,Qmsr = 1.4%) for the microLion detector (axial) and
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(Xp/Yp = 0.94 cm, ξfns,fmsrQns,Qmsr = 2.3%) for the A1SL chamber (radial). Furthermore, the
PTW31018 microLion and PTW60003 natural diamond detectors show increased pertur-
bation in the radial orientation while the alanine and scintillating fiber do not show a
significant difference. This seems to be the case when the length of the sensitive volume is
much smaller than its diameter which leads to a more sensitive material in the direction
of the beam for the radial orientation, which can in turn increase density perturbations as
noted by Fenwick et al. [93]. This could contribute to the larger perturbations of the A14
chamber when compared to the A1SL chamber. Finally, the scintillating fiber (W1) show
the least amount of perturbations in comparison to all the other detectors shown.
The values of ξfns,fmsrQns,Qmsr for the microLion and unshielded diode in the axial orientation at 6
MV are in good agreement with values found by Underwood et al. [54] with the microLion
yielding smaller corrections. On the other hand, Underwood et al. found smaller corrections
for the unshielded diode compared to the natural diamond which is not in agreement with
our results. This could be explained by differences in the size of the sensitive volume that
would lead to better density compensation by the non-sensitive components of the detector
in our model. It should also be noted that Underwood uses a slightly different fmsr field
(3 x 3 cm2) which leads to a slight reduction of the correction factors for the unshielded
diode. The values for the unshielded diode are also consistent with values reported by
other authors [35, 110].
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Figure 4.9 – Comparison of ξfns,fmsrQns,Qmsr vs. square field size curves showing the improved
response of the density-compensated microLion (ρgraphite = 1.37 g/cm3) at 6 MV in the
axial and radial orientations.
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Figure 4.9 shows values of ξfns,fmsrQns,Qmsr for the density-compensated microLion (ρgraphite =
1.37 g/cm3) considered in this work. The response of the detector is not only significantly
improved in axial orientation which was used for the optimization but also in the radial
orientation. Indeed the modified detector’s performance in small field is now closer to near-
water equivalent detectors (alanine, scintillating fiber) than the unmodified version. These
result confirm that density compensation schemes that minimize the perturbation function
value at the origin will minimize the detector’s correction factors in small fields.
4.4.2 Monte Carlo validation of the criterion for small fields
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Figure 4.10 – Comparison of theoretical ξfns,fmsrQns,Qmsr values against Monte Carlo values of
fns,fmsrQns,Qmsr at 6 MV for detectors in the axial orientation to validate the small field criterion.
The vertical dashed line represents the largest dimension of the sensitive volume of the
detectors.
Figure 4.10 and 4.11 show results comparing ξfns,fmsrQns,Qmsr and 
fns,fmsr
Qns,Qmsr values for detectors
in the axial and radial orientation respectively. Values of ξfns,fmsrQns,Qmsr are evaluated using
the small field criterion given by equation (4.16) (using D = fns) and fns,fmsrQns,Qmsr values are
evaluated directly from fully simulated Monte Carlo values of kfns,fmsrQns,Qmsr using equation (4.3).
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Values of ξfns,fmsrQns,Qmsr increase significantly for field sizes smaller than the largest dimension of
the sensitive volume (shown by the vertical dashed line) as expected from theory. Outside
of the sensitive volume values of ξfns,fmsrQns,Qmsr show good agreement with Monte Carlo values
of fns,fmsrQns,Qmsr . For some detectors, ξ
fns,fmsr
Qns,Qmsr slightly overestimates 
fns,fmsr
Qns,Qmsr just outside of the
region of the sensitive volume, which gives a small safety margin when correction factors
start to increase dramatically. Further verification shows that for these detectors, the
perturbation function changes sign outside of the dimension of the sensitive volume. This
is namely the case with the A14 ionization chamber, the unshielded diode (PTW60012)
and the scintillating fiber (W1).
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Figure 4.11 – Comparison of theoretical ξfns,fmsrQns,Qmsr values against Monte Carlo values of
fns,fmsrQns,Qmsr at 6 MV for detectors in the radial orientation to validate the small field criterion.
The vertical dashed line represents the largest dimension of the sensitive volume of the
detectors.
Figure 4.10, shows that fns,fmsrQns,Qmsr is ∼ 0 for the unshielded diode at a square field size of
1.5 cm. This field size corresponds to the point where the over-response of the unshielded
diode in very small fields due to its high density sensitive volume cancels its under-response
in larger fields (smaller than fmsr) due to changes in the detector’s response with increased
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kV photon scatter, according to Burlin’s theory [35]. It should be noted that the criterion
given by equation (4.16) does not predict this effect as ξfns,fmsrQns,Qmsr increases monotonically
with smaller field sizes. In figure 4.11, the microLion (PTW31018) and natural diamond
(PTW60003) detector’s ξfns,fmsrQns,Qmsr underestimate 
fns,fmsr
Qns,Qmsr at the field size 0.5 cm. This may
be attributed to the method used to approximate the 2D dose response function of the
detector and its corresponding volume of water. Nevertheless, for ξfns,fmsrQns,Qmsr values relevant
to correction-less dosimetry of small fields (2 % and less) there is good agreement between
the criterion and Monte Carlo values of fns,fmsrQns,Qmsr for all detectors in both axial and radial
orientations.
4.4.3 Perturbation zones
Table VII gives a detailed list of perturbation zones (Xp,Yp)ξ for ξ
fns,fmsr
Qns,Qmsr values of 0.2 %,
0.5 %, 1% and 2% at 6 MV and 25 MV for all of the detectors considered in this work. These
field sizes represent the smallest field size on the corresponding isolines of perturbation
maps such as the ones illustrated in figure 4.7. These perturbation zones can be used to
give a more precise definition of what a small field is for a given detector based on its
correction factors. For instance, if a measurement requires to be known with a tolerance
of 0.5% on fns,fmsrQns,Qmsr , then field sizes larger than the perturbation zone (Xp,Yp).5% will
yield fns,fmsrQns,Qmsr values under 0.5 %. Some of the previous observations about the response
of detectors in small field can be clearly seen in table VII, namely that perturbation zones
for 25 MV tend to be larger than the ones at 6 MV, especially when ξfns,fmsrQns,Qmsr < 1%, and
that the PTW31018 microLion as well as the PTW60003 natural diamond have larger
perturbation zones in the radial orientation. Finally, it should be noted that for ξfns,fmsrQns,Qmsr
< 2% these regions are all significantly larger than the dimensions of the sensitive volume
of the detector which shows that radiation detectors cause perturbations well beyond their
physical dimensions.
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Tableau VII – Perturbation zones derived from perturbation maps using fmsr = 4 x 4
cm2. Field sizes larger than (Xp,Yp)ξ will yield 
fns,fmsr




Perturbation zones [cm x cm]
6 MV 25 MV
ξ = 0.2 % ξ = 0.5% ξ = 1% ξ = 2% ξ = 0.2% ξ = 0.5% ξ = 1% ξ = 2%
NE2571 rad. 2.99 x 3.95 2.40 x 3.51 2.06 x 3.15 1.67 x 2.90 3.37 x 3.95 2.95 x 3.75 2.45 x 3.55 2.06 x 3.10
A12 rad. 2.65 x 3.98 2.15 x 3.80 1.97 x 3.40 1.65 x 3.10 3.21 x 4.00 2.65 x 3.93 2.40 x 3.56 1.90 x 3.24
A1SL rad. 1.52 x 1.90 1.09 x 1.55 0.90 x 1.30 0.70 x 1.13 1.80 x 2.39 1.30 x 1.70 1.05 x 1.36 0.80 x 1.09
A14 rad. 2.35 x 3.12 1.85 x 2.55 1.43 x 2.15 1.15 x 1.62 2.78 x 3.60 2.32 x 2.90 1.80 x 2.39 1.30 x 1.90
PTW31018
ax. 2.05 x 2.02 1.55 x 1.50 1.09 x 1.20 0.70 x 0.77 2.68 x 3.10 1.82 x 2.05 1.26 x 1.25 0.65 x 0.61
rad. 2.15 x 2.30 1.57 x 1.55 1.20 x 1.20 0.90 x 0.89 2.87 x 3.10 2.15 x 2.33 1.56 x 1.60 0.99 x 1.10
PTW60003
ax. 2.17 x 2.35 1.55 x 1.69 1.19 x 1.20 0.80 x 0.87 2.55 x 2.84 1.80 x 2.02 1.30 x 1.25 0.80 x 0.77
rad. 2.69 x 4.00 2.25 x 3.05 1.70 x 2.31 1.30 x 1.53 2.71 x 3.95 2.27 x 3.25 1.80 x 2.32 1.07 x 1.10
PTW60012 ax. 2.49 x 2.45 1.74 x 1.80 1.30 x 1.38 0.90 x 1.02 3.25 x 3.51 2.45 x 2.63 1.70 x 1.90 0.96 x 1.15
Alanine
ax. 1.20 x 1.30 0.83 x 0.80 0.55 x 0.61 0.43 x 0.40 1.80 x 1.86 1.10 x 1.09 0.65 x 0.64 0.42 x 0.40
rad. 1.20 x 1.27 0.80 x 0.77 0.55 x 0.54 0.40 x 0.31 1.80 x 1.89 0.99 x 1.05 0.61 x 0.60 0.40 x 0.31
W1
ax. 1.55 x 1.67 0.40 x 0.40 0.20 x 0.20 0.15 x 0.11 1.83 x 1.90 0.70 x 0.75 0.30 x 0.33 0.15 x 0.17
rad. 1.23 x 1.40 0.45 x 0.62 0.26 x 0.30 0.17 x 0.20 1.83 x 1.90 0.80 x 0.83 0.34 x 0.40 0.19 x 0.25
4.4.4 Sensitivity of fns,frefQns,Q to the non-uniformity of VSC beams


































Figure 4.12 – Correlation between fns,frefQns,Q and the mean fluctuation (MF) index evaluated
over (Xp,Yp).5% for the A12 ionization chamber as well as the uniformity index (UI)
evaluated over (Xp,Yp).2% for the W1 scintillating fiber at 6 MV for 10 000 stochastic
IMRT fields. The values of ξ˜fns,frefQns,Q , representing the maximum values of 
fns,fref
Qns,Q , are found
on the top part of the curve and are fitted as a function of the metric to give tolerance
estimates.
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In this work, we explore the idea of using the small field perturbation zones presented in
table VII to evaluate indices that characterize the non-flatness of the VSC beam of IMRT
fields which have nonzero collimation function ∆(x, y) inside as well as outside the domain
D as presented in section 4.2.4. For each of these plots, 10 000 data points were generated
using the stochastic IMRT field model allowing a good representation of the maximum
value of fns,frefQns,Q for very homogenous as well as highly-modulated beams.
Figure 4.12 shows two examples of sensitivity plots where fns,frefQns,Q is plotted as a function
of the mean fluctuation index (MF) and the uniformity index (UI) for the A12 ionization
chamber and the W1 scintillating fiber respectively. For all of the detectors presented
in this work, evaluating the indices over (Xp,Yp).5% yielded a good correlation with the
exception of the alanine and scintillating fiber which had better correlation using the larger
region (Xp,Yp).2%. Indeed for these detectors 
fns,fref
Qns,Q is an order of magnitude smaller than
for the ionization chambers. It should be noted that there are very few points beyond MF
= 0.18 which is a direct consequence our definition of this index given by equation (4.23).
Indeed when the first random variable R1 of the model is ∼ 0 the average fluctuation F¯
will be on average close to 0.5 which leads to an average deviation from F¯ of ∼ 0.25. It
can therefore be assumed that the mean fluctuation index has a useful range of [0, 25]
whereas the uniformity index characterize fields over a range of [0, 1]. In addition, these
indices complement each other well as the MF index is an average property of the field over
(Xp,Yp)ξ while the uniformity index measures a global property of the field over (Xp,Yp)ξ.
Finally, these plots show that for all index values, there is a significant proportion of
fields that have fns,frefQns,Q ∼ 0. Even though some of these fields are higly modulated, the
convolution of the perturbation function and the fluence intensity distribution Fns(x, y)
over a large area is∼ 0 which we speculate happens when the fluctuations of the IMRT field
are small and statistically uniformly distributed with respect to the detector’s perturbation
function. The values of ξ˜fns,frefQns,Q found on the top part of these sensitivity plots were fitted
to a high degree polynomial for all of the detectors used in the radial orientation. These
results are shown in figure 4.13.
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Figure 4.13 – Comparison of the fitted curves representing ξ˜fns,frefQns,Q values against the mean
fluctuation index (on left) and the uniformity index (on the right) for several detectors at
6 MV and 25 MV. The indices are calculated over (Xp,Yp).2% for the scintillating fiber
and alanine detectors and over (Xp,Yp).5% for all the other detectors.
Figure 4.13, shows that for all detectors considered values of ξ˜fns,frefQns,Q at each index values
are greatly reduced at 25 MV (dashed lines) in comparison with the 6 MV data (solid
lines). Further investigation shows that for most detectors, the perturbation function’s
magnitude is reduced by about a half at 25 MV which can explain this behaviour. This
suggest that the density perturbation effect Pρ is less important at higher energies. This
finding is also consistent with the observation that for some detectors, values of ξfns,fmsrQns,Qmsr
shown in figure 4.8 are eventually smaller at 25 MV than 6 MV for very small field sizes.
These graphs could eventually be used by the clinical physicist to assess whether a parti-
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cular IMRT QA measurement of Dfnsw,Qns is degraded by the correction factor k
fns,fref
Qns,Q . For
instance, the MF and UI indices over the detector’s perturbation zone (Xp,Yp)ξ could be
calculated before doing the measurement. If neither of these indices can bound the va-
lues of fns,frefQns,Q to an acceptable tolerance then a different detector should be used. Another
more practical way to use such graphs would be to first perform the measurement, and if a
significant discrepancy between measured and TPS values of Dfnsw,Qns is found, evaluate the
MF and UI indices to quickly look up on the graphs what contribution of this discrepancy
can be attributed to kfns,frefQns,Q .

























































Figure 4.14 – Comparison of ξ˜fns,frefQns,Q against the mean fluctuation index (on left) and the
uniformity index (on the right) showing the improved response of the density-compensated
microLion at 6 MV (ρgraphite = 1.37 g/cm3). The indices are calculated over (Xp,Yp).2%
for the scintillating fiber and alanine detectors and over (Xp,Yp).5% for the microLion
detectors.
Figure 4.14 shows the response in IMRT fields of the density-compensated microLion
(ρgraphite = 1.37 g/cm3) considered in this work. This response is greatly improved as
a direct consequence of the smaller perturbation function of the density-compensated
microLion in the radial orientation compared to the unmodified version. Figure 4.9 and
4.14 show that density compensation schemes that minimize the perturbation function
will improve the detector’s response in both small and composite fields.
Finally, it should be emphasized that we did not consider positioning uncertainties which
can greatly increase kfns,frefQns,Q for detector’s with small sensitive volumes. Furthermore, fur-
ther work is needed to assess to what extent our IMRT source model is valid considering
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that field fluctuations in the fluence intensity map can have any size in the direction of leaf
motion. Nonetheless, we can observe that detector’s having smaller perturbation functions
show smaller correction factors in IMRT fields.
4.4.5 Full Monte Carlo validation of the IMRT model












































Figure 4.15 – Validation of the stochastic IMRT model to determine the criterion pa-
rameter ξ˜fns,frefQns,Q of the A12 chamber using full Monte Carlo calculations of 
fns,fref
Qns,Q for 18
IMRT fields at 6 MV. The MF and UI indices are evaluated over (Xp,Yp).5%.
Figure 4.15 shows the result of comparing field indices calculated over the perturbation
zone (Xp,Yp).5% with Monte Carlo simulated values of 
fns,fref
Qns,Q for 18 IMRT fields using
the A12 ionization chamber. We can immediately observe that both the MF and the UI
indices clearly distinguish the three types of fields considered. The clinical protate plans
fclin (i = 1 - 6) are found in the bottom left part of the graph due to a highly uniform
VSC delivery over the A12 chamber’s perturbation zone and have fns,frefQns,Q values bounded
by ξ˜fns,frefQns,Q ≈ 0.2%. This is the part of the graph where clinical field that approximate ideal
PCSR fields are expected to lie. If a QA procedure shows a discrepancy between measured
and TPS values of Dfnsw,Qns and VSC indices place this field in this region of the graph, then
there is a high likelihood that the dose delivered is inaccurate. The individual beams that
make up field i = 5 fclin,single (i = 7 - 14) are found to the right of the clinical fields on the
sensitivity plot. These beams have fns,frefQns,Q values bounded by ξ˜
fns,fref
Qns,Q ≈ 2%. These cases
could represent clinical fields that deviate strongly from ideal PCSR behaviour. In these
cases, discrepancies of up to ∼ 2% in the measured value of Dfnsw,Qns can be attributed to
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correction factors. Finally, the special IMRT fields fimrt (i = 15 - 18) are all found on the
right section of the graphs. These fields have fluence maps that are highly non-uniform
compared to clinical beams and we do not expect clinical fields to fall in this portion of the
graphs. It should be noted that all of the data points are consistent with the theoretical
curve ξ˜fns,frefQns,Q estimated with the 10 000 randomly generated fields with our IMRT field
model. Finally, the results shown here are consistent with reported deviations of kfns,frefQns,Q
from unity for clinical IMRT fields which are typically ∼ 0-2 % for ionization chambers due
to the homogeneity constraints on the PTV imposed by the TPS [16, 61, 82]. In contrast,
deviations of fns,frefQns,Q in small fields can be much higher for ionization chambers [35] as
illustrated by figure 4.11.
4.5 DISCUSSION
In section 4.4.1 we demonstrated the usefulness of the small field criterion given by equation
(4.16) in the form of perturbation maps. From these maps, a clinical physicist can assess
which detectors are suited to perform measurements in small fields without correction. This
correction-less approach can be viewed as a viable alternative to the approach of Alfonso et
al. for relative dosimetry, the latter based on correcting the measure with kfclin,fmsrQclin,Qmsr which
is difficult to implement precisely for small beams, as correction factors increase rapidly
with decreasing field size. Moreover, IMRT quality correction factors can be difficult to
evaluate due to the requirement of an accurate and efficient beam model and the need for
a case-by-case quality correction factor calculation.
Furthermore, we verified in section 4.4.2 that theoretical curves from the small field cri-
terion based on the convolution method agree well with Monte Carlo simulated values
of fns,fmsrQns,Qmsr . From this we can also conclude that the methods used to approximate the
2D dose response function of detectors are adequate although even better agreement can
be expected by sampling the full 2D response functions. Changes in the beam spectrum
with field sizes and measurement depths as well as the effect of beam divergence on the
response function were not considered in this work. Nevertheless, data for the PTW31018
microLion and PTW60012 unshielded diode are in good agreement with values found in
the literature that were generated with detailed linac models [35, 54, 110]. In addition,
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we found slightly smaller values of fns,fmsrQns,Qmsr for the natural diamond (PTW60003) in com-
parison to Underwood et al. [54] which could be attributed to differences in the sensitive
volume from the manufaturing process. The new PTW synthetic diamond [125] should
circumvent this particular problem. This work also shows that the new Exradin W1 scin-
tillator can be used to measure small fields of size comparable to its sensitive volume with
fns,fmsrQns,Qmsr values under 1 %.
Moreover, this work also shows that response of small field detectors like the microLion
can be improved to be consistent with near-water equivalent detectors by minimizing the
central value of the perturbation function using an optimization parameter (in this case
ρgraphite). This method needs considerably fewer data in comparison with the recently
proposed approach used by Charles et al. [94] based on looking at the intersections of
Dwdet against optimization parameter curves for a large number of field sizes. Although the
density-compensated microLion was optimized in the axial orientation, its response also
showed marked improvement in the radial orientation for both small and composite IMRT
beams. In addition, the integral value of the perturbation function’s absolute value over
fmsr might prove to be a better quantity to evaluate optimization parameters for all field
sizes.
The perturbation zones presented in table VII can be used to set the criteria that define
what a small field condition is for a given detector based on a tolerance on its fns,fmsrQns,Qmsr
factor. This table also shows that perturbation zones get larger with beam energy when
comparing 25 MV and 6 MV data. Furthermore, these regions of interest could also be
used to speed up Monte Carlo simulations of kfns,fmsrQns,Qmsr by simulating only the primary
fluence that falls within a specified perturbation zone or to limit the region needed to
evaluate a dose-integral value compatible with the large field calibration factor N fmsrD,w,Qmsr
in the newly proposed DAP method [54].
In sections 4.4.4 and 4.4.5 we proposed a new method to complement the QA of IMRT
fields which allows to quickly evaluate the contribution of fns,frefQns,Q in the discrepancies found
during the measurement of Dfnsw,Qns . In this method, MF and UI indices derived directly
from fluence intensity maps of VSC beams are used against theoretical curves derived from
a stochastic IMRT source model to determine maximum values of fns,frefQns,Q . A case study
of 18 different IMRT beams is consistent with this model. However, it should be noted
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that more data is needed to assess how reliable this simplistic model is and to improve
it to produce fields that are more consistent with actual IMRT fields fluctuations. These
results show that small field perturbation zones can serve as adequate regions of interest
for composite fields. Regions of interest D could be further improved with a more accurate
definition the collimation function ∆(x, y) for composite beams which varies from field to
field. This approach can be viewed as an alternative to the TPS plan parameters defined
by Chung et al. [16, 113] with the advantage that the region of interest is clearly defined
based on the detector’s perturbation of the field. It should be noted that the work presented
does not take into consideration positioning uncertainties which can affect values of ξ˜fns,frefQns,Q
especially for detector’s having small sensitive volumes, as shown by Bouchard et al. [96].
An approach based on shifting the response function of the detector ddet(x, y) and water
volume dw(x, y) with respect to each other could be used to get more accurate values.
As MF and UI indices can be calculated much more quickly than Monte Carlo values of
kfns,frefQns,Q this work could also be used for a study involving a large number of clinical fields
to assess which types of treatment plans need more attention.
4.6 CONCLUSION
In summary, the criterion presented in this work should give the clinical physicist the tools
necessary to determine the limits of usability of radiation detectors in non-reference condi-
tion and thereby perform measurements neglecting correction factors. For small fields, this
is accomplished by verifying that the criterion parameter ξfns,fmsrQns,Qmsr is sufficiently small for
the field of interest. For composite IMRT fields, the reliance on the measurement of Dfnsw,Qns
can be assessed by verifying that the beam (or the VSC beam for composite beams) is
acceptably uniform over detector’s perturbation zone using the indices presented in this
work. When a radiation detector is found to be unsuitable for a particular measurement,
the simplest option would be to choose a different detector that is more water-equivalent.
If such a detector is not available, the same detector can be used to evaluate an integral-
dose value, like the dose area product (DAP) which doesn’t require a nonstandard field
correction factor [54]. Furthermore, by using volume-doses instead of point-doses and mi-
nimizing the detector’s perturbation with the density compensation method outlined in
this work it is possible to use small field detectors to measure nonstandard fields with mi-
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nimal correction as illustrated by the density-compensated microLion shown in this work.
Finally, we showed that the new Exradin scintillating fiber (W1) could measure fields sizes
of a few mm with corrections under 1% due to its near-water equivalency. With further im-
provements, the methods presented could eventually serve as the basis of a correction-less
dosimetry protocol for nonstandard fields.
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En résumé, les traitements de radiothérapie externe présentés au chapitre 1 impliquent
l’utilisation de champs non standard qui ne sont pas pris en compte par les protocoles
de dosimétrie de référence tels que le TG-51 et le TRS-398. De plus, les futurs protocoles
de dosimétrie devront prendre en compte la variété de détecteurs qui sont maintenant
disponibles aux physiciens médicaux tel qu’illustré au chapitre 2. Jusqu’à date, l’approche
privilégiée était de déterminer le facteur de correction kfns,frefQns,Q dans une multitude de situa-
tions et d’appliquer ces facteurs à la mesure tel que suggéré par le formalisme d’Alfonso et
al. [19]. Cette approche s’avère être cependant très difficile à implanter en clinique étant
donné la grande possibilité de combinaisons de champs fns et de détecteurs. L’article pré-
senté au chapitre 4 offre une alternative simple à cette méthode en utilisant des outils
développés à partir d’un critère théorique validé par simulation Monte Carlo complète.
Ces outils permettent d’évaluer rapidement si la mesure d’un champ fns est probléma-
tique. Pour les petits champs, des cartes de perturbation permettent d’évaluer les tailles
de champ qui peuvent être mesurées sans correction tandis que pour les champs d’IMRT,
des indices basés sur l’uniformité des champs VSC permettent d’évaluer la précision d’une
mesure de la dose absorbée. Les courbes de corrélation des indices VSC pourraient éga-
lement être améliorées avec un modèle stochastique de champ d’IMRT plus réaliste et
en prenant compte des incertitudes de positionnement. Deux options s’offrent au phy-
sicien médical qui détermine que son détecteur est inadéquat pour une mesure donnée.
La première serait d’utiliser un dosimètre différent ayant une plus grande équivalence à
l’eau. Les travaux de ce mémoire démontrent que le nouveau détecteur à scintillation (W1)
peut mesurer n’importe quels champs cliniques avec une correction inférieure à 1 %. La
deuxième option serait d’utiliser le même détecteur et d’évaluer la dose-intégrée (DAP)
du champ fns, une quantité qui ne nécessite pas de facteur de correction tel qu’illustré au
chapitre 4. De plus, l’équivalence à l’eau du détecteur à scintillation en fait un candidat
idéal pour la construction de réseaux de détecteurs de haute résolution pouvant réduire le
temps d’acquisition de la mesure-intégrée.
Plusieurs méthodes de réduction/élimination des facteurs kfns,frefQns,Q sont également explorées
dans ce mémoire. Rapporter la dose dans le volume sensible d’un détecteur rempli d’eau
diminue considérablement ces facteurs dans les champs petits et composés d’IMRT tel
qu’illustré au chapitre 3. De plus, la dépendance du facteur kfns,frefQns,Q à l’effet d’occlusion
de source décrit au chapitre 3 pourrait être grandement diminuée/éliminée en rappor-
tant la dose au volume. Des travaux futurs seront requis pour confirmer cette hypothèse.
Deux autres méthodes additionnelles découlent des résultats de l’article du chapitre 4.
La première serait d’utiliser les détecteurs en orientation axiale pour la mesure des petits
champs. En effet, les résultats des chapitres 3 et 4 pour la microLion et le détecteur au
diamant naturel montrent que Pρ est diminué lorsque l’épaisseur du volume sensible dans
la direction du faisceau est minimale. L’article démontre aussi une diminution de kfns,frefQns,Q
pour les champs d’IMRT à 25 MV par rapport aux résultats à 6 MV ce qui suggère une
deuxième méthode de réduction. Par exemple, lors de la vérification de la dose absorbée
d’une procédure de DQA, le plan du patient pourrait être recalculé à une énergie plus
élevée, ce qui aurait cependant l’effet de diminuer la pertinence clinique du DQA. Fina-
lement, une nouvelle procédure de compensation de la densité basée sur la fonction de
perturbation est présentée pour améliorer la réponse de la microLion dans les champs pe-
tits et composés de façon à être plus cohérent avec le détecteur à scintillation. Le nouveau
détecteur au diamant synthétique présenté au chapitre 2, aurait très peu de désavantages
par rapport au détecteur à scintillation s’il était optimisé par cette méthode en plus d’avoir
une plus grande facilité d’utilisation. Il serait également intéressant de confirmer expéri-
mentalement ces conclusions en construisant un de ces détecteurs. Cette méthode laisse
place à plusieurs améliorations. Par exemple, l’intégrale de la valeur absolue de la fonction
de perturbation pourrait être un meilleur paramètre d’optimisation par rapport à la va-
leur de cette fonction à l’origine. Éventuellement, ceci pourrait mener au développement
d’algorithmes d’optimisation avancés qui prendraient plusieurs paramètres d’optimisation
en entrée et donneraient une combinaison de dimensions/compositions optimales en sortie
pour concevoir des détecteurs par une méthode similaire à la planification inverse. Pour ce
faire, l’influence de chacun des paramètres d’optimisation sur la fonction de perturbation
devrait être bien caractérisée.
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Équivalence du champ PCSR replié symétrique virtuel (VSC)
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Figure II.1 – Produit de la fonction de perturbation de la chambre A12 avec une carte
de fluence ayant un gradient nul Fns(x, y) = 1 et une carte de fluence ayant un gradient
linéaire Fns(x, y) = x. Dans les deux cas, l’aire du produit est nulle sur les régions A et B
combinées.
La figure (II.1) montre le produit d’une carte de fluence constante Fns(x, y) = 1 et de la
fonction de perturbation de la chambre A12 (courbe bleue pointillée). Le profil transverse
de cette fonction est symétrique par rapport à l’axe de la chambre et l’aire doit être nulle
sur le domaine fmsr. Lorsque la fonction de perturbation est multipliée par une carte de
fluence ayant un gradient linéaire Fns(x, y) = x (courbe rouge solide), les aires des régions
A et B ne sont pas nulles mais sont inversement opposées de sorte que l’aire sur fmsr est
toujours nulle et il s’en suit que le facteur kfns,frefQns,Q = 1 pour ces deux champs. Un exemple de
champ ayant un gradient linéaire est le champ i = 13 de la figure 3.8a (fermeture graduelle
d’un champ ouvert). En effet Bouchard et al. ont calculé un facteur de correction de 1.005
pour ce champ (Bouchard 2004). Cette observation est pertinente car une des solutions
pour la version repliée d’un champ PCSR idéal est un gradient linéaire qui devient nul
lorsque symétrisé par le VSC (Bouchard 2012). Il s’en suit que les champs PCSR avec
rotation complète, repliés et VSC ont tous un kfns,frefQns,Q = 1 ce qui les rend équivalents à un
champ de référence fref .
Annexe III
Le critère pour un champ de dimension nulle (faisceau filiforme)
Le critère théorique pour les petits champs dérivé dans l’article du chapitre 4 est donné












Pour un faisceau filiforme fns de dimension nulle, l’aire A(fns) −→ 0, le facteur de champ
Ωfns,fmsrQns,Qmsr −→ 0, la région complémentaire Dc −→ fmsr ce qui donne meanfmsr {|h(x, y)|} = 0.
Dans cette limite le quotient est donc indéterminé.
Il existe cependant une relation entre la valeur de la fonction de perturbation à l’origine
h(0, 0) et le facteur de correction kf0x0,fmsrQ0x0,Qmsr d’un champ de dimension nulle comme le montre
la figure (III.1). Cette figure est la même que celle utilisée pour optimiser la microLion
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Figure III.1 – Comparaison de la valeur de la fonction de perturbation à l’origine h(0, 0) et
de la déviation relative de l’unité du facteur de correction kf0x0,fmsrQ0x0,Qmsr d’un faisceau filiforme
de dimension nulle en fonction de la densité de l’électrode en graphite de la microLion.
Les deux courbes de la figure (III.1) ont toutefois quelques différences et peuvent être
























∣∣∣∣∣∣ = h˜(0, 0)
(III.2)
La valeur de la fonction de perturbation à l’origine modifiée h˜(0, 0) est obtenue en rem-
plaçant mean
fmsr
{dw(x, y)} pour dw(0, 0) dans la définition de cette fonction. La figure (III.2)
montre que lorsque l’on utilise h˜(0, 0), les deux courbes correspondent très bien.
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Figure III.2 – Comparaison de la valeur de la fonction de perturbation à l’origine modifiée
h˜(0, 0) et de la déviation relative de l’unité du facteur de correction kf0x0,fmsrQ0x0,Qmsr d’un faisceau





6 MV (Axiale, fmsr = 4 x 4 cm2) 25 MV (Axiale, fmsr = 4 x 4 cm2)














Diode non-blindée (PTW60012) 












































Taille de champ transverse [cm]
Diamant naturel (PTW60003)





























6 MV (Axiale, fmsr = 4 x 4 cm2) 25 MV (Axiale, fmsr = 4 x 4 cm2)
Alanine



























































6 MV (Axiale, fmsr = 4 x 4 cm2) 6 MV (Axiale, fmsr = 4 x 4 cm2)
MicroLion (PTW31018)




























Taille de champ transverse [cm]
(modifiée)
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Taille de champ transverse [cm]






























Taille de champ transverse [cm]
IX
6 MV (Radiale, fmsr = 4 x 4 cm2) 25 MV (Radiale, fmsr = 4 x 4 cm2)
Chambre d'ionisation (A14)
























































































Taille de champ transverse [cm]
X
6 MV (Radiale, fmsr = 4 x 4 cm2) 25 MV (Radiale, fmsr = 4 x 4 cm2)
Alanine



























































6 MV (Radiale, fmsr = 4 x 4 cm2) 6 MV (Radiale, fmsr = 4 x 4 cm2)
MicroLion (PTW31018)




























Taille de champ transverse [cm]
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Annexe V
Validation Monte Carlo du critère en 1-D pour les petits champs circulaires
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Figure V.1 – Comparaison entre les valeurs théoriques de ξfns,fmsrQns,Qmsr et les valeurs de simu-
lations Monte Carlo de fns,fmsrQns,Qmsr pour la validation du critère des petits champs avec les
détecteurs en orientation axiale. Un champ circulaire ayant un diamètre de d = 40 mm
est utilisé comme champ fmsr.
La figure V.1 montre une comparaison entre le paramètre ξfns,fmsrQns,Qmsr du critère théorique
développé dans l’article du chapitre 4 et des valeurs de fns,fmsrQns,Qmsr calculées directement par
simulation Monte Carlo du facteur de correction kfns,fmsrQns,Qmsr . Les courbes présentées dans
l’article illustrent des champs carrés rapportés à un champ 4 x 4 cm2 tandis que celles
présentées ci-haut représentent des champs circulaires rapportés à un champ de diamètre
d = 4 cm. Ces courbes sont plus représentatives des champs circulaires utilisés par le
Cyberknife R©. Contrairement aux champs carrés, l’analyse pour les champs circulaires peut
être effectuée en 1-D pour les détecteurs qui ont une fonction de réponse f(r) symétrique





où Dr est la dose absorbée par un détecteur/volume d’eau dans un champ circulaire de
rayon r′ = r et f(r′) est le profil 1-D d’une fonction de réponse dosimétrique symétrique sur
θ = 2pi. Tel que prévu par la théorie, les courbes théoriques donnent une limite supérieure
aux valeurs Monte Carlo de fns,fmsrQns,Qmsr sauf pour le diamant naturel qui montre un léger
désaccord entre d = 6 mm et d = 13 mm. Cet écart peut être expliqué par le fait que la
fonction de réponse dosimétrique 2-D du diamant naturel est légèrement asymétrique dû
à la position décentrée du diamant selon les spécifications de PTW.
La figure V.2 montre une comparaison du paramètre ξfns,fmsrQns,Qmsr pour les champs circulaires
de l’analyse 1-D et les champs carrés de l’analyse 2-D. Les champs carrés donnent en
général des valeurs de ξfns,fmsrQns,Qmsr plus petites que les champs circulaires car elles couvrent
des aires plus grandes.
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Figure V.2 – Comparaison des valeurs théoriques de ξfns,fmsrQns,Qmsr entre champs carrés (lignes
solides) et circulaires (lignes pointillées) rapportés à un champ fmsr de 4 x 4 cm2 et de
diamètre 4 cm respectivement.
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Annexe VI
Le gradient moyen comme indice d’uniformité des faisceaux VSC
L’indice du gradient moyen (MG) est défini par l’équation suivante :
MG = ave
{√
Gx(i, j)2 +Gy(i, j)2
}
(VI.1)
où Gx(i, j) et Gy(i, j) sont des cartes 2-D qui résultent de l’application de l’opérateur de
gradient ~∇ dans la direction transverse et longitudinale respectivement. Ces cartes sont






. Finalement, la moyenne de cette carte donne l’indice du gradient moyen.
Cet indice n’est pas inclus dans l’article car il est incompatible avec le modèle stochastique
de champ d’IMRT utilisé avec les indices MF et UI. Cette incompatibilité provient des
gradients infinis des fluctuations produits par ce modèle. La figure VI.1 montre des valeurs
de fns,frefQns,Q calculées par simulation Monte Carlo pour les 18 champs d’IMRT utilisés dans
l’article avec la chambre d’ionisation A12. Tout comme les indices MF et UI, le gradient
moyen montre une bonne corrélation avec fns,frefQns,Q et semble être capable de bien discerner
les trois types de champs.



















Figure VI.1 – Simulation Monte Carlo de fns,frefQns,Q en fonction du gradient moyen évalué
sur la zone de perturbation (Xp, Yp).5%. pour 18 champs d’IMRT avec la chambre A12.
Annexe VII
Évaluation d’indices VSC sur des régions inappropriées
Figure VII.1 – Corrélation entre fns,frefQns,Q et indices VSC évalués sur des régions d’intérêts
trop petites pour la chambre A12 et le détecteur à l’alanine en orientation radiale. Les
champs très uniformes ont déjà des valeurs de la limite maximale ξ˜fns,frefQns,Q élevées ce qui
donne une mauvaise corrélation.
Les indices VSC présentés dans l’article du chapitre 4 sont évalués sur des zones de per-
turbation dérivées du critère théorique pour les petits champs. Choisir une zone d’intérêt
qui donne une bonne corrélation entre les indices et fns,frefQns,Q n’est pas si simple en pratique.
La figure VII.1 montre des graphiques où les indices sont évalués sur des régions trop
petites. Certains champs très uniformes sur ces régions ont des facteurs fns,frefQns,Q élevés car
les fluctuations du champ tout juste à l’extérieur de ces zones ont un impact significatif
sur les facteurs de correction et ne sont pas prises en compte par les indices. On peut aussi
observer que la densité de champ près de l’origine est plus importante. Dans cet exemple,
la région d’intérêt pour la chambre A12 est plus petite que son volume sensible tandis que
la région d’intérêt (Xp, Yp).5% pour le détecteur à l’alanine est plus large que son volume
sensible (fmsr = 4 x 4 cm2).
La figure VII.2 montre un cas où les indices sont évalués sur une région trop large. Les
champs cliniques fclin qui ont des facteurs de correction peu élevés ont maintenant des
indices plus élevés ce qui les rend plus difficiles à distinguer des autres types de champs
qui ont des facteurs de correction plus importants. Cet effet peut être expliqué par le fait
que des fluctuations du champ qui n’ont pas d’effet significatif sur les facteurs de correction
sont maintenant considérées et peuvent augmenter la valeur des indices. Il est pertinent
de noter que le paramètre du critère ξ˜fns,frefQns,Q donne toujours un maximum valide à 
fns,fref
Qns,Q
qui est cependant plus élevé.












































Figure VII.2 – Valeurs de fns,frefQns,Q pour 18 champs d’IMRT avec la chambre A12 en fonction
des indices VSC évalués sur une région d’intérêt trop large. Dans ce cas-ci, la zone de
perturbation (Xp, Yp).2% = (5.35 cm, 6.35 cm) est utilisée (fmsr = 8 x 8 cm2). Les champs
cliniques fclin qui ont de faibles facteurs de correction ont des indices plus élevés ici ce qui
fait en sorte qu’il est difficile de distinguer les trois types de champ.
XVI
