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a b s t r a c t
A property of graphs is a non-empty isomorphism-closed class of simple graphs. If
P1, . . . ,Pn are properties of graphs, the propertyP1 ◦ · · ·◦Pn is the class of all graphs that
have a vertex partition {V1, . . . , Vn} such that G[Vi] ∈ Pi for i = 1, . . . , n. The property
P1 ⊕ · · · ⊕ Pn is the class of all graphs that have an edge partition {E1, . . . , En} such that
G[Ei] ∈ Pi for i = 1, . . . , n. A property P which is not the class of all graphs is said
to be reducible over a set K of properties if there exist properties P1,P2 ∈ K such that
P = P1 ◦P2.P is decomposable overK ifP = P1⊕P2. We study questions of the form:
IfP is reducible (decomposable) overK1, does it follow thatP is reducibe (decomposable)
over K2?
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
We use the notation and terminology of [1,6]. The class of all finite simple graphs is denoted by I. A property of graphs is
a non-empty isomorphism-closed subclass of I. We use the phrase G has property P to denote the fact that G ∈ P . The fact
that H is a subgraph of G is denoted by H ⊆ G. If H is an induced subgraph of G we write H ≤ G. The disjoint union of two
graphs G and H is denoted by G ∪ H .
A property P is called hereditary if G ∈ P and H ⊆ G implies H ∈ P and P is called induced-hereditary if G ∈ P and
H ≤ G implies H ∈ P . P is called additive if G ∪ H ∈ P whenever G ∈ P and H ∈ P .
Example 1.1. Some well-known additive hereditary properties are given in the list below.
O = {G ∈ I : E(G) = ∅},
Ik = {G ∈ I : G does not contain Kk+2},
Ok = {G ∈ I : each component of G has at most k+ 1 vertices},
Wk = {G ∈ I : the length of any path in G is at most k},
Tk = {G ∈ I : G contains no subgraph homeomorphic to Kk+2 or K⌊ k+32 ⌋,⌈ k+32 ⌉},
Sk = {G ∈ I : the maximum degree of G is at most k},
Dk = {G ∈ I : G is k-degenerate, i.e. every subgraph of G has a vertex of degree at most k}.
Every hereditary property is induced-hereditary. Examples of induced-hereditary properties that are not hereditary are
the classes of claw-free, perfect and line graphs.
If F is a set of graphs then the property ¬F = {G ∈ I : G contains no element of F as an induced subgraph} is
induced-hereditary. If F = {G}we also write ¬G for¬F .
We use the symbols L, M, La and Ma to denote the sets of all hereditary, induced-hereditary, additive hereditary and
additive induced-hereditary properties, respectively. These sets all form distributive lattices — see [1] for more details on
the structure of these lattices.
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If X ⊆ I then the property generated by X in La is denoted by [X]a⊆ and equals {G ∈ I : every
component of G is a subgraph of some H ∈ X}. The properties generated by X in L,M andMa are denoted by [X]⊆, [X]≤ and
[X]a≤, respectively, and equal {G ∈ I : G is a subgraph of some H ∈ X}, {G ∈ I : G is an induced subgraph of some H ∈ X},
and {G ∈ I : every component of G is an induced subgraph of some H ∈ X}, respectively.
2. Sums and products
Let P1,P2, . . . ,Pn be properties of graphs. A (P1,P2, . . . ,Pn)-partition of a graph G is a partition {V1, V2, . . . , Vn} of
V (G) such that for each i = 1, 2, . . . , n the induced subgraph G[Vi] has property Pi. The Vi’s are allowed to be empty
and we consider G[∅] to belong to every property. The product P1 ◦ P2 ◦ · · · ◦ Pn of the properties P1,P2, . . . ,Pn is
now defined as the set of all graphs having a vertex (P1,P2, . . . ,Pn)-partition. Each Pi is called a factor of this product. If
P1 = P2 = · · · = Pn = P , then we write P n = P1 ◦ P2 ◦ · · · ◦ Pn. As an example we note that Ok denotes the class of all
k-colorable graphs.
If G is a graph and E ⊆ E(G) then the subgraph of G induced by E, denoted G[E], has vertex set {v ∈ V (G) : uv ∈
E for some u ∈ V (G)} and edge set E. An edgeless graph is called an empty graph.
A (P1,P2, . . . ,Pn)-decomposition of G is a partition {E1, E2, . . . , En} of E(G) such that G[Ei] ∈ Pi for i = 1, 2, . . . , n.
Again, the Ei’s are allowed to be empty. The sum of the properties P1,P2, . . . ,Pn is the property {G ∈ I :
G has a (P1,P2, . . . ,Pn)-decomposition} and is denoted by P1 ⊕ P2 ⊕ · · · ⊕ Pn. Each Pi is called a summand of this sum.
If P1 = P2 = · · · = Pn = P , then the property P1 ⊕ P2 ⊕ · · · ⊕ Pn is also denoted by nP .
These operations satisfy the following distributive lawwhich is proved forLa in [5]. Essentially the same argument shows
that this is also true forMa.
Lemma 2.1. If P ,Q1,Q2 ∈ Ma then P ⊕ (Q1 ◦Q2) = (P ⊕Q1) ◦ (P ⊕Q2). 
It is also easy to see that the lattices L,M, La andMa are all closed under the operations⊕ and ◦.
Note that an edge-induced graph has no isolated vertices. This leads to some technical complications and should be kept
in mind when considering a sum P ⊕ Q. It may happen, for example, that P ⊕ Q ⊂ P . For instance if K5 ∪ K1 ∈ P but
K5 ∉ P and Q = O. We could use a modified definition of an edge-induced subgraph to avoid this, but that leads to other
complications, so we might as well keep the standard definition. In any case, we only have to deal with this in proving our
first result (Theorem 4.1), which will allow us to only work with properties inM, for which there are no such technicalities,
and in fact we have the following.
Lemma 2.2. Let P ,Q,R be any properties.
(1) If P ,Q ∈ M, then P ⊆ P ⊕Q.
(2) If P ,Q ∈ M, then O ⊆ P ⊕Q.
(3) If Q ⊆ R, then P ⊕Q ⊆ P ⊕R.
(4) If P ∈ M, then P ⊕ O = P . 
3. Reducibility and decomposability
If K is a set of properties and P ≠ I is any property then P is said to be reducible over K if there are properties P1 and
P2 in K such that P = P1 ◦ P2. Otherwise P is irreducible over K.
Since a graphwith isolated vertices cannot be edge-induced, we call a propertyP trivial if each graph G ∈ P has isolated
vertices. IfP ∈ M, this reduces to K2 ∉ P , while the only trivial property inMa isO. Asmentioned before, after Theorem 4.1
we will only work with properties inMwhen considering decompositions.
P ≠ I is said to be decomposable over K if there exist non-trivial properties P1 and P2 in K such that P = P1 ⊕ P2.
Otherwise P is said to be indecomposable over K.
We will usually use for K one of the lattices L, La,M orMa. Note that then we necessarily have that P ∈ K since these
lattices are closed under sums and products.
In the case where K is the set of all properties we just say that P is (ir)reducible or (in)decomposable.
Reducibility and to a lesser extent decomposability over La and Ma have been widely studied in the literature. See
for example [1,3,9–12] for some papers on reducibility, and for decompositions see [2,4,5,8]. Although the definitions of
reducibility and decomposability we gave here are very general, we will see that for properties inM these general notions
are equivalent to reducibility and decomposability overM.
Note that any trivial property P is indecomposable. If Q1 and Q2 are non-trivial, say G1 ∈ Q1 and G2 ∈ Q2 have no
isolated vertices, then G1 ∪ G2 ∈ Q1 ⊕Q2. Therefore we cannot have that P = Q1 ⊕Q2, so P is indecomposable.
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4. Heredity
In this sectionwe consider questions of the form: IfP ∈ L orM andP is reducible (decomposable) overK, isP reducible
(decomposable) over L orM? Our first results are that if a property P ∈ M is reducible(decomposable) then P is reducible
(decomposable) overM.
Theorem 4.1. If P ∈ M is indecomposable over M then P is indecomposable.
Proof. Suppose that P = Q1 ⊕ Q2 with Q1 and Q2 any non-trivial properties. Let Q′i = {G ∈ Qi :
G has no isolated vertices}, i = 1, 2. Then Q′1 and Q′2 are non-trivial and P = Q′1 ⊕ Q′2 (in any (Q1,Q2)-decomposition{E1, E2} of a graph G ∈ Q1 ⊕Q2 we have G[Ei] ∈ Q′i). Now letRi = [Q′i]≤ ∈ M, i = 1, 2.
ThatR1 andR2 are non-trivial andP ⊆ R1⊕R2 is easy to see. Now let G ∈ R1⊕R2 and let {E1, E2} be a corresponding
decomposition. Then G[E1] ∈ R1 = [Q′1]≤ hence G[E1] is an induced subgraph of a graph in Q1 with no isolated vertices.
Similarly, G[E2] is an induced subgraph of a graph inQ2 with no isolated vertices. By adding appropriate vertices and edges
to Gwe obtain a graph H such that G ≤ H and H ∈ Q1 ⊕Q2 = P . Since P ∈ M it follows that G ∈ P . 
For the vertex-partition analogue we only need the idea in the second paragraph of the preceding proof, which can also
be used when P ,R1 and R2 are hereditary. This gives the following two slightly stronger results, which are also proved
in [7].
Theorem 4.2. If P ∈ M and P = Q1 ◦Q2 then P = [Q1]≤ ◦ [Q2]≤. 
and
Theorem 4.3. If P ∈ L and P = Q1 ◦Q2 then P = [Q1]⊆ ◦ [Q2]⊆. 
Note that if P is inM and P = Q1 ◦Q2, it does not follow thatQ1 andQ2 are inM.
Theorem 4.4. Let P = {G ∈ I : |V (G)| ≤ 4} andQ = P − {K2}. Then P 2 = Q2.
Proof. Let G ∈ P 2. Then |V (G)| ≤ 8, and we can simply partition V (G) such that both classes contain at most four vertices
while neither of them has exactly two vertices. 
If P ∈ M and P = Q1 ⊕ Q2, it does not follow thatQ1 andQ2 are inM either. This can clearly fail in a trivial way ifQ1
orQ2 is not closed under removing isolated vertices, but it can fail even if they are. An example similar to Theorem 4.4 can
easily be constructed, but a more interesting example, with P additive andQ2 inMa is.
Theorem 4.5. Let P = {G ∈ I : Every component of G is triangle-free or equal to K4 − e.}. Then P ⊕ S1 = I1 ⊕ S1.
Proof. For the non-trivial inclusion, let {E1, E2} be a (P , S1)-decomposition of a graph G ∈ P ⊕ S1. Let E ⊆ E1 consist of all
those edges connecting the two degree three vertices of a K4 − e in G[E1], and let E ′ consist of all edges in E2 adjacent to an
edge in E.
We can swap E and E ′ to obtain an (I1, S1)-decomposition {(E1−E)∪E ′, (E2−E ′)∪E} of G. (E2−E ′)∪E is independent
since E is independent (each edge in E is from a different component of G[E1]) and all edges adjacent to edges in E are
removed from E2. G[(E1 − E)∪ E ′] is triangle-free since it is obtained from the triangle-free graph H = G[E1 − E] by adding
an independent set of edges, each with its endpoints in different components of H . 
The proof of Theorem 4.1 fails if we try to prove the decomposability analogue of Theorem 4.3. When adding edges in
order to try and extend a (Q1,Q2)-decomposition {E1, E2} of G − e to a decomposition of a graph H such that G ⊆ H and
H ∈ Q1 ⊕ Q2, it may happen that G[E1] ∉ Q1 and G[E2] ∉ Q2, and they compete for the same additional edge. In fact, the
edge analogue of Theorem 4.3 fails.
Theorem 4.6. There exists a property P ∈ L that is decomposable over M but not over L.
Proof. With Fi as in Fig. 1, let Q1 = D1 ∪ {G ∈ I : |E(G)| ≤ 6 and F1 ≰ G and F2, F3, F4 ⊈ G}, Q2 = [{K3, 2K2}]≤ and
set P = Q1 ⊕ Q2.Q1 is the property ‘‘If G contains a cycle, then G has at most six edges, does not contain F1 as an induced
subgraph, and does not contain F2, F3 or F4 as a subgraph’’. If G ∈ Q2, then G has at most three edges, |E(G)| = 3 implies
G = K3, and |E(G)| = 2 implies G = 2K2.
Q1 andQ2 are clearly induced-hereditary, hence so isP . We will show thatP ∈ L and thatP is indecomposable over L.
P is hereditary.
Suppose P is not hereditary. Since P ∈ M, it follows that there exists a graph G in P and e ∈ E(G) such that G− e ∉ P .
Let {E1, E2} be a (Q1,Q2)-decomposition of G and let G1 = G[E1] and G2 = G[E2].
Suppose first that e ∈ E1. Let G′ = G1 − e. Then we must have that G′ ∉ Q1. Clearly G′ is not acyclic, so it must have Fi
as a subgraph for some i = 1, 2, 3 or 4. If i ≠ 1 it follows that Fi ⊆ G1, a contradiction, so F1 ≤ G′. Since we cannot have
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Fig. 1. Forbidden subgraphs forQ1 . F1 is forbidden to be an induced subgraph while the other three are not allowed as subgraphs.
Fig. 2. The three graphs of size eight not in P .
F1 ≤ G1 we must have G1 = K4, so that G can be obtained from K4 by adding a triangle or at most two independent edges
(together with any necessary vertices).
We now obtain the contradiction G − e ∈ P : Let V (G1) = {u1, u2, u3, u4} and e = u1u2. Suppose first that G is
obtained from G1 by adding at most two independent edges. Then |E(G − e)| ≤ 7. Taking E ′2 = {u1u3, u3u4, u4u1} and
E ′1 = E(G − e) − E ′2, we have (G − e)[E ′2] = K3 ∈ Q2 and (G − e)[E ′1] ∈ Q1 since |E ′1| ≤ 4. Otherwise, G2 is a triangle. Up
to symmetry there are three possibilities: G1 and G2 are vertex disjoint, G1 and G2 have only u1 in common, and G1 and G2
have only u3 in common. In all three cases, if we again take E ′2 = {u1u3, u3u4, u4u1} and E ′1 = E(G− e)− E ′2, then we have
(G− e)[E ′2] ∈ Q2 and (G− e)[E ′1] ∈ Q1.
Next, suppose that e ∈ E2 and let G′ = G2 − e. If G2 does not contain a triangle, then G′ ∈ Q2, so G2 = K3 and G′ = P3.
Denote the edges of G′ by e1 and e2.
G1 contains a cycle: If not, note first that adding e1 to G1 must create a cycle C , otherwise {E1 ∪ {e1}, {e2}} is a
(Q1,Q2)-decomposition of G − e. C is necessarily unique, so if we can find an edge f on C that is disjoint from e2, then
{{(E1 − f ) ∪ {e1}}, {e2, f }}will be a (Q1,Q2)-decomposition of G− e. The only way that every edge of C can be adjacent to
e2 is if C = C4 and e2 is a chord of C . Since e1 is on C , we have the contradiction that e (the third edge of the triangle G2) is
in E1.
So G1 contains a cycle and therefore has at most six edges. It follows that G− e has at most eight edges.
Now we first show that the only graphs with at most eight edges that are not inP are the graphs H1, H2 and H3 in Fig. 2.
Let H be any graph not in P with at most eight edges.
First suppose H has exactly one triangle C . Then H − E(C) is a triangle-free graph with at most five edges that is not in
Q1, hence H − E(C) = F2 (up to isolated vertices). It is straightforward to verify that it is impossible to create a graph not in
P by adding a triangle to F2 without creating any other triangles.
If K4 ⊆ H , removing the edges of this K4 leaves a set E of at most two edges, and we are done unless H[E] = P3. The only
graph not in P that can be obtained from K4 by adding a P3 is H1.
Suppose H contains two edge-disjoint triangles, say H contains H ′, where H ′ = 2K3 or H ′ consists of two copies of K3
with a common vertex. H ′ has six edges so it is enough to check that no K4-free graph not in P can be obtained by adding
at most two edges to H ′. Removing the edges of one of the triangles must leave a graph containing F1 or F3. In all cases H
contains K4 or H ∈ P .
Next, suppose that K4 − e ≤ H . If the previous two cases are to be avoided, the only possibility is H2. One way to see this
is to consider that removing the edges of a triangle of the K4 − e must leave F2 (and possibly some isolated vertices). That
leaves a handful of cases that are easily checked.
So we may assume that H has no triangle. H must contain two four-cycles, otherwise removing a single edge gives a
graph in Q1. Conditioning on the number of common vertices of these two four-cycles is a good approach to checking that
the only possibility is H3.
The proof that P is hereditary is now completed by checking that removing the edges of an induced P3 from H1, H2 or
H3 cannot produce a graph in Q1. Up to symmetry, there is only one induced P3 in H1, there are four in H2, and two in H3.
Removing these result in graphs not in Q1.
P is indecomposable over L.
Suppose P = R1 ⊕R2 withR1 andR2 non-trivial and in L.
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Fig. 3. A graph not in P obtained from F4 by adding a triangle.
Claim 1. At least one of R1 andR2, sayR1, contains K1,n for all n.
This follows by considering (R1,R2)-decompositions of K1,n ∈ P for every n.
Claim 2. If |E(G)| ≥ 10 and G contains three edge-disjoint cycles or G contains edge-disjoint copies of K4 − e and a cycle, then
G ∉ P .
Suppose {E1, E2} is a (Q1,Q2)-decomposition of G. Since |E(G)| ≥ 10, |E2| ≤ 3 and every graph inQ1 with at least seven
edges is acyclic, we must be able to break every cycle in G by removing at most two independent edges or the edges of a
triangle.
If G contains three edge-disjoint cycles, we have to remove three edges, hence a triangle. It is possible for a triangle to
break three edge-disjoint cycles, but then the remaining edges contain another cycle.
IfG contains K4−e, at least two edges on this K4−emust be removed to break all its cycles. If there is a cycle edge-disjoint
from the K4 − ewe must therefore remove a triangle to break all cycles. Again the remaining edges contain another cycle.
Claim 3. 3K2 ∉ R2.
If 3K2 ∈ R2, we can add three independent edges to K1,7 to obtain a graph G with 10 edges and containing three edge-
disjoint triangles. Then, using Claim 1, G ∈ R1 ⊕R2, but G ∉ P by Claim 2.
Claim 4. K2 ∪ P3 ∉ R2.
We can add the edges of K2 ∪ P3 to K1,7 to obtain a graph with 10 edges and edge-disjoint copies of K4− e and K3, so that
G ∈ R1 ⊕R2 but G ∉ P by Claim 2.
Claim 5. R1 contains every tree.
Given a tree T it follows that T ∈ R1 by considering an (R1,R2)-decomposition of 3T ∈ P and using Claim 3.
Claim 6. P4 ∉ R2 and K1,3 ∉ R2.
If H = P4 or H = K1,3, a graph G with 10 edges and three edge-disjoint triangles is easily constructed by adding the
edges of H to an appropriate tree. G can be obtained by forming a K3 at each edge of H by attaching a P3 there. Then add a
leaf anywhere to give G 10 edges. Claims 2 and 5 then imply that H ∉ R2.
Claim 7. Every graph inR2 has at most three edges, and if it has three edges, they form a triangle.
If G ∈ R2, then G has no vertex of degree three, by Claim 6, hence every component of G is a path or a cycle. By Claim 6
again, every component is a subgraph of K3. From Claims 3, 4 and 6 it follows that if G has at least three edges, they form a
triangle.
Claim 8. K3 ∈ R2.
Consider an (R1,R2)-decomposition {E1, E2} of K1,6 ∪ K4 ∈ P . By Claim 7 we must show that |E2| > 2. If |E2| = 2 it
follows thatR1 contains K1,4 ∪ Ck for k = 3 or 4. Adding two edges to the K1,4 part of this graph (adjacent or not according
to the adjacency of the two edges in E2) gives a graph that is inR1 ⊕R2 but, from Claim 2, not in P . If |E2| < 2 it follows
thatR1 contains K1,4 ∪ K4 − e. Adding an edge to the K1,4 part again gives a graph that is inR1 ⊕R2 (K2 ∈ R2 even if E2 is
empty, sinceR2 is non-trivial) but, from Claim 2, not in P .
Now let G be obtained from K4 and K3 by identifying a vertex from each. G ∈ P , so consider an (R1,R2)-decomposition
{E1, E2} of G. Using Claim 7 it follows thatR1 contains a subgraph F equal to F1, F2, F3 or F4. If F is F1, F2 or F3, we can obtain
the graph H1 in Fig. 2 by adding a triangle to F . Since K3 ∈ R2 by Claim 8, it follows that H1 ∈ R1 ⊕R2. However, H1 is not
in P . If F = F4, we can obtain the graph H in Fig. 3 by adding a triangle to F , again giving a contradiction since H ∉ P . 
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5. Additivity
We now consider whether a property P ∈ La orMa that is reducible (decomposable) is reducible (decomposable) over
La orMa.
Lemma 5.1. Let P ,Q ∈ M withQ non-trivial and P ≠ I. Then P ⊂ P ⊕Q.
Proof. By Lemma 2.2 we have P ⊆ P ⊕ Q. Also, K2 ∈ Q. Let G ∉ P have a minimum number of edges. Then G ∈ P ⊕ Q:
If G is non-empty this is clear, otherwise this follows from O ⊆ P ⊕Q. 
Lemma 5.2. Let O ≠ P ∈ Ma andQ1,Q2 ∈ M such that P ⊈ Q1 and P ⊈ Q2. If P ⊆ Q1 ⊕Q2, then there exist non-trivial
Q′1,Q
′
2 ∈ Ma such that Q′1 ⊆ Q1,Q′2 ⊆ Q2 and P ⊆ Q′1 ⊕Q′2.
Proof. It suffices to show that there is a Q′1 ∈ Ma such that Q′1 ⊆ Q1 and P ⊆ Q′1 ⊕ Q2. If Q1 is finite, then it follows
that P ⊆ Q2. (Consider, for each G ∈ P , a (Q1,Q2)-decomposition of the graph n(G ∪ K2) for a sufficiently large n.) We




Ri−1 ∩ ¬Gi, if P ⊆ (Ri−1 ∩ ¬Gi)⊕Q2
Ri−1, otherwise .
Now takeQ′1 = ∩Ri.
We have K2 ∈ Ri for each i, hence K2 ∈ Q′1, so Q′1 is non-trivial: Take any G ∈ P such that G ∉ Q2 and replace
each isolated vertex of G with a copy of K2 to obtain a graph H ∉ Q2 with no isolated vertices. If {E1, E2} is an (Ri,Q2)-
decomposition of H , then E2 ≠ E(H), hence E1 ≠ ∅.
Clearly,Q′1 ∈ M andQ′1 ⊆ Q1. Also, if G ∈ P then, since there are finitely many decompositions of G and P ⊆ Ri ⊕Q2
for every i, there is a decomposition {E1, E2} of G that is an (Ri,Q2)-decomposition for infinitely many i. Then {E1, E2} is a
(Q′1,Q2)-decomposition of G, hence P ⊆ Q′1 ⊕Q2.
For additivity, suppose that Gi,Gj ∈ Q′1 but Gi ∪ Gj ∉ Q′1. Then, since Gi ∈ Q′1 ⊆ Ri, it follows from the definition ofRi
thatP ⊈ (Ri−1∩¬Gi)⊕Q2, henceP ⊈ (Q′1∩¬Gi)⊕Q2. Thismeans that there is a graph G ∈ P such that in any (Q′1,Q2)-
decomposition {E1, E2} of Gwe have Gi ≤ G[E1]. Similarly, there is a graph H ∈ P such that in any (Q′1,Q2)-decomposition{E1, E2} of H we have Gj ≤ G[E1]. Then G ∪ H is in P but not inQ′1 ⊕Q2, a contradiction. 
Theorem 5.3. An additive property P is decomposable over L (respectively M) if and only if it is decomposable over La
(respectivelyMa).
Proof. First suppose that P is decomposable overM, say P = Q1 ⊕ Q2 with Q1 and Q2 non-trivial properties inM. Then
P ≠ O (it was shown at the end of Section 3 that a trivial property is indecomposable), and P ⊈ Q1,Q2 by Lemma 5.1.
Because P ∈ Ma we have by Lemma 5.2 that there exist non-trivial properties R1 ⊆ Q1 and R2 ⊆ Q2 in Ma such that
P ⊆ R1 ⊕R2 ⊆ Q1 ⊕Q2 = P . Then P = R1 ⊕R2, so P is decomposable overMa.
If P = Q1 ⊕ Q2 with Q1, Q2 ∈ L ⊆ M we obtain, as before, non-trivial propertiesR1 ⊆ Q1 andR2 ⊆ Q2 inMa such
that P = R1 ⊕ R2. Then we have P = [R1]⊆ ⊕ [R2]⊆ because if R ⊆ Q ∈ L then [R]⊆ ⊆ Q and if R is additive and
non-trivial then [R]⊆ is additive and non-trivial. 
Similar arguments give.
Theorem 5.4. An additive property P is reducible over L (respectively M) if and only if it is reducible over La (respectively
Ma). 
By combining previous results we obtain the following corollary.
Corollary 5.5. A property P ∈ Ma is reducible (decomposable) if and only if it is reducible (decomposable) over Ma. 
Again, it is not true that if P = Q1 ⊕ Q2 where P ∈ La and Q1,Q2 ∈ L, then P = [Q1]a⊆ ⊕ [Q2]a⊆. A counterexample
is given by the following.
Theorem 5.6. O4 = O2 ⊕ (O2 ∪ {K3}) but O4 ≠ O2 ⊕ [O2 ∪ {K3}]a⊆.
Proof. Let {E1, E2} be an (O2,O2 ∪ {K3})-decomposition of G. If G[E2] ∈ O2 then G ∈ O2 ⊕ O2 which equals O4 from
Lemmas 2.1 and 2.2. Otherwise G[E2] = K3. Let u and v be any two vertices of this K3. Then G− {u, v} ∈ O2 hence G ∈ O4.
On the other hand, K6 ∈ O2 ⊕ [O2 ∪ {K3}]a⊆ but K6 ∉ O2 ⊕ (O2 ∪ {K3}). 
We end with a question: Is it true that every decomposable propertyP ∈ La is decomposable over La? By Theorems 4.1
and 5.3 we may assume that P is decomposable overMa and it would suffice to show that it is decomposable over L. This
seems likely to be false, but we have no counterexample.
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