Abstract. T h i s paper introduces a i-dimensional network of curves termed the Generalized Voronoi Graph ( G V G ) and its extension, the Hierarchical Generalized Voronoi Graph ( H G V G ) , which can be used as a basis fo,r a roadmap or retract-like s t r u d u r e . T h e GVG and H G V G provide a basis f o r sensor based path planming in a n u n k n o w n static environ,-merit. I n t h h paper, the GVG and H G V G
Introduction
Sensor Based Planning incorporates sensor information, reflecting the current state of the environment: into a robot's plaiiiiing process, as opposed to Classical Planning, which assumes full knowledge of the world's geometry prior to planning. This paper and its companion [7] introduce a sensor based motion planning scheme that is useful for two closely related motion planning problems: (1) to determine the path which connects two points in a robot's frce space, or determine such a path does not exist; and (2) to build a concise "map" which encodes the important topological information about the robot's free space. The method, which is based on "retract-like" structures termed the Generalized Vorono( Graph (GVG), and its extension, the Hierarchical Generalised Voronoi Graph (HGVG), requires only local sensor information to construct the motion plan. That is, no a priori knowledge of the robot's environment, is assumed. This paper considers only point or spherical robots. However, we believe that these techniques can be extended to more general cases.
The primary goal of this first paper is t o introduce the GVG and HGVG and their properties. While our intention is to use the GVG and HGVG as a basis for sensor based planning, they can also be used for classical motion planning when full knowledge of the world's geometry is available. The conipanion paper describes an incremental technique for constructing the GVG from local sensor data. Further, the companion paper provides experimental results which validate the method.
Relation t o Prior Work
Sensor based planning has received increased attention, as it is a requirement for realistic deployment of autonomous robots in unstructured environments. For a review of many sensor-based planning t,echniques, see [16] . Unfortunately, current sensor based planning methods are limited because: (1) many are based on heuristic algorithms. and it is therefore impossible t o prove if they will work in all possible environments; or (2) proof of convergence is limited to the case of 2-dimensional environments (for example, Lumelsky's "bug" algorithm [lo] ). The goal of this work is to develop provably correct, motion planning schemes for workspace dimensioris greater than two, and which can be robustly implemented with realistic sensors.
Our approach is t,o adapt the structure of a rigorous inotion planning scheme to a sensor based implementation. There are t h e e classes of complete motion planning schemes: cellular dmomposition methods, potential field approaches, and retract or roadmap methods [9] . Roadmaps or retract-like structures capture the global topological properties of the robot's frce space and have the following important properties: accessibility, departability and connectivity. These properties imply that the planner can construct a path between any two points in a connected component of the robot's free space by first finding a path onto the roadmap (accessibility), traversing the roadmap to the vicinity of the goal (connectivity), and then constructing a path from the roadmap to the goal (departability). The Generalized Voronoi Diagram (GVD) (i.e., a Voronoi Diagram for the case in which the sites are sets, and not points) was first used for motion planning in [14] . Active research in applying Voronoi Diagrams to motion planning began with [ll] , which considered motion planning for a disk in the plane. However, the method in [11] requires full knowledge of the world's geometry prior to the planning event; and its retract methodology may not extend to non-planar problems. In 1121, an incremental approach to create a Voronoi Diagram-like structure, which is limited to the case of a plane, was introduced. In the companion paper, we investigate an incremental algorithin to construct the GVG aiid HGVG using only local sensor data. Further, our method can be used for non-pla.nar problems.
To our knowledge, the first complete sensor based adaption of a roadmap motion planning scheme for workspace dimension greater than two, was introduced by Rimon [13]; it was Rimon's method which has motivated our work. Rimon's approach is a seiisor based extension of Canny and Lin's Opportunistic Path Planner (OPP) [4] . From a practical point of view, there are two detractions to Rimon's method. First, to construct the roadmap, the robot must contain "interesting critical point" a.nd "iniriimum passage" sensors, whose implementation is not well described. Second, a robust and detailed procedure for constructing the roadmap fragmenh from sensor data is not presented. We choose instead to base our sensor based planning scheme on a different structure, which we term the Generalized Voronoi Graph (GVG) and the Hierarchical Generalized Voronoi Graph (HGVG). We have found these structures to he easier to construct using realistic sensors. Second, we are able to give a rigoroils procedure for robustly constructing th.e graph components from Sensor data.
The GVG introduced in this paper appears t o be new, though a GVG-like strncture for SE(3) is described in [3]. In prior work (e.g., [a] ) the Voronoi Graph has only been defined for point sites, whereas this work extends the Voronoi Graph concept to the case of set sites. In dimensions greater than 2 . the GVG is not connected. The other contribution of this paper is a scheme for connecting the GVG in tht:sc cases. Another important contribution of this work is thc definition of the GVD and GVG in terms of distance fiinctions. By using tance between a point, x and a convex set C; is
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The diswhere 11 * 11 is the 2-norm in R". In [8] it is shown that the
where CO is the nearest point t o x in C,. For convex sets, the closest point is always unique. A n i m p o r t a n t characterist i c of d ; ( z ) and Vd;(z) is that t h e y can b e c o m p u t e d f r o m sensor data.
The Generalized Voronoi Graph
This section defines the Generalized Voronoi Diagram and the Generalized Voronoi Graph via the above distance functions. The basic building block of the GVD and GVG is the set of points equidistant to two sets Ci and Cj, which we term the Two-Equidistant Surface, S,j. and ( m f 1)-Equidistant Face, Fzl...lm+l. Generalized Voronoi Vertices are sometimes called meet points because that is where Generalized Voronoi Edges "meet." It will be shown that the Generalized Voronoi Edge is 1-dimensional, while the Generalized Voronoi Vertex i s a point where Generalized Voronoi Edges meet. Using these definitions, we can define the Generalized Voronoi Graph. DEFINITION 4.1 The Generalized Voronoi Gra.ph (GVG) is defined to be the collection of all of the Generalized Voronoi Edges, and Geiieralized Voronoi Vertices of a bounded space.
The GVG's edges are the set of points equidistant to m objects, such that each point is closer to m objects than any other object. A n i m p o r t a n t characteristic of the GVG is that it is defined i n terms of the d i s t a n c e functions, which c a n b e readily c o m p u t e d f r o m sensor data, For subsequent analysis, it is useful to define the following. The Generalized Vorormi Region, Fi, is the set of points closer to one particular object than any other object.
It can be shown that the F; is generalized star shaped, i.e., Vz E 3%, there is a closest point ci E Ci to z such that the line zci is fully contained in Ti. That is, there is a straight line in free space between any point in !Fi and some point on C;. In the case that m = 2 and the obstacles are points, this assumption is equivalent to the "no four points are cocircular" assuniption which is often made in the Voronoi Graph literature. Assumption 5.1 is the generalization of this statement, and shows more rigorously why such assumptions arise. This transversality assumption can also be interpreted as an assumption on the stability of the equidistant surface intersection geometry. In the left diagram of Fig. 2 , is tangent to the 4 obstacles (a non-generic case). After a slight perturbation of the obstacles, the Equidistant. Surfaces no longer coincide (Fig 2) . Since S i j k and Sijr are points in this example, they intersect transversally only if they do not intersect at all. The following is a corollary to Assumption 5.1, and its proof is omitted.
COROLLARY 5.2 ( T h e Equidistant Surface Uniqueness Re-
To show that the edges are 1-dimensional, we invoke the Pre-image Theorem [I] m -1 times on the difference of two distance functions. We first introduce the following two lemmas.
LEMMA 5.3 9 , Fij, and SSij have co-dimension 1 in R".
Proof First, note that the function (di -+ ) ( E ) is smooth [8] by the obstacle convexity assumption. Recall that the 2-Equidistant Surjective Surface, SSij, is a subset of Si, such ,kl = S ; k l = S;,l because there exists a circle which ofthe smooth function (d, .-dj)(z), S S i j is a inanifold having co-dimension 1 in R". Since !T;j is a subset of SS;, of the same dimension, it too is a co-dimension one set. 9 is a codimension l set (not necessarily a manifold) because it is the finite union of co-dimension 1 sets. v LEMMA 5.4 F3, F j j k and S S j j k each have co-dimension 2 in R'".
Therefore, 0 is a regular value of (d; -d k ) ( z ) on SS;,. By the Pre-image Theorem, SSijk is co-dimension 1 in SSij, and thus co-dimension 2 in 1%". F;,k is a subset of SSi,k and thus is co-dimension 2 in R". Since F3 is the finite union of cov By induction, one can show that t,he set of points equidistant to b obstacles has CO-diimension 1 in the set of points equidistant to IC -' 1 objects, and therefore this set has co-dimension t -1 in R". Hence, SS" is 1-dimensional in R"" and since F" c SS", the GVG edges are 1-dimensional. By a similar argument, the vertices, Fm+l, are zero-dimensional. This proves the following proposition.
PROPQSITIQN 5.5 The Generalized Voronoi Edges of the GVG, F", are 1-dimensional in R", and tho Generalized Voronoi Vertices of the GVG, P+l, are points.
Another key feature of the GVG is that it provides a concise representation of the robot's free space. dimension 2 manifolds, it has co-dimension 2 in Rm.
Accessibility/Departability
Accessibility is the property that a path can be constructed from any point in the free space to the Generalized Voronoi Graph. In this section, we give a very simple argument that a path exists from any point in the free-space to a GVG edge. PROPOSITION 6.1 The GVG has the property of accessibility. Proof Let Zk be apoint, on a k-Equidistant Face, F i l , , , . , i k , and z k + l be a point on the (k+l)-Equidistant Face, F;lr...,ik+l, which is on the boundary of Fil,,,.,ik. In an m-dimensional world, for 2 5 IC _< m,! there always exists a a collision-free paths constrained to a k-Equidistant Face between Z k and xk+l because for IC 2 2, k-Equidistant Faces are a subset of the free space. Therefore, by re-invoking the above statement, there exists a collision-free path from any k-Equidistant Face to the GVG.
It can be shown [B], 1111 that there always exists a collisionfree path from any point in the free space to a 2-Equidistant Face. Therefore, from any arbitrary point in the free space, Departability can be shown to be accessibility, but in reHowever, in th.e companion paper, we introduce an there exists a collision-free path to the GVG.
verse. algorithm for the departing process. Fig. 3 . An example of a disconnected GVG the resulting one dimensional cells form a retract-like structure of W [6] . One of the appealing properties of a retract-like structure is its connectivity.
Connectivity of the GVG
For m = 2 (i.e., planar environments), the GVD and the GVG are the same. It is well known in this case that the planar GVD is connected. However, m > 2, the GVG is not necessarily connected. The GVG-like structure for SE(3) is described in [3] also suffers from the problem of connectivity not being guaranteed. Fig. 3 shows an example where W is a box, with one box-like obstacle in the interior. For some dimensions of the box obstacle and enclosure, the GVG will be disconnected while for other sizes of the box and enclosure, the GVG will be connected.
In the next section we introduce the notion of Higher Order Gcneralized Voronoi Graphs. These will be used t o link disconnected components of the GVG by subdividing higher dimension Equidistant Faces (k-dimensional cells) via a tessellation into closed regions whose boundaries are connected (or readily link up). For example, when W C W3, the problem reduces to linking up disconnected boundaries (i.e., the Generalized Voronoi Edges) of a 2-Equidistant Face via a tessellation into closed two dimensional regions whose boundaries are connected. This method reduces a higher dimensional problem into a 2-dimensional problem, which is more tractable.
The Second Order GVG
This section defines the Second Order Generalized Voronoi Graph, GVG2 is defined on a 2-Equidistant Face, Fij.
The Second Order Generalized Voronoi Graph is the set of points on a 2-Equidistant Face that are "second closest" t o nearby obstacles. The basic building block of the Second Order GVG is the Second Order 2-Equidistant Face
It is the set of points where Ck and Cl are the second closest equidistant objects and Ci and C, are the closest equidistant objects.
One additioiial structure needs to be defined. Let the set of points on the boundary of a k-Equidistant Face which are equidistant t o k obstacles be termed the &Boundary Edge, is the set of points equidistant to the second closest m -1 objects such that Ci and C, are the closest equidistant objects.
Note that a Second Order GVG may not exist on every Ft,.
The definition of Higher Order GVG's follows accordingly, and thus we get the following definition:
DEFINITION 8.2 (HIERARCHICAL GEN. VORONOI GRAPH)
The Hierarchical Generalized Voronoi Graph (HGVG) is the union of the Generalized Voronoi Graph and all higher order Generalized Voronoi Graphs.
For subsequent analysis, it will be useful t o define the Second Order Generalized Voronoi Regzon, F k l which is the set of points constrained to a 2-Equidistant face, Ft,, whose second closest object is Ck.
The GVG' divides up Ft, into Second Order Generalized Voronoi Regions. See Figure 4 for an example of a GVG' and how 3'~loor/cezlzng is divided up into Second Order Generalized Voronoi Regions.
When the obstacles satisfy a certain condition (defined in Section l o ) , the U, GVGz will link the disconnected componcmts of the GVG. This condition is a constraint which guarantees that no GVG cycles (GVG edges diffeomorphic t o the nnit circle) may exist. In Figure 4 , the GVG' does not link up the GVG because of the existence of GVG cycles. The following section carefully analyzes cycles, aiid the section after that states the conditions under which cycles do not exist. It will be shown that when cycles do not exist, all of the k-Equidistant Faces are divided up iiito regions whose boundaries are all connected. In this case, the GVG' connects all disconnected GVG fragments.
Cycles
To simplify the discussion, we focus only on the case of m = 3, where HGVG = GVG U GVG'. However, analogous methods exist for rn > 3 [6] . In this section, we carefully analyze cycles, so that in the next section, we can state the condition under which t,hey do not exist. First we define cycles and show that they lead to GVG fragments which are disconnected from both other GVG edges and GVG' edges.
DEFINITION 9.1 (GVG CYCLE) is a Generalized Voronoi
Edge which is diffeomorphic to SI, the unit circle.
Henceforth, the terrn "cycle" refers to a GVG cycle.
PROPOSITION 9.2 A GVG edge is a cycle if and only if it is disconiiected from the GVG and the GVG'.
Proof This proof is a simple consequence of the following Lemma whose proof appears in the Appendix.
LEMMA 9.3 A Second Order Generalized Voronoi Edge can only intersect the GVG at a meet point,.
GVG cycles do not contain meet points, and thus GVG edges and GVG' edges can not intersect them. That is, they are disconnected. In a bounded space, the only disconnected GVG edges are cycles. LEMMA 9.6 (UNIQUENESS) There can be at most one GVG edge, F i j k , on the boundary of a Second Order Generalized Voronoi Region, F k l LEMMA 9.7 On a 2-Equidistant face which has more than one GVG edge on its boundary, there will always be a GVG' on that 2-Equidistant Face.
By Lemma 9.5, the cycle F i j k must be a subset of the boundary of a Second Order Geiieralized Voronoi Region, Second Order Generalized Voronoi Edges (Lemma 9.7) and perhaps Boundary Voronoi Edges (by definition) are the other structures which may exist on the boundary of a Second Order Generalized Voronoi Region. Since by Proposition 9.2, neither of these can intersect the GVG cycle, F i j k must lie on a disconnected portion of the boundary of a Second Order Generalised Voronoi Region. And now for the converse, if F i i j k is a disconnected boundary component of a Second Order Generalized Voronoi Region,
it is a GVG cycle. Again, if 3 i j~ is discoiinect,ed, it does not intersect a GVG edge, nor GVG' edge. By ProposiSecond Order Cycles. Just as there is a cycle in the Geiieralized Voronoi Graph, there are also cycles iii tlie Second Order Generalized Voroiioi Graph. In order to define the GVG2 cycle, we need to recall tlie definition of the Second Order Generalized Voronoi Region, which is based on the definition of thc Generalized Voronoi Region.
DEFINITION 9.8 (GVG' CYCLE) is a cycle coniprised of GVG' edges, and perhaps a fragment of a Boundary Edge, which solely forms a connected conipoiieiit of the boundary of a Second Order Generalized Voronoi Region.
A G V G~ cycle is written as U, 5 k i I g i j or U, ~h l l~~~ U ciJ where cij c: C,, is a fragment of the Boundary Edge, Ci,.
The following proposition shows there is a duality between the existence of GVG and GVG' cycles. In order for one of them to exist, then the other must exist. If no GVG cycles exist, then there can not be any GVG2, aiid visa versa. PROPOSITION 9.9 Let Fij, F i k and Fijk be three TwoEquidistant Faces whose intersection forms !3'ijk. If the GVG edge, F i j k is a cycle, then on at least one of the TwoEquidistant Faces, Fij, F i k , and F j k there exists a second order cycle. The converse is also true -if there exists a Second Order Cycle, and there is a Generalized Voronoi Edge associated with it, then the Generalized Voronoi Edge is a cycle.
Proof: The existence of 3+iij~ implies the existence of Ftj, F i k and F j k . 13y Proposition 9.2, if F i j k is a cycle, then it is a disconnected boundary component on each: F,,, F i k and F j k . Even though it is possible that F i j k may be the only boundary component of a Two-Equidistant Face, by boundedness F i j k can not be the sole boundary component, on all three Two-Equidistant Faces. Therefore, at least one of the Two Equidistant Faces, say Lfi,, has another boundary component -implying that, as;, := U, Tiji, U F i j k (U c i j ) .
By Lemma 9.5, the existence of F i j k implies F k l g i j exists on F;j such that F , j k is on the boundary of F k I g i J . By Leinina 9.6, FiJk and any other Generalized Voronoi Edge, can not exist on any other boundary component of FkIFij.
By Boundedness and Lemma 9.7, F k l F j j must have another boundary component fully comprised of Second Order Generalized Voronoi Edges, arid perhaps Boundary Edge Fragments. Such a boundary component is a Second Order Cycle, by definition.
The second order cycle consists of GVG2 edges (and perhaps Boundary Edges) which form a boundary component of a Second Order Generalized Voronoi Region, F k l By hypothesis, there exists a GVG edge, F i j k and thus by Lemma 9.5, it is on the boundary of FklFij. By Lemnia 9.6, F t j k is the only GVG edge inside of the Second Order Generalized Voronoi Region. Therefore by Lemma 9.3, no GVG or Secoiid Order GVG Edges can emanate from F i j k . Since F i J k is disconnected, by Proposition 9.4, 3 i j k is a cycle because it is tion 9.2, Ftijk: is a cycle.
Ftj.
a disconnected boundary component of F k I g i j .
Extended Boundedness Assumption
With the above definitions and relationships in place. we are now able to state the assumption which will guarantee connectivity of the GVG U GVG'. This assumption will be used to eliminate environments in which cycles in the GVG arise. 
. By the Equidistant Surface Transversality Assumption (Ass. 5.1), this point is isolated. By definition, this assumption is stronger in higher dimensional workspaces because it requires higher dimensional workspaces to be more "cluttered" than those of lower dimensions. Robots whose configuration spaces are higher tend t,o be highly articulated and are thus better suited for cluttered environments.
We will now show that the Extended Boundedness Assumption leads to a cycle-free environment. First, we will show that under the Extended Boundedness Assumption, all Second Order Generalized Voronoi Regions must have a Generalized Voronoi Edge on its boundary. This is necessary in showing that environments which satisfy the Extended Boundedness Assuniption, do not have GVG nor GVG' cycles.
LEMMA 10.2 Given the Extended Boundedness Assumption all Second Order Generalized Voronoi Regions must contain a Generalized Voronoi Edge.
Proof Recall the definition of the Second Order Generalized Voronoi Region, F k I " i j .
The Extended Boundedness Assumption (Ass. l O . l ) , there exists some h' # {i,j} and some 2 where such that d ; ( z ) 
by continuity of the single object distance function, F i 3 k must also exist in FklIFij (Lemma 9.5). This however is a contradiction of Lemma 9.6, where only one GVG edge may exist in Fkly,,. Therefore h' # IC, and 3 ; j~ is always a subset of in m k I ";,. Proof Let F Z 3 k be a Generalized Voronoi Edge. We will show it can not be i t cycle. By the Extended Boundedness Assumption and Equidistant Surface Transversality Assumption, And now we are ready to show that under the Extended Boundedness Assumption, the HGVG is connected. In [ 6 ] , we show that if the union of the Second Order Generalized Voronoi Regions on a 2-Equidistant Face is the 2-Equidistant Face (trivial), and the boundaries of each of the Second Order Generalized Voronoi Regions are connected, then the Second Order Generalized Voronoi Graph connects disconnected GVG edge fragments on a Two-Equidistant Face. The following proposition shows that given the Extended Boundedness Assumption, the boundaries of each of the Second Order Generalized Voronoi Regions are connected. PROPOSITION 11.1 Given the Extended Boundedness Assumption, the Equidistant Surface Transversality Assumption, and the Boundedness Assumption, the boundary of a Second Order Generalized Voronoi Region is connected.
Proof The boundary of F k l is comprised of Second Ordcr Generalized Voronoi Edges, one Generalized Voronoi Edge (Lemma 10.2) and perhaps one or more Boundary Edge Fragments from the same Boundary Edge. where L is the set of indices, cataloging the Second Order Generalized Voronoi Edges which are in the boundary of the Generalized Voronoi Region, 3'k I Note, there can be multiple Boundary Edge Fragments, but they must all come from the same Boundary Voronoi Edge.
is a closed and connected set (actually if it is not connected, consider each connected component), the boundary of F k l can be written as the union of connected components.
FZj.
Since is the ith connected boundary component. 
Conclusion
This paper introduced a retract-like structure called the Hierarchical Generalized Voronoi Graph. Although this structure was specifically developed for sensor based implementation, it can be used for classical motion planning as well. However, since it is defined in terms of the distance function, the HGVG readily lends itself t o sensor based implementation [7] . Because of its graph-like structure, motion planning can be reduced to a 1-dimensional graph search. Simulations validating this approach for the case of 2-dimensions can be found in [5] , but simulations of the 3-dimensional case are under way.
For the 3-dimensional case, it was shown that under a certain set of conditions the HGVG is connected. Proof of the higher dimensional case can be found in [6] . In the case where the Extend Boundedness Condition is not met, a linking procedure is required. That is the current area of research and will soon be included in [6] .
