Abstract
Introduction
The outsourcing and offshoring of services in the US is an important and growing phenomenon that has recently attracted widespread attention. Concerns have been expressed about a "hollowing out" of the American information technology sector, and about the potential loss of American technological leadership. Despite a recent increase in research on outsourcing and offshoring and extensive public discussion in this area, there remains relatively little understanding of which jobs are at risk to be outsourced or offshored. At present, widely varying projections of the number of jobs "at risk" have been presented, mostly by consulting firms (e.g., McCarthy [17] ). Ultimately, these estimates turn on the question of which services are tradable. (In this paper we follow the international trade literature and in particular Jensen and Kletzer [11] in using the label 'tradable services' to refer to those that can be conducted at a distance.)
There have been two prevailing views on which services are tradable. One view emphasizes the role of information technology in reducing the costs of performing services at a distance. Under this view, IT reduces the costs of coordinating economic activity over long distances. Proponents of this view argue that all services are potentially tradable (e.g., Roach [19] ). A second view argues that humans work best in physical proximity to one another, and that face-toface interaction is required for the execution of many types of services. Proponents of this view argue that offshoring is fraught with hidden costs arising from inexperienced personnel in the services company, differences in language and culture, and time differences between vendor and client site (Matloff [16] ). Though a great deal of case study work has examined offshore project decisions and governance in a variety of situations (e.g., Robinson et. al. [20] ), this is ultimately a question not of what is possible but rather what is predominant.
In this paper, we examine the question of which services are tradable within a concrete setting: the outsourcing of IT services across a broad cross-section of firm in the US. We examine the IT outsourcing decisions of a large cross-section of establishments in the US. We investigate the extent to which the outsourcing decision depends upon the local supply of outsourcing firms. Our major hypothesis is that if markets for IT services are local, then increases in local supply should increase the likelihood of outsourcing by lowering cost of outsourcing. (In prior work, we have also investigated which IT services are tradable by examining the cross-sectional variation in IT suppliers across the U.S. If markets for IT services are local, then we should expect the entry decisions of IT services firms will depend in part upon the size of the local market. For further details on this analysis, see Arora and Forman [4] . ) We focus on the largest investors in IT in the United States. Specifically, we analyze a survey (conducted by Harte Hanks) of adoption of advanced Internet technologies at 52,191 establishments that have over 100 employees at the end of 2002. This sample consists of established firms rather than startups. Approximately two-thirds of the U.S. workforce is employed in the type of establishments studied.
We examine the decisions of firms to outsource two types of IT services: programming and design and hosting. Programming and design refers to the decision to outsource programming tasks or planning and designing information systems that involve the integration of computer hardware, software, and communication technologies. These outsourcing projects by necessity require communication of detailed user requirements to be carried out successfully. Hosting involves management and operation of computer and data processing services for the client. After an initial set-up period, the requirements of such hosting services will be relatively static and will require less coordination between client and service provider than programming and design.
As a preview to our results, we show that: (1) The probability of outsourcing programming and design is increasing the local supply of outsourcing, but the outsourcing of hosting is not. This suggests that hosting services are more tradable than programming and design, and there is some irreducible non-tradable or "local" component to programming and design services. (2) The sensitivity to local conditions is greater in smaller markets: The decision to outsource is less sensitive at the margin to increases in local supply in large urban areas than in smaller areas.
Related Literature
This paper is related to three areas of prior research. First, we contribute to recent work that has examined which types of service work are most effectively conducted offshore. Second, we advance work in the IT outsourcing literature. Third, we contribute to recent work that seeks to understand the geographic variation in the location of high technology industries.
We view our research as building upon recent attempts to understand which services are tradable across a broad cross-section of the economy. Jensen and Kletzer [11] examine which services are tradable by examining geographic concentration in economic activity. The idea there is that tradable industries will be geographically concentrated to take advantage of economies of scale and favorable location factors. By contrast, non-tradable industries must locate where demand is and thus be geographically distributed similarly to economic activity in general.
Our approach is complementary: If a service is tradable, demand decisions will not be sensitive to whether the service is locally available (or the extent of its availability), and similarly, local supply will not depend on local demand. Thus, we examine the microlevel determinants of outsourcing demand in a particular environment: IT outsourcing. Ono [18] examines manufacturing firm decisions to outsource white-collar services such as advertising, bookkeeping and accounting, legal services, and software and data processing services. She examines how the outsourcing decision varies with potential demand as proxied by total population and a demand shifter. Like Ono [18] , we examine how the decision to outsource services depends upon local market conditions, however our analysis focuses on identifying which IT services are tradable and we focus on a broader crosssection of industries. We also explicitly model local supply, and treat it as endogenous in the sense of potentially depending upon aggregate local demand.
We also contribute to recent field research conducted in other industries that has examined the operational risks of outsourcing services that require intensive coordination or transfer of tacit knowledge between buyer and supplier. Aron and Liu [3] and Clemons and Aron [6] examine offshoring of financial services work and demonstrate a mismatch between buyers' and providers' assessments of task complexity. Aron and Liu [3] show that operational risk will be higher when services involve processing information that is not easily codifiable or when buyers and suppliers do not have a common understanding of what constitutes process quality. Helper and Khambete [9] examine offshoring of automobile part design to examine which parts of the product development process are most easily offshored. They find that the coordination costs of some design work are prohibitively high. In contrast to these studies that rely on small samples of case studies, we examine which IT services can most easily be offshored using a broad cross-section of industries in the U.S. economy. Moreover, our work focuses on different services than prior studies.
Prior research on the IS outsourcing decision has often focused on variation in establishment-or firmlevel factors. These could be economic explanations such as the desire of firms to obtain cost advantages through economies of scale or scope (e.g. Ang and Straub [2] ; Loh and Venkatraman [13] ) or the role of transaction costs on the sourcing decision (e.g., Ang and Straub [2] ). Other work has focused on political factors or on strategic responses to institutional influences (e.g., Ang and Cummings [1] ). Our research is different from the existing literature in two major ways. First, we employ outsourcing demand models to identify whether an establishment's geographically local external environment plays any role in its decision to outsource. In particular, we estimate the role of local supply on an establishment's outsourcing decision.
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We also contribute to recent research that has examined the spatial distribution of economic activity in high-technology industries (e.g., Holmes and Stevens [10] ; Kauffman and Kumar [12] ). Much of this prior literature demonstrates that technologyintensive industries concentrate for one of three reasons: thicker labor markets, the availability of complementary resources, or knowledge spillovers (Marshall [15] ). In our research we provide one explanation for the geographic dispersion in software production in the U.S.
Theory and Hypotheses for the Decision to Outsource
To understand how the local supply of outsourcing firms influences the IT outsourcing decision, we build a simple model of an establishment's decision to staff IT projects with internal or external IT staff. Establishments face the following maximization problem:
where x 1 and x 2 represent the quantity of external and internal IT employees hired (respectively), and w 1 and w 2 represent the wage of hiring and additional external or internal worker. The function ( ) represents the value of IT projects and the vector z represent establishment-specific and industry-specific variables that will shift the value of new IT projects. To decide upon the optimal level of outsourcing and IT employment, we take first order conditions:
d x x z w dx leading to the following optimal levels of outsourcing and internal IT employment:
The focus of our analysis will be on the optimal level of outsourcing x 1 . To econometrically estimate the outsourcing decision embedded in these first order conditions, we must make a number of additional assumptions. First, we assume that if outsourcing markets are local, then the price of outsourcing employees will be a function of local supply, 1 ( ) w g os . Further, as noted below, we do not observe the true quantity of employees outsourced, only a binary variable indicating whether outsourcing had been used. Thus, the number of outsourcing employees hired will be a latent variable * 1 x . Further, the decision to outsource will also be a function of unobservables that are not captured in the vector z. Thus, the decision we observe for establishment i will be
Assuming that * 1i
x is linear in parameters gives us
x os x z (1) If we assume that i i is iid normal, then equation (1) is a probit model. Our major interest is in testing whether 0 , that is, whether the decision to outsource is increasing in local supply.
Of course, as (1) is a cross-sectional regression, one may be concerned that i os may be correlated with unobserved location-specific factors i that increase the likelihood of outsourcing. For example, outsourcing firms may prefer to locate in places with a more highly skilled workforce, which may also lower the costs of outsourcing. In this case, estimates of will be inconsistent. Further, 2 x may be correlated with unobservables that increase the value of outsourcing at an establishment. For example, management at the establishment may have a propensity for investing in IT that is inadequately controlled for in the vector i z . To address this issue, we use nonlinear instrumental variable (IV) techniques. Following Maddala [14] , we used Amemiya Generalized Least Squares. Our instruments for i os will be log of county employment, IT intensity index, index of average establishment size, log of university employment, percent IT-producing industries, as well as industry controls. Our instruments for 2i
x will be equal to the change in 2 ' i x for establishments ' i i from other firms in other locations in which the firm has establishments. We describe these instruments in further detail below.
Data
The data we use for this part of the analysis come from the Harte Hanks Market Intelligence CI Technology database (hereafter CI database). The CI database contains establishment-level data on (1) establishment characteristics, such as number of employees, industry and location; (2) use of technology hardware and software, such as computers, networking equipment, printers and other office equipment; and (3) use of outsourcing. Harte Hanks collects this information to resell as a tool for the marketing divisions at technology companies. Interview teams survey establishments throughout the calendar year; our sample contains the most current We focus on establishments rather than firms as the unit of analysis because establishment-level data will enable us to more precisely measure the impact of changes in local supply on the costs of outsourcing. Moreover, most software investment decisions in our data are made at the establishment level. For instance, 80% of the establishments that responded to the question stated that decisions on adoption of Internet technologies were made at the establishment rather than the firm level. Our sample from the CI database contains all commercial establishments with over 100 employees, 91,129 establishments in all. We use the 52,191 observations with complete data.
Identifying Decisions to Outsource
Our endogenous variable will be x 1i , the extent of outsourcing by establishment i. This variable x 1i is latent. We observe only discrete choices: whether or not the establishment chooses to outsource a particular service or not, with the observed decision takes on a value of either one or zero, respectively. Establishments in our sample can contract with outside firms for a range of services. Harte Hanks tracks 20 separate binary measures of outsourcing services that an establishment may use. We aggregate these 20 different outsourcing services into two categories that have similar production technologies. These two categories will comprise the endogenous variables for our baseline model. We explore other classification of outsourcing services for our robustness checks discussed later.
The first endogenous variable measures an establishment's decision to outsource programming or network design services. An establishment is considered to have outsourced programming and design if it answers yes to outsourcing any of the following services: application design; contract programming; outsourced application development; package software implementation; or Internet/web application development.
The second variable measures an establishment's decision to outsource the hosting or maintenance of a firm's hardware or network facilities to a third party. An establishment is considered to have outsourced hosting services if it answers yes to outsourcing any of the following services: LAN client/server; LAN network management; or LAN maintenance. One category of hosting services that we have omitted is the outsourcing of Internet/web servers; web site management; the provision of routers; and the provision of firewalls. There are two reasons for this omission. First, these services are often provided by Internet service providers (ISPs) as well as by dedicated hosting firms. However, prior work (Greenstein [8] ) has shown that there is considerable heterogeneity in the extent to which ISPs provide these additional services. Because we are unable to determine which services ISPs provide, including ISPs in our measure of supply would add noise to this measure. Moreover, the costs (to the client) of hosting Internet services at a collocation facility may be increasing in the distance of the collocation facility from the client. In particular, clients may need to visit the collocation facility if there is a security intrusion. In general, holding all else equal, the link between the quality of service provision and proximity to the client is ambiguous for hosting of Internet/web services. Because of this, we exclude it from our analysis. Including this increases the sensitivity to local conditions for both supply of such services and the decision to outsource, but not markedly so, and the substantial differences between programming and design and hosting remain.
Independent Variables
Summary statistics on the independent variables are included in Table 1 . Measures of local supply and supply instruments are calculated from County Business Patterns data. All other variables are calculated using the CI database.
We use two different measures of the change in internal IT services (x 2i ), depending upon the measure of outsourcing that we consider. When x 1i measures outsourcing of programming and design, then As noted above, x 2i is likely to be correlated with establishment-specific unobservables that influence the likelihood of outsourcing. As an instrument for changes in the number of programmers, we calculate the change in programmers in other firms in the same 2-digit NAICS industry in other locations that the firm has an establishment. The instruments pick up factor changes in industry specific demand (but not location specific demand) and should be correlated with an establishment's change in programmers but not with the propensity of the establishment to outsource, conditional on its industry. We instrument for changes in the number of servers using this variable plus changes in the number of servers in other firms in the Proceedings of the 40th Hawaii International Conference on System Sciences -2007 same 2-digit NAICS industry in other locations that the firm has an establishment. We include both variables as instruments because the instrument using servers alone is weak. We include as additional controls in our regressions three-digit NAICS dummies, the log of establishment employment, a dummy indicating that the establishment comes from a multi-establishment firm, the number of PCs per employee and the number of non-PCs per employee. Table 2 shows how 2002 outsourcing varies by the size of geographic area. Average outsourcing of programming and design is clearly increasing in the size of a location, though the pattern for hosting is less clear. Outsourcing of programming and design increases from an average level of 24.2% in small MSAs and rural areas to 26.1% in medium and large MSAs, and these levels are significantly different from one another at the 1% level (note these percentages are averages over two categories). In contrast, outsourcing of hosting declines slightly from an average level of 15.61% in rural areas and small MSAs to 15.60% in medium and large MSAs: these levels are not statistically different from one other. Since the supply of outsourcing establishments is increasing in location size (data not presented due to space constraints), these results suggest that the decision to outsource programming and design is increasing in the local supply of outsourcing firms. However, as is well firms located in urban and rural areas are systematically different in the way they use IT (Forman, Goldfarb, and Greenstein [7] ) and so are likely to be different in their propensity to outsource IT. To identify how local supply influences the decision to outsource, we require a model that controls for industry differences, establishment size, and any potential endogeneity between local supply and the decision to outsource. We turn to this model in the next section. 
Descriptive Statistics

Results
Baseline Results
Table 3 displays our baseline results for how local supply influences the outsourcing of programming and design services and hosting services. Columns (1) and (2) show probit results without instrumental variables; columns (3) and (4) show the results of instrumenting for local supply but not for changes in internal programmers and servers; and columns (5) and (6) show the full specification with instruments for local
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supply and changes in internal programmers and servers. All results are reported as marginal effects.
The results show that increases in the local supply of programming and design establishments increases the likelihood of outsourcing those services, while increases in the local supply of hosting establishments does not increase the likelihood of outsourcing hosting. This is true regardless of the extent to which instrumental variables are used. Columns (1), (3), and (5) show that increases in the local supply of programming and design firms have a statistically significant impact (at the 1% level) on the decision to outsource those services. The results in column (5) imply that a one standard deviation increase in the log of local programming and design estasblishments increases the probability of outsourcing programming and design by 0.7 percentage points (these calculations are obtained by multiplying the marginal effects in the table with the value of a one standard deviation increase). In contrast, increases in the local supply of hosting establishments has no statistically significant impact on the decision to outsource hosting services.
While columns (1) and (2) suggest that increases in the number of programmers and servers are significantly positively correlated (at the 1% level) with increases in the outsourcing of programming and design and hosting, these results are not robust to the use of instrumental variables. This may be due in part to the weakness of some of our instruments. Columns (1) and (2) suggest that a one standard deviation increase in programmers and servers increases the probability of outsourcing programming and design and hosting by 0.9 percentage points and 2.1 percentage points respectively, however columns (5) and (6) suggest these variables have no significant impact on the outsourcing decisions.
Columns (5) and (6) also show the impact of other establishment-specific factors on the decision to outsourcing. The positive coefficient on establishment employment in the programming and design regression is somewhat surprising. One common reason for the advantages of IT outsourcing is that third party firms are able to obtain economies of scale that are not possible in smaller firms. Thus, the decision to outsource has previously shown to be negatively correlated with firm size (e.g. Ang and Straub [2] ; Loh and Venkatraman [13] ). This result likely reflects a larger number of software projects in larger establishments. Other things equal, a larger number of software projects will increase the likelihood that one project will be outsourced. This will in turn increase the likelihood that we observe outsourcing in our measurement framework.
Columns (5) and (6) shows that establishments from multi-establishments firms are 9.7 percentage points less likely to outsource programming and design and 1.1 percentage points more likely to outsource hosting. Both results are significant at the 1% level. Since this variable may capture differences in the costs and benefits of outsourcing for larger firms, this variable may in part capture firm size effects. Moreover, when establishments are part of a larger multi-establishment firm, these results may reflect firm-level choices of where to locate IT projects. In future work, we plan to more carefully investigate this hypothesis. Table 4 examines the robustness of our results. Columns (1) and (2) show the robustness of our results to the use of employment as our measure of local supply. The results are qualitatively unchanged: increases in programming and design employment have a statistically significant positive affect (at the 1% level) on the adoption of programming and design, while again hosting supply has little affect on the decision to outsource hosting. A one standard deviation in the programming and design employment increases the likelihood of outsourcing by 0.7 percentage points, identical to our results in Table 3 .
Robustness Checks
Columns (3) and (4) examine the robustness of our results to alternative dependent variables. Column (3) examines the relationship between increases in programming establishments and the decision to outsource programming, while column (4) examines the decision to outsource both non-Internet and Internet hosting. As expected, the results are qualitatively similar, though the point estimate of local supply has a weaker effect on programming and a stronger effect on hosting.
Proceedings of the 40th Hawaii International Conference on System Sciences -2007 Table 5 examines how increases in local supply increase the likelihood of outsourcing in large versus small locations. Prior research has demonstrated that the effect of the marginal entrant on a market on increasing competition and decreasing price is declining with number of entrants (Bresnahan and Reiss [5] ). If increases in local supply increase the likelihood of outsourcing primarily through lower prices, we should similarly expect the impact of the marginal entrant on outsourcing to be lower in large urban areas than in small areas. To explore this further, we interact our supply variable with a dummy if the establishment is in a medium or large urban area. Columns (5) and (6) show the results using a full set of instrumental variables. Column (5) suggests that increase in local supply will increase the probability of outsourcing programming and design more in small areas than in large urban areas. The direct effect in this model is statistically significant at the 1% level, while the interaction effect is significant at the 10% level. A one standard deviation increase in the log of number of establishments will increase the probability of outsourcing by 1.3 percentage points in small areas but will increase the probability by only 0.8 percentage points in medium and large MSAs. Column (6) shows that a similar pattern exists with hosting services, though the statistical significance is lower. The direct effect is now significant at the 10% level, while the interaction effect is not statistically significant. These coefficient estimates suggest that a one standard deviation increase in hosting increases the probability of hosting by 1.2 percentage points in small areas but by only 0.3 percent in small areas. The reason for the relatively stronger hosting results in small areas is in contrast to our other results, and requires further exploration.
Discussion and Conclusions
In this paper we have examined the geographic variation in supply and the decision to outsource two types of outsourcing services: programming and design and hosting. Differences in the characteristics of these services and the manner in which they are supplied has lead to substantial differences in their Proceedings of the 40th Hawaii International Conference on System Sciences -2007 Table 3 geographic dispersion and, in turn, the likelihood that they are potentially tradable.
For one class of services, programming and design, establishment decisions to outsource are significantly influenced by the magnitude of local supply. These results suggest that markets for programming and design are local, and so these services are not tradable. In contrast, micro-level outsourcing decisions for hosting services are much less sensitive to the characteristics of the local market. The decision to outsource local hosting services does not seem to be shifted by changes in local supply. These results suggest that markets for hosting services may be far more tradable for hosting than for programming and design.
These results have implications for understanding how trends in outsourcing and offshoring will influence US employment growth. While some tasks in programming and design can undoubtedly be conducted at a distance, these results suggest that providers of such services must maintain some local presence. Moreover, in additional analyses (not shown due to space constraints) we examined the relation between outsourcing and employment growth. These results suggested that (unconditionally at least) use of programming and design services is associated with more employment growth, at least at the establishment level.
In contrast, the results suggest that provision of hosting services can more easily be conducted at a distance and potentially performed in offshore locations. Moreover, the analyses described in the previous paragraph showed that establishments are substituting the hosting services of other companies for internal IT personnel. There also appears to be a trend of increasing use of outsourced hosting over time (data not presented). Thus, for these sets of services, our results suggest that outsourcing of Proceedings of the 40th Hawaii International Conference on System Sciences -2007 Table 3 hosting is clearly a greater concern for US employment growth than the outsourcing of programming and design.
Our focus is on outsourcing rather than offshoring.
The two are related but distinct. Offshoring implies that the activity takes place offshore, but may be carried out by the firm itself or its foreign subsidiaries. Outsourcing implies that the activity is carried out by another firm, be it nearby or offshore.
It is possible that there are subtle interactions between need for proximity and contracting across firm boundaries so that the potential for offshoring may be greater than that that implied by our results for programming and design services. Nonetheless, the fact is that for software development and maintenance, offshoring is typically through outsourcing to other vendors. Further, the large number of programmers stationed by such vendors near their customers (witness the ongoing uproar about the use of H1-B visas by IT firms) supports our findings that there is a significant need for proximity in some (though not all) aspects of software design and development. It is possible that this need may be satisfied by foreign programmers being moved to be close to the clients; the fact remains that the activity takes place locally. The implications for immigration policy may be less clear; those for our understanding of the boundaries of the firm are not. It is unlikely that the American technological leadership in software design and innovation will face a serious challenge in the near future.
Our paper presents a methodology for identifying tradable and non-tradable services that can be useful outside of an IT setting. Use of this method could be useful in identifying which positions are most at risk for being moved to alternate locations. Moreover, Proceedings of the 40th Hawaii International Conference on System Sciences -2007 this method could also be useful for identifying whether the set of positions at risk is changing over time, due to improvements in outsourcing practices, technological change in IT that may reduce the coordination costs associated with distance (Forman, Goldfarb, and Greenstein [7] ), or some other reason. The major constraint of this methodology is that it requires micro-data on firm usage of outsourcing.
