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Abstract
A novel peak finding method to map the strain from high resolution
transmission electron micrographs, known as the Peak Pairs method, has
been applied to In(Ga)As/AlGaAs quantum dot (QD) samples, which present
stacking faults emerging from the QD edges. Moreover, strain distribution
has been simulated by the finite element method applying the elastic theory
on a 3D QD model. The agreement existing between determined and
simulated strain values reveals that these techniques are consistent enough to
qualitatively characterize the strain distribution of nanostructured materials.
The correct application of both methods allows the localization of critical
strain zones in semiconductor QDs, predicting the nucleation of defects, and
being a very useful tool for the design of semiconductor devices.
1. Introduction
Strain-induced quantum dot (QD) growth using the Stranski–
Krastanov mode [1] gives the opportunity to approach the ideal
zero dimensional system with atom-like properties [2]. GaAs
substrates have significant advantages over InP, mostly used
in actual devices. They are the larger size of commercially
available wafers, with lower fragility and lower cost. In
this way, self-assembled In(Ga)As quantum dots on GaAs
substrates are the object of many recent studies because of
their promising applications in next generation optoelectronic
devices, like infrared photodetectors [3, 4], long wavelength
lasers [5, 6] and optical memories [7, 8]. One of the
most important features of these nanostructures is their
strain distribution. It plays a key role in the formation
of the QDs and in the determination of their physical and
mechanical behaviour, like piezoelectric and optical properties,
degeneration and mechanical stability of QDs [9–11].
Furthermore, high strain concentration areas appear during
the QD growth, thus making energetically favourable the
formation of misfit dislocations when the coverage exceeds
a critical thickness [12, 13]. Typically, these dislocations
lead to defect nucleation in the upper confining layer [14].
It has been demonstrated that both the PL intensity and PL
decay duration strongly decrease with the formation of these
dislocated clusters, which act as non-radiative centres [15, 16].
Therefore, techniques which give additional information for a
better understanding of defect generation in QD structures are
relevant.
Strain can be mapped with nanometric resolution by
applying image processing techniques to high resolution
transmission electron microscopy (HRTEM) images obtained
in conditions for which a constant spatial relationship between
the intensity maxima of the image and the relative positions of
the atomic columns in the specimen exists. The most common
algorithms used for strain mapping from HRTEM images are
based on peak finding (real space) [17] and geometric phase
(Fourier space) [18]. Peak finding methods work in real space,
building a two-dimensional reference lattice associated with a
non-distorted region of the material, and identifying the local
displacements of a grid that is built up from the set of intensity
maxima in the HRTEM image. The strain distribution is
easily derived from lattice displacements. A new peak finding
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Figure 1. Schematic diagram of InAs/AlGaAs QD structures.
Thicknesses and growth temperatures used for each layer are shown.
(This figure is in colour only in the electronic version)
method, known as the Peak Pairs method [19], has recently
been introduced to map the strain from HRTEM images. This
method is based on the detection of pairs of intensity maxima
in the affine transformed space, which allow reliable strain
analysis even when defects are present in the image.
Several methods have been used to simulate the strain
distribution in buried QDs, the finite element method (FEM)
being the most extended [20, 10]. Among its advantages we
can mention lower computing and time requirements, allowing
the use of arbitrary shape structures with anisotropic properties
and non-uniform composition.
In the present work, we study the strain distribution
of In(Ga)As/AlGaAs self-assembled semiconductor QDs to
contribute to the understanding and prediction of defect
generation in order to improve the design of these
nanostructures. In this sense, the strain map generated in and
around an In(Ga)As QD has been experimentally determined
with nanometric resolution from high resolution transmission
electron microscopy (HRTEM) images and compared with the
strain calculated by the finite element method using the elastic
theory.
2. Experimental set-up
The studied samples consist of In(Ga)As/Al0.15Ga0.85As
self-assembled QDs, grown on GaAs substrates by both
conventional molecular beam epitaxy (MBE) [21] and atomic
layer MBE (ALMBE) [22, 23]. As shown in figure 1, the
structures comprise (i) a GaAs buffer layer and a 20 nm
thick Al0.15Ga0.85As lower confining layer (LCL) grown by
MBE and (ii) a 3.0 monolayer (ML) InAs QD layer grown
by ALMBE. The ALMBE growth technique consists of an
alternated supply of cations and anions to the surface and
allows the achievement of a sufficiently high adatom surface
mobility even at relatively low growth temperature. In order
to reduce the group-III atom interdiffusion and In-segregation
effects on QD composition, the upper confining layers (UCLs)
and cap layers of the structures in figure 1 are prepared by
ALMBE at growth temperatures lower than that used for the
QD deposition. Growth temperature and thickness for each
layer are shown in figure 1. The insertion of Al in the QD
confining layer is a well known design strategy which provides,
for a constant lattice mismatch, wider band discontinuities to
confine carriers in QDs, leading to higher transition energies
and emission efficiencies at room temperature [24].
Cross-section electron-transparent specimens were pre-
pared by thinning down to 100 μm by mechanical grinding and
dimpling down to 20 μm, followed by ion milling at 4.5 kV
to electron transparency. Transmission electron microscopy
(TEM) images were taken using a JEOL 2011 microscope,
working at 200 kV.
3. Strain mapping determination: the Peak Pairs
approach
The Peak Pairs method is a novel refined method to get
strain maps from HRTEM micrographs [19]. The first stage
of the procedure is to apply a Wiener filter, in order to
reduce the high frequency noise level. Additionally, a Bragg
filter is also applied to the Fourier-transformed image to
discriminate the non-periodic information. Special attention
has been paid to the filtering stage in order to avoid loss of
significant information. Local intensity maxima are identified
on a pixel basis on the Bragg-filtered image, achieving sub-
pixel resolution by 2D interpolation followed by function
maximization. Two non-collinear vectors are selected as the
basis vectors that will be used as references for the strain
determination. The reference area has been taken on the same
image, but outside deformed regions. Strain is determined
from the distortions in the image as compared to the reference
(unstrained) vectors.
Figure 2(a) shows an HRTEM image of a single InAs QD
with two stacking faults. These defects, which are found at
several locations in the sample, appear to be connected with
the QD edges. The resultant image after applying the Peak
Pairs method is shown in figure 2(b). This image shows
the strain ε[001] along the [001], i.e. the growth, direction.
Positive strain values (red coloured zone) correspond to the
InAs QD and wetting layer (WL), caused by the distortion as
a consequence of the reticular misfit existing between the two
materials (InAs/AlGaAs). The most strained region is located
in the core of the QD (marked with a square in figure 2(b))
and has an average strain value of 0.058±0.015. Additionally,
the strain map gives further information on the measured size,
shape and location of the studied quantum dot with respect
to the contrast phase image, which normally presents dark
contrasts that can be wrongly identified as the QD.
A negative strain concentration area (dark blue zone)
appears over the quantum dot. Looking at low magnification
TEM 002 bright field images (figure 3(b)), dark contrast can
also be localized in the upper part of the QDs. This contrast
reveals deformation of {002} planes.
Stacking faults appear in red in figure 2(b) due to the
change in the stacking sequence. These high strain values
allow a good visualization of these defects in the strain map,
though they do not correspond to real strain but to displacement
of lattice planes to both sides of the stacking fault plane.
4. Strain mapping calculation: FEM model
Finite element method (FEM) modelling was carried out in
order to simulate the stress and strain in a three-dimensional
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Figure 2. (a) Cross-sectional high resolution transmission electron micrograph of a quantum dot with two stacking faults (SF1 and SF2).









Figure 3. Cross-sectional (002) dark field (a) and bright field (b)
TEM images. White arrows point to stacking faults. Scale bar 50 nm.
QD heterostructure. The model was defined taking into
account shape, composition, boundary conditions and elastic
parameters of the materials.
4.1. Shape
The shape of the dot structure has been modelled on the basis
of two beam conditions, (002) dark field (figure 3(a)) and
HRTEM images. Then, a 3D truncated cone shape is defined,
having 11 and 5 nm for major and minor radii respectively,
and a height of 6 nm starting from the lower AlGaAs/In(Ga)As
interface. The wetting layer is 3 nm high. The LCL thickness
was chosen to be 20 nm, a value large enough that a further
increase does not influence the results.
4.2. Composition: the In segregation effect
It is well known that the In segregation process takes
place during the epitaxial deposition of the overlayer. This
phenomenon consists in a thermally activated process, where
the In atoms migrate towards the growth front. As a
Figure 4. Indium concentration profile for the wetting layer without
segregation (dotted line), with a segregation parameter R = 0.7
(dashed line) and the selected approximation for the FEM model
(solid line).
consequence, the thickness and composition of WL and QDs
are different from the nominal ones. In particular, experimental
cross-section TEM analyses of capped QDs provide values of
the WL thickness larger than the critical one, corresponding
to the transition from 2D strained layer to 3D islands.
Experimental evidence and theoretical calculations showed
that this critical thickness is about 1.3–1.7 MLs depending on
growth conditions [25].
4.2.1. Wetting layer composition. Segregation is definitely
present in the studied structure, as the observed thickness for
the WL is higher than 3 nm, the critical thickness for the MBE
growth of InAs being smaller than 0.52 nm (1.7 ML). The
segregation of In atoms towards the growth front during the
deposition of the overlayer makes the WL thickness larger,
and the In composition more diluted: the evaluation of the In
composition profile in the WL is thus necessary.
In the literature, different approaches have been used to
quantify the In segregation effect for the In(Ga)As/GaAs sys-
tem grown by MBE, the Muraki model for the segregation [26]
3
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Figure 5. Distribution map for group-III elements of the wetting
layer and QD used in the FEM model. The molar fraction of indium
(y) is represented following the adjacent colour scale.
being one of the most common [27, 28]. The dashed line in fig-
ure 4 shows the In distribution profile calculated by this model,
using a segregation parameter R = 0.7. This profile shows a
good fitting with the WL contrast profile of figure 3(a). For the
sake of simplicity, a step-graded In composition profile sub-
tending the same area of the dashed curve was chosen (solid
line) to perform the simulations. We also illustrate in figure 4
the In profile for a WL that is not subjected to segregation
effects (dotted line).
4.2.2. Quantum dot composition. In the same way, In
segregation is expected to occur in the 3D nanostructures,
leading to an In distribution that has the maximum value
in the core of the QD and that decreases away from it,
as shown by several authors [29–31]. Figure 5 shows the
simplified distribution assumed in the present work. To get
this map, a material balance has been performed, considering
the QD average volume, density of QDs in the sample
(1.1 × 1011 cm−2), measured with AFM, and the maximum In
composition in the QD core, that we set as 0.70. The presence
of Al in the QD is neglected, as the Al activation energy for
diffusion is higher than that for Ga [32] and the nominal Al
composition is low (xAl = 0.15). In any case, aluminium
would imply no considerable change in the system strain due to
the small difference between AlAs/GaAs lattice parameters.
4.3. Boundary conditions
A three-dimensional quantum dot is modelled and symmetries
are then incorporated into the calculations to represent the
entire sample. The periodicity of the structure is chosen to be
30 nm and it is taken into account by applying the appropriate
boundary conditions: all the nodes of symmetry planes are
fixed against displacement in the directions normal to these
planes, and all nodes on the bottom of the substrate are fixed
against rigid body shift in the z-direction.
4.4. Subdomains and mesh
Five subdomains have been defined: (1) Al0.15Ga0.85As up-
per confining layer, (2) In0.10Ga0.90As wetting layer zone,
(3) In0.20Ga0.80As wetting layer zone, (4) non-uniform compo-
sition Inx Ga(1−x)As quantum dot, and (5) Al0.15Ga0.85As lower
confining layer. The basic mesh composition for finite ele-
ment calculation has been generated using the Delaunay algo-






Figure 6. ε[001] strain distribution of the InAs QD simulated by the finite element method. A detail of this strain component in the middle
plane of the QD is shown.
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Table 1. Basic parameters at 300 K; mechanical properties of semiconductor compounds referred to in this work used for FEM simulations.
Property Symbol Units Al0.15Ga0.85As GaAs InAs
Lattice constant a A˚ 5.654 47 5.653 25 6.058 30
Young’s modulus E Pa 8.503 × 1010 8.59 × 1010 5.14 × 1010
Poisson ratio ν — 0.325 0.31 0.35
Elastic constants c11 Pa 1.1901 × 1011 1.19 × 1011 8.34 × 1010
c12 Pa 5.428 × 1010 5.34 × 1010 4.54 × 1010
c44 Pa 5.9325 × 1010 5.96 × 1010 3.95 × 1010
are predominantly tetrahedral and a finer mesh is developed in
areas where strain changes are expected.
4.5. Elastic constants
Anisotropic behaviour and values at 300 K are assumed for
elastic constants. This last approximation has been shown
to be reasonable for semiconducting materials in several
works [34, 35]. Properties of InAs, GaAs and Al0.15Ga0.85As
have been taken from [36] and are given in table 1.
Vegard’s law is assumed for the determination of
Al0.15Ga0.85As and Inx Ga(1−x)As elastic constants and reticular
coefficient. As an initial condition, a strain ε0 corresponding to
the reticular misfit of each layer with respect to the confining
layer (Al0.15Ga0.85As) is introduced in subdomains (2)–(4)
given by equation (1). Due to the non-uniformity in the
composition, the initial strain changes with the position, r [37].
Then, the system evolves to an equilibrium state.
ε0(r) = aInyGa(1−y)As(r) − aAl0.15Ga0.85As
aAl0.15Ga0.85As
. (1)
Figure 6 shows the results of the FEM simulation.
Maximum and minimum ε[001] strain values with respect to
the unstrained Al0.15Ga0.85As lattice are 0.064 and −0.027
respectively. Maximum strain is located in the core of the
QD, owing to the higher In composition. On the other hand,
minimum strain is observed on top of the dot. As compared
to that of WL, that grows pseudomorphically on the LCL, the
QD strain can relax parallel to the heterointerfaces. Hence, the
AlGaAs UCL that grows on top of the QD undergoes a tensile
strain that results in the negative value of ε[001].
The FEM model also enables us to find preferential sites
for stacking fault nucleation. In this way, the 3D model
was divided into slices in [001] for a better visualization
of the strain. Then, a half plane in the wetting layer was
found containing a profile, from the inner QD to the outside,
where strain abruptly increases and then relaxes, as depicted in
figure 7. The most strained region in this plane of the model
corresponds to the place where stacking faults frequently
appear in the studied samples.
Quantitative comparison of both determined and calcu-
lated strain is limited by (i) the unmeasured effect of deformed
planes in the 3D nanostructure to the situation of the local
maxima in HRTEM images, (ii) the thin foil relaxation ex-
perimented in the TEM sample, (iii) the use of bulk prop-
erties and the continuous matter approach in FEM calcula-
tions and (iv) the difference between the projected strain in the
HRTEM image and the calculated one at a certain plane in the
FEM model. Nevertheless, a qualitative comparison is possi-
ble, making unambiguous the existence of a compressive strain







Figure 7. (a) ε[001] strain in a (001) plane inside the wetting layer.
The highest strain values are found in the region where the wetting
layer joins the QD. (b) ε[001] strain profile corresponding to the dotted
blue line in (a).
5. Conclusions
Strain distribution of In(Ga)As/AlGaAs self-assembled semi-
conductor quantum dots (QDs) has been analysed by two dif-
ferent approaches. First, the Peak Pairs method has been used
to map the strain from HRTEM micrographs, showing
• a maximum strain value in the growth direction of 0.058±
0.015, placed in the inner part of the QD,
5
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• a negative strain region over the QD due to the change of
the on-plane (001) lattice parameter caused by the elastic
relaxation of the QD, and
• a clear localization of the QD, delimiting its size and
shape.
On the other hand, strain distribution has been obtained
with FEM elasticity theory simulation on a 3D QD model. This
simulation depicts
• a maximum strain value in the growth direction of 0.064,
placed in the inner part of the QD,
• a minimum negative strain in the region of the upper
AlGaAs layer over the QD,
• a high strain concentration area in the area of the wetting
layer that surrounds the QD, where stacking faults are
frequently observed.
The agreement between both calculated and simulated
strain maps reveals that these techniques can be used to get
consistent strain information on nanostructured materials as a
qualitative approach. The correct application of both methods
allows the localization of critical strain zones in semiconductor
quantum dots, predicting the nucleation of defects, and being a
very useful tool for the design of semiconductor devices.
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