This paper studies the stability of large-scale impulsive delay differential systems and impulsive neutral systems. By developing some impulsive delay differential inequalities and a comparison principle, sufficient conditions are derived for the stability of both linear and nonlinear large-scale impulsive delay differential systems and impulsive neutral systems. Examples are given to illustrate the main results.
Introduction
Many evolution processes exhibit abrupt changes of their states at certain moments in time, such as threshold phenomena in biology, bursting rhythm models in medicine, optimal control models in economics, circuit networks and frequency modulated systems, etc. These abrupt changes are of short-term duration and may be described by impulsive differential equations. The theory of impulsive differential equations has been significantly developed in the past two decades, see [15, 9, 12, 11, 2, 16, 5, 20] and references therein. However, the corresponding theory for impulsive delay differential equations is less developed due to some theoretical and technical difficulties. Some existence and uniqueness results have been developed recently in [3] for general impulsive delay differential equations and some special classes were considered in [8, 4, 1] . Some exponential stability results for linear delay impulsive differential equations are obtained in [4, 1] utilising fundamental matrices. Weakly exponential stability is studied in [19] . Two criteria on asymptotic behaviour are given for a Xinzhi Liu, Xuemin Shen and Yi Zhang [2] nonlinear neutral differential equation with an impulse in [14] . Impulsive integrodifferential questions are studied in a Banach space in [7] . The method of Lyapunov is used to study the stability problem of impulsive delay differential equations in [17, 18, 6] . However, how to construct a suitable Lyapunov function or functional for a large-scale complex system remains a challenging issue. Recently, a new approach has been proposed in [13] for studying the stability problem of large-scale dynamic systems, where the study of a complicated large-scale system is converted to that of a lower order linear system by using a comparison principle.
In this paper, we shall study stability problems for both linear and nonlinear largescale impulsive differential equations with a time delay in the spirit of [13] . We shall first establish the comparison principle and some inequalities for impulsive delay differential equations, and then derive some sufficient conditions to guarantee stability of the nonlinear impulsive large-scale differential equations. These conditions are simple and easy to verify. Examples are given to illustrate the main results. The remainder of this paper is organised as follows. In Section 2, the comparison principle and several inequalities for linear impulsive differential equations with delay are proved, which are useful in studying the stability of large-scale impulsive delay differential equations. Some stability criteria for both linear and nonlinear large-scale impulsive delay differential equations are established in Section 3. In Section 4, the stability problem for large-scale impulsive neutral differential systems is investigated. Finally, the conclusion is given in Section 5.
Preliminaries
Let R be the set of real numbers, R n be the space of n-dimensional column vectors x = col.x 1 ; : : : ; x n / with the norm x = n i=1 |x i | and let A = max 1≤ j≤m n i=1 |a i j | denote the norm of an n × m matrix A = .a i j /.
Without loss of generality, let t 0 ≤ t 1 , where t 0 is the initial time of the IVP (initial value problem, see Sections 3-4) and t 1 is the first instant of I .
For a; b ∈ R, a < b, define
Consider the system
In fact, if this is not true, then there exists a t 0 < t * < t 1 and some i such that
On the other hand,
This contradiction indicates that 
where
Then there exists an Þ > 0 such that
PROOF. From Lemma 2.3, it follows that for any k, we have
Using a similar argument, we have x tk−1 ≤ M x tk−2 e −Þ.tk−1−tk−2/ max{e Þ− ; D k−1 } and so on. Thus we get
The proof is complete.
Stability of large-scale impulsive delay systems
Consider the large-scale impulsive delay differential equations
where 
We are ready to state and prove our first result. PROOF. From (3.1), we have, for t ∈ J k+1 ,
, and
Let P = col.P 1 ; : : : ;
Consider the comparison system
and
where ¾.t/ = col.¾ 1 .t/; : : : ; ¾ r .t//. Since −Þ j + i = j c i a i j .t/ < − < 0, we claim that the solution Á.t/ of the system In fact, let
and so 8.t; t 0 / ≤ e − .t−t0/ , t ≥ t 0 , since 8.t; t 0 / is the fundamental matrix. From Lemma 2.4 and the condition − + sup t≥t0 B .t/ < 0, it follows that there exists an Þ > 0 such that the solutions of system (3.2) satisfy
It follows from Lemma 2.2 that x i .t/ ≤ P i .t/ ≤ ¾ i .t/, i = 1; : : : ; r , and from (3.4) that statements (1)- (3) PROOF. From the condition, it follows that for any ž > 0, there exists T > 0 and
and so
Since ž can be chosen arbitrarily small, (3.5) implies the required results. EXAMPLE 1. Consider the large-scale impulsive delay system
where sin t 0 0 −3 :
Thus we can conclude that system (3.6) is:
REMARK. This example illustrates that Theorem 3.1 is simple and easily verified. It is very interesting to notice that, from the example, even if at every impulsive point t k , D k > 1, which implies that the norm of solutions is increased at impulsive points, that the system may still be stable or exponentially stable.
Consider the nonlinear impulsive delay differential system dx=dt = diag.A 11 .t/; : : : ;
: : : . Rewriting (3.7) by components, 
: : : ; r , and
With the comparison system for i = 1; : : : ; r and t ∈ J k+1 ,
and from Lemma 2.2, we have
: : : ; r . The inequality implies the results of the theorem. The proof is complete. [13] A comparison principle and stability 215 EXAMPLE 2. Consider the nonlinear impulsive delay differential system where
Using the notation of Theorem 3.4, we have
: : : :
For system (3.11), using the notation of Theorem 3.1,
By choosing c i = 1,
−Þi .t−t0/ , i = 1; 2, and − B e Þ− − Þ > 0. Let
Thus we can conclude that system (3.10) is: stable in case (1), asymptotically stable in case (2), and exponentially stable in case (3).
A large-scale impulsive neutral system
In this section, we consider the large-scale impulsive neutral system
C i j .t/x j .t − − /; t ∈ J \I; i = 1; : : : ; r;
, i; j = 1; : : : ; r , and r i=1 n i = n. If n i = n j = 1 and D = .D i jk / = E in the system (4.1), where E is an identity matrix, it means that the system does not have an impulse at the point − k . Then the system becomes 
where L.t/ = A.t/ C.t/ + C .t/ + B.t/ .
PROOF. By the method of variation of parameters, the solution of (4.2) 
The right-hand side of the last inequality is nondecreasing and it yields that
s/ y.s/ ds:
The Gronwall-Bellman inequality implies
and so (4.3) holds. The proof is complete.
LEMMA 4.2. Assume that conditions (2)-(3) of Lemma 4.1 hold and there exists
PROOF. From the first part of the proof of Lemma 4.1, it follows that .s/ ds x.t/ , t ≥ t 0 − − , is a nondecreasing function. Furthermore, since the right-hand side of the last inequality is nondecreasing, it follows that
Ml L.s/y.s/ ds:
and so (4.5) holds. The proof is complete.
THEOREM 4.3. Assume that the conditions of Lemma 4.1 hold and x.t/ = x.t; t 0 ; / is the solution of the system
PROOF. From Lemma 4.1, for any k = 1; : : : , we have
Þ.s/ ds ; t ∈ [t k ; t k+1 /:
Using a similar argument, we have that
Þ.s/ ds and so on. Thus we get, for t k ≤ t < t k+1 ,
Þ.s/ ds :
THEOREM 4.4. Assume that the conditions of Lemma 4.2 hold and that x.t/ is the solution of (4.6). Then for t k
where PROOF. Using the method of variation of parameters, the solution of system (4.1) can be written as
Thus we have 
The right-hand side of the last inequality is increasing and hence
Consider the system 
Since C .t/ is nondecreasing, By Theorem 4.4, system (4.9) is stable in case (1); asymptotically stable in case (2); and exponentially stable in case (3).
Conclusion
In this paper, we have studied the stability issue for both linear and nonlinear impulsive functional systems with delay. Our approach has utilised the comparison principle and an inequality for the establishment of stability criteria. Although only a single delay has been considered in this paper, the study can be extended to the case with multiple delays.
