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A B S T R A C T
The assessment of outcomes for the Gold Coast Mental Health and Specialist Services Suicide Prevention
Strategy implementation required data on suicidal and self-harm presentations to be captured from the
Emergency Department Information System (EDIS) database. Suicidal and self-harm presentations are not
uniformly coded in the EDIS and require human assessment to differentiate these presentations from other
cases (e.g., accidental injuries). A novel evolutionary algorithm was used to learn weighting variables from a
psychiatrist-rated training dataset in order to generate an appropriate cut-off score for identifying suicidal and
self-harm presentations from EDIS. The resulting Searching EDIS for Records of Suicidal Presentations (SERoSP)
program was then run on a psychiatrist-rated validation dataset using the weights generated by the algorithm.
SERoSP is optimised to be able to detect suicidal and self-harm presentations with a high degree of accuracy
(a sensitivity of 0.95 and a specificity of 0.92). The SERoSP program is a reliable and cost-effective tool for
the identification of suicidal and self-harm presentations from EDIS data, and is currently being successfully
used in the suicide prevention strategy evaluation.. Introduction
Suicide is a complex, global, biopsychosocial phenomenon with a
ignificant human toll. Based on World Health Organization estimates
here were approximately 800,000 suicides globally in 2015, which
quals a suicide rate of 10.7 per 100,000 annually (World Health
rganization, 2017). In 2017, 3128 people died by suicide in Aus-
ralia, almost 9 people per day (Australian Bureau of Statistics, 2016).
he Zero Suicide Framework (ZSF) followed from the Suicide Care in
ystems Framework (Covington et al., 2011) and 2012 US National
trategy for Suicide Prevention (Office of the Surgeon General (US and
ational Action Alliance for Suicide Prevention), 2012). The Henry
ord Health System initiated the Perfect Depression Care project and
ut forward that the aspirational goal of zero suicides as an essential
omponent that helped to drive a dramatic and sustained reduction in
uicides in their system (Coffey & Coffey, 2016) and the Zero suicide
oncept has been increasingly widely embraced, e.g., the Mersey Care
ero Suicide Policy (Mersey Care, 2015). The ZSF is now being adopted
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by multiple hospital and health services in Queensland, Australia, as
part of a multi-site collaborative effort.
The Gold Coast Mental Health and Specialist Services Suicide Pre-
vention Strategy (GCMHSS SPS) is the largest clinical implementation
of a ZSF in Australia. Roll-out of the Suicide Prevention Pathway,
a clinical component of the GCMHSS SPS, commenced in December
2016, along with a framework for process and outcomes evaluation.
Being able to accurately identify suicidal presentations from hos-
pital records is of vital importance. With large volumes of data, au-
tomated methods of data mining become important tools. However,
there is substantial heterogeneity in how the data collected by hospital
and health services is coded. This paper describes the development of a
new classification oriented Evolutionary Algorithm (EA) that produces
weighting factors to predict whether a consumer record represents a
suicidal presentation or not. Searching EDIS for Records of Suicidal
Presentations (SERoSP) is a tool for data mining which has been trained
using an evolutionary algorithm. Its purpose is to identify suicidal
presentations in the Emergency Department Information System (EDIS)ttps://doi.org/10.1016/j.mlwa.2020.100012
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with a high degree of accuracy. The challenge in this task lies in
the heterogeneity of coding into the EDIS database, as we describe
in Section 3. The rest of this paper is organised as follows. Section 2
provides background on suicide prevention and existing EAs that have
been applied to this area. Section 3 describes the problem addressed in
this work and presents the Searching EDIS for Records of Suicidal Pre-
sentations (SERoSP) framework. Section 4 describes the methodology
and results of the EA. Finally, Sections 5 and 6 comprise a discussion
of the results and the broader implications of the work, as well as
recommendations for future work that will arise from of this project.
2. The use of computational based methods in suicide-related
research
Data mining – a large component of machine learning – can be
defined as a search for structure and patterns in data using algorith-
mic methods (Baca-García et al., 2006; Goodwin et al., 2003). This
field of data science deals with information technology systems that
‘learn’ from experience, observation, or other means, and is increas-
ingly applied to high-volume, high throughput medical data (Oquendo
et al., 2012). Joubert et al. (2012) defined clinical data mining as ‘‘a
practise-based research strategy for systematically collecting and retro-
spectively analysing existing agency data to answer research questions
and evaluate practise interventions’’ (p. 68).
EAs, which include genetic algorithms, constitute an important
branch of machine learning. A complex problem might have many solu-
tions and EAs provide powerful means to solve optimisation, modelling,
simulation and search problems in multiple disciplines (Eiben et al.,
2003). EAs have been employed broadly in the field of mental health,
for example to examine the spatial distribution of mental disorders in
Barcelona (Salinas-Pérez et al., 2015), or to compare characteristics of
mental health patients visiting the psychiatric emergency department
according to their time of arrival (Carmona et al., 2011).
Data mining is also increasingly used to study complex data on suici-
dal and self-harm presentations, particularly as suicide has been recog-
nised as a public health problem that ‘‘challenges prediction due to its
transdiagnostic, yet rare occurrence at the population-level’’ (Bernert
et al., 2020) (p.1). A systematic review by Burke et al. (2019) identified
35 articles on the application of machine learning techniques to pre-
dict suicidal thoughts and behaviours published until February 2018.
They reported three broad categories of the applicability of machine
learning analyses for suicide prevention: (1) to improve prediction
accuracy, (2) to identify important risk factors and interactions between
them, and (3) to better describe underlying subgroups. More recently,
a systematic review of the use of artificial intelligence and suicide
prevention (Bernert et al., 2020) identified 87 reports that examined
risk for suicidal ideation, suicide attempts, or death by suicide through
the use of machine learning methods. Despite considerable diagnostic
and methodological heterogeneity, high levels of model performance
were observed, with machine learning-guided risk stratification models
outperforming those relying on clinician-based prediction. Below, we
summarise main findings from some of the most prominent publications
from the growing literature in this field.
A review of machine learning methods and applications for detec-
tion of suicidal ideation notes that specific applications of this work
cover a range of domains including questionnaires, suicide notes, and
online user content, and electronic health records (Ji et al., 2019). The
latter were used in an Australian study (Nguyen et al., 2016) which
demonstrated the robustness and superior efficacy of three randomised
machine learning techniques which efficiently manage high dimen-
sionality and redundancy (random forests, gradient boosting machines,
and deep neural nets with dropout) in predicting short and medium-
term suicide risk, when compared to the more traditional approaches
(clinician judgements, sparse logistic regression and decision trees).
Similarly, Poulin et al. (2014) reported that computerised text analytics2
applied to unstructured medical records achieved inference accuracy of
65% or more in differentiating between veterans who died by suicide,
veterans who used mental health services and did not die by suicide,
and veterans who did not use mental health services nor suicided
during the observation period. Analyses of language patterns of users
of social networks and online communication channels has also been
confirmed as a viable and promising strategy for detecting suicide-
related messages and thus aiding suicide prevention efforts (Desmet &
Hoste, 2018; Song et al., 2016).
A Chilean study of 707 mental health patients used a support vector
machine learning approach to build a predictive model for suicide
risk, which was able to recognise mental health patients vulnerable
to suicide attempts or thinking about suicide with an accuracy of
78% (Barros et al., 2017). A decision tree analysis was used in a Korean
study with 2754 students that participated in a mental health survey,
identifying 11 sociodemographic, intra-personal, and extra-personal
variables that were able to predict future suicide attempts with an
accuracy of over 90% (Bae et al., 2015). Other examples of the use
of computational-based methods in suicide-related research include the
use of Bayesian networks (Incremental Association Markov Blankets) to
investigate relationships between clinical risk factors and the repetition
of suicide attempts (Lopez-Castroman et al., 2011), and the use of ran-
dom forest and forward selection to determine variables associated with
familial suicide attempts in a sample of suicide attempters (Gonzalez
et al., 2007).
While these approaches have limitations, all the studies above re-
port positive findings with regards to the machine learning tools used. It
is increasingly apparent that data mining/machine learning approaches
present cost-effective solutions over human workers, especially given
the often large volume, complexity and unstructured nature of clinical
data (Baca-García et al., 2006; Mukhopadhyay et al., 2013). To the au-
thors’ knowledge, there are no published accounts available that would
describe the development of a machine-learning algorithm developed
specifically for the purposes of improving accuracy of identification
of suicidal presentations in the emergency department administrative
datasets. The importance of this work is echoed by Bernert et al. (2020)
and Burke et al. (2019) who both conclude that future leveraging of the
machine learning techniques will aid in the prediction and prevention
of suicide.
3. The SERoSP approach and problem formulation
The SERoSP tool is part of a strategy of using machine learning
methodology to augment evaluation of a leading implementation of the
ZSF by GCMHSS in a large public (government funded) hospital and
health service. The tool described here forms part of a wider strategy
to implement machine learning to collect data which helps inform
outcomes for the ZSF implementation. It should be noted that SERoSP
is being used to collect ongoing data, representing a pragmatic ‘‘real-
world’’ application of machine learning which informs a large-scale
clinical implementation. For example, SERoSP has informed work on
the accuracy of data on suicide-related presentations to emergency de-
partments, showing that suicidal and self-harm presentations are under-
identified in current emergency department datasets (Sveticic et al.,
2020). SERoSP has been used to evaluate the GCMHSS SPS, where
representations with suicide attempts to GCMHSS were analysed using
time to event analysis before and after SPS implementation (Stapelberg
et al., 2020) and to detail trends in suicidal presentations using 10 years
of emergency department (ED) data (Stapelberg et al., 2020).
In addition to data analysis and computational optimisation tech-
niques increasingly being applied to this clinically important field,
there have been numerous calls for a standardisation of data col-
lected on suicidal and self-harm presentations (Christensen et al., 2013;
Owens et al., 2014). The World Health Organisation (World Health
Organization, 2016), p. 56 states:




In order to pursue the key objectives of a surveillance system
for hospital-presented suicide attempts and self-harm, long-term
sustainability is crucial. For instance, identifying suicide-attempt
or self-harm patients with a risk of long-term repetition, and their
characteristics, calls for obtaining data on consecutive cases of
hospital-presented suicide attempts and self-harm over at least sev-
eral years.
A standardised and automated tool, capable of mining complex data
could contribute to such an effort, especially if adopted across a local
region, such as the tool described in this paper.
Assessment of outcomes for the GCMHSS SPS, requires data on
suicidal and self-harm presentations to be captured from the Emergency
Department Information System (EDIS) database at the Gold Coast Hos-
pital and Health Service (GCHHS), Australia. All consumers presenting
to the two EDs of the GCHHS have data entered into EDIS on triage,
including demographic data, a presenting triage text (which is entered
as free text) and coded information, including a presenting complaint
code, primary diagnosis International Classification of Diseases (ICD)
code (OMS, 1992) and discharge destination, which is selected from
dropdown menus. It is notable that no international standard exists
for ‘Presenting Complaint’ or ‘Presenting Problem’ entries, which poses
further challenges in analysing such presentation data (Malmström
et al., 2012). The data fields captured by EDIS are shown in Table 1.
Suicidal and self-harm presentations are not uniformly coded in
EDIS. Despite the existence of 24 ICD diagnostic codes which are
specific to intentional self-harm presentations, ranging from X60 ‘In-
tentional self-poisoning by and exposure to non-opioid analgesics, an-
tipyretics and antirheumatics’ to X84 ‘Intentional self-harm by un-
specified means’ (OMS, 1992), coding and even triage of suicidal and
self-harm presentations is heterogeneous. One challenge is that only
one of the above codes, X84, is able to be coded into EDIS for self-harm
presentations.
Furthermore, two Australian studies have highlighted variation in
triage of mental health patients presenting to EDs. Phillips et al. (2015)
showed a lack of consensus regarding dispositional outcomes at triage,
suggesting a high level of subjectivity in decision-making, while Cre-
aton et al. (2008) showed interrater concordance for triage of mental
health patients in ED (using the Australasian Triage Scale) with a range
of 53.3% to 65.6%. Furthermore, the distribution of triage ratings
was associated with ED activity level, with a busy ED resulting in a
decrease in interrater concordance (Creaton et al., 2008). In addition,
presenters may not always disclose suicidality or even a suicide attempt
at triage, which comes to light at a later time with a full mental
health assessment. Coding by presenting complaint code and primary
diagnosis ICD Code is also variable. For example, suicidal and self-
harm presentation data examined here from 2015 showed that such
presentations were coded using 48 different ICD primary diagnosis
codes and 28 presenting complaint codes.
It could be argued that such heterogeneity necessitates human
assessment of EDIS data by those engaging in data mining and cod-
ing to differentiate suicidal and self-harm presentations from other
cases, e.g., accidental injuries (Kõlves et al., 2018). However, human
assessment and coding of data is also generally recognised across
different fields to be costly, time consuming and error prone (Glynn
et al., 2012; Kieren & Munro, 1985; Stapelberg et al., 2016; Yamamoto
et al., 2017). This, as well as the increasing volume and complexity
of available data (Mukhopadhyay et al., 2013) has created an im-
petus to explore the use of sophisticated data-gathering algorithms,
more recently employing machine learning or artificial intelligence
frameworks. f
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3.1. SERoSP and the problem formulation
The aim of creating the SERoSP software program was to use
machine learning to create an innovative, time and cost-effective so-
lution for correctly identifying suicidal and self-harm presentations to
EDs. The software tool thus requires high sensitivity, but also to be
discriminant enough to provide as small a number of output cases as
possible, i.e. avoiding false positives.
The SERoSP software tool was designed in three phases. The first
phase explored the frequency of categories in various fields of an EDIS
training dataset. The second phase employed an optimisation software
program which used an EA with the EDIS training dataset to weight
86 variables from the data fields. The EA also weighted an additional
50 variables which represented keywords or n-grams appearing as free
text in the triage field, including negations (e.g., ‘‘not suicidal’’) as
discussed below. A total of 136 variables were weighted relative to each
other with the objective function for the EA given in Eqs. (1)–(2). The
algorithm outputs a SERoSP Score for each presentation by summing
weights all 136 variables.
The SERoSP Score is arbitrary, as its value is based on summed
weights, however the higher the SERoSP Score, the more likely the
case under scrutiny is to be a suicidal presentation. A threshold for
the SERoSP Score is established and if the SERoSP Score exceeds the
threshold, then the case is considered a suicidal presentation. These
are given in Tables B.4–B.5 for the training dataset and Tables B.6–B.7





|𝑓 (𝑥𝑖, 𝑤) − 𝑆𝑖| (1)








𝑇 is the number of cases in the training dataset,
𝑛 is the number of variables (set as 136),
𝑤 is the vector of decision variables and represents the weighting
factors,
𝑥𝑖𝑗 is the response for training case 𝑖 for variable 𝑗 where 𝑥(𝑖, 𝑗) ∈
{0, 1},
𝑓 (𝑥,𝑤) is the function that applies the vector 𝑤 to 𝑥 to determine
if the presentation is case of self-harm (a value of 1), or not (a
value of 0),
𝑃𝑖 is the SERoSP cut-off score for case 𝑖 and
𝑆𝑖 is 1 if the presentation was self-harm, and 0 if not.
The third phase was the development of the SERoSP program,
written in MATLAB (MathWorks, 2012), which employed the variables
and their respective weights calculated from Phase 2, with a validation
dataset to calculate sensitivity and specificity of the software tool.
Fig. 1 provides a flow diagram depicting steps the process of creating
training and validation datasets. The diagram details what data was
used (and the dates of data capture) the number of cases used in
each step and how raw data from EDIS was leveraged to progress
Phase 1 (initial analysis of data), Phase 2 (classification) and Phase 3
(validation).
Phases 1 and 2 used a training dataset of EDIS data. During the
months of March, April and May 2015, a total of 38,768 ED pre-
sentations occurred at the Robina and Southport campuses of Gold
Coast Health, while a total of 27,374 presentations occurred in March
and April 2017 (used for the validation dataset). EDIS data was ob-
tained for this period, using the Primary Diagnostic ICD Codes and
1 The use of a single validation dataset is consistent with the previous
pproach of Sveticic et al. (2020) and in other medical research (for ex-
mple Dolled-Filhart et al., 2006). This psychiatrist-rated validation dataset
epresents a gold standard comparator and meets the clinical standard required
or discrimination of suicidal case presentations.
N.J.C. Stapelberg, M. Randall, J. Sveticic et al. Machine Learning with Applications 3 (2021) 100012Table 1
Emergency Department Information System (EDIS) Data Fields.
EDIS Information Fields Explanatory Notes
Arrival Date
Arrival Time




ATS Triage score based on the Australian Triage Scale
Origin Identification of Aboriginal or Torres Strait Islander background
Diagnosis ICD Code Primary Diagnosis coded as per ICD 10
Primary Diagnosis Description of ICD Code
Discharge Date
LOS Length of stay
Status Departure status from the emergency department
Destination Discharge destination from the emergency department. This may be a hospital
ward or discharge into the community
Presenting Complaint Code Patient’s reason for the encounter — code
Presenting Complaint Description Patient’s reason for the encounter — description
Presenting Problem A free-text description of the presenting problem at point of triageFig. 1. An Overview of Methodology in the Development of the SERoSP Software.Presenting Complaint Codes listed in Tables A.2 and A.3 in Appendix A
respectively. This list of codes was compiled by using common codes4
for suicidal and self-harm presentations, but also including any codes
which may include suicidal presentations, e.g., a presentation code for
N.J.C. Stapelberg, M. Randall, J. Sveticic et al. Machine Learning with Applications 3 (2021) 100012abdominal pain in a presenter with a paracetamol overdose. This search
yielded 10,462 presentations for 2015 and 7786 for 2017 (see Fig. 1).
The EDIS entries were reviewed by a psychiatrist, yielding 851
suicidal and self-harm presentations for 2015 and 485 for 2017, which
were coded in the dataset (1 = Suicidal and Self-Harm Presentation, 0
= Not a Suicidal and Self-Harm Presentation). The psychiatrist rating of
presentations was based on clinical assessment of triage text and accom-
panying information in EDIS. Such clinical assessment of health records
has been used elsewhere (Haerian et al., 2012; Kõlves et al., 2018). The
rater scored conservatively, so if a case was ambiguous, it was scored
0. The rater did not attempt to separate suicide attempt presentations
from non-suicidal self-injury (NSSI) or other types of suicidal or self-
harm-related presentations as defined in the literature (De Leo et al.,
2006; World Health Organization, 2016), as the information recorded
in the EDIS is limited (Kõlves et al., 2018) and triage text and other data
are entered before a full assessment of the consumer is completed.
3.2. Phase 1: Calculation of initial weights using an interactive approach
The 851 cases identified by a psychiatrist as having a suicidal
and self-harm presentation were used in the calculation of the ini-
tial weights. Weighting was performed for data fields of EDIS and
separately for the triage text, based on word frequency analysis with
identification of key n-grams and keywords. For each field in EDIS,
the different types of data elements were determined and subjected
to frequency analysis to determine which elements occurred most
frequently in suicidal and self-harm presentations.
Each input option for a given EDIS data field was assigned a
variable. All input options for a given EDIS data field were extracted
from the training dataset of 10,462 presentations. The frequency of
each input option was calculated in the subset of 851 suicidal and self-
harm presentations and weights were assigned to each input option
accordingly. Similar methodology has been used elsewhere (Haerian
et al., 2012).
An innovation based on a Human-Based Genetic Algorithm (HBGA)
(Kosorukoff, 2001) approach (which is a part of the wider field of
Interactive Optimisation (Madar et al., 2005; Parmee et al., 2001)) was
used to provide initial scores for the EA. HBGAs use human agents to
provide a selection of fit children for GAs (Cheng & Kosorukoff, 2004;
González-Quijano et al., 2012; Kosorukoff, 2001). For example, initial
input for a GA trained to perform musical phrases used an initial bank
of 40 melodic excerpts recorded by a jazz pianist improvising in a
similar musical context to that required by the EA (Weinberg et al.,
2007). The authors state that:
‘‘Having a distinctly ‘human’ flavour, these phrases provided the
GA with a rich pool of rhythmic and melodic ‘genes’ from which
to build its own melodies. This is notably different from most
standard approaches, in which the starting population is generated
stochastically.’’ (p. 353)
Similarly, initial scores for the EA in this work were chosen by a
human — a psychiatrist. Initial values were chosen between −20 and
50, with an initial value chosen based on the frequency calculations,
but also clinical judgement. While HBGAs may involve a fitness func-
tion based on human aesthetics, where for each generation the user
determines which musical phrases remain in the population (Moroni
et al., 2000; Tokui et al., 2000; Weinberg et al., 2007) over multiple
generational cycles, here only the initial weightings were supplied
(based on expert clinician judgement as to the relative importance
of each variable). Negative weighting scores were used to weight
parameters clearly linked to non-suicidal presentations, e.g., ‘‘viral
gastroenteritis’’ in the presenting complaint.
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3.3. Phase 2: The evolutionary algorithm
While many generic EA algorithms are available (genetic algo-
rithms, particle swarm optimisation or differential evolution algo-
rithms), this algorithm was custom-built and tailored towards its spe-
cific application. For example, initial exploratory work suggested that
a high rate of mutation might be suited to the dataset. Also, innovation
around choosing variables of interest (and scoring) was based on
clinical expertise and also ignoring some variables to avoid bias such
as age for example (see Section 5.3). SERoSP was thus purpose-built for
its application, ‘‘built around the data’’, making it highly fit-for-purpose
and arguably increasing efficiency, with the EA methodology then
being applied to test the clinical assumptions and weightings made. We
acknowledge that an approach of training more widely-used algorithm
may also provide a good solution and we propose a comparison of
SERoSP with such standard algorithms. Algorithm 1 describes the form
of the EA used in this implementation of SERoSP.
Algorithm 1 The SERoSP EA. Note that the 𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛_𝑤𝑒𝑖𝑔ℎ𝑡 represents
a maximum change of ±4% and was suitable for this context.
Read psychiatrist assigned weightings
Read presentation data
Create 𝑝𝑜𝑝_𝑠𝑖𝑧𝑒 random solutions
Set parent specificity values to 0.85 for 𝑛𝑢𝑚_𝑝𝑎𝑟𝑒𝑛𝑡𝑠
for 𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙=1 to 𝑝𝑜𝑝_𝑠𝑖𝑧𝑒 do
for 𝑣𝑎𝑟=1 to 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛_𝑠𝑖𝑧𝑒 do
𝑠𝑜𝑙[𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙][𝑣𝑎𝑟] = 𝑃𝑠𝑦𝑐ℎ𝑖𝑎𝑡𝑟𝑖𝑠𝑡_𝑠𝑡𝑎𝑟𝑡_𝑤𝑒𝑖𝑔ℎ𝑡[𝑣𝑎𝑟] + 2−
𝑟𝑜𝑢𝑛𝑑(𝑢𝑛𝑖𝑓 _𝑟𝑎𝑛𝑑(0, 1) × 𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛_𝑤𝑒𝑖𝑔ℎ𝑡)
end for
end for
for 𝑔𝑒𝑛 = 1 to 𝑛𝑢𝑚_𝑔𝑒𝑛 do
for 𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙 = 1 to 𝑝𝑜𝑝_𝑠𝑖𝑧𝑒 do
Evaluate the number of true positives and true negatives using
the presentation data
Calculate the sensitivity for a set specificity for the individual
end for
Select the best 𝑛𝑢𝑚_𝑝𝑎𝑟𝑒𝑛𝑡𝑠 individuals from 𝑠𝑜𝑙 based on lowest
sensitivity values and assign to 𝑝𝑎𝑟𝑒𝑛𝑡𝑠
for 𝑝𝑎𝑟𝑒𝑛𝑡 = 1 to 𝑛𝑢𝑚_𝑝𝑎𝑟𝑒𝑛𝑡𝑠 do
Copy 𝑝𝑎𝑟𝑒𝑛𝑡𝑠[𝑝𝑎𝑟𝑒𝑛𝑡] to 𝑠𝑜𝑙[(𝑝𝑎𝑟𝑒𝑛𝑡 − 1) × 𝑛𝑢𝑚_𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛 + 1]
for 𝑐ℎ𝑖𝑙𝑑 = 2 to 𝑛𝑢𝑚_𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛 do
for 𝑣𝑎𝑟 = 1 to 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛_𝑠𝑖𝑧𝑒 do
𝑠𝑜𝑙[(𝑝𝑎𝑟𝑒𝑛𝑡−1)]×𝑛𝑢𝑚_𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛+[𝑐ℎ𝑖𝑙𝑑][𝑣𝑎𝑟] = 𝑝𝑎𝑟𝑒𝑛𝑡[𝑣𝑎𝑟]+2−





Output 𝑝𝑎𝑟𝑒𝑛𝑡𝑠 solution values
A description of each of the variables in Algorithm 1 is as follows:
• 𝑝𝑜𝑝_𝑠𝑖𝑧𝑒 is the number of population members (set at 100 in this
implementation),
• 𝑛𝑢𝑚_𝑝𝑎𝑟𝑒𝑛𝑡𝑠 is the number of parents through which the popula-
tion is formed and evolved (set at 10),
• 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛_𝑠𝑖𝑧𝑒 represents the EDIS triage and field variables (136),
• 𝑠𝑜𝑙[𝑥][𝑦] is the decision variable and is the 𝑦th weight for individ-
ual 𝑥 in the population,
• 𝑃𝑠𝑦𝑐ℎ𝑖𝑎𝑡𝑟𝑖𝑠𝑡_𝑠𝑡𝑎𝑟𝑡_𝑤𝑒𝑖𝑔ℎ𝑡[𝑥] is the initial weight assigned to vari-
able 𝑥,
• 𝑟𝑜𝑢𝑛𝑑(𝑥) rounds 𝑥 to the closest integer,
• 𝑢𝑛𝑖𝑓 _𝑟𝑎𝑛𝑑(𝑥, 𝑦) produces a uniform random number between the
bounds of 𝑥 and 𝑦,
• 𝑔𝑒𝑛 is the number of generations (set to 100) and
• 𝑝𝑎𝑟𝑒𝑛𝑡𝑠[𝑥] is parent individual 𝑥.










Fig. 2. Frequency of 20 keyword stems and phrases in the triage text of suicidal and self-harm presentations in the training dataset..Fig. 3. Receiver Operator Curve for different SERoSP scores (2015 Training Dataset).The current EA relies on mutation to generate new solutions rather
han crossover. There have been highly effective implementations for
eal-world and benchmark problems that have either used a mutation
nly approach or high rates of mutation (Carlson-Skalak et al., 1998;
lloumi & Fortemps, 2010; Eremeev, 2018; Feeney, 2003; Fogel et al.,
991; Hughes, 2005; Shiu & Szeto, 2008; Sundaram & Venkatasub-
amanian, 1998; Venkatasubramanian et al., 1995). In general, these
pproaches can require fewer parameters and reduce issues related
o premature convergence. For this application, given that 10 of 100
hildren in the new generation represent unmutated ‘‘best performing’’6
children, and the other 90 are subject to mutation of all 136 weights,
this gives a mutation probability of 90%, which is high. Such a high
mutation probability risks introducing much random perturbation, po-
tentially risking the potential of the algorithm to learn from the history
of the search (Gen et al., 2008). However, there are applications for
high mutation probability (Elloumi & Fortemps, 2010) which have been
successful. Further implementations of SERoSP will test and compare
different optimisation engines and parameters.
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Primary Diagnostic ICD Codes used to search the EDIS database.
Diagnosis ICD Code Primary Primary Diagnosis Diagnosis ICD Code Primary Primary Diagnosis
A08.4 Viral Intestinal Infection S43.3 Shoulder Dislocation
B34.9 Viral Infection S51.9 Lacerated Forearm
B37.9 Thrush S53.40 Elbow Sprain/Strain
E10.65 Diabetes for Stabilisation S61.9 Lacerated Hand or Wrist
E86 Dehydration S62.6 Fracture Finger
F05.0 Delirium not superimposed on dementia,
so described
S63.7 Hand Sprain/Strain
F10.0 Alcohol Intoxication S71.0 Lacerated Hip
F10.3 Alcohol Withdrawal Syndrome S71.1 Lacerated Thigh
F18.0 missing S81.9 Lacerated Leg
F19.2 Drug Addiction S83.6 Knee Sprain/Strain
F19.9 Drug Induced Mental Disorder S91.7 Lacerated Ankle Or Foot
F20.9 Schizophrenia T00.9 Multiple Abrasions
F29 Psychotic Episode T01.2 Multiple Lacerations
F31.1 Bipolar Affective Disorder — Manic T14.6 Lacerated Tendon And/Or Muscle
F31.3 Bipolar Affective Disorder — Depressed T29.0 Burns to Multiple Areas — Unspecified
F32.3 Depression — Psychotic T38.3 Other Antidiabetic Poisoning
F32.9 Depression T39.0 Salicylate Poisoning
F41.0 Panic Attack T39.1 Paracetamol Poisoning
F41.9 Anxiety T39.3 Nonsteroidal Antiinflammatory Poisoning
F43.9 Emotional Crisis T40.0 Opiate Toxicity
F50.0 Anorexia Nervosa T40.5 Cocaine Poisoning
F51.0 Insomnia — Non Organic T42.3 Poisoning by, adverse effect of and
underdosing of barbiturates
F60.9 Personality Disorder T42.4 Benzodiazepine Poisoning
F91.9 Behavioural Problems — Child T43.5 Antipsychotic Poisoning
F99 Mental Illness — No Diagnosis T43.68 missing
G93.1 Anoxic brain damage, not elsewhere
classified
T43.69 Amphetamine Poisoning
H35.6 Retinal Haemorrhage T43.9 Antidepressant Poisoning
H57.1 Eye — Painful T44.3 Anticholinergic Poisoning
I20.0 Possible Cardiac Chest Pain T44.7 Beta-Blocker Poisoning
I21.9 Myocardial Infarction — Acute T45.0 Antihistamine Poisoning
J18.9 Pneumonia — Unspecified T45.4 Poisoning by, adverse effect of and
underdosing of iron and its compounds
J44.9 Acute Exacerbation of COPD T45.5 Warfarin Poisoning
J90 Pleural Effusion T46.0 Digoxin Toxicity
K82.0 Biliary Obstruction T46.1 Poisoning by, adverse effect of and
underdosing of calcium-channel blockers
K92.2 Gastrointestinal Haemorrhage T46.41 missing
L23.9 Eczema T50.4 Poisoning by, adverse effect of and
underdosing of drugs affecting uric acid
metabolism
R07.3 Non-Cardiac Chest Pain T50.9 Other Drug Poisoning
R10.4 Abdominal Pain Recurrent T51.8 Toxic effect of other alcohols
R11 Nausea/Vomiting — No Diagnosis T58 Carbon Monoxide Inhalation
R27 Ataxia T59.8 Smoke Inhalation
R45.81 Suicidal Ideation T60.0 Organophosphate and Carbamate
Poisoning
R55 Syncope/Collapse T71 Asphyxiation, Strangulation or Hanging
S01.5 Lacerated Mouth, Lips or Oral Cavity T75.1 Immersion
S05.0 Corneal Abrasion T78.4 Allergic Reaction (Not Due To Serum)
S06.0 Concussion T88.7 Other Medication Side-Effect
S11.8 Lacerated Neck W46 Needle Stick Injury
S12.9 Fracture Cervical Spine X84 Suicidal Ideation/Self Harm
S31.1 Lacerated Abdomen or Lower Back Z02.7 Medical Certificate
S32.00 Fracture Lumbar Spine Z04.8 Medical Advice on Medication
S33.7 Back Sprain/Strain Z53.2 Did Not Wait
S41.1 Lacerated Upper Arm Z60.9 Social Admission4. Computational experience
This section describes the results from running SERoSP on the
training and validation data. It was implemented in MATLAB and run
on a standard desktop environment.
4.1. Analysis of the unstructured free-text in the presenting complaint field
In EDIS, the ‘Presenting Complaint’ field contains unstructured free-
text, representing a triage-related clinical note, which is entered by a
clinician on arrival of a patient in ED. An analysis of word frequency
was carried out which aggregated all the triage text for the 851 suicidal
and self-harm presentations in the training data and then generated a7
table of all words in the triage text and their frequency of occurrence.
This yielded 2667 words used in total, from which 59 keywords were
selected relevant to suicidal and self-harm presentations. The 20 most
frequently occurring word stems and phrases are shown in Fig. 2. It
should be noted that the percentages listed in Fig. 2 do not total 100%,
as more than one key word or n-gram could occur in each triage text
entry. In computational linguistics a contiguous sequence of multiple
words commonly used together is referred to as an ‘‘n-gram’’ (Lesher
et al., 1999; Martin et al., 1998). N-grams consisting of two words
can be referred to as bigrams, e.g., ‘‘suicidal ideation’’, trigrams for
three words, e.g., ‘‘loss of consciousness’’ and n-grams for multiple
words (Lesher et al., 1999; Martin et al., 1998).





Fig. 4. Receiver Operator Curve for different SERoSP scores (2017 Validation Dataset).Table A.3
Presenting Complaint Codes used to search the EDIS database.






17007 Social Concern (Includes Child Protection)















9043 Suspected Airways Fb/Choking
The word frequency table was used to explore key n-grams used in
he triage text entries, as well as create word stems for use with the
A (e.g., the stem ‘‘suicid’’ used in a search will return ‘‘suicide’’ and
‘suicidal’’). Several relevant abbreviations are present in triage text,
uch as QAS (Queensland Ambulance Service), or QPS (Queensland8
Police Service), as suicidal and self-harm presenters are frequently
transported to ED by police or ambulance services. Other words such
as ‘‘ideation’’ occur frequently, which are part of longer n-grams such
as ‘‘suicidal ideation’’. Four word stems were strongly represented in
the triage text of suicidal and self-harm presentations: ‘‘Suicid*’’, ‘‘self*,
‘‘OD’’ (which is an abbreviation for ‘‘overdose’’) and ‘‘ideation’’. In
addition, ‘‘EEO’’, which is an acronym for ‘‘Emergency Examination
Order’’ (an instrument of the Queensland Mental Health Act 2000) is
substantially represented, reflecting that several suicidal and self-harm
presenters had been placed under the Mental Health Act for purposes
of proceeding with a mental health examination, by ambulance or
police services. The words ‘‘overdos*’’, ‘‘end’’, ‘‘self harm’’, ‘‘plan’’ and
‘‘inten*’’ (a stem for ‘‘intent’’ or ‘‘intended’’) were also substantially
represented. A final list of 50 word stems and n-grams were formulated
as variables for weighting.
4.2. The evolutionary algorithm and the training dataset
The evolutionary algorithm was first run for 50 generations with
100 children in each generation, achieving a sensitivity of 0.944 for a
specificity set at a threshold of 0.95 on the training dataset. A second
run of 100 generations with 100 children in each generation achieved
a sensitivity of 0.992 on the training dataset at a threshold of 0.95.
Manual changes were then made to the weights for each of the 136
EDIS triage and field variables: Gender bias was removed, with gender-
related words such as ‘‘himself’’ or ‘‘herself’’ being weighted equally.
Terms such as EEO and EEA (which are comparable legal instruments,
but one is from the Queensland Mental Health Act 2000 and the latter is
from the Queensland Mental Health Act 2016) were weighted equally.
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Range sensitivities and specificities for each SERoSP cut-off score in the 2015 training dataset — Part 1.
True positives True negatives False positives False negatives Sensitivity Specificity SERoSP Score
851 278 9333 0 1 0.03 1
851 389 9222 0 1 0.04 2
851 746 8865 0 1 0.08 3
851 859 8752 0 1 0.09 4
851 1306 8305 0 1 0.14 5
850 1600 8011 1 1 0.17 6
850 2095 7516 1 1 0.22 7
850 2266 7345 1 1 0.24 8
849 2867 6744 2 1 0.3 9
849 3094 6517 2 1 0.32 10
849 4147 5464 2 1 0.43 11
849 4445 5166 2 1 0.46 12
849 5510 4101 2 1 0.57 13
849 5886 3725 2 1 0.61 14
849 6670 2941 2 1 0.69 15
849 7010 2601 2 1 0.73 16
849 7671 1940 2 1 0.8 17
849 7875 1736 2 1 0.82 18
849 8169 1442 2 1 0.85 19
849 8323 1288 2 1 0.87 20
848 8463 1148 3 1 0.88 21
848 8625 986 3 1 0.9 22
848 8702 909 3 1 0.91 23
847 8765 846 4 1 0.91 24
847 8825 786 4 1 0.92 25
846 8865 746 5 0.99 0.92 26
846 8920 691 5 0.99 0.93 27
846 8963 648 5 0.99 0.93 28
845 9005 606 6 0.99 0.94 29
844 9028 583 7 0.99 0.94 30
843 9068 543 8 0.99 0.94 31
840 9097 514 11 0.99 0.95 32
839 9127 484 12 0.99 0.95 33
838 9154 457 13 0.98 0.95 34
836 9179 432 15 0.98 0.96 35
834 9196 415 17 0.98 0.96 36
828 9209 402 23 0.97 0.96 37
826 9220 391 25 0.97 0.96 38
820 9235 376 31 0.96 0.96 39
816 9248 363 35 0.96 0.96 40
811 9256 355 40 0.95 0.96 41
805 9272 339 46 0.95 0.96 42
802 9281 330 49 0.94 0.97 43
797 9291 320 54 0.94 0.97 44
794 9297 314 57 0.93 0.97 45
787 9308 303 64 0.92 0.97 46
781 9315 296 70 0.92 0.97 47
777 9323 288 74 0.91 0.97 48
773 9329 282 78 0.91 0.97 49
770 9333 278 81 0.9 0.97 50
768 9338 273 83 0.9 0.97 51Rather than lemmatising terms, words such as ‘‘self-inflicted’’ and ‘‘self
inflicted’’ were given equal weighting. A Receiver Operator Character-
istic (ROC) curve for the sensitivities and specificities obtained from
the training dataset is shown in Fig. 3.
4.3. Validation
SERoSP was then run using the validation dataset, generating sensi-
tivities and specificities for each cut-off score in the validation dataset.
These were used to plot the ROC curve shown in Fig. 4. An optimum
cutoff SERoSP Score of 36 was chosen, yielding a sensitivity of 0.95 and
specificity of 0.92 for the validation dataset. While a higher SERoSP
Score above the cut-off value indicates that a given case is more likely
to represent a suicidal and self harm presentation, the score itself is
arbitrary as stated above.
5. Discussion
After a process of frequency analysis and initial weighting, the evo-
lutionary algorithm optimised the weighting of 136 variables to identify9
suicidal and self-harm presentations in EDIS data. The SERoSP pro-
gram was able to discriminate suicidal from non-suicidal presentations
in a validation dataset with a substantial sensitivity and specificity.
The SERoSP program reliably, efficiently and cheaply identifies such
presentations from EDIS data for the ongoing GCMHSS SPS evalu-
ation. However, given the limited clinical information available on
EDIS, SERoSP could be further enhanced with more accurate training
data. The presentations identified by SERoSP are being examined in
more detail to obtain confirmation of either ‘suicide attempt’, ‘sui-
cidality present’, or ‘self-harm’, based on World Health Organisation
criteria (World Health Organization, 2016), from clinical assessment
records in a clinical database, the Consumer Integrated Mental Health
Application (CIMHA). These more accurate assessments can then be
used to reweight the EA, with the aim of creating higher sensitivity
and specificity.
5.1. Overfitting and settling on local optima
Sensitivity and specificity were lower for the validation dataset than
the training dataset, which can occur due to overfitting. Overfitting
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Range sensitivities and specificities for each SERoSP cut-off score in the 2015 training dataset — Part 2.
True positives True negatives False positives False negatives Sensitivity Specificity SERoSP Score
766 9341 270 85 0.9 0.97 52
757 9347 264 94 0.89 0.97 53
755 9351 260 96 0.89 0.97 54
753 9357 254 98 0.88 0.97 55
745 9359 252 106 0.88 0.97 56
737 9363 248 114 0.87 0.97 57
729 9369 242 122 0.86 0.97 58
726 9371 240 125 0.85 0.98 59
722 9377 234 129 0.85 0.98 60
714 9383 228 137 0.84 0.98 61
709 9391 220 142 0.83 0.98 62
707 9396 215 144 0.83 0.98 63
703 9401 210 148 0.83 0.98 64
695 9405 206 156 0.82 0.98 65
689 9413 198 162 0.81 0.98 66
683 9418 193 168 0.8 0.98 67
671 9428 183 180 0.79 0.98 68
665 9434 177 186 0.78 0.98 69
659 9440 171 192 0.77 0.98 70
649 9445 166 202 0.76 0.98 71
642 9448 163 209 0.75 0.98 72
636 9451 160 215 0.75 0.98 73
624 9456 155 227 0.73 0.98 74
617 9459 152 234 0.73 0.98 75
611 9468 143 240 0.72 0.99 76
602 9470 141 249 0.71 0.99 77
592 9481 130 259 0.7 0.99 78
585 9485 126 266 0.69 0.99 79
579 9490 121 272 0.68 0.99 80
570 9493 118 281 0.67 0.99 81
564 9496 115 287 0.66 0.99 82
557 9501 110 294 0.65 0.99 83
551 9503 108 300 0.65 0.99 84
545 9505 106 306 0.64 0.99 85
541 9507 104 310 0.64 0.99 86
535 9511 100 316 0.63 0.99 87
526 9512 99 325 0.62 0.99 88
524 9515 96 327 0.62 0.99 89
519 9517 94 332 0.61 0.99 90
513 9519 92 338 0.6 0.99 91
512 9521 90 339 0.6 0.99 92
504 9524 87 347 0.59 0.99 93
495 9525 86 356 0.58 0.99 94
489 9530 81 362 0.57 0.99 95
483 9530 81 368 0.57 0.99 96
476 9535 76 375 0.56 0.99 97
466 9537 74 385 0.55 0.99 98
461 9538 73 390 0.54 0.99 99
454 9541 70 397 0.53 0.99 100occurs when a machine learning algorithm models the training data too
specifically, affecting its ability to generalise to other datasets (e.g., a
validation dataset). This means that the algorithm (such as an EA) is
weighted too much by the detail and noise in the training dataset,
which may not exist in other similar datasets. When this algorithm
is then run with new data, performance may be lower. Attempts to
overcome overfitting were implemented here, such as checking and
editing by a psychiatrist of some of the final weightings output by the
EA, correcting biases such as differences in gender-specific n-grams,
or the introduction of additional n-grams to the EA, not identified
by text analysis in the training dataset. Despite lower performance
on the validation dataset, the results were still acceptable in terms of
sensitivity and specificity achieved, meeting the desired target.
A further challenge in an optimisation employing EAs is multimodal
problems, where an algorithm may settle on a local optimum weighting
solution, however not settling on the global optimum in the solution
space (Eiben et al., 2003). The challenge of not settling on a local
optimum can be addressed to some extent with a greater number of
generations as well as children and it is recommended that this be
attempted in future work. One solution is to employ an algorithm10which has a greater random variation with lower sensitivity and speci-
ficity scores, but reduced variation for subsequent generations when
children start to close in on a local solution (higher sensitivity and
specificity). This would allow a greater area of the solution space to
be covered initially, while allowing to focus in on local solutions when
they are discovered. Strategies for enhancing search or optimisation
have been widely explored, and three different approaches have been
widely used (Deb et al., 2002), the first being self-adaptive evolution
strategies (Bäck, 1998; Hansen & Ostermeier, 2001; Schwefel, 1988),
the second being differential evolution (Storn & Price, 1997) and the
third real-parameter genetic algorithms (Herrera et al., 1998).
Although it has been suggested that there are similarities in search
principles between the approaches listed (Beyer & Deb, 2001; Deb
et al., 2002), there is scope to improve upon the EA used here. Further
improvement might also be gained using crossover rather than just
mutation, of which there are several different strategies such as using
two parent (Eiben et al., 2003) or multi-parent recombination (Eiben &
Bäck, 1997; Tsutsui, 1998), or adopting a (1 + 1) EA model, where chil-
dren must perform better than their parents from previous generations
to be retained by the EA (Jansen & Wegener, 2001).
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Range Sensitivities and Specificities for Each SERoSP Cut-Off Score in the 2017 Validation Dataset — Part 1.
True positives True negatives False positives False negatives Sensitivity Specificity SERoSP Score
485 230 7071 0 1 0.03 1
484 275 7026 1 1 0.04 2
484 505 6796 1 1 0.07 3
484 579 6722 1 1 0.08 4
484 776 6525 1 1 0.11 5
484 920 6381 1 1 0.13 6
484 1273 6028 1 1 0.17 7
484 1431 5870 1 1 0.2 8
484 1787 5514 1 1 0.24 9
484 1940 5361 1 1 0.27 10
482 2624 4677 3 0.99 0.36 11
482 2839 4462 3 0.99 0.39 12
482 3576 3725 3 0.99 0.49 13
482 3866 3435 3 0.99 0.53 14
482 4504 2797 3 0.99 0.62 15
482 4777 2524 3 0.99 0.65 16
482 5321 1980 3 0.99 0.73 17
480 5532 1769 5 0.99 0.76 18
480 5775 1526 5 0.99 0.79 19
479 5925 1376 6 0.99 0.81 20
477 6057 1244 8 0.98 0.83 21
477 6213 1088 8 0.98 0.85 22
477 6283 1018 8 0.98 0.86 23
476 6344 957 9 0.98 0.87 24
474 6401 900 11 0.98 0.88 25
474 6447 854 11 0.98 0.88 26
473 6483 818 12 0.98 0.89 27
473 6506 795 12 0.98 0.89 28
472 6545 756 13 0.97 0.9 29
471 6568 733 14 0.97 0.9 30
467 6593 708 18 0.96 0.9 31
467 6621 680 18 0.96 0.91 32
466 6651 650 19 0.96 0.91 33
464 6675 626 21 0.96 0.91 34
463 6698 603 22 0.95 0.92 35
461 6717 584 24 0.95 0.92 36
459 6738 563 26 0.95 0.92 37
457 6754 547 28 0.94 0.93 38
456 6764 537 29 0.94 0.93 39
455 6777 524 30 0.94 0.93 40
452 6785 516 33 0.93 0.93 41
451 6792 509 34 0.93 0.93 42
449 6802 499 36 0.93 0.93 43
448 6812 489 37 0.92 0.93 44
447 6825 476 38 0.92 0.93 45
444 6831 470 41 0.92 0.94 46
444 6838 463 41 0.92 0.94 47
440 6841 460 45 0.91 0.94 48
439 6846 455 46 0.91 0.94 49
435 6852 449 50 0.9 0.94 50
434 6857 444 51 0.89 0.94 515.2. Negations and text analysis used in the evolutionary algorithm
Negations were introduced as key n-grams for evaluating the triage
text, with the assumption that this may assist in providing a low
score for cases clearly identified on triage as not being a suicidal or
self-harm presentation. The bigrams ‘‘no suicid*’’ and ‘‘not suicid*’’
were both weighted as 0 by the EA, suggesting that they were not
of substantial value in discriminating suicidal from non-suicidal pre-
sentations. However, ‘‘denies suicide*’’ was weighted highly by the
EA (Fig. 2), which was an unexpected result. Interestingly, the word
‘‘denies’’ appeared 136 times in triage entries of the 851 suicidal and
self-harm presentations of the training dataset, while ‘‘denies suicide*’’
appeared 11 times. The word appeared in the context of patients
documented as denying a suicide attempt after being brought in by
family or emergency services with reasonable suspicion of having made
a suicide attempt, with evidence of medication missing, for example.
Analysis of triage text comprised a substantial contribution to the
function of the EA, with certain keywords in the triage text receiving
the highest weightings (see Table B.4). Text mining approaches have11proved successful in relation to identifying suicidal and self-harm be-
haviour (Ben-Ari & Hammond, 2015; Desmet & Hoste, 2018; Poulin
et al., 2014) and with more data being available upon the migration of
Gold Coast Health to the FirstNet database (Cerner, North Kansas City,
Missouri), text mining approaches could be expanded. Furthermore,
the text analysis employed here could be expanded upon with more
sophisticated semantic and content analysis methodology, for example
network analysis (Ignatow, 2016; Roberts & Popping, 1996) could
be employed to understand what groups of words cluster together in
triage text for suicidal and self-harm versus non-suicidal and self-harm
presentations. It is further recommended that the EA be retrained using
SNOMED codes (Cornet & de Keizer, 2008; Cote & Robboy, 1980) upon
system migration to FirstNet.
5.3. Exclusion of variables, such as age
Most, but not all, EDIS data fields were used in designing the EA
used here. One example of a field not used is age of presenters. which
could have been used as a parameter and weighted as part of the
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Range Sensitivities and Specificities for Each SERoSP Cut-Off Score in the 2017 Validation Dataset — Part 2.
True positives True negatives False positives False negatives Sensitivity Specificity SERoSP Score
430 6865 436 55 0.89 0.94 52
426 6870 431 59 0.88 0.94 53
422 6873 428 63 0.87 0.94 54
416 6881 420 69 0.86 0.94 55
414 6881 420 71 0.85 0.94 56
412 6887 414 73 0.85 0.94 57
407 6895 406 78 0.84 0.94 58
404 6906 395 81 0.83 0.95 59
402 6912 389 83 0.83 0.95 60
399 6921 380 86 0.82 0.95 61
392 6925 376 93 0.81 0.95 62
386 6933 368 99 0.8 0.95 63
383 6941 360 102 0.79 0.95 64
378 6953 348 107 0.78 0.95 65
367 6961 340 118 0.76 0.95 66
364 6977 324 121 0.75 0.96 67
357 6986 315 128 0.74 0.96 68
345 6992 309 140 0.71 0.96 69
344 6999 302 141 0.71 0.96 70
342 7005 296 143 0.71 0.96 71
339 7011 290 146 0.7 0.96 72
336 7016 285 149 0.69 0.96 73
331 7021 280 154 0.68 0.96 74
324 7027 274 161 0.67 0.96 75
317 7034 267 168 0.65 0.96 76
314 7037 264 171 0.65 0.96 77
313 7042 259 172 0.65 0.96 78
308 7049 252 177 0.64 0.97 79
304 7053 248 181 0.63 0.97 80
299 7056 245 186 0.62 0.97 81
293 7058 243 192 0.6 0.97 82
290 7061 240 195 0.6 0.97 83
288 7065 236 197 0.59 0.97 84
286 7068 233 199 0.59 0.97 85
282 7074 227 203 0.58 0.97 86
277 7078 223 208 0.57 0.97 87
269 7083 218 216 0.55 0.97 88
262 7084 217 223 0.54 0.97 89
261 7087 214 224 0.54 0.97 90
260 7091 210 225 0.54 0.97 91
256 7096 205 229 0.53 0.97 92
254 7096 205 231 0.52 0.97 93
254 7100 201 231 0.52 0.97 94
251 7102 199 234 0.52 0.97 95
245 7107 194 240 0.51 0.97 96
240 7110 191 245 0.49 0.97 97
235 7111 190 250 0.48 0.97 98
232 7116 185 253 0.48 0.97 99
227 7121 180 258 0.47 0.98 100algorithm, however was also recognised as potentially introducing un-
wanted bias. The number of children and early adolescents presenting
with suicidal and self-harm presentations occurs with less frequency
than adult presentations. However, while suicide accounts for 1.9%
of total mortality in Australia overall (Australian Bureau of Statistics,
2016), suicide accounts for a much higher proportion of deaths among
younger Australians, with over one-third of deaths (35.9%) among
people 15–24 years of age, and over a quarter of deaths (28.6%) among
those 25–34 years of age being due to suicide (Australian Bureau of
Statistics, 2016).
Suicide was the leading cause of death among all people 15–
44 years of age (Australian Bureau of Statistics, 2016), emphasising
the importance of younger presenters and making their detection
paramount. Given their relatively lower frequency of presentation,
children or adolescents might possibly receive a lower score in the
SERoSP software, if age had been taken into account in the initial
weighting process. Thus a decision was made not to include this
parameter.126. Conclusions
The SERoSP program is a reliable and cost-effective tool for iden-
tification of suicidal and self-harm presentations from EDIS data and
is currently being used in the GCMHSS SPS evaluation, demonstrating
its utility. Future work should include retraining the EA with larger
datasets, spanning larger periods of time. If retraining of the EA is
undertaken, presentation dates can be used in addition to the other
parameters. Presentation patterns over day of the week, time of month
or presentation patterns across the year might provide additional useful
data which can be leveraged by the EA. It is also recommended that
training and validation datasets could benefit from being checked
against other sources of data. Checking against clinical databases which
contain psychiatric assessment information, such as CIMHA to verify
suicidal and self-harm presentations is recommended. The pursuit of
data linkage by health systems (for example, Bates et al., 2018) could
enable such endeavours.
Ongoing work aims to address some of the current limitations of
SERoSP and improve its efficiency and efficacy. One way that this can
be achieved is by implementing it using different search algorithms,




















such as differential evolution or particle swarm optimisation. As the
task is primarily one of classification, traditional classification systems
like Support Vector Machines or K-nearest neighbour, will be tested and
compared against the current results of the initial algorithm. Another
aspect of the work is the expansion of datasets that are currently being
used, as they currently only reflect one region’s data. In future, SERoSP
could tested to see if it could be used more generally to data mine other
mental health diagnostic groups, such as presentations with psychotic
illness, substance use presentations or people presenting with mood
disturbance.
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