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Abstract
In this article, existence of the k-th order derivatives of local time
α̂(k)(x, t) is considered for two d-dimensional fractional Ornstein-Uhlenbeck
processes XH1
t
and X˜H2s with Hurst parameters H1 and H2, respectively.
Moreover, Hoˆlder regularity condition of fractional Ornstein-Uhlenbeck
process XHt of local time α˜
(k)(x, t) is obtained by some techniques using
in Guo et al. (2017) and in Lou et al. (2017).
Key Words: fractional Ornstein-Uhlenbeck process; k-th derivative
local time; Hoˆlder exponent
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1 Introduction
In this article, we consider the following stochastic differential equation
dXt = −Xtdt+ vdBHt , X0 = x, (1)
where v is nonnegative coefficient, BHt is a fractional Brownian motion. The
solution XHt of (1) is expressed as
Xt = e
−t(x + v
∫ t
0
esdBHs ), (2)
which is called a fractional Ornstein-Uhlenbeck process (O-U, for short). XH1t
and X˜H2t denote fractional O-U processes for two independent fractional Bow-
nian motions.
∗The first author acknowledges the support of National Natural Science Foundation of
China (No.71561017), the Youth Academic Talent Plan of Lanzhou University of Finance
and Economics. The second author acknowledges Gansu Province Science Technology Plan
(No.1606RJZA041).
†Corresponding author: hardxiao@126.com.
1
Local time of Gaussian process are important subjects in probability theory
and their derivatives have received much attention recently. Guo et al. [3],
Jung et al. [4] and [5] respectively discussed exponent integral for derivative
local time of fractional Brownian motion, Tanaka formula and occupation-time
formula. On the other hand, several authors paid attention to joint continuity
and Hoˆlder regularity of local time, see e.g., Lou et al. [6] in the case of stochastic
differential equation and Ayache et al. [1] in the case of fractional Brownian
sheets.
Motivated by [3] and [6], existence and Hoˆlder regularity of higher-order
derivative of local time for fractional O-U processes are studied in this paper.
We are concerned with derivatives of intersection local time of XH1 and X˜H2 ,
defined by
αˆ(k)(x, t) :=
∂k
∂xk11 · · · ∂xkdd
∫ t
0
∫ t
0
δ(XH1u − X˜H2s + x)duds,
where k = (k1, · · · , kd) is a multi-index with all ki being nonnegative integers
and δ is the Dirac delta function of d-variable. In particular, local time of one
fractional O-U process is given by
α˜(k)(x, t) :=
∂k
∂xk11 · · · ∂xkdd
∫ t
0
δ(XHs + x)ds,
where XH is a fractional O-U process. Here δ(k)(x) = ∂
k
∂x
k1
1
···∂x
kd
d
δ(x) is k-th
order partial derivative of the Dirac delta function.
Since the Dirac delta function δ is a generalized function, we need approxi-
mate the Dirac delta function δ by
fε(x, t) :=
1
(2piε)
d
2
e−
|x|2
2ε =
1
(2pi)d
∫
Rd
eipxe−
ε|p|2
2 dp. (3)
Thus we approximate δ(k) by
f (k)ε (x, t) :=
∂k
∂xk11 · · · ∂xkdd
fε(x) =
ik
(2pi)d
∫
Rd
pk11 · · · pkdd eipxe−
ε|p|2
2 dp. (4)
2 Existence of local time
In this section, we discuss existence of k-order derivative of two independent
fractional O-U processes by using similar method in Guo et al.(2017).
Theorem 1. Let BH1 and B˜H2 be two independent d-dimensional fractional
Brownian motions of Hurst parameters H1 and H2, respectively. Then local time
αˆ
(k)
ε (0, t) of fractional O-U processes XHs and X˜
H
s belongs to space L
2(Ω), when
ε tend 0. Moreover, if its limit is denoted by αˆ(k)(0, t), then αˆ(k)(0, t) ∈ L2(Ω).
2
Proof Firstly, we claim that αˆ
(k)
ε (0, t) ∈ L2(Ω). Indeed, denote A2 = {0 <
u, s < t}2 and we have
E
[∣∣∣α̂(k)ε (0, t)∣∣∣2]
≤ 1
(2pi)2d
∫
A2
∫
R2d
∣∣∣∣E[exp{ip1(XH1s1 − X˜H2u1 ) + ip2(XH1s2 − X˜H2u2 )}]∣∣∣∣
× exp{−ε
2
2∑
j=1
| pj |2}
2∏
j=1
| pkj | dpdtds
=
1
(2pi)2d
∫
A2
∫
R2d
exp{−1
2
E
[ 2∑
j=1
pj(X
H1
sj − X˜H2tj )
]2}
× exp{−ε
2
n∑
j=1
| pj |2}
2∏
j=1
| pkj | dpdtds
≤ 1
(2pi)2d
∫
A2
∫
R2d
d∏
i=1
 2∏
j=1
| pkiij |
 exp{−1
2
E[pi1X
H1,i
s1 + pi2X
H1,i
s2 ]
2
− 1
2
E[pi1X˜
H2,i
u1 + pi2X˜
H2,i
u2 ]
2}dpduds .
According to the fact in [7], there are
V ar
(
ξ(XH1u −XH1s )
) ≥ C1ξ2(u− s)2H1 ,
and
V ar
(
η(X˜H2u − X˜H2s )
)
≥ C2η2(u− s)2H2 ,
where C1 and C2 are both some constants.
Similar method in [3], we have
E
[∣∣∣α̂(k)ε (0, t)∣∣∣2] ≤ (2!)2C2 2∑
i,j=1
∫
A2
(si − si−1)−ρH1|k|(uj − uj−1)−(1−ρ)H2|k|
· [s1(s2 − s1)]−γH1d [u1(u2 − u1)]−(1−γ)H2d duds ,
where A2 = {0 < s1 < s2 < t} denotes the simplex in [0, t]2. We choose ρ =
γ = H2H1+H2 to obtain
E
[∣∣∣α̂(k)ε (0, t)∣∣∣2] ≤ C0(2!)2−2κt4κ,
where C0 is a constant independent of t and κ is some constant. Thus, the left
of (5) is finite if H1H2H1+H2 (|κ|+ d) ≤ 1.
3
Secondly, we claim that the sequence {α̂(k)ε (0, t), ε > 0} is a Cauchy sequence
in L2. In fact, for any ε, θ > 0, there is
E
[∣∣∣α̂(k)ε (0, t)− α̂(k)θ (0, t)∣∣∣2]
≤ 1
(2pi)2d
∫
A2
∫
R2d
∣∣∣∣E[exp{ip1(XH1s1 − X˜H2u1 ) + ip2(XH1s2 − X˜H2u2 )}]∣∣∣∣
×
∣∣∣∣ exp{−ε2
2∑
j=1
| pj |2} − exp{−θ
2
2∑
j=1
| pj |2}
∣∣∣∣ 2∏
j=1
| pkj | dpdtds
=
1
(2pi)2d
∫
A2
∫
R2d
exp{−1
2
E
[ 2∑
j=1
pj(X
H1
sj − X˜H2tj )
]2}
×
1− exp{−|ε− θ|
2
n∑
j=1
| pj |2}
 2∏
j=1
| pkj | dpdtds
≤
suppj∈R
{
1− exp{− |ε−θ|2
∑n
j=1 | pj |2}
}
(2pi)2d
∫
A2
∫
R2d
d∏
i=1
 2∏
j=1
| pkiij |

× exp{−1
2
E[pi1X
H1,i
s1 + pi2X
H1,i
s2 ]
2 − 1
2
E[pi1X˜
H2,i
u1 + pi2X˜
H2,i
u2 ]
2}dpduds .
According to dominated convergence theorem, we obtain
E
[∣∣∣α̂(k)ε (0, t)− α̂(k)θ (0, t)∣∣∣2]→ 0,
as ε → 0 and θ → 0. Hence, {α̂(k)ε (0, t), ε > 0} is a Cauchy sequence in L2(Ω),
which means that α̂(k)(0, t) belongs to space L2(Ω). ✷
Remark Comparing this condition in Theorem 1 with Guo et al. (2017), we
find that there is the same condition, which is H1H2H1+H2 (| κ + d |) ≤ 1. That is
said that there have the same condition to exist in space L2(Ω).
3 The Hoˆlder regularity
In this section, we discuss condition of Hoˆlder regularity of higher-order deriva-
tive of fractional O-U process XHt , which satisfies a stochastic differential equa-
tion driven by fractional Brownian motion BHt . Firstly, we give definition of
Hoˆlder exponent of local time α˜(k)(t, x). Secondly, condition of Hoˆlder regular-
ity is obtained through some necessary lemmas.
Definition 1. The pathwise Hoˆlder exponent of local time α˜(k)(x, t) is defined
by
α(t) = sup{α > 0, lim sup
h→0
sup
x∈Rd
α˜(k)(x, t+ h)− α˜(k)(x, t)
hα
= 0}.
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To state our main result in this section, we need some necessary lemmas.
Lemma 1. Let n ≥ 1 and k ≥ 2 be arbitrary. If dimensional d and Hurst
parameter H satisfy H(| k | +d) ≤ 1, then
E
[∣∣∣α˜(k)ε (x, t+ h)− α˜(k)ε (x, t)∣∣∣n] ≤ C3hn−nHd−H|k|,
where C3 =
nn!Cn
Γ(n−nHd−H|k|+1) .
Proof The similar techniques in Guo et al.(2017) is used to prove the lemma.
Fix an integer n ≥ 1. Denote Bn = {t < u, s < t+ h}n. We have
E
[∣∣∣α˜(k)ε (x, t+ h)− α˜(k)ε (x, t)∣∣∣n]
≤ 1
(2pi)nd
∫
Bn
∫
Rnd
d∏
i=1
 n∏
j=1
| pkiij |
 exp{−1
2
E[pi1X
i
s1 + · · ·+ pinX isn ]2}dpds .
The expectation in the above exponent can be computed by
E[pi1X
i
s1 + · · ·+ pinX isn ]2 = (pi1, · · · , pin)Q(pi1, · · · , pin)T ,
where
Q = E
(
X ijX
i
k
)
1≤j,k≤n
denotes covariance matrix of n-dimensional random vector (X is1 , ..., X
i
sn). Thus
we have
E
[∣∣∣α˜(k)ε (x, t+ h)− α˜(k)ε (x, t)∣∣∣n] ≤ 1(2pi)nd
∫
Bn
d∏
i=1
Ii(s)ds ,
where
Ii(s) :=
∫
Rn
| xki | exp{−1
2
xTQx}dx .
Here we recall x = (x1, · · · , xn) and xki = xki1 · · ·xkin .
Making substitution ξ =
√
Qx, then
Ii(s) =
∫
Rn
n∏
j=1
| (Q− 12 ξ)j |ki exp{−1
2
| ξ |2}det(Q)− 12 dξ.
To obtain a nice bound for the above integral, let us first diagonalize Q:
Q = PΛP−1 ,
where Λ =diag{λ1, ..., λn} is a strictly positive diagonal matrix with λ1 ≤ λ2 ≤
· · · ≤ λd and P = (qij)1≤i,j≤d is an orthogonal matrix. Hence, we have det(Q) =
λ1 · · ·λd. Denote
η =
(
η1, η2, · · · , ηn
)T
= P−1ξ.
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Hence,
P−
1
2 ξ = PΛ−1/2P−1ξ = PΛ−1/2η
= P

λ
− 1
2
1 η1
λ
− 1
2
2 η2
...
λ
− 1
2
n ηn
 =

q1,1 q1,2 · · · q1,n
q2,1 q2,2 · · · q2,n
...
... · · · ...
qn,1 qn,2 · · · qn,n


λ
− 1
2
1 η1
λ
− 1
2
2 η2
...
λ
− 1
2
n ηn
 .
Therefore, we have
| (Q− 12 ξ)j | = |
n∑
k=1
qjkλ
− 1
2
k ηk |≤ λ
− 1
2
1
n∑
k=1
| qjkηk |
≤ λ−
1
2
1
(
n∑
k=1
q2jk
) 1
2
(
n∑
k=1
η2k
) 1
2
≤ λ−
1
2
1 | η |2= λ−
1
2
1 | ξ |2 .
Since Q is positive definite, we see that
λ1 ≥ λ1(Q),
where λ1(Q) is the smallest eigenvalue of Q. Hence, we have
Ii(s) = det(Q)
− 1
2λ1(Q)
− 1
2
ki
∫
Rn
| ξ |ki2 exp{−
1
2
| ξ |2}dξ.
Now we are going to find a lower bound for λ1(Q1). By the well-known
result
λ1(Q) ≥ Kmin
[
s2H1 , (s2 − s1)2H , · · · , (sn − sn−1)2H
]
,
we have ∫
Rn
∏n
j=1 | (Q−
1
2
ξ)j |ki exp{− 12 | ξ |2}det(Q)−
1
2 dξ
≤ Cnminj=1,...,n(sj − sj−1)−Hki
[
s1(s2 − s1) · · · (sn − sn−1)−H
]
.
Therefore,
E
[∣∣∣α˜(k)ε (x, t+ h)− α˜(k)ε (x, t)∣∣∣n]
≤ n!Cn
∫
Bn
min
j=1,...,n
(sj − sj−1)−H|k| [s1(s2 − s1) · · · (sn − sn−1)]−Hd ds
≤ n!Cn
n∑
i=1
∫
Bn
(si − si−1)−H|k| [s1(s2 − s1) · · · (sn − sn−1)]−Hd ds .
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If H(|k|+ d) ≤ 1, then∫
An
(si − si−1)−H|k| [s1(s2 − s1) · · · (sn − sn−1)]−Hd ds
≤ C
nhn−nHd−H|k|
Γ(n− nHd−H |k|+ 1) .
Thus,
E
[∣∣∣α˜(k)ε (x, t+ h)− α˜(k)ε (x, t)∣∣∣n] ≤ C3hn−nHd−H|k|.
✷
Remark By Lemma 1, there is the following inequality
E
[∣∣∣∣∣ α˜
(k)
ε (x, t+ h)− α˜(k)ε (x, t)
h1−Hd
∣∣∣∣∣
n]
≤ C4(n!)2−Hd,
where C4 is a constant.
Lemma 2. Let n ≥ 1 and k ≥ 2 be arbitrary. If dimensional d ≥ 1, any δ and
Hurst parameter H satisfying H(| k + δ | +d) ≤ 1, then
E
[∣∣∣α˜(k)(x, t)− α˜(k)(y, t)∣∣∣n] ≤ C5 | x− y |δ,
where | x− y |δ≡∑nj=1 |xj − yj|δj and C5 = Cnn!(2pi)nd · tn−nHd−H|k+δ|Γ(n−nHd−H|k+δ|+1) .
Proof We only verify that
E
[∣∣∣α˜(k)ε (x, t)− α˜(k)ε (y, t)∣∣∣n] ≤ C5 | x− y |δ .
Indeed according to the definition of α˜
(k)
ε (x, t), we have
E
[∣∣∣α˜(k)ε (x, t)− α˜(k)ε (y, t)∣∣∣n]
= E
[∣∣∣∣ ikpk(2pi)d
∫
Rd
∫ t
0
(
eip(X
H
s −x) − eip(XHs −y)
)
e−
ε
2
|p|2dpds
∣∣∣∣n
]
= E
[∣∣∣∣ ikpk(2pi)d
∫
Rd
∫ t
0
eipX
H
s
(
e−ipx − e−ipy) e− ε2 |p|2dpds∣∣∣∣n
]
.
Using the well-known inequality∣∣e−ipa − e−ipb∣∣ ≤ C6|p|δ|a− b|δ,
where δ and C6 are both some constants, there is
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E[∣∣∣α˜(k)ε (x, t)− α˜(k)ε (y, t)∣∣∣n]
≤ 1
(2pi)nd
∫
An
∫
Rnd
∣∣∣∣∣∣E
 n∏
j=1
| pkj | eipjX
H
sj
(
e−ipjxj − e−ipjyj)
∣∣∣∣∣∣ dpds
≤ C6
∏d
j=1 |xj − yj |δj
(2pi)nd
∫
An
∫
Rnd
n∏
j=1
| pj |δj+k
∣∣E [exp{ip1XHs1 + ...+ ipnXHsn}]∣∣
· exp{−ε
2
d∑
j=1
|pj |2}dpds.
The expectations in the above exponent can be computed by
E[pi1X
H,i
s1 + · · ·+ pinXH,isn ]2 = (pi1, · · · , pin)Q(pi1, · · · , pin)T ,
where
Q = E
(
X
H,i
j X
H,i
k
)
1≤j,k≤n
,
denotes covariance matrix of n-dimensional random vector (XH,is1 , ..., X
H,i
sn ). Thus,
we obtain
E
[∣∣∣α˜(k)ε (x, t)− α˜(k)ε (y, t)∣∣∣n] ≤ C6(2pi)nd
d∏
i=1
|xi − yi|δi
∫
An
d∏
i=1
Ii(s)ds , (5)
where
Ii(s) :=
∫
Rn
| pki |δi exp{−
1
2
PTQP}dP.
Here we recall P = (p1, · · · , pn) and pki = pki1 · · · pkin .
Making substitution ξ =
√
Qp, then
Ii(s) =
∫
Rn
n∏
j=1
| (Q− 12 ξ)j |ki+δi exp{−1
2
| ξ |2}det(Q)− 12 dξ.
Let us first diagonalize Q:
Q = RΛR−1 ,
where Λ =diag{λ1, ..., λn} is a strictly positive diagonal matrix with λ1 ≤ λ2 ≤
· · · ≤ λd and R = (rij)1≤i,j≤d is an orthogonal matrix. Hence, we have det(Q) =
λ1 · · ·λd. Denote
η =
(
η1, η2, · · · , ηn
)T
= R−1ξ.
8
Hence,
R−
1
2 ξ = RΛ−1/2R−1ξ = RΛ−1/2η
= R

λ
− 1
2
1 η1
λ
− 1
2
2 η2
...
λ
− 1
2
n ηn
 =

r1,1 r1,2 · · · r1,n
r2,1 r2,2 · · · r2,n
...
... · · · ...
rn,1 rn,2 · · · rn,n


λ
− 1
2
1 η1
λ
− 1
2
2 η2
...
λ
− 1
2
n ηn.
 .
Hence, we have
| (Q− 12 ξ)j |≤ λ−
1
2
1 | η |2= λ
− 1
2
1 | ξ |2 .
Since Q is positive definite, we see that
λ1 ≥ λ1(Q)
where λ1(Q) is the smallest eigenvalue of Q. This implies
| (Q− 12 ξ)j |≤ λ1(Q)− 12 | ξ |2 .
Consequently, we have
Ii(s) = det(Q)
− 1
2 λ1(Q)
− 1
2
(ki+δi)
∫
Rn
| ξ |ki+δi2 exp{−
1
2
| ξ |2}dξ.
Next we need find a lower bound for λ1(Q) as following
λ1(Q) ≥ Kmin{s2H1 , (s2 − s1)2H , ..., (sn − sn−1)2H} .
Using the following fact
det(Q) ≥Cn7 s2H1 (s2 − s1)2H · · · (sn − sn−1)2H ,
we have
E
[∣∣∣α˜(k)ε (x, t) − α˜(k)ε (y, t)∣∣∣n] ≤ n!Cn7(2pi)nd
n∏
j=1
(xj − yj)δj
×
n∑
j=1
∫
An
(sj − sj−1)−H|k+δ| [s1(s2 − s1)...(sn − sn−1)]−Hd ds.
If H(|k + δ|+ d) ≤ 1, then∫
An
(sj − sj−1)−H|k+δ| [s1(s2 − s1)...(sn − sn−1)]−Hd ds,
≤ n!C
n
7
(2pi)nd
n∏
j=1
(xj − yj)δj t
n−nHd−H|k+δ|
Γ(n− nHd−H |k + δ|+ 1)
≡ C8
n∏
j=1
(xj − yj)δj ,
9
where C8 =
n!Cn7
(2pi)nd
× tn−nHd−H|k+δ|Γ(n−nHd−H|k+δ|+1) . So this lemma is proved. ✷
Theorem 2. The pathwise Hoˆlder exponent of local time α˜(k)(x, t) is given by
α(t) = n− nHd−H |k|.
Proof According to Lemma 1,2, there is
α(H) ≥ n− nHd−H |k|.
Next to establish this theorem, we only prove that
α(H) ≤ n− nHd−H |k|.
Indeed, fix any t > 0, since the property of local time, we have
h =
∫
Rd
(
α˜(k)(x, t+ h)− α˜(k)(x, t)) dx
≤ supx∈Rd
{
α˜(k)(x, t+ h)− α˜(k)(x, t)} sups,u∈[t,t+h] | XHu −XHs |
≤ 2 supx∈Rd
{
α˜(k)(x, t+ h)− α˜(k)(x, t)} sups∈[t,t+h] | XHt −XHs | .
By Yan et al. (2008), fractional O-U process XHt can be written by
XHt = v
∫ t
0
F (t, u)dBu,
where
F (t, u) = (H − 1
2
)KHe
−tu
1
2
−H
∫ t
u
sH−
1
2 (s− u)H− 32 esds,
if 12 < H < 1,
F (t, u) = KHu
1
2
−H(−e−t ∫ t
u
(s− u)H− 12 sH− 12 esds
+tH−
1
2 (t− u)H− 12 + 21−2H e−t
∫ t
u
(s− u)H− 12 sH− 32 esds,
if 0 < H < 12 , with KH =
2HΓ( 3
2
−H)
Γ(H+ 1
2
)Γ(2−2H)
1
2
, then
| XHt −XHs | =| v
∫ t
0
F (t, u)dBu − v
∫ s
0
F (s, u)dBu |
≤| v | sup | F (t, u) | · | Bt −Bs |
≤| v | sup | F (t, u) | ·max{| Bt−s |}· | t− s | .
Therefore,
h ≤ 2 | v | sup
x∈Rd
(
α˜(k)(x, t+ h)− α˜(k)(x, t)
)
sup
s∈[t,t+h]
| F (t, u) | max{| Bt−s |} | t− s | .
Using Lemma 1, we get
supx∈Rd
{
α˜(k)(x, t + h)− α˜(k)(x, t)}
hn−nHd−H|k|
≥ C9,
where C9 =
1
2|v| sup |F (t,u)|max{|Bt−s|}
.
✷
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