Abstract. We present a spectral algorithm for solving the full nonlinear vacuum Einstein field equations in the Bondi framework. Developed within the Spectral Einstein Code (SpEC), we demonstrate spectral characteristic evolution as a technical precursor to Cauchy Characteristic Extraction (CCE), a rigorous method for obtaining gauge-invariant gravitational waveforms from existing and future astrophysical simulations. We demonstrate the new algorithm's stability, convergence, and agreement with existing evolution methods. We explain how an innovative spectral approach enables a two orders of magnitude improvement in computational efficiency.
What is Characteristic Evolution, and why?
As an international network of gravitational wave observatories come online, the race to the first direct detection of gravitational waves is expected to herald the beginning of gravitational wave astronomy. Detectors such as Advanced LIGO, VIRGO, GEO, and KAGRA aim for strain sensitivities approaching 10 −24 . Nevertheless, most signal candidates will be on the cusp of detectability, with very poor signal to noise ratios. Signal detection requires a comprehensive template bank, the generation of which has been a primary goal of the field of numerical relativity. These templates cover a range of expected astronomical phenomena, and are generated by a variety of numerical codes, including the Spectral Einstein Code (SpEC) [1] .
One technical challenge facing the construction of a large template bank is extraction of gauge invariant waveforms from simulations. In general, large computationally intensive simulations are needed to describe the physics of events such as supernovae and compact object binary inspirals. While a waveform-like signal can readily be extracted from anywhere in the computational domain, waveforms are technically only defined at future null infinity. Finite radii waveform approximations are universally contaminated by coordinate system dynamics, or gauge effects, which are poorly understood and nearly impossible to remove [2] .
The alternative is Cauchy Characteristic Extraction, or CCE, which applies Characteristic Evolution to enable waveform computation at future null infinity. Characteristic Evolution has been previously implemented at up to 4 th order radial accuracy [3] , while complete extraction has been achieved with finite difference/volume methods up to 2 nd order [4, 5] . Here we implement inner boundary extraction and evolution. This must be combined with an appropriate outer boundary algorithm to generate the gauge-invariant news at future null infinity. In a hypothetical complete system, Cauchy Characteristic Matching (CCM) allows inflowing energy to cross the inner boundary (injection) and enter the Cauchy evolution, ameliorating issues with junk radiation and boundary reflections. Matching, however, faces many technical challenges beyond the scope of this paper, and has never been implemented with full non-linearity [6] .
Another method is extrapolation [2] , which takes metric quantities at a series of increasing radii, then fits them to a function in l = 1/r. In this coordinate, l = 0 corresponds to infinitely far from the origin, where the extrapolated metric quantities are converted to waveforms. Because each sampling point is subject to an unknown degree of coordinate effect contamination, the extrapolated waveform is itself not gauge invariant.
While characteristic evolution is computationally and conceptually much more involved than extrapolation, it is able to provide gauge invariant waveforms unaffected by coordinate effects. These waveforms are unique modulo the supertranslations, a 4 parameter subgroup of the BMS group, corresponding to arbitrary observer initial conditions [7, 8] . Essentially, characteristic evolution takes metric data at a topologically spherical worldtube enclosing the relativistic Cauchy evolution and evolves it, as well as initial data, outward to future null infinity, or I + . At the outer boundary, the metric quantities can be read off and, in combination with an inertial conformal coordinate system, used to calculate the true waveform.
The calculation is performed in the Bondi system, in which outgoing radial coordinates are null: normal to the world tube and to each time slice. The spherical coordinates and time-like foliation is adapted from the Cauchy evolution via the world tube boundary data, illustrated in Figure 2 (b).
While this simplifies aspects of the evolution, the domain is still infinite, and must be compactified. We use the compactification r = Rρ/(1 − ρ), where ρ is the compactified null radial coordinate and R the compactification parameter. Setting R to the Bondi radius of the world tube confines ρ ∈ [1/2, 1], as shown in Figure 2 (c). While the world-tube is defined by a constant coordinate radius sphere, the Bondi radius at this surface is a variable function of time, giving rise to a wobbly, non-spherical shape in the Bondi coordinate system. This variable compactification parameter requires additional terms in the equations.
Fixing ρ ∈ [1/2, 1] and having a variable compactification parameter is different to the approach used in earlier incarnations of CCE, which either interpolated the boundary's variable position or used a different compactification scheme [9, 2] . While the Pitt null Figure 1 . a) Extrapolation methodology. Time-interpolated points (blue) along four nested worldtubes (purple) are derived from metric data on each space-like foliation (green) and used to fit a polynomial in l = r −1 , which is extrapolated to I + at l = 0. b) The finite difference based characteristic evolution algorithm takes time-interpolated inner boundary conditions and solves each null foliation one null parallelogram at a time in a radial marching algorithm. c) Spectral extraction performs radial integration to I + in a single step. d) A matching algorithm where characteristic and Cauchy evolutions share a time parameter and common domain boundary.
code [4] assumed that a coordinate sphere of constant areal radius formed the world-tube, we lift that constraint here. A fixed computational domain for Characteristic Evolution enables conceptually simple radial integration and dynamically variable extraction radii. Figure 3 shows a series of diagrams illustrating the derivation of the computational domain. Space-like foliated Cauchy evolution domain exists in world-sphere C, bounded by worldtube 'wt'. Null foliated characteristic evolution domain in hollow world-sphere E extends worldtube to I + . As before, blue and red arrows represent ingoing and outgoing characteristics respectively. t f represents a space-like global final time of Cauchy evolution. Dashed lines extrapolate constant time and radius lines to i + and i 0 . b) A closer look at the two computational domains with time-like foliation in C and null foliations in E shown for clarity. The world-tube boundary between the two domains is the extraction surface, and doesn't necessary reside on the outer boundary of the Cauchy evolution. c) A 3D rendering showing black radial compactified spokes with the equiangular gridpoint spacing used in our evolution.
Previous Work
An implementation of Characteristic Evolution was developed at Pittsburg during the mid 1990s [9, 4, 6] , and is now part of the publicly available Einstein tool kit (PITTNullCode) [10] . In its original form it uses finite differences, achieving 2 nd order accuracy. The code has been updated and adapted many times since, and in its current form takes days or more to produce high-accuracy waveforms for even relatively short (< 1000M ) SpEC runs. Even five years ago, a 1000M run was sufficiently unachievable that there was no CCE bottleneck. Today, with hundreds of runs exceeding dozens of orbits and a few exceeding 10 5 M , a faster algorithm is needed.
This algorithm would build on the formalism of the Pitt null code, but exploit SpEC capabilities to use spectral methods and a much coarser grid to achieve equivalent accuracy. The finite difference algorithm marches outwards one null parallelogram at a time. A spectral algorithm would rapidly calculate high-accuracy radial data in a single step of numerical integration, as shown in Figure 1 (c) .
The difficulty of a spectral approach lies in consistently treating divergences. As written, the hypersurface evolution equations' source terms are linear or greater order in r and diverge at infinity. In a finite domain, large but finite terms on either side would numerically cancel, leaving a valid result with no further complications. The Pitt null code uses an asymptotic form to solve the final step to I + . To include a point at infinity within a single domain spectral scheme, however, this divergence has to be understood and pre-emptively cancelled.
Here, we present a novel approach to regularizing the full nonlinear system, enabling a fully spectral treatment.
A New Algorithm

General Information
The Bondi metric can be expressed as
The quantities W, h AB , U A , Q A , β parametrise the metric, representing respectively the mass aspect, the conformal 2-metric, the shift and its radial derivative, and the lapse. Where non-scalar, they are related to complex spin-weighted quantities by contracting them with the appropriate dyad. The dyad q A is a complex field on the unit sphere satisfying
C and q AB = (q AqB +q A q B )/2, the unit sphere metric. Under this convention, the spin-weighted functions
A q B /2 uniquely determines spherical conformal 2-metric component of the general 4-metric [9] . We chose a dyad consistent with our formulation of the eth operator ð [11] , given by q A = (−1, −i/ sin θ), which is regular everywhere except the poles. The key to the Bondi formulation is that all the spin-weighted metric quantities have a heirarchical structure, enabling their natural ordering as a nested series of self-referential equations on the outgoing null hypersurface. Their derivation is discussed in Bishop et al. [6, 9] . In a relatively simple form they are
The nonlinear terms
The radial compactification is given by r = Rρ/(1 − ρ), where the compactification parameter R(u, θ, φ) is the (not necessarily constant) Bondi areal radius of the worldtube.
On each hypersurface in the spacetime foliation, each equation is solved in turn. Beginning with J, β, then U , Q, W , enable the computation of J, u , permitting a step forward in time. J is thus defined on the next hypersurface, and so on.
Spherical derivatives are implemented using the eth operator ð on spin-weighted spherical harmonics. ð is given by the contraction of the dyad with the derivative operator [11] .
In spherical coordinates, this can be written
ð andð increment and decrement respectively the spin-weight s of the quantity they act upon. Details are given in Appendix C. In the Pitt null code approach to CCE, a finite difference-based algorithm is used to solve the hypersurface equations, radially marching from the inner boundary outward, one point at a time. In our algorithm, we use spectral methods to calculate the indefinite integral on all collocation points along a spherical radial spoke in a single calculation. A spectral approach is faster and more accurate, but requires the finessing of a few technical difficulties. ‡ Note that W is defined according to the convention in [6] , which differs from [9] by a factor of r 2 .
The most obvious of these appears in the hypersurface equations for W and Q. To calculate a numerical integral, it is necessary to express the integrand as a bounded function on all radial collocation points, including those at I + . Given that Q is regular and O(1) at I + , r 2 Q is clearly divergent. The integral of the right hand side is similarly divergent. This problem is solved by expressing the right hand side as a Laurent series around the pole at ρ = 1 and then repeatedly integrating by parts. Mathematically, if the equation is written
where D = ∂D ∂ρ and so on. In this context, the operator refers to a numerical integral where the integration constant is fixed such that the inner boundary value is 0. On the outer boundary, terms in log(1 − ρ) must cancel out to preserve C ∞ differentiability. A second, less obvious, issue is that the right hand side of the J, uρ hypersurface equation has nonlinear terms with the unknown quantity J, u in them. In order to perform the radial integral and solve for J, u , these nonlinear terms have to be somehow removed. One immediate approach is to factorise using an integrating factor and, morally, that is what is done. We shall illustrate this first with a simple example. Given
and (3.13)
14)
The actual equations are, however, more difficult as the variable is complex, and the nonlinear term also includes the complex conjugateJ, u term, which makes a simple factorization impossible. Writing J, u = Φ, the actual equation can be written
The right hand side is a Laurent expansion as in the equations for Q and W. The part (ΦΓ +ΦΓ) is a quantity plus its conjugate and is thus wholey real. This leads to the insight that a real-imaginary split of the equation is productive. Writing J = J R + iJ I , we can exploit the isomorphism between complex numbers and non-singular 2 × 2 matrices as follows
We have restored the integrating factor form of the equation, only now in matrix form. The use of non-constant matrices for an integrating factor requires the calculation of commutators, which in all but the trivial case are non-zero. The required formalism is the Magnus expansion [12, 13] , in which the usual integrating factor is supplemented by integrals of progressively higher order commutators.
Let
where
Then Ω k forms a series called the Magnus expansion.
and so on. In practise, this series must be truncated. Fortunately, |F | ≈ 10 −3 << 1 in practical cases, so the series converges rapidly, necessitating calculation of only the first three terms. Although a formalism exists [8] to deal with the non-linear terms without resorting to the Magnus expansion, it requires transformation in terms of dyads, whose issues around the poles we have been careful to avoid.
With the Magnus expansion, the troublesome nonlinear terms are readily dealt with and the equation can be expressed in the form
This is solved analogously to the radial hypersurface equations for W and Q.
Details specific to our implementation
In our implementation, we used a spherical coordinate system. The Chebyshev pseudospectral method was used for the (1D interval) radial basis function. Spherepack (for real tensor quantities) and Spinfast (for complex spin-weighted quantities) were used for the 2D spherical basis function.
Calculus operations such as integration, differentiation, and computation of ð were performed in each basis function according to standard methods [14, 15, 16] . Time stepping was performed with an adaptive Dormand Prince 5 th order routine, or Runge-Kutta 4 with constant time steps. Spectral filtering of spatial quantities ensured that all system modes remained within the time integrators' domains of stability. Specifically, the i th radial coefficient was filtered by a factor exp(−108(i/(N ρ − 1)) 24 ), where i varies between 0 and N ρ − 1. Angular coefficients were set to zero for l = L max and l = L max − 1. Filtering was applied at the end of each time step and to the hypersurface quantites Q, W , and H after their computation.
Stability and Convergence
The spectral characteristic evolution algorithm is analytically valid, but how does it actually perform? We tested the stability and convergence of the code under a variety of circumstances designed to far exceed the demands of any actual CCE run [2] .
For a stability test, we ran the algorithm with a variety of settings for a million steps with white noise initial and boundary conditions of magnitude 10 −6 . The linear setting truncates all nonlinear terms, and represents a baseline condition. The nonlinear setting restores all nonlinear terms in the equations. The most general setting includes a variable inner boundary position, encoded in the magnitude of the compactification parameter R. Each of these three conditions was run, and in all three cases, the norm of J was stable. In particular, all three runs do not grow exponentially, as seen in Figure 4 .
The purpose of a spectral algorithm is to obtain faster convergence, particularly with respect to radial integration. We ran a series of tests while varying N ρ between 6 and 46. The test was run on the generic run discussed in Section 6 between t = 1000M and t = 1100M , and the results averaged over the last half the run. While our algorithm can use any onedimensional spectral representation for the radial direction, these tests were conducted using Gauss Chebyshev Lobatto polynomial basis functions, as discussed in the previous section. Figure 5 shows that local relative error in J converges exponentially as the number of radial points increases up to around 24, at which point convergence becomes sub-exponential due to roundoff error introduced in the integration algorithm. Convergence with angular resolution was calculated identically to that for Figure 5 , and shows rapid exponential convergence, as seen in Figure 6 . Our implementation uses the Spinsfast package [16] for spin-weighted spherical harmonic computation.
Finally, timestep convergence was analysed. For the purposes of this test, the minimum grid spacing to timestep was held constant, while the timestep was varied over more than an order of magnitude. The code displays 4 th order time convergence, as shown in Figure 7 .
Comparison With Finite Differences Evolution
For longer run comparisons we used the generic precessing Binary Black Hole simulation detailed in Table 1 (case 4) of Taylor et al. [2] . Its parameters are mass ratio q = 3, black hole spin χ 1 = (0.7, 0, 0.7)/ √ 2 and χ 2 = (−0.3, 0, 0.3)/ √ 2, number of orbits 26, total time T = 7509M , initial eccentricity 10 −3 , initial frequency ω ini = 0.032/M , and extraction (coordinate) radius R = 100M . We performed 3 runs using the PITT null code for baseline comparisons with 3 runs using the new spectral Characteristic Evolution code, using parameters shown in Table 1 . The spectral code converges rapidly to within the error implied by the PITT null code, as shown in Figure 8 . Parameters for the SpEC runs were specifically chosen for comparible levels of error with the Pitt null code. Note that despite SpEC code spatial resolution parameters being chosen for consistent minimum grid spacing to time step ratio, rather than equal numbers of points, the global error comparison is not adversely affected. Both codes were run on the same cluster with dense output. Note also that the resolution of the SpEC runs is an order of magnitude lower, the time steps an order of magnitude longer, and the run time more than two orders of magnitude Log(relative error) vs spherical resolution shows rapid spectral convergence. Error is calculated analogously to Figure 5 . For these runs, N ρ = 24, ∆t = 0.4M , RK4 is used, and L varies from 8 to 27. faster for equivalent or superior accuracy. In this case, accuracy is ultimately limited by the order of the time stepper (RK4) and the order of the time interpolation on the inner boundary (also 4 th order). Global accuracy and convergence was assessed by graphing the relative complex difference between runs of adjacent accuracy. The errors are computed according to during the junk radiation part of the run, where partial loss of agreement between the Pitt and SpEC runs is caused by their respective differences in unphysical junk radiation resolution. The error nevertheless remains well bounded for the entire run.
Conclusion
A new algorithm for spectral Characteristic Evolution has been developed, implemented, and demonstrated within the SpEC framework. It exploits analytic regularization of the vacuum hypersurface equations and the accuracy and speed of spectral methods. Stability, self-convergence, and convergent agreement with the existing finite difference Characteristic Evolution code are demonstrated. This algorithm will form the basis for a complete extraction and matching methodology that will enable gauge invariant and junk radiationfree waveforms to be computed on the fly. First 500M of Figure 8 shows very high initial agreement of codes until evolution of junk radiation. Nevertheless, agreement remains consistently high.
In practise, limits of integration are ρ ∈ [1/2, 1] where ρ = 1/2 is the world tube inner boundary of the domain.
This term is now an integral of the form shared by the term in C, as well as an external term that is of the same order. This is cancelled out through division by r 2 = R 2 ρ 2 /(1 − ρ) 2 . In this way, all the terms are regularized.
Crucially, the integral term is now bounded in the domain. This means it can be computed numerically. Computationally, the limits of integration are enforced by subtracting the value of the function on the inner boundary. Q 0 is the boundary value of Q.
Appendix B. Inner Boundary Algorithm Formalism
The boundary algorithm formalism is drawn from Bishop et al. [6] . It begins with metric quantities on the world-tube forming the boundary between the space-like foliated numerical GR simulation and the null-foliated CCE domain. It calculates several intermediate helper quantities to simplify the computational complexity. Finally, it produces boundary values for each of the hypersurface or Bondi metric quantities. Note that all quantities in this section refer to boundary values only.
Their time derivatives are
Appendix B.2.3. (Affine) Spherical Metric Quantities Dramatic simplification is possible by calculating a number of auxiliary metric terms in a spherical coordinate system. Here, , λ denotes a derivative in the null direction, whereas A, B, C etc sub-and superscripts denote indexes across the spherical components of the coordinate system, i.e. θ and φ.
The contravariant quantities are similarly defined.
Rank 2 tensors on the sphere can be broken down and expressed as a sum of spinweighted spherical harmonics when contracted with an appropriate dyad q A . Following [11] (Eqn. 8), a generic tensor can be written as the sum of respectively a symmetric trace free part, a trace part, and an antisymmetric part:
w CD /2 are both real scalar fields with spin-weight 0. Writing t = t AB q A q B yields a complex scalar field with spin-weight 2. Together, these three scalars p, u and t completely specify the tensor field independent of choice of basis.
ð is a spherical derivative operator on spin-weighted spherical harmonics. In spherical coordinates
This can be thought of as a contraction of the dyad with the spherical derivatives operator. In terms of spin-weighted spherical harmonics
Used in combination, these definitions allow the ð formalism to be used in the spectral domain. We used the package Spinsfast [16] to implement spin-weighted spherical harmonics.
ð assumes a spherical domain. However, in general the compactification parameter R = r B|Γ is not constant on the sphere. The corrected operation is
whereð denotes the naive operator in the affine coordinate system. This correction is the same that operates at the end of the calculation of J, u = Φ in Appendix D, only in reverse [17] . N terms are as in Bishop et al. [9] , with a prefactor The non-spherical and non-constant inner boundary creates a discrepancy between the Bondi and affine coordinates. The corrective factor is given by f,ũ = f, u +f, r r, u = f, u +ρ(1 − ρ) R, u R f, ρ , (D.38)
where once again ,ũ denotes a derivative performed in the affine coordinate system, whereas u is the regular derivative in the Bondi coordinate system. Time steps are performed in the affine coordinate system, whereas the hypersurface equations are calculated and solved in the Bondi coordinate system. This term must be added at the end of the calculation, in any instance where R, u is nonzero.
