Estimation de la trajectoire d'une sonde ultrasonore pour l'échographie 3D main-libre sans capteur de position by Tetrel, Loïc
ÉCOLE DE TECHNOLOGIE SUPÉRIEURE
UNIVERSITÉ DU QUÉBEC
ESTIMATION DE LA TRAJECTOIRE D’UNE SONDE ULTRASONORE POUR
L’ÉCHOGRAPHIE 3D MAIN-LIBRE SANS CAPTEUR DE POSITION
PAR
Loïc TETREL
MÉMOIRE PRÉSENTÉ À
L’ÉCOLE DE TECHNOLOGIE SUPÉRIEURE
COMME EXIGENCE PARTIELLE À L’OBTENTION DE LA
MAÎTRISE EN GÉNIE ÉLECTRIQUE
M.Sc.A.
MONTRÉAL, LE 1er AOÛT 2016
Loïc Tetrel, 2016
Cette licence Creative Commons signiﬁe qu’il est permis de diffuser, d’imprimer ou de sauvegarder sur un autre
support une partie ou la totalité de cette oeuvre à condition de mentionner l’auteur, que ces utilisations soient
faites à des ﬁns non commerciales et que le contenu de l’oeuvre n’ait pas été modiﬁé.
PRÉSENTATION DU JURY
CE MÉMOIRE A ÉTÉ ÉVALUÉ
PAR UN JURY COMPOSÉ DE:
Mme. Catherine Laporte, Directrice de Mémoire
Département de génie électrique à l’École de technologie supérieure
M. Jean-Marc Lina, Co-directeur
Département de génie électrique à l’École de technologie supérieure
M. François Blanchard, Président du Jury
Département de génie électrique à l’École de technologie supérieure
Mme. Sylvie Ratté, membre du jury
Département de génie logiciel et des TI à l’École de technologie supérieure
IL A FAIT L’OBJET D’UNE SOUTENANCE DEVANT JURY ET PUBLIC
LE 14 JUILLET 2016
À L’ÉCOLE DE TECHNOLOGIE SUPÉRIEURE

REMERCIEMENTS
Mes remerciements vont tout d’abord à ma directrice de recherche Catherine Laporte qui m’a
donné l’opportunité d’effectuer ce mémoire. C’est de par sa conﬁance que l’univers fascinant
de la recherche m’a été rendu accessible et sans qui je n’aurai pu faire évoluer mes objectifs
de carrière dans le domaine de la santé. C’est sa patience et son soutien qui m’a permis de
m’envoler vers d’autres horizons.
Je remercie aussi mon codirecteur Jean-Marc Lina qui a su m’épauler scientiﬁquement lorsque
j’en avais besoin, et ses très pertinentes et précieuses recommandations. J’en proﬁte pour re-
mercier le jury, François Blanchard et Sylvie Ratté, qui ont eu la gentillesse de participer à
ma soutenance, ainsi que tous les professeurs de l’ÉTS et McGill qui ont contribué à mon
enseignement. Ma gratitude revient aussi à mon école d’origine l’INSA Lyon qui m’a donné
l’opportunité de découvrir le domaine fabuleux du génie électrique et sans qui il n’y aurait pas
eu d’entente de double diplôme avec l’ÉTS.
Comment ne pas remercier tous les étudiants du laboratoire LATIS avec qui nous avons partagé
de la joie et de la bonne humeur tout le long de ces deux années. Plus particulièrement je pense
à Ja3wad l’illuminé, Hou3ssem le savant, Hay3them le facétieux, Geo3rges le propriétaire,
Arnaud le dragon, Bri3eux le handballeur et Francis le cycliste.
Chraf kbir 3alle5er de vous avoir rencontrés !
Ma gratitude profonde revient bien évidemment à ma famille, mes parents, mon frère, sans qui
je ne serai pas là aujourd’hui. Je pense aussi à toutes les innombrables rencontres, ami(e)s et
amour que j’ai rencontrés durant cette période merveilleuse qu’a été mon séjour montréalais.
Vous resterez toutes et tous à jamais dans mon coeur.
Mes derniers remerciements ne peuvent que se tourner vers le CRSNG, dont le ﬁnancement
m’a permis cette incroyable expérience.

ESTIMATION DE LA TRAJECTOIRE D’UNE SONDE ULTRASONORE POUR
L’ÉCHOGRAPHIE 3D MAIN-LIBRE SANS CAPTEUR DE POSITION
Loïc TETREL
RÉSUMÉ
L’échographie 3D main-libre consiste à acquérir une séquence d’images ultrasonores avec une
sonde ultrasonore usuelle 2D, et combiner ces images pour reconstruire un volume 3D. Cette
étape de reconstruction volumique nécessite de recaler ou d’obtenir les positions et orientations
de toutes les images par rapport à la première image de la séquence. Le recalage en échogra-
phie 3D main-libre sans capteur de position utilise la décorrélation du speckle pour estimer
de petits mouvements rigides entre des paires d’images 2D. L’estimation de la trajectoire de
la sonde combine ces mesures de mouvements pour obtenir la position de chaque image rela-
tivement à la première. Ceci implique une accumulation des biais de mesures. Tandis que les
travaux précédents se sont concentrés sur la correction des biais à la source des mesures de
recalage, ce mémoire propose de réduire l’accumulation des erreurs en choisissant précaution-
neusement l’ensemble de mesures utilisées pour l’estimation de la trajectoire. Pour ce faire,
un graphe est créé avec des noeuds déﬁnissant les images et les arcs déﬁnissant les mesures
de mouvements. Les poids des arcs représentent les erreurs de ces mesures, qui sont estimées
avec une régression par processus gaussien. En recherchant des plus courts chemins contraints
dans le graphe, des trajectoires aléatoires sont générées et moyennées pour obtenir une estima-
tion ﬁnale de la trajectoire de la sonde plus précise. Les résultats expérimentaux sur fantôme
de speckle montrent une amélioration signiﬁcative de l’estimation de la trajectoire comparée à
l’état de l’art, promettant une reconstruction volumique plus précise.
Mots clés: Échographie 3D main-libre, décorrélation du speckle, estimation de trajectoire sans
capteur, sélection de mesures, moyennage de mouvements, reconstruction 3D.

GRAPH-BASED ESTIMATION OF PROBE TRAJECTORY FOR SENSORLESS
FREEHAND 3D ULTRASOUND
Loïc TETREL
ABSTRACT
Freehand 3D ultrasound consists in acquiring a sequence of ultrasound images using a tradi-
tional 2D ultrasound probe, and combining them to reconstruct a 3D volume. This volumetric
reconstruction step requires to register or obtain the orientations and positions of all the images
relative to the ﬁrst image in the sequence. Registration in sensorless freehand 3D ultrasound
uses speckle decorrelation to estimate small rigid motions between pairs of 2D images. Tra-
jectory estimation combines these motion measurements to obtain the position of each image
relative to the ﬁrst. This is prone to the accumulation of measurement bias. Whereas previous
work concentrated on correcting biases at the source, this paper proposes to reduce error ac-
cumulation by carefully choosing the set of measurements used to estimate the trajectory. To
do so, a graph is created with frames as vertices and motion measurements as edge. Weights
represent measurement quality, which are estimated with Gaussian Process regression. By sear-
ching for constrained shortest paths in the graph, many trajectories are generated and averaged
to obtain a more accurate ﬁnal trajectory estimate. Results on speckle phantom imagery show
signiﬁcantly improved trajectory estimates in comparison with the state-of-the-art, promising
accurate volumetric reconstruction.
Keywords: Freehand 3D ultrasound, speckle decorrelation, sensorless trajectory estimate,
measurement selection, motion averaging, 3D reconstruction.
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INTRODUCTION
L’échographie est une modalité d’imagerie médicale qui a été popularisée au XXe siècle et
qui est aujourd’hui très utilisée. Son champ d’application est varié et couvre de nombreux do-
maines comme l’obstétrique, la cardiologie, l’oncologie ou encore le guidage lors d’opérations
chirurgicales. La popularité de cette technique est liée à ses nombreux avantages : le maté-
riel est relativement peu coûteux,non invasif, peu encombrant et facilement transportable. Les
risques sur la santé du patient sont l’échauffement des tissus mous qui augmente leur tempéra-
ture entrainant un effet néfaste sur leur fonctionnement. Cependant, ces risques restent minimes
en comparaison avec d’autres modalités telles que la tomodensitométrie qui expose le patient
à des radiations ionisantes. De nos jours, la visualisation en deux dimensions est la norme
dans les applications médicales échographiques. La visualisation de la zone d’intérêt avec une
sonde va permettre au clinicien d’observer une tranche de cette zone, qui est une image en
2D projetée sur l’écran. Il balaye la sonde sur le corps du patient sous différents angles pour
obtenir la meilleure vue, et reconstruit mentalement le volume observé à partir de ces images
pour tirer des conclusions cliniques. Les conclusions dépendent alors grandement du sondeur,
c’est pourquoi les chercheurs se sont orientés vers l’échographie 3D 1 permettant de corriger
certains inconvénients de l’échographie 2D usuelle.
L’échographie 3D permet une meilleure évaluation des structures anatomiques complexes et
une analyse plus spéciﬁque des défauts en ayant une visualisation directe de tous les angles
(Merz et Welter, 2005) . De plus, elle ouvre des champs d’application directe avec la réalité
virtuelle permettant une visualisation plus intuitive des volumes (Sato et al., 1998). Pour faire
de l’échographie 3D, il est nécessaire d’assembler plusieurs images pour reconstruire le volume
(Chen et al., 2014). Une étape essentielle à cette reconstruction est la mise en correspondance
des images, ou le recalage, qui va permettre d’obtenir la position des images de l’acquisition
1. Il peut être entendu que l’échographie 3D augmente les risques sur la santé du patient. Ceci est faux, car les
systèmes d’imagerie par ultrasons quelqu’ils soient sont régis par une norme MI (Mechanical index) introduite
par Szabo (2004) et qui minimise l’échauffement des tissus biologiques dus aux ondes ultrasonores
2dans l’espace relativement à la première. En effet, comme les images ne sont naturellement pas
bien alignées lors d’une acquisition main-libre, un volume créé sans estimation de trajectoire
ne correspondrait pas à l’apparence de l’objet acquis. Ceci a amené des chercheurs à poser
la problématique principale de l’échographie 3D : quelle est la manière la plus précise pour
obtenir précisément les positions des images et ainsi une reconstruction volumétrique précise ?
Différents systèmes d’acquisition permettent d’obtenir des images mécaniquement alignées par
le biais de sondes spéciﬁques 3D (Fenster et Downey, 1996), nous exposerons deux approches.
Les sondes échographiques sont constituées d’un réseau de transducteurs piézoélectriques qui
envoient et captent les ondes ultrasonores. Dans le cas de sondes 2D habituelles, ce réseau est
constitué de transducteurs qui sont alignés selon un axe droit ou curviligne. Une première façon
de concevoir une sonde 3D est de placer les transducteurs sur un plan en deux dimensions et
ainsi avoir des images dont la position est connue dans l’espace (Prager et al., 2010). Un
deuxième type de sonde plus courant, est de ﬁxer le réseau à un dispositif de balayage utilisant
un moteur pas à pas. Les incrémentations du moteur permettent de déﬁnir de façon précise
les positions des images permettant un réalignement aisé. Ces deux méthodes permettent une
reconstruction rigoureuse du volume, mais elles possèdent des désavantages. L’utilisation de
sondes 3D nuisent en effet aux bénéﬁces de l’échographie : la résolution spatiale est moins
bonne qu’avec des sondes 2D et le matériel est moins ﬂexible car certains examens nécessitent
un cahier des charges fonctionnel précis quant à la forme ou la fréquence des ondes. Ceci
augmente les coûts de conception de la sonde, et avoir un type de sonde 3D pour chaque type
d’analyse n’est pas réaliste.
Ce mémoire porte sur une méthode d’acquisition spéciﬁque qui est plus ﬂexible : l’échogra-
phie 3D main-libre. Le clinicien parcourt la zone d’intérêt avec une sonde 2D classique pour
acquérir plusieurs images. La reconstruction volumique de l’ensemble nécessite de recaler ces
images, ou obtenir les positions des images dans l’espace par rapport à la première image de
3la séquence (Gee et al., 2003). Il existe ainsi différentes approches pour obtenir de la manière
la plus précise possible les positions des images. Une façon de faire est de ﬁxer la sonde sur
un bras robotisé avec un déplacement programmé pour obtenir les positions de façon précise
(Janvier et al., 2008). Cependant il est difﬁcile de programmer différentes trajectoires à cause
de la variabilité anatomique inter-sujet. Une autre façon est de contrôler le mouvement du cli-
nicien en lui faisant parcourir la zone d’intérêt avec un système d’acquisition linéaire (Huang
et al., 2015). Ce type d’acquisition pose problème pour des formes sphériques trouvées en obs-
tétrique par exemple. Ces approches ont toutes l’inconvénient de contraindre le mouvement et
ne permettent pas de visualisation libre. Des études se sont donc orientées sur l’applicabilité
de l’échographie 3D dans le contexte main-libre (Prager et al., 1998; Rousseau et al., 2006).
Pour retrouver les positions des images en échographie 3D main-libre, il est possible d’utiliser
des capteurs de positions. Ces capteurs de positions sont ﬁxés à la sonde échographique et après
une calibration spatiale (Prager et al., 1998) et temporelle (Rousseau et al., 2006) il est possible
d’estimer la position des images échographiques dans l’espace. Les principaux types de cap-
teurs utilisés sont optiques ou électromagnétiques. Les capteurs optiques ont l’avantage d’être
plus précis, mais nécessitent que la sonde échographique soit vue par une caméra 3D durant
toute l’acquisition, car celle-ci se base sur des marqueurs (Yip et al., 2010) ou des réﬂecteurs
infrarouges (Obst et al., 2014) posés sur la sonde. Au contraire, les capteurs électromagnétiques
sont plus maniables et moins coûteux, mais moins précis et sensibles à l’environnement métal-
lique (Glossop, 2009). Malgré les avantages des capteurs de position, l’encombrement, le coût
global et la calibration nécessaire ont amené des chercheurs à se pencher vers des méthodes
d’acquisition échographique main-libre sans capteur de position.
Pour estimer les positions des images sans capteur de position, l’idée est de se baser sur le
contenu des images. En ne se basant que sur le contenu de l’image, l’estimation devient robuste
aux inﬂuences extérieures (contrairement aux capteurs de positions par exemple). Une méthode
4employée pour l’estimation de la trajectoire de la sonde sans capteur de position en échographie
est de se baser sur le speckle, une texture inhérente aux images échographiques (Afsham et al.,
2015; Conrath et Laporte, 2012; Housden et al., 2007; Laporte et Arbel, 2011). Le speckle a
une apparence granuleuse (Figure 0.1) et rend l’image plus difﬁcile à analyser.
Figure 0.1 Image contenant du speckle (encadré en rouge)
Il a longtemps été considéré comme une nuisance sur les images, cependant, le speckle contient
de l’information. Certains cliniciens et chercheurs l’utilisent par exemple pour caractériser des
tissus (Thijssen, 2003). D’autres chercheurs ont prouvé dans la littérature que le speckle entre
deux images proches est corrélé (Wagner et al., 1983) et qu’il peut servir de référence tout au
long du processus d’acquisition pour estimer la position d’une image par rapport à une autre
image proche. L’un des désavantages de cette méthode est que l’estimation est limitée dans
l’espace, ainsi il n’est pas possible d’estimer le mouvement entre deux images distantes. Pour
pallier ce désavantage, plusieurs estimations de mouvements entre paires d’images proches
sont effectuées. Il est ensuite nécessaire d’associer ces estimés de mouvements pour retrouver
5la position des images lointaines par rapport à la première image (Housden et al., 2007). La
mesure de mouvement par speckle est biaisée et il en résulte une accumulation de ces biais
lors de l’estimation de la position des images, qui augmente avec la longueur de l’acquisition
(Figure 0.2).
Figure 0.2 Augmentation du biais avec la longueur de l’acquisition
vue de dessus. Les positions estimées des images f (trait pointillé) à
l’aide des mesures de mouvements (ﬂèche pointillée) sont de plus en
plus éloignées des positions réelles (trait plein)
Actuellement, les chercheurs se sont surtout penchés sur la manière de réduire l’erreur en cor-
rigeant directement l’estimation du mouvement par décorrélation du speckle (Conrath et La-
porte, 2012; Gee et al., 2006; Housden et al., 2008; Laporte et Arbel, 2011). Cependant, peu
ont travaillé sur la minimisation de l’accumulation des erreurs (Housden et al., 2007; La-
porte et Arbel, 2010) ou encore le choix des meilleures mesures de mouvements à associer
pour l’estimation de la trajectoire. Ce mémoire traite d’une nouvelle manière d’obtenir la po-
sition des images dans l’espace, en minimisant l’accumulation des erreurs d’estimations de
6mouvement et en choisissant les meilleures estimations de mouvements à combiner pour obte-
nir la trajectoire de la sonde.
L’algorithme se décompose en deux étapes (Figure 0.3) : la première étape est l’apprentissage
permettant de qualiﬁer ce qu’est une bonne mesure de mouvement par speckle. La deuxième
étape consiste en l’estimation de la trajectoire de la sonde. Après avoir acquis une séquence
échographique sans capteur de position, une estimation des mouvements entre un maximum de
paires d’images est effectuée. Il s’ensuit la construction d’un graphe modélisant les différentes
mesures de mouvements. Ce graphe permet de ressortir la meilleure combinaison des mesures
à associer pour une estimation plus précise de la trajectoire de la sonde, en minimisant l’erreur
d’accumulation des mesures.
Acquisition main-libre
avec CP
Apprentissage des
erreurs de mesure
Acquisition main-libre
sans CP
Mesure des
mouvements
d’images proches
Estimation de l’erreur
êm →GP(m)
Trajectoire
de la sonde
basée sur graphe
Figure 0.3 Schéma bloc de la méthode avec la phase de test
(cadre plein) et la phase d’apprentissage (cadre pointillé)
permettant d’estimer les erreurs de mesure avec un capteur de
position (CP)
Ce mémoire comporte quatre chapitres. Le chapitre 1 présente les principes fondamentaux de
l’imagerie échographique, avec notamment la théorie sur la formation des signaux ultrasonores.
Il comporte une revue de la littérature résumant les difﬁcultés associées à l’échographie 3D
main-libre sans capteur de position, tout en apportant les éléments de réponse actuels et en
déﬁnissant le contexte de l’étude. Le chapitre 2 détaille le processus d’estimation des positions
des images dans l’espace. À partir des mesures de mouvements entre chaque paire d’images de
7l’acquisition, un graphe modélisant ces mesures est créé avec une estimation par apprentissage
de l’erreur associée à chacune de ces mesures. Plusieurs plus courts chemins permettent de
générer différentes trajectoires qui sont moyennées pour obtenir un meilleur estimé ﬁnal de la
trajectoire de la sonde. Le chapitre 3 traite de l’étude expérimentale de l’algorithme, validant
l’hypothèse qu’il est utile de bien choisir les mesures de mouvements à associer. Finalement,
une conclusion clôture ce mémoire en résumant les différentes contributions apportées à l’état
de l’art et en discutant de perspectives futures.

CHAPITRE 1
REVUE DE LA LITTÉRATURE
Le but de ce chapitre est d’introduire le principe d’estimation des positions des images pour
l’échographie 3D main-libre à partir de l’état de l’art. Pour l’échographie 3D main-libre, le
clinicien acquiert une séquence d’images en parcourant la zone d’intérêt avec une sonde ul-
trasonore 2D usuelle. Une acquisition contient donc plusieurs centaines d’images et il est né-
cessaire de mesurer ou estimer leurs positions pour créer le volume en 3D. Ainsi, le recalage
correspond à l’estimation du mouvement rigide de la sonde entre deux images quelconques qui
se décompose en six degrés de liberté (voir Figure 1.1) :
• la direction latérale x qui correspond au déplacement de la sonde ainsi que la rotation θx
appelée tangage ;
• la direction axiale y qui est la direction de propagation des ondes avec la rotation θy nom-
mée lacet ;
• enﬁn, la direction élevationnelle z représentant le déplacement principal de la sonde et la
rotation θz, le roulis.
Ce mémoire distingue la notion de mesure de recalage entre deux images et de position d’une
image. Dans le cas du recalage, on recherche le mouvement rigide entre une paire d’images
proches spatialement qui correspondra à notre mesure. Ce que l’on veut obtenir à l’aide de
ces mesures est la position d’une image de la séquence par rapport à la première image aﬁn
d’obtenir la trajectoire complète de la sonde.
Pour la bonne compréhension de ce mémoire, il est nécessaire de revoir dans la section 1.1
les principes fondamentaux de l’échographie et plus particulièrement la formation des images
échographiques et les statistiques de ces signaux. S’ensuivra un état de l’art sur le recalage entre
deux images proches en échographie 3D main-libre sans capteur de position dans la section
1.2. Elle sera suivie par la section 1.3 qui est une revue des difﬁcultés liées à l’estimation de la
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Figure 1.1 Décomposition du mouvement de la sonde
Adaptée de Conrath (2012)
trajectoire suite aux erreurs d’estimation de la mesure de recalage. Enﬁn, nous conclurons par
la section 1.4 en situant notre contribution par rapport à l’état de l’art.
1.1 Principes fondamentaux de l’imagerie échographique
Nous allons étudier le processus de création des images échographiques, ainsi que la formation
du speckle et son importance à travers les différentes statistiques permettant de le décrire.
1.1.1 La formation des images échographiques
On retrouve plusieurs modalités d’imagerie ultrasons : la tomographie atténuante, réﬂective et
temps de vol (TOF pour time-of-ﬂight) (Rangayyan, 2004). La technique la plus courante et
utilisée dans ce mémoire est la réﬂective (Prince et Links, 2006) : le transducteur émet une
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brève impulsion acoustique à travers le corps du patient, pour ensuite écouter les échos de
cette onde renvoyés par les différents éléments. En effet, lorsqu’une onde passe d’un milieu
à un autre, une partie de celle-ci sera réﬂéchie (ce qui va créer des échos), une autre partie
sera absorbée et enﬁn une dernière partie sera transmise. Dans le cas où la longueur d’onde du
signal émis est inférieure à la taille de l’objet, le mécanisme classique de changement de milieu
s’opère (voir Figure 1.2). En connaissant la vitesse de cette onde (en moyenne 1540 m.s−1
pour les tissus biologiques), il est possible d’obtenir la distance de propagation. La fréquence
de fonctionnement de l’échographie fait partie du domaine des ultrasons et varie courramment
entre 1.5 à 7 MHz.
Figure 1.2 Inﬂuence du milieu sur la propagation des ondes.
Lorsque l’onde incidente Ii passe entre le milieu n1 et n2, une
partie de l’onde est réﬂéchie (Ir) et une autre est transmise It
Adaptée de Maurel (2002)
Le signal électrique reçu par le transducteur est un signal radiofréquence (RF) complexe com-
posé des échos des pulsations de l’élément piézoélectrique avec une information de phase et
d’amplitude. Le signal échographique est atténué dans le temps, ce qui explique l’utilisation
d’un ﬁltre de compensation (TGC pour time-gain compensation). Avec l’hypothèse que le sys-
tème échographique est linéaire et invariant dans le temps, on peut modéliser le processus de
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formation du signal échographique par une convolution :
U(x,y,z) = h(x,y,z)⊗ζ (x,y,z). (1.1)
Où U(x,y,z) désigne le signal RF récupéré et h(x,y,z) est la réponse impulsionnelle du trans-
ducteur. La localisation des diffuseurs est représentée par ζ (x,y,z) qui sont des objets inﬁnité-
simaux dans la réalité (inférieurs au micromètre).
Pour récupérer l’image échographique qu’on appelle image de mode B, il est nécessaire de
passer par plusieurs étapes. La première est d’extraire l’information en amplitude du signal U ,
en effectuant une démodulation pour retrouver son enveloppe. Cette enveloppe correspond à
que l’on appelle les signaux de mode A, permettant d’avoir une information plus claire sur les
échos des différents objets. En connaissant l’amplitude des signaux de mode A (intensité de
niveau de gris) et le retard de réﬂexion associé (position des pixels sur la colonne), on peut
récupérer l’image en combinant tous les signaux de mode A (voir Figure 1.3).
Figure 1.3 Création d’une image de mode B
On sait que h représente le signal capté pour un objet de taille inﬁnitésimale à partir de signaux
RF et il est admis dans la plupart des études échographiques que l’enveloppe de h peut être
approximée par une gaussienne (Anderson et Trahey, 2000). Si deux images sont proches dans
l’espace, alors les faisceaux ultrasonores se superposent et il y a donc une corrélation entre ces
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deux images (Figure 1.4). L’enveloppe de la réponse impulsionnelle correspond à la cellule de
résolution, qui décrit le volume ﬁni auquel correspond la granularité du speckle.
Figure 1.4 Superposition des cellules de résolution
Tirée de Conrath (2012)
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1.1.2 L’importance du speckle
Nous avons vu précédemment que la réﬂexion d’une onde ultrasonore est directe lorsque la
taille de l’objet diffusant est supérieure à la longueur d’onde du signal émis. Seulement, lorsque
la taille de cet objet est inférieure ou proche de la longueur d’onde, alors l’onde émise n’est plus
réﬂéchie dans une seule direction mais dans toutes les directions. Comme les tissus biologiques
ne sont pas des milieux parfaitement homogènes, on retrouve beaucoup de microparticules
(appelées diffuseurs) qui sont approximativement de même taille que la longueur d’onde du
signal émis. Ce sont les interférences des échos de tous ces diffuseurs qui vont créer ce que
l’on appelle le speckle (Figure 1.5). Plus concrètement, un artefact de speckle sur une image
de mode B ne veut pas dire qu’à cet endroit précis se trouve une microparticule.
Figure 1.5 Interférence des ondes ultrasonores dues à deux diffuseurs
(gauche) et à de multiples diffuseurs (droite) vue de dessus
Tirée de Støylen (2006)
L’apparition de cet artefact explique la faible qualité des images échographiques comparée à la
tomodensitométrie ou l’imagerie par résonnance magnétique par exemple. C’est pourquoi de
nombreuses études se tournent sur la façon d’éliminer le speckle (Michailovich et Tannenbaum,
2006). Ce qui est intéressant avec le speckle, et qui est au centre de la discussion sur le recalage
échographique sans capteur de position, c’est qu’il est un bruit structuré : en supposant que
l’on soit dans les mêmes conditions expérimentales, on peut retrouver exactement la même
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conﬁguration spatiale du speckle. Les différentes variables nécessaires à la compréhension de
la formation du speckle sont surtout les caractéristiques biologiques du tissu ainsi que la sonde
employée (Perreault et Auclair-Fortier, 2007).
Une autre question intéressante est celle de la corrélation du speckle entre deux images proches.
Wagner et al. (1983) se sont penchés sur les statistiques de deuxième ordre du speckle et ont
observé qu’elles évoluent de manière prévisible avec la distance séparant deux images proches.
Ces résultats sont très intéressants, car le speckle est contenu dans n’importe quelle image
échographique et c’est ce qui a ouvert la voie du suivi par speckle (speckle-tracking), ce qui
permet par exemple le recalage entre deux images proches.
1.1.3 Statistiques des signaux échographiques
Pour étudier le processus de formation des images, Wagner et al. (1983) se sont penchés sur
les statistiques de second ordre du signal échographique et plus spéciﬁquement sur le speckle
(un résumé de leur étude sur les statistiques de premier ordre est disponible en annexe I). En
effet, les statistiques de premier ordre seront utiles pour décrire comment sont constitués les
diffuseurs dans une cellule de résolution et peuvent informer le recalage d’images de tissus
biologiques (Laporte et Arbel, 2011).
Les statistiques de second ordre permettent de modéliser la superposition des cellules de ré-
solution (Figure 1.4). Elles quantiﬁent la relation entre deux pixels voisins provenant de deux
images, à partir de la corrélation des signaux RF obtenus. Il est important d’être dans les condi-
tions de Rayleigh pour la suite, en effet la théorie basée sur la corrélation du speckle dépend
de cette condition fondamentale. Dans les conditions de Rayleigh ou lorsque le speckle est
pleinement développé, la distribution spatiale des diffuseurs est très dense et le processus est
tellement aléatoire que l’autocorrélation de l’image est un pic (voir Figure 1.6).
L’auto-corrélation du signal U peut être modélisée de la façon suivante (Wagner et al., 1983) :
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Figure 1.6 De gauche à droite, répartition uniforme discrète,
semi-aléatoire et aléatoire (Rayleigh). La corrélation d’une fenêtre
(rouge) sur toute l’image sera très distincte pour une répartition de
Rayleigh, contrairement aux autres répartitions
RU(Δr) = ζ 20 ×h(−Δr)⊗h(Δr), (1.2)
où ζ 20 représente la distribution homogène des diffuseurs qui peut être représentée par une
constante, h est la réponse impulsionnelle du transducteur et RU est l’auto-corrélation du signal
RF U . L’équation 1.2 peut être reformulée à partir de la corrélation normalisée :
ρ(Δr) =
RU(Δr)
RU(0)
. (1.3)
Nous remarquons ainsi la chose suivante : la corrélation ρ(Δr) ne dépend pas de la position
mais de la différence de position Δr et de la réponse impulsionnelle du système h. Cette corré-
lation varie dans le domaine spatial mais est continue dans le temps, c’est-à-dire que le signal
reste le même au cours du temps sous les mêmes conditions de l’expérience. Parce que modé-
liser la réponse impulsionnelle est un processus complexe, il est possible d’obtenir la relation
entre Δr et ρ à partir de mesures sur la sonde employée. Wagner et al. (1983) ont ainsi intro-
duit le concept de courbe de décorrélation (voir Figure 1.7) permettant de lier une distance pure
avec la corrélation de deux cellules proches contenant du speckle pleinement développé.
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Figure 1.7 Courbe de décorrélation du speckle suivant une
distance r pour un mouvement r pur
Tirée de Laporte (2009)
Chen et al. (2014) ont proposé une procédure pour estimer la courbe de décorrélation du spe-
ckle de façon “hors-ligne”, en mesurant la corrélation du speckle sur des images de mode B
tout en connaissant parfaitement la distance Δr entre les images. C’est ce qui permet par la
suite de récupérer “en ligne” Δr à partir de mesures de corrélations, avec Δr qui correspond
à la direction du déplacement de la sonde (dans notre cas la direction élevationnelle z) avec
les autres composantes du mouvement nulles. Ceci conduit aux limitations techniques de cette
méthode dans le cadre d’une prise main-libre par un clinicien : il ne sera en effet pas possible
pour un humain de sonder très précisément selon un seul axe r.
Cette section a ainsi permis de déﬁnir le concept essentiel de la discussion : dans le cas
d’images de speckle pleinement développé, nous disposons d’un moyen d’estimer la distance
entre deux images en fonction de la corrélation du speckle entre ces deux images.
1.2 Le recalage sans capteur de position
Nous rappelons que le recalage sans capteur de position consiste à estimer le mouvement entre
deux images en ne se basant que sur le contenu des images. Comme nous l’avons vu à la section
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1.1.3, il est possible de récupérer la distance élevationnelle z entre deux images, en calculant
la corrélation du speckle entre ces deux images. L’estimation du mouvement de la sonde sur
6 degrés de liberté peut être décomposée comme l’estimation de deux types de mouvements
différents : le mouvement dans le plan et le mouvement hors plan (Housden et al., 2007). Le
déplacement dans le plan correspond à x,y et θz, alors que le mouvement hors plan est constitué
de z,θx et θy (voir Figure 1.8).
Figure 1.8 Mouvements dans le plan (gauche) et hors plan
(droite) de la sonde ultrasonore
Tirée de Conrath (2012)
Le déplacement dans le plan est en général plus facile à déterminer et fait partie du domaine du
recalage en général (Housden et al., 2007). Le mouvement hors plan, lui, est plus spéciﬁque à
l’échographie et est la plus grande difﬁculté du domaine (Gee et al., 2006). Dans le contexte
main-libre la décorrélation du speckle n’est pas seulement liée à une seule composante du mou-
vement, mais à toutes les composantes en même temps. La courbe de décorrélation ne permet
de modéliser idéalement qu’une translation pure selon x,y ou z. Ceci explique la difﬁculté du
problème abordé, car il devient difﬁcile d’estimer de façon précise les 6 degrés de liberté. Pour
réduire la complexité du problème, il a été prouvé que recaler localement d’abord dans le plan
et ensuite hors plan permet d’améliorer le recalage global (Housden et al., 2007). En effet,
cela permet d’atténuer l’inﬂuence des mouvements dans le plan (x,y) sur la décorrélation du
speckle, avec l’hypothèse que localement, θz n’inﬂuence pas beaucoup la décorrélation. Nous
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étudierons donc le recalage local dans le plan (x,y) et le recalage local hors plan z pour ﬁnir
avec le recalage global (x,y,z,θx,θy,θz).
1.2.1 Recalage dans le plan
L’idée de base du recalage en deux dimensions ou dans le plan est de retrouver la transforma-
tion 2D entre deux images qui maximise leur similitude qu’on appelle la fonction de coût. En
ayant une image de référence IF , on applique une transformation T à l’image à recaler IR et on
calcule la similitude S. Cette étape est répétée plusieurs fois pour différentes transformations
avec à chaque fois une mesure de similitude associée. La transformation T qui donne la plus
grande similitude est utilisée pour recaler les deux images :
Tˆ = argmax
T
S(IF , IR(T )). (1.4)
La fonction de coût est un critère important, car c’est elle qui va déﬁnir la précision de l’esti-
mation, elle permet de déﬁnir à quel point des images se ressemblent.
Les métriques les plus utilisées et les plus faciles à implémenter sont la somme des différences
absolues (SAD pour Sum of Absolute Differences), la somme des différences au carré (SSD
pour Sum of Squared Differences) et la corrélation croisée normalisée (NCC pour normalized
cross-correlation) (Markelj et al., 2012). La mesure de SAD a longtemps été utilisée dans le
domaine du recalage (Bohs et Trahey, 1991; Yeung et al., 1998), car elle permettait des calculs
temps réel. Cependant avec l’amélioration de la rapidité du matériel, il est aujourd’hui possible
et plus courant d’utiliser la mesure de corrélation croisée normalisée (Bohs et al., 2000). Une
mesure performante en échographie ultrasonore est l’information mutuelle, dérivée du domaine
des télécommunications et basée sur l’entropie des images. Kaar et al. (2013) ont ainsi étudié
les performances de cette métrique sur un recalage de volumes 3D et ont observé une amélio-
ration signiﬁcative du recalage comparé à la corrélation. Cependant, cette métrique est d’une
plus grande complexité algorithmique comparée à la corrélation croisée normalisée (Banerjee
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et al., 2015). Byram et al. (2013) proposent d’utiliser des estimateurs bayésiens biaisés qui
permettent de réduire d’un facteur deux l’erreur quadratique, pour un biais deux fois plus im-
portant. Malheuresement cet estimateur, de par sa dynamique, est beaucoup moins robuste au
bruit et plus compliqué à implémenter. Cependant, l’avantage des estimateurs biaisés est qu’ils
permettent dans plusieurs cas une convergence plus rapide (Bellman et Kalaba, 1965). Nous
pouvons aussi souligner l’utilisation de la transformée de Fourier pour estimer le mouvement
dans le plan (x,y) (O’Donnell et al., 1994) et la rotation θz à l’aide de la phase (Zitova et Flus-
ser, 2003) dans des problématiques d’élastographie. Les résultats restent moins performants
que la corrélation, sans oublier que θz reste plus difﬁcile à étudier que le mouvement transla-
tionnel pur (x,y).
L’approche classique (Chen et al., 2003; Konofagou et Ophir, 1998) est donc d’utiliser la cor-
rélation entre les images, la position du pic donnant le déplacement dans le plan selon (x,y).
Il est possible d’améliorer la précision de l’estimation du mouvement dans le plan. En effet, la
matrice de corrélation n’est précise qu’au pixel près et la taille de ce pixel dans le monde réel
peut être conséquente. Augmenter la résolution des pixels diminuerait le nombre d’images par
seconde ce qui peut impacter la qualité de l’acquisition. En rééchantillonant l’image par inter-
polation, il est possible d’avoir des estimations plus précises. Il existe différentes techniques
d’interpolation parabolique, sinusoïdale, ou encore cubique (Lehmann et al., 1999). Housden
et al. (2006) ont comparé différentes techniques d’interpolation sur les pixels, mais aussi sur
les valeurs de corrélation. Leur conclusion est qu’une interpolation par fonction gaussienne
sur les valeurs de corrélation, qui approxime le mieux la décorrélation latérale des signaux RF
(Prager et al., 2003), donne de meilleurs résultats.
Les problèmes majeurs de la corrélation en 2D restent le temps de calcul et la précision. Une
méthode reconnue a été ainsi proposée pour réduire le temps de calcul de la corrélation sur
des images (Lewis, 1995). Quant à la précision, il a été prouvé que l’analyse des signaux RF
au lieu d’images de mode B pouvait améliorer la précision des résultats, car le signal étudié
provient directement de la sonde (Pesavento et al., 1999). Des auteurs se sont alors penchés sur
l’analyse de ces signaux, bien qu’ils ne soient pas disponibles facilement sur les échographes
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à usage clinique. Shi et Varghese (2007) se sont concentrés sur l’estimation du mouvement du
tissu qui s’apparente à notre problématique. Ils utilisent une approche multi-résolution pour
obtenir l’estimation des mouvements dans le plan (x,y) permettant de combiner la robustesse
des images de mode-B (chaque pixel étant dépendant des voisins) et la précision des signaux
RF. Bien que la méthode puisse être appliquée dans le cadre du suivi de speckle, le temps de
calcul rend la solution compliquée à implémenter. Rivaz et al. (2008) utilisent une méthode
non-itérative de minimisation de fonction de coût par programmation dynamique. Elle permet
de retrouver le déplacement de chaque pixel sur une paire d’image à partir des données RF. Le
temps de calcul est réduit en comparaison avec une corrélation sur des images, et le SNR de
la corrélation est plus élevé de 50% ce qui simpliﬁe et précise la recherche du maximum. De
plus, l’approche est plus robuste à la décorrélation due aux rotations hors plan.
1.2.2 Recalage hors plan
Les mouvements hors plan sont plus difﬁciles à estimer que les mouvements dans le plan
(Chen et al., 1997). En utilisant l’approche de suivi du speckle vue à la section 1.1.3, il est pos-
sible d’estimer le mouvement hors plan (z) entre deux images. Nous rappelons en effet qu’en
connaissant la valeur de corrélation entre deux fenêtres contenant du speckle, il est possible
de récupérer le déplacement en z à l’aide de la courbe de décorrélation pour un mouvement z
pur. Cette courbe décrite par Wagner et al. (1983) montre que plus la distance entre les images
est élevée et moins le speckle est corrélé. Depuis, de nombreuses études se sont attardées sur
l’analyse de cette courbe.
Chen et al. (1997) ont démontré qu’il était possible d’approximer cette courbe par une gaus-
sienne à une certaine profondeur, dans la zone focale de l’image. Ils ont ainsi établi un protocole
de calibrage pour la courbe de décorrélation en sondant un fantôme conçu pour générer du spe-
ckle pleinement développé. Tuthill et al. (1998) ont adapté la courbe de décorrélation pour les
mesures hors zone focale, sur toute la profondeur de l’image. Ils ont aussi étudié le contexte
de la prise d’image réelles pour lesquelles le speckle n’est pas partout pleinement développé.
On peut aussi souligner le travail de Chang et al. (2003), qui offre une méthode différente
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ne nécessitant pas de calibrer une courbe de décorrélation. L’idée est de retrouver la position
des images à l’aide d’une image de référence qui est perpendiculaire à toutes les images de
la séquence. Cette image de référence remplace la courbe de décorrélation et rend les résul-
tats plus précis (amélioration de 5%). Cependant le processus d’acquisition ne permet pas un
contexte main-libre car l’image de référence doit être perpendiculaire aux images parfaitement
parrallèles d’une séquence, et donc acquises avec un robot.
1.2.3 Recalage global
Jusqu’à présent, nous nous sommes attardés sur trois composantes translationnelles x,y, et z
parmi les six constituant le problème. Pour récupérer les autres composantes du mouvements
(les rotations), l’idée générale qui ressort de la littérature est de découper l’image en plusieurs
fenêtres. En ayant plusieurs informations locales xi,yi et zi pour chaque fenêtre i sur l’image, il
devient possible d’estimer le mouvement global (x,y,z,θx,θy,θz) entre deux images.
Les premiers à avoir recouru à des méthodes locales sont Tuthill et al. (1998) qui ont découpé
la paire d’images en plusieurs fenêtres. Chaque fenêtre est ainsi associée à un autre par une
translation selon 3 degrés de libertés (x,y,z). Ce sont tous ces mouvements locaux qui per-
mettent d’obtenir une estimation du mouvement global d’une image par rapport à une autre.
Par la suite, Treece et al. (2002) ont prouvé que les rotations peuvent être approximées locale-
ment sur une petite zone de l’image par des translations. En se basant sur ce principe, Prager
et al. (2003) ont proposé de découper l’image en plusieurs bandes horizontales. Ils calculent
ensuite les corrélations entre les bandes pour estimer les mouvements dans le plan x et y, sans
négliger θz contrairement à Treece et al. (2002). Enﬁn, une régression linéaire sur les centres
de reférence et translatés permet de retrouver les différentes composantes du mouvement glo-
bal sur six degrés de liberté. Housden et al. (2007) se sont basé sur cette méthode en travaillant
aussi sur des fenêtres de l’image. En ayant l’information de translation (x,y,z) sur chacune de
ces fenêtres, ils utilisent une méthode des moindres carrés pour retrouver le mouvement global
entre deux images.
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1.3 Les difﬁcultés de l’estimation de la trajectoire main-libre sans capteur de position
Le calcul de la trajectoire de la sonde est l’estimation de toutes les positions des images d’une
séquence échographique par rapport à la première image. Dû à la particularité de la courbe
de décorrélation, l’estimation de la distance élevationelle z par décorrélation du speckle a une
portée limitée à quelques millimètres dépendamment de la sonde. Ainsi, l’estimation de la
position n’est pas possible si les images sont trop espacées. Donc pour récupérer la position
des images d’une longue séquence de plusieurs dizaines de millimètres voire centimètres, il est
nécessaire de combiner plusieurs mesures de mouvement (Figure 1.9).
Figure 1.9 Problématique de l’estimation de la trajectoire d’une
sonde ultrasonore pour l’échographie 3D main-libre et sans
capteur de position. L’estimation directe de la position Mk de
l’image fk n’est pas possible, car les images f0 et fk sont trop
éloignées, il est donc nécessaire de combiner différentes mesures
de mouvement
Cependant, l’estimation du mouvement entre deux images est biaisée et l’estimation d’une tra-
jectoire impliquant plusieurs mesures de mouvement voit son erreur augmenter avec le nombre
de mesures utilisées. À la ﬁn d’une acquisition, l’erreur cumulée est géneralement très grande
et il est nécessaire de réduire cette accumulation d’erreur pour obtenir des estimations de po-
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sitions justes. La difﬁculté d’une estimation des positions précise a amené les chercheurs sur
deux voies :
a. La réduction de l’erreur à la source, c’est à dire corriger la mesure de recalage entre deux
images (Afsham et al., 2014b; Conrath et Laporte, 2012; Gee et al., 2006; Housden et al.,
2006; Laporte et Arbel, 2011) ;
b. La réduction de l’accumulation de l’erreur en jouant notamment sur le choix des mouve-
ments à combiner (Housden et al., 2007; Laporte et Arbel, 2008, 2010).
1.3.1 Correction des erreurs de mesure de recalage
Jusque dans les années 2000, la plupart des études (Wagner et al., 1983; Yeung et al., 1998)
ne se sont concentrées que sur les erreurs dans le plan liées à la décorrelation élévationnelle.
Or, le mouvement main-libre n’est pas constitué que de la distance elevationelle z mais aussi
de tous les autres paramètres de mouvement affectant l’estimation hors plan. De plus, lors
d’une acquisition main-libre, les images ne sont pas parfaitement alignées et ont tendance à
se recouper entre elles ce qui complique l’estimation gobale du mouvement d’une image par
rapport à une autre.
Des chercheurs se sont attardés sur l’effet des rotations qui biaise le plus le recalage. Li et al.
(2002) ont étudiés l’effet de tous les mouvements sur la décorrélation du speckle. Ils se sont
plus particulièrement attardés sur l’analyse de toutes les rotations sur l’estimation de z par la
courbe de décorrélation. Ils ont observé qu’une rotation de quelques degrés a peu d’impact au
centre de l’image (∼ 5%), mais que l’erreur se révèle très importante sur les bords (∼ 20%).
C’est ce qui leur permet de conclure que les méthodes de suivi de speckle sont très affectées
par les rotations, et qu’elles nécessitent l’utilisation d’un capteur d’orientation pour améliorer
l’estimation. L’effet des rotations est très problématique sur la mesure de recalage et est due
à un effet physique des ondes ultrasonores. En effet, Kallel et al. (1994) ont démontré que
la réponse impulsionnelle d’une sonde ultrasonore présente une courbure dans la direction de
propagation de l’onde. Cette courbure amène des artefacts lors d’un mouvement de tangage
et de roulis. Plus précisément, Laporte et Arbel (2008) ont montré que le tangage pose plus
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de problèmes que les autres rotations. Ceci a aussi été remarqué par Housden et al. (2008)
qui ont expliqué que cette erreur est due à la forme du faisceau ultrasonore qui varie selon la
profondeur. Ils concluent que le roulis pose aussi problème (contrairement au lacet θy) et qu’il
est nécessaire de le compenser pour avoir une bonne estimation du mouvement. En utilisant une
seconde courbe de corrélation calibrée pour le tangage et un capteur de rotation non-intrusif,
ils arrivent à réduire les erreurs de recalage d’environ 50%. Plus récemment, Afsham et al.
(2014b) ont proposé d’inclure la variabilité axiale de l’onde, le changement de la location des
diffuseurs et l’impact du tangage pour améliorer la précision de l’estimation de z. C’est ce qui
permet par la suite de calculer le recouvrement des cellules de résolution, et modiﬁer la courbe
de décorrélation en fonction de ce recouvrement. L’utilisation de cette courbe ainsi modiﬁée
permet d’améliorer jusqu’à 20% l’estimation de z.
Dans une étude exhaustive, Housden et al. (2007) se sont penchés sur de nombreuses problé-
matiques : la sélection des meilleures paires d’images, l’intersection des images et les mou-
vements non-monotones. D’après les travaux de Hassenpﬂug et al. (2004), ils ont remarqué
que l’espacement entre les images impacte la qualité de l’estimation de z. L’idéal étant de res-
ter dans la zone linéaire de la courbe de décorrélation, ils décident de sélectionner les paires
d’images en fonction de leurs espacements. Ensuite, si des images se croisent à cause d’une
rotation θx ou θy trop élevée, il est nécessaire de récupérer le signe des différentes élévations
z estimées dans chaque fenêtre. La prise en compte de tous ces paramètres rend le recalage
très robuste mais aussi beaucoup plus difﬁcile. Laporte et Arbel (2008) ont aussi travaillé sur
les mêmes problématiques. Leurs travaux se basent sur des mesures de vraisemblance à l’aide
d’un modèle probabiliste liant z et la corrélation. Pour résoudre les problèmes d’intersection
des images et de la trajectoire non-monotone de la sonde, les travaux utilisent le problème
du voyageur de commerce qui est un classique en optimisation combinatoire. De par la difﬁ-
culté de la correction due aux multiples paramètres du mouvement, Conrath et Laporte (2012)
proposent une méthode par apprentissage permettant de corriger les erreurs. Il a été en effet
remarqué que les erreurs de rotation et position sont systématiques, ce qui permet de construire
un modèle d’apprentissage Bayésien à vecteurs de pertinence sur les paramètres du mouve-
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ment. L’expérimentation à l’aide d’images synthétiques est concluante avec une amélioration
de l’estimation, cependant l’applicabilité de la méthode avec de vraies images reste à prouver,
car l’apprentissage se base sur des données synthétiques et dans le cas réel les positions des
images ne sont pas parfaitement contrôlées.
1.3.2 Réduction de l’accumulation des erreurs lors de l’estimation des positions
L’accumulation des erreurs pose problème lors de l’estimation de la trajectoire de la sonde.
Des chercheurs se sont donc penchés sur la façon de sélectionner les mouvements. Une mé-
thode très simple pour estimer la position des images est de prendre toutes les mesures de
mouvements entre des paires d’images consécutives. Cette méthode est utilisée dans différents
travaux comme première estimation des positions des images (Afsham et al., 2014a). Cette
méthode est rapide mais l’estimation de la position d’une image fk implique (k− 1) mesures
de mouvements, ce qui augmente drastiquement l’erreur. Housden et al. (2007) ont proposé
de ne prendre que les images les plus espacées, ce qui a pour effet de minimiser le nombre de
mouvements associés à l’estimation. Cette méthode a prouvé son efﬁcacité mais est arbitraire
dans le sens où elle ne se base que sur l’espacement entre les images. Laporte et Arbel (2010)
ont fusionné les estimations de mouvements élévationnels redondants avec des mesures de
leurs incertitudes. Parce que les séquences ont été acquises sur de vrais tissus, l’incertitude est
basée sur la qualité des modèles de tissus utilisés. Un arbre minimal couvrant est determiné en
minimisant la fonction de coût des estimations et des tests d’hypothèses permettent de rejeter
les “mauvaises” estimations de mouvements.
Un domaine relativement proche au problème d’échographie 3D main-libre sans capteur de
mouvement est la reconstruction d’objets à partir de surfaces 3D partiellement acquises à l’aide
de caméras 3D. Il n’est plus question d’estimer les positions d’images 2D dans l’espace mais
de surfaces 3D. Zhu et al. (2016) proposent aussi d’utiliser un arbre minimal couvrant avec un
processus d’optimisation global basé sur un algorithme génétique. Cependant, la construction
d’un arbre minimal couvrant ne minimise pas forcément l’accumulation des erreurs du début à
la ﬁn d’une séquence, car les mesures de mouvements ne sont pas dirigées.
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1.3.3 Problématique du recalage sur tissu réel
Une dernière problématique est celle du tissu réel (Gee et al., 2006; Housden et al., 2006;
Laporte et Arbel, 2011; Afsham et al., 2014b), où le speckle n’est que partiellement développé
sur les images. Ceci implique que les mesures élévationelles des différentes fenêtres ne sont pas
optimales, car elles sont calculées sur des zones contenant d’autres structures que le speckle.
L’objectif est donc de détecter les zones de speckle et/ou adapter la courbe de décorrélation
de Chen et al. (1997). Tuthill et al. (1998) ont abordé cette problématique en proposant de
détecter les fenêtres de l’image ne contenant que du speckle pleinement développé à l’aide des
statistiques de premier ordre de l’image. C’est ce qui a permis par la suite à Hassenpﬂug et al.
(2005) de tester leur recalage en n’utilisant que les zones de speckle pleinement développé.
Leur méthode permet de réduire de 8% les erreurs, mais le résultat reste trop erroné pour
l’appliquer dans un cadre réel. Ainsi, des auteurs se sont penchés sur la nécessité de prendre en
compte toute l’image, et donc nécessairement les zones qui ne reﬂètent pas les conditions de
Rayleigh.
Gee et al. (2006) sont les premiers à proposer d’adapter la courbe de décorrélation selon le
tissu utilisé et ainsi rendre possible la reconstruction 3D en échographie main-libre sans cap-
teur de position sur tissu réel. Dans le même ordre d’idées, Laporte et Arbel (2011) proposent
d’adapter la courbe de décorrélation en analysant les statistiques de l’image. L’étude amène des
résultats comparables aux travaux de Gee et al. (2006) et sont meilleurs que ceux de Hassenp-
ﬂug et al. (2005). Afsham et al. (2014b) proposent de travailler sur l’estimation élevationelle
en proposant une nouvelle manière de calculer la corrélation du speckle qui prend en compte
l’importance du speckle dans chaque fenêtre. Les statistiques de premier ordre du speckle sont
modélisées à l’aide d’un modèle gaussien ricien inverse sur les signaux RF. Ils en ont ensuite
dérivé une nouvelle expression des statistiques de deuxième ordre pour le speckle tout en com-
pensant l’effet indésirable des rotations. Parce que le problème majeur de cette technique est le
temps de calcul, Afsham et al. (2014a) ont proposé de ne travailler que sur le speckle et donc
de l’extraire des images réelles à l’aide d’un ﬁltre de despeckling (Coupé et al., 2009). Cette
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méthode peut être utilisée sur des images de mode B et donne des résultats applicables dans la
réalité.
1.4 Problème étudié et objectif
Notre objectif est d’obtenir la position de toutes les images de la séquence échographique
relativement à la première image de la séquence. Nous avons exposé la difﬁculté de l’estimation
de la trajectoire d’une sonde échographique 3D main-libre sans capteur de position en nous
attardant sur :
a. La mesure du recalage global qui combine les informations du recalage dans le plan et
hors plan ;
b. Les difﬁcultés de l’estimation des positions, notamment les erreurs en rotation, la propa-
gation des erreurs et la difﬁculté de qualiﬁer ce qui est une bonne mesure de mouvement.
Les chercheurs se sont penchés sur la façon de réduire la propagation des erreurs de l’estimation
des positions (Afsham et al., 2014a; Housden et al., 2007; Laporte et Arbel, 2010), cependant
ils n’ont pas considéré la manière de choisir les meilleurs estimés de mouvements à utiliser.
C’est la raison pour laquelle nous faisons ici l’hypothèse que mieux choisir les mesures de
recalage par speckle à associer, tout en minimisant le nombre de mesures nécessaires, permet
d’améliorer l’estimation de la trajectoire de la sonde échographique.
1.4.1 Contexte du projet et formalisation du problème
Pour la suite du travail, il est nécessaire de déﬁnir le cadre de l’étude :
• les différentes images sont acquises à partir d’une sonde linéaire. Cela implique qu’une
translation dans le plan de la sonde équivaut à une translation dans le plan sur les images
(ce ne serait pas le cas avec une sonde convexe) ;
• nous ne considérons pas le cas des mouvements non-monotones (i.e. avec des allers-retours),
ni les mouvements non-rigides (mouvements biologiques à l’intérieur des tissus) ni l’inter-
section des images (dans le cas où θx ou θy est trop élevé) ;
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• les images sont acquises sur un fantôme échographique conçu pour générer du speckle
pleinement développé. La problématique des tissus réels ne sera donc pas abordée ;
• un système de suivi par capteur optique est disponible sur la sonde échographique, ce qui
permettra de comparer les méthodes d’estimation de la trajectoire.
La mesure du mouvement entre une paire d’images {i, j} utilisant la corrélation du speckle
sera notée mi, j et la position d’une image k par rapport à la première image de la séquence est
notée Mk. La position de l’image j correspond aussi au mouvement entre cette image j et la
première image de l’acquisition 0 :
Mj = m0 j.
Les mouvements ou positions selon les six degrés de liberté (x,y,z,θx,θy,θz) sont déﬁnis par
la matrice de transformation homogène m ou M, avec la matrice de rotation R de dimension
3×3 et le vecteur de translation t de dimension 3×1 :
m =
⎡⎣ R t
0 1
⎤⎦ ; R =
⎡⎢⎢⎢⎣
r11 r12 r13
r21 r22 r23
r31 r32 r33
⎤⎥⎥⎥⎦ ; t =
⎡⎢⎢⎢⎣
tx
ty
tz
⎤⎥⎥⎥⎦ .
C’est l’application de la transformation m sur un ensemble de points P dans l’espace 3D 1 qui
va permettre d’obtenir le nouvel ensemble de points transformés P′ :
P′ = m◦P =
⎡⎢⎢⎢⎢⎢⎢⎣
r11 r12 r13 tx
r21 r22 r23 ty
r31 r32 r33 tz
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦ .
⎡⎢⎢⎢⎢⎢⎢⎣
x1 ... xn
y1 ... yn
z1 ... zn
1 ... 1
⎤⎥⎥⎥⎥⎥⎥⎦ . (1.5)
1. Pour gagner du temps de calcul, les opérations de rotation et de translation sont effectuées en même temps
dans m. Il est donc nécessaire d’augmenter la dimension des points pour que le calcul reste homogène.
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Une matrice de rotation R correspond au groupe spécial orthogonal SO(n). C’est un groupe
multiplicatif et le déterminant est alors det(R) = +1. Si une matrice n’est pas une matrice de
rotation valide, un objet transformé par cette matrice sera deformé. Les trois angles consti-
tuant la transformation rigide tri-dimensionelle peuvent être récupérés à partir de la matrice de
rotation R avec les formules suivantes :
θz = tan−1
(r21
r11
)
; (1.6)
θy = tan−1
(
−r31√
r232+ r
2
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)
; (1.7)
θx = tan−1
(r32
r33
)
. (1.8)
Pour estimer la trajectoire d’une sonde ultrasonore, il est nécessaire de récupérer les positions et
orientations (x,y,z,θz,θy,θx) de toutes les images de la séquence échographique. En accumu-
lant les mesures de mouvements par speckle consécutives, il est possible d’estimer la position
Mk d’une image k :
Mk = m0,k = m0,1 ◦m1,2 ◦ ...◦mk−1,k. (1.9)
Les travaux de ce mémoire se sont orientés sur une façon pour estimer plus précisément les
positions et orientations des images pour faire de l’échographie 3D main-libre et sans capteur
de position.
CHAPITRE 2
MÉTHODOLOGIE
L’estimation de la trajectoire de la sonde est une étape essentielle à la reconstruction volumique
en échographie 3D main-libre. Pour obtenir cette trajectoire, on estime les positions et orienta-
tions de chaque image relativement à la première image d’une séquence échographique. Dans
le cas d’une acquisition sans capteur de position, les estimés de mouvements entre chaque
paire d’image sont mesurés à l’aide de la décorrélation du speckle (section 1.2). Il s’ensuit
l’estimation des positions des images en accumulant ces différentes mesures de mouvements
pour obtenir la trajectoire complète de la sonde. La méthodologie employée dans le mémoire
est décrite dans le diagramme bloc de la ﬁgure 2.1.
La méthode employée pour estimer le mouvement entre deux images dérive des travaux de
Conrath et Laporte (2012) telle que détaillé dans la section 2.1. Par la suite, l’estimation des
positions peut se diviser en deux étapes.
La première étape est l’estimation préliminaire des positions et est explicitée dans la section
2.2. Cette étape génère une position pour chaque image en minimisant le nombre de mesures
de mouvements choisies. Cette minimisation s’effectue à l’aide de la construction d’un graphe
orienté représentant toutes les mesures de mouvements disponibles dans la séquence. Un al-
gorithme de plus court chemin permet d’obtenir la meilleure trajectoire, mais sans aucune
connaissance préalable sur la qualité des mesures de mouvements choisies. Finalement, la gé-
nération semi-aléatoire de plusieurs trajectoires possibles permet d’obtenir un meilleur estimé
de la trajectoire en moyennant le tout.
La deuxième étape, décrite dans la section 2.3, estime les erreurs de chaque mesure de mou-
vement à l’aide d’un apprentissage machine par processus gaussien. C’est une information
supplémentaire au graphe de la première étape pour afﬁner les résultats de l’algorithme.
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Acquisition main-libre
avec CP
Apprentissage des
erreurs de mesure
Sec. 2.3
Acquisition main-libre
sans CP
Mesure des
mouvements
d’images proches
Sec. 2.1
Estimation de l’erreur
êm →GP(m)
Trajectoire
de la sonde
basée sur graphe
Sec. 2.2
Figure 2.1 Diagramme bloc de la méthode avec l’étape
d’apprentissage (cadre pointillé) et de test (cadre plein)
2.1 Le recalage d’une paire d’images
Basée sur les travaux de Housden et al. (2007) et de Conrath et Laporte (2012), la première
étape de l’algorithme consiste à diviser chaque image de la séquence en plusieurs fenêtres
qui ne se recouvrent par sur l’image. Il est ensuite possible d’obtenir le vecteur de translation
3D pour chaque paire de fenêtres correspondantes, en ayant l’information de la courbe de
décorrélation du speckle vue à la section 1.1.3 et calibrée en amont. Ce vecteur est estimé à
l’aide de la construction de la carte de corrélation entre la fenêtre à recaler et une zone déﬁnie
de l’image de réference. La position du pic de corrélation permet d’estimer la translation selon
les composantes latérale x et axiale y, et la valeur de ce pic permet d’obtenir la composante
élevationnelle z du déplacement à l’aide la courbe de décorrélation. Chaque fenêtre de l’image
à recaler ayant sa translation 3D, il est possible d’estimer la transformation rigide selon 6
degrés de liberté entre les deux images avec une minimisation par moindres-carrés basée sur
un alignement de Procruste (Umeyama, 1991). L’organigramme modélisant le recalage d’une
paire d’images en ayant l’information de la courbe de décorrélation est présentée dans la ﬁgure
2.2.
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Figure 2.2 Methodologie pour obtenir la mesure du mouvement
entre une paire d’images
Tirée de Conrath (2012)
2.1.1 Protocole de calibration des courbes de décorrélation
L’estimation du mouvement hors plan nécessite la calibration d’une courbe de décorrélation,
permettant d’obtenir la relation liant la corrélation du speckle à la distance élevationelle z sé-
parant deux fenêtres correspondantes. Pour cela, la sonde est ﬁxée à un robot linéaire précis à
5 μm qui se déplace pas à pas dans la direction élevationelle pour imager un fantôme échogra-
phique (Figure 2.3), fantôme dont les propriétés physiques réﬂètent les conditions de Rayleigh.
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Le déplacement se doit d’être précis, d’où l’utilisation d’un robot qui permet d’obtenir un mou-
vement élevationel purement monotone, avec des images parfaitement parrallèles. En ayant au
préalable decoupé la paire d’images en plusieurs fenêtres, la corrélation est alors calculée pour
toutes les paires de fenêtres correspondantes. Il est ainsi possible de lier les valeurs de corréla-
tion obtenues avec les distances élevationelles z entre les fenêtres, parfaitement connues grâce
au robot.
La courbe de décorrélation de chaque fenêtre dépend de plusieurs facteurs : la profondeur de
la zone imagée (ou la composante axiale y de la fenêtre) et les caractéristiques de la sonde
employée. Cette courbe peut être approximée par une gaussienne (Chen et al., 1997; Tuthill
et al., 1998) ce qui en simpliﬁe la modélisation. Ainsi, il est possible d’ajuster les paramètres
de la gaussienne en fonction des valeurs de corrélation selon plusieurs distances mesurées pour
chaque fenêtre. La construction des différentes courbes de décorrélation se fait ainsi complè-
tement de manière “hors ligne”. Cette étape de calibration ne s’effectue qu’une seule fois pour
un matériel donné en laboratoire, il n’est ensuite plus nécessaire de répeter l’opération. Lors
d’une prise réelle, il sera possible d’estimer les déplacement élevationnels z de chaque fenêtre
d’une paire d’image : il sufﬁt d’avoir l’information de corrélation entre la fenêtre sur l’image
de reférence et la zone correspondante sur l’image à recaler.
2.1.2 Estimation des translations de chaque fenêtre d’une paire d’images
Il est possible d’estimer un mouvement rigide selon les six degrés de liberté entre deux images
en ayant l’information de translation selon les 3 composantes (x,y,z) pour chacune des fenêtres.
L’idée générale est resumée dans la Figure 2.4.
La corrélation d’une fenêtre de l’image de reférence avec une zone de l’image à recaler peut
être vue comme une mesure de similitude entre la fenêtre de référence et la zone de l’image
à recaler. L’utilisation de la corrélation comme mesure de similitude est courante en recalage
(Fitzpatrick et al., 2000). L’idée est de rechercher le pic de similitude de l’image en construi-
sant une carte de corrélation. L’amplitude du pic de corrélation permet d’obtenir la distance
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Figure 2.3 Calibration des courbes de décorrélation pour
chacune des fenêtres. Les courbes de calibration obtenues relient
la distance |z| (abscisse) avec la valeur de corrélation (ordonnée)
élevationelle z, et la position du pic determine les déplacements latéral x et axial y de la fenêtre.
Pour réduire le temps de calcul, cette carte de corrélation a été calculée en utilisant l’implé-
mentation rapide de la librairie OpenCV (Its, 2014). La fenêtre à recaler F est comparée à une
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Figure 2.4 Extraction de la translation (x,y,z) pour une fenêtre
de l’image de reférence en utilisant la carte de corrélation
Adaptée de Conrath (2012)
zone Z sur l’image de référence et qui est trois fois plus grande que F :
ρ(x,y) =
∑u,v(Z(u,v) ·F(x+u,y+ v))√
∑u,v(Z(u,v))2 ·∑u,v F(x+u,y+ v)2
. (2.1)
F représente donc une des fenêtres de la première image de la paire et Z est une zone de la
deuxième image de la paire (Figure 2.5).
Une difﬁculté particulière liée à l’échographie 3D main-libre sans capteur de position vient de
l’estimation de la position du maximum de similitude. Les déplacements recherchés sont de
l’ordre de 10−4 m, de même ordre de grandeur que la taille des pixels. Sachant que la position
du pic de similitude est determinée au pixel près, la recherche du pic n’est ainsi pas assez pré-
cise et il est nécessaire d’interpoler les pixels. L’amélioration de la précision d’une image par
interpolation n’est pas une idée nouvelle et est déjà beaucoup utilisée dans le domaine du reca-
lage (Thévenaz et al., 2000). L’interpolation consiste en la convolution de chaque pixel d’une
image par un noyau d’interpolation idéalement représenté par une fonction de sinus cardinal
dans le domaine temporel. Malheureusement, il n’est pas possible de créer un tel noyau car il
s’étend à l’inﬁni sur ses côtés. Une bonne interpolation consiste dans l’utilisation d’un sinus
cardinal borné popularisé par les travaux de Lanczos (1938) qui se rapproche de l’interpolation
idéale. Ceci va permettre d’obtenir une carte de corrélation plus précise permettant d’obtenir
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Figure 2.5 Calcul de la carte de corrélation pour une fenêtre de
taille 3×3 sur une zone de reférence de taille 7×7
Tirée de Conrath (2012)
une meilleure approximation du vecteur de translation. Ce processus est repété pour toutes les
fenêtres de l’image pour ﬁnalement obtenir un ensemble de points, chacun ayant son vecteur
de translation.
Il est important de préciser qu’il n’est pas possible de récupérer la direction de la translation
z de cette manière. En effet, la courbe de décorrélation ne permet d’obtenir que la distance
élevationelle absolue 1.
2.1.3 Estimation de la transformation globale par alignement de Procruste
La méthode vue au chapitre 2.1.3 permet d’obtenir un vecteur de translation 3D pour chacune
des fenêtres. Ces vecteurs vont être utilisés pour transformer les centres de chaque fenêtre de
l’image ﬁxe sur l’image à recaler, ce qui donne deux ensembles de points comme le montre la
1. Pour récupérer le signe de la distance élevationelle z, des travaux ont été effectués dans l’estimation de
trajectoire non-monotone et sans capteur du mouvement de la sonde en échographie 3D (Laporte et Arbel, 2008;
Housden et al., 2007), mais il est nécessaire de considérer plus de deux images en même temps.
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Figure 2.6 . Le mouvement rigide de la sonde est régi par six composantes : (x,y,z,θz,θy,θx).
En ayant l’information des centres des fenêtres sur chaque image de la paire, il est possible
d’obtenir ce mouvement en utilisant des méthodes de régression linéaire.
Image
Image
Figure 2.6 Les centres des fenêtres de l’image i de reférence et leurs
projections estimées sur l’image à recaler j avec le repère (0,x,y,z)
Les positions des centres des F fenêtres de l’image ﬁxe de reférence sont appelées P= {p1, p2, ..., pF}
et les positions estimées de l’image à recaler sont déﬁnies par Q = {q1,q2, ...,qF} telles que :
pi+ ti = qi, (2.2)
où ti est le vecteur de translation pour chacune des fenêtres i de l’image de reférence,
ti =
⎡⎢⎢⎢⎣
xi
yi
zi
⎤⎥⎥⎥⎦ .
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Une méthode optimale (au sens des moindres carrés) de recalage par points de contrôle pour
une transformation rigide est l’alignement de Procruste (Umeyama, 1991) 2. Elle permet de
retrouver la rotation R et translation t tridimensionnelle qui régissent les deux ensembles de
points en minimisant un critère d’erreur quadratique :
(R, t) = argmin
R,t
F
∑
i=1
‖(Rpi+ t)−qi‖2. (2.3)
La méthode se décompose selon trois étapes présentées dans la ﬁgure 2.7 :
a. La première est de positionner les deux ensembles de points P et Q sur le repère centré de
l’image ﬁxe ;
b. La deuxième étape estime la rotation R optimale satisfaisant les deux ensembles de points
sur le même repère ;
c. Enﬁn, la dernière étape retrouve la translation t.
Pour retrouver les angles eulériens (θz,θy,θx) à partir de la matrice de rotation R, il sufﬁt
d’appliquer les équations (1.6 ; 1.7 ; 1.8) vues à la section 1.4.1. Ce sont toutes ces étapes qui
permettent de retrouver les six degrés de liberté (x,y,z,θz,θy,θx) régissant le mouvement rigide
m entre une paire d’images de la séquence échographique.
2.2 L’estimation des positions des images
L’estimation de la trajectoire de la sonde correspond à l’estimation de toutes les positions des
images d’une séquence échographique par rapport à la première image. Toutefois, l’estimation
du mouvement rigide entre deux images vue au chapitre 2.1 n’est pas sufﬁsante pour estimer
les positions des images relativement à la première. La forme gaussienne de la courbe de décor-
rélation limite la portée de l’estimation du mouvement. En général, la mesure est trop biaisée
lorsqu’il est nécessaire de calculer un mouvement avec une translation de plusieurs millimètres
2. Procruste était un bandit de la mythologie grecque qui ligotait ses victimes sur un lit et tordait leurs membres
jusqu’ à ce que leur taille s’adapte au lit. Les auteurs ont ainsi nommé cette technique à partir des rites de ce bandit,
car elle cherche la meilleure transformation rigide qui force au mieux le passage par tous les points de contrôle.
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Figure 2.7 Calcul de la transformation rigide optimale
Tirée de Conrath (2012)
ou de trop grandes rotations de plusieurs degrés. C’est pourquoi il est nécessaire d’accumuler
plusieurs mouvements pour obtenir la position d’une image relativement à la première image
de la séquence.
Une séquence échographique de N images contient beaucoup de paires d’images possibles, et
il en résulte une multitude de mesures de recalage pour chacune de ces paires d’images. Lors
d’une acquisition pour l’échographie 3D main-libre, si la portée de mesure maximale d’un
41
mouvement est de k images, il sera possible de mesurer environ k×N mouvements dans la
séquence. En ayant ainsi plusieurs mesures de mouvements mi, j reliant les images i et j, le
nombre de combinaisons possibles pour estimer la position d’une image devient énorme. Une
méthode rapide envisageable pour estimer la position d’une image k est de prendre toute les
images consécutives :
Mk = m0,k = m0,1 ◦m1,2 ◦ ...◦mk−1,k. (2.4)
Cette méthode a l’inconvénient d’accumuler les biais d’erreur de chaque mesure de mouve-
ment, ce qui augmente l’erreur de l’estimation globale. De plus, les estimations de mouvements
de paires d’images très proches sont plus biaisées (Hassenpﬂug et al., 2004). La méthode uti-
lisée pour réduire l’accumulation de cette erreur est basée sur la création d’un graphe orienté
modélisant les mesures de mouvements engendrés (Figure 2.8). Un chemin entre deux noeuds
{0,k} du graphe est ainsi représentatif des mesures de recalage utilisées pour estimer la posi-
tion de l’image k relativement à l’image 0. Ce chemin est pondéré par la somme des poids des
arcs de ce chemin. L’algorithme de Dijkstra peut ensuite être utilisé pour minimiser un critère
de coût du chemin et donc minimiser le nombre de mesures de mouvements utilisées. Une
approche fréquentiste est ensuite utilisée en générant semi-aléatoirement plusieurs estimations
de positions pour une seule image avec certaines combinaisons de mouvements, ce qui permet
d’obtenir un nuage de positions possibles. Toutes ces positions sont ﬁnalement moyennées par
l’algèbre de Lie ce qui permet d’obtenir une estimation plus précise de la position d’une image
(Figure 2.8). Cette méthode ne repose sur aucune hypothèse quant à l’intérêt de l’utilisation
d’une mesure de mouvement dans un chemin par rapport à un autre. Ainsi, tous les poids des
arcs sont égaux et mis à un.
2.2.1 Estimation naïve de la position d’une image à partir du graphe des mouvements
L’ensemble des mouvements estimés entre paires d’images de la séquence échographique peut
être décrit par un graphe dirigé non pondéré. Les différents noeuds représentent les images de
42
(a)
(b)
(c)
(d)
Figure 2.8 Estimation de la position d’une image k dans une
séquence échographique de N images : (a) acquisition
échographique, (b) mesure des mouvements pour beaucoup de
paires d’images, (c) graphe modélisant les mesures de
mouvements avec le plus court chemin en gras, (d) génération de
trois plus courts chemins aléatoires
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la séquence, et les arcs sont les mesures mouvements entre ces images (mesure de recalage vue
à la section 2.1). Les poids des arcs peuvent être vus comme la qualité de l’estimation du mou-
vement. En partant de l’hypothèse que chaque mouvement mesuré est une bonne estimation du
vrai mouvement, les poids des arcs sont tous égaux dans cette section.
L’estimation de la position Mk d’une image k utilise les mesures de mouvements d’un certain
chemin. Dans le cas de l’équation 2.4, ce chemin représente toutes les mesures de mouvements
consécutives. La création d’un tel chemin peut ainsi être vue comme un parcours entre le
premier noeud et le noeud k du graphe, ce qui permettra par la suite de déﬁnir comment estimer
la position de l’image k. Pour minimiser l’accumulation d’erreurs dans cette estimation de
position, il est nécessaire de choisir le chemin qui utilise le moins de mouvements possibles.
L’algorithme utilisé pour estimer le plus court chemin entre deux noeuds dans un graphe est
celui de Dijkstra (Dijkstra, 1959), qui va permettre de diminuer le nombre de mouvements
impliqués.
Le plus court chemin de Dijkstra est reputé dans le domaine de l’optimisation. Pour retrouver le
chemin le plus court dans un graphe, l’algorithme cherche les noeuds qui n’ont pas été utilisés
et qui ont le coût le plus faible. Si la distance entre le noeud de départ, le noeud choisi et ses
voisins est plus courte, alors l’algorithme intègre ce noeud et son voisin au chemin (Figure
2.9).
La Figure 2.10 montre un exemple de création d’un graphe, avec la portée f0 correspondant à
la portée maximale admissible pour mesurer un mouvement à partir de l’image 0. Si la corré-
lation globale de l’image avec une autre est inférieure à un seuil déﬁni par Hassenpﬂug et al.
(2004), alors le recalage entre ces deux images et les images suivantes n’est pas mesuré, car
les images sont trop espacées. Le seuil peut être estimé à partir de l’erreur sur l’estimation de
la distance élevationelle z, récupérée au préalable sur des séquences robotiques (plus de détail
dans la section expérimentale 3.2.2). Du fait du très grand nombre de mesures de mouvements
engendrées, le graphe contient beaucoup d’arcs. Ceci est intrinsèque à l’échographie 3D main-
libre et montre la difﬁculté du problème d’estimation de position qui est surdeterminé.
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Figure 2.9 Les différentes étapes du plus court chemin de Dijkstra :
(a) le plus court chemin entre s et x n’est pas encore déﬁni, (b) le
chemin de s à y est moins coûteux que le chemin (s, t), (c) on a atteint
le noeud x mais on teste d’autres chemins, (d) le chemin (s,y, t) est
moins coûteux que (s, t), (e) le chemin (s,y,x) est moins coûteux que
(s,y,z,x), (f) le plus court chemin de Dijkstra est (s,y,x)
Tirée de Cormen et al. (2001)
2.2.2 Génération semi-aléatoire des estimés de positions
Le plus court chemin de Dijkstra n’est pas nécessairement la seule solution optimale au pro-
blème. Ainsi, l’idée abordée dans ce mémoire est de génerer semi-aléatoirement plusieurs so-
lutions au problème (Figure 2.11). En forçant le passage du plus court chemin sur un noeud
choisi aléatoirement, le résultat sera perturbé sans nécessairement parcourir plus d’arcs pour
l’estimation de la position.
Le très grand nombre de combinaisons de mesures de mouvements mi j possibles fait que beau-
coup de résultats différents peuvent être générés. Ceux-ci restent optimaux au sens de la mi-
nimisation du nombre de mesures, bien que différents de ceux obtenus par l’algorithme de
Dijkstra. L’algorithme 2.1 montre le calcul d’un nuage de n positions pour une image k > 1.
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Figure 2.10 Création d’un graphe avec le plus court chemin du
noeud k en gras
Figure 2.11 Génération semi-aléatoire de trois différentes
trajectoires possibles pour l’image k, en ayant contraint le passage
sur les noeuds j1, j2 et j3
2.2.3 Estimé ﬁnal des positions des images
L’ensemble de solutions {Mk1 , ...,Mkn} ainsi généré peut être moyenné pour obtenir un estimé
de la meilleure solution (Figure 2.12). On rappelle qu’une position est représentée par une
matrice de transformation homogène M composée des éléments rotationnel R et translation-
nel t. Le moyennage des translations est facile, mais les rotations posent problème. L’intuition
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Algorithme 2.1 Génération du nuage de positions pour une image
entrée : k ∈ N
n ∈ N
{m1,2, ...,mk−1,k} ∈ SE(3)
sortie : {Mk1 , ...,Mkn} ∈ SE(3)
1 tant que i<n faire
2 Nœud aléatoire : j = rnd(), 2≤ j ≤ k−1;
3 Création du ième chemin : Cki = {Dijkstra(1, j),Dijkstra( j,k)};
4 Estimation de la ième position : Mki = mCki [1],Cki [2] ◦ ...◦mCki [end−1],Cki [end];
5 i = i+1;
6 ﬁn
nous dit que pour moyenner un ensemble de matrices de rotations {R0,R1...Rk}, il faut cal-
culer la moyenne arithmétique de cet ensemble R = 1k
k
∑
i=1
Ri. Cependant la matrice de rotation
moyenne R ainsi calculée n’est pas nécessairement une matrice de rotation valide (Govindu,
2004). En effet, si le déterminant de la matrice de rotation det(R) 
=+1, alors utiliser cette ro-
tation sur un objet ne préserve plus sa géométrie. De plus, les éléments de la matrice de rotation
R sont dépendants l’un de l’autre et agissent mutuellement entre eux ce qui rend impossible
une moyenne indépendante. Le moyennage de mouvements n’est pas aisé et constitue un sujet
de recherche à part entière. Govindu (2004) par exemple ou encore Li et al. (2014) se sont
tournés vers la théorie des groupes qui permet de décrire l’espace des matrices de rotations.
Un groupe G est composé d’éléments satisfaisant les trois relations d’associativité, d’identité
et d’inverse (Kanatani, 2012). Les matrices de rotation forment un groupe de Lie réel qui
est appelé groupe spécial orthogonal SO(3) et les translations forment un espace vectoriel
R
3. Quant aux matrices de transformation homogènes, elles appartiennent au groupe spécial
Euclidien SE(3) qui correspond à une rotation suivie d’une translation. Les voisins au niveau
local des éléments d’un groupe G peuvent être décrits par l’espace tangent de ce groupe, et les
éléments de cet espace vectoriel forment ce que l’on appelle une algèbre de Lie g (Figure 2.13).
Tout groupe de Lie possède une algèbre Lie associée, et l’opération logarithmique permet de
passer du groupe de Lie à son algèbre de Lie.
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Figure 2.12 Les n positions {Mk1 , ...,Mkn} générées à l’aide des
plus courts chemins {Ck1 , ...,Ckn} passant par les noeuds
contraints { j1, ..., jn} en rouge
Figure 2.13 Trajectoire {Mk−1,Mk} dans le groupe de Lie SE(3)
et son algèbre de Lie se(3) associée
Pour revenir au problème initial, l’opération de moyennage des positions Mki peut être vue
comme la recherche de la position Mˆk minimisant la deviation de l’ensemble. Une façon de
faire est de minimiser la déviation en utilisant une distance d(., .) (représentée par un chemin
sur l’espace) :
48
Mˆk = argmin
Mk
n
∑
i=1
d2(Mki ,Mk). (2.5)
En général, cette opération est difﬁcilement réalisable avec le groupe SE(3) du fait de la non-
linéarité (i.e. la courbure) de la distance. Toutefois, l’opération est beaucoup plus simple dans
l’algèbre de Lie se(3) qui est associée au groupe spécial euclidien SE(3). Si l’on transforme
les positions M dans leur algèbre de Lie associée M, l’équation 2.5 sera plus facile à résoudre :
Mˆk = argmin
Mk
n
∑
i=1
d2(Mki ,Mk). (2.6)
La minimisation de l’équation 2.6 est effectuée à l’aide de la moyenne arithmétique des élé-
ments de l’algèbre de Lie Mki . En repassant dans le groupe de Lie associé, il est possible
d’obtenir un premier estimé de la moyenne exp(Mˆk) → Mˆk. C’est ce qui permet par la suite
d’estimer de façon plus précise la position moyenne Mˆk à l’aide d’un procédé semblable à une
descente de gradient, qui garantit la convergence vers un minimum local. L’algorithme 2.2 de
moyennage dérivé de Govindu (2004) est celui qui a été utilisé dans ce mémoire.
Algorithme 2.2 Moyennage des positions
Tiré de Govindu (2004)
entrée : {Mk1 , ...,Mkn} ∈ SE(3)
ε ∈ R
sortie : Mˆk ∈ SE(3)
initialisation : Mˆk = I (matrice identité)
1 tant que ‖ΔMˆk‖< ε faire
2 Calcul de la différence : ΔMki = Mˆk
−1Mki , ∀i ∈ {1, ...,N};
3 Passage dans l’algèbre de Lie associé : ΔMki = log(ΔMki);
4 Calcul de la moyenne et passage dans le groupe de Lie : ΔMˆk = exp(1n∑
n
i=1ΔMki);
5 Raffraichissement de l’estimé de la moyenne : Mˆk = MˆkΔMˆk;
6 ﬁn
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Dans ce mémoire, différentes positions initiales Mˆk ont été testées et il est apparu que poser
Mˆk comme étant la position générée à partir du plus court chemin de la section 2.2.1 donne les
résultats les plus précis et les plus rapides. De plus, il a été choisi de toujours prendre le plus
grand |z| parmi tous les points du nuage {M1, ...,Mn} pour la composante élevationelle de Mˆk.
Ceci est justiﬁé par le fait que la distance élevationelle z est presque toujours sous estimée dans
le cas d’une trajectoire monotone (Housden et al., 2007).
Finalement, la méthode proposée permet de prendre en compte l’information des nombreux
mouvements mesurés lors d’une séquence, tout en respectant les contraintes d’estimation de la
position liées à l’accumulation des mouvements.
2.3 Estimation des erreurs
Dans la section précédente, une méthode permettant de rafﬁner les résultats par moyennage a
été proposée. Avec l’hypothèse que tous les estimés de mouvements ont la même erreur, chaque
mesure de mouvement est aussi proche de la vérité terrain que n’importe quelle autre. Cette
hypothèse simpliﬁcatrice n’est évidemment pas valable dans le cas réel, car l’erreur sur l’esti-
mation n’est pas constante. Le graphe précédent peut ainsi être amélioré en prenant en compte
les erreurs de recalage que l’on a sur l’estimation des mouvements des paires d’images. Ainsi,
en incluant cette erreur dans les poids des arcs, un “mauvais” mouvement aura un poids élevé
dans le graphe des mouvements. En raisonnant en termes de minimisation du coût total d’un
chemin, une mauvaise mesure sera statistiquement moins souvent incluse dans les trajectoires
qu’une bonne mesure.
Une mesure de l’erreur de recalage typique en échographie 3D main-libre sans capteur est la
mTRE (mean Target Registration Error). Cette mesure dérive des travaux de De Kraats et al.
(2005) et permet d’obtenir une erreur de recalage précise basée sur les distances de points cibles
(targets) qui sont dans notre cas les centres des fenêtres. L’idée est de projeter les F centres de
fenêtres p dans le repère de l’image à recaler selon la transformée réelle Tr et la transformée
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estimée Tˆ (Figure 2.14). La mTRE correspond ainsi à la moyenne des distances TRE (Target
Registration Error) entre chaque couple de centres et est déﬁnie de la manière suivante :
mTRE =
1
F
F
∑
i=1
‖Tr(pi)− Tˆ (pi)‖. (2.7)
Image
Image
Figure 2.14 Calcul de l’erreur de recalage d’un point cible (TRE).
La distance TRE1 correspond à la distance entre le point projeté avec
la transformation estimée Tˆ (rouge) et le point projeté par la
transformation réelle Tr (vert)
Le problème que pose le calcul de la mTRE est la necessité d’avoir des capteurs de position
si l’on veut évaluer une erreur juste sur nos mesures de mouvement. De tels capteurs, par
déﬁnition, ne sont pas disponibles en échographie 3D main-libre sans capteur de position et
il n’est donc pas possible d’obtenir l’information de transformé réelle Tr. En revanche, il est
possible d’obtenir une valeur approchée de la transformée réelle, et donc de la mTRE, en se
basant sur un apprentissage machine et en utilisant l’information Tr des capteurs de façon hors-
ligne. Dans les travaux de Conrath et Laporte (2012), un apprentissage machine a permis de
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corriger l’estimation (x,y,z,θz,θy,θx) à partir de données de simulation. Nous proposons dans
ce mémoire, non pas d’estimer l’erreur pour chaque composante du mouvement, mais d’obtenir
un estimé de l’erreur de recalage. C’est là qu’intervient le deuxième problème : il est difﬁcile
d’obtenir une information précise de la transformation Tr, car les mouvements sont très petits
(∼ 10−4m) et difﬁcilement mesurables avec des capteurs de position (de précision ∼ 10−3m).
2.3.1 Création de la vérité terrain des mesures pour l’apprentissage
Pour déﬁnir la vérité terrain ou l’erreur em d’une mesure de mouvement par speckle m en ayant
l’information des capteurs de positions, une approche indirecte peut être adoptée. Les capteurs
de position sont trop imprécis pour obtenir la vraie mesure d’erreur d’un mouvement entre
images proches en échographie, mais si l’ordre de grandeur du mouvement est supérieur au
millimètre alors les capteurs de positions peuvent être utilisés. Si l’on prend deux images fκ et
fλ de la séquence échographique telle que le déplacement réel dκλ entre ces deux images soit
supérieur au millimètre, alors il est possible de mesurer assez précisément la transformation
entre l’image fκ et l’image fλ à l’aide du capteur.
En utilisant l’estimation semi-aléatoire du chapitre 2.2.2, on peut générer n chemins possibles
{Cκλ 1 , ...,Cκλ n} dans une fenêtre de distance déﬁnie par les deux images fκ et fλ . Il en résulte
n différentes transformations estimées entre fκ et fλ et donc n mesures de mTRE à l’aide de
la transformée réelle Tr entre les deux images. Chaque chemin a une mTRE qui combine plu-
sieurs mesures de mouvement, et en associant les différentes mTRE aux mouvements inclus
dans le chemin, il est possible d’extrapoler une erreur des mesures du mouvement. Ainsi, l’er-
reur em obtenue pour un mouvement donné m peut être la moyenne des mTRE des chemins qui
l’utilisent. Ce processus peut être répété sur différentes fenêtres ce qui permet d’obtenir une
plus grande précision sur l’estimation de l’erreur em. La Figure 2.15 montre un exemple d’af-
fectation des mTRE à quelques mouvements dans une fenêtre [ fκ , fλ ]. Par exemple, l’erreur
emκ4 est la moyenne de la mTRE du chemin Cκλ i et du chemin Cκλ n .
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Figure 2.15 Exemple d’affectation des mTRE aux mouvements mκ4
et m9λ dans la fenêtre de distance déﬁnie par les images fκ et fλ
2.3.2 Modèle de prédiction de l’erreur des mesures de mouvements
En nous appuyant sur les travaux de (Conrath et Laporte, 2012), nous posons l’hypothèse qu’il
existe une relation prédictible entre la mesure de recalage mi, j d’une paire d’images {i, j}
et l’erreur qui lui est associée emi, j , caractérisée par une fonction g telle que em = g(m). En
connaissant des couples d’entrées-sorties {m,em}, il est possible d’estimer la fonction g à l’aide
d’un apprentissage. C’est en fait un problème de régression non linéaire qui peut être résolu en
utilisant un apprentissage par processus gaussien (GP) 3.
La fonction g est un processus gaussien si chacune des erreurs em = g(m) = {g(m1),g(m2), ...}
a une distribution gaussienne multivariée pour chaque entrée {m1,m2, ...} :
g(m1,m2, ...) =N (μ,Σ), (2.8)
où
3. Danie G. Krige a été le premier à déﬁnir un processus Gaussien en l’utilisant dans une nouvelle méthode
d’interpolation pour évaluer des ressources minières en géostatistique, on parlait alors de krigeage (Krige, 1951).
Ce n’est que plus tard que Rasmussen (2006) propose de développer la théorie des processus Gaussiens pour faire
de l’apprentissage machine.
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μ =
⎡⎢⎢⎢⎣
μ1
μ2
...
⎤⎥⎥⎥⎦ ; Σ=
⎡⎢⎢⎢⎣
Σ(m1,m1) Σ(m1,m2) . . .
Σ(m2,m1) Σ(m2,m2) . . .
...
... . . .
⎤⎥⎥⎥⎦ . (2.9)
Ce processus est entièrement déﬁni par sa fonction moyenne μ et sa fonction de covariance
Σ. Bien que l’hypothèse d’une fonction moyenne à zéro soit très souvent valable et permet de
simpliﬁer le problème (Rasmussen, 2006), dans notre cas la moyenne des erreurs de mesures
n’est pas nulle et a donc été estimée par une fonction quadratique pure. Les mesures d’erreurs
em sont biaisées par un bruit σem , et l’hypothèse d’un bruit Gaussien est très souvent valable :
em = g(m)+N (0,σ2em). (2.10)
Une fonction de covariance souvent utilisée est un noyau Gaussien paramétré par sa taille l et
le niveau de bruit σm sur les mesures de mouvements :
Σ(m,m′) = σm exp
(‖m−m′‖2
2l2
)
. (2.11)
Le noyau gaussien est bien adapté au problème d’estimation de l’erreur d’une mesure de mou-
vement, car une petite variation de la mesure m implique une petite variation sur l’erreur em.
La ﬁgure 2.16 illustre un cas où l’on a quatre mesures qui permettent de générer aléatoire-
ment plusieurs fonctions g(m) en sortie. Le maximum de vraisemblance permet de récupérer
la fonction qui satisfait le plus les couples d’entrée-sortie du système. La fonction ne passe
pas nécessairement par les mesures de l’erreur si le bruit de mesure σem 
= 0. C’est cette fonc-
tion qui sera utilisée pour prédire de nouvelles valeurs à partir d’une nouvelle entrée, avec une
incertitude qui lui est associée.
Pour revenir au problème initial, les entrées du système sont les matrices homogènes du mou-
vement m avec les éléments rotationnels qui sont dépendants entre eux. Cette dépendance en-
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Figure 2.16 Exemples de fonctions générées par un processus
gaussien avec quatre mesures de l’erreur. Les fonctions aléatoires
tirées du processus gaussien sont représentées en couleur, la
fonction de prédiction utilisée est donnée en pointillé et la zone en
gris représente l’intervalle de conﬁance à 95%
traine une redondance dans le modèle qu’il est donc nécessaire de corriger et une façon de faire
est de passer par l’algèbre de Lie (Govindu, 2004). L’algèbre de Lie permettra de rendre les di-
mensions de la rotation indépendantes, à l’aide de la transformation logarithmique du chapitre
2.2.3 :
m= log(m). (2.12)
Une fois cette opération effectuée, il est possible d’entrainer le modèle à l’aide de la base
d’apprentissage pour estimer la covariance Σ du processus gaussien, le bruit sur l’erreur σem ,
le paramètre de noyau l, le bruit de mesure de mouvement σm et l’erreur du modèle. Ils sont
estimés à l’aide d’un algorithme d’optimisation quasi-newton permettant de réduire le temps
de calcul (Dennis et Moré, 1977), en divisant la base d’apprentissage en base de sous-test et
base de sous-apprentissage. Ces paramètres vont permettre de modéliser une fonction g qui
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associera une erreur de mesure êm à un mouvement mesuré m ∈ se(3). Il est ainsi possible
d’assigner les erreurs sur les mesures de mouvement aux poids dans le graphe (Figure 2.17).
Figure 2.17 Modélisation du graphe avec les erreurs sur les
mesures de mouvement
2.3.3 Erreur estimée sur la génération de la trajectoire
Jusqu’à présent, le nuage de positions généré à la section 2.2.2 n’a été utilisé que pour obtenir
un estimé de la moyenne. Une autre utilité du nuage est de récupérer la variance de tous les
points, ce qui mesurerait la qualité de l’estimation de la trajectoire. En effet, si les solutions
générées engendrent une forte variance, alors l’algorithme a plus de difﬁculté à trouver une
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bonne solution au problème. Une telle erreur peut être récupérée en calculant le résidu de
l’algèbre de Lie 4, à la dernière itération de l’algorithme de la section 2.2.3 :
σMˆk = exp
(√
1
n−1
n
∑
i=1
(ΔMki −ΔMˆk)2
)
. (2.13)
L’avantage d’avoir l’information sur cette erreur est qu’elle donne une idée de la précision sur
l’estimation. Cette opération peut être effectuée de façon complètement automatique et donc
sans capteur, ce qui est bien adapté au problème de reconstruction volumique sans capteur de
position en échographie 3D main-libre.
4. L’écart type non-biaisé de (n− 1) degrés de liberté est souvent utilisé pour prend en compte le biais sur
l’estimation de la moyenne.
CHAPITRE 3
EXPÉRIMENTATIONS
Le chapitre précédent a permis de présenter la méthodologie employée pour résoudre le pro-
blème de l’estimation des positions sans capteur en échographie 3D main-libre. Il est mainte-
nant nécessaire d’en mesurer l’impact sur des séquences échographiques réelles dans le but de
prouver les différentes hypothèses du mémoire : la nécessité de minimiser l’accumulation des
mouvements et l’importance du choix des mouvements dans l’estimation des positions.
On commencera par décrire la planiﬁcation de l’expérimentation dans la section 3.1 en expli-
quant les différents moyens mis à contribution pour acquérir les images, ainsi que les proto-
coles des acquisitions qui en découlent. La deuxième partie montre les résultats des recalages
de paires d’images dans le chapitre 3.2 ainsi qu’une étude sur des séquences parfaitement rec-
tilignes acquises avec un robot. Finalement, la dernière partie présentée à la section 3.3 expose
les résultats de l’estimation de la trajectoire de la sonde. L’apprentissage des erreurs de mouve-
ments y est détaillé ; s’ensuit une analyse qualitative et quantitative des trajectoires main-libre
reconstituées.
3.1 Planiﬁcation de l’expérimentation
3.1.1 Équipements
Les images échographiques ont été acquises à l’aide d’un échographe Philips ATL R© HDI
5000 US muni d’une sonde linéaire 4-7 MHz utilisée à une profondeur de 3 cm, avec chaque
pixel de l’image de taille 0.08× 0.08 mm. Un fantôme échographique, conçu et fabriqué au
laboratoire de bio-rhéologie et d’ultrasonographie médicale du centre hospitalier de l’université
de Montréal, a été utilisé pour les acquisitions. C’est ce qui permet d’obtenir des images de
speckle pleinement développé (Figure 3.1).
58
Figure 3.1 Images de l’échographe (gauche) et du fantôme de
speckle (droite)
Pour récupérer les positions des images pour la vérité terrain, nous avons utilisé un robot pla-
naire et des capteurs optiques. Un robot a été conçu et fabriqué par Sylvain Brisebois (ancien
chargé de l’application technologique et informatique au département) et permet d’obtenir une
précision de 5 μm à l’aide de moteurs pas-à-pas BiSlides R©, mais seulement sur un plan en
deux dimensions. L’obtention des données de positions sur les six degrés de liberté de la tra-
jectoire a été effectuée à l’aide d’un capteur optique Micron Tracker 3 (Claron Technology,
Toronto, Canada) et d’un modèle ﬁxé à la sonde échographique (Figure 3.2).
3.1.2 Protocoles des expérimentations
La calibration des courbes de décorrélation a été réalisée à l’aide du robot, qui permet d’obtenir
des images parfaitement alignées et une trajectoire monotone et connue précisément. Le fan-
tôme a été balayé sur une distance de 7.5 mm, avec des images espacées de 0.05 mm. Plusieurs
acquisitions ont été ainsi effectuées en utilisant différentes tailles et répartitions des fenêtres.
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Figure 3.2 Images du robot planaire (gauche) et du système
optique (droite) : capteur optique (a) et marqueur optique (b)
Parce que les mesures du robot sont très précises, il est possible d’analyser quantitativement la
méthode de recalage sans capteur entre paires d’images utilisées dans ce mémoire et c’est ce
qui permettra de choisir les paramètres de recalage optimaux.
Par la suite, neuf trajectoires main-libre (les trajectoires sont visibles dans l’annexe II) ont
été réalisées sur des distances élévationnelles supérieures à 20 mm, des mouvements dans le
plan variant entre 4 et 10 mm et des rotations entre 2◦ et 5◦. Le capteur optique a été calibré
temporellement et spatialement à partir des travaux de Chebrek (2011) en se basant sur les
méthodes de Rousseau et al. (2005) et Rousseau et al. (2006). Les calibrations ainsi obtenues
permettent d’obtenir une précision de l’ordre de 3% sur des calculs de volumes. Six approches
ont été évaluées pour l’estimation de la trajectoire de la sonde :
a. La méthode des plus proches voisins (PPV) en utilisant l’équation 2.4 ;
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b. L’approche de Housden et al. (2007) qui génère une séquence “grossière” (CSq) avec
plusieurs blocs de trois images également espacées ;
c. Les plus lointains voisins (PLV) n’utilisant que les mesures de recalages les plus espacées
(en corrélation), appropriées pour des trajectoires monotones ;
d. Le moyennage du nuage de positions (GM) généré à partir du graphe pondéré par un de
la Section 2.2.1 ;
e. Le plus court chemin du graphe pondéré par l’erreur des mesures de mouvements (Section
2.3.2), mais sans moyennage (GE) ;
f. L’approche proposée dans ce mémoire (GM + GE) qui effectue le moyennage des posi-
tions à partir du graphe pondéré par les erreurs de mesures (GEM), représentée dans le
diagramme bloc au premier chapitre (Figure 2.1).
Les trois premières méthodes issues de la littérature vont permettre d’avoir une idée de ce qui a
déjà été effectué dans le passé. Quant aux trois dernières, elles permettent de mesurer l’impact
des différentes parties de la méthode proposée.
3.2 Résultats du recalage des paires d’images
L’analyse du recalage sur les paires d’images vu à la section 2.1 a pu être effectuée à l’aide des
mesures de positions très précises du robot planaire. Une première étape a été de choisir les
meilleurs paramètres de la mesure de recalage pour la paire d’images : quel est le nombre opti-
mal de fenêtres et à partir de quel seuil de corrélation les mesures de mouvements deviennent-
elles trop biaisées ?
3.2.1 Calcul des erreurs de recalage
Il est possible d’analyser l’erreur de recalage sur des paires d’images de façon très précise à
l’aide d’un robot, notamment grâce à la redondance des mesures. On peut en effet remarquer à
la Figure 3.3 que les différentes distances mesurées sont toutes les mêmes entre deux images
consécutives, ce qui est logique étant donné le pas de 0.05 mm utilisé par le robot. Les erreurs
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de recalage ont ainsi pu être calculées, mais seulement pour des mouvements variant selon la
distance élévationelle z sans les autres composantes.
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Figure 3.3 Histogrammes représentant le nombre de mesures
pour différentes composantes du mouvement (composantes
translationnelles (x,y,z) en haut et composantes rotationnelles
(θz,θy,θx) en bas). La trajectoire étant parfaitement monotonique
selon z, les mesures de mouvements varient selon z et restent
nulles pour les autres composantes
À l’aide de ces mesures, il est possible de calculer avec précision la mTRE pour un mouvement
donné. Par exemple, pour calculer l’erreur de recalage pour un mouvement de z = 0.05 mm, il
sufﬁt de faire la moyenne de toutes les erreurs de recalage associées à tous les mouvements de
z = 0.05 mm entre paires d’images. La Figure 3.4 montre les résultats des erreurs pour chaque
degré de liberté du mouvement. Malgré le fait que le déplacement ne se fasse que selon z,
l’algorithme de recalage est biaisé et mesure aussi des valeurs pour les autres degrés de liberté.
Il y a donc aussi des erreurs engendrées pour les composantes (x,y,θz,θy,θx). Par exemple
pour la composante translationnelle x, le recalage a une erreur absolue moyenne de ∼ 0.03 mm
avec un écart type de ∼ 0.115 mm et une mTRE moyenne de ∼ 0.06 mm avec un écart type de
∼ 0.135 mm. La mTRE augmente avec le mouvement z de façon quasi exponentielle. Ceci est
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dû au fait que plus les images sont espacées élevationnellement, plus elles sont décorrélées et
il s’ensuit une dégradation de la mesure de mouvement.
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Figure 3.4 Erreurs moyenne et écarts sur les mesures de mouvement selon
chaque degré de liberté (composantes translationnelles (x,y,z) en haut et
composantes rotationnelles (θz,θy,θx) en bas). L’ordonnée correspond à
l’erreur absolue (bleu) et la mTRE (orange). Pour z, l’erreur absolue est
remplacée par la mTRE normalisée par le déplacement en z
3.2.2 Optimisation des paramètres
Plus les images sont espacées élévationellement, plus la corrélation du speckle entre les deux
images diminue. Lorsque la corrélation du speckle devient trop faible, il est difﬁcile d’obtenir
une bonne mesure du mouvement sans capteur à cause de la forme de la courbe de décorré-
lation (chapitre 2.1.1). Le choix de cette corrélation “critique” est un critère important et a
été mis en évidence par les travaux de Hassenpﬂug et al. (2004). Ce critère que nous appel-
lerons corrélation critique de Hassenpﬂug a été choisi à 0.5 et correspond à une montée de
l’erreur de recalage, tel que vu à la Figure 3.5. Si la corrélation moyenne sur toutes les fenêtres
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entre les deux images est inférieure à ce seuil, alors la mesure du mouvement est considérée
comme étant trop biaisée. Par souci de temps de calcul, si la corrélation entre deux images
est inférieure à 0.5, alors l’algorithme ne cherche plus à mesurer le recalage pour les mesures
suivantes. Par exemple, si l’algorithme trouve une corrélation inférieure à 0.5 pour la paire
d’images {i = 10, j = 15}, alors les mesures ne sont pas effectuées pour les paires suivantes({i = 10, j = 16}, ...,{i = 10, j = N}). Cette méthode n’est pas forcément la plus optimale
dans le cas d’une trajectoire main-libre, car les images sont alors très irrégulièrement espacées.
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Figure 3.5 Impact de la corrélation moyenne des fenêtres entre
deux images sur l’erreur de recalage. L’erreur est négligeable au
dessus d’une corrélation de 0.5
.
Un deuxième paramètre est le nombre de fenêtres et leur taille. La calibration ainsi que le test
ont été effectués sur des nombres différents de fenêtres {32, ...,152}. La zone de l’acquisition a
été déﬁnie manuellement et la répartition des fenêtres est telle qu’elles ne se recouvrent pas et
sont réparties uniformément dans un rectangle (Figure 3.6). L’analyse des mTRE sur chacune
des conﬁgurations a montré que le nombre optimal de fenêtres est de 64.
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Figure 3.6 Répartition uniforme de 9, 64 et 225 fenêtres selon
une zone déﬁnie manuellement
3.2.3 Interprétation des résultats pour des trajectoires rectilignes
Différentes trajectoires robotiques ont été testées. La première est une trajectoire allant jusqu’à
z = 7 mm avec un pas de 0.05 mm. La deuxième trajectoire rajoute une composante latérale x
jusqu’à x= 7 mm, toujours avec une élévation jusqu’à z= 7 mm, mais cette fois-ci avec un pas
de 0.07 mm par incrément. Les Figures 3.7 et 3.8 montrent respectivement les résultats pour les
différents degrés de liberté du mouvement. On remarque une surestimation des composantes
ﬁxes du mouvement et une sous-estimation des composantes mobiles (z pour la Figure 3.7 et
(x,z) pour la Figure 3.8). Ceci est dû à la méthodologie de recalage sans capteur de position par
Procruste (section 2.1.3) qui est biaisée à cause du bruit sur l’emplacement des points cibles,
emplacement estimé à partir de la corrélation. Ce bruit va introduire une erreur et donc une
estimation biaisée des six composantes du mouvement.
Les mTRE mesurées pour chacune des trajectoires sont données dans la Figure 3.9. On observe
que les deux approches PPV et CSq ont tendance à accumuler une erreur dans le temps lorsque
trop de mesures de mouvements sont incluses dans l’estimation de la position (phénomène
expliqué dans la section 3.3.3).
3.3 Résultats de l’estimation de la trajectoire de la sonde
Cette section concerne les résultats de la méthodologie proposée sur des séquences main-libre.
Une première étude sera effectuée sur l’apprentissage dans la partie 3.3.1 où sera expliquée
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Figure 3.7 (Noir) Trajectoire rectiligne réelle de la sonde ;
(rouge) séquence CSq de Housden et al. (2007) ; (orange)
approche PLV ; (vert clair) les différentes positions générées à
l’aide de GM ; (vert foncé) estimation de la trajectoire et de son
erreur avec la méthode GEM
la méthodologie adoptée ainsi que des résultats qualitatifs des erreurs estimées. S’ensuivra
une interprétation qualitative et quantitative des résultats sur différentes trajectoires main-libre
en incluant les considérations à prendre en compte dans la section 3.3.3. Enﬁn, la partie 3.3.4
présentera des résultats qualitatifs sur des reconstructions volumiques effectuées sur les images
de speckle.
3.3.1 Apprentissage des erreurs de mesures par processus gaussien
Pour des trajectoires main-libre, il est difﬁcile d’avoir une idée de la précision de la base
d’apprentissage créée à l’aide de la méthode de la section 2.3.1 sans mesure précise de po-
sition. En effet, chaque composante du mouvement est source de décorrélation du speckle ce
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Figure 3.8 (Noir) Trajectoire rectiligne réelle de la sonde ;
(rouge) séquence CSq de Housden et al. (2007) ; (orange)
approche PLV ; (vert clair) les différentes positions générées à
l’aide de GM ; (vert foncé) estimation de la trajectoire et de son
erreur avec la méthode GEM
qui fausse la mesure du recalage entre les paires d’images. Une manière de faire est d’ana-
lyser la cohérence des erreurs dans leur ensemble. La ﬁgure 3.10 montre les erreurs esti-
mées pour la base d’apprentissage avec les mesures de mouvements dans l’ordre d’apparition
({0,1},{0,2}, ...,{1,2},{1,3}, ...). On remarque ainsi que les erreurs de la base d’apprentis-
sage estimées ont tendance à croître le long de chaque acquisition. Parce que la méthode pour
créer la base de données utilise le procédé d’estimation des positions, il y a une accumulation
des erreurs intrinsèque le long de chaque séquence ce qui explique le phénomène. Certaines
mesures de mouvement n’ont pas d’erreurs qui leur sont affectées à cause du processus semi-
aléatoire de création de la base d’apprentissage et n’ont donc pas été prises en compte dans
l’apprentissage.
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Figure 3.9 mTRE mesurées pour la trajectoire élévationelle
(gauche) et la trajectoire élévationelle et axiale (droite). (Bleu)
Approche PPV ; (rouge) séquence CSq de Housden et al. (2007) ;
(orange) approche PLV ; (vert foncé) estimation de la trajectoire
du capteur avec la méthode GEM
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Figure 3.10 Base de données pour l’apprentissage des erreurs de
mesure de mouvements. L’abscisse représente les mouvements
mesurés dans l’ordre d’apparition
({0,1},{0,2}, ...,{1,2},{1,3}, ...) jusqu’à la ﬁn de chaque
acquisition (lignes horizontales rouges)
Les algorithmes GE et GEM ont été entrainés sur la quatrième séquence parmi les neuf sé-
quences échographiques main-libre, car c’est celle qui possède une grande variété de mouve-
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ments (Figure 3.11), qui permet d’obtenir une estimation GM la plus précise, et qui n’a pas de
“trous” de mesures (voir la section 3.3.2).
Une analyse de l’indépendance des composantes de mouvements par algèbre de Lie a été ef-
fectuée en utilisant la distance déﬁnie par Kullback et Leibler (1951) entre deux distributions r
et r′ :
dKL(r||r′) =∑
i
r(i) log
r(i)
r′(i)
. (3.1)
Le premier tableau 3.1 représente les divergences entre les rotations sans l’algèbre de Lie, le
deuxième tableau 3.2 représente l’inﬂuence de l’algèbre de Lie sur les composantes rotation-
nelles. On remarque ainsi qu’en moyenne la divergence est plus forte dans le tableau 3.2 que
le tableau 3.1 ce qui montre une plus grande indépendance des rotations en utilisant l’algèbre
de Lie.
Tableau 3.1 Divergence selon Kullback–Leibler des
composantes rotationnelles des mesures sans l’algèbre de Lie
r11 r21 r31 r22 r32 r33
r11 0 0.93 0.47 0 0.37 0
r21 0.67 0 0.91 0.67 0.79 0.67
r31 0.34 0.96 0 0.34 0.51 0.34
r22 0 0.93 0.47 0 0.37 0
r32 0.28 0.92 0.56 0.28 0 0.28
r33 0 0.93 0.47 0 0.37 0
Les paramètres de bruit du noyau σm = 0.861, de longueur du noyau quadratique l = 0.221 et
de bruit de mesure σem = 0.415 ont été estimés à l’aide de l’algorithme de processus gaussien
dans la toolbox Statistics and Machine Learning de MATLAB R2015b et les paramètres par
défaut. C’est ce qui a permis d’entrainer le modèle et d’obtenir une erreur sur l’estimation de
0.145 mm, ce qui représente en moyenne une erreur de 18% sur les estimations en comparant à
la base d’apprentissage. Comme le montre la Figure 3.12, les mesures d’erreur de la base d’ap-
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Tableau 3.2 Divergence selon Kullback–Leibler des
composantes rotationnelles des mesures avec l’algèbre de Lie
r11 r21 r31 r22 r32 r33
r11 0 1.23 0.70 0.78 0.70 0.76
r21 1.10 0 0.91 0.98 0.79 1.64
r31 0.66 0.96 0 0.95 0.51 0.72
r22 0.79 1.06 1.04 0 0.67 0.89
r32 0.78 0.93 0.57 0.74 0 0.78
r33 0.84 1.73 0.63 0.89 0.69 0
prentissage sont très bruitées et il en résulte un large intervalle de conﬁance sur la prédiction.
Nous avons estimé un bruit de mesure σem 
= 0 pour que la fonction de prédiction du processus
gaussien ne passe pas nécessairement par les mesures d’erreur. En effet, ce paramètre peut être
vu comme la conﬁance que l’on donne à notre base d’apprentissage. Dans le cas présent, elle
est moins ﬁable qu’une base de données réelles et précises.
3.3.2 Considérations préliminaires
Lors d’acquisitions main-libre, il est difﬁcile d’obtenir toujours des mesures le long de la sé-
quence à cause d’une corrélation trop faible. Si le clinicien sonde rapidement la zone d’intérêt,
il apparaît des “trous” de mesures parce que la corrélation entre les images proches est trop
faible et la mesure n’est pas effectuée (voir section 3.2.2). Pour combler ces trous, il a été
envisagé d’interpoler les mesures de mouvements pour avoir une mesure sur toutes les paires
d’images. Une interpolation linéaire peut ainsi être effectuée sur chaque composante du mou-
vement 1.
La Figure 3.13 montre un exemple d’interpolation sur les mesures de la distance élévationelle
des images consécutives d’une des séquences de test avec 16 mesures manquantes. Cette même
séquence a été reconstruite en utilisant la méthode PLV, les résultats montrent qualitativement
l’importance de l’interpolation des mouvements. En regardant la Figure 3.14, l’amélioration
1. Une interpolation sur les mouvements n’est valide que lorsque les composantes de ce mouvement sont
indépendantes. Il est possible de rendre les composantes du mouvement indépendantes à l’aide de l’algèbre de
Lie, mais l’interpolation devient alors très complexe.
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Figure 3.11 Trajectoire de la sonde pour l’apprentissage
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Figure 3.12 (Rouge) Erreurs de mesure de la base
d’apprentissage ; (vert) les erreurs estimées par le processus
gaussien ; (gris) l’intervalle de conﬁance à 95 %
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est notable notamment sur la distance élévationelle z ce qui permet de réduire de plus de 50%
la mTRE. Cependant, cette technique a l’inconvénient d’accumuler de l’erreur ce qui est visible
sur les rotations.
mouvements entre les images no i et i-1
z 
(m
m
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Figure 3.13 (Vert) La distance élévationelle z entre chaque image
consécutive sans interpolation ; (rouge) les distances z interpolées
La méthodologie proposée se base sur la construction d’un graphe dont les arcs représentent les
mesures de mouvements entre les images, et les poids de ces arcs sont les erreurs de ces mesures
apprises par le processus gaussien. Parce qu’il y a un très grand nombre de mesures dans le
graphe, le problème d’estimation des positions est surdéterminé et beaucoup de solutions sont
possibles. Il est intéressant de constater que l’homogénéité des degrés des noeuds d’un graphe
peut représenter la qualité d’une acquisition. Ainsi, une acquisition optimale (acquise à l’aide
d’un robot par exemple) permet de mesurer un même nombre de mouvements entre paires
d’images le long de la séquence, car la corrélation est facilement déterminée. Contrairement
à une acquisition main-libre dont les degrés des noeuds sont beaucoup moins homogènes (il
n’y a pas un même nombre de mesures tout le long), car la corrélation entre les images varie
beaucoup le long de l’acquisition. La corrélation est en effet grandement inﬂuencée par les
composantes rotationnelles de la trajectoire (Figure 3.15). On peut par exemple voir que le
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Figure 3.14 (Noir) Trajectoire de la sonde avec capteur optique ;
(rouge) trajectoire estimée avec PLV ; (vert) trajectoire estimée
avec PLV et interpolation du mouvement
début de la séquence est bien contrôlé, il y a ensuite une diminution soudaine du nombre de
mesures de mouvement due à une variation brutale des composantes du mouvement.
3.3.3 Interprétation des résultats pour des trajectoires main-libre
Une première analyse quantitative a été effectuée sur chacune des approches exposées en les
testant sur les huit séquences restantes (on rappelle qu’une séquence a déjà été utilisée pour
l’apprentissage), en générant 1000 trajectoires (GM et GEM) pour chacune des images. Pour
chacune des images d’une séquence, la mTRE a été calculée en comparant à la position mesu-
rée par le capteur optique. Le tableau 3.3 montre les résultats des mTRE des dernières images
pour les huit séquences. Les résultats ont été présentés avec une distance totale |z| croissante
pour montrer l’impact de la taille de l’acquisition sur l’erreur. En effet, lorsque la longueur
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Figure 3.15 Exemple de graphe des mesures de mouvement d’une
séquence, de haut en bas. L’homogénéité des noeuds d’un graphe
n’est pas la même le long d’une séquence acquise de façon
main-libre (gauche) ou d’une séquence acquise par un robot (droite)
des séquences augmente, plus de mesures sont nécessaires. Il y a donc une accumulation du
biais, ce qui augmente l’erreur de l’estimation des positions (tableau 3.4). Certaines séquences,
comme S6, contiennent plus de rotations que d’autres et il en résulte une plus grande mTRE.
Finalement, l’approche GEM permet d’améliorer de 20% en moyenne les résultats en compa-
rant à l’approche PLV.
Une analyse statistique a été effectuée sur les résultats pour déterminer si les méthodes propo-
sées dans ce mémoire ont un impact sur les résultats. Les différentes mTRE ont été normalisées
par le déplacement élévationnel de la sonde d pour une comparaison signiﬁcative des résultats.
Par la suite, un test de Kolmogorov Smirnoff (Massey Jr, 1951) a démontré que les échantillons
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Tableau 3.3 mTRE (mm) des dernières images des huit
séquences S, estimées selon chaque méthode avec un déplacement
élévationnel total |z| et les meilleurs résultats en rouge
S9 S7 S6 S5 S8 S3 S1 S2
total |z| 20 mm 21 mm 25 mm 27 mm 36 mm 38 mm 52 mm 56 mm
PPV 11.041 11.866 15.492 13.897 10.699 12.790 15.321 18.973
CSq 4.395 3.816 5.820 4.683 6.207 10.531 12.655 13.713
PLV 2.036 1.028 3.758 2.412 4.758 10.486 10.578 10.999
GE 1.994 0.855 3.498 2.289 4.187 9.895 10.591 10.694
GM 1.781 0.767 3.488 2.055 3.961 10.160 9.790 10.503
GEM 1.803 0.731 3.039 1.995 3.735 9.345 9.154 9.999
Tableau 3.4 Nombre de mesures de recalage utilisées pour
estimer la position de la dernière image de chaque séquence
S1 S2 S3 S5 S6 S7 S8 S9
Nb images 241 253 268 286 375 369 248 279
PPV 241 253 268 286 375 369 248 279
CSq 164 185 114 116 112 99 138 82
PLV 109 128 87 66 67 51 86 43
GE 105 126 81 66 64 47 84 43
ne sont pas normalement distribués. Une alternative au test paramétrique ANOVA2 (utilisé dans
le cas de données normalement distribuées) est le test non paramétrique de Friedman sur les
rangs des échantillons (Friedman, 1937). Il permet de tester l’inﬂuence des différents groupes
(acquisitions) et des traitements (méthodes d’estimations de la trajectoire), et montre une dif-
férence signiﬁcative (p << 0.05) entre les différentes méthodes. Parce que les résultats des
approches PPV et CSq sont clairement moins bons (Figure 3.16), les tests statistiques ont été
effectués sur les autres méthodes pour diminuer le risque d’erreur statistique. Ainsi, un test
de contraste de Tukey (Tukey, 1949) sur les moyennes de rangs a permis de tester si les ap-
proches GE, GM et GEM ont la même précision que l’approche PLV. GE et GM n’ont pas de
différence claire par rapport à PLV, mais c’est bien la combinaison des deux approches GEM
(qui minimisent le nombre de mesures et choisissent les meilleures) qui est signiﬁcative. En ef-
fet, une différence notable entre GEM et PLV a été montrée en prenant les 35 dernières images
(p< 0.05) et encore plus pour les dix dernières images (p 0.001). Un test a aussi été effectué
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en ne prenant que les images dont la distance élévationelle z par rapport à la première image de
la séquence est supérieure à 5 mm, il en résulte encore une fois une différence très signiﬁcative
(p  0.001). Les travaux de ce mémoire concernent la minimisation du biais, c’est pourquoi
GEM a moins d’impact sur les premières images de la séquence. L’amélioration obtenue avec
GEM n’est signiﬁcative qu’avec des acquisitions d’au moins 40 images (en moyenne sur toutes
les acquisitions).
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Figure 3.16 (Gauche) Diagrammes en boîte pour chacune des
méthodes d’estimations de trajectoire ; (droite) histogrammes des
mTRE normalisées pour chaque acquisition avec (bleu)
l’approche PPV ; (rouge) CSq ; (orange) PLV ; (vert) GEM
La Figure 3.17 montre un exemple détaillé d’estimation de la trajectoire pour la neuvième
acquisition main-libre (les résultats pour les autres séquences se trouvent en annexe II). Cette
trajectoire n’a pas de trous de mesures et la trajectoire de la sonde est en grande partie linéaire.
L’approche CSq surestime les rotations et sous-estime la translation élévationelle parce qu’il y a
une confusion entre les effets des rotations et de la distance élévationelle sur la décorrélation du
speckle (Housden et al., 2008). Le moyennage de l’approche GEM abordée dans ce mémoire
permet d’améliorer les estimations de rotations et de translations, là où l’approche PLV a plus
de difﬁculté à suivre la trajectoire du capteur optique. En effet, choisir les mesures les moins
biaisées améliore le chemin choisi par l’algorithme de Dijkstra contrairement à PLV. On voit
apparaître une augmentation soudaine de la mTRE à partir de la 200ème image, due à une
augmentation brutale de la distance élévationelle au même endroit (Figure 3.18).
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Le moyennage par algèbre de Lie a été effectué en se basant sur l’algorithme fourni par Li et al.
(2014). Grâce à l’équation 2.13 et les travaux sur le moyennage de Lie, il est possible d’estimer
l’erreur sur l’estimation des positions. Les erreurs d’estimation des positions de l’algorithme
GEM sont ainsi une mesure de l’incertitude pour l’étape de reconstruction volumique 3D.
Cette erreur (illustrée dans la Figure 3.17 ) croît dans le temps parce qu’il y a de plus en plus
de solutions possibles au fur et à mesure que l’on approche de la ﬁn de la séquence. Cette
erreur est intrinsèque au processus d’estimation de la trajectoire sans capteur de position en
échographie 3D main-libre.
Figure 3.17 (Noir) Trajectoire de la sonde avec capteur optique ;
(rouge) séquence CSq de Housden et al. (2007) ; (orange)
approche PLV ; (vert clair) les différentes positions générées à
l’aide de GR ; (vert foncé) estimation de la trajectoire et de son
erreur avec la méthode GEM
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Figure 3.18 (Bleu) Approche PPV ; (rouge) séquence CSq de
Housden et al. (2007) ; (orange) approche PLV ; (vert foncé)
estimation de la trajectoire et de son erreur avec la méthode GEM
3.3.4 Reconstruction volumique des images recalées
Une dernière analyse qualitative montre des résultats préliminaires de reconstruction volu-
mique de la séquence S9, en prenant les résultats de positions générées par les algorithmes
GEM et CSq. La reconstruction a été effectuée à l’aide du logiciel 3D Slicer 4.5 créé par
Fedorov et al. (2012) et d’un script réalisé par Francis Bourdeau utilisant le module de recons-
truction de Lasso et al. (2014).
On remarque dans la Figure 3.19 que la reconstruction volumique avec les positions de GEM
est plus juste que CSq, notamment sur les rotations. Malheureusement, l’approche de ce mé-
moire a du mal à bien estimer toutes les rotations, ce qui donne un résultat plus “compressé”
que la reconstruction par capteur optique.
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Figure 3.19 (De gauche à droite) Reconstructions volumétriques utilisant
les positions du capteur optique, des approches GEM et CSq
CONCLUSION ET RECOMMANDATIONS
Les travaux présentés dans ce mémoire ont porté sur le problème de l’estimation sans-capteur
de la trajectoire d’une sonde échographique pour faire de l’échographie 3D main-libre. La re-
construction volumique nécessite l’estimation précise de toutes les positions de la séquence
échographique pour diminuer les erreurs d’interpolation sur le volume et ainsi obtenir des
objets 3D conformes à la réalité. Les spéciﬁcités du signal échographique et notamment du
speckle, présentées au chapitre 1, permettent de recaler des images proches dans l’espace. Tou-
tefois, cette estimation est limitée en portée et il est donc nécessaire d’accumuler les mesures
pour obtenir les positions et orientations de toutes les images par rapport à la première image.
L’état de l’art présenté au chapitre 1 a permis de mettre en évidence les différents travaux en
échographie 3D main-libre sans capteur de position. En recalage dans le plan, nous retiendrons
le choix de l’utilisation du critère de corrélation qui est courant dans le domaine. Mais il peut
être intéressant de tester l’information mutuelle qui s’avère plus performante que la corrélation
pour du recalage 3D (Kaar et al., 2013). Bien que difﬁcilement accessible si l’échographe est
destiné au commerce, l’utilisation des signaux RF semble être une voie permettant d’améliorer
la précision de l’estimation (Rivaz et al., 2008). Un travail complet traitant de différents aspects
du recalage (intersection des images, mouvements non monotones) est proposé par Housden
et al. (2007). Cependant, il est nécessaire de faire attention aux erreurs de recalage engendrées
par le tangage θx et le roulis θz, qui constituent les plus grosses limitations techniques (Housden
et al., 2008). Beaucoup ont étudié la manière de corriger les erreurs de recalage entre les paires
d’images d’une séquence échographique (Conrath et Laporte, 2012; Housden et al., 2006;
Laporte et Arbel, 2008; Tuthill et al., 1998), mais peu ont travaillé sur la meilleure façon
d’estimer la trajectoire (Housden et al., 2007; Laporte et Arbel, 2010). L’objectif du mémoire
a donc été de minimiser l’erreur sur l’estimation de la trajectoire.
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Les hypothèses posées dans ce mémoire qui ont permis de réduire l’erreur se sont portées sur
deux axes : un premier axe est la minimisation du nombre de mesures de recalage prises pour
l’estimation des positions et orientations des images (Housden et al., 2007) et l’introduction
d’une approche statistique qui permet de rafﬁner les résultats. Un deuxième axe consiste en
une procédure optimale pour choisir les mesures lors de l’estimation de la trajectoire. La mé-
thodologie présentée au chapitre 2 expose ces deux approches :
a. Pour minimiser le nombre de mesures, l’idée a été de générer un graphe dont les arcs
représentent les mesures de mouvements entre paires d’images. Un chemin possible pour
l’estimation de la trajectoire peut être ainsi généré en appliquant l’algorithme de plus
court chemin de Dijkstra. Pour rafﬁner les résultats, un moyennage par algèbre de Lie
(Govindu, 2004) est effectué sur plusieurs trajectoires générées semi-aléatoirement.
b. Pour mieux sélectionner les mesures, les poids des arcs représentent les erreurs sur ces
mesures, et sont estimées à l’aide d’un processus gaussien.
Le chapitre 3 a permis de valider les différentes hypothèses du mémoire avec une très grande
signiﬁance statistique (p 0.001), mais seulement lorsque les méthodes GE et GM sont com-
binées (algorithme GEM). L’application de la méthodologie du mémoire a ainsi pu améliorer
les résultats d’au moins 20% par rapport aux approches utilisées dans l’état de l’art (Afsham
et al., 2014a; Housden et al., 2007). Les tests ont été effectués à partir d’images de speckle
pleinement développé sur plusieurs séquences de mouvement main-libre en utilisant la mesure
d’erreur mTRE préconisée par De Kraats et al. (2005) sur toutes les images de la trajectoire.
Un des inconvénients de l’algorithme vient de l’estimation des erreurs de mesure par appren-
tissage à l’aide d’une base de données. L’étape de l’apprentissage nécessite en effet une base
de données précise pour estimer les erreurs de mesures de mouvements. Les mesures de mou-
vements de l’ordre de ∼ 10−4 m sont difﬁcilement mesurables avec un capteur de position
(précision de l’ordre ∼ 10−3 m) et il a été nécessaire de créer la base de données en utilisant
indirectement les mesures du capteur de position. De par la difﬁculté de validation de la base
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de données, elle ne peut être entièrement ﬁable. Il faut aussi être conscient que la solution pro-
posée n’améliore pas de façon aussi signiﬁcative les estimations rotationnelles, qui doivent être
améliorées à la source du recalage entre paires d’images (Housden et al., 2008). Enﬁn, un autre
inconvénient est le temps de calcul nécessaire à l’algorithme pour générer un nuage de 1000
positions pour chaque image de la séquence échographique. Bien que la méthode soit traitée
après une acquisition et de façon hors-ligne, il est nécessaire d’attendre 30 min en ayant codé
l’algorithme sous MATLAB (Ubuntu 14.04, Intel R© Xeon(R) CPU E3-1230 v3 @ 3.30GHz x
8). Cependant ce temps peut être largement réduit à quelques minutes pour un nombre réduit
de trajectoires sans grandement inﬂuencer la précision de l’algorithme. L’utilisation de nuages
de 100 positions est préconisée pour une application réelle pour un temps de calcul de 1 minute
et 30 secondes malgré une diminution en précision de l’ordre de 5%. Il est possible d’optimiser
le temps de calcul en se penchant sur la façon dont est calculé le plus court chemin de Dijkstra
(qui constitue la partie la plus gourmande en termes de ressource). De plus, une implémenta-
tion en C/C++ intégrant du GPGPU est tout à fait envisageable avec l’approche semi-aléatoire
de la méthode proposée.
Une question se pose quant à l’application de la méthode proposée sur les tissus réels, l’ap-
proche n’ayant été validée que sur des images de speckle provenant d’un fantôme échogra-
phique. L’utilisation du fantôme n’a pas d’impact sur les résultats obtenus, car les travaux du
mémoire se sont penchés sur la correction des erreurs d’estimation de la trajectoire et non
l’erreur de recalage à la source (recalage entre les paires d’images). En d’autres termes, les
présents travaux ont montré l’importance de la manière d’utiliser les mesures et non pas la ma-
nière d’obtenir les mesures. La méthodologie proposée semble tout à fait applicable dans le cas
de tissus réels et pourrait même y avoir un plus grand impact. En effet, dans le cas du recalage
sur tissu réel, beaucoup plus de paramètres peuvent être pris en compte pour avoir une idée de
l’erreur sur les mesures (disparité du speckle, nature des tissus, ombres échographiques dues à
certaines structures échogènes...).
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L’interpolation linéaire sur les composantes du mouvement vu dans le chapitre 3 peut être
amélioré, notamment en rendant indépendantes les composantes du mouvement à l’aide de
l’algèbre de Lie. Actuellement, l’interpolation n’est effectuée que sur les mesures de mou-
vements consécutifs ({m1,2,m2,3, ...,mN−1,N}), mais il est possible de faire cette interpolation
pour les mesures d’ordre supérieur ({m1,3,m3,5, ...,mN−2,N}). Ceci augmenterait artiﬁcielle-
ment le nombre de mesures permises pour l’estimation de la trajectoire et pourrait peut-être
améliorer les résultats.
Enﬁn, l’estimation des variances sur les positions n’a pas été utilisée dans ce mémoire, mais
sont tout à fait compatibles avec l’étape de reconstruction volumique de l’objet. Une méthode
d’interpolation par processus Gaussien pour la reconstruction surfacique d’un objet a déjà été
utilisée dans la littérature (Morse et al., 2005). Ainsi, les estimations sur l’erreur de l’estimation
de la trajectoire s’intègrent très bien dans ce processus en tant qu’erreur de mesure.
L’échographie 3D permet un nouveau paradigme dans l’imagerie médicale, notamment celui
de la réalité virtuelle (Palmer et al., 2015) et beaucoup d’applications sont possibles (Fens-
ter et Downey, 1996). Les volumes échographiques sont ainsi beaucoup utilisés pour étudier
les maladies cardiaques, et ont notamment permis une meilleure compréhension du mouvement
des ventricules ou valves cardiaques (Freed et al., 1999). Des recherches se penchent aussi sur
l’utilisation des volumes échographiques pour étudier le développement de la scoliose chez les
enfants, plus sensibles aux radiations que les adultes. Une étude récente permet ainsi un suivi de
la déformation de la colonne vertébrale avec l’échographie 3D permettant de réduire le nombre
d’examens par rayon-X (Cheung et al., 2013). L’utilisation de l’échographie est aussi préco-
nisée pour le guidage des biopsies de la prostate (Hodge et al., 1989). Toutes les applications
citées touchent de près ou de loin les travaux de ce mémoire, permettant d’améliorer la préci-
sion de positionnement des images dans l’espace impliquant une meilleure reconstruction 3D.
L’échographie 3D main-libre permet un champ de vision potentiellement illimité, là où l’in-
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novation sans capteur de position rend accessible cette technologie au plus grand nombre dont
notamment les pays en voie de développement ne disposant que de sondes 2D traditionnelles.
Ceci promet un avenir conséquent pour cette nouvelle méthode d’estimation de la trajectoire
d’une sonde échographique pour l’échographie 3D main-libre sans capteur de position.

ANNEXE I
LES STATISTIQUES DE 1ER ORDRE DU SPECKLE
Les statistiques de premier ordre décrivent comment sont répartis les différents diffuseurs dans
la cellule de résolution. Lorsque l’on est dans les conditions de Rayleigh, on dit que le speckle
est pleinement développé. La fonction de répartition des diffuseurs est alors complètement
aléatoire (voir Figure 1.6) et suit une loi uniforme, ce qui a pour conséquence que U (le signal
RF) aura une moyenne tendant vers 0. Si de plus le nombre de diffuseurs compris dans la cellule
de résolution est élevé, alors d’après le théorème central limiteU sera gaussien (et de moyenne
nulle)(Goodman, 1975). En considérant l’enveloppe du signal A(x,y,z), sous les conditions de
Rayleigh la probabilité de l’amplitude du signal peut être déﬁnie par la distribution de Rayleigh
(Wagner et al., 1983) :
p(A) =
A
ψ2
e
(
− A2
2ψ2
)
, A ≥ 0. (A I-1)
On remarque que la distribution de A ne dépend que de ψ qui est lui-même dépendant de
l’énergie moyenne du signal. Ceci implique que les statistiques de premier ordre du signal,
après normalisation, sont constantes. Concrètement cela permet de détecter les zones de spe-
ckle pleinement développées en analysant le rapport signal à bruit (SNR pour Signal to Noise
Ratio) (Burckhardt, 1978) :
SNR =
E[A]√
Var[A]
=
√
π
4−π  1.91.
En pratique, une image échographique ne contient pas de Speckle pleinement développé (i.e. on
n’est pas dans les conditions de Rayleigh) et la distribution de l’enveloppe change. Moins une
zone contient du speckle, moins la densité de probabilité p(A) ressemblera à une distribution
de Rayleigh. Pour modéliser de la façon la plus générale possible la distribution de l’échogni-
cité des diffuseurs, il a été proposé d’utiliser la distribution de K généralisée (ou homodyne)
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(Jakeman et Tough, 1987). Elle permet de modéliser la diminution du nombre de diffuseurs, et
leur tendance à ne plus être complètement aléatoire (voir Figure I-1).
Figure-A I-1 Différents modèles de distribution des échos : la distribution
de K généralisée correspond à la fusion du modèle de Rician et K
Tirée de Laporte (2009)
ANNEXE II
ESTIMATION DES TRAJECTOIRES POUR DES SÉQUENCES
ÉCHOGRAPHIQUES MAIN-LIBRE
Cette annexe comprend les résultats de l’estimation des trajectoires introduites dans la section
3.3.3 pour les 6 degrés de liberté du mouvement. Les résultats des mTRE sont aussi présentés
pour chacune des séquences, en rappelant que la séquence 4 n’a pas été testée, car elle a été
utilisée pour l’apprentissage et la séquence 9 est montrée dans le chapitre 3.3.3. Pour toutes
les ﬁgures : (Noir) Trajectoire de la sonde avec capteur optique ; (rouge) séquence CSq de
Housden et al. (2007) ; (orange) approche PLV ; (vert clair) les différentes positions générées à
l’aide de GM ; (vert foncé) estimation de la trajectoire et de son erreur avec la méthode GEM.
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1. Séquence 1
Cette première séquence se caractérise par une trajectoire assez chaotique proche d’un mouve-
ment réel du clinicien. La vitesse d’acquisition est rapide ce qui explique 16 trous de mesures
aux alentours de la 30ème image lors du changement soudain de direction (indiqués par des
ﬂèches).
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Figure-A II-2
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2. Séquence 2
La deuxième séquence est aussi rapide que la première avec 14 trous de mesures, mais les
mouvements dans le plan sont plus contrôlés. Par contre les rotations ont tendance à être plus
grandes notamment θy.
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Figure-A II-4
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3. Séquence 3
Cette séquence n’est pas contrôlée au début ce qui explique le grand saut observé en x et les 22
trous de mesure. Il s’ensuit une augmentation constante des translations, avec une rotation θz
perturbée.
Figure-A II-5
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Figure-A II-6
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4. Séquence 5
La cinquième séquence est celle qui varie le plus en x, mais n’a aucun trou de mesure. On
observe une perturbation en z à la 250ème image qui explique la variabilité de la mTRE à cet
endroit.
Figure-A II-7
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Figure-A II-8
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5. Séquence 6
La séquence 6 est la première séquence qui est assez contrôlée et une des plus longues. À partir
de la 330ème image, il y a une variation brutale de toutes les composantes qui se répercute sur
la mTRE et induit six trous de mesures.
Figure-A II-9
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Figure-A II-10
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6. Séquence 7
La septième séquence est une des rares séquences sans trous de mesures. La trajectoire est bien
contrôlée et c’est la plus lente, la mTRE augmente donc graduellement à cause de l’accumula-
tion du biais de l’estimation de la trajectoire.
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Figure-A II-12
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7. Séquence 8
La dernière séquence a quatre trous de mesures parce qu’elle est beaucoup moins contrôlée
que la précédente. L’augmentation et la diminution de x impacte les résultats sur l’estimation
des positions des images.
Figure-A II-13
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