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We address the structure of the Liouvillian superoperator for a broad class of bosonic and fermionic Marko-
vian open systems interacting with stationary environments. We show that the accurate application of the partial
secular approximation in the derivation of the Bloch-Redfield master equation naturally induces a symmetry on
the superoperator level, which may greatly reduce the complexity of the master equation by decomposing the
Liouvillian superoperator into independent blocks. Moreover, we prove that, if the steady state of the system is
unique, one single block contains all the information about it, and that this imposes a constraint on the possible
steady-state coherences of the unique state, ruling out some of them. To provide some examples, we show
how the symmetry appears for two coupled spins interacting with separate baths, as well as for two harmonic
oscillators immersed in a common environment. In both cases the standard derivation and solution of the master
equation is simplified, as well as the search for the steady state. The block-diagonalization does not appear
when a local master equation is chosen.
I. INTRODUCTION
Open quantum systems are nowadays a well-established
framework whose theoretical aspects have been investigated
in depth [1–3]. An important branch is represented by Marko-
vian open systems [4, 5] and quantum dynamical semigroups
[6]. In particular, the generator of a quantum dynamical semi-
group is a time-independent Liouvillian superoperator L ,
such that if ρS(0) is the initial state of the system, the state
at time t is given by ρS(t) = exp(Lt)[ρS(0)]. The solution
of the master equation providing the dynamics of the system
relies on finding the Liouvillian L.
The evolution of a dynamical semigroup is described by
a master equation in the so-called GKLS form [7–9]. This
form has been extensively studied during the recent years
[10–19], with a particular attention on the steady state struc-
ture, given the importance of, for instance, steady-state coher-
ences in quantum thermodynamics [20–22] or of information-
preserving steady states [23]. The form of the steady state
is also crucial to understand the process of quantum ther-
malization [24]. The investigation of the role of symme-
try in the semigroup evolution has been very active as well
[25–32]. Given the simplicity of the GKLS master equation,
a thornier issue has been to characterize which microscopic
physical models of systems and environments lead to a re-
duced system evolution described by this master equation. In
1965 Redfield derived a Markovian master equation by as-
suming weak coupling between system and environment and
making some considerations about the relevant timescales of
the evolution [33]. This derivation and the subsequent Bloch-
Redfield master equation are still commonly employed nowa-
days [1, 2, 34]. A more formal derivation has been provided
by Davies [35, 36], showing that the semigroup evolution is
perfectly recovered when the coupling between system and
environment is infinitesimally small. In some situations, e.g.
in the case of two slightly-detuned spins [37], the Davies’
limit cannot be performed, since it corresponds to applying
a “full secular approximation” removing all the oscillating
terms in the interaction picture dynamics without discrimi-
nating which of them are fast and which are slow, instead
of a more accurate partial secular approximation. The latter
was implicitly suggested by Redfield himself [33], and an ex-
tensive study about it has been performed in the very recent
past [37–41], in particular showing that applying an accurate
partial secular approximation to the microscopic derivation of
the master equation allows one to recover the GKLS form
[38, 39].
In this work we show how a symmetry on the superopera-
tor level arises due to the partial secular approximation. Our
discussion is valid for a broad class of systems, that can be re-
cast asM non-interacting fermionic or bosonic modes weakly
coupled to stationary Markovian environments. The symme-
try consists in the invariance of the Liouvillian superoperator
under the action of the total-number-of-particles superopera-
tor. We stress that the symmetry is on the superoperator level,
i.e. it is not a symmetry of the system Hamiltonian, but of
the full master equation of the open system. Following the
formalism discussed in Ref. [27], we can exploit it to block-
diagonalize the Liouvillian superoperator and greatly reduce
the complexity of the master equation. Complexity reduction
of abstract GKLS master equations in fermionic or bosonic
systems has been also addressed in some extensive works by
Prosen et al. [12, 14, 15], which focus on Jordan decomposi-
tion. Once having exploited the symmetry to obtain the block-
diagonalization, we observe that, if the steady state of the sys-
tem is unique, one single block contains all the information
about it. This not only helps to find it, but also imposes a
constraint on the corresponding steady-state coherences. Cu-
riously, the symmetry arises only when considering a global
master equation, while it is not valid anymore when using a
local one [37, 42, 43].
We review the derivation of the Bloch-Redfield master
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2equation and subsequent partial secular approximation in
Sec. II, as well as the theory of symmetries and conserved
quantities in Lindblad master equations. Sec. III is devoted to
the discussion of the symmetry on the superoperator level and
to the block-diagonalization of the Liouvillian. In particular,
Sec. III A discusses the class of system for which our analysis
is valid, while Sec. III B presents the main result and its conse-
quences. We provide some illustrative examples of the action
of the symmetry in Sec. IV, distinguishing between fermionic
and bosonic scenarios. Finally, we conclude in Sec. V with a
discussion about our results.
II. FORMAL FRAMEWORK
A. Markovian master equations with partial secular
approximation
Let us consider an open quantum system S with associated
Hilbert space HS of dimension N , described at time t by the
N × N density matrix ρS(t). S is coupled to an external
environment E through the interaction Hamiltonian HˆI , and
throughout the work we restrict ourselves to stationary envi-
ronments. The full system-bath Hamiltonian can be written
as:
Hˆ =HˆS + HˆE + HˆI
=HˆS + HˆE + µ
∑
α
Aˆα ⊗ Bˆα, (1)
wherer HˆS is the free Hamiltonian of the system, HˆE is the
free Hamiltonian of the environment, Aˆα are system opera-
tors while Bˆα are bath operators. µ is a coupling constant
with units of energy, and in the weak-coupling limit consid-
ered here we assume µ far smaller than the other characteristic
energies of the system. We set ~ = 1, so that the units of mea-
sure of time are [time] = [energy]−1.
We term |en〉 the eigenvectors of the free Hamiltonian
of the system, which may be degenerate as well, such that
HˆS =
∑
n n |en〉 〈en|. The jump operators of the system are
defined as [1]
Aˆα(ω) =
∑
m−n=ω
|en〉 〈en|Aˆα|em〉 〈em| . (2)
We assume that the open system S follows a Markovian,
non-unitary evolution due to the coupling to the stationary
environment E. The master equation describing a time-
independent dynamical semigroup is written as:
d
dt
ρS(t) = L[ρS(t)], (3)
where L is the Liouvillian superoperator acting on the N2-
dimensional Hilbert space L of the linear operators on HS ,
called Liouville space [27], which contains the convex subset
of the density matrices. In particular, for the Bloch-Redfield
master equation in partial secular approximation (PSA) [1, 2,
37]:
L = −i[HˆS + HˆLS , · ] +D[ · ], (4)
where HˆS is the free Hamiltonian of the system, HˆLS is the
Lamb-shift Hamiltonian given by:
HˆLS =
∑
α,β
∑
(ω,ω′)∈PSA
Sαβ(ω, ω
′)Aˆ†β(ω
′)Aˆα(ω), (5)
while the dissipator reads
D[ρS ] =
∑
α,β
∑
(ω,ω′)∈PSA
γαβ(ω, ω
′)
(
Aˆβ(ω)ρSAˆ
†
α(ω
′)
− 1
2
{Aˆ†α(ω′)Aˆβ(ω), ρS}
)
.
(6)
Sαβ(ω, ω
′) and γαβ(ω, ω′) are functions of the autocorrela-
tion functions of the bath operators Bα1. The PSA removes
all the terms in the summation with frequencies ω and ω′ such
that
∃ t∗ such that |ω − ω′|−1  t∗  τR, (7)
where τR is the relaxation time of the system, i.e. the time in
which ρS approaches the dynamical equilibrium [1, 37]. In
the weak-coupling limit considered here we have
τR = O(µ
−2), (8)
being the master equation of the second order in µ [3]. Ap-
pendix A 1 discusses why Eq. (3) with Liouvillian in Eq. (4)
can be recast in the GKLS form:
L[ρS(t)] =− i[Hˆ ′, ρS(t)]
+
N2−1∑
l=1
FˆlρS(t)Fˆ
†
l −
1
2
{Fˆ †l Fˆl, ρS(t)},
(9)
where Hˆ ′ = Hˆ ′
†
is the effective Hamiltonian including the
Lamb shift, and {Fˆl}N
2−1
l=1 are the Lindblad operators [1].
From now on, we will use calligraphic letters (such as L) to
indicate superoperators acting on L, while we will use capital
letters, with hats when needed to avoid confusion, (such as Hˆ)
for operators living in L, which for instance may act on the
Hilbert space of the system HS. The density matrices ρS are
elements of L as well. Appendix A 2 discusses the language
of superoperators in more detail.
B. Symmetries and conserved quantities in the Lindblad
formalism
In this section we introduce the concepts of symmetries and
conserved quantities in the Lindblad formalism following the
1 We refer the reader to Ref. [37] for their precise form.
3recent work by Albert and Jiang [27]. Let us assume that the
Lindblad evolution of an open system S is described by the
Liouvillian superoperator L as discussed in Sec. II A. Given
an observable Jˆ = Jˆ† acting on HS and living in L, we have
the following definitions:
• Jˆ is a conserved quantity if it is a constant of motion un-
der the non-unitary evolution generated by master equa-
tion, i.e. if L†[Jˆ(t)] = 0 for all t.
We construct the one-parameter unitary group whose elements
are Uˆφ = exp
(
iφJˆ
)
with φ ∈ R, and then we define the
associated superoperators Uφ as U†φ[Oˆ] = Uˆ†φOˆUˆφ, with Oˆ ∈
L. We can analogously write Uφ = exp(iφJ ), where J is the
superoperator associated to J through J = Jˆ⊗IN−IN⊗JˆT ,
where we have used the tensor product notation introduced in
Appendix A 2.
• Jˆ generates a continuous symmetry on the superoper-
ator level if U†φLUφ = L for all φ, or equivalently
[J ,L] = 0.
If the evolution of the system were unitary and driven only
by the Hamiltonian HˆS , according to Noether’s theorem a
conserved quantity would always generate a symmetry and
viceversa. In the framework of open systems this is no longer
true, since for instance a symmetry on the superoperator level
not always implies a symmetry on the operator level. In par-
ticular, if the master equation is in the Lindblad form as in
Eq. (9), we can consider the following three propositions:
(i) [Jˆ , Hˆ ′] = [Jˆ , Fˆl] = 0 ∀ l,
(ii) ddt Jˆ(t) = L†[Jˆ(t)] = 0,
(iii) U†φLUφ = L ∀φ ∈ R, or equivalently [J ,L] = 0.
Then, we have that (i) implies (ii) and (iii), but no other log-
ical implications are present [27]. This tells us that in order
for an observable Jˆ to both be a conserved quantity (ii) and
generate a symmetry (iii), it needs to commute both with the
Hamiltonian Hˆ ′ driving the unitary part of the evolution and
with each Lindblad operator.
For the purpose of this paper, we are interested in the ob-
servable representing the parity of the total number of parti-
cles in a system: suppose we have a system of M bosonic
or fermionic modes; then, the Hilbert space of the system is
the tensor product of the Hilbert spaces of the M modes. The
total-number-of-particles operator reads
Nˆ =
M∑
k=1
nˆk, (10)
where nˆk is the particle number operator of the k-th mode. Nˆ
generates the one-parameter group Uˆφ = exp
(
iφNˆ
)
. If we
set φ = pi, we obtain the parity operator:
Pˆ = exp
(
ipiNˆ
)
. (11)
The parity operator satisfies the properties Pˆ 2 = I and Pˆ † =
Pˆ , and as a consequence it only has two eigenvalues,±1. Par-
ity is an observable which can generate a discrete simmetry
on the superoperator level2. In analogy with the definition of
a continuous symmetry, we write the parity superoperator as
P = exp(ipiN ), (12)
where using the tensor product notation (see Appendix A 2)
N is given by:
N = Nˆ ⊗ I− I⊗ Nˆ . (13)
Being different objects, symmetries and conserved quanti-
ties play a different role in the analysis of the evolution of open
quantum systems [10, 11, 25, 27]. Conserved quantities are of
fundamental importance to identify the structure of the space
of stationary states of the systems [27], related to the problem
of finding decoherence-free subspaces [44]. Symmetries can
help in simplifying the form of the Liouvillian superoperator,
and thus in solving the master equation. Indeed, if we identify
a symmetry such that [J ,L] = 0, we can block-diagonalize
the Liouvillian with each block labeled by a different eigen-
value of J . As we will see in the next section, this can greatly
reduce the complexity of the master equation.
III. THE BLOCK STRUCTURE OF THE LIOUVILLIAN IN
PARTIAL SECULAR APPROXIMATION
In this section we will show how, for a broad class of mod-
els, the partial secular approximation naturally induces a sym-
metry on the superoperator level, which can be exploited to
simplify the master equation. Note that we can apply the con-
cepts of Sec. II B, introduced in the Lindblad formalism, to
the Bloch-Redfield master equation in partial secular approx-
imation, since as explained in Appendix A 1 the latter can be
always brought to the GKLS form.
We start by introducing the suitable class of Hamiltonians
in Sec. III A, and then we focus on the identification of the
symmetry in Sec. III B. Section III C discusses a series of in-
teresting applications and consequences of the main result.
A. Delimiting the suitable class of systems
Our analysis applies to all systems that can be cast as the
sum of the free Hamiltonians of M non-interacting bosonic
or fermionic modes, with
HˆS =
M∑
k=1
Ek cˆ
†
k cˆk =
M∑
k=1
Eknˆk, (14)
2 Discrete simmetries in the Lindblad formalism deserve a separate discus-
sion, and we refer the interested reader to Ref. [27].
4and Ek is the energy quantum of the k-th mode.
Eq. (14) describes a broad class of Hamiltonians which are
particularly relevant in the fields of condensed matter and op-
tical physics. For instance, any quadratic Hamiltonian can be
rewritten as a sum of non-interacting modes as in Eq. (14)
[45, 46], that is to say any Hamiltonian of the form
HˆS =
M∑
j,k=1
(
αjkaˆ
†
j aˆk + βjkaˆj aˆk + h.c.
)
, (15)
where aˆj is an annihiliation operator. This is just a sufficient
but not necessary condition, since more complex Hamilto-
nians may be taken into the form of Eq. (15). In the case
of bosons, all HˆS preserving Gaussian states can be recast
as Eq. (14). These Hamiltonians contain linear and/or bi-
linear terms and can be reduced into the form of Eq. (15)
through displacement transformations. Systems of uncoupled
spins can be trivially seen as non-interacting fermions via Jor-
dan–Wigner transformation [45], and thus are suitable for our
discussion. Two coupled spins can be transformed into free
fermions as well, as discussed in Appendix B, while exten-
sions to wider systems of interacting spins are tricky and must
be considered case by case.
We now set the relevant assumptions on the interaction
Hamiltonian HˆI in Eq. (1). First of all, recalling that µ is
the system-bath coupling constant defined in Eq. (1), we set
µ2  Ek ∀ k. Then, the interaction Hamiltonian is suitable
for our analysis if at least one of the following conditions
holds:
• Condition I. Each system operator Aˆα in Eq. (1) in-
volves only single excitations, that is to say, each Aˆα
is a first-degree polynomial in the creation and annihi-
lation operators cˆk. For instance, Aˆα′ = cˆ1 + cˆ
†
2 is a
valid system operator, while Aˆα′ = cˆ1cˆ
†
2 or Aˆα′ = cˆ1cˆ2
are not.
• Condition II. Let us consider the set of energies K =
{Ek}Mk=1. Create two new sets by randomly select-
ing some elements of K, that can be repeated as well,
and term them X and Y ; assume that they have dif-
ferent cardinality (number of elements): |X| 6= |Y |.
Then, we exclude situations such that
∑
Em∈X Em =∑
El∈Y El +O(µ
2). This condition can be relaxed de-
pending on the structure of the system operators in the
interaction Hamiltonian, as we will show in the proof of
Sec. III B.
B. The symmetry of the partial secular approximation
We will now show that, if the requirements of Sec. III A
are satisfied, the number superoperator N defined in Eq. (13)
commutes with the Liouvillian in partial secular approxima-
tion Eq. (4), and therefore generates a symmetry on the super-
operator level.
Proposition 1 (Symmetry). Let L be the Liouvillian superop-
erator describing the Markovian evolution of a quantum sys-
tem that can be written as a collection of bosonic or fermionic
non-interacting modes. If L has been derived, starting from
the microscopic model of system+environment, through the
Bloch-Redfield master equation in partial secular approxima-
tion, then it commutes with the number superoperator:
[N ,L] = 0, (16)
provided that one of the conditions I or II on the interaction
Hamiltonian HˆI discussed in Sec. III A holds.
Proof. The usual isomorphism ’flattening’ matrices into vec-
tors (see Appendix A 2, Eq. (A3)) divides the Liouville space
L in two parts, “on the left” and “on the right” of the tensor
product, that in the original notation for an operator or a den-
sity matrix Eq. (A2) would refer respectively to the ket and to
the bra part. Let us now look at the tensor product expression
of N in Eq. (13): the number superoperator counts the total
number of particles on the left and subtracts the total number
of particles on the right. Notice that the total number of par-
ticles is well-defined because the system Hamiltonian can be
written as in Eq. (14).
Considering the tensor product expression of the PSA Li-
ouvillian L (Eq. (A5)) we observe that changes in the num-
ber of particles on the left and on the right can arise, depend-
ing on the system Hamiltonian HˆS and the jump operators.
The system Hamiltonian Eq. (14) cannot change the number
of particles in any mode, since [HˆS , nˆk] = 0 ∀ k, and thus
[HˆS , Nˆ ] = 0. Looking at the definition of the jump operators
Aˆα(ω) in Eq. (2), we see that they can change the number of
particles in some modes only if the associated frequency ω is
equal to the energy cost of creating and annihilating these par-
ticles. For instance, if Aˆα′(ω′) destroys one particle in the first
mode and one particle in the second, while it creates a particle
in the third, then we have ω′ = E1 + E2 − E3, and so on.
Interestingly, the jump operators appear in the Liouvillian ei-
ther as Aˆβ(ω)⊗Aˆ∗α(ω′) or as Aˆ†α(ω′)Aˆβ(ω)⊗I, so that, both
terms can modify the value of N bringing a change in energy
equal to ω−ω′. At this point the conditions on the interaction
Hamiltonian presented in Sec. III A become essential.
• If we keep Condition I, i.e. the system operators Aˆα
only involve single-particle excitations, then the energy
arguments are restricted to ω = ±Ek. The only terms
remaining after the partial secular approximation are
the ones where Aˆα(ω′) creates (destroys) a single par-
ticle and Aˆβ(ω) creates (destroy) a single particle as
well. Any other term is removed, given that we have
also assumed Ek  µ2. Therefore, L cannot change
the value of N and we conclude our demonstration.
• If we let the system operators Aˆα produce multiple ex-
citations, but we retain Condition II for HˆI in Sec. III A,
then once again we see that L cannot change the differ-
ence between the number of particles on the left and on
the right. Indeed, the second condition exactly requires
that modifying by a different quantity the number of
5particles on the left and on the right must bring a change
in energy big enough to be removed by the partial sec-
ular approximation. This also tells us how we can relax
the condition: suppose we have a system of two modes
and Aˆα are second-degree polynomials in the creation
and annihilation operators of the modes. Then, we just
need to require that 2E1 6= E2 + O(µ2) or viceversa,
in order to eliminate all the “unbalanced” terms through
the partial secular approximation.
C. Consequences of the symmetry
In this section we discuss a list of interesting consequences
of the simmetry presented in Proposition 1. We start with a
simple corollary:
Corollary 1 (Parity). If the conditions for Proposition 1 hold,
then the parity superator P is a symmetry on the superopera-
tor level as well: [P,L] = 0.
Proof. If the conditions for Proposition 1 hold, then [N ,L] =
0. But according to Eq. (12) P = exp(ipiN ), thus the par-
ity superoperator must commute with the Liouvillian as well
demonstrating the assertion.
Notice that the symmetries in Proposition 1 and Corollary
1 are, in general, only on the superoperator level. Indeed, we
are not imposing any further condition on the form of the in-
teraction and on the spectral density of environment, that is
to say, the result of Eq. (16) is an interesting consequence of
the partial secular approximation only. This includes cases
in which the parity of the number of particles (on the opera-
tor level) is modified by the interaction with the environment.
For instance, the very common decay of a single mode of the
electromagnetic field, described as ρ˙ = aρa† − 1/2{a†a, ρ}
[1], clearly does not conserve either Nˆ or Pˆ , while as it holds
the partial secular approximation it fulfils Eq. (16).
How can we exploit Eq. (16) for the analysis of the open
system? As already mentioned in Sec. II B, the symmetry
generated by the number superoperator allows us to block-
diagonalize the Liouvillian in a way that is particularly con-
venient for the solution of the master equation. Indeed, the
eigenvectors ofN are given by the tensor product of the diag-
onal basis of HˆS with itself. That is to say, if we rewrite the
system Hamiltonian as HˆS =
∑
n n |en〉 〈en|, we choose the
basis of the space of superoperators {|en〉 ⊗ |em〉}n,m. This
is exactly the basis we work with when deriving the Bloch-
Redfield master equation, since it is the basis in which we
write the jump operators [1, 2, 37]. Therefore, if we express
L as a matrix in the basis |en〉 ⊗ |em〉, and we regroup all the
elements of the basis which are eigenvectors of N with the
same eigenvalue d, we naturally find the blocks of the Liou-
villian in such basis. Note that d is the difference between
the number of particles in the state |en〉 and the number of
particles in |em〉. We can express this fact in the following
proposition:
Proposition 2 (Blocks). In a system of M bosonic or
fermionic modes in which Proposition 1 holds, the Liouvillian
superoperator can be divided into blocks asL = ⊕Md=−M Ld,
where Ld is the block labeled by the eigenvalue d ofN . Let us
write Ld as a matrix in a basis {|ej〉 ⊗ |e′k〉}j,k which spans
its space, where |ej〉 and |e′k〉 are eigenvectors of HˆS . Then,
if we write L−d as a matrix in the basis {|e′k〉 ⊗ |ej〉}j,k these
matrices satisfy Ld = L∗−d.
Proof. The Liouvillian can be block-diagonalized thanks to
the symmetry expressed by Eq. (16), generated by N whose
eigenvalues label the blocks. L describes the dynamics of
the density matrix of the system ρS as in Eq. (3), but since
(ρS)jk = (ρS)
∗
kj , we have in the chosen bases Ld =L∗−d.
Proposition 2 tells us that the symmetry in Eq. (16) not only
provides a block division for the Liouvillian, but also reduces
the number of independent blocks from 2M + 1 to M + 1.
This may greatly simplify the solution of the master equation,
which now would live in spaces of lower dimension. We will
show in Sec. IV some examples of this block diagonalization
and complexity reduction.
Each block of the Liouvillian superoperator may give us
important insight about a certain physical phenomenon of in-
terest. If we know that a given block contains all the relevant
information about such phenomenon, we may indeed analyze
only this block and neglect all the rest, thus working in a far
smaller space than the one in which L lives. This happens, for
instance, in Ref. [47], where two independent blocks of the
Liouvillian superoperator describing the decay of two spins
(corresponding to the blocks discussed in Proposition 2) con-
tain all the information about two different physical phenom-
ena, namely superradiance and quantum synchronization.
Finding the unique steady state of a relaxing Lindblad dy-
namics is another example of the advantages entailed by the
block structure of L: a steady state of the open dynamics is
a state ρss such that L[ρss] = 0. It always exists at least one
steady state for finite systems [3, 11] and, if it is unique, then
the semigroup is relaxing, i.e. any state is driven toward ρss
for t→∞, and no oscillating coherences survive.
The unique steady state “lives” in the subspace of the
block L0 only. Indeed, let us call Π0 the projector over the
eigenspace of N associated to the eigenvalue 0. Then, the
following proposition holds:
Proposition 3 (Steady state). If the conditions for Proposition
1 hold and the semigroup generated by L is relaxing toward
a unique steady state ρss, then Π0[ρss] = ρss. i.e. the only
non-zero elements of the density matrix representing ρss in the
excitation basis are the ones with equal number of excitations
in the ket and in the bra.
Proof. Let us suppose that the steady state ρss has a non-
zero component in a subspace projected by Πd with d 6= 0:
Πd[ρss] 6= 0. Coming back to the space of density matrices,
this means that the density matrix of the steady state in the ex-
citation basis has some non-zero elements with different num-
ber of particles in the bra and in the ket. Therefore, there exists
6a block Ld with d 6= 0 having a zero eigenvalue. Furthermore,
the blockL0 must have a zero eigenvalue as well, since for ρss
to be a physical state it must possess diagonal elements. We
now build a new state ρ′ss such that Π0[ρ
′
ss] = Π0[ρss] and
Πk[ρ
′
ss] = 0 for all k 6= 0. ρ′ss is a physical state (since we
have obtained it by removing coherences from ρss) and is a
steady state as well, since it has the same elements of ρss in
the space projected by Π0 whose evolution must be indepen-
dent from the one of the elements in the space projected by
Πd. Therefore, the steady state is not unique anymore and we
have proven the assertion by contradiction.
Proposition 3 implies the corollary thatL0 is the only block
having an eigenvalue equal to zero, while all the eigenvalues
of the remaining blocks have negative real part. Another im-
mediate consequence is the following.
Corollary 2 (Steady-state coherences). If the conditions for
Proposition 1 hold and the semigroup generated by L is re-
laxing toward a unique steady state, then the only non-zero
steady-state coherences in the excitation basis must have the
same number of excitations in the ket and in the bra.
Proposition 3 is telling us that, when the semigroup dynam-
ics is relaxing toward a unique steady state as it is often the
case, we only need to find the eigenvalues and eigenvectors of
the block L0 to characterize the stationary state. In particular,
this restricts the range of possible steady-state coherences in
which we may be interested, e.g. for thermodynamics tasks.
Proposition 3 does not give information about scenarios with a
broader space of steady states, such as in the presence of deco-
herence free subspaces and/or oscillating coherences. Further
studies are needed toward this direction.
Finally, let us comment that Proposition 1 and Eq. (16) are
not valid if we choose the local approach to derive the mas-
ter equation [37, 42, 43] of a system composed of interacting
subsystems (that can be rewritten as non-interacting normal
modes). Indeed, the local basis used to find the jump op-
erators would not coincide anymore with the diagonal basis
of the normal modes of HS [37, 48], and this would create
extra-terms in the Liouvillian superoperator which would not
respect the rules discussed in Sec. III B. For some particular
cases, this fact may turn the global approach computationally
more convenient than the local one.
IV. EXAMPLES
In this section we will propose a couple of physical exam-
ples (one for fermions, one for bosons) in which the symme-
try of Eq. (16) appears, and we will show how it significantly
reduces the complexity of the master equation by a block di-
agonalization of the Liouvillian superoperator. For simplicity,
from now on we will drop the hat sign over the operators liv-
ing in the Liouville space L.
A. Fermions
Consider a system of M non-interacting fermions, with
Hamiltonian:
M∑
k=1
Ekf
†
kfk. (17)
If we let the fermions interact with local and/or collective
baths through an interaction Hamiltonian HI which satisfies
one of the conditions discussed in Sec. III A, the Liouvillian
superoperator will be block-diagonal with each block labeled
by the eigenvalues of the operator N in Eq. (12). We will
provide the explicit form of such a Liouvillian for M = 2
fermions in Sec. IV A 1, being this case of utmost importance
in different fields such as quantum computation or quantum
thermodynamics. Before that, let us establish the dimension
of each block for anyM . Let us term d an (integer) eigenvalue
ofN assuming values d = −M, . . . ,−1, 0, 1, . . . ,M . The di-
mension of the block Ld is given by the number of excitation
basis vectors, written in the tensor notation of Eq. (A3), which
have a difference between the number of excitations on the left
and on the right equal to d. Taking into account all the possi-
ble combinations of suitable excitations in the vectors and all
their possible permutations, the dimension of Ld reads:
dim(Ld) =
M∑
k=|d|
(
M
k
)
·
(
M
k − |d|
)
. (18)
1. Two interacting spins as decoupled fermions
Consider a system of two interacting spins with Hamilto-
nian:
HS =
ω1
2
σz1 +
ω2
2
σz2 + λσ
x
1σ
x
2 . (19)
By employing the Jordan-Wigner transformations, a rotation
and a Bogoliubov transformation (see the discussion in Ap-
pendix B), we can rewrite the system Hamiltonian as:
HS = E1
(
2f†1f1 − 1
)
+ E2
(
2f†2f2 − 1
)
, (20)
where f1 and f2 are fermionic operators satysfing the
fermionic anticommutator rules: {fj , f†k} = δjk, while
the expressions of the energies E1 and E2 can be found
in Eq. (B10). The interaction eigenbasis of HS is
{|00〉f , |01〉f , |10〉f , |11〉f}, and its relation with the canon-
ical spin basis can be found in Eqs. (B17) and (B18).
We couple each qubit to a separate thermal bath, such that
the Hamiltonian of the environment is HE =
∑
k Ωka
†
kak +∑
l Ω
′
lb
†
l bl and the interaction Hamiltonian reads:
HI =
∑
k
gkσ
x
1 (a
†
k + ak) +
∑
l
g′lσ
x
2 (b
†
l + bl), (21)
where gk and g′l determine the spectral densities of the baths
[1]. As mentioned before these are not relevant for the present
7discussion and are assumed to display fast decaying correla-
tion functions, inducing a Markovian evolution. For simplic-
ity, we assume that both baths are in a thermal state with zero
temperature, so that only emission and no absorption is al-
lowed.
Using Eqs. (B11) and (B12) we can rewrite the interaction Hamiltonian as:
HI =
∑
k
gk
(
cos(θ + φ)(f†1 + f1) + sin(θ + φ)(f
†
2 + f2)
)
(a†k + ak)
+
∑
l
g′l
(
cos(θ − φ)P (f†2 − f2) + sin(θ − φ)P (f†1 − f1)
)
(b†l + bl),
(22)
where P is the parity operator, and we notice that each separate bath plays now the role of a common bath between the two
fermionic modes. Note that Eq. (22) satisfies the second condition on the interaction Hamiltonian presented in Sec. III A.
The interacting Hamiltonian Eq. (22) leads to the following master equation:
d
dt
ρS(t) =− i[HS +HLS , ρS(t)] +
∑
i,j=1,2
γij
(
fiρS(t)f
†
j −
1
2
{f†j fi, ρS(t)}
)
+
∑
i,j=1,2
γ′ij
(
PfiρS(t)f
†
j P −
1
2
{f†j fi, ρS(t)}
)
,
(23)
where the Lamb-shift Hamiltonian reads HLS =
∑
i,j=1,2 sijf
†
j fi. The coefficients γij , γ
′
ij and sij depend on the spectral
densities of the baths and on the weights of each term in the interaction Hamiltonian. We do not provide their explicit value here,
and we refer the interested reader to the derivation in Refs. [1, 37].
We now find the Liouvillian superoperator representing the master equation (23) in the tensor product notation, as in Eq. (A5).
We identify five symmetry blocks of L, associated to the following bases: |11〉f ⊗ |11〉f , |10〉f ⊗ |10〉f , |10〉f ⊗ |01〉f , |01〉f ⊗
|10〉f , |01〉f ⊗ |01〉f , |00〉f ⊗ |00〉f corresponding to N = 0; |11〉f ⊗ |10〉f , |11〉f ⊗ |01〉f , |10〉f ⊗ |00〉f , |01〉f ⊗ |00〉f
corresponding toN = 1; |10〉f ⊗ |11〉f , |01〉f ⊗ |11〉f , |00〉f ⊗ |10〉f , |00〉f ⊗ |01〉f corresponding toN = −1; |11〉f ⊗ |00〉f
corresponding to N = 2; |00〉f ⊗ |11〉f corresponding to N = −2. The Liouvillian can be written as L =
⊕2
d=−2 Ld, where
the matrices representing each block in the associated basis are:
L0 =

−γ0 − γ′0 0 0 0 0 0
γ22 − γ′22 −γ11 − γ′11 is21 − γ12+γ
′
12
2 −is21 − γ21+γ
′
21
2 0 0
−γ21 + γ′21 is12 − γ21+γ
′
21
2 −i(ω1 − ω2)− γ0+γ
′
0
2 0 −is21 − γ21+γ
′
21
2 0
−γ12 + γ′12 −is12 − γ12+γ
′
12
2 0 i(ω1 − ω2)− γ0+γ
′
0
2 is21 − γ12+γ
′
12
2 0
γ11 − γ′11 0 −is12 − γ12+γ
′
12
2 +is12 − γ21+γ
′
21
2 γ22 − γ′22 0
0 γ11 − γ′11 γ12 − γ′12 γ21 − γ′21 γ22 − γ′22 0

, (24)
L1 =

−iω2 − γ11 − γ′11 − γ22−γ
′
22
2 is21 − γ12+γ122 0 0
is12 − γ212 −iω1 − γ22 − γ′22 − γ11+γ
′
11
2 0 0
−γ21 − γ′21 −γ22 − γ′22 −iω1 − γ11+γ
′
11
2 −is21 − γ21+γ
′
21
2
γ11 + γ
′
11 γ12 + γ
′
12 −is12 − γ12+γ
′
12
2 −iω2 − γ22+γ
′
22
2
 , (25)
L−1 = L∗1, L2 = −i(ω1 + ω2)− γ0γ′0 and L−2 = L∗2; we have defined ω1 = 2E1 + s11, ω2 = 2E2 + s22, γ0 = γ11 + γ22 and
γ′0 = γ
′
11 + γ
′
22.
Note that assuming a local master equation instead of Eq. (23)
would lead to extra-terms connecting, for instance, the block
L0 with the blocks L±2 [37]. Therefore, the block decompo-
sition would not be valid in this case.
A very similar structure was found for the Liouvillian of
two uncoupled spins in a common bath [47], where the block
separation was exploited to find the analytical eigenvalues de-
scribing the decay of the system. We thus understand the help
brought by the symmetry in Eq. (16) to the present example:
instead of having to find the eigenvalues and eigenvectors of
a 16 × 16 matrix, we restrict ourselves to the analysis of a
6 × 6 and a 4 × 4 matrix. Fig. 1 depicts how the elements of
the density matrix of the system written in the excitation basis
appear in separate blocks of the master equation (each color
8FIG. 1. (Color online) Density matrix of the state of the system with
Hamiltonian equation (20) in the fermionic interactions basis. The
master equation driven by the Liouvillian L couples only elements
of the density matrix with the same color. In particular, the block L0
is represented by the color red, L1 by the color green, L−1 by the
color blue, L2 by the color violet and L−2 by the color orange.
representing an independent block).
Furthermore, if we are interested in finding the steady state
of the evolution, we just have to analyze the matrix L0. Since
we have set the temperature T = 0, clearly the steady state
will be the ground state |00〉f . Q: no comments about DFS?
However, if T > 0 the steady state may contain coherences
as well, but only the ones corresponding to the eigenvalue 0
of N , namely ρ10,01 and ρ01,10. An example of the appear-
ance of such steady state-coherences will be given in the next
section. Finally, note that if we had performed the full secu-
lar approximation instead of the partial one, we would have
introduced a broader symmetry on the superoperator level, di-
viding the block L0 into two additional parts. Indeed, if the
spectrum of HS is non-degenerate, the full secular approxi-
mation decouples coherences and populations [1].
B. Bosons
If we consider a generic bosonic system for which Eq. (16)
holds, we will still have a block diagonalization of the Li-
ouvillian superoperator which will simplify the resolution of
the master equation, but each block will have infinite dimen-
sion. Here, we want to focus on a simpler case in which the
symmetry expressed by Eq. (16) leads to a dimensionality re-
duction as well: we restrict ourselves to the space of Gaussian
states [49] and we consider only a master equation conserving
Gaussianity. Therefore, we only need to analyse the dynamics
of the covariance matrix, neglecting any displacement which
may be eliminated through a suitable transformation.
Let us consider a system of M non-interacting bosons with
Hamiltonian:
HS =
M∑
k=1
Eka
†
kak. (26)
Given the presence of local or common baths leading to a
Gaussian Markovian master equation, we want to study the
dynamics of a Gaussian state with no displacement. For con-
venience, we choose to write the covariance matrix of the state
using the creation and annihilation operators, i.e. a generic el-
ement of the covariance matrix may be written in one of these
three forms:
〈a†ia†j〉 or 〈a†iaj〉 or 〈aiaj〉, (27)
where the average is performed on the chosen Gaussian state.
We define as δ the difference between number of creations
and number of annihilations in an element of the covariance
matrix Eq. (27) , assuming values 2, 0,−2. respectively .
It is easy to understand what the symmetry defined by
Eq. (16) is telling us about the evolution of the covariance ma-
trix: the dynamics of an element of the covariance matrix with
value δ can only be a function of elements of the covariance
matrix with the same value δ3. We can collect the elements of
the covariance matrix Eq. (27) (which cannot be trivially ob-
tained through commutations of the other elements) in a vec-
tor x. The evolution of x as a function of time is then given
by the formula
dx
dt
= Bx+ b. (28)
The matrix B is block-diagonalized labelling each block with
the value δ: B =
⊕
δ=−2,0,2Bδ . Furthermore, 〈a†ia†j〉 =
〈aiaj〉∗ and the symmetry assures us that these two moments
do not couple in the master equation, therefore the block B2
is trivially obtained by the block B−2. We can now calculate
the dimension of each block Bδ:
dim(B0) = M
2,
dim(B±2) =
(
M + 2− 1
2
)
.
(29)
1. Two bosons in a common bath
As an example, we consider the system of two displaced
non-interacting bosons with Hamiltonian:
HS =
∑
k=1,2
(ωka
†
kak − αkak − α∗ka†k). (30)
The Hamiltonian can be recast in the standard form of
Eq. (14) through a suitable displacement operator D(α) [49]:
D(α)†akD(α) = ak + αk. Therefore we have:
HS =
∑
k=1,2
Eka
†
kak, (31)
which describes two non-interacting harmonic oscillators. We
couple the system to a common bosonic environment HE =
3 This property can be extended to non-Gaussian states, where the n-th mo-
ments must be taken into account: the master equation describing the evo-
lution of the n-th moment 〈a†ia†j . . .︸ ︷︷ ︸
l creations
. . . aras︸ ︷︷ ︸
n-l annihilations
〉 with δ= 2l − n can
only be a function of m-th moments with the same value of δ (difference
between number of creations and number of annihilations in the moment).
9∑
l Ωlc
†
l cl in a thermal state with temperature T > 0. The
system-bath interaction Hamiltonian is:
HI =
∑
l
gl(a1 + a
†
1 + a2 + a
†
2)(cl + c
†
l ), (32)
where gl determines the spectral density, which is not relevant
for the present discussion. The evolution of the system cou-
pled to the environment is given by the master equation with
Liouvillian:
L†[O] =i[HS +HLS , O]
+
∑
ij=1,2
γ↓ij
(
a†iOaj −
1
2
{aja†i , O}
)
+
∑
ij=1,2
γ↑ij
(
aiOa
†
j −
1
2
{a†jai, O}
)
,
(33)
where O is an operator acting on the Hilbert space of the sys-
tem, and γ↓ij and γ
↑
ij are respectively the coefficients describ-
ing the decay and the absorption, which depend on the spectral
density and on the temperature of the environment [1]. The
Lamb-shift Hamiltonian reads:
HLS =
∑
ij=1,2
sija
†
iaj . (34)
The elements γ12 and γ21 are different from zero only if the
harmonic oscillators are slightly detuned [37]. We remind
that, assuming that the initial state is Gaussian, then it will
remain Gaussian due to the form of Eq. (33).
The relevant elements of the covariance matrix can be col-
lected in a vector x of dimension 10. In particular, we choose
to parametrize it according to the basis 〈a†1a†1〉, 〈a†2a†2〉, 〈a†1a†2〉
with δ = 2. 〈a1a1〉, 〈a2a2〉, 〈a1a2〉 with δ = −2. 〈a†1a1〉,
〈a†2a2〉, 〈a†1a2〉, 〈a†2a1〉 with δ = 0. The master equation
describing the evolution of x has the form of Eq. (28). The
vector b can be written as b = ⊕δ=−2,0,2bδ . We have that
b±2 = 0, while
b0 =

2γ↓11 + γ
↓
22 − γ↑11 − γ↑22
γ↓11 + 2γ
↓
22 − γ↑11 − γ↑22
γ↓21
γ↓12
 . (35)
The matrix B describes how the elements of the covariance matrix are coupled together in the master equation, and it is
block-diagonal according to B =
⊕
δ=−2,0,2Bδ . The blocks are given by:
B0 =

2γb1 + γ
b
2 0
−2is12−γ↓12+γ↑21
2
2is12−γ↓21+γ↑12
2
0 γb1 + 2γ
b
2
2is12−γ↓12+γ↑21
2
−2is12−γ↓21+γ↑12
2
−2is12−γ↓21+γ↑12
2
2is12−γ↓21+γ↑12
2 i∆ω − 3(γ
b
1+γ
b
2)
2 0
2is12−γ↓12+γ↑21
2
−2is12−γ↓12+γ↑21
2 0 −i∆ω − 3(γ
b
1+γ
b
2)
2
 , (36)
B−2 =
−2iE′1 + 2γb1 + γb2 −2is12 − γ
↓
12 + γ
↑
21 0
−is21 − γ
↓
21+γ
↑
12
2 −i(E′1 + E′2)− 3(γ
b
1+γ
b
2)
2 −is12 −
γ↓12+γ
↑
21
2
0 −2is21 − γ↓21 + γ↑12 −2iE′2 + γb1 + 2γb2
 , (37)
and B2 = B∗−2. We have defined E
′
1 = E1 + s11, E
′
2 = E2 + s22, ∆ω = E
′
1 − E′2, γbj = γ↑jj − γ↓jj .
To find the steady state of the system we have to solve the
equationBxss+b = 0. Therefore, the elements of the covari-
ance matrix with δ 6= 0 vanish in the steady state. On the con-
trary, in the case in which the harmonic oscillators are slightly
detuned and γ12 6= 0, all the elements with δ = 0 have a non-
zero component for t → ∞, and in particular 〈a†1a2〉ss and
〈a†2a1〉ss do not vanish, i.e. we observe steady-state coher-
ences. The analytical form of the steady state can be obtained
by solving the system of four differential equations given by
B0x
(δ=0)
ss + b0=0.
V. DISCUSSION AND CONCLUSIONS
In this paper we have shown how the Liouvillian superoper-
ator L of a broad class of open quantum systems can be block-
diagonalized through a symmetry on the superoperator level,
namely the invariance under the action of the number super-
operator N , defined in Eq. (13), such that [N ,L] = 0. This
symmetry arises when we derive the standard Bloch-Redfield
master equation of the open system applying a suitable partial
secular approximation whose condition is given by Eq. (7).
The requirements for the microscopic model are that the sys-
tem Hamiltonian can be recast as M non-interacting bosonic
or fermionic modes (Eq. (14)) and that the system operators in
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the interaction Hamiltonian satisfy the conditions discussed at
the end of Sec. III A, which are usually fulfilled in the ma-
jority of physical systems of importance to quantum infor-
mation or condensed matter physics. This includes, for in-
stance, any system with Hamiltonian quadratic in the bosonic
or fermionic operators, and coupled to a thermal bath through
operators which are linear in the field operators, as well as
some spin systems.
The existence of the symmetry is formalized and proven in
Proposition 1. Corollary 1 states that such symmetry implies
the invariance under the action of the parity superoperator as
well. Proposition 2 shows that we can exploit Proposition 1 to
decompose the Liouvillian superoperator into 2M + 1 blocks,
and that only M + 1 of them are independent. This greatly
reduces the complexity of the master equation. Furthermore,
each block may be the only part of the Liouvillian we have
to manipulate in order to find a certain physical quantity, for
example Proposition 3 shows that, when unique, the steady
state is determined only by one single block. This implies that
the allowed steady-state coherences in the excitation basis of
an unique steady state are only the ones with equal number of
excitations in the ket and the bra, as formalized in Corollary
2.
A couple of examples are also discussed. In Sec. IV A we
have found the dimension of each block Ld of the Liouvillian
superoperator in the case of a system of M fermionic modes
(Eq. (18), and we have shown how to apply this to a system
of two coupled qubits. In this scenario, an originally 16× 16
Liouvillian is decomposed into five blocks of dimension 6, 4,
4, 1 and 1. The information about the steady state is contained
in the 6× 6 block only. The decomposition greatly simplifies
the master equation and also allows to obtain some analytical
solutions. Then, in Sec. IV B we have discussed the case of
bosons, focusing in particular on Gaussian states. We have
shown how to decompose the equation for the evolution of
the covariance matrix employing the symmetry of the number
superoperator, and we have applied it to study the case of two
harmonic oscillators in a common bath. In the presence of
small detuning, we have detected steady-state coherences by
focusing on a system of only 4 linear equations, instead of the
original system of 10 equations.
Possible extensions of this work could address other situa-
tions where the number superoperator symmetry can arise. In
particular, beyond stationary environments considered here,
non-stationary autocorrelation functions of the bath would add
a temporal dependence to the coefficients of the Lamb-shift
Hamiltonian and of the dissipator in Eqs. (5) and (6). This
would affect the way in which we perform the partial secular
approximation. As a consequence, there may exist scenar-
ios in which the symmetry is broken. Consider for instance
a single-mode electromagnetic field in a squeezed bath [1]:
the master equation would contain terms of the form aρSa,
where a is the annihilation operator of the field. Clearly, in
this case [N ,L] 6= 0. Note however that we would still re-
cover the symmetry of the parity superoperator: [P,L] = 0.
Different scenarios may arise considering different states of
the environment, and further investigation is needed to extent
our work to these cases.
A futher direction could be exploring non-linear scenar-
ios beyond quadratic system Hamiltonians, even if the latter
include many bosonic and fermionic systems of interest to
quantum information. In particular, for systems of many cou-
pled spins, even if diagonalization through the Jordan-Wigner
transformations is possible, the resulting fermionic Hamil-
tonian generally depends on a collective phase, violating the
“non-interacting” condition. In these scenarios, the validity
of the symmetry [N ,L] = 0 must be checked case by case,
using the physical considerations discussed in Sec. III. On
the contrary, the block decomposition holds for any system
of non-interacting spins in common or separate thermal baths.
We must also impose a final requirement on the interaction
Hamiltonian.
The extension of Proposition 3 to scenarios with more than
one steady state, e.g. in the presence of decoherence free sub-
spaces or oscillating coherences, would also be interesting. In
particular, some open questions not addressed here are: does
the block L0 contain all the information about any steady state
of the system? If not, are there particular cases in which
this holds? Can we find an analogous theorem for oscillat-
ing coherences? Investigation about the same symmetry for
non-Markovian master equations in the weak coupling limit
may be interesting as well. In particular, we expect to find
the same results for the case of a time-local non-Markovian
master equation in the secular regime [50], while non-secular
terms would break the symmetry. Finally, it would be use-
ful to employ our findings to implement a fast, manageable
code to solve the dynamics of the open system by exploiting
its symmetry, as already done for the case of identical atoms
[29].
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Appendix A: The formalism of GKLS master equations
1. From the Bloch-Redfield to the Lindblad equation
The fact that, in general, the Bloch-Redfield master equa-
tion does not preserve positivity and is not in the GKLS form
(or Lindblad form) [7, 8] is a very well-known issue [51].
The standard procedure to derive a Markovian master equa-
tion makes use of the full secular approximation [1, 3], i.e.
removes all the terms with ω 6= ω′ in Eqs. (5) and (6), in order
to recover the semigroup structure of a master equation in the
Lindblad form. This, however, may lead to major mistakes
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when the condition in Eq. (7) is not fulfilled [37]. Nonethe-
less, some recent studies have shown that the PSA performed
through a suitable coarse-graining does lead to a GKLS mas-
ter equation [38, 39], as can be also found in a previous work
which did not mention the PSA [52]. This method of apply-
ing the PSA is analogous to the one used in the present paper,
based on the condition in Eq. (7), up to a negligible error. A
related discussion is provided in Ref. [41]. As a matter of fact,
the Bloch-Redfield master equation does follow the dynamics
of a GKLS master equation up to an error due to the approxi-
mation of the dynamics of the microscopic model to a Marko-
vian evolution. A significant deviation of the Bloch-Redfield
master equation from the Lindblad form must be considered as
a signature of the failure of the Born-Markov approximations
to describe the physical model, and not viceversa, as proven
in Ref. [40].
For the reasons explained above, we are allowed to assume
that the master equation in PSA with Liouvillian Eq. (4) can
be rewritten in the GKLS or Lindblad form as in Eq. (9). The
Lindblad operators become linear combinations of the jump
operators Aˆα, and can be obtained for each specific case by di-
agonalizing the matrix γαβ(ω, ω′) in Eq. (6) [38, 39]. Analo-
gously, we can write the master equation in the Lindblad form
in the Heisenberg picture [1]:
d
dt
Jˆ(t) =i[Hˆ ′, Jˆ(t)]
+
N2−1∑
l=1
Fˆ †l Jˆ(t)Fˆl −
1
2
{FˆlFˆ †l , J(t)},
(A1)
where Jˆ = Jˆ† is an observable living in L, whose expectation
value can be found as 〈Jˆ(t)〉 = Tr
[
Jˆ(t)ρS
]
= Tr
[
JˆρS(t)
]
.
2. Working with superoperators
It is very convenient to extend the bra-ket notation to the
Liouville space L [27, 47]. Suppose that {|ej〉}Nj=1 is a basis
of the Hilbert spaceHS . Then, any operator Oˆ (or equivalently
density matrix) in L can be written as:
Oˆ =
N∑
j,k=1
Ojk |ej〉 〈ek| . (A2)
We now perform the following isomorphism, passing from a
description of Oˆ as an operator acting on HS to a description
as a N2-dimensional vector:
Oˆ → |O〉〉 =
N∑
j,k=1
Ojk |ej〉 ⊗ |ek〉 . (A3)
Given Oˆ, Rˆ ∈ HS , the reader can verify that this
N2−dimensional space is furnished with the Hilbert-Schmidt
scalar product 〈〈O|R〉〉 = Tr
(
Oˆ†Rˆ
)
, and that the following
properties hold:
|OR〉〉 = Oˆ ⊗ IN |R〉〉, |RO〉〉 = IN ⊗ OˆT |R〉〉, (A4)
where IN is the N ×N identity matrix.
Using Eq. (A4), we can now write the explicit form of
the Liouvillian superoperator starting from the Bloch-Redfield
master equation in Eqs. (3), (5) and (6):
L =− i
(
(HˆS + HˆLS)⊗ IN − IN ⊗ (HˆS + HˆLS)
)
+
∑
α,β
∑
(ω,ω′)∈PSA
γαβ(ω, ω
′)
(
Aˆβ(ω)⊗ Aˆ∗α(ω′)
− 1
2
(
Aˆ†α(ω
′)Aˆβ(ω)⊗ IN + IN ⊗ (Aˆ†α(ω′)Aˆβ(ω))T
))
.
(A5)
Appendix B: Jordan-Wigner transformations for two coupled
spins
In this appendix we employ and investigate in depth the
well-known Jordan-Wigner technique [45] to represent two
coupled spins as a system of non-interacting fermions. Part
of the discussion was already addressed in Ref. [53]. We in-
troduce a couple of fermionic operators as follows:
σz1 = 1− 2c†1c1, σz2 = 1− 2c†2c2,
σx1 = c
†
1 + c1, σ
x
2 = (1− 2c†1c1)(c†2 + c2).
(B1)
The reader can verify the anticommutation rules {cj , c†k} =
δjk, and using them we obtain σx1σ
x
2 = (c
†
1 − c1)(c†2 + c2).
The free Hamiltonian of the coupled qubits, given in Eq. (19),
now reads:
HS =
ω1
2
(1− 2c†1c1) +
ω2
2
(1− 2c†2c2)
+ λ(c†1 − c1)(c†2 + c2).
(B2)
In order to diagonalize HS written in terms of fermionic
operators, we first perform the Bogoliubov transformation
c1 = cos θ ξ1 + sin θ ξ
†
2,
c2 = cos θ ξ2 − sin θ ξ†1,
(B3)
and then the rotation
ξ1 = cosφ f
†
1 + sinφ f
†
2 ,
ξ2 = cosφ f
†
2 − sinφ f†1 .
(B4)
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Let us now write Eq. B2 after having applied the Bogoliubov transformation:
HS = +
ω1
2
[
1− 2
(
cos2 θ ξ†1ξ1 + sin
2 θ ξ2ξ
†
2 + sin θ cos θ(ξ2ξ1 + h.c.)
)]
+
ω2
2
[
1− 2( cos2 θ ξ†2ξ2 + sin2 θ ξ1ξ†1 + sin θ cos θ(ξ2ξ1 + h.c.))]
+ λ
[
2 cos θ sin θ(ξ1ξ
†
1 + ξ2ξ
†
2)− 2 cos θ sin θ + (cos2 θ − sin2 θ)(ξ2ξ1 + h.c.) + (ξ†1ξ2 + h.c.)
]
.
(B5)
We set θ so as to delete all the double-excitation terms in Eq. B5:
− ω+ sin θ cos θ + λ(cos2 θ − sin2 θ) = 0 ⇒ tan 2θ = 2λ
ω+
(B6)
with ω+ = ω1 + ω2.
Using the condition in Eq. B6, we now write HS after having performed the rotation:
HS = +
ω1
2
[
1− 2
(
(sin2 θ sin2 φ− cos2 θ cos2 φ)f†1f1 + (sin2 θ cos2 φ− cos2 θ sin2 φ)f†2f2
+ sinφ cosφ(f1f
†
2 + h.c.) + cos
2 θ
)]
+
ω2
2
[
1− 2
(
(sin2 θ sin2 φ− cos2 θ cos2 φ)f†2f2 + (sin2 θ cos2 φ− cos2 θ sin2 φ)f†1f1
− sinφ cosφ(f1f†2 + h.c.) + cos2 θ
)]
+ λ
[
sin 2θ(f†1f1 + f
†
2f2) + sin 2φ(f
†
1f1 − f†2f2) + (cos2 φ− sin2 φ)(f1f†2 + h.c.) − sin 2θ] .
(B7)
In order to eliminate the remaining cross terms, we set the value of φ:
− ω− sinφ cosφ+ λ(cos2 φ− sin2 φ) = 0 ⇒ tan 2φ = 2λ
ω−
(B8)
with ω− = ω1 − ω2.
By employing the relations cos2 α cos2 β−sin2 α sin2 β = (cos 2α+cos 2β)/2 and cos2 α sin2 β−sin2 α cos2 β = (cos 2α−
cos 2β)/2 , we finally obtain the Hamiltonian
HS = E1
(
2f†1f1 − 1
)
+ E2
(
2f†2f2 − 1
)
, (B9)
where
E1 =
√
λ2 + ω2+/4 +
√
λ2 + ω2−/4
2
, E2 =
√
λ2 + ω2+/4−
√
λ2 + ω2−/4
2
.
(B10)
We can now proceed to write the spin operators in terms of the fermionic operators. Let us start with σx1 :
σx1 = cos(θ + φ)
(
f†1 + f1
)
+ sin(θ + φ)
(
f†2 + f2
)
. (B11)
By noticing that (1− 2c†1c1)(1− 2c†2c2)(c2 − c†2) = σx2 , we can readily obtain
σx2 = cos(θ − φ)P
(
f†2 − f2
)
+ sin(θ − φ)P
(
f†1 − f1
)
, (B12)
where
P = (1− 2c†1c1)(1− 2c†2c2) = (2f†1f1 − 1)(2f†2f2 − 1) (B13)
is the parity operator, which tells us whether the number of excitations in the system is even or odd. The Hamiltonian HS
conserves the parity of the excitation number, i.e. [HS , P ] = 0, thus we are sure that P has the form presented in Eq. B13.
The form of the operators σz1 and σ
z
2 is more involved, since they inevitably contain the “double emission” and “double absorp-
tion” terms f1f2 and f
†
1f
†
2 , which we could find in the coupling of the original Hamiltonian Eq. 19 λσ
x
1σ
x
2 . In some particular
scenarios, it is possible to perform a rotating wave approximation on such direct interaction, and to write it as λ(σ+1 σ
−
2 +σ
−
1 σ
+
2 ),
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which does not add excitations into the system. In this case, diagonalizing the system Hamiltonian is easier and can be done
by just a single rotation [4]. Anyway, with the aim at a more complete description, we keep the counter-rotating terms in the
Hamiltonian and we write the operators as:
σz1 =(cos 2θ + cos 2φ)f
†
1f1 + (cos 2θ − cos 2φ)f†2f2 − cos 2θ − 2
[
cosφ sinφ(f1f
†
2 + h.c.) + cos θ sin θ(f1f2 + h.c.)
]
.
σz2 =(cos 2θ + cos 2φ)f
†
2f2 + (cos 2θ − cos 2φ)f†1f1 − cos 2θ − 2
[
cosφ sinφ(f†1f2 + h.c.) + cos θ sin θ(f1f2 + h.c.)
]
.
(B14)
Finally, we find the new basis that diagonalizes HS as a func-
tion of the canonical basis {|11〉 , |10〉 , |01〉 , |00〉}, which cor-
responds respectively to both spins up, first spin up and second
down, etc... To represent the excitation basis of each couple
of fermionic operators, we employ a subscript indicating to
which operator we are referring, while we do not use sub-
scripts for the canonical basis; for instance from Eq. B1 we
understand that:
|00〉c = |11〉 , |01〉c = |10〉 ,
|10〉c = |01〉 , |11〉c = |00〉 .
(B15)
From Eq. B4, we see that the vacuum state of f1, f2 is the
fully-excited state of ξ1, ξ2, i.e. |00〉f = |11〉ξ. In order to
find |00〉f , i.e. the ground state of HS , we thus impose that ξ†1
and ξ†2 applied on a linear combination of the states in Eq. B15
read 0. For instance,
ξ†1
∑
α,β=0,1
aαβ |αβ〉c = 0
⇒ cos θ a00 = − sin θ a11, a01 = 0.
(B16)
Finally we have:
|00〉f = + sin θ |11〉 − cos θ |00〉 . (B17)
The remaining states are obtained by applying f†1 and f
†
2 on
the ground state, and they read:
|01〉f = − sinφ |10〉+ cosφ |01〉 ,
|10〉f = − cosφ |10〉 − sinφ |01〉 ,
|11〉f = + cos θ |11〉+ sin θ |00〉 .
(B18)
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