VERBS
The syntactic properties of French verbs have been limited in terms of the size of sentences, that is, by restricting the type of complements to object complements. We considered 3 main types of objects:
direct, and with prepositions ~ and de. Verbs have been selected from current dictionaries according to the reproducibility of the syntactic judgments carried out on them by a team of linguists. A set of about 10~000 verbs has thus been studied.
The properties systematically studied for each verb are the standard ones: 1 E.R.A. 247 of the C.N.R.S. afiliated to the Universities Paris 7 and Paris Viii.
2 Publication of the lexicon-grammar is under way.
The main segments available are: Boons, Guillet, Lecldre 1976a , 1976b and Gross 1975 for French verbs, Giry-Schneider 1978 , A. Meunier 1981 , de Ndgroni 1978 , for nominalizations, -distributional properties, such as human or non human nouns, and their pronominal shapes (definite, relative, interrogative pronouns <3>, clitics), possibility of sentential subjects and complements que • (that S), ai 3 (whether S, if S) or reduced infinitive forms noted V Comp, transformational properties, such as passive, extraposition, clit icization, etc, /~logether, 500 properties have been checked against the 1~000 verbs <4>.
More precisely, each property can be viewed as a sentence form. Consider for example the transitive structure We are using Z.S. Harris' notation for sentence structure: noun phrases are indexed by numerical subscripts, starting with the subject indexed by 0. We can note the property "human subject" in the following equivalent ways:
(2) Nhum V N 1 or N O (:: Nhum) V N t w~ere the symbol :: is used to specify a structure .
A passive structure will be noted (1) = (3) corresponds to the Passive rule The syntactic information attached to simple sentences can thus be represented in a uniform way by means ot binary matrix (Table 1) . Each row ot the matrix corresponds to a verb, each column to a sentence form. When a verb enters into a sentence form, a "+" sign is placed at the intersection of the corresponding row and column, if not s "-"
sagn. The description of the French verbs does not have the shape of a 10,000x500 matrix. Because of its redundancy (cf. note 4 1, the matrix has been broken down into about 50 submatrices whose size is 200x40 on the average. It is such a system of submatrices that we call a lexicon-grammar. J Actually, the shape of interrogative pronouns:
qu~ (who),
que-quoi
(what) has been used to define a formal notion of object.
4 Not all properties are relevant to each of the 10~000 verbs.
For
example, the properties of clitics associated to object complements are irrelevant to intransitive verbs.
i !tt Boons. GuilipP. r~l "~ S, Guillet, 5ecl~re 1976a) Table 2 AS can be seen on table 2, direct oblects are the most numerous in the JPXlCOn. Also, we have not observed a single example of verbs with 30blects according to our definition.
In 2. and 3. we will make more precise the lexicel nature of the Nl's attached to the verbs.
The signs in a row of the matrix provides the syntactic paradigm of a verb, that is, the sentence forms into which the verb may enter. The lexicon-grammar is in computer form. Thus, the correspondence between a verb morpheme end the set of sentence forms where it may occur is one-to-one.
Another way of stating this result is by saying that structures depend on individual lexical elements, which leads to the following representation of structures:
We still use class symbols to describe noun phrases, but specific verbs must appear in each structure. Class symbols of verbs are no longer used, since they cannot determine the syntactic behsviour of individual verbs. -(A) Verbs are morphologically recognized in the input string.
-(B) The dictionary is looked up, that is, the space of the lexicon-grammar that contains the verbs is searched for the input verbs.
-(C) A verb being located in the matrix, its rows of signs provide a set of sentence forms. These dictionary forms are matched with the input string. Looking up the matrix dictionary may result in the finding of several entries with same form (homographs) or of several uses of a given entry. We will see that these situations are quite common.
in general, more than one pattern may match the input, mulbple paths of analysis are thus generated and require book keeping.
We will come back to these aspects of syntactic computation.
We now present two other components of the lexicon-grammar of simple sentences.
IDIOMS
The sentences we just described can be called free sentences, Although frozen structures tend to undergo less transformations than the free forms, we found that every transformation that applies to a free structure also applies to some frozen structures. There is no qualitative difference between free and frozen structures from the syntactic point of view. As a consequence, we can use the same type of representation: a matrix where each idiomatic combination of words appears in a row and each sentence shape m a column (of .   Tables 3 and 4) , Table 3 We have systematically classified I15.000 idiomatic sentences, When one compares thls figure with those of 
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Frozen sentences Table 4 Returmng to the algorithm sketched in 1, we see that we have to middy steps (A) and (B) in order to recognize frozen expressions:
-NOt only verbs, but nouns have to be immediately located in the input string.
-The verbs and the nouns columns of the lexicon-grammar of frozen expressions have to be looked up for combinations of words.
It Js mterestmg to note that there is no ground for stating a priordy such as look up verbs before nouns or the reverse. Rather, The person who is the boy eats food which is this pie
WH-ia deletion:
The person the boy eats food this pie redundancy removal:
The boy eats this pie
In this way, the semantic variations are explicitly attributed to lexical variations, and not to intuitive abstract features, that is, arbitrary features, or acmes or the like.
The requirement of using WORDS in such descriptions is a crucial means for controlling the construction of an empirically adequate linguistic system. In this respect, one is led to categorizing words by evaluating actual classificatory sentences. Hence, all the knowledge linguistically expressible (i.e. in terms of words) is represented by both the basic and the classificatory sentences.
A good deal of the inferences that one has to draw in order to understand sentences era contained in the derivations that lead to the seemingly simple sentences. For example, the with-complement that can be occupied by an internal noun in the proper meaning can be omitted:
Jo tilled the turkey with • certain filling = Jo filled the turkey
5 It is doubtful that actual nouns such as food will be available in the language for each distribution of each entry, but then, expressions such as smoking stuff can be used {in the object of to smoke), again avoiding the use ot abstract features.
iThis is not the case in the figurative meaning:
*Jo filled hie report
How to represent (1) and (2) 
N 2 is in N 1
But now, in our parsing procedure, we have to compensate for the tact that in the lexicon-grammar, the nouns that are represented in the free positions ere not the ones that in general occur in the input sentences. In consequence, occurrences of nouns will have to undergo a complex process of identification that will determine whether they have been introduced by syntactic operations (e.g. restructuration), or by chains of substitutions defined by classificatory sentences, or by both processes.
SUPPORT AND OPERATOR VERB8
We have alluded to the tact that only • certain class of contences could be reduced to entries of the lexicon-gremmr as presented in 1. and 2.
We will now give examples of simple sentences that have structures different of the structures of free and frozen sentences, in sentences such as 
It is for Jo that Bob has a deep love
The main semantic difference between the two constructions lies in the cyclic structure of the graph. This cyclic structure is also found in more complex sentences such as The verbs to put and to give are semantically minimal, for they only introduce s causative and/or an agentive argument with respect to the sentence with Vsup. We call such verbs operator verbs (Vop).
There are other operator verbs that add various modaltties to the minimal meanings, as in
The note introduced a contradiction between her remarks and your plan Bob attributed a certain importance to her remarks
Other syntactic shapes are lound:
Bob credsted her remarks with a certain importance
Again, the set of nouns (supported by o Vsup) to which the Vops apply vary from verb to verb. As a consequence, we have to represent the distributions of Vsups and Vops with respect to nominals by means of a matrix such as the one in Table 4 '.
In each row, we place a noun and each column contains a support verb or an operator verb. A preliminary classification of Ns (and V-ns) has been made in terms of a few elementary support verbs The recognition procedure has to be modified, in order to account for this component of the language:
-first, the took-up procedure must determine whether s verb is an ordinary verb (i.e. an entry found in a row of the lexicon-grammar) or a Vaup or a Vop, which are to be found in columns;
-simultaneously, nouns have to be looked up in order to cheek their combination with support verbs.
CONCLUSION
We have shown that simple sentence structures were of varied types.
At the same time, we have seen that their representation in terms of the entries of traditional "linear" dictionaries, that is, In terms of words alphabetically or otherwise ordered, is
inadequate. An improvement appears to involve the look-up of two-dimensional patterns, for example the matrices we proposed for frozen sentences and their generalization to support verbs and operator verbs. More generally, syntactic structures are determined by combinat|ons of a verb morpheme with one or more noun morpheme(s).
Hence, the general way to access the lexicon will have to be through the selectional matrix of Tables 3 and 4 The tact that context-free recognition is a mastered technique has certainly contributed to the shaping of the grammars used in automatic parsing. The numerous sample grammars presented so far are practically all context-tree. There is also a deep linguistic reason for building context-free grammars: natural languages use embedding processes and tend to avoid discontinuous structures.
Much less attention has been peJd to the complex syntactic phenomena occurring Jn simple sentences and to the organization of the lexicon. The tact that we could not separate the syntactic properties of verbs from their lexical features has led us to construct a representation for linguistic phenomena which is more specJhc than the current context-free models.
A context-free component will still be useful in the parsing procesS, but it will be relevant only to embedded structures found in complex sentences,
with not much incidence on meaning,
To summarize, the syntactic patterns are determined by pairs 
Thie gave to Jo faith in Bob
All these relations in fact add a third dimension to the selectional matrix.
The complete selectional device is now a complex network of relations that cross-relates the entries.
It will have to be organized in order to optimize the speed of parsing algorithms.
