Penalty-based variable selection methods are powerful in selecting relevant covariates and estimating coefficients simultaneously. However, variable selection could fail to be consistent when covariates are highly correlated. The partial correlation approach has been adopted to solve the problem with correlated covariates. Nevertheless, the restrictive range of partial correlation is not effective for capturing signal strength for relevant covariates. In this paper, we propose a new Semi-standard PArtial Covariance (SPAC) which is able to reduce correlation effects from other predictors while incorporating the magnitude of coefficients. The proposed SPAC variable selection facilitates choosing covariates which have direct association with the response variable, via utilizing dependency among covariates. We show that the proposed method with the Lasso penalty (SPAC-Lasso) enjoys strong sign consistency in both finite-dimensional and high-dimensional settings under regularity conditions. Simulation studies and the 'HapMap' gene data application show that the proposed method outperforms the traditional Lasso, adaptive Lasso, SCAD, and Peter-Clark-simple (PC-simple) methods for highly correlated predictors.
Introduction
Variable selection plays an important role in model building when there are a large number of covariates. This is especially critical in high-dimensional data settings where the number of covariates far exceeds the number of observations. It is common to assume sparsity in high-dimensional model selection where the number of relevant covariates associated with the response is relatively small, while the number of irrelevant ones is large. To achieve sparsity, subset selection methods [11, 10] select the best subset of relevant variables based on the Akaike information criterion (AIC) [2, 1] or Bayesian information criterion (BIC) [27] . However, subset selection methods are shown to be NP-hard, and could be unstable in practice [6, 35] .
For high-dimensional data, traditional regularization variable selection methods [32, 12, 40, 36, 39, 8, 37] are capable of overcoming the above difficulties. Nonetheless, they are not sign consistent when the irrepresentable conditions [38] are violated, where the irrepresentable conditions assume that covariances between relevant and irrelevant covariates are rather weak. Although some modified methods are proposed to incorporate strongly correlated covariates, they either do not possess variable selection consistency [34] , or impose a more restrictive condition such as requiring the knowledge of the true number of relevant covariates [17] . [18] propose to transform the design matrix so that the irrepresentable conditions are satisfied. However, multiplying the design matrix by a transformation matrix inflates the variance of errors and the transformed observations tend to contain correlated errors. In addition, the model-based transformed design matrix is hard to interpret.
For ultra-high dimensional data, covariates are likely to be correlated or spuriously highly correlated [14] . [13] propose sure independence screening based on the magnitude of the marginal correlations.
Nevertheless, marginal correlation screening is not effective for solving the spurious correlation problem.
Instead, it is more sensible to apply partial correlation to resolve high dependency among covariates, e.g., the Peter-Clark-simple (PC-simple) algorithm [7] . In addition, [9] introduce tilted correlation to generalize partial correlation, and [24, 19] incorporate inter-feature correlations to improve detection of marginally weak covariates.
Although partial correlation can measure the association between a covariate and the response after removing correlation factors from other covariates [25, 7, 23] , the range of partial correlation is rather limited, which impedes capturing the strength of coefficients for relevant covariates. This motivates us to develop a new Semi-standard PArtial Covariance (SPAC), which has unlimited range. From a geometric perspective through projections of the response and one targeted covariate onto other covariates, the partial correlation measures the angle between the residuals of these two projections. In contrast, the SPAC is the product of the partial correlation and the length of the residual of the response, which is also a projection from the residuals of the response onto the residuals of the covariate. Compared with the partial correlation, the SPAC incorporates the magnitude of the response after removing the association between the response and other covariates, which is more effective for capturing the association strength of the targeted covariate with the response. In general, SPAC is more powerful than the partial correlation approach in distinguishing relevant covariates.
In particular, the proposed SPAC penalization method penalizes the semi-standard partial covariances instead of the coefficients or partial correlations. In contrast to traditional regularization methods, the proposed method encourages the selection of covariates which are not highly correlated to other covariates but are relevant to the response, while penalizing the selection of covariates that are irrelevant to the response but are correlated with relevant covariates. In this paper, we establish model selection consistency for the SPAC penalization method with the Lasso penalty (SPAC-Lasso) under regularity conditions. This allows us to incorporate both finite-dimensional and high-dimensional covariates with strong dependency between relevant and irrelevant covariates. In addition, the proposed method is also applicable for other penalty functions such as the adaptive Lasso and SCAD. Our numerical studies confirm that the proposed SPAC method outperforms traditional penalty-based variable selection methods and the PC-simple algorithm for highly dependent covariates.
Our work has two main contributions. First, we propose the semi-standard partial covariance (SPAC), which can mitigate model selection inconsistency problem arising from correlated covariates and is more powerful in selecting relevant predictors than traditional partial correlation. Second, the proposed SPAC variable selection method overcomes the challenge when the covariates are strongly dependent on each other and irrepresentable conditions are violated. We show that the SPAC-Lasso is sign consistent and applicable when the original irrepresentable conditions do not hold.
The paper is organized as follows. In Section 2, we introduce the background and framework for the penalized variable selection. In Section 3, we propose the SPAC method with the Lasso, adaptive Lasso, and SCAD penalties. In Section 4, we establish the theoretical properties of the SPAC-Lasso. In Section 5, the implementation and corresponding algorithm are illustrated. Sections 6 and 7 provide numerical studies through simulations and a real gene data application.
Background and Notation
In this section, we provide the notation and background for the variable selection methods. Consider a linear regression model setting,
where y = (y 1 , . . . , y n ) T is the response variable, X = (X 1 , . . . ,
T is a n × p random design matrix, β = (β 1 , . . . , β p ) is a vector of coefficients, and ε ∼ N (0, σ 2 ε I n ) uncorrelated with X. Here X j is the j-th column (j-th covariate), and x i is the i-th row (i-th sample) of X. Each row of X is an independent sample from p covariates X = (X 1 , . . . , X p ). Suppose that X has a joint distribution with mean 0 and covariance matrix C, where C is a p by p positive definite matrix.
Let D = (d ij ) = C −1 be the precision matrix. Throughout the entire paper, we assume that all the columns of X (covariates) are standardized with X T j X j = n, mean n i=1 x ij = 0, and (C) jj = 1 for j = 1, . . . , p, where (C) jj is the j-th diagonal element of the covariance matrix C.
The model in (1) is assumed to be "sparse," that is, the majority of covariates are irrelevant to the response and the corresponding coefficients are zero. Let 1 ≤ q ≤ p be the number of relevant covariates where the true coefficients are non-zero, and β i = 0 if and only if i > q. Let θ j and ρ j be the partial covariance and partial correlation between the response variable Y and X j , that is, ρ j = Corr(ε Y , ε j ) and
, where ε Y and ε j are the prediction errors of Y and X j based on X −j = {X k : 1 ≤ k ≤ p, k = j}, respectively. Let Σ = Cov(Y, X 1 , . . . , X p ), and Σ −1 = (σ ij ) where i, j ∈ {y, 1, 2, . . . , p}.
Due to the sparsity assumption of the model, the penalized least squares regression methods can be applied to select relevant covariates, where the penalized least squares estimator is obtained through minimizing the penalized least squares function:
where · is the Euclidean norm and p λ (·) is a penalty function with a tuning parameter λ. For example, the Lasso penalty has the following form:
It is well-known that the Lasso penalty provides a sparse but biased solution. In contrast, the SCAD penalty,
for some a > 2, produces unbiased estimation for large coefficients. In addition, the adaptive Lasso penalty improves the Lasso through weighting the penalty function. However, these methods are not applicable when relevant and irrelevant covariates are highly correlated.
A Variable Selection Method for Correlated Predictors
In this section, we propose a semi-standard partial covariance (SPAC) model selection method to improve selection consistency when the covariates are highly correlated. The idea of partial correlation is effective if there are strong correlations between irrelevant covariates and relevant covariates.
Under the normality assumption:
the partial correlation and covariance between the response variable and the j-th covariate are ρ j = Corr(Y, X j |X −j ) and θ j = Var(Y, X j |X −j ), respectively. Since ρ j = β j σ yy /σ jj [25] , β j = 0 is equivalent to ρ j = 0 for j = 1, . . . , p. Therefore identifying nonzero partial correlations corresponds to a model selection. Let s j = Var(Y |X −j ) (1 ≤ j ≤ p) be the standard deviation of Y conditional on X −j . It can be shown in Lemma 1 that
is an increasing function of the partial correlation ρ j , which implies that s j is larger for relevant covariates than for irrelevant covariates. In addition, s 2 j incorporates the strength of the coefficient β j , and thus is a good measure for relevant covariates. To utilize both ρ j and s j , we provide the following definition. 
We illustrate the difference between SPAC and partial correlation in the following example. Assume that q = 1, p = 2, and that X 1 and X 2 are correlated as shown in Figure 1 . The bold lines in the left graph are residuals of projections from Y and X 1 onto X 2 . The SPAC γ 1 is the scalar projection from the residuals of Y onto the residuals of X 1 , while the partial correlation between X 1 and Y is the cosine of the angle between the residuals of Y and of X 1 . In contrast to the partial correlation, γ 1 contains an additional term s 1 which is the Euclidean norm of the residuals of the projection from Y onto X 2 .
Similarly, in the right graph, s 2 is the length of the residuals of the projection from Y onto X 1 . Since s 2 is just the variation of the noise but s 1 is increasing in β 1 , s 1 should be larger than s 2 , which contributes to the fact that γ 1 > γ 2 . The association between SPACs and coefficients β in (1) is provided in the lemma below.
Lemma 1.
Under the normality assumption (5),
Lemma 1 implies that β j = 0 if and only if γ j = 0 for j = 1, . . . , p. It can be shown that 22, 26] , which leads to
where R j is the coefficient of the multiple correlation between X j and all other covariates. Traditional variable selection methods, such as the Lasso, are likely to select irrelevant covariates which are highly correlated with relevant covariates. To overcome the biased variable selection problem, we propose to encourage selection of covariates that are important to the response but are not correlated with other
covariates, and to screen out correlated but irrelevant covariates through penalizing SPACs. In the following, we substitute the coefficients β in the penalized least squares function (2) by γ = (γ 1 , . . . , γ p ), and estimate γ by minimizing:
where p λ is a penalty function with a tuning parameter λ, andd = (d 11 , . . . ,d pp ) is a consistent es-
Note that replacing β with γ leads to a new design matrix X * = (X 1 d 11 , . . . , X p d pp ) for γ, where the j-th column has squared Euclidean normd jj X T j X j =d jj n, which causes the penalizations of SPACs to have different weights. Since the SPAC of each covariate is equally important, we reweight the penalization part via multiplying the penalty term of the j-th SPAC byd jj . Consequently, the SPAC estimatorγ is solved bŷ
Once we obtain the SPAC estimatorγ, the coefficients β can be estimated throughβ = (γ 1 d 11 ,
. . . ,γ p d pp ) based on Lemma 1.
In the following, we discuss the proposed SPAC method under the Lasso [32] , the adaptive Lasso [39] , and the SCAD [12] penalty functions, respectively. Specifically, in Example 1, the L 1 penalty is imposed to perform variable selection based on estimated SPACs. However, it is well-known that the Lasso shrinkage produces biased estimation for selected non-zero signals. To diminish this bias, we also implement the adaptive Lasso and SCAD penalty functions in Examples 2 and 3, respectively. The estimators provided in Examples 1-3 are referred to as SPAC-Lasso, SPAC-ALasso, and SPAC-SCAD respectively, which will be compared with the original Lasso, adaptive Lasso, and SCAD estimators in our numerical studies.
Example 1. If we apply the Lasso penalty in (3), then the penalized loss function (7) becomes
The corresponding estimator of the semi-standard partial covariance with Lasso penalty (SPAC-Lasso)
Example 2. Next we consider the adaptive Lasso penalty. Suppose thatγ 0 = (γ 01 , . . . ,γ 0p ) is a consistent estimator for γ. Then, the loss function (7) with the adaptive Lasso is
where µ > 0 is a tuning parameter. Consequently, the corresponding SPAC estimator with the adaptive Lasso penalty (SPAC-ALasso) isγ
Example 3. Similarly, we can adopt the SCAD penalty in (4) . The associated loss function (7) with the SCAD penalty is
and the corresponding SPAC-SCAD estimator iŝ
Consistency Theory
In this section, we show that under regularity conditions, the SPAC-Lasso has variable selection consistency. In high-dimensional settings, the variable selection consistency of the Lasso, adaptive Lasso, and SCAD methods requires that correlations between relevant and irrelevant covariates are relatively small compared with correlations among relevant covariates [38, 16, 20] . The proposed SPAC-Lasso utilizes correlations among irrelevant covariates to ensure model selection consistency for data where relevant and irrelevant covariates are strongly correlated.
Following similar notation as in [38] ,γ = s γ if and only if sign(γ) = sign(γ). The SPAC-Lasso is strongly sign consistent if there exists λ n = f (n), a function of n but independent from the data such
The SPAC-Lasso is general sign consistent if
Note that the strong sign consistency can imply general sign consistency.
In the following, we show that the two consistencies are related to two similar conditions. Define
T , representing the SPAC of relevant covariates X(1) and irrelevant covariates X(2), respectively, where X(1) and X(2) are the first q and last p − q columns of X, respectively. The sample covariance matrix of X is denoted byĈ = X T X/n, which is an estimator of the true covariance matrix C. We assume that the diagonal elements of theĈ and C are all 1's as the covariates are pre-standardized. Therefore the two matrices also serve as correlation matrices, which can be expressed as follows:
The penalized loss function of the SPAC-Lasso (10) can be reformulated as
With a givend, we can rescale the design matrix and treatd jj γ j (1 ≤ j ≤ p) as new coefficients, so the optimization problem (11) is equivalent to the optimization problem of Lasso with a rescaled
Consequently, X * = XV .
We define the following conditions associated with the irrepresentable conditions based on the trans-formed design matrix:
(C1) Transformed strong irrepresentable condition: There exists a positive constant vector η such that
where 1 is a (p − q)-dimensional vector of 1's, | · | means taking absolute value for each element, and the inequality holds element-wise.
(C2) Transformed weak irrepresentable condition:
where the inequality holds element-wise.
The transformed weak irrepresentable condition is slightly weaker than the transformed strong irrepresentable condition. The above two conditions are adapted from the original weak and strong irrepresentable conditions proposed in [38] . However, they are rather different from the original conditions in that the proposed transfromed irrepresentable conditions are based on the true covariance matrix, while the original irrepresentable conditions are derived from a sample covariance matrix. More importantly, the proposed conditions are more robust than the original ones for highly correlated covariates, in the sense that the proposed conditions hold but the original conditions do not in many cases. We will provide examples in Section 4.3.
We will discuss the asymptotic properties for the constant q and p cases described in Section 4.1, and for the diverging q and p in Section 4.2. In Section 4.3, we will illustrate examples and provide sufficient conditions to understand the transformed irrepresentable conditions (C1) and (C2) in more depth.
Model selection consistency for constant q and p
In this subsection, we assume that q, p, β, C, and γ are all constant as n → ∞. In addition, we assume a regularity condition:
Condition (C3) implies that the maximum of the Euclidean norm of x i is small compared to √ n with probability approaching to 1. This condition is automatically satisfied if we have the Normality Assumption (5) or assume an appropriate tail distribution, e.g., the sub-Gaussian distribution.
The following theorem indicates that, under the regularity condition (C3), with an appropriate estimator of d, we can achieve strong sign consistency if the transformed strong irrepresentable condition (C1) holds.
Theorem 1. For a p, q, C and γ independent of n, suppose that λ n /n → 0, λ n /n 1+c 2 → ∞ with 0 ≤ c < 1, and there exists an c > 0 such that max 1≤i≤p |d ii − d ii | ≤ c λ n /n for sufficiently large n with probability at least 1 − o(exp(−n c )). Then under the regularity condition (C3) and the transformed strong irrepresentable condition (C1), the SPAC-Lasso is strongly sign consistent, that is,
The condition imposed on the estimatord in the above theorem can be satisfied if the residuals of the ordinary least square are used in the estimation indicated in the following proposition. Moreover, the corresponding estimator is proportional to the diagonal elements of the sample precision matrix. Let e j denote the residual from regressing X j on to
Defined jj = 1/σ j,−j , whereσ
for sufficiently large n with probability at least 1 − o(exp(−n c )). Moreover, the j-th diagonal element of the sample precision matrix
Theorem 1 indicates that, the probability of SPAC-Lasso selecting the true model approaches 1 exponentially fast, if the transformed strong irrepresentable condition and other regularity conditions hold.
The following theorem states that the transformed weak irrepresentable condition is necessary for the weaker general sign consistency.
Theorem 2. For a p, q, C and γ independent of n, suppose that the condition (C3) is satisfied, and
Then SPAC-Lasso is general sign consistent only if the transformed weak irrepresentable condition holds.
According to Theorem 1, the transformed strong irrepresentable condition implies strong sign consistency, and thus indicates general sign consistency. On the other hand, Theorem 2 indicates that general sign consistency leads to the transformed weak irrepresentable condition. Therefore, the transformed irrepresentable conditions are almost sufficient and necessary for the sign consistency of the SPAC-Lasso in general.
Next we will extend the constant p and q results to diverging p and q scenarios. We will show that the transformed strong irrepresentable condition still implies the strong sign consistency of SPAC-Lasso, even when p and q tend to infinity, but not too fast, as n goes to infinity.
Model selection consistency for diverging q and p
In this subsection, we consider cases when p and q increase as n increases, that is, p = p n and q = q n go to infinity as n increases. Let l n denote a positive lower bound of entries in |γ(1)|, that is, min 1≤j≤qn |γ j | ≥ l n . Throughout this subsection, we work under the normality assumption (5), although it can be relaxed by assuming appropriate tail behaviors of observation distributions. Since the dimensions of Σ and γ also diverge as n grows, we require the following regularity conditions to bound the eigenvalues of Σ and control the convergence rate of the estimatord. Specifically, we state the following regularity conditions:
(C4) There exist constants 0 < c 1 ≤ c 2 < ∞, such that the covariance matrix Σ satisfies:
where λ min and λ max denote the smallest and largest eigenvalues of a matrix, respectively.
(C5) For any δ > 0, there exists a constant M > 0, such that for a sufficiently large n, max 1≤i≤pn |d ii − d ii | ≤ M log n/n holds with probability at least 1 − O(n −δ ).
The condition (C4) requires that eigenvalues of the covariance matrix Σ should be bounded from zero and infinity, which also implies that C = C n has eigenvalues bounded from zero and infinity. The condition (C5) assumes that the estimator of d needs to be sufficiently accurate, which is stronger than the condition ond in Theorem 1. Nevertheless, it can still be satisfied. For example, in Proposition 1, if p = p n , p n /n ≤ 1 − τ for some τ > 0, and C n has bounded largest and smallest eigenvalues, then the condition (C5) holds for the estimatord = {d jj } p j=1 using the residuals of the ordinary least square fitting [25] .
The following theorem shows the estimation consistency and strong sign consistency of the SPACLasso, under the regularity conditions and the transformed strong irrepresentable condition (C1).
Theorem 3. Suppose that conditions (C4), (C5) and the transformed strong irrepresentable condition
Then there exists a constant K 0 such that, for any δ > 0, the following properties hold with probability at least 1 − O(n −δ ).
(1) There exists a solutionγ Lasso =γ(λ n ,d) solving the minimization problem (11).
(2) Estimation consistency: any solutionγ Lasso satisfies
and the corresponding estimator of coefficientsβ satisfies
(3) Strong sign consistency:γ Lasso = s γ.
Theorem 3 indicates that the SPAC-Lasso can select the true model consistently under the transformed strong irrepresentable condition and other regularity conditions. In addition, the estimator of the SPAC-Lasso for β converges to the true coefficients in the Euclidean norm.
Examples and sufficient conditions for the transformed strong irrepresentable condition
The proposed transformed strong and weak irrepresentable conditions are based on the original irrepresentable conditions in [38] . However, our conditions are more general and less restrictive than the original conditions for highly correlated data, in the sense that they are still valid for cases where the original irrepresentable conditions do not hold. In this subsection, we illustrate examples where the covariance matrix C n is assumed to be a submatrix of C n+1 as the dimension increases. We first examine an example with highly correlated block-exchangeable structure.
where
|,L and L be the limit superior and limit inferior of q n /m n , respectively. Then m n ≤ q n .
Proposition 2. Suppose that the covariance matrix C n is of the form in (16) with α 1 , α 3 ∈ (−1, 1) and
for sufficiently large n.
When the original weak irrepresentable condition fails for large n, the inequality (17) holds since
Then by Proposition 2, the failure of the weak irrepresentable condition for large n implies that correlations between irrelevant covariates are the strongest among the correlations of all covariates, followed by correlations between relevant and irrelevant covariates. It also implies that the inequality (18) holds, and that the transformed irrepresentable condition can still be valid. In general, the smaller values on the left-hand sides of (17) and condition (C1) lead to better estimation of the Lasso and SPAC-Lasso. Thus (18) indicates that the proposed SPAC-Lasso estimator outperforms the Lasso estimator.
The following corollary provides a sufficient condition for the SPAC-Lasso being strongly sign consistent when the true covariance matrix is block-exchangeable as in (16) . With large n, the original weak irrepresentable condition holds for large α 1 ; however, the Lasso is not general sign consistent for
Corollary 1 shows that the SPAC-Lasso can still be strongly sign consistent as long as α 3 is large enough, even when |α 1 | is small. This indicates that the Lasso is not general sign consistent with block-exchangeable correlation structure, while the proposed SPAC-Lasso is still strongly sign consistent.
Corollary 1. Under the conditions of Proposition 2, if there exists a positive constant η such that
then the SPAC-Lasso is strongly sign consistent when q n and p n − q n increase as n → ∞.
Next, we provide an example where the C n has block-autoregressive (1) (block-AR1) structure.
Suppose C n is of the form in (16) with
, and (C
where α 1 , α 2 , α 3 are unknown constants.
Corollary 2. Suppose that C n is block-AR(1) with α 1 , α 2 , α 3 ∈ (0, 1), q n , p n −q n increase as n increases,
and (17) holds. Then α 2 > α 1 , and the SPAC-Lasso is strongly sign consistent if there exists a positive constant η such that
Corollary 2 indicates that the failure of the original weak irrepresentable condition implies that the correlations between relevant and irrelevant covariates are stronger than the correlations between relevant covariates. Moreover, when the original weak irrepresentable condition does not hold, the proposed SPAC-Lasso can still be strongly sign consistent as long as the α 3 is large enough. This result is consistent with the one in the block-exchangeable example.
In the following, we provide another sufficient condition for the transformed strong irrepresentable condition when the correlation structure does not have a specific form. Denote C n = (c ij ) p×p with c ij ≥ 0, and v j = (c 1j , . . . , c j−1i , c j+1i , . . . , c pi ) 
holds for all i ∈ {1, . . . , q n } and j ∈ {q n + 1, . . . , p n } with
∞ for some η > 0, then the transformed strong irrepresentable condition (C1) holds.
Corollary 3 indicates that for each pair of irrelevant and relevant covariates, if other covariates are sufficiently more correlated with the irrelevant covariate than the relevant one, then the transformed strong irrepresentable condition (C1) holds for the covariance matrix when the minimum eigenvalue of C n is not too small. Therefore, the SPAC-Lasso can still have strong sign consistency even when
We will provide more numerical examples in Section 6 to illustrate that the transformed strong irrepresentable condition (C1) can hold even if the original weak irrepresentable condition does not hold.
Algorithm
In this section, we provide the detailed algorithms for the proposed SPAC-Lasso, SPAC-ALasso, and SPAC-SCAD. We first estimate the diagonal elements d of precision matrix D. In finite-dimensional settings, we apply the sample precision matrix for the diagonal elements:
In high-dimensional cases, we adopt the following residual variance estimator [3] :
where I n is a n × n identity matrix, 1 n is a vector from R n with all the entries equal to 1, andB j is the i-th column of p × p matrixB calculated by the square-root Lasso [4] :
then the norms in (24) are defined by:
To obtain the residual variance estimatord, we implement the DESP package (http://cran.r-project
.org/web/packages/DESP/index.html) in R with λ d = 2 log p/n. This universal choice for λ d has been proven to possess good theoretical and empirical properties [29] .
For the SPAC-ALasso, since
, to obtain an initial valueγ 0 we require an initial estimatorβ 0 . In low-dimensional settings, we compute the ordinary least squares (OLS) of β as the initial estimatorβ 0 . In high-dimensional cases, we apply the SPAC-Lasso for variable selection and employ the OLS to estimate the coefficients for the submodel selected by the SPAC-Lasso. Thus the initial estimatorβ 0 consists of OLS estimators for selected covariates and zeros for non-selected
In this paper, we use µ = 1 in the penalized loss function (12) , and compare the SPAC-ALasso to the adaptive Lasso with µ = 1.
Algorithm 1 (SPAC-SCAD)
1. Set l = 1. Set initial values γ (0) , and the tuning parameters λ and a.
2. Estimated using (22) or (23) for j = 1, . . . , p.
j as follows:
(a) Calculate z j using (28);
5. Iterate step 4 until the convergence criterion, min
The coordinate descent algorithm [15, 5] is used to obtain the solutions of the SPAC-Lasso, SPACALasso, and SPAC-SCAD. We illustrate it with univariate solutions first. Consider p = 1 with an unpenalized least squares solution z = X T y/(n d ). For this simple linear regression problem, the SPAC-Lasso estimator has a closed form:
the SPAC-ALasso estimator isγ
and the SPAC-SCAD estimator iŝ
In multivariate cases, the univariate solutions can be employed by the coordinate descent algorithm to obtain the coordinate-wise minimizer of the objective function. However, the role of the unpenalized solution z is now played by the unpenalized regression of X j 's partial residuals on X j , and denoted z j .
The partial residual of X j is r −j = y − i =j X i d ii γ * i , where γ * = (γ * 1 , . . . , γ * p ) are the most recent updated values of γ. Thus at the j-th step of iteration l, the unpenalized regression solution is
The unpenalized solution z j is used in the algorithms of the SPACLasso, SPAC-ALasso, and SPAC-SCAD.
Algorithm 1 is a complete algorithm of SPAC-SCAD using (27) . Note that estimation of diagonal elements in D is carried out in step 2, and the coordinate descent method is performed in step 4. The algorithms of the SPAC-Lasso and SPAC-ALasso are similar to Algorithm 1, except thatγ SCAD is replaced byγ Lasso andγ ALasso in (25) and (26), respectively.
Simulations
In this section, we provide simulation studies to compare the proposed method using the Lasso, adaptive Lasso and SCAD penalty with the traditional model selection approaches. We simulate the data from linear models, Y = Xβ + N(0, σ 2 ε I n ) using 100 replicates, where X is a n × p design matrix and β is a p × 1 coefficient vector. The first q elements of β are nonzero, and the remaining elements are zero. The nonzero coefficients vary between 0.1 (weak signal) to 2 (strong signal), so we can examine the performance of these methods at different signal strength levels. Each row of X is independent and identical from a distribution with a covariance matrix C, where C is a matrix of the form in (16) We apply the coordinate descent algorithm to implement the Lasso, adaptive Lasso, and SCAD. The algorithms in section 5 are used to implement the SPAC-Lasso, SPAC-ALasso, and SPAC-SCAD. The PC-simple algorithm is computed with a significance level 0.05 using the R package "pcalg" (https://cr an.r-project.org/web/packages/pcalg/index.html). In each penalty-based method, the tuning parameter λ is selected by the BIC due to its consistency property on selecting the true model [33] . For the SCAD and SPAC-SCAD, we let a = 3.7, based on its desirable empirical properties [12] . For the adaptive Lasso, we first apply the estimator from Lasso as the initial valueβ 0 , and solve the adaptive Lasso optimization through:
We calculate the false negative and false positive rates by:
, and However, condition (C1) holds in all 4 of these settings since the correlations among irrelevant covariates are relatively large (e.g., α 3 = 0.8).
In addition, we allow some other structures of correlation matrices satisfying the condition (C1). Let p = 150 and q = 10. We generate a p × p matrix A = (a ij ) with a ij ∼ Unif(0, 1) for 1 ≤ i, j ≤ p; and then generate a (p − q) × p matrix A 1 with each entry from Unif(1, 2). Define
to increase correlation entries between relevant and irrelevant covariates. It can be shown that G = A 2 A T 2 + I p is a positive definite matrix, where I p is a p × p identity matrix. We transfrom G to be a correlation matrix C. These steps are simulated 10000 times. At each iteration, the matrix C does not necessarily satisfy the original weak irrepresentable condition, but satisfies the condition (C1). We can generate different forms of C by using different p and q, and applying Unif(2, 3) or Unif(3, 4) or other similar distributions in generating A 1 . Table 1 : Results of Setting 1, p = 150, q = 10, and n = 80. The "Ratio" is calculated by taking the ratio of FPR+FNR of the traditional method to FPR+FNR of the proposed method. In the last colunm, the "Ratio" is FPR+FNR of PC-simple algorithm over FPR+FNR of SPAC-ALasso.
The proposed methods outperform the traditional penalty-based variable selection methods across all the settings, as the overall false negative and false positive rates are the lowest. For example, we compare SPAC-Lasso and Lasso in Setting 1 with β s = 0.8 and α = (0.5, 0.7, 0.9). The FPR of SPAC-Lasso is 0.058, less than 0.168, the FPR of Lasso. That is, the SPAC-Lasso selects fewer irrelevant covariates. In addition, the FNR of SPAC-Lasso is 0.145, which is also much less than FNR of Lasso, indicating that the SPAC-Lasso selects more relevant covariates. Moreover, the ratio of FPR+FNR between the traditional method and the proposed method shows that the Lasso is 503% of that of the proposed SPAC-Lasso, and the proposed method is more accurate than the Lasso in model selection.
We also observe that the SPAC-ALasso is more accurate than the PC-simple algorithm, since the Table 2 : Results of Setting 2, p = 200, q = 10, and n = 100. The "Ratio" is calculated by taking the ratio of FPR+FNR of the traditional method to FPR+FNR of the proposed method. In the last colunm, the "Ratio" is FPR+FNR of PC-simple algorithm over FPR+FNR of SPAC-ALasso.
We also notice that the Lasso, ALasso, SCAD, and PC-simple algorithm all have large FNR in the settings where covariates are highly correlated, e.g., α = (0.5, 0.7, 0.9). In contrast, the proposed methods significantly reduce the FNR, especially when the signals are strong. For instance, when β s = 2 in Table 2 , the FNR of the ALasso is 0.994, which implies that most relevant covariates are not selected by the adaptive Lasso. In contrast, the proposed method SPAC-ALasso has an FNR of 0.022, indicating that most relevant covariates are selected by the proposed SPAC-ALasso. Thus, the false negative rate decreases.
In strong signal scenarios, the Lasso performs worse than the adaptive Lasso and the SCAD in general as it overselects irrelevant covariates. However, the proposed method significantly improves the original Lasso with decreasing FPR. For example, when β s = 2 and α = (0.5, 0.7, 0.9) T in Table 2 , the FPR of SPAC-Lasso is 0.045, and much less than the FPR, 0.206, of Lasso.
In weak signal situations, the SCAD selects more covariates than Lasso and ALasso in general, and Table 3 : Results of Setting 3, p = 200, q = 9, and n = 100. The "Ratio" is calculated by taking the ratio of FPR+FNR of the traditional method to FPR+FNR of the proposed method. In the last colunm, the "Ratio" is FPR+FNR of PC-simple algorithm over FPR+FNR of SPAC-ALasso. Table 4 : Results of Setting 4, p = 150, q = 10, and n = 100. The "Ratio" is calculated by taking the ratio of FPR+FNR of the traditional method to FPR+FNR of the proposed method. In the last colunm, the "Ratio" is FPR+FNR of PC-simple algorithm over FPR+FNR of SPAC-ALasso
Real data
In this section, we apply gene data to illustrate the proposed method in high-dimensional settings.
We investigate the gene expression data of 90 Asians (45 Japanese and 45 Han Chinese) from the international 'HapMap' project [31] . The normalized gene expression data (ftp://ftp.sanger.ac.uk/pub/ge nevar/) are generated by an Illumina Sentrix Human-6 Expression Bead Chip [28] . The gene CHRNA6
has been studied intensively for nicotine addiction, since it is believed to be associated with activation of dopamine releasing neurons with nicotine [30] . We treat the expressions of gene CHRNA6, a cholinergic receptor, nicotinic of alpha 6, as the response Y . For each probe X i in the remaining expressions of probes, we calculate correlations between this probe and other probes, and record the number of the correlations that are greater than 0.5 as n i . A probe X i is considered strongly correlated with others if n i is greater than 2200. A total of 6743 probes meet this criterion. To find any of the 6743 probes that are related to CHRNA6, we apply a linear regression using CHRNA6 as a response and 6743 probes as predictors. Since the sample size n = 90, and p = 6743 is much larger than n, this is a high-dimensional regression problem.
To compare the performance of our method with existing methods, we randomly split the data into a training set and a test set 100 times; where the training set consists of 90% of the observations, while the test set has the remaining 10% of the observations. We compute the mean of number of the selected probes (NS) and the mean of the prediction mean squared error (PMSE) based on the 100 replications for all the methods. We estimate the Lasso, SPAC-Lasso, ALasso, SPAC-ALasso, SCAD, and SPAC-SCAD coefficients using the training set, and apply the BIC to tune λ in all methods. Since the PC-simple algorithm does not provide coefficient estimation, we apply the Lasso with 10-fold cross validation tuning to estimate the coefficients for the submodel selected by the PC-simple algorithm, namely the PC-simple algorithm with Lasso (PCL) method in [7] .
Let y i be a true response value in the test set andŷ i be the corresponding fitted value based on the estimators from the training data. The PMSE is m We also apply these methods to all observations in the 6743 probes. We observe that most of the estimated Lasso coefficients and SPAC-Lasso coefficients are less than 0.1, and the largest estimated SPAC-Lasso coefficient is 0.25, indicating that most of the probes in this gene data are weakly associated with CHRNA6. In addition, Figure 3 illustrates the distribution of correlations between relevant and irrelevant probes based on the SPAC-Lasso estimator. The left-skewed distribution in Figure 3 implies that most of the relevant and irrelevant probes are strongly correlated.
The means of the PMSE and NS based on 100 replications for all the methods are provided in Table 5 .
Note that the proposed SPAC-Lasso selects fewer probes with smaller standard deviation than the Lasso on average, yet the mean PMSE of Lasso is 11% more than that of SPAC-Lasso, indicating that the SPAC-Lasso is more accurate than the Lasso. Similarly, the SPAC-ALasso and SPAC-SCAD outperform the ALasso and SCAD, respectively. Table 5 also shows that the ALasso, SPAC-ALasso and PCL select fewer probes compared to other penalized methods, while the SCAD and SPAC-SCAD select more probes than the other methods in general. These results are consistent with the simulation findings under weak signal scenarios. In terms of PMSE, the SCAD and SPAC-SCAD have larger PMSE than other methods, even though these two methods select more probes. This is possibly due to the fact that the SCAD penalty tends to select more irrelevant probes, which is observed in the simulation studies with weak signal. The irrelevant probes could increase the prediction mean squared error when signals of relevant predictors are relatively weak.
Lasso SPAC-Lasso ALasso SPAC-ALasso SCAD SPAC-SCAD PCL Mean of NS Table 5 : Means of number of selected probes (NS) and prediction mean squared error (PMSE) for gene data. Table 6 provides the selected probes based on the Lasso, SPAC-Lasso, ALasso, SPAC-ALasso, SCAD, SPAC-SCAD, and PC-simple algorithm using all observations. Table 5 shows that the Lasso and SPAC-Lasso have relatively small PMSE from the testing data among all the methods, thus in the following, we focus on the Lasso and SPAC-Lasso using all observations with 6743 probes. The Lasso selects 53 probes, and SPAC-Lasso selects 13 probes. Note that GI_27436909-S, GI_27552763-S, GI_41146730-S, GI_42659728-S, and GI_4506330-S are common probes selected by Lasso and SPAC-Lasso, which are very likely to be related to CHRNA6. Particularly, GI_4506330-S is the Table 6 : Probes selected by Lasso, SPAC-Lasso, ALasso, SPAC-Lasso, SCAD, SPAC-SCAD, and PC-simple algorithm using all the observations in the 6743 probes.
In summary, the proposed methods select fewer probes than the traditional penalization methods, since the former avoids selecting the irrelevant probes which are strongly correlated with relevant probes.
Consequently, the proposed methods lead to smaller prediction mean squared error than traditional variable selection methods, and thus are able to select variables more accurately.
Discussion
In this paper, we propose a variable selection method to address strongly correlated covariates when the irrepresentable conditions do not hold. The failure of irrepresentable conditions is caused by high correlation between relevant and irrelevant covariates, which leads to variable selection inconsistency in traditional methods. To overcome this challenge, we develop the SPAC method which selects covariates associated with the response but not strongly correlated with other covariates. The proposed SPAC is capable of diminishing correlated effects from other covariates, but still incorporates signal strength.
We establish the sign consistency of SPAC-Lasso under the random design framework, specifically, we transform irrepresentable conditions to achieve variable selection consistency, which solves the problem when Lasso is not sign consistent. Numerical studies confirms that the SPAC-Lasso outperforms the Lasso. Moreover, we show that the SPAC-ALasso and SPAC-SCAD are more accurate at detecting relevant covariates than the adaptive Lasso and SCAD, respectively. Although we do not provide the consistency property for SPAC under the adaptive Lasso and SCAD penalties, the extension of the consistency property under these penalties should be similar to that in SPAC-Lasso.
Compared with the partial correlation approach, the proposed method fully exploits signal strength since SPACs are proportional to the magnitude of coefficients. In numerical studies, SPAC-ALasso and the PC-simple algorithm tend to select fewer covariates with smaller false positive rates than other methods, while the PC-simple algorithm produces large false negative rates even when the signal strength increases. In contrast, the false negative rates of SPAC-ALasso decrease as the magnitude of coefficients increases.
In summary, the proposed method is more effective than traditional variable selection methods for strongly dependent covariates. This is especially powerful for high-dimensional data where covariates are likely to be spuriously correlated.
SUPPLEMENTARY MATERIAL
In this supplementary material, we provide proofs for Lemma 1, Theorems 1 -3, Propositions 1 -2, and Corollaries 1 -3.
Proof of Lemma 1
Proof. It can be calculated that
, and σ jy = β j /σ 2 ε for j = 1, . . . , p. Then,
The jth SPAC is
The standard deviation of the response conditional on X −j is
Proof of Theorem 1
Proof. The SPAC-Lasso estimator iŝ
. . ,γ p ) be the true values of the SPACs, andû =γ Lasso −γ. Then
Letû (1), w(1),γ(1), andû(2), w(2),γ(2) be the first q and last p − q entries ofû,γ, and w, respectively. Then, based on the Karush-Kuhn-Tucker (KKT) conditions, if there existsû such that
Take (29) as a definition ofû (1) . Then the existence of suchû is implied by the following inequalities:
Let A n denote the event that (30) holds, and B n be the event that (31) holds. Then
,
By the multivariate central limit theorem,
SinceV (1)(Ĉ 11 )
Hence, φ 1j and ζ 1j converge in distribution to Gaussian random variables for each j.
The elements of sample covariance matrixĈ converge in probability to the corresponding true covariances with probability at least 1 − o(exp(−n c )). Since max 1≤i≤p |d ii − d ii | ≤ c λ n /n for sufficiently large n also with probability at least 1 − o(exp(−n c )), φ 2j / √ n, ζ 2j √ n/λ n , and b j converge in probability to 0, and η j converge in probability to η, with probability at least 1 − o(exp(−n c )) for each j. With
→ ∞ and condition (C1),
In a similar way, based on the Gaussian distributions of φ 1j and ζ 1j ,
This completes the proof.
Proof of Proposition 1
Proof. Without loss of generality, we just need to show that
and for 0 ≤ c < 1, there exists an c > 0 such that
The (33) follows from the definition of e 1 and the block matrix inversion formula:
Next we prove the (34) . Since (X 1 , . . . , X p ) T ∼ N (0, C) where
Then we can form a regression equation:
Denote t n = n − p + 1. Give X 2 , . . . , X p ,
Thus, conditional on X 2 , . . . , X p , the estimator of d 11 is:
we only need to show that for 0 ≤ c < 1, there exists an c > 0 such that
Using the conditional distribution ofd 11 , we get
where c = c /d 11 . Since λ n /n → 0 and λ n /n 
and similarly
Proof of Theorem 2
Proof. Let F 1,n = {there exists λ n ≥ 0 such thatγ Lasso = s γ} = {there exists λ n ≥ 0 such that sign(γ Lasso (1)) = sign(γ(1)) andγ Lasso (2) = 0} .
Then the SPAC-Lasso is general sign consistent if lim n→∞ P (F 1,n ) = 1. Based on the Karush-Kuhn-Tucker (KKT) conditions and (28), F 1,n implies that
Solveû (1) out of (35) and substitute it into (36). Then we have
If the transformed weak irrepresentable condition does not hold, then for any N , there exist n > N such that at least one element of |V (2)C 21 (
Then due to the asymptotic normality (37), lim inf P (F 1,n ) ≤ lim inf P (F 2,n ) < 1. This contradicts the general sign consistency.
Proof of Theorem 3
We prove Theorem 3 based on the method of proofs in [25] . We first provide two lemmas.
Lemma 2. Assume the same conditions of Theorem 3. Then there exists a constant K 0 , for any δ > 0, the following properties hold with probability at least 1 − O(n −δ ).
(1) There exists a solutionγ R =γ(λ n ,d) of the restricted problem:
(2) Estimation consistency: any solutionγ R satisfies
and the corresponding estimator of coefficientsβ R satisfies
and a n = √ q n λ n /n.
(1) For any given constant M 0 and any vector h = (h 1 , . . . , h pn ) such that h 2 = M 0 and h(2) = 0, where h(2) refers to the last p n − q n elements of h, by the triangle inequality and the Cauchy-Schwartz inequality, based on condition (C4) and (C5) there exist constants c 01,δ , c 02,δ , c 1,δ , c 2,δ > 0 such that for sufficiently large n,
hold with probability at least 1 − O(n −δ ).
Let h(1) and ∂L ∂γ (γ,d)(1) refer to the first q n elements of h and ∂L ∂γ (γ,d) respectively. With q n = o( 3 n/ log n), by properties of products of Gaussian random variables and Bernstein's inequality, for any δ > 0, there exists a constant c 3,δ > 0, such that
By the triangle inequality,
Due to (40) , the second term in (42) has order √ q n n log n. Then there exists a constant c 4,δ > 0 such that the following holds with probability at least 1 − O(n −δ ) for sufficiently large n:
Similarly, by 
holds with probability at least 1 − O(n −δ ).
Using Taylor expansion, (43) and (44), we havẽ (1)) − c 4,δ a n q n n log n − c 5,δ a 2 n q n n log n.
with probability at least 1 − O(n −δ ).
Since λ n / √ q n n log n → ∞, a n √ q n n log n = o(a n √ q n λ n ) = o(na
holds with probability 1 − O(n −δ ). By condition (C4), there exists a constant M 1 > 0 such that
c 6 is a positive constant, then the following holds for sufficiently large n with probability 1 − O(n −δ ):
Therefore, there exists a local minimum of L Lasso (γ,d) within {γ : γ −γ 2 ≤ M 0 √ q n λ n /n} with probability 1 − O(n −δ ). This completes the proof of (1).
(2) For any given constant M 2 and any vectorh ∈ R pn such that h 2 ≥ M 2 andh(2) = 0, by Taylor expansion,
Based on (42) and (42), we have that
holds with probability at least 1 − O(n −δ ). In a similar way to the proof of (44), it can be shown that there exists a constant c 7,δ > 0 such that the following holds with probability at least 1 − O(n −δ ):
Then using the triangle inequality, we have
(1)h(1) 2 − c 3,δ q n n log n − c 7,δ h 2 a n q n n log n with probability at least 1 − O(n −δ ). By condition (C4), there exists a constant M 3 > 0 such that
where c 8 is a positive constant.
Then, similarly to the proof in (1), for sufficiently large n,
For any solutionγ R , by the KKT conditions and (39),
Hence, γ R −γ 2 ≤ M 2 a n = M 2 √ q n λ n /n for sufficiently large n with probability at least 1 − O(n −δ ).
By condition (C4), there exists a constant
Therefore, by condition (C5) and the triangle inequality,
The last equality follows from √ q n n log n = o(λ n ).
Lemma 3. Assume the same conditions of Theorem 3. Then, for any δ > 0, with sufficiently large n, the solution of (38) satisfies:
Proof. Sinceγ R (1) is the solution of (38), together with Lemma 2 and Taylor expansion, we have 
Let δ = δ + κ. Since p n − q n ≤ p n = O(n κ ), to prove the lemma, it suffices to show
for any q n + 1 ≤ j ≤ p n and n sufficiently large.
For any fixed q n + 1 ≤ j ≤ p n , by Taylor expansion, we have 
By condition (C1), −λ n [V (2)C n 21 (C n 11 ) −1 V −1 (1)] j−qn sign(γ(1)) ≤ λ n (1 − η) < λ n for q n + 1 ≤ j ≤ p n . Thus we only need to show that the remaining terms in (48) are o(λ n ) with probability at least
By inequality (39) and condition (C4), there exists a constant c 9,δ > 0 such that the following holds for any j ∈ [q n + 1, p n ] with probability at least 1 − O(n −δ ): Then, since (45) and λ n / √ q n n log n → ∞,
2 ≤ c 9,δ c 3,δ q n n log n = o(λ n )
holds with probability at least 1 − O(n −δ ). Similarly, by (39) and (45) also holds with probability at least 1 − O(n −δ ).
For sufficiently large n, by Lemma 2, ν n 2 ≤ M 2 √ q n λ n /n holds with probability at least 1 − O(n −δ ). Then similarly as in the proof of Lemma 2, there exists a constant c 10,δ > 0 such that |∆ n,j−qn nν n | ≤ c 10,δ q n log n/n √ q n λ n = o(λ n ) with probability at least 1 − O(n −δ ).
In a similar way to the proof of (44), it can be shown that there exists a constant c 11,δ > 0 such that
(1) j−qn ∆ n (1)nν n ≤ c 11,δ q n n log n ν n 2 ≤ c 11,δ M 2 q n √ q n log n n λ n = o(λ n )
holds with probability at least 1 − O(n −δ ). The last equality follows from q n = o( 3 n/ log n). This completes the proof for Lemma 3.
Next we prove Theorem 3.
Proof. On one hand, by Lemma 2, Lemma 3 and the KKT conditions,γ R is also a solution of problem (11) with probability at least 1 − O(n −δ ). On the other hand, let K be the convex set of solutions of the problem (11) , and E j be the linear space {γ |γ j = 0} for q n + 1 ≤ j ≤ p n . The intersection K ∩ E j contains an open subset {γ ∈ K | ∂L ∂γ j (γ,d) < λ n } of K, which is non-empty with probability at least 1 − O(n −δ ) since it containsγ R . Thus K ∩ E j has full dimension in K, which implies that K is a subset of E j , with probability at least 1 − O(n −δ ). Therefore, with the same probability, any solutionγ Lasso is also a solution of the restricted problem (38) . Then the conclusions in Theorem 3 follow from Lemma 2.
Proof of Corollary 2
Proof. By the definition of C n , the first element of |C Since S(q n , r n , k, α 1 , α 2 , α 3 ) = α 2 2 S(q n , r n , k + 1, α 1 , α 2 , α 3 ),
and
In addition, since α 2 > α 1 > 0,
Let ψ = (ψ 1 , . . . , ψ rn ) T = |V (2)C The last inequality follows from (20) . In addition,
Proof of Corollary 3
Proof. For any 1 ≤ i ≤ q n and q n + 1 ≤ j ≤ p n , it suffices to show that d ii /d jj ≤ g Then,
