ABSTRACT The dynamic output-feedback control problem is addressed for a class of nonlinear discrete uncertain systems with multiple time-delays. First, the system is decomposed into two subsystems based on the output and input matrix. Second, the compensator is designed for first the subsystem, and the output feedback controller is designed based on the second subsystem and compensator. Then, by choosing a Lyapunov-Krasovskii functional, we show that the developed controller makes the solutions of the closedloop system exponentially convergent to a ball. Compared with previous work, the developed controller only depends on the system output. The design conditions of the controller are relaxed because of the proposed dynamic compensator. Furthermore, the results are extended to a general nonlinear system and a robot system. Finally, numerical examples are included to show the effectiveness of the theoretical results.
I. INTRODUCTION
Time-delay issues are exist in the hydraulic servo systems, robotic systems, chemical systems and many other systems, due to the fact that time-delay systems can better describe physical systems than regular ones [1] , [2] . In practice, it has been shown that the output feedback can be used to control the nonlinear systems, which has become an important methodology to the control system design [3] . And there have been significant research efforts on these issues [4] - [6] . With the development of output feedback controller, it is known that the qualitative knowledge of a controller can also be represented in nonlinear functional form [7] . The output feedback can be classified into two categories: static output feedback and dynamic output feedback.
During the past decades, many important results on the class of static output feedback in the continuous-system and discrete-system have been extensively discussed in the literatures [8] - [10] . However, the systems considered in most of the existing work are either largely linear or delay free. A class of linear time-delay systems is considered in [11] and a class of linear time-delay systems with nonlinear disturbance is considered in [12] where it is required that the time-varying delay is precisely known. Luo et al [13] considered a class of time-delay systems where the static output feedback strategies are studied, but it is required that all of the uncertainties are matched. In nearly all of the existing static output feedback strategies for time-delay systems, it is required that the bounds on the uncertainties satisfy the linear growth condition (i.e. are linear functions of x(t) and/or x(t − d) ) [14] . Moreover, it is hard to obtain a global result using static output feedback when the system is nonlinear and the nonlinear bounds on the uncertainties take general nonlinear forms [15] . And in practice, many practical nonlinear systems exhibit modeling uncertainties, in [16] , a nonlinear adaptive control method was employed to achieve asymptotic tracking performance of the hydraulic rotary actuators with modeling uncertainties. Therefore, the adaptive dynamic output feedback control of nonlinear time-delay systems is more realistic and very important in this research.
Nonlinear uncertainties and time-delay are often encountered in a variety of dynamic systems. The appearance of them may deteriorate the system performance seriously, and even cause the instability of the closed-loop system. For the nonlinear time-delay control systems, the LyapunovKrasovskii functional and output feedback compensation method are often employed to deal with the stability analysis and controller design problem. The results are often obtained in the form of linear matrix inequalities (LMIs). The nonlinear uncertainties can be described as a smooth function that characterizes the certain non-sensitivity for small control inputs. Extended-state-observer-based output feedback control and adaptive fuzzy output-feedback stabilization were employed to minimize the effects of the nonlinear uncertainties in [17] and [18] . By modeling the input dead-zone as a combination of a line and a disturbance-like term, [19] designed an adaptive output feedback controller for the asymmetric dead-zone input case. And the neural network controller was designed for an uncertain robot with time-varying output constraint in [20] . Compared with the controller design for SISO system, the control for MIMO system is more challenging and difficult. For MIMO nonlinear systems with uncertainties and time-delays, [21] proposed the neural network adaptive method, and designed a novel delay independent decentralized static output feedback controller. By developing a new approach for reducing the complexity of the neural network approximation, [22] constructed the static output-feedback controller for a MIMO time-delay system. In [21] and [22] , the nonlinear closed-loop systems are in the form of block-triangular structure and the control input is designed based on the output-feedback approach.
In another research fields, the dynamic compensation been used widely and studied extensively, see the references therein [23] , [24] . The aim of compensation control is to make the system response to match the response of the reference model. Recently, the model compensation control and adaptive control problems have been received attentions for uncertain systems with time-delays, for example [25] , [26] and the references therein. Due to the complexity of the nonlinear uncertain systems, the time-delay isn't single but multiple in the practical application. As the data packets in the backward and forward channels may go through different paths, leading to the multiple time-delays. Therefore, it is very important to investigate the multiple time-delays and the impact on the stability of output-feedback-based uncertain systems. And there have been very few results reported in the discrete system in this regard.
In this paper, the above restricted conditions are considered in the multiple time-delays discrete systems. This study focuses on solving the stability analysis problem for the discrete multiple time-delays system. And then the results are further extended to a general nonlinear system and a robot system. The contributions of this paper can be summarized as follows: first, we consider the output-feedback control with dynamic compensator for discrete cases, which have been rarely investigated in the recent literatures. secondly, compared with the previous work, we assume that the discrete systems are both with multiple time-delays and nonlinear uncertainties, which is closer to practical engineering systems. Furthermore, it is well known that the static output feedback is easy to achieve, but some strict design conditions should be considered. The smooth dynamic output feedback technique in this research is more flexible and the required conditions on the considered systems are less conservative. In particular, based on the input and output matrix, the system has been decomposed into two subsystems. By decomposing the system into two subsystems and designing dynamic compensator for the subsystems, the control design conditions are relaxed.
This paper is organized as follows. Section 2 presents some preliminary knowledge for the discrete multiple timedelays system. In Section 3, the dynamic compensator for the first subsystem is presented, and then the output feedback controller is designed based on the second subsystem and dynamic compensator. In Section 4, the results are extended to the general nonlinear case. In Section 5, the simulation results are presented for a mobile robot case. Finally, Section 6 concludes with a summary of the obtained results.
II. PROBLEM FORMULATION
Consider a nonlinear discrete-time system with multiple time delays as follows
where x(k) ∈ R n is the state variable, u(k) ∈ R m and y(k) ∈ R p are the control input and output, respectively, A j ∈ R n×n , B ∈ R n×m , C ∈ R p×n are the state matrix, input matrix and output matrix, respectively, and all matrices are constant matrices with appropriate dimensions, n ≥ p > m with the following condition: Rank(CB) = m. τ j is the multiple time-varying delay for j = (1, 2, . . . , r) that satisfieṡ τ j ≤ τ * j < 1, τ j ≤τ j and τ 0 = 0. where τ * j andτ j are positive scalars. The nonlinear function f (·) is uncertain and contains the multiple time-varying delays with f (0, 0, . . . , 0) = 0.
For the nonlinear vector function f (·) of the system (1), there exist the following assumptions.
Assumption 1: The nonlinear function vector f (·) satisfying
Where ϑ j ∈ R pj is unknown constant vector,
is known smooth function which satisfy strictly increasing and α ji (0) = 0. Then, one knows that there always exist continuous functionsᾱ ji (·) such that xᾱ ji (x) ≥ α ji (x) for all j and i. Remark 1: The system (1) contains the functions with multiple time-delays and nonlinear uncertainties. The adaptive output-feedback controller with prescribed performance was presented for switched nonlinear systems and the stability was proven [27] . For system (1), the full-order observer was designed, then the observer based sliding mode feedback controller was constructed by Chen and Fu [23] . It is generally known that some strict conditions on the control system will be imposed by the static output feedback control. Furthermore, the adaptive sliding-mode control approach needs the accurate time-delays value of system state for target implementation. The memoryless static output feedback sliding-mode controller was discussed in [24] . And the adaptive robust control of DC motors with extended state observer was developed in [28] . In this study, our control objective is to design an adaptive smooth output-feedback controller for the system (1) with Assumption 1 such that the designed controller makes the solutions of the system exponentially convergent to a ball.
Remark 2: Because of the unknown parameters, the adaptive strategy has been presented to estimate the system parameters or the uncertain bound parameters. In [29] , the adaptive output feedback control problem was discussed with some unknown interconnections. With these researches contains the nonlinear function in the system, it can be seen that the schemes are not enforceable to system (1). For the problem description, there are three problems should be considered: first, how to design a dynamic compensator with the output feedback signal; second, how to reduce the influence of uncertain parameters; and how to design the output-feedback memoryless controller for the control system. The purpose of this paper is to solve the above three issues.
With the above contents, we assume that 
with x 1 ∈ R n−m and x 2 ∈ R m , then the system (1) can be rewritten as follows:
where A j11 , A j12 , A j21 and A j22 are the decomposition matrix of A j . With m < p, one has
where y 1 ∈ R p−m and y 2 ∈ R m .
Consider the structures of matrices B and C, there exist the nonsingular matrices E ∈ R m×m andC ∈ R (p−m)(n−m) satisfy y 1 =Cx 1 and y 2 = Ex 2 .
With the above analysis, the system (1) is further rewritten as follows:
Since E andB are nonsingular matrices, there exist EB is nonsingular. In the next section, the system controller is discussed for system (4).
III. CONTROLLER DESIGN A. DESIGN THE DYNAMIC COMPENSATOR
For subsystem-x 1 (k+1) of system (4), an augmented dynamic system is designed by the following form:
where ζ ∈ R n−m ,ȳ 2 ∈ R m , A l , B l , C l and D l are designed with appropriate dimensions. With equations (4) and (5), one has:
where
In addition, for equation (6) , choose the discrete Lyapunov-Krasovskii function as follows:
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where P, R j and Z j are positive matrices, c and σ are positive scalars. Now, taking the forward difference of (7), the following inequality holds:
Note that:
where T ij is weight matrix. Consider the equations (6), (8) and (9), we have:
where a and ε are positive scalars,
Then G can be designed as follows :
R j , and
Based on the above analysis, the new results arise:
Theorem 1: ∀ positive scalar ε, if there exist positive matrices P, R i , Z i , T ij and X ilj , the following inequalities hold: G < 0 and F i < 0 for any i = [1, 2, . . . , r]. Based on the Theorem 1 and (10), the forward difference of V 1 along (6) satisfies:
Proof: With the above analysis and G < 0, F i < 0, we obtain (11) from (10) Remark 3: The matrix T il in (9) is used to derive the conservative condition. The use details of T il are shown in [30] and [31] . The matrix inequality conditions in Theorem 1 are not in the strict LMI form. There are many methods reported on how to change the matrix inequalities to strict LMIs. The compensator (n − m order) is designed for subsystem-x 1 . Obviously the condition of Theorem 1 is a delay-dependent one, which uses the upper bound delay information of system state variables. This result is looser than the delay-independent conditions. The dynamic compensator can provide more freedom for the system design in this study. It can be seen from (5), matrices A l , B l , C l and D l are designed. By setting C l = 0, it will become a static compensator. According to the above contents, it can be seen that the static compensator is more conservative than the dynamic compensator.
Choose a Lyapunov-Krasovskii function as follows:
with (11), it is easy to prove that :
By verification, we have
With the above analysis and the compensator (5), the adaptive controller is designed for system (4).
B. DESIGN THE ADAPTIVE OUTPUT-FEEDBACK CONTROLLER
Now, with the compensator (5), the adaptive controller is proposed for (4) as follows. Let = C l D lC , one has:
Since α ji (·) is class − k function, with Assumption 1, there exist the unknown vectorsθ j such that
With (4), one has
For subsystem-z(k), choose the discrete LyapunovKrasovskii function as follows:
where 3ϒ −1θ T jθ j and F j (·) can be defined as:
where µ 1 µ 2 and ϒ are positive scalars. Now, taking the forward difference of (15), one has
With (14), one has:
By applying (13), one has:
Applying
And define s 1 and
Design the controller u(k) = (EB) −1ū (k) for system (1), wherē
) (22) in which φ(z(k)) is a determine function vector, which is employed to reduce the influences of parameter δ in (6).
Substituting (17)- (22) into (16) yields, we have:
where (δ(k)) is given by:
With the above discussions, the Theorem 2. is given: Theorem 2: For system (1),ū(t) is defined in (22) , where
2 )z(k). For prescribed scalars a + µ < c, there exist increasing positive function W (·) satisfies (26) , then the adaptive law is designed as follows: (24) where σ and d are positive scalars and satisfy dσ − b > 0. With the above contents, the solutions of the closed-loop system exponentially convergent to a ball.
Proof: Choose a discrete Lyapunov-Krasovskii function (25) for system (4) with the compensator (5):
where W (·) is an increasing positive functional, such that:
W (σ ) in V is used to handle the nonlinear function (δ(k)). Taking the forward difference of V yields
With (26), one has:
instead ofV 1 in (28), and ifV 1 >ε c−a−µ z(k) 2 , also set. Then, substituting (28) into (27) 
Since
W (σ ), combining (7), (15), (25) and (29), we have δ(k)
and z(k)
(ϑ * ) 2 Considering the following inequality: (30) where
With the above analysis, we get that x(k) asymptotically converge to bounded region such that x = {x | x 2 ≤ l 2 }. Then the proof is completed.
Remark 4: For (30), we knows that the transient capability of the system (1) is confirmed byb 2 as k → ∞. In order to get better transient capability, choosing proper parameters a, b and υ to obtain bigb. As k → ∞, x converges bounded, we choose small value σ to achieve small region x , and then the better steady performance is obtained. In particular, if select σ = 0 in (24) , it can be easily proved that the system state x(t) converges to the bounded region 0.
IV. CASE EXPANSION
In this section, the results are further extended to the general nonlinear system. Consider a general nonlinear system with multiple time-delays given by the following model:
where 
are all resultant functions in state transformation. With the above analysis, the system (32) is rewritten as follows:
wheref
Remark 5: Applying the state transformation (32) into system (31) . And T(x) = [z, y] is employed to decompose x(k) ∈ R n into the signal y(k) ∈ R p and signal z(k) ∈ R n−p with y is available and z is unavailable. In addition, with the input matrix g(x), the output y ∈ R p is transformed into y 1 ∈ R p−m and y 2 ∈ R m . With the above contents, the dynamic feedback controller is designed.
Design the compensator for system (33) as follows:
where y * 2 (k) is the subsidiary variable, (·) and (·) are nonlinear functions. For the complete composite system with the compensator (34) and subsystem-z in (33), there exists a discrete Lyapunov-Krasovskii function V such that:
whereẑ
δ T ] and ς = y 2 − y * 2 , k m (·) and α(·) are nonlinear function with ϒ is a scalar. Then, from ς = y 2 −y * 2 , one has:
For (36), there exists the Assumption 2 as follows Assumption 2: The following nonlinear functions inequality holds:
where ϑ 1j ∈ R p 1j and ϑ 2j ∈ R p 2j are constant vectors, 1j (·) and 2j (·) are the nonlinear function. For α ij (·)
1ji (a), α 2 2ji (a) ≤ a 2ᾱ2 2ji (a) and 2 2j (a) ≤ a 2¯ 2 2j (a). Theorem 3: For system (32), if there exist nonlinear dynamic compensator (34) and the inequality (35) such that the control law is designed as u(k) =ḡ −1 (y)ū(k). wherē
And there exist the positive-scalars µ and c satisfying 0 < ϒ − µ − c. W (·) is a positive increasing function satisfying (26) , and the adaptive law can be described as
and σ d > c, then the solutions of the nonlinear system can converge to a bounded region. Proof: Considering the following Lyapunov functional
. With the same way, one has
Then the solutions of the nonlinear system exponentially convergent to a ball.
V. SIMULATIONS
In this section, a mobile robot case is considered to show the validity of the proposed controllers. Consider the nonlinear multiple time-delays mobile robot system as follows:
where q(k) ∈ R 3 , u(k) ∈ R 2 and y q (k) ∈ R 3 are the state vector, control input and output of the mobile robot, respectively. A g ∈ R 3×3 , B ∈ R 3×2 , and C ∈ R 3×3 are the known matrices.
With
where q x (k), q y (k) are the robot position coordinate, q θ (k) is the robot direction angle, v p (k) and ω p (k) are the linear velocity and angular velocity of robot, respectively. Then design the gain matrices as follows: 1 + sin k) . Fig. 1 shows the responses of the robot state variables q x and q y . Fig. 2 shows the response of the robot angular state variable q θ . Fig. 3 shows the parameter estimate of ϑ. From the three figures, it can be seen that the proposed method is effective and can stabilize the mobile robot system quickly.
VI. CONCLUSIONS
A new control strategy is proposed to make the solutions of the discrete closed-loop system with multiple time-delays exponentially converge to a ball. First, with the properties of the output feedback compensator, the control design conditions are relaxed. And then the results have been extended to two case: general nonlinear case and mobile robot case. By introduing the Lyapunov-Krasovskii functional to derive the time-delays dependent stability criteria, which are given in the form of linear matrix inequalities (LMIs). With the presented Lyapunov-Krasovskii functional, it can be seen that the developed controller renders that the nonlinear system has better steady state responses and transient state responses. Finally, a numerical example is given to illustrate the effectiveness of the proposed strategy. As further work, the presented method will be extended to more complex control objects, such as interconnected time-delay control of nonlinear systems.
