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Abstract
Let Tǫ be the noise operator acting on Boolean functions f : {0, 1}n → {0, 1}, where
ǫ ∈ [0, 1/2] is the noise parameter. Given α > 1 and fixed mean Ef , which Boolean
function f has the largest α-th moment E(Tǫf)
α? This question has close connections with
noise stability of Boolean functions, the problem of non-interactive correlation distillation,
and Courtade-Kumar’s conjecture on the most informative Boolean function. In this
paper, we characterize maximizers in some extremal settings, such as low noise (ǫ = ǫ(n)
is close to 0), high noise (ǫ = ǫ(n) is close to 1/2), as well as when α = α(n) is large.
Analogous results are also established in more general contexts, such as Boolean functions
defined on discrete torus (Z/pZ)n and the problem of noise stability in a tree model.
1 Introduction
Let ǫ ∈ [0, 1/2] be the noise parameter. Let Tǫ be the noise operator (Definition 2.1) acting
on Boolean functions f : {0, 1}n → {0, 1} on the discrete cube associated with the uniform
measure. In this paper, we investigate the problem that given α > 1 and fixed mean Ef which
Boolean function f has the largest α-th moment E(Tǫf)
α. This question has close connections
with other problems in information theory and theoretical computer science, such as noise
stability of Boolean functions, non-interactive correlation distillation (NICD), as well as the
conjecture of Courtade-Kumar on the most informative Boolean function.
Noise stability. The second moment E(Tǫf)
2 is know as nose stability of f , in which case
f could be arbitrary real-valued functions. We may refer to E(Tǫf)
α as α-stability. Suppose
that f is a Boolean function with the support S ⊆ {0, 1}n. Then we have the following
probabilistic interpretation
E(Tǫf)
2 = P(X ∈ S, Y ∈ S). (1)
Here, X and Y are uniformly random binary sequences with the correlation matrix ρI, where
ρ = (1 − 2ǫ)2 and I is the identity matrix. This isoperimetric problem has been extensively
studied in the Gaussian setting, in which case X and Y are standard Gaussian vectors with
correlation matrix ρI. By the Gaussian isoperimetric inequality [20, 4], the probability in (1)
is maximized when S is a half space, and this was generalized by Isaksson and Mossel [10]
to more than two Gaussian vectors. The optimality of half spaces was further extended to
other functionals, such as E(Tǫf)
α for α > 1 by Eldan [7], and EΦ(Tǫf) for convex functions
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Φ by Kindler, O’Donnell and Witmer [12]. Extremizers of E(Tǫf)
α in the discrete setting are
yet to be understood.
Non-interactive correlation distillation (NICD). Our second motivation comes from
the problem of NICD in information theory and computer science [14, 15, 22], which is relevant
to cryptographic information reconciliation, random beacons in cryptography and security,
and coding theory. In its most basic form, the problem of NICD involves two players. Let
X be a uniformly random binary string transmitted to Alice and Bob through independent
binary symmetric channels with cross-over probability ǫ (BSC(ǫ)). Upon receiving Y and
Y ′, Alice and Bob output one bit without communication. Their goal is to maximize the
probability that they give the same bit, i.e., P(f(Y ) = g(Y ′)), where f and g are Boolean
functions. Notice that
Ef(Y ) = P(f(Y ) = g(Y ′) = 1) + P(f(Y ) = 1, g(Y ′) = 0),
Eg(Y ′) = P(f(Y ) = g(Y ′) = 1) + P(f(Y ) = 0, g(Y ′) = 1).
We have
P(f(Y ) = g(Y ′)) = 1 + 2Ef(Y )g(Y ′)− Ef(Y )− Eg(Y ′).
Therefore, given Ef and Eg, it suffices to maximize Ef(Y )g(Y ′) = E(TǫfTǫg). Similarly,
the goal of the k-player NICD problem is to maximize P(f1(Y
1) = · · · = fk(Y k)), where
Y 1, · · · , Y k are k noise corrupted versions of X, and f1, · · · , fk are Boolean functions. In
general, this is not equivalent to the maximal correlation E
∏k
i=1 fi(Y
i) = E
∏k
i=1 Tǫfi. If one
is happy with the restriction f1 = · · · = fk = f , then we have
P(f(Y 1) = · · · = f(Y k)) = E((Tǫf)k + (1− Tǫf)k).
In this case, the k-player NICD problem can be rephrased as the maximization of EΨk(Tǫf),
where Ψk(x) = x
k + (1 − x)k for x ∈ [0, 1]. (This was also observed in [14], Remark 1.2).
Maximizers of E(Tǫf)
k often possess certain special structures, which enable that E(Tǫf)
k
and E(Tǫ(1 − f))k often achieve their maximums at the same Boolean function. Hence, it
often suffices to study the maximization of E(Tǫf)
α.
Courtade-Kumar’s conjecture. Let X ∈ {0, 1}n be a uniformly random binary se-
quence. Let Y be the output of X through a BSC(ǫ) channel. Which Boolean function
f maximizes the mutual information I(X; f(Y )) between X and f(Y )? This is known as
the most informative Boolean function problem raised by Courtade and Kumar [6]. They
also conjectured that the mutual information I(X; f(Y )) is maximized by the dictator func-
tion. The analogous question in the Gaussian setting was verified by Kindler, O’Donnell
and Witmer [12]. Pichler, Piantanida and Matz [18] proved the variant that the dictator
function maximizes the mutual information I(f(X); g(Y )) among all Boolean functions f
and g. The original conjecture is still wide open. Courtade and Kumar [6] has observed that
their conjecture holds in extremal scenarios ǫ = ǫ(n) → 0, 1/2. Quantitative bounds can
be found in [17]. Samorodnitsky [19] proved Courtade-Kumar’s conjecture in the high noise
setting, i.e., for ǫ ∈ [ǫ0, 1/2], where 0 < ǫ0 < 1/2 is some absolute constant. We observe that
Courtade-Kumar’s conjecture is closely related to the α-NICD problem, where α > 1 is not
necessary an integer. To be more precise, Courtade-Kumar’s conjecture holds if the dictator
function maximizes EΨα(Tǫf) for α ∈ (1, α0), where Ψα(x) = xα + (1 − x)α for x ∈ [0, 1]
and α0 > 1 can be dimension dependent. In particular, for balanced Boolean functions, it is
suffices to show that the dictator function maximizes E(Tǫf)
α for α ∈ (1, α0). This is another
motivation for us to study the maximization of E(Tǫf)
α.
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The paper is organized as follows. In Section 2, we give a brief account of noise operator
and total influence of Boolean functions, and we refer the interested reader to the monograph
[16] for further information. In Section 3, we include results in asymptotic settings, such
as low noise (ǫ = ǫ(n) is close to 0), high noise (ǫ = ǫ(n) is close to 1/2), as well as when
α = α(n) is large. In Section 4, we relate the problem of α-noise stability to Courtade-
Kumar’s conjecture on the most informative Boolean function. In Section 5, we establish
analogous results in more general contexts, such as Boolean functions defined on the discrete
torus (Z/pZ)n and the problem of noise stability in a tree model. We conclude the paper
with a brief discussion of potential applications and future work in Section 6.
2 Noise operator and total influence
We associate the discrete cube {0, 1}n with the uniform measure µ. The set of functions
WA(x) = (−1)
∑
i∈A xi , A ⊆ [n] forms an orthonormal basis; that is, E(WA)2 = 1 and
E(WAWB) = 0 for A 6= B. (The expectation is taken with respect to the reference mea-
sure µ. We always omit this when it is clear from the context). Any real-valued function f
on {0, 1}n has the following Fourier expansion
f(x) =
∑
A⊆[n]
fˆ(A)WA(x), (2)
where fˆ(A) = E(fWA) are Fourier coefficients. In particular, one has fˆ(∅) = Ef .
Definition 2.1. Let 0 ≤ ǫ ≤ 1/2. The noise operator Tǫ acts on f : {0, 1}n → R as follows
Tǫf(x) = Ef(x+ Z), (3)
where Z has independent Bernoulli(ǫ) coordinates and the addition is modular by 2.
One can see that Tǫ is a convolution operator. To be more precise, we have Tǫf = µǫ ∗ f ,
where µǫ is the distribution of Z. One can also think of the operator Tǫ as follows. Let
X ∈ {0, 1}n be a binary sequence selected uniformly at random. Let Y be the output of
X through a BSC(ǫ) channel. Then, we have Tǫf(x) = E[f(Y )|X = x]; that is, Tǫf is the
average of f over the outputs. As ǫ grows, the channel becomes more noisy, and the output
is more random, and Tǫf becomes more “regular”. In particular, we have T0f = f and
T1/2f = Ef . This regularizing effect can also been seen from the following Fourier expansion
Tǫf(x) =
∑
A⊆[n]
(1− 2ǫ)|A|fˆ(A)WA(x). (4)
For 1 ≤ i ≤ k, we define Y i = X + Zi, where Zi are independent copies of Z. One can
check that each pair (Y i, Y j) for i 6= j has the correlation matrix ρI, where ρ = (1 − 2ǫ)2
and I is the identity matrix. For simplicity, we say that they are ρ-correlated . Since Yi are
independent given X, together with (3), the conditioning argument yields
E
k∏
i=1
fi(Y
i) = E
k∏
i=1
Tǫfi.
Owing to this relation, our results below will be stated in terms of either LHS or RHS of the
above identity.
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The noise operator introduced before can be thought of as a special type of Markov semi-
groups of Markov chains on graphs. (In our case, the underlying graph is the discrete cube).
Hence, it may be worth to investigate the problem of α-stability in more general contexts.
To be more precise, let us consider the following simple continuous time Markov chain on
a simple connected undirected graph G = (V,E). Each vertex x ∈ V is associated with an
exponential clock, i.e., an exponential random variable with parameter 1. When the clock
rings, the chain jumps from the current vertex to its neighbors with equal probability. The
transition matrix of this Markov chain is K = D−1A, where A is the adjacency matrix and
D is the diagonal matrix with D(x, x) = deg(x) the degree of x. The invariant measure of
the Markov chain is µ(x) = deg(x)/
∑
y∈V deg(y). The Markov semi-group (Pt)t≥0 acts on
f : V → R as follows
Ptf(x) = e
−tLf(x), (5)
where L = I − K is the Laplacian. For any function f , we have E(Lf) = 0, where the
expectation is taken with respect to the invariant measure of the Markov chain. This follows
from differentiating the equation E(Ptf) = Ef with respect to t at t = 0. By Jensen’s
inequality, we have Pt(Φ(f)) ≥ Φ(Ptf) for convex functions Φ. Differentiating this inequality
with respect to t at t = 0, we have L(Φ(f)) ≥ Φ′(f)Lf . Therefore, we have
d
dt
EΦ(Ptf) = EΦ
′(Ptf)L(Ptf) ≤ EL(Φ(Ptf)) = 0,
i.e., EΦ(Ptf) is a decreasing function of t. We refer the interested reader to the monograph
[2] for more general theory of Markov semi-groups.
An important notation used in the study of Boolean functions is influence. We first
introduce the flipping operator σi defined as follows
σi(x1, · · · , xi, · · · , xn) = (x1, · · · , 1− xi, · · · , xn), (6)
i.e., σi only changes the value of the i-th coordinate.
Definition 2.2. Let f : {0, 1}n → {0, 1} be a Boolean function. The influence of the i-th
variable Ii(f) is defined as
Ii(f) = µ(x : f(x) 6= f(σi(x))).
The total influence I(f) is defined as
I(f) =
n∑
i=1
Ii(f).
We have the following geometrical interpretation of influence in terms of edge boundary.
Let S be the support of f . The i-th direction edge boundary ∂iS is defined as
∂iS = {(x, σi(x)) : x ∈ S, σi(x) /∈ S}.
Two vertices x, y ∈ {0, 1}n are called adjacent, i.e., x ∼ y, if and only if their Hamming
distance is 1. The edge boundary ∂S is defined as
∂S = {(x, y) : x ∼ y, x ∈ S, y /∈ S}.
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It is easy to see that ∂S = ∪ni=1∂iS. One can check the following identities
Ii(f) =
|∂iS|
2n−1
, (7)
I(f) =
|∂S|
2n−1
. (8)
We also have the following Fourier analytic representation of influence. Since f takes
values 0 or 1, one can rewrite Ii(f) as
Ii(f) = E(f(X)− f(σi(X)))2,
where X ∈ {0, 1}n is a uniformly random binary string. Using the Fourier expansion (2), we
have
Ii(f) = E
(
2
∑
A∋i
fˆ(A)WA(x)
)2
= 4
∑
A∋i
fˆ(A)2,
and
I(f) = 4
∑
A⊆[n]
|A|fˆ(A)2.
3 Main results
For the problem of k-player correlation, the following statement asserts that the players
should use the same strategy to maximize their correlation.
Proposition 3.1. Let 0 < ρ < 1. Let Y 1, · · · , Y k ∈ {0, 1}n be ρ-correlated uniformly random
binary strings. For any functions fi : {0, 1}n → [0,∞), we have
E
k∏
i=1
fi(Y
i) ≤ max
1≤i≤k
E
k∏
j=1
fi(Y
j).
Equality is achieved if and only if fi are identical.
Proof. As shown before, we can realize Y i as X +Zi, where X is a uniformly random binary
string, and the coordinates of Zi are i.i.d. Bernoulli(ǫ) with ǫ = (1 − √ρ)/2. Since Y i are
independent given X, we have
E
k∏
i=1
fi(Y
i) = E
k∏
i=1
E[fi(Y
i)|X]
≤
k∏
i=1
(E(E[fi(Y
i)|X])k)1/k
=
k∏
i=1
(
E
k∏
j=1
E[fi(Y
j)|X]
)1/k
=
k∏
i=1
(
E
k∏
j=1
fi(Y
j)
)1/k
≤ max
1≤i≤k
E
k∏
j=1
fi(Y
j).
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The first inequality follows from Ho¨lder’s inequality and equality is achieved if and only if
E[fi(Y
i)|X] are multiples of the same function. Since the noise operator is invertible, fi are
also multiples of the same function. The equality case in the second inequality requires that
these multiples are the same. This concludes the proof.
We call two subsets A,B ⊆ {0, 1}n isometrically equivalent if B = φ(A + a) for some
permutation φ on [n] and some a ∈ {0, 1}n. Here, the subset φ(A) is obtained from A by
applying φ to coordinates of all vectors in A. Two Boolean functions are called isometrically
equivalent if their supports are isometrically equivalent. (This isometric equivalence was
also defined in [14], πS borrowing the notation therein, although they did not call it in
this way). Let f and g be isometrically equivalent Boolean functions with supports A and
B = φ(A+ a), respectively. One can check that Tǫg(x) = Tǫf(φ
−1(x) + a), where φ−1 is the
inverse permutation of φ. This implies that the functional E(Tǫf)
α is isometrically invariant.
Hence, our results on extremal Boolean functions throughout the paper always hold up to
isometric equivalence.
A subset A ⊆ {0, 1}n is called a lexicographic set if it is the initial segment of {0, 1}n
labelled in the lexicographic ordering. For example, A = {(0, 0, 0), (0, 0, 1), (0, 1, 0), (0, 1, 1)}
is the lexicographic set of {0, 1}3 with 4 elements. We call a Boolean function lexicographic if
its support is a lexicographic set. A well known result of Harper [8] asserts that the sets with
the least edge boundary among all subsets of {0, 1}n of fixed size are isometrically equivalent
to the lexicographic set. Owing to the connection between total influence and edge boundary,
Harper’s theorem is equivalent to that, up to isometric equivalence, the lexicographic function
is the unique minimizer of total influence among all Boolean functions with fixed mean.
Theorem 3.1. Let α > 1. Let Ef be fixed. When ǫ = ǫ(n) is sufficiently small, the
quantity E(Tǫf)
α is maximized by the lexicographic function. When ǫ = ǫ(n) is sufficiently
close to 1/2, the quantity E(Tǫf)
α is maximized by Boolean functions with the largest degree-
1 Fourier weight W1(f) =
∑n
i=1 fˆ({i})2. Moreover, if f is assumed to be balanced, i.e.,
P(f = 0) = P(f = 1), the dictator function f(x) = x1 maximizes E(Tǫf)
α in both scenarios.
Proof. As mentioned in the paragraph below equation (3), one can interpret Tǫ as taking
conditional expectation. Then, Jensen’s inequality implies that for any convex function Φ,
the functional EΦ(Tǫf) is decreasing with respect to ǫ ∈ [0, 1/2]. In particular, E(Tǫf)α is
a decreasing function of ǫ when α > 1. Notice that the initial value E(T0f)
α = Ef is fixed.
Hence, E(Tǫf)
α with smaller decreasing rates will have larger values. Differentiating the
function E(Tǫf)
α with respect to ǫ, we have
d
dǫ
E(Tǫf)
α = 2α(1 − 2ǫ)−1E(Tǫf)α−1(L ◦ Tǫ)f, (9)
where the operator L is defined as
Lf(x) = −
∑
A⊆[n]
|A|fˆ(A)WA(x). (10)
In particular, we have
d
dǫ
E(Tǫf)
α
∣∣∣
ǫ=0
= 2αE(fα−1Lf) = 2αE(fLf)
= −2α
∑
A⊆[n]
|A|fˆ(A)2
= −αI(f)/2, (11)
6
where I(f) is the total influence of f (Definition 2.2). Harper’s theorem [8] and (11) imply that
the lexicographic function is the unique maximizer of ddǫE(Tǫf)
α
∣∣
ǫ=0
. Hence, the lexicographic
function maximizes E(Tǫf)
α when ǫ = ǫ(n) is sufficiently small.
When ǫ = ǫ(n) is sufficiently close to 1/2, we can prove the statement in a similar
manner. Notice that E(T1/2f)
α = (Ef)α is fixed as the ending value. Again, using the fact
that E(Tǫf)
α is decreasing, functions E(Tǫf)
α decreasing faster will have larger values around
ǫ = 1/2. In this case, we have
Tǫf(x) = Ef + (1− 2ǫ)
n∑
i=1
fˆ({i})(−1)xi +O((1− 2ǫ)2).
Then we have
(L ◦ Tǫ)f(x) = −(1− 2ǫ)
n∑
i=1
fˆ({i})(−1)xi +O((1 − 2ǫ)2), (12)
(Tǫf(x))
α−1 = (α− 1)(Ef)α−2(1− 2ǫ)
n∑
i=1
fˆ({i})(−1)xi + (Ef)α−1 +O((1− 2ǫ)2). (13)
The terms O(·) in (12) and (13) have zero mean. Then (9), (12) and (13) yield
d
dǫ
E(Tǫf)
α = −2α(α − 1)(1 − 2ǫ)(Ef)α−2
n∑
i=1
fˆ({i})2 +O((1− 2ǫ)2). (14)
The term O(·) in (14) depends on n, ǫ, α but not f . Hence, for ǫ = ǫ(n) sufficiently close to 1/2,
the function E(Tǫf)
α decreases faster if the degree-1 Fourier weight W1(f) =
∑n
i=1 fˆ({i})2 is
larger. Hence, functions f with the largest degree-1 Fourier weight maximize E(Tǫf)
α around
1/2. This concludes the proof of the high noise case, i.e., ǫ = ǫ(n) close to 1/2.
Suppose that f is a balanced Boolean function. Then, it is clear that the lexicographic
function is just the dictator function. The function 2f − 1 is a balanced Boolean function
on {−1, 1}. We have W1(f) = 14W1(2f − 1) and W1(2f − 1) is maximized when all Fourier
weights of 2f − 1 are on degree 1. This occurs if and only if 2f − 1 = xi or − xi for some
i ∈ [n] (see, e.g., Proposition 2.50 of [16]). This is equivalent to that f is the dictator function
up to isometric equivalence. This proves the statement for balanced Boolean functions.
Suppose that E(Tǫf)
α is maximized by a lexicographic function. The maximum can also
be achieved by the Boolean function supported on the initial segment of the discrete cube
in the reverse lexicographic ordering. Hence, E(Tǫf)
α and E(Tǫ(1 − f))α can achieve their
maximums at the same lexicographic function. It is clear that f and 1 − f have the same
degree-1 Fourier weight. As a consequence of Theorem 3.1, we have the following result on
the k-player NICD problem, which was proved by Mossel and O’Donnell [14] for balanced
Boolean functions.
Corollary 3.2. Let 0 < ρ < 1. Let Y 1, · · · , Y k ∈ {0, 1}n be ρ-correlated uniformly random
binary strings. When ρ = ρ(n) is sufficiently small, P(f(Y 1) = · · · = f(Y k)) is maximized by
Boolean functions f with the largest degree-1 Fourier weight W1(f) =
∑n
i=1 fˆ({i})2. When
ρ = ρ(n) is sufficiently close to 1, P(f(Y 1) = · · · = f(Y k)) is maximized by the lexicographic
function.
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We have the following heuristic for the two-player case when ρ is close to 1. Suppose that
f is supported on S. Our goal is to maximize P(Y 1 ∈ S, Y 2 ∈ S), which is equivalent to the
minimization of P(Y 1 ∈ S, Y 2 /∈ S). Since Y 1 and Y 2 are ρ-correlated, we can think of Y 2 as
obtained from Y 1 by flipping its coordinates independently with probability (1−ρ)/2. When
ρ is close to 1, with high probability, Y 1 and Y 2 will differ by one bit, i.e., (Y 1, Y 2) belongs
to the edge boundary. Then smaller edge boundary implies larger agreement probability.
Harper’s theorem [8] asserts that the lexicographic set has the least boundary among all sets
with fixed size. Hence, the probability P(Y 1 ∈ S, Y 2 ∈ S) is maximized by the lexicographic
function.
It is well-known that to determine maximizers of degree-1 Fourier weight among Boolean
functions with fixed mean is a hard question, and it is a folklore fact that the indicator of a
Hamming ball is superior to the lexicographic function when the mean is sufficiently small
(see e.g., [12]). Let us include the explicit calculation below. Suppose that Ef = 2−m for
1 ≤ m ≤ n. The lexicographic function f(x) = ∏mi=1 xi is supported on a sub-cube S. Let
ρ = (1− 2ǫ)2. We have
P(f(Y 1) = f(Y 2)) = 4−n(1 + ρ)m|S|.
When |S| is small, we let g be a Boolean function supported on a vertex and |S| − 1 vertices
with Hamming distance 1 from that vertex. Elementary calculations yield
P(g(Y 1) = g(Y 2)) = 4−n(1 + ρ)n−2[(1− ρ)2|S|2 + 4ρ(2− ρ)|S| − 4ρ].
Then we have
d
dρ
P(f(Y 1) = f(Y 2))
∣∣
ρ=0
= 4−nm|S|2,
d
dρ
P(g(Y 1) = g(Y 2))
∣∣
ρ=0
= 4−n[(n − 4)|S|2 + 8|S| − 4].
For n− log2 n < m ≤ n− 4, we have
d
dρ
P(f(Y 1) = f(Y 2))
∣∣
ρ=0
<
d
dρ
P(g(Y 1) = g(Y 2))
∣∣∣
ρ=0
.
This implies that P(f(Y 1) = f(Y 2)) < P(g(Y 1) = g(Y 2)) for small ρ > 0.
Among balanced functions, the dictator function maximizes E(Tǫf)
2 at any noise level
(see e.g., [16], Proposition 2.50). For balanced functions, we have
Ef(Y 1)f(Y 2) = E(1− f(Y 1))(1 − f(Y 2)).
Therefore, we have
P(f(Y 1) = f(Y 2)) = 2Ef(Y 1)f(Y 2),
which is maximized by the dictator function. Similarly, we have
P(f(Y 1) = f(Y 2) = f(Y 3)) = 3Ef(Y 1)f(Y 2)− 1/2.
Therefore, the dictator function is still the best strategy in the three-player case. This recovers
Theorem 1.3 in [14]. We do not know if the dictator function also maximizes E(Tǫf)
3 among
balanced Boolean functions.
We define the natural partial order relation on {0, 1}n as x  y if xi ≤ yi holds for all
i ∈ [n]. A real-valued function f on {0, 1}n is called monotone increasing if f(x) ≤ f(y),
whenever x  y, and f is called monotone decreasing if f(x) ≥ f(y), whenever x  y. In
both cases, we call the functions monotone.
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Theorem 3.2. Let Φ be a convex function. For fixed mean Ef , the quantity EΦ(Tǫf) is
maximized by some monotone function.
Proof. The proof is inspired by a shifting technique in [11] and a convex combination argu-
ment in [6] (Theorem 3). Suppose that f is supported on S. Let Sn2 be the projection of S
on the last n − 1 bits, i.e., xn2 ∈ Sn2 if (0, xn2 ) ∈ S or (1, xn2 ) ∈ S. We define the following
partition of Sn2 :
A = {xn2 ∈ Sn2 : (0, xn2 ) ∈ S, (1, xn2 ) ∈ S},
B = {xn2 ∈ Sn2 : (0, xn2 ) ∈ S, (1, xn2 ) /∈ S},
C = {xn2 ∈ Sn2 : (0, xn2 ) /∈ S, (1, xn2 ) ∈ S}.
Then we have S = ({0, 1} × A) ∪ ({0} × B) ∪ ({1} × C). Let g be the Boolean function
supported on S′ = ({0, 1} × A) ∪ ({1} × {B,C}). It is clear that |S| = |S′|, and that f and
g have the same mean. We claim that g is superior to f , i.e., EΦ(Tǫf) ≤ EΦ(Tǫg). Let h be
the Boolean function supported on S′′ = ({0, 1} ×A) ∪ ({0} × {B,C}). For any x ∈ {0, 1}n,
we will show that
Tǫf(x) = θTǫg(x) + (1− θ)Tǫh(x), (15)
where θ depends on xn2 . We only check this identity for x = (0, x
n
2 ), since the argument is
similar for x = (1, xn2 ). Let X ∈ {0, 1}n be a uniformly random binary string. Let Y = X+Z,
where the coordinates of Z are i.i.d. Bernoulli(ǫ). Then we have
Tǫf(0, x
n
2 ) = P(f(Y ) = 1|X = (0, xn2 ))
= P(Y n2 ∈ A|X = (0, xn2 ))
+ P(Y1 = 0, Y
n
2 ∈ B|X = (0, xn2 ))
+ P(Y1 = 1, Y
n
2 ∈ C|X = (0, xn2 ))
= P(Y n2 ∈ A|X = (0, xn2 ))
+ P(Y1 = 1, Y
n
2 ∈ B|X = (0, xn2 ))
+ P(Y1 = 1, Y
n
2 ∈ C|X = (0, xn2 ))
+ (1− 2ǫ)P(Y n2 ∈ B|Xn2 = xn2 )
= Tǫg(0, x
n
2 ) + (1− 2ǫ)P(Y n2 ∈ B|Xn2 = xn2 ).
Similarly, we have
Tǫf(0, x
n
2 ) = Tǫh(0, x
n
2 )− (1− 2ǫ)P(Y n2 ∈ C|Xn2 = xn2 ).
Therefore, identity (15) holds with
θ =
P(Y n2 ∈ C|Xn2 = xn2 )
P(Y n2 ∈ B|Xn2 = xn2 ) + P(Y n2 ∈ C|Xn2 = xn2 )
.
Notice that θ is independent of x1. We first apply the convex function Φ to (15), and then
average both sides over the first bit. Then we have
EΦ(Tǫf(X1, x
n
2 )) ≤ θEΦ(Tǫg(X1, xn2 )) + (1− θ)EΦ(Tǫh(X1, xn2 )). (16)
Notice that
EΦ(Tǫg(X1, x
n
2 )) = EΦ(Tǫh(X1, x
n
2 )),
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which follows from
Tǫg(0, x
n
2 ) = P(Y
n
2 ∈ A|X1 = 0,Xn2 = xn2 )
+ P(Y1 = 1, Y
n
2 ∈ {B,C}|X1 = 0,Xn2 = xn2 )
= P(Y n2 ∈ A|Xn2 = xn2 )
+ ǫP(Y n2 ∈ {B,C}|Xn2 = xn2 )
= P(Y n2 ∈ A|Xn2 = xn2 )
+ P(Y1 = 0, Y
n
2 ∈ {B,C}|X1 = 1,Xn2 = xn2 )
= Tǫh(1, x
n
2 ),
and similarly
Tǫg(1, x
n
2 ) = Tǫh(0, x
n
2 ).
Hence, inequality (16) becomes
EΦ(Tǫf(X1, x
n
2 )) ≤ EΦ(Tǫg(X1, xn2 ).
We will have EΦ(Tǫf) ≤ EΦ(Tǫg) by averaging both sides of the above inequality over xn2 .
Repeat the argument over the last n− 1 bits. We will arrive at a monotone function.
Remark 3.3. Theorem 3.2 was proved in [13] for Φ(x) = xk where k is a positive integer. In
this case, the theorem can be rephrased as follows. Let 0 < ρ < 1. Let Y 1, · · · , Y k ∈ {0, 1}n
be ρ-correlated uniformly random binary strings. Fix the mean Ef . Then E
∏k
i=1 f(Y
i) is
maximized by some monotone function.
Remark 3.4. It might be worth to point out a short proof of EΦ(Tǫf) ≤ EΦ(Tǫg). One can
check that
Tǫf(x) + Tǫf(σ1(x)) = Tǫg(x) + Tǫg(σ1(x)),
|Tǫf(x)− Tǫf(σ1(x))| ≤ |Tǫg(x)− Tǫg(σ1(x))|.
Then the desired statement follows from the majorization inequality for convex functions.
For k ≥ 2, Φ(x) = xk + (1 − x)k is convex for x ∈ [0, 1]. As a consequence of Theorem
3.2, we have the following result on the k-player NICD problem, which was obtained by
Mossel and O’Donnell [14] for balanced Boolean function. (The assumption that functions
are balanced does not seem to be used in their proof).
Corollary 3.5. Let 0 < ρ < 1. Let Y 1, · · · , Y k ∈ {0, 1}n be ρ-correlated uniformly random
binary strings. Fix the mean Ef . Then P(f(Y 1) = · · · = f(Y k)) is maximized by some
monotone function.
We have seen from Theorem 3.1 that among balanced Boolean functions the dictator
function maximizes E(Tǫf)
α in both the low and high noise scenarios for fixed n and α. One
may expect that the same property holds for arbitrary noise. The following result shows that
this is not true if α is large.
We define the simplicial order on {0, 1}n as follows. Each x ∈ {0, 1}n is associated with
a subset Ax ⊆ [n] in the natural way that i ∈ Ax if and only if xi = 1. We say x ≺ y if
|Ax| > |Ay| or |Ax| = |Ay| but max(Ax∆Ay) ∈ Ay, where ∆ is the symmetric difference
operation between two sets.
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For an odd number n, we define the majority function
Majn(x) =
1 + sgn(
∑n
i=1 xi − n/2)
2
In particular, Maj1(x) is the dictator function, which only looks at the first bit.
Theorem 3.3. Let n, ǫ be fixed. Let α be sufficiently large. Then, E(Tǫf)
α is maximized by
the Boolean function supported on the initial segment of {0, 1}n labelled in the simplicial order.
In particular, among balanced Boolean functions, E(Tǫf)
α is maximized by any function which
is 0 on all strings with fewer than n/2 1’s; and, for n odd, E(Tǫf)
α is maximized by the
majority function.
The following statement was informed to us by Nathan Keller. It is probably scattered
somewhere in the literature. We provide a proof for the convenience of readers.
Lemma 3.6. If f is a monotone increasing (monotone decreasing, respectively) function
(not necessary Boolean), then Tǫf(x) is also monotone increasing (monotone decreasing,
respectively). In particular, Tǫf(x) is maximized at x = ~1 = (1, · · · , 1) (x = ~0 = (0, · · · , 0),
respectively).
Proof. We only prove the monotone increasing case, since the other case can be proved in a
similar manner. It suffices to show that Tǫf(x) ≥ Tǫf(x′), where x = (1, xn2 ) and x′ = (0, xn2 ),
i.e., x and x′ only differ on 1 bit. Recall that
Tǫf(x) =
∑
y∈{0,1}n
ǫd(x,y)(1− ǫ)n−d(x,y)f(y),
where d(x, y) is the Hamming distance between x and y. Couple the summands on y = (1, yn2 )
and y′ = (0, yn2 ). We can rewrite Tǫf(x) as
Tǫf(x) =
∑
yn
2
ǫd(x
n
2
,yn
2
)(1− ǫ)n−1−d(xn2 ,yn2 )[(1− ǫ)f(1, yn2 ) + ǫf(0, yn2 )],
where the summation is taken over all binary sequences of length n− 1. Similarly, we have
Tǫf(x
′) =
∑
yn
2
ǫd(x
n
2
,yn
2
)(1− ǫ)n−1−d(xn2 ,yn2 )[ǫf(1, yn2 ) + (1− ǫ)f(0, yn2 )].
Since f is monotone increasing, we have f(1, yn2 ) ≥ f(0, yn2 ). The fact that ǫ ∈ [0, 1/2] implies
(1− ǫ)f(1, yn2 ) + ǫf(0, yn2 ) ≥ ǫf(1, yn2 ) + (1− ǫ)f(0, yn2 ).
Hence, the desired statement follows.
We need the following result, which was essentialy proved in [14].
Lemma 3.7 (Proposition 4.2, [14]). The function Tǫf(~1) is maximized by the Boolean func-
tion supported on the initial segment of {0, 1}n labelled in the simplicial order. In particular,
among balanced Boolean function, Tǫf(~1) is maximized by any function which is 0 on all
strings with fewer than n/2 1’s; and, for n odd, Tǫf(~1) is maximized by the majority func-
tion.
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Proof. The statement simply follows from
Tǫf(~1) =
∑
x∈S
ǫd(x,
~1)(1− ǫ)n−d(x,~1),
where S is the support of f , and d(x,~1) is the Hamming distance between x and ~1, and the
simple fact that the quantity being summed is strictly decreasing with respect to d(x,~1).
Proof of Theorem 3.3. The proof relies on the simple observation that E(Tǫf)
α is essentially
determined by the largest value of Tǫf when α is large. To avoid ambiguity, we assume that
the support of f has size
∑k
i=1
(n
i
)
for some k. One can apply the same argument in the
general setting. Invoke Theorem 3.2, then we can assume that f is monotone increasing.
Using Lemma 3.6, we have
E(Tǫf)
α = 2−n
∑
x∈{0,1}n
(Tǫf(x))
α ≤ (Tǫf(~1))α.
Let g be the Boolean function supported on the initial segment of {0, 1}n labelled in the
simplicial order, which is the Hamming ball centered at ~1 with radius k. It is clear that
E(Tǫg)
α = 2−n
∑
x∈{0,1}n
(Tǫg(x))
α ≥ 2−n(Tǫg(~1))α.
By Lemma 3.7, we have Tǫf(~1) < Tǫg(~1) for f 6= g. (Here, we implicitly use the assumption
of the size of the support of f). Then the theorem follows from (Tǫf(~1))
α < 2−n(Tǫg(~1))
α for
sufficiently large α = α(n).
Then we can recover the following result of Mossel and O’Donnell [14].
Corollary 3.8. Let 0 < ρ < 1. Let Y 1, · · · , Y k ∈ {0, 1}n be ρ-correlated uniformly random
binary strings. For sufficiently large k, among balanced Boolean functions, the agreement
probability P(f(Y 1) = · · · = f(Y k)) is maximized by any function which is 0 on all strings
with fewer than n/2 1’s. For n odd, the agreement probability is maximized by the majority
function.
Remark 3.9. We have shown that, within the class of balanced Boolean functions, the dic-
tator function Maj1 and the majority function Majn have the maximal noise stability in
the asymptotic regimes–ǫ close to 0 or 1/2 with k fixed, and k large with ǫ fixed, respec-
tively. But there exists k, ǫ, n odd and 1 < r < n such that the function Majr(x) =
[1 + sgn (
∑r
i=1 xi − r/2)]/2 is superior to both the dictator function and the majority func-
tion. Consider the numerical example k = 10, ǫ = 0.26, n = 5, r = 3, which is taken from
[14] (Proposition 5.2). One can check that E(TǫMaj1)
10 ≤ 0.0247,E(TǫMaj5)10 ≤ 0.0244 and
E(TǫMaj3)
10 ≥ 0.0248. We do not know whether E(Tǫf)k is always maximized by some Majr.
4 The most informative Boolean function
Let X ∈ {0, 1}n be a binary string selected uniformly at random. Let Y be the output of
X through a BSC(ǫ) channel, i.e., Y = X + Z, where the coordinates of Z are independent
Bernoulli(ǫ). Let f be a Boolean function. It is conjectured by Courtade and Kumar [6] that
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the dictator function maximizes the mutual information I(X; f(Y )) between X and f(Y ).
Recall that
I(X; f(Y )) = H(f(Y ))−H(f(Y )|X).
Notice that f(Y ) is a Bernoulli random variable with the parameter P(f(Y ) = 1) = Ef . We
have H(f(Y )) = H(Ef). Here, we denote by H(p) the Shannon entropy of Bernoulli(p).
Hence, for fixed Ef , it suffices to maximize −H(f(Y )|X). Given X, the random variable
f(Y ) is still Bernoulli with the parameter E[f(Y )|X] = Tǫf(X). Therefore, we have
−H(f(Y )|X) = EΦ(Tǫf),
where the entropy function Φ(x) = x log x+ (1− x) log(1 − x) for x ∈ [0, 1]. Let α > 1. We
define Ψα(x) = x
α+(1−x)α for x ∈ [0, 1]. It is easy to see that ∂αΨα(x)|α=1 = Φ(x). Hence,
we have
−H(f(Y )|X) = ∂αEΨα(Tǫf)|α=1.
The initial value EΨα(Tǫf)|α=1 is fixed. Hence, for fixed Ef , a maximizer of EΨα(Tǫf) for
all α ∈ (1, α0), where α0 > 1 could be dimension dependent, also maximizes I(X; f(Y )).
Conversely, if f is the unique maximizer (up to isometric equivalence) of I(X; f(Y )), then
it also maximizes EΨα(Tǫf) for α ∈ (1, α0). This connects the Courtade-Kumar conjecture
to the α-NICD problem. Recall our discussion of the NICD problem (the paragraph before
Corollary 3.2). The following result follows as a consequence of Theorem 3.1.
Corollary 4.1. Let Ef be fixed. When ǫ = ǫ(n) is sufficiently small, I(X; f(Y )) is maximized
by the lexicographic function. When ǫ = ǫ(n) is sufficiently close to 1/2, I(X; f(Y )) is max-
imized by Boolean functions with the largest degree-1 Fourier weight W1(f) =
∑n
i=1 fˆ({i})2.
In particular, within the class of balanced Boolean functions, the dictator function maximizes
the mutual information in both scenarios.
Remark 4.2. In Appendix B of [6], Courtade and Kumar observed that their conjecture
holds when ǫ = ǫ(n) → 0, 1/2. A quantitative bound in the high noise case can be found in
Corollary 1 of Ordentlich, Shayevitz, and Weinstein [17].(In an unpublished work, similar re-
sults were independently obtained by Sachdeva and Samorodnitsky). Samorodnitsky [19] gave
a dimension-free bound in the high noise setting. Our result provides a finer characterization
of maximizers of I(X; f(Y )) when Ef is fixed. This was also observed in Appendix B of [6].
Remark 4.3. As a consequence of Theorem 3.2, it suffices to study Courtade-Kumar’s con-
jecture for monotone functions. This has been observed by Courtade and Kumar [6], and
Huleihel and Ordentlich [9].
When α = 1 and α = 2, the dictator function is the maximizer of EΨα(Tǫf) within the
class of balanced Boolean functions. It is reasonable to expect that the dictator function still
plays the extremal role for any 1 < α < 2. So we propose the following conjecture, which
implies Courtade-Kumar’s conjecture for balanced Boolean functions.
Conjecture 4.4. For 1 ≤ α ≤ 2, the dictator function maximizes E(Tǫf)α within the class
of balanced Boolean functions.
Let α ≥ 1. The minimum of E(Tǫf)α may be achieved by a Boolean function whose
support is “evenly spaced” in the discrete cube. It is likely that the dictator function still
plays the extremal role among all functions f : {0, 1}n → [0, 1] such that Ef = 1/2. It is clear
that among all functions f : {0, 1}n → [0, 1] such that Ef = 1/2, the functional E(Tǫf)α is
minimized by the constant function f = 1/2. Without assuming boundedness, the maximum
is achieved by Dirac’s delta function, which is supported on a single vertex.
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Remark 4.5. Let Φ be a convex function. The Φ-entropy of a function f : {0, 1}n → R
is defined as HΦ(f) = EΦ(f)− Φ(Ef) (see [5] for discussions of Φ-entropy in more general
settings). Let Φ(x) = x log x + (1 − x) log(1 − x). The Courtade-Kumar conjecture can be
rephrased as that the dictator function maximizes HΦ(Tǫf) among all Boolean functions. We
considered the function Φ(x) = xα for 1 < α < 2 and conjectured that the dictator function
is the maximizer of HΦ(Tǫf) within the class of balanced Boolean functions. Anantharam
et al. [1] conjectured that the dictator function is still the maximizer for HΦ(Tǫf) with the
convex function Φ(x) = 1− 2√x(1− x), which is the squared Hellinger distance between two
Bernoullis with parameters x and 1− x, respectively.
5 General models
Now we discuss the problem of noise stability in more general contexts, where algebraic and
geometric features will show their impacts on the analysis.
5.1 Discrete torus
In this subsection, we discuss noise stability of Boolean functions defined on the discrete
torus (Z/pZ)n, where Z/pZ = {0, 1, · · · , p − 1} is the cyclic group of order p (and p is not
necessary prime).
We first give a brief introduction of Fourier analysis on the group (Z/pZ)n associated
with the uniform measure µ. We define ep(t) = e
i2πt/p for t ∈ R. One can check that the set
of functions {ep(ξ · x)}ξ∈(Z/pZ)n forms an orthonormal basis, where ξ · x = ξ1x1 + · · ·+ ξnxn.
Hence, any function f : (Z/pZ)n → R has the following Fourier representation
f(x) =
∑
ξ∈(Z/pZ)n
fˆ(ξ)ep(ξ · x), (17)
where Fourier coefficients fˆ(ξ) = Ef(x)ep(ξ · x).
Analogous to Definition 2.1, we define noise operator acting on functions defined on the
discrete torus in a general way without specifying the distribution of the noise. We will
discuss the problem of noise stability under two types of noise later.
Definition 5.1. Let 0 ≤ ǫ ≤ 1 − 1/p. The noise operator Tǫ acting on f : (Z/pZ)n → R is
defined as follows
Tǫf(x) = Ef(x+ Z),
where Z = (Z1, · · · , Zn) ∈ (Z/pZ)n is a random vector with i.i.d. coordinates.
Correspondingly, the NICD problem can be stated as follows. Let X ∈ (Z/pZ)n be
a uniform random vector; that is, the coordinates of X are independent and uniform on
Z/pZ. We pass it on to k players through independent additive noise channels, which are
represented as independent copies of Z. Upon receiving the message, each player applies a
Boolean function to output one alphabet. As usual, their goal is to maximize the agreement
probability. We denote by Y 1, · · · , Y k the k corrupted versions of X. The NICD problem
asks the maximum of P(f1(Y
1) = · · · = fk(Y k)), where f1, · · · , fk are Boolean functions. One
can check that Proposition 3.1 still holds in this multi-alphabet setting, i.e., the k players
should apply the same Boolean function.
Similar to the binary case, the problem of NICD in the multi-alphabet setting also has
close connection with the problem of α-stability with α = k. As in the binary case, the
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analysis of α-stability needs the notation of influence. Influence of real-valued functions (not
necessary Boolean) can be defined in general domains (see e.g., Definition 8.22, [16]). We
adapt Definition 2.2 as follows. Let Z˜j be a the restriction of Zj on Zp\{0}; that is, it has
distribution
P(Z˜j = ℓ) =
P(Zj = ℓ)
1− P(Zj = 0) . (18)
Analogous to (6), we define the random flipping operator σ˜j as follows
σ˜j(x1, · · · , xj , · · · , xn) = (x1, · · · , xj + Z˜j, · · · , xn). (19)
Then we define influence of Boolean functions on the discrete torus as follows.
Definition 5.2. Let f : (Z/pZ)n → {0, 1} be a Boolean function. The influence of the j-th
variable Ij(f) is defined as
Ij(f) = P(f(X) 6= f(σ˜j(X))).
(We assume that Z˜j is independent of X). The total influence I(f) is defined as
I(f) =
n∑
j=1
Ij(f).
5.1.1 Noise: type I
One type of the noise distributions is defined as follows. Let Z = (Z1, · · · , Zn) be the noise
vector with i.i.d. coordinates. We define
P(Z1 = ℓ) =
{
1− ǫ, ℓ = 0
ǫ
p−1 , ℓ 6= 0.
(20)
In other words, the additive noise channel Z preserves the value of an alphabet with proba-
bility 1− ǫ and changes its value to other values equally likely.
It is easy to check that
∑p−1
j=0 ep(jk) = 0 for any k 6= 0. This identity, together with the
Fourier representation (17), allows us to write noise operator in Definition 5.1 as follows
Tǫf(x) =
∑
ξ∈(Z/pZ)n
(
1− pǫ
p− 1
)|supp(ξ)|
fˆ(ξ)ep(ξ · x), (21)
where supp(ξ) = {j : ξj 6= 0}. When p = 2, this Fourier representation coincides with (4).
It seems that our next result could follow from a general result, Proposition 8.23 in [16].
Proposition 5.3. Let f : (Z/pZ)n → {0, 1} be a Boolean function. Then we have
Ij(f) =
2p
p− 1
∑
ξ:ξj 6=0
|fˆ(ξ)|2,
and
I(f) =
2p
p− 1
∑
ξ∈(Z/pZ)n
|supp(ξ)||fˆ(ξ)|2.
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Proof. Since f takes values 0 or 1, one can rewrite Ii(f) as
Ij(f) = E(f(X)− f(σ˜j(X)))2. (22)
Notice that both X and σ˜j(X) are uniformly random. By Parseval’s identity, we have
Ef(X)2 = Ef(σ˜j(X)))
2 =
∑
ξ∈(Z/pZ)n
|fˆ(ξ)|2. (23)
Using the Fourier representation, we have
Ef(X)f(σ˜j(X))) = E
∑
ξ,η∈(Z/pZ)n
fˆ(ξ)fˆ(η)ep((ξ − η) ·X)ep(−ηjZ˜j),
where fˆ(η) is the conjugate of fˆ(η). Since Z˜j and X are independent, we have
Eep((ξ − η) ·X)ep(−ηjZ˜j) = Eep((ξ − η) ·X)Eep(−ηjZ˜j).
Owing to the orthogonality, Eep((ξ − η) ·X) vanishes if ξ 6= η. One can check that
Eep(−ηjZ˜j) =
{
1, ηj = 0
− 1p−1 , ηj 6= 0.
Therefore, we have
Ef(X)f(σ˜j(X))) =
∑
ξ:ξj=0
|fˆ(ξ)|2 − 1
p− 1
∑
ξ:ξj 6=0
|fˆ(ξ)|2. (24)
The desired statement follows from (22), (23) and (24).
We now show an analog of Theorem 3.1.
Theorem 5.1. Let α > 1. Let Ef be fixed. When ǫ = ǫ(n) is sufficiently small, the quantity
E(Tǫf)
α is maximized by Boolean functions with the least total influence. When ǫ = ǫ(n) is
sufficiently close to 1−1/p, the quantity E(Tǫf)α is maximized by Booleans function with the
largest degree-1 Fourier weight W1(f) =
∑
ξ:|supp(ξ)|=1 |fˆ(ξ)|2.
Proof. The statement can be proved in a manner similar to that of Theorem 3.1. We only
give a sketch. The function E(Tǫf)
α is decreasing for ǫ ∈ [0, 1 − 1/p]. We have fixed initial
value E(T0f)
α = Ef and ending value E(T1−1/pf)
α = (Ef)α. In the low noise case, the
equation
d
dǫ
E(Tǫf)
α
∣∣
ǫ=0
= −αI(f)/2
still holds with total influence I(f) given in Definition 5.2. When ǫ = ǫ(n) is close to 1−1/p,
one can check that the leading term of ddǫE(Tǫf)
α is
−α(α − 1)(Ef)α−2 p
p− 1
(
1− pǫ
p− 1
) ∑
ξ:|supp(ξ)|=1
|fˆ(ξ)|2.
Then the statement easily follows.
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The following is an analogy of Theorem 3.2
Theorem 5.2. Let Φ be a convex function. For fixed mean Ef , the quantity EΦ(Tǫf) is
maximized by some monotone function.
Proof. We only need to slightly modify the proof of Theorem 3.2. Suppose that f is supported
on S. For each pair j, k ∈ Z/pZ such that j < k, we define
Bj,k = {xn2 ∈ (Z/pZ)n−1 : (j, xn2 ) ∈ S, (k, xn2 ) /∈ S},
Cj,k = {xn2 ∈ (Z/pZ)n−1 : (j, xn2 ) /∈ S, (k, xn2 ) ∈ S}.
Let Aj,k = S\(({j} × Bj,k) ∪ ({k} × Cj,k)). Let gj,k be the Boolean function supported on
S′j,k = Aj,k ∪ ({k} × (Bj,k ∪ Cj,k)). It is clear that |S| = |S′j,k|, and that f and gj,k have the
same mean. We claim that gj,k is superior to f , i.e., Eϕ(Tǫf) ≤ Eϕ(Tǫgj,k). Let hj,k be the
Boolean function with support S′′j,k = Aj,k ∪ ({j} × (Bj,k ∪ Cj,k)). For any x ∈ (Z/pZ)n, the
following identity still holds
Tǫf(x) = θTǫg(x) + (1− θ)Tǫh(x), (25)
where θ depends on xn2 . For x = (j, x
n
2 ) we have
Tǫf(x) = P(Y ∈ Aj,k|X = (j, xn2 ))
+ P(Y1 = j, Y
n
2 ∈ Bj,k|X = (j, xn2 ))
+ P(Y1 = k, Y
n
2 ∈ Cj,k|X = (j, xn2 ))
= P(Y ∈ Aj,k|X = (j, xn2 ))
+ P(Y1 = k, Y
n
2 ∈ Bj,k|X = (j, xn2 ))
+ P(Y1 = k, Y
n
2 ∈ Cj,k|X = (j, xn2 ))
+ (1− pǫ/(p − 1))P(Y n2 ∈ Bj,k|Xn2 = xn2 )
= Tǫgj,k(x) +
(
1− pǫ
p− 1
)
P(Y n2 ∈ Bj,k|Xn2 = xn2 ).
Similarly, we have
Tǫf(x) = Tǫhj,k(x)−
(
1− pǫ
p− 1
)
P(Y n2 ∈ Cj,k|Xn2 = xn2 ).
Therefore, identity (25) holds with
θ =
P(Y n2 ∈ Cj,k|Xn2 = xn2 )
P(Y n2 ∈ Bj,k|Xn2 = xn2 ) + P(Y n2 ∈ Cj,k|Xn2 = xn2 )
.
The case x = (k, xn2 ) can be checked in the same manner. When x1 6= j, k, we have Tǫf(x) =
Tǫgj,k(x) = Tǫhj,k(x). Hence, we first apply the convex function Φ to (25), and then average
both sides over the first bit. Then we have
EΦ(Tǫf(X1, x
n
2 )) ≤ θEΦ(Tǫgj,k(X1, xn2 )) + (1− θ)EΦ(Tǫhj,k(X1, xn2 )). (26)
Similarly, we have
EΦ(Tǫgj,k(X1, x
n
2 )) = EΦ(Tǫhj,k(X1, x
n
2 )),
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which follows from
Tǫgj,k(j, x
n
2 ) = Tǫh(k, x
n
2 ).
Tǫgj,k(k, x
n
2 ) = Tǫh(j, x
n
2 ).
and that Tǫgj,k(x) = Tǫhj,k(x) for x1 6= j, k. Then inequality (26) becomes
EΦ(Tǫf(X1, x
n
2 )) ≤ EΦ(Tǫgj,k(X1, xn2 )).
We will have EΦ(Tǫf) ≤ EΦ(Tǫgj,k) by averaging over xn1 . Repeat the argument for all such
pairs (j, k) and the last n− 1 coordinates. We will arrive at a monotone function.
5.1.2 Noise: type II
In some sense, our results in the previous sub-subsection rely on algebraic or group feature of
the discrete torus. This is also the reason why, under type-I noise, we do not have a geometric
interpretation of the total influence for p > 2.
This motivates us to consider another type of noise. We adapt the noise distribution
defined in (20) as follows
P(Z1 = ℓ) =
{
1− ǫ, ℓ = 0
ǫ/2, ℓ = 1, p − 1. (27)
Since −1 = p − 1 in Z/pZ, the above noise only changes an alphabet to its nearest values.
Analogous to (21), we have the following Fourier representation
Tǫf(x) =
∑
ξ∈(Z/pZ)n
n∏
j=1
[1− ǫ(1− cos(2πξj/p))]fˆ(ξ)ep(ξ · x). (28)
Recall our definition of Z˜j in (18). Under the noise in (27), Z˜j is a Bernoulli random
variable taking 1 and −1 with equal probability. In this case, we can connect the influence
in Definition 5.2 to edge boundary as in the discrete cube setting. Let S be the support of
f . We define the j-th direction edge boundary
∂jS = {(x, y) : xj − yj ∈ {±1}, xk = yk for k 6= j}
and the edge boundary ∂S = ∪nj=1∂jS. Analogous to (7) and (8), we have the following
relation between edge boundary and influence
Ij(f) =
|∂jS|
pn
, (29)
I(f) =
|∂S|
pn
. (30)
An alert reader may have noticed that, taking p = 2, identities (29) and (30) do not match
(7) and (8), respectively. This is because, for p = 2, our definition (27) does not yield a
probability distribution, since ǫ/2 mass is missing.
Analogous to Proposition 5.3, we have the following Fourier representation of influence.
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Proposition 5.4. Let f : (Z/pZ)n → {0, 1} be a Boolean function. Then we have
Ij(f) = 2
∑
ξ∈(Z/pZ)n
(1− cos(2πξj/p))|fˆ(ξ)|2,
I(f) = 2
∑
ξ∈(Z/pZ)n
n∑
j=1
(1− cos(2πξj/p))|fˆ (ξ)|2.
The following statement can be proved in the same manner as that of Theorem 3.1.
Theorem 5.3. Let α > 1. Let Ef be fixed. When ǫ = ǫ(n) is sufficiently small, the quan-
tity E(Tǫf)
α is maximized by Boolean functions with the least total influence, i.e., Boolean
functions supported on sets with the least edge boundary.
Remark 5.5. Bolloba´s and Leader [3] proved sharp edge isoperimetric inequalities for the
discrete torus and the grid (Theorem 8 and Theorem 3, respectively). When the subset pos-
sesses certain type of cardinalities, they have characterization of the extremal set; but, in
general, they do not know which set to take, although they know the sharp bound of the edge
boundary of the extremal sets.
Remark 5.6. Theorem 5.1 and Theorem 5.3 characterize maxmizers in Fourier analytic and
geometric ways, respectively. This difference results from that noise operator in Definition
5.1 under two type of noises (20) and (27) captures algebraic/group and geometric/graphic
features of discrete torus, respectively.
Remark 5.7. We have the following analogue of Theorem 5.3 for general Markov semi-groups
(Pt)t≥0 defined in (5). When t > 0 is sufficiently small, E(Ptf)
α is maximized by Boolean
functions supported on sets with the least edge boundary. This follows from the relation
d
dt
E(Ptf)
α
∣∣∣
t=0
= −αE(fLf) = −α
2
|∂S|
|E| ,
where L is the Laplacian and |E| is the number of edges of the graph G.
5.2 Tree
Now we discuss the problem of noise stability in a network in terms of a tree, which gives
the geometry of the problem. This was initially proposed by Mossel et al. [15] for the NICD
problem.
We denote by T an undirected tree, which gives the geometry of the problem. The edges
of T will be thought of as independent memoryless BSC(ǫ) channels with the cross-over
probability ǫ ∈ [0, 1/2]. Let V denote the vertices of T . We refer to S ⊂ V as the locations
of the players. Some vertex u of T broadcasts a uniformly random string Xu ∈ {0, 1}n.
This string follows the BSC(ǫ) edges of T and eventually reaches all vertices. It is easy
to see that the choice u does not matter, in the sense that the resulting joint probability
distribution on strings for all vertices is the same regardless of u. Upon receiving their strings
Y v ∈ {0, 1}n, v ∈ S, each player applies a balanced Boolean function fv : {0, 1}n 7→ {0, 1},
producing one output bit. As usual, the goal of the players is to maximize
E
∏
v∈S
fv(Y
v) = P(fv(Y
v) = 1, v ∈ S)
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without any further communication. Note that the problem of α-stability with α = k studied
in Section 3 is just this generalized noise stability on the star graph of k+1 vertices with the
players at the k leaves.
In the case of NICD on the path graph, Mossel et al. [15] proved that the best strategy
for all players is to use the same dictator function (see Theorem 5.1). In the general case,
they showed that there always exists an optimal protocol in which all players use monotone
functions (see Theorem 6.3). A careful check of their proofs shows that their arguments also
yield the following analogs on the problem of noise stability. Hence, we omit the proofs.
Theorem 5.4. Suppose that T is a path of length k on the set {0, 1, · · · , k}. Let S =
{i0, · · · , il} be a subset of size at least two. Then we have
E
∏
v∈S
fv(Y
v) ≤ 2−(l+1)
l∏
j=1
(1 + (1− 2ǫ)ij−ij−1).
Equality is achieved if and only if fv are the identical dictator function.
Theorem 5.5. For any tree T , the maximal correlation E
∏
v∈S fv(Y
v) can be achieved by
some monotone Boolean function.
6 Discussion
We investigate the noise stability of Boolean functions in various settings, such as functions
defined on discrete cube, discrete torus, as well as in a tree model. Characterizations of
extremal functions are given in different scenarios. Close connections with the problem of
NICD and the conjecture of Courtade-Kumar on the most informative Boolean function are
discussed. This paper significantly generalizes our earlier work [13] with the focus on the
discrete cube case. Regarding practical applications, our study of the discrete torus model is
potentially useful for communications via low-noise channels with phase-shift keying (PSK)
modulation. For example, our study of the discrete torus model captures the character of the
ℓ-PSK schemes with errors limited to a phase shift of 2πℓ or −2πℓ , say each with probability
ǫ/2, i.e., the errors remain closest to the original signal. Future work may consider general
non-negative functions on discrete cube and Boolean functions on general product measure
spaces. Analogous questions can be asked for general Markov semi-groups. Extension of the
tree model in Section 5 to networks of general graphs is interesting from both theoretical and
practical perspectives. It might be worth to explore the connection between this α-stability
problem and Talagrand’s convolution conjecture [21].
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