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К ШЕСТИДЕСЯТИЛЕТИЮ ПРОФЕССОРА Г. КАНГРО
Выдающемуся эстонскому математику, заслуженному дея­
телю науки ЭССР, члену-корреспонденту АН ЭССР, одному из 
крупнейших специалистов по теории суммируемости, профессору 
Гуннару Кангро 21 ноября 1973 года исполнилось 60 лет со дня 
рождения.
Юбиляр в настоящее время руководит кафедрой математи­
ческого анализа Тартуского государственного университета и яв­
ляется душой всей математической жизни университета и рес­
публики. Под его руководством работают сейчас многие аспи­
ранты и студенты в различных областях математики. Его аспи­
рантами защищено 19 кандидатских диссертаций. В 1965 и 
1968 годах вышел из печати его двухтомный учебник [32, 42] 
по математическому анализу, написанный с большим педагоги­
ческим мастерством на современном уровне.
Несмотря на большую загруженность педагогической и об­
щественной деятельностью, проф. Г. Кангро продолжает писать 
оригинальные научные статьи, создавая новые направления ис­
следований по математике, а также актибно популяризовать 
математическую науку [29—31, 33—35, 37—40, 43, 45, 48].
Этапы научной, педагогической и общественной деятельно­
сти Г. Кангро освещены в статье «К пятидесятилетию со дня 
рождения проф. Г. Кангро» (Уч. зап. Тартуск. ун-та, 1964, 150, 
3— 11).
Рассмотрим основные научные достижения проф. Г. Кангро 
за прошедшее десятилетие.
1. Общая теория суммируемости со скоростью
В вопросах приближения функций и в теории ортогональных 
рядов важно знать не только суммируема или несуммируема 
данная функциональная последовательность, но и оценить ско­
рость приближения преобразованной последовательности Ах к 
пределу. Такую информацию получаем, применяя теорию сум­
мируемости со скоростью, созданную Г. Кангро в последние 
годы [44, 46, 49—55]. Приведем относящиеся сюда определения.
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Пусть Я =  {Я«} такова, что 0 •< Лп f . Сходящуюся к числу | 
последовательность х =  {дп} Г. Кангро называет (сходящейся 
со скоростью Я или коротко) Л-сходящейся, если {ßn} е  с, где 
j(Jn =  Лп(£п — £),'и  Ä-ограниченной, если {/?„} е  т. Множество 
всех Я-сходящихся (Я-ограниченных) последовательностей обо­
значается через сх (соответственно т к) . Если Я» =  0(1), на­
пример, если Я = . {1}, то ск =  т х — с. Последовательность х он 
называет А1--суммируемой (соответственно А%-ограниченной) , 
если Ах е  с1 (соответственно Ах е  tn1) . В частности, ряд
2 и п (1)
является Л^-сукмируемым, т. е. Л-суммируемым со скоростью Я, 
если последовательность {Un} его частичных сумм является Ах- 
суммируемой.
Если lim ßn =  0, то последовательность х называется регу­
лярно Л-сходящейся. Последовательность х называется регуляр­
но А1-суммируемой, если Ах является регулярно Я-сходящейся.
В статье [44] находятся необходимые и достаточные условия 
для того, чтобы любая Я-сходящаяся последовательность х была 
Л^-суммируемой, т. е. чтобы Л(сЛ) а  с^, где р  такова, что
О <£ рп f. В статье [50] находятся необходимые и достаточные 
условия для А (т 1) с: т». В частности, регулярный метод 
А =  (anfi) с а по =  ßno + 0щ + ... ■ =  1 сохраняет Л-ограничен- 
ность, т. е. А (m*■) с: пгх, тогда и только тогда, когда
S  |a«ft|Aft =  О ( 1/Яп) •
k
В статье [54] доказано: для того, чтобы регулярный тре­
угольный метод А сохранял Л-ограниченность, достаточно, а при 




и необходимо, выполнение условия
Э<9е=(0,1): ЛпА*п)1= 0 (Л ь ). ' (2)
Если А — метод взвешенных средних Рисса (R, рп), это 
установлено в [53], т. е. регулярный метод (R, рп) с рп >  0 и 
Рп =  O(Pn-i) сохраняет Л-ограниченность тогда и только тогда, 
когда существует число <9 е  (0 , 1), при котором Лп/Рвп =
— 0(Лк/Рвк) для k ^  п. Для метода Зигмунда (Z, а), т. е. в 
частном случае рп =  \)а — па, этот результат при а~> О 
получили Н. К. Ба^и и С. Б. Стечкин (РЖ Мат, 1957, 6955).
В теории суммируемости видную роль играют совершенные 
методы суммирования. Напомним, что регулярный метод А на­
зывается совершенным, если он совместен с любым регулярным 
методом В ZD А. Аналогично при помощи условия \B\ zd \A\ опре­
деляется абсолютная совершенность абсолютно регулярного ме­
тода А. Например, регулярный (абсолютно регулярный) метод 
(R, рп) совершенен (абсолютно совершенен). В статье [49] 
Г. Кангро разрабатывает топологические основы обобщения по­
нятия совершенности на А ^ -суммируемые ряды. Определяется 
некоторая локально выпуклая топология, так называемая FK- 
топология, в векторном пространстве схА всех Ля-суммируемых 
последовательностей, т. е. в
схА =  {х: Ах е  с*},
изучаются топологические свойства пространства схА, относя­
щиеся к слабой сходимости по отрезкам. Потребность в таком 
обобщении возникает при изучении многих задач теории сумми­
руемости со скоростью, например, множителей суммируемости 
типа (А\ В»). В [49] доказывается, что сх и т х являются 
F /(-пространствами с нормой \х\ =  sup {|/žn|, |Ц}, находятся 
общий вид непрерывнцго линейного функционала в сх и норма 
такого функционала. Основной результат статьи [49] — это 
указание точных условий для того, чтобы в точке х е  схА имела 
место слабая сходимость по отрезкам. Пусть
ep={öpk), е=^{\}, ех={\/Лк}.
Г. Кангро делит все Л-консервативНые методы (т. е. методы, со­
храняющие А-сходимость) на А-корегулярные и А-конулевые. 
Данный А-консервативный метод А он называет А-конулевым, 
если в точке ех е  сх имеет место слабая сходимость по от­
резкам; в противном случае А называется Л-корегулярным. 
В [49] даются также условия А-корегулярности методов Рисса 
(R, рп), Чезаро (С, а) и Эйлера — Кноппа (E ,q ). В статье 
[52] дается следующее определение. Метод А называ­
ется А-совершенным, если множество Е = { е р,е ,ех} является 
тотальным в схА. В этой статье устанавливаются точнее (а так­
же более эффективные достаточные) условия для А-совершенно- 
сти А-консервативного и А-обратимого метода А =  (anh) с 
tczno =  const ф  0. При помощи этих условий в [52] доказыва­
ется, что практически самые важные регулярные методы Чезаро, 
Рисса и Эйлера — Кноппа являются Л-совершенными, если они 
Л-консервативны.
Пусть
т хА — {х: Ах е  т х) .
При решении многих задач Лх-суммируемости часто затруд­
нительно установить включение схА с= зато легче установить 
включение схА а  т^в. Поэтому так важна доказанная в [52] 
следующая
Теорема 1. Для Л-совершенного метода А и произвольного 
матричного метода В импликация схА с : т^в =>- схА а  с»в спра­
ведлива тогда и только тогда, когда Вер, Be, Вех е  с»*.
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2. Теория множителей суммируемости
В статьях [44, 46, 50] проф. Г. Кангро находит эффективные 
необходимые и достаточные условия для того, чтобы последова­
тельность е =  {еп} являлась множителем суммируемости типов 
(Р ,Р К), (С, С1), (Рко, В^о) и (Схо,В»о), где Р =  (R, рп) — ре­
гулярный метод взвешенных средних Рисса, С — метод Чезаро 
(С, а) порядка а = 0 , 1, , а ß — произвольный треугольный 
метод, удовлетворяющий некоторым ограничениям. Напомним, 
что е называется множителем суммируемости типа (А ,В%0), 
если для любого Л-суммируемого ряда (1) ряд 2  епип является 
ß^-ограниченным. Аналогично определяются и другие типы мно­
жителей суммируемости. Некоторые достаточные условия для 
множителей суммируемости типа {ZKo, Zßo) нашел Алянчич 
(РЖМат, 1964, 4Б85) и применил их для получения оценки ско­
рости убывания модулей непрерывности и гладкости функций f 
из пространств С и Lp при р ^  1. Здесь Z =  (Z,a) — метод 
Зигмунда порядка а >  0. В случае а =  1, т. е. в случае метода 
арифметических средних, такие множители суммируемости 
нашли Алексич и Кралик (РЖМат, 1961, 10Б16).
Для нахождения множителей суммируемости проф. Г. Кангро 
пользуется А-совершенностью методов суммирования. Например, 
при помощи теоремы 1 в статье [52] Г. Кангро находит множи­
тель суммируемости типа (Л\Л^), если известны множители 
типа (Л\ В^о) или (Ако, В^0) ■ Из этого результата становится 
ясной причина совпадения разных типов множителей суммируе­
мости.
Продолжая с б о и  исследования по теории обыкновенных мно­
жителей суммируемости, в статье [36], используя метод били­
нейных преобразований, исследуется суммируемость произведе­
ния последовательностей, суммируемых нормальными методами, 
в обратных матрицах которых конечное число ненулевых диа­
гоналей. Эти результаты применяются [36] к нахождению всех 
основных типов обобщенных множителей суммируемости для 
названных»'методов суммирования.
3. Теория тауберовых теорем
Значителен вклад проф. Г. Кангро в теорию тауберовых тео­
рем. Тауберовы теоремы определяются следующим образом.
Пусть А и В — два метода суммирования, где B czA . 
Каким достаточным или точным условиям должны удовлетво­
рять члены ряда (1), чтобы Л-суммируемость ряда.(1) влекла за 
собой его Л-суммируемость (или сходимость, если В — единич­
ный метод) к той же сумме? Такие условия называют тауберо- 
выми условиями.
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В статье [41] проф. Г. Кангро вводит общее понятие сум­
мируемости элементов векторного пространства и показывает 
независимость соответствующих точных тауберовых условий от 
порядка суммирования.
Пусть s — линейный оператор из подпространства L век­
торного пространства X в векторное пространство Y. Пусть 
линейный оператор А действует из подпространства Da а  X в
X. Элемент х е  Da называется A-суммируемым (или суммируе­
мым оператором А) к сумме S относительно L, если Ах е; L и 
5 =  5 (Лл:). Элемент л: называется A-суммируемым порядка 
а  =  0 , 1, . . .  , если х суммируем оператором Аа, где предпола­
гается, что А0 =  Е — единичный оператор пространства X и 
А' =  А.
Пусть метод А является L-регулярным, т. е. A ( L ) a L  и 
sx =  5 (Лх).
Теорема 2. Из А-суммируемости порядка а относительно L 
элемента х следует его Е-суммируемость к той же сумме тогда 
и только тогда, когда элемент х является (Е — Л )-суммируемым 
к нулю относительно L.
Этот результат показывает, что точное тауберовс условие 
в теореме 2 не зависит от порядка а. Оно оказывается завися­
щим лишь от линейности и регулярности метода Л.
Проф. Г. Кангро применяет теорему 2 к матричным методам 
суммирования обычных и двойных последовательностей, получая 
в обоих случаях точные тауберовы условия для сходимости. Из 
этих результатов вытекают, в частности, некоторые результаты
Э. Реймерса (РЖ Мат, 1962, 5Б21) и К. М, Слепенчука (РЖ 
Мат, 1964, 9Б35, 11Б23; 1965, ЗБ49, 4Б34, 11Б24, 12БЗЗ; 1966, 
3B37, 10Б31; 1968, 7Б31; 1969, 9Б32).
В качестве применения теории множителей суммируемости 
Г. Кангро [47] нашел условия, при которых тауберовы условия 
можно ослабить, т. е. условия, при которых более сильное усло­
вие можно заменить более слабым тауберовым условием. Тем 
самым Г. Кангро установил некоторую связь между теориями 
множителей суммируемости и тауберовых теорем.
Приведем некоторые следствия из глубоких общих теорем 
статьи [47]. Пусть Л и В — методы суммирования рядов (1), 
определенные некоторыми аддитивными (например, матри'Ь 
ными) преобразованиями с полями суммируемости соответст­
венно А* и В*, т. е.
Л*= {х  е  Da : Ах е  L], В* =  {х <= DB : Вх е  L),
где L — векторное полпространство пространства X всех рядов 
(1) -
Пусть Т — некоторое множество рядов. Условий х е Г  
Г. Кангро называет В-тауберовым для Л, если А* П Т а  В*.
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Пусть числа Лп Ф  0, р,п Ф  О, причем А/in Ф  0 . Соответст­
венно каждому ряду (1) образуем последовательность {ап} с
1 п
(Jn== JŽj  AfcWfe.
Далее, если д — множество рядов, то через г обозначим 
соответствующее д множество последовательностей, т. е.
г =  {х: 2 !  Ä£n ^  д} ■
Теорема 3. Пусть A id В и А совместен с В. Если
1° {//«-i/An} является множителем суммируемости типа 
(д/В), _  ,
2° условие {ÄnUn/Aßri} <= г является В-тауберовым для А, 
то условие {övJ <= г также В-тауберово для А.
Из теоремы 3 при В* ,=  I вытекает
Следствие 1. Пусть А — абсолютно регулярный аддитивный 
метод суммирования рядов. Если 1
1Э (Лп~\ — О (Ап),
2° Лпип == а(Ар,п) является 1-тауберовым для А, 
то условие Оп — а{ 1) также 1-тауберово для А.
Аналогичные теоремы проф. Г. Кангро доказал относительно 
тауберовых условий для методов суммирования последователь­
ностей и функций с ограниченным изменением.
Частные случэи В* =  с теоремы 3 рассматривали Квий 
(РЖМат, 1968, 10Б31), а также Мейер-Кёниг и Тийц (РЖМат, 
1969, 1Б36, 7БЗЗ; 1971, 8Б15).
Отметим, что, несмотря на большую общность и глубокое 
содержание теорем статьи [47], доказательства их просты, 
изящны и вытекают из одной обшей леммы (из нее следует и 
теорема Левьятана (РЖМат, 1973, 4Б31).
Многие математики доказывали тауберовы теоремы с оста­
точным членом для метода Рисса Р =  (R, рп), т. е. тауберовы 
теоремы для /^-суммируемости. Например, Морделль (1928) 
для метода (С, 1), т. е. при рп —. 1, а для произвольных рп >  О
— Хигаки (1935) и др, Однако все их результаты получены при 
различных искусственных ограничениях относительно скоро­
сти А, зависящих от метода доказательства. В статье [53] 
Г. Кангро доказывает следующую тауберову теорему для 
Ря-суммируемости в общем случае при естественном предполо­
жении относительно А.
Теорема 4. Если регулярный метод Рисса Р с рп >  0 и 
Рп =  O(Pn-i) сохраняет Л-сходимость, то из Рх-суммируемости 
ряда (1) и тауберова условия хnPnUn =  &(рп), где {гп} удов­
летворяет условиям 1 ^  An/тп f м AnTn следует р,-сходимость 
ряда (1) при (in — {AnTn},/j- 
■---- ---------  >  _
1 Запись =  а (сп) означает, что £ п — о(дп) и 2 \Л (šn/Qn)\ <
Аналогичная теорема доказана в [53] для //-ограниченности 
ряда (I), предполагая его /^-ограниченность, и такая же тау- 
берова теорема при одностороннем тауберовом условии. При 
р  =  Я теорема 4 доказана Г. Кангро в [51].
4. Применения к ортогональным рядам
В качестве применения теорем о множителях суммируемости 
Г. Кангро решает следующие проблемы.
Пусть {{рп} — ортогональная система функций, определенных 
на отрезке е =  [а,Ь\, а А =  (апк) — регулярный метод сумми­
рования, переводящий ортогональный ряд
2 ,c n<Pn(t) (3)
с 2  с^ п <  оо в некоторую функциональную последовательность 
{rjn(t)}. В случае, когда w =  {wn} с 0 <  wn f является множи­
телем Вейля для Л-суммируемости ряда (3) на Е а  е, г. е. в 
случае, когда из того, что 2  c2nwn <С оо вытекает Л-суммируе- 
мость ряда (3) почти всюду на Е а  е (например, при А — 
== (С, а) с а >  0, по теореме Меньшова — Качмажа wn =  
=  ln2 ln п) Г. Кангро [38, 46] получает следующий результат.
Пусть w — множитель Вейля для А-суммируемости ряда (3), 
а -f <= L2e — функция, к которой, ряд (3) сходится в среднем на 
Ё. Если Я такова, что 0 <  Яп f сю и
Jtjj C^ nWпЛ^ п <С оо, (4)
причем {{/Лп} является множителем суммируемости типа (А,АХ), 
то {1ипЛ2ч} является множителем Вейля для Ах-суммируемости 
ряда (3). Таким образом, если 0 <  Лп f оо, имеет место (4) и 
{1/Яп} — множитель суммируемости типа .(Л,ЛХ), то почти 
всюду на Е с= е ряд (3) является Лх-суммир_уемым к функции f, 
т. е. почти всюду на Е существует предел
\'тЛп[г}пЦ) —
П
Эти вопросы для метода (С, 1) рассматривали Медер 
(РЖМат, 1959, 10958) и Тандори (РЖМат, 1960, 8781), а также 
Алексич и Кралик (РЖМат, 1961, 1 ОБ 16). Для методов Рисса 
(R, Рп) и Валле-Пуссена эти вопросы рассматривали Лейнд- 
лер (РЖМат, 1964, 7Б73; 1965, 1Б79, 1Б85), для метода сум-' 
маторной функции A (ip), т. е. когда задана такая функция гр с 
#>(0 ) =  1, что
“*•*=♦ (üŽt )-
— А. В. Ефимов (РЖМат, 1966, 8Б113; 1967, 10Б109, 11Б99; 
1969, 6Б110) и В. А. Болгов ('РЖМат, 1971, 2Б89), а для ме­
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тодов класса А р с р  >  1, матрицы которых треугольны и удов­
летворяют условиям
'(л +1) Р-1 i ;  \anh\p =  0 (1), а„о= 1, 
h=0
— В. А. Болгов и А. В. Ефимов (РЖМат, 1969, 4Б106; 1972, 
4Б111).
Позже [54,55] оказалось, что требование, чтобы {1/Яп} была 
множителем суммируемости типа (А,АХ), для широкого класса 
2Х методов суммирования можно заменить более простым усло­
вием, чтобы А удовлетворял условию (2). Основой этого утверж­
дения служит 2
Теорема 5. Пусть {v{n)} — последовательность индексов, по­
строенная для каждого числа q <= (0 , 1) по индукции следующим 
образом:
i>(0)=0, A v(n+i),v(n)  ^qA v(n),x?
где к — наименьшее значение индекса k, при котором 
A\(n),h 0 .
Если А ^  51 и скорость Я удовлетворяет условиям (2) и
£ с 2пЛ\<. оо, (5)
то ряд (3) регулярно Ах-суммируем почти всюду тогда и только 
тогда, когда последовательность частичных сумм sV(n) ряда 
(3 ) регулярно сходится почти всюду со скоростью {AV(n)} ■
В класс 51 входят, например, метод Чезаро (С, а) при а >  0, 
разрывный метод Рисса (R *, рп,а ) при а >  0, обобщенный метод 
Валле-Пуссена (V, vn) при vn f и v-n+i— vn ^  1, метод .сум- 
маторной функции A (ip) с ip е  Lip 1, различные методы Хаус- 
дорфа, метод Ар при р >  1 и многие другие.
Теорема 5 содержит в себе решение следующих важнейших 
проблем теории ортогональных рядов.
I. Пусть w является множителем Вейля для /4-суммируемо­
сти ортогонального ряда (3). При каких условиях относи­
тельно Я последовательность {wnX2n} является множителем 
Вейля для регулярной /4 ^ -сум миру ем ости ряда (3)?
II. При каких условиях относительно Я последовательность 
{Я2.} сама является множителем Вейля для регулярной /^-сум­
мируемости ряда (3)?
III. При каких условиях, накладываемых на Я, методы Л и 
В из 21 равносильны относительно регулярной Я-суммируемости 
ряда (3) почти всюду, если имеет место (5)?
Например, решение проблемы I дается следующим следст­
вием, вытекающим из теоремы 5.
2 Теорема 5 излагается здесь б несколько упрощенном виде.
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Следствие 2. Пусть А е  Ж u l  удовлетворяет условию (2). 
Если w =  {wn} — множитель Вейля для А-суммируемости ряда
(3), то {wnl 2n} — множитель Вейля для регулярной Ах-сумми- 
руемости ряда (3).
Аналогично из теоремы 5 получаются и решения проблем II 
и III.
Из этих результатов вытекают цитированные выше резуль­
таты Медера, Тандорц, Алексича.и Кралика, Лейндлера, Ефи­
мова и Болгова.
Большая научно-педагогическая деятельность и преданность 
науке снискали профессору Т. Кангро высокий авторитет и глу­
бокое уважение преподавателей и студентов математического 
факультета Тартуского государственного университета и мате­
матиков других ВУЗов СССР.
Вместе со всеми математиками ЭССР поздравляем проф. 
Г. Кангро с юбилейной датой и от всей души желаем ему даль­
нейших творческих радостей и больших успехов в его много­
гранной деятельности.
С. Барон, Э. Реймерс
Труды проф. Г. Кангро
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ИГРА ДЛЯ ПОСТРОЕНИЯ СЕМАНТИКИ ВЫСКАЗЫВАНИЙ 
В ОБОБЩ ЕННЫХ МОДЕЛЯХ БЕТА
* А. Таутс
Кафедра математического анализа
В данной статье понятие высказывания, также и интерпре­
тация высказываний в обобщенных моделях Бета понимается 
в смысле [1].
Игра состоится между двумя лицами, которых мы будем на­
зывать детерминистом м индетерминистом. Цель детерминиста — 
доказать, что данное высказывание тождественно истинно во 
всех обобщенных моделях Бета, цель индетерминиста — про­
тивоположная. Для этого исходят.из предположения, что дан­
ное высказывание не имеет места в некотором аспекте некото­
рой обобщенной модели Бета. Детерминист пытается привести 
это предположение к противоречию, индетерминист, наоборот, 
пытается защиггить это предположение.
1. Правила игры
В игре применяются следующие символы:
1) все символы, которые нужны для построения формул (см.
Ш);
2) символы а, ß, . . . ,  которые называются аспектами;
3) символы I, г], . . . ,  которые называются цепями;
4) символы < ,  =  : и —.
Выражениями называются записи следующих видов:
1) выражение вида а <  ß\ семантическое значение: «аспект 
ß является конкретизацией аспекта а»;
2 ) выражение вида а = : | ;  семантическое значение: «аспект 
а принадлежит цепи S»;
3) выражение вида (Р )а, где Р  — константа; семантическое 
значение: «объект Р существует в аспекте «»;
4) выражение вида (21)а; здесь и в двух следующих прави­
лах 21 — высказывание; семантическое значение: «высказывание 
21 имеет место в аспекте а»\
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5) выражение вида (31)-а; семантическое значение: «выска­
зывание Vt не имеет места в аспекте а»;
6 ) выражение вида (2Г)_g; семантическое значение: «выска­
зывание 91 не имеет места ни в одном аспекте цепи |».
Ситуацией называется любое множество выражений.
Игра состоит в том, что, начиная с некоторой исходной си­
туации, ситуация изменяется по правилам I—XIX, данным ниже. 
При этом некоторые правила имеют разветвление. Это значит, 
что после применения данного правила возникает несколько, 
может быть, бесконечно много ситуаций, а может быть одна или 
даже ни одной. В ходе игры выбирает правило всегда детерми­
нист, которое применяется в данной обстановке, а также и вы­
ражения из данной ситуации, на которые это правило приме­
няется. Роль индетерминиста состоит только в выборе ветви для 
продолжения игры в случае разветвления.
Пр а вила следующие:
I. Если в ситуации имеется а, то можно прибавить выраже­
ние а =  где | — цепь, не встречающаяся в ситуации.
II. Если в ситуации имеются выражения а — и ß — то 
может происходить разветвление на две ветви, где в одной ветви 
к ситуации прибавлено выражение а <  Д а в другой — выра­
жение ß <  а.
III. Если в ситуации имеются выражение а  <С ß и множество 
выражений вида (Р )а, то можно прибавить соответствующее 
множество выражений вида (Я) р.
IV. Если в ситуации имеются выражения а <С ß и (91)а, то 
можно прибавить выражение (3t) р.
V. Если в ситуации имеется выражение (3t) _а, то одновре­
менно можно прибавить выражения а =  :| и (3t)_|, где £ — 
цепь, не встречающаяся в ситуации.
VI. Если в ситуации имеются выражения (2t)-g н а  — то 
можно прибавить выражение (St)_а.
VII. Если в ситуации имеется выражение (ДгЗТг)«, то можно 
прибавить любое из выражений (St*)«.
V III. Если в ситуации имеется выражение (Д Д ()-а, то мо­
жет происходить разветвление через все значения i, при этом 
в каждой ветви к ситуации прибавлено соответствующее выра­
жение (3t?)-a-
IX. Если в ситуации имеются выражения (V*3tt)a и а  =  
то можно прибавить выражение ß =  :|, где ß — аспект, не встре­
чающийся в ситуации, вместе с разветвлением через все Значе­
ния I, прибавляя ситуации в каждой ветви соответствующее 
выражение (31г)>
X. Если в ситуации имеется выражение (Х/ Д*)-«. т0  можно 
прибавить любое из выражений (31г)_а.
XI. Если в ситуации имеется выражение (3t->2})a, то может 
происходить разветвление на две ветви, где в одной ветви к си­
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туации прибавлено выражение ('S!)-«, а в другой — выражение 
(33) а.
XII. Если в ситуации имеется выражение (3t-^33)_a, то 
одновременно можно прибавить выражения а <С ß, (2t) ß и (23) -р, 
где ß — аспект, не встречающийся в ситуации. _
X III. Если в ситуации имеется выражение (151)а, то можно 
прибавить выражение (31) _.а.
XIV. Если в ситуации имеется выражение (~Ш)_а, то одно­
временно можно прибавить к ситуации выражения а <С ß и 
(2t) ß, где ß — аспект, не встречающийся в ситуации.
XV. Если в ситуации имеются выражение (У(х'г: i е  7)21) <* 
и некоторое множество выражений вида (Р )а (при том же 
аспекте а), и если (й '.^ е / )  — такое семейство термов, что 
каждый а 'г имеет тип переменной х'., не содержит свободных 
переменных и из констант содержит только указанные констан­
ты Р, то можно прибавить выражение (ЗГ)а, где высказывание 
W  получено из 31 подстановкой термов а 'г, i е  7, вместо пере­
менных х'I.
XVI. Если в ситуации имеется выражение (V (х'г: ь 7)2t)_a, 
то одновременно можно прибавить выражение а <С ß, множество 
выражений (Я£)р, г е / ,  и выражение (31')-р, где ß — аспект, не 
встречающийся в ситуации, Р L, ( е / ,  — константы типов пере­
менных х'г и не встречающиеся в ситуации, a 3t' получено из St 
заменой переменных х'г, i <= 7, константами Рг.
XVII. Если в ситуации имеются выражения (3 (х'г: i <= /)31)а 
и а — то одновременно можно прибавить выражение ß — 
множество выражений (Л)р, ( е / ,  и выражение (3t')p, где ß, 
Р г при ( Е  /  и 3t' такие же, как и в правиле XVI.
XVIII. Если в ситуации имеются (Э(л;'г: t е  7)3t)_a и некото­
рое множество выражений вида (Р )а (при том же аспекте а ), и 
если (a't : j e / )  — такое семейство термов, как в правиле XV, 
то можно прибавить (ЭГ)_а, где 31' получено так, как в пра­
виле XV.
XIX. Если в ситуации имеются выражения (P(a't : i ^ I ) ) a 
и (Рф 'г : ь е  /»  -а, где для тех i е  7, при которых а'г ф  Ь'г, а 'г 
есть d (х'гг\: rj е  7г)21г, и b'i есть d (х'\ : г] ^  /г)99^ , то можно при­
бавить выражение а <С ß, где ß — аспект, не встречающийся в 
ситуации, вместе' с разветвлением через все те значения i, при 
которых а'г Ф  Ь'г. При этом каждое такое i дает две ветви, где 
в обеих к ситуации будет прибавлено множество выражений 
{(с'\)$: г] 1г}, но в одной ветви прибавлены еще (ЗГг)р и 
($'г)-р, а в другой (3t't)_p и (23/г)р. 'Здесь каждое с'% т]^1г, 
есть константа типа переменной х\, не встречающаяся в ситуа­
ции, а ЗГг и 33'г получены соответственно из 31г и 23г заменой 
переменных х\, г] е  /г, константами с/гл.
Цель детерминиста — добиться разветвления с пустым мно­
жеством ветвей, цель индетерминиста — избежать этого.
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2. Характерные черты стратегий
Из правил I—XIX вытекает, что если в исходной ситуации 
имеется лишь конечное множество разных аспектов и цепей, то 
в ходе игры на каждом этапе их будет только конечное множе­
ство, гак как никакое правило не позволяет прибавить бесконеч­
ное множество новых аспектов или цепей. Это имеет место и 
для множества всех выражений, кроме выражений вида (Р ) а, 
последние могут правилами XVI, XVII и XIX прибавляться в 
бесконечном количестве. В дальнейшем будем иметь в виду 
только такие ситуации, где аспектов, цепей и всех выражений,, 
кроме выражений вида {Р)а, имеется только конечное множе­
ство.
Пусть имеются две ситуации, которые будем обозначать че­
рез 5i и S2. Пусть имеется отображение f, которое каждым 
аспекту и цепи ситуации Si ставит в соответствие некоторый 
аспект, соответственно некоторую цепь ситуации S2, и именно 
так, что для каждого выражения ситуации Si имеется в ситуа­
ции S2 выражение, полученное от первого заменой аспектов* и 
цепей их образами. При этом не требуется, чтобы отображение 
было бы взаимно однозначным. Если теперь начинать игру с ис­
ходной ситуации S), то каждый шаг этой игры можно дублиро­
вать в игре с исходной ситуацией S2, применяя те же правила 
аналогичным образом на соответствующие выражения. Для 
этого надо в ходе цгры продолжать отображение f на аспекты и 
цепи, которые возникают в ходе игры. Поэтому, если детерми­
нист имеет стратегию выигрыша с исходной ситуацией S b то он 
имеет эту и с исходной ситуацией S2. В случае существования 
такого f мы будем говорить, что ситуация S2 сильнее ситуации Sb 
a S] слабее, чем S2.
Из этого результата следует, что детерминисту целесообразно 
применять правила I и V только в таком случае, если в ситуа­
ции нет выражения а =  (соответственно пары выражений 
\а— и (21) _g), так как в противном случае мы получили бы 
еще а =  (соответственно а =  :?/ и (9t)_,() и полученная ситуа­
ция была бы слабее (в то же время и сильнее, определяя 
[(£) =  £) исходной, так как можно взять f (|) =  |, f(rj)—  £.
Вторым следствием является, что если в ситуации имеются 
аспекты а и ß и если для каждого выражения, содержащего а, 
имеется такое же выражение с ß — исключением могут быть 
только выражения а <С ß и ß <. а, то все выражения, содержа­
щие а , можно отбросить, не лишая при этом детерминиста стра­
тегии выигрыша. Действительно, из определения f(a) =  ß, 
f[ß) — ß видно, что полученная ситуация была бы сильнее ис­
ходной, если в ней не отсутствовало бы выражение ß <С ß. Но 
правила III и IV, применяющие выражения такого вида, имеют 
смысл только в том случае, если символ <  стоит между раз-
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личными аспектами. Кроме того, выражение ß <  ß можно по­
лучить, прибавляя при помощи правила I выражение ß =  и 
применяя затем правило II таким образом, что в качестве обоих 
аспектов будет ß.
Теперь уже ясно, что без применения правил V II—XIX игра 
может продолжаться только конечное число -операций, если де­
терминист не применяет правил, нецелесообразность которых 
вытекает.из полученных здесь результатов. Действительно, пра­
вило VI применяется столько раз, сколько имеется пар выраже­
ний (St)_| и а — при которых нет выражения (91)_а. Также 
правило V применяется столько раз, сколько есть выражений 
(&)-<*, при которых нет пар выражений а — и (2 0 -1- Затем 
применяется правило I для тех аспектов а данной ситуации, для 
которых пока нет выражения а =  После этого, применяя ко­
нечное число раз правило II, получаем конечное число вётвей, 
так что в каждой ветви любые два аспекта одной'и той же цепи 
соединены между собой символом <С. Отметим, что если а <  ß 
находится* уже в ситуации, то на эту пару применять правило II 
нет смысла, так как индетерминист все равно не будет выбирать 
ту ветвь, где еще прибавлено ß <  а. После этого остается в лю­
бой ветви применить правила III и IV конечное число раз, так 
как пар аспектов имеется только конечное число.
Так как лишнее применение некоторого правила детермини­
сту никак не вредит, то можно без ограничения общности пред­
положить, что перед применением некоторого из правил V II— 
XIX детерминист совершает все указанные применения правил 
I—VI.
Ситуацию будем называть 1-детерминированной, если детер­
минист может выиграть, применяя правила I—VI и один раз 
одно из правил V II—XIX (это может быть только правило VIII,
IX или X IX ).
Если х — такой ординал, что для всех i '<  х понятие *-детер­
минированности уже определено, то ситуацию будем называть 
^-детерминированной, если детерминист может, применяя только 
правила I—VI и только один раз некоторое из правил V II—XIX, 
добиться ^-детерминированной ситуации с i <. х. В случае раз­
ветвления значение ординала i может зависеть от ветви, но во 
всех ветвяА оно должно быть меньше к. Ясно, что стратегия 
выигрыша существует для детерминиста тогда и только тогда, 
когда ситуация ^-детерминирована при некотором ординале х.
Пусть теперь в ситуации имеются выражения а  <  ß и ß <  у. 
Теперь без ограничения общности можно предполагать суще­
ствующим и а <С у, так как оно понадобится только для при­
менения правил III и IV. Но использование выражения а  <  у 
можно заменить и использованием выражений а <. ß и ß <  у. 
Итак, всегда можно предполагать, что учтена транзитивность 
отношения < .
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Предположим, что детерминист применил правило IX или
XVII. В результате этого возникает ситуация (в случае правила
IX после выбора ветви со стороны индетерминиста), где прибав­
лены " ß =  :£ и (2£г)р (соответственно ß — {(Рг) $ \ i (= 1} и 
(2Г)р). Пусть у — произвольный такой аспект, что в ситуации 
уже было выражение у =  (в роли у может быть и аспект а, 
примененный только что правилом IX или XVII). В ходе приме­
нений правил I—VI, следующих за применением данного пра­
вила, надо применить и правило II, в ходе которого возникают 
две ветви, содержащие соответственно выражения у С  ß и 
ß <  у. После этого прибавляются применениями правил III и IV 
в первой ветви такие выражения (Q)ß и (23) ß, при которых уже 
имеются (Q)v и (93)Y, а во второй ветви прибавляется (Жг)у в 
случае правила IX, соответственно {(/\)v: i e / }  и (2Г.)v в слу­
чае правила XVII. Но теперь, если не считать отсутствие выра­
жения у <С у, вторая ветвь сильнее первой, так как f можно 
определить равенствами f (ß) =  у, f(y) =  y- Обратное не верно, 
так как g с g(y) =  ß и g(ß) =  ß не удовлетворяет условиям, так 
как в ситуации может существовать выражение (23)-v, но выра­
жения (23)_ß в первой ветви не будет. Поэтому без ограничения 
общности можно предполагать, что индетерминист выбирает 
первую ветвь. Значит, всегда стоит исследовать только ту ветвь, 
где аспект, прибавленный правилом IX или XVII, следует всем 
тем аспектам данной цепи, которые были в ситуации до приме­
нения. этого правила.
Случаи возникновения новых ситуаций в результате приме­
нения правил V II—XIX можно разделить на следующие пять 
групп.
В первую группу входят правило VII, вторая ветвь после 
применения правила XI, и правило XV. Эта группа характери­
зуется тем, что нового аспекта1 не возникает, а прибавляется не­
которое выражение вида (91) а, где а — аспект, уже существую­
щий в ситуации. Из правил I—VI следует после этого применить 
только, может быть, правило IV, а именно, прибавляя (21) ß, если 
имеется выражение а <  ß, и, может быть, прибавляя (21) v, если 
имеется еще ß <С у и т. д.
Во вторую группу входят правила V III и X, первая ветвь 
после применения правила XI, правила X III и XVIII. Здесь тоже 
нового аспекта не возникает, а прибавляется выражение вида 
(21) _а для аспекта а, уже существующего в ситуации. Из пра­
вил I—VI следует после этого применить только правило V, и 
только один раз.
В третью группу входят правила IX и XVII. В результате 
применения этих правил прибавляется выражение.вида ß — :£, 
где £ — цепь, уже существующая в ситуации, a ß  — аспект, вхо­
дящий только что в игру. Кроме того прибавляется выражение 
вида (21)  ^ и, в случае правила XVII, и множество выражений
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вида (Р) р. Из правил I—VI следует после этого применить пра­
вило II, в результате чего возникают выражения вида у <с ß 
(ведь мы рассмотрим только эту ветвь), затем правила III и IV, 
прибавляя выражения вида (Q)p и (23) р, и наконец, может быть, 
правило VI, прибавляя (С)-р, если в ситуации имелось (G)-|.
Четвертая группа состоит из правил XII, XVI и XIX. Здесь 
прибавляются выражения вида а <  ß и (23) _р, причем аспект 
а  уже имеется в ситуации, а аспект ß — нет. Кроме того меже г 
прибавляться выражение вида (21) р и множество выражений 
вида (Р) р. Из правил I—VI следует после этого применить пра­
вила III и 1V„ прибавляя выражения вида (Q)p и (®)р, и один 
раз правило V, прибавляя пару выражений ß =  и (23)_§.
Наконец, пятая группа состоит только из правила XIV. В 
ходе применения этого правила прибавляются выражения а <С ß 
и (21) р, где аспект а уже имеется в ситуации, а аспект ß — нет. 
Это правило отличается от правил четвертой группы тем, что 
не возникает выражения вида (23) -р . Из правил I—VI следует 
после применения этого правила применить правила III и IV, 
прибавляя выражения вида (Q)p и ((£)р, и один раз правило I, 
прибавляя выражение ß =
3. Игра с ограничениями
Теперь определим другую игру, которую будем называть 
игрой с ограничениями. Эта игра отличается от первой только 
тем, что детерминист имеет право применять правила V II—XIX 
только в ситуации, которая удовлетворяет следующим ограниче­
ниям: ситуация содержит некоторое (может быть, пустое) мно­
жество выражений вида (2[)а и (Р )а, кроме того, может быть 
одно выражение вида (23) _а и одно выражение вида а  =  :|, в 
случае, если оба последних выражения имеются в ситуации, то 
там может быть и выражение (23)_ g .  Здесь а должен во всех 
выражениях быть один и тот же аспект, это имеет место также 
и для I  и 23 в трех последних выражениях. Для того, чтобы при­
менить некоторое из правил V II—XIX в игре с ограничениями, 
детерминист должен перед этим из ситуации отбросить некото­
рые выражения, если это окажется нужным, чтобы удовлетво­
рить ограничениям.
Ясно, что ограничения могут мешать только детерминисту, 
так как индетерминисту всякое сужение ситуации всегда полезно. 
Возникает вопрос: насколько существенны эти ограничения? Мо­
жет ли при некоторой исходной ситуации отсутствовать для де­
терминиста стратегия выигрыша в игре с ограничениями, хотя 
она существует в игре без ограничений при той же исходной 
ситуации. Применяем индукцию по рангу детерминированности.
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Для 1-детерминированной ситуации вопрос тривиальный. 
Ведь перед применением правил V III, IX или XIX, дающим раз­
ветвление с пустым множеством ветвей, можно отбросить все вы­
ражения, кроме тех, которые применяет правило. Но остающиеся 
выражения уже удовлетворяют ограничениям.
Пусть к — такой ординал, что для всех i <  х детерминист 
может в любой t-детерминированной ситуации выиграть игру 
с ограничениями. Пусть у нас имеется некоторая %-детерминиро- 
ванная ситуация. Если к ней применить правила I—VI в выше­
указанном. порядке, то после этого каждую ветвь, получившуюся 
с помощью правила II (ведь в некоторых случаях стоит все-таки 
исследовать обе ветви), можно превратить в ^детерминирован­
ную ситуацию с I <  х, применяя некоторые из правил V II—XIX. 
В случае же правила с разветвлением все ветви должны иметь 
ранг детерминированности меньше х. Рассмотрим все случаи 
правил V II—XIX.
Рассмотрим правила VII и XV. Ими прибавляется выраже­
ние вида (21) а. Получается ^детерминированная ситуация с 
I <  х. Теперь, как известно, применяя правило IV, могут при­
бавиться выражения (21) ß, (21)v и т. д. Так как теперь уже, по 
предположению, игра выигрываема для детерминиста уже с 
ограничениями, то теперь можно ввести ограничения. Конечно, 
с введением ограничений должно сохраняться одно из выраже­
ний (21) ос, (21) ß, (21)v и т. д., иначе мы тривиальным образом 
могли бы ввести ограничения и перед применением правила. 
Пусть сохраняется, например, выражение (21) ß. Для получения 
выражения (21) а правилом VII или XV понадобились некоторые 
выражения вида (93) а и (Р ) а■ Но так как в результате примене­
ния правил III и IV в нашем распоряжении находятся и выра­
жения (93) ß и (Р)р, то можно применить ограничения уже до 
применения правила V II или XV, только с той разницей, что 
вместо (2t) ß сохраняются выражения (93) ß и (P)ß, а затем при­
менить правило V II или XV с аспектом ß вместо а. Значит, 
имеется стратегия выигрыша для данной ^-детерминированной 
ситуации.
Рассмотрим правила V III, X, X III и XVIII. Этими правилами 
прибавляется выражение вида (2t) _а (в случае разветвления 
рассмотрим произвольную ветвь), в результате чего получается 
t-детерминированная ситуация с i <Г. х. Затем с помощью пра­
вила V прибавляются выражения а =  и (2t)_^. Теперь, по 
предположению, игра выигрываема уже с ограничениями. Ко­
нечно, выражение (2t)_a должно сохраниться (в случае развет­
вления в каждой ветви), иначе игра тривиальным образом была 
бы выигрываема с ограничениями уже до применения правила
VIII, X, X III или XVIII. Но указанные правила получают выра­
жение (2t)_a, используя выражения вида (93) _а или (93) а и еще
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может быть, некоторое множество выражений вида (P)d- По­
этому можно уже до применения данного правила ввести огра­
ничения, только сохраняя вместо (21) _« исходные для правила 
выражения (в случае разветвления надо сохранить все выраже­
ния вида (£ )а и (Р )а, которые сохраняются хотя бы в одной 
ветви), затем применить правило, а после этого вторичным вве­
дением ограничений отбросить (23)-а, если это выражение ис­
пользовалось правилом. Итак, игра с ограничениями выигры­
ваема и до применения правила.
Рассмотрим правило XI. В ситуации имеется (2t—>-93)а, в 
ходе применения правила XI прибавляется в первой ветви вы­
ражение (21) _а, во второй ветви выражение (93) а. Первая ветвь 
^-детерминироваиа, вторая «2-детерминирована с i\ < х ,  12 <  и. 
В первой ветви правилом V прибавляются выражения а =  :£ и 
(2С)_£, в о  второй правилом IV —  выражения (93)ß, (93)v и т. д, 
В обеих ветвях, по предположению, детерминист может е ы и г - 
рать игру с ограничениями. В первой ветви должно сохраниться 
выражение (21) во второй ветви одно из прибавленных выра­
жений, например (2t) ß. Имеем в виду, что из-за правила IV в 
нашем распоряжении находится и выражение (2t->iB)ß, Теперь 
введем до применения правила XI ограничения следующим об­
разом. Оставляем все выражения, которые должны сохраниться 
во второй ветви, только вместо (93) ß будет (2t 93) ß. Кроме того, 
для всех выражений'вида (Р )а или (&)«, которые должны со­
хранятся в первой ветви, теперь оставляем (P)ß и (£)ß (ведь 
эти выражения тоже в нашем распоряжении из-за правил III 
и IV). Затем применяем правило XI. После этого вторичным 
ограничением удаляем из первой ветви выражение вида (®)-ß, 
которое сохраняется во второй ветви, .если такое существует.
Рассмотрим правила IX и XVII. Этими правилами прибав­
ляются (в случае правила IX в каждой - ветви), выражения 
ß — : £, (21) ß и, может быть, множество выражений вида (P)ß. 
Получается t-детерминированная ситуация с i <  х. Потом пра­
вилами II, III, IV и VI прибавляются выражения вида у <  ß, 
(Q)ß, (93)ß и (®)-ß. По предположению, теперь детерминист 
может и выиграть игру с ограничениями. Разумеется, в каждой 
ветви должны сохраняться только прибавленные выражения, 
иначе проблема была бы тривиальна. Само правило IX или 
XVII использовало пару выражений вида (Ф)а и а — : £.
Теперь введем ограничения уже до применения правила
IX или XVII. Для этого выбираем из таких аспектов у, для ко­
торых имеется выражение у — : £ до применения данного пра­
вила, такой, который следует в смысле <  всем остальным 
аспектам такого типа. Такой у существует из-за правила II 
и учета транзитивности отношения < .  Для такого у имеются 
выражения (®)v, (Q)v и (93) v> благодаря правилам III и IV, 
и (&)-v из-за правила VI. Теперь введем ограничения, сохраняя
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эти выражения, а потом применим правило IX или XVII на 
(®)v вместо (Ф)а. Итак, и с данной «-детерминированной ситуа­
цией игра с ограничениями выигрываема для детерминиста.
Рассмотрим правила XII, XVI и XIX. Этими правилами при­
бавляются выражения вида а <  ß и (93) _ß и, может быть, (2t) ß 
и (P)ß. Потом правилами III, IV и V прибавляются выражения 
вида (Q)ß и (G) ß и одна пара выражений ß =  : | и (23) _s. 
Теперь уже, по предположению, детерминист может выиграть 
и с ограничениями. Конечно, сохраняться могут только при­
бавленные выражения, иначе проблема была бы тривиальна. 
Указанные правила используют выражение вида (®)_а (правило
XIX, кроме того, выражение вида (Ф')«). Кроме того, в ситуа­
ции существуют все выражения (Q)a и (G)a. Но теперь можно 
ввести ограничения уже до применения указанного правила, 
сохраняя выражения (©)_«, (®')а- (в случае правила XIX), 
(Q)а и ($ )а. Затем применяем указанное правило. Следова­
тельно, и в этом случае игра с ограничениями выигрываема для 
детерминиста с данной «-детерминированной ситуацией. ,
Наконец, рассмотрим правило XIV. В ходе применения этого 
правила прибавляются выражения а С  ß и (21) ß, используя 
выражение ( i 21)_а. После этого, правилом I прибавляется 
выражение ß =  : £ и правилами III и IV — выражения вида 
(Q)ß и (ß)ß, если (Q) а и (S) а уже имеются в ситуации. Теперь, 
по предположению,- игра с ограничениями выигрываема для 
детерминиста. Если проблема не тривиальна, то сохраняются 
только выражения (21) ß, (Q)ß и (©)ß. Но теперь можно ввести 
ограничения уже до применения правила XIV, сохраняя (~1 2t)_а ' 
и все выражения вида (Q)a и (©)<*• После этого применяем 
правило XIV. Итак, и теперь с данной «-детерминированной 
ситуацией детерминист может выиграть игру с ограничениями.
Итогом предложенного рассуждения является следующая
Лемма. Если детерминист имеет стратегию выигрыша для 
игры без ограничений с данной исходной ситуацией, то он 
имеет стратегию выигрыша и для игры с ограничениями с той 
же исходной ситуацией.
4. Построение вывода при помощи стратегии
Пусть 2С — некоторое высказывание. Исходной ситуацией 
высказывания 2t называем ситуацию, состоящую из выражения 
(21)_а и множества выражений вида (Р )а (с тем же аспек­
том а), где Я пробегает все константы высказывания 21
Предположим, что исходная ситуация некоторого высказы­
вания 2С окажется такой, что детерминист имеет стратегию вы­
игрыша. Ставим себе цель: по этой стратегии построить вывод 
высказывания 2t в смысле [2 ].
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Так как по лемме игры без ограничений и с ограничениями 
эквивалентны, то мы можем выбирать стратегию выигрыша для 
игры с ограничениями.
Определим отображение, ставящее каждой ситуации, удов­
летворяющей ограничениям, в соответствие некоторую секвен­
цию.
Если ситуация удовлетворяет ограничениям, то она содержит 
некоторое множество выражений вида (91) а и (Р )а и можег 
быть одно выражение вида а =  : одно выражение (Щ-а и 
одно выражение (23) _|. Мы можем еще предполагать, что если 
некоторое высказывание в ситуации содержит некоторую кон­
станту Q, то среди выражений вида (Р )а имеется и (Q)«. Это 
условие, действительно, выполняется в течение всей игры, если 
оно выполняется в исходной ситуации и если (Q)a сохранить 
введением ограничений. Тогда такой ситуации ставим в соот­
ветствие секвенцию д I— 23, где /г — множество всех указанных 
высказываний St. Если выражения (23) _а нет в ситуации, то 
секвенция будет иметь вид ß \— V  0 • Приложение секвенции со­
стоит из всех указанных констант Р.
Мы можем предполагать, что стратегия игры с ограничени­
ями не содержит разветвлений, причиненных правилом II, так 
как в исходной ситуаций высказывания 2t нет пар выражений 
а  == : I  и ß — : ,£, а в дальнейшем такие пары могут возникнуть 
только в результате применения правил IX и XVII, а в этом 
случае, как отмечено, выбор ветви можно считать определенным.
Исходная ситуация высказывания 2t является ситуацией с ог­
раничениями. Такими же являются и ситуации в данной стра­
тегии перед каждым применением любого из правил V II—XIX. 
Каждой из этих ситуаций соответствует некоторая секвенция. 
Построим выводы этих секвенций, применяя индукцию по рангу 
детерминированности.
Пусть у нас имеется 1-детерминированная ситуация. В этом 
случае в ситуации имеется или выражение вида (Д  0 )-«, или 
(\/ 0 ) а> или napa выражений вида (Р(а\ : i <= 1))а и 
(Pia'I : L е  /)) —а. Соответствующая секвенция есть в первом слу­
чае ii \— Д 0 , Во втором случае /л (— 23, где а в треть­
ем случае ц \~ Р(а\ : i <= /), где Р(а 'г: i <= I)
Секвенция /г |— Д  0 выводима при помощи правила 1а), так 
как в случае пустого I в этом правиле над чертой ничего нет. 
Секвенцию уь \— 93, где \/ 0 <= pi, можно выводить следующим об­
разом. Во-первых, ц |— V  0 выводима непосредственно. После 
этого применяем правило 26) с пустым множеством /.
Секвенция /г. f— Р(а'г : i е  /),- где Р(а'г: i <= 1) е  pi, выводима 
непосредственно.
Пусть теперь х — такой ординал, что все секвенции, соот­
ветствующие ситуациям с ограничениями, ранг детерминирован­
ности которых меньше х, выводимы. Пусть у нас имеется «-де-
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терминированная ситуация с ограничениями. В этом случае су­
ществует некоторое из правил V II—XIX, которое после его при­
менения, а также правил I—VI и после введения ограничений 
дает t-детерминированную ситуацию с ограничениями, где
I <. х. В случае разветвления, это имеет место в каждой ветви. 
По предположению, полученным ситуациям соответствуют вы­
водимые секвенции. Исследуем выводимость секвенции, соответ­
ствующей данной «-детерминированной ситуации. '
Рассмотрим использование правила. VII. Секвенция, соответ­
ствующая ситуации до применения правила, имеет вид
V и {Дг2£г} \— &■ После применения правила получаем ситуацию, 
которой соответствует секвенция v U {ДДг, Э1г0} (— К. Приложе­
ния обеих секвенций одинаковые. Пусть последняя секвенция 
выводима. Секвенции v U {ДД*} 1— ДДг и ?и {Д Д Л 1 — ГДе 
53 е  г\ с тем приложением выводимы непосредственно. Тогда по 
правилу 16) секвенция v (J {ДД«} I— 2Ctü с тем же приложением 
выводима. Применяя правило 0 , получаем v U {Д г2Сг} [—(5 с тем 
же приложением.
Рассмотрим использование правила V III. Тогда секвенция, 
соответствующая ситуации до применения правила, имеет вид 
и |— Д Д,. После применения правила и введения ограничений 
в каждой ветви, получаем разветвление через все значения t, 
где в каждой ветви имеется ситуация, которой соответствует 
секвенция ß\-%t. Приложения всех этих секвенций совпадают 
с приложением исходной секвенции ß f— Д Д г. Пусть все эти 
секвенции ц\-Шг выводимы. Тогда по правилу 1а) и секвенция 
р  |— ДДг с тем же приложением выводима.
Рассмотрим использование правила IX. Тогда секвенция, со­
ответствующая ситуации до применения правила, имеет вид
V U {\/Дг} Если теперь применить правило IX, а затем в 
каждой ветви правила II, III, IV и, может быть, VI и ввести 
ограничения, то получается разветвление через все значения i, 
а в каждой ветви имеется ситуация, которой соответствует сек­
венция вида г>и{\/ Д?> 2Гго} [—G. Приложения всех этих секвен­
ций совпадают с приложением исходной секвенции. Пусть все 
полученные секвенции выводимы. Секвенция v U {\Л^Л Х/Д* 
с тем же приложением выводима непосредственно. Тогда по пра­
вилу 26) секвенция v U {V Д<} Н ® с тем же приложением гоже 
выводима.
Пусть использовано правило X. В этом случае ситуации до 
применения правила соответствует секвенция вида i— Х/г2Гг. 
После применения правила X и введения ограничений полу­
чается ситуация, которой соответствует секвенция вида 
ß \- 2tiu с тем же приложением. Пусть эта последняя секвенция 
выводима. Тогда по правилу 2а) выводима и секвенция 
ß f— VДг с тем же приложением.
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Пусть использовано правило XL Тогда ситуации до приме­
нения правила соответствует секвенция вида v U {2t ->• 23} (— GL 
После применения правила возникают две ветви. В первой ветви 
. после введения ограничений возникает ситуация, которой соот­
ветствует секвенция V U {21 —>- 23} \- 21, а ситуации во второй 
ветви соответствует секвенция v U {2t 23,23} \- ©. Приложения 
всех трех секвенций совпадают. Пусть две последние из этих 
трех секвенций выводимы. Секвенции v U {21 93} I— 21 23 и
V U {21 -*• 23} |— 2) при всех выводимы непосредственно с 
гем же приложением. Па правилу 36) выводима и секвенция
V U {21 -> 23} b  53 с тем же приложением. Наконец, применяя 
правило 0 , получим секвенцию v U {21 23} (— @ с тем же прило­
жением.
В случае правила X II ситуации до применения правила соот­
ветствует секвенция вида р f— 21 -> 23. После применения правила
XII, а затем правил III и IV возникает ситуация, которой соот­
ветствует секвенция вида р  U {21} f- 23. Приложения обеих сек­
венций одинаковые. Пусть последняя секвенция.выводима. Тогда 
по правилу За) выводима и секвенция /г |— 21->23 с тем же при­
ложением.
В случае правила X III, до применения правила ситуации со­
ответствует секвенция вида v U 021} |— (£. После применения 
правила и введения ограничений возникает ситуация, которой 
соответствует секвенция “р U { 1ST} |— 2t с тем же приложением. 
Пусть последняя секвенция выводима. Секвенции v К
(— "121 и V U 0 2 t}.|— 23 при всех 23 е  v выводимы непосредственно 
с тем же приложением. По правилу 46) получим v U Õ 21, 21} [— (£ 
с тем же приложением. Наконец, применяя правило 0, полу­
чаем секвенцию v U {” 121} \- (£.
Пусть использовано правило XIV. До применения правила 
ситуации соответствует |— 121. После применения данного 
правила, а затем правил III и IV возникает ситуация, которой 
соответствует секвенция вида р  U {21} |~ V  0 • Приложения обеих 
секвенций одинаковые. Пусть последняя секвенция выводима. 
Теперь применим правило 26) таким образом, что под чертой 
будет секвенция р  (J {21} \— И V  0 , а над чертой секвенция 
и U ТО |— V  0 и пустое множество секвенций с р, % и дизъюнк­
тивным членом дизъюнкции V  0 на левой стороне, а с  П V  0 
на правой стороне. Приложения секвенций /г U {2t} 1— 1\/ 0 и 
ft U {21} h  V  0 совпадают с вышеуказанным приложением. После 
этого из секвенций р  U {21} \- Н\/ 0 и р\} {21} Ь  V  0 , применяя 
правило 4а), получаем секвенцию /г |— I2C с тем же приложе­
нием.
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Рассмотрим использование правила XV. В этом случае до 
применения правила ситуации соответствует секвенция вида
V U {У(х'г : L е  1)Щ f— С. После применения правила ситуации 
соответствует секвенция v (J {V(x' 7 : i е  7)2Г, 21'} \- с тем же 
приложением, где высказывание 31' получено из формулы 51 
подстановкой термов, содержащих из констант только константы 
приложения, вместо переменных х'г, l е  7. Пусть последняя 
секвенция выводима. Непосредственно выводимы секвенции
V U {V(x't : L <= 7)21} b  V(x\ : i е  Щ  и v U {V(x't : i <= /)91} |- $  
при всех Ö G j» , а по правилу 56) и секвенция
V U {V(x'I : I е  7)21} f— Ж', все имеющие вышеуказанное приложе­
ние. Тогда по правилу 0 выводима и секвенция
V (J {V(a:'z : I е  7)21} (5 с тем же приложением.
Рассмотрим использование правила XVI. До применения 
правила ситуации соответствовала секвенция вида ß f— 
I— V(x\ : I е  7)2t, а после применения данного правила, правил 
III и IV и введения ограничений ситуации соответствует секвен­
ция р  f— 2Г, где 5Г получено из 21 заменой переменных х'г, i е  7, 
константами Pi тех же типов, не входящими ни в секвенцию 
ß |— V(x'i. I e/)9t, ни в ее приложение. Приложение секвенции 
ß (— Ж' состоит из констант приложения секвенции р  |— 
]— V(x't : I е  1)Ж и констант 7\, i е  /. Предположим, что секвен­
ция ß (— Ж' выводима. То, по правилу 5а) выводима и секвенция 
р  f- У(х'г : L е  1)Ж со своим приложением, так как в случае пра­
вила 5а) допускается такое применение правила, где над чертой 
имеются константы Рг, l е  /, которых нет под чертой.
В случае использования правила XVII до применения пра­
вила ситуации соответствует секвенция вида v U {3(я'г: i е  7)21} j— 
(— (5. После применения правила XVII, а затем правил II, III 
и IV и, может быть, VI возникает ситуация, которой соответст­
вует секвенция вида v U {3(л:'г: i е  7)2f, 21'} \— (5, где 2Г и прило­
жение последней секвенции получены так же, как и в случае с 
правилом XVI. Пусть последняя секвенция выводима.'Секвенция 
у U {3(х'г : L />21} b  3{*'i : i е  7)21 с первоначальным приложе­
нием выводима непосредственно. Тогда по правилу 66) выво­
дима и секвенция v U {3(я'г: i е  7)21} 1— (£ с первоначальным при­
ложением,, так как в случае правила 66 ) допускается существо­
вание констант Рг, ( £  I, в секвенции v IJ {3(х'г : i <= 7)21, 5Г} (- G 
и в ее приложении, хотя их нет под чертой.
Пусть использовано правило XVIII, До применения пра­
вила ситуации соответствует секвенция вида /и |— 3(x't : t е  7)21, 
а после применения правила и введения ограничений — секвен­
ция ß h  21', где 2t' получено из 21 таким же образом, как в слу­
чае с правилом XV. Приложения обеих секвенций совпадают. 
Пусть секвенция и (— 21' выводима. Тогда по правилу 6а) и 
секвенция ß J- 3(x 'i: i е  7)21 с тем же приложением выводима.
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Пусть, наконец, использовано правило XIX. Тогда до приме- 
вения правила ситуации соответствует секвенция вида
V U {Рф'г : I е  /)} b  Рф\ : i е  /), где в случае а'г ф  Ь'г термы 
а\ и Ь'г имеют вид d(х'гп : г) I t)%L и в(х'\ ^  I t)^ ßt соответ­
ственно. После применения правила XIX, а затем применения 
правил III и IV и введения ограничений в каждой ветви, возни­
кают ситуации, которым соответствуют секвенции, v U 
U {Р(а\ -.1^1), ЯМ b  ®'г или V U {Рф'г: ( е  /), 8*М Ь  2Гг, где 
9Гг и 23'г, получены из 21 г и Ö,, соответственно заменой перемен­
ных х'гг\, г} <= /г, константами г\ <= /г, не входящими ни в сек­
венцию V U {Рф 'г : I <= /)} |— Рф'г : i e / ) ,  ни в ее приложение. 
Приложения обеих секвенций v U (Рф'г : l ^  I), 2Гг} \— Iд'г и
V U {Рф 'г: I ^  I), ©'г} 1— 2Гг получены из приложения первона­
чальной секвенции прибавлением констант с'г,ь rj е  /г. Пусть 
при всех I <= I обе последние секвенции выводимы. То по пра­
вилу 7 выводима и секвенция v U {Рф'г : * е: /)} (— Р ф 'г : i e / )  с 
первоначальным приложением.
Таким образом, мы доказали, что если для всех i <С х каж­
дой t-детерминированной ситуации с ограничениями соответст­
вует выводимая секвенция, то и «-детерминированной ситуации 
с ограничениями соответствует выводимая секвенция. Отсюда ин­
дукцией по рангу детерминированности вытекает, что если для 
исходной ситуации данного высказывания детерминист имеет 
стратегию выигрыша, то секвенция, соответствующая данной 
исходной ситуации, выводима. Но эта секвенция имеет вид \-% 
и ее приложение состоит из всех констант высказывания ЗГ. 
Кроме того, секвенция" 21 (— 21 с тем же приложением выводима 
непосредственно. Если теперь применить правило 0 таким об­
разом, что над чертой будут секвенции |—2Х и 31 [— 21 с указанным 
приложением, а под чертой секвенция 1—2Х с пустым приложе­
нием, то и последняя секвенция окажется выводимой, так как 
высказывание 21 содержит все константы приложения. Итак, 
имеет место
Теорема. Если детерминист имеет стратегию выигрыша для 
исходной ситуации высказывания 21, то % выводимо.
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Artiklis defineeritakse mäng kahe isiku vahel, keda nimetatakse determi­
nistiks ja indeterministiks. Determinist püüab näidata, et antud valem on üldis­
tatud Bethi mudelites tautoloogiline, s. o. kehtib igas aspektis artikli [1] mõt­
tes. Selleks püüab ta oletust, et valem mõne üldistatud Bethi mudeli mõnes 
aspektis ei kehti, vastuoluni viia. Indeterminist püüab teda selles takistada. 
Tõestatakse, et kui4 deterministil on olemas võimustrateegia, siis on valem tule­
tatav artikli [2] mõttes.
DAS SPIEL ZUM KONSTRUIEREN DER SEMANTIK DER FORMELN IN 
VERALLGEMEINERTEN BETH-MODELLEN
A. Tauts
Z u s a m m  e n f a s s u n g
In dem Artikel wird ein Spiel zwischen zwei Personen, die Determinist 
•und Indeterminist genannt werden, definiert. Der Determinist will zei­
gen, daß die gegebene Formel in verallgemeinerten Beth-Modellen tautologisch 
ist, d. h. sie gilt unter jedem Aspekt im Sinn des Artikels [1]. Dafür versucht er 
die Annahme, daß die Formel unter irgendeinem Aspekt irgendeiner verallge­
meinerten Beth-Modelle nicht gilt, zum Widerspruch zu bringen. Der Indetermi­
nist versucht ihn daran zu verhindern. Es wird bewiesen, daß wenn der Deter­
minist eine Strategie des Sieges hat, ist die Formel im Sinn des Artikels [2] 
ableitbar.
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ДВА ДИОФАНТОВЫХ УРАВНЕНИЯ ЧЕТВЕРТОЙ СТЕПЕНИ
Я. Габович
Эстонская сельскохозяйственная академия
• В диофантовом анализе все больше внимания уделяется сле­
дующей проблеме. Пусть F — некоторый многочлен с целочис- 
леными коэффициентами и без свободного члена. Если дока­
зано, что на множестве натуральных чисел диофантово уравне­
ние F =  0 не имеет нетривиальных решений, то при каких цело­
численных k решается уравнение 1 F — k? И, в частности, реша­
ются ли уравнения F =  ±1? Для случая F =  х3 -+- у3— z3 по­
следняя задача подробно рассматривалась в работах Морделла
[4], Лемера [3] и Подсыпанина [2]. Демьяненко [1] занимался 
многочленом F =  х4— yA-\r z2. Он доказал, что уравнение
%4 — г/4-(-2а=  1 ( 1)
имеет бесконечное множество нетривиальных решений (здесь 
тривиальными являются решения х — у — п, z =  1; п =  
=  1 ,2 ,...) . В настоящей заметке доказывается, что уравнение
* 4 — г/М-г2=  — 1 (2 )
также имеет бесконечное множество решений. Кроме того рас­
сматривается случай F =  х4 -f- у4 — г2 и доказывается, что число 
нетривиальных решений уравнения
А■i+yi — z2= l  (3)
бесконечно. 2 Вопрос о решаемости диофантова уравнения
*4+г/4 — г2=  — 1 (4)
остается открытым.
1 Имеются в виду нетривиальные решения уравнения F — k. Тривиаль­
ные решения определяются особо в каждой конкретной задаче.
2 На множестве натуральных чисел уравнение (2) не имеет тривиальных
решений. Тривиальными решениями уравнения (3) являются х =  1, у =  п,
z =  п2, а также х =ч= п. у — 1, z =  п2\ п =  1,2, . . . .
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В работе [1] найдено решение диофантова уравнения 
х4 =  у4:-f- z4 -j- t2, где искомые х, у, 2, t выражены через пара­
метры и и v. Ввиду сложности соответствующих формул, мы их 
здесь не приводим,, отсылая читателя к самой статье (в ней эти 
формулы, к сожалению, не пронумерованы; см. [1], стр. 42).
Проделаем над формулами Демьяненко следующие преобра­
зования. Во-первых, применим подстановку
/х  у Z 1\
\ у t X z / 
в результате чего придем к уравнению
х4 — ук-f-z2= —/4. (5)
Во-вторых, пусть в формулах Демьяненко и =  —2 . Тогда 
получим.следующее решение уравнения (5):
x— 2v2-\-26 и— 44,
у =  3ü2+129,
г= 8и4 — 44v3 — 560и2 — 268и — 16 528, 
t = v 2— 32v — 1.
В-третьих, применим преобразование v =  16 + p/q. После 
освобождения от знаменателей придем к следующему решению 
уравнения (5):
х =  2 р2+ 90 pq+884q2,
у =  129^2+3 {р-\-16^)2,
Z— 4 (V - f l  17,o3^ +2404pV-!-19 773/?<73+44 972<74), 
t= /?2 — 257q2.
Для получения отсюда решений уравнения (2) достаточно 
удовлетворить условию \t\ =  1, т. е. мы должны решить урав­
нение Пелля
|р2 — 257^2| =  1. (6)
Последнее, как известно, имеет бесконечную последователь­
ность решений (pn,qn), получаемую из формулы
(16+ 0 ) n = p n+ q n&, '
где в  =  257,/2, а п — любое целое число. Каждое решение урав­
нения (6) приводит к одному решению уравнения (2 ).
Примеры.
п =  0, /70= 1 ,  <7о = 0; х— 2, у =  3, 2 =  8.
п =  -— 1, /?_!= — 16, <7-1= 1; х=44, «/=129, 16 528.
п =  1, р i=16 , <7i = l ;  * =  2836, г/=  3201, 2 = 6  348 272.
§ 1. Уравнение (2)
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Будем исходить из легко доказываемого тождества
(1Зи У4+ (1 Зо) ■4 — (119«2+ 120и2) 2=  (120 и? — 119и2)2. (7)
Для доказательства бесконечности числа решений уравнения 
(3) достаточно показать, что это же обстоятельство имеет место 
для диофантова уравнения
120и2— 119иа= 1 . (8)
\
Пусть а  — 120'/г, ß =  И9‘Ч При любом натуральном п имеем
(a~\-ß)2‘n-1 =  una JrVnß, (9)
где ип н vn — натуральные числа. Переходя в равенстве (9) к 
нормам, получаем •
120мп2— 119о„2= 1 , (10)
т. е. бесконечное множество решений уравнения (8 ). Если теперь 
принять ,
хп=\3ип, yn=\3vn, Zn— 119и„-+120оп,
то из (7) и (10) следует, что
* n 4-H/n4 —  Zn2= \ ,
чем и доказана бесконечность множества решений уравнения 
(3). Для начальных значений п вычисления приводят к сле- 
щим численным данным:
U i=А, ü i= 1 ; *1=13, y i=  13, Z i= 239.
и2= 477, v2=479; аг2=6201, у2= 6227, 23= 54 608 871.
Отметим, что наш метод не дает полного решения уравнения 
(3). Так, например, он не приводит к наименьшему нетривиаль­
ному решению х =  5, у =  7, г =  55.
§ 2. Уравнение (3)
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KAKS NELJANDA ASTME D10FANTILIST VÕRRANDIT
J. Gabovitš
Resümee
On tõestatud, et diofantilistel võrranditel (2) ja (3) on lõpmata palju 
naturaalarvulisi lahendeid.
TWO DIOPHANTINE EQUATIONS OF DEGREE FOUR 
J. Gabovitch
Summary
In  view of the fact, that none of the diophantine equations x* y * z 2 =  
=  0, x4 +  У4 — z2 — 0 have solutions in natural numbers it is of interest to 
investigate the diophantine equations (1) — (4). Demyanenko [1] proved that 
the equation (1) has infinitely many nontrivial solutions. In the present note 
the same is proved to be true for the equations (2) and (3). In the case of (2) 
we proceed from equation (5) and show that it has infinitely many solutions 
with |/| — 1. The proof for equation (3) is based on the identity (7). The 
question whether or not the equation (4) is solvable remain undecided.
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1. Один из способов введения топологических понятий яв­
ляется аксиоматическое определение сходимости. Такой подход 
встречается уже у Куратовского [3]. Из более поздних работ 
отметим, например, [4,5,9]. Во всех этих работах применяются 
только счетные последовательности, что является существенным 
ограничением. Фильтры для определения сходимости использо­
вали Фишер [6 ] и Кент [8 ]. Однако существует еще одна воз­
можность — определить сходимость при помощи направленно­
стей *, например, в работах [7, 10]. Настоящая работа является 
еще одной попыткой определения понятия сходимости при по­
мощи направленностей. Цель работы — получить понятие схо­
димости, которая была бы наиболее близка понятию сходимости 
Фишера.
2. Определение 1.1. Пределом на каком-то множестве X в 
смысле Фишера называется отображение х из множества X в 
множество всех подмножеств множества всех фильтров прост­
ранства X такое, чтобы были выполнены следующие условия 
(см. [6 ], § 1, определение 2):
(L'i) При любой х ^  Х множество фильтров хх есть 
/\-идеал, т. е. если $ е  хх и ^  5 , то и ® е и с ,  .й’ если 
3?, © е  хх, тогда и где ф =  g Д  ©.
(и 2)При любой х е  X тривиальный х-ультрафильтр х' е  хх.
Если Š е  **, то говорят, что $ сходится к точке х. Множе­
ство X вместе с пределом х называется предельным пространст- 
ством (X, т),
3. Во втором параграфе настоящей работы определяются 
предельные пространства, они сравниваются с предельными про­
странствами в смысле Фишера и топологическими пространст­
1 Вместо слова «направленность» в литературе встречаются также наз­
вания «обобщенная последовательность», «направленное семейство», «после­
довательность Мура — Смита» или «сеть». «Направленность» взята из рус­
ского перевода книги Келли [2].
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вами, даются некоторые топологические понятия для предельных 
пространств. В третьем параграфе рассматриваются понятия не­
прерывного отображения, произведения и факторпространства 
предельных пространств. В последнем параграфе изучаются пре­
дельные группы.
В дальнейшем будем придерживаться следующих обозначе­
ний 2.
Пространства: X, Y, Z ; подмножества пространств: А, В , F, 
G, Н, М, jV; направленные множества: С, D, Е\ индексные мно­
жества: I, J. Элементы некоторого множества обозначаются 
соответствующей маленькой буквой. Отображения: а, ß, у, <р, 
пределы: ю>, [л, v, т; системы множеств, фильтры: Ж, $, ®, Ф; на­
правленности: {/?, С}, {S, D}, {Г, Е} или просто R , S, Т, М, N.
Множество образов при отображении направленности {S, D} 
обозначим через { S d .d ^ D } .  Множество всех подмножеств 
множества X обозначим через Р(Х ), множество всех фильтров 
F(X), множество всех направленностей из направленного мно­
жества D в множество X через XD.
§ 2. Предельные пространства
1. Направленностью {S, D } в множестве X называется 
отображение из направленного3 множества D в множество X, 
т. е. S : D ^ X .  Говорят, что направленность находится в мно­
жестве А с  X с некоторого момента, если существует d0 (=. D 
такая, что {Sd : d ^  d0} а  А. Говорят, что направленность часто 
встречается с множеством А, если для каждого d0<=D найдется 
элемент dx^ D  такой, что d\ ^  d0 и Sd{ е Л  (см. [2], стр. 95). 
Направленность {Т, Е} называется поднаправленностью направ­
ленности {S, D}, если существует отображение N :E->D , где 
Т =  S°N, и при произвольной d е  D найдется е\^.Е такая, что 
е е 1 влечет за собой N e ^ d  (см. [2 ], стр. 102).
Определение 2.1. Направленность {Т, Е} называется псевдо- 
поднаправленностью направленности {S, D}, если существует 
система отображений {Ni} .eJ, где S°N i =  T при каждой i <= J 
и при любой d е  D, найдутся ех е  Е и i е  / такие, что из е ^  
вытекает Nie ^  d.
Каждая поднаправленность является и псевдоподнаправлен- 
носгыо, но не наоборот. Направленность часто встречается с не­
которым множеством тогда и только тогда, когда у нее найдется 
поднаправленность, которая находится в этом множестве. Если
2 Некоторые понятия определяются позднее.
3 Множество D называется направленным, если в нем задано бинарное 
отношение называемое направлением, которое рефлексивно, транситивно 
и удовлетворяет условию:
Если di, d2 е  D, то найдется d3 е  D, для которого da ^  d\ и d3 ^  d2.
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направленность находится с некоторого момента в множестве А, 
тогда находится с некоторого момента в множестве Л и любая 
ее псевдоподнаправленность.
Определение 2.2. Направленность {R, С} называется надна- 
правленностью направленностей {S, D) и {Т, Е} , если выполня­
ются следующие требования:
1° Направленности {S, D} и {Т, Е} являются псевдоподна- 
правленностями направленности {R, С}, т. е. существуют системы 
отображений {j/V*} ,eJ и {АТ,} где N i: D С и M j: Е-+ С та­
кие, что выполняется требование псевдоподнаправленности.
3° При любых е\ е  Е и d\<= D найдутся си с2 е  С такие, что 
из Nie ^  С\ следует е^е\ и из Mjd ^  с2, следует d\ для лю­
бых i е  I  и j ^  где эти условия выполнены.
З а м е ч а н и е .  Определение псевдоподнаправленности гаран­
тирует, что при любой с С найдется' некоторая i е  / такое, что 
Nie ^  с выполнено при некоторой е е £ ,  т. е. множество
Понятие наднаправленности, а также предложение 2.1 можно 
при помощи индукции обобщить и на произвольное конечное 
число направленностей.
Предложение 2 .1. Для любых двух направленностей най­
дется наднаправленность.
Д о к а з а т е л ь с т в о .  Пусть {S. D} и {Т, Е} — две направ­
ленности. Рассмотрим множества
где D X .E  — декартово произведение направленных множеств
Очевидно С' П С"  = . 0 .  Обозначим С — С' U С", и определим 
в множестве С  направление. Скажем, что (d\, еи X\) ^  (d2, е2, х2), 
где Х\, {1., 2}, тогда и только тогда, когда (dь е{) ^  (d2,e 2) 
в смысле произведений D X E .  Так как D X  Е — направленное 
множество, то направленным будет и множество С. Положим
Покажем, что R и есть наднаправленность направленностей S 
и Т.
Определим отображения Ne и Md:
2° { U N i(D )}U{ U Mi{E)) =  C.
U {Nie: Nie^s с} Ф 0 .
С '=  (DXE, 1) =  {(d, е, 1): (d, е) е D X E }, 
С" =  (D X E , 2) =  {(d, е, 2): (d, е) e=DXE},
D и Е.
если (d, е, х) <= С' 
если (d,re,x) е  С".
Ne:D-+C, Ned= {d ,e , 1)
Md: Е-+С, Mde =  (d,e, 2)
Здесь R ° Ne =  S и R °M d =  T при каждом Ne и Md.
Пусть {di, ei, xj <= С. Тогда найдется d{^ .D  такое, что из 
d ^ d  i следует =  (d, еь 1 ) ^ ( ^ ь еь х). Значит, S — псев- 
доиоднаправленность направленности R. Аналогично и Т яв­
ляется псевдоподнаправленностью направленности R. Пусть, да­
лее, (d, е, х ) е С .  Для конкретности предположим, что х — 1. 
Тогда найдется Ne такое, что Ned — (d, е, 1). Наконец, если 
d\ <= D — произвольная точка и Ned =  (d, е, 1) ^  (du в\, 1), то и 
d ^  di — по определению направления на С. Аналогично прове­
ряется выполнение требования 3° и для Т, что и завершает дока­
зательство.
2. Определение 1.3. Отображение о>, которое ставит в соот­
ветствие каждой l e i  некоторое семейство ых направленностей 
в множестве Xназывается пределом на множестве X, если вы­
полняются следующие условия:
(L’i) При произвольной х <= X и направленном множестве D 
направленность 4 {S, D), где Sd =  х при d <= D, принадлежит
- семейству сох.
(Ь'г) Если S е  (ох, то любая ее псевдоподнаправленность 
R ^  (ох.
(L3) Если S, Т £ ( ох, то и любая их наднаправленность
е  сох.,
Если S e w x , то говорят, что направленность - S сходится 
к точке х по пределу <у. Пара (X, со) называется предельным 
пространством.
Следствие. Если {S, D) <= ых, то и {S', D X E } е  сох, где 
S'(d, е) — Sd при любом направленном множестве Е,
Д о к а з а т е л ь с т в о .  По определению предела {X, Е} е  сох 
при любом Е. Если образовать наднаправлецность S и X  по 
конструкции, приведенной в доказательстве предложении 2 .1, 
то S' является поднаправленностью такой направленности. По 
условию (Ьз)_ такая направленность сходится к х, значит и 
S' е  ых по (Ь2) .
3. Для сравнения полученных пределов с пределами в смыс­
ле Фишера пригодятся следующие два вспомогательных резуль­
тата.
Лемма 1. Если S = { S ,D }  — направленность в множестве 
X, система $ из всех таких подмножеств множества X, где на­
правленность S находится с некоторого момента, есть фильтр.
Д о к а з а т е л ь с т в о .  Пусть F е  $  и A id F. Тогда и А е  g, 
ибо найдется dQ е  D , такая, что {Sd : d ^  do} cz F а  А. Пусть, 
далее,. F , G e g ,  т. e. найдутся du d2^ D  такие, что, 
{Sßf: d ^  d\) cz F и {Sd : d ^  d2} cz G. Множество D направлен­
ное, значит, найдется dz, где d3 ^  d\ и d$ ^  d2.
4 В дальнейшем такая направленность называем просто постоянной 
направленностью и обозначаем через {A, D} или X.
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Тогда {Sc?: d d3} a  F и {Sd : d ^  dz) c= G, откуда 
{Sd : d ^  dz) e  F П G, и, значит, F П G <= 3- Наконец, ни одна 
направленность не может находится в пустом множестве, т. е.
0  9= 5  и $ — фильтр.
Пусть i$ ^F (X )  и D — {(х, F) : х е  F, F e g } .  Положим 
(у, G) ^  (х, F ) , если GczF. Тогда является направлением на 
D, ибо 5 — фильтр. Определим направленность {S,D}, где 
5 (х, F) =  х.
Лемма 2. Фильтр g состоит из тех и только тех множеств, 
где направленность S находится с некоторого момента.
Д о к а з а т е л ь с т в о .  Пусть А — некоторое множество, где S 
находится с некоторого момента, т. е. найдется (х\, Fi) e D  
такая, что {S(*, F) : (х, F) ^  {ati, )} с: Л. По определению на­
правленности S отсюда выводим, что F\CzA, откуда Л e g .  
Пусть, наоборот, Д е ^ ,  Тогда {S(x,F) : (х, F) ^  (*Ь Л)} а  А, 
где Х\ е  А произвольна. В таком случае S находится в множе­
стве А , начиная с места (ди А).
Рассмотрим сейчас отображение 1р, ставящее каждой на­
правленности в соответствие фильтр из всех множеств, где эта 
направленность находится, начиная с некоторого момента. По 
леммам 1 и 2 такое отображение найдется и будет сюръектив- 
ным. Но в общем случае это отображение не инъективно, т. е. 
одному и тому же фильтру может соответствовать несколько 
направленностей.
Предложение 2.2. При 'любом пределе cj отображение 
1р°о) =  г есть предел в смысле Фишера. Таким путем можно 
получить каждый предел Фишера.
Д о к а з а т е л ь с т в о .  1. Покажем, что ° <о == % есть предел 
Фишера.
При любой х е  X и направленном множестве D семейству 
<ох принадлежит {X,D}. Система всех множеств, где X  нахо­
дится . с некоторого момента есть лс-ультрафильтр, т. е. х е  ых 
при любой х б !  и, следовательно, удовлетворено' (Z/2).
Докажем, что если Š е  хх и © ^  g, то и О е а .  Пусть 
S  G  «  и @ ^  g. Значит, найдется 5 е  <ох такая, что гр 0 S =
а) Направленность S встречается часто с любым множеством 
С е ® .  Предположим, наоборот, что найдется множество 
G\ е  @ и S не встречается часто с множеством G\. Тогда S 
находится с некоторого момента в дополнении CGi множества 
G]. А тогда и C G i e ^ c z  ©. Значит, G if|CGi—  0 е  ®, что не­
возможно, ибо © — фильтр.
б) Положим Е =  {(d, G) : d <= D, G e ® ,  S d e G } . Пусть 
(di, Gi) ^  (d2, G2), если d{ ^  d2 и cz G2. Определим отобра­
жение N : E-+D формулой N (d, G) =  d. Тогда T =  S °N  есть 
поднаправленность, которая находится с некоторого момента 
в любом множестве фильтра ® (см. [2], стр. 102). Фильтр & 
состоит из всех множеств, в которых Т находится с некоторого
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момента. Пусть А — произвольное такое множество. Тогда 
найдется (du Gj) <= Е такая, что {Т (d, G) : (d, G)
^  (di, G\)} А. По определению
{T(d,G ) : ( d ,G ) ^ ( d u G i ^ ^ G i .
Рассмотрим множество
F = (A ( )G i) { } { S d :d ^ d 1, S d ^G i).
Тогда {Sd \ d ^  d\) a  F и, значит, F e g e : ® ;  тогда и 
F П Gi == А П Gi е  ©. Так как Af]G iCzA , то получили, что 
А е  © и ip ° Т =  ©. Направленность Т <= сох как поднаправлен- 
ность направленности S. Отсюда и © е т х .
Остается доказать, что $, @ е  тх влечет за собой и 
$ А  ® =  $Г) © е . т*. Если ^  тх, то найдутся направленно­
сти S, J e  ых, где ip° S — и тр°Т =  Щ. Обозначим 
$  — 3 А  ©. Так как ф с  S и §  с  то S и Т находятся с не­
которого момента в любом множестве фильтра ф. Легко убе­
диться, что ф состоит из всех множеств, где S и Т находятся с 
некоторого момента. Действительно, если S и Т находятся с 
некоторого момента в множестве А, то -4 e g  и откуда
А <= ф. Пусть R — наднаправленность для S и Т. Тогда 
R е  о>х и ^ ° / ? е « ,  где фильтр ip °R состоит из всех множеств, 
где R  находится с некоторого момента. Значит, S и Т находятся 
с некоторого момента в каждом множестве фильтра ip°R. Зна­
чит, i p ° R a § ,  откуда по предыдущей части нашего доказатель­
ства ф е  тх и т есть предел в смысле Фишера.
2. Пусть % — произвольный предел в смысле Фишера. При 
любой x g I  положим сох — {S : ip ° S <= тх). Тогда ip ° м =  т. 
Покажем, что m предел. Для этого проверим выполнение усло­
вий (Li), (Lg) и  (L3).
Так как ip°X\— хш при произвольной постоянной направлен­
ности и всегда х‘ е  хх, то каждая постоянная направленность 
X  е  сох, т. е. (L'i). выполнено.
Пусть S е  сох, т. е. найдется фильтр g е  тх, где тр° S =  $. 
Каждая псевдоподнаправленность Т направленности S нахо­
дится с некоторого момента в любом множестве фильтра 
Фильтр 1р°Т  состоит из всех множеств, где направленность Т 
находится с некоторого момента. Значит, ^ ^ i p ° T  и G « .  
А тогда Т е  ых, и, следовательно (L2) имеет место.
Пусть {S,D}, {Т ,Е} е  I(ох, т. е. найдутся фильтры $, ® е  тх, 
где ip ° S =  g и ip°T =  <&. Пусть {R, С} — произвольная надна­
правленность направленностей {S,D} и {Т, Е}. Обозначим 
ф =  g Д  @ е  тх. Пусть А <= ф — произвольное множество. Н а­
правленности S и Т находятся в множестве А с некоторого мо­
мента. Значит, найдется dx^ D  такая, что {Sd : d ^  d{) а  А. 
Так как R °N i =  S при любом i е  /, то получим, что 
{R °Nid : d ^  dx) с—А. По определению наднаправленности най­
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дется Ci е  С такая, что при Nid ^  с{ верно d ^  d{ для каждой
i е  /, для которой это требование имеет смысл. Значит
U {R °N id : Nid^c\)czA.
i<=I
/'
Аналогично найдется с2 такая, что
lj {R о M je: М je ^  с2} а  А .
je/
Так как С — направленное множество, то найдется с3 ^  с{ и 
с ъ ^ с 2. Тогда
H i—  U {R °N id : N i ä ^ c 3}czA,
i^l
Нг=  U {R° Mje\ M je^C s jaA .
Пусть Rc — произвольный элемент множества {Rc'. с ^  с3}. 
По условию 2° в определении 2.2 должен в множествах D или Е 
быть хоть один элемент, отображающийся при отображении не­
которой функцией из семейств { N i ' . i ^ I }  или в 
элемент с.
Для конкретности предположим, что с — Nid. Так как с ^  с3, 
то получим, что R c ^ H i .  Если с — М$е, то Rc <= Н2. Итак, 
{/?с : с ^  с3} ci Н\ U Н2 с: А, и направленность R находится с не­
которого момента в любом множестве фильтра Значит, 
$  а  тр ° R, откуда 'ф ° R е  хх и R е  ojx, что и завершает доказа­
тельство.
4. Определение 2.4. Пусть (X, со) — предельное пространст­
во. Множество А с= X мы называем открытым, если при произ­
вольной х е  А « S e  сох направленность S находится в множест­
ве А с некоторого момента.
Предложение 2.3. Совокупность всех открытых множеств 
при некоторой о), является топологией. Таким образом можно 
определить все топологии множества X.
Д о к а з а т е л ь с т в о .  1. Очевидно X е  ибо все направ­
ленности находятся в множестве X. В пустом множестве не най­
дется ни одного элемента, при котором условие открытого мно­
жества не выполнено. Поэтому можем считать 0  <= Рас­
смотрим произвольную систему открытых множеств 
Пустц к е  М =  U {Mi : i е  /} и S е  <ох. Тогда найдется / е /  
такой, что х е  Mj, и, так как Mj — открытое множество, то S 
находится в множестве Mj с некоторого момента, а тогда и в 
множестве М. Следовательно, М е  Пусть, далее,
М, N <= и М {] N ф  0 .  Пусть х е  М П N и {S, D) е  сох. 
Тогда найдутся du d2 <= D такие, что {Srf : d dx) с= М и 
{Sd: d ^  d2} d  N. Множество D направленное. Значит, найдется 
d3, где d3 ^  di и d3 ^  d2, причем {Sd : d ^  d3\ czM f] N, откуда 
M Л N е  Жш.
39
2. Пусть Ш? — система открытых множеств некоторой топо­
логии в множестве X. При произвольной j c e l  обозначим через 
сох совокупность всех направленностей, которые сходятся к х 
при этой топологии. Легко убедиться, что со — предел. Действи­
тельно, аксиомы (Lj) и (L2) следуют непосредственно из опре­
деления сходимости. Но во второй части доказательства пред­
ложения 2.2 мы показывали, что, если направленности S и Т 
находятся в каком-то множестве с некоторого момента, то на­
ходится с некоторого момента в этом множестве и любая их 
наднаправленность. Значит, если S и Т сходятся к х в топологии 
Ш, тогда сходится к этой точке и любая их наднаправленность. 
Остается доказать, что система ÜDZ совпадает с системой откры­
тых множеств при со. Если М а  90?, тогда М является окрест­
ностью для всех своих точек, и при любых х е  М и S е  сох 
направленность S находится в множестве М с некоторого мо­
мента, т. е. М е  9№ц>. Пусть, наоборот, N е  ЯЯ«. Множество N 
является открытым относительно топологии 3ft тогда и только 
тогда, когда ни одна направленность из CN не сходится к эле­
менту из множества N. А это требование здесь выполнено. Зна­
чит, А/ e l  и Т1 =
Любой предел со определит нам однозначно какую-нибудь 
топологию. Предел со*, при котором сходимость • совпадает со 
сходимостью в этой топологии, называем топологией, соответст­
вующей пределу со.
Определение 2.5. Говорят, что предел со сильнее предела v 
и обозначают v ^  со, если при любой х е  X семейство сох с= vX.
Пусть ы и V — две топологии, а и — соответствую­
щие системы открытых множеств. Пусть id Если x e l  
произвольна и S е  сох, т о при любом М е  где х е  М, 
найдется d0 такая, что {Sd : d ^ d o } c z M ^  А тогда S нахо­
дится с некоторого момента и в каждом N е  где х е  N. 
По определению сходимости в топологии это означает, что 
S e w ,  и сох a  vx. Элемент х был произвольный, значит,
СО ^  V.
Пусть сейчас icox a  vx при каждой х ^  X и М е  Тогда 
при произвольной х е !  и S e w ,  направленность S находится 
в множестве М с некоторого момента. Тогда тем более при 
произвольной Т е  сох. Значит, М е  Шш и 2Ж, а  Мы видим, 
что так определенный порядок согласуется с понятием порядка 
при топологиях.
Предложение 2.4. Пусть со — предел. Тогда со* ^  со, и со* 
является сильнейшей топологией множества X, которая слабее, 
чем со.
Д о к а з а т е л ь с т в о .  1. Пусть л е Х  и {S, D) е  сох. При 
любом М е  äftto, где х е  М, найдется do такая, что {Sc?: d ^  
^  о?о} с  М. Так как 90?т =  9КШ*, то наша направленность схо­
дится и в топологии со*, т. е, S е  <о*х и сох а  со*х.
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2. Пусть v — какая-то топология на множестве X и v ^  со. 
Из условия coxczvx следует, что каждое v-открытое множество 
является со-открытым, или ШУ с= =  Шы*, откуда v ^  со*, что 
и требовалось доказать.
5. Говорят, что предел со удовлетворяет первой аксиоме 
отделимости, если выполнено условие:
(Ti) При любых х ф  у направленность X ф. соу.
Говорят, что предел со удовлетворяет второй аксиоме отде­
лимости, если выполнено условие:
(Т2) При любых х ф у  пересечение сох П (оу — 0 .
Вторая аксиома отделимости гарантирует однозначность пре­
дела направленности. Если выполнена (Г2), то пространство 
(X, (о) называется сепаратным или хаусдорфовым.
Определение 2.6. Пусть со — предел. Точка х называется 
точкой накопления направленности S е  Х°, если найдется под­
направленность Т направленности S такая, что Т е  сох. Множе­
ство всех точек накопления направленности S при некотором 
пределе со обозначим через Ош(5}..
Определение 2.7. Предел со и пространство (Х,со) называ­
ются компактными, если при любых направленном множестве 
D u  S e F  множество « ш(5) ф  0 .  Множество А а  X называется 
компактным, если при любых направленном множестве D и 
S e ^ D найдется х ^ А  такая, что ^ e a w(S).
Предложение 2.5. 1. Если со сепаратен и S <= сох, то «ш(5) =
=  (4-
2. Если V ^  со, то Ov (S) ID Яш (S).
3. Если со компактен и v ^  со, то v компактен.
Д о к а з а т е л ь с т в о .  Пусть со сепаратен и S e w i  Пред­
положим, что найдется у е  (S) и х ф  у. Тогда найдется под­
направленность Т направленности S такая, что Т <= соу. Так как 
Т ge сох как поднаправленность направленности S, то получаем 
противоречие, которое доказывает первое утверждение. Если
V ^  со, то сох с : vx при каждой х. Отсюда следует и второе 
утверждение. Третье утверждение следует непосредственно из 
второго и определения компактности.
6. Определим при произвольном со отображение, которое 
'ставит множеству Л с Х  в соответствие множество с\А следую­
щим образом: точка хес1Л , если найдутся D и S e 4 D такие, 
что j*cE,6Z(o(S); или, что то же самое, лгесМ , если найдутся D 
и направленность Т е  сох f) AD.
Определение 2.8. Множество cl А называется замыканием 
множества А. , Множество А называется замкнитым, если 
с1Л ,== А.
Предложение 2.6. Замыкание обладает следующими свой­
ствами:
1) с1 0  =  0 .
,2) А а  с\А при любом А а Х .
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ч3) Если А а  В, то с\А с= с \В.
4) Если A ,B czX , тогда cl (А р| В) а  с\А П с\В и сМ U сШ =  
=  с\(А{] В).
Д о к а з а т е л ь с т в о .  Свойство 1) тривиально. Если jc e / l , 
то X  ^  AD и X  е  1(ох при любом D, следовательно, х е  с1Л и 
А сс1Л . Если хес1Л,  то найдутся D и S g A b такие, что jcg  
e c t ^ S ) .  Если А с  В, то S е  BD и с!Л с= с\В. Свойство 4) сле­
дует из свойства 3) и ввиду того, что направленность, находясь 
в A U В, встречается часто хоть с одним из множеств А или В.
Предложение 2.7. Множество А замкнуто тогда и только 
тогда, когда СА открыто.
Д о к а з а т е л ь с т в о .  1. Пусть А замкнуто и х е С Л .  Тогда 
л:<^с1Л, т. е. не найдется направленности S g / I ®  такой, что 
xGöffl(S). Тем более не найдется направленности S g ^ d такой, 
что S g ö x .  А это значит, что любая направленность, которая 
сходится к точке я, находится с некоторого момента в множестве
04, т. е. С4 открыто.
2. Пусть С4 открыто и хес1Л . Предположим, что х ф А ,  
т. е. х ^ С А .  Множество СА открыто, значит, если S g  й.х, то 5 
находится в С/1 с некоторого момента. А тогда нельзя найти 
направленности S g / I ®  такой, что J(Ga,„(S), и, значит, x ^ c lA ,  
откуда получаем противоречие. Следовательно, c\AczA, отно­
шение A a  cl А всегда верно, значит. с1.4 =  А и А замкнуто. 
Легко убедиться, что если со удовлетворяет аксиоме отделимо­
сти (Ti), то множество {х} замкнуто. Действительно, если 
У =  с1{*} И X Ф  у, ТО г/G  «со д а ,  откуда X  <= оу.
Предложение 2.8. В компактном предельном пространстве 
каждое замкнутое множество компактно.
В сепаратном предельном пространстве каждое компактное 
множество замкнуто.
Д о к а з а т е л ь с т в о .  Пусть (Х,со) компактно и A cz X 
замкнуто. Так как аы( 8 ) ф 0  при любом D и S g P ,  то  и 
aw(S)=7^0 при S ^ A D. Значит, найдутся x g I  и  поднаправ- 
ленность Т направленности S такие, что Т е  сох, и, так как А 
замкнуто, то х ^ А .
Пусть (Х,(о) сепаратно и А с= X компактно. Если S g  <4p, то  
найдется у G  А такая, что «/G ao)(S). Пусть теперь S g  ои и 
S g ^ d, т . е. xgcL4. Тогда (S) =  {х} (по предложению 2.5), 
значит, х =  у и x g A ,  откуда А замкнуто.
Определение 2.9. Пусть (X, &>) — предельное пространство 
и А а  X. Индуцированным пределом на А мы называем отобра­
жение (oa, определяемое для произвольного х ^ А  равенством-. 
се> .^х= {{S, D) : Sd <= А, d^D\  S<=üu}.
Если направленность {5,/)} такова, что { S d : d ^ D } a A ,  
то и при любой ее псевдоподнаправленности {Т, Е} имеем 
{Те: е е  Е) а  А, т. е. Т & Л £. Если S g /1 d и Т е Л Е, то и лю­
бая их наднаправленность {R, С} g /1 c. Значит, соа действи­
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тельно является пределом. Непосредственно из определений 
видно, что, если х ^ А ,  то «ылхаых
Определение 2.10. Пусть {Х,ы) — предельное пространство. 
Множество А с= X называется всюду плотным в пространстве X , 
если cl А =  X.
§ 3. Непрерывные отображения
1. Пусть X и Y — произвольные множества и <р : X-*- Y. Если 
S — направленность, то и <p°S — направленность через то же 
самое направленное множество.
Определение 3.1. Пусть (Х,<о) и (Y,v) — два предельных 
пространства. Отображение cp\X-+Y называется непрерывным 
в точке х ее. X, если tipu произвольной S <= ых направленность 
<р ° S е  v(p{x). Если <р непрерывно в каждой точке к е Л ,  то <р 
называем непрерывным на множестве А. Если А =  X, то ср на­
зываем непрерывным.
Предложение 3.1. Пусть {Х,,ы), (У, v) и {Z,p.) — предель­
ные пространства, отображение у .  (X, (У, у) непрерывно в 
точке х е  X и отображение х '■ (У, v) -> (Z, и) непрерывно в точке 
<р{х). Тогда непрерывно в точке х.
Д о к а з а т е л ь с т в о .  Если y°S^v<p{x) при произвольной 
S е  ых и %°Трх{<р{х)) при произвольной Г е ^ ( л ) ,  то 
X°<p°S G  /лх(ф(х)) ПРИ произвольной S Е  ых.
Следствие. Композиция двух непрерывных отображений есть 
непрерывное отображение.
Предложение 3.2. Пусть {Х,ы) и (Y,v) — предельные про­
странства. Если (р: X-+Y — непрерывное отображение, то при 
произвольной S €= XD и i e ö B(S) точка iр(х) ^ .a v((p°S).
Д о к а з а т е л ь с т в о .  Если х е  а т (S), то найдется подна- 
иравленность Т <= ых и, значит, cp°T^vcp(x). Направленность 
(р°Т является поднаправленностью направленности cp°S и, зна­
чит, (р{х) e a v(^°S).
Следствие. Если (Х, ы) компактно и (р: (Х,ы) -> (У, v) не­
прерывно, то (<р(Х), Vtp(X)) компактно.
Предложение 3.3. Пусть <р и х — два непрерывных отобра­
жения из пространства (Х,ы) в сепаратное пространство (У, г>). 
Если <р{х) =  х(х) на всюду плотном подмножестве А простран­
ства X, то <р =  х-
Д о к а з а т е л ь с т в о .  Пусть х е  X, т. е. х <= сЬ4. Тогда най­
дутся D и S е  AD такие, что S &ш ;. Отображения <р и х непре­
рывны, значит, <р°S <=: ыкр(х), и На множестве А 
отображения <р и % равны, значит, <p°S—  %°S. Предел v сепара­
тен, откуда <р{х) =  х(х ). Ввиду произвольности х отображение 
<Р =  ,Х-
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Предложение 3.4. Пусть (X, w) и (У, v) — предельные про­
странства и <р : (Х, о о ) (Y,v) — непрерывное отображение. 
Если М d  Y открыто в пространстве У, то прообраз <р~х (М) от­
крыт в пространстве X.
Д о к а з а т е л ь с т в о .  Пусть x ^ q r l (M) и S <= сох. Тогда 
<(p{x)^ L М и ввиду непрерывности ^  направленность <p°S <=v<p(x). 
Множество М открыто, значит, направленность <p°S находится 
в множестве М с некоторого момента. Тогда направленность S 
находится в множестве ф~х(М) с того же момента.
Определение 3.2. Пусть (Х ,о) и (У,v) — предельные про­
странства и <р : А' Y. Отображение ср называется изоморфизмом 
пространств (X, со) и (У, v), если ср биективно, причем <р и ср~х 
непрерывны. Предельные пространства, между которыми можно 
построить изоморфизм, называются изоморфными.
2 . Пусть (Xi,<Oi)i(BI — семейство предельных пространств, 
X — некоторое непустое множество и отображения <pi\ Х-+Х{.
Д Л Я  ПРОИЗВОЛЬНОЙ Х ^Х  ПОЛОЖИМ I jOX= {S\<Pi° S^COiCpi(x) , te /} .
Лемма. Отображение со — слабейший предел, при котором 
все отображения cpi непрерывны.
Д о к а з а т е л ь с т в о .  1. Покажем, что со есть предел. Для 
произвольного индекса i 'e  / направленность X i ge coiXi при про­
извольной Xi и образ постоянной направленности — постоянная 
направленность. Поэтому Х ^ со х . Пусть S ^  сох, т. е. <p i°S <= 
Ей)i<pi{x). Если направленность Т является псевдоподнаправ- 
ленностью направленности S, то и xpi-T является псевдоподна- 
правленностью направленности <pi°S. Значит, f  ' I ’ 
для каждого индекса i е  /, откуда Т е  сох. Пусть S ,jT g  сох, т . е. 
<pi°S е  (jOi<pi(x) и cpi ° Т o)i(pi(*) • Если R — наднаправленность 
S и Т, тогда <pi°R является наднаправленностью <q>i°S и 
ибо при отображении направленностей свойства, зависящие от 
направленных множеств, не изменяются. Значит, (pi°R е  coi(pi(x) 
для любого i е  I, откуда R е ш  и со действительно есть предел.
2. По определению предела оо все отображения <pi непре­
рывны. Пусть V — некоторый другой такой предел. Если S e w ,  
то <cpi ° S е  coicpi (я) для любого i e / .  Значит, S е  сох и vxczcox, 
что и завершает доказательство.
Рассмотрим семейство предельных пространств (Xi>Wi).e I . 
Пусть X ПА*. Канонические проекции обозначим через я  и
Определение 3.3. Слабейший предел со на множестве X, при 
котором все канонические проекции непрерывны, называется 
произведением пределов сл. Предельное пространство (Är, со) =  
=  П (Xi, coi) называется произведением пространств (Xi, он).
Предложение 3.5. Пусть (У, v) — предельное пространство 
и (X, со) =  П (Xi, ал). Отображение cp-.Y-^X непрерывно в точке 
у е  У тогда и только тогда, когда все отображения qn =  m c(p 
являются непрерывными в точке у, где .ф,;: У — Х{.
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Д о к а з а т е л ь с т в о .  Необходимость следует из предложе­
ния 3.1. Пусть все I(pi непрерывны в точке у, и пусть S<=vy. 
Тогда (pi ° S :=  S ge (üi'(pi (у) (<р(у)) для любого / е / .
По определению предела о) направленность <р ° S ^  охр (у) и ср 
непрерывно.
Предложение 3.6. Пусть (Xi, а>*) .eJ — семейство предельных
пространств. Произведение П (Хи а>г) сепаратно тогда и только 
тогда, когда все пространства (Х{,ол) являются сепаратными.
Д о к а з а т е л ь с т в о .  Д о с т а т о ч н о с т ь .  Пусть S е= а>х 
и S е  щ , где х — {**} и у — {yi}. Тогда найдется хоть один 
индекс / е /  такой, что Х}Фу}. А тогда и
пространство {Х^щ) не сепаратно.
Н е о б х о д и м о с т ь .  Пусть {Sj, D} е  ojjXj П щУь где Xj ф  у j. 
Определим направленности {Si,D} =  {Xi,D} для всех i e /  при 
/ ' ^ / .  Рассмотрим направленность S, где jii°S  =  Si для каж­
дого индекса / е / .  Тогда по определению предела <о направлен­
ность S^oox, где х — {х{}, и S ^ w y ,  где у — {у{} и yi — Xi 
при i Ф  /, а у )Ф Х у  Значит, пространство (Х, си) не сепаратно.
3. Лемма. Пусть (X, <у) — предельное пространство, У — 
некоторое непустое множество и ( p :X ^ Y  — сюръективное. 
Тогда на множестве У существует сильнейший предел, для кото­
рого (р непрерывно.
Д о к а з а т е л ь с т в о .  Для любой г/е У положим
v'y— {Т : Ix  е  X, S е  сох, ср(х)— у, (p°S— T}.
Так как {Y,D} =  (<p-X,D) и {X,D} е ш ,  направленность 
У е  v'y. Дополним семейство v'y так, чтобы получился предел. 
Для этого нужно в v'y добавить наднаправленности всевозмож­
ных конечных наборов направленностей из v'y и их псевдопод­
направленности. В результате получим предел v. Отображение 
(р: (Х,м) -> (У,v) непрерывно. Пусть \i — какой-то другой такой 
предел, т. е. для любой х е  X и S^<ox  направленность ^ S e  
^ц<р(х). Семейство рьср(х) содержит и все псевдоподнаправлен­
ности и наднаправленности конечных наборов направленностей 
типа (p°S, где S е д а . Предел v состоит только из таких направ­
ленностей. Следовательно, щр(х) а  (г<р(х), и, учитывая сюръек- 
тивность (р, получим ß что и требовалось доказать.
Пусть (X, (о) — предельное пространство и g — отношение 
эквивалентности на множестве X. Множество всех классов экви­
валентности обозначим через X<Jq\ класс, который соответствует 
элементу х обозначим через хр, а канонические отображение 
через ур, где ур :X-+XJg и ур(х) — хр
Определение 3.4. Сильнейший предел на множестве XJg, для 
которого ур непрерывно, называется факторпределом сор предела 
ы по отношению эквивалентности д. Пространства (XJg, wp), 
называется факторпространством пространства (X , со).
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Предложение 3.7. Пусть (X, со) и (Y,v) — предельные прост­
ранства, (Хр, <ор) — факторпространство пространства (X ы ) .  
Пусть ур — каноническое отображение и %:X/g-+Y. Отобра­
ние х непрерывно тогда и только тогда, когда ц> =  х°Ур непре­
рывно.
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь  следует из 
предложения 3.1.
Д о с т а т о ч н о с т ь .  Пусть кр непрерывно, т. е. при произ­
вольной х е Х  и направленность f S e v ip ( x ) ,  где 
<р(х) — xiVei*))- Мы должны показать, что если Sp e*/>pxp, то  
Х° Sp<=y%(xр) =  vx(yp{x)) ■ Если S.o е  щ хр, то существует ко­
нечная система {7\} направленностей Tk е  [}{соу : у <= яр} при 
любом k — 1, 2, . . .  , я, такая, что Sp — псевдоподнаправлен- 
ность наднаправленности направленностей ур ° Th, при 
k — 1, 2, . . .  п. А тогда и х°$р  является псевдоподнаправлен- 
ностью наднаправленности направленностей х°Ур°Ть, при 
k — \, 2, . . .  п. Отображение щ =  х°То непрерывно и 
<Р(У) =  <р(х) при любой уеЕхр, значит, x°7p°Tk^vx(Vß{x)) 
при k =  1, 2 , . . .  п, а так как v есть предел, отсюда выводим, 
что £°Sp е  vx{Vp(x)) = v % (xi)), что и требовалось доказать.
§ 4. Предельные группы
1. Пусть X — группа, т. е. множество, наделенное группо­
выми операциями о : X У( X —> X и д:Х-+Х, где а(х,у) = х - у  
и õ (х) =  х~1. Если {S, D) — направленность, то и ö°S  — на­
правленность через направленное множество D. Эту направлен­
ность обозначим через [S]-1 и называем обратной направлен­
ностью направленности S/Если S и Т — направленности через 
направленное множество D , то {S X  Т, D X  D) — направлен­
ность S X  ^  : D X  D ^yX  X  X. Рассмотрим поднаправленность 
направленности S X  Т, определяемую формулой (S X  Т) где 
N : D-+D X  D и Nd =  (d, d) . Тогда о ° (S X  ^ ) °N является на­
правленностью D-+X. Эту направленность называем произведе­
нием направленностей S и Т и обозначим S * Т. Легко убедить­
ся, что если е — единица группы X и Е — направленность 
{Е, D), где Ed — е для любой d е  D, то [S] -1 * S =  Е, также 
S * Е =  S и [Е]-' =  Е.
Определение 4.1. Множество X называется предельной груп­
пой, если X — группа и одновременно предельное пространство, 
а операции группы а\ Ху^Х-*Х и д\Х-+Х непрерывны. Если 
предел со удовлетворяет этому требованию, то со называется 
допустимым в группе X.
Непрерывность операции а означает, что если (х, у) е  X X  X 
и {S,D} (= <о(х,у), то o°S  г/) =  со{х • у). По определе­
нию предела произведения S^xo (x ,y ) тогда и только тогда,
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если координатные направленности S\^<ox и S2 G  иг/. Значит, 
о непрерывно тогда и только тогда, когда из S g  сох и Г G  соу 
следует S *  Т е  <со (х • у) или сох * соу а  со (х -у), где сох * соу =  
=  {S * Г : S <= *сох, Т е  иг/}. Непрерывность d означает, что 
[ш :] -1 с: о)Х~\ где [ш .]-1 =  {[S]“1: S е  сох).
Пусть ü g I  Определим операторы сдвига а(х) — о-х, 
'а-1 (х) — х ■ а~К Произведение однозначно и непрерывно. По­
этому операторы сдвига являются изоморфизмами предельного 
пространства {Х,оо). Бели предел со допустимый, то S е  сое 
тогда и только тогда, когда а ° S ^  со(а • е), и, значит, если нам 
даны направленности, которые сходятся в точке е, то мы 
знаем и направленности, сходящиеся к любой точке. В дальней­
шем будем a°S  и 'a~l °S обозначать просто через a-S и S .a r 1. 
Из непрерывности оператора сдвига получим, что а - {ых) ,а~х с: 
cz (о (а • х . а-1) , где а • (сох) • а -1 =  {а • S • аг1 : S е  оох).
Предложение 4.1. Пусть дано семейство направленностей сое, 
которое удовлетворяет аксиомам (Li) — (L3). Если выполнены 
условия.
1° сое * сое а  сое,
2° [we] - 1 с= сое,
3° а («е) а -1 cz сое при произвольной а<=Х, 
то существует один и только один допустимый предел со такой, 
что ое является семейством направленностей, сходящееся к е 
относительно этого предела.
Д о к а з а т е л ь с т в о .  Условия Г —3°, как мы видели, необ­
ходимы. Если такой предел со найдется, тогда он единственный, 
ибо сдвиг является изоморфизмом. Остается доказать существо­
вание такого предела. Положим при х е  X семейство направ­
ленностей сох =  х • сое. Очевидно, со есть предел. Действительно, 
х • Е =  X, значит, X  е  сох, а аксиомы (L2) и (L3) используют 
только свойства направленных множеств, которые при отобра­
жении не изменяются. Покажем, что со допустим. Во-первых, 
отметим, что [х • S ]-1 =  [S]-1 • х~\ так как для произвольной 
d ^ D  верно ([х • — (<5°x°S)d =  (я • Sdy-1 =  ScH «лг-1 =
— ('х-1 °ö °S )d .=  ([S ] - 1 • x~x)d. Пусть [S]“ 1 e  [w*]-1, т. e. 
S g w x  и r ' - S e w e  по определению предела со. А тогда 
[лг1 • S ] -1 =  [S] - 1 • х е  [сое~\~х а  сое, ввиду 2°. По условию 3° 
имеем х-[S]“ 1 -х-х-1 =  х-[-SJt1 е  сое, а по определению пре­
дела со получим х~ 1 х[5 ]_1 .=  [S] -1 £Е сох~{. Значит, [сох]-' CZ 
с: сохтх и операция б непрерывна. Пусть {S, D} g ö x  и 
(ТЛ)> е  соу. Тогда r ’ - S e  сое и у~1 • Г е  сое. Из условия 3° 
выводим у • у~1 ‘ Ту~1 е  сое, т. е. Т • у~х е  сое. Из условия 1° вы­
текает х~х • S * Т • у-1 е  сое, и, наконец, у~х • х~х • S * Т • у~] ■ у =  
=  у~х • х~] S * Т е  сое по условию 3°. Из определения со получим, 
что х ■ у - у~х • х~х • S * Т =  S * Т е  о  (х • у) , откуда сох * соу с= 
cz со (х • у ), и операция о непрерывна, что и завершает наше до­
казательство.
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2. Предложение 4.2. Замыкание произвольной подгруппы 
предельной группы (X, со) является подгруппой.
Д о к а з а т е л ь с т в о .  Пусть Н  — подгруппа предельной 
группы (X , со). По определению замыкания 2.8 элемент х е  clН 
тогда и только тогда, когда найдутся D и S е  сох f| HD. Нам 
нужно показать, что если х е  clН, то и х~1 е  сШ, и, если 
х, у е  dH , то и Х ‘ уе=с\Н. Пусть x e c lЯ, т. е. найдутся D и 
S ^ o jx f] H D. Так как Я  — подгруппа, и [S] -1 <= HD. Опера­
ция 0 непрерывна. Значит, [S] -1 е  шх~\ откуда х^1 е  clЯ. 
Пусть дальше х, у ^  dH . По определению найдутся D и S e  
\^(oxf]HD, аналогично Е и Т ^  шу(]НЕ. Рассматривая эти на­
правленности через направленное множество D X  Е как в след­
ствии из определения предела, получим {S', D X E )  е  сох П HDXE 
и {Т', D X  Е} е  соу П HDXE. Тогда и S '*  Т' е  HDXE, и в силу не­
прерывности а, получим S' *Т ' е  со(х • у) , откуда х-*/ес1Я, что' 
t и требовалось доказать.
Следствие. Если N — нормальный делитель, то и dN  — нор­
мальный делитель.
Д о к а з а т е л ь с т в о .  В силу предложения 4.2, замыкание 
dN  — подгруппа. Остается показать, что х • dN  • х~1 сz dN  при 
произвольной л е Х  Пусть у е  dN, тогда найдутся D и S e  
^.coyf)ND. Направленность x-S-x_1e /V D, так как N есть нор­
мальный делитель. Предел со допустим, значит, x*S*x-1e  
<= <у(х-г/-х-1), откуда x ^ - r 'e c l iV ,  и, в силу произвольности 
y ^ N  и х е Х ,  получаем, что х • dN  • x~l е  dN.
Предложение 4.3. Допустимый предел со на группе X являет­
ся сепаратным тогда и только тогда, если множество {е} замк­
нуто.
Д о к а з а т е л ь с т в о .  Необходимость условий очевидна (см.
§  1, п. 6 ). Пусть со не сепаратен. Тогда найдутся х, г/<=Л , где 
х ф  у, и S е  сох П (оу. Следовательно, [S] -1 е  сох~1 и S * [S] -1 е  
еси(г/-х-1), где у-х~хФ е .  Так как S * [ S ]_1 =  £ ’ и Е е  {e}D 
для любого направленного множества D, то г/’ Х- 'есЦ е} и, 
значит, {е} не замкнуто.
Следствие. В предельной группе аксиомы отделимости (Ti) 
и (Т2) совпадают.
3. Если N — нормальный делитель в группе X, го смежные 
классы x-N по этому делителю образуют факторгруппу X/N 
группы X. Единицей факторгруппы является N , обратным эле­
ментом класса х • N — класс хтXN, а произведением классов х • N 
и y-N — класс (x-y)N. Каноническое отображение yN : X X/N 
сопоставляет каждому элементу тот класс, где этот элемент со­
держится. Обозначим yN(x) =  xN.
Предложение 4.4. Пусть N — нормальный делитель предель­
ной группы (Х,,со). Тогда факторпредел является допустимым в 
факторгруппе X/N.
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Д о к а з а т е л ь с т в о .  Нам надо доказать, что операции 
группы являются непрерывными в факторгруппе. Пусть ön и 
On — соответственные операции. Рассмотрим элемент 
(Ö n  ° }>n ) ( * )  =  Õn (X n )! =  ( * jv ) _1 =  ( * л -1) =  Vn ( x ~ ]) =  (у м  ° б )  (л :), 
т. е. уыа6 =  õn°Vn. Так как yN и õ непрерывны, то и ÕN°yN не­
прерывны и по предложению 3.7 операция ön непрерывна. Ана­
логично доказывается, что и а N непрерывна.
Предложение 4.5. Пусть (Х, ^ )  — предельная группа и N — 
ее нормальный делитель. Пространство (X/N, tpN) сепаратно 
тогда и только тогда, когда N замкнуто в пространстве {Х,о).
Д о к а з а т е л ь с т в о .  Если (XfN, wn) сепаратно, то {eN} 
замкнуто в пространстве (XjN, ü)n) по определению 4.3. Значит, 
и его прообраз ^у-1 (eN) =  N по предложению 3.4 замкнут в 
пространстве (Х,хо).
Пусть (XJN, con) не сепаратно, т. е. {е^} не замкнуто. Тогда 
существует *jvEcl{ejv} и xN Ф  eN. Следовательно, {EN, D} е  
е  o)xxN и найдется система направленностей {7\} при 
k =  1, . . . ,  п, где En является псевдоподнаправленностью над­
направленности направленностей yN°Tk при k =  1, . . . ,  п. В та­
ком случае найдется хоть один индекс / такой, что En — псевдо- 
поднаправленность направленности ум0 Ти где T i^  cjx и улг(*) =  
=  Xn. Следовательно, найдется псевдоподнаправленность R на­
правленности Ti, такая, что ум0 R =  EN, т. е. R находится в мно­




1. Б у р  б а к и  H., Общая топология. Топологические группы. Числа и свя­
занные с ними группы и пространства. Москва, 1969.
2. К е л л и  Дж. Л., Общая топология. Москва, 1968.
3. К у р а т о в с к и й  К-, Топология, т. 1. Москва, 1966.
4. D о 1 с h е г, М., Topologie е strutture di convergenza. Ann. Scuola norm.
super. Pisa. Sei. fis. e mat., 1960, 14, № 1, 63—92.
5. D u d l e y ,  R. M., On sequential convergence. Trans. Amer. Math. Soc.,
1964, 112, № 3, 483—507.
6. F i s c h e r ,  H. R., Limesräume. Math. Ann.. 1959. 137, 269—303.
7. К a t e t о v, М., Convergence structures. Gen. topol. and Relat. Mod. Anal.
and Algebra, v. 2. Prague, 1967, 207—216.
8. Ken t ,  D. C., A note on pretopologies. Fundam. math., 1968, 62, № 1,
95— 100.
9. К i s у n s k i, J. Convergence du type L. Colloq. math. 1960, 7, № 2,
205—211.
10. T a y l o r ,  W., Convergence in relational structures. Math. Ann., 1970, 
186, № 3, 215—227.
Поступило 
6 III 1973
4 Труды по математике и механике X IV  ' a q
KOONDUVUS SUUNATUD PEREDE ABIL
T. Kelder
Resümee
Fischer [6] defineeris koonduvuse aksiomaatiliselt, kasutades selleks filt­
reid. Käesolevas töös on koonduvuse defineerimiseks kasutatud suunatud pere­
sid. Eesmärgiks on olnud saada koonduvuse mõiste, mis oleks võrdlemisi 
lähedane Fischeri poolt antud koonduvuse mõistele. Teises paragrahvis definee­
ritakse koonduvus hulgas X erilise kujutuse — piiri abil, võrreldakse saadud 
koonduvust koonduvusega Fischeri mõttes ja topoloogilise koonduvusega, 
antakse rida topoloogilisi mõisteid. Kolmandas kasutatakse saadud koonduvust 
pideva kujutuse defineerimiseks. Viimases paragrahvis vaadeldakse piirstruk- 
tuuri rühmas.
KONVERGENZBEGRIFF MIT DEN VERALLGEMEINERTEN FOLGEN
T. Kelder
Z u s a m m e n f a s s u n g
Fischer [6] hatte den Konvergenzbegriff durch Filtern aksiomatisch defi­
niert. Im vorliegenden Artikel wird es aber mit verallgemeinerten Folgen 
gemacht. Das Ziel des Artikels ist das Bekommen eines solchen Konvergenzbe­
griffes, der möglichst dem Konvergenzbegriff Fischers ähnlich ist. In der Arbeit 
führt man den Begriff der Konvergenz in die Menge X mit Hilfe einer spe­
ziellen Abbildung, die Limitierung heißt, ein. Weiter wird dieser Konvergenz­
begriff mit dem Konvergenzbegriff Fischers und mit dem topologischen Kon­
vergenzbegriff verglichen, einige Begriffe und Sätze der Topologie auf die 
Limitierungen übergetragen und der Begriff der stetigen Abbildung durch 
Limesräumen untersucht. Zum Schluß untersucht man die limitierte Gruppe.
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О СТРОЕНИИ ФОКАЛЬНЫХ ПОВЕРХНОСТЕЙ  
КОНГРУЭНЦИЙ СИМПЛЕКТИЧЕСКИХ 2т-ПЛОСКОСТЕЙ 
СО СПЕЦИАЛЬНЫМИ ВНУТРЕННИМИ связностями
А. Парринг
Кафедра алгебры и геометрии
Настоящая статья является продолжением статьи [3]. Рас­
сматривается тот частный случай а-параметрического семейства 
симплектических 2га-плоскостей в аффинно-симплектическом 
пространстве Sp2n, когда а + 2т  =  2п. В этом случае семейство 
принято называть конгруэнцией. Фокальные точки конгруэнции 
образуют на каждой ее плоскости а алгебраическую гиперпо­
верхность 2 (п — т)-го порядка, которая называется фокальной 
поверхностью. Мы будем ее обозначать здесь через Ф(а) или 
просто Ф. В данной статье исследуется строение поверхности 
Ф(а) у некоторых классов конгруэнций, внутренняя связность 
которых обладает некоторыми специальными свойствами. Эти 
свойства описываются с помощью вектор-формы Qm кручения 
внутренней связности. Заметим, что аналогичные вопросы в слу­
чае конгруэнции плоскостей в евклидовом пространстве рассмат­
ривались в [1]. В качестве вспомогательного образа там было 
введено понятие индикатрисы конгруэнции 1(М,Х) для фикси­
рованной пары точек, где М  начало репера. В [3] понятия век­
тор-формы кручения и индикатрисы конгруэнции обобщены на 
случаи конгруэнции симплектических 2т-плоскостей в аффинно- 
симплектическом пространстве Sp2a. Их определения будут и 
здесь повторены. Главное внимание уделяется ниже изучению 
строения фокальной поверхности при помощи их. Полученные 
результаты сформулированы в виде теорем 1—4.
§ 1. Предварительные понятия
1. Аффинно-симплектическим пространством SpN называется 
аффинное пространство AN с регулярной кососимметрической 
метрикой,' которую можно задать матрицей G =  ||gjK| 
(/, /С, . . .  — 1, . . . ,  N) . Из регулярности метрики, т. е. del G Ф  О,
51
G = (1.3)
вытекает, что dim SpN — 2n. Метрика удовлетворяет уравнениям 
инвариантности
dgjK =  gLK(0LJ-\-gjLÜ)LK■ (1.1)
Если учитывать (1.1) в формулах перемещения репера 
dAl=o)Jej, dej =  o)KjeK 
и в структурных уравнениях
do)J =  (oK Д  (oj k , d(oJK =  (oLK Д  (t)JL (1-2 )
аффинного пространства А2п, то получаются соответствующие 
формулы симплектического пространства Sp2n. Группу симплек- 
тических движений, т. е. группу автоморфизмов пространства 
Sp2n, обозначим Т2п *Sp(G ), где Т*.г — векторная группа пере­
носов начала репера, a Sp(G) — {A IА е  GL(2n.rR ), G =  ATGA} — 
симплектическая группа. Часто матрица G задается в виде
О Е 
-Е О
где £  и 0 соответственно единичная и нулевая матрицы поряд­
ков п. Реперы, относительно которых G имеет вид (1.3)."назы­
ваются симплектическими. Симплектическую группу Sp(G) при 
выполнении (1.3) обозначим через Sp. В этом случае элемент 
со — \>ooj k \ алгебры Ли 'Sp группы Sp удовлетворяет условию 
m^G =  (o)TG)T, где Т — знак транспонирования. Это следует 
из (1.1). Следовательно, со имеет следующую структуру
. ■ i h  “ t i l . -  - (1.4)
С03 —О)11 11
,где сои .с02, о>з — матрицы порядков п, из которых (02 и m  сим­
метричны. ' (
2. Пусть в Sp2n задано я-параметрическое семейство сим- 
плектических 2т-плоскостей; оно представляет собой а-мерное 
дифференцируемое подмногообразие Ва(2т,2п) в соответствую­
щем грассмановом многообразии. Если {д\ . . . ,  öa} — элемент 
расслоения касательных кобазисов на Ва{2т,2п), то
dd*=Q*/\6%  ( « , & . . . =  1, . . . ,  а). (1.5)
Рассмотрим наше семейство как расслоение, слоями которого 
являются симплекгические 2т-плоскости семейства, и базой 
Ва (2т, 2п). В этом расслоении при помощи ортогональных до­
полнений к слоям естественным образом возникает внутренняя 
связность. Возьмем в Sp2n репер {М\ eh , е2т, «Wh, .. •, е2п}, 
так чтобы М, е\, . . . ,  е2т принадлежали слою, a e2m+i, . ■ ■, е2п 
были ортогональны к слою. Относительно такого репера матрица 
метрического тензора имеет вид
Gi О
О 02
где G] и G2 — регулярные матрицы соответственно порядков 2т
G
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и 2 (п — т ). Условия инвариантности метрики (1.1) имеют те­
перь вид
d g i j = =  SkjCO^i^-gikCO^j,
d g p q  =  g rq (t )rp -\ ~ gp r(i)Tq, (1-6 )
g  p q (0 P i~ { - g  ijO )iq  =  0 ,
где i,j, . . .  =  1, . . . ,  2m; p, q, . . .  =  2rn + 1, . . . ,  2п. Слой рас­
слоения в Sp2n выделяется уравнениями о)р =  0 и (opi =  0 . Сле­
довательно,
(i)v = A paß<x, (17)
(0Рг =  ЛРга&а. (1-8 )
Из (1.2) при помощи (1.7) и (1.8) получим 
С1(0{ =  й)1 Д





Ql =  0)p Д  {огР= —  Т1аф а Д  00, 




Из уравнений (1.9) следует, что в рассматриваемом расслое­
нии возникает связность, называемая его внутренней связностью, 
а формы ü\ Q'i являются формами кручения и кривизны этой 
связности. Здесь 2-форма кривизны О =  H^jH удовлетворяет 
соотношению
GlQ = ( G iQ )T.
При переносе начала репера М  в новую точку слоя 2-формы 
Ü 1 и fi'j преобразуются. Далее, придется пользоваться только 
законом преобразования Ql\
'Qi= Q i-\-x^Qij, (1.11)
а также вектор-формой кручения QM — Wei.
Точка Х —-М + xlei в некоторой 2т-плоскости а е  Ва(2т, 2п) 
конгруэнции называется фокусом, если dX  принадлежит к пло­
скости а. Координаты х1 фокуса X  удовлетворяют системе
(ЛРа+Х^ЛРга)6*=0. (1.12)
Направления, найденные из системы, называются фокальными 
направлениями. Множество всех фокусов называется фокальной 
поверхностью, мы обозначим ее через Ф (а ) или Ф.
53
§ 2. Фокальная поверхность и индикатриса конгруэнции
1. Далее, мы будем исследовать семейство симплектических 
2 т-плоскостей в Sp2n в том частном случае, когда размерностью 
базисного многообразия Ва{2т,2п) является 2 (п — т ). В этом 
случае семейство, следуя [6 ], называется конгруэнцией. Так как 
индексы ц, ß, . . .  и р, q, . . .  пробегают здесь одинаковые множе­
ства значений, то их можно отождествить. Далее, вместо a,ß, ... 
всегда пишем р, q, . . .  . Если начало репера М не находится на 
фокальной поверхности, то из (1.12) следует det ||Лрд| ф  0 . 
Этого всегда можно добиться, потому что при переносе начала 
репера из точки М  в точку М' =  М  -j- х*в{, величины АРд пре­
образуются следующим образом:
rAPq= A  Pq+XiAPiq,
и 'ЛРд =  0 оказалось бы тождеством относительно х{ только 
тогда, когда APqi= A P iq =  0 , что в случае конгруэнции невоз­
можно. На основании (1.7) мы можем формы 6р заменить фор­
мами о)Р. В этом случае у нас Apq — õpq. После однократного 
продолжения уравнений (1.8) получим
VAPiq= —APirArjq(oi+APiqr(or, (2.1)
где Ар . =  0 .l [ qr ]
Здесь мы использовали обозначение
V A P iq =  dA Piq —  A Pjq( D h - A P irojrq-{-Asi qo)Ps. (2.2)
Далее, мы будем символ V применять и в других аналогичных 
случаях,, каждый раз явно не выписывая соответствующее вы­
ражение, являющее аналогом к (2.2). Например, соотношения 
(1.6) пишутся в виде Vgij =  0 и =  0. Из (2.1) следует,
что величины Apiq при закрепленном начале репера составляют 
тензор. Система (1.12) для определения фокального направле­
ния, соответствующего фокусу X  =  М -f- %г'е;, имеет теперь вид
(ÕPq+APjqXi) 0)4 =  0.
Итак, необходимым и достаточным ус'ловием существования фо­
кального направления является
- det \\öPq-\-APjqxi||=0. (2.3)
Таким образом, у нас получено уравнение фокальной поверхно­
сти Ф.
2. Фиксируем в каждой плоскости конгруэнции две точки: 
начало репера М  и еще одну (при этом любую) точку X  =  
=  М -|- x{ei, которые описывают гладкие поверхности локальных 
сечений расслоения. Тогда должно быть dM =  dX =  0 (m od«p). 
Так как
dM^o^i-^ojPep,
d X =  ((Уг-[- Vx*) в г-|- {(1>Р-\-Х*й)Р{) €р,
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то это значит, что о){ =  V  х1 =  0 (mod,a)p) . Для этой фиксиро­
ванной пары точек (М ,Х ) определим величины
L"pq — g prAriqX\
Так как V Lpq =  g p r ^ Лт1Ях{ AriqV х' ) , то Lpq составляет тен­
зор для каждой пары фиксированных точек (М ,Х) данной 2т- 
плоскости. Тензором Lvq, в свою очередь, определяется некото­
рая квадратичная форма Lpq(op<oq. Для геометрического истол­
кования этой квадратичной формы рассмотрим секущие поверх­
ности расслоения, образованные фиксированными точками М и
X. Касательные векторы к этим секущим поверхностям имеют 
следующие компоненты, ортогональные к слою: т  =  сорер и 
х  =  (a)q -f- AqjPxj{L,r) eq. Так как \o)vev, coqeq) =  gpqu)p(ioq =  О, 
поскольку gpq 4- gqp =  0, то (т , х ) =  Lpqi(üP(i)q. Как известно 
\(т,х)\ есть площадь S(m ,x) параллелограмма, построенного 
на векторы т и х  (см. например, [5]). Следовательно, для на­
хождения S(m ,x) придется использовать симметрическую часть 
L(Vq) тензора Lpq. Заметим, что касательная плоскость базисного 
многообразия Ва(2т,2п) и плоскость ортогональная к плоскости 
конгруэнции можно отождествить. Рассмотрим такое смещение 
точки М, так что плоскость в точке М и натянутая на т  и соот­
ветствующий х является симплектическим, т. е. S(m, х ) ф О .  
Здесь М\ — проекция начала репера М  на базисное многообра­
зие Ва(2т,2п). Такое смещение существует всегда, если 
S(m, х) —  Lpqü)V{oq не обращается в нуль тождественно. При 
каждом таком направлении т  на касательной Mi -f- tm базис­
ного многообразия Ва (2т, 2п) существуют две точки, коорди­
наты которых
1
=  7--- т(оР
удовлетворяют уравнению Lvqxpxq ==. ±1. Множество точек,
Х  =  М-\-х'Рер определяемое этим уравнением, назовем инди­
катрисой конгруэнции для пары фиксированных точек (М, X ) 
данной 2т-плоскости. По каноническим видам симметрической 
матрицы L(pq) можно найти все типы левой части Lpqxpxq. Эти 
типы найдены в [4] (они приведены и в [3]).
Наконец объясним, как преобразуется L =  \\Lpq\, если пары 
точек {М,Х) заменить новой парой точек (М\ X') на этой же 
прямой MX.
Если переходим от точки X  к точке X ’ =  М -j- Ях1еи то 
'AViq =  ЛРiq. Свертывая последнее равенство с grpx\ получаем 
grpxl'Apiq =  Lrq. Так как 'х1 = Ях\ то при Я ф  0 получаем 
Lrq == 1 /Я Lrq, т. е.
L= \ L’- (2-4)
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Если переходим от точки М  к точке М '=  .М + Л**е», тогда
X  — М' -f (1 — Я) Итак, при Я ф  1 получим я* — ,xiJ (1 — Я). 
Так как dM' =  .. . + ( w p -j- Я * ^ )  то =  cd? -f Я**о>р,-. 
Отсюда следует, что '<ор — (öPq -f ЯхШ ^ы ч. Ho o)Pi =  
=  APiq(0g =  'AP.iq'cov. Следовательно, APis =  (dv8\+ AxiA*j,)'A*iq. 
Свертывая последнее равенство с gtpxi и применяя Asiqxi =  
=  §*рLpqi получаем
Lst=~[ZrX ^ sq »
т. e.
L=~ -^'L (E+ X G - '2L), (2.5)
Формулы (2.4) и (2.5) находят применение в параграфе 3.
§ 3. Исследование фокальной поверхности ф  конгруэнции 
по вектор-форме QM
1. Допустим, что в рассматриваемом слое а  конгруэнции 
существует такая прямая А, которая перпендикулярна к вектор­
ной 2-форме кручения QM == fi'ei в некоторой своей точке М. 
Выбирая на прямой А еще одну точку X, отличную от М, можно 
определить величины Lpq, соответствующие паре (М ,Х ). Н а­
правляющий вектор х =  M X  удовлетворяет (fiM, х) — 0, т. е. 
после выбора М  за начало репера Tipqx^gij =  0. Так как, в силу 
(1.10), имеем [pAbWq ghs> T oL[Pq]^=0- Следова­
тельно, доказана
Лемма. Если в слое конгруэнции существует прямая А, кото­
рая перпендикулярна к векторной 2-форме кручения Qm в не­
которой своей точке М, то тензор LP1 для пары (М ,Х ), где
X  — любая точка прямой А, отличная от М, симметричен.
Найдем точки (фокусы) X ' — М  -j- хх[еи в которых эта пря­
мая А пересекает фокальную поверхность, заданную уравнением 
(2.3). Число фокусов на прямой А в общем случае равно
2 (п — т ). Из (2.3) получаем для их нахождения уравнение
det \\öpq-}-TLPq\ = 0 ,
где Lpq = . g psLsq. В случае симметричного тензора Lsq всевоз­
можные канонические виды LPq найдены в [4] (они перечислены 
также в [3]). Следовательно, можно охарактеризовать располо­
жение фокусов на прямой А при помощи собственных значений 
LPq, которые, в свою очередь, находятся из уравнения
d e t lU v — A<5*gi=0, (3.1)
,где г =  — 1/Я. В зависимости от характера собственных значе­
ний возникают следующие возможности расположения соот­
ветствующих фокусов на прямой А.
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a) В случае вещественного собственного значения Яо ф  О 
собственным значением для Lpq является также —Яо. Элемен­
тарные делители делятся на пары (Я — Я0)k и (Я Я0) Ка ждо й 
такой паре элементарных делителей соответствует на прямой А 
два фокуса, симметричных относительно начала репера. Каж­
дый фокус является ^-кратным.
b) В случае собственного значения Яо == 0 имеем то =  ею, 
т. е. фокус, соответствующий элементарному делителю Xk, явля­
ется бесконечно удаленным ^-кратным фокусом.
c) В случае мнимого собственного значения получим картину 
случая а), так как элементарные делители делятся снова на - 
пары (Я— Яо)к и (Я + Яо)*1. На этот раз соответствующие фо­
кусы мнимы. Следовательно, таким собственным значениям нет- 
вещественных точек пересечения прямой А и фокальной поверх­
ности.
Если мы ищем главные направления хРер индикатрисы кон­
груэнции, данной для фиксированной п^ры (М, X ), и фокаль­
ные направления сорер, то находим соответственно из систем
' (LPq— lõPq)x(i =  0, ' (3.2)
{õPq+xLPg) 0)^  =  0. (3.3)
Следовательно, главные направления индикатрисы конгруэнции 
для такой пары (М ,Х ), когда вектор-форма QM в точке М  пер­
пендикулярна к MX, совпадают с фокальными направлениями.
В последних рассуждениях надо иметь в виду, что формулы (2.3) 
и (3.3) применимы только при условии М ф ф .  Сформулируем 
результаты в виде следующей теоремы.
Теорема 1. Если в слое конгруэнции существует прямая А, 
перпендикулярная к Q  в некоторой ее точке М ф Ф , то она пере­
секает фокальную поверхность Ф в фокусах, которые симмет­
ричны относительно М. При этом тип фокуса зависит от типа 
собственного значения Я матрицы Lpq, данную для пары (М, X ), 
где X  e J  и отлична от М. Фокусы на прямой А могут быть ве­
щественными при вещественном Я ф  0, бесконечно удаленными 
при Я =  О, чисто-мнимыми при Я — iv с у ф  О и мнимыми при 
Я =  fi -{-iv с у ф  0. Главные направления индикатрисы кон­
груэнции для пары фиксированных точек (М, X ) при условии 
Qm  -L А в точке Ш ф Ф  совпадают с фокальными направле­
ниями.
Из теоремы 1 непосредственно вытекает
Следствие. Если QM — 0 в некоторой точке М данной 2т- 
плоскости а  конгруэнции, причем М ф .Ф (а), то любая прямая А 
проходящая через точку М, либо
a) не пересекает фокальную поверхность Ф{а), либо
b) пересекает фокальную поверхность Ф (а) в точках, которые 
делятся на пары, симметричные относительно М.
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П р и м е ч а н и е .  Если в паре точек (М, X ) , данной в теоре­
ме 1, заменить точку X  новой точкой Г е т 1 ,  то по (2.4) глав­
ные направления индикатрис конгруэнции для пар (М, X) и 
(М,Х') одинаковы, а если заменить точку М  новой точкой 
M ’ e z 1, то по (2.5) в общем случае канонический вид Lvq не 
сохраняется (заметим, что в случае конгруэнции в евклидовом 
пространстве R n он в подобной ситуации сохраняется; ср. [1]). 
Главные направления индикатрис конгруэнции для пар (М, X) 
и (М\Х) в общем случае не совпадают между собой.
2. В этом пункте докажем три теоремы.
Теорема 2. Если в двух точках 2т-плоскостей а конгруэнций, 
которые не находятся на фокальной поверхности ф, вектор- 
форма кручения Ü перпендикулярна к прямой А, проходящей 
через эти точки, то Q перпендикулярна к прямой А во всех точ­
ках этой прямой А. Индикатрисы для всех пар точек этой пря­
мой имеют одинаковые главные направления, совпадающие с фо­
кальными направлениями. Сама прямая А не пересекается с фо­
кальной поверхностью Ф  (а ).
Д о к а з а т е л ь с т в о .  Пусть Q в точках М и М и где 
М Ф  М 1, перпендикулярна к прямой А, проходящей через М и 
М 1, т. е. (Qm , ММх) =  (£?м„ ММ\) == 0. Из теоремы 1 статьи 
[3] следует, что в любой точке М '^ А  имеем (ймг, ММ\) — 0. 
По теореме 1 конечные точки пересечения прямой А с фокаль­
ной поверхностью делятся на пары. Точки в каждой такой паре 
симметричны относительно некоторой точки М '(=А , в которой 
Й м ' 1 Щ .  Если число таких точек М’ больше одной (ими 
может быть вся прямая А), то конечных фокусов на прямой А 
нет, так как не удовлетворяется симметрия одновременно от­
носительно всех точек прямой А. Следовательно, прямая А пе- 
пересекается с фокальной поверхностью только в своей беско­
нечно удаленной точке.
Из леммы следует, что каждой паре (М, X ) , где М ,Х ^ .А  
и М Ф  X, соответствующие величины Lpq симметричны. Следо­
вательно, индикатрисы для всех пар (М ,Х), где М ,Х ^ А ,  
М Ф и М Ф  X, имеют одинаковые главные направления, так 
как по теореме 1 главные направления у них совпадают с фо­
кальными направлениями фокальной поверхности. Теорема до­
казана.
При предположениях теоремы 2 заметим, что фокальная по­
верхность Ф в 2т-плоскости а конгруэнции не существует илу 
является в направлении M X  цилиндрической.
Примечание .  Из теоремы 2 не следует, что при предпо­
ложениях этой теоремы матрица L — нулевая. Например, если 
относительно некоторого симплектического базиса {егт+ь • • •, е2п} 
матрица L имеет вид
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где А — ... -j-Bk и
то главные направления матрицы L при преобразовании (2.4) 
и (2.5) не изменяются.
Теорема 3. Если при некоторой паре точек (М, X ), где 
М Ф  X  и М ф  Ф, матрица L =  0, то вектор-форма кручения 
QK в любой точке К (£Ф  данной 2т-плоскости а перпендику­
лярна к прямой А, проходящей через М и X.
Д о к а з а т е л ь с т в о .  Для доказательства теоремы выби­
раем в слое а симплектический репер {М\ ei, , егт), причем 
такой, что е\ =  М Х  Так как L =  !|1р(/|1 —  0, то последнее ра­
венство теперь дает Apiq =  0, а из (1.10) следует, что 
Qm+\i== о ( / = 1 ,  2, , 2т ). При любой точке К ^ а ,  
где К =  М k'ei и К (£Ф , получим
Но QMi= g ihA(ihsgrq(or /\o)s. Следовательно, ймт+1 =  &кт+х =  0. 
Так как при любом К ей, причем К ^ Ф  имеем
то теорема доказана.
Теорема 4. Если при парах (М ,Х а), где « = 1 , 2 ,  .. . , b и 
М ф  Ф и L =  0, то L =  0 и при парах (М ',Х ), где М' и X  
точки плоскости л, натянутой на точки М, Х\, . . .  , Хъ. Плос­
кость л не пересекает фокальную поверхность ф. В любой 
точке К рассматриваемой 2т-плоскости вектор-форма Qk пер­
пендикулярна к плоскости л.
Для доказательства теоремы 4 обобщим формулы (2.4) и 
(2.5). Каждая пара точек (М, Х а) определяет Ца)Рд — 
gprAriqX\a), где Ха — М + х \ а Для пары (М, X ) , где 
Х е я  (т. е. Х .=  М  -f- x{ei), выражаются х1 =  a<x'Xi(a) и Lvq =  
=  gprAriqXi. Подставляя в последнее соотношение xiy получаем
Пусть теперь изменяется начало репера на плоскости л. Если 
новое начало репера обозначим М\ то М '=  М miei и mi =  
=  а^ х\а). При новом начале репера ЛГ
QKm+1 =  QMm+lJr kjQm+lj _  QMm+1,
(Qk, £i) =  Qk1 (^i, e\) = —йкт+х — 0,
Lpq — aaL(a)Pq. (3.4)
'<yp= (ÕPq+gPsa*L(a)pq) 0)4.
Так как .o f i= A riqo)q =  'AriP'(op, то следует
Ariq =  'Arip (dPq+gPra*L{a)pq) . 
Свертывая последние соотношения с gSrm\ получаем 
a<xL(a)sq = 'Lsr (6rq-\-gPraaL(a)pq) , 
где 'Lsr= g s /A riPmi.
(3.5)
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Д о к а з а т е л ь с т в о  т е о р е м ы  4. Так как L^pq — 0, то 
из (3.4) и (3.5) следует Lpq =  0 при любой паре (М ',Х) точек 
из плоскости л. По теореме 3 прямая через точки М и X  из 
плоскости л не пересекается с фокальной поверхностью. Так как 
X  — любая отличная от М точка плоскости л, то плоскость л 
не пересекает фокальную плоскость Ф.
При доказательстве последней части теоремы 4 нужно учи­
тывать, что л может быть симплектической плоскостью и симп- 
лектической плоскостью с дефектом (см. [5]).
Пусть я  — симплектическая плоскость. Тогда ее размер­
ность четна (dim# =  2&) и можно направить базисные векторы 
elt .. . , ek; ет+ь ■ • ■ , em+k в плоскости л. Определим теперь 2/? 
точек 'Х а ( а — 1, , k\ m + l, . . . ,  m-\-k) формулой 
'Ха =  М  + õiaei из плоскости я. По доказанной части теоремы 4 
для пар точек (М ,'Ха) величины Lia)pq =  gprAraq =  0, т. е.
Л1 aq == О"
Пусть л — симплектическая плоскость с дефектом. Тогда я 
имеет подплоскость я\ а  л такую, что каждый вектор из л\ пер­
пендикулярен ко всем векторам плоскости л. Обозначим раз­
мерности плоскостей л и л\ соответственно через I и 1\. Число 1\ 
называется дефектом плоскости я. При этом разность / — 1\ =
— 2k (четна). Следовательно, в рассматриваемой 2т-плоскости 
конгруэнции существует такой симплектический базис 
{в\, .. . , в2т}, что в\, .. . , €/!+/„ €m+l, .. . , em+k находятся в пло­
скости я. Определим теперь I точек 'Х а (а =  1, . ,  k -j- h, 
т  + 1, . . .  , т  + k) из я  (как и в случае симплектической пло­
скости л) формулой 'Х а =  М -j- öiaei. По доказанной части тео­
ремы 4 для пар точек {М /Х  «) величины L(a)pq =  gprAraq, т. е. 
Araq == 0.
Остальная часть доказательства обоих случаев одинакова, 
только индексы а  изменяются по разному. Поэтому мы выпи­
шем параллельно формулы, полученные при симплектической 
плоскости и при симплектической плоскости я  с дефектом. Учи­
тывая Araq =  0 и (1.10), получаем, что при симплектической _ 
плоскости я  '
Q Mi =  . . .  = Ü M h =  Q Mrn+i =  . . .  =  Q Mm+h =  0,
Qi, =  .. . =  Qih =Q™+ij =  .. . =Q™+kj — 0, (3.6)
Q^ m+1== • • • == Q^ rrt+h z= Qij == ■ • • = Q hj — 0 
и при симплектической плоскости дефектом я
QMl =  . . .  = Q Mh = Q Mm+i =  . . .  = Q Mm+k+li =  0,
Qh =  ... = Q )h+h= Q m+'j =  .. . = Q jm+h+h = 0 , (3.7) 
Q^m+l==- • • • == Q^ m+k == Qlj == • • ■ == Qhj == 0.
✓
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Так как в любой точке X  данной 2т-плоскости X  =  М -1- хЧи то 
по (111) получим Q*x =  Qiu  + Q^xK Следовательно, на осно­
вании (3.6) и (3.7) соответственно у векторов-форм Qx и Qm 
одинаковые координаты равны нулю. Теперь при любом век­
торе у из плоскости л скалярное произведение (Qx, у) — О, 
т. е. Qx в любой точке X  данной 2т-плоскости перпендикулярна 
к плоскости я. Теорема доказана.
При предположениях теоремы 4 заметим, что фокальная по­
верхность Ф  в 2т-плоскости а  конгруэнции в общем случае 
является в направлениях М Ха (а — 1, . . .  , Ъ) цилиндрической.
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Käesolev artikkel on artikli [3] järg. Afiinses-sümpiektilises ruumis vaa­
deldakse sümplektilist tasandiparve, mil parve parameetrite ja parve tasandi 
mõõtme summa on võrdne afimse-sümplektilise ruumi mõõtmega. Sel korral 
sümplektilist tasandiparve [6] järgi nimetatakse kongruentsiks. Artiklis uuritakse 
teatud kJassi kongruentside fokaalpindu kongruentsi mingil tasandil. 
Kongruentsi klasside väljaeraldamine toimub väändevektori ÜM abil. Fokaal- 
pinna iseloomustus saadakse lõikepunktide kaudu, mis tekivad tema lõikamisel 
erinevate sirgetega.
ÜBER DIE STRUKTUR DER FOKALFLÄCHEN DER KONGRUENZ DER 
SYMPLEKTISCHEN 2m-EBENEN MIT SPEZIELLEN INNEREN 
ZUSAMMENHÄNGEN
A. Parring
Z u s a m m e n f a s s u n g
Der vorliegende Artikel ist eine Fortsetzung des Artikels [3]. Im  affinen 
symplektischen Raum wird solche Ebenenschar betrachtet, wo die Summe der 
Parameter der Schar und Dimension der symplektischen Ebene der Schar m it 
der Dimension des affinen symplektischen Raumes gleich ist. Nach [6 ] nennt 
man solche Ebenenschar Kongruenz. Im  Artikel untersucht man die Fokalfläche 
Ф(а) der Kongruenz gewisser Klassen. Die Forschung der Klassen der 
Kongruenz findet m it Hilfe des Torsionsvektors Qm statt. Die Charakteristik 
der Fokalfläche bekommt man durch die Schnittpunkte, welche beim Schneiden 
derer m it verschiedenen Geraden in der Ebene a der Kongruenz entstehen.
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чЛИНЕЙЧАТЫ Е ОРБИТЫ  В Р3 И ИХ О Д Н О РОД Н Ы Е 
ПРОСТРАНСТВА
А. Фляйшер
Кафедра алгебры и геометрии
§ 1. Введение
В работе [3] найдены все связные двупараметрические под­
группы Ли проективной группы GP(3), действующие в Рз таким 
образом, что пара (Р3, GP(3)) имеет кооднородность 1 и макси­
мальные орбиты являются нелинейчатыми поверхностями. Воп­
рос о линейчатых орбитах остался там вне поля рассмотрения. 
Настоящая заметка посвящена изучению линейчатых орбит в 
Яз, а также свойств однородных пространств найденных орбит. 
Являясь естественным продолжением статьи [3], данная работа 
имеет с ней общую теоретическую базу и применяются те же 
самые обозначения.
В работе найдены все линейчатые орбиты пространства Р3 
и их уравнения. Для каждой орбиты указано число плоскостей, 
инвариантных относительно стационарной подгруппы рассмат­
риваемой орбиты. Выяснен вопрос о редуктивности однородных 
пространств, образованных полученными орбитами.
За реперы первого порядка, связанные с точкой данной ли­
нейчатой поверхности, примем такие, у которых плоскость 
(Е0Е1Е2) касается поверхности в точке Е0. Тогда
cü3 =  0. (1.1)
Потребуем, чтобы (Е^Ех) сохраняла фиксированное направле­
ние вдоль кривых о)2 = . 0. Тогда необходимо
аД =  асо2, а)21 =  а'о)2. (1.2)
После внешнего дифференцирования из (1.1) и применения лем­
мы Картана, учитывая (1.2), получим
iß32=acüi-{-bo)2. (1-3)
Дифференциальное продолжение уравнений (1.2) и (1.3) при­
водит к равенствам
[da —  а ('öt>1i-j-<e^a —  ^ Зз —  &>°о —  2 a'w1) ] Д  aß * = 0 ,
[da — alfoh^rfoh — w33— &>°o) ] Д  (1.4)
-\-[db-\-b (оД — 2o)\-{-(o3s) — 2acülz-\-a'boji ] Д  co2= 0 .
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Если a =  6 1= 0, то со3! =  ft>32 =  0 и дальнейшая канониза­
ция невозможна. Искомая поверхность есть плоскость.
Пусть а =  0 и Ь Ф  0, тогда всегда можно положить b — 1, 
заменив по мер© надобности £ 3 на —£ 3, Этот случай соответ­
ствует развертывающимся поверхностям., ибо здесь 
dE2 =  co2oEoJr(o12Ei-\-(oz2E2 (mod cd2), 
т. е. касательная плоскость (EqE\E2) постоянна вдоль образую­
щей {EqEx).
Если же а ф  0, то всегда можем положить а — 1 и тогда, 
за счет формы аЛ, принять b — 0. Геометрическое значение дан­
ной фиксации состоит в том, что точки Е\ и Е2 принадлежат 
асимптотическим направлениям в точке £ 0 поверхности. Этот 
случай соответствует линейчатым неразвертывающимся поверх­
ностям.
§ 2. Развертывающиеся орбиты
Известно, что развертывающиеся поверхности в проективном 
пространстве являются либо поверхностями касательных к неко­
торой кривой, либо коническими поверхностями. Поэтому есте­
ственно, что развертывающиеся орбиты являются либо поверх­
ностями касательных к одномерным орбитам, либо конусами, 
направляющими которых являются плоские орбиты. Тесная связь 
развертывающихся орбит с одномерными и плоскими орбитами 
дает возможность их двоякого рассмотрения. С одной стороны, 
можно сначала изучить одномерные и плоские орбиты и затем 
из них уже получить развертывающиеся орбиты. Но разверты­
вающиеся орбиты можно получить и непосредственно — они 
выделяются при подстановке значений а =  0, b =  1 в уравнения
(1.2) и (1.3). Естественно дополняя исследования, начатые в 
[3], займемся непосредственным отыскиванием развертываю­
щихся орбит.
Используя уравнения (1.4), можем записать:
Реперы порядка 2: восемь параметров,
(о3— 0, a>3i =  0, o)32— oßy <2 j j
(t)2i=a '(o2, (oli-j-3(t}22=a'a>iJrb'(üz\ 
здесь мы учитывали, что <у°о + каЧ + о)22 + '&)3з =• 0.
Новое внешнее дифференцирование приводит к уравнениям
да' — а' (л11 — я°о) — rt°i— 0,
db' — Ь' (я0 о — я\) — Зя°2 — 3а/я12-+-3я2з=0.
Без ограничения общности можем принять а' =  Ь' =  0, тогда 
й)21== 0 ,  ü>1l J r 3 ( ü 22 =  0 .
Репер порядка 3: iuecfb параметров.
(О3 — 0, й)31 =  0, 0)32= ( 02, £021 =  0, СО11+Зй>22=0, (2.2)
бД =  3 а"<о2, o)\ — o)h=a"w'+b"to2.
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После дифференцирования последних соотношений получаем
[da"+2a"(wVf оА) ] Д ^ 2 = 0 ,
+ [da"+2a" (лА+лА) ] Л  &*+
+ [db"+2(o03+2b"((ü% — ü)22) — 4a/V 2]Aü)2= 0 ,
откуда
(яАНЬ^А) = 0 ,
0Ь"+2я^+2Ь" (л% — л\) — 4а"я12= 0 .
I. Пусть а "  ф  0 (противный случай будет рассмотрен ниже); 
тогда можно нормировать а " —А, Ь" =  0, заменив, если тре­
буется, Е\ на —Е\. Получаем:
Репер порядка 4: четыре параметра,
<1)3= 0 , а)31 =  0, (о32= (02, аА =  0, o>1i+3w2a=0,
(o°i =  Зй>2, (о0 2 — о#з==аЛ (2.3)
üA+gA= acü2, (0°з — 2ыхг— асо1+ ßa>2. 
Дифференциальное продолжение системы (2.3) приводит к
[da-\-a(o)° о — оА) +лА— 4 со1]/\а>2 =  0, 
[da-\-a((o°o — <w22) “b ^A lA  w1_f"
+  [^-f-j6(ü>°o — <*A)— 4/ktA— 2aw°3 — aceA— 5аА]Л <ü2= 0 , 
откуда
öß — 2ßnh+ji?2=  0,
— bßn\—Зал°з — 5я1з=0 , 
что дает возможность принять а  — ß =  0. Тогда <у°о + >^22 =  0, 
йА — 2й)12 =  0 и
üA=4w 1 — 5у'(о2, 
й)1з = у /О)1-^-Л/(0
Внешнее дифференцирование равенств (2.4) приводит к
[dy' — 4/<у22+а)12]Да)2 = 0 ,
[dyr — 4у/со22+<У12]Л(У1+[^Я/ — 6y'oih — вЯ'со^] Д oj2= 0 , ^  ^  
откуда
ду' — 4у'л22~1-Л12 = 0 , 
öЛ' — 6 у'л12—8Л'я22= 0.
За счет л12 можно принять у' =  0.
1. Если X 'ф  0, то можно взять А/ = ± 1 .  Тогда о)°2 — 4со1, 
«А  =  ±j(o2, и из уравнений (2.5) имеем
со12= 8 Л « 2,
410)22 =  А (01 -f- В (О2.
Канонизация репера закончена, все формы wh выражаются че­
рез главные «у1 и о 2.
Рассматриваемая поверхность является орбитой некоторой 
подгруппы Ли проективных преобразований тогда и только 
тогда, когда ее инварианты А и В являются постоянными. Из 
формул (2.6) путем внешнего дифференцирования получаем
/1=0, 4АВ =  ±\.
- <2-4>
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Возникающее противоречие указывает на то, что среди развер­
тывающихся поверхностей данного типа орбит нет.
2. О р б и т а  )?1. Рассмотрим случай у' =  X' =  0. Тогда 
со]з =  0, со02 =  4W1 и, кроме того, из (2.5) следует уравнение 
о)хъ =  0, внешнее дифференцирование которого дает тождество. 
Следовательно, развертывающаяся поверхность определяется в 
этом случае вполне интегрируемой системой. Построенный репер 
зависит в данной точке от одного параметра, так как остается 
вторичная компонента л22. Перемещения канонического репера 
определяются уравнениями
dE0= —(ÄEo+ü^Ei+aÄE* 




do)h=(ol /\(о2, dwi =  2co22 Д a)1, dou2= —2(o22/\(oz.
Полученная развертывающая орбита является геометрическим 
местом касательных к ребру возврата, которое, в свою очередь, 
должно быть одномерной орбитой.
II. Простой анализ показывает, что случай а" =  0 приводит 
к коническим орбитам. Любая коническая орбита в Р$ полу­
чается из соответствующей плоской орбиты в Р2, рассматривае­
мой в качестве ее направляющей. Все плоские орбиты найдены 
в [2].
§ 3. Линейчатые орбиты
Применяя к уравнениям (1.4) при а — 1, b =  0 лемму Кар- 
тана, можем записать:
Реперы порядка 2:
о)3= 0, o)3i =  o)2, со32=  a)1, o)h =  a'(o2,
i(t)li-r(oz2= а' сох-\-Ь' aj2, (oi2= b /(üiJr Cü)2.
Для вариаций коэффициентов имеем:
öa'-\-a' (л°о — n li) + я2з — rt° i=0, 
öb'-\-b' (я% — я2г) — л°2.=0,
0с'-\-с'(л°0 + Л11— 2 лЬ) = 0 ,
что дает возможность всегда взять а' =  Ь' =  0.
Покажем, что при а' =  Ь' =  с' =  0 данная орбита является 
квадрикой. Запишем:
Реперы порядка 3: пять параметров,
£ü'3 =  0, (ü3i= (ü 2, (О3 2 =  (О1, (021 =  й)12 =  0, 
ü)ii =  -—С022, (0°0= —со3 3.
(О3 2— ü)°i =  a"(ü2, (0*3---Cü°2= C l"(i)1.
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Последние два соотношения, полученные внешним дифференци­
рованием уравнений co2i — 0, а>}2 =  0, «у1! -}- (о22 =  0, дают 
(da" — 2а"wh — 2оЛ) Д  (о2= 0,
(da" — 2а"(oh — 2oj°3) Д  (^= 0 ,
откуда
da" — 2а" (oh-~2co°3= 0.
За счет со°з можно положить а" =  0. Тогда
to°3 =  0, (02з =  (0°i, (0{з = 0)°2-
Дальнейшая канонизация невозможна и полученный репер за­
висит от четырех параметров.
Реперы порядка 4:
О)3 =  0, O)3i =  0)2, (032=(Di, (О21 =  О>12=0,
(0*1 = -(022, 0)%— -(О3 3,
й)°3 =  0, (О3 2= 0)01, (0*3— (О0 2.
Рассматриваемая поверхность является квадрикой с уравнением
х ° х 3= Х*Х2.
Это нетрудно показать, ибо уравнения стационарности квадрики 
aijxlxi =  0 в проективном пространстве задаются соотношения­
ми daij =  aik(ok0 + akjü)hi Jr где д — некоторая дифферен­
циальная форма (см. [1], стр. 359).
Если с' ф  0 при а! =  Ь' =  0, то всегда можно нормировать 
репер,, приняв с' — 1. В общем случае для линейчатой неразвер- 
тывающейся поверхности получаем:
Реперы порядка 3: четыре параметра,
ü;3 =  0, (i)3i =  со2, а)32— to1, ш21 =  0,
0Jl2— (O2, 0)4 =  —С022, (0° 0 = -6L>33,
(о2з — со°1 — а" со2,
(о'з — (о02=а"(о'-'гЬ"(о2,
<и°0 — ЗсЛ =b"(o1-\-c"(o2 
Последние три соотношения дают —
õa" — 2а"л3з — 2л:°3= 0, 
öb" + \Ъ"я\ — 2я23= 0, 
дс" + 2с" я% +  4^ 3= 0.
Можем нормировать реперы третьего порядка, положив а" —
— b" — с" =  0. Дальнейшим внешним дифференцированием на­
ходим :
Реперы порядка 4: один параметр,
to3 =  0, (031 =  С02, (032=Ш 1, W21 =  0,
(0*2 =  (о2, (0*1 =  — (О2 2, Ой°0=За)22, (033 = -3(022,
(02з =  (o°i, (0*з=(о°2, oj°3 =  А aß,
(o°i =  A(o*-\-2Bo)2, (о° 2= —Boo*-\-Caß.
Для вариаций коэффициентов отсюда имеем
õA+8A x h = 0,
0В+6Вл22=0,
0С-\-4Сл22=0.
Таким образом, все коэффициенты определены с точностью до 
постоянного множителя и, если среди них существует отличный 
от нуля, то его можно положить равным ±1. При этом однако 
всегда удается найти такое преобразование репера, при котором 
рассматриваемый коэффициент изменит знак на противополож­
ный. Если один из коэффициентов полагаем равным единице, то 
сразу л22 — 0, и остальные коэффициенты становятся абсолют­
ными инвариантами поверхности. Кроме того,
(o\— D(ül-)rF(ü2, 
так как теперь все вторичные параметры фиксированы.
О р б и т а  L 1. Пусть А =  В — С — 0; тогда построенный ре­
пер зависит в каждой точке от одного параметра.
Реперы порядка 5: один параметр.
g)s — Q, OJ3l — oß, <t)Z2— СО1, 0)2l — 0,
Ы*2 —  (02, (Ül l = --- (О2,2, C0% —  3 (0 \  Ct)33 = — 3(ÜZ2,
Ct)°3 = ü )l3 =  ü)23 =  Ct)°i =  CO°2 =  0.
Условия интегрируемости следующие:
c/(01= 4 ü)22 Д  CO1, Ü?ü)22— 2с022 Д  СО2, flfc022— 0. (31)
Перемещения репера определяются уравнениями
dEo=3a)22Eo+(oiE1+(o2E2, 




aß2= d t, o)i =  elktdu, ü)2= e 2t dv.
Теперь из (3.2) последовательно находим
Е3=е~ *ти
£ i  =  e - 4 »  Ю Н-®*),
£ 0=  е3( ^  J _  V3+2VU )® !+ (  \  V* + U  ) ] •
В неоднородных координатах уравнение поверхности можно при­
вести к виду
1 з
г= ху  — —  у3.
Эта поверхность известна под названием поверхности Кэли (см. 
[2], стр. 420). Отметим, что полученная орбита является орби­
той и в аффинном пространстве Л3, так как здесь =  о)°2 —
—  &)°з =  0.
Пусть теперь не все из коэффициентов А, В , С равны нулю. 
В этом случае условия интегрируемости принимают вид
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da) 1 =  —4F(o^  Д  oj2 
da)z=2D(oi Д  cü2,
AD =  0, (3.3)
2AF=3BD ,
3 B F = —2CD,
B =  —2DF.
Система из последних четырех уравнений (3.3) имеет два реше­
ния: '
1) Л =  В =  D =  О, С и У7 — произвольные (С=т^0);
2) В =  D =  F =  0, Л и С — произвольные (Л2 -f- С2 =£ 0). 
При этом один из отличных от нуля коэффициентов всегда мо­
жет быть приведен к единице. Следовательно, имеются две воз­
можности:
L2. А =  В =  D =  0, С == 1, F является инвариантом,
13. B =  D =  F =  0, Л =  1, С является инвариантом. 
Каждому из полученных решений отвечает определенная под­
группа проективной группы, являющаяся стационарной подгруп­
пой соответствующей орбиты. Перейдем к нахождению конеч­
ных уравнений полученных орбит и заодно выясним вопрос о 
существовании плоскостей, инвариантных относительно стацио­
нарной подгруппы рассматриваемой орбиты. Способ отыскания 
таких плоскостей описан нами подробно в [3].
■ О р б и т а  L2. Преобразуем репер (Eo, Е ь Е2, Ег) с помощью 
матрицы
—64 Ь3 0 0 0
0 —4 b 0 0
0 • 0 16 62 0
1 0 0 0 1
где b удовлетворяет соотношению
b2 — 2Fb — 1=0.
Тогда матрица пар коэффициентов разложений форм aih по 
формам ю)\ (о2 примет вид
0 F --b 1662| 0 0 —Ab 0 0
ttf__ 0 0 0 - (F + b ) 0 0 0 —46zi-
0 0 0 —4 b 0 F+b 16fc2 0
0 0 о 1 0 0 0 0 b — 3F
то есть выделяются две инвариантных плоскости (при различ­
ных b), линия пересечения которых дает инвариантную прямую. 
Следовательно, возможен переход к аффинному пространству, 
причем, если положить
6 ' = № Ы ,  в * = — 4Ь(о2, ,
4 F
то, приняв в2 =  dv, 6х =  e^r~l)vdu, приходим к следующим 
уравнениям перемещения канонического репера:
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dEi— ^ -- r^dvEi-\-dvE3,
dE2=dvEi-\-  ^r — ~  j dvEz-{-e^r~^v duE3,
dE3=  ( --- 3 r)doE3.
Последовательным интегрированием получим
/ 1  -3r \ v j
E0-e' 2 ' =  — —  e-2rv4SiU-\-i№z —
-  T  ^  - 2 T O - W - 6 T ) - ®‘+
' +0 -SIT- 4Г)- ^
Уравнение такой поверхности можно в неоднородных координа­
тах записать в виде
— L / 1 1 I V
x= yz+ z 2r (r^=0; т; Т /  ■
Интегрирование системы в выделившихся случаях не представ­
ляет сложности и дает следующие результаты: 
x=yz-\-z2\nz при г— 1/2, 
x=yz-\-z\nz при г— 1/4, 
x =  yzJr \nz при г =  1/6.
О р б и т а  13. Здесь da)1 — do9 =  0, т. е. можно принять
о)1 =  rfi/, ct)2 =  dt). Уравнения перемещения репера запишутся в
виде
dEo=duEi-\-dvE2, 
dE i =  duEo-\-dvE3, 
dE2= C  dvEQ-\-dvEi~\-duE3, 
dE3= dv E 0-\-C dvEi+duEz,
откуда
d*£o e a2£0 _  a £0
d«2 °’ ■
Первое из этих уравнений дает
E0= e uP{v)+e~uQ{v),
а второе — систему для P(v) и О (у):
P"(v) =  (C+\ )P(v),
Q"(v) =  (С — 1) Q(u) .
dE0=  ( з  г — duEi+dvEz
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В итоге получаем, что
а) при С >  1
Е0= е и (eVc+i^i-|_e-yc+irgj2) + е-и (ey ~ i^ 3_|_e-y“ i ^ 4) 
или в неоднородных координатах
т/С  Н- 1 , 
x = y za, где а =  [/
b) при С =  1
£ 0= еи (е& « $Bi+e-V2 « да2) .-fe*u (Ä+ 3S4) ,
или
х = у е г^ г\
c) при ]С| <  1
Е о = eu [eic+iv «i+e-V^H « щ  +
-f- ^ (cos У1 — С t)$83-fsin ]/1 — С ü234),
или
x — e -2 u + iC + i V cos yi — Cv,
y =  e~2‘u+lc+l v sin yi — Cv,
•j? —  v•
d) при С =  — 1
Е0= е и^ Ъ i-f®2) -\-e~u (cos У2 D®3-f-sin У2 u334),
или
х =  е~ги cos У2 v,
у =  е~2и sin У2 v, 
z = v :;
полученная поверхность есть проективный образ прямого гели­
коида;
e) С <  — 1
Е0= е и (cos У— (1 + С) o^i+sin У— (1 + С) иЩ  +
+ е~и (cos У1 — С Ä + s in  yi — С и$4)
или
х ~ е и cos У - ( 1 + С К  
у — еи sin У — ( l - j - C ) o ,  
z— e~u cos yi — Cv, 
t =  e~u sin yi — С v.
71
Стационарная подгруппа данной орбиты оставляет инвариант­
ными и некоторые плоскости. При С >  1 выделяются четыре 
инвариантные плоскости, при С — 1 выделяются три инвариант­
ные плоскости, при |0 | <  1 выделяются две инвариантные пло­
скости, при С — 1 выделяется одна инвариантная плоскость. 
Если же С < — 1, то выделение инвариантной плоскости невоз­
можно. Это говорит о том, что данная орбита является чисто 
проективной орбитой. Все остальные орбиты, получающиеся при 
С — 1, являютср орбитами и в аффинном пространстве Л3.
§ 4. О редуктивности однородных пространств линейчатых
орбит
Следуя [3], рассмотрим вопрос редуктивности однородных 
пространств, полученных выше линейчатых орбит с действующей 
на них группой проективных преобразований G. Стационарная 
подгруппа Я  cz G «точки» многообразия орбит задается систе­
мой дифференциальных уравнений ва =  0. Дополнительное под­
пространство К, где g — h ® К и [hK]cz К, представляется как 
анпулятор линейно независимых форм =  соа + Раа@а, где 
й)а — формы, дополняющие до полного кобазиса алгебры Ли g 
систему форм в а, а раа — постоянные коэффициенты.
О д н о р о д н о е  п р о с т р а н с т в о  о р б и т  R 1. Стационар­
ная подгруппа Я  рассматриваемой орбиты задается системой 
дифференциальных уравнений:
0 1 =  oj3 =  O, 6>5=<y1i+3w22=0, ß^~COl2~ 0,
<92==ш31=0, ß*= <cd° I — 3<y2= 0 , в ш=со°з =  0,
:0J3Z о)2= 0, 6 1=(D°oJr<jj2‘2= 0, Oli==o)°2 — 4а)1 =  0,
6»4=,w21==0> ö 8=ü>13=0, <912==o>23 — Зсо '=0.
Однородное пространство орбит R 1 изоморфно однородному 
пространству GP(3)JH левых смежных классов проективной 
группы GP(3) по подгруппе Я.
Однородное пространство орбит R\ является редуктивным 
с единственным оснащением К подгруппы Я, задаваемым как 
аннулятор форм
i#1 =  3(У1 -j-6>024- (о2з,
4 Cü2-f-3(032-{- ü)°i,
Ьд3 =  2сО%~\~ 3 СО11 -f-‘(A)22.
Как показывает исследование, однородные пространства кониче­
ских орбит не являются редуктивными.
Перейдем к рассмотрению однородных пространств линейча­
тых неразвертывающихся орбит.
О д н о р о д н о е  п р о с т р а н с т в о  о р б и т  L1. Стационар­
ная подгруппа Я  этой орбиты задается системой:
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0 1=(ü3=O , 
e2==(ü3i — o)z= 0,
8 5=z=(q12 — g)2= 0, 8 9 = о )1з=0 ,
6 6=z=a)ii-\~(o2,2.— 0, e io= ü ) h = 0,
в3=со32 — о) * =  0, 6>7 =  w° 0 — 3<Л=0, 6>11 =  w°i =  0,
Базис дополнительного к Л подпространства К можно предста­
вить как аннулятор форм
#i=,<yH-piae\ ‘1Я=^)2+/72ав<а, ^= й А + р3ава (а= 1 , . . . ,  12).
Найдя d#1, сравним коэффициенты при внешних произведениях 
<92 Д  tf2 и в5 Д  Ф2, откуда сразу получим противоречие: р 1г =  0 
и — 1-{-2 p V =  0. Следовательно, однородное пространство по­
верхностей Кэли не является редуктивным.
О д н о р о д н о е  п р о с т р а н с т в о  о р б и т  L2. Стационар­
ная подгруппа Н  такой орбиты задается в виде
0 2= ( o 3i — о)2= 0 ,  8 1 =<у°о — 3<у22 = 0 ,  0 12=а>°2 — а>2= 0 ,  
6?2= а Д — oj2= 0 ,  8 7 ==а>°о — 3<у22 = 0 ', e 12=oj°2 — oj2= 0 ,
ß3S=(032— ü)i =  0, 08 ==<у°з=0, • 6>13^ « 22— /7О)2 =  0,
в ъ^ЕВ0)^ 2— « 2= 0 , 0 lü=(x>23 =  O,
а базис, оснащающего подпространства К — как аннулятор 
форм
'd'i =  0)iJ t P iaSa, ft2= ( i )21-\ -p2aSa ( а —  1, 13).
Можно сразу принять F ф  0, так как в противном случае про­
тиворечие получается немедленно. Найдем dffl, тогда из коэф­
фициентов при 8 7 Д  fl1 и <913 Д  'д'1 следует
что .противоречит значению коэффициента при 8 10 Д  № (полу­
ченного из dtf2)., равного р2\ъ — 2р27-
Следовательно, однородное пространство орбит L2 не явля­
ется редуктивным.
О д н о р о д н о е  п р о с т р а н с т в о  о р б и т  L3. Подгруппа 
стационарности этой орбиты задается уравнениями:
8 l =  ü)3= 0 ,  6 6 = C ü 11-|-Cl»22 =  0, @il==(x)°i —  &>1= 0 ,
8 2= o )3i — w2= 0 ,  8 7 =(o°o — 3ü>22 =  0, 0 12=co°2— C(i>2= 0 ,
8 3= ü)32 —  (o 1= 0 ,  8 *  = c o ° 3  —  bj2 = 0 ,  0 1 з  =  ш 22===О.
0 4  =  w 21 = = O f 0 9  = W13_ C W2= 0 ,
8 5=(Ol2.— (02=  0, (910=<y23— £t)1 =  0,
Базис оснащающего подпространства К представим как ан­
нулятор форм
ftl =  (oi-{-pia8 a, 'ß2‘=<o2Jr p2a8a ( а =  1, . . . ,  13).
0 4= o j 2i =  O, e 8~w°3=:0. Ö12=Cl»°2= 0 .
в4==й)21= 0 , <99 — Cü2= 0 ,
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1. Пусть С Ф  О, тогда система для нахождения неизвестных- 
имеет следующее решение:
£2__ J
P li —  P ii ~ ~  £ --- Р {8, p i2 =  p i6 =  Р 17 =  Р 113 =  0 ,
p 13 =  p ii0 =  p i i l = = —  , /?15 =  р 18, Р 19 =  Р 11 2 = --- ^ Г Р ’З;
„ я ^  4(С2-1)р28+1 J
^ = ^ 4= ----- 4С----- ’ Р 2 = Т  ’
P 23 =  p 2e =  p 2T =  p 2io =  p 2ii =  p 2i3 =  0 ,  р 2ь =  р \  р \ --  1 — 4 / 7 8
4С ‘
2. При С .== 0 решение имеет вид
Р11=Р14 =  Р19 =  Р112, /?12 =  /716 =  /?17 =  р15 =  р 18 =  р 113=0,
1 1 1 1 Р з —— р io—— р м —— ;
Р 21 =  Р \  —  Р 29 =  /Э2« ,  Р 23 =  Р 26 =  /?27 =  Р 210 =  P 2U =  Р 213 =  О , 
p h = p h = p 2s = ~  ■
Итак, однородное пространство орбит L3 всегда редуктивно, 
причем в обоих случаях оснащающие подпространства состав­
ляют двупараметрическое семейство.
Отметим, что симметрических однородных пространств орбит 
среди рассмотренных не существует.
В заключение хочу поблагодарить проф. Ю. Г. Лумисте, под 
непосредственным руководством которого была написана дан­
ная работа.
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JOONPIND-ORBIIDID RUUMIS Р3 JA NENDE HOMOGEENSED RUUMID
A. Flaišer
Resümee
Käesolevas töös jätkatakse ruumis P3 kahedimensionaalsete orbiitide ja 
nendest moodustavate homogeensete ruumide uurimist,, mida alustati artiklis 
[3]. Leitakse kõik joonpindadeks osutuvad orbiidid ja nende võrrandid. Lisaks
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uuritakse 'selliste tasandite olemasolu, mis on kas invariantsed vastavate stat- 
sionaarsusalamrühmade suhtes. Selgitatakse millised kõnesolevatest homogeen­
setest ruumidest on reduktiivsed. Osutub, et sümmeetrilisi ruume nende seas 
pole.
REGELORBITEN IM P3 UND IHRE KLEINSCHEN RÄUME 
A. Fleischer
Z u s a m m e n f a s s u n g
Die vorliegende Arbeit setzt die Forschung der zweidimensionalen Orblten 
des Raums P 3 und ihrer Kleinschen Räume, angefangen in [3], fort. Im 
Artikel werden alle Regelorbiten und ihre Gleichungen bestimmt. Außerdem 
ist die Frage der Existenz der Ebenen, welche in Bezug auf entsprediende 
stationäre Untergruppen invariant bleiben, aufgeklärt. Weiter sind aus allen 
Kleinschen Räumen der betrachteten Orbiten reduktive Kleinsche Räume aus­
gesucht. Symmetrische Räume existieren unter den untersuchten nicht.
/
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К РИМ АНОВОЙ  ГЕОМЕТРИИ ГРАССМ АНОВЫ Х 
М Н О ГО ОБРА ЗИ Й  Н ЕИ ЗОТРОП Н Ы Х ПОДПРОСТРАНСТВ 
ПСЕВДОЕВКЛИДОВА ПРОСТРАНСТВА
И. Маазикас 
Кафедра алгебры и геометрии
- Изучению дифференциальной геометрии грассмановых мно­
гообразий m-мерных подпространств /г-мерного евклидова или 
эрмитова векторного пространства положили начало К. Теле­
ман [5] и К. Лейхтвейсс [4]. В [4] найдены все римановы мет­
рики на действительных грассмановых многообразиях Gmin, ин­
вариантные относительно ортогональных групп преобразований 
SO (п) и О(п). Установлено, что так называемые канонические 
метрики на Gm:n превращают Gmn в пространство Эйнштейна 
постоянной скалярной кривизны и неотрицательной кривизны в 
двумерных направлениях, и что только на G2,4 существуют еще 
другие римановы метрики, инвариантные относительно 50(4) 
и 0(4); последние не превращают 0 2а  в  пространство Эйн­
штейна. Ю. Вонг в [6] установил, что риманова кривизна К (о) 
(так в [ 1 ] называется кривизна в 2-направлении а) действи­
тельного грассманова многообразия имеет точные границы 
0 ^-/С(а) ^ 2  и дал характеристику тех 2-направлений о, в ко­
торых К (о) либо минимальна, либо максимальна. В 1965 году 
Т. Ханган [3] определил с помощью локальной карты риманову 
структуру на множестве р-плоскостей псевдоевклидова простран­
ства и исследовал подмногообразия, для которых /С(сг) =  1.
В настоящей заметке рассматриваются грассмановы много­
образия m-плоскостей hRm псевдоевклидовых пространств lRn, 
которые обозначаются через h'lGm>ri. Доказывается существова­
ние на h'lGm,n инвариантной метрики, которую, следуя Лейхт- 
вейссу, можно называть канонической. Выводятся структурные 
уравнения многообразия h’lGmn как однородного пространства. 
Показано, что многообразие h'lGm,n с канонической метрикой яв­
ляется пространством Эйнштейна постоянной скалярной кри­
визны и постоянной кривизны Риччи не только при k =  I =  0, а 
также при любых допустимых k u i .  Кривизна К (о) в случае 
общего k'lGm,n может принимать любые значения и не имеет
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таких границ, как в случае Gm}n. Поэтому в § 2 приходится пока 
довольствоваться лишь нахождением стационарных кривизн 
К {а) многообразия k’lG2,4.
§ 1. Риманова структура на многообразии h’lGm,n
В псевдоевклидовом векторном пространстве lRn, где п ^  3,
/ п, и где I — число отрицательных коэффициентов в канониче­
ском виде метрической формы этого пространства, рассмотрим 
множество m-мерных подпространств hRm {т<Сп, k ^ l ,  k ^ .m ), 
которое является, как известно, дифференцируемым многообра­
зием и называется грассмановым многообразием h'lGmtn. При­
соединим к каждому подпространству я  базис {еа, еа} простран­
ства lRn так, что первые т  векторов еа (а,Ь , . . . . =  1, . . . ,  k, 
/:+ 1, / + т  — k) принадлежит данному m-мерному под­
пространству я, а остальные п — т  векторов еа (а, ß, . . .  =  
=  k -f- 1, . . . ,  I, / + m — k -j- 1, . . . . ,  n) ортогональны к нему. 
Тогда в формулах инфинитезимального перемещения
'v
dea =  ü)baeb-\-<i)aaea, ^  ^
dea= (oaa.eaJh(ofia,efi,
имеют (в силу инвариантности метрики) место
0)аа = — gabg a ^ b .  (1.2)
При фиксации данного я  векторы еа могут вращаться только 
внутри л, а векторы еа только в ортогональном (п— т) -мерном 
подпространстве. Возникает расслоение h'lSm.n-^h'lGm-,n, где 
многообразие базисов {еа, еа} с указанными выше- 
свойствами. Пусть д — дифференцируемое векторное поле, на 
h,lSm,n, вертикальное в этом расслоении. Тогда из (1.1) следует,
õea =  o)ba(õ)eb, õea=(L>V‘a{õ)e$, 
т. е. *
Л (< ? )= 0 , waa (^ )= 0 . (1.3)
Поскольку
da)*a =  (üh Д  (<Уьвй>“Р — ^aßW5a) , ( 1.4).
то система соаа =  0 является вполне интегрируемой и его первые 
интегралы могут быть приняты за координаты для х <= в
некоторой окрестности заданного я , а <уаа образуют систему 
кобазисов в х е  h’lGm,n-
Пусть д — произвольное дифференцируемое векторное поле, 
заданное на h'lSm,n- Тогда, используя (1.4), получим, что
dco^aiõ, д) = -- ~ 0)^ъ(д) [<5baWaß(tf)— С^й)Ьа(<5) ].
С другой стороны, для векторных полей õ и д, коммутирующихся 
в рассматриваемой точйе многообразия h'l6m,n,
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2d(üaa (<?, d) =  ÖCüaa (d )~  d(üaa {Õ) .
Из последних двух равенств, учитывая и равенства (1.3), выте­
кает
Õ ООаа{д) — —ü>ßb(d) [<5baO><Xß ( а{0) ].
Поскольку эти соотношения имеют место для всякого диффе­
ренцируемого векторного поля д на к'1&т<п, то, обозначая 
iö>«ß((5) =  ,tfaß и COba(d) =  Яьа, ПОЛуЧИМ
Ö(ü*a =  (üh ( (^ß A  — 0ЬаЯ*р). (1.5)
Аналогично можно вывести, что
ö<Oaa=(Obfi(dabJlfia — öVanab). ■ (1.6)
С помощью (1.5) и (1.6) покажем, что квадратичная форма 
ds2 =  —й>аа(оаа инвариантно связана с данным подпространст­
вом л h'lGm,n, т. е. при фиксации л она не меняется. Действи­
тельно,
0 (—(0%0)аа) =  аЛхбА (дацльа — 0ьалГ$) + 
4r(Oaaü)bß(ÖabttVa — 0 а^Л:аь) — 0.
Используя соотношения (1.2), получаем
dsz=  —й)аа0)аа =  g ^g  а ßO)attCO^b (1.7)
Форма (1.7) определяет на грассмановом многообразии Ä-?Gm>n 
римановую метрику, поэтому назовем ее основной метрической 
формой, а gabgaß основным метрическим тензором. Отметим, что 
касательные векторные пространства к многообразию h'lGm<n 
обладают метрикой пространства LR.\, где N =  т(п  — т) и 
L =  (п — / — т  -|- k)k -f (I — k) (т  — k ).
Введем обозначения
сдаа =  в А, gabga f i= g ABf 
Öba(Oafi — dafi(Oba =  e AB.
Тогда можем переписать (1.7) в виде
dsz = g ABe A&B, ( 1.8)
и формулы (1.4) в виде
deA =  e B/\ вАв. (1.9)
При внешнем дифференцировании выражении 6 А в  получаем
d0AB==ecB д  <9АС_|_ ß A B) (1 .10)
где
0 А в  =  R a b c d O c  Д  S d  ( I - 1 1 )
и
R A B C D = Ö bad a 6 g cdgßv  —  Õca ^ g bdg V6 —
— ÖbaÕavgcdg№ + Õdadafigbcgvö. (1.12)
Формулы (1.9) и (1.10) представляют собой структурные урав­
нения грассманова многообразия HAGm,n, формы й А в  являются 
его формами кривизны и R abcd составляют его тензор кривизны. 
Совершая в тензоре кривизны (1.12) свертку по индексам А и 
D, получаем тензор Риччи
RBc =  RABCA=(n — 2)gbcgfiy=(n — 2) gee. (113)
Поскольку тензор Риччи Яве пропорционален основному мет­
рическому тензору gee, то грассманово многообразие 
является пространством Эйнштейна. Умножим тензор Риччи
(1.13) на gDB, получаем
R dc , =  (п —  2) g DBg BC = { п  —  2) ö\õcd
и после полного свертывания этого тензора получим скалярную 
кривизну
R =  RCC=  (п — 2)<Рч0сс= (п  — 2) (гг — m)m  (114) 
грассманова многообразия h'lGm<n. Из вышесказанного вытекает 
Теорема 1. Грассманово многообразие ft-zGm>n с римановой 
метрикой (1.7) является пространством Эйнштейна постоянной 
скалярной кривизны (п — 2) (п — m)m.
Пусть х =  (хА) — вектор из касательного пространства к 
многообразию h'lGm,n в точке л. Кривизна Риччи многообразия 
kilGm>n в направлении этого вектора
*< ‘ ^ 7 3 й £ = (" - 2)-
Следовательно, грассманово многообразие hilGm>n обладает по­
стоянной кривизной Риччи, равной п — 2.
Пусть теперь х =  (хА) и у =  (ув) — линейно независимые 
векторы касательного пространства к k’lGm,n. Они определяют 
некоторое двумерное направление а, которое характеризуется 
простым бивектором оАВ — х^Аув\
0 A [B 0 C D ]= Q (1.15)
Риманова кривизна К (о) многообразия h'lGm,n в этом двумер­
ном направлении о определяется формулой
гг, ч R a b c d Qa b o c d  п
_  ( g A C g B D  —  g A B g C ü )  o A B o CD ’
где
R A B C D  =  g A F R F BCD =  g abg cd{g ay g №  —  g a ö g ß v )  +  
+ g a f ig v 6 ( g acg bd —  g adg bc) .
Из формулы (1.16) вытекает, что если т =  \ или т  =  п — 1, 
то К (а) =  1. В HTqre получается
Теорема 2. Грассмановы многообразия °<lGj,n, l’lGi,n и 
h’lGn-iiTl с римановой метрикой (1.7) являются пространствами 
кривизны 1.
§ 2. Стационарные кривизны многообразия WG2,4
В этом параграфе рассмотрим подробнее риманову кривизну 
многообразия h’lG2,4 ( k ^ . l - ^ 2). Допустим, что базис {е,} 
(*', / , . . . =  1, 2, 3, 4) в г/?4, присоединенный к подпространствам 
hR2, составляющим многообразие h,lG2.i, выбран ортонормаль- 
ный, т. е. gij =  0, как только i ф  j  и gu =  gu =  £,-, где 
£г =  +1. Обозначим
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Ofl314 —= O'12, 0 1з Ч = - 0 13, <71з24 =  CT14, СГ1423 = -С Г а3, СГ1424 =  0 ’24, (Т2 324 = С Г 34.
Тогда формула (1.16) принимает вид
К (л) —  £ ( g l (7 l2+ £ 2 g 34) 2 + g / ( g 3 f f 13 +  g 4 g 24) 3 ,
1 ;  £ C T + ( ( j 14) 2 + ( ( 7 23) 2 + e V  ■’ 1 }
где <7= (cr12)3-f-(су34)2, ^ ( а 13)2- ^ 24)2 и £ = £ 16:2, £ '=£з£4.
Условие (1.15) простоты бивектора выражается в данном 
случае одним соотношением
1^3^ 24-0-12(734-- 1^4^ 23 — 0 (2.2)
Значения /С(а), определяемые уравнениями
д Ш  Л—Г гт — 0, 1< 1,
дог> 1
при выполнении условия (2.2), будем называть, следуя
А. П. Петрову ([2], § 17), стационарными кривизнами. Для их 
вычисления составляем вспомогательную функцию
F (z, fl, Я) = e ( £ i 0 r 12+ £ 2 d 34) 2 + £ / ( £ 3 f f 13+ £ 4 C r a4) 2 - f -  
+ / z [ £ ( 7 - f  (ö-14) 2-j- (cr23)2 + £ V ]  +
4“2Я (er13#24 — cr12^ 34 — CT14*!23) .
Теперь 2-направления' а, в которых К{о) стационарна, опреде­
ляются из системы
.= 0  (2.3)
до” v
при дополнительном условии (2.2). Система (2.3) имеет вид 
e'(\+fi)oi3+ (1+Я)(т24= 0, 
e(l+ fi)o l2+  (1-Я)(Т34= 0 ,
,аа14 —Ло™=0,
—Яа14 +^(723=0, Л ' ’
(1-f-Я) а13+£' (1 +/г) а24= 0 ,
(1-Я)а12+ £(1+|М)о34= 0 .
Для существования нетривиального решения этой системы не­
обходимо и достаточно, чтобы ее определитель был равен нулю, 
т. е. чтобы
(tu — Я)2(//+Я)2(/г+Я+2) (^ — Я+2) = 0 .
Получим следующие решения:
I. o3i= — £tf12, 0^ = — e 'o iS, £ (а 12) 2 — er14#23— £'(сг13) 2= 0 ;  
и в этом случае в неизотропных 2-направлениях К (о) = 0;
II. al2= a 3i = 0, 0^ = 0^, с713(724=((714 ) 2;
здесь К (о) =  1;
III. СГ13 =  (724 =  0, СГ23^ —а14, <712(Т34=  (от14)2, 
здесь /С (а) =  1.
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В зависимости от значений е* существуют еще следующие реше­
ния системы (2.4):
IV. Если е =  е', то существует решение
(734= £ (712, oVk= e 'o iZ, (714=сг23= 0 , (сг13)2=  (а12)2; 
в этом 2-направлении К (а) = 2 ;
V. Если £ =  — 1, то существует решение
(Г *  =  о 12, O l3 =  0 *  =  О , С Т ^ З = — сг14, ( ( 7 1 4 ) 2 ^ ^ 1 2 ) 2 ;
в этом 2-направлении /С(сг) неопределена.
VI. Если е' = — 1, то существует решение
ö'12= c r 3 4 _ 0 ) а 2А— 0 13' ^ 2 3 ^ ^ 1 4  (^1 4 ) 2=  (^ 1 3 )2 . '
в этом 2-направлении К (а) неопределена.
Отметим, что случаи V и VI содержатся в случае I.
Теорема 3. В случае грассмановых многообразий 02Л, 0,202,4, 
2’2G2j4 и 1,2Ö2,4 через любую их точку в каждом из 2-направле­
ний о со стационарным значением К (о) =  2 проходит вполне 
геодезическое двумерное подмногообразие и эти подмногообра­
зия вполне ортогональны.
Д о к а з а т е л ь с т в о .  Поскольку бивектор, определяющий 
некоторое 2-направление, определен до отличного от нуля чис­
ленного множителя, то можем решение IV системы (2.4) пере­
писать в виде
(7*2= 1, о13=±\, сг14= 0, а23— 0, о ^ = ± е , аи= е .
Каждое из соответствующих 2-направлений определяется сле­
дующей системой
1 =  0, g. 
6*4= Ы 32Н=(х)41 =  0,
причем 2-направление, определяемое системой (2.5) с верхними 
знаками, вполне ортогонально 2-направлению, которое получа­
ется из (2.5) при нижних знаках. Дополним формы ©3 и 6>4 до 
полного базиса формами
0 1 =  (6l>42=F £CL>3ri, 
ß2=C032±W41.
Поскольку в силу со12 =  — и о)г4 = . —£(о4з имеем
dß3=  (±ео)21 — « 4з) Л  6>4,
dßi =  (=F &>2i -f- £б/з) Д  &3,
то пфаффова система (2.5) вполне интегрируема и определяет 
искомые подмногообразия. Аналогично доказывается
Теорема 4. Через любую точку многообразия (соот­
ветственно °’lG2A) в 2-направлении, определяемом решением V 
(соответственно VI) системы (2.4), проходит вполне геодезиче­
ское и вполне изотропное двумерное подмногообразие.
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PSEUDOEU KLEI DI LISE RUUMI MITTEISOTROOPSETE ALAMRUUMIDE 
GRASSMANNI MUUTKONNA RIEMANNI GEOMEETRIAST
I. Maasikas
R e s ü m e e
Grassmanni muutkonna diferentsiaalgeomeetria uurimine sai alguse 
C. Telemani [5] ja K. Leichtweissi [4] töödest. Käesolevas lühiartik lis definee­
ritakse pseudoeukleidilise ruumi lR n mitteisotroopsete alamruumide hR m Grass­
manni muutkonnal H'lGm,n. kanooniline Riemanni meetrika ja näidatakse, et see 
meetrika muudab muutkonna h lGm,n konstantse skalaarkõverusega Einsteini 
ruumiks. Leitakse 2-sihid Grassmanni muutkonna h‘,G2,A puutujaruumis, m ille­
des Riemanni kõverus K(a) on statsionaarne.
ZUR RIEMANNSCHEN GEOMETRIE DER GRASSMANNSCHEN 
MANNIGFALTIGKEITEN VON NICHTISOTROPEN UNTERRÄUME IM 
PSEUDOEUKLIDISCHEN RAUM
I. Maasikas
Z u s a m m e n f a s s u n g
Die Untersuchungen der Differentialgeometrie der Grassmannschen M an­
nigfaltigkeiten nahmen ihren Anfang in Arbeiten von C. Teleman [5] und 
K. Leichtweiss [4]. Im vorliegenden Aufsatz wird auf der Grassmannschen 
M annigfaltigkeit hJGmin von nichtisotropen Unterräume hRm im pseudoeuklidi­
schen Raum lR n kanonische Riemannsche Metrik definiert. Man zeigt, daß 
diese Metrik macht die M annigfaltigkeit h'lGm,n zu einem Einsteinschen Raum 
mit der konstanten Skalarkrümmung. Es werden diejenige 2-Richtungen a im 
Tangentialraum von A,,G2l4 ausgesucht, in denen die Riemannsche Krümmung 
K{o) stationär ist.
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ПОДГРУППЫ  ЛИ Д ВИ Ж ЕН И Й  ЕВКЛИДОВА 
ПРОСТРАНСТВА Т?5 И ИХ ОРБИТЫ . II
К. Рийвес
Кафедра алгебры и геометрии
Пу сть Ün-m обозначает класс связных подгрупп Ли движе­
ний в вещественном евклидовом пространстве Rny орбиты мак­
симальной размерности которых га-мерны. Через Кп'т обозна­
чим общую подгруппу из класса йп’т. Подгруппу стационарно­
сти флага Ф (см. [2], стр. 13) из класса йп’т, обозначим через 
Кп'т (Ф), а r-параметрическую винтовую подгруппу в подгруппе 
стационарности флага Ф — через Кп’тг(Ф)-
Настоящая работа является продолжением статьи [3] 
Если в [3] рассматривались подгруппы классов й5*1, И6'2 и ис­
следовались дифференциально-геометрические свойства их ор­
бит, то теперь перечисляются подгруппы Ли класса ®5-3, задавая 
все подгруппы /С5,3 <= SI5-3 вполне интегрируемыми пфаффовыми 
системами и даются геометрические характеристики их орбит V’3 
максимальной размерности. Орбиты, как известно ([1], 
стр. 247), характеризуются тем, что все их дифференциальные 
инварианты постоянны, а эти инварианты являются коэффици­
ентами в соотношениях между формами инфинитезимального 
перемещения канонического подвижного репера. Поэтому изло­
жение следует начать с решения задачи канонизации подвиж­
ного репера, связанного с точкой поверхности V3 czRs.
§ 1. Канонизация подвижного репера поверхности V3czR5
Пусть ортонормированный репер {М, е\, e%, е3, в\, е5} при­
соединен к точке М поверхности ;/ 3 в Rs так, что векторы е\, 
е2 и е3 определяют касательную плоскость, а е4 и е$ — нор­
мальную плоскость к Уз в точке М. Тогда в формулах инфини­
тезимального перемещения репера
dM =ü)IeI ,
de! =<oKIeK, qjk j-j-co1 к =  0,  ^ ^
6*
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где 1, .. . , 5, имеем
w4= « 5 — о (12)
и
со^ =  Ь ^ ,  Ь«гэ=Ь«эг, i, j, . . . =  1, 2, 3; «, .. .= 4 , 5. (1.3) 
Здесь коэффициенты образуют фундаментальный объект
второго порядка, который определяет пучок асимптотических 
квадратичных форм аф^цХ'хз -4- 0ьЬ5цх*х* с двумя базисными 
формами Ф4 =  b4ijxlxi и Ф5 — b5ijxixi. Геометрически уравнение 
аф*цх}х$-у афъцх*х* О задает линейную систему асимптотиче­
ских конусов второго порядка, лежащих в касательной плоско­
сти к поверхности Уз е  точке М. Два направления в касательной 
плоскости поверхности Уз называются сопряженными, если они 
полярно сопряжены относительно любого асимптотического ко­
нуса.
Для канонизации репера {М, ег,еа} нужно подходящим обра­
зом выбрать базисные квадратичные формы, поворачивая е4 и 
€5, а затем максимально упростить матрицы их коэффициентов.
В пучке асимптотических квадратичных форм для V3 в Яб 
всегда существует вырожденная форма. Подходящим поворотом 
векторов репера ел, на их плоскости можно добиться, чтобы 
ею стало Ф5, т. е. чтобы det ||6i5;jll =  0. Известно ([5], стр. 138— 
140), что базисным асимптотическим конусом ф 5 =  0 поверхно­
сти может теперь быть:
1) пара пересекающихся действительных плоскостей,
2) пара комплексно-сопряженных плоскостей, пересекающих­
ся по действительной прямой,
3) дважды взятая плоскость,
4) конус неопределен.
В общем случае направления векторов е4 и es фиксируются, и 
поэтому форма Ф4 также вполне определена.
Далее можно матрицы коэффициентов базисных квадратич­
ных форм Ф4 и Ф5 упростить путем подходящего выбора репера 
{М, ei} в касательной плоскости поверхности Уз в точке_ М. Вна­
чале отказываемся от требования ортонормированности каса­
тельного репера поверхности Уз в точке М, т. е. будем искать 
такой аффинный репер {M,fi}, в котором матрицы \\b4ij\\ и 
* ||65ij|| принимают простейший (канонический) вид. При нахож­
дении линейно независимых векторов /г можно использовать 
классификацию квадрик на плоскостях проективной метрики 
с вырожденными абсолютами. Именно, уравнения базисных 
асимптотических конусов Ф4 =  0, Ф5 =  0 определяют на беско­
нечно удаленной 2-плоскости касательной 3-плоскости поверх^ 
ности Уз пару квадрик. Пусть вторая из них, Ф5 = . 0, которая 
по предположению является вырожденной, будет абсолютом. По 
терминологии работы [*4] (см. стр. 270) в случае 1 соответст­
вующей плоскостью проективной метрики будет копсевдоевкли- 
дова плоскость 'Яг*, в случае 2 — коевклидова плоскость Яг*-
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В случае 3 имеем дело просто с аффинной классификацией 
квадрик на проективной плоскости Р2, а в случае 4 — проек­
тивной классификацией квадрик на Р2 (см. [5], стр. 153, 155, 
140).
Существует аффинный репер {М, /,}, относительно которого 
матрица коэффициентов вырожденной асимптотической формы 
Ф5 имеет канонический вид ([5], стр. 139)
О О О
1)6^ 11 =  0 е 0 4 (1.4)
0 0 £'
где е и е' имеют одно из значений 0,+1, — 1. При этом ранее 






е= ± 1 , e '= = F l;  (1-4А)
е =  е '=  1; (1-4Б)
е =  0, е'— 1; (1.4В)
£ = £ = 0 .  0-4Г)
Пусть матрицей коэффициентов второго базисного асимптоти­
ческого конуса в выбранном репере будет ||64\-3-||. Для 
нахождения ее наиболее простого вида надо воспользоваться 
всевозможными преобразованиями аффинного репера {М,/*}, 
сохраняющими уже полученный канонический вид (1.4) матриц 
||65ij|| в каждом из случаев 1) — 4). Пусть при таком преобра­
зовании столбец координат х произвольного вектора преобразу­
ется по закону х =  где det Ф  0. Матрица \\Ь4'ц\\ преобра­
зуется тогда, в силу (х*)т\}*Ь4ц\\х* =  хт\\Ь*'ц\\х, по формуле
||*Ь4..,| = а т H e lis t . (1.5)
Подходящий выбор матрицы преобразования 21 дает возмож­
ность найти всевозможные канонические виды матриц ||64/,j||, 
соответствующие всевозможным классам квадрик на бесконечно 
удаленной плоскости Р2 с проективной метрикой, определенной 
на ней с помощью (1.4).
В литературе нам не удалось найти классификацию квадрик 
плоскостей lR2* и R2* и пришлось восполнить этот пробел. На 
плоскостях ^ 2* и R2* матрицами допустимых преобразований 
будут,, соответственно,
ЗГ' =
»где Я ф  0, А, В, а являются параметрами преобразований. Под­
ходящим выбором этих параметров можно часть коэффициентов 
b4'ij обратить в нуль, используя (1.5). Рассмотрение всевозмож­
ных случаев довольно объемисто и мы его опустим. Приведем
IIА А В Я А В Р
jj 0 ch а sh а \, ?Г"= 0 cos а sina рII 0 sh а ch а 1 0 -—sin а cos a jj
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здесь только результаты, включая вместе с ними также аффин­
ную и проективную классификацию квадрик плоскости Р2. При 
этом применяем терминологию касательной 3-плоскости поверх­
ности Кз и определенных для нее базисных квадратичных форм.
В касательной 3-плоскости в точке М к поверхности V3 ^  Rs 
существует аффинный репер {М, /;}, в котором базисная квадра­




ö4ijH = 0 bz 0
0 0 b3
где 
д = 0, 1;
bz ,  b 3 — произвольные числа, если е =  ± 1, е'=\\
b z^ö 2= 0, ±1, bз — произвольное, если е =  0, е '=  1; (1.6А)
b z — õz ,  Ь з = 0 з = 0 , ± 1 ,
либо матрицей
где
если е =  е' =  0;
i ö 0 0
0 bz b  23
1 0' Ь 2з b  3
е  =  — е ' ф О ,  0 = 0 , ± 1 ,  Ь 2з Ф 0 ,
Ь2= Ь з= ± .Ь 2з или 'Ь г= О, Ь3 — произвольное; 
либо матрицей
0 0 1






bi — произвольное число, если е =  ± 1, ег =  ± 1;
Ь2 =  02, если е == О, е' =  1. 
Если в (1.4) имеет место е =
можность
( 1 . 8  А)
&' Ф  0, то существует еще воз-
(1.9)
0 0 1 0 0 0
0 0 2 0 , \\Ь*ц\\ = 0 0 1
1 0 0 i 0 1 0
т м =
Отметим, что если невырожденная матрица \\Ь4ц\\ приводима 
к диагональному виду (1.6), то поверхность К3 имеет в точке М  
три взаимно сопряженных направления /ь f2, /з; в остальных 
трех случаях взаимно сопряженных направлений будет две 
пары: при (1.7) направления f u f2 и fi, /з, а при (1.8) и (1.9)
— направления /ь /2 и f2, /з-
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Из вышеописанного фиксированного аффинного репера 
можно получить однозначно определенный касательный 
ортонормированный репер {М, е*} к поверхности Уз в точке М 
при помощи преобразования
e i= a 0fu
^2=fll/l"fa2/2> (1.10); 
£3= Ö3/1—[—<24/2-К^ б/з, 
где параметры as(s =  0, .. . , 5) определяются условиями e,ßj =  
=  di j (i, j =1 , 2 , 3 )  и, кроме того,
а0>0, а2> 0, а5>0. (111)
Таким образом определенный ортонормированный репер 
{М, d )  может служить каноническим касательным репером по­
верхности У3 d i? ,5. Но преобразованию (1.10) касательного ре­
пера поверхности У3 соответствует преобразование компонентов 
baij фундаментального объекта II порядка по тензорному за­
кону. Следовательно, если обозначить матрицу преобразования
(1.10) через Шт,то канонические виды матриц ЦЬ^ цЦ, т. е. (1.6),.
(1.7), (1.8), (1.9), (1.4), преобразуются но формуле
b '=% M i^u  ( 1.12)
представленной в матричном виде. После указанного преобразо­
вания можно опять ввести старые обозначения, т. е. заменить У  
на Ь.
Для краткости изложения удобно люльзоваться следующими 
обозначениями. Пусть каноническим видом ||ö4ij|| будет (1.6). 
Тогда обозначим 
/400=(0) =  а02(У, Ä0i =  a0aiö, А0з = а 0ая0, A = a iaaõ-{-a2ailb2,
(1.13)
(12) =  tfi 20+ а22Ьг, (345) =  а3М+042Ь2-|- аь2Ь3.
В случае канонического вида (1.7) обозначим 
'А =  CLiüsÕ~\~Cl2 (й4^ 2-Т_^5^ 2з) , (345 • ) =  üßÖ-\- Ch?b2-\-Clr2b 3-\~2CLikCLbb2Z,
(1.14)
сохраняя все обозначения (1.13), кроме А и (345). При этом, 
'А и (345 •) переходят соответственно в Л и (345), если Ь2з =  0. 
Если каноническим видом \\Ь4ц\\ будет (1.8), то
A os=aoü5, (2) =  ß22b2, П 15\
"А =  0105+ 0204^ 2, (А-) =  а^ Ьч-\-2агаъ.
Пусть каноническим видом ||6\,|| является (1.4). Тогда
В&=((2))=а#£, В2А =а2.а1к£, ((45)) =  а42£Н-а52е'. (1-16)
Если же каноническим видом ||ö5ij|| будет (1.9), то
jB25 =  Ö2Ö5, ^45 —— 2Ö4Ö5. (1.17)
Вычислим компоненты фундаментального объекта II порядка 
поверхности У3 а  относительно выбранного нами ортонорми- 
рованного репера в точке М е  К3 по формуле (1.12) и предста­
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Если поверхность V3 является орбитой некоторой подгруппы 
Ли движений в Re, то величины а0, . . ., а5 и соответствующие 
Ь2, Ьз или b23 будут, в силу результата Э. Картана, упомянутого 
в начале работы, постоянными относительно описанных орто- 
нормированных реперов {М, ßi, еа}, являющихся в общем случае 
каноническими. Следует сразу же отметить, что не во всех слу­
чаях репер канонизируется полностью — в некоторых случаях 
существует определенный произвол выбора векторов /*•
Существующие типы асимптотических конусов I— IV дают 
возможность классифицировать поверхности V3 по типам асим­
птотических конусов. Дальнейший анализ покажет нам, что все 
орбиты V3 подгруппы Ли движений в R$ имеют тип I и II, т. е. 
классы, соответствующие типам III и IV не содержат ни одной 
орбиты VV
По типам I—IV определяются разные типы системы (1.3), 
Дифференциальное продолжение уравнений этой системы с по­
мощью условий интегрируемости
dc0^ -0)^ /\ 0)^L, /j
d(üKj — (0Lj A  OJKL 
уравнений (1.1) приводит к некоторой продолженной системе. 
В случае орбиты Уг, когда ао, • • •, «5, Ь2, b3, Ь2з, также как и но-
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вые коэффициенты в продолженных уравнениях, являются посто­
янными, мы приходим к следующей линейной системе с постоян­
ными коэффициентами относительно форм ш2ь £t>3i, &>32, <*>54:
2bli2(o2,i+2b\i3(õ3i=A i(o i-\-Azo^-\-Ä3(jo3, (1.19)
( — b411 -j-6422) « 21 + Ь423«Э1+ Ь41эй)32 =  Л 2<У1 + Л 4<W2-f Л 5СО3, ( 1.20)
Ö423<У21"Ь (- ?^411 Ь4зз) Cl)31—|— 0413<л>32 =  ЛзСО1 —Л 5СО^—Л 6Ct>3, (1.21)
-264i2Ü)2l-j-26423(W|32-l-^522<y54 =  Л 4й)1-{-Л 70)2-|-Л 8&)3, ( 1.22)
-041Э&>21-0412<У31-|- (--^422~I- ^ з^з) f- ^ 523<>->54 :=
= А 5^ -{-А80^-\-Адо)3, (1-23) 
—2041зы31 — 2Ь^з(о32~{-Ь5ззй)5ь=АбС01-\-А9со^ -{-А\о(о3, (1.24) 
-Ö4nü)54 =  ßi(y1-j-ß2W2_j_ 3^<y3, (1-25)
bb22Ü)Zl-\-b5XiQ)3i -fe4i2ü>54 =  Jß2W1 + ß4a)2+ß5t03, ( 1 -26)
b 523<w2i ~j~ b 533&)3i — Ь41з(У54=5з(У1-1--050>2+-бба>3, (1.27)
2 b '*2з(о32 — (1.28)
( — Ь522~\~Ь5зз) *(t)32-Ö423Ct>54 — В В 8(ü2,-{-В qW3 , ( 1.29)
-2Ö523(ü32-Ь^ зз(0Ъь =  В 6(t>1 Bgü)^ -\- В ioü)3. (1.30)
Совместность этой системы налагает на действительные посто­
янные
ao/öi, . . . ,  а5, Ь2, Ь3, bz3, AS} Bs (s =  l, . . . ,  10)
ряд условий. При этом часть из форм о)2 <u3i, w32, w54 выража­
ются через главные формы
cüh — ahk(oh, o)5i = a 5ihO)h (1-31)
с постоянными коэффициентами. Если пфаффовая система (1.2),
(1.3), (1.31) является вполне интегрируемой, то она выделяет 
некоторую подгруппу Ли движений из класса $ 5-3. Соответ­
ствующие формулы ( 1.1) определяют действие этой подгруппы 
в R5.
Вышеупомянутым разным типам системы (1.3) соответствуют 
разные системы (1.19) — (1.30). В следующих параграфах реша­
ются эти системы.
§ 2. Подгруппы Ли класса $ 5-3 с орбитами типа I
1. К л а с с и ф и к а ц и я  о р б и т  V3 типа  I по  ч а с т ­
ным с л у ч а я м  а с и м п т о т и ч е с к и х  к о н у с о в .  Пусть 
для орбиты Vj3 подгруппы Ли движений /С5-3 е  ^ 5-3 в канониче­
ском ортонормированном репере {Л4, ег-, еа} матрицы \\Ьац\\ 
имеют канонический вид типа I (по таблице 1.1). Такая орбита 
V;3 имеет по крайней мере три взаимно сопряженных направ­
лений,
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Обозначим через С® конус, определенный с помощью ||öaij||. 
Всегда можно предположить, что 0 ^  rang \\b5ij\\ ^  rang ||64ij||^ 
^  3, так как при rang \\b4ij\\ <  rang ||ö5ij|| после взаимной за­
мены векторов репера е4, es опять сделанное предположение вы­
полняется. Кроме того, если тип конусов Са совпадает (при этом 
rang||64ij|| =  rang ||ö5ij||), то можно предположить, ■ что С4 и С/ 
как множества точек касательной 3-плоскости к У3 в М различ­
ны. Иначе этот случай с помощью подходящего поворота век­
торов е4, es приводим к некоторому случаю rang ||65t-j|l <С 
<  rang \\bAij\\:
Чтобы решить систему (1.19) — (1.30) в случае канонических 
видов матриц l|6aijll типа I целесообразно с учетом вышесказан­
ного классифицировать соответствующие орбиты У3 по типам 
асимптотических конусов, конкретизируя значения параметров 
в условиях (1.6А), (1.4). Представим результаты в виде таб­
лицы.
Таблица 2.1.
rang !!ft5ull rang ||64гя| с £ õ b2 b3
1° а) 0 0 0 0 0 0 0
б) 1 0 0 0 0 1
в) 2 0 0 0 1 +  1
г) 3 0 0 1 1 ±1
¥  а) I 1 0 1 0 1 0
б) 2 0 1 0 1 ~ф~ о
и) 0 1 1 +  1 0
г) 3 0 1 1 1 ^0
3° а) 2 2 ±1 1 1 Ф 0 0
б) з ±1 I 1 Ф 0 0
Эти случаи в дальнейшем цитируются по символам первого 
столбца. Исследование орбит У3 с разными ‘типами асимптоти­
ческих конусов покажет, что орбиты и соответствующие им под­
группы Ли К6,3 существуют во всех случаях, кроме 2° б) и 
3° а—б) . Мы рассмотрим подробно случаи, в которых орбиты 
существуют. Несуществование орбит в этих исключенных слу­
чаях доказывается подробно'только при 2°б) .(см. ниже п. 3). 
Объемистые доказательства несуществования орбит в случаях 
3°а—б) опускаются, так как они вполне аналогичны приведен­
ному. Во всех этих случаях система (1.19) — (1.30), в которой 
постоянные коэффициенты Ьац определены типом I таблицы 1.1, 
или дифференциальное продолжение ее решений приводит к 
противоречиям сс сделанными предположениями относительно
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коэффициентов (1.13), (1.16), ЛЬу В ч (s =  1; . . . ,  10) или, соот­
ветственно, 2°б) и 3°а—б).
В ходе исследований естественным образом выделяются под­
группы Ли /С5,3, орбиты У г которых являются гиперповерхностя­
ми некоторой гиперплоскости R^czRa. Для них в (1.3), (1.31) 
имеет место со5\ =  со52 =  (оъз =  <y5i =  0. На описании соответ­
ствующих орбит Уг мы подробно останавливаться не будем, так 
как они исследованы в [2].
Для решения системы (1.19) — (1.30) коэффициенты левых 
частей ее уравнений нужно заменить их выражениями типа I из 
таблицы 1.1; учитывая обозначения (1.13) и (1.16). Итак
bttii=Aoo=cio2"d, b!ki2=Aoi =  ciottid, Ь^ 1з=Аоз=аоазд,
b‘t22= ( l 2) =  ai2d+a22b2, Ь^з=А  =  а1аз0-\-а2а11Ь2,
Ь4зз=(345) =  аз2д+ а^ Ьг-^ - а$2Ьз, br>22=  В22.= а 22е,
Ьъ23= В 2А= а 2аье, ЬЬ з= ((45)) =  a42£+a5V .
Кроме того, для двучленных коэффициентов в уравнениях (1.20), 
(1.21), (1.23) и (1.29) целесообразно ввести следующие обозна­
чения
— Ь^ п-'гЬ^ 22== ('012) =  —ao2d-j-ai2ö-\~aßb2,
—fr4ii-j-b433=(/0345) =  —й(?0-{-С1з2'0-\-сц2‘Ь21-[-а52Ьз, ,
—bi22Jrbi33= (' 1 '2345) =  — apõ — а22Ь2-\-аз20+а£Ь2-\-аъ2Ьз,
—b 522~}~ Ь 5зз= ((r245)) =  —Ö2%“h fl42£H~ ab2e'.
2. Н а х о ж д е н и е  всех  п о д г р у п п  Ли  к л а с с а  $ 5>3 
с о р б и т а м и  типа I.
1°а) Асимптотические конусы О  орбит У$ искомых подгрупп 
в этом случае не определены. Формы (1.3) обращаются тожде­
ственно в нуль. Решение системы (1.19) — (1.30) в совокупности 
с (1.2), (1.3) определяет подгруппу из класса ®5-3 только при 
<у54 =  0. Этой подгруппой будет • 6-параметрическая подгруппа 
/С5,3 {3,4}. Ее орбита Уз представляет собой плоскость R ^ c R 5, 
натянутую на М, ех, е2, е3. Существуют подгруппы JIu движений 
К5,3 [ 1; 3,4}, /С5-3 [1,2; 3,4}, /С5’33 [ 1; 3.4}, транзитивные на пло­
скостях RzciRs  (см. [2], стр. 23—25).
1°б) В этом случае из базисных асимптотических конусов 
орбит 1/3 искомых подгрупп /С6-3 один (т. е. С4) является парой 
совпадающих плоскостей, а второй (т. е. С5) является неопреде­
ленным.
По предположению из величин (2.1) и (2.1') отличны от 
нуля только (345) =  ('0345) =  (/1/2345) =  а&2. Если обозначить 
В =  —а5~2Вю, то решением системы (1.19) — (1.30) будет ы31 =  
=  w32 =  0, w64 =  Вы3. Соответствующие 4-параметрические под­
группы Ли класса $ 5>3 выделяются вполне интегрируемыми 
пфаффовыми системами
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й>4= о )5= 0, со3i =  w32=ü)4i= a )42=cü43 — а52со3=
=  cd5 1 = oy’z =  = со\ — Boj3 =  0,
где либо ß =  0, либо В Ф  0. Остается геометрически охаракте­
ризовать орбиты определенных подгрупп. Движение ортонорми- 
рованного репера под действием этих 4-параметрических под­
групп Ли определяется следующими формулами инфинитези- 
мального перемещения
dM — {o^ei+afiez+dues,
de I =  (ozie2,
de 2 — —<ohe i,
de^-a^dueb,
deik =  —a52due3-\-B due$,
de5 =  —В du e4-
Здесь о 3 =  du, так как d(o3 =  0. При и =  const точка М опишет 
двумерную плоскость, проходящую через точку М в направле­
нии векторов в\, е2.
Если В — 0, т. е. wi54 =  0, то de5 =  0 и, следовательно, орби­
ты У3 исследуемой подгруппы являются гиперповерхностями не­
которой гиперплоскости R^czR^. Они будут цилиндрами с дву­
мерными образующими, построенными на окружностях плоско­
сти R2, вполне ортогональной к образующим. Получена под­
группа К5,3 (2,3). Подгруппа /С6-3 {2,3} имеет подгруппу Ли дви­
жений — 3-параметрическую подгруппу /С6-3 [ 1; 2, 3}, транзитив­
ную на ее орбитах.
Если В ф  0, то из формул инфинитезимального перемещения 
репера следует, что при w1 — <у2 =  ы2\ =  0 точка М опишет вин­
товую линию в одной из параллельных трехмерных плоскостей 
/?з, натянутых на векторы е3, е4, es. Соответствующая подгруппа 
является винтовой подгруппой /О5-^  [1; 3}. Действительно, суще­
ствует трехмерная инвариантная плоскость, направление кото­
рой определяется векторами еи е2, х — ße3 -f~ а^еь и проходящая 
через точку Р =  (а^  + В2)М а^е4, так как dx =  0 и dP =  
=  (а54 + В2) [сохе\ + Л 2) + 'Bdux. Отсюда следует, что орбита­
ми максимальной размерности будут цилиндры с двумерными 
образующими, построенные на винтовых линиях плоскости /?3, 
вполне ортогональной к образующим R2 cz R5, т. е. направление 
Rz определяется векторами е3, е4, е$.
У подгруппы /С5,3-* [ 1; 3} существует подгруппа Ли, транзи­
тивная на ее орбитах. Эта подгруппа будет винтовой подгруппой 
К5'3з [ 1, 2; 3}.
1°в) В этом случае в каждой точке М орбиты У3 искомых 
подгрупп /С5,3 один асимптотический конус (т. е. С4) является 
парой пересекающихся плоскостей . (действительных или ком­
плексно-сопряженных), а второй (т. е. С5) неопределен. Коэф­
фициенты (2.1), (2.1') системы (1.19) — (1.30) имеют следующие 
выражения:
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Аоо=Ао1 — Аоз— В 22— В 2i = {(45)) == {(л245))= О,
А =  а2а4, ('012>= а22, (345)=('0345) =  (45)=а ^ - а ъ2Ь3, (2.2) 
(' 1 '2345) == ('245)=—а22+ а42+ аь2Ьз-
Поэтому из системы (1.19) — (1.30) получаются конечные соот­
ношения А j =  А2 =  Аз =  В { =  В2 =  В3 =  ВА =  В-} =  В& =  0, 
Aß =  —А4, Л9 = —А7, Лю =  —Л8 и уравнения
Ö23w2i+ Л ct)3i = Л k(o2Jr А 5<у3,
Л ct)2i -f- (4 5) o)3i = Л5<у2 — Ai(o3,
2Л(У32 =  Л iW1 7<У2+Л 8<У3,
('245)б>32— Л®«1-{-Лей)2 — Л7со3,
-а2гй>54 =  ^ 7<У2+-в8^3,
—Л(У54 =  5 8(У2+В9(У3,
—(4 5) о)54= В9о)2-\- В юй)3.
Из этой системы следует, что о)5^  =  0. Действительно, если 
А Ф  0, то <уб4 =  —Л-1 (BsG)2 -f- ß 9üj3) - и £7 =  а2?Л_1Б8, #8 — 
=  a22/M ß 9, ß 9 =  (45)Л-15 8, б,о =  (4Ь)А~1В9. С учетом (2.2) из 
выражений для В8, В9 следует, что ± а22а52Вд =. 0. В силу (1.11) 
имеется только одна возможность — В8 — 0, т. е. В7 =  В9 =  
=  Вю =  0 и (Уб4 =  0. Если же Л =  0, то Bä — В9 — 0 и w54 =  
= —а2~2В7со2, а2~2аъ2В7о)2— ßio« 3 =  0. Последнее равенство вы­
полняется при В7 =  Вю =  0, т. е. опять шб4 =  0.
Так- как в рассматриваемом частном случае <о6\ =  <у52 =  
=  о)5з =  0, то de*, =  0 и, как было отмечено выше, орбиты V3 
искомых подгрупп /С5’3 являются гиперповерхностями в некото­
рой гиперплоскости R4 cz R$. Подгруппа /С5,3 не может быть 6 
параметрической, так как для этого необходимо и достаточно, 
чтобы а22 — А — (45) =  ('245) =  0, Л4 =  Л5 =  Л7 =  Л8 =  0. 
Получилось противоречие с условием (1.11). В силу результатов 
[2] и предыдущего случая Гб), имеется единственная возмож­
ность: соответствующая подгруппа будет 4-параметрической и 
выделяется вполне интегрируемой пфаффовой системой
о)к= а )5= 0, oj2i=co3i =  оЛ — o)5i =  <у42 — а22<у2=
— <ль2= (oi3 — а22со3 =  (o53=(o5i = 0.
Она является подгруппой /С5-3 {1,4}, так как dP— d(M-\-a2~xei) =  
=  (jL>'eu dex =  0, и инвариантным 4-мерным направлением будет 
W  €2, в3, е4}. Орбитами максимальной размерности для этой 
подгруппы будут цилиндры с одномерными образующими, по­
строенные на сферах плоскости R3, проходящей через точку Р  в 
направлении векторов е2, е3, е4, вполне ортогональных к направ­
лению е\ образующих.
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Гг) В этом случае в каждой точке М орбиты У3 искомых 
подгрупп класса Ä5,3 один асимптотический конус (С4) является • 
невырожденным, а второй (С5) иеопределен. Теперь в (2.1) и 
(2.Г) имеют место В22 =  В24 =  ((45)) =  (('245)) =  0. В силу это­
го, система (1.19) — (1.30) разбивается на две части: первые 
шесть уравнений для определения о)2\, « Зь оо32 и последние — 
для со54. Оказывается, что со54 =  0. Действительно, из (1.25) 
можно выразить
 ^ Bi В2 , В3
( ö \ =  —  —  —  —  О)3.
00 /»00 ™ 00
Тогда, с учетом (1.26), (1.27), (1.28), получим В2 =  А^-УА^Вх, 
В3 =  А00-'А03В и В4 =  A00-2A0{2Bi и В4 =  А00-\\2)В1. Но послед­
ние выражения для В4 дают а02а22В j = 0 ,  откуда в силу (1.11) 
следует, что В\ =  0 и поэтому также В2 =  В3 =  0, тем самым 
WS4 =  0 и Bs =  0 (s =  4, .. ., 10). Также, как раньше, этим до­
казано, что при сделанных предположениях des =  0, и, следо­
вательно, орбиты Уз искомых подгрупп /С5-3 являются гиперпо­
верхностями некоторой плоскости R4 с= R5. В силу результатов 
[2J и предыдущих случаев настоящего параграфа имеется един­
ственная возможность. Именно, в системе (1.19) — (1.24) для 
определения форм со2\, <о3\, о>32 имеют место а\ =  а3 =  а4 =  0, 
а02 =  а22 .=  а52, 63 =  1, As =  0 (s =  1, . . . ,  10), и искомые фор­
мы остаются параметрическими. Соответствующая 6-параметри- 
ческая подгруппа Ли движений выделяется следующей вполне 
интегрируемой пфаффовой системой
(о^=о)5= 0, ü>4i — üo^ oj1 =  <y5i =  йЛ — ао2о)2=
=  0)Ь2 =  ct>43 — йо20)3 =  (0Г>з =  со5 4 =  0.
Так как d (М ;+ üQ-2e4) =  0 и de5 =  0, то эта подгруппа /С5’3 яв­
ляется подгруппой /С5,3 {0, 1}. Ее орбитами максимальной раз­
мерности будут гиперсферы S3 в параллельных гиперплоскостях 
R4czR5, направление которых определяется векторами е\, е2, е3у 
е4. Выделенная подгруппа Ли К5,3 {0, 1} имеет две подгруппы Ли 
движений, транзитивные на ее орбитах (см. [2], стр. 25- 26), 
соответственно, /С5>34 {0, 1} и /С5,33 {0, 1}.
2°а) В каждой точке М орбиты У3 искомой подгруппы К5,3 
асимптотические конусы С4 и С15 являются различными парами 
совпадающихся плоскостей. Коэффициенты (2.1), (2. Г) системы
(1.19) — (1.30) выражаются теперь в виде
А =  а2а4, ('012) =  а22, (345) =  ('0345) =  а42, 
(' 1 '2345) =  —а22+ а42, ((45))= (('245)) =  а52
(2.3)
В силу этого из системы (1.19) — (1.30) следуют конечные соот­
ношения
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A i= A 2—  Л з= Л 4— А*,=Ав=0,




-2а42(—^4^7 - <^ 2^ в)
а2аг/
, ak (а22 — Я42) (—04^7+02^8) 
л 9==.--------- «_—----------- \
а<?а
„ 2а42(—a4ß7-|-a2ß8) ^  аъ2Въ
Л ю = --------- ------ ч----;— >
а2аьг Ö22
В, =  В2= В э = В  ь= В  5= В ß = О,
D D D р  09 —--Г £>7, Dio = --Г08,
а2 Ö22
где ß 7 и В8 удовлетворяют системе
(а22 — За42) (— а^ Вт-\-а2В8) = 0 , 
а4(3а22 — а4а) (—а ф 7-\-а2В8) +a5*ß7= О,
и уравнения
-- 0 4 ^ 7  +  02^8 о а4(---04^ 7-)-а2^8)
(2.4)
ÜJ2i =  W3l =  0, 6J32 = -------------- (О2 ------------ z z----- ~Ü>3,
а2а^ а22аъ2
Bi 9 В8 ч
— -6J2-----<у3.
Ü22 a t
Оказывается, что в системе (2.4) не может выполняться ра­
венство а22 — За42 =  0. Действительно, если а22 — 3а42, то а4 ф  0 
в силу (1.11). Кроме того, решением исследуемой системы будет
8а44 — а54 D
08 = --5---Õ-#7,
8а2а4
(х»21 =  OJ3i =  О,
w32 = —а^а^Вшг-\-ага!А^Вшг, 
w54 =  — Ša2ai?B(i)z — (8а44 — а^) Вы3,
где ß 7 =Ъа2ъа^В. Теперь дифференциальное продолжение вы­
ражения (ог:2 дает 12аА4аъ4В2ол2 Д а;3 =  0, откуда В =  0, тем са­
мым <уб4 =  0. Но зто приводит к a2a4fl52cü2 Д  а>3 =  0, что противо­
речит сделанным предположениям.
Если же —аАВ7 -f- а2В8 =  0, то из второго уравнения (2.4) 
следует, что В7 -- В8 =  0 и соответствующая 3-параметрическая 
подгруппа /С5’3 выделяется вполне интегрируемой пфаффовой си­
стемой
<У*. =  <У5=  о, 0)2\ — £03i =  0)41 =  оЛ =  <У32 =
=  а>42-Ö22ÖJ2 =6Jr,2=' W43 =  o/>3 — а5^0)3 =  (ür’i =  0.
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Уравнениями инфинитезимального перемещения репера под дей­
ствием этой подгруппы будут
dM — ds ex+dt e^+du e3, 
de i =  0,
de2 =  a^dt e4, 
de3 =  ab2du e5, 
dek =  —a22 dt e2, 
deb =  —as2 da e3
(здесь учтено, что da)1 =  dco2 =  d(o?' =  0, в силу которых со1 =  ds, 
1й>2 =  dt, (.о3 =  du). Отсюда следует, что рассматриваемая под­
группа является подгруппой /С5-3 {1,3}. Действительно, если 
Р  =  М  + а2~2е4 -j- a$~2e5, то легко проверить, что dP =  dse 1, 
dei =  0. При этом инвариантная трехмерная плоскость прохо­
дит через точку Р и определяется векторами еи е2, ^4- Таким об­
разом, орбитами являются прямые цилиндры, построенные на 
поверхностях Клиффорда ([2], стр. 19) гиперплоскости R4, про­
ходящей через точку Р в направлении векторов е2, е3) е4, е5, 
вполне ортогональных к направлению е\ образующих.
Точки Р\ i=  М  -j- а2~2в4 и Р 2 =  М  -j- аъ~2е$ опишут под дейст­
вием исследуемой подгруппы /С5*3 {1,3} двумерные цилиндры вра­
щения в плоскостях Rz, проходящих через Р  в направлении, 
соответственно, в\, е3, es и eh, е2, е4.
2°в—г). В каждой точке М орбиты Vb искомых подгрупп Ли 
класса Š?5,3 определены два асимптотических конусов, один из 
которых (С4) будет либо парой пересекающихся плоскостей либо 
является невырожденным, а второй (С5) — парой совпадаю- 
щихся плоскостей. Теперь &%•, которые могут отличаться от 
нуля, имеют в обозначениях (2.1), (2. Г) вид
Ао0= а 02, Л oi =  flofli, Л 03 =  0003, (12) =  ai2± a22 „
Л =  aia3±a2ai, (345) =  а32± ак2+ а52Ь3, ((5)> =  а52.
В силу этого, из системы (1.19) — (1.30) следуют конечные соот­
ношения
В ^ В 2= 0, £ 3=Лоо<(5»£, В ,= 0, Bb= A 0i((5})B,
ß 6==Jß7= 0, ß 8=(12) «5»5, * В9= 0, Вю=<345) «5»ß,
Л4= 2  (Л00Л03+Л01Л) В — Л1, А в = —2 (ЛооЛоз+Ло1Л)В,
Л7= 2 (Л 01Ло3+Л(12»В — Ль Л8= — 2 (А032-\-А2) В — А3,
Л 9 = —2 (ЛоИоз+Л (12)) В, Л ю =  [2 (Л0з24-Л2) — «5))2]ß
и уравнения
Cü3l =  Лоо^С^-^ЛоцЗй»2 — АозВсо3, 
(oh=AoiB(ol+(\2)B(o2 —  ABco3, (2.6)
<у54= —«5 ))В(о3.
Кроме того, форма со2\ должна удовлетворять системе, являю­
щейся следствием <1.19), (1.20), (1.21), (1.23) при учете (2.6)
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2Aoi(o2i =  (А\ — 2Ло<Иоз$) w1-]- (A4 — 2AqiAmB) G)2jr
+ (Лз+2Л0з2^ ) oü3, , (2.7)
(/0‘12)cü2i =  [Л2 — (AAoo-\-AoiAo3) ß jw 1-!-
~b[—Ai~\~ {ЛЛо1-{-Лоз(2Лоо — (12))} -ö ] Cl)2—j- [ Л 5—р-2Л Л03^  ]cü3,
Л < А = [Л а+Лоо(01'3'4'5)В]<и‘-(-[Л5+Л,н(012'3'4'5)В]й>Ч- (2'8) 
+  [Лоз(— ЗЛЮ+<345)) — ZAAm]Ba\ (2.9)
—A<aah =  [Л5+Л„,<012'3'4'5)е }&)<+
+ [—Л3+ {Л012 - 2 (Л (,3г+ Л г)+(12)(12'3'4/5)}В]ш2+
+ [—ЗЛмЛоэ+Л (3('l'2>+(345>) ]Box>. (2.10)
Для решения этой системы рассмотрим отдельно все существую­
щие частные случаи
1°. Ло1=Лоз=Л =  ('02) =  0,
2°. Ло1 =  Лоз=Л =  0, ('02)^0,
3°. Ло1=Лоз=0, А ф О,
4°. Л01 =  0, Лоз=5^ 0,
5°. А01ФО.
Оказывается, что во всех случаях, кроме первого, либо уравне­
ния (2.7) — (2.10), либо дифференциальное продолжение их ре­
шения аёj и выражений (2.6) приводит к противоречиям со сде­
ланными предположениями, т. е. не существует соответствующих 
подгрупп Ли группы движений в R$.
Г. Если Л oi =  Лоз =  А =  ('02) =  0, то ~о)2\ остается парамет­
рической и следствием системы (2.7) — (2Л0) будут соотношения 
Л 1 == А2 =  Лз =  Л5 =  0, (0'5)ß =  (2'5)В =  0. В последних не 
может иметь места В ф  0, так как в этом случае получилось бы 
(0'5) =  (2'5) — 0, т. е. а02 =  а22Ь2 — (Ь2 =  63 =  1). Но
тогда внешнее дифференцирование уравнения co3i =  а02ВаЯ с 
учетом структурных уравнений приводит к ао4(В2+ 1) = 0 ,  ко­
торое противоречит предположению действительности всех встре­
чающихся величин и (1.11).
Если же В =  0, то соответствующая 4-параметрическая под­
группа Ли движений в группе движений пространства выде­
ляется вполне интегрируемой пфаффовой системой 
О14=йг5= 0 , Q)3i =  o)h—ао2(о1 =  (о51 =  (о32=
=  0)42 -- С1о2Ы2 = ( i) 52 =  to 4 3 =  (О5 3 --- a ^ ü ) Z —  <у54 =  0 .
Движение ортонормированного подвижного репера под дейст­
вием этой подгруппы определяется следующими формулами ин- 
финитезимального перемещения
äM =(i)lei-\-a)ze2-{-ds е3, 
dei=(o2ie2+ao2(oie<k, 
de2 =  —üAei-J-ao2« 2^ , 
deз =  ctn2 ds e$, 
de 4 =  —a,o2 (o1ei — Qo2(o2€2, 
de5 =  —Ü.52 ds 63,
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где в силу тцго, что doo3 =  0, обозначено ы3 ds. Отсюда сле­
дует, что при s =  const точка М орбиты V3 опишет сферу S2 
в плоскости {М, ех, е2, е4}, а при «а1 == == <y2i == О — окруж­
ность на плоскости i?2, направление которой определяется век­
торами е3, es. Соответственно построена и орбита V3 cz R5. Она 
является поверхностью переноса сферы S2 по окружности Sj 
плоскости R 2 вполне ортогональной к плоскости R 3 cz Rs сферы 
S2. Отметим, что эту орбиту У3 можно рассматривать как неко­
торое обобщение поверхности Клиффорда V2 cz R 4 для случая 
У3 сz R 5, отличное от приведенного Б. А. Розенфельдом в [4] 
(стр. 96).
Выделенная подгруппа К5,3 является подгруппой К5’3 {0,2}, 
так как dP =  d{M + аъ~2в\ + а5-2е5) =  0, и инвариантной отно­
сительно действия /С5*3{0,2} будет плоскость R2, проходящая 
через точку Р в направлении векторов е3, es.
Осталось доказать упомянутую выше противоречивость си­
стемы (2.3) — (2.14) в случаях 2°—5°.
2°. Если Л oi =  Л0з =  Л =  0, ('02) ф  0, то уравнения (2.7) —
(2.10) будут удовлетворены при Ах =  Л2 =  Л3 — Л5 =  В (0Ъ) =  
=  В(2Ъ) = . 0, со2[ =  0. Предполагая В ф  0, мы получим ( 05) =
— ('25) =  0, что противоречит предположению (02) Ф  0. Если 
же В =  0, то, в силу (2.6), получим oj3x —- о)32 =  « 54 =  G и, так 
как сейчас o>4i =  ао2о)\ oj42 — dza22co2, то dco2x =  0 приводит к 
противоречивому равенству Ч:ай2а22о)х Aiw2 — 0.
3°. Аналогичное противоречие получается при Л01 =  Л03 =  0, 
А Ф  0, В — 0, так как тогда также со2х = . со3х =  <у32 — =  0. 
Если же В ф  0, то следствия Л х =  Л2 =  Л3 — Л5 =  0, 
(—'(2) + 3(4) + (5» В =  (-3(2)4- (4) 4  <5» В =  0 уравнений
(2.7), (2.10) приводят с учетом (2.5) к 2(24) =  ± 2(а22 ~Ь «42) =  
=  0, которое не может при Л =  + а2аА Ф  0 иметь места.
4°. Если Л01 =  0, Лоз Ф  0, то система (2.7) — (2.10) дает
<0 2) Л03 Лог
Л1 =  2ЛооЛоз-0, А2= 0 , Л з = —2Аоз2'В, А$=  (0'2) ^
(Имеет место ( '0 2 )^0 , так как следствием ('02) =  0 будет 
В =  0, т. е. ку31 =  ы32 =  ct)54 =  0, do)32 =  0. Последнее выполня­
ется при Л03(2) =  0, что противоречит предположениям.) Следо­
вательно, В Ф  0, и, кроме выписанных соотношений, из решае­
мой системы получаются еще следующие
(/02)(3(4)+(/235))+(0)(3) =  0,
Л [('02)2(з (2) _  (345)) -(0) (3) (2 (2) -  (0)) ] =  0,
(2) (4)4-(0л2)(3 (3)-f('045))=0,
Л [(2) ('02) (3 (4)4- ('235» -  (О)2 (3)] =  0,
(2) (4) (3 (2) -  (345)) +(0) (3) (3 (0) -  (345)) = 0 .
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Так как при сделанных предположениях А — а2а4Ь2 — ± а2а4, то 
для А =  0 (т. е. а4 =  0) третье и пятое уравнение этой системы 
имеют вид
— (0) +  3 (3) -f- (5) =  0,
3(0) _  <3) (5) =  0.
Отсюда получим 2(03) =  0, т. е. а02 == —Яз2, что не может, в 
силу (1,11) , иметь места.
Если А Ф  0, то подстановка первого члена из первого урав­
нения в четвертое дает (2) =  — (0) или, с учетом применяемых 
обозначений, b2 =  — 1. Тогда первые три уравнения приводятся к
2 (0) + (3) + 6 (4) 2 (5) =  0,
Ю(0) — 2 (4)'+ 2 (5) =  0,
7<3> + 7-<4):+4<5>=0, 
откуда получается (3) =  —2(0) — 6(4) — 2(5), (5) =  — 1,4(0) —
— 3,5(4) и'(4) =  0,8(0). Но так как (4) =  а42Ь2 — —а42, то полу­
чилось противоречие с предложением вещественности всех 
встречающихся величин.
5°. Если в системе (2.7) — (2.10) имеет место Ат Ф  0, то из
(2.7) получается выражение для о 2\ и, в силу линейной незави­
симости форм о 1, «у2, о)3, постоянные коэффициенты рассматри­
ваемой системы удовлетворяют соотношениям
л — Л ~ А 1-- ^- (Л Л „3+Л„1<0ГЗ'4'5»В,
2Ло1 Л 01
-£г~ -4 >+4г-('4»з2 -  < 1) (012'3'4'Б» В 
z/ioi Л 01
И
('012) Л i — 2AqiA2= 2 B  (0)[Лоз('02)— ЛЛ01], ,q цдч 
2 Л0И 1+ ('012) A2=2BAoi[Ao3 (0) —j—Л у4 01 ]»
AAi — ЛозЛ2=2Я[Ло1«012) ('3'4'5) +  (О)2 +
+(12)2 _  з д 03з _  2 л*) +ЛЛ03 (0)],
(2.11Б)
ЛозЛН-ЛЛ2= 2 .б[2 Ло12 (/1/2) —|—Л оз ((0) Л оз~f-Л Л 01) ]*, 
A U i= 2 B  (0)[ЛЛ01 (<0'4'5) — 3 (13)) +
+Л оз (Л2 — Л012+2 (1) (345)) ]; (2.11 В) 
—ЛозЛ1 =  25 (0)[Ло1Лоз((г045) — 5 (1) -f-З (3)) -}- 
+Л (2 (1) (345) -  6 (1) (12) -  Лоз2) ];
(2.11 Г)
((,012)Л+2Л01Лоз)Л1 =  2В (0)[Ло1((0)('02) +  (01'2) (345) —
— 3(1) (12 )-  2(3) (12) +  4 (0) (3)) +  4Л03((>0) +5 (1) +  (2)) ].
n « ( 2ПД)1 акже как в предыдущих случаях здесь В Ф  0, потому что 
при В — 0 из (2.11А) следовало бы А\ =  А2 =  0, так как опре­
делителем этой системы является
di =  ('012)2+4Л 012#  0.
Следовательно, и Л3 .== 0, и co2i =  w3i =  со32 =  w64 =  0, что не 
может иметь места.
Определителем системы (2.11 Б) является
d%= А 2-)-Л оз2,
который отличен от нуля. Действительно, если d2 равнялся бы 
нулю,, то А !=  Лоз =  0 (т. е. а3 =  а4 =  0). Но тогда из правых 
сторон (2.11 Б) следовали бы равенства ' (12) =  ('05) =  0 и из 
(2.11Д) получилось бы Л01<1)(5/ =  0, что, в силу (5) =  (0) ф  0, 
противоречит условиям (1.11).
Следовательно, d2 ф  0 и А, Л0з не могут одновременно обра­
титься в нуль. Так как во всех случаях (т. е. либо Л0з =  0, либо 
Л =  0, либо Л0з Ф  0, Л ф  0) противоречивость системы (2.11) 
доказывается аналогичным образом, мы приводим здесь для 
краткости изложения только первый из них.
Пусть Лоз — 0, Л Ф  0. Тогда решением системы (2.11А) будет 
Ai — 2Я(0)(01/2)ЛЛО1^ 1'"1» Л2 =  25(0)(1)(012)Л^г1. Подстановка 
выражения Л2 во второе уравнение (2.11 Б) дает —(012)Л2 =  
=  2dl(\2). Здесь (012) Ф  0, так как при (12) =  — -(0) ф  0 мы 
получили бы противоречие 2di(0) — 0. Следовательно, Л2 =  
=  —2о?j(12)(012)“ 1. Легко проверить, что Л2 >  0 только при
b2=  — 1, öi2< a 22, ао2> — aia+a22. (2.12)
В рассматриваемом случае из (2.11 Г) получается выражение 
(45) =  3(12). Если учесть выражения Л ь Л2 и (45) в первом 
уравнении системы (2.11 Б); (2.11В) и (2.11Д), они будут ко­
нечными соотношениями между (0), (1), <2). Обозначим 
А =i(0)(2)~1, fj. =  (l)(2)_ l. Тогда, в силу (2.12),
— 1 < / /< 0 , Ж  — (^4-1) < 0 . (2.12’)
В этих обозначениях упомянутые соотношения имеют следую­
щий вид:
АЧ-3 (р+ 1 )А2+2 (/г+Т) {2ц -  7)А+2(д+1 )3= 0,
А2 — З/Л — (jw+l) (4/г+5) = 0 ,
(Зр+4) А2+ (р+1) (7р  -  9) А+ (р+ 1 )2(4р  -  3) = 0 .
Но последнее уравнение не имеет решения, удовлетворяющего 
условиям (2.12’). Действительно,'единственным отрицательным 
решением его будет
я =  2(з Д ‘4) (- 7 ^+ 9 - У ^ - 1 5 4 И - 129).
Здесь А С — (/г+1) выполняется только при р  С —4/3, что 
противоречит первому условию (2.12’). Противоречивость си­
стемы (2.11) доказана.
3. Н е с у щ е с т в о в а н и е  о р б и т  типа  I 2°б). В случае 
2°б) типа I канонический аффинный касательный репер 
поверхности У3 выбран так, что е '=  1, b2 — 1, Ь3 Ф  0. Но при 
вычислениях удобнее пользоваться значениями е' ф  0, Ь2 =  ± 1, 
Ь3=  \, которые получаются с помощью подходящей перенор-
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мировки аффинного репера {М,/г}. Тогда величины (2.1), (2.Г)
имеют вид Л0о =  A0i =  Л0з =  В22 =  В24 =  О и (2) =  а22Ь2 =  
=  +Я22, (4) — ± я42, (5) — =  а52, ((5)) =  05V . Решением 
системы (1.19) — (1.30) будут уравнения
<у21 =  а)31 =  0,
W32=  (_Л  В /+  (2) В8') w2+ ((45) В7' — ABS') w3, (2.13)
О)5 4= —({5» В/ « 2 — (( 5)) В8'<у3,
где для краткости обозначено В7' =  (2)-1((5))-1В7, В8' =  
=  {2)_1({5))_1ß8. Остальные решения дают следующие соотноше­
ния между коэффициентами Л3, Bs (s =  1, . . .  , 10):
Л1 =  Л2 =  Лз==Л4 =  Л5 =  Лб =  0,
Л7= 2Л  (—Л В /+  (2) В8' ) , Лв= 2 Л  ((45) В /  -  ЛВ8') * (2.14')
Л 9= ('245) ((45) Вт' — Л Be'), Л10= 2Л (45) В /+  (2 (2) (4) -((5))2) В8',
В 1==В2= ’В з = В 4= В 5= В в = 0 ,  В 9= « 5 »  (45) В7', В 10= ((5 »  (45) В 8',
и В7', В8' удовлетворяют системе
Л (2 (45) + ('245)) В /  — (2) (2 (4) + ('245)) В8' = 0,
(2.14")
(('245) (45) — 2 (2) (4) + (е')2(5)2)В7'+  Л (2 (2) +(2'4'5»В8'= 0 .
Эта система не может иметь тривиального решения, так как 
если бы В7' =  В8' =  0, то (о32 =  0 и дифференциальное продол­
жение последнего уравнения дало бы противоречивое равенство 
—(2X(5»ö>2 Д  =  0.
Кроме (2.14"), коэффициенты В /, В8' должны удовлетворять 
квадратичным уравнениям, которые являются следствием диф­
ференциального продолжения уравнений (2.13), а именно
(<2>(4)-Ь'45)2) (В7')а-  2Л (245)В/В.'+ (2) <24)(В8')2=-(2)(5),
(2.15)
- Л  (В /)2+(245)В7'В8' -  Л (В8') * = Л .
Первое из этих уравнений может иметь действительные решения 
только при Ъ2 — — 1. Но тогда в (2.14") всегда Л Ф  0 (т. е. 
а4ф 0). Действительно, предполагая а4 =  0, в силу (B7')2-j- 
(В8') 2 Ф  0, из (2.14") с учетом Ь2 — — 1 получилось бы 
<'25>«'25> + (г')2<5» =  (а22 + а52) (а22 + «52 +  (е')2^ 2) =  0, что 
противоречит предположению (1.11).
Отметим, что в первом уравнении системы (2.14") коэффи­
циент при В /  вообще не может обращаться в нуль. Если 
2(45)'+('245) =  0, то это же уравнение дает 2(2)(5)В8' =  0, т. е. 
В8' =  0, но тогда второе уравнение системы (2.15) приводит к 
противоречию (В7') 2 =  — 1.
Обозначим Я =  (2)(4)-1, ju =  (5)(4)-1. Тогда, в силу Ь2 =  — 1,
Я > 0 , /1< 0. (2.16)
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Система (2.14") принимает в этих обозначениях вид
А (-Л+3/*+3) В,' -  <2> (-Д+д+З) В8' = 0, ]4
[-Л(д+3) + (д+1)г+ (£ ')> 2]^'+ /1 (З Л - /«- 1 )В 8'= 0 .
С учетом вышесказанного,
р (2)(—Я+^,+3) ,
7 Л (—1+Зд+З) * ’ ( *
и подстановка этого выражения во второе уравнение дает 
Л *-[(2+ (е ') * ) р - 2]Л+(/1+ 1)Ч-(е ')2М р + 3) = 0.'
Кроме того, с учетом (2.17), система (2.15) принимает вид 
—ii [Я2 — 2 (// — 1) Я + (,«+1)2] (Я8') 2=  (— Я+ За+ З)2, 
-~ix[l2jr 2 (fi— 1)Я — 3(^+ 1)2] w y =  (_я+ 3 ^+ 3 )2
Сравнение коэффициентов при (В&')2 приводит к Я =  
=  (fi — 1)-1(д + I ) 2, откуда, в силу и С  0, также Л ^  0, что 
противоречит условиям (2.16). Несовместность системы (1.19) — 
(1.30) при рассматриваемых предположениях доказана. Следо­
вательно, не существует подгруппы Ли с орбитой К3 типа I 
2°б).
Аналргичным путем доказывается несуществование подгрупп 
Ли К6,3 с орбитами типов I 3°а—б); сами доказательства мы 
здесь опустим (см. п. 1 настоящего параграфа).
§ 3. Подгруппы й6 3 с орбитами типа II
Если искать подгруппы Ли класса 3F-3, асимптотические ко­
нусы орбит V3 которых будут типа II (по таблице 1.1), то коэф­
фициенты системы (1.19) — (1.30) обозначаются с помощью (1.14),
(1.16). При этом rang ||65?j|| = '2 . Для ранга матрицы ||64ij|| име­
ются, в силу условий (1.7А), следующие возможности. Если 
Õ =  0, то при Ь2 =  63 — ±Ь2з Ф  0 будет rang ||64ijll =  1 и при 
Ь2 =  0, bs — произвольный, Ь ^ ф О  будет rang tl&4ijll =  2. Если 
же õ — ±1, то при 62=  Ь3 =  ±Ь2зФ  0 имеет место rang ||&4*j!l =  
=  2, а в другом возможном случае — rang ||64ij|| =  3.
В ходе наших исследований выяснилось, что при сделанных 
предположениях подгруппа Ли класса ®5,3 существует только в 
случае, когда rang ||64ij|| =  3 и rang \\Ь^ц\\ == 2, т. е. когда вы­
полняются условия
(У=±1,  Ь2= .  0, Ьз — произвольный, Ь2ъ Ф  0. (3.1)
В остальных случаях система (1.19) — (1.30) или дифференциаль­
ное продолжение ее решений приводит к противоречиям. Дока­
зательство последнего утверждения мы опускаем, так как оно 
вполне аналогично доказательству, приведенному в п. 3 § 2.
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Итак, переходим сразу к случаю (3.1). В этом случае реше­
нием уравнения (1.25) будет
'Ct>54 =  —Лоо-1# !« 1 — Aoq~1B2ü)2— Лоо-^ЗОД (3.2А) 
в силу ч&го из уравнений (1.28), (1.30)' следует, что 
Be =Лоо“ 1 <12345-) ßt — В4,
В9 = Л 0о-1 (12345-) В2— Вт, (3.3)
jßio=Лоо-1 (12345 •) Вз — Вв-
Подстановка выражения формы « б4 в уравнения (1.26), (1.27) 
дает систему для определения форм о)2и
B22Cö2i-\-B2&ü)3i =  АмГ1[ (—Л Л о о ^ г )  cü1 —1— (—Ло1^ 02~I-Л00^ 4)'Ct>2—)—
+ (—Ло^з+Лоо^б) W3],
В24й)21+((45))й>31=Л 0о-1[ (—Лоз-01~|“ЛооВз) w1-]- (—Л03В04-Л00В5) йЯ-f-
+ ((12345 • )Bi -  А03В3 -  AooBi) w3].
При этом определителем будет d =  ((2)) ((5)) ф  0. Следователь­
но, формы о 2и <у31 всегда выражаются через главные формы:
йД^Лоо-1^ -1 {[ (—Л oi ((45)) -\-A03B2i) £1+Лоо((45)) В2 Л 00В24В3 Jw1-}- 
-f- [ (—Л01 ((45)) +Л03В24) В2-|-Лоо ((45)) В 4 — ЛооВ24^ 5] ^ +
Н~ [—(12345 •) BzkBi-\- (—Л01 ((45)) —рЛ03^ 24) Вз-{- 
—Л 00^ 24^ 4—f-Л 00 ((45)) , (3.2Б)
б1)31 =  Лоо_1^ ~1{[ (Л 01^ 24-Л03В22) B l--Л00^ 24^ 2-}"•^00В22Вз]й>1Н-
-f- [ (Л01^ 24 — Л03В22) Bz-AooB2iBi-\-AooBz2B5](02’-\-
я-f- [(12345 •) B2zBi~\~ (ЛoiB24 — Л03В22) Вз — Л00В22В4 —1 
г— Л 00В24В5 ] &)3}. (3.2В)
m
Для определения формы оо32 у нас имеются уравнения (1.28),
(1.29) в виде
2В24й)32:::=Лоо—1[ (—(12) Вх~\~АооВi) (о*-\~ (—(12) Bz-\- А^Вт) о)2-\- 
;+(—(12) Вз+Лоо^в) о)3],
(('245)) ct)32= Лоо-1 [ (—VI .Bi-f-Л 00^ 5) to1-]- (—'ЛВг+ЛооВв) ^ 2-!- 
+ ((12345-) В2 — 'АВ3— Л0оВ7)(У3]. .
Отсюда следует, что форма <у32 не может остаться параметриче­
ской, так как для этого необходимо 2В24 =  (('245)) =  0. Но, в 
силу (1.16), (1.7А), это условие имеет вид 2 а2а4е =
— ('—а22-\-а42— Ö52)e =  0. С учетом (1.11) первое из них удо­
влетворяется только при а4 = . 0, а второе сводится к а22 -j- а52 =  
=  0, что противоречит (1.11). Следовательно, форма ы32 также 
выражается через главные формы. Для получения соответствую­
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щего выражения придется рассматривать следующие частные 
случаи: 1° а4 Ф  0 и 2° а4 =  0. Проведенное нами исследование 
показало, что пфаффовая система, которую образует выражение 
формы о>32 в совокупности с (3.2А), (3.2Б), (3.2В), (1.2), (1.3), 
является вполне интегрируемой только при
а^ф  0, ai =  aä= 0 . (3.5)
Если же аАФ  0 и а,\2 + а32 Ф  0 или а4 =  0, то окончательное 
решение системы (1.19) — (1.30) и дифференциальное продолже­
ние ее решений приводят к противоречиям. Для краткости изло­
жения мы соответствующих доказательств приводить не будем. 
Рассмотрим подробнее лишь случай, когда в (1.19) — (1.30) вы­
полнены (3.1), (3.5). Так как при сделанных предположениях 
(12) =  0, то из (3.4) получается
(3.2Г)
ZÖ24 £^>24
а из (1.19) следует А} —  Л2 — Л3 =  0. Следовательно, в правых 
частях уравнений (1.20) — (1.21) отсутствуют формы со1, а по­
этому с учетом (3.2Б), (3.2В) должна удовлетворяться система
((0) АВ^) В2— ('А ((2))+(0)#24) В3= 0 ,
{'А ((45)) -  ('05-) (('05-) ((2)) -  'АВл)В а= 0 .
Эта система имеет тривиальное решение В2= В ^  — 0 (можно 
доказать, что при J322 -f- В32 Ф 0 система (1.19) — (1.30) приво­
дит к противоречиям). Подстановка выражений (3.2А). (3.2Г) 
в (1.29) дает
В1= - ^ г <«2Ч'5»В4+ 2Вг4В5), .
'« '245» «'245»
Вь =  ^ Щ Г ВЪ 2024
Но так как из (3.3) сейчас следует, что Вд =  —В7, то последние 
два равенства выполняются, в силу (//245))2 -j- 4ß242 Ф  0, только 
при В7 =  В8 — 0. Для Bq имеем выражение
Вв=  {2В*'А)-*[ «5-)((2'4'5)> -2B 2A'A)B<t+2B2i(5-) Вь]. (3.6А) 
Следствиями из уравнений (1.22), (1.23), (1.24) будут 
A i=  (2B2i /A)~1[ (2/A2-i~((2))((/245)))Bi — 2В^ ((2)) ß5],
А5=  (2B2i 'A)-1[ (2'A (5 •) +B2i «'245»)ß4 — 2B2i^B5],
А6=  (2 B » 'A )^[ (—2'Л*+«45»<;('245))) В4 — 2В*  ((45)) ß 5],
Л7 =  Л8 =  Л9 =  Лю =  0.
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(3.6Б)
При этом В4, 05 удовлетворяют системе, которая в силу (3.2Б), 
(3.2В), (3.2Г) и (3.6Б) является следствием уравнений (1.20), 
(1.21):
[202171 ('Л «45» — ('05 •) В24) —
-  ('.А «2» + (0) Ва ) «5->«2'4'5» -  2В24'Л) ]В4+
+2Вп['А «'05 • > «2» + (0) «45»)-(5 • > ('Л «2» + (0) Ви) ]В5= 0 , 
[гВа'Л ((0) «45)>+'ЛВ») + «2»«5» (2'Л® + «2» {('245))) ]В4-  
-2В«['Л  ('А «2» + (0) В24) + «2»* «5»]В5= 0 , (3.7)
[2В24'Л('Л((45»-('05-)Вг4) -
-  ((2)) ((5)) (2'Л (5-) +  Ва «'245») ]В4+
+2В»['Л (('05 ■) «2» -  'Л В») + Ва  «2» «5»]В5= 0 ,
[ ((5 ■) «2 '4'5» -  2ВМ'Л) (('05 •) «2» -  'ЛВа ) +
, +((2» «5» (2'Л* +«45» «2'4'5»)]В4+ •
+2В24[ 'Л ('Л ((45 »- ('0 5- )В а)+  (5-) (('05-> « 2 » - 'ЛВи) +
+ «2»((5)>«45»]В5= 0 .
Решением этой системы будет
, (2В24)-1(('245»В4= В 5,
((2)) 'Л-)-(О) В24= 0 , (3.8)
(0)«'245»+ «2» (5-> =  0.
Если обозначить В =  (2B24«2»«5»)-IB.|, то в силу (3.8), выра­
жения (3.2) для форм a 2i, ®31, «Л , &I6» принимают вид ' ,
и21 =  В[В24 «245» ы‘ +(«2)){(4'5)) + «45»2) « 3],
ш3, =  В[«2» «'2'45»<о2 — В» «245» w3], (3.2')
■и32=В((2» ((5)) а\
<obL = 0.
Дифференциальное продолжение последних с учетом структур­
ных уравнений приводит к
- 2  «2»«5» «'2 '45)) =  0, 2 «2»2«5» «245» В *=А т*,
<(2»2 [«'2'45» (((2» «4» + «45»2) + ((4)) «245»2+
:+ «5» («2» «4 '5» + 2 ((45))*) ]В2 =  Лю2 (('245», (3.9)
[«2»«5» («2»* +2 «2))«4'5» + «45»*) ,+ «2» ((4» «245»2+
( + «2»«'2'45» («2» «4 '5» ,+|«45»2) ]В2=
=«2»-* («2»2 ((5)) - Л » 2 «4»).
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Решением системы (3.9) будет
В - ±  (6Аоо)~\ «2» =  «4» =0 ,5  <(5))= ’±  УЗ/2"А оо.
Обозначим а — А00, тогда соответствующая 3-параметриче- 
ская подгруппа Ли движений /С6,3 выделяется вполне интегри­
руемой пфаффовой системой
(ок= (о5= 0, oj2izfaa)24z2a(o3 =  oj3i-±zaco3=
=  0)^ 1 — a(ül =  cü5i =  (i>3z4z0,5aü)l-=a)i2-\-aoj3==
=  3/2 а (<о^со3) = to43+ö£o2+ 2aa>3=
= w 53=F|/3/2 а (cü^ -(-3ü)3) : = tt>54 =  0.
Инфинитезимальное перемещение ортонормированно,го подвиж­
ного репера, присоединенного к точке М орбиты Vl3 с :  R5, п о д  
действием выделенной подгруппы определяется формулами 
dM=i6ü1ei:-f-iCe>%2+|to%3, 
dei =  ±a (cü2+2oj3) е ^ а ь ^ е ^ а ^ е ^
de2 =  ~Fа (o)z-\-2ü)3) eizh.0,Басоне 3 — Qto3<?£+~[/3/2 a (co2-j-co3) e$, 
de3 =  ±aÄi=F0,5a(y%2 — а (со2|+2йЯ) ек±.^3/2 a (отЧ-Зсо3) еъ, 
dek =  — ОйМ'-р aco3e2-\-a (о^+2о>э) е3, 
de5 == +^3/2 а (üj2+cü3) 62rF}/3/2 a (w2-|-3to3) е3.
Отсюда следует, что подгруппа является вантовой подгруппой 
{0}, так как при С =  аМ е4 ±  ^2]3еъ имеет место dC =  0. 
орбита ]/3 находится на сфере 54 с: /?5.
Двумерными орбитами этой подгруппы будут максимально- 
симметричные поверхности (см. [3], стр. 107), которые опишут­
ся, например, точками прямой, проходящей через точку Р  =  
=  аМ + е4, в направлении вектора еъ, потому что
d(P+pьеъ) =  а(\ Тр^З/2) [ (м2+а>3)е2+ (со*+3<о3)е3].
§ 4. О несуществовании подгрупп Ли с орбитами типов III 
или IV
Оказывается, что система (1.19) — (1.30), в которой постоян­
ные коэффициенты определены каноническими видами матриц 
типа III или IV (по таблице 1.1), приводит к противоречиям. 
Следовательно, не существует соответствующих подгрупп Ли 
класса *^5’3. Так как доказательство этого результата в обеих 
случаях одинаковое и по существу вполне аналогично рассмот­
ренному в п. 3 § 2, то для краткости изложения ограничимся 
здесь только рассмотрением типа IV.
Итак, пусть в каноническом ортонормированном репере орби­
ты Уз матрицы \\baij\\ типа IV. Если Ь2 ф  0, то rang \\Ь*ц\\ =  3, 
если же Ь2 — 0, то имеет место rang||64;j|| =  2.
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В первом случае (Ь2 ф  0) из системы (1.19) — (1.30) легко 
получить выражения (Sj) форм со2\, <а3ь со32, ^ б4 через главные 
формы о)\ <о2, со3, аналогичные выражениям (2.13). Тогда под­
становка этих выражений (Si) в неучтенные уравнения системы
(1.19) — (1.30) дает линейную относительно коэффициентов A*, Bs 
(s — 1, . . . ,  10) систему (S2), т. е. аналог системы (2.14'), 
(2.14"). Кроме того, дифференциальное продолжение (Si) при­
водит с учетом (1.18) к системе (S3), квадратичной относитель­
но As, Bs, т. е. аналог системы (2.15). Как отмечалось выше, 
либо система (S2), либо (S3), либо они в совокупности окажутся 
противоречивыми.
Покажем противоречивость системы (1.19) — (1.30) во вто­
ром случае, когда Ь2 =  0. Тогда из (1.15) следует, что (2) =  0, 
а все остальные величины (1.15), (1.17) являются кратными 
as Ф  0. Обозначим для краткости As =  a^~lAs, Bs s= a5~lBs. Из 
(1.25) следует, что В\ — В2 — Вз =  0. Так как, в силу (1.11) 
имеет место а,2 ф  0, то из (1.26), (1.28) получим
ч Bi г, В*>
0)J 1 — ---СО2-]---- - >or,'
аг а2
Я Bi I I В7 j Вg ^
Если подставить эти выражения в (1.19), (1.20), (1.23), то в 
силу линейной независимости форм со1, со2, со3 удовлетворяются 
соотношения
9/7
A i— Az=0, А з= ---В§, ^4=0 ,
02
A s= —  ß5+-^- Bs, А7= 0, А>=^-В». В4= Й 7= 0 .
аг 2 аг а2
В системе (1.19) — (1.30) не может иметь места ах = 0 ,  так как 
сейчас со32 =  (2а2)~'1В8(о3 и при а х =  0 из (1.29) следует В5 =
— В& =  0, т. е. Cl)3 1 =  со32 =  0. Но тогда dco32 =  0 дает с учетом 
структурных уравнений (1.18), что B2s2co2 Д  со3 — 0, которое про­
тиворечит (1.11).
Если ах Ф  0, то выражения со2\, &>,54 получаются из (1.21),
(1.29) соответственно:
9 2öo п 1 , 2aiBb-{~aoBg —2азВ2-\-й2Ав ч
со21= ----Вь(о1-\---- ------- со2-1--------------■ со-*, -
Й102 ZdiClz diClz
 ^ Въ < В% üiBg — а2В9
,СУ 4 = ------- 'СО------- - СО --------------- ОГ.
Cil Cli Ctiüz
Но, так как с помощью (1.24), (1.23), (1.30) имеем
л 2ö4 d D 2(2a024-ßi24-a22) о D 2a3
Л б = .-------£>5, Dg = -- ------------------- D  5, Ö q — -----Dg,
a\ a0öi а 1
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а коэффициент при cü1 в (1.27) равняется нулю, то За0аг^В5 =  О, 
откуда, в силу (1.11), получается В5 =  0. Следовательно, <о21 =  
=  o)3i =  о)32 =  w54 =  0, что, как и в предыдущем случае при 
а\ =  0, не может иметь места. Тем самым, противоречивость 
системы (1.19) — (1.30) в случае Ь2 =  0 доказана.
В настоящей работе нами найдены все связные подгруппы 
Ли класса ®6'3. Их 15 типов, среди них 9 типов подгрупп ста­
ционарности флагов и остальные шесть — винтовые подгруппы. 
Орбитами Уз, не принадлежащими некоторой гиперплоскости 
R4 a  Rs, являются:
1) цилиндры с двумерными образующими R 2, построенные на 
винтовых линиях плоскости R3, вполне ортогональной к R 2 a  i?3;
2) цилиндры, построенные на поверхностях Клиффорда неко­
торой гиперплоскости R4, вполне ортогональной к образую­
щим Ru
3) поверхности переноса сферы S2 некоторой плоскости Rz 
вдоль окружности S] плоскости R 2, вполне ортогональной к
R3 с : r 5-,
4) поверхности Уз на гиперсферах S4 пространства /?б-
Приведем сводку основных результатов в виде нижеследую­
щей таблицы.









подгруппы [1,2; 3, 4} 3 плоскости R3
стационар­ [1; 2, 3} 3 цилиндры вращения с плоскими об ­
ности
{1,3}
разующими (/?2 X  Si)
3 цилиндры на поверхностях, Клиффор­
да плоскости Ri
[ 1; 3,4} 4 плоскости /?а
{2,3} 4 tf2X S i
{1,4} 4 цилиндры вращения с прямолинейны­
ми образующими (Ri X  *$2)
{0, 2} 4 поверхности переноса (S2 X S 1)
{3,4} 6 плоскости Я 3
{0,1} 6 сферы S3 с  Ri
винтовые [1; з, 4} 3 плоскости Ri
подгруппы [1,2; 3} 3 цилиндры на винтовых линиях с пло­
скими образующими (R2 X  Аз>)
{0,1} 3 сферы S3 a  Ri
{0} 3 поверхности V3 на сферах S4 cz /?«>
{0,1} 4 сферы S3c /?4
[1; 3} 4 Я з Х А з )
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EUKLEID1LISE RUUMI R5 LIIKUMISTE RÜHMA LIE ALAMRÜHMAD JA
NENDE ORBIIDID . II
К. Riives
Resümee
Käesolev töö on artikli [3] järg. Leitakse eukleidilise ruum i liikumiste 
rühma kõik sidusad paarikaupa mittekonjugeeritud intransitiivsed Lie a lam ­
rühmad, mille maksimaalse mõõtmega orbiitideks on pinnad V3 ruumis Rb- 
Alamrühmad eraldatakse välja orbiitide V3 uurimise käigus kasutades 
Ё. Cartani liikuva ortoreeperi meetodit. Jga alamrühma jaoks näidatakse temale 
vastav invariantne lipp.
LIE SUBGROUPS IN THE GROUP OF MOTIONS IN EUCLIDEAN SPACE 
R5 AND THEIR ORBITS. II
K. Riives 
Summary
This paper is a continuation of [3]. Here the connected nontransitive 
Lie subgroups unconjugated in pairs, whose orbits of maximal dimension are 
surfaces V3 in space Rs, are established in the group of motions in Euclidean 
space Rs- The subgroups are separated in the course of studying their orbits V3 
by the Й. Cartan. method of a moving frame. For each subgroup its invariant 
flag is pointed out.
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ОБ А Ф Ф И Н Н О Й  КЛАССИФИКАЦИИ И ПРИЗНАКАХ 
ВЫ ПУКЛЫ Х М НОГОГРАННИК ОВ В ЕВКЛИДОВОМ  
ПРОСТРАНСТВЕ R n. II
К. Рийвес
Кафедра математической статистики и программирования
Настоящая работа является продолжением ['1], в которой 
рассматривались признаки и определяющие элементы (вершины 
и направляющие векторы неограниченных ребер) многогранни­
ков U, являющихся пересечением двух замкнутых полупро­
странств. Теперь приводим соответствующие результаты для 
случая пересечения трех замкнутых полупространств в Rn. Пусть 
выпуклый многогранник U в Rn задан системой неравенств
2 ] cii
а=1
iXaš^.bi, i— 1, 2, 3, (1)
и для каждого i, по крайней мере, один ф  0. Граничные ги­
перплоскости Гг (i =  1,2,3) многогранника U определены урав­
нениями
] £ а {(Хха= Ь {.
а—1
(2)
a n «12 f lis
#21 #22 #23
#31 #32 #33
1. П р и в е д е н и е  n - м е р н о г о  с л у ч а я  к ^ - м е р н о ­
му (О-сС^^З ) .  Пусть ранг д матрицы коэффициентов ||öia!l 
системы (1) определяется матрицей, стоящей в левом верхнем 
углу, т. е.
g = rang  |[aia| =  rang
Очевидно 0 <С д ^  3. Пересечение многогранника U с »^-мерной 
плоскостью Rp, определенной уравнениями
хр+1= .. = х п= 0, (11)
является выпуклым многогранником U0 в этой плоскости Rp. При 





Известно ([2], стр. 118), что тип многогранника U в R n, зада­
ваемого системой (1), определен типом многогранника U0 в /?р, 
задаваемого системой (1.2), так'как любая точка X из U полу­
чается из некоторой точки Х0 е  U0 параллельным переносом на 
вектор, который принадлежит некоторому подходяще выбран­
ному подпространству 1/п-Рс: V(Rn), /где V (Rn) обозначает мно­
жество векторов пространства Rn■ Пространство У ^п ) разла­
гается в прямую сумму V(Rn)— V(Rp) (В Vn-p. В таком случае 
мы говорим, что U — прямая сумма многогранника UQ и под­
пространства VV-P-




-ölt #12 Ö13 õu —au ai3 öll Ö12 —ölt
—a$t Ö32 Ö33 Ö31 —Ö3< Язз Ö31 Ö32 -#3t
\ d d
О, 1, . . . ,  О
- - --- '
t- з
где t =  4 , ___п и
an ßi2 «13
d =  а21 а22 Ö23 Ф  О-
а31 а32 Язз
Аналогично, при д =  2 базисом для Vn-2 будет
zt =
— # lt Ö12 #11 — ö lt
— Ö2< Ö22 #21 — CL2t
\ dl2 dn










Если же =  1, то надо взять
Z t —  ( ---- — , О, л-.. 1, . . о),- t— 2, п, апФО.
' Ли • '
(1.3В)
t-i
По вышесказанному достаточно исследовать всевозможные 
типы многогранников U0, найти их признаки и определяющие 
элементы. Последние вместе с векторами (1.3) будут определяю­
щими элементами для многогранника U.
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2. И с п о л ь з у е м ы е  п о ня т ия  и о б о з н а ч е н и я .  
Даем определения разных типов многогранников U в простран­
стве Rn- Известно ([2], стр. 111 — 112), что если U задается си­
стемой (1) и ранг матрицы ее коэффициентов равняется д, то 
минимальной размерностью граней многогранника U будет 
п — ,д ^ 0 . Это следует из определения грани, данного в [1].
Пусть X j —  точка в Rn и zu . . . ,  г,„ (1 ^  га <  п) —  линейно 
независимые векторы в Rn. Тогда tn-мерная плоскость, точки 
которой выражаются в виде
X =  Х\ + y\Z\ + .. .  +  ymZm, уь • • •, Ут — произвольные,
называется плоскостью, проходящей через точку Х х в направле­
нии векторов Z\, . . . ,  zm.
Определение 2.1. Пусть Х\ — точка в R n и yi (i =  1,2,3), 
zt (t =  4, . . . ,  n) — линейно независимые векторы в R n. Мно­
жество точек
U =  {X I X — Х\ -f ßiyi 4- ytzt, ßi ^  0, yt — произвольные}
называется п-мерным трехгранным углом в Rn.
Трехгранный угол U имеет одну (п — 3)-мерную грань, про­
ходящую через Х\ в направлении векторов z4, . . . ,  zn; три 
(п — 2) -мерные грани соответственно с направляющими векто­
рами г/ i ,  z4, . . . ,  zn и три (п— 1)-мерные грани с направляю­
щими векторами у*, у j, z4, . . . .  zn (i ф  j), проходящих также 
через точку X].
Определение 2.2. Пусть Х{ (i =  1,2,3) — fpu различные 
точки, не принадлежащие одной прямой в пространстве R n, и 
zt (t — 3, . . .  п) — линейно независимые векторы. Множество 
точек
U =  {X I X =  сцХг + ytZt, a-i ^  0, а\ ~'Г а2 + «з =  1, yt — произ­
вольные}
называется трехгранной призмой в R n-
Определенная призма U имеет три (п — 2)-мерные грани с 
направляющими векторами 23, .. ., zn, проходящие соответ­
ственно через точки Xi, и три (п— 1)-мерные грани, проходящие 
через пару точек Х и Х2 (или Х х, Ху, Х2, Х3) с направляющими 
векторами Х2 — Хх (или Х3 — Хх\ Х3— Х2), 23, . . . ,  гп.
Определение 2.3. Пусть Хи Х2 — две\ различные точки в Rn 
и zt (t — 3, . . . ,  п) — линейно независимые. векторы в Rn- По 
теоремам о представлении многогранников U с= Rn ([2], стр. 115, 
118) любая точка Многогранника с двумя (п — 2) -мерными гра­
нями представима в виде
X =  aiX{-{-ia2X2-\-ßiyi-{- §2yz-\-ytZt,
где i/i, i/г не зависят линейно от Zt и а\, а2, .ß\, ß2^ 0, 
(05j —j- &2 =  1, yt — произвольные. При этом, если векторы ух, у2 — 
линейно независимые, и найдется такая точка Х$, что Х\ =  
=  Xs-\- Л\уи Х2 =  Х3 + Л2у2, Ли Л2 >  0, то многогранник U на-
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аывается п-мерным усеченным углом. Если у\, у 2 — линейно за ­
висимые, то U называется п-мерным усеченным слоем. При этом 
(п — 2) -мерные грани этих многогранников проходят через точ­
ки Х\, Х{2 в направлении векторов z 3, . . . ,  z n.
Определение 2.4. Пусть Xi — точка в R n и z t ( t = 3 ,  . . . ,  п) — 
линейно независимые векторы. По теоремам о представлении 
многогранников U с одной (п — 2) -мерной гранью, любая точка 
X из U представима в виде
X = X i Jrß\,y\,-\-ß2yz-\-ytZt,
где у\, у 2 не зависят линейно от z t и ß u ß 2 ^ 0 ,  yt — произволь­
ные. Если, векторы у и у 2 — линейно независимые, то U назы­
вается п-мерным двугранным углом  (ср. [1]) . Если у\, у 2 — 
линейно зависимые, то U будет полугиперплоскостью. Если 
у { =  у 2 =  0, то U является (п — 2 ) -мерной плоскостью, прохо­
дящей через точку Х х в направлении векторов г3, . . . ,  z n.
Определения многогранников U, заданных системой (1) при 
,g =  1, даны в [1]. Ими являются я-мерный слой, полупростран­
ство, гиперплоскость, пустое множество.
Отметим, что приведенные определения многогранников 
U cz Rn дают определения многогранников (многоугольников) 
U0 в R p, если в них предположить все yt —  0.
В дальнейшем для исследования U0 в Rp нам удобно пользо­
ваться следующими обозначениями. Если д = .  3, то введем, 
кроме (1.4), обозначения
(2.1)
b i  0-12 a i3 а ц  b i  a i s а ц  а  12 b i
d l  = &2 Ö22 #23 , d * = а%1 Ь 2 Ö23 , d 3 - = ^21 а 22 b  2
Ьз  Ö32 Ö33 #31 Ьз  а з з &31 а 32 Ьз
Если о 2, то пусть




flji aj2 bj 
aki an2 bk 
bi
{/, /, k} =  { \ ,  2, 3},
dijl = ai 2
bj a j2
d- 2— Uld --
ац bi 
a j 1 b j
(2.2)
i¥=j-
Всевозможные шесть dijh могут отличаться друг от друга только 
знаком. Среди всех dij существенно отличных только три, так 
как dij — —dji.
Если g =  1, то dij =  0 при любых i ф  j  и
fli4  CL j M 1 A
1 ц ф  0. (2.3)
öji a j n l i j
Пусть g — 2. Мы свяжем тогда с каждой парой индексов 
h i  (i Ф  /) Два определителя: d i}, d hij, k ф  i, k Ф  j. Отметим, 
что в следующих определениях порядок i и j  не существенный 
и определения относятся к неупорядоченным парам, кроме 
2.66).
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Определение 2.5. а) Если dij Ф  0 (г ф  j ) , то пара индексов 
(i, /') называется О-вырожденной (коротко OB) при dhn Ф  0 и 
{-вырожденной (1В) при dkij =  0, k Ф  i, k ф  j.
б) Если dij =  0, то пара индексов (/',/) называется А-выролс- 
денной (коротко AB) tipu (di j1) 2 (йц2) 2Ф  0 и Б-вырожденной 
(коротко БВ) при (dij1) 2-}-(dij2) 2 =  0.
Определение 2.6. а) Пусть пара (i, j) является OB. Пара 
(i, j) называется {-допустимой (коротко 1Д), если определители 
di j , dkij одного знака, и О-допустимой (коротко ОД) в противном 
случае.
б) Пусть пара (/',/) является 1В. Упорядоченная пара (i , j)  
называется 1-допустимой (коротко 1Д), если >  О и 0-допу­
стимой (коротко ОД), если dij с  0.
в) Если пара (i , j)  является БВ, то она называется 1-допу­
стимой (коротко 1Д) при ац/ал =  a i2/aj2 =  l/Aij >  0 и 0-допу- 
стимой (коротко ОД) при Xi j <  0.
Введенные нами понятия вырожденности используются для 
задания признаков взаимного расположения трех прямых Г* 
( / = 1 , 2 , 3 )  на плоскости R 2 (предложение 2.1, таблица 1). 
Типы расположения прямых будут использованы при исследова­
нии пересечений трех замкнутых полуплоскостей. При этом в 
последнем случае признаки разных типов соответствующих мно­
гоугольников и,0 будут заданы с помощью введенных понятий 
допустимости. (Следует отметить, что введенные понятия вырож- 
денности и допустимости имеют обобщения для случая произ­
вольного числа m индексов i, и тем самым применимы для полу­
чения признаков многоугольников U o d R 2, являющихся пересе­
чением произвольного числа замкнутых полуплоскостей.)
Предложение 2.1. Имеют место следующие утверждения.
IA. Д ля того, чтобы все A  (i =  1,2,3) попарно пересекались 
в различных точках, необходимо и достаточно, чтобы все пары 
(i, j ), были 0В. Так как существенных пар (г, /) существует три, 
то точек пересечения (Xij, X ih, Xjk, { i , j ,  k) =  {1,2,3}) также 
будет три.
1Б. Д ля того, чтобы все прямые Fi (i ф  1,2,3) пересекались 
в одной точке Xij(h), необходимо и достаточно, чтобы все пары 
(/ , / ),  были 1В.
IIA. Д ля того, чтобы параллельные прямые А ,  Г  j пересека­
лись с прямой Ги (i Ф  j ф  k, i Ф  k) в точках X ih, Xjk, необхо­
димо и достаточно, чтобы пара (i , j) была AB, и ( i , j ) ,  (j, k) — 
соответственно OB.
11 Б. Д ля того, чтобы совпадающие прямые Гг з= Г j пересе­
кались с Ги (i =?= j Ф  k, i Ф  k) в точке X(i)jh, необходимо и до­
статочно, чтобы пара (i, j) была БВ и ( i ,k) ,  ( j , k)  — OB.
III. Все прямые Г* (i =  1,2,3) либо параллельны между со­
бой, либо некоторые из них совпадают, если все пары (г, /) суть 
AB, либо некоторые из них — AB, а остальные БВ.
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Все приведенные утверждения доказываются с помощью из­
вестных необходимых и достаточных условий пересечения, па­
раллельности и совпадения прямых на плоскости R 2 и введенных 
нами понятий.
Представим эти результаты в виде таблицы 1.
Введенные понятия типов допустимости дают возможность 
определять, принадлежит ли некоторая фиксированная точка ис­
следуемой полуплоскости или нет. Именно, пусть граничные пря­
мые Гг, Гг (i ф  j) многоугольника Uо, задаваемого системой
(1.2), пересекаются в точке Хц  =  (хаи ), хац =  d aij/dij, а  =  1, 2. 
Тогда, с учетом (2.2), легко проверить, что при k ф  i, к Ф ] ,  
имеет место формула
bh — £ a kaxai j = ~ ± . (2.4)
fe=i а *з
Предложение 2.2. Пусть {i, /, k) —  {1,2 ,3}. Имеют место 
следующие утверждения.
а) Д ля того, чтобы точка Xij принадлежала k-ой полупло­
скости системы (1.2), необоходимо и достаточно, чтобы пара  
(i, j) была  OB и 1Д. Если же пара (i, j) является OB и ОД, то 
точка Хц не принадлежит k-ой полуплоскости.
б) Для того, чтобы i-я и j -я полуплоскость системы (1.2) 
совпали, необходимо и достаточно, чтобы пара (i , j ) была  БВ и 
1Д. Если же пара (i, j) является БВ и ОД, то пересечением бу­
дет граничная прямая Гг =  Г  j.
Первое, утверждение доказывается при помощи формулы 
(2.4), а второе — с помощью результатов [1], учитывая опреде­
ление 2.6.
Предложение 2.2 используется для получения признаков ти­
пов многоугольников Uq Cz Rs .
3. П е р е с е ч е н и я  т р е х  з а м к н у т ы х  п о л у п р о ­
с т р а н с т в  в R p (,£> ^  3). Здесь мы приведем признаки и пере­
числим образующие элементы для всевозможных случаев. При 
этом применяются обозначения, введенные в пп. 1—2.
Предложение 3.1. Если в системе (1.2)
Q =  3, (3.1)
то она задает в Rs, трехгранный угол с вершиной в точке Х123 =
— (xam )  =  (da/d) ,  ( « = 1 , 2 , 3 )  и с направляющими векторами 
неограниченных ребер
/I aj2 &ß aj3 ал üj 1 Üj2 )
'• Üi2 Clis > üiz а л > ац  öj2 /
i, j  — 1,2,3, i ф  j.
Имеет место и обратное, для любого трехгранного угла  в /?3 
можно указать задающие его неравенства (1.2), для которых 
Q =  3.
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Б — ( г ,/ ) (Щ, И Л) — X(i) jk — Г* Ti
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Б т ,  ал) ( * , / ) — — — Г  г, Г  k\ Г  2, Г  k Г г ,  Г  j
В — — — — Гг ,  Г  и  Г к
Предложение доказывается при помощи введенных обозна­
чений (1,4), (2.1), аналогично рассмотренным в [1] случаям.
Пусть в системе (1) имеет место д =  2, т. е. система (1.2), 
задающая U0, определяет на плоскости R 2 многоугольник, яв­
ляющийся пересечением трех замкнутых полуплоскостей и при 
этом по крайней мере d i 2¥= 0. Мы. даем признаки всевозмож­
ных таких Uо, используя введенные понятия типов допустимости 
(определение 2.6) и предложение 2.2. Признаки для U0 будут 
группированы в соответствии с взаимным расположением его 
граничных прямых (см. таблица 1). Результаты представляются 
в виде таблицы 2, в последних столбцах которой указываются 
соответствующие определяющие элементы многоугольника U0.
Так как многоугольники некоторых типов могут получиться 
из нескольких типов взаимного расположения граничных пря­
мых Гг (г\— 1,2,3), то такие типы определяются несколькими 
комплектами признаков.
Каждому случаю из таблицы 2 соответствует предложение, 
которое доказывается с помощью определений и предложений 
п. 2 таким же образом, как предложения работы [1]. Сформу­
лируем, например, предложение, соответствующее случаю IA1.
Предложение 3.2. Если в системе ( 1.2) имеет место д — 2 и 
выполнены следующие условия :
все пары (I, /) являются 0В, (3.2)
и, кроме того,
все пары  (/ , / ) являются 1Д, (3.3)
то система (1.2) задает на плоскости R 2 треугольник с верши­
нами Xij =  (dif-Jdij), а — 1,2; i, j — 1,2,3, i <  j. Наоборот, для  
любого треугольника на плоскости R2 можно указать задающие  
его неравенства (1.2) с ,д =  2, удовлетворяющие (3.2), (3.3).
Пусть в системе (1.2) имеет место g — 1. Тогда U0 является 
пересечением трех замкнутых полупрямых на прямой R u зада­
ваемой уравнениями (1.1), т. е. координаты точек X <= Uq удовле­
творяют системе
ацХ1^ Ь { ,  i — 1, 2, 3, а ц ф 0 .  (3.4)
Имеется две возможности: либо все а гЛ одного знака, либо два 
из них одного и третий противоположного знака. Обозначим в 
первом случае
m 0= min (bi/ац) ,  i =  1, 2 3.
i
Во втором случае пусть ал, аы одного знака, отличающего от 
знака ац ({i, j, kj =  {1,2,3}). Если an >  0, то пусть
М =  т ах(Ь^ал,Ьк/ам ),
и при ац  < 0  —
m =  min(bj/aj i ,  bkfaki).
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Предложение 3.3. Если в системе (1.2) имеет место д =  1 
и все ац (i — 1,2,3) одного знака, то U0 является полупрямой  
лг’^/По первой координатной оси с граничной точкой XQ=  (х0')== 
=  (пг0) и для любой X ^ U 0 имеет место X — XQ- \ - ß {y x, где  
ßi >  0, у х = ( s g n  m0) (—m0).
Предложение 3.4. Пусть в системе (1.2) имеет место д — 1. 
Если ац >  0, a ju akx •< 0, bi/ац  >  М, то £/0 является отрезком 
первой координатной оси с граничными точками X1= ( x 11) =  
=  (М),  Х2=  (x2l) =  (bijüii). Если же ац  <  0, aju ah{ >  О, 
bita ix <  tn, то граничными точками отрезка U0 будут X /  =  
=  (хх1') =  {bi/ац) ,  Х2' =  (x2xr) =  (т).
Предложение 3.5. Пусть в системе ( 1.2) имеет место 0 = 1. 
Если ац >  0, ац, cth\ <  0, bi/ац  =  М (или а п <  0, aju ah\ >  О, 
bi/du =  m), то Uc. является точкой Х0 =  (jco1) =  (М.) (соответ­
ственно Х 0 = .  (m )) .
Предложение 3.6. Пусть в системе ( 1.2) имеет место д =  1. 
Если ай >  0, ац, akx <  0, bi/ац <  М (или ап <  0, aju akl >  О, 
b i / a n > m ) ,  то система является противоречивой и тем самым 
Uо — пустое множество.
4. П е р е с е ч е н и я  т р е х  з а м к н у т ы х  п о л у п р о ­
с т р а н с т в  в R n. Учитывая сделанные в п. 1 замечания и ре­
зультаты предыдущего пункта, можно теперь дать признаки и 
указать определяющие элементы многогранников U в Rn, з а ­
данных системой (1). В дальнейшем мы сохраняем все ранее 
введенные обозначения. Кроме того, в силу сделанного нами в 
начале п. 1 соглашения, можно указать определяющие элементы 
многогранников V, соответствующих найденным типам много­
гранников U0. Ими будут точки (вершины) и направляющие 
векторы неограниченных ребер с теми же индексами как для 
UQ, первые д координат которых совпадают с координатами со­
ответствующих элементов £/0, а остальные п — ,д координаты 
равняются нулю. Кроме них, определяющими элементами U бу­
дут еще векторы (1.3). Представим результаты в виде таблицы 3.
Учитывая свойства аффинных преобразований и используя 
последние четыре столбца таблицы, можно показать, что приве­
денная классификация является аффинной, т. е. многогранники 
одного типа аффинно эквивалентные и многогранники разных 
типов не могут быть аффинно эквивалентными.
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EUKLE1DILISE RUUMI R n KUMERATE HULKTAHUKATE AFI1NSEST 
KLASSIFIKATSIOONIST JA TUNNUSTEST. II
K. Riives
Re s ü me e
T öös a n tak se  ruum i R n s e llis te  hu lktah u k ate a fiin n e  k la ss ifik a ts io o n , m is  
on kolm e k in n ise  poolruum i lõ ikeks. N ä id a ta k se  k õ ig i ü h ete istk ü m n e e k s is te e ­
riva juhu jaoks v a sta v a d  a n a lü ü tilised  tu n n u sed  n in g  h u lk tah u k atega  g e o m e e t­
r ilise lt  seotud  a fiin sed  k oord in a a tsü steem id .
ABOUT AFFINE CLASSIFICATION AND CHARACTERS OF CONVEX 
POLYTOPES IN EUCLIDEAN SPACE Rn. II
K. Riives
S u m m a r y
In the paper the a ffin e  c la ss if ic a tio n  of con v ex  p o ly to p es , in tersectio n s o f  
three closed  sem i-sp a ces , is  g iv e n  in E u clid ea n  sp ace  R n. There ex is t  e leven  
ty p e s  of such  p o ly to p es . For each of them  corresp o n d in g  a n a ly tic  ch aracters  
and sp ec ia l a ffin e  coord in ate  sy stem s, g e o m etr ica lly  determ ined  by the p o ly to p e  
are poin ted  out.
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БЕЗУСЛ ОВН Ы Е Ш АУДЕРОВСК ИЕ РАЗЛОЖ ЕН И Я 
И РЕФ ЛЕК СИВН ОСТЬ БО ЧЕЧН Ы Х ПРОСТРАНСТВ
Э. Оя
К аф едр а  м атем атического анализа
Проблематика этой статьи восходит к 1950-ому году, когда 
Джеймс [5] установил ряд теорем о структуре банаховых про­
странств с безусловным базисом, сре^и которых центральным 
является результат о том, что рефлексивность банахова про­
странства X с безусловным базисом эквивалентна отсутствию 
в X подпространств, изоморфных с0 или 1\. В дальнейшем ре­
зультаты Джеймса получили развитие в двух направлениях: 
обобщалось понятие безусловного базиса в банаховом простран­
стве и рассматривались локально выпуклые пространства с без­
условным базисом. Одним из недавних результатов является 
критерий рефлексивности циклического банахова пространства, 
который в 1969-ом году установил Цафрири [7]. Говоря о дру­
гом направлении, нужно отметить, что в 1970-ом году Калтон [6] 
обобщил упомянутую теорему Джеймса на полное бочечное про­
странство.
Настоящая работа принадлежит объединению" этих двух на­
правлений. Именно, вводится одно новое обобщение понятия 
безусловного базиса, анализируются и обобщаются некоторые 
теоремы, верные в случае безусловного базиса (в том числе 
критерий рефлексивности из [6]).
Пусть X  — отделимое локально выпуклое пространство над 
вещественным полем R. Шаудеровским разложением (коротко 
ШР) пространства X называется такая последовательность не­
прерывных проекторов1 (Р п) в пространстве X,  что Р к ° Р п =  О, 
если k Ф  п, и для каждого x g I
х =  У] Р пх,
где ряд сходится в топологии пространства X. Шаудеровское 
разложение (Р п) пространства X называется ограниченно 
полным, если каждая ограниченная последовательность
1 Если пределы  изменения индексов не указаны , то  индексы  п робегаю т  
все значения 1 ,2 , . . .  .
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где JfftS Pk(X) ,  сходится. Если2 ( Pn*) является 
ШР пространства X * в сильной топологии последнего, то Ш Р 
( Рп) пространства X называется натягивающим. Эти понятия 
мы ввели, следуя [4].
Пусть 2  — система всех конечных множеств натурального 
ряда, упорядоченная по включению. Если задан Ш Р (Рп) про­
странства X, то через Ua, где о е  2 ,  обозначим проектор в про­
странстве X, определяемый соотношением £7^= ' S п_аР п ,
• причем U 0 = O  для пустого множества 0 .  Если о =
=  {1,2, . . . ,  п}, то положим Ua = U n.
Введем следующее обобщение понятия безусловного шауде- 
ровского базиса.
Шаудеровское разложение ( Рп) пространства X  называем 
безусловным шаудеровским разложением (коротко БШР) про­
странства X, если для каждого j c e l
x=\imUax,
оеГ
т. е. ряд 2  Р пх сходится безусловно к х.
Если (еп) — шаудеровский базис пространства X с коэффи­
циентными функционалами (fn)  (см. [3], стр. 619), то последо­
вательность (Рп), где Pnx =  fn(x)en (х<=Х), является ШР 
пространства X. Базис (еп) является ограниченно полным, на­
тягивающим или безусловным тогда и только тогда, когда Ш Р 
(Рп) является соответственно ограниченно полным, натягиваю­
щим или безусловным.
В ряде случаев нам кажется удобным следующее видоизме­
нение понятия ШР. Именно, последовательность3 е ^ еЙ (У ь ,X ),  
где X и Yu — отделимые локально выпуклые пространства, на- - 
зываем разложением пространства X, если для каждого х е !  
существует единственная последовательность yk ^ Y h такая, что 
х =  2  енУк. Определим линейные операторы fn : X - + Y n равен­
ствами fn ( 2  енУк) —  Уп- Если f „ G S ( Z ,  Yn) при всех п, то е  
e f i (Yh, X)  называем ШР  пространства X.
Если (еп) — базис пространства X, л'о £4 g S ( R , I ) ,  где 
£п (Я) =  Леп, является разложением пространства X, причем опе­
раторами fn :X->-  R являются коэффициентные функционалы 
базиса (еп).
Если (Рп) есть ШР пространства X, то еп е  2 ( Р П( 1 ) Д ) ,  
где £пх =  х, является ШР пространства X  (согласно второму 
определению), причем fn =  Pn■ С другой стороны, если еп е  
G Q ( Y n, X)  есть ШР пространства X, то проекторы Р п =  en °fn 
в пространстве X удовлетворяют условию Р к ° Р п =  0 при k ф  п.
$ О бозначим  сопряж енны й оператор оператора А через А* и со п р я ж ен ­
ное пространство пространства X  через X*.
3 В сю ду  й  (X, Y) —  пространство всех Непрерывных линейны х оп ер ато­
ров из X в Y.
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Таким образом, обе понятия ШР по существу равносильны. Мы 
будем пользоваться обеими видами понятия ШР, но это не вы­
зывает недоразумений.
Приведем примеры пространств с БШР. Для банахова про­
странства Y положим
S W  =  {(</«)': Уп^У,  (ILvnlDeS}, 
где S =  с0 или S  =  1Р ( / 7 ^ 1 ) .  Пространство 5(У), наделен­
ное нормой II (уп) II =  II (||i/nll) Its, является банаховым простран­
ством с БШР, если £п е 2 ( 7 , 5 ( У ) )  определить соотношением 
£пу  =  {бпкУ), где õnh — символ Кронекера. В случае У =  т  
получаем пример несепарабельного пространства с БШР. Кроме 
того, известно (см. [2], стр. 155), что пространство Джеймса J 
не вкладывается как подпространство в банахово пространство 
с безусловным базисом. Но пример пространства S(J)  показы­
вает, что J можно вложить как подпространство в банахово 
пространство с БШР.
Известно (см. [2], стр. 151, или [1], стр. 126), что ограни­
ченная полнота безусловного базиса банахова пространства X 
эквивалентна отсутствию в X подпространств, изоморфных с0, 
а натягиваемость эквивалентна отсутствию подпространств, 
изоморфных 1\. Следующее предложение показывает, что эти 
эквивалентности в общем случае не сохраняются в случае БШР.
Предложение 1. Пространство l \ (Y) имеет ограниченно пол­
ное БШР, пространство lp ( Y) (р >  1) имеет БШР, которое я в ­
ляется ограниченно полным и натягивающим, и пространство 
с0(У) имеет натягивающее БШР. Кроме того, с0(У)* =  1[{Y*) 
и lp(Y)* =  1(/{¥'*), где р >  1 и р +  q =  pq.
Д о к а з а т е л ь с т в о .  Пусть в lp (Y) (р ^  1) выполняется 
соотношение п „
u i ;  ii/апk=i /i=i
при некотором М >  0 и некоторой последовательности уи. е  Y. 
Тогда ряд 2\\ук\\р сходится, т. е. ряд 2  ehyk сходится в l p(Y).
Прежде, чем приступить к доказательству того, что БШ Р 
пространства с0(У) является натягивающим и с0(У)* =  1\ (У*), 
сделаем два замечания. Во-первых, если учитывать связь между 
обоими видами понятия ШР, то ШР en^ % (Y n, X) называется на­
тягивающим, когда fn*<EEÜ(Yn*, X*) является ШР пространства X*. 
Во-вторых, при х =  2  ehyh^S(Y)  и а е 5 ( У ) *  выполняется равен­
ство а(х)  =  2  {(fh*ßk)x) =  2  ßh(yh),  где ßh — £k*a е Г .
Так к а к 4
П оо
II« — 2fk*ßk\\ =  SUp I ((fk*ßk)x) | =
k=0 llxll l^ &==n+1 .i
oo
=  sup I ßh(yh)\ =
Иг/felKi» lll/ftIKO h=n+ 1
4 Считаем fo*ßo =  0.
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=  sup 2 J  ß k ( y h ) ^
lll/AIKl, IIУ/jИ—►О k= n +1
rn m
>  sup 2 J  ß h { y h ) =  £  \\ßk\\
I l y J K i  h = n +1 h~n+l
при всех га =  n -f- 1, я-}-2, . . .  и а е с о ( У )* ,  то
П Oü




II« — fh*ßk\\ ^  ^  sup Iß h(yh) \— 2 J  WßhW,
h=0 h=n+i ||yftll^l fe=n+i
так что
\ \ a - 2 f k * ß k \ \ =  j t  Ш \  ( n = 0, 1, . . . ) ;
fe=n+1
следовательно, ||a|| =  21 ||jöfe||. Таким образом,
П
II« — -^ o ,
h=0
т. e. БШ Р пространства Со (К) ' является натягивающим и a e  
e / i ( F * ) .  Возьмем теперь произвольные ß n ^ l i ( Y * )  и л: =  
=  1 е пу п е  с0(У). Тогда равенство а (я) =  2 ß n {yn) определяет 
непрерывный линейный функционал а  на с0(У). Итак, можно 
сказать, что c0(Y)* =  lx(Y*) .
Аналогичным образом (с помощью неравенства Гельдера) 
можно доказать, что lp (Y)* =  lq(Y*) , если р ~> 1 и р +  q — pq,  
и БШ Р пространства lp ( Y ) ( p >  1) является натягивающим. 
Предложение доказано.
Из предложения 1 вытекает, что пространство /i(c0), которое 
содержит подпространство, изоморфное с0, имеет ограниченно 
полное БШР, а пространство c0(l i j ,  которое содержит подпро­
странство, изоморфное Iь натягивающее БШР.
Оказывается, что все же можно найти условия, эквивалент­
ные ограниченной полноте и натягиваемости БШР, аналогич­
ные отсутствию подпространств, изоморфных с о или 1\. Это осу­
ществляется теоремами 1 и 2.
Лемма. Если X  — отделимое бочечное пространство с 
БШР, то
1° Множество { Ua : o ^ 2 }  равностепенно непрерывно;
2° Топология в пространстве X, определяемая семейством 
полунорм {qa : а е  1}, где
qa ( x ) = s u p  p a (U ax) [х<=Х),
oeZ
совпадает с исходной топологией пространства X, определяемой 
семейством полунорм {ра : а <= 2Г};
3° Д ля каждой полунормы ра (а  е  21) существуют число 
Ma >  0 и полунорма р$ (ß  е  31) такие, что выполняется оценка
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n  n
P a ( 2 j W o i X ) ^  sup \ t i \Map f l ( 2  Uo . x ) . ( x e l ) ,  
i—1 i=l 
где Oi П о j  =  0  при i ф  j, и ( t i ) —  произвольная последова­
тельность вещественных чисел-,
4° Д ля каждой полунормы р а (а  е  2() существуют число 
Ка >  0 и полунорма ру (у е  21) такие, что выполняется оценка
П
sup |fi|. sup p a i U o ^ ^ K a P v i ž j t i U ö i X )  ( j c e l )
1^г^п г— 1
в предположениях 3°.
Д о к а з а т е л ь с т в о .  Выберем произвольное х<=Х.  Так 
как l i m дх = х ,  то для каждой окрестности нуля U суще­
ствует оо е  2  такое, что
^u w x : a ^ ^ <=u+ x - 
Кроме того, при каждом a e ü
u °m °x ~ U(,x s e  и UkX’Хс=о0
так что
{ U ах \ о <= £ }  a  U ( U + x  — Uxx),
т. е. множество { U„ x : о ^  2 }  вполне ограничено и, следова­
тельно, ограничено при каждом J t e l  Так как X  бочечно, то 
множество { Ua : o ^ 2 }  равностепенно непрерывно (см. [3], 
стр. 636).
Ввиду 1° для каждой полунормы р а (а е  21) существуют 
pß ( ß e S I )  и Ка >  0 такие, что
s u p p a { U ax) ^ K a P ß ( x )  (х е  X) .
Если каждой полунорме ра поставить в соответствие полунорму 
qa, где qa ( x ) = s u p a^ p a {Uax) ( х е = Х ) ,  то
qa ( x ) ^ K apß(x) ( х е =Х) .  (1)
Следовательно, qa — непрерывная полунорма. Пусть А — про­
извольное конечное множество множества Ж и ру (х) =  
=  supаеАР а (х)- Тогда при некоторых Ку >  0 и pp ( /J e 2 f)
справедливо
sup q a ( x ) = q v ( x ) ^ K ypß(x) ( х&Х) ,
оеА
откуда следует, что топология в X,  определяемая полунормами 
{qa \ а ^ Ж ) , не сильнее исходной топологии пространства X. По­
скольку при каждом ра выполняется неравенство
P a ( x ) ^ q a (x) ( х е Х ) ,  (2)
то топология, определяемая семейством {<7а : аеЭД},  совпадает с 
исходной, т. е. имеет место 2°.
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Рассмотрим функцию g( t )  =  qa ( Ukx - f  Ш ^ ) ,  где Я f) /* =  
от вещественного параметра Так как g  является непрерывной 
выпуклой функцией, удовлетворяющей условию
g ( t ) > g (  0) (—о о < / < + о о ) ,  (3)
то она монотонно возрастает при t  >  0. Поэтому
п  п
q a i ž t i U o S ) ^  sup |/i| q a ( 2 jS iU a.x) (x (= X ) , (4)
i—l l ^ i ^ n  i—1
где Si =  ± 1  и о, f| Oj =  0 ,  если i =#= j. Поскольку
( 2 s i U ' , H 2 u ° , ) = i : s iU ' l t= {(Л -  (Л.: A, jk <=.£}, 
i= i j—1 t= l
TO
qa{]% SiU 0ix ) ^ 2 q a . { 2 i U e ix) ( j c g I ) .
i= l г=1
Учитывая теперь (2), (4) и (1), получаем оценку 3°, где Ма =
=  2/Со-
Оценка 4° получается из (3), если учитывать (2) и (1).
Следствие 1. натягивающее ШР отделимого бочечного
пространства X является безусловным, то и соответствующее 
ШР пространства X* безусловное.
Д о к а з а т е л ь с т в о .  Положим \7а =  1 — Ua, где /  -— еди­
ничное отображение в пространстве X, о{п)  =  {1, 2, . . .  , п) 
и Vn =  Va(п). Рассмотрим произвольное ограниченное множе­
ство А с= X. Так как, ввиду леммы и определения Va, множество 
{ V a ' . o ^ I }  является равностепенно непрерывным, то мно­
жество ^  =  U(yeI; /^ (J (А)  ограничено. Поскольку при любом
f ^  X * справедливо l i m  V ,* f =  0 ,  то для каждого е  > >  0  сущест­
вует п(е)  такое, что sup;v.eB | (Vn(s*f)x\<.e. Но если а{ п( е ) )  cz а,
то Vn(e) °Vo =  Va И
SUp\(Vo*f)x\ =  SUp\((Vo* ° Vn( e f ) f )x \ =  SUp | ( Vn(e*f) x\ ^
x g A  x (=A  x e V  (A )a4
^  SUp I ( V n (e )* f) x\ <  E.
.reB
Следовательно, lim Va* f =  0, что ввиду произвольности f и
доказывает следствие 1.
Введем еще одно понятие. Будем говорить, что с0 (соответ­
ственно 1\) с естественным базисом (ег) и подпространство 
Z пространства X с БШР, являются s -изоморфными, если су­
ществует такой изоморфизм Т пространства с0 (соответствен­
но U) на Z, что
Te i <=Ua i (X),
; где ai П aj  —  0  при i ф  /.
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Теорема 1. Для ограниченной полноты БШР отделимого 
топологического векторного пространства X необходимо, а если 
X — секвенциально полное отделимое бочечное пространство, 
то и достаточно отсутствие в пространстве X подпространств, 
s -изоморфных пространству с0. При этом, если подпространство 
Z секвенциально полного отделимого бочечного пространства X 
является s-изоморфным пространству с0, то Z топологически до­
полняемо.
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь .  Пусть (е,) — 
естественный базис в с0. Предположим, что существует такой 
изоморфизм Т : cq-^X,  что
Zi =  Tei<= U0l (X),
где ai П Oj =  0 ,  если i ф  j. В силу безусловности базиса (е*) 
можем считать, что шах {k : k е  Oi) <  min {k : k e  a + i}- Так 
как е \ ф  0 и последовательность (Л£1<с.< п ^ )  ограничена, то,
ввиду изоморфизма Т, последовательность z.) ограни­
чена в X и Zi Ф  0. Но
П П
S  Zi — 2  Va-Zi
i = 1 г = 1
представляется в виде J £ l<i<:mxi , где m — max {k : k ^  ov) ,  и
X i ^ P i ( X )  — некоторая последовательность, зависящая от по­
следовательности (Zi). Следовательно, если БШР пространст­
ва X ограниченно полное, то ряд I  Zi сходится в противоречие 
с zi  ф  0.
Д о с т а т о ч н о с т ь .  Предположим, что ряд ž  x if где 
X i ^ P i ( X ) ,  не сходится, а последовательность х. )  ог­
раничена в X. Тогда существуют полунорма р$ из определяю­
щего топологию в X семейства полунорм число 
d >  0 и последовательность (си) cz I  такие, что 
max {k : k е  a j  <  min {k : k e  tii+i} и при
всех i =  1 , 2 , . . . .  Положим z. — * k• Так как последова­
тельность ( ^ i<  < n z . )  ограничена, то из оценки 3° (см. лемму)
при любых числах (ti),  при любом натуральном /г и произволь­
ной полунорме ра получаем
' 71
Р а  ( £ t i Z i ) ^ C a  SUp |/<|, (5)
г== 1 l<Li*£^n
где Са >  0 зависит от р а. Учитывая оценку 4°, найдем для по­
лунормы р$ полунорму Р у  такую, что выполняется неравенство
П
sup |fj| sup pfi(Zi) ^ K f i p v { ] £  tiZi).
i ^ i ^ n  K S i ^  n i—l
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Итак, • существуют ру (у е  21) и С =  (K p \ d ) >  0 такие, что
П
sup \ t i \ ^ C p y ( ž j t i Z i ) .  (6)
l s £ t ' < n  i — i
Пусть (е^ — естественный базис пространства с0 и Z — 
линейное пространство всех сходящихся в X  рядов вида 2  iiZ{. 
Непрерывный (ввиду (5)) оператор, переводящий произволь­
ную линейную комбинацию векторов в такую же линейную 
комбинацию векторов z it можно продолжить по непрерывности 
до непрерывного оператора Т, который каждому элементу 
2  tißi е  с0 ставит в соответствие 2  tiZi е  Z (ряд 2  tiZi сходится, 
так как выполняется (5) и X  — секвенциально полное прост­
ранство), и который, в силу (6), взаимно однозначен. Но тогда 
оператор Г -1 : Z - > c 0 замкнут (см. [3], стр. 105). Так как замк­
нутое отображение бочечного пространства в банахово про­
странство является непрерывным (см. [3], стр. .734), то оста­
ется доказать бочечность пространства Z. Для этого достаточно 
показать, что Z допускает топологическое дополнение (см. [3], 
стр. 588)..
Учитывая линейную независимость системы (г*), можем на 
ее линейной оболочке определить линейные формы gi  соотноше­
нием
П
g i ( 2 ž t hZh) = t i .
k—i
Поскольку, в силу (6), во всех точках х =  'S  1 спра­
ведливо неравенство
l g i ( x ) \ ^ C p y (x),
то из теоремы Хана—Банаха следует, что каждую форму gi  
можно продолжить до такой линейной формы Gi на X, что во 
всех точках х е Х  будет выполняться неравенство
l G i ( x ) \ ^ C p v (x),  
т. е. множество {Gi : i =  1, 2, . . . } cz X* равностепенно непре­
рывно. Определим А,г е  X* равенством
hi — Gi ° Uar
Тогда множество всех hi тоже равностепенно непрерывно 
(лемма, Г) и
hi (Zj) == Õij.
Введем непрерывные проекторы Sh, отображающие X в Z, 
соотношением _ k
S h x = ^ h i ( x ) z i .
г— 1
Последовательность (Sk) ограничена в каждой точке х е Х ,  
так как при каждой полунорме ра и натуральном k (в силу (5)) 
справедливо неравенство pa (ShX) sup i ^ i < k \h)(я)| и множе­
ство всех hi равностепенно непрерывно. Кроме того, ввиду 
h i ( x ) = h i ( U 0ix) ( x e l ) ,
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существует l i m S ^  на всюду плотном в X множестве 
{UGx : х <= X, < т е 2 } .  Тогда из теоремы Банаха—Штейнгауза 
(см. [3], стр. 637) следует, что предел lim S hx — Sx  существует 
для всех х е  X  и отображение 5 — непрерывный проектор 
пространства X  на Z, т. е. Z допускает топологическое допол­
нение.
Наконец, заметим, что с0 вкладывается в X s -изоморфно, 
так как Zi — T e iе  U0i ( X) , u  если с0 является s -изоморфным не­
которому Z cz X, то можно только что описанным способом по­
строить непрерывный проектор пространства X  на Z, т. е. Z 
топологически дополняемо. Теорема доказана.
З а м е ч а н и е .  Теорема 1 обобщает результат Калтона (см.
[6], теорему 2.1): если безусловный базис полного бочечного 
пространства В не является ограниченно полным, то Е содер­
жит топологически дополняемое подпространство, изоморфное 
пространству с0.
Теорема 2. Для  натягиваемости БШР отделимого локально 
выпуклого пространства X необходимо, а если X — секвенци­
ально полное отделимое бочечное пространство, то и доста­
точно отсутствие в пространстве X подпространств, s -изоморф­
ных пространству /]. При этом, если подпространство Z секвен­
циально полного отделимого бочечного пространства X явля­
ется s -изоморфным пространству 1Ь то Z топологически допол­
няемо.
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь .  Предположим, 
что существует такой изоморфизм Т : с 0- + Х,  что
"zi— Tei ge Ua .(X),
где Gi П (Уj =  0  при i ф  /, и (ei) — естественный базис в с0. 
Ввиду безусловности базиса (ei) можем считать, что 
max {k : k е  Oi} <С min {k : k e  Oi+]}. Поскольку (e*) ограничено 
в l\, то (zi) ограничено в X. Выберем функционал f е /i* такой, 
что f ( e {) А  0. Тогда g  =  f °T~l е  ( Т (с0))* и g ( z {) =  f (et) -/*■ 0. 
Продолжим g  до функционала й ё Г .  Так как h (zi)  -/+ 0,
h ( и  а Zi) =  ( и  а *h) Zi А  о,
то последовательность (Un*h) не сходится равномерно на огра­
ниченном множестве (Zi) и, следовательно, не сходится в силь­
ной топологии пространства X *.
Д о с т а т о ч н о с т ь .  Заметим, что если X бочечно, то X* 
является секвенциально полным, так как в силу теоремы Б а ­
наха—Штейнгауза (см. [3], стр. 637) X * является секвенциаль­
но замкнутым подпространством полного (см. [3], стр. 129) 
пространства ограниченных линейных форм на X. Если БШ Р 
ненатягивающее, то существует f е  X* такое, что последователь­
ность (Un*f) не сходится в сильной топологии пространства X*. 
Ввиду секвенциальной полноты . X * найдутся последователь­
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ность (<7г) с: 2,  где шах {k : k е  Oi} <  min {/г : k <= ffi+i}, число 
ö? >• 0 и ограниченное множество В а  X  такие, что
sup \ (Uai*f)x\ ~>d
хев
для всех о\. Кроме того, учитывая, что множество { Ua : о ^  2 }  
равностепенно непрерывно (лемма, 1°), найдем ограниченную 
последовательность
Z i =  Ua.Zi
такую, что при всех Zi выполняется неравенство
f ( Z i ) ^ d .  (7)
Так как (Zi) ограничено, то при любых числах ta любом на­
туральном п и произвольной непрерывной на X  полунорме 
ра справедливо
p a (JE  Uzt) ^ М а ]£\и\,
г = 1 г = 1
где М а >  0 зависит от р а. С другой стороны, учитывая (7) и 
непрерывность функционала f, получаем, что
J j / ( |^ i |  Zi) ^ K p ß ( 2 \ t i \ Z i )
i—l i=l i—l
при некоторых К  >  0 и непрерывной полунорме р$. Поскольку
Z i = U a .Zi
и ai П о j =  0  при i ф  /, то из оценки 3° (см. лемму) вытекает 
существование непрерывной полунормы ру и С >> О таких, что
! P ß ( ^ \ t i \ z i ) ^ C p y ( ^ t i Z i ) .
i== 1 i—l
Итак, при некоторых М >  0 и pv справедливо неравенство
П П
t i \ ^ Mp v ( J £ t i Z i ) ,
i—l i—l
где числа ti и натуральное п произвольны.
Теперь можем продолжить доказательство совершенно ана­
логично доказательству достаточности теоремы 1: тем же спо­
собом построить непрерывный проектор 5  : X — Z, где Z — про­
странство всех сходящихся в X  рядов вида 2  tiZf. Тем самым, 
Z является топологически дополняемым подпространством, 
s -изоморфным /]. Аналогично получается, что из s -изоморфно- 
сти Z а  X  и 1\ следует топологическая дополняемость Z. Тео­
рема доказана.
З а м е ч а н и е .  Теорема 2 обобщает следующий результат 
Калтона (см. [6], теорему 2.2): если безусловный базис пол­
ного бочечного пространства Е не является натягивающим, то 
Е содержит топологически дополняемое подпространство, изо­
морфное 1\.
В случае банахова пространства X с безусловным базисом 
известно, что натягиваемость базиса эквивалентна сепарабель­
ности пространства X * (см. [1], стр. 130). Но в случае БШР 
эта эквивалентность в общем случае нарушается:
Следствие 2. Для натягивав мост и БШ Р банахова простран­
ства X достаточно, но не необходимо, сепарабельность прост­
ранства X*.
Д о к а з а т е л ь с т в о .  Поскольку сепарабельное пространст­
во X * не может иметь своим факторпространством несепара­
бельное пространство, изоморфное / i*, то изоморфизма из / ( в 
X не существует, и поэтому, ввиду теоремы 2, БШР является 
натягивающим. С другой стороны (см. предложение 1), С о ( / д )  
имеет натягивающее БШР, но его сопряженное 1\(1\*) не сепа­
рабельно. Тем самым наше утверждение доказано.
Не вызывает трудностей доказать, что пространство S, где- 
S  =  с0 или S =  lp (р ^  1), s -изоморфно вкладывается в £(У). 
Именно, выберем элемент у  ^  Y с ||г/|| =  1 и положим zu =  
=  (дыу).  Поскольку при любых числах U и натуральном п 
справедливо
II S  6tZftlls(y)=ll (tk)h=l\\s,
h= i  .
то S изометрично замкнутой линейной оболочке последователь­
ности (Zk), причем каждому Zk ставится в соответствие вектор 
естественного базиса пространства S.
Учитывая и предложение 1, мы можем с помощью теорем 1 
и 2, ввиду только что сделанной заметки, охарактеризовать 
пространства 5(К) следующим образом.
Предложение 2. Пространство со(У) имеет натягивающее 
БШР,  которое — не ограниченно полное, пространство 1\{Y) — 
ограниченно полное БШР,  которое — не натягивающее, прост­
ранство lp(Y)  (/?>> 1) имеет БШР,  которое — ограниченно 
полное и натягивающее.
Рассмотрим рефлексивное отделимое бочечное пространство 
X с ШР (Рп).  Так как полурефлексивность наследуется замкну­
тыми подпространствами и каждое топологически дополняемое 
подпространство пространства X является бочечным (см. [3], 
стр. 588), то каждое топологически дополняемое подпространст­
во пространства X является рефлексивным. Следовательно, X 
не содержит топологически дополняемых подпространств, изо­
морфных с0 или 1\, и каждое Р п (Х) — рефлексивное простран­
ство (поскольку Р п — непрерывный проектор в X). Кроме того, 
из теоремы 4 статьи [4] вытекает, что ШР рефлексивного про­
странства является одновременно натягивающим и ограниченно 
полным. С другой стороны, если все Р п (Х) рефлексивны, ШР 
пространства X натягивающее и ограниченно полное, • то из 
теоремы 5 статьи [4] следует, что X  полурефлексивно, и по­
этому, ввиду бочечности, рефлексивно. Таким образом, отдели-
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мое бочечное пространство X с ШР {Рп) рефлексивно тогда 
и только тогда, когда ШР является одновременно ограниченно 
полным и натягивающим и все пространства Рп{Х) рефлексив­
ны. Из этого критерия рефлексивности, теорем 1 и 2 и из того, 
что для рефлексивности бочечного пространства X необходимо 
отсутствие в X топологически дополняемых подпространств, 
изоморфных Со или /}, получаем следующую теорему. •
Теорема 3. В секвенциально полном отделимом бочечном 
пространстве X с БШР ( Р п) следующие утверждения эквива­
лентны:
1° X рефлексивно;
2° Все пространства Р п(Х)  являются рефлексивными, и X 
не содержит топологически дополняемых подпространств, изо­
морфных Со или 1\\
3° Все пространства Р п(Х)  являются рефлексивными, и X 
не содержит ( топологически дополняемых) подпространств, 
s -изоморфных Со или 1\.
З а м е ч а н и е .  Теорема 3 обобщает следующий результат 
Калтона (см. [б], теорему 2.3): рефлексивность полного бо­
чечного пространства Е с безусловным базисом эквивалентна 
отсутствию в пространстве Е топологически дополняемых под­
пространств, изоморфных с0 или 1\.
В банаховом пространстве X, обладающем безусловным ба­
зисом, рефлективность X эквивалентна сепарабельности X**.
В случае БШР и эта эквивалентность нарушается. Действи­
тельно, пусть Я  — несепарабельное гильбертово пространство, 
тогда /2(Н) — рефлексивное несепарабельное банахово прост­
ранство с БШР, a h(J) ,  где J — пространство Джеймса, не- ' 
рефлексивное банахово пространство с БШР, второе сопряжен­
ное которого сепарабельно. Оба утверждения вытекают из 
предложения 1 и теоремы 3, при втором нужно также учиты­
вать, что /  нерефлексивно, а /** сепарабельно (см. [2], стр. 
148). Для сравнения отметим, что для рефлексивности цикличе­
ского банахова пространства А' (это ^понятие является одним из 
обобщений понятия банахова пространства с безусловным ба­
зисом (см. [7 ]))  достаточно сепарабельность пространства 'X**
(см. [7], следствие 6).
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TINGIMATUD SCHAUDERI LAHUTUSED JA TUNNIRUUMIDE 
REFLEKSIIVSUS
E. Oja
Re s ü me e
K ä e so le v a s  artik lis tu u ak se  siisse aM järgnev tin g im a tu  b a a si m õ iste  ü ld is ­
tus. E ra ld u va  lo k a a lse lt  kum era ruum i X  tingimatuks Schaudert lahutuseks 
n im etam e ruum i X  p id ev a te  p rojek torite  jada (P n ) , m is rahuldab jä rg m is i t in ­
g im usi: P k o P n ^ O ,  kui k=/=n, ja  rida Pnx koondub  tin g im a tu lt  iga  x ^  X  
korral e lem en d ik s x. ü ld is ta ta k s e  m õ n in g a d  tin g im a tu  b a a sig a  ru u m is k eh ti­
vad  tu lem u sed  (vt. n ä iteks, [6 ] , teoreem id  2 .1— 2.3) t in g im a tu  S ch au d eri la h u ­
tu seg a  ruum i juhule.
UNCONDITIONAL SCHAUDER DECOMPOSITIONS AND REFLEXIVITY 
OF BARRELLED SPACES
E. Oja
S u mma r y
Let X  be a lo c a lly  con v ex  Hausdorfif space. The fo llo w in g  g en era liza tio n  
oif >the con cep t of unconditionail b a sis  is  g iven . W e sa y  that a seq u en ce of 
co n tin u o u s p ro jection s ( P n )  on X  is an unconditional Schauder decomposition 
of X  iff P h ° P n  — 0, w han k=?bn and for each x s  X  th e  ser ies  Z ^n X  u n co n ­
d itio n a lly  c o n v e r g e s  to  x. Soime exam p les of the sp a ces w ith  an u n co n d itio n a l  
Schauder d ecom p osition  are con sid ered  and severa l r e su lts  co n cern in g  uncodi- 
tio n a l b a ses are g en era lized  (for exam ple, [6 ] , T heorem s 2.1, 2.2 and 2 .3 ). 
The next theorem  is  the m ain  resu lt  of the paper. If X  is a sequentially complete 
barrelled spoxe with an unconditional Schauder decomposition (P n ) , then the 
following are equivalent-.
1° X  is reflexive;
2° Each P n ( X )  is reflexive and X  possesses no complemented subspaces 
isomorphic to c0 or l{; *
3° Each P n ( X )  is reflexive and X  possesses no (complemented) subspaces 
s-isomorphic to c0 or lh
(L et (en) be the u n it vector b a s is  for c0 (resp. l i ) .  W e sa y  that a su b ­
sp ace  Z of a sp ace  X w ith  an u n con d ition a l Schauder d ecom p o sitio n  (Pn) is 
s-isomorphic to  c0 (resp . l\) iff there is  an isom orp h ism  T from  Co (resp. / , )  
to  Z and a sequence (an) oif 'finite su b se ts  of the se t  of a ll p o sitiv e  in te g ers  
w ith  Oh П On =  0  wlhen k Ф  n such  that Ten e  Л  Ph(X).)
h<=on
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РАЗЛОЖ ИМ ОСТЬ АЛГЕБРЫ  ОГРА Н И ЧЕН Н Ы Х 
Н ЕП РЕРЫ ВН Ы Х Л-ЗНАЧНЫХ ФУНКЦИЙ
М. Абель
К аф едр а  м атем атического анализа
§ 1. Введение
Пусть С*(Х,А)  — множество всех ограниченных непрерыв­
ных Л-значных функций, определенных на топологическом про­
странстве X. В случае, когда А — комплексная банахова ал­
гебра 1 с единицей, множество С * ( Х , А ) образует банахову ал­
гебру с единицей относительно обычных алгебраических опе­
раций над функциями и sup-нормы. При этом, С * ( Х , А ) явля­
ется коммутативной алгеброй тогда и только тогда, когда ал­
гебра Л коммутативна.
Пусть Rad Л — радикал алгебры Л. Алгебра Л называется 
разложимой, если в алгебре Л существует такая подалгебра В, 
изоморфная Л/Rad Л, что Л =  ß ® R a d Л ,  и сильно разложи­
мой, если, кроме того, подалгебра В замкнута.
Как известно, существуют такие банаховы алгебры, которые 
не являются разложимыми (см. [7, 10]), или являются разло­
жимыми, но не сильно разложимыми (см. [7]). Условия разло­
жимости и сильной разложимости банаховых алгебр рассмот­
рены в статьях [3, 5, 6, 8].
В настоящей статье продолжается изучение радикала алгеб­
ры С*(Х, А) ,  начатое в [2]. Во-первых, дается описание множе­
ства всех топологически нильпотентных элементов алгебры 
С*(Х, А)  для любого топологического пространства X и любой 
банаховой алгебры А.  Затем, предполагая X f топологическим 
пространством и Л банаховой алгеброй, в которой множество 
всех топологически нильпотентных элементов образует идеал, 
или Л коммутативной банаховой алгеброй, показывается, что 
равенство 2
Rad С*(Х,  Л) =  С* (X, Rad Л) (1)
1 В дальнейш ем  вм есто комплексной бан аховой  алгебры  с единицей б у ­
дем  говорить коротко бан ахова  алгебра или алгебра.
2 В силу статьи [1 3 ] , равенство (1) остается  справедливы м  и для  
алгебры  С(Х, А) всех определенны х на X непреры вных Л -значны х функций.
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имеет место тогда и только тогда, когда алгебра Л удовлетво­
ряет условию
(а) последовательность
{ ( М а ) 1/п)
сходится равномерно относительно а к нулю на каждом ограни­
ченном подмножестве Л0 с  Rad А, для которого существует 
функция f <= С*(Х, А) ,  удовлетворяющая условию f ( X)  =  Л0.
При этом, если X — псевдокомпактное пространство3, ра­
венство (1) имеет место для любой банаховой алгебры А.  От­
дельно рассматривается полупростота алгебры С*(Х, А) ,  обоб­
щая теорему 4 из статьи [2] на случай, когда А является не­
коммутативной банаховой алгеброй.
В § 3 находятся условия для разложимости и сильной раз­
ложимости алгебры С*(Х, А)  относительно X и А.
В § 4 показывается, что алгебры С*(X, A ) /Rad С*(X,  А)  и 
С*(Х,  Л /Rad А)  топологически изоморфны, а пространства4 
Ш(С*(X,  A/Rad А) )  и ЯЯ(С*(X, Л ) ) гомеоморфны, если X — 
дискретное топологическое пространство и Л — сильно раз­
ложимая коммутативная банахова алгебра с ограниченным ра­
дикалом, которые удовлетворяют условию (1). Доказывается 
гомеоморфность пространств5 SO?(С*(X, Л) ) ,  50J(C*(X, Л/Rad Л ) ) 
и ß ( X X ^ 2 ( ^ l )  в случае, когда X  — дискретное топологиче­
ское пространство, а Л — коммутативная банахова алгебра с 
радикалом, удовлетворяющая некоторым условиям. Последнее 
обобщает результаты автора [1] и Юда [15] на случай, когда Л 
не является полупростой алгеброй.
§ 2. Радикал алгебры С*(Х, А)
Пусть И(Л)  — множество всех топологически нильпотент- 
ных элементов алгебры Л, т. е. множество всех таких й е Л, 
для которых
lim  (||an||A)1/n =  0.
П-+00
Будем говорить, что алгебра Л удовлетворяет условию 6
(а’), если последовательность (2) сходится равномерно от­
носительно а к нулю на каждом ограниченном подмножестве 
N0 cz N (Л), для которого существует функция f ^ C * ( X , A ) ,  
удовлетворяющая условию f(X)  — AV
3 В полне регулярное пространство X назы вается псевдокомпактным про­
странством, если к а ж д а я  определенная на X вещ ественная непреры вная ф унк­
ция ограничена (см. [ 1 1 ] ) .
4 Ч ерез Ш(А) обозн ачается  пространство максимальны х идеалов  
алгебры  А.
5 Через ßX обозначается стоун-чеховское расширение пространства X.
6 В случае, когда А —  ком м утативная бан ахова  алгебра, или А —  б а н а ­
хова алгебра, в которой м н ож ество  N(>1) о б р а зу ет  и деал , то N ( 4 ) = R a d A  
(см. [1 4 ], стр. 5 7 ). Т огда  условия (а ) и (а ') совпадаю т.
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Для описания радикала алгебры С*(Х,Л), нужна 
Лемма 1. Пусть X — топологическое пространство и А — 
банахова алгебра. Тогда
Ы (С *(Х ,Л ))сС *(Х ,Ы (Л )) .  ' (3)
■Для того, чтобы
N ( C * { X , A ) ) = C * ( X , N ( A ) ) ,  (4)
необходимо и достаточно выполнение условия  (а ’).
Д о к а з а т е л ь с т в о .  Пусть f g  N (C * ( I ,A ) ) .  Тогда для 
всех фиксированных х ^  X
lim (||fn (Jc)IL)1/n= 0 .  (5)
П-+оо
Поэтому / е  С*(Х,  Ы(Л))  и справедливо включение (3).
Н е о б х о д и м о с т ь .  Предположим, что алгебра Л не удов­
летворяет условию (а’), т. е. в 1М(Л) существует хотя бы одно 
удовлетворяющее условию (а’) ограниченное подмножество No, 
на котором последовательность (2) не сходится равномерно по 
а к нулю. При этом, пусть f — .непрерывная функция, отобра­
жающая пространство X на N0. Тогда / е  С* (X, N  ( Л) ), а после­
довательность
{(\\fn (x)\\A) i,n} (6)
не сходится на X  равномерно по л: к нулю. Поэтому 7
lim (ll/n llc*(x,A))1/n> 0 ,
7l->QO
и, следовательно, функция f ф. N ( C * ( X ,  Л ) ). Значит, для спра­
ведливости равенства (4), необходимо выполнение условия (а’).
Д о с т а т о ч н о с т ь .  Пусть f е  С*(Х,  1М(Л)), т. е. для всех 
х ё !  условие (5) выполнено. Поскольку f (X)  образует огра­
ниченное подмножество в N(A) и алгебра А удовлетворяет ус­
ловию (а’), то последовательность (6) сходится на X  к нулю 
равномерно по х. В силу этого, f е  N(C*(X, Л ) ), и имеет место 
равенство (4). Лемма доказана.
Пусть / е  Rad С*(Х, А) .  Тогда (см. [4] стр. 196) для любой 
функции g e C * ( X , i l )  функция 8 ( е -f- g f ) ~l ^  С*(X,  А ) , гд е 9 
е(х)  з= еА. В силу этого, (eA - j - g ( x ) f ( x ) ) - 1 ^ A  для любой 
функции g ^ C * ( X , A )  и фиксированной точки х <= X. Так как
{ g ( = C * ( X , A ) : g ( x ) = a , a € E  Aj  а  С*(Х,А) ,
то (еА -\- af (х) ) -1 е  Л для любого а <= А и фиксированной 
точки х е  X. Поэтому f <= С*(Х,  Rad Л) для любого топологиче­
ского пространства X  и любой банаховой алгебры Л. Следо­
вательно, всегда имеет место включение
Rad С* (X, А ) cz С* (X,  Rad Л ). (7)
7 Как известно (см. [14], стр. 10), для  всех ' а  <= Л сущ ествует
lim ||an||!/n2s0.
П—► оо
8 З десь  рассм атриваем  только двухстор он н и е обратны е элементы .
9 З десь  еА —  единица алгебры  Л.
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В случае, когда А коммутативна, справедливость включения
(7) показана в {2], стр. 152.
Теорема 1.. Пусть X — топологическое пространство и А — 
такая банахова алгебра, в которой множество N(/4) образует 
идеал, или А является коммутативной банаховой алгеброй. Для  
справедливости равенства (1), необходимо и достаточно выпол­
нение условия  (а).
В случае, когда X  — псевдокомпактное пространство, равен­
ство (1) верно для любой банаховой алгебры А.
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь .  Пусть выпол­
нено условие (1). По предположению, Rad Л =  N(/4). Поэтому, 
и по лемме 1, выполнено равенство (4). Следовательно, выпол­
нение условия (а) необходимо.
Д о с т а т о ч н о с т ь .  Из предположения теоремы следует, 
что С*(Х,  N( A) )  образует идеал в алгебре С*(Х, А) .  Поэтому, 
учитывая условие (а), по лемме 1
Rad С* (X, А ) = .N (С* (X, А )) =  С* (X, N (Л)) =  С* {X, Rad А ).
Пусть теперь X — псевдокомпактное пространство и 
/ (= С*(Х,  Rad Л), т. е. (еЛ ;-f- af (х) ) -1 е  Л для всех й ё Л  и 
любой фиксированной точки х е !  Тогда (е -f- gf ) ~1(x) е  Л для 
любой функции g ^ C * ( X , A )  и любой фиксированной точки 
х ^  X. Так как функция ( е gf ) ~l непрерывна на X,  то 
(е +  g f ) ~ l £= С* (^> А ) , в силу псевдокомпактности простран­
ства X. Поэтому f ^  Rad С* (X, А)  и равенство (1) справедливо 
для любой банаховой алгебры Л. Теорема доказана.
Следствие 1. Пусть X — топологическое пространство и А — 
банахова алгебра. Д ля полупростоты алгебры С*(Х,А)  доста­
точна, а если X — псевдокомпактное пространство, то и необ­
ходима полупростота алгебры А.
Д о к а з а т е л ь с т в о  следует из теоремы 1, учитывая то, 
что включение (7) справедливо независимо от пространства X 
и алгебры Л.
Следствие 1 известно, когда А является коммутативной алгеб­
рой (см. [2], теорема 4).
§ 3. Разложимость алгебры С*(Х, А)
Для решения многих задач интересно узнать, когда алгебра 
С*(Х,А)  является разложимой или сильно разложимой. Имеет 
место следующая
Теорема 2. Пусть X — дискретное топологическое простран­
ство и А — разложимая (сильно разложимая) банахова ал­
гебра с ограниченным ради калом 10 Rad Л. Алгебра С*(Х,А)  
разложима ( соответственно сильно разложима), если выпол­
нено условие (1).
10 Т. е. радикал R ad Л является ограниченным п одм н ож еством  в А.
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Д о к а з а т е л ь с т в о .  В силу разложимости (соответствен­
но сильной разложимости) алгебры Л, существует такая подал­
гебра Л0 (соответственно замкнутая подалгебра До) алгебры А, 
что А =  Л0 ® Rad Л, причем
Л0 Г) Rad Л =  {(9а}, (8)
где 6 а — нулевой элемент алгебры Л. Поэтому, если 
/ е  С*(Х,  Л), то f (х) == а ( х \  +  г(х) ,  где а(х) е Л 0 и г(х)  е  
е  Rad Л для всех фиксированных х X. Учитывая дискрет­
ность пространства X и ограниченность радикала Rad Л, функ­
ция г е = С* ( Х ,  Rad Л). В силу этого, функция а ^ С * ( Х , А 0). 
Следовательно, каждая функция f ^ . C * ( X , A )  представима в 
виде
f = a + r ,  (9)
где а е  С* (X, Л0) и г <= С* (X,  Rad Л ).
Пусть теперь g  е  С*(Х,Ао)  f) С*(Х,  Rad Л). Тогда g(.x;) е  
G  Л0П Rad Л для всех фиксированных x g I  Отсюда по усло­
вию (8) следует, что g  =  0, т. е. g  является нулевой функцией 
алгебры С*(Х, А) .  Поэтому
С* (X, Л0) П С* (X, Rad Л) — { в } . (10)
В силу условия (10), представление (9) является единственным. 
Поэтому, по условию (1), алгебра С*(Х, Л) разложима.
В случае, когда Л0 является замкнутой подалгеброй алгеб­
ры Л, множество С*(Х,  Л0) является замкнутой подалгеброй 
алгебры С*(Х,А) .  Тогда алгебра С*(Х,А)  сильно разложима. 
Теорема доказана.
Учитывая теоремы 1 и 2 и теоремы 3 из статьи [2], полу­
чаем
Следствие 2. Пусть X — дискретное топологическое прост­
ранство, а алгебра А удовлетворяет одному из следующих ус­
ловий:
а) Л — коммутативная банахова алгебра с конечным ради­
калом;
б) Л — коммутативная банахова алгебра с ограниченным 
радикалом, удовлетворяющая условию  (а);
а) Л — банахова алгебра, удовлетворяющая11 условию  (а), 
с ограниченным радикалом, в которой множество идемпотент- 
ных элементов образует идеал.
Тогда из разложимости ( сильной разложимости) алгебры А 
следует разложимость ( соответственно сильная разложимость) 
алгебры С*(Х,А) .
11 З десь  алгебра А обязательн о не д о л ж н а  быть ком м утативной алгеброй.
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§ 4. Описание пространства максимальных идеалов 
алгебры С * ( Х , А )
Пусть А — коммутативная банахова алгебра и $ЩА) — 
пространство максимальных идеалов алгебры А.  В статье [1] 
(теорема 6) показано, что пространства Ü0i(C*(X, А))  и 
ß ( XX9 ^ ( A) )  гомеоморфны, если X — вполне регулярное 7> 
пространство и А — коммутативная полупростая банахова ал­
гебра, изоморфная алгебре12 С(9??(А),С). Оказывается, что 
пространства Ш?(С*(Х,А)) и ß ( XX2f t ( A) )  являются гомео- 
морфными и в случае, когда А не является полупростой алгеб­
рой. Чтобы доказать последнее, нам нужна
Лемма 2. Пусть X — дискретное топологическое пространст­
во и А — сильно разложимая коммутативная банахова алгебра  
с ограниченным радикалом, удовлетворяющая условию  (1) 
Тогда
а) алгебры С* (X, Л/Rad А) и С*(Х,  Л ) /Rad С*(Х, А) тополо­
гически изоморфны и
б) пространства Ш(С* (X, Л/Rad Л ) ) и Ш(С*(Х,  Л )) гомео­
морфны.
Д о к а з а т е л ь с т в о .  В силу сильной разложимости ал­
гебры Л, существует такая замкнутая подалгебра Л0 алгебры Л, 
которая топологически изоморфна факторалгебре Л /Rad Л (см.
[8], стр. 853). Так как алгебры Л0 и Л/Rad Л полупросты, то 
алгебры С*(Х,  Л0) и С* (X, A/RadA) являются топологически 
изоморфными (см. [2], теорема 5).
С другой стороны, по теореме 2, алгебра С*(Х,А)  сильно 
разложима, причем С*(Х, А) =  С*(Х,  Ао) 0  Rad С*(Х, А) .  Поэто­
му алгебры С*(Х,  Л0) и С*(X, A ) /Rad С*(X, А)  топологически изо­
морфны (см. [8], стр. 853). Отсюда следует топологическая изо- 
морфность алгебр С*(Х,  A/RadA) и C*(J, Л )/Rad С* (X, А).  Поэто­
му пространства !ЩС*(Х, A/Rad А ) ) и Ш(С*(Х,  A) /Rad С* (X, А) )  
гомеоморфны (см. [12], стр. 63). Поскольку пространства 
Ш1(С*(Х, А)) и ШЦС*^, A )/Rad С*(X,А)) также гомеоморфны 
(см. [14], теорема 2.6.6), то гомеоморфными являются и про­
странства Ш(С*(Х,  A /R ad A )). и Ш(С*(Х,  А ) ). Лемма доказана.
Справедлива следующая
Теорема 3. Пусть X — дискретное топологическое простран­
ство и А — коммутативная банахова алгебра, удовлетворяющая 
одному из следующих условий:
а) А имеет ограниченный нильпотентный{Ъ радикал  Rad А 
и вполне несвязное пространство Ш1(А) максимальных идеалов;
б) А имеет конечномерный ограниченный радикал  Rad А и 
удовлетворяет условию  (а).
12 Ч ерез С обозн ач ается  поле комплексны х чисел.
13 Р ади к ал  Rad Л назы вается нилыготентным, если сущ ествует такое н а ­
туральное число п, что а п =  в А для  всех а е  R ad А.
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Если, кроме того, алгебры  Л/Rad А и С(1Щ Л),С) изоморф­
ны, то пространства Ш(С* (Ž, Л ) ), Щ С * (X, Л/Rad Л ) ) {и 
ß ( *  ХЗЙ( Л) )  гомеоморфны.
Д о к а з а т е л ь с т в о .  В силу предположений теоремы, усло­
вие (1) выполнено. Кроме того, алгебра А сильно разложима 
(см. [8], теоремы 4.2 и 4.4). Поэтому, по лемме 2, пространства 
9Я (С*(Х,  Л/Rad Л ) ) и $Щ(С*(Х,Л)) гомеоморфны. Так как ал­
гебра Л/Rad Л полупроста и изоморфна алгебре С(Ш?(Л),С), 
то пространства SDi (С*(^, Л/Rad Л ) ) и ß (X X  ЭДЦЛ/Rad Л ) ) так- -  
же гомеоморфны (см. [1], стр. 65).
С другой стороны пространства $Ц Л /RadЛ) и (Л) гомео­
морфны (см. [14], теорема 2.6.6). Поэтому пространства 
X X  ®?(;4/Rad Л ) и 1 Х ^ И )  являются также гомеоморф- 
ными. Отсюда следует и гомеоморфность пространств 
ß (^  X  90?H/Rad Л ) ) и ß(^T X  Ш?(Л)) (см. [9], стр. 243). Следо­
вательно, пространства Щ С * (X, Л ) ), Ш(С* (X, A /Rad А) )  и 
ß ( *  Х Щ Л ) )  гомеоморфны.
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TÕKESTATUD PIDEVATE Л-VÄÄRTUSTEGA FUNKTSIOONIDE ALGEBRA
OTSELAHUTUSEST
M. Abel
Re s ü me e
O lgu  C*(X,A) k õ ig i p id ev a te  tõkesta tu d  Л -v ä ä rtu steg a  fu n k tsio o n id e  hulk, 
m is on defineeritu d  to p o lo o g ilise l ruum il X. Juhul, kui Л on B an ach i a lgeb ra  
n in g  a lg eb ra lised  o p eratsioon id  h u lg a s  C*(X,A) defineerida  n a g u  ta v a lis e lt  
fun k tsio o n id e  korral, s iis  hulk C*(X,A) kujutab en d ast B an ach i a lg eb ra t sup- 
norm i su h tes.
K ä eso le v a s artik lis k irje ld atak se  a lgeb ra  C*(X,A) to p o lo o g ilise lt  n ilp o ten t-  
se te  e lem en tid e  hulka n in g  radikali. L e itak se p iisa v a d  tin g im u sed  se llek s , et 
algeb ra  C*(X,A) o lek s d isk reetse  to p o lo o g ilise  ruum i X korral o tse la h u tu v  või 
tu g e v a lt  o tse la h u tu v  p oo llih tsa  a la m a lg eb ra  ja rad ik aali o tsesu m m a k s. U u ri­
ta k se  a lgeb ra  C*(X, Л) m a k sim a a lse te  id ea a lid e  ruum i juhul, kui Л on teatud  
o m a d u ste g a  ra d ik a a lig a  B an ach i a lgeb ra  n in g  X on d isk reetn e to p o lo o g ilin e  
ruum.
THE DECOMPOSITION OF THE ALGEBRA OF Л-VALUED BOUNDED 
CONTINUOUS FUNCTIONS
M. Abel
S u m m a r y
Let C*(X, A) d en ote the se t of all bounded con tin u o u s Л -valued  fun ctio n s  
defined  on a to p o lo g ica l sp ace  A'. In the ca se  w hen  A is a B an ach  a lgeb ra  
w ith  unit, the a lg eb ra ic  op eration s in C*(X,A) w e d efin e  in the natural 
“p o in tw ise ” m anner and norm  by sup-norm , then the se t C * (Z , Л) is a B anach  
algeb ra  w ith  unit.
In the p resen t paper the se t of a ll to p o lo g ic a lly  n ilp o ten t e lem en ts of the  
a lgeb ra  C*(X,A) and the rad ica l of the a lgeb ra  C*{X,A) are described . The 
su ffic ien t co n d itio n s are found for the d ecom p osition  and the stro n g  
d ecom p osition  of a lgeb ra  C*(X,A) w hen  X is a d iscrete  to p o lo g ic a l space . 
The sp ace of m ax im al id ea ls  of a lgeb ra  C*(X,A) is con sid ered  w hen  Л is the  
B anach  a lgeb ra  w ith  a radical and X is a d iscrete  to p o lo g ica l space.
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ОБ ОДНОМ  МЕТОДЕ П РИ БЛ И Ж ЕН И Я ФУНКЦИИ 
ДВУХ ПЕРЕМ ЕННЫ Х
А. Кивинукк
К аф едр а  м атем атического анализа
§ 1. Введение
Пусть L p ( l ^ p ^ o o )  означает пространство измеримых 
функций двух переменных 2я-периодических по каждой пере­
менной, для которых
I 2л 2л
{ff\f(x,y)\p d x d y ) ilP < o o ,  1 ^ р < о о ,
0 0
vraisup If (х, г / ) | < о о ,  р =  оо.
х ,у
Для каждой функции [ g L p с рядом Ф урье1
сю
Ц А ы ,  (1.1)
к,1=0
где
Ahi{x, у) =2~х(аы cos kx cos 1у-\-Ьм sin kx cos ly-\- 
-\-Chi cos kx sin ly-\-dki sin kx sin ly)
(здесь к =  +  О1 и условно 0 ° — 1), можно построить метод 
приближения
Umnf =  %  Кы(т,п)Ам. (1.2)
к,1=0
Общие условия сходимости методов (1.2) известны (см. [6], 
стр. 489 и 512). Что касается скорости сходимости, то здесь 
практически применяемые результаты получены в основном в 
двух случаях. Именно Ю. А. Пономаренко (см. [5], стр. 25) по­
казал, что случай
Лы(т, п) =Лк(т) -Ai(n)
приводится к приближению функций одной переменной. В 1939 г. 
Ю. Марцинкевич [9] начал изучать методы вида
1 В о  всей р а б о т е  сходи м ость  двойны х р ядов  поним ается в обычном  
смы сле, т. е. п о П ринсгейм у.
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U n f =  2  Ak(n)Skk, (1.3)
h=0




Последние результаты о методах (1.3) опубликованы в работах 
Р. Таберского [10] и Г. Гаймназарова — М. Ф. Тимана [1]. 
Чезаровские средние обоих случаев подробно рассмотрены в 
книге Л. В. Жижиашвили (см. [2], гл. IV).
В настоящей заметке предлагаем следующий метод:
оо
U r f = ± g k 4 ( r )AM; (1.4)
к,1=0
где gh(r) при целом k определяет метод приближения функций 
одной переменной и (ради краткости записи)
-= т ,А •
В следующих параграфах покажем, что методы (1.4) имеют 
аналогичные порядки приближения, что и соответственные ме­
тоды одной переменной. Именно это свойство должно оправ­
дывать введения нового метода приближения (1.4).
§ 2. Метод приближения Зигмунда
Для функции [ e L p  с рядом Фурье (1.1) определяем метод 
приближения Зигмунда порядка А —  1,2, . . .  соотношением
Z K f = j t [ l  (2.1)
й,г=о
Чтобы изучать ограниченность нормы операторов (2.1) в со­
вокупности, но и других операторов вида
U n f —  ghi{n)Ahi, ( 2 .2 )
h,l= 0
приведем одну лемму, доказательство которой jio существу со­
держится в работе [4] (см. стр. 1114).
Лемма 1. Пусть существует функция W и последовательность 
'фп такие, что
п =  О (ipn) у (2.3)
V(khpn, l / i pn)=gki (n)  (2.4)
и
D W (х, у) V  (х, у) =  О (1) (2.5)
в некотором квадрате Q(a)  =  { ( х , у )  : 0 ^  х, у  <С а}. Тогда опе­
раторы (2.2) ограничены в совокупности.
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Д о к а з а т е л ь с т в о .  В работе [4] утверждается, что
\\ип\\ =  0 {п[ 21 {gki(n) — gh+i,i{n) — gh,i+i(n) +Як+1,1+1 (п))2] Ц .
к,1=0
(2 .6 )
По формуле Тейлора, учитывая (2.5), получаем 
I К У+ h )  -  V  ( x + h ,  у ) - Г  (х, y + h )  + У ( х , у )  | =
= \ D W ( x + e i h ,  у + в г Н )  I hz=  О (h2) , 
где 0 <  c?i, в2 <  1. Отсюда при h =  1 /грп, ввиду (2.4), следует 
jgft+i.Z+l ( п ) —  gk + u (n ) —  gk,l+l ( n)-\-ghi ( п)\ =  0  ( 1 hp*n) . 
Теперь из (2.6) и (2.3) следует ||{УП|| =  0 (1 ) .
Для операторов (2.1) условия леммы 1 имеют вид: 
фп ===#, Ч'{Х,у) =  \ — (Х*у) \
D W ( x , y ) = — | - ( | -----\ ) ( х ’у ) ^ х у  (2.7)
при (х, у)  e Q ( l ) .  Следовательно, по лемме 1
\ \Z \\\  =  0 X( \ )  при Я > 2 .  (2.8)
З а м е ч а н и е  1. Вероятно, что более точным методом мож­
но (2.8) установить и при А =  1.
Оценим теперь порядок приближения оператора (2.1) через 
полный модуль гладкости функции двух переменных.
Теорема 1. Для  любой f <= Lp и для четных А справедлива
\ \ f - Z K f \ \ p = 0 Kll{ < o , ( h  - L ,  J L ) p} . .  (2.9)
Д о к а з а т е л ь с т в о .  Пусть
Тп= 2 А ы (2.10)
к,1=0
— тригонометрический полином наилучшего приближения двух 
переменных функции и EPn (f) — соответствующее наи­
лучшее приближение. Ввиду линейности оператора (2.1) имеем
\\f -  ZKf \ \ p^\ \ f  - Т п\\р+ \ \Т п -  Z K T n\\P+ \ W n T n - Z K f \ \ v <^
*=:( l+\ \ZK\ \ )EPn (f) +  \\Tn - Z \ T n\\p. (2.11)
Из (2.1) получим
Tn — ZxnT n— (n У2) JJ. (ÄH-P )WAh[, 
ft, 1=0
откуда по формуле Ньютона (А — четное!) и из равенства
ö S & A h, =  ( -  1)Ч Ч Ф А Ы
(А =  +  V, р , v  — четные) следует
г -Z». т - <  ± . у  п->.'-у(х12\ *  т
' /




II тп—ZK Tn il V ^  Ci (я) п~х % д^  dyX_2v
Норму смешанных производных тригонометрического полинома 
можно оценить через смешанные модули гладкости (см. [6], 
стр. 126 и 232). Следовательно,
д1
дхгх ду Я-2\’ :C2(A ) t tW -2 v (7 'n ;  ^ - ) р (2.13)
и вместо (2.12) получим
Я/2 / 1 1 \
\\Т п | |р^Сз(Я) ^  W2v,x-2vy Тп\ —— , • (2.14)
v = 0
М. Ф. Тиман [8] показал, что для каждой f ^ L p имеет место 
порядковое соотношение
m.{f\ õu õ2) v ж  r-°ß,v(f; õi, (5г)р, (2-15)
в силу чего из (2.14) имеем
\ \ Т п - г \ Т п\ \ ^ С , ( Х ) а А т п- — ■ \  — ) (2.16)
\ п tl /Р
По теореме Джексона (см. [6], стр. 288) для функций двух 
переменных
£ » n ( / ) < C 5( A , p ) i ; ^ x ( / ;  - j t ) p .
v = l  "Г
где co(vh ( f \ õ ) р — частный модуль гладкости. Но имеет место 
неравенство (см. [6], стр. 126)
M{v)i ( f ‘, õ )P^cox(h õ, õ)p  При v — \, 2, 
и, следовательно,
По свойству модуля гладкости
m (f;  aõ, a õ ) P^  ( l - f a ) ^ ( f ;  õ, õ ) P при a >  0 (2.17) 
получим окончательно
0 , ( f ) < C , ( l . p ) e (f; - L ,  JL)y. (2.18)
Теперь в силу (2.18) для полного модуля гладкости имеем
ых{Тп, 1/я, 1/ft)p^~6>x(f; 1 /п, l / n ) p-{-(ox(f 7V, l/n, 1 ln )p^s:
l/n, /^ п ) Р-\-Сз(Я)E pn (f) ^
^ С 9(Я, p)m(f\ 1 In, 1 /n)p,
и утверждение теоремы следует из неравенств (2.11), (2.8), 
(2.18) и (2.16).
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Пусть функция g  е  Lp имеет ряд Фурье
Х ^ т Л ы, (2.19)
к,1=0
где штрих означает, что k*l ф  0.
Теорема 2. Если f е  Lp и существует функция g  с рядом 
Фурье  (2.19), то для нечетных Я ^  3 справедлива оценка
II/— “ > ~ ^ ) р + пш +1( ё ’ т г ) р }
Д о к а з а т е л ь с т в о .  Непосредственно из определений опе­
ратора (2.1) и функции g при нечетных Я следует равенство
7 M ' n f - Z M ' nZ \ f =
ч  , r V T ( a + . , / 2 ) _ ^ ^  (, 20)
v = 0
Ввиду линейности оператора (2.1)
Ilf -  z*»f н „ <  Ilf -  z*+'„f IIP+ \ \ Z K  (f -  z>+U) llp+
+  \ \ Z > + ' n f - Z \ , Z ^ nf\\p. (2.21)
Так как Я -f- 1 — четное число, то по теореме 1 и условию (2.8) 
||Z ‘ n ( f - Z ‘ + > „ f ) | |p < | |Z \ , | |  I l f - Z ^ n f l l p «
<Ci (X, p) <ow ( h  - i - ,  (2.22)
Чтобы оценить последнее слагаемое неравенства (2.21), исполь­
зуем равенство (2.20), оценки (2.13) и (2.15), свойство модуля 
гладкости и наконец ещё раз теорему 1. Тогда получаем цепь 
неравенств
(х+1)/2ц д ^ х I
||Zl+‘„f — Z ^ Z M - y ||psSC2( * ) « - 1 J J  II
sSC3(A )n №,+1( z ''+ ‘ „g ;
sSC4(A )n | i№ +1(g ; - ^ ) p + l l g - Z ’-+‘ „ g l lP} <  
s£C 5(A ,/> )nw M -i(g ; .
Последняя оценка вместе с неравенствами (2.21) и (2.22) за ­
вершает доказательство.
З а м е ч а н и е  2. Доказательство теоремы 2 аналогично слу­
чаю одной переменной, которое принадлежит М. Ф. Тиману [7].
§ 3. Методы приближения общего вида
В этом параграфе покажем несколько улучшенным методом, 
по сравнению с работой [3], что и некоторые другие операторы 
вида (1.4) имеют порядок приближения типа (2.9).
Пусть множество параметров г (вещественное или натураль­
ное) оператора (1.4) имеет точку сгущения о и Vp(k, I) — неко­
торая окрестность точки д (в общем зависимая от k п I). Для 
функции
G(k*l , r)  =  1 — gkn(r)  (3.1)
сформулируем следующее условие аналитичности.
Условие А. Пусть существует натуральное число А и функ­
ции cv (r),  причем ci(r)  Ф  0, такие, что в фиксированной точке 
г е  Vp{k, I) функция (3.1) разложима в степенной ряд.
G(k*l , r)  r = j s . c v (r) {k2+ l zY  (3.2)
v=A,
с бесконечным радиусом сходимости.
Определим функцию
оо
\G\(k*l ,r)  =  2 \ c v ( r ) \ ( k * + p y ,  (3.3)
V=A,
тогда справедлива следующая
Лемма 2. Пусть функция (ЗА) удовлетворяет условию  А. 
Тогда для тригонометрических полиномов
m




TGm =  ] £  G ( k *  l, r) Ahi
h,l—О
имеет место неравенство
l l ^ m l l p S S lG I  ( rn , Г) I IГ т  -  Z°-mTm Wp
тп
для r ^ V p(m) =  П Vp(k, l ) .
h,l= О
^ Д о к а з а т е л ь с т в о .  Фиксируем r e ^ f m ) .  Из условия А 
и определения оператора (2.1) следует цепь равенств
оо тп
Твт =  2  М О  2 ,  (& + 1 2УАш =
v=>. h,l= О
ОО ■ т  /  £ 2 1 / 2  \v
=  2 J  су, (г) (2m2) * 2  ( -  ) Аы =
v=% й,г=о
oo




l i r ° m l l p <  2 ! c v (r)!(2>nzn T m - z * mr mnP.
V=X
Установим теперь при Я ^  v неравенство
I I ^  -  Z^mTmWp^WTm -  Z ^mTmlip, (3.5)
которое вместе с предыдущим неравенством и с определением
(3.3) завершает доказательство.
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По определению (2.1) через неравенство
r)n+v
Тт „<rn»+v\\Tm\\p
дх •* д ух
(см. [6], стр. 232) получаем следующую цепь:
2 2vm^mllp —
т I k2+ jZ у  J 
2т2 '  "
1 II * д2
2т2 11 п дхг^дуг~г^
ц . = 0  и
(Tm — Z*y-VmTmV
^ \ \ T m - Z ^ - » mTm\\p.
Отсюда по индукции вытекает (3.5). Лемма доказана.
Предположим, что для оператора (1.4) выполнено условие 
ограниченности:
и а д = o ( i ) ,  (3.6)
но может и случиться, что условие (3.6) следует из ограничен­
ности соответственного оператора одной переменной.
Докажем теперь теорему, которая обобщает оценку (2.9) 
для операторов (1.4), удовлетворяющих предположению (3.6) 
и условию А.
Теорема 3. Пусть имеет место (3.6) и для функции (3.1) 
выполнено условие  А. Если существует положительная функция 
m(r)->-  о о  при г о  такая, что окрестность V9( m(r ) )  не зависит 
от г и
\ G\ (m(r ) , г) = 0  ( \ ) , (3.7)
то для каждой функции f е  Lv справедлива оценка
(3 .8 )
при любом г из множества параметров.
Д о к а з а т е л ь с т в о .  Аналогично доказательству теоремы 1 
получаем
\ \ f - U r f \ \ P^ ( \  +  \\Ur\\)EPm(f) +  \\Tcm\\p, 
откуда по лемме 2, учитывая (3.6), находим
II/— UrfWp^CiEPmd) г) \\Tm — Z^mTmWp. (3.9)
Так как Tm — полином наилучшего приближения, то в силу 
теоремы Джексона, т. е. (2.18),
ш ( Гт; m  ’ т ) г <С 2(Я ’Р)^ ( ?; т  ' т ) хm / р \ m пг
и, следовательно, из теоремы 1
II r m - Z » m r j p < C 3 (А , ? ) № * ( / ;  — , —  )  .
\ пг пг / Р
Последнее неравенство подставим в оценку (3.9), применяем 
еще раз теорему Джексона и наконец, в силу предположений 
о функции пг(г), следует утверждение теоремы.
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Следствие 1. Пусть для функции
GO{ k*l , r )  =  i -  g m (г) /{1 +  О (m- ы ( г ) )}
выполнены условие А и соотношение (3.7). Тогда в предположе­
ниях теоремы 3 имеет место оценка (3.8).
Д о к а з а т е л ь с т в о .  Пусть функция 1 — G0 определяет опе­
ратор и ° г вида (1.4). Тогда
II/ -  UrfWр <  II/ -  £/°гЯ1р+II U°rf -  Urf\I p. (3.10)
Известно (см. [6 ], стр. 489), что норма оператора ( 1/4) 
имеет вид
ТЕ ДТ
l l^ r l l= “  f  f  \ J 2  2~*gk*i(r) cos ku cos lv\ du dv. 
я  0 0 k ,1=0 
Следовательно, из (3.6) вытекает
||£/°г|| =  0 (1 )  
и для и ° г имеет место теорема 3.
По определению оператора U °r получим
II U°rf — Urf\\p— 0  {m-ы (г) И UrfW v) • (З .И )
Докажем теперь одно свойство модуля гладкости. Пусть 
õi >■ Õ2 >  0, тогда по свойству (2.17)
'0)\(Н', õl, Õ l ) p ^  ( l+ ö i /^ 2) XWx(^; Õz, Öz) p ^
^2^(01 /öz)xG)i(h; Õ2, õz)p,
откуда
( l / d i ) xm(h-  öi, õ i )P^ ( \ / õ z ) xm ( h ;  62, õi) P.
Если >ü)i(h; õ, õ) p Ф  0, то из последнего неравенства видно, 
что существует такая константа С% >  0, для которой при õ >  0 
( \ /õ)^m(h-  õ, д ) р ^ С х.
Доказанное свойство допускает для (3.11) при h =  f/\\f\\p 
оценку
которая вместе (3.10) закончит доказательство.
Пусть теперь операторы U \  и U"r вида (1.4) определены со­
ответственно функциями
оо




G"(k * I, г) =  2 J  с \ ( г )  ( № + Р ) \  (3.13)
х—кг
причем предполагаем, что множество параметров г для обоих 
операторов одно и то же. Обозначим через Е тождественный 
оператор.
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Следствие 2. Пусть операторы U'r и И"т удовлетворяют усло­
виям теоремы 3 при функции m(r ) .  Тогда имеет место оценка
U u ' r - m u " r - E ) m P= o KP{ m ^
для всех f <= Lp и где Я =  ^Я1 -)- /Я2, a s , t  — любые натураль­
ные числа.
Д о к а з а т е л ь с т в о .  Пусть сперва s =  t — 1. Произведе­
ние Коши рядов (3.12) и (3.13) имеет вид
оо
G ( k * l , r ) =  2  Cv (г) (£4-/2) V (3.14)
V-
где
C v(r)=  2 J  c'v+x,-i(r) •cV x .(r) ,  (3.15)
i—X1+Я2
и (3.14) определяет оператор (U'r—  Е) (U"r — Е ), для которого 
надо проверить выполнение условия теоремы 3.
Разложение в ряд (3.14) имеет место в окрестности 
V'p(k, l) f )V"p(k, l ) ,  где V'p(k, l )  и V"p(k, l )  — соответственные 
окрестности для рядов (3.12) и (3.13), причем радиус сходи­
мости ряда (3.14) бесконечен, так как ряды (3.12) и (3.13) с 
бесконечным радиусом сходимости. Следовательно, условие А 
выполнено.
Рассмотрим соотношение (3.7). По определению (3.3) имеем
оо




\ G' \ (k*l , r )  . \ G " \ ( k * l , r ) =  c" 'v(r)(#4-/2)v
V=Xi-f-X2
где
c"\ (r) =  Ic'v+x i^ (r) I • I ( r )  |,
откуда no (3.15) получаем
[G |^ |G ' |  -\G"\.
Последнее неравенство гарантирует справедливость соотноше­
ния (3.7) для \-G\.
Итак, для II (U'r — Е) (U"r — E)f\ \p имеет место оценка (3.8) 
с Я =  Я) -{- Яг-
Для любых s и t доказательство проводится аналогично. 
З а м е ч а н и е  3. Оказывается, что для обобщения теоре­
мы 2 необходимо доказать следующее неравенство, которое 
сходно с неравенством Бернштейна для сопряженного полинома.





р ^ 2 m  IITmllp.
§ 4. Применения
Рассмотрим некоторые методы приближения, для которых 
применима теорема 3.
1. Метод Рогозинского определяем функцией
gk*i(n) =  cos[n(k*l )  / (2п-\-[) ] при 0 ^ k , l ^ n  и g h* i (n )=  0
при k п или I >  п.
Ограниченность оператора Рогозинского следует из леммы 1. 
Положим грп =  2п■-)- 1 и ^( х ,  у) =  cos л{х*у) .  Выражение D2Y  
можно найти непосредственно, но удобнее использовать степен­
ный ряд функции Y.  Имеем
2V00 JT
V(x,  у) =  2  (— 1)V- T 2 ^ T (jc*J')2v 
и по формуле (2.7)
оо ~-2v
D W ( x ,  y ) = x y j ž  (— l ) v- 7õ-T f y ( y — 1) {x*y)2v~ \
v=2 ' ' '
которое ограничено в квадрате Q (l/2 ) .
Условие А имеет вид:
Уоо(&, /) =  {п : /}.
Следовательно, условия теоремы 3 выполнены для пг(п) =  п и 
значит метод Рогозинского имеет порядок приближения 
rn (f; Vn, l /n) p.
2. Функция g o ( n ) =  1,
, ч (к*1)я и (к*1)я 
g k ’i ( n )  =  2 n  ’ С 0  ä r t -
при — 1, И*1ф0 и grfe,z( r t ) = 0  при или 1 ^ п
определяет метод приближения Фавара.
Ограниченность оператора Фавара доказывается, как и в 
примере 1.
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Рассмотрим условие А, которое здесь в виде:
V00(k, l )  =  {ti: n~>k, 1}
где Bv — числа Бернулли. Условия теоремы 3 выполнены для 
т ( п ) =  п и, следовательно, методы Рогозинского и Фавара 
имеют одинаковый порядок приближения.
Поскольку ограниченность операторов Стеклова и Гаусса — 
Вейерштрасса вида (1.4) не известна (лемма 1 не применима, 
так как множество параметров г непрерывно), то отметим толь­
ко, что для этих методов условия теоремы 3 выполнены анало­
гичным образом соответственному методу одной переменной 
(см. [3], § 3).
Подробнее рассмотрим оператор Валле—Пуссена вида (1.4), 
хотя и для этого ограниченность не известна.
3. Величина k*l является нецелым числом, поэтому есте­
ственно определить метод Валле—Пуссена через гамма-функ­
цию:
g h4( n ) = r * ( n ) / { r ( n - k * l ) r ( n + k * l ) }  (4.1)
При 0 ^ . k , l < t l  И g k* i ( n ) =  О при k ^ n  или 1 ^ п .
По формуле Вейерштрасса
•7^ ГТГ=^Я (i+vKV
где С — константа Эйлера, получим
. * - < » ) - я  [ . < « >
v = 0  1
Последнее выражение допускает установить для (4.1) при
О ^  k, I ^  п'1> асимптотическое равенство
g M ( n ) = eXp { - M } ( l  +  o ( i - ) ) ) (4.3)
при помощи которого можно проверить выполнение условия 
следствия 1 теоремы 3.
Логарифмируя выражение (4.2) и учитывая неравенства 
ln (1 — х ) = —х + 0 ( х * )  ( 0 < * < 1 )
и
сю
“  1 Г dx 1/v=0( « + ^ ) 4 ^ ' ( « + * ) 4 3 п3
получаем





00 1 ^  f  dx  ут Г 1 f  dx  1
v=0 (n + v )2 /  ( п + х ) 2 ve0L ( n + v ) 2 J  ( n + X ) 2 J
1 o° I
n ^~'£) (n+ v ) 2( n + v + \ )  ~  >
~ l r + 0 ( f  T 0 w ) ~ 1 Г + 0 { 'У )- '
Следовательно,
,„,.l(n)=_ Ä +o {(^ )l+o {Ä }
и при 0 ^  k, I ^  /г';г имеем
Ing*.,(n) = -----),
ft \ fl /
откуда получаем (4.3).
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ÜHEST KAHE MUUTUJA FUNKTSIOONIDE LÄHENDUSMEETODIST
A. Kivinukk
Re s ü me e
Ü ld tu n tu d  on ühe m uutuja fu n k tsio o n id e  lin eaarsed  läh en d u sm eetod id , m is  
on saadud  antud fu n k tsioon i F ourier’ rea k ord aja te  k orru tam isel so b iv a te  koon- 
d u vu steg u riteg a .
K ä eso le v a s tö ö s  on n ä id atu d , et ühe m uutuja fu n k tsioon i läh en d u sm eeto -  
d ist võib  saad a  m itm e m uutuja fu n k tsioon i lä h en d u sm eetod i, kui ühe m uutuja  
fu n k tsioon i F ourier’ rea k o o n d u v u ste g u r is  su m m eerim isin d ek s a sen d a d a  v a s ­
tava  kordse F ourier’ rea in d ek site  ru u tk esk m isega . S aad u d  läh en d usm eetod  
(1.4) om ab a n a lo o g ilis i  läh en d usk iiru si v a sta v a  ühe m uutuja ju h u ga .
ÜBER EIN APPROXIMAt IO NS VERFAHREN FÜR FUNKTIONEN VON 
ZWEI VERÄNDERLICHEN
A. Kivinukk
Z u s a m m e n f a s s u n g
D ie  lin earen  S u m m ieru n gsverfah ren  der F ourierreihe a ls  A p p rox im a­
tion sverfah ren  für F un k tionen  von  einer V erän d erlich en  sind  g u t bekannt.
Im  v o r lieg en d en  A rtikel ist ein  n eu es S u m m ieru n gsverfah ren  (1.4) der 
D oppelfourierreihe (1.1) g eb au t, d as au s dem  A p p rox im ation sverfah ren  von  
einer V eränderlichen  stam m t. A uch ist g e z e ig t , daß die M eth od e (1 .4) einen  
ähnlichen  A p p rox im ation sgrad  b esitz t, w ie  d as korresp ond ieren de A p p rox im a­
tionsverfah ren  von  einer V eränderlichen .
155
о  полях ПОЧТИ СУММИРУЕМОСТИ
В. Соомер
" К аф едр а матем атического анализа
§ 1. Введение
В настоящей статье рассматриваются матричные методы 




Линейный непрерывный функционал <р на пространстве огра­
ниченных последовательностей называется банаховым пределом,. 
если
1°  <р>0,
2° ср{е) =  1, е = { \ ,  1, 1,
3° <р(ох) =<р(х) ,  (7(x) =  {^+i}.
Пусть М — множество всех банаховых пределов. 
Ограниченная последовательность х =  {|ь} называется почти 
сходящейся к пределу s, если <p(x) =  s для любого < р ^ М.
Последовательность х =  {£k} является почти сходящейся 
тогда и только тогда, когда (см. [5])
lim — — (in~h ■ ■ ■ +ln+p) = 5Р p-j-1
равномерно относительно п. Предел в смысле почти сходимости 
последовательности х обозначается через fAimx.
Обозначим через f пространство всех почти сходящихся по­
следовательностей. Множество всех последовательностей х =  
=  {£?<}, для которых у  =  {г]п} e f ,  обозначим через fA и назо­
вем полем почта суммируемости метода А. Через с и т  обозна­
чим соответственно пространства сходящихся и ограниченных
■ последовательностей, через с а — поле суммируемости метода 
А, через тА — поле ограниченности метода Л. '
Метод Л называется методом типа c - ^ f ,  если c c z f A, и мето­
дом типа f -+  f, если f cz fA• Достаточные и необходимые уело-
-------- - -- —--■--- . оо
1 Д л я  краткости 2  . l i m , sup обозначаю тся  соответственно через/i=0 n-voo OsS^ n^ oo
2J, Hm, sup (или 2Jh, l im n, su p n ).
ft n n
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вия для того, чтобы метод А являлся методом типа с - > /  или 
/ - > / ,  приведены в работе [2].
В настоящей статье изучаются некоторые свойства полей 
почти суммируемости методов типа с -> / .
В § 3 доказывается, что поле почти суммируемости метода Л 
является пересечением полей суммируемости некоторых мат­
ричных методов.
В § 4 изучается поле почти суммируемости методов типа 
с-* ' f. Доказывается аналог теоремы Целлера—Виланского (см.
[9]) для методов типа с - * f.
I
§ 2. Некоторые вспомогательные результаты
В статье [8] доказано, что поле почти суммируемости метода 
Л является F/C-пространством с полунормами
'ро(х)  = s u p  \ 2 j a nhškI, (2)
n k




а если в fA рассматривать метрику, определенную полунормами 
Цзг{х) = | ! г | ,  (5)
то
ЙЗг+i (х)  =  sup |J£ flrftlftl, (6)
т  ft=0
/  1 r+p \
g3r+2 (x) = sup  l j ;  [— -г-2 J a ik J ik\, (7)
P ' h p -h l  i==r ' 1
to fA является линейным метрическим пространством .
Вообще метрика, определенная полунормами р п сильнее, чем 
метрика определенная полунормами qr (см. [8]).
Если последовательность гр{г) =  (е0 +  • • • +  г^) — е, где е* =
— {õih}, слабо сходится к нулю в /^/(-пространстве X,  то про­
странство X называется конулевым\ остальные F/(-пространства 
называются ко регулярными.
Матричный метод суммирования Л называем f-конулевым, 
если fA — конулевое пространство и /-корелугярным, если fА — 
корегулярное пространство.
Имеет место следующая (см. [7])
Теорема 1. Пусть X и У’ суть FK-пространства и X с.: У. 
Тогда
(i) если X — конулевое пространство, то и У — конулевое  
пространство;
(ii) если У — конуловое пространство и X замкнуто в Y, то 
X  — конулевое пространство.
Пусть Л — матричный метод суммирования, ah =  /-lim апн,. 
(k =  0, 1,2, . . . ) ,  а =  /-l im '2* ank.
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Число @(А) =  а — I  ah называется характеристикой мето­
да Л.
Рассмотрим на fA функционалы
&(*) — rf-Yim А пх-]г 2£тп JŽ anhb,
п к
где 2! |тп| <  оо . Тогда
П
Г оо
g ( i p ( r ) ) = z ( f - \ i m £  a nh — а) +  Л£тп anh-
k = 0  п  k — r-hl
Следовательно, получаем
hm g(ip (г))  =  £ a h — a.
г k
Итак, нами доказана следующая
Теорема 2. Для  того, чтобы метод типа c -+  f был f-конуле- 
вым, необходимо, чтобы
о(А)  =  0. (8)
§ 3. Поле почти суммируемости как пересечение полей 
суммируемости
Пусть А — некоторый метод суммирования. Почти сумми­
руемость последовательности х к пределу s методом А можно 
рассматривать, как суммируемость этой последовательности к 
тому же пределу матрицами А (п) равномерно относительно п, 
где
1 П + р
А (п) =  (ttnpk) » Ctnpk== I j dik’ (9)
• ' i —n
Через X  обозначим семейство всех матриц Т — (tPh) таких', 
что tph =  a npk при некотором я, т. е. /?-ый ряд матрицы Т равен 
р-ому ряду матрицы А (п) при некотором п.
Лемма 1. Пусть последовательность х <= tnA и М  — мно­
жество всех банаховых пределов последовательности у  =  
=  {rin} с г]п =  {Ап(х)} .  Тогда существуют матрицы Т =  
=  ( t p h ) ^ X  и -S =  (sph) <= X такие, что
sup <р (у) — lim J j  tphšh,
Ф e J l f  р  к
inf <р (у) =  lim Spkh-
Ф е М  . Р  к
Д о к а з а т е л ь с т в о  аналогично доказательству леммы 1 
статьи [3].
Пусть cjp =  supn (р 4" 1) 1 {т]п -Ь • • • ~Ь ^п+р), тогда WiWp qP — 
r= sup(peM^(i/) (см. [4]). Соответственно каждому р =
=  0,1,2, . . .  выбираем числа п(р)  такие, что
1 р
Цр . JEJ T}n(p)+i






1 V 1 Р
• „ I  Г ^  Vn(P)+ i—  „ I I  ^  an(p)+i£h =
i = 0 r  I * i = о k
&n(p)+i,h£k— an^pk£h- 
P~Tl h i— О h
Числа tph выбираем следующим образом: tPh =  a n(-p)pk- Оче­
видно, что T =  ( t Pk) и
lim JZ tphŠ k =  sup cp( у ) .
p k ф eM
На основании леммы 1 нетрудно доказать, что имеет место 
Теорема 3. Если fA — поле почти суммируемости метода А 
и ст — поля суммируемости методов Г е ^ ,  то
fА =  П С Т-
Д о к а з а т е л ь с т в о .  Если х е  [а , т о  существует 
limр Z h a npkŠk равномерно относительно п, где а прк определены 
равенством (9). Если теперь Т =  ( tPk )^ % ,  то для каждого р 
существует п(р)  такой, что t Pk — a n{v)ph, но limP 2k  a n(pV  су­
ществует равномерно относительно п(р) ,  значит х е  сг.
Предположим теперь, что х ^ т А, а х ф ( А. На основании 
леммы 1 найдутся методы 7 e ! i  и S e S  такие, что
lim S p (х) =  inf <р(у), lim Тр (х) =  sup <р{у),
р (реМ р ф еМ
где М — множество всех банаховых пределов последовательно­
сти у = { А пх).  Определим матрицу U =  (ипъ) следующим об­
разом:
U-2p,h: = tph, W2p-fl,ft==  Spk, 1
Тогда U е  X, но
liminf Up(x) =  Ш  ср(у) <  sup ср(у) = l im s u p  Un (x),
p—>oo ф ем  ф eM р-+оо
т. е. х ф. Си-
§ 4. Поле почти суммируемости метода типа c-^f
Целлер и Виланский доказали следующую теорему (см. [9]) . 
Теорема 3. Пусть метод А консервативен. Следующие усло­
вия эквивалентны
с замкнуто в сА, (Ю)
m замкнуто в тА, (11)
т [ \ с А =  с. (12)
Нетрудно доказать аналог этой теоремы для некоторого 
класса методов типа c -v f .
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Теорема 4. Пусть А — метод типа c - ^ f  такой, что суще­
ствует lim n anh =  ah (£ =  0,1,2, . . . ) ,  и fA П m с  cl с. Тогда 
следующие условия эквивалентны
с замкнуто в fAy (13)
пг замкнуто в тА, (14)
fA П т = с .  (15)
З а м е ч а н и е  1. Условие limп апк — аи применяется при до­
казательстве (13) (14), условие fА П т с= cl с — при доказа­
тельстве (13) =»-(15); (14)=>(13) и (15) (13), причем без огра­
ничений для метода А.
Д о к а з а т е л ь с т в о  теоремы. 1. Покажем, что из (14) 
вытекает (13). Если т замкнуто тА, то F -топология в т (топо­
логия, определенная полунормами (2)— (4), эквивалентна топо­
логии, определенной нормой
П^ П =  sup (16)
Но так как с cz т, то это имеет место и для с. Отсюда выте­
кает, что с замкнуто.
2. (13) (14): Допустим, что т не замкнуто. Если 
limnCLnh =  ak (k =  0, 1,2, . . . ) ,  то можно таким же образом, как 
при доказательстве теоремы Целлера—Виланского, построить 
последовательность s =  {sfe} такую, что
SUp | S f t| = l ,
h
pk(s)<Ce,  k <  b, b — некоторое число.
Значит, /-’-топология в с слабее, чем топология, определенная 
нормой (16), и с также незамкнуто в пространстве fA.
3. (13) =^(15): Если А — метод^ типа c -> f  и m[ \ f A a c \ c ,  то 
имеет место *
с cz m f ) f A а  с\ с.
Но из (13) тогда вытекает
fnf \ fA =  c. ■
З а м е ч а н и е  2.' Рассмотрим единичный матричный метод 
суммирования E — ( õ Ph). Тогда fE =  f, сЕ =  с. Значит, с замк­
нуто в fE, но fE f]mzD с. Отсюда вытекает, что для каждого ме­
тода типа c - > f  условия (13) и (15) не эквивалентны.
4. (15) =>-(13)-.Пусть с незамкнуто в fA. Так как fA является 
^/(-пространством, то из хорошо известной теоремы Мейера— 
Кенига [6] вытекает, что с c z f A (]m,  но с Ф \ А П т.
Следствие 1 .Если А — метод типа c - + f  и f-конулевой, то он 
почти суммирует ограниченную расходящуюся последователь­
ность.
Д о к а з а т е л ь с т в о .  Пространство fA конулевое и ccz: fA. 
Если с замкнуто в fA, то на основании теоремы 1 вытекает, что
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с должно быть тоже конулевым, но это не так. Значит, с не­
замкнуто в пространстве fA и из теоремы 4 следует, что с cz 
c z f A (]m, с Ф ! а {]ш.
Следствие 2. Каждый f-конулевой матричный метод почти 
суммирует неограниченную последовательность.
Д о к а з а т е л ь с т в о .  Если fA конулевое пространство и 
fA cz m , то на основании теоремы 1 пространство m должно 
быть конулевым, но известно, что это не так. Значит, включение 
fA c z m  не имеет места.
Матричный метод А называется сильно регулярным , если он 
регулярен и lirrini^lanft — апи+\\ =  0. В работе [2] доказано, 
что никакой сильно регулярный метод не может почти сумми­
ровать всех ограниченных последовательностей. Этот результат 
нетрудно обобщить.
Теорема 5. Метод А является методом типа m ->- /, т. е. 
n i d f A, только/тогда, когда  £>(Л) =  0.
Д о к а з а т е л ь с т в о .  Для того, чтобы метод А являлся ме­
тодом типа т - > / ,  необходимо, чтобы (см. [2])
Г 1 п+р  I
Hm — r r 2 a ih — ak 1 =  0
1=11
равномерно относительно п. Но
1 п+р 1 п+р
P k P - t l i= n  P P + i i= n  h
Приведем еще одну теорему о почти суммировании неогра­
ниченной последовательности.
Рассмотрим методы А, при которых в fА существует не почти 
сходящаяся последовательность s =  {su} такая, что s е  m П cl /.
Теорема 6. Если / — корегулярный матричный метод А почти 
суммирует ограниченную не почти сходящуюся последователь­
ность s =  {5ft} и s е  cl / в пространстве fA, то метод А почти 
суммирует и неограниченную последовательность.
Д о к а з а т е л ь с т в о .  Если s e e l /  в fA, то найдется после­
довательность {s'} си / такая, что
limr sr =  s в пространстве fA. (16)
Но /а  является ^/(-пространством и, если верно fA cz m; то усло­
вие (16) выполняется и в пространстве m (в / ’/(-пространствах 
из сходимости в подпространстве следует сходимость во всем 
пространстве). Известно, что пространство / замкнуто в про­
странстве т, т. е. условие (16) в пространстве т не имеет ме­
ста, значит, включение fA d m  неверно.
Эта теорема является аналогом теоремы доказанной Юримяэ 
[ 1 ] о суммировании неограниченной последовательности обоб­
щенным матричным методом суммирования.
11 Труды по математике и механике X IV 16?
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PEAAEGU SUMMEERUVUSVÄLJADEST 
V. Soomer
Re s ü me e
S e lle s  artik lis v a a d e ld a k se  jad a-jad a  te isen d u se  (1) kujul an tud  m aatrik s-  
m en etlu si. Jada x  =  {I s}  n im eta ta k se  peaaegu summeeruvaks m en etlu seg a  
A — (anh) , kui v a lem ig a  (1) m ääratud  jada у — {??„} on p ea aegu  koonduv. 
K õik m a a tr ik sm en etlu seg a  A p ea aegu  su m m eeru vad  jadad  m ood u sta v a d  m en et­
lu se  A peaaegu summeeruvusvälja. On n ä id atu d , et m a atrik sm en ettu se  p ea a eg u  
su m m eerim isvä li ava ld u b  te a ta v a te  im aatriiksm enetluste su m m eerim isv ä lja d e  ü h is ­
osan a . T e atavate  lisa e e ld u s te  puhul on tõesta tu d  W ila n sk y — Z elleri (vt. [8 ] )  
teoreem i a n a lo o g , sam u ti on uuritud tõk estam ata  jada p ea aegu  su m m eeru vu st.
ON ALMOST SUMMABILITY FIELDS 
V. Soomer
S u mma r y
In th is n ote  are con sid ered  seq u en ces-to -seq u en ces su m m a b ility  m eth od s (1) 
The sequence * = { ! / , }  is ca lled  almost summable by  the m atrix  m ethod  
A = ( a nh) if the sequ en ce y = { r jn}, defined  by (1 ) , is aJinost con v erg en t. 
The se t of a ll se q u en ces w hich  are a lm o st su m m able  by m ethod  A, is ca lled  the  
almost summability field of m eth od  A. In § 3 it is sh ow n , th a t th e  a lm ost  
su m m ab ility  f ie ld  of m atrix  m eth od  A is  the in tersectio n  o f su m m ab ility  fie ld s  
of certain  m atrix  m eth od s. In § 4 an a n a lo g u e  of the w e ll k n ow n  W ila n sk y —  
Z eller theorem  is proved and the a lm o st su m m ab ility  of unbounded se q u en ces is  
con sid ered .
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МНОЖИТЕЛИ сходимости для почти 
сходящихся РЯДОВ
В. Соомер
К аф едр а  м атем атического анализа
§ 1. Введение
Пусть т — пространство ограниченных последовательно­
стей. Последовательность л: е  т называется почти сходящейся, 
если все банаховы пределы этой последовательности равны 
между собой (см. [4]).
Лоренц [4] доказал, что необходимым и достаточным усло­
вием для почти сходимости последовательности х =  {хь} явля­
ется существование предела 1
1 п+р
ц- lim p —— - Л Xh ■
P+Xk=n
Следуя [3], обозначим этот предел через /-lim я и множест­
во всех почти сходящихся последовательностей через /.
Множество / является замкнутым несепарабельным подпрост­
ранством пространства пг с нормой \\х\\ =  sup h\Xk\.
Пусть А — метод суммирования с матрицей {апь) преобра­
зования
Уп== CCnkXh (1 )
k
ряда I  xh в последовательность {уп}-
Ряд 2  Xk называется A i-суммируемым или почти А-суммируе- 
мым, если существует /-lim у п.
Рассмотрим следующие утверждения:
1° ряд 2 Xk является Л-суммируемым,
2° ряд 2  Xk является А /-суммируемым,
3° рЯД 2 EhXh почти сходится,
4° РЯД 2  EhXh сходится.
1 Д л я  краткости l i m , 2J j su P обозн ачаю тся  соответственноП-+со fc=0 O^ft<00
через lim „ , ^ s u p s -  
h
Ч ерез u -lim P Snp обозн ач аем  предел  l im p 5 „ p, если Snp сходи тся  равн о­
мерно относительно п.
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Числа ей называем множителями сходимости типа (A , E f ), 
если из 1° следует 3°; множителями сходимости типа (А/, £ /) ,  
если из 2° следует 3°; и, наконец, множителями сходимости типа 
(Af.E),  если из 2° следует 4°. Множества множителей сходимо­
сти изучаемых типов будем обозначать соответственно через 
(A,Ef) ,  (Af , Ef ), (Af,E) .
В настоящей статье найдены необходимые и достаточные 
условия для того, чтобы числа ей были множители сходимости 
вышеуказанных типов. При некоторых ограничениях на метод 
А найдены и эффективные достаточные условия для множите­
лей сходимости.
Кроме того, изучается и вопрос о совпадении множителей 
почти сходимости с множителями сходимости, т. е. множите­
лями типа (А , Е ) (см. [1], стр. 148).
§ 2. Некоторые вспомогательные теоремы
Пусть & =  (gnk) — матрица преобразования
Уп== 2  gnkXk (2)
к
последовательности в последовательность.
Имеют место следующие теоремы (см. [3]).
Теорема 1. Преобразование (2) переводит все сходящиеся  
последовательности {*/*} в почти сходящиеся последовательно­
сти { у п}  тогда и только тогда, если
3f - \ [mgnh =  g k, (k =  0, 1, . . . ) ,  (3)
3/-lim g n k = g ,  (4)
i w  =  0 ( l ) .  (5)
h
Теорема 2. Преобразование (2) переводит все почти схо­
дящиеся последовательности в почти сходящиеся последова­
тельности тогда и только тогда, если выполнены усло ви я2 (3), 
(4), (5) Щ
1 п+р
ц-limp —— ' 2 1 J £ A ( g i h  —  gk)  1 =  0. ' (6)
Г I /? j — n
Теорема 3. *Преобразование  (2) переводит все почти сходя­
щиеся последовательности в сходящиеся последовательности 
тогда и только тогда, если выполнено условие (5) и
3 П т «  g n k == gh  # — 0, 1, . . .) , (7 )
3lim  nJSgnh =  g,  (8)
l im n  2  \А (gnh  —  g ft) | — 0. (9 )
k
l2 Н апом ним , что
А  (g n h  —  g h )  — g n h  —  g n h  + 1 —  g f e + g f t  +  I-
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§ 3. Множители сходимости типов (A , E f ), (A f , E ), (A f , E f )
Если метод А обратим, то нетрудно найти множители схо­
димости изучаемых нами типов. Обозначим поле суммируемо­
сти метода А через сА и поле почти суммируемости метода А 
через fA, т. е.
fA = { x ; { A n (x) } e=f } .
Рассмотрим треугольный матричный метод C =  (ynh), где
/ел , k <  п,
Vnh j  Q fl,
Имеет место следующая
Теорема 4. Числа еп являются множителями сходимости 
типа (A , E f ) тогда и только тогда, когда ca zdJc\ типа (Af, Ef ) 
тогда и только тогда, когда fA ZDfc; типа (Af,E) тогда и только 
тогда, когда fA z d  с с .
Пусть теперь А — нормальный матричный метод с Л-1 =  
=  (Tjnh) и @ =  (gnh) — такой матричный метод, что gnu —
— rjhhBh +  . . .  +  TinhBn- Аналогично, как в [1], стр. 151 — 152, до­
казываются следующие теоремы.
Теорема 5. Числа еп являются множителями сходимости 
типа (A , E j ) тогда и только тогда, когда матрица & удовлетво­
ряет условиям теоремы 1.
Теорема 6. Числа еп являются множителями сходимости 
типа (Af,Ef) тогда и только тогда, когда матрица & удовлётво- 
ряет условиям теоремы 2.
Теорема 7. Числа еп являются множителями сходимости 
типа (A f , E ) тогда и только тогда, когда матрица % удовлетво­
ряет условиям теоремы 3.
З а м е ч а н и е  1. Из условий (3) (или (7)) и (5) вытекает 
(ср. [1], стр. 13)
< 2 Ы < ° ° » -  (Ю)
где gh =  f - \ m n g-nk (или .соответственно g h =  limn g nk). В обоих' 
случаях из (10) получаем необходимое условие
оо
2 \ g n \ < o o ,  g n == 2  T]vn£\- ( 11)
v = n
Положив в условии (5) индекс k =  п, получаем
g n 'n == ЕпЦпп = 0 ( 1),
откуда, ввиду нормальности метода А
еп =  0 ( а пп). (12)
Условия (11) и (12) — эффективные необходимые условия.
Далее, находим эффективные необходимые и достаточные 
условия при некоторых ограничениях для метода А.
Пусть А =  (anh) — произвольный нормальный метод, удов­
летворяющий условию
2 J n D n <  оо, (13)
ГДе D n =  SUpk\(Zh+n,h+n‘tfk+n,k\’
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Теорема 8. Если метод А =  (аПк) нормален и удовлетво­
ряет условию  (13), то для того, чтобы числа еп были множи­
телями сходимости типа (Л ,£ / ), необходимо и достаточно вы­
полнение условий  (11), (12) и
m п
£п'>']?г} £= /> 1r}n== T]nk- (14)
п= 0 /г=0
Д о к а з а т е л ь с т в о .  На основании теоремы 5 надо прове­
рить, удовлетворяет ли матрица W условиям (3), (4) и (5).
Из условий (12) и (13) следует
оо
\rjvkEvI =  о  ( 1) Dh <  ОО,
y=k
т. е. gk существуют.
При помощи аналогичных рассуждений, как в [1], стр. 166, 
или [2], можно доказать, что
П
I gk — gnh\ =  0 ( \ ) 2  vDv
к —  О V
И
\gnh\<\gh —
т. е. из условий (11), (12) и (13) вытекает (5).
И наконец, так как
П п k 11
^7 gwk=== ^  ^ I £v^v
h= 0 /г = 0  v = 0  v = 0
условие (4) превращается в (14).
В [2] найдены необходимые и достаточные условия для того, 
чтобы числа е п были множителями сходимости типа (А,Е) ,  где 
А — нормальный метод, удовлетворяющий условию (13). Эти 
условия отличаются от условий теоремы 8 только тем, что вме­
сто почти сходимости ряда 2  епг)п требуется сходимость этого 
ряда.
Имеет место
Следствие 1. Множители сходимости типа (A ,E f )  являются 
множителями сходимости типа (А ,Е ), если выполнено условие
Еп'Цп == О  (Сп) , (15 )
где последовательность {сп}  удовлетворяет условию: для любого  
а >  0 найдется последовательность индексов k n f оо с 
kn+\ — k n f оо, такая, что \сп\ <С о при п =£ kn.
Д о к а з а т е л ь с т в о  сводится к нахождению условий, когда 
из почти сходимости ряда 2  епг}п следует его сходимость. Для 
этого, как показал Лоренц (см. [4], теорема 6), необходимо и 
достаточно выполнение условия (15).
Рассмотрим теперь множители сходимости типа (Л/, Е ) . 
Имеет место
Теорема 9. Пусть А — нормальный матричный метод, уд о ­
влетворяющий условию  (13). Д ля того, чтобы числа е п были
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множителями сходимости типа (Af ,E) ,  необходимо и достаточ­
но выполнение условий  (11) и
£п&пп ==  О ( 1 )  • ( 1 6 )
Д о к а з а т е л ь с т в о .  В [1], стр. 169, показано, что необ­
ходимыми достаточными условиями для того, чтобы числа еп 
были множителями сходимости типа (Л0, Е) являются именно 
условия (11) и (16). Так как fc z .n i , достаточность очевидна.
Необходимость условия (11) доказана замечанием 1. Далее, 
метод (33 должен удовлетворять условиям теоремы 3. Поэтому, 
положив в (9) индекс k i =  п, получаем
НГПп !gnn gnn+1 '^n+l|== 0.
Отсюда выводим необходимость условия (16), ибо g n,n+1 =  0, 
ввиду труегольности А, и limn gn — 0, ввиду (11).
Следствие 2. Если А — нормальный матричный метод, удо ­
влетворяющий условию  (13),>о (Л/, Е) =  (Л0, Е).
Нахождение эффективных условий для того, чтобы числа еп 
были множителями сходимости типа (Л/, Ef) сложнее, чем в 
предыдущих случаях.
На оснований теорем 6 и 8 можем сформулировать следую­
щую теорему.
Теорема 10. Множители сходимости типа (A,Ef) являются 
множителями сходимости типа (Af,Ef) тогда и только тогда, 
когда выполнено условие
п+р оо
и-limp 2  1 2 J  Arjvh£v\ =  0. (17)
h i—n v=i+l
Условие (17) соответствует условию (6), так как
оо
A (gnk gh) == A7]vh£v-
v = n + 1
Найти эффективные условия для того, чтобы имело место 
условие (17), довольно трудно. Далее будут найдены достаточ­
ные условия для множителей сходимости типа (Л/, Ef) и рас­
сматриваться множители сходимости типа (Л/, Ef) для некото­
рых конкретных методов.
Теорема 11. Д ля того, чтобы множители сходимости типа 
(A,Ef) были множителями сходимости типа (A f, Ef ), доста­
точно выполнение условия
П  ОО
j -lim 2 1 Ar]vkev\ =  0. (18)
h=0v—n+l
Рассмотрим теперь нормальные матричные методы с
Ar)nh=0  при n > k + Q ,  (19)
где Q — некоторое натуральное число, и
'4nk==:0 (т]пп) ■ (20)
Имеет место следующая
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Теорема 12. Пусть нормальный метод А удовлетворяет усло­
виям (13), (19) и (20). Д ля того, чтобы множители сходимости 
типа (A,Ef) были множители сходимости типа (Af , Ef ), доста­
точно выполнение условия
/-Иш|е„/влп| =  0. (21)
Д о к а з а т е л ь с т в о .  Из условий (19) и (20) вытекает, что
I X  оо и  оо
2 j  S  AY}vh&v==- ^2! ! 2 1  ÄTlvk£\'\== fe=:0'v=n+l ft=n+1—p -v=n+l
n+ P
=  0 (1 )  2 j (n — H -{?+  1) \rjvv£v\ ^
V=Tl 
n+p
^ 0 ( \ ) . Q  2\£vlaw[. (22)
V = n
Из условий (21) и (22) следует выполнение условия (18).
Если А — метод, удовлетворяющий условию (19), то усло­
вие (17) принимает вид
J п  n+ P J5P
ц-limp——  2  \2 2  ArjvhSv|+
Р '  k—n+i—p i — n v = i+ l
J n+p h+p ft+p k—1 oo
-j-и-Пшр— -—— 2 t  j S  S  At]vk£v~f~ S  2 Ат/vkEvj =  0. (23)
P 1 h—n+1 i= h  y—i i= n  v=ft
Пусть теперь А =  E. Тогда условия (11) и (12) принимают 
соответственно вид
2  |j4fin|< ° o ,  (24) 
8п =  0 (  1). (25)
Из (24) вытекает (25).
Так как в данном случае о =  2, то условие (23) принимает 
вид
[
1 1 n+p h- 1 Ч
■ ■ ■ -  - 4 \А£n+i|+' п  • 2 } 2  A (Aeh) +2Aeh+i\ J = 0 .  (26)
г I / I k=n г=п
Если выполнены условия (24) и (25), то из условия (26) выте­
кает, что
1 п+р
u-limp — —  2 \ ( k ~  п) (Лен — ABk+i)\ =  0. (27)
р +
Итак, доказана
Теорема 13. Для того, чтобы числа еп были множителями 
сходимости типа (£/, £ /) ,  необходимо и достаточно выполнение 
условий  (24) и (27).
Если А — метод взвешенных средних Рисса P =  ( R , p n) с 
Р п Ф  0, то £> =  3, и величины г}пи известны (см. [1], стр. 108).
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Вычисляя A(gnh — gh), убеждаемся в том, что условия (11),
(12) и (23) принимают соответственно вид
2 j \ P nA (Аеп/ рп) \ <° ° ,  (28)
р пеп==0 ( р п), (29)
и-Hm, 4 r  JS  I (п -  k) Л ( Р„ (  Л — ) + Л  (  Pk— ) -
р+ 1 ft“ J ,  '  v Pk '  '  р * '
- л ( р „ ^ ) | = 0 .  (30)
Нетрудно проверить, что условие (15) выполнено. Следова­
тельно, имеет место следующая
Теорема 14. Для  того, чтобы числа еп были множителями 
сходимости типа (Pf, Ef),  необходимо и достаточно выполнение 
условий  (28), (29) и (30).
Приведем еще. одну теорему о совпадении множителей схо­
димости типов (A, Ef) и (А ,Е ).
Теорема 15. Если нормальный метод А — (апи) таков, что 
«по— 1, то ( A , Ef) =  (A,E) .
Д о к а з а т е л ь с т в о .  Если а по — 1, то г}п =  дпо (см. [1], 
стр. 51) и условие (14) выполнено.
Из теоремы 15 вытекает: (Е, Ef) =  (Е, Е ) .
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KOONDUVUSTEGURID PEAAEGU KOONDUVATE 
RIDADE JAOKS
V. Soomer
Re s ü me e
K ä eso le v a s  artik lis v a a d e ld a k se  rid a-jad a  te ise n d u se  (1) kujul an.tud m aat-  
r ik sm en etlu si. R ida 2  Xk nim etaitakse p ea a eg u  su m m eeru vak s m aatrik sm en et-  
lu seg a  Л ehk i4/-sum m eeruviaks, kui jad a  (1) on  p ea a eg u  koon d uv.
K om plek sarve e n n im e ta ta k se  k o o n d u v u ste g u r itek s  tü ü p i (Л /, £ ) ,  kui rea
2  Xh /l/-su m m e e r u v u se st  järeldub  rea 2  k oon d uvu s. A n a lo o g ilise lt  d e fi­
neeritak se  k o o n d u v u steg u r id  tüüp i (Л /, E f ) "  ja  (Л, E f ) .
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K äeso levas a r t ik lis  v aad e ld ak se  ü la ln im etatu d  tüüpi koonduvustegureid . 
Juhu l, kuii m enetlus Л rahu ldab  tin g im ust (13 ), on leitud  tarv ilikud  ja  
p iisavad  efektiivsed ting im used , et komipleksarvud en o leksid  koonduvustegurid  
eespool m ain itud  tüüp idest.
CONVERGENCE FACTORS FOR ALMOST CONVERGENT SERIES
V. Soomer
S u m m a r y
In th is note are  considered series-to-sequence sum m ab ility  methods (1 ). 
The series 2  x '<- is sa id  to be alm ost sum m  ab le by the m atrix  method A oi 
Лу-sum m able if the sequence (1) is a lm ost convergent.
The com plex numberis e n a re  sa id  to be the convergence facto rs of (А/, E )  
type, if for an y  ^/-suimmaible series 2 ^le  series 2  ^ x h is a lm ost conver­
gent. Thie convergence factors of (Л/, Aj) and (Л, E f )  types are defined 
a n a lo g ic a lly .
In the present paper w e have considered a ll types of the above-m entioned 
convergence factors.
In the case  (13) is fu lfilled , the n ecessary  and sufficient conditions for 
a ll above-m entioned types of convergence factors w ere found.
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МНОЖИТЕЛИ СУМ МИРУЕ МОС ТИ Д Л Я  И НТЕ ГРА ЛО В
Е. Ворош нина
К ружок СНО при кафедре математического анализа
Одной из основных проблем теории интегралов с бесконеч­
ными пределами является решение вопроса о том, сходится или 
расходится данный интеграл. Соответствующая проблема для 
рядов дала  толчок для развития теории множителей суммируе­
мости. Позже, обобщая сходные понятия на случай расходя­
щихся интегралов, появились попытки обобщить теоремы, даю ­
щие условия для множителей суммируемости интегралов. Так, 
например, Харди [13, 14] в 1911, Коссар [12 ] в 1941 г., Бозан- 
кет (см. [8 ] )  в 1945 г. исследовали множители суммируемости 
интегралов для метода Чезаро/ Позже Боруэйн продолжил ис­
следование суммируемости интегралов методом Чезаро. Так, 
в [7 ]  им получены условия для множителей ограниченности и 
абсолютной суммируемости, в [8 ]  обобщены последние для 
метода Чезаро произвольного порядка, а в [9 ]  получил необ­
ходимые и достаточные условия для абсолютной суммируемо­
сти. Далее, Боруэйн рассмотрел частный случай [11 ] и сумми­
руемость [10 ] интеграла Стилтьеса. Упомянем здесь такж е  
Сарджента [16 ] ,  получившего условия для абсолютной сумми­
руемости того ж е  метода, которые Питерсон [15 ] обобщил для 
произвольного метода суммирования интегралов. В 1969 г. 
X. Тюрнпу [4 ]  нашел достаточные условия для того, чтобы 
некоторая функция была множителем суммируемости для ме­
тода суммирования интегралов Р х, введенного ниже.
Пусть а — функция двух вещественных переменных, изме­
римая по Лебегу на каж дом  конечном прямоугольнике из R2, 
такая ,  что a(t, т) =  0 при х >  t ^  0. Интеграл
ОО
S x ( T ) d z  (0.1)
о
называется абсолютно A -суммируемым (коротко Ai-суммируе- 
мым), если
оо
/ | | ( Л х )  ( t )\dt<oo,  
где 0 t
(Ах) (t) = А  (х; t ) — f  a(t, r ) x ( t )d t .  (0.2)
о
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Интеграл (0.1) называется A -ограниченным, если
/ (Ах) (s)ds =  0 (\),
о
т. е.




u (t ,  т) — f a ( s ,  x)ds.
Т
Пусть функция Р определена на [0, оо) и удовлетворяет ус ­
ловиям:
a) P (t)  >  0 при любом t\
b) P (t) -* -  оо при t ->  оо;
dKP(t)
c) существует — — —  при 0 ^  Я ^  k - f  1, где k — фик­
сированное натуральное число;
d) производная1 0 Ф Р ' & А  .
Метод А суммирования интегралов, определенный функцией 
а =  где
Ч ' - т й г Г  <°-3 >
и Я — фиксированное натуральное число, называется методом 
Рисса порядка Я и обозначается через РК
Д ля метода Р к ввиду (0.2) имеем а  =  рх, где
Л Р' lt\
P 4 t , t ) = - ^ ^ [ P ( t ) - P ( x ) ] ^ P ( x ) .
Дадим определение множителей суммируемости интегралов 
(0.1).
Функция е называется множителем суммируемости типа 
(P \ B i ), если для каждого Я\-суммируемого интеграла (0.1) 
интеграл
IO
/  e(x)x(x)dx  (0.4)
о
является /^-суммируемым, и пишут е е  (P \ B i) .
Функция е называется множителем суммируемости типа 
(Pl 0,B i),  если для каждого  /^-ограниченного интеграла (0.1) 
интеграл (0.4) является /Jz-суммируемым, и пишут е ^ ( Р х0, Bt).
Заметим, что в [4 ]  были найдены условия для того, чтобы 
функция е, удовлетворяющая некоторым условиям, была мно­
жителем суммируемости интегралов для метода суммирования 
Р х. В настоящей статье доказываются сходные теоремы, не­
1 Через Л [0 ,  Т] обозначим класс абсолютно непрерывных функций, опре­
деленных на [0, Т] при любом Т >  D.
Условие d) выполнено, если, например, k ^  1.
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сколько . ослабляя требования, наклады ваемые на функцию' е 
и избавляясь от некоторых условий для случая е е  (Px0,P*i), 
когда к — X 1. Мы доказываем  эти теоремы непосредствен­
ным методом, так  как  развитие теории множителей суммируе­
мости рядов показала, что важны не только результаты, но и 
методы их доказательств. Действительно (см. [ 1 ] ) ,  в теории 
множителей суммируемости рядов создано целый ряд новых 
методов, например, непосредственный метод, метод Шура, ме­
тод Пейеримхоффа, метод М ур а—Кангро и др.
§ 1. Вспомогательные результаты
1. Пусть V — некоторая функция двух переменных t, х, 
имеющая по аргументу т производную порядка k ,-f- 1. Рассмот­
рим операторы Di, введя их рекуррентым соотношением:
D i(v,x)  =
v(t,x)  при i = О,
1 Õ D U M U X ) . ^  при 1 д а + 1 . ( '
Р'{х) дх
Д окаж ем  некоторые нужные нам соотношения.
Лемм а 1.1. Д ля операторов Di имеет место формула:
D% (и • ü-f-x) =  CniDi—n (и, х)Dn (v ,x ) .
n=0
Д о к а з а т е л ь с т в о  нетрудно провести методом математи­
ческой индукции.
Лемм а 1.2. Пусть В — некоторый метод суммирования ин­
тегралов, определенный в виде (0.2) функцией Ь, удовлетворяю­
щей при некотором s 0 условию
dsb(t, х) I
X— t —  0 . ( 1.2 )
Ds
dxs
Тогда имеют место равенства:
' [ • 3 S M L - *
Ds[b (t, т ) , т]|х=< — 0. (1.4)
Д о к а з а т е л ь с т в о .  Пусть условия леммы выполнены. 
Используя определение операторов Di, можно писать:
Do\ I M L J I  = 4 i l L |  , = ш = о.Г н и х )  11 _ b{t,x) I






f l<[ 6 ( f , T ) , T ] = 0 <- i [  ß T г ] .
Далее, используя формулу (1.1), лемму 1.1 и последнее р а­
венство, имеем:
° ‘ [ Ь^  ■ * ] =  , t ] D v [ b ( t , z ) , T ]  =
=  2  CVSDS- V
v=0
=  2 J  C\DS- X
P ( r )  
1
LP( r )






H = 0  
= i ;
■v=0 Ы И X
d2b (t, t) 
dt
Проделав s-f- 1 раз аналогичные действия, получаем следую­
щее
о. [ -Щ  . г ] =  ±  О,0м [ -pLj . г ] C V J U  , * ]•.
. . .  i  / 4 г  • - ] {  4  т 4 )  ’ г ]
ч-д
'(*) 
■ [ я ы
'(*) 
ds6 (^  г)
<9 г 4 }
Ввиду (1.2), имеем далее:
b(t, t)[  j q  т) 1 
L р (т )  ’ J. » I L = o
Равенство (1.4) доказывается аналогично.
Л емм а 1.3. Д ля метода суммирования Рх при 0 ^  i <С /I 
имеет место формула:
\ P 4 U  х)  1 
L Р ( т )  ’ J
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— (— I ) ‘Я (Я— 1 ) . .  .(Я — i ) \ P ( t ) - P ( г) F - 1-*.
Д о к а з а т е л ь с т в о  нетрудно провести методом индук­
ции. Действительно,
\ p X(t,x) 1
1 -  1 ■■■£>'• ,1Г Р(<’ т ) ~ т 1
1 Р(т) ■ J Я '(т )  ‘ 1L Р(г)  ’ J
=  (— 1)*А(А— 1).  . .
P '( t )
Л емм а 1.4. Д ля метода суммирования Р к при 0 ^  i <  А 
имеет место формула:
Di[px(t, т ) , т ] =
=1Щ п { (-1) ^  (Я -1 ) . . .  (я -  >•) [Р (0 -  Р W М +
+  ( - 1 ) ‘- ч я ( я - 1 ) . . . ( Я - / + 1 ) [ / >( 0 - Р ( т ) ] М -




Р (т )  л  P i+1(*)
Д о к а з а т е л ь с т в о .  Используя лемму 1.3, интегрирова­
нием по частям, получаем:
оо
/ и ^ + -
оо
= я (я - 1 ) . . 4 я - » ) { [ Р ( о - / ) ( т ) Г - ‘- / ^ г | ;  +
оо
: / [ P ( 0 - P ( t ) ] l - i- 2^ g . d<}=Я — 1 — i
где последнее равенство имеет место в силу условий Ь). Ана­
логичным образом, проинтегрировав последний интеграл по ча­
стям А— i — 1 раз, получим требуемое.
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. « A ( A - l ) . . . ( A - i ) / |  Х ^ - [ Я ( 0 - Р ( г ) ] ^ - Ф ( г ) |  d t +
dt.+  x ß - \ ) . . . ( x - i + i ) i f \ - 0 l ^ [ P ( t ) - P M r - i
Интегрируя по частям первый интеграл справа Я — i — 1 раз, 
второй Я — i раз, получим требуемую формулу.




а при Я =  k 
dlpx(ty т)
дт1 т=<
=  0, если 0 — 1,
(1.5)
О, если — 2,
rP 'm i* -
(—1)»~UI- pS(tf - ' если <=* — !•
Д о к а з а т е л ь с т в о .  Утверждения леммы 1.7 очевидны, 
если рассмотреть вид функции px(t, т ).
2. Введем далее некоторые обозначения.
А х(х, t) =  f  rtx(t, t ) x ( r ) d t ,  (1 .7 )
о
W{x,t )  =  fpH t ,  t )x( r )dt ,  (1.8)
0
Bl (ex\t) =  f  b(t, T )x (t )e ( t)d t .  (1 .9 )
о
Рекуррентным соотношением введем величины: 
t
f  x ( t )d t ,  если Я — О,
о (1.10)h(X, t) =  :
/  P ' ( r ) h - i ( r ) d r , если 0<Я=^6; 
о
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JP (x )x (x )d x ,  если A = l ,
h ( x ,  t) =  ® (1 .11)
/ P f если 1<A=^&.
о
Далее, пусть функция е такова, что
3 ' 5 ^ 5 е Л  ЛП <Я< А:+ 1 )- <1 1 2 >
Приведем ниже некоторые соотношения м еж ду введенными
величинами, которые доказываются применением интегриро­
вания по частям нужное число раз.
Имеют место формулы
- м * . 0  ( 0 < А < * ) ;  ( 1 . 13 )
Я М * . 0 = - р П 7 г / х (* . 0  ( 0 < А * £ А ) ;  ( 1 . 14 )
ß l ( » - ;  0  =  i ;  2  *] X
г = 1  n = 0
X ^ n [ e ( 0 , ^] +
+  / V ( * ; r )< y ( f , r ) d t ,  (1.15)
о
где
Г) = i = ^ P ^ ( T )  i ; C » A - n [ - ^ ^ - ] D , [ s (t ) , f ] ;  (1.16) 
ß*(ex ; t) =  2  JZ  (— 1) i f i (x> 0  Cni£>i-n[b (t, t) ,  f ]D n[ e ( 0 , f ] +
г=0 n=0
+  / V ( j f ( T ) ,/ ) y a r ) d f r ,  (1.17)
0
f_1U+1 x+l
Я!-----р НЪр '(1) 2 С пш ° ш - п [ ь У , г ) , 1 ] D n[e(x),x].
n—О
(1.18)
§ 2. Множители суммируемости типа ( P ki, ß/)
Д ля исследования вопроса, когда функция е, для которой 
верно (1.12), является множителем суммируемости типа 
(Р \  Bi), необходимо и достаточно выяснить, когда интеграл 
(0.4) является ^ -сум мируемы м , что равносильно вопросу, когда 
интеграл
оо t
/| f b ( t ,  x)e(x)x(x)dx  j Л < о о ,  (2.1)
о о
12 Т руды  по м а т е м а т и к е  и м ехан ик е  XIV  177




где подинтегральное выражение можно рассмотреть в виде 
(1.15). Исследование абсолютной сходимости интеграла от 
двойной суммы из (1.15) затруднено, так  к ак  об абсолютной 
сходимости величин J i ( x , t ) при г < А  судить трудно. Поэтому 
наложим некоторые ограничения на метод В.
Пусть метод В удовлетворяет условиям (1.2) при s =  
=  0, 1, . . . ,  Я — 1. Тогда имеет место лемма 1.2, двойная сумма 
из (1.15) обращается в нуль и соотношение (1.15) принимает 
следующий вид:
Вх(ех; t) =  f  А х(х, x)Õ(t, x)dx.
о
Используя последнее выражение, заменим необходимое и до­
статочное условие (2.2) ему равносильным следующим усло­
вием: для любого М >• О
м  t
f  I / № (х, x)õ{t, x) dr I dt =  0 {  1). (2.3)
о о
В силу абсолютной Л-суммируемости интеграла (0.1) и того, 
что £ G ( P \  B i) интеграл
м




L =  vra isup / |<У(£, т)| dt<c.oo. (2.5)
X X
Из (2.4) и (2.5) вытекает необходимое и Достаточное для 
e ^ ( P l i, B i )  условие (2.2), ибо, применяя теорему Тонелли 
( [ 2 ] ,  стр. 213), для любого М >  0 выводим 
м  м  t
/ 1Вх{ех\ 01 d t ^  j  dt j \AX(X- x)õ(t, x)dx| =
0 0 0
M  M
=  f{AHx\ x)\ d xf\õ (t ,x )\ d t^
о x
M
^ L  f\ A x(x-,r)j d x = 0 (  1).
о
Используя выражение (1.16) для õ(t, x), преобразуем (2.5). 
Получаем
n=0
где для каждого п ^ Л  обозначено
Z>n =  v ra isu p /  Р ш (х) DK- n[  > т ] ^ п [ е ( г ) , т ] dx.
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Преобразуя Lxn, получаем
Z A i^ v ra isu p  \Рп (г) Dn[ e { r ) , т]|Х
оо
X v r a i s u p  /  P l - n+i{ t ) D x - n \ ~ ^ ~ - , t \ d t .
X I -  Г  { % )  j’ (T)
Тогда для выполнения условия (2.5) достаточно выполнения 
при 0 ^  s ^  Я условий
оо
vra isup  J j P s+i (т) Ds [  , r j | d / < o o ,  (2.6)
т т ' '
vra isup  \Ps(r)D s[e(z ) , т]| =  0 ( 1 ) .  (2.7)
т
В итоге доказана
Теорема 2.1. Пусть В — метод суммирования интегралов 
такой, что выполнены условия (1.2) при s =  О,1, Я — 1 и
(2.6). Если е удовлетворяет условиям (1.12) и (2 .7), то функция 
£ является множителем суммируемости интегралов типа
(Р \  п о ­
следствие 2.1. Если выполнены условия (1.12) и (2.6), то 
функция £ является множителем суммируемости типа (Р \  P*i) 
при к ^  Я.
Д о к а з а т е л ь с т в о .  Д ля В =  p*(t,r)  при к  ^  Я условия
(1.2) и (2.6) теоремы 2.1 выполнены.
§ 3. Множители суммируемости (Р1о, В{)
Д ля нахождения множителей суммируемости типа [Рхо, Bi), 
следует проверить выполнение условия (2.1), беря подинтег- 
ральное выражение в виде (1.17). Решение вопроса об абсолют­
ной сходимости интеграла от двойной суммы из выражения 
(1.17) затруднено, так  как  об абсолютной сходимости вы р аж е­
ний I i (x , t ) при i <Ü Я судить трудно. Потребуем поэтому, чтобы 
метод В удовлетворял условиям (1.2) при s =  0, 1, . . . ,  Я. Тогда 
верны равенства (1.4) при s =  0, 1, . . . ,  Я. Тогда необходимое 
и достаточное условие (2.1) для того, чтобы е ^ ( Р хо, Bi),  имеем 
в виде:
м




J \ f U H x ( s ) . i ) y V ,T ) d T \ d t = 0 ( l ) .  (3.1)
0 0
В силу того, что интеграл (0.1) является Л-ограниченным и 
того, что g e ^ o ,  Bi) имеем
№ ( х , т ) = 0 ( \ ) .  (3.2)
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По теореме Тонелли и в силу условия (3.2) менять порядок 
интегрирования в (3.1) можно, если
ч оо оо
fd T f { y ( t , i ) \ d t < o o .  (3.3)
О т
Левую часть условия (3.3), используя формулу (1.18), можно 
оценить следующим образом:
ОО оо 1 Ä.+1 оо
f d t f \ y ( t ,  Т)\ d t ^ - — J£  Спш  vra isup / \Рп ( т )Dn[b(t, т ) ,т ]\d tX
О т  ' ' п=0  т т
оо i
X  Л  Я1- "  (г) Р' (г) £>!+,_„ [е ( г ) , т ]  I dr.
О
Д ля выполнения (3.3) достаточно при s =  0, 1, . . . . ,  Л +  1 вы ­
полнение условий:
оо
vra isup f\ P s(t)D s[b ( t , t )  ]| dt<_oo, (3.4)
X X
оо
/ |PS_1 ( т )P r ( т )Ds[ e ( т ) , r]I d t< o o .  (3.5)
о
Так к ак  для любого М >  0 имеем 
м м м
/|ВЦех- t ) \ d t = 0 ( \ )  f d r f \ f ( t , r ) \ d t = 0 ( l ) ,
О О т
то для выполнения условия (3.1) достаточно требовать выпол­
нения (3.5). Следовательно, доказана
Теорема 3.1. Пусть В — произвольный метод суммирова­
ния интегралов такой, что выполнены условия (1.2) при s =  
=  0,1, . . . ,  Я и (3.4). Если выполнены условия (1.12) и (3.5), 
то функция е является множителем суммируемости интегралов 
типа (Рк0, Bi).
Следствие 3.1. Если выполнены условия (1.12) и (3.5), то 
функция е является множителем суммируемости типа (Р яо, Pxi) 
при х~> Л.
Примером множителя суммируемости е е ( Р ^ 0, P*i) может 
служить функция
е { т ) = ~ Р ^ М '  где е > 2 - 
Нетрудно проверить выполнение всех условий теоремы 3.1.
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SUMMEERUVUSTEGURID INTEGRAALIDE JAOKS 
J.  Vorošnina
R e s ü me e
K äeso levas töös on uuritud sum m eeruvustegureid  in te g raa lid e  jaoks. On 
le itud  effektiivsed  ting im used  se lleks, e t funktsioon e, m ille l on ab so luutse lt 
p idev k — 1 jä rk u  tu le tis , o leks (P h , Bi) ja  (P^0, Bi) tüüp i sum m eeruvustegu- 
rik s , ku s ju u res in tegraa ilid e  (0,1) sum m eerim ism eetod on an tud  v a lem iga  
(0 .3 ).
P ea le  se lle  on jä re ld u sten a  ü laltoodud tu lem ustest saadu d  ting im used  
(P^i, P*i) ja  (Pxo, PKi) tüüp i sum m eeruvustegurite  jao k s v a s tav a lt  juh tudel 
x ^  Я ja  x >  Я.
SUMMABILITY FACTORS FOR INTEGRALS 
J.  Voroshnina
S u m m a r y
In the paper some types of sum m ab ility  facto rs ifor the in te g ra ls  a re  
in vestiga ted . The effective conditions w ere found for the function e h av in g  an 
abso lu te ly  continuous d erivative  to be sum m ab ility  facto rs of (Ph, Bi) and  
(P*o , B{) types, w here the su m m ab ility  m ethod Px for the in te g ra ls  (0.1) is 
g iven  by the form ula (0 .3 ).
A lso  the conditions for the summ ab ility  facto rs of (Ph, PKi) and  (Pko, P*i) 
types w ere found for x ^  Я and x ]> Я resp ective ly .
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В данной статье обобщаются тауберовы теоремы (коротко 
Г-теоремы) статьи [5 ]  на случай р я д о в 1 2  Uk с членами из 
некоторого банахова пространства и такие матричные методы 
суммирования, элементами матриц которых являются линейные 
ограниченные операторы из одного банахова пространства в 
другое.
В § 1 вводятся обозначения и доказывается одна лемма. 
В § 2 рассматриваются Г-теоремы для различных видов сумми­
руемости с точными условиями, а в § 3 соответствующие Г-тео­
ремы с достаточными условиями.
§ 1. Обозначения и основные понятия
1.1. О б о з н а ч е н и я ,  п о н я т и я  и у с л о в и я  с у м м и ­
р у е м о с т и .  Пусть X , У — банаховы пространства, (X, Y) — 
множество всех ограниченных линейных операторов из X в У 
и A n h ^ { X ,Y ) .  Д ля ряда 2  uu, где и и е  X, с последователь­
ностью х =  {хп} его частичных сумм
71
Хп —  Ufr 
h—О
определяется нижней треугольной матрицей % =  (Апи) преобра­
зование
Уп(Щ =  žjAnhXk-  (1)
h= О
Преобразованием (1) определяется метод суммирования 
% =  (А Пк) ряда 2  Uk или последовательности у, для которой 
№ )  =  {Уп{Щ} и Щ- =  lim у п (ЗС) в смысле сильной сходи­
мости.
1 Всю ду, где пределы изменения индексов не указан ы , они пробегают 
все значения 0, 1, 2 .............При этом
lim  х п = lim  х п =  lim  х п и 2  ии =  2  =  2  uk-
n оо п h =  0 к
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‘Пк:
■ Пусть 33 =  (Bnh) — другой треугольный метод суммирова­
ния с B n k ^ ( X ,Y ) .  Говорят, что метод 2Т «^-включает ме­
тод 3} в смысле jву, где щ  и ß y — любые пространства последо­
вательностей из Y, если ;/ЗуЗЗ £= а уЖ. При этом а уЖ =  {г : t)(2t) е  
е  а у} . Пусть матрица © •=. (Enk) определена через
(Е : Х -+ Х  и Е х = х  {Ух <= X) при n = k ,
10: Х - + Х  и О х = в  (Vx G I )  при п ф к ,
где 0  — нулевой элемент пространства X. При 33 =. @ 
^-вклю чение метода © в смысле ßx, т. е. ßj& =  ßx ^  а у% оз­
начает, что любая % <= ßx является «^[-суммируемой, а при 
а у =  т у, где т у — пространство ограниченных последователь­
ностей, 21-ограниченной. В таком случае будем писать: 2t <= 
^  (ßx, щ )-  Через сх и сх° обозначим соответственно классы 
(сильно) сходящихся и к нулю сходящихся последовательно­
стей с элементами из X. Определяя в классах т х, сх и сх° 
норму через \\%\\ =  sup \\XhW, они обращаются в банаховы про­
странства.
Введем следующие условия для метода 21:
sup 1 1 2 ^ * 1 1  =  0 ( 1 ) ,  (3 )
l l* k I K i  k=o
3 l i m Anhx = A x  ( V x g I ) ,  (4)
h=0
3 l i m AnhX=AhX ( V x e X ) .  (5)
П
Известно [1 ] ,  что для St e  (cx, cv) необходимы и до­
статочны условия (3), (4) и (5 ),  для Ж е  ( т х, т у) — усло­
вие (3 ) ,  для регулярности метода 21 — условия (3 ) ,  (4) при 
А =  Е и (5) при Au —. О, а для ? t e  (сх°, су°) (см. [ 2] )  усло­
вия (3) и (5) при Ah — О.
Теоремы, в которых из предположения % е  %21 выносится 
заключение х е  ßj&  при определенном условии, наложенном 
на члены ряда 2  Uu, будем называть Г-теоремамц типа 
(ауЖ, ßy%$), а соответствующее условие о членах ряда 2  uk тау- 
беровым условием (коротко Г-условием). При 33■■= @ будем го­
ворить о Г-теоремах типа (ахЖ, ßx) .
Обозначим далее
&щ=]£Апк (t =  0, 1, ..., п), (6)
k=0
enn= © n, (7)
n—i
Ж- i  ( и ) = в ,  Sfn-i(w) — JŽ&niUi+i ( n =  1 , 2 , . . . ) .  (8)
i=0
Аналогичные обозначения применяются и в случае матрицы 
33 =  (ВпЛ).
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В случае любого ряда 2  «/{ и матриц 2Г, 9} справедливы ра ­
венства
(ЗГ) =  £0*о, у п {Щ =&пХп — ЗГц- t (и) ( п =  1, 2, . . . )  (9)
и
Уо(Щ =Фо^о, Уп(&) = .® пХп —  ©n-i(tt) (П— 1, 2, . . . ) ,  (10)
п к п—1
где ^ J Buk, а В ni и 93^—1 (w) — ®
ft=0 i=0 ?=0
Равенства (9) и (10) вытекают из соответствующих равенств
(1) при помощи преобразования Абеля.
Пусть, далее метод 91 =  (Апъ) такой, что для операторов 
(£„ е  (X, У) существуют обратные Кп-1 : У X .  Поскольку 
X, У — банаховы пространства, то Кп-1 е  (У, X). В таком слу­
чае, пусть
Щ и ) = в ,  ®n(u)= ®n <£n-Wn- t(u )  — ®n- i (u)  ( п =  1 , 2 , . . . ) .  (11)
Тогда из равенств (9) и (10) следует, что
Уо(Щ = Ш о - 1Уо(Ж), Уп {Щ =35 п®п-1Уп{Щ+%п{и)
(п =  1 , 2 , . . . ) .  (12)
1.2. О д н а  л е м м а .  Пусть в данном пункте а у и ß y — не­
которые пространства последовательностей t) =  {уп} элементов 
у п е  У, а линейные ограниченные операторы § n '-Y-+Y. Имеет 
место следующая
Л емма 1. Пусть операторы $ п удовлетворяют условию:
а ) {Фп} — точечно ограниченная последовательность опера­
торов.
Тогда { § пуп} е  ß y для  любой у е  а у, если
1 ciy f— ßy — triy или 
2° а у ^  ß y =  с у0, а если
3° «у £= ß y =  Су, когда операторы ,spn удовлетворяют допол­
нительно условию:
б) существует lim фпг/ «ß  основном множестве пространст­
ва У.
Д о к а з а т е л ь с т в о .  Справедливость частей 1° и 2° леммы 
очевидна. Д окаж ем  часть 3°. Ввиду теоремы Б анаха—Штейн- 
хауса (см. [3 ] ,  гл. III, § 4) условия а) и б) гарантируют с у ­
ществование такого оператора (У, У), что
Э lim § п У = $ У  (Уг/<=У).
Пусть далее lim у п =  у , где у е  У. Поскольку У — банахово 
пространство и {фп} удовлетворяет условию а ) ,  то найдется 
постоянная М  >  0, что ||ф„|| ^  М .  Поэтому для Q <= су и любого 
е, >  0 найдется N =  N (е) > 0  такая ,  что при п~> N справед­
лива оценка
\\§пуп — $у\\ ^  \\§пУп — $пу\\-\-Шпу — %11 < м  • 2 | г " ^ Т = £ '
Таким образом для любой существует lim $ пУп =  &У>
т. е. { § пуп} е  Су.
§ 2. Тауберовы теоремы с точными условиями
2.1.  Т а у б е р о в ы  т е о р е м ы  т и п а  ( а Д , ßy%$). Наибо­
лее общей из Г-теорем типа ( а Д ,  ßy&) при любой паре а у, ßv 
пространств последовательностей является
Теорема 1. Пусть методы % =  (Ank) и Ъ =  (В пк) с 
Ank, Bnk <= (^ , Y) такие, что для операторов (5n е  (X , Y) сущест­
вуют обратные 6 П-1 и метод $  =  (Enh^ >k k^~]) е  (ay, ß y).
Из £ е  а Д  следует j e  ß yf& точно тогда, когда {®п («)}  е  
е  /?у.
Д о к а з а т е л ь с т в о .  Поскольку г е « Д, то I) (21) =  
=  {#«(21)} е  а у. Следовательно gt)(2I) =  {Фп(£п- , #п (21)} ^  ßv  ^
Поэтому необходимость и достаточность условия (@n(w)} е  ßv 
для того, чтобы х е  ßySB вытекает непосредственно из равенства 
(12).
Имеет место следующее
Следствие 1.1. Пусть методы 2Г =  (Л nh) и % =  ‘(Bnh) с
Ankу B nk е  (X , У) такие, что для  операторов Qn е  (X , У) су­
ществуют обратные (£п-1 и в случаях Г  а у ß y =  т у и 2° 
а у <= ß v =  су последовательность операторов $ п =  Фп£п-1 : 
:Y - + Y  удовлетворяет условию а) или в случае 3° а у ^  ßy =  су 
условиям а) и б) из леммы  1.
Тогда {®п(и)} е  ßy — точное условие для  того, чтобы из 
% <= а Д  следовало % е  ßySQ.
Д о к а з а т е л ь с т в о .  Пусть 5  =  (Enk$h)- Тогда для 9 =  
=  {Уп (21)} имеем gty =. {фп*/п(21)}. Поэтому на основании ча­
стей Г —3° леммы 1 следует, что е  ß y для j  е  с Д ,  если 
а у s  ß y =  Шу, Су0 или соответственно а у ^  ß y =  су. Утверждение 
следствия о точности условия Г-теоремы теперь непосредственно 
следует из теоремы 1.
Имеет место еще следующее следствие теоремы 1.
Следствие 1.2. Пусть методы  21 =  (Л n'h ) и » =  (Bnh) с 
Ank, Bnk е  (X, X) такие, что ©п =  Фп =  Е е  (X, X).
Условие
есть точное условие для  того, чтобы из т е  а х2Х следовало  
% е  0*33.
2.2. Т е о р е м ы  т и п а  ( а * (2t),/?*). Тауберовы теоремы 
рассматриваемого типа получаются из предыдущих, если в них 
взять $8 =  6 =  (£пь), определенный формулами (2). В таком 
случае 2)n =  £, ^„-^ (и ) =  в, а формула (11) обращается в
@Г„(и)==0 , ®'n ( a ) = a ; n-iStn_i(M) (п =  1, 2, . . . ) .  
Поэтому из (12) следует при г/п(@) =  хп, что 
Хо=<£о~*уо(Ю, хп =  &п-*уп(Щ+®'-п{и) ( п =  1 , 2 , . . . ) ,  
а условие 5  ^ ( a x, ß x) обращается в S « - 1 е  (а х, ß x). Ввиду этого 
на основании теоремы 1 и ее следствий получаем следующие 
результаты.
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Теорема 2. Пусть метод 2 1 =  (Апк) с А пк е  [X, X) такой, 
что для оператора (£n е  (X, X) существуют обратные ©п-1 е  
е  (ax,ßx)- Условие {© '„(«)}  е ^ х — точное условие для  того, 
чтобы из % е  а у2Х следовало % е  Д*.
Следствие 2.1. Пусть метод 2t =  (Апь) с Апь е  (X, X) такой, 
что для операторов (£те е  (X, X) существуют обратные (£n_1 и в 
случаях  1° ах ^  ßx =  mx 2° огх ^  Дх- =  сж0 последовательность 
©п-1 удовлетворяет условию а) в X или в случае 3° ах ^  ßx =  
условиям  а) а  б) из леммы  1.
Тогда {©'„(и)} е  Дх — точное условие для того, чтобы из 
% е  а х2Г следовало х е  Дх.
Следствие 2.2. Пусть для  метода  21 =  (Апк) с А пк е  (X, X) 
операторы &п =  Е \Х-+-Х. Условие {2tn_i (« )}  е  « х — точное 
условие для  того, чтобы из % <= a x2t следовало х е  а х.
§ 3. Тауберовы теоремы с достаточными условиями
3.1.  Н е к о т о р ы е  у с л о в и я .  Пусть ниже последователь­
ность Ck вещественных или комплексных чисел в случае мето­
дов 9t =  ( A n k)  и (B nk) удовлетворяет условию
2 ;  \\®п&п-'Апк+ В пк\ \ck 1 =  0 ( 1 ) .  (13)
h=О
Д ля Г-теорем типа (ауЖ, ß y%) достаточными Г-условиями 
являются
II (SnGn-^n/t -  ®nk) W/i+lll =  о  № n £ n - lA n h + B nh\\ch) (14)
||(®ne n - 1Gnfe-®n/0wA+ill=o(||®TlGn-Mnft4-^nfe!k;,), (15) 
выполняемые равномерно2 относительно п- ^  k в процессе 
k -^ o o .  Из условий (14) и (15) при Sö =  G =  (Епк) вытекают 
достаточные Г-условия для Г-теорем типа ( a x2t, ах)
mnkUk+i\ =  0(\\Anh\\ch) (16)
и соответственно
№nhUk+i\\ =  o(\\Ank\\ch). (17)
3.2. Т а у б е р о в ы  т е о р е м ы  т и п а  (ау%, ау$8) с д о с т а ­
т о ч н ы м и  у с л о в и я м и .  Из теорем указанного типа приве­
дем следующую.
Теорема 3. Пусть методы 21 =  (Апк) и 33 =  (В пк) с А пк, 
В пк е  (X, У) такие, что для  операторов (£„ е  (X, Y) существуют 
обратные (In-1 и в случае Г  при ау =  пгу последовательность 
операторов $ п = . удовлетворяет в Y условию а) из
леммы  1;
2° при а у — су0 или 3° при а у =  су методы  21, 33 удовлетво­
ряют условию (5) причем А к =  Вк =  О, а {фп} в случае 2° 
удовлетворяет условию а) в Y, в случае же 3° {4>п} выполняет 
условиям а) и б) из леммы  1.
2 Определение этого понятия дано в статье [4 ] .
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Если {c/j удовлетворяет условию (13), а г e a yÜ( и в слу­
чае 1° выполняет условию (14), в случаях же 2° или 3° — ус­
ловию (15) равномерно по п ^  k, то % <= а уЪ соответственно 
при а у =  пгу, су° или Су.
Д о к а з а т е л ь с т в о  теоремы 3 проводится аналогично до­
казательствам теорем 4 и 5 из статьи [5 ] ,  если воспользоваться 
следствием 1.1 и показать, что из условий (13), (14) или соот­
ветственно (15) вытекает выполнимость точного Г-условия 
{©»(и)} е  а у в следствии 1.1.
Д ля  регулярных методов 21 =  (Апи) и 93 =  (ВП}{) с 
A n h , Bnh е  (X, X) из теоремы 3 непосредственно вытекает
Следствие 3.1. Пусть методы  21 и 3) удовлетворяют условиям
(3), (5) при A h  =  B'k— О и (£п =  3)п =  Е, a {cft} такова, что
ž I \\Ank+ B nk\ jcftj =  0 ( l ) .
/t= 0
Если х <= сх% и выполняет Т-условию ш
II (&nh — ®nfe) Uk+l\\ =o(\\Ank-\-Bnk\\Ck) 
равномерно no n.~^ k, то x e  схЪ причем 5h; =  9ih;.
Г-теорема типа ( « Ж2Г, ах) с достаточным условием непосред­
ственно вытекает из теоремы 3, если в ней положить 93 =  (5, а 
достаточные условия (14) и (15) заменить соответственно усло­
виями (16) и (17). При этом условие (13) следует заменить 
через
1/11®п-1Л„Л||Ы =  0 ( 1 ) .  (18)
h =  О
Так, имеет место
Теорема 4. Пусть метод 2С =  ( A nk) с A n h е  (^ , X) такой, что 
для операторов Cn е  (X, X) существуют обратные 6 Н-1 и в 
случае 1° при а х =  пг± последовательность операторов 
удовлетворяет в X условию а) из леммы  1; в случае 2° при 
<ах =  сх° или 3° при ах =  сх метод 91 удовлетворяет условию (5), 
причем A k  =  О, а {(£п-1} в случае 2° удовлетворяет условию 
а) в X, в случае же 3° {©п“ 1} — условиям  а) и б) из леммы  1.
Если {с*} удовлетворяет условию (18), а х <= а х% и в слу­
чае 1° — условию (16), в случаях же 2° и 3° — условию (17)" 
равномерно по п ^  k, то % ^  ах соответственно при а х =  т х, 
сх° или сх.
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TAUBERI TEOREEMID BANACHI RUUMI RIDADE JAOKS 
T. Sõrmus
«. R e s ü m e e
O lgu Й — (Ank) ja  93— ( B n k )  kaks ko lm nurkset sum m eerim ism enetlust, 
ku s Anh, Bnk on tõkestatud  lin eaarsed  operaatorid  B anach i ruum ist X Banachi 
ruum i Y, ja  a v, ß y on kas kaks su v a lis t jad aruu m i B anach i ruum i e lem enti­
dest, või m ingid  p aarid  ruum idest my, c„°, cv. A rtik lis  tõesta takse  Tauberi teo ­
reem id  n ii ta rv ilik e  ja  p iisav a te  kui ka p iisav a te  Tauberi tin g im u stega  se lleks, 
et rea Z uh, kus Uh e  X, sum m eeruvusest m enetlusega v iis il a v jä re ld u k s 
rea  sum m eeruvus m enetlusega 93 v iis il ß y. Tu letatud  teoreem id on ü ld istused  
Tauberi teoreem idele a r t ik lis t  [5 ] .
TAUBER-SÄTZE FÜR DIE REIHEN AUS  BANACH-RÄUMEN
T. Sõrmus
Z u s a m m e n f a s s u n g
Es werden zw ei ß -R äum e X und Y vo rgeleg t. W ir betrachten belieb ige 
d re ieck ige M atrixverfah ren  =  ( Л« * )  und S? =  ( B n k ) ,  wobei Л пл, В пк be­
schränkte lin eare  O perationen au s X Y  seien. M it den Sym bolen a v und ßy 
bezeichnen w ir belieb ige F o lgenräum e au s ß -R aum  Y, aber auch e in ige  P aare  
der Räum e my, cy°, cv. In der vorliegenden  Arbeit w erden T auber-Sätze des 
Typus (a vA , ß vB j  untersucht, in denen aus der «„ -L im itierb arke it einer 
Reihe die ß vß -L im itierb arke it resu ltiert. Dabei w erden die a llgem ein en  not­
w endigen  und hinreichenden T auber-B ed ingungen  gefunden, aber auch h in ­
reichende T auber-B ed ingungen  abge le ite t.
Die R esu lta te  vera llgem ein ern  die in [5 ] von dem Autor bew iesenen Tauber- 
Sätze.
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СХОДИМОСТЬ ПОЧТИ ВСЮ ДУ ФУ Н КЦ ИО Н АЛ ЬНЫ Х  
Р Я Д О В  ПО СИ СТЕМАМ ПРОИЗВЕДЕНИЙ
X. Тюрнпу
Каф едра математического анализа
Ф. Шипп
Будапеш тский Научный университет им. Л. Этвёша
1. П у с т ь 1 (Г, 2 ,  ß)  — пространство с положительной конеч­
ной мерой и пусть функции -щ  е  М(Т, 2 ,  р ) ,  причем
Mfe =  vra isup \(ph(t)\ =  Oh({).
Положим 1po(t) == I и
, 1+1( f ) « V i (*) <pVk+l ( 0
M M MV j+ i V2+ 1 v ft +  l
для k == 2Vi - f  2V2 4- • • • +  2VK. Система ip'=  {^}  называется си­
стемой произведений системы <р =  {щ }. Если система тр удов­
летворяет условию
2 1\ S fh { t) i i{ d t )\ < o o ,  (1)
т
то говорят, что Система <р является слабо мультипликативной. 
Д ля  слабо мультипликативной ограниченной системы <р Алек- 
сич в [4 ]  доказал  следующее утверждение.
Теорема А. Если <р — слабо мультипликативная ограничен­
ная система, то ряд
2šh(ph{t)  (2) 
для  всех х =  {£&} е  /2 сходится j i -почти всюду на Т.
Д ля системы произведений ip слабо мультипликативной си­
стемы <р Шиппом [5 ]  доказано следующее утверждение.
Теорема В. Если <р — слабо мультипликативная система, то 
ряд
JS ikiph(t) (3)
для  всех х е  I2 сходится ц-почти всюду на Т.
1 Мы пользуемся определениями и обозначениями из монографии
[1 ] . Кроме того, если индексы у знака 2  не указан ы , то они принимают все 
значения 0, 1, 2, . . .  .
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В настоящей заметке мы покажем, что теоремы А и В верны 
для более широкого класса систем, чем слабо мультипликатив­
ные системы.
Мы говорим, что <р является квадратично слабо мультиплика­
тивной системой, если
2 i f M ‘ ) ß ( d t ) Y < c o .  (4)
т
Очевидно, что к аж д а я  слабо мультипликативная система я в ­
ляется квадратично слабо мультипликативной системой.
Мы докажем  следующее утверждение.
Теорема С. Если <р — квадратично слабо мультипликативная 
система, то ряд (3) для  всех х <= I2 сходится pi-почти всюду 
на Т.
Учитывая, что в силу теоремы С частичные суммы
п
S 2n_l (x,t) =  J jjj gh1ph(t) (5)
/{=■0
ряда (3) для всех х <= I2 сходятся /г-точти всюду на Т и
i (t) = (pn ( t )/Мп, мы из сходимости //-почти всюду на 7
последовательности (5) для всех х е / 2 выводим сходимость 
/i-почти всюду на Т ряда (2) для всех х <= I2. Итак, из тео­
ремы С вытекает следующее
Следствие. Если <р — квадратично слабо мультипликативная 
ограниченная система, то ряд (2) сходится р.-почти всюду на Т 
для  всех х <= /2.
2. Д ля  доказательства теоремы С мы воспользуемся ме­
тодикой, разработанной в работах [3 ,5 ] .  Рассмотрим систему 
Уолша ш =  {Wh} (см., например, [2 ] ,  стр. 155), которая я в л я ­
ется системой произведений системы Радемахера (см. например, 
[2 ] ,  стр. 55). В работе [6 ]  Шьёлиным в частности доказана
Лемма. Частичные суммы s n {x,i)  ряда
ikWh(t)
для всех х <= I2 при некоторой постоянной М >- 0 удовлетворяют 
условию
{ / [sup |s„(x, 0 | ] W /2^ M||x||. (6)
0 п
Далее, учитывая, что vra isup ^  1, имеем, что частич­
ные суммы S n ряда (3) являются непрерывными линейными 
операторами из /2 в jF-пространство М ( Т ,2 ,р ) ,  причем на 
всюду плотном в /2 множестве //-почти всюду на Т существует
lim S n (х, t ) .
П
Следовательно, в силу теоремы Банаха (см. [ 1] ,  стр. 361) нам 
надо для сходимости //-почти всюду на Т ряда (3) для всех 
х <= /2 лишь установить, что /г-почти всюду на Т для всех 
х <= /2
sup |Sn (*, 0 | < ° ° -  (7)
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В силу леммы 3 из [3 ] ,  которая легко обобщается на случай 
произвольного пространства с конечной положительной мерой 
мы должны для выполнения условия (7) доказать, 
что для каж ды х  г >  0 и х е  /2 найдутся Тех е 2  с р{Тех) >-
>  р ( Т ) — е и постоянная Мех >» 0 такие, что равномерно от­
носительно всех разбиений M exmn — {9Л£Хтп} множества Тех на 
произвольное число m +  1 непересекающихся частей M EXmn е  I  
имеет место неравенство
тп
A £Xm =  \ f  J J  %exmn (t) S n (X, t ) ß  (d t)  I ^ M ex, ( 8 )
T 71= 0
где xexmn — характеристическая функция множества äßexmn- 
Из ортогональности системы Уолша вытекает, что
га1га  п 2 —1
А ехтп=\ f  f  z exm n(t)  2 Š k W k { r )  2  W v {T ) ip v{ t )d rp {d t)\ .
T 0 n =  0 h=0 v=0
Изменяя порядок интегрирования й учитывая, что
m




I 2 - 1
A exm ^  / sup |s„ (*, г) | / 1 wv(r)ipv(t)\ju(dt)dт.
О п Т v = 0
Воспользуясь неравенствами Гельдера и (6 ),  выводим, что
га
М Ы  { / [  л  ®v (г) M t ) ! Р (dt) ] 2<М %
О Т V = 0
Далее, точно так  же, как  в [4 ] ,  можно доказать, что
га 
2 - 1




Л“ „<УИ||*||{/[ S M t ) ß ( d t ) ? d x ) \
О V =0 г




jV2= s u p  [ f y > k ( t ) f i { d t ) ] 2 .
m h=0 T
Итак, неравенство (8) имеет место и, следовательно, теорема С 
доказана.
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PRODUKTSÜSTEEMIDEGA MÄÄRATUD FUNKTSIONAALRIDADE 
KOONDUVUSEST PEAAEGU KÕIKJAL
H. Türnpu j a F. Schipp
Re s ü me e
O lgu (T, 2 , fi) lõpliku positiivse  m õõduga mõõduruum ja  o lgu cp =  {<pn\ 
v ra isup  \<pn (0| — On ( I )} m ingi funktsioonide süsteem . Ö eldakse, et süsteem  ip 
on v a s tav a lt  nõrgalt multiplikatiivne või ruutnõrgalt multiplikatiivne, kui sü s ­
teem i ф produktsüsteem  W rahu ldab  v a s tav a lt  tin g im usi (1) või (4 ).
K äeso levas töös n ä id a tak se , et read  (2) ja  (3) koonduvad p eaaegu  kõ ik ja l 
ig a  x =  {£*} e  l2 ja  ig a  ru u tn õ rga lt m u ltip lik a tiiv se  süsteem i <p korral. Need 
väited  ü ld istavad  A lex its ’i (vt. [4 ] , lk. 4) ja  Schipp’i (vt. [5 ] )  tuntud teoreeme.
ÜBER DIE FAST ÜBERALL KONVREGENZ DER FUNKTIONENREIHEN 
NACH PRODUKTSYSTEMEN
H. Türnpu und F. Schipp
Z u s a m m e n f a s s u n g
Es sei (T, 2 , /л) ein M assrau m  m it endlichem , positivem  /i-Mass und 
< p = { y n : vra isup  |?>n(0l =  On ( l)}  ein Funktionensystem . Es bezeichne W — 
=  { F „ j das P roduktsystem  des Funktionensystem s (s. z. B. [4 ] ,  S. 2 ). Das 
System  <p heißt schwach multiplikativ, wenn für das . S ystem  V  die B ed ingun g  
(1) erfü llt ist, und es heißt quadratisch schwach multiplikativ, w enn für das 
S ystem  ¥  die Be'dingung (4) erfü llt ist.
In der vo rliegenden  A rbeit ist bew iesen, daß die Reihen (2) und (3) für 
jede  x =  {|ft} e / 2 und für jedes quadratisch  schw ach m u ltip lik ative  System  
<p fast übera ll konvergieren . D iese Behauptungen  vera llgem ein ern  die bekannten 
S ä tz e  von A lex its (s. z. B. [4 ] , S. 4) und von Schipp [5 ] .
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VО СИЛЬНОЙ СУМ МИРУЕ МОС ТИ Ф У НКЦ ИО НАЛ ЬНЫ Х  
РЯ Д О В  ПОЧТИ ВСЮДУ
X. Тюрнпу, К. Лыхмус и Т. Салуяэр
Каф едра математического анализа
§ 1. Введение
Пусть А =  (a,nh) — треугольная матрица положительных чи­
сел, а В =  (ßnh) — произвольная треугольная матрица. Пусть 
система <р =  {<ръ) состоит из интегрируемых по Лебегу на от­
резке е =  [а, b ] функций щ .
Говорят, что р я д 1
JEh<Ph(t) ' (1.1)
почти всюду на е является сильно АЛг-суммируемым или 
А[В\ »•-суммируемым для х =  если почти всюду на е
\ lm t n ( r ,A ,B ,x , t ) = 0 ,  (1.2)
П
где
T n ( r ,A ,  В,х, t) =  2Jßnh  Iß h {x , t) —  y(t)\r, (1.3)
k=0
ßk(x, t) =  2 J  ßhviv<Pv(t),
v=0
a у  — заданная функция.
В дальнейшем мы предположим, что система <р состоит из 
таких интегрируемых функций, для которых ряд (1.1) сходится 
для всех х е  /р в метрике пространства LeP к функции у. По­
следнее в силу теоремы Б анаха—Штейнгауза равносильно сле­
дующему условию
U \ S n (x,t)\*dt}4P*šM \\xl (1.4)
а
где
S n (X, t) =  2JŠh<Pk(t).
h= О
oo
1 Через 2  мы обозначаем ряд V а через М, М\, М2, Г\, г2 — по- 
стоянные.
13 Т руды  по м а т е м а т и к е  и м ехан ик е  X IV  1 п о
В настоящей статье мы исследуем экивалентность А [ В ] Г- 
суммируемости и C[D] r-суммируемости рядов (1.1) почти всюду 
на е для х е  /р, где А и С — регулярные треугольные матрицы 
с cink ^ 0  и c-nk ^  0 преобразования последовательности в по­
следовательность, а В и D — регулярные матрицы преобразо­
вания ряда в последовательность.
Говорят, что А \В]г-суммируемость включает C [D ]r -сумми­
руемость рядов (1 .1), если из того, что
lim Хп {г, C ,D ,x, t) = 0
П
почти всюду на е\ cz е для  х е  1р следует, что для  этого же 
х е  1р почти всюду на е\
l im г п(г,А, В, х, t ) = 0 .
П
Последнее обозначается через C [D ]r cz А [ Л ] г- Если же, 
кроме того, A [ B ] r cz C[D]r, то говорят, что Л [ В ]  г-суммируе­
мость и C[D] r-суммируемость рядов (1.1) равносильны и пишут 
А [ В ] Г ~  C [D ]r.
Далее, говорят, что D-суммируемость включает В-суммируе- 
мость (т. е. B c z D )  рядов (1.1), если из существования предела
lim ß k{x,t)
h
почти всюду на е\ cz е для  х е  /р вытекабт существование пре­
дела
lim õk{x, t) 
h
почти всюду на в] для этого ж е  х е  где
k
3h(x, t) =  A kv^ v^ pv ( 0
v = 0
и D =  (Ahv)- Если ж е  В cz D и D cz В, то говорят, что методы 
D и В равносильны в классе рядов (1.1) и обозначают В ~  D.
Если ряд (1.1) почти всюду на е\ cz е является Л [/ ^ .-с ум ­
мируемым, то в силу неравенства
j j b a nh[ßh(x, t) — y ( t ) ] | < { ^ a ri/,}(r- 1^ n (/ ' ,  Л, B,x, t)
ft— О * h= 0
получаем, что ряд (1.1) почти всюду на е\ является ЛБ-сумми- 
руемым, т. е. почти всюду на е\ сходится последовательность
п п п
Qnhßh (Х, /) — J Unhßkv£v(pv(t) • 
k=0 v = 0  h—v
С другой стороны,, ß -суммируемость ряда (1.1) почти всюду 
на е\ к функции у  в силу регулярности метода Л влечет за собой 
А [ В ] Г -суммируемость почти всюду на е\ ряда (1.1). Итак, если 
AB ~  D и CD ~  В, то и A [B ]r  ~  C [D ]r.
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Тем самым, проблема эквивалентности А [ 5 ] г-суммируемости 
и C [D ] г-суммируемости рядов (1.1) почти всюду на е для 
х е  1р, сводится к проблеме эквивалентности ЛВ-суммируемости 
и D-суммируемости почти всюду на е рядов (1.1) для х ^ 1 р. 
В настоящей статье мы решаем последнюю проблему в случае, 
когда А, В и D либо методы Рисса Рк и Rx, порядка к (в част­
ности методы Чезаро Сх), либо обобщенные методы Гельдера 
Нк порядка к, причем методы Р х, R* и # к задаются соответ­
ственно следующими треугольными матрицами преобразования 
ряда в последовательность:
Я яп к =  ( 1  —  P k - l/ P n )  ( 1  —  P h - i/ P n + i) • • •  ( 1  —  P h -i/ P n + K -1 ) ,
Qxnh == ( 1  P  ft—l/ P  n ) x,
y i n h z = ffi*nk:==:@i nh, V^rih =  У !  Vх ^vhAy^nv ( ^ ^ " l ) »
v=ft
или же
y^nh = A j t i n h ==AQ i nh,
n




y ’Kn k = =  Л ^ п у У к  \ k y
V— k
где {P h }  — заданная последовательность с 0 < Р ^ | о о  и 
Р - , =  0.
Мы воспользуемся следующими результатами из работ
[7 ,3 ] .
Л емма 1. Д ля того, чтобы измеримая на е функция g была 
конечной почти всюду на е, необходимо и достаточно, чтобы для  
каждого е >• 0 нашлось измеримое подмножество Те а  е с 
mes Те b —- а — е такое, что
f T \g(t)\dt<oo.
е
Лемм а 2. Д ля того, чтобы последовательность измеримых 
конечных почти всюду на е функций fn почти всюду на е удо­
влетворяла условию2 fn {t) =  Ot (1) ,  необходимо и достаточно, 
чтобы для каждого е >  0 нашлись измеримое подмножество 
Те а  е с mes ТЕ >• b — а — е и постоянная М е >  0 такие, чтобы 
неравенство
Ъ m
I/ JEJXBm n(t)fn(t)dt\^M e
а п — О
выполнялось равномерно относительно всех подразделений 
9iem =  {^mn) множества Тг на произвольное число m-\~ 1 из­
меримых непересекающихся частей, где %zmn — характеристи­
ческая функция множества 9Zemn-
Е Об обозначении 0/( 1)  см.  [ 1] ,  стр. 46.
Л емм а 3. Пусть Fn — непрерывные линейные операторы из 
пространства 1р в пространство Ме всех измеримых конечных 




для всех х е  1р, необходимо и достаточно выполнение следую­
щих условий:
1° предел (1.5) существует почти всюду на е для всех х из 
некоторого тотального в 1р множества,
2° F n (x,t) =  Ot ( 1) почти всюду на е для каждого х <=1р. 
Л ем м а 4. Пусть система <р удовлетворяет условию (1.4). 
Тогда найдется постоянная М х >> 0 такая, что для  всех чисел ck
b n  m
f  (max\J£ Ch<Ph{t)\)p d t^ iM iln P  m J£\ch\P. (1.6)
a n ^ m  k = 0  f t = 0
Д о к а з а т е л ь с т в о .  Д ля  доказательства неравенства (1.6) 
достаточно показать, что равномерно относительно всех подраз­
делений Штп =  {Ш?топ} отрезка е на произвольное число m -f- 1 
измеримых непересекающихся частей Штп имело место нера­
венство
Ъ т  п т
А т =  f \ 2 x m n ( t )  2  Ck<ph{t)\P d t^ M i ln P  т  2 \ c h\p ,
а n = 0  h=  0 h=  О
где Хтп — характеристическая функция множества Шт п . При 
помощи формулы (15.11) из [2 ]  получаем
S  ChWh ( t )  =  S  А l/en_fc 2  Л  \C\(pv ( t )  ,
f t = 0  h= 0 v = 0
где 1 /р -f- l/q — 1. Следовательно,
I  7YI J i  1YI
A m = J \ 2  Z A - V P k - r C v q i v i t )  2 x r n n ( t ) A - ^ n - k\ P d t ,  
а h=0  v=0 n=h
откуда при помощи неравенства Гельдера получаем
A m ^ J P m ( t ) Q m ( t ) d t ,
где




Q m ( t )  =  ( 2 \ 2 X m n ( t ) A - 4 l n - h\ « ) V l 4 .
h= 0 n= h
Так как  при t e  Шт -С и i ^  k
m
2 ,X m n (t)A -u «„-U= A - v «  j-ft,
n = h
TO
0т(1 )  =  (2!\А-Ч'>,.к\я)г1я. 
k=0
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Итак, при некотором М 2 >  О
/ г  \ \p/q
sup Qm(t) ^  m ax I Indern,
t i ^ m k=0  ^ ‘_
вследствие чего в силу условия (1.4) имеем 
Am^MzlnPt* т М £
k=0 v = 0
т  т  j
^ М М 2 \nPto т  57 №  £  Т --------г т ^
J  1 , k - v - \ - lv = 0  h—y 1
т
^  ММ2-г In* т  ^  |cv|p.
v= 0
Л емм а 5. Если система <р удовлетворяет условию (1 .4), то 
почти всюду на е при х е  1р
S » ( * , f ) = 0 * ( l n / i ) .  (1.7)
Д о к а з а т е л ь с т в о .  П окажем сначала, что почти всюду 
на е
S 2» (x,t) = O t (n). ( 1.8 )
Д ля этого в силу леммы 2 мы должны доказать  неравенство
b m
ABm{x) 3S| /  2 J Xmn (О П-15 2 n (X, t) dt\<^Mex.
a n = 1
Но при помощи неравенства Гельдера и условия (1.4) полу­
чаем
b m
A em(x) ^ ( Ь  — а ) ^ { max f\S&(x,t)\Pdt n -p } l/p^.Mex,
n ^ v i  a n = 1
т. e. имеет место оценка (1.8).
Покажем теперь, что почти всюду на е
B n(t)zzs max ln~4 ^ ISft (л:, t) — S n (x, )^| =  Of ( l ) .  (1.9)
2” <ft«S2"+' ' 1
Д ля этого достаточно показать, что почти всюду на е
^ J B P n(t) < о о .
Из неравенства (1.6) вытекает, что
m b  m b  h
/  B P n ( t ) d ts ^ M 3 п~р f  [ max | Js]  £v<jpv(0|]p d t ^
n = i °  ri==1 “  2n c k < 2 n + l v = 2 " + l
_  ^ M 3M i 2 J  2 J
n= 0  v = 2 n +l
Итак, имеет место неравенство (1.9). Теперь из неравенства 
sup ln“ 1.«  |Sn (*, 0 | < s u p  m ax ln“1^ \Sh(x, f )|<
' n 2n<ft<2n + 1 1 '
^ s u p  max |ln-1^ [ 5 ft(x, t) — S „»(* ,/ ) ]|+sup n~l\Sn (x, t)\
n .2n<ft<2n + 1 - 1 n 1 2 1
и из неравенств (1.9) и (1.8) получаем неравенство (1.7).
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Отметим, что лемма 5 сформулирована в работе [8 ]  (см. 
следствие 1.4), но некорректно доказана, ибо неверна теорема 3 
из [8 ] .  Лемма 5 исправляет эту ошибку.
Эквивалентность методов суммирования и сильного сумми­
рования почти всюду на е рядов (1.1) сравнительно мало ис­
следовано. Отметим, что в случае ортогональных рядов из­
вестно, что методы Чезаро положительного порядка (см., напри­
мер, [ 1] ,  стр. 116), методы Ламберта (см. [6 ] )  и методы Эйле­
ра—Кноппа (см. [5 ] )  равносильны в смысле суммируемости 
почти всюду на отрезке ортогональности.
Кроме того, известно (см. [1 ] ,  стр. 102), что C fC “-1 ^ - с у м ­
мируемость и О-суммируемость ортогональных рядов почти 
всюду на е равносильны при а >- 1/2. В следствии 11.3 мы обоб­
щаем этот результат на неортогональные ряды.
Так к ак  операторы тп при г =  2, определяемые формулой
(1.3), не являются линейными операторами из 5-пространства I2 
в F -пространство Ме, то мы в этом случае не можем непосред­
ственно воспользоваться методикой, разработанной в работе
[7 ]  для исследования суммируемости рядов (1.1) почти всюду. 
Поэтому мы пользуемся понятием квадратичных операторов (ср.
[4 ] ,  стр. 67) и обобщаем одну теорему Банаха (см. [3 ] ,  стр. 
361) на квадратичные операторы.
Параграфы 1, 2 и 5 написал X. Тюрнпу, параграф 3 написали 
К. Лыхмус и X. Тюрнпу, а параграф 4 написали Т. Салуяэр и 
X. Тюрнпу.
§ 2. Квадратичные операторы
Пусть £ и 2) суть F -пространства. В данном параграфе через 
||л;|| мы обозначаем F -норму элемента х из дс (см. [3 ] ,  стр. 64).
Говорят, что оператор f : £ -> 2) является квадратичным опе­
ратором, если для произвольных Х\, х 2 е  36 и каждого  вещест­
венного числа а ф  0 имеет место равенство
f ( x ,+ x 2) =  f (* ,) +  (1 -  а) { (х2) + —  I (x i+ a x 2) . (2.1)
(Z [СС
Если в равенстве (2.1) положить х х =  х2 =  6  и а  =  — 1, то 
получаем, что
f ( d ) = 3 f ( 6 ) ,
f ( 0 ) = 0 .  (2.2)
Далее, если в равенстве (2.1) положить х х =  д, то в силу 
равенства (2.2) имеем
a 2f(x 2 ) = f ( a x 2). (2.3)
Итак, квадратичный оператор является квадратично однород­
ным оператором.
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Отметим, что класс квадратичных операторов не пустой, так  
к ак  в него входят, например, все операторы вида •
f ( x ) = F ( x , x ) ,  (2.4)
где F — билинейный оператор из & Х &  в i)- На самом деле, 
так  как  для всех а  ф  О
f ix i+ axz) = f  (xi) + a 2f (xz) ,+a[F(Xi, х2) + F (х2, Xi) ], (2.5)
то
F (Xi, x2) + F ( x 2, xi ) — — f (Xi+ № ) ----- -- f (* 1) — af (x2) ,
а а
и, следовательно, из равенства (2.5) при а =  1 вытекает, что 
f (Xi-\-x2) =  f (xi) -)- f  (x2) -f- f (xi-\~ax2) --------f (* i) — af (x2) ,
€L €L
т. e. f является квадратичным оператором.
Пусть квадратичный оператор / :$ -> -§ )  непрерывен в точке 
0 - е  дс. Из равенства (2.1) при х2 =  —хз вытекает, что при 
а  Ф  1
f (x  1) — af (хз) =  — “  г- f (xi — х3) —  f (xi — ах3) .
Следовательно,
f ( x i ) - f ( x 3) = -
1
■ZTfflx 1 — * з ) + у ^
1 — а
а  — 1 1 — а
Теперь при а  >  1 в силу равенства (2.3) имеем
f(X i —  № )  +  ( « —  1 Ш * з ) .
( 2.6 )
\\f(xi) — f(x 3) >[
I У «(х  1 — хз)
У« — 1
)I1111/( х,~ах*)
t a — 1
+
i+llf (У« — 1 Хз) II. (2.7)
Гак к ак  f непрерывен в точке в е  £, то для каждого е >> О 
найдется õB >  0 такое, что из И*,- — лг3| <  де следует 
j I f (х 1 — Хз) II << е/3. С другой стороны, найдутся числа õ' О 
и <5"к >> 0 такие, что неравенство
У« — 1 <С õ'
влечет
влечет




У аа  — 1 (x i  —  Хз) <
& Xl —  Хз
У« —  1
< —
2
Следовательно, из неравенств (2.8) и (2.9) вытекает
I Х\ —  ахз x i —  Хз
1 ------------ +  II Хз lj а  — 1II <С де
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вследствие чего имеют место следующие неравенства
еИ/(У-^т<*-*>)11





II/{хз У« — 1) II < - у .
Из неравенства (2.7) заключаем теперь непрерывность опера 
тора в произвольной точке пространства X.
В дальнейшем нам нужно еще следующее понятие.
Мы говорим, что оператор является субквадратич-







/(*i) +11 ( a — l)/ (^ 2) l l + — f( x i+ a x 2)и
(2.10)
Из (2.1) и (2.3) получаем, что каж ды й квадратичный опера­
тор является субквадратичным оператором.
Д ля  субквадратичных операторов имеет место следующий 
принцип равнонепрерывности:
Теорема 1. Если для последовательности непрерывных суб­
квадратичных операторов fn : Ж 3) множество
{ fn(x)}
точечно ограничено в пространстве 3), то равномерно относи­
тельно п
l im 1п (х)— в.
X—*-0
Д о к а з а т е л ь с т в о .  Рассмотрим для фиксированного 
а >  1 и произвольного е >  0 множества
■+Fk= { x s B X :  \ \ ± ^ ± - ± х )\\+\\±М а - 1х)
; + ||_L/„ ( , ^ L ) | | ^ } .
k '  Ma ’ 3 ’
Из непрерывности операторов /п вытекает, что множества Fu 
замкнуты в £. Кроме того, из точечной ограниченности множе­
ства {i/n (*)} следует, что
[)Fh= Z .
и
Теперь по теореме Бэра о категориях найдутся шар S ( xq, õ) 
и индекс к такие, что F ^ zd S  (х0, (?). Следовательно, если 
x e S  (хо, (5), то
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Найдем теперь õ' е  (0, d] такое, что из 
\\х!(\ — а)II <  õ и
Xi =  Хо~{-х £= 5  (хо, õ) . 
Тогда из неравенства (2.11) получаем, что







(*о +*  — ахо) е  S  (х0, д ) .
/ Хо-\-х—ахъ \ И , 1 а  —  1 \|
I— z = — )  Н 1 Ц — =-*>)!
Уа
из неравенства (2.13) получаем, что
хо+х  — ах  о
V«
Уа
Кроме того, из неравенства (2.12) вытекает, что
1
fn(x0y a — 1)
Отсюда ввиду х =  Х\ — из неравенства (2.10) заключаем, 
чточ||*|| << õ' влечет
l k ( - 7 = ) l l < e < 2 £ -
\к
Так к ак  отображение х-^х/у.х  — геоморфизм пространства £ 
на себя, то теорема доказана.
При помощи теоремы 1 мы можем доказать  следующее 
утверждение, обозначая fn (x, t) =  y n (t) и y n =  fn (x).
Теорема 2. Пусть {fn} — последовательность непрерывных 
квадратичных операторов из F-пространства £ в F-пространство 
Ме. Д л я  того, чтобы последовательность {yn {t)} сходилась почти 
всюду на отрезке е для  всех необходимо и достаточно,
чтобы
1° последовательность {yn (t)} сходилась почти всюду на от­
резке е для всех х из всюду плотного подмножества с= дс.
2° функция sup \yn (t)\ <C сю для всех х <= £ и почти всех 
t е  е.
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь  выполнения у с ­
ловии 1° и 2° очевидна.
Д о с т а т о ч н о е  ть. Определим операторы Vn, V и W из 
/^-пространства дс в ^-пространстве Ме соответственно равен­
ствами:
Vn (х, t) =  vn (х, t) =  m a x \frn (x, t) |,
m sg: n
V(x, t) =  V (x, t) =  s u p \fn (x, t) I,
W ( x , t ) = w ( x , t ) =  lim sup \fm{x,t) —  fp(x,t)\.
71 m,,p> 71 '
Из определения следует, что Vn — непрерывные субквадратич- 
ные операторы из # в Ме, причем для всех вещественных Я 
имеет место неравенство
ИЯМ *) 11^11Аи(*)И- (2-15)
Так как  в силу условия 2° в пространстве Ме для всех х е !
НтЯи(лг) = 6 ,  
л-+о
то из неравенства (2.15) вытекает, что множество { IM * )}  то­
чечно ограничено в пространстве Ме. По теореме 1 тогда 
Vn { x ) - ^ 8  при х - + в  равномерно относительно п. Так как  
V(6) — в и Vn (x, t) ->■ V(х, t) при п —>- оо почти всюду на е, то 
и подавно Vn(x) V(x) при /1 - > о о в  пространстве Ме. Следо­
вательно, для каждого е >  0 найдутся rfg > 0  и Nex >  0 такие, 
что \\х\\ С  де влечет UIM*) II <  е/2 равномерно относительно п, 
а п >  Nex влечет ||1М*) — V(*)ll <  е/2. Отсюда вытекает, что 
V ( x ) - + 6  при х -+ в ,  т. е. оператор V является непрерывным в 
точке 0 G  1  Но, так  к ак  почти всюду на е имеем W (х, t) ^  
5 ^ 2 V (x ,t ) ,  то подавно | W (х) | ^  Ц217(х) ||. Следовательно, 
оператор W. непрерывен в точке в е  Зс. Поскольку ввиду (2.6)
\w(xi, t) — w( x2, t) | ^
^ l i m  sup \[fm(Xl, l) —  fp(Xi,  t) ] —  [ fm{x2, t) —  fp(x2, t) ]|s^
n m,p>n
I /-ш I SY \ l~ll П \
?i m,p>n
|£ (X i — aXz , \ t (x t  — №  , \| , 
L+ l i m  sup IfтпI — __ , t ) — f p [ —= - ,  t ) +
n  m , p > n  ' У с е — 1 У « — 1
- f  lim sup M a — 1 x2,t)  — /р(У «— 1*2,01  =
n m,p>n
=  w ( y ~ ( x l - x z ) j ) + w ( x- ! = ^ , t ) + w a a - \ x 2j ) ,  
Vr а —1 '  Va — 1 '
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то подавно
\w (xi)~  ад (* г )1 К  11  ^( ] / — ;~ r (^i — Хг) ) +
4- jjw ( — — —2. ) +||a»(Va— 1л'2)||.
Х f a - 1 7
Сравнивая последнее с (2 .7), обнаруживаем, что непрерывность 
всюду на £ оператора W можем получить таким ж е  рассуж де­
нием, как  при доказательстве непрерывности всюду на £ 
квадратичного оператора f. Так как  W (х) = в для всех 
х  е  с [3£i] =  £ по условию 1° теоремы 2, то в силу непре­
рывности оператора W всюду на $  получаем, что W (х) = 8  для 
всех х G ,1 Итак, последовательность {yn (t)} фундаментальна 
для почти всех t е  е, откуда и получаем сходимость последова­
тельности {yn {t)}, для всех почти всюду на е.
Если мы в доказательстве теоремы 2 положим 
w(x, t) — lim sup lfm(x, t) — f (x, t )|,
n m > n
где f — заданный квадратичный оператор, то получаем следую­
щее утверждение.
Теорема 3. Пусть {fn} — последовательность непрерывных 
квадратичных операторов из F-пространства £ в F -пространство 
Ме, a f — заданный непрерывный квадратичный оператор. Для  
того, чтобы последовательность y n(t) точечно сходилась на Зс 
к f (x ,t )  для почти всех / е е ,  необходимо и достаточно, чтобы 
1° lim y n (t) = f ( x , t ) для всех х из всюду плотного подмно­
жества dii c i  £ и почти всех t ^  е,
2° функции sup \yn (t)\ <L оо для всех х е Х  и почти всех 
t е  е.
§ 3. Эквивалентность методов Рисса
В этом параграфе мы докажем, что для методов Рисса имеет 
место соотношение Р* ~  R% ~  РК Д ля  этого докажем  сперва 
следующее утверждение.
Теорема 4. Если система ср удовлетворяет условию (1.4), то 
для  того, чтобы ряд  (1.1) для  xG <= 1р почти всюду на ^  с е  
был Я*-суммируемым, необходима и достаточна сходимость 
почти всюду на е{ подпоследовательности {Sm(n)(*o, t)} с ин­
дексами т ( п ) ,  удовлетворяющими условию
1 <С f l  Pm(n+l)/Pm(n) S^s: Г2- (3-1)
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь .  Пусть ряд





в*т(п) (Хо, t) =  2 J  g Хт(п), hš°h<ph(t).
h== О
Д окаж ем , что почти всюду на е\ сходится подпоследователь­
ность S m(n)(xo, t)}.  Д ля  этого достаточно показать, что для всех 




ß Kn (Х, t) ==Sm(n)(X, t) Ощ(п)(Х, t ) .
Так к ак  операторы ß xn являются непрерывными линейными опе­
раторами из пространства 1р в пространстве Ме, для которых 
условие 1° леммы 3 выполнено, то по лемме 2 для существова­
ние предела (3.2) надо показать, что для всех е >* 0 и х е  1р 
найдутся измеримое подмножество Тгх а  е с mes ТЕХ >
>  b — а — е й  постоянная Мгх >  0 такие, при которых
I/ Ž Xexsn(t)ß*n {x ,t)d t\ ^ M ex. (3.3)
а п = 0
Но так  как
ё*пк=  J j c M — l ) jP jk -iP -jn, (3.4)
3=0
то. достаточно установить существование постоянной Nex >  О 
такой, что
b s т(п)
Ces (x) =\ f  Xexsn{t) J j j  Pih-iP~im(n)Šk(ph(t)di\^Nex,
а n =  0 fe = 0
для всех 1 ^  ^  к. Далее, в силу неравенства Гельдера имеем
Ь s т(п)
Ces(x) ^  (b — 12 J  P - }m(n)Pjk-iŠk(pk(t) |р dtyip.
а п= 0 h>=О
Применяя условие (1.4) и изменяя порядок суммирования, при 
помощи (3.1) получаем
С% (х) ^  (b — a) VQM r-ftp} Чр IIхII =  Nex. 
h
Итак, имеет место неравенство (3.3), чем необходимость усло­
вия теоремы доказана.
Д о с т а т о ч н о с т ь .  Пусть {STO(n)(*o, 0 )  сходится почти 
всюду на в\. Тогда по доказанному выше почти всюду на ех 
существует предел
,, l im (7x»n(n) (хо, t) •
П
Покажем, что всюду на ех существует такж е  предел
l im о*п(хо, t).
П
Д ля этого достаточно показать, что сходится ряд
2 , D n, (3.5)
где
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Dn=  f  [ max \o*k{xo,t) — o*m(n){XQ,t)\Y dt.
е]р]Ге m (n)<.h<m{n+l)
Но так  как
m (n+l)
la\(xo,t) — o \ - i (xo,t)\)Pdt,
eif]Te v= m (n)+ 1
то при помощи неравенства Гельдера и условия (3.1) получаем, 
что
т(п+ 1) ?н(«+1)
о „ < {  Л  PvP-'v}»’- 1 f  2  р'~рР р~ 'Х
v= m (n)+ l e!f lr e v = m (n )+1
X\o\(xo,t)— ö\~i(xo, t)\Pdt^  .
?H(n + l)
< ( 2r2) p - 1 Р*~ррр~1 I  \o\{xoJ) — o\-i(xo,t)\Pdt.
где.
v  =  ?n (n)+1 T e
Учитывая (3.4), имеем
<7Xv (*0, *) —  0 \ - i  (*0, 0  —
=  J S  c ^ ( — 1 ) ^ vp - z'- lv/>i- jv -1 j t  p jh-ih<pk ( 0  •
j= l г=0 h=0
Следовательно, если найдется постоянная NBpx >  0 такая ,  что 
для всех 1 ^  ^  х, 0 <  i <  / — 1 и s ^  О
s m(n+d) V
Е‘. ( х ) = 2  Л  pvp - ;P - ip iM P  / | 2 P V i| f.¥ » .(0 lp d «
n= 0  v=m(n)+l е1ПГе Ä 0
^ N epx, (3.6)
то ряд (3.5) сходится.
Но в силу условий (1.4) и (3.1)
s Щп+1)
E \ ( x ) ^ M er h ^ P - P jm(n) 2  P pjh-i\b\P^M er%\\x\\P£
'n=0 ft=0 v
Следовательно, из r x >• 1 заключаем справедливость неравен­
ства (3.6). Теорема доказана.
Отметим, что теорема 4 при л  =  1 сформулирована и в р а ­
боте [7 ]  (см. стр. 208, теорема 4 ) ,  но доказательство достаточ­
ности там неточна. Доказательство теоремы 4 исправляет эту 
неточность.
Учитывая, что для метода суммирования Р х справедлива 
формула
Лхпк== 1 Рft—1 (Р~1пЧ_ • • • ~{~Р~1П+к—l) ~Ь
-{-P2k-l(P~inP~1n+l-\- ■ • • + r >-1n+x-2/:>-1n+x-l) +
: + . . .  +  ( - 1 ) * Р \ - 1 Р - 1п Р -\ -ц . . .  р - 1п+к- i ,  (3.7) 
то, повторяя доказательство теоремы 4, получается
Теорема 5. Если система ср удовлетворяет условию (1 .4), то 
для  того, чтобы ряд  (1.1) для х0 е  почти всюду на е\ cz е 
был Р*-суммируемым, необходима и достаточна сходимость 
почти всюду на е\ подпоследовательности {Sm(n) (лг0, t ) } с индек­
сами т ( п ) ,  удовлетворяющими условию (3.1).
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Из теорем 4 и 5 получаем следующее
Следствие 5.1. Если система <р удовлетворяет условию  (1.4),  
то для  всех натуральных к и Я
pi.
§ 4. Эквивалентость методов Гельдера
В настоящем параграфе мы докажем, что в классе рядов
(1.1) все методы Гельдера Ну'■ равносильны. Кроме того, мы 
покажем эквивалентность методов Ry-P  ^ и РХЯК.
Теорема 6. Пусть система ср удовлетворяет условию (1.4). 
Д ля того, чтобы ряд (1.1) почти всюду на е х а  е для  х0 е  h  
был R xR x- c y M M U p y e M b L M ,  необходима и достаточна сходимость 
почти всюду на еу последовательности {5т (П)(х0, /)} с индек­
сами, удовлетворяющими условию (3.1).
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь .  Как и в д о ка ­
зательстве теоремы 4, мы должны установить справедливость 
неравенства (3.3), заменив в нем/?кп (*о, t) на
т(п)
ß xXn (Хо, 0  == Sm(n) {Хо, 0  'yxXm(n),h^°h(pk ( 0  ?
h= О
где
y x ls k =  A g \ ’hgxsv. 
v=k
В силу формулы (3.4) имеем
m(n)
ž j  'yxXm(n),h k^'(ph{t) 
fc—0
X m(n)
=  Sm(n) (Xo, t) -(- 2  — 1 )J J5J P~im(n)P~~^ h-\£?h(pk{t) -f-
j== i  h= 0 
к m(n) m{n)
+  Clx (— 1) 1 S  £°h<pk ( 0  ^  A g\,kPlv-iP~lm(n)-
1=1 h=  0 y—k
Так как
AgKk— 2 С ь ( — \)1+1 2 ] Р {~ \ Р -1-К-1РчРЬ-и  (4.1) 
j = 1 i= 0
то неравенство (3.3) имеет место, когда существует постоян­
ная Lex >  0 такая ,  что
b s гп(п) _
Fes ( x ) = \ f  S  XeXsn(t) S  Pm(n)Ph-ibh(Pk(t)dt\^Lex (4.2)
a n =  0 / i=0
И
b s m(n)
G ',w = | / 2 Л Й  S h r k V )  2 p,-L ? p\ 7 K pL , pt n)ät\< L™ <4-3>
a n  =  0 ft— 0 \=h
д л я  всех 1 ^  pL ^  Ky 1 ^  I ^  x, 0 <  i ^  / — 1, 1 ^  ^  Я и
5 >  0. Так к ак  F%(x) =  Ces{x), то найдется LEX >  0 такая , что 
неравенство (4.2) имеет место. Далее, применяя неравенство
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Гельдера для интеграла и суммы с учетом условия (1.4) и не­
убывания последовательности { Р и } ,  получаем
s т(п) т (п )
G‘s(x) sS (Ь - а )Ч я {£ Р ^ п) 2 Щ рР £ , ( 2 J P,- J r ,p 7 iPv)p} “11’ ^
7i= 0 h=О v=k
s Щп) т(п)
^  (Ь - а ) Ч я { 2  P -rn)Ž  1&| ”Р рк_, ( 2  P ; ‘p J  p>i,p■
7 г = 0  ' k = 0  v = h
Но, так  как  в силу условия (3.1)
т(п)
2  P -K p x ^ M ij  ln г2 ,
\=h
где / определяется из соотношения Рт ау-\ <. Pk-i ^  PmUb т0 
Ges(%) <  (b — а)Щх\\ { 2  r-rtjpy/PM'i In г2= Ь гх.
j
Д о с т а т . о ч н о с т ь .  Как и в доказательстве теоремы 4, 
мы должны показать, что сходится ряд (3.5), заменяя в нем 
оКтг (х , t ) на
П П _
0*хп(х. t) =  S  S  Ao v^kQ^ nvŽhGPk (t) .
h= 0 \=h
Учитывая, что теперь
D n=  jf [ max \o*Kk(x , t )  — ox%m{n)(x,t)\]p d t ^
ei[}Te m(n)<k^m(n+l)
m (7 i+ 1)
< ( 2 r 2)i>-1 J  2  P ^ - p \o'AA x .t)  — <lAv-iix ,t)\ fd t,
ejQT v=m(n)+1
мы в силу формул (4.1) и (3.4) получаем, что найдется посто­
янная A^ e >  0 такая ,  что
?п(п+1)
Dn<NcP-m% 2  Щ рР^ ’ (4.4)
k = 0
Итак,
тп (п -Н )
7i гг h=0 j
Теорема доказана.
Учитывая формулы (3.7) и
А я кп к =  P ^ n - i P ^ n + x —l ( / ? n 4 -  • • • р n + x -l)  Р Ь -1Я *~ Хrih, 
мы можем аналогично доказать  следующее утверждение.
Теорема 7. Пусть система ср удовлетворяет условию (1.4). 
Д ля того, чтобы ряд (1.1) для  х0 е  1р почти всюду на e^cze  
был Ву-Рх-суммируемым (или Р*Я1-суммируемым., или РкР к-сум- 
мируемым), необходима и достаточна сходимость почти всюду 
на ех подпоследовательности частичных сумм ряда  (1.1) 
{Sm(n)(x0, 0 }  с индексами, удовлетворяющими условию (3.1).
Следствие 7.1. Если система ф удовлетворяет условию (1 .4), 
то для  произвольных натуральных чисел k u . . .  , kw
p h \ ] ^ k 2  ß h ^ p k i  p k s j ^ k e  p h i p h i ^ ,  p k g  J^ h io  p i '
Д о к а з а т е л ь с т в о  вытекает из теорем 7, б, 5 и 4.
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• Следствие 7.2. Если система <р удовлетворяет условию  (1.4), 
то Я 2 -  РК
Д о к а з а т е л ь с т в о  непосредственно вытекает из тео­
ремы 7, если в нем положить, например, к — Я == 1.
Д ля  методов Гельдера Ня имеет место следующая 
Теорема 8. Если система «р удовлетворяет условию (1 .4), то 
для  всех натуральных к
Н*~Н1 =  РК
Д о к а з а т е л ь с т в о .  Так к ак  всегда Р 1 а  Нк, то надо 
лишь установить, что Н * а Р К  Пусть для Xq ^ I p ряд (1.1) 
почти всюду на ех а  е является #*-суммируемым, т. е. почти 
всюду на е\ существует предел
lim ояп [х0, t ) ,
ГС -
где 1
0*п(Хо, t) =  2v*nhŠ°k(Pk(t)'
k=0
Тогда почти всюду на ех подавно существует предел
l im (7*m (n){XoJ),
71
где последовательность { т ( п ) }  удовлетворяет условию (3.1). 
Так как
0 Хт(п) (Л-0> /) — О* ^m(n) (Хо, t)  ÖKn (X o ,t) ,
где
т(п)




JŽj  P hx - i P  - Pk\P




Õl n (X o,t) = P ~ im(n) Ph-lŠ°k>(ph(t) .
h=0
Следовательно, если мы докажем, что для всех х е  I? почти 
всюду на е существуют пределы
lim õl n(x, t), (4.5)
П
с 1 ^  Я ^  к, то из # х-суммируемости ряда (1.1) с xQ е  1р 
почти всюду на, ех, следует сходимость почти всюду на ех под­
последовательности {Sm(n) (хо, t ) } частичных сумм ряда (1.1) с 
индексами, удовлетворяющими условию (3.1). В силу теоремы 5 
тогда ряд (1.1) для Хо е / р  почти всюду на ех является Р 1-сум­
мируемым.
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Мы имеем, что акп являются непрерывными линейными опе­
раторами из пространства 1р в пространство Ме, для которых 
условие 1° леммы 3 имеет место. Следовательно, чтобы до ка ­
зать  существование предела (4.5) для всех х е  1р почти всюду 
на е надо установить лйшь, что для каж ды х  е >  0 и х е  1р най­
дутся измеримое подмножество Тех cz е с mes Тгх >> b — а — е 
и постоянная Мех >  0 такие, что для всех 1 ^  Я ^  к имело бы 
место неравенство
Не*(х) — I / 2 x exsn(t)dK{x, t )dt\^Mex. (4.6)
a n =  О
Но, так  как  в силу условия (1.4)




|<4Xm(n),fc| ^  PvP ~lv) K~l,
v = f e
и в силу условия (3.1) для некоторой постоянной N >  О имеем
т(п)
J g p vP ~ K ^ N  \п(Рт(п)Р~Ь-\) ln r 2,
y=h
где число j определяется из неравенства Рт uy-i <С Pk-i ^  Ртц), 
то
Н%(х) ^  (Ь — а ) ln r2||x|| { д ;  jpr -pi}VP =  Mex.
j
Итак, неравенство (4.6) имеет место, и теорема доказана.
§ 5. Эквивалентность методов сильного суммирования
В настоящем параграфе мы исследуем эквивалентность ме­
тодов сильного суммирования с показателем г >• 1 рядов (1.1) 
для х е  1р. В доказательствах первых теорем мы воспользу­
емся результатами из параграфов 3 и 4. Потом при помощи ре­
зультатов параграфа 2 4мы получаем более сильные утверж де­
ния для сильного суммирования с показателем г — 2 при 
Р =  2.
Теорема 9. Если система ср удовлетворяет условию (1.4) ,  
то для. всех натуральных чисел к, Я, k, I
Hk[Hl]r ~ H *[H x]r ~ P l .
Д о к а з а т е л ь с т в о .  Из # ь [# г] г-суммируемости ряда
(1.1) почти всюду на е { cz е вытекает его Я йЯ г-суммируемость 
почти всюду на е{. Но, так  как  по определению метода Нх метод. 
Hk+l =  HhHl, а в силу теоремы 6 имеем Hk+l ~  Я и, то HhHl ~  Я*. 
С другой стороны, Я^-суммируемость ряда (1.1) для х0 е  1р почти 
всюду на ei влечет за собой Я к[ Я А,] г-суммируемость ряда (1.1) 
для х0 е  1р п о ч т и  всюду на еи т. е. мы получим включение 
Hk[W ]rCz Н*[Нх]г. Так к ак  k , /, Я — произвольные нату­
ральные числа, то теорема 9 доказана.
14 Т руды  по м а т е м а т и к е  и ме хан и к е  X IV  9 0 Q
Следствие 9.1. Д ля того, чтобы ряд (1. 1)  для  х0 (= 1р почти 
всюду на ех cz е был НХ[НХ]Г-суммируемым, необходима и до­
статочна сходимость почти всюду на ех подпоследовательности 
{‘Sm(n) (Хо, 0 }  с индексами, удовлетворяющими условию (3.1).
Д о к а з а т е л ь с т в о .  Из теоремы 4 получаем, что усло­
вие следствия 9.1 является необходимым и достаточным для 
Pz-суммируемости ряда (1.1) почти всюду на е{ для х0 е  1р. 
Из теоремы 8 вытекает, что это условие необходимо и доста­
точно и для //^-суммируемости и, следовательно, такж е  НЯ[НХ]Г- 
суммируемости ряда (1.1) почти всюду на ех для х0 ^ 1 р.
Д ля методов R* и Рк мы сформулируем одну общую тео­
рему, доказав  его только в одном случае, ибо доказательство 
других случаев проводится аналогично.
Теорема 10. Если система ф удовлетворяет условию (1.4) ,  
то для  всех натуральных чисел Л, k, I имеют место
R*[Rk] r ~ R h{R l]T> P*[Rl ] r ~ P h[Rl]r,
P*[Pk]r ~ P h[Pl]r, RK[Pb]r ~ R h[P l]r.
Д о к а з а т е л ь с т в о  проведем для первого соотношения. 
По следствию 7.1 имеем, что R*[Rl ]r a  RKRX а  РК Далее, из 
следствия 5.1 вытекает, что Я 1 cz R1, откуда выводим, что 
Р 1 d  R h[Rl] r. Итак, R*[Rl ]r cz Rh[Rl]r. Ввиду произвольности 
к, Л, k , I, теорема доказана.
Следствие 10.1.  Если система <р удовлетворяет условию
(1.4), то для  произвольных натуральных чисел ku . . .  , kw
Rh, [ #h2 ] r _  ph3 j- piu ] r _  phs [ #Ä6 ] r _  %h7 [ phs ] r _  Hh, [ //ft,o ] r ~  p\
. Д о к а з а т е л ь с т в о  непосредственно вытекает из тео­
рем 9 и 10.
Следствие 10.2. Пусть система <р удовлетворяет условию
(1.4) .  Д ля того, чтобы почти всюду на ех cz е ряд ( 1 . 1 ) для  
х0 <=1р был R*[Rx]r-cyMMupyeMbLM (или Рх[Рх]г-суммируемым, 
или R к [Рк] r-суммируемым, или Р*[Кк~\г-суммируемым, или 
Нх[Н1]г-суммируемым), необходима и достаточна сходимость 
подпоследовательности частичных сумм {5т(П)(*о, 0 }  ряда  (1.1) 
почти всюду на е{ с индексами, удовлетворяющими условию (3.1) .
Д о к а з а т е л ь с т в о  непосредственно вытекает из след­
ствия 10.1, следствия 9.1 и теоремы 4.
Теперь мы покажем, к ак  при помощи теоремы 3 можно по­
лучить более сильные результаты при г — р =  2. Пусть ряд
(1.1) для X q ^ Ip  п о ч т и  всюду на ех cz е является А [/ ^ - с у м м и ­
руемым. Из неравенства
тп (2, А ,С ,х ,  t) ^ 2 tn (2, А, С — В, х, t ) + 2 r ft (2 ,A ,B ,x , t ) ,  
где tn  определены формулой (1.3) с г =  2, а I
тп (2, А , С — В, х, t) =  2  a nh[yk (х, t) — ßk(x, t) P,
h=0
получаем, что А [B ]2 cz А [ С ] 2, если почти всюду на е
lim тп(2,А, С — В, х, t ) = 0 .  (4.7)
П
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Покажем, что хп — квадратичный оператор из В-пространства 
/2 в /^-пространство Ме. Рассмотрим билинейный оператор F n 
из пространства 12 \ 1 2 в пространство Ме, где
П
Fn (Xl, Х2, t) =  d n h ln  (Х 1- 0  — ßh {Xl, 0  ] Ы  {Х2, 0  — ßk {Х%, t) ].
h= О
Так как  Fn {x, х) =  тп (2, А, С—В , х ) ,  то, к ак  мы отметили в 
§ 2, тп — квадратичный оператор из пространства I2 в прост- 
равенство Ме. Покажем непрерывность операторов %п. Пусть 
х - ^ 0  в пространстве /2, тогда из неравенства
тп(2, А, С — В, x,t)  ^  a nh'{ Л  {ykx — &1\>)г(р\{1)}\\х\\г 
h—o v= 0
в силу конечности почти всюду функций <pk получаем, что 
тп(2, А, С—В, х, t ) -+■ 0 почти всюду на е, и, тем более 
tn {2, А, С— В, х ) - + 6  в пространстве М е. Следовательно, опе­
раторы хп непрерывны всюду в пространстве /2.
Кроме того, имеем, что при x-L =  {|0, . . .  , ь |г-, 0, . . . } 
НШ'Ггг(2, А, С — В, Xi, t ) = 0  (4.8)
П
почти всюду на е. На самом деле, из регулярности методов В 
и С выводим, что почти всюду на е
г
ч lim (yhv — ß k v )  šv (p v ( 0  =  О, 
k v = 0
вследствие чего из регулярности метода А получаем, что почти 
всюду на е имеет место равенство (4.8).
Итак, учитывая, что множество {хг} всюду плотно в /2, вы ­
водим, что выполнено условие 1° теоремы 3. Следовательно, из 
теоремы 3 и леммы 2 получаем, что, если для каждого  е >  О 
найдутся измеримое подмножество Te,v сг е с mes Тех >  
>> b — а — е и постоянная М ех >■ 0 такие, что имеет место
Ь m
j/em(x)| =  |/ 2  X*Xmn(t)Xn(2,A,C — B ,x , t )d t\ ^ M EX, (4.9)
a 7 i = 0
то почти всюду на е для всех х е  /2 имеет место (4.7). Но
b m k rn
l em{x) =  f  { y h v — ß k v )  £v(pv (t) ]2 X eX7nn (t) d n h  dt.
a k = 0  л?=0  n = k
Обозначая
amh=  max \ank\ 
и применяя условие (1.4) при р =  2, получаем, что
' m тп
|/em (х) I ^  |2v Jžj amh {уkv  — ß k v )  2, 
v = 0  f t = v
Итак, если
m
sup 2  amk(yhv — ß hv)2^ M ,  (4.10)
V  k = x
TO
|/ V (*)| < M | №
Таким образом, мы доказали следующее утверждение.
Теорема 11. Если методы А, В и С удовлетворяют условию 
(4.10), и система гр удовлетворяет условию (1.4) с р =  2, то 
А [ В ] 2 ~  А [ С ] 2.
Мы не будем формулировать всех следствий, вытекающих 
из теоремы 11. Мы приведем лишь те, которые на наш взгляд 
являются интересными.
Следствие 11.1. Если система <р tipu р =  2 удовлетворяет 
условию (1.4), то Р ][Р ']2 ~  Р ][Е ]2, где Е — м.етод сходимо­
сти.
. Д о к а з а т е л ь с т в о .  Покажем, что условие (4.10) выпол­
нено при yhv =  (1 — Pv-]/Pk), ./0ftv =  1 и a nh — ph/Pn. На самом 
деле, тогда amh =  PhP~]k и (yuv — ßhv)2 =  P2x-\P~2h, вследствие 
чего
m m оо
2  CLmh{yhv  — ß h v ) 2 = P 2v- 1 P h P ~ 3h ^ P v - i  р и Р ~ \ Р ~ 1Ь -1 = 1 ,
f t = V  ft=A> f t = V
что и требовалось доказать.
Отметим, что методом, использованным при доказательстве 
теорем 9 и 10 мы могли бы только установить, что Р ][Е ]2-сум- 
мируемость ряда (1.1) для х0 е  1.р почти всюду на е\ а  е вле­
чет за собой Р 2-суммируемость ряда (1.1) для х0 <= 1р 
почти всюду на ех. При помощи теоремы 11 мы можем показать 
и обратное. Итак, комбинируя результаты теорем 7—9 и след­
ствия 11.1, мы получим следующее
Следствие 11.2. Если система <р удовлетворяет условию  (1.4) 
с р =  2, то для произвольных натуральных чисел k u . . .  , £10
РЙ1[РЙ2]2 /^?ЛЗ[/?Й1]2_^Й5[РЛ«]2^ЯА7[/ »^1.]2^Я'-»[Я^0]2-'Р>[£]2- Я 1.
Следствие 11.3. Если система <р удовлетворяет условию (1.4) 
с р =  2, то ~  C 'fC 0^  при а  >  1/2.
Д о к а з а т е л ь с т в о .  Так к ак  теперь ат и =  k~l и
{у  hv —  ßhv) z — a ~ 2v L (A  a _1 f t - v ) 2 ( А а к) ~2, 
то учитывая неравенство
СО




Е  amk (у*, -  ßk,) 2< х 2а - 2 2  (Л « -1« - , ) 2* - 1 (/1%) ~2=  О ( I).
ft=v ft—V
Следствие 10.1 доказана.
Если <р — ортогональная система на е, то при р — 2 условие
(1.4) выполнено, и из следствия 11.3 вытекает, что из ^ - с у м ­
мируемости с а  >  1/2 ортогонального ряда почти всюду на е 
вытекает ] 2-суммируемость ортогонального ряда почти
всюду на е. Это известный результат из теории ортогональных 
рядов (см., например, [1 ] ,  стр. 116). Следствие Н.З обобщает и 
расширяет последний результат на неортогональные ряды.
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Еще имеет место следующее
Следствие 11.4. Если система <р удовлетворяет условию (1.4) 
. с р — 2, то для  Р '[Е ] 2 -суммируемости почти всюду на ех cz е 
ряда  (1.1) для  Хо е  /2 необходимо и достаточно, чтобы подпосле­
довательность частичных сумм {*Sm(n) (х0 0 }  ряда  (1.1) сходи­
лась почти всюду на eh где { т ( п ) }  удовлетворяет условию
(3.1). '
Д о к а з а т е л ь с т в о  вытекает из следствия 11.1 и теоре­
мы 4.
Литература
1. А л е к с и я  Г., Проблемы сходимости ортогональных рядов. М осква, 1963.
2. Б а р о н  С., Введение в теорию суммируемости рядов. Тарту, 1966.
3. Д а н  ф о р д  H. ,  Ш в а р ц  Д ж ., Линейные операторы. Общая теория.
М осква, 1962.
4. Л е в и  Б., Конкретные проблемы функционального анализа. М осква, 1958.
5. 3 и з а О., О суммировании ортогональных рядов методами Эйлера.
М атем . сб., 1965, 66, 354—377.
6. С т е п и н  В., Об одном методе суммирования ортогональных рядов. Уч.
зап. Т артуск. ун-та, 1971, 281, 152— 156.
7. Т ю р н п у  X., О суммируемости функциональных рядов почти всю ду.
Уч. зап. Тартуск. ун -та, 1972, 305, 199—212.
8. Т ю р н п у  X., О сходимости функциональных рядов почти всю ду. Уч. зап.
Тартуск. ун -та, 1971, 281, 140— 151.
Поступило 
23 I 1974
FUNKTSIONAALRIDADE TUGEVAST SUMMEERUVUSEST  
H. Türnpu,  К. Lõhmus j a  Т. S a l u ä är
R e s ü me e
г т . ,.
Täihistagu <p— {<ph} lõ igu s e = i[a, b] Lebesgue’ m õttes in teg ree ru vate  
funktsioonide q>h süsteem i. Me n im etam e rida (1.1) p eaaegu  kõ ik ja l lõ igus e 
tu g ev a lt /4ßr-sum m eeruvaks x — ko rra l, kui p eaaegu  kõ ik ja l lõ igu s
e eksisteerib  p iirv ää rtu s  (1 .2 ), kus у on rea (1.1) sum m a ruum i LeP m eetrikas. 
K äeso levas töös uu ritak se  sum m eerim ism enetluste ekv iva len tsu st sum m eeru- 
vuse ja  tugeva sum m eeruvuse m õttes r idade (1.1) k la ss is .
ON STRONG SUMMABILITY OF SERIES  OF FUNCTIONS
H. Türnpu,  K. Lõhmus and T. S a l u ä ä r
S u m m a r y
Let (p~{<ph} denote the set of functions <ph, in tegxab le  after Lebesgue, 
on e = ;[ a ,  b ].
We sa y  thait series (1.1) on e is a lm ost everyw here s tro n g ly  sum m able 
when x e  l p, by the method ABr, ou ^ [ ß ] r -sum m able, if a lm ost everyw here on 
e there ex ists lim it (1 .2 ), w here у  is the sum of series (1.1) in the Lep space.
In th is paper the equ ivalence of the m ethods of su m m ab ility  in the m ean in g  
of summab'iliity and sitrong sum m ab ility  in  the c la s s  of series (1.1) is  stud ied .
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ФУНКЦИИ Л Е Б Е Г А  Д Л Я  СХОДИМОСТИ  




Известно ( [ 4 ] ,  гл. III; [13 ] ,  стр. 224—227) значение функ­
ций Лебега для сходимости и суммируемости простых ортого­
нальных рядов. Недавно Алексич и Ш арма [19 ] ,  а затем и М о­
риц [22 ] ,  показали, что функции Лебега играют большую роль 
т акж е  в исследовании вопросов сходимости и суммируемости 
вообще функциональных рядов.
П у с т ь 1 {fmn} — двойная система /.^-интегрируемых на ко­
нечном прямоугольнике Q =  [a, b] X  [с, d] функций двух пере­
менных.
В настоящей статье при помощи функций Лебега для систе­
мы {fmn} выразим признаки полной сходимости и полной сум ­
мируемости методом взвешенных средних Рисса почти всюду 
на множестве Е cz Q функциональных двойных р яд о в2
2 J  Cfnnfmn (хихг), (1)
т ,п
коэффициенты которых удовлетворяют условию
2 1  С^ тп 00• (2)
т уп
Мы покажем, что метод доказательства Колмогорова—Селивер­
стова—Плеснера применим и для двойных функциональных ря­
дов, но, в отличие от простых рядов, нам надо вместо одного 
привлечь три типа функций Лебега.
В отличие от статьи [8 ] ,  мы не требуем ортогональности си­
стемы {[„„} и, следовательно, из наших теорем вытекают тео­
ремы К ачм аж а [21 ] о сходимости двойных тригонометрических 
рядов, П анджакидзе [15 ] о сходимости двойных ортогональных 
рядов полиноминального вида и их обобщение на 'двойные 
ряды (1).
1 Во всей статье свободные индексы принимают все значения 0, 1.............
2 Если у  знака 2  пределы индексов суммирования не указаны, то с у м ­
мирование производится по всем значениям 0, 1, . . .  до оо.
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§ 1. Введение
Пусть функции f i  1 и ß 2 определены соответственно на отрез­
ках [а,/г] и [с, d], на которых fi\{X]) > 0  и (*г) >  0, ограни­
чены и монотонно возрастают. Предположим, что существую­
щие почти всюду соответственно на [а,Ь] и [ c ,d ] неотрицатель­
ные производные р\(хх) — 0 и ,fi'2(x2) =  0 лишь на множествах, 
мера Лебега которых равна нулю.
При этих условиях функция fi двух  переменных Х\ и х2, опре­
деленная на Q равенством
f l ( X  1 , * 2 ) =  ß l ( X i )  f l z {X2) ,
положительна и ограничена, а соответствующая ей аддитивная 
функция ( [1 6 ] ,  стр. 101) % -+ ji(X ) ,  определенная на борелев- 
ской алгебре 2  подмножеств прямоугольника Q, имеет почти 
всюду (по мере Лебега) на Q неотрицательную обобщенную про­
изводную Dfi (см. [8 ] ,  стр. 166— 167), причем Dju(X) =  0 лишь на 
множестве 1 е И ,  мера Лебега которого равна нулю (см. [18 ] ,  
стр. 145, теорема 1).
При названных предположениях относительно функции fi 
всякое множество /г-меры нуль имеет и меру Лебега нуль (см. 
[6 ] ,  стр. 175), а такж е  имеют место следующие леммы — обоб­
щения теоремы Б. Леви. При этом здесь и всюду в дальнейшем 
точки из Q будем обозначать через х =  (х1,х 2), и =  (ии и2), 
v =  (uu v2) и w — (W\, w2), а соответствующие им множества 
из 2  — через X, U, V и W.
Пусть />м(£) — множество всех /.^-интегрируемых с 
р =  1,2 на Е a  Q функций двух переменных (см. [11 ] ,  стр. 158 
и 270). Будем писать LV =  L .^ Следовательно, функция у е  
е Ы £ ) ,  если двойной интеграл Л ебега—Стилтьеса
/ \у(х) I dfi (X) =  / \у(х) I fi (dX ) <  00 ,
Е Е
функция у ge {Е) , если она /г-измерима на Е и
f\y(x)\du(X)  < 00 .
Е
Л емм а 1. Если последовательность {yn} c z L VL(E) монотонно 
возрастает, т о 3
lim / y n (x)dfi(X) =  / l im  y n (x)d f i(X ).
n E _ E n
Д о к а з а т е л ь с т в о  см. [1 1 ] ,  стр. 173.
Л емм а 2. Если двойная последовательность {ymn} а  Ьп(Е), 
не убы вает4 и
f  ymn{x)dfi(X) =  0 (  1),
Е
3 Под знаком lim  указание — оо всю ду опущено.
4 Монотонность двойной последовательности означает ее монотонность 
по каж до м у  индексу при Фиксированном другом .
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то все предельные функции у, у'т  и у"п, определенные равен­
ствами
у(х) =  lim Утп(х),
mtn
y'm(x) =  Hm Утп(х),
П
у"п{х) =  lim Утп(х),
т
почти всюду на Е конечны.
Д о к а з а т е л ь с т в о  см. [8 ] ,  стр. 168— 169; [4 ] ,  стр. 19—20.
Пусть Т — некоторый треугольный метод суммирования с 
матрицей (tmnld) преобразования последовательности в после­
довательность и с матрицей (ттпм ) ^преобразования ряда в по­
следовательность.
Пусть Р =  А О В =  (R, рт п ) — факторизируемый метод 
взвешенных средних Рисса. Тогда
т  п
tmnhlz= Clmhbnl== &hbll (Ат Вп) — pkl/Pт п ,  А т — 57 Uh, Вп— 57 Ь[,
h=0 /=0 
где a h и bi — вещественные числа такие, что5 р ы ф 0 и Р т п ф 0, а,
'Tmnhl=z CCmhßnl=1 ( 1 —  A h—l/Am) ( 1 —  B j—i/ B n ) .
Пусть Kmn, K'mn и К " тп — ядра метода Т для системы 
{/mil} I т. е.
т ,п
Kmn {U, Х) =  tmnhl fkl{U) fhl{x), 
h,l=  0
m
К  т п  (Ц, Х) =  Tmnlin f kn ( n )  fkn (x) , 
h= 0
n
К  mn ( U, x) =  Tmnmlfml (w) fml{x).
1=0
Функции Lmn, определенные равенством
Emn (x) —— J  \Kmn (w,  x) | d[A ( U) ,
Q
назовем функциями Лебега метода Т (для системы {fmn}).
Если для ядер K'mn и К"тп найдутся последовательности 
{Н'т} и {Н"п} неотрицательных /^-интегрируемых на Q функ­
ций таких, что для всех ( « , x ) e Q 2
\ К 'тп  ( W, х) J ^  Н 'т  ( U, Х ) , \К т п  (И, х) | ^  Н  n (U ,X ),  ( 3 )
то функции L'm и L"n, определенные равенствами
L'm{x) =  f  H'm.{u,x)dß(U), L"n ( x )  — / H"n (u, x )d ß (U ) ,
Q Q ,
такж е  назовем функциями Лебега метода Т (для системы
{fm n }  ) .
5 Выражения с отрицательными индексами равны нулю.
Обозначим P -средние ряда (1) через отп , т. е.
т ,п
Отп (х) =  tmnhlChlf hl (^)  • 
h,l= О
Пусть {<ртп} — двойная система вещественных функций, ор- 
тонормальная на Q по некоторой положительной мере ы. Соглас­
но теореме Рисса—Фишера ( [1 2 ] ,  стр. 93; [10 ] ,  стр. 451), опреде 
л'им функцию / i e L 2(o(Q) (см. [8 ] ,  стр. 167) условием (2) и 
ортонормальной системой {(ртп), положив
h (х) - ' У! Стпфтп (■£) • 
т ,п
Норму в ZA>(Q) обозначим через | ||, а в £ц(£) — через | IL.. 
Следовательно, по теореме Рисса— Фишера
I № =  2Jc^mn.
т ,п
Рассмотрим две неотрицательные измеримые функции
i = i ( x ) ,  /= /(*} , (4)
принимающие соответственно на [а, Ь] и {с, d ] лишь целые значе­
ния, причем 0 ^  i ^  т  и 0 ^  j  ^  п. Пусть
s =  s(m, х) ^ т ,  t — t ( n , x ) ^ n
— наименьшие индексы, при которых достигается равенство
>
■ g m n {x )=  SUp O ij(x)=O st(x), (5)
где верхняя грань берется по всем функциям (4 ).
Не ограничивая общности, можем считать (для удобства з а ­
писи), что Соо — 0. Тогда оъо(Jt) =  0, откуда g mn( x ) ^ 0 .
Имеет место следующая основная
Л емм а 3. Пусть метод Р удовлетворяет условию6
т ,п
2 \ P h l\  =  Q { P m n ) .  ( 6 )
h,l<= О
Пусть, далее, функции Лебега метода Р на множестве Е a  Q 
удовлетворяют условиям
Lmn (х) =  0 ( 1 ) ,  (7)
L'm( x ) = 0 (  1), L"n(x) — 0 ( \ ) .  (8)
Тогда при выполнении условия (2) найдется постоянная С >  0, 
что имеет неравенство
WgmnWL^CWhl (9)
6 Условие (6) выполнено, когда факторы А и В сохраняют сходимость 
(см. [7 ] ,  стр. 106).
§ 2. Основная лемма
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Д о к а з а т е л ь с т в о .  Применим метод Престона [23 ] ис­
пользования вспомогательной ортонормальной системы {ф тп }- 
Обозначим
7П,П
G m n ( u , x ) ^  tmnhl (pkl{u) fhl{x)- 
h,l= 0
Тогда, учитывая что Си — коэффициенты Фурье функции /г, мо­
жем  Отп представить формулой
Отп (x) =  f h ( u )  Gтп (и,х) dcü(U).
Q
Следовательно,
\\gmn\\L= f h { u )  d(ü(U) f  Gst(u,x)  dpi(X) .
Q E
Далее, обозначив 
a =  s (m ,v ) ,  ß = t ( n ,  v), y = s ( m , w ) ,  8 =  t (n ,w ) ,
и, применяя к последнему интегралу неравенство Коши—Буня- 
ковского, получаем
и  т п  IIL ^ £5: у/ т п  IIÄII, (Ю)
где
/мя ==/.[/ Gst (и, х) dfi (X) ]2 dco(U) —
Q Е
=  f  f f  Gap(u, v ) Gy6(u, w) da)(U) dß(V) dfi(W ).
EEQ
Наконец, положив
*7 =  m in (a ,  y ) ,  r = m in (ß ,  ö),
находим
Jm n<  ff\&qr(V,W)\dp(V) dfl(W) ,
ЕЕ
где
0 qr( v , w ) =  f  Gafl(u,v)Gyö(u,w)d(o(U).
Q
Ввиду ортонормальности системы {фпт} cz L2W(Q), находим
Q,r
0qr(V, W) =  2  Ta№tfvbklfkl(v)fkl(w) ■
k,l= 0
Теперь, учитывая выкладки стр. 172 —173 статьи [8 ]  или (что 
проще) стр. 202—203 статьи [17 ] ,  можем доказать, что
я,г
0 qr(V ,W )= O (  1) 2  eaVvbkl\Khl(V, ш)|, (11)
/г, г—о
ГДе =  а , ß<5Z С
(\AaAy\-l \Aq(ak+ah+i)\ при 0 ^ k ^ q — \,
' I 1 при k = q ,
Г |ßßßö|_1 \Br (bi-\-bi+i) I при 0 < / < r  — 1, 
e ß " = V i  при 1 = г ,
вследствие чего Jmn — 0 ( 1 ) ,  что ввиду (10) дает  искомую оцен­
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& ayh'-
ку (9). Действительно, как  и на стр. 174 статьи [8 ] ,  ввиду (11) 
получаем
f f\& qr{v ,w )\dku{V) fd ju (W ) f \ 0 v6(v, w)\ dju(V) = 0  (1).
Mi E Q
Интеграл по множеству оценивается аналогично.
Чтобы оценить интеграл по множеству М2, нам надо рас­
смотреть функцию Фа6. Предыдущее рассуждение здесь непри­
менимо, ибо õ зависит от переменных w. Поэтому, пользуясь 
формулой (11), представим Фаб в виде
a,ö—1
Фаб( V, ш) = 0 ( 1 )  2 ea m h i\Khi{v, ад)|+
h,l=О
+  0 ( 1 )  2 e'avh\K'k6{v,w) |. 
h=0
Учитывая, что на М2 индекс у >  а, а главное ß ^  0, и применяя 
ко второй сумме первое из условий (3), убеждаемся в справед­
ливости оценки
a.ß-l
Фав(У, W) = 0 (1) 2 eafia№\Khl(V,W)\-\-
h,l=О
+  0 ( 1 )  ]£ e 'aahH'h(v,w).
h=О
Отсюда при помощи условия (7) и первого из условий (8) вы­
водим
/ / '[Фае{V, w)\d/x(V)d{i(W) —
м 2
a,ß—1 а
=  0 ( 1 )  / { eaßaßkiLhi(v)-j- e'aahL'h(v)}dpi( V) =
Е h,l= 0 h=О
a,ß—1 а
=  0 ( 1 )  / { JSj eaßaßfti+ 2  e'aah)d^{V) =  0 ( 1 ) ,
E k,l= 0 h=0
ввиду условия (6).
Интеграл по множеству М3 оценивается аналогично.
Лемма 3 доказана.
В статье [8 ] ,  стр. 171, мы, полагая i =  i(x\) и у =  j ( x 2), счи­
тали, что s =  s (m ,x x) и t — t ( n ,x 2). Однако, к ак  сообщил авто­
ру студент Р. Рийспере, это не так. Следовательно, доказатель­
ства теорем 1 и 4 статьи [8 ]  неубедительны. Отметим, что до ка ­
зательства и других известных аналогичных теорем для двойных 
ортогональных рядов такж е  неубедительны, ибо в них не гово­
рится, к ак  оценить соответствующие интегралы по множествам 
М 2 и М3 (см., например, [21 ] ,  стр. 93; [1 ] ,  стр. 13— 14 и 22—23;
[2 ] ,  стр. 161; [3 ] ,  стр. 168 и 173; [15 ] ,  лемма 2 ) .
219
§ 3. Теоремы о суммируемости и сходимости почти всюду
При помощи основной леммы 3 легко доказать  оценку7
О тп (х )  = О х ( 1 )  ( 1 2 )
при условиях (7) и (8 ) . f
Действительно, так  как  по определению (5) двойная после­
довательность {gmn} не убывает, то ее предельная функция 
т. е.
S (x )  =  lim gmn(x),
m,7i
по лемме 2 конечна почти всюду на Е.
Заменив в (5) последовательность {ац} на {—ац}, учитывая 
доказательство основной леммы 3, придем к почти всюду на Е 
конечной функции S*, где
S * ( x ) =  l img*rnn(* ) ,  g * m n ( x ) =  sup [ —Oi j { x)  ] > 0 ,
m,n i,j^ m ,n
ибо считаем Coo =  0.
Следовательно, почти всюду на Е
\Omn(x)\^S (X) + S *  (X) .
Итак, доказана
Теорема 1. Пусть метод Р удовлетворяет условию (6). 
Пусть, далее, на Е cz Q функции Лебега метода Р удовлетво­
ряют условиям  (7) и (8). Тогда при выполнении условия (2) 
для P -средних двойного функционального ряда  (1) почти всюду 
на Е имеет место оценка (12).
Определим на множестве Е cz Q функцию Q, положив
& (х) := SUp IOm+h,n+l(x) (7mn(x) |.
Считая к ак  и раньше (для удобства записи) с0о =  0, полу­
чаем S ( x ) ^  0 и S * ( x ) ^  0. Следовательно,
Q(x) ^ S  (х) -{-S*(x),




Аналогично как  в [9 ] ,  стр. 252, для любого натурального N 
и х е  Е положим
& n {x ) == SUp \<Уш+к, n+ l{x) (Jm n(x) ].
m,n^N; h,l^0
1 Запись ymn (*) =  O x ( l )  означает существование неотрицательной 
почти всюду конечной функции S. такой, что |*/mn(*)| ^  5(л:) .
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-Согласно теореме Рисса—Фишера условием (2) и двойной 
ортонормальной системой {(ртп } определим функции hN <= 
е  L2v(Q ),  положив
оо N,oo оо ,ЛГ
С тпф тп  ( х )  .
т,п=ЛЧ-1 т ,п =  О, JV+l m,n=N+l, О
Ввиду (13) имеем х
II^ATliiL^2C||/ijvll. (14)
. Так к ак  ввиду равенства П арсеваля—Стеклова
оо N,<x> со ,N
I! Ajv II2—— ( J>j ~h ■+ )c2mn,
m,n=N+l m,n— 0, JV+l m,n=N+1, 0
то условие (2) ввиду неравенства (14) влечет за собой
l im ||ßivllb =  0.
N
Так к ак  Q n {x ) f  при N f ,  то по лемме 1
II lim 12^11=0,  .
N
и, следовательно (см. [1 1 ] ,  стр. 171, теорема j ) ,
l im & n ( x ) = 0
N
^-почти всюду на Е, откуда, в силу наших предположений от­
носительно pi, следует, что { о т п ( х ) }  сходится при т , п - * о о  
почти всюду на Е по критерию Штольца ( [2 5 ] ,  стр. 158).
Что касается сходимости { о т п { х ) }  при п - + о о и при 
т - ^ о о, то это можно доказать  при помощи теоремы 1 и лем­
мы 2, к ак  это указано в [8 ] ,  стр. 181, для простых рядов. То 
ж е самое можно доказать  такж е  при помощи неравенств (13) 
и (14), если вместо функций QN и hN, например, для процесса 
п — оо, применять функции ü mN и hmN, положив
оо
& m N ( x ) =  S lip  \Om,n+l(x) О тп{х)\ , h-mN (х )  ~  ^  Стпф тп  ( х ) . 
n ^ N , l $ * 0  n = N + 1
Итак, доказана основная
Теорема 2. Пусть метод Р удовлетворяет условию (6 ) .  Пусть, 
далее, функции Лебега метода Р удовлетворяют на множестве 
Е cz Q условиям  (7) и (8). Тогда при выполнении условия  (2) 
двойной функциональный ряд (1) вполне P -суммируем почти 
всюду на Е. - , .
Д оказанная теорема 2 обобщает и улучшает теорему 3 из
[8 ] ,  ибо из условий последней теоремы вытекает (7 ).
В статье [1 ]  в случае Р =  (С, 1, 1), т. е. в случае ртп =  1, 
утверждается более общий результат, но его доказательство не­
убедительно, так  к ак  остается неясным, почему суммы (59) и 
(60) этой статьи равномерно сходятся к нулю.
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Из теоремы 2 можем легко получить теоремы о сходимости 
ряда (1) почти всюду на Е. Д ля  этого возьмем Р  таким, чтобы 
Ртп =  О(ртп), например, ртп — 2т+п. Тогда, если Dmn — 
ядро системы {fmn} для метода сходимости, то, обозначая
(£mnkl) — ij-mnhl) ПО формулам
т,п т,п
Km n{u,x)== tmnhlDhl{u, Х) , Dmn(U, х) =  ^mnhlKh1 (И> Х) , 
h,l=0 к,1=0
получаем, что функции Лебега для методов Р  и сходимости 
одновременно удовлетворяют условиям (7) и (8). Это видно 
из доказательства следствия 1 статьи [8 ] .  Следовательно, из 
теоремы 2 вытекает
Следствие 1. Если функции Лебега метода сходимости на 
множестве Е cz Q удовлетворяют условиям (7) и (8 ) ,  то при 
выполнении условия (2) двойной функциональный ряд  (1) 
вполне сходится почти всюду на Е.
Покажем, к ак  из следствия 1 можно вывести теоремы Панд- 
жакидзе  [15 ] и К ачм аж а [21 ] .
Пусть мера ц имеет абсолютно непрерывные факторы р,\ и 
Р2 - Обозначим
g ( x ) = iu'i(x i) u'z(xz).
Возьмем
(pmn(x) ='(prn{X l) 1pn{X 2), 
где {<pm} и {ipn} — ортонормальные системы полиномиального 
вида (см. [4 ] ,  стр. 183), причем на прямоугольнике Q' =  
=  [«', Ь'] х  [с', d '], где [fl', b'] cz (а, Ь) и [с', d'] с= (с, d),
(pm n{x)=0{\)  (15)
^ (х ) = 0 ( 1 ) .  (16)
Рассмотрим ортогональный двойной ряд
Очппфтп (х) . (17)
т ,п
Тогда (см. [4 ] ,  стр. 185) почти всюду на Q' для системы {tpmn} 
функции Лебега метода сходимости удовлетворяют условиям 
Етп (х) =  О (Хтп) , L'm (х) =  О (Хто) , L п (х) =  О (хоп) , (18) 
где (здесь и в дальнейшем) обозначено
Хтп — ln (m + 2 )  1п(п.+2).
ВоЗЬМеМ СИСТеМу {fmn}, ПОЛОЖИВ / т п ( х )  — ( УСтп) ,2(ртп{х). 
В таком случае, к ак  следует из доказательства Панджакидзе 
( [1 5 ] ,  стр. 13; для тригонометрической системы см. Бари [5 ] ,  
стр. 102— 103), функции Лебега метода сходимости для системы 
{fmn} удовлетворяют условиям (7) и (8). Обозначив стп =  
=  (xmn)'ijömn, получаем ат п(ртп{х) s= Стп fmn (х) И а^ тп Х тп  —
=  с2тп . Таким образом, из следствия 1 выводим следующую 
теорему П анджакидзе [15 ].
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Следствие 2. Если {(рт } и {фп} — ортонормальные системы 
полиномиального вида, удовлетворяющие условиям  (15) и (16), 
то при выполнении условия
2 J  Ol^ mnMmn 00  0 ^ )
171,71
двойной ортогональный ряд (17) вполне сходится почти всюду 
на Q'.
Так как  тригонометрическая система имеет полиномиальный 
вид ( [ 4 ] ,  стр. 183), а условия (18) выполнены всюду на 
<[—л ,  я : ]2, то из следствия 2 получаем следующую теорему 
К ачм аж а [21 ].
Следствие 3. Если
2 1  №mn {C^mn~\~b^ xnri~\~С^ ‘Г)хп~\~dam'll) К тп  <С ОО, ( 2 0 )
т ,п
то двойной тригонометрический ряд
2 Л т п { а т п cos mxi cos пх2-\-Ьтп sin т х i cos nxz^r
m,n
-\-cmn cos т х  1 sin nxz-\-dmn sin mxi sin nx2) 
почти всюду на [ —л, л]-2 вполне сходится.
К ак показал Феферман ( [2 0 ] ,  стр. 194) условие (20) в 
следствии 3 (и, следовательно, такж е  (19) в следствии 2) 
нельзя улучшить. Из результатов Шьёлина ( [2 4 ] ,  теорема 7.2) 
и Никишина ( [1 4 ] ,  теорема 4) следует, что в следствии 3 можно 
множитель Вейля хтп заменить на ln2 min ('m +  2, п-\- 2 ) .
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5 II 1974
KAHEKORDSETE FUNKTSIONAALRIDADE LEBESGUE’I FUNKTSIOONID 
KOONDUVUSE JA SUMMEERUVUSE PUHUL
S. Baron
R e s ü m e e
O lgu Q lõp lik r is tk ü lik  ja  {fmn} se lle l ristkü liku l L ^ -in tergreeru vate  k a h e - 
m uutu ja funktsioonide kahekordne süsteem . O lgu P — (R, pmn) faktoriseeruv 
R ieszi k aa lu tud  keskm iste  m enetlus, m is rahu ldab  tin g im ust (6 ).
Töös tõ esta tak se  jä rg m in e  lau se  (teoreem  2 ja  jä re ld u s  1). Kui menetluse 
P (koonduvusmenetluse) Lebesgue’i funktsioonid rahuldavad hulgal E cz Q 
tingimusi (7) ja  (8 ), siis tingimuse (2) kehtivuse korral kahekordne funktsio- 
naalrida (1) on regulaarselt P-summeeruv (vastavalt koonduv) peaaegu kõik­
jal hulgal t .
S iit  saam e kergesti jä re ld ad a  K aczm arzi [2 1 ] , P an džak idze  [15 ] 'jt . tu le ­
m usi ( jä re ld u sed  2 ja  3).
DIE LEBESGUESCHEN FUNKTIONEN BEI DER KONVERGENZ UND 
DER S U M M I ERBARKEIT DER DOPPELFUNKTIONALREIHEN
S. Baron
Z u s a m m e n f a s s u n g
Es sei {fmn} — ein  D oppelsystem  von L ^-in tegrierbaren  Funktionen zw eier 
V ariab len  auf dem endlichen Rechteck Q. Es w erde m it P d as fakto risierende 
V erfahren  der bew ichteten M itte l (R, pmn) von R iesz, w elches d ie B ed ingun g  
(6) erfü llt, bezeichnet. In diesem  A rtikel w ird  der fo lgende S a tz  bew iesen 
(S a tz  2 und F o lgerun g  1): Wenn für die Lebesgueschen Funktionen des Ver­
fahrens P (des Konvergenzverfahrens) auf einer Menge E cz Q die Beziehun­
gen (7) und (8) bestehen, so ist die Doppelfunktionalreihe" (1) unter der 
Bedingung (2) fast überall auf E regulär P-summierbar (bzw. konvergent) .
Aus diesem  S a tz  la ssen  sich die bekannten E rgebn isse von K aczm arz [2 1 ] , 
P andžak idze  [15 ] u. a. leicht fo lgern  (F o lgerungen  2 und 3),-
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Ряд дискретизационных методов решения интегральных и 
дифференциальных уравнений обладают некоторым общим свой­
ством, которое в [3—5] было положено в основу определения 
компактной аппроксимации операторов. Было установлено, что 
при компактной аппроксимации сохраняется вращение вполне 
непрерывных векторных полей (имеется в виду вращение в 
смысле М. А. Красносельского [ 6 ] ) .  На основании этого ре­
зультата была доказана сходимость приближенных решений не­
линейных уравнений.
В данной статье указанные результаты обобщаются. Б ана­
хово пространство Е, в котором действует приближаемый опе­
ратор, аппроксимируется в смысле Ф. Ш туммеля [8, 9 ]. Эта 
аппроксимация включает в себя к ак  частные случаи аппрокси­
мацию Е подпространствами и факторпространствами. У казан ­
ные два вида аппроксимации Е использовались соответственно 
в [3, 5] и [4, 5]. Приводимые ниже рассужедния более близки 
к рассуждениям из второго цикла работ.
Н. А. Бобылев [ 1 , 2 ]  исследовал возможность компактной 
аппроксимации данного оператора операторами, действующими г 
факторпространствах. Оказалось, что в случае сепарабельного 
пространства Е каждый вполне непрерывный в нем оператор 
допускает компактную аппроксимацию, а в случае несепара­
бельного Е это не обязательно так.
Первые два параграфа статьи вспомогательные: в § 1 напо­
минаются некоторые понятия, связанные с аппроксимацией про­
странств по Ф. Штуммелю, а в § 2 •— результаты о вращении 
вполне непрерывных векторных полей. Основные результаты 
статьи формулируются в § 3 и доказываются в § 4. Некоторые 
дополнения и замечания к результатам § 3 приведены в § 5.
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Договоримся насчет некоторых обозначений. Через N обо­
значается множество натуральных чисел 
N = {  1, 2, . . . ,  п, . . .} ,  
через N', N" и т. д. — его бесконечные подмножества. В ы раж е­
ние а п - *  а  (п ge N/) означает, что (числовая) последователь­
ность а п при п —>■ оо сходится к а , причем индекс п пробегает 
множество N'. Т акая  запись удобна, когда из данной последова­
тельности приходится несколько раз извлекать подпоследова­
тельности.
Ниже встречаются банаховы пространства Е и Еп (ti <= N ). 
Элементы пространства Еп обозначаем хп, у п, . . .  ; элементы 
пространства Е обозначаем х, х(п\ xh, у, . . .  .
§ 1. Понятия Р-сходимости и Р-компактности
Пусть Е и Еп (п e i V )  — банаховы пространства. Рассмот­
рим всевозможные ограниченные по норме последовательности 
{л:,,} с х п е  Еп (ti <= N). Две такие последовательности {хп} и 
{*'„} назовем эквивалентными, если
If Хп — х'п\\е п^ - 0  (п ее N ).
Обозначим через © множество классов эквивалентности. В (i 
введем естественную линейную структуру: для |, ?] е  6 , a ,ß  =
— const элемент '+ ßv  является классом эквивалентности, со­
держащим последовательность {ахп -f- ß y n}, где {хп} и {уп} — 
любые последовательности из классов | и гу соответственно.
В дальнейшем будем считать, что задано отображение 
P - .E - + G  со следующими свойствами:
P(ax-\-ßy) = ,a P ( x ) + ß P ( y )  (Ух, у ^  Е; а, ß =  const), (1)
lU nlll?,, — I M U  ДЛЯ УЛ' G  £ , {Хп} Е= Р (х) . (2)
Первое из этих требований означает линейность отображения Р; 
второе дает изометричность Р, если в © ввести факторному 
ЩИ =  inf . sup I U J k ,,.
{.\rn } e *  n e lV
Дадим следующие определения.
Последовательность {хп} (хп <= Еп, п е  N) называется 
Р-сходящейся к х е  Е, если {хп} е Р ( х ) ;  записывать будем это 
обычным образом: х п - + х  (ti <= N). Последовательность {х'п} 
(х'п е  Еп, п е  N' a  N) называется Р-сходящейся к х е  Е, если 
ее можно дополнить до последовательности {хп} пеДТ,* х'п =  х п
(п е  N') так, что {хп} ^  Р (х ) .
Последовательность {хп} (хп е  Еп, ti <= N') называется 
P -компактной, если для любого (бесконечного) подмножества 
N" с= N' существует такое (бесконечное) подмножество 
N’" cz N", что последовательность {л:п} v,„ является Р -сходя­
щейся.
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Р-сходимость обладает рядом «привычных» свойств: 
хп-+0 Е ( n ^ N ')  |fxnl|jsn ->0 (,n<=N '),
Хп X ( f l G  N') =>- ||л:?г1Ы„ IMI.E (п S  N ' ) , 
xn-y-x ( n ^ N ') ,  N" ci N' =ф- xn ~+x (ti<=N"),
X(i->X , Xn-^x' (ti<=N') =ф- x — x\
xn ->x, yn->y (n e iV ')  =>- ( n ^ N r),
V ^ e £  3{xn} iieN;-xn-^x (n N ).
Доказательства этих утверждений несложно и можно найти в
[83-
Некоторыми «привычными» свойствами обладает и Р-ком­
пактность: P -компактная последовательность ограничена по 
норме; в случае сепарабельного пространства Е множество 
P-предельных точек P -компактной последовательности ком­
пактно в Е. В случае несепарабельного Е последнее утвержде­
ние верно не всегда. Доказательства этих утверждений публи­
куются в другой работе автора. Ниже эти утверждения не ис­
пользуются.
Приведем два примера Р-аппроксимации. 
А п п р о к с и м а ц и я  п о д п р о с т р а н с т в а м и .  Пусть Е п 
(п е  N) подпространства Е , причем
д(х, Еп) =  inf \\х — xn||->0 (n e A f)  для V х е £ .
хп еЕп
Тогда можно определить отображение Р : Е -+& следующим об­
разом: Р (х ) — это класс, содержащий последовательность {хп}( 
\\х — хп\\— О (хп G  £ й, п ^  N). Условия (1) и (2) выполнены; 
Р-сходимость последовательности {хп} к х е  Е в этом примере 
означает сходимость по норме Е.
А п п р о к с и м а ц и я  ф а к т о р п р о с т р а и с т в а м и .  Пусть 
Еп — E/EW (tl <= N) — факторпространства Е по замкнутым 
подпространствам Е(п\ снабженные естественной факторнормой, 
и пусть pn :E-+E/EW  — канонические отображения, переводя­
щие х е  £  в классы рпх — х -f- Е(п)- Допустим, что
\\Рп х \е п -+\\х \е  (п е  N) для Y  х е £ .  (3)
Тогда можно определить отображение Р  : Е ->■ (i следующим об­
разом: Р(х) — это класс, содержащий последовательность 
{Рпх}neN- Условия (1) и (2) выполнены; Р-сходимость после­
довательности {хп} к х е  Е в данном случае означает, что 
\\хп — РпХ\\е„-*0 .
Эти два вида аппроксимации и близкие им виды аппрокси­
мации пространств использовались в [1— 5]. Второй пример 
допускает расширение. В нем существенно лишь то, что опера­
торы рп :Е-+ Еп линейные и обладают свойством (3); при 
этом Еп могут быть произвольными банаховыми пространствами 
(не обязаны быть факторпростраиствами).
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Здесь мы напомним некоторые свойства вращения вполне 
непрерывного векторного поля; их доказательства можно найти 
в [6]. В дальнейшем перечисляемые свойства будут использо­
ваны как аксиомы, не прибегая к содержательному пониманию 
вращения.
Пусть Е — вещественное банахово пространство, Q — не­
пустое открытое ограниченное множество в Е , дй — граница Q , 
cf? — замыкание Q. Пусть оператор А : ей —*Е  вполне непре­
рывен и не имеет неподвижных точек на границе dQ. Тогда оп­
ределено вращение у(1— А; dQ) вполне непрерывного вектор­
ного поля х — Ах на dQ. Вращение — это некоторая целочис­
ленная характеристика оператора А на Q, обладающая, в част­
ности, следующими свойствами.
1° Если y(I — Л; dQ ) Ф  0, то А имеет в Q хотя бы одну 
неподвижную точку.
2° у(1 — А; dQ) — у{1 — Л; дй'), где Q' a  Q любое такое 
открытое подмножество в Q, что А не имеет в Q\Q' неподвиж­
ных точек.
3° у(1 — А; дй) =  у(1 — АI; дй), если операторы tA +  
+  (1 — t)Ax не имеют при 0 ^  t ^  1 неподвижных точек на 
дй, Ах \ cQ ^  Е тоже вполне непрерывен.
4° у(1 — Л; dQ) =■ у (/ — Ль dQ), если
sup !| Л ix — Ах И С  inf ||х — Ах ||.
xeö£2 я'edu
5° Пусть AQ cz Е0, где Е0 — замкнутее подпространство Е. 
Тогда у(1 — Л; дй) — у(1 — Л0; дй0) , где Л0 : cQq -> Е 0 — суже­
ние оператора А, Q0 =  Q{]E0. (Может случиться, что Q0 пусто. 
В этом случае у(1 — Л; dQ) =  0, и утверждение остается в силе, 
если по определению положить у(1 — Л; д 0)  =  0.)
6° у(/ — A; dQ) =  у(1 — В-'АВ- d{B ^Q )), где В : F Е 
линейный ограниченный оператор из некоторого другого бана­
хова пространства F в Е, имеющий ограниченный обратный 
B~l : Е F.
Для приложений существенно знать как можно больше при­
знаков отличия от нуля вращения. Они представлены в моно­
графии [6]; см. также [7].
§ 3. Теорема сходимости
Пусть Е и Еп (п <= N) — вещественные банаховы простран­
ства, Q и Qn ■— непустые открытые ограниченные множества со­
ответственно в Е и Еп, Т : c Q Е и Тп : cQn-+- Еп — вполне не­
прерывные операторы. Будем также считать, что задано ото­
бражение Р :Е-+Ы со свойствами (1) и (2). Справедлива сле­
дующая лемма.
§ 2. Вращение вполне непрерывного векторного поля
228
Лемма. Пусть выполнены следующие условия:
1) области ß  с  £  и Qn а  Еп асимптотически близки в том 
смысле, что
x e c ß  => 3 хп е  cQn, Хп ^  х (п <= N ), (4)
X е  дй =>■ ЭХп е с Ш п, Хп-^Х ( n ^ N ) ,  (4')
Хп е  cßn, Хп х (п<= N' cz N) =>- х е сй , (5)
хп е  <%?„, ->х (п <= W' cz Af) X G  df2; (5')
2) последовательность вполне непрерывных операторов 
Тп : с Qn Еп Р-сходится к вполне непрерывному оператору 
Т : cQ Е в том смысле, что
Xn^cQn, хп-*х (n<=N) => TnXn-^Tx (n<=N)-, (6)
3) для любой последовательности {хп} с хв е  сQn последо­
вательность {Тпхп} P-компактна и множество ее Р-предельных 
точек компактно в Е;
4) оператор Т не имеет неподвижных точек на границе dQ.
Тогда при достаточно больших п оператор Тп не имеет не­
подвижных точек на границе dQn, и имеет место равенство 
вращений:
y(I — Tn; dQn)= y { I  — Т\ dQ) (n<=N, п ^ п 0). , (7)
Д о к а з а т е л ь с т в о  леммы берет на себя основные тяже­
сти данной работы и приводится в следующем параграфе.
Теорема. Пусть выполнены условия леммы и пусть, кроме 
того, у(1 — Г; dQ) ф  0. Tozda tipu d0CTüT04H0 больших п мно­
жество Хп с: Qn нenodвuжныx точек оператора Тп непусто, лю­
бая nocлedoвaтeльнocтb {хп} с хп е  Хп (п ^  N, п ^  п0 ) явля­
ется P-компактной и ее P-npedeAbHbte точки — нenodвuжныe 
точки оператора Т.
Д о к а з а т е л ь с т в о .  Согласно утверждению леммы и ус­
ловию теоремы имеем
y(I — 7V, dQn) = y ( I  — Т; dQ) Ф 0 (n^N , п^>п0),
и Хп непусто при этих п (см. свойство 1° вращения). Рассмот­
рим произвольную последовательность хп е  Хп, хп =  Тпхп 
(п ^  п0). В силу условия 3) леммы она Я-компактна; пусть 
хп->х' (ti <= N'). Тогда х '<= сQ и хп =  Тпхп-+Тх' (см. (5) и 
(6)). Ввиду единственности P -предела имеем х' — Тх', т. е. 
предельные точки последовательности (хп) являются неподвиж­
ными точками оператора Т. Теорема доказана.
В случае аппроксимации Е подпространствами подобная тео­
рема была доказана в [3, 5], а в случае аппроксимации фактор- 
пространствами или изоморфными им пространствами — в 
[4, 5]. В [3— 5] использовалась несколько иная терминология: 
условиям 2) и 3) леммы соответствует понятие компактной ап­
проксимации [3-5].
Вопросы об ослаблении условий теоремы обсуждаются в § 5.
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§ 4. Доказательство леммы
Доказательство леммы разобьем на ряд частей.
1) Обозначим через Y cz Е множество P -предельных точек 
всевозможных последовательностей {Тпхп} с хп е  cQn. Для 
любого х <= ей по условию (4) существует последовательность 
xn <=cQn, хп х\ тогда Тпхп-+Тх и Т х ^ У .  Таким образом,
T(cü)czY. (8)
Покажем, что
множество Y компактно в Е. (9)
Действительно, рассмотрим произвольную последовательность 
y(k) у (/г =  1, 2, .. .). По определению У для каждого y{k) су­
ществует последовательность хп^  <= сQn (п е  N) такая, что 
{Тпхп^ }  имеет в качестве одной из своих P -предельных точек 
точку у(к\ Из двойной последовательности {xn(fe>} ( « = 1 , 2 , . . .  ; 
k = \ , 2 , . . .) выделим простую последовательность zn =  хп^  
(п =  1 , 2 , . . . )  так, что у(1\ У{2\ ■ ■ ■ , У(к\ ■ • • остаются Р-предель- 
ными точками последовательности {Tnzn}. Но ввиду условия
3) леммы, множество P -предельных точек последовательности 
{Tnzn} компактно в Е, и, в частности, из последовательности 
{УЬ)} можно выделить сходящуюся подпоследовательность, что 
и доказывает (9).
2) Покажем, что
inf Пл: — Тх\\^а, lim inf \\хп — ТпХп\\^ а (10)
ХС-дИ П-+00 Хп SÖQ п
с некоторым положительным а. Первое из этих соотношений вы­
текает из полной непрерывности Т и отсутствия у Г неподвиж­
ных точек на дй. Рассуждая от противного, допустим, что вто­
рое из соотношений (10) неверно: ||*n — Тпхп\ ->- 0, хп е  дйп, 
п е  N' cz N. Ввиду Р-компактности последовательности 
{Тпхп}7(=^ ,г некоторая ее подпоследовательность i TnXn}neN„
Р-сходится: Тпхп->х' (п <= N ") . Но тогда и хп-^х' (n<=N "), 
и из условия (5') вытекает, что х' е  дй. Далее, из хп-+х' вы­
текает, что Тпхп-+Тх' (ti е  N") и, в силу единственности пре­
дела, х' =  Тх', т. е. оператор Т имеет на дй неподвижную 
точку. Это противоречие с условиями леммы и доказывает вто­
рое из соотношений (10).
3) Пусть К =  {г/О, . . . , г/(г>} — конечная е-сеть компактного 
множества Y, в ==. «/4, т. е.
sup о (у, К) •" { ^ )
yeY
Выберем для каждого y(h\ 1 ^  k ^  г, какую-нибудь Р-сходя- 
щуюся последовательность yn(h)^ E n , Уп{к)-*У{1^  ( n ^ N ) .  Тогда
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при достаточно больших п множество Кп — {*/п(1), . • •, Уп(г)} с : 
cz Еп будет е-сетью множества Tn(cQn), е >  а/4. Точнее,
lim sup ,д(Тпхп, Кп) - (12)
п-г-оо .хпесй„
Действительно, в противном случае найдутся такое õ >  0 и та­
кая последовательность хп е  сQn (п е  N' cz N ), что
(n e iV ', А =1, г).
Последовательность {Гпхп} P -компактна, пусть Тпхп-+у 
(п ^  N" cz N ). Тогда y ^ Y ,  и из сходимости
ТпХп — Уп{К) -> У — y{h) (п е  ЛГ) 
вытекает, что, вопреки (11),
\\У — (6 = 1 , ..-., г).
4) Наложим на элементы yn<h> ( n ^ N ,  k =  1, . . . ,  г) одно 
дополнительное условие: если среди г/1), . . ., г/<г) линейно неза­
висимы лишь какие-нибудь г' (г' ^  г) элемента, то при каждом 
п (п ^  м0) линейно независимыми являются соответствующие г' 
элемента из уп(Х\ .. •, Уп{г), а остальные выражаются их такими 
же линейными комбинациями, что и соответствующие элементы 
из у(Х\ . . . ,  у(г\ Введем следующие подпространства и обрати­
мые операторы:
Е° а  Е — линейная оболочка элементов у(Х\ . .. , г/(г);
Еп° czEn — линейная оболочка элементов уп(1\ . . . ,  г/п(г);
<рп е= L(E°, Еп°), (pnyW =yn(h) ( k = l ,  . . . ,  г)
(последние равенства и условие линейности однозначно опреде­
ляют операторы срп). Таким образом, dim Е° =  dim Еп° =  г' 
(п ^  п0); из соотношения
|1^ п*11-Н1*|| при п — оо для V x e £ °
вытекает, что
1Ы ~ > 1 , ||^ п_11|->1 при П-+ОС. (13)
5) Определим операторы Q :Y - ^E °czE  и Qn : Тп (cQn) 
-+Еп° cz Еп (n e iV ) ,  действующие по формулам
Q # =  V{h)(y)y{h)/J£  ß{h)(y) (y<=Y),
h—1 fe=l





~ — \\у — уЩ\ при \\y — y{k)\\^Y’
при \\у — уЩ
а  
2 ’
J --- \\Уп — #n(fe)!l при \\уп — УпЩ\ »
О при \\уп — УпЩ\
а  
~ 2 ‘
Операторы Q и Qn непрерывны соответственно на Y и Tn(cQn) 
(см. (11) и (12)); из их определения вытекают неравенства
sup \\Tx~ QTx\\^~, sup \\TnXn — QnTnXn\\^^-. (И )
зсес£2 .xn 6 c Q n
Последовательность операторов Qn : Tn(cQn) Еп Р -сходится 
к оператору Q-.Y-+E, т. е.
уп у (уп £=■ Тп (сйп) ) =>- 0 . п У п Qy- (15)
6) Ввиду (10) операторы Тп не имеют при достаточно боль­
ших п неподвижных точек на границе дйп, и вращение 
у(1 — Тп', дйп) определено. Из (10) и (14) вытекает (см. свой­
ство 4° вращения), что
у(1 -  Тп; дйп) = y ( I ~  QnTn; дйп) ,
где QnTn : cQn-+Еп° а  Еп рассматриваем как оператор со зна­
чениями в Еп- Принимая во внимание, что значения QnTn в 
действительности лежат подпространстве Еп°, имеем (см. 5°)
у (/ -  QnTn, дйп) = у  (/ — QnTn, dQn°),
где Qn° =  Qn П En°. Далее, привлекая определенный выше изо­
морфизм (pn <=L(E°, Еп°), имеем (см. 6°)
у (I —  QnTn\ дйп°) =у{1 —  (pn-'QnTnfpn, д {(pn-'Qn0) ).
В седьмой части доказательства будет установлено, что опера­
торы (pn~{QnTn(pn не имеют при достаточно больших п непод­
вижных точек в множестве <pn_1ßn0\(^n_1f?n°n &°), где Q° =  
=  £?П£ч\ поэтому (см. 2°)
у (I — <рп yQnTn(pn\ д((рп ^Qn®))21^
=  }’( / -  <pn-lQnTn(pn\ д (фп-'Оп0 П ß°) ) .
В восьмой части доказательства установим, что
у (/ — <pn~xQnTифп, д {<pn~ w  П Q0) ) =
=  y{I-QT-d(<pn-'Qn°(\Q*)). (16)
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С помощью рассуждений, вполне аналогичных приведенным в 
седьмой части доказательства, устанавливается, что оператор 
QT не имеет при достаточно больших п неподвижных точек в 
множестве £2°Х(фп~10п0 П &°)> поэтому
y(I — QT; д (ipn-Wn0 { ]Q ° ))= y ( I- Q T ; д№).
Рассматривая QT : сQ-+E°czE  как оператор со значениями в 
имеем (см. 5°)
у (Г — QT- dQ°) — у{1 — QT\ дй).
Наконец, из (10) и (14) вытекает, что
y { I- Q T - d Q )= y { I- T - dü ).
Из приведенной цепочки равенств вращений и вытекает 
утверждение доказываемой леммы — равенство (7). Остается 
устранить отмеченные выше два пробела.
7) Покажем, что при достаточно больших п операторы 
<pn~xQn Тп<рп не имеют неподвижных точек в множестве 
<рп~хОп°\{<рп~х&п0 П ^ 0)- Рассуждая от противного, допустим, 
что существует последовательность х ^  е  (pn-xQn° <— Е°, х^ п) ф  й°, 
такая, что
х ^ = { р п~^пТп(рпХ^ (п <= N' с= N ) . (17)
Из (13) и конечномерности подпространства Е° вытекает, что 
последовательность {*<”)} компактна в Е\ пусть х ^ - ^ х '^ Е 0 
(п е  N" a  N ' ) . Тогда х 'фй , а из Р-сходимости последователь­
ности xpnXW е  ün° cz Qn к х' вытекает, что х' ^  ей, т. е. х' е  дй. 
Переход к пределу в равенствах (17) дает х' =  QTx'. Но тогда 
(см. 14))
inf И* — Тх\\^\\х' — Tx'\\ =  \\QTx'— Tx'\\^~-, (18)
что противоречит (10) и доказывает наше утверждение.
8) Докажем равенство (16). Достаточно установить (см. 3°), 
что операторы tQT-{-(1 — t)(pn-xQnTnq)n не имеют при доста­
точно больших п неподвижных точек на d((pn-\Qn° f| Q°) ни при 
одном значении параметра t, 0 ^ / ^  1. Рассуждая от против­
ного, допустим существование таких последовательностей х<п) е
П^°) и tn £= [0,1 ], что
* (» )= fnQ7*<n)-f (1 — t^cprC'QnTnCpnXW (n<=N 'czN ). (19)
Ввиду конечномерности и ограниченности й° последователь­
ность {л:(п>} компактна. Пусть tn 1 <= [0, 1 ],
(n ^ .N "aN ')\  заметим, что из условий е  д({рп~1йп° f) Q°) 
вытекает, что х '^дй . Предельный переход в равенствах (19) 
дает х' =  QTx'. Отсюда снова получаем противоречивое нера­
венство (18), и (16) доказано.
Вместе с тем завершено доказательство леммы 1.
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§ 5. Дополнения и замечания
1. Если Е несепарабельно, то не для каждого вполне не­
прерывного оператора T:cQ~^E  существует Р-сходящаяся к 
нему последовательность вполне непрерывных операторов 
Tn :cQn-+En (действующих в заданных наперед пространствах 
Еп). Соответствующий пример построен Н. А. Бобылевым [2]. 
В связи с этим обстоятельством представляют интерес усиления 
леммы и теоремы, в которых условие 2) заменено подходящим 
более слабым условием. Приведенные выше доказательства 
леммы и теоремы проходят без существенных изменений, если 
вместо условия 2) леммы ввести следующие два условия:
Xn^cQn, хп-+х, ||х„ — Tnxn\\-+Q (п е  N' cz N) =>
=>Тпхп-^Тх (n<=N')\ (20)
хп ge сQn, хп — л: е  dQ f] Й (п <= N' cz N) =>
=>Тпхп->Тх ( n ^ N ') ,  (21)
где й — линейная оболочка множества Y\JT(cQ), а У — мно­
жество P -предельных точек всевозможных последовательностей 
{Тпхп} с хп е  с Qn- Заметим, что включение (8) теперь может, 
вообще говоря, быть нарушено, поэтому в третьей части доказа­
тельства леммы следует (а/4)-сеть К == {г/(1\ . . . ,  у{г)) построить 
не для Y, а для (компактного) множества Y[JT(cQ). Выбрав 
при этом е  Y (J Т (cQ) (k =  1, . . . ,  г), имеем Е °а &  и, в 
силу (21),
хп е  сQn, хп -> х' <= dQ0 =>■ Тпхп -> Тх',
чего достаточно в седьмой и восьмой части доказательства лем­
мы. Остальные части доказательства либо не изменяются, либо 
вместо (6) нужно привлекать (20).
Отметим, что условия (20) и (21) соблюдаются для опера­
торов специального вида Tn— PnTQn, изученных в [1,2]. В 
этом частном случае приходим к результатам, весьма близким 
к результатам [1,2] о правильной аппроксимации операторов.
2. Вместо (2) достаточно потребовать, чтобы
ci IM I^ l im  inf lU n ll^ l im sup  ||*n||^c2M
для каждого x e  E и {xn} e P ( x ) ,  где C\ и c2 — некоторые по­
ложительные постоянные. Учет этого замечания требует, однако, 
довольно многих переделок в доказательстве леммы, и оно еще 
более осложняется.
3. Если Q совпадает с внутренностью своего замыкания, то 
условие (4') является следствием из условий (4) и (5). Дей­
ствительно, пусть x ^ d Q .  Тогда ввиду (4) найдется последова­
тельность x 'n^cQ n , х'п-^х (n<=N). Рассуждая от противного, 
допустим, что последовательности хп е  dQn, хп->х (п <= N ),
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не существует. Тогда найдутся такие õ >  0 и N 'czN , что при 
!l#nll ^  д имеем х'п +  уп Ш Qn ( n ^ N ') .  Рассмотрим произ­
вольный элемент у <= Е, \у\ <  ö, и последовательность уп е  Еп, 
Уп-^У (n<=N ). Тогда \\уп\ < õ  при достаточно больших п и 
значит х'п -fi/n e  Qn (п e iV ', п0). Из сходимости х'п -j- 
~^х-\-у ( n ^ N ')  и условия (5) теперь заключаем, что х -f- у <= 
е  сQ. Итак, ^-окрестность точки л: оказывается подмножеством 
сQ. Значит, х — внутренняя точка сQ, и x e f l ,  вопреки условию 
х != дй. Это противоречие и доказывает наше утверждение.
Впрочем, условие (4') можно в формулировке леммы во­
обще отбросить: мы можем всегда расширить Q до внутренно­
сти cQ — при этом dQ сужается и вращение у(1 — Т\ дй) не * 
изменяется.
От условия (5') освободиться не удается, и ради симметрии 
мы сохранили и условие (4').
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TÄIELIKULT PIDEVATE OPERAATORITE PUSIPUNKTIDE 
LÄHENDAMISEST
C. Vainikko
R e s ü m e e
Artiklis üldistatakse autori tulemused [3— 5] vektorvälja pöörlemise sä ili­
misest ja mittelineaarse võrrandi lähislahendite koondumisest kompaktse aprok- 
simatsiooni korral. On kasutatud ruumide aproksimatsiooni F. Stummeli [8] 
mõttes. Artikli põhitulemused on esitatud paragrahvis 3.
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ÜBER APPROXIMATION DER FIXPUNKTE VOLLSTETIGER 
OPERATOREN
G . Vainikko
Z u s a m m e n f a s s u n g
Es seien E und E n (n e  jV =  {1, 2, . . . ,  n, . . . })  reelle Banachräume und 
(f sei der Raum der Aquivalenzklassen der Folgen {xn} n <= N mit xn e .E n,d. h. 
{ x ,1} und { x ' n }  gehören zu einer Klasse ^ E g ,  falls ||jcn —  *'п||я-*-0. Es sei 
ein Operator P:E-+ Q  m it Eigenschaften (1) und (2) gegeben. W ir benutzen 
folgende Definition [8]: die Folge { x n } P-konvergiert gegen x ^ E  (und wir 
schreiben dann falls { in} е Р ( л ) ,  Die Folge { x n } wird P-kompakt
genannt, falls für jedes N' cz N es ein N" cz N' gibt, so daß die Teilfolge
{xnl P-konvergierend ist.
1 rceiV"
Es seien Q cz E, Qn cz En ( n e  N) nichtleere offene beschränkte Teilmengen 
mit den Rändern dQ, dQn und Abschließungen сQ, сQn- Betrachten wir die 
vollstetigen nichtlinearen Operatoren T : cQ E und Tn :cQn -+En (n ^ N ) .  
Die Hauptergebnisse des Artikels:
Lemma. Es, seien folgende Voraussetzungen erfüllt:
1) die Mengen Q und Qn genügen (4), (4'). (5), (б');
2) die Operatoren T und Tn genügen (6);
3) für jede Folge {xn} mit xn e  сQn ist die Folge {Tnxn} P-kompakt 
und ihre Häufungspunktmenge ist kompakt in E ;
4) der Operator T hat keinen Fixpunkt auf dem Rand dQ. Dann gibt es 
ein n0 e  N so, daß Tn für alle n ^  n0 keinen Fixpunkt auf dem Rand dQ-, 
hat, und die Gleichheiten (7) gelten, wobei y(I — T; dQ) die Rotation [6] des 
Vektorfeldes x — Tx auf dem Rand dQ ist.
Theorem. Es seien die Voraussetzungen des Lemmas erfüllt, und es sei 
y(I — T; dQ) ^  0. Dann ist die Fixpunktmenge I n e c Qn des Operators Tn 
für alle n iss «o nicht leer, jede Folge {xn} mit xn e  X n ist P-kompakt und 
ihre Häufungspunkte sind die Fixpunkte des Operators T.
Diese Ergebnisse verallgemeinern entsprechende Ergebnisse aus [3— 5], wo 
engere Konvergenzbegriffe benutzt werden.
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t
О РЕШ ЕНИИ Э В О Л Ю Ц И О Н Н Ы Х  УРАВНЕНИЙ 
МЕТОДОМ ГАЛЕРКИНА
П. Оя
Кружок СН О  при кафедре вычислительной математики
В настоящей статье исследуется сходимость метода Галер- 
кина для эволюционных уравнений. Используется методика, 
разработана в [1] при исследовании существования и единствен­
ности решений эволюционных уравнений. Другой подход при 
изучении метода Галеркина, основывающийся на теории полу­
групп, разработан в работах [2,4,5].
§ 1. Постановка задачи
Введем используемые в статье понятия и обозначения.
Обозначим через L2 (0 ,T;X) гильбертово пространство (клас­
сов) функций с интегрируемым квадратом, определенных на от­
резке [О, Г] и принимающих значения в гильбертовом простран­
стве X. Скалярное произведение в пространстве L2 (0, Т;Х) опре­
деляется формулой
т
(и, v) l 2(0,T ;X)= f  (и (0 , v ( 0 )  х dt.
о
Через С ( [О, Т]-,Х) обозначим банахово пространство непрерыв­
ных функций, определенных на отрезке [О, Т] со значениями в 
X, с нормой
Мс([о,т1;л:)=  т ах  И О Н *-
te[0 ,T ,
Пусть V и Я  — сепарабельные вещественные гильбертовы 
пространства, причем V непрерывно вложено в Я  и плотно в 
нем. Отождествляя Я  с его двойственным пространством и обо­
значая через V' пространство, двойственное к V, получаем
V czH czV ',
где каждое пространство плотно в последующем. Если [ е У '  
и о е У ,  то (/, V) обозначает значение функционала f на v и 
совпадает со скалярным произведением в Я, если f е  Я.
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Пусть задано семейство непрерывных линейных операторов 
A (t) (= Й(К, V'), / е [ 0 ,Г ] .  Рассмотрим задачу
u '( t)+ A (t)u (t)= f(t ) , (1)
и (0 )= | , (2)
п*\ duгде и (/) = —jj- означает производную в смысле распределе­
ний, f <= Ь2 (0, Т\ V') и I  е  Я  заданы.
На семейство A(t) наложим следующие условия:
V и, o e l ; функция /-*• (A (t)u, v) измерима и I 
|(Л (0 « , II«||v IIü|| v Vu,v^V\  J
существуют « > 0  и 1 такие, |
что (A(t)v,v)-{-/i\\v\\H2 ^a\\v\\v 2 V t^ e F . J (4)
Известно (см. [1], стр. 268), что при условиях (3) — (4) задача 
(I) — (2) имеет единственное решение u ^ L 2 (0,T\V) при лю­
бых fe=L 2 (Q,T;V')t | е Я .
Заметим, что из (1) и из включения u^Lz(0,T\ V) следует 
включение и' е  L2 (0, Т\ V'). Из последних двух, в свою очередь, 
следуют (см. [1], стр. 33) включение и е С ( [ 0 ,  Г ] ;Я ) и нера­
венство
где К — постоянная, не зависящая от и, следовательно, и(0) 
имеет смысл.
Выберем в пространстве V полную систему {e/Ji00; тогда 
она полная также в пространствах Я  и V'; пусть она ортонор- 
мальная в Я. Рассмотрим линейную оболочку первых п элемен­
тов ей • • • ,  еп, которая образует векторное подпространство в 
пространствах V, Я , V'. Снабженные соответствующими нор­
мами подпространства обозначим через Vn, Нп, V'n- Ту же ли­
нейную оболочку можно рассматривать как пространство, двой­
ственное к Vn, обозначим это пространство через (Vn)'■ Так как
sup (f, о ) <  sup (f, ü),
veV^.llüllr^l r)eV,||t)||r ==l
TO
ll^ll(Vn)'^5 II m|| V ' n  VW GE Vn, n —  1, 2, . . . .
В силу конечномерности рассматриваемых пространств, суще­
ствуют константы сп (пусть они будут минимальными) такие, 
что
M I{F»)' Wu e e Vu, п =  1, 2, . . . .  (6)
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Определим проекторы Р п следующим образом:
Р пх— £  (х, eh) ek Ух е  V'. 
h=l
В пространстве Я  проектор Рп является ортопроектором. 
Перейдем от задачи (1) — (2) к задаче
(t) + РпА (t)un(t) = P n f( t ) , (7)
и » (0 )= Я я| (8)
(метод Галеркина). Для каждого п задача (7) — (8) имеет 
единственное решение un ^ L 2 (0, Т; Vn). Действительно, из усло­
вий (3) и (4) и из равенства
(РпА (t) ип, vn) =  (A (t) ип, vn) Vw„, vn е  Vn
вытекают такие же условия для семейства операторов 
PnA(t) :Vn-+V'n.
Будем изучать, при каких условиях и в каком смысле после­
довательность решений ип приближенных задач (7) — (8) схо­
дится к решению и задачи (1) — (2).
§ 2. Оценки обратных операторов
Введем множества
L2'(0,T-,V)=^{u:ueeL2 (0,T- V), и'е= Lz(ОТ; V')},
U (О,Т; Vn) =  {u:uEE L2(0,Г; Vn),u ' es L2(0 J ; (VnY)}
и рассмотрим их нормированными пространствами относительно 
норм из L2 (0,T\V) и L2(0, Г;1/п) соответственно. Рассмотрим 
операторы
В : и (t)-+{u'(t) + Л (t)и (t), и (0)}: U (0,Г; V)-+U(0 J ;  V') Х Я , 
Bn :u(t)-+{u'(t)+PnA (t)u (t) ,u (0 )} :L 2'(0,T-, Vn)-+ 
->12(0,Г; (Vn)')XHn.
Нормируем пространство L2 (0, Т\ V') X  Я  следующим образом:
II {У> |} II Lj(0,T;V')XH Ь,2(0|Г;у') " H l l l l j j  •
Аналогично нормируем и пространства L2(0, Г; (Уп)') X  Я п. 
Задачи (1) — (2) и (7) — (8) можно теперь представить в виде
и
BnUn= { P nf, Pni).
Из однозначной разрешимости этих задач при любых f е  
е 1 2(0, Г; Г )  и ^ е Я  следует существование обратных опера­
торов В~х и В п~К
Лемма 1. Операторы Вп~х равномерно ограничены. 
Д о к а з а т е л ь с т в о .  Предположим сначала, что условие 
(4) выполнено с 1 — 0.
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Пусть ueeL 2 '(0J\ V) дифференцируемая функция, т. е. су­
ществует предел
u(t-\-h) — u(t) .. . 
l im — —  ,--- ±-L=u'{t) Vt e=[0, П .
h-+о rl
Тогда из соотношения
( u ( t ) ,a ( t ) ) '= 2 (u '(t),u (t))
получаем равенство 
т
J («'(<) ,«(<)) dt=~ II« (Г) ||„» -  - i-  II« (0) IIн2. (9)
Это равенство распространяется на функции из L2'(0, Г; V), так 
как для каждой функции « e L 2'(0, Г; У) можем найти диффе­
ренцируемую функцию <р такую, чтобы величины
11 ^ '- ^ ы о .т - .у у  
а в силу неравенства (5) и величина
max \\u{t) — (p{t)\\H
te[0,T]







Оценим ту же норму в обратную сторону:
/(и '(0+ ^(0и (0 »«(0 )л + 11м (0 )||н 2<
о
<  У/||и '(0+Л (*)и (01к '*<И  V / I I « ( 0 IIv2^ + II« (0 ) IIh2^
' о  Г о
^(Ц и '+Л иЦ  L2(0iT;VO +  II«(0)IIh ) (IN I Ь2'(0,Т;^ ) +  11М(°) Ни)-
Учитывая соотношение 
(.РпА ( t ) u n ( t ) , U n ( t ) )  =  ( A ( t ) U n ( t ) , u n ( t ) ) VWn е= и  (0,Т; Vn) , 
устанавливаем таким же методом неравенство
( I IUn~\-Pn ^ ^ n l l  L„(0tT;(VпУ) ( ® )  ) X
>min{±,a} (!l«n(0)!lH24-|!wn||2L2,{OT.Vn)) Vun ge U{Q,T\ Vn).
Следовательно,
(\\un'+PnAun\L^ T.iv^ r) + \\un{0) I I h J X
ХУ11мп112ГЛ(0 Г;^ п) +  1|м„ (0) ||2Я?| 
^  1
y2 m in{ Y '  +
e}yi|B„(0) IPh ,, +  ll«nll2I..,(o,T;VJ ll“ »ll I,rtOJ;F„)
V
Итак,
^  Г2II R —i||
11 n К L2(0,T;(VnY)XHn -*-L2'(0,T-,Vn)'
Вернемся к общему случаю, когда условие (4) выполнено при 
некотором положительном Я =  Яо- Заменой неизвестной функции
«n (0  ==ew ün (0 
задача (7)— (8) преобразуется к виду
О п 'С О + Л И ^ М О + ^ п М О  =e~htPnf(t), vn(0) = P n i.
Для семейства операторов1 A(t) -|-Яо/ выполнены условия (3) — 
(4), причем условие (4) выполняется с 1 =  0. Следовательно, 
для vn справедливы найденные выше оценки, а вместе с тем
т/2
W ;(V n n + i i n n i „ j .
m inj-i-, a J
Итак, в общем случае
]/2 е*-1,
1^ L 2(01T ;(V n ),) X H n  - > М О ,Т ; У я ) ^  Г “[  Т ~  ’ (
Лемма доказана.
1 Здесь «единичрый» оператор I  — Iv-+v > рассматривается как оператор 
вложения V в V'.
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Лемма 2. Оператор дифференцирования коммутирует с про­
екторами Рп-
Д о к а з а т е л ь с т в о .  Пусть и е  L2' {О, Т\ V). Производную 
функции u(t) в смысле распределений можно определить как 
единственную функцию u'(t), которая удовлетворяет равенству
f  и' (t) cp(i)dt-{- J  и (t) ср'(t) dt — О
о о
для каждой бесконечно дифференцируемой функции (р с ком­
пактным носителем в промежутке (О,Т). Из соотношения 
т т
( f  и '(t) cp(t)dt-\- /  u(t)<p'(t)dt, ей) = 0 ,  k =  1, 2, . . .
о о
получаем
/  (и'(t),eh)(p(t)dt-\-J (u(t),eh)(p/{ t)d t= 0 , k=\, 2,
о 6
мы учли, что можно поменять порядок интегрирования и приме­
нения линейного непрерывного оператора (в данном случае, 
функционала).
Еще раз поменяв порядок интегрирования и применения 
функционалов (•, ей) : V'-+R, находим
2J ( /  (u'{t),ek)<p(t)dt-\- J  (u(t),ek)<p/(t)dt)ek=
/(=1 о о
=  J Ž ( f  (и'(t), ek) ek<p (t) d t+ f  (u(t),eh)eh(p'(t)dt) =
ft= 1 о 0
=  f p n (u '(t))<p(t)d t+ Jp„(u(t))<p '(t)d t=0,
0 0
Pnu'(t) =  {Pnu{t)Y VueeL 2'(0,T] V).
Лемма 3. Для решений и и un задач (1) — (2) и (7) — (8) 
соответственно справедлива оценка
( У 2 exr , ,  , , \ „
II Un «И Т2(0 Т.у) £





Д о к а з а т е л ь с т в о .  В неравенстве
\\un — P nu\\u{QT.Vn) ^
^  ^B n ^ U ( 0 , T ; ( V n) ')X H n -  U \ 0 ,T ;v J \ B n ( U n  ~  Р  ^ b 2(0 ,T ;(V n ) ')X H „
будем оценивать правую часть. Непосредственно получаем
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II B„ (Un  PnU)  II L,№J]{y j )XHn —
=  IIPnf -  (Pnlt)' -  P„APnu II HmVnY) +  II«» (0) -  Pnu (0) Ия,,
при этом
II «n (0) — Pnu (0) IIнп = 0 .
При помощи леммы 2 получаем 
IIP n f 0 ) - ( P n i i ( t ) Y  —  P n A  ( / ) P n U ( t )  !l(F n ), =
=  | Pnf(t) — Pn{u '(t)+ A (t)u (t))+ P nA (t)u (t)-  
- P nA (t)Pnu(t) ||(FJ =
=  ||PnA(i) (I - P n)u (t) II (VJ =
=  sup (PnA ( t ) ( I - P n)u(t),v ) =
® e V n , IIdH r = l
=  sup (A(t) (I — Pn)u(t) ,v) ^
v<=Vn , ||«[|г = 1
^  sup (A (t) (/ — Pn)u(t), v) =
v^v, ||®Hv=i
=  IIЛ (t ) ( /  — Рп) и ( l )  II V'SSM II (/ — Pr,) u ( t )  llr ,  
следовательно,
IIP n f  ( P n l l )  P nA P n ll\\ Ьгф >Т;( у пу) ^ M | | w  P n ,u \\b2(0 T;Vr) •
Учитывая неравенство (10), получаем при помощи соотношения
ип — и — (ип — Рпи) "f" {Pii 0  ^
требуемую оценку. Лемма доказана.
Лемма 4. Если последовательность сп в неравенстве (6) 
ограничена, то для каждой f e L 2(0, T\V) имеет место сходи­
мость P n f —^ f  в L2 (0 ,T\V').
Д о к а з а т е л ь с т в о .  По теореме Банаха— Штейнгауза до­
статочно показать, что сходимость имеет место на некотором 
всюду плотном множестве в пространстве L2 (0 ,T\V') и после­
довательность ИРЛ , , ограничена.■ " Т L2(0,T;V')-+ Li(0,T;V') к
Всюду плотным множеством выбираем пространство 
L2(0, Г ;Я ) ; его плотность в пространстве L2(0, T\V') следует из 
плотности множества Я  в пространстве V'. Для и е  L2(0, Т; Я ) 
получаем на основании теоремы Лебега
\\Рпи -  иИ2М 0 Г;Н) =  / I I Pnll(t) — u(t) IIн2d t 0, 
о
так как Pnu(t) —кu(t) в Я  для почти каждого / е  [0, Т] и 
\\Pnu(t) — u(t) ||н ^  \\u(t) ||н. Сходимость Pnu-+u в L2 (0,T;V') 
следует из сходимости Р пи-+и в Ь2 (0, Г; Я ) ввиду непрерывного 
вложения L2 (0, Г; Я ) с: L2 (0, Г; V').
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Кроме того, для любого и е Г
\\Pnu\\v'=\\Pnu\\ v, < C n||PnM|U v =71 iv n'
=  cn sup (Pnu,v) =
vevn, llvlly— 1
n
=  cn sup ( 2  (u,eh)eh,v) =
»e rn, M v= l fc=l
oo
=  cn sup ( 2  («, ek)ek, v) ^
vevn, ||®||v= l h= 1
OO
sup ( 2  (u,ek)ek,v ) = c n\\u\\v'.
V £ V ,  ||t)i|v  =  l  fc = l
Следовательно,
11^Л1г.!(0,Т;П с^„||/||ЗДТ;П V /e L 2(0,r;V'),
| P J blü,i;r ) * M . x v ^ ‘ ^ const (n =  l, 2, . . . ) .  (12)
Лемма доказана.
§ 4. Основная теорема сходимости
Теорема 1. Пусть последовательность сп в неравенстве (6) 
ограничена. Пусть Рпи~*и в L2 (0,T\V), где и — решение за­
дачи (1) — (2). Тогда при п—^ оо решения ип задачи (7)— (8) 
сходятся к и е  следующем смысле:
ип -+и в L2 (0,T-V)-, (13)
ип'-+и' в Lz(Q,T-V')\ (14)
Un->u в С ([О,Г;]; Н). (15)
Справедливы оценки сходимости
I У 2 е1т \
I“ ” -  “ 'I ЬЛТ-.У, <  ( -------П ------Г  М+1 )  ilP»« -
m m .
I Un — U' I
L2(0,T;V')
\cnM ( --- -------— M + l ) ИЛгМ — H||Jj(0>r;V) +
m in l~2* ’ a  1
+||Priw/ — « 'II , ,nTw  (16)L2(0,T,V') ’
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\Un — 4\\C([ 0,Т];Я)^
<  К(спМ +  1) ( --- У2^ Т М + 1 ) Н^я“ — «И^о т-v) +
min{T , « }
+ tf||/>„u'- « 'H W ; v r  (17)
Д о к а з а т е л ь с т в о .  Оценка (17) следует из (5), (11) и 
(16), докажем оценку (16).
Пусть и и ип решения соответствующих задач. Учитывая 
соотношение
«»' — u '= P n f  — Р пАи,, — и' =
=  Р пи' — и' — (РпАип — РпАи),
получаем оценку
И“" ' -  “ 'II +№ nAut.- P HAu№u ,'T.v^
Для второго слагаемого в правой части неравенства получаем 
при помощи (12) оценку
\\РпА (ип и) IIЛ (ип и) I I ^
^  спМ IIип м|| ^ 2(0 x-v) *
Учитывая (11), можно теперь вывести неравенство (16).
Сходимость (13) следует из оценки (11), сходимости (14) и 
(15) имеют место в силу оценок (16), (17) и леммы 4.
Теорема доказана.
§ 5. Одна специальная координатная система
Рассмотрим один частный случай выбора системы {ек}.
Каждый фиксированный в пространстве V непрерывный ли­
нейный функционал можно реализовать по теореме Рисса при 
помощи однозначно определенного элемента и0 из пространства
V соответствием
ü->-(uo, ü ) V, V <= V, 
где (и*), v)v — скалярное произведение в V. Тот же самый 
функционал можно реализовать соответствием 
Ü “►(£»!, v), D G F ,  
где V\ однозначно определенный элемент из пространства V'. С о­
ответствие Ло^о =  определяет изометрический изоморфизм 
между пространствами V и V', причем имеет место равенство 
(и, v) у =  (А0и, и) Ум, и е  F.
Лемма 5. Пусть вложение V в Н вполне непрерывно. Тогда 
оператор Л0 имеет счетное множество собственных значений Ль„ 
0 <СЯ 1 ^ Я 2^  . . ■ . . .  (Xh -*■ оо  при & - > о о ) ;
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Vсистема соответствующих собственных элементов щ  
(Ащ =  Хкщ) ортогональна в V, Я  и V' и полна в каждом из 
этих пространств.
Д о к а з а т е л ь с т в о .  В силу полной непрерывности вложе­
ния V в Я  является вполне непрерывным и опфатор A<r4v-*v'> 
где ly-^v обозначает оператор вложения пространства V в V'. 
Оператор Aq~4V-+v  является самосопряжённым и положитель­
ным в пространстве V:
(Ao~lIv-+v'ü, и)у =  (Л<И(Г1/ v->-v'U, и) =  (и, и) =
=  (и, AoAo~1/v-)~v'V) =
=  (и, Ao-'Iv^v'V) V V«, o e F ,
(A(TlIv-+v'U, v) v — (и, « ) > 0  V« е  V, и ф 0.
Для оператора Aq~1Iv->v' найдем собственные значения ßh, k — 
=  1,2, . . . ,  и собственные элементы щ  так, что выполняется 
равенство
Ао-Чу^у'Щ— Р'кфк-
Ввиду положительности и полной непрерывности оператора 
Aq~4v^ v' можно утвердить, что множество собственных значе­
ний {tik} счетно, все собственные значения положительные, 
число 0 не является собственным значением, но является един­
ственной точкой накопления множества {ßk} и система собствен­
ных элементов {<ри} ортогональна и полна в пространстве V. 
Обозначим 1 lp,k — hi (следовательно Яь->оо); тогда имеет ме­
сто равенство
AorPk =  Xh(ph.
Из соотношения
Xh{(ph, q)j)n— Xh(AoA(rlIv-+V'(ph, tpj) =
=  (Ao(XkAcTlIv-+v'(pk) , (pj) =
=  (A0<ph, (pj) =  (<Ph, q)j) v
видно, что собственные элементы <рк ортогональны также в про­
странстве Я. Учитывая изометричность оператора Д0, получаем 
из равенства
{(pk, q>j)v— (Ao(ph, A0q)j) v'=lhXj(q>k, <Pj) v>,
что система {щ} ортогональна и в пространстве V'.
Лемма доказана.
Будем считать, что система {дз/г} нормирована в Я. 
Построим теперь проекторы Рп, положив еh =  щ:
П
P nv =  ^  {v,ek)ek (v (= V ') ,
k=i
п I 1 \ 1
P nv =  JS  ( v>r~ — eh J ~—=Lek (v <ee V).
k=-i VAft / v ix k 
Проектор P,i является ортопроектором как в Я, так и в V.
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Убедимся, что в данном случае неравенство (6) имеет место 
с сп =  1. Ввиду того, что Рп — ортопроектор в V, имеем 
IIуIIу =  (\\Pnv\\v2 -f- ||у — PnV 11у2)Ч  и последний супремум в це­
почке равенств
II/nil у, =  sup (fn, v ) =  sup (fn,PnV)=\\fn\\{Vny
n j je f , IMIV=1 ueV, ||u|lv=i
достигается на некотором элементе v е  Vn, если fn — элемент 
из линейной оболочки системы {ek}\n.
Отметим, что имеет место сходимость
Р пи а в Z/2 (О, Т\ V) Vw £  Lo (О, Т\ V ),
поскольку Р п ортопроектор в V.
Мы доказали следующую теорему:
Теорема 2. Если использовать в приближенных задачах при 
определении проекторов Рп систему собственных элементов опе­
ратора Л о, то имеют место сходимости ип =  и в L2 (0,Tm,V ), 
и'п-^и' в L2(Q, Г; V') и ип — и в С([0, Г ] ;Я ) для решений 
и и ип задач (1) — (2) и (7) — (8) соответственно; справедливы 
оценки (11), (16) и (17) с сп = 1 .
Например, если взять Я  =  L2 (Q) (пространство функций с 
интегрируемым квадратом на ограниченной области Q c z R n),
V =  Но] (Ü ) (пространство Соболева с нулевыми значениями на 
границе Г области Ü), то V' =  задача на собственные
значения А0(ри =  hafpk приводится к задаче — Лхрь =  hk<ph, 
<pk ~ 0, где А — оператор Лапласа. Система функций {<;ри}
может быть использована при решении методом Галеркина 
задачи (1) — (2) с эллиптическими операторами A(t) второго по­
рядка.
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EVOLUTSIOONI VÕRRANDI LAHENDAMISEST GALJORKINI MEETODIGA
P. Oja
Resümee
Artiklis vaadeldakse abstraktsete paraboolset tüüpi võrrandite u' .-j- A (t) и — 
=  f(t), u ( 0 ) = h 0 korral Galjorkini meetodi üldisi koonduvustingimusi Hilberti 
ruumide juhul. Lähtutakse Lionsi käsitlusest lahendi olemasolu ja ühesuse uuri­
misel. Näidatakse, et saadud üldised tingimused on täidetud, kui projektorid 
moodustada operaatoriga A (t) kooskõlas oleva operaatori A0 omaelementide 
abil. Tulemusi saab rakendada harilike paraboolset tüüpi võrrandite lahenda­
misel.




The article deals with some general conditions of the convergence ol 
Galerkin method for the abstract equations of the parabolic type u' +  A(t)u =  
^=f(t), u(0) =  «о in the case of Hilbert space. Lions’ treatment of the existence 
and uniqueness of the solution has been taken as a basis. It is shown that the 
obtained general conditions are satisfied if the projectors are constructed by 
means of the eigenvectors of the operator A0, which is associated with the 
operators A(t). The results are applicable t o ’ the parabolic partial differential 
equations.
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СРАВНЕНИЕ ДВУХ МЕТОДОВ П РИ БЛ И Ж ЕН Н О ГО  
ПОСТРОЕНИЯ НЕЯВНОЙ  ФУНКЦИИ
А. Дементьева
Кафедра вычислительной математики
В статье устанавливаются оценки, характеризующие качество 
двух разностных схем приближенного построения неявной функ­
ции. Обе эти схемы основаны на идеях известного метода Нью­
тона — Канторовича приближенного решения нелинейных опе­
раторных уравнений. Проводится детальный сравнительный ана­
лиз найденных оценок. Этот анализ позволяет описать условия, 
в которых предпочтительно применение каждого метода.
Основные теоремы об оценках погрешностей в изучаеымх 
разностных схемах без доказательств были приведены в [5].
§ 1. Постановка задачи
Рассмотрим операторное уравнение
F (х\ Я) = 0 . (1.1)
Здесь х — точка некоторого банахового пространства Е, Я — 
скалярный параметр, F (х\ X) — непрерывный по совокупности 
переменных оператор со значениями в Е.
Пусть уравнение (1.1) задает на полуоси [0, оо) неявную 
функцию х*(А). Нас интересует приближенное построение не­
явной функции х* (Я) при Я ^  0. Для приближенного построе­
ния неявной функции могут быть применены дискретные алго­
ритмы (см., например, [2—4]).
Выберем на полуоси 0 ^  Я <  оо  точки Äk =  kh (k =  
=  0, 1, . . . ) ,  где h — некоторое положительное число, и будем 
отыскивать приближенные значения
х0, хи . . . ,  xh, . . .  (1.2)
неявной функции х* (Я) при Я =  Ял.
Последовательность (1.2) будем строить следующим образом. 
Предположим, что нам удалось каким-либо способом найти 
удовлетворительное приближенное значение Хо неявной функции
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x*(X) при Я =  Ло. Если оператор F (х\ Я) достаточно гладок и 
шаг И) достаточно мал, то значение х0 будет близко и к значе­
нию неявной функции х*(Л) при Я =  Л\. Поэтому можно, считая 
Xq приближенным значением решения уравнения F (х\ Лх) =  О, 
уточнить это значение х.0 при помощи конечного числа итераций 
какого-либо из известных методов и получить удовлетворяющее 
нас приближенное значение хх неявной функции х* (Л) при Л— Л\. 
По Х\ аналогичным образом можно построить х2 и т. д.
Таким образом, выбрав метод, при помощи которого мы бу­
дем, уточняя приближенное значение xh неявной функции х*(Л) 
при Я =  Я/,, получать приближенное значение хк+\ неявной 
функции х*(Л) при Я =  Лк+и мы получим некоторый алгоритм 
построения последовательности (1.2). Этот алгоритм зависит, 
конечно, от оператора F (х\ Я), от величины шага h; точки всей 
последовательности зависят, как правило, от начальной точки 
Л'о; однако, они могут этой точкой однозначно не определяться 
в условиях, когда способ построения последовательности связан 
со случайными ошибками.
Будем говорить, что алгоритм построения последовательно­
сти (1.2) является [ги г2 ]-устойчивым, если выполнены следую­
щие требования:
Г. Из ||х0 — л:*(Яо) II ^  г, где r e [ r i , r 2] следует, что 
ljxh — я*(Яй)|| ^  г при всех k =  1, 2, . . .  , а из ||x0 — л:*(Я0)|| <
<  г2 следует, что
lim \\Xh- х* (Я/О II
к-г-оо
2°. Из справедливости при некотором k неравенств Г\ <
<  \\хк — х*(Ял) II <  f 2 вытекает, что
НЛ-Л’-И X (Яй-1-i) II IIXh X (Я/i) II.
3°. Из IIх0 — х* (Я0) II ^  г2 следует, что при каждом фиксиро­
ванном k точка Xh лежит в области притяжения решения х* (hi) 
уравнения F (х\ Лк) =  0 по отношению к методу Ньютона— Кан­
торовича (см. [1-2]).
Непосредственно из определения вытекает, что каждый 
[ГU г2]-устойчивый алгоритм будет [sb 52]-устойчив, если 
г ^  5! 5^  s2 ^  г2. Этим замечанием в дальнейшем будем поль­
зоваться без специальных ссылок.
Ниже исследованы два алгоритма построения последователь­
ности (1.2); для каждого из алгоритмов установлены специаль­
ные оценки, которые, с одной стороны, позволяют по заданным 
гх и л2 определить те h, при которых алгоритм [гь г2]-устойчив, 
а, с другой стороны, — при заданном h позволяют найти такие 
Г] и г2, что метод [гь г2 ]-устойчив.
Всюду ниже предполагается, что в рассматриваемой области 
изменения переменных оператор F (х\ Я) дифференцируем по х 
и Я.
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Будем считать, что при рассматриваемых значениях перемен­
ных производные F'x(x; Я) и F\(х; А) равномерно ограничены
• (1.3)
\\F\(x;X)\\^M2. (1.4)
Кроме этого, будем считать, что производная F'x(х\ А) по пе­
ременной х удовлетворяет условию Липшица
\\F'x(x] X )~ F 'x{y\ А) II < М ц  IIх — у\\. (1.5)
Самое существенное ограничение заключается в том, что в 
рассматриваемой области изменения переменных х и А произ­
водная F'x(x\X) является непрерывно обратимым оператором, 
причем нормы обратных операторов предполагаются равномерно 
ограниченными
• \\[F'x(x-,X)]^\\^N. (1.6)
Мы не дали полного описания области, в которой выполнены 
оценки (1.3) — (1.6). Достаточно, например, чтобы они были вы­
полнены в «трубке», выделяемой неравенствами \\х — х*(Л)\\ <
<  2/АШ,,.
§ 2. Метод простых поправок
2.1. Как уже говорилось, для отыскания xh+i по хк будем 
считать Xh начальным приближением решения Jt*(Afe+i) уравне­
ния
F(x-,Xh+i ) = 0  (2.1)
и уточним Хи при помощи конечного числа итераций какого-либо 
из известных методов. В этой работе в качестве такого метода 
взят метод Ньютона— Канторовича [1].
В этом параграфе для отсыкания точки хк+\ применяется 
одна итерация метода Ньютона— Канторовича решения уравне­
ния (2.1) при начальном приближении Хи\ при этом получается 
следующий алгоритм
Xk-\A=Xk — [F'x(Xh‘, Afc.fi) ]_1/7(A7,.; A/t+i). (2.2)
При реализации вычислений по формулам (2.2) неизбежны 
случайные ошибки, поэтому фактически вычисления проводятся 
по формулам
xh+i= x h— [F'x(xk] Лк+i) Y lF{Xh\ Xh)-\-öh (£ =  0 , 1 , . . . ) ,  (2.3) 
где õu — некоторый случайный элемент пространства Е. Мы 
будем считать, что известна оценка норм векторов би‘
Ш \ ^б. (2.4)
Метод построения точек (1.2) по формулам (2.3) будем на­
зывать методом простых поправок.
Для реализации вычислений нужно, конечно, знать началь­
ную точку х0.
251
2.2. Лемма 2.1. Неявная функция л:* (Я) удовлетворяет усло­
вию Липшица
II**(Я)-  ** (р) (| ^ Л Ш 2 |Я — 4  (2.5)
Д о к а з а т е л ь с т в о .  Из общих теорем о неявных функ­
циях вытекает, что я*(Я) непрерывно дифференцируема. При 
этом
(Л); A]}-’f ' (Я); Я].
Поэтому из
* ‘ ( Я ) - * »  =  /
(я
вытекает, что
На-*(Я)- х * ы !! <1 f  II{/"«[**(г); v]}-‘|l • l lK [x * (»); v]||di>|.
После этого для получения (2.5) остается сослаться на (1.6) и
(1.4).
Лемма доказана.
2.3. Лемма 2.2. Пусть у0 удовлетворяет неравенству
\\Уо х* (Я*) II <^NMi  ^ •
Тогда точка у0 принадлежит области притяжения решения 
х*(Я*) уравнения F (х; Я*) = 0  по отношению к методу Ньюто­
на—Канторовича.
Д о к а з а т е л ь с т в о .  В методе Ньютона— Канторовича по­
следовательные приближения определяются равенством
yn+i=yn — [F'x{yn, А*) ]-lF(yn; Я*).
Поэтому из (1.6) вытекает оценка
llif.+i — * * ( Л 1 К
«£ II [Р'х(Уп, Я*) ]-‘И • IIF’x(y„\Я*) [Уп -  ** (Я*) ] -  F(yn- Я*) | 
sgW II /{F '* ( i/„ ; Я*) — f ' ,[ % „ + (  1 —  д)х*(Я*); Я*]> Л9ЦХ
Х11у»-**(я*)11 '
и, в силу (1.5),
IIу„+, -  ** (Я*) II \\Уп -  ** (Я*) II*.
Из этой оценки непосредственно вытекает утверждение леммы.
2.4. Лемма 2.3. Пусть точки (1.2) найдены методом (2.3). 
Тогда при каждом k =  0, 1, . . .  справедлива оценка
А/ А 4
||х*+, -  х*(Я*+.) IISS— ~ - 1  Ы  -  .** (Я*) II +NM JiY+õ. (2.6)
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Д о к а з а т е л ь с т в о .  Установим вначале оценку 
А1Ми
\\хш  — х* (Ль+1) II Цхк — х" (Afc+i) ||2+d. (2.7)
Так как
F (х/{; Aft+i) =  F(Xh\ Як+i) F [х (Aft+i); A/t+i]=
== /  F'x[6 xh+ ( 1 - в )х*  (Aft+i); Aft+i] [xh -  ** (Aft+1) ]rfö,
о
то
F х(*ft', Aft+i) [Xk x (Aft+i) ] F (Xh', Aft+i) =
== /  { F * (%; Aft+i)-  F'x[6 xh+ (\ -d)x*(Aft+i) ;Aft+i]}X
о
x  [Xk — X*(?ih+1) ]dd
и, в силу (1.5),
IIP'*; Ял+i) [Xft — (Aft+i) ] — F (xh; Aft+i) II ^
1
s ^M u fd  dd\\xh -  x* (Ял+i) !l2=  -~-\\Xk- x* (Aft+i) II2 
0
Ho
Xft+i Л- (Aft+i) —
=  [F'x(Xk’, Aft+i) ]_1{/r/x(Xft; Aft+i) [Xk — x* (Aft+i) ]— F (Xu; A/{+i)} -\-öh.
Поэтому из предыдущей оценки, из (1.6) и (2.4) вытекает (2.7). 
Из (2.7) вытекает (2.6), так как
И** -  х* (Aft+i) !| <  И а  -  ** (Aft) II +  II** (Ак) -  х* (Aft+i) II
и, в силу леммы 2.1,
\\х* (Ай) — х* (A/t+i) II ^.NMzh.
Лемма доказана.
2.5. Приведем простую лемму общего характера о числовых 
последовательностях.
Пусть на полуоси 0 ^  5 <  оо задана непрерывная неотрица­
тельная и неубывающая функция <p(s). Будем считать, что у 
уравнения
(p(s)=s  (2.8)
есть два решения гх и г2 (которые могут и совпадать) и что 
выполнены неравенства
<jo(s)<s (rt< s < r 2)
и
cp(s)^s  ( 0 ^ s ^ r t, r2 ^ s ) .
Рассмотрим числовую последовательность
so, Si, . . . ,  Sk, . . .  . (2.9)
Лемма 2.4. Пусть числа последовательности (2.9) удовлетво­
ряют неравенствам
S h + i^ (p (S h )  ( k =  0 , 1, . . . ) .
253
Тогда справедливы следующие утверждения:
1°. Из s0 ^  г (где г <= [ гi, /'2 ]) вытекает, что Sk ^  г 
(k =  1, 2, .. .), а из s0 <  г2 вытекает, что limsup sh ^  rh 
2°. Из гх <с S]{ <  г2 вытекает, что S/i+1 <; s .^
Оба утверждения леммы очевидны.
2.6. Вернемся к анализу метода (2.3) простых поправок. 
Введем в рассмотрение функцию
При фиксированных h и õ функция (2.10) возрастает при увели­
чении s ^  0. Составим для функции (2.10) уравнение (2.8)
Для того, чтобы у уравнения (2.11) были вещественные 
корни, необходима и достаточна неотрицательность дискрими­
нанта уравнения. После преобразований это условие имеет вид
Если параметры д и /г удовлетворяют условию (2.12), то корни 
r\(õ,h) и r2 (õ,h) уравнения (2.11) определяются формулами
При этом корни rx(ö,h ) и r2 (õ, h) положительны; они совпадают 
при 2NMuõ -I- 2 N2M 2M nh ■= 1.
Теорема 2.1. Пусть выполнено условие (2.12).
Тогда метод (2.3) простых поправок приближенного построе­
ния неявной функции [r\(õ,h), г 2 (õ,h) у  устойчив.
Д о к а з а т е л ь с т в о .  Функция <p(s\h,õ) при /г и (5, удов­
летворяющих условию (2.12), очевидным образом удов­
летворяет требованиям, предъявленным к функции <p(s). фигу­
рирующей в условиях леммы 2.4. Введем обозначение
Поэтому из леммы 2.4 вытекает, что метод простых поправок 
обладает свойствами Г  и 2°, участвующими в определении 
[г, (ö, h), г2 (d, h )-устойчивости.
NMn
<р(s; h, õ) = — — (s+NM 2h ) ^ õ . (2.10)
(2.11)
2NMlld+2№M2M iih ^ :\. (2 .12)
и
Sft=||*Ä — x*(Ak) II (k =  0, 1, . . . ) .  
Из леммы 2.3 вытекают неравенства
s „ + i^ - ^ ~ ( s „ + A W 0 2+<5
или, что то же,
Sh+i^<p(Sk\ h, д).
254
Остается доказать, что в условиях теоремы метод простых 
поправок обладает свойством 3°. В силу леммы 2.2 для этого 
достаточно показать справедливость неравенства
ri{ õ ,h )<  NMip
которое очевидно.
Теорема доказана.
Из условия (2.12) ясно, что теорема 2.1 позволяет обосно­
вывать метод простых поправок лишь в случаях, когда оценка õ 
ошибок õu удовлетворяет неравенствам
<2Л5>
При каждом Ö, удовлетворяющем (2.15), метод простых попра­
вок применим с шагом h, для которого
0</is£ (2Л6) 2N2M2Mu v 7
Теорема 2.2. Пусть <5 удовлетворяет условию (2.15). Пусть 
числа /"j и г2 удовлетворяют неравенствам
1 + y i— 2NMuõ NM и
Тогда при
0 < h s ^ h 0 (õ; Ti, r2), (2.18)
где
и /Л ч 1 /1  /  2 (п — д) -|/ 2 (r2 - õ )  \
н^ г‘’г^ = ш тпI — г*- V -щг
(2.1 Э)
метод простых поправок [г\,г2 ~\-устойчив.
Д о к а з а т е л ь с т в о .  Рассмотрим равенство (2.11) как 
уравнение относительно h. Очевидно, это уравнение имеет един­
ственный положительный корень h =  \p(s\ õ)\
4 -  <2 20>
при
r i(< y ,0 )< s< r2(<y,0), (2.21)
гле ri(õ,h) и r2 {Ö,h) определяются равенствами (2.13) и (2.14). 
После простых преобразований получаем
r i (d ,Q )=---j _6 ......... ,
1+yi — 2 NMiiõ
NMu
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Равенство (2.19) можно переписать в виде
Но{0]ги г2) = т \ п { 1р(ги <5), ip(r2, Ö)}, (2.22)
а условие (2.17) — в виде
r i( ö ,0 )< / ’1< r 2< r 2(d,0). (2.23)
Покажем, что число h — hQ(õ, rh г2) удовлетворяет условию 
(2.12). Для этого достаточно установить неравенство
2 NMiiõ-\-2 N2‘M 2Mnip(s; д) <Z\ (2.24)
при всех s, удовлетворяющих (2.21). Для доказательства (2.24) 
можно заменить его эквивалентным неравенством
I  NMu ^  2NMu +5 6  
или, что то же, очевидным неравенством
[v^-V - mW-]2^ 0-
Из того, что число Иц(б', ги г2) удовлетворяет условию (2.12) 
следует, что определены числа г{[д, ho(}õ; ги г2) ] и 
П[д, П ,^ )] ,
Установим теперь справедливость неравенств
ri[ö, h0 (õ\ г и r2) ] ^ r i ^ r 2 ^ r 2 [ö, h0 (õ; п, г2) ]. (2.25)
Из определения функций (2.13), (2.14) и (2.20) вытекают 
тождества
f[ r i(õ ,h ) ,õ ]= h , ip[r2 (ö ,h ) ,ö ] ^h . (2.26)
Допустим, что неравенства (2.25) неверны. Предположим вна­
чале, что
! г 1< г 1[ (У ,А о (< У ;/ '1, г 2) ] ;
из этого неравенства, так как ip(s; õ) возрастает на промежутке 
[ri («У, 0), Г] [<5, ho(õ; гь г2)]], следует неравенство
1р{п\ (У) < ip { r i [8 ,h 0(Õ\ ru r2) ]; (У},
которое, в силу (2.26), можно переписать в виде ^ ( r ]\Õ)<
<С h0 (ö', Г\, г2) — это противоречит (2.22). Аналогично, если
r2> r 2[ö, ho(õ\ rh r2)],
то
у) (г 2', 6) < 1р{г2[0 , ho(ö-, ru r2)]\ö),
так как jp(s, д) убывает на промежутке [r2 [d,ho(0 \ ги г2) ], r2 (õ, 0) ]; 
последнее неравенство в силу (2.26) можно переписать в виде 
ip{r2, д )<  h0 (ö;ru r2) — мы снова получили противоречие опре- t 
делению (2.22). Итак, неравенства (2.25) доказаны.
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Из того, что число ho (d; ru г2) удовлетворяет неравенству 
.(2.12), следует, что неравенство (2.12) выполнено при всех h, 
удовлетворяющих (2.18). Но при этих h
M 6,AXri[d ,A o(<y;ri,r2)J, r2 (õ, h) ^ r 2 [õ, h0 (6 - ru r2) ]
и поэтому в силу теоремы 2.1 метод простых поправок будет 
|/i[<y, M tf; r i,r2)], rz[d,ho(ä\ ru r2) ]]-устойчивым. Отсюда и из 
(2.25) вытекает [гь г2]-устойчивость метода простых поправок 
при всех Л, удовлетворяющих (2.18).
Теорема. доказана.
§ 3. Метод простой двойной поправки
3.1. При. построении метода (2.2) точка Xk+1 находилась 
при помощи одной итерации метода Ньютона— Канторовича 
решения уравнения F(x\Xk+1) = 0 ; в качестве начального при­
ближения бралась точка хи. Если определить точку xh+\ как 
вторую итерацию метода Ньютона— Канторовича решения этого 
уравнения, то для ее определения получим формулы
zk+i= x h— [F'x(xk\Xh^ )] - iF(xk\Xk+i),
Xh+i==zh+i — [F'x(zh+i\ Afc+i) Afe+i)
( * = 0 , 1 , . . . ) .
Метод отыскания последовательности (1.2) при помощи формул
(3.1) будем называть методом двойной простой поправки. Для 
реализации вычислений4 по этому методу, как и в предыдущем 
методе, нужно знать начальную точку Xq.
3.2. Из леммы 2.3 вытекают оценки
112*+, -  X* (fa+i) II \\Хк -  X“ (Яь) II+ iVM2ftp
и
Wxh+i — X*(Яй+i) II • Wzh+i — x* (Äft+i) II2..
Поэтому верн#
Лемма 3.1. Пусть точка Xk+\ определяется по точке Хи мето­
дом (3.1) двойной простой поправки.
Тогда справедлива оценка
N3Mu3. ||дгА+1 -  ж* (Aft+i) II < — -!!.[ I lu  -  X*(Л*) II +NM2hy. (3.2)
О
Введем в рассмотрение функцию
N3Mu3
<px{s-h)=— ^ .(s + N M zh y  (3.3)
и покажем, что она являе'гся функцией типа, фигурирующего 
в лемме 2.4, -при значениях h из некоторого промежутка
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(0 ,/imax). Так как функция (3.3) при каждом фиксированном 
И. >  О выпукла и монотонно возрастает при увеличении s (s ^O ) , 
то нужно лишь найти те значения /г, при которых у уравнения
N3Mn3
— s+NM 2h )*= s  (ЗА)
о
(уравнения (2.8) для функции <pi(s;h)) есть положительные 
корни.
При h =  0 у уравнения (3.4) есть кроме нулевого один по­
ложительный корень
(3-5)
Графики функций ><;p — <p{(s\h) можно получить из графика 
функции <р =  yi(s\0) сдвигом влево на величину NM 2h.
Обозначим через hmах такое значение h, которому соответ­
ствует график функции (р =  <p\(s\h), обладающий тем свой­
ством, что прямая (р — s касательна к нему в некоторой точке 
с абсциссой ,£>*. Ясно, что при О <L h <  hmах график функции 
<р =  <р\ (s; h) пересекает прямую <р — s в двух точках, абсциссы 
которых обозначим через (к) и Qz(h). При h ;> hmах графики 
функций <р — <pi(s\ h) не имеют общих точек с прямой <р =  s.
Очевидно, что функция Q\(h) при возрастании / i e  
е  (0, Атах] возрастает, а функция ,д2 (h) убывает. Очевидны 
оценки
o<$ i(h )  <е*^е2-(А) . (3.6)
Вычислим Атах- Нам известно, что прямая cp =  s касательна 
к графику функции
N3Mu3
<Р =  — ^ ( s + J V M A n a * ) 4
О
в некоторой точке {^*, о*}. Поэтому
N3Mn3
e* = i l i i i l _ ( e*+ jVAJjAnlaI)*
N3Mt i3
Из этих уравнений .вытекает, что
и 3V2 






Теорема 3.1. Пусть шаг h удовлетворяет неравенствам
0<^/z^C/Zmax. у (3-9)
Тогда метод (3.1) двойной простой поправки [,Qi(h), g2{h)]- 
устойчив, где Q\(h) и g2\h) — положительные корни уравнения
(3.4).
Д о к а з а т е л ь с т в о .  Как мы показали, при 0 <  h ^  /imax 
функция rp i(s;h ) — функция типа, фигурирующего в лемме 2.4. 
Введем обозначение
Sk — \\Xh — x*(Ah)\\ (k =  0, 1, . . . ) .
Из леммы 3.1 вытекает оценка
Sk+i '^(pi{Sh\ h) (k =  0, 1, . . . ) .
Поэтому из леммы 2.4 вытекает, что метод (3.1) обладает свой­
ствами 1° и 2°, участвующими в определении le i(h), 6 2 (h)]- 
устойчивости. Свойство 3° вытекает из леммы 2.2, так как
2
Qz{h) <С ..  ■
(см. (3.6)).
Теорема доказана.
3.3. Рассмотрим теперь равенство (3.4) как уравнение отно­
сительно h. Это уравнение имеет единственное положительное 
решение, очевидно, при значениях s, удовлетворяющих неравен­
ствам
0 < s < w = - ^ i. (3.10)
Корень h(s) уравнения (3.4) определится равенством
А< * > = т - ( У л 1 Ь - 4  (ЗЛ1)
Аналогично тому, как была доказана теорема 2.2, доказы­
вается следующее утверждение
Теорема 3.2. Пусть числа гх и г2 удовлетворяют неравен­
ствам
0 < Г 1 < Г 2 < ж г  <З Л 2 >
Тогда при
0 < h ^ h o ( r u г2), (3.13)
где
4 ____________  4 ___________ _
Ьо(ги'Г2) =■— j- m m { ] /  N3Mii3 ~  п > У М 7 “ Г2} ’ ^3-14^
метод (3.1) будет [ги г2]-устойчивым.
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§ 4. Сравнение метода простых поправок с методом двойной
простой поправки
При переходе от вектора хк к вектору xh+\ по методу двой­
ной простой поправки нужно провести вычисления такого же 
объема, как при вычислении двух последовательных векторов 
по методу простых поправок. Поэтому при сравнении метода
(3.1) с методом простых поправок его нужно фактически срав­
нивать с рекуррентным процессом, который описывается ф ор­
мулами
Zh+1 —  Xh ^ F  x^Xh'y A/H —  h ^ j  F^Xh', Xh-\—
(4 1)
Xh+l —  Zh+l [ P  x {Zh+l, Aft-и) J -1/7 (Zft+i; Afe+i)
(k— 0, 1, . , . ) .
Из теорем 2.1 и 2.2 вытекают следующие утверждения.
Теорема 4.1. Пусть
О < /г < -тгоТГм "  • (4.2)jV2M 2Mh v ’
Тогда метод (4.1) является g2°(h)]-устойчивым, где
Л п/L\ 1 NMzh -|/ 1 M2h
>Qi ( ) NMu 2 I  N m rf Mn ( )
1 NMzh , -]/ 1 M2h /л AS
62 ( NMu 2 +  Г A m n* M n ' ( )
Теорема 4.2. Пусть числа Г\ и г2 удовлетворяют неравен­
ствам (3.12). Тогда метод (4.1) будет [гь г2\-устойчивым tiptf
0<h^hoo{ri,r2), (4.5)
где ______ . _ _ _ _ _
h^ r'^ =TKmin\)lш :г Г1' <46)
Для сравнения методов (3.1) и (4.1) мы сопоставим различ­
ные оценки из теорем 3.1 и 3.2 с соответствующими оценками из 
теорем, 4.1 и 4.2.
Теорема 3.1 гарантирует применимость метода (3.1) при
ЗУ2 
4/V2M2M 11 ’
эти неравенства более ограничительны, чем (4.2), так как 
'3 -21/з <  4. Таким образом, если нас интересует в первую очередь 
не точность отыскания неявной функции, а возможность ее при­
ближенного построения при больших значениях А, то с точки 
зрения уменьшения объема вычислений предпочтительнее метод 
простых поправок.
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Зададимся теперь некоторым А, которое удовлетворяет усло­
виям теоремы 3.1 тогда, конечно, А удовлетворяет и условиям 
теоремы 4.1. Если окажется, что при этом значении А справед­
ливы неравенства
Qi°(h) <$1 (А) <e*(A ) <ž?2°(A), (4.7)
то это будет означать, что метод простых поправок предпочти­
тельнее метода (3.1) — неравенства (4.7) означают, что в ме­
тоде простых поправок допускается большая величина 
*о — х* (До), а при одном и том же л:0 теорема 4.1 гарантирует' 
лучшую оценку для разностей \\хь — х*(Лъ) |[ при больших k в 
методе простых поправок, чем та, которую гарантирует теоре­
ма 3.1 для метода (3.1). Аналогично, если верны неравенства
M A ) ^ i b(Ä )< ^ ° (A ) < 0 i(A ) , (4.8)
то можно считать, что метод (3.1) предпочтительнее метода про­
стых поправок. Пусть вначале
з _




Простая проверка показывает справедливость неравенств
£>1° (А max ) < M h max ) =  Q2(h max max )• (4 10)
Все четыре функции £i°(Aj), g2°(h), \Q\(h), g2(h) очевидным об ­
разом непрерывны. Поэтойу из (4.10) вытекает существование 
такого неотрицательного А*, что при А* <  А Атах метод про­
стых поправок в описанном выше смысле предпочтительнее ме­
тода (3.1).
Оказывается, что при малых А картина другая — предпочти­
тельнее метод (3.1). Для доказательства достаточно установить 
справедливость неравенств (4.8) при малых А. Пользуясь разло­
жением по формуле Тейлора, легко получить следующие пред­
ставления для функций (4.3) и (4.4) при малых А;
pi0 (А) = 4 -  №М22Мц№-\-о (А2) ,
О
е * М = Ш --™ 2А+0(А).
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Функции Q\{h) и Q2 {h) — это решения уравнения (3.4), обра­
щающиеся при h =  0 соответственно в 0 и 2/(NMU); определяя 
их как неявные функции, получим
^ 1  (h) = ~  iV W M i i^ - f o  (/г4)
О
_ /ьч 2 NM2h ,
^  ) NM\x 3 
Поэтому при малых h выполнены неравенства (4.8).
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Artiklis tuletatakse hinnangud, mis iseloomustavad kahe diferentsskeemi kva­
liteeti ilmutamata funktsiooni ligikaudseks konstrueerimiseks. Mõlemad skeemid 
tuginevad tuntud Newton-Kantorovitši meetodi ideedel mittelineaarsete operaa- 
torvõrrandite ligikaudseks lahendamiseks. Viiakse läbi leitud hinnangute detailne 
võrdlev analüüs. See analüüs võimaldab kirjeldada tingimusi, m illa l on otstarbe­
kohasem kasutada ühte või teist meetodit.




The evaluations defining the quality of two difference schemes of 
approximate constructing of implicit function are established. Both of these 
schemes are based on the ideas of a well-known Newton-Kantorovich method 
of approximate solving of nonlinear operator equations. A detailed comparative 
analysis of the evaluations established is given. This analysis gives the 






Кафедра математической статистики и программирования
В данной статье применяется один из возможных способов 
моделирования семантики. Вводятся понятия семантики, утили­
тарной семантики и элементарно:утилитарного языка. В каче­
стве примера рассматриваются, между прочим, множество де­
сятичных чисел алгоритмического языка АЛГОЛ  и множество 
простых индексов универсальной десятичной классификации 
(УДК), оказывающиеся элементарно-утилитарными языками.
Пусть заданы непересекающиеся между собой конечные не-, 
пустые множества символов
<5={Аи А* . . . ,  Ап}
и
{Ri, R2, ■. •, а д ,
объединение которых обозначим через £>.
Рассматриваем (конечное) множество всевозможных -корте­
жей (цепочек) вида RiAjAh, где Ri е  91 и Aj, Ah е  Выделим 
некоторое (пустое или непустое) подмножество © этого мно­
жества.
Определение 1. Множество кортежей, составленных из 
элементов монжества (алфавита) 0 , называем семантикой, если 
выполняются следующие условия:
1) любой элемент множества @ входит в Ш,
2) любой элемент множества @ входит в Ш,
3) если PMN е  ЭД?, М е  Р е  и S е  то
a) из SMT <= следует, что PSMTN е
b) из SNT е  9Л следует, что PMSNT е  90?,
4) Ш? — минимальное множество, удовлетворяющее условиям
Если СУ — пустое множество, то совпадает с ©.
Выделим в множестве @ некоторое непустое подмножество
^  © и в множестве & максимальное подмножество такое, 
что А) {= @* для каждою RiAjAh из ©*.
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Определение 2. Подмножество Ш?* семантики Щ  называем 
утилитарной семантикой, если выполняются следующие условия:
1)- любой элемент множества @* входит в 9Jt*.
2) любой элемент множества входит в
3) пункт 3 определения 1, с 9Л* вместо Ш,
4) пункт 4 определения 1, с вместо Ш?.
Всякая семантика тривиальным образом оказывается утили­
тарной семантикой, если взять @* =  Обратное, вообще го­
воря, не имеет места.
Элементы утилитарной семантики будем называть поня­
тиями, в частности, элементы множества @* — простыми поня­
тиями. Элементы множества @\€>* будем называть парапоня­
тиями и элементы множества — метапонятиями.
Рассматриваем алгоритм Z (нормальный алгоритм Маркова) 
Z = > X l -+ Y ^ > X ^  У2.,.  Ys.
Здесь >  Xi У* (i — 1, 2, . .. s) есть i-тая (простая) формула 
подстановки алгоритма Z; X * и Y* — соответственно, левая и 
правая части t-той формулы подстановки (см. [1]).
Будем говорить, что кортеж М не изменяем алгоритмом Z, и 
обозначим это обстоятельство Z : М '1, если в алгоритме Z нет 
формулы подстановки, левая часть которой содержалась бы в 
кортеже М.
Будем говорить, что алгоритм Z заменит кортеж М корте- 
жом N, и обозначим это обстоя'тельетво Z-.M-+N, если 
М — М хХ1М2, N =  NxYiN2 и ^>Xi -^Yi — первая по порядку 
формула подстановки в алгоритме Z, левая часть X i которой 
содержится в кортеже М.
Вместо Z : М — N, Z : N Р будем в дальнейшем писать 
Z : М N -V Р. Вместо Z : М Л7, Z : N П будем писать 
Z:M-+N~~\.
Будем говорить, что алгоритм Z заменит (через р шагов, 
р ^  1) кортеж М кортежом N =  Мр, и обозначим это обстоя­
тельство Z : М\-+р N или просто Z:M\-+N, если существуют 
кортежи Mi, М2, . ■ . , Mv-i такие, что Z:M-+M\-+ 
—>- М2 —>- . . . —>- М-р—\ —>■ N.
Будем говорить, что алгоритм Z превращает кортеж М в 
кортеж N, и обозначим это обстоятельство N =  Z(M), если 
Z:M-+N~\.
Будем говорить, что алгоритм Z применим к кортежу Му 
если существует кортеж N — Z(M).
Ниже будет построец алгоритм Z, удовлетворяющий следую­
щим условиям:
1° Z не применим к пустому кортежу Л;
2° Z применим к любому непустому кортежу алфавита О 
и превращает его в (пустой или непустой) кортеж некоторого 
наперед заданного алфавита Ш с 2( f| О =  0 ;
3° Z(M) ф  А тогда и только тогда, когда М е  902*.
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Существование алгоритма, удовлетворяющего условиям 
1°—3°, означает, что 90?* — разрешимое множество.
Алфавиты С и 21 будем называть, соответственно, входным 
и выходным алфавитами алгоритма Z. Алгоритм Z, входной и 
выходной алфавиты которого О и, соответственно, %, будем обо­
значать через Z[£>, ЗТ].
Определение 3. Алгоритм Z[£), 21], удовлетворяющий усло­
виям 1°—3°, называем элементарным, если при лю&ом понятии 
М имеет место следующее: для любых А{ и Aj, входящих в М, 
образы Z(Ai) и Z(Aj) входят в Z(M), как непересекающиеся 
между собой подкортежи.
Определение 4. Пару (90?*, Z[0, 2f]), где 90?* — утилитарная 
семантика и Z[£>, 21] — элементарный алгоритм, называем эле­
мент арно-утилитарным языком.
Ниже в качестве примера будет построено несколько утили­
тарных семантик, в том числе утилитарная семантика 90?2 мно­
жества десятичных чисел алгоритмического языка АЛГОЛ  и 
утилитарная семантика ÜD?3 множества простых индексов универ­
сальной десятичной классификации (УДК). Будут указаны эле­
ментарные алгоритмы, соответственно, Z02[£)2, 2t?] и Z03[O3, 2t3], 
превращающие утилитарные семантики 90?2 и 9ft3 в соответствую­
щие множества десятичных чисел А ЛГОЛа и простых индексов 
УДК. Нетрудно, далее, построить утилитарные семантики, моде­
лирующие весь язык АЛГОЛ или весь язык УДК, однако, не 
удается указывать соответствующих элементарных алгоритмов. 
Тем не менее, можно построить алгоритмы с более слабыми 
ограничениями, чем условие элементарности, так что АЛГОЛ  и 
УДК, не являющиеся элементарно-утилитарными языками, ока­
жутся т. н. утилитарными языками. Исследование таких язы­
ков, однако, не входит в рамки данной статьи.
Докажем несколько утверждений относительно утилитарной 
семантики.
Лемма 1. Для всякого М<=90?*\@* найдутся кортежи М°, 
М х и М2 такие, что
М =  М°МШ2, где М° е= 9t, М 1 е= ЯГ, М2 <= 90Г U
Д о к а з а т е л ь с т в о .  Если М е  ©*, то утверждение оче­
видно. Предположим по индукции, что для А 
имеем N — № NXN2 и, соответственно, Р =  Р°РХР2.
Пусть N 1 — Р ] и М =  №PN2 (здесь М е  39?* \ по опреде­
лению 2). Тогда М =  М°М1М2, где М° =  №  е  9?, М х =  Р е  90?* 
и М2 =  N2 е= ЯГ U
Пусть N2 =  Р 1 и М — № N[P (здесь М .е  93?* \@*‘ по опреде­
лению 2). Тогда М =  М°М1М2, где М° =  №  <= 31, АР =  
=  N' <=т*, М2 =  Р е  90?*.
Следовательно, М =  М°МШ2 для любого М, входящего в 
ЗГ\@* при М °е й , АР ge 90?*, М2е=ЗГ  U '6.
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Будем называть длиной кортежа М алфавита О количество 
символов алфавита О, входящих в М. Длину М обозначим 
р(М ),
Лемма 2. Для любого М ^ Ш *  длина р (М ) =  2я!+  1, при­
чем М содержит п метапонятий и п-\- 1 простое или парапо­
нятие.
Д о к а з а т е л ь с т в о .  Если М  е  0* или М е  ©*, то утверж­
дение очевидно.
Пусть р{М) — m 3. Предположим по индукции, что ут­
верждение выполняется для всех понятий N, для которых 
p(N) <  m. По лемме 1 имеем М =  М°М1М2, где М° е  9t, 
М 1 €= Ш*, М 2 е= 9Й* U ©•
Если М2 е  ÜD2*, то по индуктивному допущению р (А!) =  
=  р(М°) -hp(M1) + р ( Щ  =  1 +  2mi +  1 4 - 2пгг +  1 =  
=  2(гп\ 4* m2 4* 1)4- 1, причем М содержит т\ -(- т 2 4- 1 мета­
понятие и mi 1 4* т 2 4* 1 =  ^ i '+  ш2;+ 2 простых или пара­
понятия.
Если М2 е  0\0*, то р(М2) =  1 и /?(М) =  р(.М°) -f р{М х) 4* 
+ р(М2) =  1 -f 2mi -j- 1 -f-1 =  2(mi 4- 1)+ 1, причем M содер­
жит mi 4~ 1 метапонятие и (mi 4-1)4* 1 простое или парапоня­
тие.
Следовательно, р(М) — 2п-\-\ для любого
Лемма 3. Если М =  NT, Т Ф  Л, M e l *  и Т содержиi 
t метапонятий, то р(Т) ^  2t -]- 1.
Д о к а з а т е л ь с т в о .  Если M e © * ,  то Т =  М и утвержде­
ние. очевидно.
Пусть М е  Ш*Х&* и пусть утверждение доказано для всех 
Р <=Ш* таких, что р (Р )< .р (М ).  По лемме 1 получаем, что 
М =  М°МХМ2. Мы й^еем три возможности:
1) р (Т )= р (М ),
2) р (М * )< р (Т )^ р (М Ш * ), 
f 3) р(Т)<^р(М*).
В первом случае утверждение очевидно.
Во втором случае М ХМ2 — ST и Т =  ТХМ2, т. е. М 1 =  S7V 
Пусть Т1 содержит t\ метапонятий и р(М 2) =  2ш2 4* 1. Тогда Т 
содержит t\ 4- т 2 метапонятий. По индуктивному допущению 
р(Тх) ^  2tx4- 1; следовательно, р{Т) =  р{Т{) р(М 2) ^
^  2^ 1 4* 1 4* 2т2 4* 1 ^  2(^i 4* т 2) 4* 1-
В третьем случае утверждение выполняется в силу индук­
тивного допущения, так как р(М 2) <Ср(М).
Следовательно, p(T)^2t-\-\.
Теорема 1. Любое понятие М <= единственным обра­
зом представимо в виде М — М°МХМ2, где М ° е  9^ , M ' e ä ß *  и 
М2 €= ш* и ©•' '
Д о к а з а т е л ь с т в о .  В силу леммы 1 остается доказать 
единственность утверждаемого представления. Докажем это от 
противного.
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Пусть М =  MQM lM2 — № N lN2, где М°, № ееМ; M\Nl <=W  
и М2, N2 е  $Ш* U ©• Так как М °— №, то М [М2 =  N lN2. Без 
ограничения общности можно предполагать, что М 1 =  N lT, где 
Т ф\Л. Пусть р (М1) =  2 / 72 ! 1 ,  /? (ЛР) =  2 я -f 1 и Т содержит 
t метапонятий. Тогда по лемме 3 находим, что р(М х) =
— p{Nl) -f р(Т) ^  2«i +  1 ;+2*'+ 1 >  2(«i +  t) -j- 1. С другой 
стороны, р (М х) =  2nii -(- 1 =  2(«i -j- 0  +  1-
Полученное противоречие доказывает теорему.
Если М г' е  (i =  1,2), то, по теореме 1, его^ можно
представить в виде М* =  (М*)°(М*)1 (М*)2 =  Mi°MilM i2, где 
Мп и М г’2е$Щ*и@. В общем, можно рассмат­
ривать «подкомпоненты» произвольного понятия М вида 
(MXWW-Xb-tyW = i МЯW(2)-mf Где
/(0  =  1,2; i = l ,  2, k - 1 ;  J ( k )= 0 ,  1, 2.
Для случая j( i)  =  1 при 1 ^  h -j- I ^  i ^  k введем специальное 
обозначение Дополнительно, пусть \4Я1)Я2)-ЯЬ)Ч°)=
— МЯ1)Я2)-уЯЮш
Из этого следует, что М 1^ 1^  =  м 1(т+п).
П р и м е р  1. Пусть 0 1 =  {А0, А1у . . . ,  Ап},
si1 = {/? !, а д ,
— {RiAiAo, RiAiAj I i, j =  1, 2, . . . ,  ti}. 
Множество 9ft1*, построенное при помощи заданных множеств 
согласно определению 2, есть утилитарная семантика. 
Например, RiR2A iA jAo^W ll* и R2AiAjAk <= äft1*.
Обозначим М =  и /V =  R2AiR2AjAu. Тогда
M °=R i, М 1 — RzAiAj, Мг =Ао,
M i0= R 2, M11= A U M i2= A j;
№  — R2, № = А и • N2 — RzAjAh,
N™=Rz, N2i= A j, N ^ = A k. 
П р и м е р  2. Пусть @ °= {1 } ,
=  0°,
«ЯР = {0 } ,
={011}.
Множество ЭД£°, построенное при помощи заданных множеств 
согласно определениям 1 и 2, есть семантика.
Например, 0011001ЮЮ11 ge Э№°.
Обозначим М =  0011001101011. Тогда 
АГ°=0, АГ1 =011, М2 =001101011,
М 10= 0 , М "  = 1 ,  М12 = 1 ,
М20= 0 , М21 =011, М22 =01011,
М21<> =  О, M2ii =  1, М 212 =  1,
М220 =  0, М221 = 1 , М222 =01  1,
М2220= 0 , М2221 =  1, М2222= 1 ,
Некоторые свойства семантики изучены в статье [2].
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Определение 5. Если М е  Ш?*\8*, N  е  Яй*\€>* «
a )  № = М ° ,  №  =  R i M lP ,  N 2' = M 2
или
b) № =М °, N '  =  M \  N 2= R i M 2P ,  
где Ri^W ,
то будем говорить, что понятие N непосредственно порождаемо 
понятием М, и обозначим это М — <С N.
Определение 6. Будем говорить, что понятие М <= 
порождаемо понятием N, и обозначим это нерез М =  <с N, если
1) или М =  N,
2) или найдутся понятия N0 =  М, Nu N2, . . ., Nk =  N такие, 
что Ni — <  Ni+X (i =  0,1, • • • ,  k — \).
Лемма 4. Понятие M eäß*\@* тогда и только тогда, когда 
найдется М0 е  ©* такое, что М0 =  <С М.
Д о к а з а т е л ь с т в о .  Д о с т а т о ч н о с т ь  следует из опре­
деления. *
Н е о б х о д и м о с т ь .  Пусть М е ® * .  Тогда М0 =  М. '
Пусть теперь М е  (99Г\©*)\@* и пусть утверждение дока­
зано для всех N таких, что p{N) < ,р (М ). По теореме 1 нахо­
дим, что М — М°М]М2. По крайней мере один из кортежей 
MQM nM2 и М°М1М21 имеет смысл и является понятием (пусть 
оно обозначено через N), причем N — <  М (иначе М не поня­
тие). По индуктивному допущению найдется такое, что 
N0 =  <  N, откуда М0 — N0.
Итак, для любого М s  Ш?*\©* найдется такое М0, что М0 е  
и M0 — <  М.
Лемма 5. Если M — <C.N, то найдутся однозначно опреде­
ленные числа пх и п2 такие, что M =  M°Nn n^^N ^n .^
Д о к а з а т е л ь с т в о .  Если M = < iN ,  то найдутся понятия 
М,0 =  М, М и М2, M n - ь  Mn =  N такие,' что Mi — <  M i+1 
(i — 0, 1, . . . ,  п — 1). .
Пусть п =  0. Тогда М =  N и M =  M°M1M 2 =  M0A/11(0W2,<°>, 
т. е., п\ =  0, п2 =  0, где п\ и п2 однозначно определены.
Пусть теперь утверждение доказано для п ^  k и пусть п =  
=  k^-\. Тогда найдутся понятия М0 =  М, М ь М2, . . . ,  Mk, 
M ft+i =  Л/ такие, что М ,— < M i+x (£ =  0,1, . . . ,  k). По индук­
тивному предположению M = M °N i^n^Nz^ n^, где р х и р2 одно­
значно определены. Но Mk— <  Mh+u значит, найдется одно­
значно определенное число q — 1 или q — 2 такое, что Mh° =  
=  M fe+1°, MkQ =  Mk+\q\ Mhr = M h+r\ где /  =  1 или г =  2, при­
чем г ф  q.
Обозначим 
Г1, если t — q,
St to ,  если t— r. (t— 1, 2).
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Тогда
M k = M k° M hiM k2= M h 0M h+i 11( * W k+121^  
и _
M = M kW kWP0Mhv(P‘)= M ko(M w ilM )1<P0(Mh+1W*J)4P>)=
— Л10Л/й+111(в|+Р1Ш/1+121(®5+Р2).
Числа tii —  Si р i и п2 =  s2 +  р 2 однозначно определены.
Следовательно, М =  M°Nn^ N 2i(n*), где М =  <CN, для лю­
бого М е  ЭД1*\<5*,
Следствие 1. Для любого найдется однозначно
определенное М 0 е  @* такое, что М0 = < .  М. ,
Д о к а з а т е л ь с т в о .  В силу ■ леммы 4 остается доказать 
единственность понятия М0. Допустим, -противоположно к 
утверждению, что М0 — <С М, N =  <  М, М0 ф  N, где 
(М0, iV e © * ) .  Из леммы 5 следует, что M0 =  M°Mn(m,)M 21<m2> и
Д[ =  М ° М Гд е  ^ 1 1 ( т ^  и  Д|21<тп2^  Д}21(п») е
Но тогда Мп т^^ = М п п^'\ Мг^ т^= М21(Па) и Mo=N.
Понятие Мо такое, что М0 =  < М  и М о е  ($*, называем базой 
понятия М.
Обозначим «(iV, М) =  nx(N, М)-\- n2(N, М), где М = < С  Л/ и
^_Д|0//11(п1(ЛГ,ЛГ»ЛР<п2(«’1М)\
Очевидно, что
1) если /г(Л/, М) =  О, то М =  N,
2) .n (N ,M )^nh(N,M) (6 = 1 ,2 ) ,
3) если М =  <С Л/’ =  <С Р, то
nk (Р ,М )=  nh (N, М )+пк (Л  N) (6 = 1 ,2 )
и
n {P ,M )= n (N ,M )+ n (P ,N ),
4) если M — <i N, то n (N ,M )=  1.
П р и м е р  3. В утилитарной семантике 5Ш1* (см. пример 1) 
RiAiAo — <С RiRiAiAoAo — <с RiRiRiAiAoAoAo— <С
— <üRiRzRiRiAiAoAoRiAiAoAo.




n(RiRiA{AoAo, RiAiAo) =,ni(RiRiAiAoAo, RiAiAo) =  1 ;
и
n (RiRzRiA{AoAoRiAiAoAo, RiAiAo) =
^(RiRzRiRiAiAoAoRiAiAoAo, RiAiAo) = 3 .  
Далее, например, R2A{Aj =  <  R2R2AiAjRxAjAQ и 
n (RzRzAiA jRiA jAo, RzAiAj) =  1 —f-1 =  2.
П р и м е р  4. В семантике (см. пример 2) каждое поня­
тие М е  имеет базу 011.
Одним и тем же понятием непосредственно порождаемыми 
может оказаться несколько понятий, например,
00111 — <  0011011, 00111 — <  000110111.
269
Одно и то же понятие может оказаться непосредственно по- 
рожаемым более чем одним понятием, например,
0011011 — <  0011011011, 000110111 — <  00011011011.
Далее, 00111 =  <  00011011011; п, (00011011011, 00111) =  1, 
п2(000П011011, 00111)= 1 и л(00011011011, 00111) =  2.
Следствие 2. Если М е  и кортеж =  MQM UM'Z
имеет смысл, то ММ е  9ft*\@*.
Д о к а з а т е л ь с т в о .  Пусть М е  где АР е  и
М2 ©. Тогда МW =  М°МпМ2, где АР1 е  0*. Если бы М ф .  9ft*, 
то и Af ^  9ft*, следовательно, AfWeSft* и ММ— <  М.
Пусть М — <  N и пусть для М уже доказано, что М М — 
=  М°МпМ2 е  9ft*\@*. Тогда n(N, М) =  1 и имеет место одно из 
двух — либо П[ (N, М) =  0, n o (N ,M )= l, либо n{(N, М )=\  
п2(М,М) =  0.
a) Если nx(N,M) =  0 и n2(N ,M )— \, то N =  № NXN2, где 
№  =  Af°, N 1 =  АР, N2' =  М2. По индуктивному предположению, 
ММ =  М°М'ХМ2 е  9ft*\@*. Так как jV21 =  М2, то по определе­
нию 2 будет NM  — № NUN2 =  M°MnN2 е=ЗЮ*\@*.
b) Если n i(N ,M )=  \ и n2(N,M) — 0, то N =  № NlN2, где 
N =  M°, N n — АР, N2 =  Af2, следовательно, NM — М е  ШГУЗ*.
Итак, если Aft1) имеет смысл, то Aft1) е  9ft*\@* для любого 
M g=3K*\@*.
Следствие 3. Если М и кортеж ММ — М°М1М21
имеет смысл, то ММ е  9ft*\@*,
Д о к а з а т е л ь с т в о .  Пусть М е  где А Р е @ *  и
AI2 ее (Г. Тогда ММ =  мт'М*\  где' A421 ее ©'*. Если бы 
ММфЩ*, то и М ф Ш *,  значит, М 2> е 1 *  и Aft2> — <САГ.
Пусть М — <  N и пусть для М уже доказано, что ММ ^  
<~9ft*\@*. Тогда t i(N ,M )=  1 и имеет место одно из двух — или 
(/V,ЛТ)= 0, n2(N,M) =  1, или nl (N ,M )=\ , n2(N,M) =  0.
a) Если п1(А/’,М ) =  0 и n2(N ,M )=  1, то N =  № NlN2, где 
№  =  М°, № =  АР, N2X =  М2' и NM =  W W W 21 =  М°М1М2 =  
'= .М е Г \ @ * .
b) Если nj (N, М) =  1 и n2(N ,M )— 0, то N — № NlN2, где 
№  =  М°, /V11 =  АР, А^ 2 =  AI2. По индуктивному предположению, 
М°М]М21 =  ММ е  9ft*\@*. Так как iV’ E l *  и ЛР1 =  АР, то по 
определению 2 будет Aft2) =  № NlN21 =■ M°NlM21 е  9ft*\©*.
Следовательно, если Aft2) имеет смысл, то Aft2> е  9ft*\@* для 
любого М е  9ft*\@*.
Лемма 6. Если М и М2, МР ^ Ш *  и M i1 =  M j1 
(i, j = 1 , 2 p), то
Mi(k)°Mi(h-i)°... Мщ^МццШщр... Mi(k-i)2Mi(h)2 s  9ft*
при любом k (k — 1, 2, . . .  ; t ( l ) ,  i(2), . . . ,  i(k) =  1, 2, . . . ,  p ).
Д о к а з а т е л ь с т в о .  При k =  1 имеем 
M i(i)0Mi(i)1Mi(i)2= M i(i), M 2(i) е  Ж"'.
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Пусть утверждение доказано для k — п. Образуем кортеж 
M = M i(n+i)0Mj(n)0Mi(n-1)°. . .  .. . Мг-(П_!)2М цП)2Мцп+i)2
(1 ^t(tt-f-l) ^ р ) .
По индуктивному допущению
Mi(n+i)°Mi(n-i)° • ■ ■ Мщ)°Мщ)1Мщ)2. .. Мцп-1)2Мцп+1)2 е  Ш*
и
Мг(П)°Мг(п-1)° • • • МЩ)°Мт 1МЩ)2 . . Мцп^ 1)2Мцп)2 S  äft*.
Отсюда по определению 2 получим, что М <= Ш*.
Следовательно, утверждение леммы выполняется при любом 
1.
Лемма 7. Если М\, М2, МР ^ Ш *  и M J =  М р2 
(I =  1,2, . . . ,  р — 1), то
Мр0Мр1Мцк)0Мц/1-1)°. . .  M.i(i)°iWi(i)1Afi(i)2. . .  Mt(fe_i)Afi(/i)2 е  äß* 
при любом k =  1,2, . . .  (i (1), i (2), . . . ,  i (k) — 1, 2, . . . ,  p — 1).
Д о к а з а т е л ь с т в о .  При & = 1  заключаем, что
по определению 2. __
Пусть утверждение доказано для k =  п. Образуем кортеж
M = M p 0Mp1Mi(n+i)0Mi(n)°. . .  Мщ^Мц^Мщр... Мцп)2Мцп+1)2
при 1 ^  i(n+i) ^  Р — 1. По индуктивному допущению,
'М рШ рМ цп )*. . .  Мт Щ т Ш т 2... МЦп)2 е= ST.
По лемме 6 тогда
Mi(n+i)°Mi(n)°... Мщ^Мщ/Мц!)2. . .  МцП)2Мцп+1)2 е  SR4'.
Применяя определение 2, получим, что М е  ШГ.
Следовательно, утверждение леммы выполняется при любом 
k ^ l .
Утилитарная семантика частично упорядочена в смысле 
отношения М =  <  N. Будем исследовать это частичное упоря-
- дочение.
Выделим в множестве некоторые подмножества.
Пусть для ß e f
WiB1=  {В°МВ2j M W = B '} , 
щв2=  {BOB'N I N4õ)= B2},
m ijB={Bm N\ M w =B\  n w = b 2} ( / , / = o, 1, . . . ) .
Легко видеть, что
Шот =.{В},
3№0^ = { ß } ,
a v  ==>{£},
- ( i= 0 ,  1, . . . ) ,
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щ в - я ц *  (j =  0 , 1 , . . . ) ,
3№гв/гП ^ вй =  0  - (6 = 1 , 2; i, / = 0 ,  1, . . .) ,
3K<* in SKJ« = 0  (i, / = 1 .  2, . . . ) ,
= 0  (t, /, k, I— 1, 2, . . . ;  Ьфк, или j¥=l).
Каждое понятие из ЗК.*В1 (или №jB2) непосредственно по­
рождаемо некоторым понятием в множестве Я£в1г-1 (или 
9Kß2j_!), где i — 1,2, . . .  (соответственно j — 1,2, . . . ) .
Если М е  9KtB1, то
n (M ,B )= n i (M ,B )= i ( i = 0; 1, . . . ) ;  
если М е  9№jB2, то
n (M ,B )= n 2(M ,B )= j (/ =  0, 1, . . . ) ;  
если М е  9KijB, то 
nt (M ,B )= i , n2(M ,B )= j, n(M,B)=i-\-j, (i, / = 0 ,  1, . . . ) .
Пусть еще вдв1= »  ^
г=0
ОО
[J 2 R jB2,
, -• j—о
• оо
$ЩВ =  и $ V B.
i, j—0
Из этого следует, что 
если М<=Шт , то n (M ,B )= n v(M,B)\ 
если Afe90?B2, то п(М, В) = n z(M, В) ; 
если М (=Ш В и М ф В , то п^М, В )Ф 0  или п2(М ,В )ф 0. 
Множество $?в состоит из' всех понятий, порождаемых по­
нятием В ; понятие Z? является их базой.
Лемма 8. При В Ф  С и В, С е  (SS* множество 90?в f| =  0- 
Д о к а з а т е л ь с т в о .  Как известно,
д а  =  у Швц,
i t 3—0
ш  =  и sw«7,,,
г,j—0
m Bij={Bm N \ M m =B\  дт = в 2} 
т са =  {c°PQ Ipm =c\  Q m = c 2}:
Здесь мы имеем три возможности:
1) В°ФС°,
2) В °= С 0, но В1фС\
3) В°=С°, В1 =  С1, но В2фС\
Во всех случаях -утверждение очевидно.
Из единственности базы следует, что если М <^ШВ и-N ^ Ш с 
(причем В, С е  и В Ф  С ) , то ни М =  <C/V, ни N =  М. Зна­
чит, множество 90?*\@* распадается на конечное число подмно­
жеств Шв, где В е  ©*, причем любые два понятия, взятые из
272
различных подмножеств, не упорядочены относительно друг 
друга в смысле отношения порождаемое™.
Лемма 9. Множества WtiBl Ф  0  (i — 0, 1, . . .). 
Д о к а з а т е л ь с т в о .  Имеем Шв1о = { В } Ф 0 .  Далее, по 
лемме 6,
следовательно
в ов о.. .в °в в 2: . .в 2в2^ ш ви.
i i 
Значит, Ф  0  (i =  1,2, , . . ) .
Лемма 10. Для любого М еЭД?В найдется A f e l B такое, что 
М — <  АУ.
Д о к а з а т е л ь с т в о .  Так как М<=ШВ, то где
Пусть i ^  0, j  — 0. Кортеж N =  М°ММ2 — понятие, N е  
€=ЯГС*ж ,о и М —  <АУ.
Пусть i ^  0, j >  0. Кортежи Nx =  М°ММ2 и N2 =  
=  М°М1М20М2М22 — понятия, причем A^ е  99?Bi+i,j, N2^ f f iBi,j+\ 
и М — <АУЬ M — < N 2.
Следствие 1. Если М ^ Ш вю ( i ^ Ö ) ,  го найдется АУе 
е  9KBf+i,o такое, что М — <  N.
Следствие 2. Если М е  SKBij (/ ^  0, / >  0), то найдутся 
N G® }Bi+i j  м такие, что М — <  Nx и М — <  N2.
Следствие 3. Если 9ЙВ10 бесконечно, т(гмножества 99?вго(У>1) 
бесконечны.
Д о к а з а т е л ь с т в о .  Для любых М\,М2^ Ш в\о найдутся 
NUN2<= Шв2о такие, что М\ — <. Nu М2 — <  N2 (по следствию 1 \ 
Притом, если Mi ф  М2, то Ni ф  N2. Следовательно, ‘MB20 бес­
конечно.
Предположим по индукции, что 9№Bj0 бесконечно (i > 1 ) .  Для 
любых М ь М2<=Швм найдутся Nh N2 е  Швг+ио такие, что 
М [ <d N\ h -M2— < N 2, причем Nx Ф  N2 при М ХФ М 2. Следо­
вательно, !$?B;+i,o содержит бесконечное число различных по­
нятий.
Итак, Шв{о бесконечно для любого i >  1.
Лемма 11. Для любого М ^ Ш В, где М ф В ,  найдется 
N е  Ш?-8 такое, что N — <  М.
Д о к а з а т е л ь с т в о .  Пусть М (=Ш В, М Ф В .  Тогда най­
дутся числа i, j 0; i2 +  /2 >  0, такие, что М е  Швц, т. е.
М °=В°, M 11<i) =  Jß1 И М21^ )= В 2.
Если i >  0, то кортеж АУ, =  М°МиМ2 имеет смысл и по след­
ствию 2 из леммы 5 является Понятием. Так как № { =  М° =  B°t
N^ 1(1-1)= Afii<*')= Bi и Ni*lU)=zM2l<i)=B*, то N1^ m Bi- ijczT lB. 
По определению 5, понятие А ^— <  М.
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Если j >  0, то кортеж N2 =  М°М]М2Х существует и по след-- 
ствию 3 из леммы 5 является понятием. Так как N°2 =  Л4° =  В°,
N * m = M “w=*B', n 2ziu-v= m w )=B2, то ы2^ т ви-1^ ш в.
По определению 5, отсюда заключаем, что N2 — <L M.
Следствие 1. Если М 0 (i >  0), то найдется единствен­
ное iV e ä ß B,_ i,o такое, что N — <  М.
Следствие 2. Если М <= ( / < 0 ) ,  то найдется единствен­
ное N такое, что N — <  М.
Следствие 3. Если M ^ W lBij (i, / >>0) ,  то найдутся одно­
значно определенные iVi е  Ш?в;_и  и М2 е  Швг^-Х такие, что 
Nx— < M u N 2 — < M .
Лемма 12. Если и найдется i V e l *  такое, что
N1 =  Al12., или найдется Р е 1 *  такое, что Р х =  М 22, то Швц 
бесконечно (i, j ^  0; ;2,+ /2> 0 ) .  ,
Д о к а з а т е л ь с т в о .  Пусть М е 1 в^  и Nl =  М 12. Тогда 
М т 10М" № № ...  №NN2. . .  NhV2M2 <= Швц
h * 4 ft '
(по лемме 7, следствию 2 из леммы 5, определению 2 и опреде­
лению множества №iB*j), k =  0,1,2, . . .  . Следовательно, Швц 
бесконечно.
Пусть теперь М е  Швц и 'Р 1 =  М22. Тогда
М Ш т^М ы роро ' > _ poppz' . .  pzp2 е  эдв..
' ft ' ' а '
(по лемме 7, следствию 3 из леммы 5, определению -2 и опреде­
лению множества Шв{^ ,  k =  0,1,2, . . .  . Следовательно, WBij 
бесконечно.
Следствие 1. Если В 1 =  С2, где ß , C e  @, то 9ftcl i бесконечно
и Ш С2ХФ  0 .
Д о к а з а т е л ь с т в о .  Так как С°СС2 <^ШС\ и В х =  С2, то 
множество 90£cli бесконечно. Множество SW02) не пусто, потому 
что С°С]В е  Шс21.
Следствие 2. Если ШВ2\Ф0, то Швц бесконечно (*>0 , 0).
Д о к а з а т е л ь с т в о .  Пусть Шв2хф 0 ; т .  е. найдется М =  
=  В°ВХС ^ Ш Вoi, где С е Г  и С1 =  В2. Тогда В т В 2<=Мв]0, 
причем (С°СС2) 1— (В°МВ2) 12, и $2вю бесконечно по лемме 12. 
Далее, множества *MBi0 (i >  1) бесконечны по следствию 3 из 
леммы 10. Так как В°МС ^ Ш ви, то 9№Bn бесконечно по лем­
ме 12.
Пусть, по индукции, уже доказано, что Швц бесконечно 
(i, j ^  1). Докажем, что тогда множества l Bi+i,j и äftBi,j+i бес­
конечны. Для любых несовпадающих М иМ2^ Ш вц, по след­
ствию 2 из леммы 10, найдутся несовпадающие N u N2 е  Зйвг+и 
такие, что М х— C N X и M2 — C N 2. Следовательно, Ш2вг+и бес­
конечно.
Аналогично доказывается бесконечность множества WlBi,j+\.
Итак, бесконечно при любых i > 0 ,  j ^  0.
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Следствие 3. ЕслиШв\ состоит из конечного числа понятий, 
то Шв2{ =  0 .
Д о к а з а т е л ь с т в о  следует из следствия 2.
Обратное утверждение, вообще говоря, не имеет места. 
Лемма 13. Если Шв1\ состоит из р понятий, то Шв1г (i~> 1) 
состоит из р1 понятий (I — 1,2).
Д о к а з а т е л ь с т в о .  Пусть / =  1 и пусть
ж лт ={в*в*в '№ в\ вт 1Вг\Мг'==в\м{Е1 т*, t = i ,  2, р— \).
В силу конечности М\т , для любого понятия Af е  будет 
N1 ф  Mi2 (f =  1,2, . . . ,  р — 1) и N1 Ф  В2. Обозначим В через 
Мр. Каждым понятием M p°M iM p2 (i =  1,2, . . . ,  р) непосред­
ственно порождаемы р понятий M ^ M fM fM i 'M ^ M fM j ,2 
(/ =  1,2, .. . , р) входящих в множество Ш?в12. Так как Mi Ф  Mj 
при i Ф  j (i,j>=  1,2, . . . ,  р), то состоит из р • р =  р2 раз­
личных понятий.
Предположим по индукции, что
. . .  M iufM iäfM m ? . . .
. . .  i ( l ) ,  i (2), . . . ,  i(k) =  1, 2, . . . ,  p}.
Каждым понятием
Mp0Mi(k)°Mi(k-i)0... Мщ)°Мц1)1Мц1)2... Мць)2Мцк+i)2Mp2
непосредственно порождаемы р понятий
М рШ г'(/г+1)0Мг(/г)° . . Мг(2)°Мг-(1)Шг(1)Шг(1)2 . . . М i(k)2M цк+1)2М р2
(t‘(&-f~l)= 1,2, . . . ,  р), входящих в множество 90^Blfe+l (по лем­
ме 6 такие кортежи — понятия). Следовательно, состоит 
из pk+l различных понятий.
Итак, при любом i множество Шв]{ состоит из р1 различных 
понятий (i =  2,3, . . . ) .
Пусть теперь 1 = 2  и
Ш{в2=  {B^B'M^Mi^m.*, Mi' =  B2; г =  1,2, . . . ,  р).
В силу конечности Шв2\, для любого N <= @* получаем N1 ф  М*2 
(L =  1, 2 , . . . ,  р).
Каждым понятием В°В1М{ непосредственно порождаемы р 
различных понятий В°В1М ^М 1°М{1М 12М^, входящих в множество 
Ш в 2 2 ( * , / =1 , 2 ,  . . . , / ? ) .  Так как М{ Ф  Mj при i ф  j 
(i, j =  1,2, .. ., р), то Ш в 2 1 состоит из р2 различных понятий. 
Предположим по индукции, что
ш в\ = {B°B'Mm m i(k- 1}о . . .  м т °мЧ1)Ш ц ^  
. . .M 4k-i)2Mm z\i(l), i(2), . . . ,  i{k) =  i, 2, . . . ,  p).
Каждым B0BiMi{k)0M i{k-i)0. . .  Мщ^Мц^Мщ)2... M i(h-i)2Mi{kf 
непосредственно порождаемы p различных понятий
B°BlMi(k+i)°Mi(ii)° ■ .. Мц2)°Мщ)°Мщ)1Мц2,)2... M(i)/t2;Mi(k+1)2
( i ( k + l )  =  l ,  2, Р ),
входящих в множество $ P 2ft+1 (по лемме 7 такие кортежи — 
понятия). Следовательно, Шв2к+\ состоит из pi различных по­
нятий. ,
Итак, при любом i множество Щв2г состоит из pi различных 
понятий (i =  2, 3, . . . ) .
Следствие. Множество Ш?в2 =  №  тогда и только тогда, 
когда Шв 2 1 =  0 .
П р и м е р  5. Множество СУ1 (см. пример 1) содержит п п 2 
понятий. Следовательно, 9К'1*\@1* распадается на п п2 непере- 
секающихся между собой подмножеств (Ш )в, где ß e ® 1, 
причем понятия, взятые из различных подмножеств, не сравнимы 
между собой в смысле отношения порождаемости. Подмноже­
ства (Ш?1) jKiAfAoi (j =  1,2, . . . ,  п) состоят из бесконечного числа 
понятий. Так как (WV)RiA(A°2\ =  0 ,  то (Ж 1)я 'А А^о2 — ,д0} 
и {ml)R^ Aohl=  (m l)RtA<Aoh (k,i =  o, l , . . . ) .
В подмножество (0Л1)д‘А«Ао11 (i — 1,2, п) входят, напри­
мер, понятия RiRiAiAoAo, R^Ä iA jAo , R {R2AiR2AjAhAQ, 
R lR 2A iR 2R 2A jA kAiA0 и т. д. {j, k, 1 = 1 ,2 , . . . ,  п).
В подмножество (9Л1)д,АгАо|2 ( / = 1 , 2 ,  . . . ,  п) входят, 
например, понятия RiRiRiAiAoAoAo, R xR 2R xA iA QA 3A 0, 
R iR 2RiAßAoR2AjAhA0, R\R2R\AiAoR2R 2AjAiAkAQ и т. д.
(j,k, 1 =  1,2, . . ., п).
Все подмножества. (ffl.l) R*AtA/hi, (W l)R*AtAl2i, (M l) R2AiA>]k 
(k, / >  0) бесконечны.
Лемма 14. Если М =  NAiP е  S0?*\©* и то найдутся
однозначно определенные числа /(1), /(2), .. , / ( & ) =  1,2 такие, 
что Ai =  M m m - m  ( k ^ \ ) .
Д о к а з а т е л ь с т в о .  Если М е  то Ai =  Al1 или Ai =  M2.
Пусть теперь М е(99?*\@*)\@* и пусть утверждение леммы 
выполняется для всех понятий, с длиной меньше, чем р{М). Мы 
имеем следующие возможности: 1) Л* =  М х, 2) Л* =  М2, 3) Лг 
входит в М\ как собственный подкортеж, 4) Ai входит в М2, как 
собственный подкортеж. В первых двух случаях k =  1 и, соот­
ветственно /(/г) ^= 1 или j(k) =  2.
Рассматриваем случай 3. Так как р (М 1) <С р(М ), то по ин­
дуктивному допущению однозначно найдутся такие числа 
/г(1), Ц 2), . .. , h(l) =  1,2; 1; что =  Л*. Сле­
довательно, k =  l-\- 1, /(1) =  1, /(2) = / г (  1), /(3) =  
=  h (2), . . .  , j(k) =  h(l) и Л< =  ММ№-»№.
Выполнимость утверждения в случае 4 доказывается анало­
гично случаю 3.
Итак, А^  =  где & ^  1 и /(1), / (2), . . .  , j(k) од­
нозначно определены.
Лемма 15. Если М =  N R iP  е  ц N ф  Л, то найдутся един­
ственный кортеж P i и однозначно определенные числа 
/(1), /(2), . . .  , / (k) =  1, 2; k ^  1, такие, что RiP\ =  М№)№)-№\
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Д о к а з а т е л ь с т в о .  Так как N ф  Л, то Ri ф  М°. Следо­
вательно, мы имеем две возможности относительно рассматри­
ваемого вхождения Ri\ именно: Ri входит в Ж 1, или Ri входит 
в М2. <
Если М 1 =  RiPu то ft — 1, /(ft) =  1 и, по теореме 1, кортеж 
Р j однозначно определен.
Если М2 =  RiP, то ft — 1, /(ft) =  2 и, по теореме 1, кортеж 
Р однозначно определен.
Допустим, по индукции, что утверждение леммы выполня­
ется для всех понятий, с длиной меньше, чем р{М).
Пусть Ri входит в М 1, не являясь его началом: М 1 =
=  NiRiQ. Так как р(М *) <  р(М ), то (М1)н№(2)-Щ =  R{QU где 
числа h(\), h(2), . . .  , h(l) и кортеж Qi однозначно определены. 
Следовательно, ft — / +  1, /(1) =  1, j (2) =  h ( l) , j(  3) =  
=  h(2), . . .  , /(* ) = h ( l )  и P, .=?= Qj.
Случай, когда P* входит в М2, рассматривается аналогичным 
образом.
Следовательно, RiP\ — М№Ш2)~№У (числа /(1), /(2), . . ,
, /(ft) =  1, 2; ft Г^г 1; и кортеж Pi однозначно определены).
Следствие. Если М =  NRiAjAkQ и RiAjAh ®*, то М ф. ЯЯ*.
Д о к а з а т е л ь с т в о .  Допустим, противоположно к ут- . 
верждению, что Так как М =  NRiP, то по лемме 15
найдутся единственный кортеж Pi и однозначно определенные 
числа / ( i ), /(2), . . .  , / (ft) такие, что =  R iP lt.
Отсюда MiO)K2)-Kk)о =  R{, Следовательно, — Aj и,
MiO'>№)-№'>2 =  Ah, по теореме 1. Итак, ~  RiAjAh е
е  @*. Полученное противоречие и доказывает утверждение.
Теорема 2. Если M xAiM2 и RjAiAh е  %*, то
AURjAiAhMz ge Ш*.
Д о к а з а т е л ь с т в о .  Введем следующие обозначения:
N =  M xAiM2 и N+ =
Пусть сначала Mi =  Л. Тогда N =  А{ и W+ =  Р^ЛИл <= 
ge @* cz «Щ*. -  ^ .
Пусть теперь М х ф  Л. Следовательно, Аге9Л*\@* и по 
лемме 14 найдутся однозначно определенные числа ./(1),  
/(2 ); . . .  , /(ft) =  1,2; ft ^  1; такиеу что Ai =  N^W)--m.
Если ft =  1, то А{ =  Л/ЛО -и N+ е  по определению 2.
Пусть утверждение доказано для ft =  I ^  1. Докажем, что 
оно выполняется и для ft =  / -(- 1. По индуктивному допуще­
нию, (NiO))+ е  9К*. По следствию 2 или 3 из леммы 5 вытекает 
ЛДЛ1)) <= 2R* \@*. Если /(2) =  1, то (A/W)>)+^  по1 индуктив­
ному допущению и W+ е  ЗК* по определению 2. Если /(2) =  2, 
то ( (А/Л*))+)1 — yVi(i)i и N+<=Wl* по определению 2.
Следовательно, N+ <= $i* для любого N.
Теорема 3. Если М ХРМ2 е  äß* и Р  е  ®*, то М ХР ХМ2 е  ЭД2*.
Д о к а з а т е л ь с т в о .  Введем следующие обозначения: N =
=  М ,РМ 2 и N- =  МХР'М 2.
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Пусть сначала Afj =  Л. Тогда N =  Р и N~ — Р 1 е  0* cz: äß*.
Пусть теперь М\ ф  А. По лемме 15 найдутся однозначно оп­
ределенные числа /(1). /(2), , /(6) =  1, 2; 1 такие, что
/> — Д/’К1 )i(2) -  J(fe).
Если k=\\, то Р =  М ^  и N~ =  /VO71» о  9)1* по следствию 2 
или 3 леммы 5.
Пусть утверждение доказано для k =  I ^  1. Докажем, что 
оно выполняется и для k =  I-f l-
По индуктивному допущению, (Л^О))-е ШГ. По следствию 2 
или 3 из леммы 5 выводим, что ЛДЯ1» е  \ 0*.
Если /(2) =  1, то (ЛДЯ1»)- е  ШГ по индуктивному допуще­
нию и М~ е  $?* по определению 2.
Если /(2) =  2, то N~<=Wl* по определению 2.
Следовательно, Л/~ <= Ж* для любого N.
Следствие. Для любого понятия М можно найти множество 
М0, AT), . . .  , Мп =  М такое, что
1) M o £= 0  *)
2) Af* =  M xiP ixM2i и Мш  =  MuPiM2i, где Р{ е  и M2i — 
кортеж алфавита 0  (i =  0, 1, . . .  , л.— 1).
Д о к а з а т е л ь с т в о .  Если Af е  0*, то М0 =  М — искомое 
множество.
Если А1 ф. ©*, то построим сначала вспомогательное множе­
ство А^ о, N u . . .  , W„.
Пусть А^о =  Af. Если Л/0 е  ©*, то пусть Mi =  ЛУ. В против­
ном случае N,0 =  A^oiQiA^o2, где Q i e ® *  и М02 — пустой или не­
пустой кортеж алфавита 0 . Тогда пусть Mi =  NoiQ i1Nq2, причем 
p(Ni) =  p(No) — 2 =  р(М) — 2.
Предположим, что уже построен /г-тый член Mh вспо­
могательного множества, причем р(Ми) =  p(Mk-i)— 2 — 
=  р (М )— 2k. Если Nh е  ©*, то пусть Nh+\ — Mk1. В про­
тивном случае Mk — MhiQkMk2 , где е  0* и Nh2 ' — 
кортеж алфавита ©. Тогда пусть Nk+i — NhiQh'Nkb где 
p(Nh+i) =  p(Nh)— 2 =  р(М) — 2{k+  1).
Процесс кончится, когда найден Nn <=&* с п =  (р(М) — 1) /2 
и p(Nn) =  1.
Возьмем Mi ■= Nn-i (i =  0, 1, . . .  , /г). Здесь Af0 е  ©* и если
М i —  М n—i —  М n —i, lQ ,n —iN  n —i, 2- —  Afn—г,1 Qn—(i-fl)^ A^ n—г,2 —
—  МцР^М^, TO Mi-\-\ =  Nn-(i-f l ) , l  —  Nn - { i - n —(i+i)Mn— (i+ l),2= =
— М цР {М{2.
Следовательно, А10, Ali • • • , Afn =  Af — искомое множество.
Найденное множество будем называть разложением поня­
тия Af.
Приводим здесь алгоритм Zj[£), £У U {а, ß}], превращающий 
любое понятие в его разложение (в алфавите О ').
Алгоритм Zi[£), £У U {«,£>]
Входной алфавит алгоритма:
£ > =  { A i,  A z , . . . ,  А п \ R i ,  R z ,  ,
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выходной алфавит:
O 'и {a,ß} =  {Ai', А /, .. 
вспомогательный алфавит: 
$ = £ ) "  U {у, 0, Я, fi,
=  {Л4", А2", . . . ,  Ап"; R t» 
С х е м а  а л г о р и т м а :
Rz
Ап\ R l ' ,  R z ' , • R m  , CL, ß} ■ 
• R m " ;  у , ö ,  А, f i ,  v К
r > R i"?Aj"Ah"-+fivAj" 
I (RiAjAh e  @*)
Г >Я /у4 /'Л Л" ^ Д
I ^  ©*)
\>Ri''yAj"-+ A 
> Л / > - ^ Л / '  
> R i - + R i " R i '
> Л Г





0 )(Яг e  9t, i4j €
>  dr -> «<5 >  ö Л 
>A /?/->  А 
> А Л /-> Я
> А а —>-A 
>Ay8->A 
(>Яг"А->А 
> Л /'А - *Я
I (/?г е  91, Aj <= 0 )  
> Я - ^Л  
{ > а Л / '- > Л / '«  
{> R i'R j"  -+Rj"Ri'
{>R i'A j"-+ A j"R  
{>A i'R j"-+Rj"A  
{ > Л /Л / '- > Л / 'Л  
{ > Л ," Я /  — Л<"г/Ю / 
{>Ri"Rj'-+Ä  
{ >  Ri"Aj'-+X
\>Aj"ii-+fiLAj"
(R{ GE 9?, Aj £E
J > A i ,/aA i/ß - ^aA i'ß 
1 > Л / 'Л /- > Я Л /
Г>Лг"Л /->Я 
1 > Л г "аЛ /- ^Я
(Л,е=@)
(Я*, е  91)
(/?г  €= 91, Л j  €Е 0 ) 
(/?j е  9?, Ai е  0 )  
(Лj, Aj £Е 0 )  
( ^ е » , Л < б 0 )  
(Я„ Rj <= 91)
(/?г <= Ш, Aj <= 0 )
0)
{ > Я Л * 4 /- * А
(Л-j, Л j 
(Ä
0 )
91, Л 5- 0)
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Проекцией кортежа Р алфавита (£ U $8 на (произвольный) 
алфавит (5 называем кортеж Р{&), полученный из кортежа Р 
вычеркиванием всех букв алфавита
Пусть D — произвольный кортеж алфавита 0  U Обозна­
чим через D" (и, соответственно, Dr) кортеж, полученный из 
кортежа D заменой всех букв алфавита £) их дубликатами в 
алфавите £>" (соответственно, в © ').
Теорема 4, Алгоритм Zx [£>,£>' U {а, ß) ]
1) не применим к пустому кортежу,
2) применим к любому непустому кортежу входного алфа­
вита £),
3) ZX(M) Ф Л  тогда и только тогда, когда М е  ЗЛ*,
4) если М е  М*, to(Z i (М ) )(0  (J {а,ß})=M oßM i ßM2 .. .ßMn', 
где M 0(D), Mi (О), M% (О ), . . . ,  Mn(€>) — разложение понятия 
М и п ^  0.
Д о к а з а т е л ь с т в о .  1. Алгоритм Zx не применим к Л, так 
как среди формул подстановки нет ни одной, левая часть кото­
рой была бы пуста.
2. Пусть М =  Aj(1)Aj(2). . .A j(q) и q ^ ž l .
a) Если М =  Aj(1) и Л ^ е ® * ,  то М — Ш* и ZX:M-+ 
-+Am "AKl)'-+aAju)' П, причем (aAm ') ( £  [j {а, ß}) = А К1)', где 
А т  — разложение понятия Ац\у
b) Если М — Aj(i) и Лд1>е©\®*, то М ф Ш *  и Zx-M—
Aj(\)"Aj(X)' — Я -> Л Н .
c) Если М =  Aj(i)Aj(2) . . .  Aftq), где q ^  2, то М ф Ш *  и 
Zj : М l->Aj(i"Aj(2) " . .  Aftq)"Am)Aft2) ■ ■ ■ АЯд/1 -нА->- Л ~1.
3. Пусть М =  Aj(i)Aj(2). ■ ■ Aj(qyRiC и q ^  1. Тогда М ф  931* и 
Z \: М j Aj(i"Ajt2)" . . .  АЯд)"Я/'С"АЯ1)Ая2{ ■ ■ .А Яч) Ri С '{-+&-+■ Л~I.
4. Пусть М =  RiC , где в М имеются р ^  1 вхождений ме­
тапонятий.
a) Если М =  Ri, то М ф. Ш* и Zx : М /?/'/?/->-Я-> Л —I. '
b) Пусть М =  RiAKx)Am .. .A j[q) и q ^  1.
Если М =  RiAj, то М ф Ш *  и ZX:M \-+ М”М'\-+ XßRi Aj' [-> 
К л п .
Если М =  RiAj(x)Aj(z) и RiAj{x)Aj(2) ф  ©*, то Zx : М \-^ М"М'\-> 
\-+XßM'\-+A~\.
Если Л1 =  /?г-Л^1)Л,-(2) и RiAj(i)A]'(2,)t==®*, то Z\\M\—>
К Ri"А т "А m "R iA т 'А т  К R т " А ay'ßR/Ат 'Ат '
yvAj{i)"ßM'->-õvAj(i"ßM' — ,a&4j(i) ßM 'j->Am "aAm 'ßM ' ->
аЛ ;(1)7?^/Л 1.
Если Al =  /?i^ 4j(i)-^ j(2) • • • 4^j(q) и ^ > 2 ,  то и Z i : Ж |—>-
]_* ]-v Я /> Л  j(1)'M j(2)" ... Л к  я ->  Л 1.
c) Если M — RiCiRj, то М ф. 5Ш* и Z i : М |->
|-> RSCSRfR/CSR/-  |^Я  ^  Л 1.
d) Пусть теперь M=RiCiRh(i)Am Ajß) . . .  Лдд) и ^ ^ 1 .  _
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—> jR /'C / 'A /J /^ /C i'/^ i^^ i) '|-> A-> Л П.
Если 2, то Zi:M|->
. . .  Aj{q)"RiC\Rh(i)Aj(i)Aj(z) . . .  Am '-+ 
(кортеж M дублирован в алфавитах О " и O ')
-  R /'C fR bri'A m fA m " ■ ■ • Am "yßM' К  
К  j(2)" . . .  Am "ßM'.
Если Rh(\)Am Aj(2) ф® *, то М ф Ш *  и Z i : М А->-Л "1.
Если Rm yA j^jw  е  ©*, то Zi:M|->
|-^  Я / 'С ^ у Л  Л1)'М до''. . .  AK4)"ßM' |-v
(самое правое вхождение в кортеже М" некоторого 
Rh(\)"Am "Am  , где RHi)Aj(l)Am  е  ©*, заменено на //г>Лл")
|+ /гЯ /'С Л Л  Л1)"Ляз)" .. • AKq)"ßM' ,
(буква /г перемещена в начало кортежа) .
-V õRSCSvAЯ1)"Лi(3)" . . AHq)"ßM' К
\-+Ri"Ci'M j(i)'Mj<3)". . .  Л i(q)'yßRi'Ci'aAui) A j(3/ . . .  Л ^ '/Ш '
v-----------------—> - ------- ---------
P\" N /
(кортеж алфавита О " дублирован в алфавите O'; буква заме­
ненная на а, входит только во второй дубликат; конец обраба­
тываемого кортежа — кортеж ßM' алфавита О  U {ß} — остав­
лен без изменения).
Здесь N j и Р 1 содержат р — 1 вхождение метапонятий ( р ^ 2 ) .  
Кроме того, если М — понятие, то N i(O ) — понятие (по тео­
реме 3).
Допустим по индукции, что, применяя алгоритм Z t к кортежу 
М, мы или получим пустой кортеж (чем работа алгоритма окон­
чена), или некоторый промежуточный результат
Ri"Ci+i"Rh(i+i)"AU(i)"AU(2) " . . .  AU(t)"yßNi ßNi-i .. . ßN\ ßM'
( \ ^ l ^ p  — 2), где
1) Nh (k =  1,2, . . . ,  I) содержит p — k вхождений метапоня­
тий и одно вхождение буквы а, причем
N^RiCi+iRhtf+itAuni).. -aAU(s) . .. Au(t),
2) A/ft.).] (О) отличается от N%(О) тем и только тем, что самое 
правое вхрждение в Nk(О) некоторого подкортежа RhAmyAfw 
заменено в А^+1(0) на А^ i), причем, в Nh+i перед этим вхожде­
нием Ац 1) стоит а, '
3) Pi содержит р — / вхождений метапонятий.
Докажем, что утверждение выполняется и для г =  /-}- 1, где
2 ^  г ^  р  — 1.
Если <7=1, то МфШ* и Z i : М )-»-■
|-> Ri"C"Rh{i)"A m''Ri'CSRm 'Am '
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К  Ri"Cl+x"RHl+i)"AUi"yßN {ßN U . . .  ßNißM ' ->
-v R "  Cl+" Rh(i+i)'yAU(i)'ßN I ßN t-i . . .
->- Ri"Ci+"XßNi'ßNi-i .. . ßNi'ßM' -+- 2-+Л H.
Если t >  1 и Rh(i+i)Au(i)Au(z) ф  ©*, то Nt(€)) =  Р ,ф  Ж*, M ф  Ж* 
и Z i : М
}-*Ri"Cl+l"Rh{l+i)"Au(i)"Au(2)" . . .  AU(t)"yßNi'ßNi-i . . .  ßNi'ßM'^
l^ R i"C l+l"RHl+l)"yAu(l{'Au(2)" . . .  A u ^ 'ß N /ß U . . .  ßNi'ßM ' *->
... AU(t)",ßNi ßNt-i ... ßNi'ßM' ->  я ->  Л H.
Если Rh(i+i)Au(i)Au(2) e  ©*, то Zi:AfjU-
[->/?//С/+1///?/1(;+1)'/Ли(1)//Ли(2)/’/ . . .  AU(t)"y ßN i ßN i S .. . ßNi'ßM' j->-
. . .  Au(t)"ßN i'ßN U . . . ßN/ßM ' K
\^Ri"Ci+i"/ivAU(i)"AU(3) .. . AU(t)"ßN i ßN i-i .. .ßNi'ßM' |h->-
Ir-^fiRi"Ci+i"vAu(i)"AЩЗ) " . . .  AU(t)"ßNi ßNt-i . . .  ßNi'ßM' ->
... AU(t)' ßN i ßN i-i . ..ßNi'ßM' К
l-*- i"Ci+i"Au(\)"Au{S)" • ■ • AU(t)'yßRi Ci+i',aAU(i) AU(3) • ■ ■ AU{i{ßNi .. .
,
. . .  ßNi'ßM'.
Здесь Ni+i содержит p — ( / +1 )  вхождение метапонятий и 
одно вхождение буквы а; кортеж А^+1(0) отличается от N i(£) 
тем и только тем, что самое правое вхождение в А^(О) некото­
рого подкортежа Ri^i+1)AU(\)Au(2) заменено на Ли<о, причем в Ni+\ 
перед этим вхождением Ащ\) стоит а; кортеж Р[+\ содержит 
р — (I-\-\) вхождение метапонятий.
Следовательно, применяя алгоритм Zj к кортежу М =  
=  RiC\Rh(\)Aj(x).. .Aj(q), где 1, мы или получим Л, или про­
межуточный результат
Ri"Au(i)"AU(2.)". . .  Au(t)"yßNn-i'ßNn-t' ■ • ■ ßNi'ßM ' ,
...... —
• Pn-1" 
где t ^  1, n ^ ( p ( M ) — l)/2.
Если теперь t = l ,  то Nn-i(£) = P n-i фЖ *, М ф Ж *  и 
Z i : М К  Ri"Au(i)"yßNп-i'ßNп—2' .. • ßNi'ßM'-* 
Ri"yAu(i)"ßNn-i'ßNn^ .. .  ßNi'ßM'
->•XßNn-i'ßNn-z'. . . ßNißM '’-+X-+Л~\.
Если /> 2 , то М ф Ж *  и Z i : A f ^
-> Я /'Л „(1)"Л„(2)" . . .  Au{t)"yßNп-i'ßNп-г . . .  ßNi'ßM '
... Лиа),^Л^п-1'/ЗЫп_2/ ... ßN}ßM'^-+X-+  ли.
ЕСЛИ t =  2 И ^гЛи(1)Ли(2) @*, ТО А^ п—1 (О) =  Рп—1 ф  931 , 
М ф Ж *  и Zi-.M К  Ri'Auw'Auwt'yßNn-i'ßNn-i ..- ßN fßM 'l^
К  Ri"yAu(i)"Аи(2)"ßN 11—i'ßNп—2 . . .  ->
|-> Я Л и .
Если t =  1, то N i ( & )  = P i ^ W * ,  М ф Ж *  и Z i : Af |->
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Если t= 2  и RiAU(i)Au(2) е  ©*, то ;Vn-i(£)) = P n-i е  2Й% 
Л^(£)) e äß *  (k =  ti — 2, п — 3, . . . ,  1), М е  ЭДГ (по теореме 2) 
и Z , : М К  Ri'Au^'AuwyfiNnSfiNn-z'. . . ßN{ßM'\-+ .
К  Ri"yAuW"Aum"ßNn^ßN n- 2f . . .  ßNi ßM' 
p-vAU(i)"ßNn-ißNn-2 • •. j(Wi ßM' —*~
—>övAU(i"ßNn—\ßNn—i • • • ßNißM ' —>
odAunfßNn-i'ßNn-*' ■ • • j№ '0A f' К  
]-*- ctAU{i)"Au(i) ßNn~i ßNn-2 .. . ßNi ßM' —►
AU(i)'aAU(i) ßNn-i ßNn-2 • • • ßNi ßM'
—*■ <xAU(i) ßNn-i'ßNn—г • ■ • jöAT/ /Ш 'Н . -
Получен кортеж выходного алфавита O 'U  {a, ß}- Множество 
проекций Мо =  ЛУо(0), М х =  АУ„_1 (О ), Af„_i =  N\ (О ),
Мп =  М — разложение понятия М.
Алгоритм Z b однако, не элементарен, потому что, например, 
в Zi(RiAjAh) =  aA/ßRi'Aj'Ah (где RiAjAh-s ©* и Л ^ е © * )  не 
входит в качестве подкортежа ^ (Л ь )  =  аЛ^'.
П р и м е р  6. В утилитарной семантике Ш11* (см. пример 1) 
имеем
Zi (RiRzAiRzRzA ]Л/ИгЛо) =
^aAi'ßRi'aA/Ao'ßRi'Rz'Ai'aA/Ao'ßRi'Rz'Ai'Rz'aAj'At'Ao'X
XßRi'Rz'Ai'Ri'RfAj'Ak'AfAo'.
Разложением понятия R lR2AiR2R2AjAhAiAo является множе­
ство понятий Ai, RiAiAo, R iR2AiAjAQ> R iR2AiR2AjAiA0, 
R lR2AiR2R2AjAhAiAQ. Для кортежа RiR2AiR2R2A0AhAiAo, не вхо­
дящего в множество Ш*, однако, Z\:R lR2AiR2R2AoAhAlA0\-+4b 
\-*^Rx"R2"Ai'/R2"R2"A.0"Ak"Al"A,"yßRx'R2'Ai'R2'R2'AQ'Ah,Al'A0' |-*4 
kR"Ri A "R 2'R2 yA"Ah'А ”Ad'ßRiR2Ai'R2R2 Аъ Ah А{ Ad — 
-*R\"R2"Аi"R2 XAi"A0"ßR ,'R2'Ai'R2R2'A0'Лh'A/Л o' ]->ne Я Л И . 
П р и м е р  7. В семантике 93?° (см. пример 2) имеем
Zi (0001101101 V^aVßO'al'YßO'O 'al'l'VßO'O 'O 'V l'al'VßO'O 'in'X  
Х ^О 'Г Г аГ ^О 'О 'О 'П 'О 'Г Г О Т Г .
Разложение понятия 00011011011 — множество 1, 011, 00111, 
0001111, 000110111, 000М011011.
С другой стороны, для кортежа 00011011, не являющего по­
нятием,
Z ,: 00011011 lf—^36
-> <50"0"v 1" 1 "ßO'O'O' l ' l ' a l  'ßO'O'O' l'l'O 'V V  \ - + i5
K i5  0"0" 1 1 " у ßO'O'a 1' 1 'ßO'O'O' W al'ß O 'O 'O 'W O 'W  |->2
К о  0"0"y 1" 1 "ßO'O'a 1' 1 'ßO'O'O' W a l  'ßO'O'O' Г Г О 'Г Г - ^
О "{IV1 "ßO'O'a 1' 1 ßO'O'O' l ' l ' a l  'ßO'O'O' Vl'O 'VV  
fiO"v l "ßO'O'a 1' 1 'ßO'O'O' l ' l ' a l  'ßO'O'O' V l'O 'V V -*  
-+ö0"vl"ß0'0'a\'VßO'O'O'VVaVßO'O'O'Vl'O'VV 
K 4 0"0'a 1" 1 'ßO'O'a 1' 1 ' jS O W  W a l  'ßO'O'O' V V 0 ' W \ - + 2 
0" 1 "O'а 1 'ßO'O'a 1' 1 'ßO'O'O' W a l  'ßO'O'O' V l'O 'V V -+
- v  0" 1 "yßO'a 1 'ßO'O'a 1' 1 'ßO'O'O' W a l  'ßO'O'O' W O ' W  
-+ 0" yl "ßO'a 1 'ßO'O'a 1' 1 'ßO'O'O' l ' l ' a l  'ßO'O'O' Г Г 0 Т Г - » -  
-> XßO'a 1 'ßO'O'a 1' 1 'ßO'O'O' W a l  'ßO'O'O' l ' l 'O ' l ' l '  \-ы% ->Л ~~1.
Перейдем к рассмотрению алгоритма Z0, являющегося эле­
ментарным.
Алгоритм Z0[O ,3 l]
Входной алфавит алгоритма Z0:
0={i4i, А 2, А п; R i,.  Яг, . . . ,  R m } , 
выходной алфавит: 
Ж — {K i, Кг, К р}  и О fl St=0,
вспомогательный алфавит:
$0==О' и {уи ди Я1, т ,  V i) и О" иV-------------- v----------- - --/
SÖ!
U {у2,УЗ,У^,б2,0з,0^05,0бЛ2,Яз,Я^Л5, Яб,[12,ЦЗ,ßi,V2,V3,&l,Ö2,(J3,Oi} U
[}Г [)€ ) '" и  {a ,ß },
где через 5öi обозначен вспомогательный алфавит алгоритма
г ,[£ ),0 'и {«^ }].
Д ля каждого A j <=• ©* пусть задан некоторый кортеж 
Kj(\)Kj(2)- • • Kj(a(j)) алфавита 5С. Д ля каждого ß e @ *  пусть задан 
специальный кортеж алфавита И'\]&"  такой, что если A j е  © 
входит в кортеж В один раз (два р аза ) ,  то A j "  входит в задан ­
ный кортеж один раз (соответственно два  раза ) .
Кортеж, поставленный в соответствие понятию RiAjAk, обо­
значим через Z0i'(Aj'", A h'"). Кортеж, полученный из кортежа 
Zoi'(Aj", А//") путем замены А/" на Y (или, соответственно, 
Ah'" на Г), где Y — некоторый кортеж алфавита Ö U ^ U ^ o , 
обозначим через Zoi'{Y, A k'") (соответственно, через Zoi' (A j'" ,Y ). 
Кортеж, полученный из кортежа Zq/(А "', Ah'") путем замены 
подкортежей алфавита Ш" их дубликатами в алфавите %, обо­
значим через Z0i(Aj'", A h"). Кортеж, полученный из кортежа 
Zoi (Aj"', А/") путем замены А " '  и A h"' соответственно на 
Kj(l)Kj(2) . . . Kj(a(j)) И Kh(\)Kh(2) • • • Kh(a(k)) (где Kj(\)Kj(2) • - • Kj(a(j)) И 
Kh(\)Kh(2) ■ ■ ■ Kh(a(h)) — кортежи, поставленные в соответствие по­
нятиям A j и Ah', если Ah е© \ © * ,  то A h'" заменится на пустой 
кортеж), обозначим через Z0r (/,&).
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( > K i V 3 - + V 3 K i
\>К%уъ-^уъКг
I > K iK i '- + K fK i
>  Я2Я4 —>■ Я4Я2
{ > Я 2Л /" -> Л /" Я 2
^Яг^з — з^Яг 
^>Я2^5 —>■ 75Я2 
r^> X zK i —>■ /(/Яг
>  Л j'vsXik Ль 
> Л / " - ^ Л /




{ > R i ' y b - ^ y b R i  
~>уь-+у%
> < 73-^ 2 
> / ^ 2  (12.
{ >  о^Л j '->(74 
> 0 4 - ^ ^ 2
XzLl2Õ2 З^^ зЯб 
>  [13р2 UZflS 
> fl3 Õ Z -+  Õzfiz
Яб(Уг — бгЛв 
I  >  K iõ2—>- 
I >  Л /$2 —>• $гЛ /
>  Яб/^ 2 — /^ 2^ 6
/  ~> K i f l z - ^  ß z K i  
\ f i2Л/ 
^ X zfiz—>-Яб//з 
{  >  Kifi3Õ 3 -*■ fis ö s K i  
{> Л //Ы з  —*- A / v z y ^ 3
>  >>2(?3 —>- y^Õlt
Г ^  õ iK i - *  K iö i 
v >  (?4j4 / —>■ Л /<**
>  (У4А6/МЗ —■*" Я2(?4
>  ^ 4Яв -~*■ Яг(?4 
>(У4^ Л
>  /гз(Уз —*~ бз/лз 
> Я 2(Уз— <5зЯг
{  > *  KiÕ3 -*■ бзК {
{ >  А j õ3 —>■ <?зЛ /
^>X%ii3~* /^ зЯб 
>Яг//з 1М3Я2 
{ >  КгЦА-+flzKi-
{ >  Л ///з —>- ^зЛ j'
№ е 2 Г ;  Л* Л , е @ )  
(/Сг, / ( j e  2t)
(Л,-с=@)
(/ (< е й ,  Л;еЕ@)
(Ri се 9t) 
(Лj e  ©)
(/(*<= 2C, Л ^ @ )
( f o e  21, Л ,  <ee @ )  
(Кг<=2Г)
(Лj e= ©*) 
(K ie= %  Л;<ее@)
(/(<<= 2t) 
(Л, e= ©)
( K i e a )




№ е 8 С )  
(A j е  @)
(/Сг S  21) 
(ЯгЕЕЭ*)
H j s ® * ;  
, ^Ci(e(j))S3t) 
(Л,- е= @\@*)
Теорема 5. Алгоритм  Z0 элементарен.
Д о к а з а т е л ь с т в о .  1. Алгоритм Z0 не применим к пу­
стому кортежу, так  как  не содержит формулы подстановки, ле­
в ая  часть которой была бы пуста.
2. Если М ф Ш *, то Zq(M) =  Z , (М) =  Л.
3. Пусть теперь Если М =  A if то Z0 (M) =  
=,Ki(\)Ki(2)...Ki(a(i)). Пусть M — R iA jA h. Тогда Z0 :M  |-> 
|-> aAj'ßM i |->Я2^ог (Aj', Л / ) Яг |—>■ Z0i (j, k)~\.
Результат применения алгоритма Z0 к понятию R iA jA k со­
держит непересекающиеся подкортежи Z0 (Aj) и Z0 (Ah).
Пусть Af€=(ä&*\@*)W. Тогда Z0 : М j-^aA /ßM /ß . . .  М п. 
Если M i'= R / a A j'A k , то Z0 : М )->- 
XzZoi(Aj'vz, Ah')XzßMz'^ßM/ . . .  ßM n',
где
a) Zoi (Aj'vz, Ah') =  CiAj'vzCzAh'Cs 
или
b) Zoi (Aj'vz, A h )  =  CiAh CzAj'vzCz
(С,, C2, C3 — кортежи алфавита 2t) и M2'v  отличается от M2' 
тем и только тем, что содержит дополнительную букву у3 за 
самым правым вхождением буквы из алфавита 9Г.
Если M i — R i'A j'aA h, то Z0 : М )->- 
\-*XzZoi(Aj', Ah'vz)XzßMz'^ßM3 .. ßM n\ 
где
a) Zoi (Aj', AhV2)=C\Aj'CzAh'v2C3 
или
>Õ bKi —>■ KiÕ  5
{ !>  $5 A j' —у A j'05
>  fiiXe —>- Яб/^ 4
K i[ l 4
{ >  pi/A j '  A j '/л 4
>  /iijiz Лб
{ >  дбКг KiÕe
> Я б ^ Я г
Aj'vzyz 
{ ^ > R i ^  R i'vb
{ > A j ' - * K j ( i ) K j ( Z ) . . . Kj(aU))
Kj(l), Kj(2),
{ > Л / -+ Л
>  vz~* Л 
> р 2->~Л 
> Я 2^  Л 
> / З ^ Л
>  а  ->- xl
M 2'= <
b) Zoi(Aj', Ah'v2) — CiAk'v2C2A j'C 3 
(С ь C2, C3 — кортежи алфавита 31) и M2'Y отличается от М 2 
тем и только тем, что содержит дополнительно букву у3 за с а ­
мым правым вхождением буквы из алфавита Ж'.
Д ля М2 мы имеем следующие возможности:
rRi Rh аА/А/Ah у  '  (I)
R iR h'Aj'aAi'Ah, (2)
R iR h'Aj'Ai'aAh, (3)
R /R h'A /A /A h', - (4)
или
R i ' A ' R h ' a A h ' A i (5) 
М2' =  Ri'А /Rh'Ah'аА Д (6)
Я г'A 'R h'Ah'А {. (7)
В случае (1) имеем Zo: М |->- 
!-> XzZoi (Aj'vz, Ah') faßRi Rh уш А {Ai Ah'ßM { . . .  ßM n'|->- 
j—>A.zZoi(i,2Zoh(Aj'v2, Ai')^2, Ak')XzßMsY . .  .ß M n', 
где M3 y отличается от M3' тем и только тем, что за самым пра­
вым вхождением буквы из алфавита й '  стоит буква у3.
В случае (2) имеем Zo:M\-+
H-AaZw (Aj'vz, ArthßRi'Rh'ysAi'aAi'Ak'ßM s’ .. .ßM n'\->- 
\->X2Zoi (Ä2Z 011 (А/, A { v2) X2,A k )  X2ßM 3 y . . .  ßM n'. ,
В случае (3) имеем Zo: M
j—► \2Z 0i {Aj'v2, Ah') faßR i'R n y^A j'А / aA h ß M 3 . . .  ß M n' |—>- 
H ^faZoi (Ä2Zoh(Aj', А /)Я 2, A k)hzßll20kßM z . . .  ß M n'. ’
Здесь следующие возможности:
Zoi(A j ' , A k') =  C lA j 'C 2iA k'C 3, 
Z o h iA / ^ n  = D lA j 'D 2A /D 3- { • ;  
Z oi(А /  A h )  =  C iA h'C 2A j'C 3, ^3 2 ^  
Z0h (A / ,A i')  = D iA j 'D 2A l'D 3- ( ) 
Z o i(A j ' , A k' ) = C iA j 'C 2A h'C 3, 
Z0h( A / ,A l' ) = D 1A l'D 2Ä j 'D 3; { j
Z0i(A  {  A h ) = C iA h  C2A / C 3, z'34'l
Zoh(A j' ,A l' ) = D iA l'D2A /D 3 _ \ * У
(Си C2, C3, D\, D2,- D3 — кортежи алфавита 3t).
Рассматриваем подслучай (3.1).
Z o : M  |-> XzCiÄzDiAj'D2A {D ^zC vA h C 3X2ßniOilß M 3' . . .  ß M n' |—>
|—>- X2C\X2D\A/ D2A{D ъКгСчЛьС^ 2^2ö2ßM 3 . . .  ßM n' j—> 
X^CxXzDxA/D2A {D3X2C2Ak С31130чХфМ3 . . .  ßM n' |—>
\-+ X2C iÄ2D iA  'D 2A /D 3X2C2Ah'рздгСэХфМз . . .  ß M n' 
X2CiX2D iA j'D 2A i'D 3C2Ak'v2^2ö3C 3X6ßM3' . . .}5M n' -+■ 
-+ Ä 2,CiA2,DiAj'D2A i'D 3C2A k'v2y2öb:C 3XGßM3 . . .  ß M n' |—>- 
|-> X2CiX2D iA j'D 2A i'D 3C2Ak'v2^2C3öiXeß M 3 . . .  ß M n'
—> X2C ^ D iA / DzAi D3C2Ak V2y 2C3X20tlß M3 . . .  ßM n' -*■
—* X2CiX2DiAj'D2Ai D3C2Ah'v2y2C3X2ßM 3 . . .  ßM n'|—>- 
К  faCdzDiA/PzAi'DaCzAk'viCafaß M3'v  . . .  ßM n'.
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Рассматриваем подслучай (3.2).
Zo: М l—^ faCiAk'CzhzDiAj'DzAi'DshzC^ß^OkßMs'. . .  ßM n' —
XzC\A]/CvÄzDxAj'D2A 1 ОзЛъСзЛгрьъофМз .. ßM n' |—>■
|—>-XzCiAhVžyiCzhzDvAi'D2A 1 DshzCzhüßM/ . . .  ßM n' j—> 
j—> ?i2.C\Ah CsXiD\Aj D2A 1 DzhzCsözfi'iheßMz . . .  ßM n'\—*~ 
j—► 0зХчС\Аи CzXzDiA/D2A {ОзЛгСз^зкфМ/ . .  .ßM -п' |—>- 
j —v Х2С\А}/ C^zD^A/D2A 1 D-jXiCsfisöaXsßMs . . .  ßMn' |—>
{-*- ösiisAzCiAhCzhzDiAj'DzAiDzhzCzhüßMs . . ,  ßM n' |—>
J—>- ?b2Ö&CiAii C2XiDiAj'D2A 1 D^XzCzXüßMs .. .ßM n'|—>- 
j—*-Л2.0ъСlAh CyfazDiA { D2A 1 ВзХгСзЛфМъ . . .  ßMn' |—■*- 
|—: faCiösAh CzXiDiA/D2A 1 0?А2СзЛфМз . . .  ßMn' j—>
|—>■ XzCiAii VzCzXiDiAj'DzAiDsXzCzhzßMs'v . . .  ßM n'.
Подслучай (3.3) и (3.4) рассматриваются аналогично под- 
случаям (3.1) и (3.2).
В случае (4) имеем 
Zo: М —>■ XzZoi (A/v2, Aj/)ЛфЯ/Rh узА/А/Ah j—>■
J-*-Ä2Zoi (Ä2Zoh (А/, A{)Xz, Ak)Xzß [—>- Zoi (Zeh (j, I), k) ~1.
Полученный кортеж Z0 (M) алфавита "й содержит в качестве 
подкортежей кортежи Z0 (A j), ZQ(At) и Z0 (Ak),
Случаи (5 ),  (6) и (7) рассматриваются аналогично случаям 
(1) ,  (2) и (4).
Допустим по индукции, что
Zo: М \—*Ä2PiA /v2P2X ^M s'^fiMs+i . . .  ßM n', 
где Р] и Р2 — кортежи алфавита 21 U ©' U {Аг}, причем проек­
ция (Р\А/Р2) (©') состоит из букв кортежа Ms~i '(@ ') ,  и до ка ­
жем, что тогда Z0 : М ,|-> Ä2QiAhV2 Q2X2ßMs+/vßM s+2' . . .  ßMn\ 
где Qi и Q2 — кортежи алфавита 2t (J ©' U {Я2}, причем проекция 
(Qiv4/i'Q2) (©') состоит из букв кортежа М/ (€>') при s <  /1 и 
A k
Здесь возможны следующие подслучай:
1) Zo: М |- > Ä2PiA/v2P^zßN'R/узаА/А{Ащ )'. . .  АцЧ) ßMs+/. . .  ßMn',
2) Zo: M ]->- A2P\A/v2P\гАфМ'R /узА/aAi А щ { . . .  Ak(q)'ßMs+/. . .  ßM n' ,.
3) Zo: M |—>-Ä2PiA /v2P2Ä2ßH'Ri^S)'y^A/A {Ащ/ . . .  аАцн) - • •
• • • Ah(q)'ßMs+i . . .  ßM n , где N', H' — кортежи алфавита О, H =  
= R i(i)N i. ; . Ri(t)Nt, 1, 1 — 1, Ri(t)NtRi(s)AjAiAk(i)...Ah(h)^ 
ее Я Г\@ *.
В случае 1 имеем 
Z o :A fK  faPiA/vzPTÄrfW R/ysaA/A/Akw'. . .  A h(q)'ßMs+l' ... ßM n' |-> 
j—>- faPifeZoi (A j'v2y2, Ai')X2P 2Ä2ßM s+ i'. . .  ßM n' |—>- 
■\-+faPd2Z0i (A/V2 , Ai')X2P 2Ä2ßM s+t'V7 . . ßM n'.
Если Z0i (A/v2, Al') =  ClA /v2C2Ai'Cs, то Qi =  £iA2C1(
Q z=  C2Ai С^ ХгРг',
если Zoi(A/y2,A i ' ) = C iAi'C2A /v2Cs, то Qi =  Piti2C 1A l'C2,
Q2=— C,$X2P  2,
причем проекция (Q\A/Q2) (©') состоит из букв М / (& ).
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В случае 2 имеем 
Z o : М  > Л%РiA j viP&zßN'Ri yzA/аЛ /Л щ )'. . .  Ak(q)'ßMs+i . . .ßMn'\-+ 
j -> faPifaZoi (A/, Ai'v^yz)XzPiXißMs+i . . .  ßMn' |—>■ 
j—^ f a P i ( A / ,  Ai'vzjfaPzhüßMs+i'v . . .  ßMn'.
Если Zoi (A/, A/vz) = CiAj'C^Ai'vzCz, то Qi =  PiXzCiAj'C2 и
если Zoi (A/, A{vz) = CiAi'vzCzAj'Сз, то Qi=P\XzC\ и
Q z=  С2Л / С 3Х2Р  2; 
проекция (QiAi'Q2) (€>') состоит из букв М /(@ ').
В случае 3 имеем 
Zo: М |—>- Л2Р 1А j'vzP^ißH'Rц з ) 'у з А { А / А . . .  аАць.) ' . . .
• • • Ah(q)'ßMs+1' . . .  ßM n' I-^  faPiÄtZaiXAj', Л /Д г^ аА г/гг. • • f.i%oiAk(h+i) •. •
t
• • - Ak(q)'ßMs+i . . . ßM n'.
Здесь следующие возможности:
a) Яг-РД^о* (Л/, Ai')XzPzX2 — Яг^ЯгТ^Яг^аАг^гЛ/^/Гз Аг^зАг,
b) foPihzZoi (Л/, А / )Х2Р 2Л2 — A2S 3A2, 
где или а) : t =  1 ,
вместо Я2Т 1, Т2 и Г3Я2 — пустые кортежи;
Sy и »S3 — кортежи алфавита 2Г;
S 2 — кортеж алфавита % (J ©' U {Аг}, 5 2 ( 0 0  ^  Л; 
или ß ): t  j>  1 ,
Г ь Г2 и 7 3 — кортежи алфавита St;
S j и S 3 — кортежи алфавита % U U {Я^}, причем в оба 
кортежа буква Яг входит t — 2 раза ;
S 2 — кортеж алфавита 91 U ©' U {Я2}, причем S 2.((3') ф  'Л. 
Рассматриваем подслучай а ) .  Имеем 
Zo: М hiSifaTlXzSzkzTzAhih) Тг Аг з^Аг/гг • • ■ {лгОьАць+ц. •.
1 . . ■ Ah(q)'ßMS-i-i' . . . ßM п |—>
[-^Яг^ЯгТ^ЯгЗаАгТ’гЛд^/Т'з A2S 3Аг/^ г/^ г • fizözßMs.ц '  . . . ßM n'  |—>
V-  i -v  
t
I —>-Яг^ЯгТ^ЯгЗгАгТ'гЛ^я/Тз А25зАб/М2 ■ • • [-izdzf-isßMs+i . . .  ßM n |—>
t- 1
A25iA2r  iA2S 2^2Г2Лын)Тз А2/г2^25зу Явуаз/ЗМ8+1/. . .  ßM n'
(5 3v отличается от 5 3 тем и только тем, что вместо Я2 всюду
^Яб/^з) ?
-> faSifaTiÄzSdzTzAw'TsfisösÄ6S 3vÄefi3ßMs+1' . .  . ДМг/|—>
]—* faSifaTifaSzXzTzAhfi)'{A3Õ3T3 Яб5зу Яб/гз/ЗМ8+/-. . .  ßM n —v 
-^Яг^Яг^ЯгЗзАг^гЛьф/ггугдзТ’з Аб5зу Аб/4з/5М8+1'. . .  ßM n' ->
—> Аг^ЯгТ^Яг^гДг^^/гф/'^г&Тз Аб5зу Аб з^/ЗМ8+/ . . .  ßM n' —>
—> Аг^ДгАЯг^зАгГгЛад'ггТ’з Я25зА2/ЗМа+1/у/ЗМ8+2/ • • • ßM n'.
Итак, Q i =  5 1Я27,1Я25 2Я2Г2 и Q 2 == Г3Я25 3Я2, причем 
( Q H  h{h+l)Qz) ( ® 0  СОСТОИТ из букв Мв'(@').
Рассматриваем подслучай b). Имеем 
Zo: М ]->• X z S ^ T iA k ^ 'T ^ S ^ T e  X2S  3X2 ^ 2  ■ . • [120^Ащ+i{  ■ ■ ■
. . • • А ц Я) ßMs+i . . .  ßM n' |—»- 
|—> faSihzTiAkQiJT^SdzTaiisdz XeSs^X^ßMs+i . . .  ßM n'\->
(->- бз^з ■. • рзХ25\Х2Т iAk(h) T гХгЗзЛгТ sõsheS 2 ^  ^ЛфМ . .. ßM n' |—>-
t
(5 3vv  отличается от S 3 тем и только тем, что вместо Х2 везде Аб) 
õbfii. . .  /льЛгЗ 1Л2ТiAщи)'TzXzSsÄzTsdäXefh^^ЛфМs+i . . .  ßM n‘
v.------  - j
—>■ öbfJi^  • • • iAh^'TzXzS^iTzöiX^Sz^^ ХфМ8^ '  .. .ßM n' |—>-j
]—> 0ькщ£С* ^Х{Гi A h ( h ) . T 3Õ3 X^Sz1^ ХфМ^^ . . .  ßM n' —>■
(S iv v  отличается от S x тем и только тем, что вместо Яг везде 
стоит Я6)
—у X ß ö b fik S Х2 ТiAh(h+i)'TаАг г^Яг з^<^ зАб*5зv ^ХфМs-}_i/.. .ßM.n' |—>-
1—^ XeSiVYдьЦьХгТiAh(h+i) ТъЛяЗзЛгТздзЯвЗ3W ХфМs+i .. ф М п' I- *•
\—yXe,S\^^X2TiÖ&Ah{h+\)T^2SiX2T303^^3V^^ßMs^l .. .ßMn' |“ *"
\—- Хг^уХгТхАць+^'уъТ^гЗчЛгТз0зкъ$з^^ХфМ5+1 . . .  ßM n'.
Итак, Qi =  S\X%T\ и Q2 =  ^гАг^гАгТ'зЯг^зЯг^ причем 
(QH^fe+i/Qa) (@) состоит из букв Afe'(@ ') .
Следовательно, при s =  п 
Zo: М \-^X2P iA j/V2P ^ 2ßM'Ri/y3Aj'Ai'Ak(i) . . .  АщЧ)\—>- 
j—>■ Х2Р lX2Zoi (А/, А[')Х2Р2Лф I-  
j—>■ NiZoi (j, l)N z^ -  
Здесь Nu получен из Рк(З ') (k =  \, 2) заменой А /  на кор­
теж  Z0 (A i) — Ki(i)Ki(2) . . .  кца(г)) алфавита 2t. Результатом я в ­
ляется кортеж ZQ(M) алфавита Ж, удовлетворяющий условию: 
для любых Ai и Aj, входящих в М ,-кортежи Z0 (Ai) и Z0 (A j) 
входят в Z0 (M ) - к ак  непересекающиеся подкортежи.
Следовательно, алгоритм Z 0 элементарен, и пара 
(Ш*, Z0[£), 21])', где 93Г-— утилитарная семантика, — элемен­
тарно-утилитарный язык.
П р и м е р 8. Исходим из утилитарной семантики Ш11* (см. 
пример 1).
Построим алгоритм Z0l [ { A u А 2, . . .  , А п, А 0; Ru R 2 }, St1], 
тд е  2t1 =  {х\, х2, . . .  , хп, ~ (»)}] ,  на основе только что рас­
смотренного Z0, вводя небольшие уточнения в формулы под­
становки. В частности, вместо элементов множеств £), ($* и 
нужно подставить элементы множеств О1, и (51*. Далее, вме­
сто элементов множества 2t нужно подставить элементы мно­
ж ества 211. Д ля  каждого A j зададим однобуквенный кортеж 
Xj е  211. Элементам множества @№ поставим в соответствие 
следующие кортежи:
Z oi1' (А /", Ao'") =  ~  A i" A o " , Zo zl/( A i" ,  A j" ') =  ('А /" & 'А / " )'.
Тем самым, Z0(Aj) = X j,
Zo(R\AjAo) =  ~  Xj,
ZolRzAjAk) =  (Xj&Xh) ( j , k = \ ,2 , . . . , n ) ,
Zo(Ao) = A .
Пара (Ж1*, Zo^O1, St1])  — элементарно-утилитарный язык. 
Если истолковывать x h х2, . . .  , хп записями атомар­
ных формул исчисления высказываний, то множество 
{Zq1 (М) j М (= 9Л1*} совпадает с множеством формул, построен­
ных из х\у х2, . . .  , хп при помощи логических операций отри­
цания и конъюнкции.
Например,
Zo1 (RiRzAiAjAh) =  ~  (Xi & Xj) ,
Zo1 (RzRiAiAoAj) =  ( ~ X i  & X j),
Z01 (RzRzAiAjAu) =  ( (Xi & Xj) & xh) ,
Zo1 (R ^ iR zA jA h ) =  (Xi & (Xj & Xh) ) ,
Zoi (R\R\AiAoAo) =  ~  ~  Xi, 
Zo1 (RiRzAiRiAiAoAo) =  ~  (Xi & ~  X i) , 
Zo1 (R1R2R1R1AiAoAoRiAiAoAo) =  ~  ~  Xi & ~  Xi). 
П р и м е р  9. Пусть 
@2 = { A i ,  Аг, . . . ,  A20}, © 2* = 0 2, 
W = { R itR i}t
W ^ iR iA iA , ,  RzAhA j j i =  1,  2,  . . . ,  2 0 ;  / = 1 ,  2,  . . . ,  1 0 ;
/г =1 1 ,  12, . . . ,  20},
0*= @ ?U № . ■
Множество Ш2, построенное при помощи заданных множеств 
по определениям 1 и 2 — семантика.
Построим алгоритм Z02[O2, 2t2] , где 2f2 =  {1, 2, . . .  , 9, 0, .}, 
к ак  в предыдущем примере. При этом для каждого Ai, R]AiAj 
и R 2AhAj зададим соответствующие кортежи следующим обра­
зом:
для А 1 — 1, А г — 2, . . . ,  Л9, — 9, Лю— 0 ,
Ац — .1, А\г— -2, . . . ,  Л 19 — .9, Л20 — .0;
ZoiV { A r ,A ' " ) = A i " 'A j " '  ( i =  1, 2, . . . ,  20;  / =  1, 2, . . . ,  10) ,  
Zoi2'(А к' " , А П = А / " А Г  (h =  11, 12, . . . ,  20;  / = 1 ,  2, . . . ,  10).
Тем самым, Z02^ i )  =  1, Zo2 (Л2) = 2 ,  . . . ,  Zo2^ g )  = 9 ,  Zo2 (Лlo) =  
=  0, Zo2^ n )  =  l ,  Ztf-(Au) =  2, . . . ,  Zo2^ 19) = 9 ,  Zo2(A2o) = 0 ;  
Zo2 ( ^ ^ H ; i)= Z o 2^ i )Zo2^ j ), Zo4R2AhA j)=ZoH A j)Zo*(A h).
Пара (9Л2, Z02[£>2, 5t2])  — элементарно-утилитарный язык. 
Множество {Zq2(M) \ M <= Ш2} совпадает с множеством де ­
сятичных чисел в алгоритмическом языке АЛГОЛ.
Например,
Zo^iRzRzRiRiA^A'jAioAioAio) = 0 0 .8 7 0 ,
Zo (RzRiRiAi%AiA\oRiА\оА\о) = 0 0 .8 7 0 ,  
Zo2(RiRiRiAiAiAiAi) =  1 1 1 1 ,
Zoz(RiRiRiAiiAiAiAi) =  .1 1 1 1 ,
Zq2, (R2R2R2A иЛ 1Л1Л1) =  111.1, 
Z0z(RoAliRlR lA lA lA i) =  m A .
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П р и м е р  10. Пусть @3 =  {A h А 2, , Л 10}, ®3* =  @34 
Ш3 =  {R}, @3 =  {RAiAi\I i, j =  1, 2, . . .  , 10}, О3 =  @3 U ^ 3.
Множество 90?3, построенное при помощи заданных множеств 
по определениям 1 и 2, есть семантика.
Построим алгоритм Z03[£)3, 3t3], где St3 =  {1, 2, . . . ,  9, 0, .}, 
на основе алгоритма Z0. Д ля  A j и RAjAu, где A j е  ©3 и 
R A jA k @3, зададим следующие кортежи: 
для Ai -  У", Л2 -  г '" ,  . . .  , Л9 — 9'", А 10 — О'";
Zoi3'(Aj'", Au'") =  А/"Ак'" (/, 6 = 1 , 2 , . . . ,  10).
Далее, припишем к заданным формулам подстановки следую­
щее множество формул подстановки:
(>К Г<р-+(рК г'"  
< X p K i '" ^ K i< p  - (8)
><р-+Л
(K i, Kj(l), /Cj(2), /Cj(3), /(j(4 )e{ l,  2, . . . ,  9, 0}).
Алгоритм, построенный таким Образом, элементарен.
При этом Z03^ , )  =  l , Zo3^ 2) = 2 ,  . . . ,  Z03^ g )  = 9 ,  
Zo3(v410) = 0 ;  Zo3(RAiA j) = Z (^ (A i)Zos (A j).
Итак, пара (Ш?3, Z03[O3,2t3])  — элементарно-утилитарный 
язык.
Множество {Z03(M) ( М е  9W3} совпадает с множеством все­
возможных простых индексов универсальной десятичной клас­
сификации (У Д К ). Применением формул (8 ) ,  приписанных к 
алгоритму Z0 при построении алгоритма Z03, вставят точки в 
нужные места за тройками цифр в индексах УДК.
Например (см. [ 3 ] ) ,
Z03(RRA5A 3A i) =  531 (общая механика, механика твердых 
т е л ) ,
Z03(RRAsAiAz) — 513 (геометрия),
Z03(RAsR A lA 3) =  513,
Z03(RA5R A iRAzA 3) =  513.3 (стереометрия),
ZfplRAsRAxRAsRAsAi) =  513.34 (многогранники).
Литература
1. М а р к о в  А. А., Теория алгоритмов. Тр. М атем . ин-та АН СССР, 1954,
42, 1—374.
2. К о й т  М ., О синтезе эстонского текста. Тр. Вычисл. центра Т артуск. ун -та,
1969, 18, 3—68.




ELEMENTAAR-UTILITAARSE KEELE OMADUSI 
M. Koit
R e s ü m e e
A rtiklfs v aad e ld ak se  üht m eetodit sem antika m odelleerim iseks. D efineeritakse 
u t ilita a rn e  sem an tika n in g  see jä re l e lem en taar-u tilitaa rn e  keel kui u t ilita a rse s t  
sem an tikast ja  nn. e lem en taarsest a lgo ritm ist koosnev paar. T õestatakse  rida  
e lem en taa r-u tilita a rse  keele om adusi. S e llek s e s ita tak se  kaks n o rm aa la lgo ritm i, 
m ille st teine on elem entaarne. E lem en taar-u tilitaa rse te  keelte n ä iteks on m uuhul­
g a s  a lgo ritm ikee le  ALGOL küm nendarvude hulk ja  u n iv ersaa lse  küm nendklassi- 
fikatsioon i UDK lih tin deksite  hulk.
VON DER BESCHAFFENHEIT DER ELEMENTAR-UTILITAREN SPRACHE
M. Koit
Z u s a m m e n f a s s u n g
In dem A rtikel w ird  eine M ethode zum M odellieren  der Sem antik  a n g e ­
führt.
'Es seien gegeben zw ei endliche, nicht leere M engen 0  =  {Au A2, . . . ,  A n} 
und X — {#1, R2, Rm}, wobei 0  f) 2v == 0 -  B etrachtet w erden  die W örter 
im A lphabet 0 ( J &  (d. h. d ie K ortegetf von E lem enten d ieser M en ge ). Es sei- 
ferner gegeben  eine nicht leere M enge <25 der W örter von A rt RiAjAh, wo 
R i e X  und Aj,
Definition 1. Die Wörtermenge Ш  heißt Semantik, wenn für sie die fo l­
genden Bedingungen erfüllt sind:
1) jedes Element der Menge 0  gehört der Menge Ш  zu,
2) jedes Element der*Menge <33 gehört der Menge Щ  zu,
3) wenn PMN e  Щ , M e  Щ, P e S ,  S  s  Ж, dann
a)  ergibt sich aus SMT <= Ш, daß PSMTN e  Щ,
b) ergibt sich aus SNT e  Ш , daß PMSNT e  Ш,
4) Щ  ist die geringste Menge, die den Bedingungen 1^-3 entspricht.
Die utilitare Semantik w ird a ls  eine bestim m te, nicht leere Teilm enge der 
Sem antik , und der elementare Algorithmus a ls  ein Sonderfa ll des norm alen 
(M arkow schen) A lgorithm us defin iert (D efin itionen 2 und 3 ).
Definition 4. Das Paar (Ш*, Z [ 0 U K ,  A ]) heißt die elementar-utilitare 
Sprache, wenn Ш* eine utilitare Semantik, Z [0 1 j2 v , A ] ein elementarer 
Algorithmus und A eine endliche, nicht leere Menge, A f) ( 0  U &) — 0 ,  ist-
;Im folgenden w erden die E igenschaften  der e lem en tar-u tilitaren  Sprache 
untersucht. Dazu w erden die beiden A lgorithm en Z0 und Z\ konstru iert, und 
es w ird bew iesen, daß der A lgorithm us Z0 elem entar is t (S a tz  5).
A ls B eisp ie le  für eine e lem en tar-u tilitare  Sprache gelten  unter anderem  
die M enge der D ezim alzah len  der a lgorithm ischen  Sprache ALGOL, oder die 
M enge der einfachen Indexe der un iversa len  D ez im alk lassif ikation  UDK.
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ОПТИМАЛЬНОЕ ПРОЕКТИРОВАНИЕ ОБОЛОЧЕК 
ВРАЩЕНИЯ С ПОМОЩЬЮ ПРИНЦИПА МАКСИМУМА 
Л. С. ПОНТРЯГИНА
Э. П ун гар
Кафедра теоретической механики
Среди обширной литературы о проблемах оптимального 
проектирования конструкций у ж е  имеется ряд работ, в которых 
применяется принцип максимума Л. С. Понтрягина. Здесь упо­
минается только статья К. А. Одишвили [1] ,  так  к ак  эта р а ­
бота имеет некоторые черты, общие с данной. В этой работе 
рассматривается оптимальное проектирование пологих оболочек 
вращения. Материал жестко-пластичный, условием текучести 
служит условие Мизеса, которое разделено на мембранную и 
моментную части. Предполагают, что усилия равные и постоян­
ные. Критерий оптимальности проекта имеет вид мин J Qh2dQ, 
где h — толщина оболочки. Задача-сводится к задаче оптималь­
ного управления с параметром, для решения которой применяют 
принцип максимума JI. С. Понтрягина.
В данной статье исследуют оптимальное проектирование 
трехслойных оболочек вращения. Материал жестко-пластичный, 
подчиняется условию текучести Мизеса. Предполагают, что пе­
реход в стадию пластичного течения происходит мгновенно и 
-одновременно в обоих несущих слоях. В таком случае условие 
текучести имеет единую форму, в которую входят и усилия, и 
моменты.
Критерий оптимальности проекта имеет вид
min /  r2Bhz dr, 
о
где г  =  z(r)  — уравнение вращающего меридиана, В
— 1 -j- (г ')2, где штрих обозначает дифференцирование по г и 
/г* —  толщина несущего слоя.
Поставленную задачу тоже можно истолковывать к ак  з а ­
дачу оптимального управления и применить для ее решения 
принцип максимума Л. С. Понтрягина. Она сводится к системе 
линейных неоднородных дифференциальных уравнений, которая 
может быть решена численно. В частном случае пологих оболо­
чек удалось найти аналитическое решение этой краевой задачи.
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l i  Постановка задачи
Рассматриваем тонкую оболочку вращения, элемент которой 
изображен на рис. 1. Условия нагружения и опирания осесим­
метричны. Система координат (г, Ф, в )  цилиндрическая. Д ля 
описания поведения такой оболочки употребляются соотноше­
ния, приведенные в книге [3 ] .
Уравнения равновесия имеют вид:
(г No) ' — N@ — z " B - 'rS + rA B ^ P b  =  О,
(rS )  '+ z'N &+z"B-'rN<b+rA B ^Pn  =  0, (1.1)
(гМ Ф) ' — М @ — rA B ^ S  =  0.
Оболочка жестко-пластичная, условием текучести служит усло­
вие Мизеса в виде:
F =  AV+jV©2 — Nф/V©-j- (Мф2+М@2 — МфМе) H~2= 4oo lh2, (1.2) 
где оо — предел текучести материала при простом растяжении, 
2Н — толщина легкого заполнителя, h — толщина несущих 
слоев, / г < Я ,
Ставим целью оптимизации определение h =  h (r) на
min / rzBh2dr (1.3)
о
при заданных нагрузках и геометрических показателях обо­
лочки. Критерий оптимальности проекта (1.3) связан с задачей 
оптимального проектирования на
min f  гB°’4i dr, (1.4)
о
который пропорционален объему оболочки. По определению
2ycJ  rB°’5h d r =  J  r2Bh2 dr, (1.5)
о о
где yc — координата центра тяжести куска плоскости, ограни­
ченного линиями г =  0, г =  1, у =  0 и у =  rB°’5h. Учитывая
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(1.5), критерий оптимальности (1.3) обеспечивает оптимальный 
проект в смысле критерия (1.4), если при всех остальных рав ­
ных условиях считать наилучшим проект, который дает наимень­
ший ус.
Т акая  задача имеет смысл в качестве оценки для более ре­
альных в техническом смысле проектов.
Таким образом, надо решить задачу Л агран ж а с целевой 
функцией (1.3) и при ограничениях (1.1) и (1.2). Кроме того, 
должны быть удовлетворены граничные условия, зависящие от 
типа нагружения и опирания.
По ассоциированному закону течения имеем
где а  — положительный множитель.
Мощность диссипаций на единицу площади срединной по­
верхности оболочки выражает  формула
Учитывая (1.6), при условии текучести (1.2) вместо (1.7) 
найдем, что
Условие оптимальности проекта трехслойной оболочки с из­
меняющимися толщинами несущих слоев имеет вид D/h — ky 
где k — положительная постоянная. Учитывая (1,2) и (1.8) 
оказывается, что (1.9) выполнено лишь тогда, когда
Выбираем за фазовые переменные х х — N&, х2 — МФН~\ 
хъ — S, и за управления их =  /V© и и2 — М&Н~Х. Перепишем 
поставленную задачу в новых обозначениях:
( 1.6 )
D =■ N ф £ф- j-  N -}- N1 ф/j 0  - ( -  Al ßk в . (1.7)
D =  2aF.
_ k
a ~~ W h  '
Решение кинематически допустимо, если D >• 0.
2. Решение с помощью принципа максимума
1
min / (* i2+ « i 2 — * i « i + * 22+M22 — х2и2)В г2с1г, (2.1)
а
так, чтобы
х / =  (Ui — Xi) r - i+ z "  В^хз — АВ°’5Р Ф,
Х2 — (и2 — х2) г- 1-\-АВ°>5Н -1х3,
Х з = —Хзг~х —  z "  В~^ Х\ — z ' r - 1^  — АВ°<ьР п.
(2.2)
при заданных 2 , А, Н, Р Ф, Р п и граничных условиях.
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Следуя книге [2 ] ,  образуем функционал
/ C = ^ o ( * i4 -M i2 —  XiUi7jr x £-\-u g  —  X2U2) B r2- f  
+ V * [  ( « i  -  *1) r - ' + z " B - 'x 3 -  Л Б ° -5Р ф ]  - | -  
+ ^ a [  («2 —  *2) г - 1 + Л В ° - 5Я ' - 1х 3] +
+ ^ з ( —Хз/—1 — — z'r-'U i — A B °’5P n) , (2 .3 j
где по [2 ]  можем принимать, что ip,0 =  — 1, и для определения 
вспомогательных функций гр\, >^2, составим следующую си­
стему дифференциальных уравнений
i p i = — ~ ~ = г 2В (2*1 — « i)  + ^ 1Г-1+ г //Б - 1^ з,
ip 2 = -----^ ~ = r 2B (2x2 — и2)+тр2Г-1, (2.4)
ОХ 2
^ з ' =  — ~ = ip3r~l — z"B~lipi — AB°*H -lf 2. 
ox 3
Оптимальные управления должны дать sup /С. Этому требо­
ванию соответствуют {ui,ua}
M i= 0 ,5 [ (^ i  — z '^ r ^ B - '+ X i ] ,  
u2= 0 ,5  [iptf-zB-i+Xz).
Подставляя из (2.5) в (2.2) и (2.4) получаем следующую 
краевую задачу:
JCi' =  — ( 2 r ) - ixi+ z f,B - ixi+  {ipi — z ' f  3) ( 2 r ^ ) - i  _  ЛЛо.5Р Ф)
*2'  =  _  (2г) - ^ 2 +  (2r4ß )  - ^ 2 + Л  В ^Н ^Х з , 
х/ =  —г-'хз — [z"B~l-\-z' (2 г) ~l ]Xi —
- г ' ( г р х- ^ г р з ) { 2 г ^ В ) ^ - А В ^ Р п, (2 .6)
гр/=  1 £ r2B x i+ 0 ,5 r - ‘V i+  [ г '  (2r) - i + z " ^ - 1 ]^з, 
ip2f =  \,ЪггВхг-\-0,Ъг-л1р2,
1рз'=г—11рз — '^В~ \^р1 — Л 5 ° ’5Я _ 1^ 2-
Условия нагружения и опирания определяют краевые усло­
вия для системы дифференциальных уравнений (2.6). Решение 
этой Задачи может быть проведено с помощью численных мето­
дов. Лишь в некоторых частных случаях можно найти анали­
тические решения.
Вспомогательные функции три г/)2, 'фъ имеют физический 
смысл. Учитывая (1.6), можно найти из (2.4) и условия опти­
мальности управлений следующие соотношения:
ЕФ =  а('1р1 — г~11р1 — г"В~11рз) (г2В )~1,
ko= a{fp2  — г-Ч/te) (г2ВН)-*, ^  ^
е© = а('ф  1 — z'ip3) {г*В)-\
k@ = aip2(r3BH)~i.
Сопоставляя (2.7) с (1.5), можно найти .перемещения точек 
срединной поверхности оболочки.
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Если оболочка находится под равномерным давлением с ин­
тенсивностью Р — const, то вместо системы (1.1) имеем сле­
дующую:
N e =  (гКф) '+ 2 гг " г В - т Ф+0,Ь РА2"г*В-^
Мв=  (гМф) '-\-А (0,5PAB r2-\-rz'B°’üN o). . ( ' }
В этом случае х { =  Nф, х 2 =  МФН~\ и\ — Ne, и2 =  MeH~l и 
функционал К имеет вид
К  =  1роГ2В  (Xiz-\-Ui2 —  Xi Ui -\-X22-\-U22 —  Х2и2) +
- f  1р1 [щг~1 — (г-*-\-0,5В'В~1)х1 — prz"B-°’5]-\- 
+  1p2 [(U2 — X2) r - i — (prB+XiZ'B°’5)A H -1], , (3.2)
где р =  0,5 РА. Оптимальные управления есть
w1==0,5|>i-HM'’3ß ) _1L /3 3 ч
и2= 0 ,5 [ х 2 + 1 р г ( г 3В ) - 1] .
Учитывая (3.3), составим по (3.1) и по соображениям,' ан а­
логичным тем, которые были использованы при составлении 
системы (2.4), для дополнительных функций ip\, тр2, следующую 
систему дифференциальных уравнений:
xi' = 0 ,5^1 (r4ß ) -1 — 0 ,5 ( r - 1+ B 'B - 1) x 1 — prz"B-»’\
x2' = 0 ,5ip2(r^В )~l -  О & ы 1 -{p rB + X iz 'B » * ) АН~\» '
^ 1' = l , 5 x 1r 2 ß + 0 ,5 ( r - 1+ ß ,ß - i ) ^ i + A z'B ^H -Чрг, ’
ip'2= \,5x2r2B:\-0,5rzi'ip2-
Краевые условия зависят от типа опирания. Вместо (2.7) мо­
ж ем  найти соотношения:
ёФ= а [ ^ 1/ — (r-V-f 0 ,5 В 'В ~ ^ 1  — Aip& 'B^H -i] (г2В )-\
кФ =  а{ф2 — ^ г " 1) (г2ВН)~\
e@ =aipi(r3B ) - 1,
tie =  a,ip2 (i'sB H ) - i .
По формулам (3.5) хорошо виден физический смысл функций 
^1, fa-
4. Аналитическое решение д л я  пологих оболочек вращения  
под равномерным давлением
Рассматриваем пологие оболочки вращения, уравнение вра­
щающего меридиана которых имеет вид z =  cn~1r n, п ^  1 , с — 
заданная постоянная. Так к ак  оболочка пологая, можно счи­
тать, что В — 1, и системе (3.4) приобретает вид 
Xi +  Q ^r-iX i— Ofir-bipi — p rn-'c {n  — 1 ),
Xz -j- О.бг-1^  =  0 ,5r - ^ 2  — {pr-\-crn-'x i) AH~l,
'tpi — 0 ,5 r-tip t= l,5 rzXi-\-AH~lcrn- 1ip2, ' * '
3. Краевая задача в случае равномерного давления
Система (4.1) может быть решена аналитически, она сво­
дится к неоднородному уравнению Эйлера четвертого порядка, 
если только 3А 2с2Н~2г2п —- достаточно м алая  величина.
Выпишем результаты:
Xi =  C jr“- 1-5-}- Сгг-«“1-5-!- C3r n+a- 1>5+
+ C lrn-a-i,5+  [ (5 _  з n — 2n2)D rn+ E rn+2],
x2=  [ (2п2+У7м2+7/г+2 рп)2СзГ*-*>*+
+  (2/г2 — р п г+ 7 п  — 2 р п )  2Скг - * - ^ +
+  (18я2+ 12 6 м + 189) Er2-} Н (ЗА с)
Ш = (а  — 0,5) Cir“- 1-5 — («+ 0 ,5 )  Czr - * - ^ +
+  C3(n — 0 ,5 + а) г » - 1'5+а + С 4(м — 0,5 — а) г™-*.5- « - f  
+  [ (4 — 3/г — /г2) Drn+  (tt+3)£/'n+2]/7C,
и2 =  [ (§пг-\ -р  п2-\-7 п-\-Ъ р п )  СзГ®-1-5-}-
+  (5п2—У7п2+7/г—5У 7п)С4га- 1-5+
+  (12/г2+ 8 4 п + 126) £ r2] Н (ЗА с) 
ipi =  (а — l) 2 C ira+1’5 — ( « + 1 ) 2 С 2г1’5”а +
+  (п-\-а — 1) 2C3rn+a+1-5+  (п — а  — 1) 2С4г'1-а+1'5+
+  [ (1 — п) 3D rn+3+  (2 я + 5 )  Егп+Ъ]рс,
грг=  [ (п * + р п ) 2С3г*+ ^+  (п-2 — У7п) 2С4г1.5-«+
+  (2гс2-Н4гс+21)£/-5] Я ( Л с ) - 1.
Здесь а  =  0 ,5 у 7 ,  Z)= (2/г2+ 6 п + 1 ) -1 и Е = —ЗЛ2Я~2(42/г2+  
+294/2+441)~+ Постоянные интегрирования Сь . . . ,  С4 опреде­
ляют по граничным условиям, 
ft*





Вычисления проведены для пологой оболочки, которая имеет 
в центре отверстие с безразмерным радиусом Ь. Внешний край 
оболочки г =  1 свободно оперт, внутренний г =  b свободен. 
Граничные условия в таком случае имеют вид:
Xi(b) =  x2(b) = X i ( \ )  = х 2(\) =  0.
На рис. 2 и рис. 4 изображены распределения толщин несу­
щих слоев при таких граничных условиях. Если внешний край 
оболочки защемлен, а внутренний свободен, то граничные усло­
вия имеют вид:
xl ( b ) = x 2(b)='ipl (\)='ip2( l ) = 0 .
Этому случаю отвечают данные на рис. 3 и рис. 5. Эпюры мо­
ментов и усилий на всех рисунках даны при АН~1 =  200, 
h* =  0,5 PAchoo~x 10-4.
Рис. 4. Рис. 5.
Выпишем значения параметров для всех графиков: 
1) рис. *2, п =  2, с =  0,0025, 6 =  0,1,
AH­
AH
2) рис. 3, п —
АН
АН
3) рис. 4, п =
АН
=  200 — сплошная линия, 
400 — штриховая линия,
3, с =  0,0025, b =  0,1,
=  200 — сплошная линия, 
=  400 — штриховая линия,
, с =  0,0025, b =  0,5,
=  200 — сплошная линия,
АН~1 =  400 — штриховая линия,
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4) рис. 5, ti — 3, с — 0,0025, b =  0,5,
AH~l =  200 — сплошная линия,
АН^1 — 400 — штриховая линия.
Д ля  вычислений была составлена программа на языке 
МАЛГОЛ для ЭВМ Минск 22.
Литература
1. О д и ш  в и л  и К- А., Оптимальный закон изменения толщины пологой
оболочки вращения. «Тр. ЦНИИ строит, конструкций», 1971, 19, 
113— 118.
2. П о н т р я г и н  Л.  С. ,  Б о л т я н с к и й  В.  Г. ,  Г а м к р е л и д з е  Р.  В. ,
М и щ е н к о  Е. Ф., М атем атическая теория оптимальных процессов. 
М осква, 1969.
3. Н о d g  е Р. G., L im it a n a ly s is  of ro ta tio n a lly  sym m etric p la tes and shells.
New Yersey, 1963. *
Поступило
19 III 1973
PÖÖRDKOORIKUTE OPTIMAALNE PROJEKTEERIMINE 
L. S. PONTRJAGINI M AKSIM UM PRINTSIIBI ABIL
E. Pungar
R e s ü m e e
V aade ld akse  jä ik -p la stse te  ko lm ek ih iliste  pöördkoorikute op tim aalse  pro jek­
teerim ise ü lesannet kan dvate  k ihtide ruum ala  m iin im um ile. K asu tatakse  M isese 
vo o lam isting im ust. Lahend saad ak se  m aksim um prin tsiib i ab il tea tav a  ra jaü le s -  
andena. S e lle  ra jaü le san d e  õnnestub an a lü ü tilise lt , lahendada kui k äsitled a  
lam edaid  koorikuid üh tlase  rõhu a ll. On läb i v iidud  ka arvu tusi.
THE OPTIMUM DESIGN OF REVOLUTION SHELLS BY MEANS OF 
PONTRYAGIN’S MAXIMUM PRINCIPLE
E. Pungar
S u m m a r y
This paper finds the conditions for the optim al pro jects of sandw ich 
revolution she lls in case  the m ateria l of the shell sa tis f ie s  the M ises y ie ld  
condition. This problem has been solved by m eans of P o n try ag in ’s M axim um  
Princip le . The so lution has the form of a lin ear non-hom ogenous boundary- 
va lu e  problem. It has been solved a n a ly t ic a lly  in the case  of the shallow  shells. 
Some num erical resu lts  for the sha llo w  ( she lls under the uniform  p ressu re 
have been found too.
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ПРИБЛИЖЕННЫЙ МЕТОД РЕШЕНИЯ ЗАДАЧ 
ДИНАМИКИ ЖЕСТКО-ПЛАСТИЧЕСКИХ КОНСТРУКЦИЙ 
ПОД ДЕЙСТВИЕМ НАГРУЗОК ЛОКАЛЬНОГО ТИПА
Ю. Лепик
Каф едра теоретической механики
Задачи о динамическом изгибе пластических пластин и обо­
лочек являются математически настолько сложными, что точ­
ные решения удалось пока получить лишь для некоторых более 
простых случаев. По этому в последнее время резко вырос инте- 
рес к приближенным методам решения. Из многочисленных ра ­
бот такого характера упоминаем здесь лишь работу С. Кали- 
ского [3 ] ,  в которой дается новый метод определения остаточ­
ного прогиба конструкций. Этот метод является математически 
очень простым, но, несмотря на это, обеспечивает достаточную 
точность полученных результатов.
В данной статье метод Калиского применяется для расчета 
конструкций, подверженных действию локальных нагрузок. В 
таком случае пластические деформации охватывают лишь неко­
торую область конструкции, а остальная часть остается жесткой. 
Выработана методика определения границы деформированной 
области. В качестве примера решена задача  о динамическом из­
гибе пологой сферической оболочки.
1. Постановка задачи и метод решения
Рассмотрим оболочку под действием локальной динамической 
нагрузки. М атериал оболочки будем считать '«деально-жестко- 
пластическим. Вблизи нагруженной части оболочки возникает 
некоторая область, где происходит пластическое деформирова­
ние, а остальная часть остается жесткой. Обозначим пересечение 
срединной поверхности с границой деформированной области 
символом L. Допустим, что размеры оболочки настолько боль­
шие, что кривая L не доходит до края. В таком случае оболочку 
можно считать заделанной по кривой L. Пусть вид кривой L 
известен из эксперимента или из решения соответствующей ста ­
тической задачи. Размеры, деформированной области будем х а ­
рактеризовать при помощи некоторого численного параметра х.
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Этот параметр фактически изменяется в процессе деформирова­
ния, но проведенные нами вычисления показывали, что этот 
эффект не очень существенен [1] .  Поэтому вполне приемлемы 
решения можно получить, считая величину х постоянной. Так 
мы и поступаем в дальнейшем; для величины х выбираем неко­
торое «среднее значение» в данном процессе деформирования.
Следуя Калискому [3] ,  задаем  скорости перемещений в 
форме
ü,i =  üo(t)üic ( i = l ,  2, 3 ) .  ( 1 . 1 )
Здесь ü f  — некоторое кинематически допустимое, не зависящее 
от времени поле скоростей.
Обозначим символом (S ) — множество точек поверхности 
оболочки, в которых действует внешняя «нагрузка. Под симво­
лом (2 )  подразумеваем множество точек срединной поверхно­
сти оболочек, где происходит пластическое деформирование. 
Пусть нагрузка задана в форме
piS=p(t)T i° ( i =  1, 2, 3). (1.2)
Множители Тi° зависят только от координат поверхности обо­
лочки, причем вне множества (S') они тождественно равны нулю.
Как показано в работе [3 ] ,  ускорение iio(t) можно опреде­
лить из уравнения
ü o ( t ) = K p ( t ) - L .  (1.3)
Здесь введены следующие обозначения: (р — масса оболочки 
на единицу площади срединной поверхности, D(üic) — мощность 
диссипации, соответствующая полю скоростей мгс) :
JT i°m cdS
I/____(£)__________ т __ D (йгс) 4
u f ü i ciiicdS  ’ p , f i i i cüicdS
' CS) (2)
Оба коэффициента К и L, по-видимому, зависят от характер ­
ного размера деформированной области х; т. е. К =  К (х ) , L =  
=  L (x). В случае постоянной величины х уравнение (1.3) не­
трудно интегрировать. Определяя постоянные интегрирования из 
начальных данных üo(to) =«o(^o) =  0, находим
! t
, ( x , t ) = K ( x )  f d t f  p ( t ) d t— X— L (x )( t  — 1„)\ (1.5)
fo to
Пусть движение прекращается в момент времени U, тогда 
величина u0(x,t*) выражает  остаточный прогиб. Из (1.5) выте­
кает, что эта величина такж е  зависит от величины х. Из всех 
решений, соответствующих разным значениям х, самым опасным 
следует считать то, для которого остаточный прогиб Uo(x,t*) 
является наибольшим. Это значение параметра х найдем из 
условия экстремума функции uQ(x,t*):
duo duo dt*
dx +  dt* dx ~  ’ )
3 04
Так к ак  йо(х, t*) =  duo/dt* — 0, то условие (1.6) примет вид 
d u jd x  =  0: Таким образом, для определения величин х и /* 
имеем уравнения
дщ-= К '  (x)<p(U)------— 2= 0 ,




L (x)(t*  — to) = 0 .
Здесь для краткости записи введены обозначения
9 (t )  =  f d t f p ( t ) d t , ^  i p( t )  =  f  p ( t ) d t .
to t 0 to
Если.*  и t* определены, то уж е  нетрудно найти остаточный 
прогиб по формулам (1.5) к
щ (х, U) = и 0{х, t*) щ°.
Отметим еще, что метод применим для любой зависимости 
p =  p (t).
2. Динамический изгиб пологой сферической оболочки
В качестве примера рассмотрим следующую задачу. На сфе­
рическую оболочку радиуса R  и толщины h приложена локаль­
ная нагрузка p (t), которая действует на часть оболочки, огра­
ниченную окружность с радиусом а (фиг. 1). Считаем оболочку 
настолько пологой, что можно взять sin <р ж  cos^? ä? 1. Пред­
положим, что деформированная оболочка сохраняет осевую сим­
метрию. В таком случае кривая L, разделяющая жесткие и де­
формированные области, является окружностью с радиусом д.
Посмотрим, к ак  целесообразно выбирать поле кинематически 
допустимых скоростей. Д л я  этого исследуем вначале статиче­
скую задачу, считая край оболочки г =  д жестко-заделанным 
(величину Q считаем известной). Обозначим скорости перемеще­
ний в радиальном и поперечном направлениях символами й и w .
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При г =  \Q имеем:
й = ю = 4 г - = ° -  (2.1)dr
Усилия, моменты и скорости деформации определим мето­
дом Ходжа [2 ] ,  согласно которого пренебрегаем взаимосвязью 
меж ду мембранными усилиями Tr, Тв и изгибающими момен­
тами Мг, М&. При этом учитываются лишь соотношения меж ду 
моментами F\ (М г, Me) =  0, а такж е  меж ду усилиями 
F2 (Тг, Те) — 0. В случае условия текучести Треска гиперповерх­
ность текучести распадается на два  -шестиугольника, которые 
представлены на фиг. 2; символами Ts и Ms обозначено (crs — 
предел текучести):
Ts= o sh, M s= ~  a sh2.
Как показано Ходжем [2 ] ,  напряженное состояние закреп­
ленного сферического купола характеризуется сторонами 5—7 
при 0 ^  г <  г0 и 5— 12 при г0 <  г <  д. Упростим немного это 
решение допуская, что на всем промежутке 0 <  г <  д реали­
зуется режим 5—7, а при г =  д осуществляется переход из ре­
ж има 7 в угловую точку А нами выбраны пластические режимы, 
отмеченные на фиг. 2 жирными линиями).
Скорости удлинений и искривлений срединной поверхности 
оболочки определим из уравнений
dii w й w
e, =  ~ d T ~ ~ R ’ £ в=  г ~  R ' (2.2)
dw • 1 div
d r2 ’ г dr <2'3 '
Ассоциированным законом к поверхности текучести 
F { (Тг, Тв) =  0 является е© =  0, что дает
ü — w — '. (2.4)
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Имея еще в виду, что для режима 7 будет кг =  0, получим
( 2 ' 5 )
Символом го® обозначена скорость прогиба в центре г — 0.
Учитывая (2.5), из (2.2) находим,
Wo г  • wo  
Sr — ------ п-------< 0 ,  К в = — > 0 .
R д гд
Следовательно, четырехразмерный вектор скорости деформаций
(ег, £&, Кг, хв) направлен вне гиперповерхности текучести, к ак  
это и должно быть.
Так к ак  кинематическое граничное условие dw/dr =  0 при 
г =  0 и г — д не- удовлетворяется, то при г =  0 и г =  д  должны 
появляться шарнирные. окружности.
Несущую способность оболочки определим кинематическим 
методом. Мощность диссипации внутренних сил для кинематиче­
ски допустимого поля скоростей перемещений (3.5) вычислим по 
формуле
D = jt o shzwo
Мощность внешних сил для нагрузки р =  pst равняется
И = я р „ 1в 0аг ( 1 -----f - y ) -  (2.7)
Приравнивая выражения (2.6), (2.7), получим для предель­
ной нагрузки формулу
j , 2 ?
Osjv2 3 hR 
Pst а2 _ _ 2 _ А  ’
“  3 в
С целью сравнения этого результата с результатами Ходжа 
принимаем д =  а и переходим к безразмерным величинам 
pstR h а
P ~ ~ ^ h ’ ß ~ ~ Ä R ' (2 '9)
Формула (2.8) приобретает теперь вид
р =  2 + 1 2  ( - £  У. (2.10)
* CL '
Этот результат представлен на фиг. 3; для параметра ß вы ­
браны значения 0,002; 0005; 0,02. Сплошные линии сЬответ- 
ствуют решению (2.10), пунктирные линия — решению Ходжа 
( [ 2 ] ,  фиг. 7.3). Из фиг. 3 вытекает, что при /6 =  0,002 и ^ =  0,005 
оба решения практически совпадают, небольшие отклонения по­
являются лишь при 1 ß  =  0,02. Отсюда можно сделать вывод,
1 Здесь следует иметь в виду, что кривые Х одж а соответствую т непо- 
логовой оболочке, а наши кривые — пологой оболочке.
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о oi о.г оз ол os об
что кинематически допустимое поле скоростей перемещений
(2.5) можно считать достаточно надежным основанием для по­
строения решения соответствующей динамической задачи.
Переходим теперь к решению задачи динамического изгиба 
оболочки. В качестве параметра х возьмем х — а/д. Вычисляя 
на основании (2.5) интегралы в формулах (1.4), находим
ч 2*2 2osh2 ( 0 , , 2а2 \
*< *> = — (3 - 2 * ) ,  L W = - ^ (  Zxi+ - R h ) -
Система (1.7) получает теперь вид
a h2
2 ( 1  — x)«p{U)----- (t* /0) ^ = 0 ,
а*
хЦЗ -  2x ) f ( t . ) ~  З х Ч - ' ^ - )  (<• -  /о) = 0 .
(2.11)
а2 \ /?/г 
Конкретные вычисления проведены при
p ( t ) = p 0e -V , (2.12)
где ^ ** .
*р(0 = - Jу  t— -^ -( i  — ] ,
Учитывая, что t0 =  0, и введя безразмерные величины
a. fi2 2а2
' * = * -  ( 213)  
можно систему (2.11) написать в форме 
2(1 х) (т 1 -\-е~х) ~%х2, 
х2(3 — 2х)(\  — е -')= Л т (З х 2+ 0 ) . К ’
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Определяя из этой системы величины х и т, вычислим оста­
точный прогиб W o(tf)  в точке г =  0 по формуле (1.5), которая 
примет вид
v = - t Ž L  w M }) =  2х2(3 — 2х) (т — 1 + е - ')  — Я (3*2-М ) т2 (2.15) 
Р о Та блица
6 Л X г У Po/Pst
0,10 0,66 5,57 2,64 • 5,60
0 ' 0,25 0,52 2,37 0,41 2,61
0,50 0,32 0,98 0,02 1,57
 ^ 0,05 0,82 6,05 3,72 6i07
1 0,10 0,78 2,93 1,05 3,10
0,20 . 0,73 1,00 0,08 1,58
0,010 0,96 7,80 5,77 7,81
10 0,025 0,95 2,97 1,21 3,13
0,050 0,93 0,98 0,10 1,53
0,0050 0,970 7Д6 5,16 7,17
25 0,0075 0,979 4,74 2,79 4,78
0,0100 0,978 3,47 1,64 3,58
0,0200 0,976 1,31 0,20 1,79
- Посмотрим сколько раз наибольшая динамическая нагрузка 
ра превосходит статическую предельную нагрузку pst. На осно­
вании формул (2.8) и (2.13) имеем
ро __(3 — 2х )х 2
Pst Я ( З х 2+ ( ? )





Таким образом, отношение pofpst зависит только от безразмер­
ной времени деформирования.
В таблице представлены результаты вычислений, проведен­
ных для некоторых значений параметров Я и õ.
Интересно посмотреть еще как  зависит безразмерный прогиб 
V от выбора параметра х. Такие вычисления проводились для 
некоторых значений параметров, они представлены на фиг. 4, 
где кривая 1 соответствует параметрам Я =  0,1, Õ =  0; кри­
вая 2 — параметрам Я =  0,1, д =  1, а кривая 3 — параметрам 
Я =  0,01, 6 =  25.
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LIGIKAUDNE m e e t o d  j ä i k -p l a s t s e t e  l o k a a l s e l t  k o o r m a t u d  
KONSTRUKTSIOONIDE DÜNAAMIKA ÜLESANNETE LAHENDAMISEKS
Ü. Lepik
R e s ü m e e
U uritakse  jä ik -p la stse te  p laa tid e  ja  koorikute d ün aam ilis t painet lo kaa lse t 
tüüpi koorm uste puhul. Ü lesanne lahen datakse  S. K aliszky  poolt soovitatud  
m eetodil [3 ] . Deformeerunud osa suurus m äära tak se  nõudest, et jä äk läb ip a in e  
o leks m aksim aaln e . N äitena lah en datakse  ü lesan ne lam eda sfä ä r ilis e  kooriku 
dün aam ilisest p aindest te lgsüm m eetrilise  koorm use ko rra l.
AN APPROXIMATE METHOD FOR DESIGNING OF RIGID-PLASTIC 
CONSTRUCTIONS UNDER LOCAL DYNAMIC LO APS
U. Lepik
S u m m a r y
D ynam ic bending of r ig id -p la stic  p la tes and shells under local lo ad in gs 
is considered. The problem in question is solved w ith  the a id  of an  
approxim ate method, which w as proposed by S. K aliszky  «[3]. In the case  of 
a local lo ad in g  only a part of the construction deform s p la s tic a lly  and the 
part which is  left over, rem ain s r ig id . It is su ggested  to ca lcu la te  the size  
of the deformed reg ion  from the m axim um  condition for perm anent deflections. 
For a sam ple a problem of dynam ic bending of shallow  spherica l she lls under 
ax isym m etric  lo ad in g  is solved. Form ulae for ca lcu la tio n  of the size of the 
deformed region  and perm anent deflections are  derived. Som e num erical re su lts  
are  g iven  in the Table.
310
О ПОВЕДЕНИИ ОСЕСИММЕТРИЧНО НАГРУЖЕННЫХ 




1. В статье приводятся результаты расчета цилиндрической 
оболочки, нагруженной осесимметричным радиальным д ав л е ­
нием q. Основные уравнения в геометрически и физически нели­
нейных постановках выведены на базе деформационной теории 
пластичности с использованием условия Мизеса. Основные соот­
ношения изложены в статье [1] .
2. Приводим основные уравнения, по которым был проведен 
численный расчет на ЭВЦМ  «Урал 4» ВЦ Тартуского госуни- 
верситета.
Геометрия и физические свойства оболочки характеризуются 
параметрами
где I, г, h — соответственно длина, радиус и толщина оболочки, 
es — интенсивность деформаций на пределе пропорционально­
сти. Вместо интенсивности деформаций ег- используется параметр 
е =  ei/es; модуль упругости обозначен через Е.
Основное дифференциальное уравнение имеет вид
Здесь w означает прогиб, отнесенный к толщине оболочки, диф­
ференцирование производится по безразмерной длине 0 ^  х ^  1. 
Параметр нагрузки р и безразмерные усилия введены следую­
щим образом:
йУ1У+ 9 а 20У= 1,5/7+Р.
Слагаемое Р  имеет вид
11 1
f  (oti d t+  f  coti dt ( i = 0, 1,2) ,
t2
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где со =  1 — Oilei — функция пластичности, t =  2z jh , и t lt2 — 
граничные-поверхности м еж ду упругими и • пластическими зо­
нами в безразмерных координатах. В случае идеальной пластич­
ности ( А =  1) или линейного упрочнения (Я <  1) величины R t 
выражаются в элементарных функциях.
Приводим еще некоторые формулы, явно не заданные в [1] ,  
но по которым вычислялись разные характеристики оболочки 
(все в безразмерных величинах):
относительное удлинение и искривление
В = 0 '5аШ+ 4 ( 2 - R0) — 2 ( ^ - 2 )  *' *  =
положение поверхности наименьшей интенсивности дефор­
маций
Ti , R itn =  -
2)2(Ro
нормальное напряжение
о =  (1 — to) (2е
х-
Ro
a w + tx ) ,
Iо =
граничные поверхности м еж ду упругими 
зонами,
если х ф  0, то
U,г— *о+ - г - г  У/л2 — 3 a2w2;
и пластическими
если х =  0, то 
ti = — 1, t2=  -f-1
tl =  t2:
при P e= e 2-Sr aw (aw  — e) < - ~  fi
:± 1  При P e^
если ji2 — 3a 2w2 <  0, to
t i = t i= U  при |/o|^l,
' ti =  t2= s g n t 0 при |^ | > 1 .
3.' О б о л о ч к а  п о д  в н у т р е н н и м  д а в л е н и е м .  Р ас ­
четы были проведены для оболочек со скользящей и несколь­
зящей заделкой (варианты с обозначениями сж  и ж) и сколь­
зящим и нескользящим шарнирным опиранием (варианты сш 
и ш ). Длина оболочки была разделена на 2п =  24 шага.
Упругое решение при варианте сж  сравнивалось с точным 
упругим решением. В случае короткой оболочки {а  =  2) рас­
хождение в нагрузке не превышало 3%, в ш а х М  не превышало 
4%, а при а  ^  4 соответственно 2% и 3%.
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Часть результатов численного расчета приведена'в  таблицах 
при некоторых комбинациях параметров (A, a, ji) . Индексы — 1 
и - f l  означают соответственно внешнюю и внутреннюю поверх­
ности оболочки, в скобках указано сечение по длине оболочки 
(О — кромка, 0,5 — середина оболочки).
О характере зависимости м еж ду прогибом f =  w (0,5) и н а­
грузкой р можно судить по рисункам 11, 2 и таблицам. При 
неучете упрочнения (Я =  1) после достижения предела текуче­
сти в опасном сечении скорость роста нагрузки замедляется при 
свободно смещающихся кромках. У средних оболочек 
(а =  4—8) происходит это замедление сравнительно плавно 
и при развитых пластических деформациях почти прекращается. 
Зато у длинных оболочек имеется на графике р — f резкий пово­
рот вскоре после начала пластических деформаций. Это объяс­
няется тем, что у  длинных оболочек происходит образование 
чисто пластических сечений около середины оболочки гораздо 
быстрее. Главную роль В'этом играет интенсивный рост Т2. ■
Рис. 1.
Закон изменения нагрузки качественно иной в случае несме- 
щающихся кромок. При Я =  1 нагрузка достигает т а хр, после 
чего рост прогибов происходит при уменьшающейся нагрузке. 
М аксимальная нагрузка достигается почти при равных стрелах 
прогиба независимо от параметра а, (если р =  const). Связь 
меж ду max р и а  для средних и длинных оболочек линейна.
В случае оболочек средней длины величина нагрузки сильно 
зависит от вида опирания концов (заделка или свободное опи- 
рание). С ростом параметра а  влияние граничных,условий осла­
бевает. Роль граничных условий несущественна и для средних 
оболочек при малых /и, т ак  к ак  тогда ж есткая  заделка  стремится 




Нескользящая з адел ка  
а =  10 -, ц  =  5 
Верхняя строка при Я — 0,9; нижняя
Т а б л и ц а  1
к =  1.
—Р Т\ ЛГ(0) —М (0,5) Г2(0) 7-2(0,5) е _ ,(0 )  с ,(0 )  е_ ,(0 ,5 )  _ е ,(0 .5 ) е (0 ) £(0,5)
0,3 220,9 7,11 4,99 2,10 3,55 18,8 22,2 3,89 1,71 1,11
215,3 6,93 4,32 2,00 3,47 18,4 2,29 4,23 1,71 1,11
0,5 257,8 9,69 5,71 2,24 4,85 20,7 3,54 7,12 3,13 1,81
233,6 8,88 4,02 1,89 4,44 18,6 3,77 9,15 3,22 1,80
1,0 307,9 14,5 6,84 2.49 7,27 25,6 5,51 12,9 6,70 3,50
233,5 11,5 3,36 1,53 5,75 18,7 6,20 22,2 7,37 3,48
1,5 354,4 19,6 7,63 2,71 9,81 30,6 6,61 18,0 10,4 5,20
224,3 13,3 2,79 1,20 6,67 18,6 7,26 35,3 12,1 5,23
2,0 404,2 25,4 8,39 2,92 12,7 35,9 7,33 23,4 14,4 7,02
213,3 14,7 2,27 0,91 7,40 18,3 7,38 48,1 17,5 7,28
3,0 519,3 38,9 10,2 3,49 19,5 47,5 8,39 36,3 23,7 11,3

























0,3 195,5 9,02 0 — 1,06 4,51 20,2
193,6 8,91 — 1,01 4,46 19,9
0,5 216,0 11,8 — 1,12 5,91 21,8
198,2 10,9 — 1,05 5,46 19,5
1,0 258,8 17,4 — 1,20 8,72 26,5
197,0 13,5 —0,77 6,78 19,1
1,5 302,8 22,8 — 1,23 11,4 31,5
190,6 15,1 —0,55 7,57 18,6
2,0 351,4 28,8 — 1,33 14,4 36,8
183,7 16,2 —0,40 8,11 18,0
3,0 464,0 43,4 — 1,67 21,7 48,9
170,7 17,6 —0,19 8,78 16,8
0,45 1,40 1,04 1,04 1,24 —0,16
0,45 0,45 1,40 1,04 1,24 —0,26
0,59 0,59 2,71 1,75 1,48 0,43
0,55 2,82 1,75 1,37 0,60
0,87 0,87 5,84 3,72 2,18 2,58
0,69 0,69 6,62 3,72 1,69 3,76
2,02 2,02 9,11 5,98 4,83 5,55
0,76 0,76 11,0 6,14 1,89 8,74
5,33 5,33 12,7 8,51 13,2 9,52
0,81 0,81 16,1 9,12 2,03 15,5
12,6 12,6 21,5 14,6 30,8 21,4
1,12 1,12 27.9 17,7 3,17 35,4
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Т а б л и ц а  la
Н ескользящ ая задел ка  
( i =  10, Я — 1
а —Р max - f n M (0 ) —M (0,5 ) е - . ( 0 )
----------- 1 -













































































































































а ß —P шах -/ Л <?±i(0) е~\ (0,5) е\(0,5) Т12 (0) ^2 (0,5) 8(0) £(0,5) -—М (0,5)
4 10 149,8 1,2 29,5 0,74 2,80 0,831 14,7 34,2 3,69 4,30 2,62
4 1 18,04 0,3 1,93 0,48 5,62 2,49 0,96 3,44 0,241 0,363 0,50
10 5 199,3 0,7 12,2 0,61 4,28 2,50 0,61 19,4 1,52 1,66 0,94
Скользящ ая заделка  (/1  — 10)
Т а б л и ц а  2
—/ —р ш ах «’ (0) ш ах с (0,5) М (0 ) - -М (0 ,5 ) m ax <т(0,5) Т 2 (0.5)
Л =  1, а ~  2
0,4 107,4 1,27 0,645 7,94 4,20 6,30
0,7 151,8 4,11 1,02 9,80 6,62 9,71 8,40
1,0 172,2 8,07 1,47 9,95 8,15 9,72
1,5 188,0 14,0 2,47 9,98 9,03 9,78
2,0 194,5 19,7 3,63 9,99 9,28 9,82 14,5
3,0 211,0 26,4 5,71 10,0 9,35 9,85 15,3
II а 4^
0,4 129,7 1,30 0,68 8,04 4,14 9,60
0,7 189,3 4,32 1,09 9,82 6,45 16,7
1,0 221,6 7,85 1,63 9,95 7,58 21,3
1,5 224,0 13,8 2,65 9,98 7,98 23,5
2,0 253,2 19,4 3,64 9,99 8,07 23,1
3,0 277,3 24,8 5,52 10,0 8,10 22,9
IIöII
0,4 470,7 2,11 1,09 9,25 3,14 4,51
0,7 543,2 4,71 2,01 9,85 3,80 5,35
1,0 564,1 7,28 2,93 9,94 4,02 5,62
1,5 578,0 11,8 4,45 10,0 4,14 5,76
2,0 581,0 16,4 5,96 4,18 5,81
3,0 583,3 21,4 8,72 3,93 5,51
Я — 0,9, а = 4
0,4 129,8 1,30 0,68 8,10 4,14 16,7
0,7 198,4 3,58 1,13 ИД 6,64 21,3
1,0 240,1 5,96 1,69 12,9 7,96 24,5
1,5 283,1 8,85 2,71 14,9 8,91 9,60
2,0 311,0 11,3 3,69 16,5 9,57 25,5
3,0 359,3 14,9 5,44 18,9 10,6 28,0
Т а б л и ц а  3
Скользящий шарнир (Я =  1; | «= 1 0 )
—f —р m ax е (0,5).—М (0,5) - / —Р ш ах е (0,5) - М ( 0 ,5 )
а — 4
■
а =  8
1,0 126,0 1,17 5,99 0,8 263,2 1,33 3,92
1,3 147,3 1,62 '6 ,6 8 1,0 275,0 1,72 3,26
1,5 154,4 1.94 6,87 1,5 286,5 2,66 4,56
2.0 162,0 2,74 7,11 2,0 291,1 3,59 4,66
3,0 168,2 4,00 7,00 3,0 292,7 5,25 4,43
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Результаты работы автора сравнивались с результатами 
И. В. Ш ирка [3 ,4 ] .  И. В. Ширко использовал условие Треска — 
Сен-Венана при изучении изгиба длинной гибкой оболочки со 
скользящей заделкой (7'1 =  0). Отношение нагрузок при появ­
лении текучести на концах оболочки, полученных И. В. Ширко и 
автором данной статьи, колебается в пределах 1,10— 1,18 в з а ­
висимости от параметра 10 ^  а  ^  22. По условию Мизеса полу­
чены завышенные нагрузки. Отношение изгибающих моментов 
на концах оболочки не превышает 1,05,
На рис. 3 и 4 представлена зависимость изгибающего мо­
мента от стрелы соответственно для заделанной оболочки М (0) 
и для шарнирно опертой оболочки М (0 ,5 ) .  Некоторые численные 
результаты приведены и в таблицах. В случае заделки прояв­
ляется ярко краевой эффект. С увеличением длины оболочки 
\М (0,5)1 составляет-все меньшую долю от М (0 ) .  Зато у  корот­
кой оболочки происходит сближение |М(0,5)| к М (0 ) с расшире-
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\нием пластических областей. Если обозначить высоту упругого 
ядра над срединной поверхностью через щ, то в случае скользя­
щей заделки предельный момент при туо-^О для иде­
ально пластического материала. Учет упрочнения приводит к 
продолжающемуся росту изгибающего момента. Совсем иной 
характер изменения момента при жесткой заделке. При Я =  1 
на графиках М — f резко вычерченный максимум вскоре после 
появления пластических зон. Учет упрочнения причиняет рост 
изгибающего момента, хотя значительно медленнее, чем в случае 
скользящей заделки.
Шарнирно опертая оболочка короткой и средней длины имеет 
максимальный изгибающий момент в середине. У длинных упру­
гих оболочек достигается т а х М (л ; )  до середины. При появле­
нии пластических областей сечение с шахМ(л:) перемещается в 
сторону середины и д аж е  до середины, пока вся оболочка пере­
ходит в пластическое состояние.
При значениях «  =  41; 45; 130 оказалось, что изгибными на­
пряжениями можно пренебречь по сравнению с напряжениями 
в краевой зоне независимо от вида закрепления кромок. Сечение 
с максимальным прогибом перемещается в сторону кромок, обо­
лочка как  бы «выпучивается» в удаленной от центра части. При 
сильно развитых пластических деформациях в концевом сечении 
заделенная оболочка по форме прогиба приближается к ш ар­
нирно опертой оболочке. В случае несмещающихся кромок н а ­
грузка рж([) сближается p^ (f).
Относительное удлинение в срединной поверхности е меня­
ется для оболочки со свободно скользящимися краями по закону 
£ ( а:) =  0,5aw (x) и в центре е(0,5) =  0,5af.
В случае нескользящих кромок закон изменения е(0) и £(0,5) 
нелинейный — влияние осевого усилия Т\ сказывается сильно 
(рис. 5).
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Чисто пластические сечения возникают раньше всего в сере­
динной части оболочки, охватывая сразу интервал конечной 
длины.
Окружное усилие Т2 достигает максимального значения на 
середине оболочки в упругой стадии. Расширением пластиче­
ских областей сопутствует перемещение максимума в распреде­
лении Т2(х) в сторону кромок оболочки. Это проявляется силь­
нее у заделанных оболочек. Например, при параметрах' а  =  4, 
[I =  10, для f =  1,6 при нескользящей заделке:
Г2(0,5) =  33,03, шах Г2 =  35,68 в сечении х ä^0 ,3 ; при сколь­
зящей заделке:
Г2(0,5) =  23,36, max Т2 =  28,06 в , сечении х «  0,33.
По рис. 6 можно проследить за распределением нормального 
напряжения о и интенсивности деформаций е в двух  сечениях 
х  =  0; 0,5. При численном расчете была толщина оболочки раз­
бита на 10 интервалов.
4. О б о л о ч к а  п о д  в н е ш н и м  р а д и а л ь н ы м  д а в ­
л е н и е м .  Было изучено и докритическое напряженно деформа­
ционное состояние оболочек, нагруженных внешним радиальным 
давлением. Оценкой для критической нагрузки свободно опертой 
упругой оболочки служила формула
Цкр-
]/6 я  
9 У (1 — v ) :
E r
I V ( i)\
3 1 9
Рис. 6.
которая в безразмерном виде и при v =  0,5 приобретает вид
pkp =  6 ,3 7 a fa .
В случае скользящей заделки puv увеличивается, примерно, в 
1,5 раза. Д ля  оболочки с несмещающимися кромками критиче­
ская нагрузка около 1,5 раза больше соответствующей нагрузки 
в случае скользящих кромок. Рассматривались только такие 
оболочки, в которых пластические деформации возникли до до­
стижения упругой критической нагрузки и материал считался 
идеально пластическим.
Характер изменения нагрузки р зависит существенно от того, 
могут ли кромки оболочки перемещаться или нет. При несколь­
зящих кромках (варианты ш и ж) нагрузка доходит до опреде­
ленного т а  хр, после чего начинается спад. С ростом длины обо­
лочки влияние типа закрепления на величину нагрузки р умень­
шается. При скользящих кромках (варианты сш и сж) нагрузка 
достигает определенного значения р*, после чего рост прогибов 
происходит при неизменной нагрузке. Эту нагрузку р* можно 
принимать за предельную.
Таблица 4 содержит некоторые значения max р и р*. Д ля 
сравнения приведена и предельная нагрузка Р, вычисленная на 
основе жестко-пластического анализа [2 ] .  В символах настоя­
щей работы
при варианте сш нагрузка Р — 2 • 3 ,/2/г( 2 Н- а), 
при варианте сж нагрузка Р  =  2 • 3,/2/г (4 +•«) •
3 2 0
Т а б л и ц а  4
ш ах р сш сж
а Р ж IU
а V
Р* Р Р* Р
2 5 37,5 91,1 7 0,193 5,0 6,02 7,30 7,35
5 11,2 23,0 7,26 0,214 5,7 6,86 8,20 8,35
4 1 71,5 122 12,2 0,367 15,4 18,1 19,4 20,6
1 17,7 28,9 4 - 17 1,3 75,4 85,7 88.0 94,6
10 1 40,3 49,4 34,3 1,3 147 165 154 174
17 1,3 86,7 96,7 76,5 3,26 843 887 861 909
34,3 1,17 154 157
В таблице 5 приведены данные экспериментов по [5 ]  на опре­
деление предельной нагрузки рм  (в таблице рм =  6/4<7дг| (Eh*) ), 
предельная нагрузка Р =  2 • на основе жестко-пластиче­
ского анализа для оболочки со свободными концами и резуль­
таты расчетов автора для вариантов сш и сж.
Т а б л и ц а  5
1 г h- 102 Р Р р*(сш) р*(сж)
4 2,685 7,8 985 864 843 861
3 2,68 9,8 164 139 131 137
2 2,66 12,3 18 14,0 13,9 - 17,5
1,5 2,663 12,1 5,9 4,68 5,0 7,3
41,5 2,7 4,9 75 68,3 67 78
=29,5-
дюйм2
<т»=21,3-103- ^ ^ - ,  е5= 7 ,2 2 -1 0 -  
дюимг
Чисто пластические сечения возникают прежде всего в сере­
динной части оболочки независимо от вида закрепления кромок. 
Форма прогиба оболочки зависит от параметра а. В случае 
скользящих кромок при меньших значениях а  прогибы увеличи­
вались плавно до максимального значения на середине, при 
больших а  образовалась до середины оболочки вмятина во-, 
внутрь (например, при а  =  34,3; 76,5; 100). Вмятина образова­
лась уж е  до достижения предельной нагрузки. В [5 ]  обращается 
такж е  внимание на две формы разрушения оболочки.
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TELGSÜMMEETRILISELT KOORMATUD SILINDRILISE KOORIKU 
ELASTSEST-PLASTSEST KÄITUMISEST
K. Soonets
R e s ü me e
Töö e sita tak se  üh tlase sise- või vä lis rõ hu ga koorm atud e la s tse -p la stse  
s ilin d rilise  kooriku jaoks autori poolt töös [1 ] esitatud  põh ivõrrand ite num b­
rilise l lahendam ise l saadud  tu lem usi. A rvutustu lem used on esita tud  tabe ltes 
ja  g ra a f ilis e lt  p aram eetrite  m itm esuguste  kom binatsoonide jao k s n in g  on a n a ­
lüüsitud  saadud  tu lem usi, ü h t la s e  v ä lis rõ h u ga  koorm atud kooriku puhul võr­
re ldakse  leitud piirkoorm use v ää rtu s i töödes [2 ] ja  [5 ]  e s ita tu tega .
ELASTISCH-PLASTISCHE BIEGUNG DER KREISZYLINDERSCHALEN
K. Soonets
Z u s a m m e n f a s s u n g
Es w ird  die D urchbiegung der K reiszylinderschalen  im F a lle  einer gleich- 
m assigen  inneren oder äusseren  D ruckw irkung betrachtet. In dem vo rliegenden  
A rtikel w erden die R esu lta te  der Lösung der G leichungen aus ,dem  A rtikel [1 ] 
gegeben. Es w erden die gefundenen kritischen  W erte des äusseren  N orm al­
drucks den W erten von F. H odge [2 ] und P. M ontague [5 ] g egen ü b ergeste llt .
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УСТАНОВИВШАЯСЯ ПОЛЗУЧЕСТЬ КРУГЛЫХ 




Установившаяся ползучесть равномерно нагруженных круг­
лых пластин исследовалось впервые с помощью критерия Тре­
ска — Сен-Венана и ассоциированного закона течения в работе 
[6 ] .  С тех пор большую популярность получило применение к у ­
сочно-линейных критериев текучести при расчете конструкций 
в условиях ползучести. Развивая  идеи работы [6 ] ,  установив­
шаяся ползучесть круглых и кольцевых пластин при различных 
условиях нагружения и закрепления рассматривалась в работах 
[1, 7, 8]. Эти исследования базируются на кусочно-линейном 
условии текучести Треска — Сен-Венана, причем используются 
степенные и экспоненциальные законы ползучести.
О. В. Сосниным [4 ]  обобщен критерий Треска — Сен-Венана 
на случай анизотропной ползучести. Поведение анизотропного 
материала в условиях ползучести описывается уравнением 
eh= B (A ho)n ( 6 = 1 , 2 , 3 ) .
Здесь о — напряжение, ей — скорости деформаций, а В, п и 
А/* — экспериментальные константы, характеризующие ползу­
честь материала вдоль главных осей анизотропии.
В работе О. В. Соснина [5 ]  исследуется ползучесть материа­
лов, поведение которых является различным при растяжении и 
сжатии. Экспериментальные данные показываю т,. что поведение 
материала при растяжении и сжатии может описываться одина­
ковыми соотношениями, содержащими различные эксперимен­
тальные постоянные- соответственно при растяжении и сжатии.
Ниже рассматривается установившаяся ползучесть круглых 
и кольцевых пластин, выполненных из разномодульного неупру­
гого материала, подчиняющегося условию текучести Прагера
т .
§ 1. Основные уравнения и предположения
Рассмотрим кольцевую пластину радиуса а с вырезом ра­
диуса b (в случае круглой пластины b =  0) и толщины h. Ин­
тенсивность равномерно распределенной поперечной нагрузки
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обозначим через Р. Пусть г — координата в радиальном на­
правлении, г  — координата по толщине пластины, а начало 
координат в центре пластины.








Тг. tz=- m. ---.
4 M r




Здесь Тг, Гф — мембранные усилия, а Мг, М ф — изгибающие 
моменты в радиальном и касательном направлениях. Пусть о\ 
и (j2 обозначают главные напряжения. Тогда 
1
1 Г 1
Oidr]\ m i=  jo if}dr]\  ( i =  1, 2). (1.2)'
- 1  - 1
В переменных (1.1) уравнения равновесия имеют вид
( е Ы — Ь  —  (1.3)
Тде штрихом обозначено дифференцирование по д.
Скорости деформаций определяем по формулам
ei =  £i+rixi ( i =  1, 2 ) , (1.4)
причем
и " W' /1 пei =  u ; £2= — ; X i= — w ; Х2— -------  (1.5)
Q Q
(и и w — скорости перемещений, отнесенные к а  и 2a2/h соот­
ветственно).
Предположим, что пластина изготовлена из материала, под­
чиняющегося условию текучести Прагера [2 ] ,  которое изобра­
жено на рис. 1. Угловые точки шестиугольника Прагера имеют 
следующие координаты: А (уо с, ( у — 1) сгс) ; В (уос, уос) ;  
С ( (у — 1) (7С, уос) ; D (— Ос, 0 ) ;  Е (— ас, —ос); F (0, — ос); при 
этом у =  otiос> 3 .0 t  — предел текучести при растяжении, ос — 
предел текучести при сжатии. Д ля  конкретности ограничимся 
случаем 0 <С у  << 1 (если у — 1, то условие Прагера совпадает 
с критерием Треска—Сен-Венана).
Отметим, что изгиб пластин при пластических деформациях 
и установившаяся ползучесть пластин при изгибе происходят 
в некотором смысле аналогично. Различие м еж ду ними со­
стоит в следующем. Пластическое течение происходит, если 
напряженное состояние сечения пластины соответствует ребрам 
или угловым точкам шестиугольника текучести (рис. 1). Изгиб 
при ползучести имеет место, если напряженное состояние соот­
ветствует ребрам или угловым точкам некоторых шестиугольни­
ков, остающихся подобными первоначальному шестиугольнику
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текучести (рис. 2 ) .  При этом величина ас является параметром, 
показывающим размеры каждого  шестиугольника (для каж дого  
значения ос получим новый шестиугольник). Очевидно, что ас 
может иметь такж е  бесконечно малые значения. В случае ж ест­
ко-пластического материала величина ос постоянна для данного 
материала.
Допустим, что поведение 'разномодульного материала при 
растяжении и сжатии (аналогично к анизотропному материалу) 
описывается уравнениями *
- _ { В ( Х о ) п, <7^0,
е~ \ в ( о ) п, tfssCO,
где В и п — некоторые постоянные, определяемые эксперимен­
тально. При этом параметр Я характеризует различное поведе­
ние материала при растяжении и сжатии, а п >  1 — нечетное 
положительное число. Обозначим скорость рассеяния механиче­
ской энергии через D, т. е . .
D =  oiei-\- 02^ 2, 0 -6 )
и допустим, что остается в силе ассоциированный закон течения.
В дальнейшем придется различать два  типа режимов пол­
зучести. Оказывается, что соотношение меж ду напряжениями и 
скоростями деформаций являются различными в областях 
ОАВС  и OCDEFA (рис. 2). Запишем их в виде
1 Г с гВ Н " ,  (OCDEFA),
\ оВ (Х о)п, (О АВС). Л  >
В формулах (1.7) вместо о в зависимости от конкретного ре­
жима ползучести придется взять -Ы ь  + 0 2  или ±(<7i — 0 2 ).
Рассмотрим конкретно случай, когда напряженное состояние 
в сечении пластины соответствует области ODE. Согласно ассо­
циированному закону течения
• ß i< 0 ,  е2= 0 .  (1.8)
Из формул (1.6) — (1.8) выясняется, что о\е\ =  о В (о )п, откуда 
6 7 = ff i^ (72^0 ; e i= B ( o i ) n. (1.9)
3 2 5
Рис. 2.
В случае углового режима (угловые точки шестиугольников) 
вектор скорости деформации направлен внутрь угла , образуе­
мого перпендикулярами к соседним сторонам угловых точек. 
Например, при ОЕ, имеем
о = о 1= в 2\ e i= v B ( o ) n\ е2= ( 1 — v )B (o )n, (1.10) 
причем 0 ^  1. Значение параметра v зависит от направле­
ния вектора скорости деформации. Если вектор скорости д е ­
формации перпендикулярен к стороне ED, то v =  1, а если к 
EF, то V =  0. Склады вая  последние два  равенства в (1.10), по­
лучим
ei-f-62 — В (о )п\ о = о \ = о г . ( 1 -1 1 )
Т а б л и ц а  1




a  — C i > ( r 2 > 0  
О — 0\ =  0 2 > О  
<7—  0 2 > 0 \
<?i ^ г 0 ;  е 2 =  0
С; ^ 5  62 0
ßi =  0; е2^ 0
e 1 =  ß { A ( 7 i ) ,l 
e i + e 2 =  ß (A ( 7 i)  n 
e 2 —  5 (Я (7 2) " 
у —  1
ß i + e 2 5 (Я (7 2)
V








<7 — СГ2 —  О1 
0  =  0 1 < О 2 =  О 
О — C 7 i< (72 < 0  
'<7 =  <7l =  <Т2 <  0  
(7 =  a 2 < ( 7 i < 0  
£7 =  <72 < ( 7 i  = 0  
0  =  0 1 --  Ü2
4-^2 =  0 ;  е2 —  е ^ 0  
б2 ^ 0  
ß i ^ O ;  е 2 =  0  
e is C O ; e 2 s S 0  
ß i = 0 ;  е2^ 0  
^ i ^ 0 ;  e i+ e 2^ 0  
e i + е 2 =  0 ;  e i —  <?2 ^ 0
e2 =  B ( o 2 —  <7i) n  
e\ —  B  {o \ )n 
e i - B ( o i ) n ’  
e i + e 2 =  B ( o {) n 
e 2 = B ( o 2) n 
e2 =  B ( o 2) n 
e\ =  B ((7] —  o2) n
у  --- 1
e l + L ------e2 =  B ( l o l) n
V
O A О—  Ol >  02 e i + e 2 ^ 0 ;  <?2 s C 0
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Рассмотрим теперь область ОАВС. Здесь связь м еж ду на- 
пряжениями и скоростями деформации определяется с помощью
(1.6) и второй строки в формуле (1.7). Наличие коэффициента 
Я в нем объясняется тем, что начало координат не находится 
в центре шестиугольников ползучести (рис. 2 ) .  Допустим, что 
все шестиугольники остаются подобными м еж ду собой. Тогда 
при заданной скорости рассеяния механической энергии связь 
м еж ду напряжениями и скоростями деформации должна быть 
различной в различных направлениях. Например, при ОВС, 
ei =  0; ez= B  (Лог)"-, о = О г ^ о \ ^ 0 .  (1-12)
Таким ж е путем, к ак  получены формулы (1.9), (1.11) и
( 1 . 1 2 ), можно найти соотношения м еж ду скоростями деформа­
ции и напряжениями для всех режимов ползучести. Проанали­
зируй все режимы, приходим к таблице 1 .
§ 2. Кольцевая пластина, нагруж ена моментом, распределенным  
по внешнему контуру
Обозначим изгибающий момент, действующий на внешнем 
контуре, через М =  mh2]4. Внутренний край пластины считаем 
свободным, внешний свободно опертым. Различаем два  случая.
1. Если
ß ^ n  п+! , (2.1)
то при — 1 ^  г] <i 7] 1 в пластине реализуется режим ползучести 
OEF, а при Tji <; г] ^  1 — режим ОВС. При этом г]\ т ак  назы ­
ваем ая  координата «нейтральной поверхности», которая опре­
деляется из уравнения e2(r)i, д) =  О. Согласно (1.4), (1.5) и 
ассоциированному закону течения, е\ =  0 , т]\ =  —£2/^2, откуда 
следует, что и =  const, w' =  —в  =  const, rji =  const,
ег= — (77 — 171) .  (2 .2 )
Q
С помощью табл. 1 и формулы (2.2) получим
0 2=  <
[  ~ д В ^ ~  ^  ] ” ’ — 1
1 г в 1 -
Т 1 ~ ^ в (7]~ т )  Г ’
(2.3)
Д ля  определения величины Я в (2.3) используем условие 
<7г(1,,£) =  —уо2(— 1 ,д ) ,  которое дает
я = — ) "• (2.4)
У ' 1+771 7
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Применяя формулы (1.2) и (2.3) вычислим величины 
п  / в  \—Г 1 n+1 - -n+1
” - (1+,г1) 11 J ;
m2
/ 0 \ 1  f n г ^ü±i t
= \~ B^ Г  I2n+TL ’* + T (1- ^  " J +  ( 2 '5 )q /  2/2 —J— 1 L Я
■ . n+* n+lnrji [1 iC~ri /i-fA -J 4
T 0 - w )  " - ( 1 - 4 .) " J } -
Соотношения (2.5) позволяют интегрировать уравнения равнове­
сия (1.3), где в данном случае придется взять р =  0. Сделав это 
и удовлетворяя граничным условиям




’* ; <2 7 >
п—1 п—1
, , • m д п — ß п
tl =  t2= 0; m t = —
" - 1 £
1 — ß п 
т ( п — 1)
"i2= — j------------; (2.8)
п дп (1 — ß
Г т ( п  — 1) ( 2 м + 1) Т17  1 + г  V
L п- 1 J \ Ау )
(2-9)
n?(\—ß п )
Учитывая соотношения (2.7) и (2.4), имеем
, п+1у — \
^1 =  — — ; Л =  у п . (2.10)
У+У
Интегрируя уравнение (2.9) по д  и удовлетворяя граничному 
условию ш(1)  = 0 ,  получим
W =
[  т ( п  — 1) (2п-\-\) ] и7  1 + г  V
L «-1 J V 4 у 1
пЦ\ - ß  п )
Интересно отметить, что обобщенные напряжения tu h, т\ 
и т <2 не зависят от величины у, но от у зависит скорость про­
гиба W.
Так к ак  величины t\ и т { определены из уравнений равно­
весия, то придется еще проверить, является ли найденное поле 
напряжений статически допустимым. Д ля  проверки покажем
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Oi = \kl  (в) (Г]
существование распределения напряжения о \, которое удовлет­
воряет статическим требованиям. Допустим, что
т ) п> — K v < v u  ( 2 1 ^
1 М е )  0? — ^i) п> 
где &i({?) и ^2 (е) — некоторые функции, зависящие только от 
д. Статическими ограничениями являются неравенства 
o b ^ o i^ O ,  если —
( у — 1) a z ^  o i^ o z , если rji< .rj^ i\ ,
которые с помощью формул (2.3), (2.10) и (2.11) представим 
в виде
( г — 1)
( 2 - 12)
Вычислим величины t\ и т,\ согласно формулам (1.2) п




п — 1 \ В J
п+1 (2.13)
ki.kz= у
С помощью формул (2.13) нетрудно проверить, что неравенства
(2.12) удовлетворены, если только выполнено неравенство (2.1).
2. Если ß  <  п -п/<п~1\ то при ß ^  Q <. Q\ в пластине реали­
зуются режимы ползучести OEF и ОВС, а при q\ <  д  ^  1 — 
режимы ОЕ и OB. Величина обозначает безразмерный ра­
диус окружности, при котором происходит переход от одного- 
режима к другому. В области ß  ^  @ <С ,д\ остаются в силе фор­
мулы (2.3) — (2.5), а в зоне <  д ^  1- имеем
01 =  02  =
Здесь
(* 1+ ^ 2) , Л 1 п ,
— ß— in — > — 1 <Л<Ф, 
1
(Xl+Xz) . v l n





%i- \~ % 2  gw"-\-w'
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Из формул (2.14) с помощью (1.2) вытекает, что при 





д - f l
п+1 п+1
( 1 + » / 2 ) ~ ]}
Интегрируя уравнения равновесия (1.3) с учетом (2.5),
(2.15) и удовлетворяя граничным условиям (2.6), а такж е  усло­
виям непрерывности величин t\, т ь т /  в точке д {, найдем
т  i =
t i = t 2= 0 ;  г]1 =  г}2--
п—1 п—1







Пд п ß 71 
т ,
1 + V  ’
ß ^ g < Z g i,
g i< g ^ :\ ',
ß ^ Q < Q l]
Q i = ß ( n ) n- 1 ;
(2.16)
Аналогично предыдущему случаю найдем дифференциаль­
ные уравнения для определения скоростей прогиба
w = -В о \Г т ( 2 / г + 1) Т7  1 + v  X
L 2/г. J \ 2 у I
Г m(2n-\-l) ТV ! + у  Y
L 2 п J \ 2 у /
ß ^ Q < Q ü
£>1 <  £ 1 •
(2.17)
Так как  согласно (1.5) сумма х\ +  х2 =  — (qw ')'/q, то в (2.17) 
можно интегрировать оба уравнения. Проводя интегрирование 
и удовлетворяя граничному условию ш(1)  = 0  и условиям не­
прерывности величин w, w' в точке д ь получим
W-
[ т ( 2 м + 1 )  1'7 1+? уL П J \ 4?; /
X
/ (1 — 4ggi-\-3gl — 2g\\ngi), ß ^ g < g ü  
1 ( 1 — дг — 2д\\пд), p i < o ^ l .
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С помощью (2.11), (2.13) нетрудно проверить, что получен­
ное решение является статистически допустимым.
§ 3. Свободно опертая круглая  пластина под действием 
равномерно распределенной поперечной нагрузки
В данном случае пластина разделяется на две зоны: вблизи 
центра 0 ^  <  Qi реализуются режимы ползучести ОЕ и ОБ, 
а при ,£i <  £ ^  1 режимы OEF и ОВС. Вблизи края д х <С д ^  1 
остаются в силе формулы (2.2) — (2.5), а в центре 0 ^  д <  д\ 
формулы (2.14) и (2.15).
Интегрируем первое уравнение системы (1.3) с помощью 
соотношений (2.5) и (2.15). Удовлетворяя при этом граничному 
условию ^ ( 1 )  =  0, условию симметрии /i(0) =  /2(0) и условию 
непрерывности величины t\ в точке д и приходим опять к выводу, 
что
__  j  п-И
t i = t 2= 0\  2 = - ^ -р — ; Я— у 11 (3.1)
во всей пластине.
Второе уравнение системы (1.3) с учетом (2.5) .и (3.1) дает 
после интегрирования при условиях m t ( l )  = 0 ,  т х(д\) =  гп2 (д\)
1 п+1 п—1
Р п , 2 п2 I 0  \ п I 2у \ 71 д п — \— Р п  я\ , 2п2 I e  \ п I 2У \ п 6 
(п — Ш 2/г+П  V В  / V 1-4-г/6 ^  П 1)  ( 2 / 1 1 ) \ I X + у  / д ( 3  ’
)==2В Г P(n ~ [ ) ( l  - o Q Y (  2 j + y _ p  з  ■
6(гс — 6 ” ) '
Из формул (1.3) и (2.15) вытекает, что в центральной зоне
mi =  m2= C  — j~ g 2, (3.4)
где С — постоянная интегрирования. С другой стороны, из
(2.15) и (3.1) следует
п+1
2 п 1' 2У Л п \Г (<?®У т
2гс+1 'к 1 + у /  1L ß ß  Jт ' = т > = - ь н Т \ ! + 7 )  - ^ ё —  <3 5 >
Удовлетворяя условиям непрерывности величин т и т 2 в точке 
ißi, имеем
<3-6>
(п — д . ” )
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Заменяя левую сторону соотношения (3.5) выражением (3.4) 
и интегрируя затем при условии w '(0) — 0, приходим к ур а в ­
нению
W
4 В / 2п+ 1 У"Г 
(п-\-\)рд \ п / L
(1 + у )С  ]п+1
4 у г м
PQ‘
4 С Г ] .
(3.7)
Так к ак  w '(g i) = 6 ,  то с помощью (3.3), (3.6) и (3.7) получим 
следующее соотношение





Из уравнения (3.8) можно для каждого п вычислить z. Отме­
тим, что к такому ж е  уравнению приходим, исходя из критерия 
Треска—Сен-Венана (см., например, [ 3 ] ) .  С помощью (3.6) и
(3.9) получим трансцендентное уравнение для определения ве­
личины Q\\
3Q iH n g S -Q i)  (1 - z )  = 2 г ( п — 1) (1 - g S ) ,  (3.10) 
которое такж е  не зависит от у.
Скорости прогиба найдем из уравнений (3.3) и (3.7).
Постулируя в пластине распределение напряжения о\ сог­
ласно (2.11), нетрудно проверить, что полученное решение я в ­
ляется статически допустимым, если только
П*= А .Г: * .<СП' (3.11)
2z
В таблице 2 представлены величины г  и я* при некоторых 
значениях величины п. Из таблицы 2 выясняется, что неравенст­
во (3.11) удовлетворено.














Наконец, отметим, что при у =  1 найденные решения совпа­
дают с результатами, полученными при решении соответствую­
щих задач с помощью критерия Треска—Сен-Венана [3 ] .
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ERINEVATE VOOLAVUSPItRIDEGA MATERJALIST VALMISTATUD 
ÜMAR- JA  RÕNGASPLAATIDE STATSIONAARNE ROOMAVUS
J.  Lellep
R e s ü me e
V aade ld akse  üm ar- ja  rõ n gasp laa tid e  painet s ta ts io n aa rse  room avuse kor­
ra l läh tudes P rag e r i voo lavusting im usest. "Eeldatakse,' et p in gete  ja  deform at- 
sioon ik iiru ste  v ah e list seost k ir je ld ab  astm efunktsioon, m ille l on erinevad  kor­
d a jad  lihttõm be ja  -surve korra l. L ahendades ta sakaa lu võ rran d id  ja  rah u ld ades 
v a stav ad  ra ja t in g im u sed  le itak se  ü ld ista tu d  p ingete  jao tu s  v ä lis se rv a  mööda 
v ab a lt toetatud rõ n gasp laad i jaoks, m ille le  mõjub p a in u tav  moment, n in g  vab a lt 
toetatud  üm m arguse p laad i jaoks , m ille le  m õjub ü h tla se lt  jao ta tu d  ristkoorm us. 
K onstrueerides m itte lin eaarse  rad ia a lsu u n a lis te  p ingete  jao tu se  n ä id atak se , et 
le itud  lahendid on s ta a t il is e lt  ja  k in em aa tilise lt  lub atavad .
STEADY CREEP OF CIRCULAR AND ANNULAR PLATES 
MADE FROM DIFFERENT-MODULUS MATERIAL
J. Lellep
S u m m a r y
U sin g  P rag e r ’s y ie ld  criterion  and assoc iated  flow  ru le the creep bending of 
c ircu la r and an n u lar p la tes is studied . It is assum ed that the creep ra te  is  the 
product of a constan t and a power function of a s tre ss w hich consists of 
d ifferent param etres in tension and com pression. The stresses and deform ations 
of a sim p ly supported an n u lar p late , which is loaded by d istributed  bending 
moments, are  obtained. The bend ing of a un ifo rm ly loaded and sim p ly 
supported c ircu la r p la te  is studied .
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