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Einleitung
Zentraler Gegenstand der vorliegenden Arbeit ist das Laufen. Das Laufen umgibt uns
u¨berall, ist Bestandteil unseres Alltags und wird dennoch, oder gerade deswegen, sel-
ten beachtet. Der Mensch bewegt sich durch den Vorgang des Laufens fort. Bei archa¨o-
anthropologischen Forschungen ist ein Kriterium zur Unterscheidung zwischen Mensch
und Menschenaffe der aufrechte Gang. Doch brauchen Menschen lange, das Laufen zu
erlernen. Was so einfach scheint, stellt sich fu¨r den neugeborenen Menschen als zuna¨chst
unmo¨glich heraus1. Das Erlernen dauert Jahre, und der Tag, an dem ein Mensch selbsta¨n-
dig seine ersten Schritte macht, geho¨rt zu den bedeutendsten Momenten im Leben (auch,
wenn dieser bewusst nur von den Eltern wahrgenommen wird).
Welch ungeheure Bedeutung dem Laufen wirklich zukommt, zeigt sich dann an einzelnen
Vorga¨ngen, welche singula¨r aus dem Grau des Allta¨glichen herausragen. So erlangt das
Laufen bzw. Rennen wieder Aufmerksamkeit im Sport. Es ist eine klassische Disziplin
und neue Rekorde, die vorhergesagte Grenzen des biomechanisch Machbaren u¨berschrei-
ten, erregen weltweites Interesse.
Doch ha¨ufig findet das Laufen erst dann wieder Beachtung, wenn es nicht oder nicht mehr
funktioniert, wenn Mensch oder Tier durch Alter, Krankheit und/oder Behinderung die
Fa¨higkeit des Laufens verlieren. Hier zeigt sich, wie sehr das ta¨gliche Leben vom Laufen
abha¨ngig ist. Umsta¨ndlich ist vor allem die Beschra¨nkung, fahren zu mu¨ssen, wo Lau-
fen angebracht wa¨re. Der Hauptgrund der Natur fu¨r die Erfindung des Laufens du¨rfte
der chronische Mangel an natu¨rlich gewachsenen Straßen sein. Das Fahren beno¨tigt einen
kontinuierlichen und geraden Untergrund fu¨r die Ra¨der. Diese Situation liegt sogar in
unseren Wohnungen selten vor (Treppen), erst recht nicht in freier Wildbahn. Mindestens
50% des irdischen Festlandes sind fu¨r fahrende Systeme ungeeignet2. Und nicht nur auf
der Erde: war der Bewegungsradius des Mars-Mobils Sojourner der Pathfinder-Mission
nicht furchtbar klein, bei allem Respekt der technologischen Leistung gegenu¨ber3? Hier
darf man fragen: wa¨re eine solche Sonde nicht viel mobiler gewesen, wenn sie ha¨tte laufen
ko¨nnen? Kleine und mittlere Steine, Lo¨cher oder Spalten, schiefe und schra¨ge Ebenen
ko¨nnen von laufenden Mechanismen leicht bewa¨ltigt werden, fahrende haben dabei die
gro¨ßten Schwierigkeiten.
Insbesondere in der medizinischen Prothetik und der Robotik werden große Anstrengun-
gen unternommen das Laufen zu ergru¨nden.4 Die Robotik ist dabei zuna¨chst von sta-
tisch stabilen Systemen ausgegangen. Ganz nach dem Vorbild der Insekten besitzen diese
mehrere Beine und haben damit die Mo¨glichkeit, immer mindestens ein statisch stabiles
1Man vergleiche diesbezu¨glich Menschen und Pferde. Pferde beno¨tigen ca. eine halbe Stunde, Men-
schen ca. 1,5 Jahre, um laufen zu lernen.
2siehe auch Raibert[57]
3Der ausgesetzte Rover Sojourner der Mars Mission Pathfinder legte insgesamt durch 114 Bewegungs-
kommandos 52m zuru¨ck, siehe Science Magazine[62]
4Die ersten Untersuchungen ko¨nnen sogar bis zu dem beru¨hmten russischen Mathematiker Tsche-
byscheff datiert werden, siehe Lucas[44].
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Dreibein auf dem Boden zu haben.5 Damit kann die Maschine nicht umfallen, was an-
gesichts der teuren Gera¨te durchaus versta¨ndlich ist. So ist die Maschine insbesondere
zum langsamen Gehen befa¨higt (was ja der Startpunkt bei einer sich erst entwickelnden
Antriebstechnik sein muß)6. Speziell beim Zwei-Beiner ist diese statische Stabilita¨t aber
nicht mehr gegeben. Hier gibt es Phasen, in denen der Schwerpunkt nicht gestu¨tzt ist.
Sto¨rungen ko¨nnen sich fatal bemerkbar machen und die Bewegung kann auch nicht be-
liebig langsam ablaufen. Mit diesen Schwierigkeiten muß die medizinische Forschung z. B.
Querschnittsgela¨hmter ka¨mpfen: einerseits muß Stabilita¨t gewa¨hrt werden, auch gegen
Sto¨rungen und daraus folgenden Verletzungen, andererseits soll eine natu¨rliche Fortbewe-
gung ermo¨glicht werden.7
Doch wie sieht die natu¨rliche Fortbewegung beim Menschen aus? Der Mensch ist durch
seinen anatomischen Aufbau befa¨higt, fast jede seiner Bewegungen auf unterschiedliche
Art durchzufu¨hren. So kann das gleiche Ziel, das nicht immer im Laufen bestehen muß
sondern durchaus auch das Fangen eines Balls o. a¨. sein kann, ruckartig, umsta¨ndlich, ele-
gant, hektisch oder fließend erreicht werden. Sehr scho¨n kann man dies beobachten, wenn
ein neuer Bewegungsvorgang erlernt werden muß. Als Beispiel kann man das Schlittschuh-
laufen nennen. Die Bewegungen sind anfangs ungeschickt, zackig, eckig und unbeholfen.
Dies verbessert sich zusehends bis ein
”
runder“ Bewegungsablauf entsteht, der sich dann
nicht mehr wahrnehmbar vera¨ndert.
Doch worin unterscheidet sich ein
”
runder“ Bewegungsablauf von einem
”
eckigen“?8 Hier
kann man nun eine Vermutung a¨ußern: natu¨rlich wirkende,
”
runde“ Bewegungsabla¨ufe
sind in irgendeiner Hinsicht optimal. Wenn aus einem Bu¨ndel an Bewegungs-Mo¨glichkei-
ten nur eine Bewegungsform verwirklicht wird, liegt die Vermutung nahe, daß diese sich
vor den anderen dadurch auszeichnet, bezu¨glich eines bestimmten, jeoch nicht na¨her be-
kannten Optimalita¨tskriteriums besser zu sein.
Diese Vermutung kann noch durch ein Indiz gestu¨tzt werden: so gab es in den letzten Jah-
ren deutliche Fortschritte in der Tricktechnik des Films, den Visual Special Effects9. Es
gab einige Produktionen, die das Leben und Verhalten ausgestorbener Tiere zum Inhalt
hatten, speziell der Dinosaurier. Mit großem Aufwand wurden die Bewegungen dieser Tie-
re simuliert und animiert. Dennoch gibt es in diesen aufwendigen Werken einige Stellen,
an denen auch ein in Pala¨oontologie unbedarfter Zuschauer sich geno¨tigt sieht zu sagen:
”
Die Bewegung sieht komisch aus.“ Obwohl kein Mensch einen lebenden Dinosaurier je
in Bewegung gesehen hat, sind wir in der Lage zu sagen, daß er sich so bestimmt nicht
bewegt ha¨tte, selbst wenn die Bewegung physikalisch korrekt aussieht. Kann es sein, daß




Welches Optimalita¨tskriterium ko¨nnte das nun sein? Aus den vorliegenden Bewegungen
la¨sst sich umgekehrt kein eindeutiges Kriterium bestimmen, denn es lassen sich belie-
big artifizielle Kriterien aufbauen, die diese Bewegungen als Lo¨sung haben. Hier kann
5Von erheiterndem Design sind beispielsweise die Entwu¨rfe in Pai et al.[54], die sich in ihrem
Aussehen an den platonischen Ko¨rpern orientieren.
6Umfangreiche Literaturverweise in das Gebiet der Robotik finden sich z. B. bei Berns[5], beim
MIT[47] oder auch bei Raibert und Sutherland[58].
7Bezu¨glich der Ermittlung stabiler Laufbewegungen bei nicht-ru¨ckgekoppelten Systemen gibt es um-
fangreiche Untersuchungen von Mombaur et al.[48]-[52].
8Von Gao[23] sind fu¨r ein zweidimensionales Modell mehrphasige Bewegungen gesucht worden, bei
denen der Fuß stoßfrei aufsetzt, also Bewegungen, die gewisse Randbedingungen erfu¨llen.
9Einen U¨berblick u¨ber a¨ltere Arbeiten findet sich bei Magnenat-Thalmann[45].
10Mo¨glicherweise spielen in diesem Zusammenhang die Bewegungen der
”
Schwabbelmassen“ eine
wichtige Rolle, wie sie z. B. von Ruder et al[59] untersucht worden sind und werden.
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man die Vermutung a¨ußern, daß das Optimalita¨tskriterium ein einfaches ist, also z. B. die
energiea¨rmste, zeitku¨rzeste oder beschleunigungsminimierendste Bewegung11. Ausgehend
von einer solchen Vermutung kann man nun versuchen, Bewegungen zu bestimmen, die
optimal sind bezu¨glich eines solchen Kriteriums, und die Resultate mit vorliegenden Be-
wegungen vergleichen.
Dabei wird sich aller Voraussicht nach kein eindeutiges Optimalita¨tskriterium ergeben: die
Bewegung eines Menschen, der durch einen Wald spaziert, du¨rfte wohl so etwas wie die er-
nergiea¨rmste Bewegung sein. Aber sobald der gleiche Mensch im Wald auf ein Wildschwein
trifft, wird sich seine Bewegung in eine zeitku¨rzeste zur Erreichung eines bestimmten Ziel-
punktes verwandeln. Das Kriterium ha¨ngt stark von den Umsta¨nden ab, vielleicht sogar
noch von den Mo¨glichkeiten, die aufgrund der Anatomie gegeben sind. Und u¨ber allem
thront noch das Zielfunktional der Evolution, letztendlich aus den gegebenen Umsta¨nden
das Beste zu machen und die Gene u¨berleben zu lassen.
Die vorliegende Arbeit hat sich zum Ziel gesetzt, ein kleines Stu¨ck zur Beantwortung
dieser Fragen beizutragen. Genauer soll untersucht werden, wie die bereits vorliegenden
Techniken von Modellierung, Simulation und Optimierung eines einfachen mechanischen
Systems verschmolzen werden ko¨nnen, um dreidimensionale optimierte Laufbewegungen
zu erhalten. Dabei soll insbesondere keinerlei Vorwissen u¨ber mo¨gliche Lo¨sungen in die
Startwerte einfließen. Laufmuster und Periodizita¨t sollen sich durch die Optimierung erge-
ben. Das Optimalita¨tskriterium soll dabei nicht auf minimierte quadratisch-aufintegrierte
Steuerungen beschra¨nkt sein, sondern frei gewa¨hlt werden ko¨nnen.
Auch soll das System nicht sensorisch ru¨ckgekoppelt sein, es ist also ein
”
open-loop“-
System. Es wird also implizit davon ausgegangen, daß die mechanischen Eigenschaften
des Systems sowie der Umgebung a priori bekannt sind und perfekt modelliert werden
ko¨nnen. Dadurch konzentriert sich die Untersuchung nicht auf Probleme der Steuerung,
sondern auf die Natur der Bewegung selbst.12
Insbesondere soll dabei ein Modell eines laufenden Mechanismus mit nur zwei Beinen be-
trachtet werden, wodurch keine sta¨ndige statische Stabilita¨t herrscht.
Dabei ergeben sich folgende Fragestellungen:
(1) Wie lautet eine geschickte Modellierung des Systems? Dabei muß sowohl der
Boden-Fuß-Kontakt modelliert werden als auch das ganze mechanische System
an sich. Die Formulierung soll mo¨glichst so sein, daß Korrekturen oder Erwei-
terungen nicht zu einer totalen Neuberechnung fu¨hren, sondern gro¨ßtmo¨gliche
Wiederverwendbarkeit beinhalten. Am besten wa¨re es, wenn die Formulierung so
gewa¨hlt werden kann, daß ein solches Modell auch von einem Algorithmus bzw.
Computerprogramm zusammengestellt werden kann.
(2) Was fu¨r die Modellierung am geschicktesten ist, fu¨hrt bei der Simulation, d. h.
der Lo¨sung der Bewegungsgleichungen, zu numerischen Effekten, die geeignet
behandelt werden mu¨ssen. So wird sich das Problem ergeben, Gleichungsneben-
bedingungen der Bewegung konsistent erfu¨llen zu mu¨ssen. Insbesondere wa¨hrend
des Optimierungsvorgangs ist diese Bedingung aber nicht erfu¨llt. Gleichzeitig
fu¨hrt die oben erwa¨hnte sehr bequeme Modellierung dazu, daß das Modell sehr
”
groß“ wird (gemessen in der Anzahl der auftretenden Variablen).
11Bei Denoth[16] finden sich als Vorschla¨ge fu¨r das Zielfunktional z. B.
”
Die Summe aller Muskel-
kra¨fte [im Fuß] ist minimal“ oder
”
Die Summe aller Muskelspannungen ist minimal“. Zu diesen Vor-
schla¨gen wurden aber keine Berechnungen durchgefu¨hrt.
12Zu den Vorteilen der Untersuchung eines open-loop-Systems siehe auch Mombaur[48]
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(3) Schließlich interessieren dann die Ergebnisse der Optimierung. Welche Bewegun-
gen resultieren ausgehend vom Startwert einer Null-Steuerung13? Ensteht von
selbst ein periodischer Ablauf? Was vera¨ndert sich an den Bewegungen beim
Wechsel des Zielfunktionals?
In Kapitel I wird versucht, die geschickteste Modellierung des Problems zu finden. Hier
werden sich ganz von selbst die Vorteile einer Formulierung als differential-algebraisches
System14 in Natu¨rlichen Koordinaten15 zeigen. Es wird erla¨utert, auf welche Weise dann die
Bewegungsgleichungen dieses Modells gefunden und gelo¨st werden ko¨nnen. Das u¨berge-
ordnete Problem ist dabei ein sehr allgemeines nichtlineares Optimierungsproblem. Dieses
wird ebenfalls formuliert und Lo¨sungsmethoden genannt. Außerdem wird die Aufteilung
des Modells auf Integration und Optimierung gekla¨rt. So sind z. B. die mechanischen
Zwangsbedingungen dem Verfahren zur numerischen Lo¨sung mitzuteilen (z. B. um Pro-
jektionen zur Vermeidung von Drift durchfu¨hren zu ko¨nnen), die Konsistenzbedingungen
du¨rfen aber nur dem Optimierungsverfahren zugeschlagen werden, da ansonsten gemein-
sam mit konsistenten Anfangwerten und Stetigkeitsbedingungen Redundanz der Glei-
chungen auftritt.
Die oben erwa¨hnte Formulierung der Bewegungsgleichungen des Modells als DAE fu¨hrt
zum Problem, daß die Gleichungsnebenbedingungen wa¨hrend des Optimierungsvorgangs
mo¨glicherweise verletzt werden. Kapitel II untersucht verschiedene Relaxierungsmetho-
den, die dieses Problem lo¨sen sollen. Die u¨bliche Relaxierungsmethode, die lineare Rela-
xierung, fu¨hrt bedingt durch Geschwindigkeitsinkonsistenzen sehr schnell zum Auftreten
von Singularita¨ten. Dies kann durch orthogonale Relaxierung vermieden werden. Es wird
ebenfalls eine Behandlung von Ortsinkonsistenzen dargelegt. Als bestes, allerdings nur
lokales, Verfahren wird die Methode der initialen Projektion eingefu¨hrt. Diese beseitigt
sowohl Orts- als auch Geschwindigkeitsinkonsistenzen und hat zusa¨tzlich in Bezug auf die
Optimierung einen unscha¨tzbaren Vorteil. Sie reduziert die Anzahl der zu berechnenden
Richtungsableitungen fu¨r in redundanten Koordinaten formulierte Modelle auf das not-
wendige Minimum, welches auch in der Formulierung in Minimalkoordinaten notwendig
ist, na¨mlich Anzahl der Freiheitsgrade. Diese initiale Projektion macht die Optimierung
großer Modelle in redundanten Koordinaten erst in annehmbarer Zeit durchfu¨hrbar.
In Kapitel III wird ein neuer Algorithmus vorgestellt, der sich eher als Nebenprodukt die-
ser Arbeit ergeben hat, sich aber inhaltlich an die Untersuchung des Auftretens von Sin-
gularita¨ten in Kapitel II anschließt. Der Algorithmus der Aufblasung ermo¨glicht es, unter
bestimmten, ha¨ufig vorliegenden Voraussetzungen durch eine Singularita¨t auf einer Man-
nigfaltigkeit (genauer gesagt: einer Varieta¨t) hindurchzuintegrieren (sie zu durchqueren).
Dabei kann der Algorithmus als eine Methode aufgefasst werden, ein singularita¨tsbehaf-
tetes Modell automatisch umzuformulieren, um die Singularita¨t lokal zu beseitigen. Die
zugrunde liegende Methode, der blow-up, ist dabei der algebraischen Geometrie schon lan-
ge bekannt, aber in diesem Spezialfall der Durchquerung konnte ein sehr einfacher Beweis
des Verfahrens gefunden werden. Die Fa¨higkeiten des Algorithmus werden in Kapitel IV
demonstriert. Zuna¨chst wird als Beispiel der entartete Kurbeltrieb singularita¨tsfrei um-
formuliert, dann wird das Beispiel der liegenden Acht vorgefu¨hrt. Hier muß sich ein Mas-
sepunkt auf einer Mannigfaltigkeit bewegen, die das Aussehen des ∞-Zeichens hat. Dabei
13Im Gegensatz z. B. zu Mombaur[48] wird in dieser Arbeit die Abfolge der Kontaktphasen nicht a
priori vorgegeben.
14Engl. DAE, d. i. einfach formuliert eine Differentialgleichung mit zusa¨tzlichen Bedingungen in
Gleichungsform.
15siehe z. B. Garc`ıa de Jalo`n[25]
EINLEITUNG IX
ermo¨glicht die Aufblasung das problemlose Durchqueren der Singularita¨t im Kreuzungs-
punkt.
In Kapitel V wird das Modell eines einfachen, dreidimensionalen zweibeinigen Mechanis-
mus formuliert. Er besteht aus punktfo¨rmigen Massen, die als Fu¨sse, Knie, Hu¨fte und
Schultern gedeutet werden. Auf den Mechanismus wirken als Kra¨fte Schwerkraft, Dreh-
momente als Antriebskra¨fte sowie die Boden-Reaktions-Kraft. Die Boden-Kra¨fte wirken
dabei nur auf die beiden punktfo¨rmigen Fu¨ße und sind u¨ber Schaltfunktionen abgebildet
(d. h. die Funktion der Kra¨fte ist nicht u¨berall differenzierbar und wird beim Auftreten
gewisser Ereignisse umgeschaltet, wie z. B. wenn der Fuß den Boden erreicht).
In Kapitel VI werden dann optimale Bewegungen dieses Mechanismus gesucht. Z. B.
soll er sich in gegebener Zeit soweit wie mo¨glich in eine bestimmte Richtung fortbewe-
gen. Hier werden zwar Lo¨sungen gefunden, sie entsprechen aber nicht den Erwartungen
(keinerlei Andeutung einer sich ergebenden Periodizita¨t, Schwierigkeiten bei der Fort-
setzung u¨ber einen la¨ngeren Zeitraum). Aber nachdem eine stabilisierende Bedingung
(na¨mlich: Oberko¨rper soll senkrecht bleiben) hinzugefu¨gt wird, ergeben sich Bewegun-
gen, die schließlich auch in zumindest periodena¨hnliche Abla¨ufe mu¨nden. Diese ko¨nnen
wiederum genommen werden, um als Starttrajektorie fu¨r periodische Bewegungen zu die-
nen. Damit werden dann auch periodische Bewegungen gefunden und Optimierungen mit
unterschiedlichem Zielfunktional gestartet. Um noch einmal den Komfort bezu¨glich der
Formulierung als Mehrko¨rpersystem in redundanten Koordinaten zu betonen, wird im
letzten Abschnitt das zweibeinige Modell kurzerhand zu einem vierbeinigen gemacht und
damit zwei Optimierungsla¨ufe durchgefu¨hrt.
Schließlich hat sich zusammenfassend gezeigt, daß die vorgestellten Methoden und Vor-
gehensweisen in der Lage sind, in akzeptabler Rechenzeit und ohne Vorwissen u¨ber die
Lo¨sung, optimale Laufbewegungen eines dreidimensionalen Zweibeiners bei unterschiedli-
chen Randbedingungen, wie z. B. Periodizita¨t, zu ermitteln. Dabei muß das Modell nicht
in Minimalkoordinaten, sondern darf in natu¨rlichen (bzw. im Falle von Punktmassen dazu
a¨quivalenten kartesischen) Koordinaten mit Zwangsbedingungen formuliert werden, was
einen extremen Komfort bei A¨nderungen am Modell selbst darstellt.
Die sich ergebenden Bewegungen sind zum Teil sehr u¨berraschend. Das liegt aber weniger
an den Methoden als eher an der noch nicht genu¨gend menschena¨hnlichen Anatomie des
Mechanismus und der intuitiv nicht erkennbaren Ausnutzung der sich damit ergebenden
Freiheiten. So sind einige der Optimalita¨tsbedingungen nur formuliert worden, um die
Ausnutzung aller Bewegungsmo¨glichkeiten einzuschra¨nken, wie z. B. das Durchrotieren
der Beine um das Knie.
Die Ergebnisse wurden dabei auf einem PC berechnet, der nach heutigen Maßsta¨ben schon
wieder als sehr leistungsschwach bezeichnet werden darf (PC, Pentium II, 266 MHz). Es
steht mit diesen Methoden16 aber nun ein Weg offen, gro¨ßere und kompliziertere Mecha-
nismen nach dem Baukastenprinzip zusammenzubauen und sich von ihren harmonischen
Laufbewegungen u¨berraschen zu lassen.
16Insbesondere, wenn man die hier gar nicht benutzte Mo¨glichkeit verwendet, den Integrationsprozess,
der ca. 99% der Rechenzeit beansprucht, komplett zu parallelisieren, siehe Gallitzendo¨rfer[22].
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KAPITEL I
Problemformulierung
Die mathematischen Voraussetzungen zur Bestimmung optimaler Bewegungen lassen sich
grob in drei Aufgaben einteilen:
(1) Erstellung eines mathematischen Modells des mechanischen Systems und Bestim-
mung der Bewegungsgleichungen dieses Modells,
(2) Lo¨sen der Bewegungsgleichungen (d. i. numerische Integration),
(3) Optimierung der Steuerung in Hinsicht auf ein vorgegebenes Zielfunktional und
gegebenen Randbedingungen.
Zur Bewa¨ltigung dieser Aufgaben existieren bereits verschiedene wissenschaftliche Soft-
ware-Lo¨sungen. Diese Arbeit verwendet die Programmpakete, die in der Forschungsgrup-
pe
”
Simulation und Optimierung“ unter der Leitung von Prof. Dr. h. c. H.-G. Bock am
Interdisziplina¨ren Zentrum fu¨r wissenschaftliches Rechnen der Universita¨t Heidelberg ent-
wickelt wurden. Sie bilden das sichere Fundament, auf dem diese Arbeit ruht, und sollen
hier kurz vorgestellt werden.
Gema¨ß der obigen Einteilung wird dabei zuna¨chst das Prinzip der Formulierung als
Mehrko¨rpersystem vorgestellt. Die beiden Zuga¨nge Minimalkoordinaten und redundante
Koordinaten werden verglichen und insbesondere die natu¨rlichen Koordinaten eingefu¨hrt.
Im na¨chsten Abschnitt werden dann die Bewegungsgleichungen eines solchen Mehrko¨rper-
systems hergeleitet. Speziell wird das Problem der Drift und seine Behandlung durch Pro-
jektion sowie das Auftreten von Schaltfunktionen genannt.
Dann wird das Optimierungsproblem allgemein formuliert und numerische Lo¨sungsme-
thoden skizziert, insbesondere die Mehrzielmethode.
Schließlich wird an einem einfachen Beispiel gezeigt, wie diese drei Komponenten zusam-
menarbeiten sollen, um die Bewegung eines Mehrko¨rpersystems zu optimieren. Wesentli-
che Fragestellung ist hier, welchem Verfahren welche Informationen zur Verfu¨gung gestellt
werden muß.
§1 Modellierung
Ein lauffa¨higes biologisches System detailgetreu zu modellieren liegt jenseits des wissen-
schaftlich Realisierbaren; das Modell eines Knochens, eines Nervs, einer Sehne kann selbst
bis auf chemische Ebene weiter verfeinert werden. Beim Modellieren ist es jedoch so, daß
das mathematisch Machbare dazu zwingt sich zu u¨berlegen, welches einfachst mo¨gliche
Modell die Bewegung des Laufens physikalisch leisten kann.1
Als vielversprechende Herangehensweise bietet sich hierfu¨r an, das System als Mehrko¨rper-
system (MKS oder engl. MBS) zu modellieren. Bei dieser Vorgehensweise denkt man sich
den Gesamtmechanismus aus mehreren starren Teilen zusammengesetzt, wie z. B. Qua-
der, Zylinder oder Kugeln. Verbunden werden die einzelnen Teile durch Gelenke, wie z. B.
Kugel- oder Scharniergelenk. Als Aktuatoren treten Kra¨fte und Drehmomente auf. Mit




dieser Herangehensweise werden u. a. verformbare Ko¨rper, komplexe Verbindungsstruktu-
ren und komplizierte Kraftverla¨ufe mit z. B. Hysterese ausgeschlossen. Auf diese Art und
Weise ist es mo¨glich, ein Modell nach dem Baukastenprinzip zusammenzusetzen und zu
modifizieren, bis man erwarten kann, genu¨gend Bewegungsfreiheit und Antriebsmo¨glich-
keiten eingebaut zu haben, damit der Mechanismus in der Lage ist sich fortzubewegen.
Der na¨chste Schritt in der Modellierung ist die wichtige Wahl der Art der Koordina-
ten. Hier gibt es prinzipiell zwei Mo¨glichkeiten: Minimalkoordinaten (unabha¨ngige) oder
redundante (abha¨ngige) Koordinaten.
• Bei Minimalkoordinaten oder unabha¨ngigen Koordinaten gibt es so viele Varia-
blen wie es Freiheitsgrade gibt. Die in der Physik ha¨ufig benutzten generalisierten




Der große Vorteil dieser Koordinaten besteht in ihrer kompakten Form: es gibt
genau so viele Variablen wie eben mindestens notwendig sind und nicht mehr.
Die Anzahl der Bewegungsdifferentialgleichungen wird dadurch minimal und es
mu¨ssen keine sonstigen Abha¨ngigkeiten bei der Integration beru¨cksichtigt wer-
den.
Der Nachteil der Minimalkoordinaten liegt in der Praxis ha¨ufig darin, daß sie
meist Winkel oder winkela¨hnliche Gro¨ßen darstellen. Demzufolge treten bei der
Formulierung der Bewegungsgleichungen trigonometrische Terme auf, die selbst
bei einfach strukturierten Mehrko¨rpersystemen wie dem Doppelpendel außer-
ordentlich komplex sein ko¨nnen. So kann ihre numerische Auswertung
”
teuer“
sein und ihre Behandlung nur noch maschinell erfolgen. Eine eindrucksvolle Ge-
genu¨berstellung von Bewegungsgleichungen in minimalen und kartesischen Ko-
ordinaten findet sich bei Simon[64].
• Bei redundanten oder abha¨ngigen Koordinaten gibt es mehr Koordinaten als
tatsa¨chlich vorhandene Freiheitsgrade. Beispielsweise kann man zur Beschreibung
des Doppelpendels kartesische Koordinaten verwenden, die die Lage der Pendelge-
wichte direkt beschreiben. Diese Mo¨glichkeit der direkten Positionsbeschreibung




Doppelpendel mit kartesischen Koordinaten
Aber neben der vergro¨ßerten Anzahl an Variablen muß als weiterer Preis das
Auftreten von algebraischen Gleichungen bezahlt werden, die die Zula¨ssigkeit
der Koordinatenwerte einschra¨nken. Beim Doppelpendel z. B. treten zwei Glei-
chungen hinzu, die die La¨nge der beiden Stangen beschreiben:
x21 + y
2
1 − l21 = 0
(x1 − x2)2 + (y1 − y2)2 − l22 = 0 .
Mit den redundanten Koordinaten lassen sich also unzula¨ssige Zusta¨nde beschrei-
ben, z. B. falsche Fadenla¨nge, die durch neu auftretende Gleichungen (
”
Zwangsbe-
dingungen“) ausgeschlossen werden mu¨ssen. Die Menge der zula¨ssigen Zusta¨nde
bildet nur noch eine Untermannigfaltigkeit im Koordinatenraum, im Gegensatz
zu den Minimalkoordinaten, bei denen der Koordinatenraum nur zula¨ssige Punk-
te entha¨lt (mit Einschra¨nkungen wie z. B. Intervallbeschra¨nkungen der Werte).
Zu den redundanten Koordinaten geho¨ren neben den kartesischen Koordinaten die we-
niger bekannten natu¨rlichen Koordinaten, die auf Arbeiten von Garc`ıa de Jalo`n et
al.[24],[25] zuru¨ckgehen2. Die Lage jedes starren Ko¨rpers la¨ßt sich durch eine Rotation
des im Ursprung befindlichen Ko¨rpers und anschließender Verschiebung vom Ursprung
weg beschreiben:
x′ = Rx+ v
R : Rotationsmatrix
v : Verschiebung.
Bei den natu¨rlichen Koordinaten werden jedem Starrko¨rper zwo¨lf Koordinaten zugeord-
net, na¨mlich drei Koordinaten fu¨r die Ortsverschiebung v und die neun Eintra¨ge der
Rotationsmatrix R. Diese Rotationsmatrix R muß aber eine Matrix sein, die die Winkel
zwischen den Koordinatenachsen und ihre La¨ngen unvera¨ndert la¨ßt, da der Ko¨rper starr
ist. Um dies zu fordern, sind sechs Gleichungsbedingungen notwendig (
”
Starrko¨rperbedin-
gungen“), so daß also jedem Ko¨rper zwo¨lf Koordinaten und sechs Gleichungsbedingun-
gen zugeordnet werden. Weitere Gleichungsbedingungen treten hinzu, wenn verschiedene
Ko¨rper mit Gelenken verbunden werden sollen (
”
Gelenkbedingungen“).
Der große Vorteil natu¨rlicher Koordinaten besteht darin, daß auf jedem Ko¨rper ein lokales
Koordinatensystem vorhanden ist3, was die Bestimmung der Lage jedes einzelnen Punkts
2siehe auch Kraus[39]





des Starrko¨rpers sehr einfach macht. Ebenso lassen sich Gelenke zwischen den Ko¨rpern
mit Hilfe dieser lokalen Koordinatensysteme sehr leicht formulieren. Dies ist i. allg. sogar
so leicht, daß der Vorgang der Bestimmung der Modellgleichungen von einem Algorithmus
durchgefu¨hrt werden kann, und das insbesondere auch in den Fa¨llen, in denen geschlos-
sene Schleifen vorhanden sind.
Ein Nachteil der Formulierung eines Modells in natu¨rlichen Koordinaten ist die große Zahl
an Variablen und Gleichungsbedingungen. Dieser Nachteil wird dadurch ausgeglichen, daß
diese Bedingungen bzw. die aus ihnen resultierenden Matrizen sehr strukturiert sind und
daß diese Strukturen zur effizienten Behandlung ausgenutzt werden ko¨nnen. Fu¨r Details
diesbezu¨glich sei auf Kraus, Winckler und Bock[40],[41] verwiesen.
Aufbauend auf diesen natu¨rlichen Koordinaten ist von C. Kraus das in C++ geschriebene
Software-Paket MBSNAT entwickelt worden. Zu seinen Vorzu¨gen za¨hlen:
• Graphische Bedienungsoberfla¨che zur Konstruktion von Mehrko¨rpersystemen
• Objektorientierter Aufbau
• Lokale Koordinatensysteme sind auf jedem einzelnen Ko¨rper verfu¨gbar
• Gelenke sind leicht modellierbar, die aus ihnen resultierenden Zwangsbedingun-
gen sind in den meisten praktischen Fa¨llen linear oder quadratisch
• Massenmatrix ist konstant (fließt sie in Gleichungssysteme ein, muß sie nur einmal
zerlegt werden, was ein sehr großer numerischer Vorteil ist)
• Matrizen in den Bewegungsgleichungen sind du¨nnbesetzt und strukturiert
• Ausnutzung der Matrizenstruktur in der linearen Algebra.
§2 Bewegungsgleichungen und Numerische Integration
Gema¨ß den im vorigen Abschnitt gea¨ußerten U¨berlegungen soll also das laufende System
als Mehrko¨rpersystem in redundanten Koordinaten formuliert werden. Seien zu diesem
Zweck4
p(t) : Vektor der Ortskoordinaten zur Zeit t, p(t) ∈ Rn
v(t) : Vektor der Geschwindigkeitskoordinaten zur Zeit t, v(t) ∈ Rn
a(t) : Vektor der Beschleunigungskoordinaten zur Zeit t, a(t) ∈ Rn
F (t, p(t), v(t)) : Vektor der externen Kra¨fte auf die Ko¨rper zur Zeit t bei Ortslage p(t)
und Geschwindigkeitslage v(t), F : R× Rn × Rn → Rn
M : Matrix der Massen der einzelnen Ko¨rper, M ∈ Rn × Rn.
Diese Matrix M kann bei der Benutzung von Minimalkoordinaten durchaus eine volle
und zeitabha¨ngige Matrix sein, weil sie z. B. Zentrifugalterme beru¨cksichtigen muß. Bei
Verwendung natu¨rlicher oder kartesischer Koordinaten ist sie konstant und blockdiago-
nal. Setzt man zusa¨tzlich voraus, daß die lokalen Koordinatenachsen in Richtung der drei
Tra¨gheitsachsen zeigen und daß der Aufpunkt der Schwerpunkt des Ko¨rpers ist, so ist die
Massenmatrix sogar konstant und diagonal, ein weiterer Vorteil natu¨rlicher Koordinaten.
Die Bewegungsgleichungen wu¨rden ohne Zwangsbedingungen gema¨ß Newtons zweitem
4In spa¨teren Abschnitten wird auch gelegentlich
F (t, p(t), v(t), q(t))
geschrieben werden. Dabei ist dann q(t) der Vektor der Kontrollen, die im Rahmen der Optimierung
bestimmt werden sollen.
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Ma(t) = F (t, p(t), v(t))
p(t0) = p0
v(t0) = v0




Ma = F (t, p, v)
p(t0) = p0
v(t0) = v0
lauten. Da aber Zwangsbedingungen vorliegen, die als
gpos(p(t)) = 0
gpos : Ortszwangsbedingungen, gpos : Rn → Rl
(n Anzahl der Variablen, l Anzahl der Zwangsbedingungen) oder ku¨rzer
gpos(p) = 0 (1)
formuliert sind, treten auch Zwangskra¨fte auf.
Definition 1 (Ortskonsistenzmannigfaltigkeit). Ein Vektor p von Ortskoordinaten,
der die Gleichung (1) erfu¨llt, soll konsistent heißen. Die Menge aller konsistenten p heißt
Ortskonsistenzmannigfaltigkeit.
Die Zwangskra¨fte sorgen dafu¨r, daß Kraftkomponenten in den Differentialgleichungen der
Dynamik senkrecht zur Konsistenzmannigfaltigkeit verschwinden und das System somit
konsistent bleibt. In der Euler-Lagrange-Formulierung werden diese Zwangskra¨fte als5
−λ(t)GT (p(t)) geschrieben, wobei gilt:
λ(t) : Lagrange-Multiplikatoren zur Zeit t
G(p(t)) : G = g′pos Zwangsbedingungsmatrix, Ableitung von gpos nach allen
Ortsvariablen,G : Rn → Rl × Rn.
Damit lassen sich die Bewegungsgleichungen im Euler-Lagrange-Formalismus finden:
p˙ = v
v˙ = a




5Das Vorzeichen von λ ist reine Konvention und diese Wahl erspart spa¨ter ein dauerhaftes
Minuszeichen.
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Dies ist die wohlbekannte Index-3-Form, da es dreimaliger Differentiation bedarf, um die-
ses Gleichungssystem in ein System gewo¨hnlicher Differentialgleichungen zu u¨berfu¨hren.6
Um die Gleichung (2) numerisch zu lo¨sen, wird nun die letzte Zeile
gpos(p) = 0








Die Gleichung (3) mit gvel : Rn → Rl × Rn bezeichnet man auch als Geschwindigkeits-
zwangsbedingung. Dies fu¨hrt zur





von Orts- und Ge-
schwindigkeitsvariablen, der das Gleichungssystem
gpos(p) = 0
gvel(p, v) = 0







Ersetzt man nun in (2) die letzte Gleichung durch ihre zweite Ableitung, so ergibt sich
p˙ = v
v˙ = a
Ma = F (t, p, v)− λGT (p)
G(p)a = γ(p, v)
p(t0) = p0
v(t0) = v0.

















schreiben. (4) ist die Index-1-Form, da es einer weiteren Differentiation bedarf, um das
System in ein System gewo¨hnlicher Differentialgleichungen zu u¨berfu¨hren. (4) heißt auch
differential-algebraische Gleichung (engl. differential algebraic equation, DAE). Dieses
Gleichungssystem wird aber nicht noch einmal abgeleitet, wie es der Index-1-Begriff impli-
ziert, sondern direkt wie eine gewo¨hnliche Differentialgleichung behandelt. Dies geschieht
6Zur Definition des differentiellen Index siehe Hairer und Wanner[29].
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im Prinzip so: man verwendet einen Lo¨ser fu¨r gewo¨hnliche Differentialgleichungen und







= f(t, p, v)
lauten. Jedesmal, wenn der Lo¨ser (
”
Integrator“) eine Auswertung der rechten Seite f









F (t, p, v)
γ(p, v)
)





Das hier vorgestellte Verfahren funktioniert sehr gut mit zwei Einschra¨nkungen:




invertierbar ist. Im Normalfall ist M diagonal mit positiven Eintra¨gen und G
hat Vollrang. Unter diesen Umsta¨nden ist die Matrix invertierbar. Probleme mit
dieser Voraussetzung werden spa¨ter ausfu¨hrlich behandelt.
(2) Die zweite Einschra¨nkung ist numerischer Natur. Sie liegt darin begru¨ndet, daß
beim U¨bergang von (2) zu (4) die Ortszwangsbedingung gpos(p) = 0 zweimal
differenziert wurde. Um die daraus resultierenden Schwierigkeiten zu erla¨utern,
sei ein einfaches Beispiel genommen: gelo¨st werden soll die Gleichung
f(t) = 0. (5)





unter Beru¨cksichtigung der Startwerte f(0) = 0, d
dt
f(0) = 0 gelo¨st. Die exakte
Lo¨sung ist wieder f ≡ 0. Nun werden aber in der Praxis in die Lo¨sung einer sol-
chen Differentialgleichung numerische Fehler eingeschleppt. Nimmt man an, daß
zu einem bestimmten Zeitpunkt t1 aufgrund von angeha¨uften Integrationsfehlern
f(t1) = ε1
f˙(t1) = ε2
gilt, so wu¨rde sich selbst bei folgender exakter Integration
f(t) = ε1 + (t− t1)ε2
ergeben. Die Lo¨sung driftet i. allg. von der korrekten Null-Lo¨sung immer weiter
weg. Im nichtlinearen Fall kann diese Drift eine exponentiell wachsende Geschwin-
digkeit entwickeln und selbst auf kurzen Integrationsintervallen zu unbrauchbaren
Ergebnissen fu¨hren. Katastrophal werden die Folgen, wenn aufgrund dieses Ef-
fekts die Voraussetzungen von Punkt 1 nicht mehr gu¨ltig sind. Fu¨r Einzelheiten
sei auf von Schwerin[66] und auf spa¨ter verwiesen.
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Zur Vermeidung des in Punkt 2 genannten Drift-Effekts muß man Wissen um die Lo¨sung
der Differentialgleichung verwenden. So weiß man, daß die Lo¨sung der Ortszwangsbedin-
gung
gpos(p) = 0
genu¨gt, denn aus dieser ist ja die Differentialgleichung durch zweimaliges Ableiten ent-






Diese beiden Bedingungen wurden durch die Umformulierung zu Invarianten der Diffe-
rentialgleichung, d. h. genu¨gen die Startwerte diesen beiden Bedingungen und wu¨rde man
die Differentialgleichung exakt lo¨sen, so genu¨gte die Lo¨sung wieder diesen beiden Bedin-
gungen.
Da sich aber numerische Fehler einschleichen, verletzt die Lo¨sung mo¨glicherweise diese
Invarianten. Die verwendeten Integrator-Bibliotheken MBSSIM/MBSNAT umgehen dies
wa¨hrend des Integrationsprozesses: der Integrator u¨berpru¨ft nach jedem elementaren In-
tegrationsschritt, ob die Gleichungen
gpos(p) = 0 (6)
gvel(p, v) = 0
noch innverhalb einer gegebenen Toleranz gu¨ltig sind. Falls nein, wird ein Projektions-
verfahren eingeleitet: die Werte von p und v werden auf die durch die Bedingungen (6)
gegebene Konsistenzmannigfaltigkeit zuru¨ckprojiziert. Dies ha¨lt die Drift in Grenzen und
verringert daru¨berhinaus den Gesamtfehler der Integration. Fu¨r Details sei wieder auf
von Schwerin[66] verwiesen.

















unter Beru¨cksichtigung der Invarianten
gpos(p) = 0
gvel(p, v) = 0 .
Dabei muß vorausgesetzt werden, daß die Initialwerte p0, v0 konsistent sind, d. h. es gilt
gpos(p0) = 0
gvel(p0, v0) = 0,
ansonsten hat das System (7) keine Lo¨sung, da die Anforderungen an die Lo¨sung inkon-
sistent sind.
Ein weiterer wesentlicher Aspekt der Integration ist die Behandlung von Unstetigkeiten.
Das spa¨ter betrachtete Modell soll einen laufenden Mechanismus beschreiben. Dazu ist der
Kontakt mit dem Boden wesentlich. Die Beru¨hrung des Bodens durch einen Fuß ist aber
von qualitativ anderer Natur als der freie Flug des Fußes u¨ber dem Boden. Man ko¨nn-
te zwar versucht sein, diesen U¨bergang durch hinreichend schnell wachsende Funktionen
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differenzierbar zu gla¨tten, doch dabei gewinnt man nichts: um einigermaßen realistisch
zu sein (keine Kraft auf den Fuß, solange er noch u¨ber dem Boden schwebt, eine einset-
zende Kraft mit spu¨rbar ru¨cktreibender Wirkung, sobald er den Boden beru¨hrt) mu¨ssen
derartig schnell wachsende Funktionen verwendet werden, daß das Problem steif wird.
Letztendlich macht es fu¨r den Integrator keinen Unterschied, ob er eine differenzierbare,
aber sehr schnell wachsende Funktion oder einen unstetigen Sprung behandeln muß.
Dieses Problem wird wie folgt gelo¨st: man formuliert zwei getrennte Modelle, eines mit
ru¨cktreibender Kraft, eines ohne. Das Eintreten des unstetigen U¨bergangs wird durch eine
Schaltfunktion7 bestimmt. Das ist eine stetig differenzierbare Funktion, deren Nulldurch-
gang den Modellwechsel bestimmt. Im Beispiel des Fußes ist dies schlicht die z-Koordinate
hSchalt(z) := z.
Detektiert der Integrator einen Nulldurchgang der Schaltfunktion, so versucht er den
genauen Zeitpunkt zu bestimmten, integriert die DAE noch bis zum Schaltzeitpunkt,
wechselt dann das Modell und startet den Integrationsvorgang im Schaltzeitpunkt neu.
Dies ist notwendig, da die in modernen Integratoren arbeitenden Fehlerscha¨tzer von einer
hinreichend oft differenzierbaren rechten Seite der DAE ausgehen und wegen des unsteti-
gen U¨bergangs ihrer notwendigen Voraussetzungen beraubt wu¨rden.
Zur Lo¨sung von Problemen der Form (7)8 ist von M. Winckler und R. von Schwerin
das Software-Paket MBSSIM entwickelt worden9. Unter seinen Funktionalita¨ten befindet
sich:
• MBBSIM ist eine Bibliothek fu¨r Index-3-Differential-Algebraische Gleichungen
• Reduktion auf Index-1-Formel
• Projektionen, um Drift zu vermeiden
• Adaptive Diskretisierungsmethoden
• Behandlung von Unstetigkeiten durch Schaltfunktionen
• Berechnung von Sensitivita¨ten mit Hilfe von Interner Numerischer Differentiati-
on.
§3 Optimierung
Die Bestimmung einer optimalen Laufbewegung ist ein nichtlineares Optimierungsproblem
mit Randbedingungen. Das mechanische System wird von Aktuatoren angetrieben und
es sollen die Steuerungen der Aktuatoren ermittelt werden, die die optimale Bewegung
erzeugen.
Der Zustand des mechanischen Systems sei durch y(t) beschrieben, die Steuerung der
Aktuatoren (die Kontrollen) durch u(t).
Die Bewegung des Systens wird dann durch eine Differentialgleichung der Form
y˙(t) = f(t, u(t), y(t)), y(t0) = y0
beschrieben10.
Um eine optimale Bewegung zu bestimmen, muß ein zu minimierendes Optimalita¨tskri-
terium festgelegt werden: J (y, u). Z. B. kann das Optimalita¨tskriterium sein
7siehe auch Winckler und von Schwerin[70]
8siehe auch Simeon[63]
9siehe auch Winckler[68] oder Bock[10]
10Dies ist zwar nur eine gewo¨hnliche Differentialgleichung, die folgenden Ausfu¨hrungen gelten aber
analog fu¨r differential-algebraische Gleichungen.
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• maximale zuru¨ckgelegte Entfernung zum Zeitpunkt te:
J (y, u) = −y(te)
• minimale Kontrolle




und weitere oder Mischterme daraus.
Weiter soll die Bewegung gewissen Einschra¨nkungen genu¨gen, die als Gleichungs- und
Ungleichungsbedingungen formuliert werden. Z. B. ko¨nnen dies Winkelbeschra¨nkungen,




y˙(t) = f(t, u(t), y(t)), y(t0) = y0 (8)
r(y(t)) = 0
h(y(t), u(t)) ≥ 0
formuliert, wobei h insbesondere Beschra¨nkungen an Zusta¨nde und Steuerungen der Art
umin ≤ u(t) ≤ umax (9)
ymin ≤ y(t) ≤ ymax
entha¨lt.
Dieses Optimierungsproblem wird zuna¨chst von der kontinuierlichen in eine diskrete Form
u¨berfu¨hrt, um es zu einem endlichen Problem zu machen: dazu wird die kontinuierliche
Funktion u(t) diskretisiert, z. B. indem man das Zeitintervall [t0, te] in endliche viele Sub-
intervalle t0 < t1 < · · · < tN = te einteilt, auf denen die Funktion u konstant sein soll:
u(t) ≡ ui fu¨r ti ≤ t < ti+1.
Auch die Randbedingungen werden auf diese Zeitpunkte eingeschra¨nkt:
r(y(ti)) = 0
h(y(ti), u(ti)) ≥ 0
oder ku¨rzer
r(yi) = 0
h(yi, ui) ≥ 0.




Mehrzielmethode“) zu verwenden: es wird nicht nur versucht,
die richtigen Kontrollen und eventuelle Anfangswerte zu ermitteln, sondern im Laufe der





y˙ = f(t, y, u), y(ti) = yi, t ∈ [ti, ti+1[
r(yi) = 0
h(yi, ui) ≥ 0.
Die Lo¨sung muß allerdings stetig und damit als Lo¨sung der Differentialgleichung stetig
differenzierbar sein. Also muß man zusa¨tzlich die Bedingung stellen, daß die Lo¨sungen auf
11siehe z. B. Bulirsch[13],Bock[7] und [8] oder Bock und Plitt[9]
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den einzelnen Teilintervallen aneinander anschließen mu¨ssen. Ist Y (t, ti, yi) die Lo¨sung der
Differentialgleichung zum Zeitpunkt t bei Anfangsbedingung y(ti) = yi, so lauten diese
Bedingungen
Y (ti+1, ti, yi)− yi+1 = 0. (10)
Diese Gleichungen werden zu den Gleichungsbedingungen r hinzugefu¨gt.
Das so formulierte Optimierungsproblem geho¨rt zu einer recht allgemeinen Klasse: nichtli-
neares Zielfunktional unter nichtlinearen Gleichungs- und Ungleichungsbedingungen. Die
Auswahl an Verfahren mit einer akzeptablen Konvergenzrate ist daher nicht besonders
groß. Das Newton-Verfahren bietet (lokal) quadratische Konvergenz, das Gauß-Newton-
und das SQP-Verfahren bieten (lokal) superlineare Konvergenz. Alle Verfahren sind itera-
tiv und setzen voraus, daß die vorkommenden Funktionen zweimal stetig differenzierbar
sind.
Definiert man auf folgende Weise die Lagrange-Funktion
L(y, λ, µ) := J (y, u)− λT r(y)− µTh(y, u),
so ist eine notwendige (und unter zusa¨tzlichen Annahmen hinreichende) Bedingung fu¨r das




∇yL(y, λ, µ) = 0
r(y) = 0
h(y, u) ≥ 0
µ ≥ 0
µjhj(y, u) ≥ 0.
Die Ungleichungen ko¨nnen mit einer Active-Set-Strategie behandelt werden. Diese besteht
darin, in einem iterativen Verfahren in jedem Iterationsschritt die Ungleichungen als ak-
tiv, d. h. hj(y, u) = 0, oder als inaktiv, d. h. hj(y, u) > 0, zu klassifizieren. Nur die Aktiven
werden dann zur Menge der Gleichungsbedingungen hinzugenommen. Somit wird dieses
System (in jedem Iterationsschritt erneut) in ein Gleichungssystem verwandelt.13
Das Newton-Verfahren versucht dieses System auf die u¨bliche Weise zu lo¨sen. Da aber in
der ersten Gleichung ∇yL vorkommt, kommt im Algorithmus des Newton-Verfahrens die
zweite Ableitung ∇2yL oder Hesse-Matrix vor, deren Berechnung numerisch sehr teuer ist
und bis zur Inpraktikabilita¨t fu¨hren kann.
Das Gauß-Newton-Verfahren na¨hert daher die Hesse-Matrix nur an, indem mit einer
Einheits-Matrix begonnen wird und in jedem Schritt Updates auf die gena¨herte Hesse-
Matrix stattfinden. Die Konvergenzrate sinkt dadurch von (lokal) quadratisch auf (lokal)
superlinear, aber die Berechnung ist nun praktisch durchfu¨hrbar.
Das SQP-Verfahren geht von einer anderen Lo¨sungsidee aus, stellt sich aber bei genaue-
rer Analyse als mit dem Gauß-Newton-Verfahren verwandt heraus: die Zielfunktion (oder
auch die Lagrange-Funktion) wird quadratisch approximiert, die Nebenbedingungen wer-
den linear approximiert. Dies ist ein quadratisches Programm (QP), welches gelo¨st werden
kann. Um die Lo¨sung dieses QP-Teilproblems findet dann eine neue Na¨herung statt, etc.14
12siehe z. B. Großmann und Terno[28]
13Im SQP-Verfahren (s. u.) wird zuna¨chst das Gleichungssystem gena¨hert und die Active-Set-Strategie
dann auf die gena¨herten Ungleichungen angewandt.
14Eine Beschreibung des SQP-Verfahrens kann auch den Lehrbu¨chern von Gill et al.[27] und
Fletcher[20] entnommen werden.
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Das Programmpaket MUSCOD-II, das von D. Leineweber entwickelt wurde, lo¨st Op-
timierungsprobleme mit dem SQP-Verfahren und multiple shooting. Die Hesse-Matrix
wird mit einem Block-update-Verfahren gena¨hert. Fu¨r Details sei auf Leineweber[42]
und [43] verwiesen.
§4 Aufteilung
Das Zusammenspiel der drei oben genannten Komponenten kann man sich wie folgt den-
ken: nach erfolgreicher Modellierung werden Teile des Modells dem Integrator, andere
Teile des Modells dem Optimierer mitgeteilt. Dann beginnt die iterative Optimierungs-
schleife, die selbst immer wieder den Integrator aufruft.
Damit stellt sich die Frage, welche Teile des Modells wem mitgeteilt werden mu¨ssen. Die-
se Aufteilung soll an einem sehr kleinen Beispiel demonstriert werden. Ein MBS soll aus
zwei punktfo¨rmigen Massen M1 und M2 bestehen, die durch einen festen Abstand l (eine




Als Koordinaten seien kartesische Koordinaten in zwei Dimensionen gewa¨hlt:
p1x, p1y, p2x, p2y,
analog Geschwindigkeit v und Beschleunigung a, die Massen seien m1 und m2. Als externe
Kra¨fte werden unspezifizierte F1x, F1y, F2x, F2y angenommen. Die Zwangsbedingung lautet
dann
gpos(p1x, p1y, p2x, p2y) = (p1x − p2x)2 + (p1y − p2y)2 − l2.
Die Ableitung nach der Zeit ergibt die Geschwindigkeitszwangsbedingung
gvel(p1x, p1y, p2x, p2y, v1x, v1y, v2x, v2y) = 2(p1x − p2x)(v1x − v2x) + 2(p1y − p2y)(v1y − v2y).
Die Ableitungsmatrix G lautet
G =
(
2(p1x − p2x) 2(p1y − p2y) −2(p1x − p2x) −2(p1y − p2y)
)
.
Fu¨r γ ergibt eine kurze Rechnung
γ = −2((v1x − v2x)2 + (v1y − v2y)2).











m1 0 0 0 2(p1x − p2x)
0 m1 0 0 2(p1y − p2y)
0 0 m2 0 −2(p1x − p2x)
0 0 0 m2 −2(p1y − p2y)















−2((v1x − v2x)2 + (v1y − v2y)2)
(11)
mit den Anfangswerten
p1x(0) = p01x, v1x(0) = v01x,
p1y(0) = p01y, v1y(0) = v01y,
p2x(0) = p02x, v2x(0) = v02x,
p2y(0) = p02y, v2y(0) = v02y
und unter Beru¨cksichtigung der Invarianten
gpos(p1x, . . . , p2y) = (p1x − p2x)2 + (p1y − p2y)2 − l2 (12)
gvel(p1x, . . . , p2y, v1x, v1y, v2x, v2y) = 2(p1x − p2x)(v1x − v2x) + 2(p1y − p2y)(v1y − v2y).
Fu¨r die Optimierung werde folgendes Szenario angenommen: die Stange sei zur Zeit t = 0
in einer festen, unvera¨nderlichen Startposition, z. B. bei l = 2
p1x(0) = −1, v1x(0) = 0,
p1y(0) = 0, v1y(0) = 0, (13)
p2x(0) = 1, v2x(0) = 0,
p2y(0) = 0, v2y(0) = 0.
Es gebe eine Kontrolle u (z. B. ein auf die Stange wirkendes Drehmoment), mit deren
Hilfe die Stange gedreht werden kann. Das Ziel ist es nun, die Stange bis zum Zeitpunkt
t = 1 in die Position
p1x(1) = 0
p1y(1) = 1 (14)
p2x(1) = 0
p2y(1) = − 1






Schließlich werden noch Schranken an Zusta¨nde und Kontrollen beno¨tigt:
−2 ≤ pix, piy ≤ 2
−10 ≤ vix, viy ≤ 10 (16)
−100 ≤ u ≤ 100.
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Diese Daten werden dann wie folgt aufgeteilt:
- Optimierer:
Der Optimierer erha¨lt die Anzahl der Zustandsvariablen, na¨mlich 8 (4 Positio-
nen und 4 Geschwindigkeiten), die Anzahl der Kontrollen, na¨mlich 1, das Ziel-
funktional (15), die Schranken (16), die Startwerte (13), die Randbedingungen
(14), die Unvera¨nderlichkeit der Startposition und Startwerte (
”
Initial guess“).
Die Differentialgleichung wird dem Optimierer nicht mitgeteilt. Er sieht den In-
tegrationsvorgang nur als
”
black box“, in die Anfangswerte und Kontrollwerte
hineingegeben werden und aus der sich Endwerte ergeben.
Im Mehrzielverfahren vergro¨ßert sich die Anzahl der Variablen um den Faktor
der Anzahl von Zwischenzeitpunkten und als zusa¨tzliche zu erfu¨llende Innere-
Punkte-Bedingungen treten die Stetigkeitsanschlussbedingungen hinzu.
- Integrator:
Der Integrator erha¨lt die Differentialgleichung (11) mit den Invarianten (12). Die
Startwerte werden bei jedem Aufruf vom Optimierer geliefert.
- Denkbar ist auch eine gemischte Darstellung: der Integrator benutzt obige kar-
tesische Koordinaten, wa¨hrend die Optimierung andere Koordinaten, z. B. Mini-
malkoordinaten verwendet. Der Vorteil besteht darin, daß vom Optimierer nun
nur noch konsistente Startwerte geliefert werden ko¨nnen und daß die Anzahl
der zu berechnenden Sensitivita¨ten minimal ist. Der Nachteil besteht in i. allg.
sehr komplizierten Umrechnungen. Insbesondere bei der Ru¨ckrechung von kar-
tesischen in Minimalkoordinaten kann es Schwierigkeiten geben (z. B. wenn eine
Kreisbewegung eine volle Umdrehung gemacht hat, muß die Winkelvariable dies
durch ein Inkrement von 2pi beru¨cksichtigen, ansonsten erscheint dies als undif-
ferenzierbarer Sprung von 2pi − ε nach 0).
Insbesondere stellt sich die Frage, ob die Invarianten gpos und gvel dem Optimierer mit-
geteilt werden mu¨ssen. Der Optimierer verfu¨gt ja u¨ber die Werte yi (die Zusta¨nde des
Systems zu den inneren Zeitpunkten ti) und damit wird die Integration des na¨chsten
Zeitintervalls gestartet. Aber es gilt:
Feststellung 1. Ist die Anfangskonfiguration konsistent, d. h.
gpos(p0) = 0
gvel(p0, v0) = 0,
und ist eine stetige Lo¨sung (p(t), v(t)) der Deskriptorform (11) gegeben, so ist diese
Lo¨sung u¨berall konsistent, d. h.
gpos(p(t)) = 0
gvel(p(t), v(t)) = 0.
Beweis. Der Beweis ist trivial, da gpos und gvel ja Invarianten jeder Lo¨sung von (11)
sind. 
Im Vergleich dazu gilt:
Feststellung 2. Ist eine stu¨ckweise stetige, u¨berall konsistente Lo¨sung von (11) gegeben,
so ist diese nicht notwendigerweise stetig.
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Beweis. Formuliert man Zwangsbedingungen so, daß sie auch von der spiegelbildli-
chen Konfigurationen erfu¨llt werden, so kann die Lo¨sung an einer Stelle in die spiegelbild-
liche Stellung springen. Sie ist dann trotzdem u¨berall konsistent, aber nicht notwendiger-
weise stetig. Ist z. B. die Zwangsbedingung
gpos(p) = p
2 − 1
zusammen mit p0 = 1 gegeben, so ist
p(t) =
{
1 fu¨r t0 ≤ t ≤ t0 + 1
−1 fu¨r t0 + 1 < t ≤ t0 + 2
eine stu¨ckweise stetige, u¨berall konsistente, jedoch nicht stetige Lo¨sung. 
Es liegt daher nahe, dem Optimierer nur die im Mehrzielverfahren auftretenden Stetig-
keitsanschlussbedingungen mitzuteilen.15 Wegen der konsistenten und unvera¨nderlichen
Anfangswerte des Modellproblems ist dann die Lo¨sung stetig und konsistent nach Fest-
stellung 1. Dies fu¨hrt aber wiederum dazu, daß im Laufe der Iterationen inkonsistente
Startwerte in den Mehrzielknoten gebildet werden und integriert werden mu¨ssen.16 Es
tritt also das Problem auf Gleichung (11) mit Startwerten zu lo¨sen, fu¨r die
gpos(p0) 6= 0
gvel(p0, v0) 6= 0
gilt. Dies wird im na¨chsten Kapitel genauer analysiert.
15Beide Bedingungen (Stetigkeit und Konsistenz) ko¨nnen nicht gemeinsam gefordert werden, da dies
zu Redundanzen im Optimierungsproblem fu¨hrt; allerdings kann eine nicht-redundante Auswahl aus der
Menge der Stetigkeits- und Konsistenzbedingungen gefordert werden, siehe Schlo¨der[60].
16Dieses Problem tritt auch auf, wenn man die Sensitivita¨t um konsistente Werte herum mit variierten
Trajektorien berechnen mo¨chte und dabei redundante Koordinaten verwendet.
KAPITEL II
Relaxierung
Die im vorhergehenden Kapitel vorgeschlagene Aufteilung der Problemformulierung hat
die Konsequenz, daß das numerische Verfahren zur Lo¨sung der differential-algebraischen
Gleichungen ha¨ufig mit inkonsistenten Initialwerten starten muß. Um dies zu ermo¨glichen,
ist die Relaxierung der Gleichungsnebenbedingungen notwendig. Die einfache Form der
Relaxierung kann aber fatale Konsequenzen haben, wie gezeigt werden wird. Um dies zu
vermeiden, wird das Verfahren der orthogonalen Relaxierung eingefu¨hrt, das zumindest
die durch inkonsistente Anfangsgeschwindigkeiten verursachten Probleme beseitigt. Diese
Form der Relaxierung hat zahlreiche Vorteile: kein numerischer Mehraufwand, Forminva-
rianz, Globalita¨t sowie Anwendbarkeit auch in gemischten Koordinaten.
Des Weiteren wird eine Methode vorgestellt, um die durch inkonsistente Anfangspositio-
nen verursachten Schwierigkeiten zu beseitigen. Das Verfahren beruht auf der Hinzufu¨gung
weiterer Variablen und wird lediglich theoretisch pra¨sentiert. Es ist zwar ein globales Ver-
fahren, aber das danach vorgestellte (lokale) Verfahren der initialen Projektion ist fu¨r die
Anwendung besser geeignet. Denn es beseitigt simultan eventuell inkonsistente Positionen
oder Geschwindigkeiten und hat zudem bezu¨glich der Optimierung den Vorteil, die An-
zahl der notwendigen Richtungsableitungen auf das notwendige Minimum zu beschra¨nken.
Hierdurch wird der numerische Aufwand bei einer Formulierung in redundanten Koordi-
naten im wesentlichen auf den Aufwand in Minimalkoordinaten reduziert, wodurch die
Verwendung redundanter Koordinaten bei großen Systemen erst sinnvoll wird.
§1 Singularita¨ten durch Geschwindigkeiten
Die im vorigen Abschnitt vorgestellten Verfahren arbeiten alle mit einer Na¨herung des
Problems, insbesondere einer Linearisierung der Nebenbedingungen. Speziell die Stetig-
keitsanschlussbedingungen (10) mu¨ssen auch linear gena¨hert werden:
∂
∂yi
Y (ti+1, ti, yi)∆yi −∆yi+1 = 0.
Der Ausdruck ∂
∂yi
Y (ti+1, ti, yi) ist dabei die ”
Sensitivita¨t“ der Lo¨sung der Differentialglei-
chung in Hinsicht auf die Variation der Startwerte und ist eine Matrix, die Wronski-Matrix
oder Sensitivita¨tsmatrix.
In unabha¨ngigen Koordinaten ist die Definition der Wronski-Matrix W :
Wmn(ti+1, ti, yi) :=
∂
∂yin
Ym(ti+1, ti, yi) = lim
h→0
Ym(ti+1, ti, yi + hen)− Ym(ti+1, ti, yi)
h
,
wobei en der n-te Einheitsvektor ist. In Minimalkoordinaten ist der Ausdruck
Ym(ti+1, ti, yi + hen)
wohlbestimmt, denn der Startwert yi + hen ist konsistent und damit eine Lo¨sung der
Differentialgleichung i. allg. wohldefiniert.
In redundanten Koordinaten ist dem aber nicht so, der Ausdruck Ym(ti+1, ti, yi + hen) ist
i. allg. nicht definiert, da i. allg. yi + hen nicht mit den Zwangsbedingungen vertra¨glich
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ist und daher keine Lo¨sung der DAE existiert. Um den Begriff der Sensitivita¨tsmatrix im
Kontext der DAE zu erhalten, ist es also no¨tig zu definieren, was es heißen soll, Gleichung
(11) mit Startwerten zu lo¨sen, fu¨r die
gpos(p0) 6= 0
gvel(p0, v0) 6= 0
gilt. Das gleiche Problem ergibt sich nochmal im Rahmen des multiple shooting. Die
Zusta¨nde zu den Zwischenzeiten sind im Laufe der Rechnung i. allg. inkonsistent und
werden erst in der Lo¨sung konsistent. Mit diesen inkonsistenten Zwischenzusta¨nden soll
aber der Integrator gestartet werden.
Zu diesem Zweck mu¨ssen die Invarianten bzw. Zwangsbedingungen modifiziert werden.1
§1.1 Lineare Relaxierung. Eine Mo¨glichkeit ist die (siehe Schulz, Bock und
Steinbach[61] oder auch von Schwerin[66])2
Definition 3 (Lineare Relaxation).
g˜pos,p0,v0(p) := gpos(p)− gvel(p0, v0)(t− t0)− gpos(p0)
g˜vel,p0,v0(p, v) := gvel(p, v)− gvel(p0, v0).
Entsprechend sei die Ableitung bzgl. p G˜p0,v0 von g˜pos,p0,v0 definiert.
Der Name
”
Lineare Relaxation“ bezieht sich darauf, daß die urspru¨nglichen Bedingungen
durch einen linearen Term erga¨nzt werden.
Es ist offensichtlich, daß fu¨r beliebige p0, v0 und t = t0 nun fu¨r die entsprechend relaxierten
Zwangsbedingungen gilt:
g˜pos,p0,v0(t0, p0) = 0
g˜vel,p0,v0(p0, v0) = 0.
Diese Form der Relaxierung hat den Vorteil, daß die dynamischen Gleichungen in (11)
unvera¨ndert bleiben, da
G˜p0,v0 = G









Nach dem Begriff der Relaxation kann man nun auch den Begriff der Sensitivita¨tsmatrix
fu¨r DAEs einfu¨hren.
Definition 4 (Wronski-Matrix fu¨r DAEs). Sei Yy0(t, t0, y0) die Lo¨sung der DAE zum
Zeitpunkt t mit Anfangswerten y(t0) = y0 und zu Anfangswerten y0 relaxierten Zwangs-
bedingungen. Dann sei als Wronski-Matrix definiert




1Die Sensitivita¨t wird z. B. bei Gerdts[26] auf eine andere Weise definiert. Dort wird davon ausge-
gangen, daß es eine Funktion gibt, die zu den variierten Parametern konsistente Anfangswerte liefert.
2t0 kann zwar auch als Anfangswert aufgefaßt werden, wird aber im folgenden immer als fest ge-
dacht. Die Einbeziehung wu¨rde aber keine Schwierigkeiten bereiten, lediglich die Notation wu¨rde weniger
anschaulich.
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genauer
Wmn(t, t0, y0) :=
∂
∂y0n
(Yy0)m(t, t0, y0) = lim
h→0
(Yy0+hen)m(t, t0, y0 + hen)− (Yy0)m(t, t0, y0)
h
.
Aber die lineare Relaxierung hat Nachteile. Um diese Nachteile zu demonstrieren, soll ein
triviales Beispiel mit 0 Freiheitsgraden eingefu¨hrt werden.
Beispiel 2.
Das System bestehe aus einem Massepunkt der Masse M , der sich auf einer eindimensio-




Konsistente Anfangswerte wa¨ren also p0 = 1, v0 = 0 und der Massepunkt bliebe dann
statisch an dieser Stelle.
Nun sollen inkonsistente Anfangsgeschwindigkeiten betrachtet werden, wobei t0 = 0 und
p0 = 1, also konsistent, gesetzt werden.
U¨ber die Invarianten
g˜pos,p0,v0 = p
2 − 1− 2p0v0(t− t0)− p20 + 1
= p2 − p20 − 2p0v0t
= p2 − 1− 2v0t
und
g˜pos,p0,v0 ≡ 0






An der Lo¨sung kann man folgendes erkennen:
(1) Die intuitiv erwartete Funktion p(t) = p0 + v0t ist nicht die Lo¨sung.
(2) Die Lo¨sung p(t) =
√
2p0v0t + p20 (bei angenommenem p0 > 0) ist nur fu¨r v0 > 0
global definiert, fu¨r v0 < 0 bricht die Lo¨sung nach endlicher Zeit zusammen (und
fu¨hrt zuvor zu numerischen Instabilita¨ten).









3Bereits hier macht sich ein Nachteil der linearen Relaxierung bemerkbar, na¨mlich die Abha¨ngigkeit
von der Wahl der Formulierung; statt obigem gpos ha¨tte man auch
gpos = p− 1
verwenden ko¨nnen, das ha¨tte aber zur totalen Lo¨sung
p(t) = p0 + v0t
gefu¨hrt.
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invertierbar ist, und dafu¨r ist der Vollrang von G notwendig. Offenbar hat G Vollrang,
wenn p von 0 verschieden ist und in p = 0 hat G Rangverlust. Nun betrachte man unter
der Annahme v0 < 0 die lineare Relaxierung (t0 = 0)
g˜pos,p0,v0(t, p) = p
2 − p20 − 2p0v0t
g˜vel,p0,v0(p, v) = 2pv − 2p0v0.
Es ist fu¨r t = 0
g˜pos,p0,v0(0, p0, v0) = 0
und fu¨r die Lo¨sung (p(t), v(t)) des relaxierten Systems gilt fu¨r beliebige Zeiten
g˜pos,p0,v0(t, p(t)) = 0.
Da nun aber v0 < 0 ist, kann letzteres bei anwachsendem t nur erreicht werden, indem p
kleiner wird. Das System wird also in den Rangverlust hineingetrieben! Dies funktioniert






der Fall. Gleichzeitig ist zu beachten, daß
g˜vel,p0,v0(p(t), v(t)) = 0
gilt. Da aber p gegen 0 geht und letzteres 2p(t)v(t) = const 6= 0 erzwingt, muß damit
v nach Unendlich gehen. Dies zeigt, daß schon in der Na¨he des Rangverlusts Probleme
auftreten werden.
In diesem einfachen Beispiel wird das System in 50% aller inkonsistenten Fa¨lle nach









4Dies la¨ßt sich allgemein so sagen: gilt
gpos(p0) = g0 ∈ R
und hat gpos eine Singularita¨t fu¨r einen Wert s < g0 (s > g0), so wird fu¨r
gvel(p0, v0) < 0 (gvel(p0, v0) > 0)
das System in die Singularita¨t getrieben. Fu¨r gpos(p0) ∈ Rn ist die Situation komplizierter, da neben dem
Rangverlust einzelner Zeilen die Mo¨glichkeit der hinzukommenden linearen Abha¨ngigkeit besteht.
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Die schraffierte Fla¨che zeigt die Menge aller Initialwerte, die nach endlicher Zeit in einem
Rangverlust enden. Die unschraffierte Menge der
”
problemlosen“ Startwerte ist nicht zu-
sammenha¨ngend, die beiden Quadranten beru¨hren sich in einem Punkt, der ausgerechnet
die Singularita¨t selbst ist. D. h. aber, der
”
problemlose“ Teil ist nicht zusammenha¨ngend
und nicht konvex. Insbesondere liegt der Konsistenzpunkt p0 = 1, v0 = 0 am Rand des
problemlosen Gebiets.
Anmerkung: A¨hnlich bleibt die Situation bei Verwendung der Baumgarte-Relaxierung
(siehe Schulz, Bock und Steinbach[61] oder Baumgarte[3]). Hierbei werden die
Ersetzungen
g˜pos,p0,v0(t, p) := gpos(p)−
− [gpos(p0) + (gvel(p0, v0) + αgpos(p0))(t− t0)+




g˜vel,p0,v0(t, p, v) := gvel(p, v)−
− [gvel(p0, v0) + αgvel(p0, v0)(t− t0)−




γ˜(t, p, v) := γ(p, v)+





vorgenommen. Sie bewirken, daß eine auf die Konsistenzmannigfaltigkeit ru¨cktreibende
Dynamik hinzutritt. Nun ist es so: ohne diese Dynamik kommt es zum Rangverlust zur
Zeit
t = − p0
2v0
.
Soll also der Rangverlust verhindert werden, muß die Dynamik vorher das System wie-
der in Richtung Konsistenzmannigfaltigkeit schieben. Fu¨r kleines p0 und großes v0 muß
das aber sehr schnell passieren, d. h. α muß groß gewa¨hlt und damit das System steif
gemacht werden. Der Zerfall des
”
problemlosen“ Gebiets bleibt bestehen, allerdings liegt
der Konsistenzpunkt nun nicht mehr am Rand dieses Gebiets, sondern im Inneren.
§1.2 Orthogonale Relaxierung. Diese Probleme ko¨nnen behoben werden, wenn
man eine andere Form der Relaxierung wa¨hlt. Zuna¨chst einmal muß der Begriff der Re-
laxierung weiter gefaßt werden.
Definition 5 (Relaxation). Gegeben sei eine differenzierbare Funktion




Eine Relaxation ist eine Funktion
h˜ : D′ ×D → Rk, D′ ⊆ Rn, D ⊆ D′
mit den folgenden Eigenschaften:
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(1) Sei x0 ∈ Rn. Gilt
h(x0) = 0,
so sei
∀x ∈ Rn(h˜(x0, x) = h(x)),
d. h. fu¨r konsistente Werte soll die Relaxation die urspru¨ngliche Bedingungsfunk-
tion sein.
(2) h˜(x0, x0) = 0 fu¨r beliebige x0 ∈ D′.
(3) h˜(x0, x) ist differenzierbar.
Die zu den Anfangswerten x0 relaxierte Bedingung ist dann
h˜(x0, x) = 0.
In praktischen Anwendungen wird man verlangen, daß h˜(x0, x) hinreichend oft nach x0
differenzierbar ist und auch in x mindestens die Differenzierbarkeitsordnung von h hat.




gpos) wird man fordern.
Innerhalb dieses erweiterten Relaxierungsbegriffs ist nun eine andere Art von Relaxation
mo¨glich.
Definition 6 (Orthogonale Relaxation).
g˜pos,p0,v0(t, p) = gpos(p− vi(t− t0))− gpos(p0)
g˜vel,p0,v0(t, p, v) = gvel(p− vi(t− t0), v − vi) = G(p− vi(t− t0))(v − vi)
Dabei ist vi (”


















Orthogonale Relaxation“ bezieht sich darauf, daß die inkonsistenten Anfangs-
geschwindigkeiten v0 auf die konsistente Mannigfaltigkeit (beschrieben durch G(p0)v = 0)
projiziert wird, und zwar orthogonal in der Energienorm5.
Feststellung 3. Die orthogonale Relaxation ist eine Relaxation.
Beweis. Als wesentliche Eigenschaft von vi wird
G(p0)vi = G(p0)v0 (17)













ist. Es werden nun die drei Eigenschaften einer Relaxation nachgewiesen.
(1) Sei
gpos(p0) = 0
gvel(p0, v0) = G(p0)v0 = 0.
5siehe von Schwerin[66]
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g˜pos,p0,v0(t0, p0) = gpos(p0 − vi(t0 − t0))− gpos(p0)
= gpos(p0)− gpos(p0)
= 0
g˜vel,p0,v0(t0, p0, v0) = G(p0 − vi(t0 − t0))(v0 − vi)
= G(p0)(v0 − vi)
= G(p0)v0 −G(p0)vi
= 0 nach (17).







= G(p− vi(t− t0))(v − vi)
= gvel(p− vi(t− t0), v − vi)
= g˜vel,p0,v0(t, p, v).
(3) Offenbar ha¨ngt die orthogonale Relaxation differenzierbar von p0 und v0 ab, einzig
die Abha¨ngigkeit vi(p0, v0) ist zu beachten; vi ist aber Lo¨sung eines Gleichungssy-
stems in diesen Variablen und G(p0) und ist damit differenzierbar abha¨ngig von
diesen unter der schon getroffenen Einschra¨nkung, daß G(p0) keinen Rangver-
lust hat und daß G differenzierbar ist. Ist G(p0) aber rangdefizient, so ist keine
Relaxation definiert.6







= G(p− vi(t− t0))
γ˜(p, v) := − d
2
dt2
g˜pos,p0,v0(t, p) + G˜(p)a
= − d
dt
G(p− vi(t− t0))(v − vi) + G˜(p)a
= − (v − vi)T ∂
∂p
G(p− vi(t− t0))(v − vi)−G(p− vi(t− t0))a+
+G(p− vi(t− t0))a
= − (v − vi)T ∂
∂p
G(p− vi(t− t0))(v − vi)
= γ(p− vi(t− t0), v − vi).
6Detailliertere Angaben zur Abha¨ngigkeit von Anfangswerten finden sich im Abschnitt §1.4.
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Damit gilt also folgende Dynamik:
p˙ = v
v˙ = a(
M GT (p− vi(t− t0))






F (t, p, v, q)
γ(p− vi(t− t0), v − vi)
)
g˜pos,p0,v0(t, p) = 0
g˜vel,p0,v0(t, p, v) = 0.
Nun wird eine Modifikation dieser Gleichung vorgenommen, die spa¨ter gerechtfertigt wer-
den soll, und zwar
F (t, p, v, q) ⇒ F (t, p− vi(t− t0), v − vi, q). (20)
Danach lauten die Gleichungen (19)
p˙ = v
v˙ = a(
M GT (p− vi(t− t0))






F (t, p− vi(t− t0), v − vi, q)
γ(p− vi(t− t0), v − vi)
)
gpos(p− vi(t− t0))− gpos(p0) = 0
gvel(p− vi(t− t0), v − vi) = 0.
Substituiert man nun
P (t) := p(t)− vi(t− t0)
V (t) := v(t)− vi,
so geht (21) u¨ber in
P˙ = V
V˙ = a(












gpos(P )− gpos(p0) = 0
gvel(P, V ) = 0.
Dies ist aber nichts anderes als die Gleichung (11) mit den Anfangswerten P (0) = p(0) und
V (0) = v0 − vi und einer linearen Relaxation in den eventuell inkonsistenten Positionen!
Damit ergibt sich der folgende
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Algorithmus der orthogonalen Relaxation













(2) (Substitution) Setze v0 := v0 − vi. Danach ist v0 konsistent.











F (t, p, v, q)
γ(p, v)
)
gpos(p)− gpos(p0) = 0
gvel(p, v) = 0
von t0 bis tend, wobei die Ortsbedingungen linear relaxiert wurden.
(4) Substituiere zuru¨ck:
p(tend) := p(tend) + vi(tend − t0)
v(tend) := v(tend) + vi.
Offensichtlich ist der Aufwand der orthogonalen Relaxation nicht gro¨ßer als der der linea-
ren. Wa¨hrend der Integration ist der Aufwand sogar geringer, weil auf Positionsebene nur
Konstanten von den Ortszwangsbedingungen subtrahiert werden mu¨ssen, und keine linea-
re Funktionen. Bei den Geschwindigkeitszwangsbedingungen muß sogar nichts vera¨ndert






zur Lo¨sung des Gleichungssystems ist aber nicht mit
Zeitkosten verbunden, da sie bei Integrationsbeginn sowieso beno¨tigt wird.
Nun muß noch die Ersetzung (20) gerechtfertigt werden. Fu¨r dieses Vorgehen gibt es vier
gute Gru¨nde:
(1) Diese Ersetzung ist die Basis dafu¨r, daß die orthogonale Relaxation nicht lang-
samer ist als die lineare. Behielte man das urspru¨ngliche F bei, so wa¨ren die
globalen Ersetzungen p → P und v → V nicht mo¨glich bzw. bei jeder Aus-
wertung von F mu¨sste man statt auf P und V auf P + vi(t − t0) und V + vi
zuru¨ckgreifen.
(2) Durch diese Ersetzung tauchen als Argumente von F nur konsistente v auf. Sonst
mu¨sste man sich gegebenenfalls u¨berlegen, wie man F auf inkonsistente v fort-
setzt, was eventuell gar nicht mo¨glich ist.
(3) War p0 konsistent (gpos(p0) = 0), so bleibt p − vi(t − t0) konsistent, i. allg. aber
nicht p, und man braucht F nicht auf inkonsistente p zu erweitern, was eventuell
nicht mo¨glich ist.
(4) Sind die Anfangsgeschwindigkeiten konsistent, so findet keine Vera¨nderung von
F statt, da dann vi = 0 ist. Weiter ist die Vera¨nderung von F differenzierbar in p0
und v0, da vi dies ist (immer unter der Annahme, daß G(p0) keinen Rangverlust
hat und differenzierbar ist).
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Verwendet man nun fu¨r das Beispiel 2 die orthogonale Relaxation, so ergibt sich als totale
Lo¨sung
p(t) = p0 + v0t, v(t) = v0
fu¨r beliebiges p0 6= 0 und beliebiges v0. Hier zeigt sich ein Vorteil der orthogonalen Re-
laxation: i. allg. ergibt sich die gleiche Lo¨sungstrajektorie unabha¨ngig von der Art der
Formulierung der Zwangsbedingung. Dies soll genauer formuliert werden.
Feststellung 4 (Forminvarianz der orthogonalen Relaxierung). Sei gpos : Kn →
Kk und sei h : Kk → Kk eine differenzierbare Funktion und h′(gpos(p0)) sei invertierbar.
Dann liefert der Algorithmus der orthogonalen Relaxierung die gleiche Lo¨sung fu¨r das
Problem (7) einmal mit den Zwangsbedingungen als
gpos(p) = 0,

















⇒ G˜(p(t))a(t) + d
dt
h′( gpos(p(t))︸ ︷︷ ︸
= const bei orth. Rel.
)G(p(t))
 v(t) = 0
⇒ G˜(p(t))a(t) + h′(gpos(p(t)))vT (t)Gp(p(t))v(t) = 0.
Dies fu¨hrt zur Definition
γ˜ := −h′(gpos(p(t)))vT (t)Gp(p(t))v(t).













Dann ist vi, (h
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Damit ist die Bestimmung von vi in beiden Fa¨llen gleich.







































Damit ergeben sich fu¨r beide Formulierungen das gleiche a, mithin die gleiche Lo¨sungs-
trajektorie. 
Bei linearer Relaxierung gilt Feststellung 4 nicht, wie Beispiel 2 zeigt.
Die na¨chste Feststellung gibt nun ein hinreichendes Kriterium, fu¨r welche Startwerte eine
globale Lo¨sung existiert.
Feststellung 5. Sei p0 so, daß G(p0) Vollrang hat. Gilt fu¨r alle p ∈ R mit gpos(p) =
gpos(p0) auch
G(p) hat Vollrang,




bei Verwendung der orthogonalen Relaxation auf der ganzen Lo¨sungstrajektorie invertier-
bar und die Integration la¨uft nicht in eine Singularita¨t.
Beweis. Da
gpos(P )− gpos(p0) = 0
invariant ist, ergeben sich im Laufe der Integration nur Werte P (t) fu¨r die gilt
gpos(P (t)) = gpos(p0).
Nach Voraussetzung hat dann aber G(P (t)) Vollrang, mithin bricht die Integration nicht
zusammen. 




daß es nur einen Rangverlust fu¨r p = 0 gibt, und diese Stelle ist durch gpos(p) = −1
charakterisiert. Hat man also ein p0 mit gpos(p0) 6= −1, so sind alle p mit gpos(p) = gpos(p0)
ebenfalls von 0 verschieden. Startet man also nicht im Rangverlust, so gelangt man auch
in keinen hinein. Das Gebiet aller global integrierbaren Initialwerte besteht also aus ganz
R2 ohne die Achse {p0 = 0}.
Bemerkung: Schaltfunktionen und Ausgaberoutinen von Zwischenergebnissen ko¨nnen
wahlweise von P, V bzw. p, v abha¨ngig gemacht werden. Die Ausgabe des Endergebnisses
muß sich natu¨rlich auf p, v beziehen. Dabei ist es einfacher, Schaltfunktionen auf P zu
beziehen (dies wird im folgenden angenommen). Ausgaberoutinen sollten sich allerdings
eher auf p, v beziehen, sonst kommt es zu unerwarteten Differenzen zum Endergebnis.
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§1.3 Orthogonale Relaxierung in gemischten Koordinaten. Die Verwendung
der MBS-Matrix im Schritt (1) des Algorithmus geschieht aus Aufwandsgru¨nden; wesent-
lich ist nur die Gleichung
G(p0)vi = G(p0)v0.
Mit anderen Worten: es wird auf die Konsistenzmannigfaltigkeit G(p0)v = 0 projiziert,
aber in welcher Norm dies geschieht, steht zur freien Wahl. Die Wahl im Schritt (1) war
dadurch motiviert, daß damit kein numerischer Mehraufwand entsteht. Die zu zerlegende
Matrix wird fu¨r die Integration sowieso beno¨tigt. Man ko¨nnte aber fu¨r andere Zwecke
eine andere Matrix verwenden, mu¨sste deren Zerlegung aber in Kauf nehmen (was nicht
besonders tragisch ist, da es sich nur um eine Zerlegung handelt im Vergleich zur wahr-
scheinlich viel aufwendigeren Integration).
Ein solch anderer Zweck soll hier beispielhaft vorgefu¨hrt werden. Dabei wird sich die
Flexibilita¨t der orthogonalen Relaxation zeigen. Ausgangspunkt ist die Formulierung ei-









Ein einfacher Mechanismus mit
unterschiedlichen Koordinaten beschrieben
Das angegebene Modell bestehe aus einer Masse M1, die in einem festen Abstand vom
Ursprung diesen umlaufen kann und einer Masse M2, die einen festen Abstand zu M1
habe.
Der vom u¨blichen abweichende Zweck bestehe nun darin, daß auf Optimiererseite andere
Koordinaten als auf Integratorseite verwendet werden sollen. Der Optimierer soll ein Ge-
misch aus minimalen und nichtminimalen Koordinaten verwenden. So werde die Position
von M1 durch den Winkel α eindeutig festgelegt, die Position von M2 durch die Koordi-
naten x2 und y2. Analog werden auf Geschwindigkeitsebene die Koordinaten vα, vx2 und
vy2 benutzt.
Der Integrator dagegen soll die Koordinaten x1, y1 und x2, y2 sowie die dazugeho¨rigen Ge-
schwindigkeiten vx1, vy1, vx2, vy2 verwenden. Der Integrator beno¨tigt außerdem die beiden
Zwangsbedingungen





gpos2(x1, y1, x2, y2) = (x1 − x2)2 + (y1 − y2)2 − 1
und deren zeitliche Ableitung gvel1 und gvel2.
Durch die Wahl der Koordinaten auf Optimiererseite sind die vom Optimierer gelieferten
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Initialwerte immer derart, daß die erste Zwangsbedingung gpos1 sowie gvel1 automatisch
erfu¨llt ist, die zweite dagegen i. allg. nicht. Nun seien konsistente initiale p-Werte und




vα = − 1
vx2 = − 1
vy2 = 0.







vx2 = − 1
vy2 = 0,




















Damit wird die Integration also mit







gestartet, einem konsistenten Wert.
Nach der Integration wird aber auf die Orte der Wert vi(t − t0) und auf die Geschwin-
digkeiten vi aufgeschlagen. Interessant ist, was mit den Orten passiert. Angenommen das




Dann sieht die Stellung nach Addition von vi(t− t0) so aus:
-
Endergebnis.
Insbesondere ist die Position der Masse M1 so, daß sie nicht mehr konsistent mit gpos1
ist. Dies bereitet Schwierigkeiten, wenn man von (x1, y1) wieder auf α zuru¨ckrechnen
will, um dieses Ergebnis dann dem Optimierer mitteilen zu ko¨nnen. Noch schwieriger
ist im u¨brigen in solch einer Stellung die Ru¨ckrechnung von vx1, vy1 auf vα. Und stellt
man die numerischen Werte so ein, daß sich am Ende der Rechnung fu¨r M1 die Position
x1 = 0, y1 = 0 ergibt, so ist eine Ru¨ckrechung ga¨nzlich unmo¨glich.
Dieses Problem kann man umgehen. Man erzwingt, daß zu den Koordinaten, die man
nicht direkt zuru¨ckreicht, sondern umrechnen muß, die entsprechende Komponente von
vi gleich 0 ist. Denn dann wird nach der Integration an diesen Koordinaten nichts mehr
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gea¨ndert und sie ko¨nnen problemlos transformiert werden. Im obigen Beispiel wu¨rde man
also erzwingen, daß von vi die ersten beiden Komponenten gleich 0 wa¨ren.
In der praktischen Umsetzung geht man am besten wie folgt vor: dem Gleichungssystem
G(p0)vi = G(p0)v0 (23)
fu¨gt man Gleichungen hinzu, daß gewisse Werte unvera¨ndert bleiben sollen. Im obigen
Beispiel 3 ergibt sich:
G =
(
0 2 0 0
−2 0 2 0
)
.
Mo¨chte man vx1 und vy1 unvera¨ndert lassen, so fu¨gt man hinzu:(
1 0 0 0








Nun lo¨st man das gemeinsame Gleichungssystem
1 0 0 0
0 1 0 0
0 2 0 0






















also konsistente Geschwindigkeiten bei unvera¨ndertem vx1, vy1:
7vi4 kann beliebig gewa¨hlt werden, ohne die Konsistenz zu zersto¨ren. Ist der Rangverlust an die-





- -v1 v2 = v1
Startsituation der (inneren)
Integration bei angepasster Relaxierung.
§1.4 Orthogonale Relaxierung und Wronski-Matrix. Verwendet man orthogo-
nale Relaxierung, so muß dies natu¨rlich bei der Berechnung von Wronski-Matrizen, d. h.
Ableitungen nach Anfangswerten und Parametern, beru¨cksichtigt werden. Hier sollen nun
die entsprechenden Formeln hergeleitet werden.






Sei n die Dimension von p bzw. auch von v und sei En die n × n-Einheitsmatrix. Die
Lo¨sung der DAE zum Zeitpunkt T bei Ortsanfangswert p0 und konsistentem Geschwin-
digkeitsanfangswert v0 zum Startzeitpunkt
8 t0 und (konstanten) Parametern q werde mit
Y (T, p0, v0, q)
bezeichnet; Y ist also das Ergebnis der (inneren) Integration, angesetzt auf p0, v0 und q.
Das Gesamtergebnis der orthogonale Relaxierung und Integration werde mit
Y˜ (T, p0, v0, q)
abgeku¨rzt. vi(p0, v0) sei der inkonsistente Teil der Anfangsgeschwindigkeiten, der gema¨ß
Algorithmus abgespaltet wird. Das Verfahren la¨sst sich dann kurz so beschreiben:
Y˜ (T, p0, v0, q) = Y (T, p0, v0 − vi, q) +
 vi(T − t0)vi
0
 . (24)
8Ableitungen nach t0 sollen nicht betrachtet werden, da sie von geringem Interesse sind und die
Herleitung der entsprechenden Formeln analog verla¨uft.
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Unmittelbar aus (24) folgt als erster Zwischenschritt
∂
∂p0
Y˜ (T, p0, v0, q) =
∂
∂p0






















Y˜ (T, p0, v0, q) =
∂
∂v0


















Y˜ (T, p0, v0, q) =
∂
∂q
Y (T, p0, v0, q).
Ist der Integrator in der Lage, auch Sensitivita¨ten gleich mitzuberechnen (z. B. u¨ber In-
terne Numerische Differentiation), so liefert er die Terme
∂
∂p0
Y (T, p0, v0 − vi, q), ∂
∂v0
Y (T, p0, v0 − vi, q), ∂
∂q
Y (T, p0, v0, q)
gleich mit. Um daraus die letztendlich interessierenden Ableitungen von Y˜ zu gewinnen,




















Zuna¨chst wird der einfachere Fall angenommen, na¨mlich ∂
∂v0
vi. Dazu leitet man die Glei-














wobei ej der j-te Einheitsvektor ist und
∂vi
∂vj0
ist die j-te Spalte von ∂vi
∂v0
. Dieses Gleichungs-
system wird nun fu¨r j = 1, . . . , n gelo¨st. Praktischerweise ist die Matrix auf der linken
Seite gleich geblieben, so daß sie nur einmal zerlegt werden muß und dann dazu dient
nacheinander alle Spalten von ∂vi
∂v0
zu liefern. Der Term ∂ξ
∂v0
ist dabei uninteressant, seine
Berechnung kann unterdru¨ckt werden.
Nun folgt der kompliziertere Fall, ∂
∂p0
vi. Leitet man (26) nach der j-ten Komponente von






























Diese Gleichung ermo¨glicht die spaltenweise Berechnung von ∂
∂p0
vi. Die zu zerlegende












Im vorigen Abschnitt wurde des o¨fteren
”
G(p0) habe keinen Rangverlust“ vorausgesetzt.
Auch in der Anmerkung nach Feststellung 5 wurde nur gesagt:
”
Startet das System nicht
im Rangverlust, so la¨uft es auch in keinen.“ Ebenso wird das Gebiet der
”
problemlosen“
Startwerte fu¨r das Beispiel 2 durch die Achse {p0 = 0} immer noch in zwei unzusam-
menha¨ngende Gebiete geteilt (wenn auch der Konsistenzpunkt nun nicht mehr am Rand
dieses Gebiets liegt). Dennoch dra¨ngt sich die Frage auf:
”
Gibt es eine Relaxierung, die die Integration fu¨r beliebige Startwerte erlaubt?“
In diesem Abschnitt soll auf diese Frage geantwortet werden. Generell sei in diesem Ab-
schnitt vorausgesetzt, daß die Konsistenzmannigfaltigkeit selbst keine Stelle mit Rangver-
lust besitzt, d. h.
∀p (gpos(p) = 0→ G(p) hat Vollrang).
Im Kapitel III soll dann die Verletzung dieser Voraussetzung untersucht werden. Da im
vorigen Abschnitt die Geschwindigkeitsinkonsistenz umfassend gekla¨rt wurde, darf man
im folgenden davon ausgehen, daß keine Geschwindigkeitsinkonsistenzen vorliegen.
§2.1 Unbehebbarkeit von Rangverlusten. Von Interesse ist der folgende Begriff:
Definition 7 (Globaler Vollrang). Eine Relaxation
h˜ : D′ ×D → Rk






Diese Definition ist strenger als eigentlich notwendig, denn ausgehend von einem be-
stimmten p0 ist nicht jedes p in der Dynamik erreichbar. Dieser Gedanke ist aber in voller
Allgemeinheit zu kompliziert.
Zuna¨chst seien zwei Beispiele eingefu¨hrt.
Beispiel 4.
Das System werde durch vier Variablen a, b, c, d beschrieben und durch die Zwangsbe-
dingung
gpos(a, b, c, d) = (a− b)(c− d)− 1.
Beispiel 5.
Das System werde durch eine Variable p beschrieben und durch die Zwangsbedingung
gpos(p) = p
2 − 1.
Dies entspricht dem Beispiel 2 aus dem vorherigen Abschnitt.
Von Interesse ist der Rangverlust der Ableitungsmatrix G der Beispiele. Im Beispiel 4 gilt
GBsp4(a, b, c, d) =
(
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GBsp4 verliert seinen Vollrang dann und genau dann, wenn a = b und c = d ist. GBsp5 hat
Rangverlust in p = 0.
Feststellung 6. Fu¨r Beispiel 4 gibt es eine Relaxation, so daß kein Rangverlust mehr
mo¨glich ist, d. h. eine Relaxation mit globalem Vollrang.
Beweis. Die Relaxation lautet
g˜Bsp4(a, b, c, d) = f0((a− b)(c− d)− 1) + (1− f0)(a+ b + c+ d)−
− f0((a0 − b0)(c0 − d0)− 1)− (1− f0)(a0 + b0 + c0 + d0)
mit
f0 = (a0 − b0)(c0 − d0).
Die Ableitungsmatrix G˜Bsp4(a, b, c, d) lautet(
f0(c− d) + (1− f0) f0(d− c) + (1− f0) f0(a− b) + (1− f0) f0(b− a) + (1− f0)
)
.
G˜Bsp4 hat Rangverlust, wenn alle Komponenten gleich 0 sind. Sei dies der Fall fu¨r ein
a, b, c, d mit g˜Bsp4(a, b, c, d) = 0. Aus der Tatsache, daß die ersten beiden Komponenten
gleich 0 sind, folgert man
2− 2f0 = 0
oder
f0 = 1.
Damit geht die Bedingung, daß alle Komponenten von G˜Bsp4 gleich 0 sind, u¨ber in
a− b = 0
c− d = 0.
Nun gilt aber
g˜Bsp4(a, b, c, d) = 0,
was sich nun schreiben la¨sst als
−1− (a0 − b0)(c0 − d0) + 1 = 0
oder
(a0 − b0)(c0 − d0) = 0.
Dies ist aber nichts anderes als
f0 = 0,
was ein Widerspruch zu obigem f0 = 1 ist. 
Im Gegensatz dazu gilt
Feststellung 7. Es gibt fu¨r Beispiel 5 keine Relaxation mit globalem Vollrang, so daß
das Definitionsgebiet der Relaxation die Konsistenzmenge umfasst und konvex ist, d. h. es
gibt keine Relaxation von {p| ‖p‖ = 1} ⊆ D auf
g˜Bsp5(p0, p) : D
′ ×D → R, D ⊆ D′, D′ konvex,
die Vollrang auf D′ hat.
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Beweis. Angenommen g˜Bsp5 sei so eine Relaxation. Seien
E = {p| ‖p‖ = 1},
E0 = {p| ‖p‖ ≤ 1}.
Da D′ E umfassen und konvex sein soll, umfasst es auch E0. Nach der Definition einer
Relaxation muß aber gelten
∀p ∈ E (g˜Bsp5(p, p) = 0).
Nun ist E0 kompakt, daher nimmt g˜Bsp5 ein Maximum und ein Minimum auf E0 an.
Ist nun der Wert im Maximum und im Minimum gleich 0, so ist g˜Bsp5 auf ganz E0 iden-
tisch gleich 0, somit hat g˜Bsp5 auf ganz E0 Rangverlust.
Ist dagegen der Wert im Maximum oder Minimum von 0 verschieden, so wird das Maxi-
mum bzw. Minimum nicht am Rand E angenommen (denn dort sind alle Werte gleich 0),
sondern im Inneren von E an einer Stelle pM . Dort gilt dann aber g˜
′
Bsp5(pM) = 0. Dann
aber hat g˜Bsp5 keinen globalen Vollrang. 
§2.2 Globaler Vollrang. Trotz der negativen Ergebnisse der Feststellung 7 gibt es
eine Mo¨glichkeit fu¨r K = R globalen Vollrang zu erreichen. Dieses Verfahren soll hier
vorgestellt werden. Im Rahmen der Definition von Relaxierung ist dies nach besagter
Feststellung nicht mo¨glich. Die Definition mu¨sste erweitert werden, was hier aber nicht
geschehen soll, da die Eingriffe in die Modellformulierung bereits keine kleinen Korrektu-
ren mehr sind. Daher soll nicht mehr von Relaxierung, sondern von Modellformulierung
gesprochen werden.
Der wesentliche Unterschied zu den Relaxierungen besteht darin, daß sich nun die Anzahl
der Variablen a¨ndert. Was bei gleichbleibender Variablenzahl nicht mo¨glich ist, wird bei
zunehmender Zahl machbar.
Feststellung 8. Es sei ein Mehrko¨rpermodell in Deskriptorform (7) gegeben. Die Anzahl
der Positionsvariablen p sei n. Von der gleichen Dimension sei v, insgesamt habe das
System also 2n Variable (zzgl. eventueller Parameter). Die Anzahl der Zwangsbedingungen
bzw. Invarianten auf Positionsebene sei k, d. h. gpos ist eine Funktion mit Bild im Rk.
Dann gibt es eine Formulierung dieses Modells in 2n + 2k Variable (zzgl. eventueller
Parameter), die globalen Vollrang besitzt.















gvel(p, v) = 0.
Es treten nun auf Ortsebene k neue Variablen   und auf Geschwindigkeitsebene k neue
Variablen  hinzu. Als Hilfsvariable zur Formulierung taucht auch  auf. Ebenfalls beno¨tigt
werden k
”
Pseudomassen“  , die konstant gesetzt werden ko¨nnen (am einfachsten gleich
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Die algebraische Gleichung vera¨ndert sich zu ( M 00 
) 
T (p,   )











noch zu wa¨hlen ist (z. B. zu ≡ 0) und

aus den vera¨nderten Zwangsbedingungen
resultiert. Diese werden gea¨ndert und dann relaxiert (linear/orthogonal/Baumgarte). Sei
gpos,i die Zwangsbedingung Nr. i und Gi die i-te Zeile der Ableitungsmatrix G. Dann sei

pos,i(p,







Unterteilt man die Zeile

i in einen ersten Block mit n Eintra¨gen und einen zweiten Block
























Ek := k × k Einheitsmatrix
ein, so erha¨lt man ku¨rzer

(p,   ) =
(





einen Rangverlust hat, muß c(p) = 0 sein, denn ansonsten hat

allein
schon auf Grund des hinteren Teils c(p)Ek Vollrang. c(p) = 0 impliziert aber, daß alle
Zwangsbedingungen eingehalten werden:
∀j = 1, . . . , k (gpos,j(p) = 0).
Damit gilt auch C(p) = 0 und

(p,   ) = G(p). Nach Voraussetzung hatte aber G(p) Voll-
rang, wenn p konsistent ist. Damit hat

fu¨r beliebige Werte von p und   Vollrang, also
globalen Vollrang. Nun muß noch das relaxierte ˜






, damit globaler Vollrang, bei orthogonaler Relaxie-
rung argumentiert man analog zu obiger Beweisfu¨hrung mit P statt p. 
Einige Bemerkungen dazu:
38 II. RELAXIERUNG
(1) Im Modellproblem (11) waren die Anfangswerte fix. Diese ko¨nnen dann um
 
0 = 0
 0 = 0
erga¨nzt werden. In der stetigen und konsistenten Lo¨sung gilt dann
  ≡ 0
 ≡ 0.
(2) Die Formulierung (27) hat noch viele Freiheiten. So darf man recht frei u¨ber
 verfu¨gen. Am einfachsten ist es, man setzt alle Komponenten konstant, am
besten gleich 1. Ebenso hat man die Mo¨glichkeit in (28) die Terme gpos,j(p)
2 mit
Skalierungen zu versehen.
(3) Eine weitere Freiheit besteht in der Wahl von

. Dieses kann beispielsweise auf 0
gesetzt werden. Dies fu¨hrt dazu, daß im Falle von konsistenten p immer  gleich
0 ist und damit  kontant bleibt. Geht man zusa¨tzlich davon aus, daß in der
Lo¨sung des zugrunde liegenden Optimierungs-Modellproblems auch   ≡ 0,  ≡ 0
ist9, dann ist auch eine Formulierung der Art

(p, v, q,   ,  ) = −   − 
sinnvoll, die versucht, diese Variablen wieder gegen die 0 zu treiben.
(4) Die Dynamik der Variablen   und  wird weniger vom Term

als vielmehr von
bestimmt. Sind die p konsistent, dann ist

(p,   ) = G(p) und die Gleichungen
fu¨r  entkoppeln von den u¨brigen Gleichungen in (27). Dann bestimmt

allein
die Dynamik von   ,  . Sind die p aber nicht konsistent, so wird die Dynamik
von   ,  durch Einhaltung der Zwangsbedingung (28) bestimmt. Die Sta¨rke der
Inkonsistenz der p bestimmt den Grad der Ankopplung der  -Gleichungen an die
a-Gleichungen.
(5) Gewisse Vereinfachungen sind mo¨glich. So ist es denkbar, daß die Zeilen von G
in gewisse unabha¨ngige Teile zerfallen, und zwar derart, daß der Rangverlust ei-
nes Teils nicht abha¨ngig ist von den Zwangsbedingungen, die den Zeilen anderer




Summe nur u¨ber die Zeilen des eigenen Teils ersetzen. Ist z. B. Rangverlust nur
durch Nullwerdung einer Zeile (nicht aber durch lineare Abha¨ngigkeit von ande-
ren Zeilen) mo¨glich, so kann man diesen Term durch   igpos,i(p)
2 ersetzen.
Nach Zusatzu¨berlegungen ist es auch mo¨glich dann zu   igpos,i(p) u¨berzugehen.
Die entsprechende Zwangsbedingung lautet dann

pos,i(p,
  ) = gpos,i(p) +
 
igpos,i(p)






(1 +   i)Gi(p) gpos,i(p)
)
.
Ist die Optimierungsumgebung nun so, daß die Integration nie mit   i = −1 und
immer mit  i = 0 gestartet wird (z. B. weil die Schranken in (11) fu¨r
 
i und  i
entsprechend gewa¨hlt wurden), so hat

i immer Vollrang. Denn war
gpos,i(p0) = 0,
9Z. B. indem man die fixen Anfangswerte von  und  auf 0 setzt.
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  ) = 0 impliziert gpos,i(p) = 0, p bleibt also konsistent, Gi beha¨lt Vollrang.




(6) Die Anzahl der Variablen   , die hinzugefu¨gt werden mu¨ssen, korrespondiert zur
Gro¨ße des Rangverlusts, der auftreten kann. Muß man mit einem totalen Rang-
verlust rechnen, mu¨ssen k Variablen hinzugefu¨gt werden. Kann der Rangdefekt
ho¨chstens 1 betragen, so reicht die Hinzufu¨gung einer Variablen.
(7) Interessant ist die Anwendung der Baumgarte-Relaxierung auf die modifizierte
Formulierung von Beispiel 5, gestartet im Wert p = 0 und   = 0. Die Dynamik der
Baumgarte-Relaxierung versucht das System auf die Konsistenzmannigfaltigkeit
zuru¨ckzutreiben. Hier besteht die Konsistenzmannigfaltigkeit aber aus den Punk-
ten p = −1 und p = 1 und der Startwert liegt genau symmetrisch dazwischen.
Aus Symmetriegru¨nden du¨rfte keiner der beiden Werte bevorzugt werden und
dies geschieht auch: statt p a¨ndert sich der Wert von   , um die Zwangsbedingung
einzuhalten. Fu¨r p =   = 0 und dem Baumgarte-Ansatz
gpos(p) = Φ(t)
ergibt sich (vereinfachte Gleichung dadurch, daß p = 0 bleibt) a
λ
 =
 02v2 + 2v2   + Φ¨(t)
−  +  (2v2 + 2v2   + Φ¨(t))
 .
Dabei wird die Dynamik von   vollsta¨ndig von dieser Zwangsbedingung diktiert.
Die Wahl von

hat in dieser Situation nur Einfluss auf λ. Wa¨hlt man aber

= −   −  und weicht p von 0 nur ein wenig ab, so wird   schließlich wieder
Richtung 0 und p Richtung Mannigfaltigkeitspunkt geschoben.
(8) Die modifizierte Modellformulierung (27) fu¨hrt weiterhin zu entsprechend oft dif-
ferenzierbaren Lo¨sungen. I. a. stehen nun aber innerhalb des F inkonsistente p
und v. Daher muß man F auf solche Werte fortsetzen. Dabei muß man Entar-
tungen beru¨cksichtigen, wenn man die Differenzierbarkeit erhalten mo¨chte. So
ko¨nnten z. B. zwei Variablen x1, x2 eine Einheitsachse
x1−x2
‖x1−x2‖ festgelegt haben,
um die z. B. ein Drehmoment wirkt.
”
Wandern“ nun x1 und x2 aufeinander zu
und durcheinander durch, so springt die Achse in die entgegengesetzte Richtung
und dies fu¨hrt zum Verschwinden der Differenzierbarkeit. Dies kann aber beho-
ben werden, indem man das wirkende Drehmoment mit einem Wert multipliziert,
der 1 ist, wenn x1, x2 konsistent sind, und der 0 wird, wenn sie sich durchdringen.
Lautet die urspru¨ngliche Zwangsbedingung
gpos(x1, x2) = (x1 − x2)2 − 1,
so kann als besagter Term
(x1 − x2)2
gewa¨hlt werden. Der Sprung der Achse wird also mit der Entartung gegla¨ttet.
(9) Wa¨hlt man

wie oben geschildert ≡ 0 oder = −   −  , dann bleiben   ,  linear
bzw. konstant, falls ihre Gleichungen von den u¨brigen entkoppeln, also falls die
p konsistent sind. Sind die p nicht konsistent, ist mit starken Vera¨nderungen
von   ,  zu rechnen. In diesem Sinne darf man die neuen Variablen   und 
”
Seismographen der Inkonsistenz“ nennen.
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(10) Entfernt sich das System zu weit von der Konsistenzmannigfaltigkeit, so werden
die Trajektoren von   und  immer chaotischer. I. a. werden sie durch heftige
Schwingungen gekennzeichnet, die dazu fu¨hren, daß der Optimierer Probleme
bei der Bestimmung einer Abstiegsrichtung bekommt.
(11) Auch wenn starke Abweichungen von der Mannigfaltigkeit zu einem schnellen
Ende der Optimierung fu¨hren ko¨nnen, gibt es Bereiche, in denen sie angewandt
werden kann, so bei der Bestimmung der initialen Optimierungswerte im Mehr-
zielverfahren. Es gibt die Situation, in der die Anfangstrajektorie der Optimie-
rung unbekannt ist und durch eine initiale Integration aus Anfangswert und
Initialsteuerung gewonnen wird. Verla¨sst die Trajektorie dabei den durch (11)
definierten Bereich, so setzt der Optimierer sie im nachfolgenden Knoten auf
den na¨chsten nach (11) zula¨ssigen Punkt. Dabei kann es durchaus passieren, daß
mehrere Massen (die z. B. allesamt den Boden durchschlagen haben) auf den glei-
chen Punkt gesetzt werden, mithin also in einer sehr großen Entartung gestartet
wird. Bricht hier die Integration zusammen, so kann auch der Optimierer ohne
die no¨tigen Anfangswerte nicht starten. Trotz z. T. heftiger Schwingungen liefert
aber die Formulierung (28) Initialwerte. U¨berwiegen diese nicht, so wird im Laufe
weniger Optimierungsschritte die Inkonsistenz immer schwa¨cher und sinkt dann
auf das normale Maß. Nachdem diese Phase erreicht wird, ist es u¨berlegenswert,
wieder mit diesen Zwischenresultaten zum Modell (27) zuru¨ckzukehren. Denn
i. allg. sind keine weiteren starken Abweichungen von der Konsistenzmannigfal-
tigkeit zu erwarten und das Modell mit den zusa¨tzlichen Variablen ist natu¨rlich
in der Integration langsamer als das ohne.
§3 Initiale Projektion
Ein Nachteil der redundanten Koordinaten besteht in der großen Zahl an Variablen. Be-
sonders schwerwiegend macht sich dies bei Berechnung der Wronski-Matrix gema¨ß Defini-
tion 4 bemerkbar. Es mu¨ssen offensichtlich so viele Richtungsableitungen bestimmt werden
wie es Variablen gibt und hinter jeder Richtungsableitung steht i. allg. eine vollsta¨ndige
Integration einer im Anfangswert variierten DAE. Besonders gravierend wirkt sich das
bei den natu¨rlichen Koordinaten aus, bei denen jeder Starrko¨rper zwo¨lf Orts- und zwo¨lf
Geschwindigkeitsvariablen zugeordnet bekommt, im Gegensatz zu drei Orts- und drei Ge-
schwindigkeitsvariablen in der Formulierung mit Minimalkoordinaten. Der Unterschied
von 24 Integrationen zu 6 Integrationen spra¨che hier eindeutig gegen die Anwendung
von natu¨rlichen Koordinaten, ga¨be es nicht eine Mo¨glichkeit, die Anzahl der notwendi-
gen Richtungsableitungen auf die Anzahl zu reduzieren, die auch fu¨r Minimalkoordinaten
notwendig sind.
Diese Mo¨glichkeit gibt es und sie soll hier vorgestellt werden. Sie reduziert nicht nur den
Integrationsaufwand auf das notwendige Minimum, sondern lo¨st auch die in den beiden
vorherigen Abschnitten besprochenen Probleme der Singularita¨ten durch inkonsistente
Startwerte. Ihr Nachteil ist, daß die vorgestellte Methode nur lokal funktioniert, d. h. nur
durchgefu¨hrt werden kann, wenn die inkonsistenten Startwerte nicht allzu stark von der
Konsistenzmannigfaltigkeit entfernt sind (dies ist in der Praxis i. allg. der Fall) und wenn
wie schon o¨fters der Vollrang von G vorausgesetzt wird.
§3.1 Motivation. Die Methode beruht auf Ideen von C. Kraus, welcher wiederum
Arbeiten von J. Schlo¨der10 auf die Mechanik angewandt hat.
10siehe Schlo¨der[60]
§3. INITIALE PROJEKTION 41
Zur Motivation sei noch einmal an den Algorithmus der orthogonalen Relaxation in Ab-
schnitt §1.2 erinnert. Im letzten Schritt des Algorithmus findet die Ru¨cksubstitution statt:
p(tend) := p(tend) + vi(tend − t0)
v(tend) := v(tend) + vi.
Welche Konsequenzen hat es, wenn die Ru¨cksubstitution unterlassen wird?
(1) Die
”
Lo¨sung“ zum Zeitpunkt t0 erfu¨llt nicht mehr die Anfangsbedingungen
p(t0) = p0, v(t0) = v0,
sondern nur noch
p(t0) = p0, v(t0) = v0 − vi.
(2) Die Wronski-Matrix ist rangdefizita¨r. Dies sieht man am deutlichsten, wenn man
die Wronski-Matrix zum Zeitpunkt t0 ermittelt. Die Wronski-Matrix ist nicht
mehr die Einheitsmatrix, sondern nur noch der zur Ortsvariablen geho¨rige Teil
ist eine Einheitsmatrix. Der zu Geschwindigkeitsvariablen geho¨rige Teil ist i. allg.
nicht mehr die Einheitsmatrix. Der Einfachheit halber darf man sich im folgenden
die Massenmatrix M als Einheitsmatrix E vorstellen. Die Matrix G(p0) bestimmt
im Punkt p0 einen Tangentenraum (Richtungen r mit G(p0)r = 0) und einen
Normalenraum (Linearkombinationen der Zeilen von G(p0)). In Richtung der














Nun werde vi variiert in eine Richtung λ, die sich als Linearkombination von
Zeilen von G(p0) schreiben la¨sst:



















































Damit wird im Rahmen der Relaxierung von v′0 der Term vi +λ subtrahiert, also
ergibt sich
V (0) := v′0 − vi − λ = v0 + λ− vi − λ = v0 − vi.
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Dies ist aber der gleiche Startwert fu¨r V wie bei v0! Die Variation v
′
0 := v0 + λ
wurde durch das Subtrahieren des inkonsistenten Anteils vo¨llig kompensiert (was
insofern klar ist, als daß um eine Gro¨ße variiert wurde, die vollsta¨ndig senk-
recht zur Konsistenzmannigfaltigkeit ist). Damit ergibt sich, daß die Sensitivita¨t
in Richtungen des Normalenraums gleich 0 ist. Folglich ist die Wronski-Matrix
rangdefizita¨r, sie hat
”
in diese Richtungen“ Nullspalten.
(3) Die Berechnung der Wronski-Matrix hat sich reduziert. Fu¨hrt man eine Basis-
transformation durch auf eine neue Basis, die aus dem Normalenraum und dem
Tangentenraum von G(p0) besteht, so ist das Ergebnis des Normalenraums a
priori bekannt: es besteht aus Nullspalten. Nur noch die Sensitivita¨t im Tangen-
tenraum muß berechnet werden. Da der Normalenraum von den Zeilen von G(p0)
aufgespannt wird, bedeutet dies, daß man sich die Berechnung von so vielen vari-
ierten Trajektorien erspart wie es Zwangsbedingungen gibt. Das heißt aber, daß
nur noch so viele Richtungsableitungen gebraucht werden wie es tatsa¨chlich Frei-
heitsgrade gibt. Damit ist man bei der minimal notwendigen Gro¨ße, die auch bei
Minimalkoordinaten beno¨tigt wird (dies allerdings hier immer nur bezogen auf
den Raum der Geschwindigkeitskoordinaten, noch nicht der Ortskoordinaten).
(4) Der Rangverlust der Wronski-Matrix ist im multiple-shooting-Kontext ungefa¨hr-
lich. Im multiple-shooting werden die Stetigkeitsanschlußbedingungen (10)
Y (ti+1, ti, yi)− yi+1 = 0
gefordert, deren Linearisierung lautet
∂
∂yi
Y (ti+1, ti, yi)∆yi −∆yi+1 = 0
bzw. in einer Matrix-Block Schreibweise bei geeigneter Sortierung der Variablen(
∂
∂yi





wobei E die Einheitsmatrix ist. Der Rangverlust des Matrixblocks ∂
∂yi
Y (ti+1, ti, yi)
ist ungefa¨hrlich, da der Marixblock E fu¨r den Vollrang des Systems (29) sorgt.
Insgesamt bietet sich hier also die Mo¨glichkeit, den Aufwand zur Berechnung der Wronski-
Matrix auf das notwendige Minimum zu reduzieren und redundante Koordinaten damit
wieder konkurrenzfa¨hig zu machen. Allerdings muß die zu lo¨sende DAE umformuliert
werden, da das Verfahren wegen Punkt 1 (Seite 41) die Anfangswertbedingung nicht
erfu¨llt. Auch sollen die Vorteile eines solchen Vorgehens ebenfalls auf die Ortskoordinaten
ausgedehnt werden. Die Vorstellung, daß eine Variation in eine inkonsistente Richtung
einfach wegprojiziert wird, ist dabei die zentrale Idee.
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unter Beru¨cksichtigung der Invarianten
gpos(p) = 0
gvel(p, v) = 0.
Dabei ist Π : K2n → K2n ein Projektor, der die folgenden Eigenschaften hat:





























wobei [·]i die i-te Komponente des Vektors bedeutet.
(2) Π ist i. allg. nur lokal definiert, d. h. nur fu¨r Werte p0, v0, die hinreichend nahe
an der Konsistenzmannigfaltigkeit liegen. Dies macht das gesamte Verfahren zu
einem lokalen Verfahren.
(3) Π ist die identische Abbildung auf der Konsistenzmannigfaltigkeit selbst, d. h.












Zusammenfassend la¨ßt sich also sagen: die Einfu¨hrung eines solchen Projektors Π macht
das Ganze im Gegensatz zu den fast global anwendbaren Relaxierungen zu einem nur
noch lokal anwendbaren Verfahren. Dieses erspart aber die Relaxierungen selbst, da nach
der Projektion die Anfangswerte konsistent sind, und nimmt auf der Konsistenzmannig-
faltigkeit selbst keinerlei Vera¨nderungen vor, da dort die Projektion die Identita¨t ist.
Nun geht es darum, einen geschickten Projektor Π zu wa¨hlen, damit das Verfahren die
im Abschnitt §3.1 versprochenen Eigenschaften besitzt.
Definition 8 (Initiale Projektion). Das Verfahren der initialen Projektion besteht da-












und p sei Lo¨sung des folgenden nichtlinearen Gleichungssystems
A(p− p0) +GT (p)ξ = 0 (31)
gpos(p) = 0













v = v0 − vi .
Die Matrix A ist dabei wa¨hlbar, i. allg. wird A = M (Massenmatrix) oder A = E (Ein-
heitsmatrix) sein. Voraussetzung ist, daß G(p) Vollrang hat.
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Feststellung 9 (Irrelevante Richtungen). Die Spalten von A−1GT (p) stellen irrele-
vante Richtungen dar, d. h. werden die Anfangswerte p0 und v0 in Richtung einer Line-
arkombination aus Spalten von A−1GT (p) (=Normalraum) variiert, so wird die Variation
wegprojiziert und es ergibt sich das gleiche p und v wie im unvariierten Fall.
Beweis. Seien p, v und ξ die Lo¨sungen des obigen Systems bei Anfangswerten p0 und
v0 und sei p
′
0 := p0 + A
−1GT (p)µ. Dann gilt:
A(p− p0 − A−1GT (p)µ) +GT (p)(ξ + µ) = A(p− p0)−GT (p)µ+GT (p)ξ +GT (p)µ




Also ist p, ξ+µ Lo¨sung des Systems (31) fu¨r das variierte p0, mithin ergibt sich das gleiche
p wie im unvariierten Fall.
Damit wird in das Gleichungssystem (32) ein unvera¨ndertes p eingesetzt. Der Beweis,
daß dann auch die Variation des v0 wegprojiziert wird, wurde schon in Punkt 2 von §3.1
erbracht. 
Zur Berechnung der Wronski-Matrix mit Hilfe variierter Trajektorien ergibt sich folgender
Algorithmus der initialen Projektion
(1) Projiziere die gegebenen Anfangswerte p0 und v0 nach p und v durch Lo¨sen
der Gleichungssysteme (31) und (32).






deren erster Teil BN aus den Spalten von A
−1GT (p) gebildet ist und deren
zweiter Teil BT den Orthogonalraum zu BN aufspannt. (Hier kann wahl-
weise eine Orthogonalisierung oder eine Orthonormalisierung vorgenommen
werden.)
(3) Setze in der zu berechnenden Wronski-Matrix die ersten Spalten auf 0, die
zu BN korrespondieren. Dies sind jeweils so viele Spalten wie es Zwangsbe-
dingungen gibt (Anzahl Zeilen von gpos plus Anzahl Zeilen von gvel).
(4) Setze Variationen in Richtungen der Spalten von BT . Die Anzahl der Va-
riationen entspricht der Anzahl der tatsa¨chlichen Freiheitsgrade.
(5) Projeziere die variierten Anfangswerte wieder auf die Konsistenzmannigfal-
tigkeit durch Lo¨sen der Gleichungssysteme (31) und (32).
(6) Integriere alle Trajektorien, die unvera¨nderte Haupttrajektorie ebenso wie
die variierten.
(7) Bestimme aus dem Ergebnis den Teil der Wronski-Matrix, der zu BT kor-
respondiert.Nun liegt die Wronski-Matrix bzgl. der Basis B vor.
(8) Fu¨hre eine Ru¨cktransformation von B auf das urspru¨ngliche Koordinaten-
system durch. Dabei wird die Wronski-Matrix bzgl. B in die zu berechnende
Wronski-Matrix u¨berfu¨hrt.
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Das Gleichungssystem (31) lo¨st man am besten mit dem Newton-Verfahren. Der Iterati-
onsschritt lautet dann(
A + ∂pG











Dabei tritt der Ableitungstensor ∂pG auf, der als Bestandteil des Modells analytisch vor-
liegen sollte.
Der Aufwand zur Durchfu¨hrung dieses Iterationsverfahrens ist i. allg. vernachla¨ssigbar
klein im Vergleich damit, daß eine gro¨ßere Anzahl an Integrationen damit gespart wird.
Ansonsten besteht noch die Mo¨glichkeit, hier Maßnahmen zur Beschleunigung des Ver-
fahrens zu ergreifen, als da wa¨ren
- feste Anzahl an Iterationsschritten (z. B. nur ein Schritt) oder
- Vereinfachung der Matrix durch Weglassen des Tensorterms ∂pG.
Hier wa¨re aber eine genaue Fehleranalyse no¨tig, denn eine ungenaue Bestimmung von p
fu¨hrt zu einer ungenauen Bestimmung der Richtungen in B und damit zu Fehlern in der
zu berechnenden Wronski-Matrix.
Ein Verfahren wie die initiale Projektion findet sich bereits bei Gerdts[26]. Dort werden







Dies entspricht in obiger Darstellung einer Projektion mit A als Einheitsmatrix. Allerdings
wird diese Projektion bei Gerdts nicht dazu benutzt, die Anzahl der fu¨r die Richtungs-
ableitungen notwendigen Integration zu minimieren.
§3.3 Variationsdifferentialgleichung. Fu¨r viele theoretische Untersuchungen ist
es vorteilhafter, statt der Differentialgleichung
y˙(t) = f(t, y(t)), y(t0) = y0
die zugeho¨rige Integralgleichung zu betrachten, denn sie beinhaltet in einer Gleichung
sowohl den dynamischen Verlauf als auch die Anfangswerte:




Daher soll an dieser Stelle die Vera¨nderung der Differentialgleichung auch in der Integ-
raldarstellung genannt werden. Ein U¨bergang der Art, wie er von (7) nach (30) vollzogen
wird, wu¨rde in diesem Zusammenhang als




formuliert werden. Die Vera¨nderung besteht also darin, daß statt des Initialwertes y0 der
Wert Π(y0) verwendet wird.
Von Interesse z. B. fu¨r die Interne Numerische Differentiation ist die Variationsdifferenti-
algleichung, d. h. die Differentialgleichung fu¨r die Wronski-Matrix




















Fu¨r die Differentialgleichung der Wronksi-Matrix W (t, t0, y0) ergibt sich damit
d
dt
W (t, t0, y0) =
∂
∂y




(Hier sieht man sehr scho¨n, wie der Anfangswert der Wronksi-Matrix die Sensitivita¨t des
Projektors ist, und dieser hat
”
entlang den Projektionsachsen“ die Sensitivita¨t 0).




W (t, t0, y0) =
∂
∂y




Das vorherige Kapitel hat Methoden fu¨r den Fall entwickelt, daß Singularita¨ten durch
Abweichung von der Orts- oder Geschwindigkeitskonsistenzmannigfaltigkeit auftreten. Es
ist naheliegend zu fragen, wie der Fall behandelt werden soll, bei dem Singularita¨ten auf
der Mannigfaltigkeit selbst auftreten1. Die Behandlung dieser Frage ist ein vo¨llig anderes
Problem, das in das Gebiet der algebraischen Geometrie fu¨hrt. Dort wurden tiefgreifende
Resultate zur Lo¨sung dieses Problems erarbeitet, die jedoch in ihrem Beweis zum kom-
pliziertesten za¨hlen, was die Mathematik zu bieten hat (Satz von Hironaka). In der
algebraischen Geometrie lautet das Problem, zu einer gegebenen Mannigfaltigkeit eine
a¨quivalente ohne Singularita¨t zu finden. Schwa¨cht man diese Formulierung dahingehend
ab, eine Singularita¨t auf einer Mannigfaltigkeit numerisch durchqueren zu ko¨nnen, ohne
daß die Integration zusammenbricht, so la¨sst sich ein einfaches Verfahren angeben. Des-
sen Beweis ist zudem noch sehr elementar. Dieses Verfahren (die Aufblasung) wird nun
vorgestellt und der sehr einfache Beweis der Endlichkeit gefu¨hrt.2
§1 Problemstellung
Es wird nun der Fall untersucht, daß G(p) einen Rangverlust besitzt, obwohl gpos(p) = 0
ist, also p konsistent ist.
Zuna¨chst seien wieder Beispiele eingefu¨hrt, die die Problematik veranschaulichen sollen.
§1.1 Rangverlust ohne Freiheitsgrad.
Beispiel 6.
Der zugrundeliegende Raum sei der R2. Drei Massen M1, M2, M3, jeweils beschrieben
durch zwei Koordinaten xi, yi, sollen in einer Linie in festen Absta¨nden liegen. M1 soll zu




Dies werde als Zwangsbedingung wie folgt formuliert: der Abstand von M1 zu M3 sei 2.
gBsp6,1(x1, y1, x2, y2, x3, y3) = (x1 − x3)2 + (y1 − y3)2 − 4.
Nun ist noch keine Bedingung an M2 gestellt worden, also: der Abstand von M2 zu M1
sei 1.
gBsp6,2(x1, y1, x2, y2, x3, y3) = (x1 − x2)2 + (y1 − y2)2 − 1.
1Eine verwandte Problematik, na¨mlich das Vorliegen eines Rangdefekts der Gro¨ße 1 bei linear-
impliziten DAEs vom Index 1, sogenannte Impasse-Punkte, wird z. B. bei Rabier und Rheinboldt[55]
und [56], Bauer[1] und [2] behandelt.
2Dieses Verfahren hat sich als Nebenprodukt der Untersuchung von Singularita¨ten ergeben. Es wird
spa¨ter bei der Bestimmung optimaler Laufbewegungen selbst nicht eingesetzt.
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Nun ko¨nnte aber M2 noch in einem Kreis von Radius 1 um M1 herum rotieren, also muß
noch die Bedingung hinzugefu¨gt werden, daß M2 von M3 den Abstand 1 hat.
gBsp6,3(x1, y1, x2, y2, x3, y3) = (x2 − x3)2 + (y2 − y3)2 − 1.
Nun erst ist die gewu¨nschte Konfiguration erreicht, aber erstaunlicherweise liegt nun auch
Rangverlust von GBsp6 vor. Denn es ist
GBsp6(x1, y1, x2, y2, x3, y3) =
2
 x1 − x3 y1 − y3 0 0 −(x1 − x3) −(y1 − y3)x1 − x2 y1 − y2 −(x1 − x2) −(y1 − y2) 0 0
0 0 x2 − x3 y2 − y3 −(x2 − x3) −(y2 − y3)
 .
Setzt man hierin die konsistenten Werte
x1 = 0, y1 = 0, x2 = 1, y2 = 0, x3 = 2, y3 = 0
ein, so erha¨lt man
GBsp6(0, 0, 1, 0, 2, 0) =
 −4 0 0 0 4 0−2 0 2 0 0 0
0 0 −2 0 2 0
 ,
und dieses hat nicht Vollrang. Dies ist u¨berraschend, denn der Rangverlust tritt offen-
sichtlich erst nach Hinzufu¨gung der dritten Zeile auf, und diese hat doch eine vorhan-
dene Freiheit (Rotation von M2 um M1 eliminiert). Auch ist kein neuer Freiheitsgrad
aufgetreten, denn das System hat drei Freiheitsgrade (Translation von M1 liefert zwei
Freiheitsgrade, dann Rotation von M3 um M1 liefert einen weiteren Freiheitsgrad. Da-
mit ist das System vollsta¨ndig beschrieben), dies entspricht sechs Variablen weniger drei
Zwangsbedingungen. Dies sei festgehalten in der folgenden
Feststellung 10. Es gibt Rangverluste von G, ohne daß ein (ihn verursachender) Frei-
heitsgrad neu aufgetreten wa¨re.
Allerdings gibt es von der durch Beispiel 6 beschriebenen Konsistenzmannigfaltigkeit eine
Formulierung, die keinen Rangverlust besitzt, na¨mlich
”
M2 sitzt im Mittelpunkt von M1
und M3“
gpos,1(x1, y1, x2, y2, x3, y3) = (x1 − x3)2 + (y1 − y3)2 − 4
gpos,2(x1, y1, x2, y2, x3, y3) = x2 − 1
2
(x1 + x3)
gpos,3(x1, y1, x2, y2, x3, y3) = y2 − 1
2
(y1 + y3).
Hier lautet die Ableitungsmatrix
G(x1, y1, x2, y2, x3, y3) =
 2(x1 − x3) 2(y1 − y3) 0 0 −2(x1 − x3) −2(y1 − y3)−12 0 1 0 −12 0
0 −1
2
0 1 0 −1
2

und setzt man obige Werte hier ein, ergibt sich
G(0, 0, 1, 0, 2, 0) =
 −2 0 0 0 2 0−12 0 1 0 −12 0
0 −1
2




was keinen Rangverlust besitzt. Damit stellt sich die Frage
”
Gibt es einen Algorithmus, der ausgehend von der Formulierung mit Rangverlust
die Formulierung ohne Rangverlust findet?“
§1.2 Rangverlust mit Freiheitsgrad.
Beispiel 7.
Betrachtet wird die Mannigfaltigkeit des Koordinatenkreuzes im R2, beschrieben durch
gBsp7(x, y) = xy.






Offensichtlich hat GBsp7 einen Rangverlust in x = y = 0, also im Ursprung des Ko-
ordinatenkreuzes. Dies ist auch leicht versta¨ndlich, treffen sich doch im Ursprung zwei
eindimensionale Mannigfaltigkeiten. Betrachtet wird nun die Bewegung eines einzelnen


















Der Massepunkt fliegt die x-Achse entlang mit konstantem v. Ein Integrator, der auf dem
Index-1-System (7) arbeitet, bricht allerdings im Ursprung bzw. kurz davor zusammen.
Der Rangverlust ist ein unu¨berwindbares Hindernis, obwohl die Bewegung (physikalisch)
eindeutig vorgegeben ist, da der im Ursprung spontan auftretende zweite Freiheitsgrad
bei v > 0 nicht erreichbar ist (v mu¨sste einen Sprung machen).3 Es ist so, daß allein die
Geschwindigkeit schon entscheidet, daß der Freiheitsgrad {x = 0} nicht erreicht werden
3Unter Umsta¨nden kann ein Integrator den Rangverlust allein aufgrund numerischer Ungenauigkeiten
u¨berwinden, z. B. durch eine sehr grobe Schrittweite, oder auch, weil die Zwangsbedingung nur als
gpos(x, y) = xy − ε, ε 6= 0
mit kleinem |ε| eingehalten wird. Zu welchem erstaunlichen Verhalten letzteres fu¨hrt, kann man sich
vorstellen, wenn man sich die Mannigfaltigkeiten xy = 0 und xy = ε vor Augen fu¨hrt.
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kann. Dennoch destabilisiert dieser Freiheitsgrad die Integration und fu¨hrt zum Abbruch.
Somit stellt sich hier die Frage:
”
Gibt es einen Algorithmus, der die Mannigfaltigkeit so umformuliert, so daß die
physikalisch sinnvolle Lo¨sung gefunden werden kann?“
§2 Lo¨sungsansa¨tze
Die in den beiden Abschnitten §1.1 und §1.2 gestellten Fragen ko¨nnen hier nicht vollsta¨ndig
beantwortet werden, da es sich hierbei um Problemstellungen handelt, die tief in das Ge-
biet der algebraischen Geometrie hineinreichen.
Dabei muß allerdings angemerkt werden, daß bisher die Funktion gpos eine beliebige stetig
differenzierbare Funktion sein durfte. Der zentrale Untersuchungsgegenstand der algebrai-
schen Geometrie sind allerdings Polynomgleichungen. Die Beschra¨nkung auf polynomielle
Zwangsbedingungen stellt aber keine große Einschra¨nkung dar:
- Findet die Modellierung in natu¨rlichen Koordinaten statt, so sind alle praktisch
vorkommenden Bedingungen Polynomgleichungen zweiten oder sogar ersten Gra-
des.
- Nach dem Satz von Stone-Weierstraß liegen bei kompaktem Definitionsbereich
die Polynome dicht in der Menge der stetigen Funktionen, letztere lassen sich
also beliebig gut durch Polynome approximieren.
- Ha¨ufig werden gar keine anderen Funktionen außer Polynomen zur Berechnung
zugelassen. Selbst wenn in einer Gleichung z. B. eine trigonometrische Funkti-
on vorkommt, wird diese in der Auswertung durch den Computer ha¨ufig durch
einen hinreichend langen Anfangsteil einer polynomiellen Entwicklung (Taylor-
oder besser Tschebyscheff-Polynome) ersetzt. Numerisch gesehen entsteht bei der
Ersetzung dieser Funktion durch ein geeignetes Polynom kein relevanter Fehler.
Daher seien in diesem Kapitel nur noch polynomielle Gleichungen betrachtet.
Im Lichte der algebraischen Geometrie lassen sich die beiden obigen Fragen so zusam-
menfassen:4
”
Gibt es zu jeder Varieta¨t eine birational a¨quivalente Varieta¨t ohne Singularita¨ten?“
Die Antwort lautet
”
Ja“ und wird mit dem beru¨hmten Satz von Heisuke Hironaka
gelo¨st5, einem der scho¨nsten Sa¨tze der Mathematik mit einem der kompliziertesten Be-
weise. Der Satz von Hironaka zeigt, daß es eine Sequenz von
”
blow-ups“6 gibt, die in einer
singularita¨tsfreien Varieta¨t endet. Inzwischen sind u. a. von O. Villamayor Fortschritte
dahingehend erzielt worden, den nicht-konstruktiven Beweis von Hironaka in einen effek-
tiven Algorithmus zu verwandeln7. Beispielsweise ist ein solcher Algorithmus als Paket
Desing fu¨r das Computer-Algebra-Programm XMapleV erha¨ltlich. Diese Algorithmen,
die global Singularita¨ten eliminieren, sind allerdings sehr aufwendig.
Zu den beiden obigen Teilfragen kann man allerdings mehr sagen als einen bloßen Ver-
weis auf den globalen Satz von Hironaka zu geben. So sind die Probleme des Abschnitts
§1.1 damit verknu¨pft, daß das eine Varieta¨t (oder Mannigfaltigkeit) definierende Glei-
chungssystem nicht das einfachst mo¨gliche ist. Im Falle eines algebraisch abgeschlossenen
4Varieta¨t ist in der algebraischen Geometrie das Pendant zur Mannigfaltigkeit, na¨mlich die Nullstel-
lenmenge eines Systems von Polynomgleichungen, ohne daß eine weitere Differenzierbarkeitsstruktur wie
Karten oder Atlanten eingefu¨hrt werden.
5siehe Hartshorne[34]
6Der Begriff des blow-ups oder der Aufblasung wird im na¨chsten Abschnitt erkla¨rt.
7siehe z. B. Villamayor[65] oder Encinas[18]
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Grundko¨rpers wie z. B. C liefert der Hilbertsche Nullstellensatz die Aussage, daß das
eigentliche beschreibende Gleichungssystem durch das Radikalideal definiert wird8. Algo-
rithmen zur Berechnung des Radikalideals bzw. einer Basis des Radikalideals existieren9.
Wird ein Gleichungssystem iterativ aufgebaut, so sollte man zu verhindern suchen, daß
redundante Gleichungen zum Gleichungssystem hinzugefu¨gt werden, denn sie verursa-
chen einen globalen Rangverlust. In einem solchen iterativen Verfahren sollte vor dem
Hinzufu¨gen einer weiteren Gleichung gepru¨ft werden, ob die Gleichung nicht schon ei-
ne Konsequenz des existierenden Systems ist (
”
Ideal-Membership-Problem“). Hier fu¨hrt
der Weg zwangsla¨ufig zu den Gro¨bner-Basen. Ist ein Gleichungssystem in Form einer
Gro¨bner-Basis dargestellt, so la¨sst sich aufs einfachste u¨berpru¨fen, ob eine Gleichung
eine Konsequenz daraus ist oder nicht (es muß ein einfacher Divisionsalgorithmus an-
gewandt werden). Auch vertra¨gt sich die Berechnung einer Gro¨bner-Basis (Buchberger-
Algorithmus) mit dem iterativen Charakter eines solchen Verfahrens. Eine vorhandene
Basis kann verwendet werden, um nach dem Hinzufu¨gen einer neuen Gleichung die Basis
eines neuen Systems zu berechnen10. Allerdings kann ein doppelt-exponentielles Wachs-
tum in der Anzahl der Gleichungen nicht ausgeschlossen werden. Die Gro¨bner-Basis selbst
dient zwar zur Lo¨sung des Ideal-Membership-Problems, ist selbst aber als beschreibendes
Gleichungssystem i. allg. untauglich, da sie zu viele Gleichungen entha¨lt, die selbst schon
Konsequenz anderer Gleichungen sind. Sie wird i. allg. also als Gleichungssystem redun-
dant sein. Sie ko¨nnte aber parallel zum eigentlichen Gleichungssystem mitgefu¨hrt werden.
Die zweite Frage kann nun teilweise auch einfacher gelo¨st werden als durch die Verwen-
dung des Hironaka-Satzes. In dem hier interessierenden Fall, daß es eine Kurve gibt, die
sich einer isolierten Singularita¨t von außen na¨hert, kann man mit wesentlich einfacheren
Mitteln zum Ziel kommen. Der folgende Abschnitt soll sie vorfu¨hren.
§3 t-Ordnung
Generalannahme: Im folgenden wird angenommen, daß es in einem Gleichungssystem
mindestens so viele Variablen wie Gleichungen gibt. Weiter wird angenommen, daß der zu-
grunde liegende Ko¨rper K der Ko¨rper der reellen Zahlen R oder der Ko¨rper der komplexen
Zahlen C ist.
Definition 9 (Singularita¨t). Seien
g1 = 0, . . . , gm = 0
eine endliche Anzahl von polynomiellen Gleichungen in mehreren Unbekannten x0, . . . , xn,
in vektorieller Schreibweise
g(x) = 0.
Sei weiter G = g′ die Ableitung von g nach allen Variablen. x heißt Singularita¨t des
Gleichungssystems g = 0, wenn gilt
|G(x)GT (x)| = det(G(x)GT (x)) = 0.
Diese Definition der Singularita¨t unterscheidet sich von der Definition der Singularita¨t in
der algebraischen Geometrie. Dort wird eine Singularita¨t u¨ber die Varieta¨t (
”
Lo¨sungsmen-
ge“) einer Konsequenzenmenge eines Gleichungssystems (
”
Ideal“) definiert11. Die Defini-
tion 9 bezieht sich auf das Gleichungssystem selbst. Der Unterschied zeigt sich an einem
8siehe z. B. Cox, Little und O’Shea[15], Kapitel 4, §1.
9Eine Beschreibung findet sich in Becker und Weispfennig[4]
10siehe Buchberger[12]
11siehe z. B. Cox, Little und O’Shea[15], Kapitel 9, §6, Definition 7.
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einfachen Beispiel: die Gleichung
x2 = 0
hat nach Definition 9 eine singula¨re Lo¨sung (x = 0). Gema¨ß der algebraischen Geometrie
ist die nur aus der 0 bestehende Punktemenge aber singularita¨tsfrei.
Definition 10 (t-Ord). Sei x :] − 1, 1[→ K eine analytische Funktion, d. h. in eine
Potenzreihe entwickelbar und auf ]− 1, 1[ mit ihr u¨bereinstimmend:
∀t ∈]− 1, 1[ (x(t) = xntn + xn+1tn+1 + . . .).
Dann sei das kleinste n, fu¨r das xn 6= 0 gilt, die t-Ordnung t-Ord von x(t):
t-Ord(x) := n.
Gilt x ≡ 0, so sei die t-Ordnung auf ∞ gesetzt:
t-Ord(x) :=∞, fu¨r x ≡ 0.
Das Auftreten einer Singularita¨t wird durch den Rangverlust der Matrix G charakteri-
siert. Der Rangverlust von G ist wiederum mit |GGT | = 0 a¨quivalent. Fu¨r die weiteren
Betrachtungen erweist sich aber der Ausdruck |GGT | als ungu¨nstig, an seiner statt soll
ein anderer verwendet werden, der auf die t-Ordnungen der Matrixelemente zuru¨ckgreift.
Definition 11 (t-Matrix). Eine Matrix, deren Elemente analytische Funktionen im Sin-
ne der Definition 10 sind, heiße t-Matrix.
Definition 12 (t-Ord einer Rechtecksmatrix, Q-Symbol). Sei A eine rechteckige
m × n-Matrix, m ≤ n und sei A auch eine t-Matrix. Weiter sei QA die Menge aller
quadratischen m×m-Submatrizen von A:
QA := {B|B m×m-Submatrix von A,
d. h. B entsteht aus A durch Weglassen von n−m Spalten.}
Da auch jedes Element von QA eine t-Matrix ist, sei weiter definiert:
t-Ord(A) := minB∈QA t-Ord(det(B)).
Es gilt mit obiger Notation folgende einfache
Feststellung 11. Sei A eine t-Matrix. Rangverlust von A fu¨r t = 0 ⇐⇒ t-Ord(A) > 0.
Beweis. Hat A fu¨r t = 0 einen Rangverlust, so gilt fu¨r jede quadratische Submatrix
B
|B(t)| = 0 fu¨r t = 0.
Damit gilt t-Ord(B) > 0, und da B beliebige Submatrix war, gilt auch t-Ord(A) > 0.
Hat A keinen Rangverlust fu¨r t = 0, so gibt es eine quadratische Submatrix B mit
|B(t)| 6= 0 fu¨r t = 0,
damit ist dann t-Ord(B) = 0 und folglich t-Ord(A) = 0. 
Definition 13 (Durchquerbarkeit). Seien g1 = 0, . . . , gm = 0 eine endliche Anzahl von
polynomiellen Gleichungen in mehreren Unbekannten x0, . . . , xn, in vektorieller Schreib-
weise g(x) = 0, und sei a eine Singularita¨t des Gleichungssystems. Die Ableitungsmatrix
von g werde wieder mit G bezeichnet. Dann heißt a durchquerbare Singularita¨t, wenn
folgendes gilt:
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(1) Es gibt eine analytische Funktion X = (x1, . . . , xn)
T :]− 1, 1[→ K mit
∀t ∈]− 1, 1[ (g(x(t)) = 0).
(2) Es ist x(0) = a.
(3) Es ist t-Ord(G ◦x) <∞. Dies bedeutet, daß es eine quadratische Submatrix gibt,
deren Determinante fu¨r t = 0 eine isolierte Nullstelle hat.
x(t) heißt durchquerende Funktion oder durchquerende Kurve.
Die Bedingungen in der Definition einer durchquerbaren Singularita¨t besagen, daß es
eine analytische Kurve gibt, die in der Lo¨sungsmenge des Gleichungssystems verla¨uft, die
Singularita¨t selbst auch als Wert hat (sie im topologischen Sinne durchquert) und daß
das singula¨re Verhalten selbst in gewissem Sinne isolierbar ist.
Beispiel 8.
(1) Sei das Gleichungssystem g(x, y) = 0 mit
g(x, y) := xy
betrachtet (die Lo¨sung dieses Systems bildet das Koordinatenkreuz). Dieses Glei-




so sind die Bedingungen der Definition erfu¨llt.
(2) Sei das Gleichungssystem g(x) = mit
g(x) := x2
betrachtet (die Lo¨sung dieses Systems besteht nur aus dem Punkt x = 0). Die
Singularita¨t ist nicht durchquerbar. Denn ist x(t) eine durchquerende Funktion,
so folgt aus der ersten Bedingung in der Definition 13
∀t ∈]− 1, 1[ (x(t)2 = 0)
die Feststellung
∀t ∈]− 1, 1[ (x(t) = 0),
damit ist die dritte Bedingung der Definition nicht erfu¨llt.
(3) Ebenfalls nicht durchquerbar ist die Singularita¨t des Gleichungssystems
x = 0
xy = 0.
Denn die zweite Gleichung ist automatisch erfu¨llt, wenn die erste Gleichung gilt,
daher gibt es eine globale Redundanz der Gleichungen, die die Undurchquerbarkeit
zur Folge hat.
Bemerkung: Die Eigenschaft der Durchquerbarkeit ist eine lokale Eigenschaft. Es muß
zwar in der Umgebung des durchquerten Punktes eine Kurve geben, die in der Lo¨sungs-
menge des Gleichungssystems liegt, aber es reicht, daß diese Kurve in einer hinreichend
kleinen Umgebung existiert. Existiert z. B. eine solche Kurve nur auf ] − ε, ε[ , so wird
durch f˜(t) := f(εt) eine ebensolche auf ]− 1, 1[ definiert.
Die Kurve, die die Singularita¨t durchquert, wird die Rolle eines Lotsen durch die Singu-
larita¨t spielen.
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Definition 14 (Kurvenaufblasung). Sei g(x) = 0 ein Gleichungssystem polynomieller
Gleichungen in mehreren Unbekannten und sei 0 eine Lo¨sung des Gleichungssystems, d. h.
g(0) = 0. Unter der Aufblasung von g bzgl. x0 versteht man das sich wie folgt ergebende
Gleichungssystem g∗:
(1) g∗ besteht zuna¨chst aus den Gleichungen (Transformationsgleichungen)
x1 − λ1x0 = 0
x2 − λ2x0 = 0
... =
...
xn − λnx0 = 0.
(2) Dann wird in allen Gleichungen von g(x) = 0 jedes Vorkommen von xi ersetzt
durch λix0, dies ergebe das Gleichungssystem g˜(x0, λ) = 0 (Substitution).
(3) Anschließend wird aus den so modifizierten Gleichungen die ho¨chste Potenz von
x0 abdividiert, die sich noch ohne Entstehung von Quotienten abdividieren la¨sst.
Die so entstandenen Gleichungen bilden g¯ (Abdivision).
(4) Die Gleichungen von g¯ werden zu g∗ hinzugefu¨gt.
Der Name
”
Kurvenaufblasung“ soll darauf anspielen, daß spa¨ter die die Singularita¨t
durchquerende Kurve entscheiden wird, bezu¨glich welcher der Variablen aufgeblasen wer-
den wird, d. h. welche der Komponenten die Funktion der Variable x0 in obiger Definition
u¨bernehmen wird.
Definition 15 (Polaraufblasung). Sei g(x) = 0 ein Gleichungssystem polynomieller
Gleichungen in mehreren Unbekannten und sei 0 eine Lo¨sung des Gleichungssystems,
d. h. g(0) = 0. Unter der Polaraufblasung von g versteht man das sich wie folgt ergebende
Gleichungssystem g∗:
(1) g∗ besteht zuna¨chst aus den Gleichungen (Transformationsgleichungen)
x0 − re0 = 0
x1 − re1 = 0
x2 − re2 = 0
... =
...
xn − ren = 0
e20 + e
2
1 + · · ·+ e2n − 1 = 0 (Normzeile).
(2) Dann wird in allen Gleichungen von g(x) = 0 jedes Vorkommen von xi ersetzt
durch rei, dies ergebe das Gleichungssystem g˜(r, e) = 0 (Substitution).
(3) Anschließend wird aus den so modifizierten Gleichungen die ho¨chste Potenz von
r abdividiert, die sich noch ohne Entstehung von Quotienten abdividieren la¨sst.
Die so entstandenen Gleichungen bilden g¯ (Abdivision).
(4) Die Gleichungen von g¯ werden zu g∗ hinzugefu¨gt.
Der Name
”
Polaraufblasung“ soll an den U¨bergang von kartesischen Koordinaten zu Po-
larkoordinaten erinnern, was im wesentlichen (bis auf die Normierungsbedingung) der




12siehe z. B. Cox, Little und O’Shea[15], Kapitel 9, §7
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Beispiel 9. Das Gleichungssystem
g(x0, x1) := x
2
1 − x30 = 0
hat 0 als Lo¨sung. Die Kurvenaufblasung bzgl. x0 lautet
x1 − λ1x0 = 0
λ21 − x0 = 0.
Die Polaraufblasung lautet
x0 − re0 = 0
x1 − re1 = 0
e21 − re30 = 0
e20 + e
2
1 − 1 = 0 .
§4 Die Kurvenaufblasung
Sei die Kurvenaufblasung bzgl. x0 noch einmal formal hingeschrieben: seien dazu
gi(x1, . . . , xn) = 0
die Gleichungen des Gleichungssystems g(x) = 0, 0 sei eine Lo¨sung des Gleichungssystems
und durchquerbare Singularita¨t, x(t) sei eine durchquerende Kurve und x0(t) eine der
Komponenten von x(t) mit niedrigster t-Ordnung. Dann sei weiter
g˜i(x0, λ1, . . . , λn) := gi(x0, λ1x0, . . . , λnx0)
und
g¯i(x0, λ1, . . . , λn) :=
g˜i(x0, λ1, . . . , λn)
xmi0
,
wobei mi der niedrigste in gi vorkommende Monomgrad ist.






























Weiter ist g˜i = x
mi
















13Diese Gleichung gilt nur lokal, d. h. in einer hinreichend kleinen Umgebung von t = 0 und ist
daru¨ber hinaus im Sinne einer Gleichung zwischen Elementen eines Ko¨rpers meromorpher Funktionen zu
verstehen. So ist der Quotient auf der rechten Seite der Gleichung eigentlich fu¨r t = 0 nicht definiert, es
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Teilt man Gi auf gema¨ß
Gi = (Gi0 Gi1···n),
so kann man schreiben
G˜i = (Gi0 +Gi1···nλ x0Gi1···n),
als Gesamtmatrix
G˜ = (G0 +G1···nλ x0G1···n)
= G

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Sei T die Ableitungsmatrix der Transformationsgleichungen
x1 − λ1x0 = 0
x2 − λ2x0 = 0
... =
...
xn − λnx0 = 0,









Spaltet man T auf in Einheitsmatrix und Rest
T =: (E|R),


















Mit obiger Notation gilt folgende
Feststellung 12. Seien die Matrizen G,D,M und G∗ wie oben definiert und sei 0 Lo¨sung
und durchquerbare Singularita¨t des Gleichungssystems g(x) = 0 mit durchquerender Kurve
x(t) und entsprechend definiertem λ(t). Dann gilt:
t-Ord(G∗(x(t), λ(t))) ≤ t-Ord(DGM(x(t), λ(t))).





Eine solche Matrix hat aber als Determinante |X|. Daraus folgt die Behauptung. 
Um das folgende Lemma beweisen zu ko¨nnen, sind genauere Untersuchungen zur Berech-
nung der t-Ordnung einer Matrix no¨tig. Die folgenden sehr elementaren Feststellungen
liefern das No¨tigste dazu.
Die erste Feststellung betrifft die Multiplikation einer Zeile mit einer Funktion mit t-
Ordnung 0.




... . . .
. . . zT . . .
. . .






... . . .
. . . ezT . . .
. . .
... . . .

mit einer Funktion e(t), fu¨r die gilt: t-Ord(e) = 0, haben die gleiche t-Ordnung:
t-Ord(A) = t-Ord(B).




Umgekehrt gibt es zu jedem M2 ∈ QB ein M1 ∈ QA mit dieser Eigenschaft. Daraus folgt
die Behauptung. 
Analoges gilt fu¨r die Spalten.
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... . . .
. . . z . . .
. . .






... . . .
. . . ez . . .
. . .
... . . .

mit einer Funktion e(t), fu¨r die gilt: t-Ord(e) = 0, haben die gleiche t-Ordnung:
t-Ord(A) = t-Ord(B).
Beweis. Sei M1 eine quadratische Submatrix von B. Entha¨lt M1 die mit e multipli-
zierte Spalte nicht, so ist M1 auch eine quadratische Submatrix von A. Entha¨lt M1 die




Umgekehrt gibt es zu jeder quadratischen Submatrix M2 von A ein analoges M1 von B
mit der gleichen Eigenschaft. Daraus ergibt sich wieder die Behauptung. 
Feststellung 15. Die t-Rechtecksmatrizen (in Spaltenschreibweise)
A :=
(





s0 s1 s2 . . . sn
)
haben die gleiche t-Ordnung fu¨r eine analytische Funktion α(t).
Beweis. Sind die beiden Matrizen quadratisch, so ist die Behauptung klar.
Im echten Rechtecksfall sei PA die Menge aller quadratischen Submatrizen von A, die die
erste Spalte nicht enthalten, SA die Menge der Matrizen, die die ersten beiden Spalten
enthalten und TA die sonstigen, analog mit B:
PA := {M ∈ QA|M =
(
si . . . . . .
)
, i > 0}
SA := {M ∈ QA|M =
(
s0 + α(t)s1 s1 . . .
)}
TA := QA \ (PA ∪ SA)
PB := {M ∈ QB|M =
(
si . . . . . .
)
, i > 0}
SB := {M ∈ QB|M =
(
s0 s1 . . .
)}
TB := QB \ (PB ∪ SB).
(1) Da PA = PB gilt, folgt
t-Ord(PA) = t-Ord(PB).
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(2) Zu jedem M ∈ SA gibt es ein analoges M ′ ∈ SB (die gleiche Auswahl an Spalten)
mit |M | = |M ′| und umgekehrt, daher gilt
t-Ord(SA) = t-Ord(SB).
(3) Sei nun M ∈ TA. Es wird gezeigt, daß zu M eine Matrix M ′ ∈ TB mit gleicher
t-Ordnung existiert oder daß es eine Matrix N ∈ PA = PB gibt mit nicht ho¨herer
t-Ordnung. Umgekehrt findet sich auch zu einem M ′ ∈ TB ein solches M ∈ TA




s0 + α(t)s1 sj . . .
)
, j > 1.
Es gilt dann
|M | = | ( s0 sj . . . )︸ ︷︷ ︸
:=M ′




t-Ord(M) ≥ min{t-Ord(M ′), t-Ord(α) + t-Ord(N)}.
Gilt nun t-Ord(M ′) < t-Ord(N), so ist t-Ord(M) = t-Ord(M ′) (da αN die
niedrigste t-Potenz in |M ′| nicht annihilieren kann). Gilt dagegen t-Ord(M ′) ≥
t-Ord(N), so ist die t-Ordnung von N nicht ho¨her als die von M und es gilt
N ∈ PA = PB.
Ist umgekehrt ein solches M ′ ∈ TB gegeben, so gilt wieder mit analogem N : falls
t-Ord(M ′) < t-Ord(N), dann gilt t-Ord(M) = t-Ord(M ′) und das gewu¨nschte
M ist gefunden. Andernfalls gibt es ein N ∈ PA = PB mit nicht ho¨herer Ordnung
als die von M ′.

Von entscheidender Bedeutung fu¨r Algorithmus ist das folgende
Lemma 1 (Abstieg in der t-Ord bei Kurvenaufblasung). Sei
g0(x) = 0, . . . , gl(x) = 0
ein Gleichungssystem polynomieller Gleichungen in mehreren Unbekannten x0, . . . , xn (l ≤
n nach Generalannahme) und sei 0 durchquerbare Singularita¨t des Gleichungssystems mit
durchquerender Kurve x(t). Der niedrigste Monomgrad der Zeile gi sei mi und es existiere
mindestens ein mi ≥ 2. Sei weiter xj(t) die Komponente mit niedrigster t-Ordnung und
g∗ = 0 die Kurvenaufblasung von g = 0 bezu¨glich xj. Dann gilt:
t-Ord(G∗(x(t), λ(t))) < t-Ord(G(x(t))).
Insbesondere gilt auch
t-Ord(DGM(x(t), λ(t))) < t-Ord(G(x(t))),
wobei DGM das aufgeblasene Gleichungssystem ohne Transformationsgleichungen dar-
stellt.
Beweis. O. B. d. A. sei j = 0.
Da 0 Lo¨sung des Gleichungssystems ist, gilt ∀i(mi > 0).
Auch gilt, da x(t) die Singularita¨t 0 durchquert ∀i(t-Ord(xi) > 0).
Nach Feststellung 12 gilt
t-Ord(G∗) ≤ t-Ord(DGM).
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Es ist daher nur noch
t-Ord(DGM) < t-Ord(G)
zu zeigen. Sei dazu A ∈ QDG. Dann gibt es ein B ∈ QG mit A = DB. Umgekehrt gibt es




















... . . .
...
z0 z1 . . . zn
...
... . . .
...
 .








i=1 λizi x0z1 . . . x0zn
...











i=1 λizi z1 . . . zn
...




t-Ord(Z ′) = t-Ord(Z)
nach Feststellung 15. Ist nun eine quadratische Submatrix A ∈ QZM gewa¨hlt, so gibt es
ein B ∈ QZ′ mit
|A| = |B|xe0,
und umgekehrt gibt es zu jedem B ∈ QZ′ ein A = BM ∈ QZM ebenfalls mit
|A| = |B|xe0,
wobei e = l + 1 gilt, wenn die erste Spalte aus ZM nicht in der Auswahl war, ansonsten
gilt e = l, insgesamt aber e ≤ l + 1. Damit folgt
t-Ord(A) = t-Ord(B) + e t-Ord(x0)
§4. DIE KURVENAUFBLASUNG 61
und weiter
t-Ord(ZM) ≤ t-Ord(Z ′) + (l + 1) t-Ord(x0)
= t-Ord(Z) + (l + 1) t-Ord(x0).
Dies wird speziell zu
t-Ord(DGM) ≤ t-Ord(DG) + (l + 1) t-Ord(x0). (41)
(40) und (41) ergeben zusammen













i=0 1 = (l + 1), da alle mi gro¨ßer als 0 sind und mindestens ein
mi gro¨ßer als 1 ist. Damit folgt weiter
l∑
i=0
mi − l − 1 > 0
und wegen t-Ord(x0) > 0 ergibt sich damit
t-Ord(DGM) < t-Ord(G),
was zu zeigen war. 
Lemma 2 (Erhaltung der Durchquerbarkeit bei Kurvenaufblasung). Sei
g(x) = 0
ein polynomielles Gleichungssystem in den Unbekannten x0, . . . , xn, wobei eine Gleichung
mindestens kleinsten Monomgrad 2 hat. x = 0 sei Lo¨sung des Gleichungssystems und
durchquerbare Singularita¨t, weiter x(t) eine durchquerende Kurve und x0(t) eine Kompo-




, λi := λi(0)
(dies ist in einer hinreichend kleinen Umgebung von t = 0 wohldefiniert und wieder im
Sinne einer Gleichung im Ko¨rper meromorpher Funktionen gemeint) und sei g∗ die Kur-
venaufblasung von g bzgl. x0.
Ist dann (0, λ) eine Singularita¨t von g∗, so ist sie wieder durchquerbar.
Beweis. Es werden die drei Bedingungen der Definition 13 nachgewiesen.
(1) Die λi(t) sind analytische Funktionen, durch U¨bergang von λi(t) zu λi(αt) kann
angenommen werden auf ganz ]− 1, 1[.
Weiter gilt
xi(t)− λi(t)x0(t) = 0
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und
g¯i(x0(t), λ1(t), . . . , λn(t)) =
g˜i(x0(t), λ1(t), . . . , λn(t))
x0(t)mi
=
gi(x0(t), λ1(t)x0(t), . . . , λn(t)x0(t))
x0(t)mi
=
gi(x0(t), x1(t), . . . , xn(t))
x0(t)mi
= 0, denn im Za¨hler steht eine Funktion ≡ 0.
(2) (x(0), λ(0)) = (0, λ1, . . . , λn).
(3) Es ist t-Ord(G∗) < t-Ord(G) <∞ nach Lemma 1.

Allerdings sichert dieses Lemma nur die Durchquerbarkeit des Punktes, der durch die
Kurve bestimmt ist. Bei der Aufblasung wird die Singularita¨t aber eventuell in mehrere
Punkte vergro¨ßert, von denen sich andere als undurchquerbar herausstellen ko¨nnen, z. B.
g(x, y) = (y + x)(y − x)2.
Die Ableitung G ist
G =
(
















Nach der Aufblasung y = λx lautet die Gleichung
g˜ = (λ+ 1)x(λ− 1)2x2
und weiter
g¯ = (λ+ 1)(λ− 1)2.
Die letzte Gleichung hat die beiden Lo¨sungen λ = −1 (der Grenzwert der obigen durchque-
renden Kurve) und λ = 1. Letzteres ist aber undurchquerbar (als einzige durchquerende
Kurve kommt λ(t) ≡ 1 in Frage, die immer in der Singularita¨t verharrt). Die Lo¨sung
















Eine immer wieder auftretende Maßnahme ist die Umentwicklung: eine Variable xi nimmt
nicht den Wert 0 an, sondern einen Wert ci 6= 0, daher wird eine neue Variable per
xi = ξi + ci
eingefu¨hrt. Die neue Variable ξi nimmt nun den Wert 0 an. Die folgende Feststellung
besagt, daß sich dabei die Ableitungsmatrix nicht a¨ndert.
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Feststellung 16. Sei g(x0, . . . , xn) = 0 ein polynomielles Gleichungssystem und sei defi-
niert
gˆ(x0, . . . , xi−1, ξi, xi+1, . . . , xn) := g(x0, . . . , xi−1, ξi + ci, xi+1, . . . , xn).
Sei weiter x(t) eine reell-analytische Kurve mit xi(0) = ci und sei
xˆj(t) :=
{
xj(t) fu¨r j 6= i
xi(t)− ci fu¨r j = i .
Dann gilt
∂j gˆ = ∂jg,
also
t-Ord(Gˆ ◦ xˆ) = t-Ord(G ◦ x).
Beweis. Der Beweis ist offensichtlich. 
Eine zweite elementare Maßnahme ist die Bildung der Linearkombination zweier Glei-
chungen. Dies ist notwendig, wenn zwei Gleichungen denselben linearen Anteil besitzen.
In diesem Fall muß von einer Gleichung der kleinste Monomgrad, na¨mlich der zum linearen
Teil geho¨rige, beseitigt werden.
Feststellung 17. Sei g(x0, . . . , xn) = 0 ein polynomielles Gleichungssystem und es gehe
gˆ daraus hervor, indem eine Gleichung gi = 0 durch gi +αgj = 0, i 6= j ersetzt werde. Sei
weiter x(t) eine reell-analytische Kurve. Dann gilt
t-Ord(Gˆ ◦ x) = t-Ord(G ◦ x).
Beweis. Der Beweis ist trivial. 
Satz 1 (Algorithmus Kurvenaufblasung). Sei g(x) = 0 ein Gleichungssystem polyno-
mieller Gleichungen in mehreren Unbekannten und sei 0 eine durchquerbare Singularita¨t
des Gleichungssystems mit durchquerender Kurve x(t). Dann endet der folgende Algorith-
mus nach endlich vielen Schritten in einem Gleichungssystem ohne Rangverlust.
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Algorithmus (Kurvenaufblasung)
(1) Analog zum Gaußschen Eliminationsverfahren kann man durch Linearkom-
bination der Gleichungen erreichen, daß die linearen Anteile eine rechte
obere Dreiecksmatrix bilden. Dadurch wird t-Ord(G) nach Feststellung 17
nicht vera¨ndert.
Entweder besitzen danach alle Gleichungen noch einen linearen Anteil (dann
hat G Vollrang und der Algorithmus terminiert) oder mindestens eine Glei-
chung besitzt keinen linearen Anteil. Damit sind die Voraussetzungen von
Lemma 1 gegeben.
(2) Bezu¨glich der Komponente von x(t) mit der niedrigsten t-Ordnung wird
eine Kurvenaufblasung durchgefu¨hrt. Die durchquerende Kurve x(t) wird
analog Lemma 2 um λ(t) erweitert. Nach Lemma 1 sinkt die t-Ordnung.
(3) Gilt t-Ord(G∗) = 0, hat G∗ keinen Rangverlust mehr, der Algorithmus
terminiert mit dem Ergebnis g∗.
(4) Die Singularita¨t wird durch eine Umentwicklung wieder in den Ursprung ge-
schoben. Existieren Komponenten der durchquerenden Kurve, die fu¨r t = 0
nicht den Wert 0 annehmen, so kann nach einer Umentwicklung angenom-
men werden, daß dies der Fall ist. Die Umentwicklungsgleichungen werden
nicht zu den anderen Gleichungen hinzugefu¨gt (sie sto¨ren aber lediglich
die Aussage, daß alle Komponenten der durchquerenden Kurve den Wert 0
annehmen).
(5) Es wird nun g := g∗ ohne Transformations- und Umentwicklungsgleichun-
gen, x(t) := (x0(t), λ(t)) gesetzt und wieder bei Punkt 1 begonnen.
Das Weglassen der Transformations- und Umentwicklungsgleichungen fu¨r die nachfolgen-
den Aufblasungen wird ermo¨glicht, weil nach Lemma 1 nicht nur t-Ord(G∗) sondern auch
t-Ord(DGM) kleiner ist als t-Ord(G).
Abgesehen davon, daß der Algorithmus nur lokal funktioniert, d. h. in einer hinreichend
kleinen Umgebung der Singularita¨t, kann bei einer Kurvenaufblasung ein Teil der Lo¨sungs-
menge des Gleichungssystems verloren gehen. Sei z. B. g(x, y) = 0 mit
g(x, y) := xy.









eine durchquerende Kurve. Die Aufblasung lautet dann
y = ηx,
somit g¯ = 0 mit
g¯ := η .
Damit
”










gewesen, aber dann fehlten alle Lo¨sungen mit x 6= 0. Der obige Algorithmus zur Kurven-
aufblasung liefert also eventuell nur einen Teil der urspru¨nglichen Varieta¨t. Es ist aller-
dings immer der Teil der Varieta¨t vorhanden, in der die durchquerende Kurve verla¨uft.
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Hierauf beruht der Wert des Algorithmus. Es geht zwar mo¨glicherweise bei der Umfor-
mulierung lokal ein Teil der Mannigfaltigkeit verloren, die durchquerende Kurve ist aber
nicht betroffen und auf ihr kann die Singularita¨t durchquert werden.
Diese Eigenschaft der Nichta¨quivalenz der Umformulierung besitzt die Polaraufblasung
nicht, sie ist im Gegensatz zur Kurvenaufblasung
”
uniform“. Daher soll hier der Zusam-
menhang zwischen Kurvenaufblasung und Polaraufblasung genauer beleuchtet werden.
§5 Die Polaraufblasung
Die Polaraufblasung ist mit der Kurvenaufblasung sehr a¨hnlich, jedoch gilt es feine Unter-
schiede zu beachten. Zuna¨chst einmal gilt es, einen Zusammenhang zwischen den beiden
Verfahren herzustellen.
Lemma 3 (Zusammenhang Kurven- und Polaraufblasung). Sei g = 0 eine ein-
zelne Gleichung in den Unbekannten x0, . . . , xn, 0 sei durchquerbare Singularita¨t und x(t)
sei durchquerende Kurve und x0(t) eine der Komponenten mit niedrigster t-Ordnung. Sei
g¯ das Ergebnis der Kurvenaufblasung bzgl. x0 und sei gˆ das Ergebnis der Polaraufblasung






































i = 1), schließt man hieraus
e0(t) 6= 0, in hinreichend kleiner Umgebung von t = 0.
Weiter ist
rkgˆ(e0, . . . , en, r) = g(re0, . . . , ren)
= g(x0, . . . , xn)
= g(x0, λ1x0, . . . , λnx0)
= xk0 g¯(x0, λ1, . . . , λn).
Daraus ergibt sich
gˆ(e0, . . . , en, r) =
xk0
rk










gˆ(e0, e1, . . . , en, r) = g¯(re0,
ei
e0




wobei k der niedrigste vorkommende Monomgrad ist.






ek−10 fu¨r i > 0.

























Das obige Lemma la¨sst sich fu¨r mehrere Gleichungen noch einmal so zusammenfassen: ist
g¯ das Ergebnis der Kurvenaufblasung bzgl. x0 und G¯ die entsprechende Ableitungsmatrix




... . . .
...
d0 d1 . . . dn
...
... . . .
...
 , (43)

















i=1 eidi e0d1 . . . e0dn
...
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... . . .
...
 .




i = 1 hinzu, so









0 e0 e1 . . . en
...
...






i=1 eidi e0d1 . . . e0dn
...
...
... . . .
...
 . (44)
(Da die e0 6= 0 in einer hinreichend kleinen Umgebung von t = 0 sind, sto¨ren eventuelle
negative Exponenten nicht.) Damit la¨sst sich die t-Ordnung der Matrix (44) wie folgt
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... . . .
...
d0 0 d1 . . . dn
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d0 0 d1 . . . dn
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Aus letzterem und mit der Bezeichnung aus Gleichung (43) folgt weiter
t-Ord(G∗) ≤ t-Ord(G¯), (45)




zu einer quadratischen Submatrix von G∗ gemacht werden.
Das folgende Lemma beno¨tigt im Gegensatz zu den bisherigen Folgerungen die Voraus-
setzung
K = R.
Lemma 4 (Erhaltung der Durchquerbarkeit bei Polaraufblasung).
Sei der zu Grunde liegende Ko¨rper der Ko¨rper der reellen Zahlen. Sei weiter
g(x0, . . . , xn) = 0
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ein polynomielles Gleichungssystem in den Unbekannten x0, . . . , xn. x = 0 sei Lo¨sung des
Gleichungssystems und durchquerbare Singularita¨t und x(t) eine durchquerende Kurve,










, ei := ei(0),
und sei g∗ die Polaraufblasung von g.
Ist dann (0, e) eine Singularita¨t von g∗, so ist sie durchquerbar.
Beweis. Es werden die drei Bedingungen der Definition 13 nachgewiesen.
(1) Zuna¨chst einmal ist r(t) eine analytische Funktion, denn
√
1 + x ist lokal eine






wegen der Annahme K = R nicht-negativ. Durch U¨bergang von r(t) zu r(αt)
kann angenommen werden, daß r(t) auf ganz ]− 1, 1[ analytisch ist.
Weiter gilt
xi(t)− rei(t) = 0
und
g¯i(r(t), e0(t), . . . , en(t)) =
g˜i(r(t), e0(t), . . . , en(t))
r(t)mi
=
gi(r(t)e0(t), . . . , r(t)en(t))
r(t)mi
=
gi(x0(t), x1(t), . . . , xn(t))
r(t)mi
= 0, denn im Za¨hler steht eine Funktion ≡ 0.









2 fu¨r t ≥ 0
−√∑ni=0 xi(t)2 fu¨r t < 0
(falls die niedrigste t-Ordnung ungerade ist) geschehen. Diese etwas umsta¨ndlich anmutenden Definitionen
ru¨hren daher, daß die Komponenten ei(t), die zu den Komponenten xi(t) mit der niedrigsten t-Ordnung
geho¨ren, nach der Aufblasung Werte 6= 0 annehmen, und beim Durchgang durch die Singularita¨t keinen
Sprung erleiden du¨rfen, wie das z. B. bei t√
t2
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(2) (r(0), e(0)) = (0, e0, . . . , en).
(3) Es sei g¯ das Ergebnis der analogen Kurvenaufblasung. Nach Lemma 1 und (45)
gilt
t-Ord(G∗) ≤ t-Ord(G¯) < t-Ord(G) <∞.

Allerdings gilt zu diesem Lemma analog zu der nach Lemma 2 gemachten Bemerkung die
Einschra¨nkung, daß lediglich die Erhaltung der Durchquerbarkeit des durch die durch-
querende Kurve bestimmten Punktes garantiert wird. Jedoch kann die Singularita¨t in
mehrere Punkte aufgeblasen werden, von denen sich einige als undurchquerbar heraus-
stellen ko¨nnen. Als Beispiel hierfu¨r diene die Gleichung
xy2 = 0.
Die Singularita¨t x = 0, y = 0 ist durchquerbar mittels der Kurve x(t) = 0, y(t) = t. Nach






y − 1 = 0.
Der durch die Kurve bestimmte Punkt ist r = 0, ex = 0, ey = 1 und nicht mehr singula¨r.
Aber bei der Aufblasung von x = 0, y = 0 ist auch r = 0, ex = 1, ey = 0 entstanden, eine
undurchquerbare Singularita¨t (sie ist analog zu x2 = 0 isoliert und dadurch undurchquer-
bar).
Zusammenfassend gilt daher der folgende reelle
Satz 2 (Algorithmus Polaraufblasung). Es liege der Ko¨rper der reellen Zahlen zu-
grunde. Sei g(x) = 0 ein Gleichungssystem polynomieller Gleichungen in mehreren Unbe-
kannten und sei 0 eine durchquerbare Singularita¨t des Gleichungssystems mit durchque-
render Kurve x(t). Dann endet der folgende Algorithmus nach endlich vielen Schritten in
einem lokal a¨quivalenten Gleichungssystem ohne Rangverlust.
70 III. AUFBLASUNG
Algorithmus (Polaraufblasung)
(1) Analog zum Gaußschen Eliminationsverfahren kann man durch Linearkom-
bination der Gleichungen erreichen, daß die linearen Anteile eine rechte
obere Dreiecksmatrix bilden. Dadurch wird t-Ord(G) nach Feststellung 17
nicht vera¨ndert.
Entweder besitzen danach alle Gleichungen noch einen linearen Anteil (dann
hat G Vollrang und der Algorithmus terminiert) oder mindestens eine Glei-
chung besitzt keinen linearen Anteil. Damit sind die Voraussetzungen von
Lemma 1 gegeben.
(2) Es wird eine Polaraufblasung durchgefu¨hrt. Die durchquerende Kurve x(t)
wird analog Lemma 4 um r(t), ei(t) erweitert. Nach (45) und Lemma 1 sinkt
die t-Ordnung.
(3) Gilt t-Ord(G∗) = 0, hat G∗ keinen Rangverlust mehr, der Algorithmus
terminiert mit dem Ergebnis g∗.
(4) Die Singularita¨t wird durch eine Umentwicklung wieder in den Ursprung ge-
schoben. Existieren Komponenten der durchquerenden Kurve, die fu¨r t = 0
nicht den Wert 0 annehmen, so kann nach einer Umentwicklung angenom-
men werden, daß dies der Fall ist. Die Umentwicklungsgleichungen werden
nicht zu den anderen Gleichungen hinzugefu¨gt (sie sto¨ren aber lediglich
die Aussage, daß alle Komponenten der durchquerenden Kurve den Wert 0
annehmen).
(5) Es wird nun g := g∗ ohne Transformations- und Umentwicklungsgleichun-
gen, x(t) := (r(t), ei(t)) gesetzt und wieder bei Punkt 1 begonnen.
§6 Der komplexe Fall
Das Lemma 4 war die einzige Stelle, an der die Voraussetzung K = R beno¨tigt wurde.
Wird der Algorithmus der Aufblasung allerdings einer kleinen Modifikation unterzogen,
so ist diese Voraussetzung nicht mehr no¨tig.








Im Reellen ist er stets ≥ 1, im Komplexen dagegen kann er beliebige Werte annehmen.
Als einfaches Beispiel braucht man nur die durch
x2 + y2 = 0
definierte Varieta¨t zu betrachten, die im Reellen undurchquerbar ist, im Komplexen da-
gegen durch die Kurve
x(t) := t, y(t) := it








Fu¨r den Wert 0 oder sogar negative Werte verliert die Definition von r(t) in Lemma 4
aber ihre Analytizita¨t.
Dies kann auf folgende Weise umgangen werden: es findet vor der Polaraufblasung eine
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lineare Transformation der Variablen statt, die dafu¨r sorgt, daß anschließend in der Kurve




= 0 und die lineare Transformation hat nach Feststellung 15 die gleiche t-
Ordnung.
Definition 16 (Vorschalttransformation fu¨r C). Sei x(t) eine durchquerende Kurve
und x0(t) eine (von mo¨glicherweise mehreren) Komponenten niedrigster t-Ordnung. Seien
x1(t), . . . , xj(t) die anderen Komponenten gleicher niedrigster t-Ordnung. Dann sei fu¨r








x˜i(t) := xi(t)− αix0(t).
Nach Anwendung der Vorschalttransformation gibt es nur noch eine Komponente nied-
rigster t-Ordnung und der Beweis von Lemma 4 kann auch im Komplexen angewandt
werden.
Damit ergibt sich der folgende komplexe
Satz 3 (Algorithmus Polaraufblasung). Es liege der Ko¨rper der komplexen Zahlen
zugrunde. Sei g(x) = 0 ein Gleichungssystem polynomieller Gleichungen in mehreren
Unbekannten und sei 0 eine durchquerbare Singularita¨t des Gleichungssystems mit durch-
querender Kurve x(t). Dann endet der folgende Algorithmus nach endlich vielen Schritten
in einem lokal a¨quivalenten Gleichungssystem ohne Rangverlust.
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Algorithmus (komplexe Polaraufblasung)
(1) Es werde die Vorschalttransformation angewandt. Dadurch wird nach Fest-
stellung 15 die t-Ordnung nicht vera¨ndert und es gibt nur noch eine Kom-
ponente niedrigster t-Ordnung.
(2) Analog zum Gaußschen Eliminationsverfahren kann man durch Linearkom-
bination der Gleichungen erreichen, daß die linearen Anteile eine rechte
obere Dreiecksmatrix bilden. Dadurch wird t-Ord(G) nach Feststellung 17
nicht vera¨ndert.
Entweder besitzen danach alle Gleichungen noch einen linearen Anteil (dann
hat G Vollrang und der Algorithmus terminiert) oder mindestens eine Glei-
chung besitzt keinen linearen Anteil. Damit sind die Voraussetzungen von
Lemma 1 gegeben.
(3) Es wird eine Polaraufblasung durchgefu¨hrt. Die durchquerende Kurve x(t)
wird analog zu Lemma 4 um r(t), ei(t) erweitert. Nach (45) und Lemma 1
sinkt die t-Ordnung.
(4) Gilt t-Ord(G∗) = 0, hat G∗ keinen Rangverlust mehr, der Algorithmus
terminiert mit dem Ergebnis g∗.
(5) Die Singularita¨t wird durch eine Umentwicklung wieder in den Ursprung ge-
schoben. Existieren Komponenten der durchquerenden Kurve, die fu¨r t = 0
nicht den Wert 0 annehmen, so kann nach einer Umentwicklung angenom-
men werden, daß dies der Fall ist. Die Umentwicklungsgleichungen werden
nicht zu den anderen Gleichungen hinzugefu¨gt.
(6) Es wird nun g := g∗ ohne Transformations- und Umentwicklungsgleichun-
gen, x(t) := (r(t), ei(t)) gesetzt und wieder bei Punkt 1 begonnen.
KAPITEL IV
Beispiele fu¨r Aufblasung
Hier soll nun das im vorigen Kapitel entwickelte Verfahren der Kurven- und Polaraufbla-
sung auf einige Beispiele angewandt werden. Am entarteten Kurbeltrieb wird die Funkti-
onsweise noch einmal ausgefu¨hrt, am Beispiel der liegenden Acht wird auch numerisch die
Durchquerung der Singularita¨t demonstriert. Schließlich wird noch kurz die numerische
Stabilita¨t des Verfahrens angedeutet.
§1 Der Kurbeltrieb
Das Verfahren soll nun am Beispiel des (entarteten) Kurbeltriebs vorgefu¨hrt werden. Der
Kurbeltrieb bestehe aus zwei gleich langen Stangen (die gleiche La¨nge ist fu¨r die Entartung
verantwortlich), von denen eine im Ursprung befestigt ist und um diesen kreisen kann.
Die zweite soll an die erste anschließen, ihr Ende soll aber nur auf der x-Achse rutschen








Das Ende der ersten Stange werde durch die Koordinaten x1, y1 beschrieben, das Ende
der zweiten durch x2, y2. Die La¨ngen der Stangen seien 1. Aus der Beschreibung des
Mechanismus ergeben sich ganz zwanglos die drei Zwangsbedingungen1
x21 + y
2
1 − 1 = 0
(x1 − x2)2 + (y1 − y2)2 − 1 = 0
y2 = 0.
1Diese sich ergebenden Zwangsbedingungen werden allerdings mit einer Singularita¨t behaftet sein.
Es gibt eine bessere Formulierung des
”
gleichen“ Mechanismus ohne diese Singularita¨t; der Algorithmus
wird sie finden.
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Die Ableitungsmatrix lautet
G =
 2x1 2y1 0 02(x1 − x2) 2(y1 − y2) −2(x1 − x2) −2(y1 − y2)
0 0 0 1
 .
Die Singularita¨t liegt im Punkt (0, 1, 0, 0) vor:
G(0, 1, 0, 0) =
 0 2 0 00 2 0 −2
0 0 0 1
 .
Die Ursache fu¨r das Auftreten einer Singularita¨t an dieser Stelle ist das Zusammentreffen
zweier Untermannigfaltigkeiten. Der Mechanismus kann sich auf zwei Arten aus dieser
Stellung herausbewegen: entweder rutscht das Ende der zweiten Stange x2, y2 auf der
x-Achse weiter oder das Ende der zweiten Stange verharrt im Ursprung und das Ende der















Zuna¨chst einmal werde die Singularita¨t in den Nullpunkt transformiert, dazu seien neue
Variablen qi eingefu¨hrt:
q1 = x1
q2 = y1 − 1
q3 = x2
q4 = y2.
In diesen neuen Koordinaten lauten die Zwangsbedingungen nun
q21 + q
2
2 + 2q2 = 0
q21 − 2q1q3 + q23 + q22 + 2q2 − 2q2q4 − 2q4 + q24 = 0 (46)
q4 = 0
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Die linearen Anteile der Gleichungen werden auf rechte obere Dreiecksgestalt gebracht
(der Einfachheit halber in der Reihenfolge q2, q4, . . .):
q21 + q
2
2 + 2q2 = 0
q4 = 0
−2q1q3 + q23 − 2q2q4 + q24 = 0.









1 + 2λ2q1 = 0
λ4q1 = 0
−2λ3q21 + λ23q21 − 2λ2λ4q21 + λ24q21 = 0.
Die nachfolgende Abdivision fu¨hrt zu
q1 + λ
2
2q1 + 2λ2 = 0
λ4 = 0
−2λ3 + λ23 − 2λ2λ4 + λ24 = 0.
Das ganze System hat nun keinen Rangverlust mehr. Dies ist auch die versprochene einfa-
chere Formulierung des Systems: die letzte Zeile des Gleichungssystems ist unter Beru¨ck-
sichtigung von λ4 = 0 a¨quivalent zu
λ3(λ3 − 2) = 0.
Dies hat zwei Lo¨sungszweige, die den beiden sich treffenden Mannigfaltigkeiten entspre-
chen, na¨mlich λ3 = 0 (der zweite Ko¨rper verharrt immer im Ursprung) oder λ3 = 2 (die
x-Koordinate des zweiten Ko¨rpers ist immer doppelt so groß wie die x-Koordinate des
ersten Ko¨rpers). Wa¨hlte man nun nur einen dieser beiden Zweige als intendierte Model-
lierung aus, so wa¨re das Gleichungssystem von Anfang an ohne Rangverlust gewesen. In
der obigen Formulierung sind beide Mo¨glichkeiten immer noch enthalten, aber separiert
worden (λ3 ≡ 0 oder λ3 ≡ 2).
Die Polaraufblasung verfa¨hrt gleich bis zum Zwischenstand
q21 + q
2
2 + 2q2 = 0
q4 = 0
−2q1q3 + q23 − 2q2q4 + q24 = 0.
Hier nun werden die Transformationsgleichungen
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q1 − req1 = 0
q2 − req2 = 0
q3 − req3 = 0







q4 − 1 = 0
angewandt:
r2e2q1 + r
2e2q2 + 2req2 = 0
req4 = 0




+ e2q3 + e
2
q4
− 1 = 0.
Die Abdivision ergibt hier
re2q1 + re
2
q2 + 2eq2 = 0
eq4 = 0




+ e2q3 + e
2
q4
− 1 = 0.
Um den Vollrang zu erkennen, muß man hier in der dritten und der vierten Zeile nur
die Ableitungen nach eq1 und eq3 betrachten. Indem man die durchquerenden Kurven
ermittelt, erkennt man eq1(0) 6= 0, eq3(0) 6= 0 und eq3(t) = 2eq1(t).
Somit erha¨lt man fu¨r die Ableitungsmatrix der einzigen beiden kritischen Gleichungen




Damit liegt Vollrang vor. Wieder kann man an der dritten Gleichung die beiden sich
treffenden Zweige eq3 = 0 und eq3 = 2eq1 erkennen.
§2 Und nun . . . Physik
Trotz der Erfolge, mathematisch die Formulierung der Zwangsmannigfaltigkeit so umzu-
gestalten, daß diese keinen Rangverlust mehr hat, kommt es zu einem anderen Problem.
Die Beseitigung des Rangverlusts der Mannigfaltigkeit funktioniert mathematisch immer,
auch dann, wenn es physikalisch nicht funktionieren darf. Dies sei an einem einfachen
Beispiel illustriert:
g(x, y) := y2 − x3.
Ausgangspunkt sei folgendes Gedankenexperiment: ein Massepunkt der Masse M werde
an einem Punkt der Kurve mit y > 0 plaziert und falle unter Einfluß von Schwerkraft
nach unten.
Nach endlicher Zeit t1 erreicht die Masse mit einer nichtverschwindenden Geschwindigkeit
vx(t1) < 0
den Ursprung. Was passiert nun aber mit den Geschwindigkeit vx? Damit der Punkt
weiter auf der Kurve nach unten gleiten ko¨nnte, mu¨ssten sie einen Sprung erleiden (etwa
im Sinne eines inelastischen Stoßes) zu
vx(t1 + ε) ≥ 0 fu¨r alle hinreichend kleinen ε > 0.
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Abbildung IV.1. Die Kurve y2 = x3
Aber wenn die Geschwindigkeit vx zum Zeitpunkt t1 springt, gibt es keine stetig diffe-
renzierbare Lo¨sung des differential-algebraischen Gleichungssystems. Jedoch haben die
Methoden des vorherigen Abschnitts Mo¨glichkeiten geliefert, die Singularita¨t der Kurve
zu beseitigen. Und dennoch soll es keine glatte Lo¨sung geben?
Die Antwort auf diesen scheinbaren Widerspruch liegt in der Natur der hinzugefu¨gten
Variablen. Die Kurve
y2 − x3 = 0
wird durch Einfu¨hrung eines zusa¨tzlichen Parameters s (nicht zu Verwechseln mit der Zeit
oder der Bogenla¨nge) beseitigt:
y − s3 = 0
x− s2 = 0.
Diese zusa¨tzliche Variable s, die
”
projektive Variable“, taucht nun in der DAE des phy-
sikalischen Systems auf, und somit stellt sich die Frage, welche
”
Masse“ dieser Variablen
in der Massenmatrix zuzuordnen ist. Beschreibt man das physikalische System durch den
Lagrange-Formalismus, so kommt die Variable s in den Lagrange-Gleichungen nicht vor,
denn sowohl Potential als auch kinetische Energie sind nur von y bzw. x und y abha¨ngig.
Bezu¨glich der Variable s ergibt sich eine Nullgleichung (0 = 0). Insbesondere die Tatsa-
che, daß die kinetische Energie nicht von s abha¨ngig ist, legt nahe, der Variablen s eine
Nullmasse zuzordnen:
ms := 0.
Dies hat nun die Auswirkung, daß im Gleichungssystem 4 zwar die Ableitungsmatrix G
immer Vollrang hat, dafu¨r aber die Massenmatrix M nicht mehr. Durch diese Hintertu¨r
kehren die Nicht-Differenzierbarkeiten in den Lo¨sungen der DAE wieder zuru¨ck.
Trotzdem sind die vorgestellten Methoden zur Singularita¨tsbeseitigung damit nicht sinn-
los:
(1) Wie das Beispiel
g(x, y) = xy
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zeigt, gibt es Fa¨lle, in denen, trotz der Nullzeilen der Massenmatrix, das System
als Ganzes nun immer Vollrang erha¨lt. Dieses Beispiel soll etwas weiter ausgefu¨hrt
werden. Mit der Zwangsbedingung g(x, y) = xy und den Massen mx und my






 mx 0 y0 my x
y x 0
 ,
welches in x = 0, y = 0 Rangverlust hat.
Nach der Aufblasung lauten die Zwangsbedingungen
x− rex = 0




y − 1 = 0.
Damit ergibt sich als Gesamtmatrix (mit Nullmassen der neuen Variablen und
Variablenreihenfolge x, y, r, ex, ey):
1 0 0 0 0 1 0 0 0
0 1 0 0 0 0 1 0 0
0 0 0 0 0 −ex −ey 0 0
0 0 0 0 0 −r 0 ey 2ex
0 0 0 0 0 0 −r ex 2ey
1 0 −ex −r 0 0 0 0 0
0 1 −ey 0 −r 0 0 0 0
0 0 0 ey ex 0 0 0 0
0 0 0 2ex 2ey 0 0 0 0

.
Die Singularita¨t x = 0, y = 0 wurde durch die Aufblasung in vier Punkte ge-
trennt: r = 0, |ex| = 1, ey = 0 und r = 0, ex = 0, |ey| = 1. Im ersten Fall lautet
die Gesamtmatrix
1 0 0 0 0 1 0 0 0
0 1 0 0 0 0 1 0 0
0 0 0 0 0 −1 0 0 0
0 0 0 0 0 0 0 0 2
0 0 0 0 0 0 0 1 0
1 0 −1 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 2 0 0 0 0 0

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oder 
1 0 0 0 0 1 0 0 0
0 1 0 0 0 0 1 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 −2
0 0 0 0 0 0 0 −1 0
1 0 1 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 0 0 −1 0 0 0 0
0 0 0 −2 0 0 0 0 0

,
im zweiten Fall lautet die Matrix
1 0 0 0 0 1 0 0 0
0 1 0 0 0 0 1 0 0
0 0 0 0 0 0 −1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 2
1 0 0 0 0 0 0 0 0
0 1 −1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 2 0 0 0 0

oder 
1 0 0 0 0 1 0 0 0
0 1 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 0 −2
1 0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0
0 0 0 −1 0 0 0 0 0
0 0 0 0 −2 0 0 0 0

.
In jedem dieser vier Fa¨lle hat die Matrix Vollrang.
(2) Das mathematische Verfahren der Singularita¨tsbeseitigung funktioniert immer,
sogar in solchen Fa¨llen, in denen aufgrund physikalischer U¨berlegungen keine
vollsta¨ndig glatte Beschreibung des Systems existieren kann, wie dies z. B. bei
g(x, y) = y2 − x3
der Fall ist. Hier kann nicht einerseits durch einen mathematischen Trick eine
glatte Lo¨sung erzwungen werden und gleichzeitig die mathematische Lo¨sung eine
physikalisch sinnvolle sein, wenn die Physik die Existenz einer solchen Lo¨sung
ausschließt.
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Zusammen legt dies folgende Vermutung nahe: immer wenn eine physikalisch sinnvolle
Lo¨sung existiert, liefert das mathematische Verfahren der Aufblasung eine Umformulie-
rung der Gleichung (4), die sogar unter Annahme von Nullmassen fu¨r die neu hinzugetre-
tenen Variablen Vollrang besitzt.
Ein weiteres Beispiel funktionierender Aufblasung und Integration wird im folgenden Ab-
schnitt vorgestellt.
§3 Die liegende Acht
Ein Beispiel fu¨r das Gelingen der Aufblasung und numerischer Integration ist die Zwangs-
bedingung, daß ein Ko¨rper nur entlang einer liegenden Acht gleiten darf. Die entsprechen-
de Zwangsbedingungsgleichung lautet
y2 − x2(1− x2) = 0.
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Abbildung IV.2. Die Kurve y2 − x2(1− x2) = 0
urspru¨ngliche Gleichung
x4 − x2 + y2 = 0
geht durch die Aufblasung u¨ber in
x− rex = 0
y − rey = 0
e2x + e
2
y − 1 = 0
r2e4x − e2x + e2y = 0.
Dieses Gleichungssystem ist auf der Mannigfaltigkeit ohne Rangverlust. Mit den Werten
mx = 1, Fx = 0
my = 1, Fy = −g = −9.81
mr = 0, Fr = 0
mex = 0, Fex = 0
mey = 0, Fey = 0
sowie den Anfangswerten
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x(0) = 1, x˙(0) = 0
y(0) = 0, y˙(0) = 4
r(0) = 1, r˙(0) = 0
ex(0) = 1, e˙x(0) = 0
ey(0) = 0, e˙y(0) = 4
wird die DAE (7) fu¨r den Zeitraum von 0 bis 2 sec integriert. Der Integrator ist dabei der
Dormand-Prince85-Integrator von MBSSIM. Er beno¨tigt 0.08 sec auf einem Pentium-II-
266 MHz-Rechner und macht in der Integration 85 Schritte bzw. 1190 Funktionsauswer-
tungen. Das Ergebnis ist in den Abbildungen IV.3 bis IV.8 wiedergegeben.
§4 Numerische Stabilita¨t
In diesem Abschnitt soll, wenn auch nur angedeutet, untersucht werden, wie sich der
Aufblasungsalgorithmus gegenu¨ber numerischen Sto¨rungen verha¨lt. Dies soll am Beispiel
des Koordinatenkreuzes g(x, y) := xy = 0 verdeutlicht werden. Dazu wird die Gleichung
des Koordinatenkreuzes
xy = 0 (47)
einer gesto¨rten Gleichung
xy = ε (48)
gegenu¨bergestellt.
Der Aufblasungsalgorithmus ist ein exakter Koordinaten-Transformations-Algorithmus.
Er fu¨hrt die qualitativ unterschiedlichen Varieta¨ten, beschrieben durch (47) und (48),
u¨ber in andere, a¨quivalente Darstellungen. Daher zeigt der Algorithmus beim U¨bergang
von (47) zu (48) ein sprunghaftes Verhalten, ist also in diesem Sinne nicht numerisch
stabil.
Was bedeutet es in diesem Zusammenhang, numerische Stabilita¨t zu fordern? Betrachtet
man (48) als Sto¨rung von (47), so soll die Aufblasung von (48) ein qualitativ a¨hnliches
Verhalten zeigen wie die von (47). Dies bedeutet anschaulich folgendes: angenommen
ein Massepunkt wu¨rde auf einem Hyperbelzweig von (48) sich dem Ursprung na¨hern.
Er sollte dann in Ursprungsna¨he nicht
”
um die Kurve biegen“, sondern auf den anderen
Hyperbelast springen, so daß es bei kleinem ε und
”
aus gro¨ßerer Entfernung“ wirkt, als
ob er sich der Achse entlang bewegt ha¨tte.
Dieses Verhalten la¨sst sich durch eine Modifikation des Aufblasungsalgorithmus errreichen.
Wa¨hrend der exakte Aufblasungsalgorithmus in (48) das ε beru¨cksichtigt, besteht die
Modifikation darin, daß der Algorithmus konstante (und lineare) Terme als 0 betrachtet,
wenn sie kleiner sind als eine vorgegebene Toleranzgrenze.
Am Beispiel (48) bedeutet dies, daß die Gleichung
xy = ε
aufgeblasen wird zu
x− rex = 0
y − rey = 0
e2x + e
2
y − 1 = 0
exey = ε.
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Die mo¨glichen Lo¨sungen (x, y) bilden hier ein leicht gedrehtes Koordinatenkreuz (Abbil-
dung IV.9). In der praktischen Durchfu¨hrung kann man sich dies wie folgt vorstellen: der
Massepunkt na¨hert sich in der urspru¨nglichen Formulierung dem Nullpunkt. Die Deter-
minante von GTG sinkt schließlich unter einen kritischen Wert, wodurch zur aufgeblase-
nen Formulierung u¨bergegangen wird. In dieser Formulierung durchquert der Massepunkt
den Ursprung. Nachdem die Determinante der urspru¨nglichen Formulierung die kritische
Grenze wieder u¨bersteigt, kann zu ihr zuru¨ckgekehrt werden. Aus der
”
Ferne“ betrachtet
wirkt dies, als ha¨tte der Massepunkt die y-Achse im Ursprung durchquert.
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Abbildung IV.5. x-Position u¨ber der Zeit
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Abbildung IV.8. y-Geschwindigkeit u¨ber der Zeit
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Abbildung IV.9. Modifizierte Aufblasung fu¨r xy = 0.1
KAPITEL V
Das Modell
Hier wird ein Modell fu¨r ein Mehrko¨rpersystem aufgestellt, fu¨r welches dann anschlie-
ßend optimale Laufbewegungen bestimmt werden sollen. Dabei ergeben sich aus dem
Entwurf die mechanischen Zwangsbedingungen sowie wirkende Kra¨fte und Drehmomen-
te. Bestandteil des Modells sind die Bodenreaktionskra¨fte (und sich dadurch ergebende
Schaltfunktionen), ohne die keine Laufbewegung mo¨glich wa¨re.
Die mo¨glichen Bewegungen werden dann durch weitere Bedingungen auf Optimierungs-
seite eingeschra¨nkt (z. B. sollen die Knie ho¨her als die Fu¨ße bleiben).
Des Weiteren werden die Gleichungen genannt, die hinzugefu¨gt werden mu¨ssen, wenn
Periodizita¨t verlangt werden sollte.
§1 Die mechanische Formulierung
§1.1 Punktmassen. Das Modell besteht aus 10 punktfo¨rmigen Massen (im Bild1 als
rote Kugeln dargestellt), denen jeweils die Masse 1 zugeordnet wird. Ihre Numerierung
ist in Abbildung V.1 gezeigt. Wegen der Punktfo¨rmigkeit der Massen und der Massen-
losigkeit aller weiteren Elemente (Gelenke, Aktuatoren) reduzieren sich die natu¨rlichen
auf gewo¨hnliche kartesische Koordinaten. Aus den 10 Massepunkten ergeben sich in drei
Dimensionen dreißig Orts- und dreißig Geschwindigkeitskoordinaten. Die Koordinaten
werden auf die dreißig Ortsvariablen wie folgt abgebildet:
x-Koordinate von Massepunkt Nr. i→ 3(i− 1) + 1
y-Koordinate von Massepunkt Nr. i→ 3(i− 1) + 2
z-Koordinate von Massepunkt Nr. i→ 3(i− 1) + 3.
1Die folgenden Visualisierungen wurden mit Hilfe von JAFV erstellt, einem auf OpenGL basierenden
Graphikprogramm von Michael Winckler und Jo¨rg Huber[69].
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Abbildung V.1. Numerierung der Massepunkte
§1.2 Zwangsbedingungen. Die Bewegungsmo¨glichkeiten der einzelnen Massepunk-
te werden durch 19 mechanische Zwangsbedingungen eingeschra¨nkt. Die ersten 13 sind
gema¨ß Abbildung V.2 einfach zu erkennen.
Abbildung V.2. Die ersten 13 Zwangsbedingungen
Die Bedingungen 1 bis 7 beschreiben, daß sich die Massepunkte in einem fixen Abstand
voneinander befinden:
gpos1 = (p1 − p4)2 + (p2 − p5)2 + (p3 − p6)2 − 1
gpos2 = (p4 − p7)2 + (p5 − p8)2 + (p6 − p9)2 − 1
gpos3 = (p7 − p13)2 + (p8 − p14)2 + (p9 − p15)2 − 1
gpos4 = (p13 − p16)2 + (p14 − p17)2 + (p15 − p18)2 − 1
gpos5 = (p16 − p19)2 + (p17 − p20)2 + (p18 − p21)2 − 1
gpos6 = (p10 − p22)2 + (p11 − p23)2 + (p12 − p24)2 − 1
gpos7 = (p25 − p28)2 + (p26 − p29)2 + (p27 − p30)2 − 1 .
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Die Bedingungen 8 bis 13 beschreiben, daß die jeweiligen Massen sich immer in der Mitte
zweier anderer Massen befinden mu¨ssen:
gpos8 = p7 + p13 − 2p10
gpos9 = p8 + p14 − 2p11
gpos10 = p9 + p15 − 2p12
gpos11 = p25 + p28 − 2p22
gpos12 = p26 + p29 − 2p23
gpos13 = p27 + p30 − 2p24.
Zwangsbedingung 14 besagt, daß die Achse zwischen Ko¨rper 1 und 2 senkrecht auf der
Achse zwischen Ko¨rper 3 und 5 sein muß; damit wird ein seitliches Wegknicken des Beins
verboten. Die Zwangsbedingungen 15 bis 17 fordern dies analog fu¨r die Achsen zwischen
2 und 3, zwischen 5 und 6 und zwischen 6 und 7.
gpos14 = (p1 − p4)(p7 − p13) + (p2 − p5)(p8 − p14) + (p3 − p6)(p9 − p15)
gpos15 = (p4 − p7)(p7 − p13) + (p5 − p8)(p8 − p14) + (p6 − p9)(p9 − p15)
gpos16 = (p19 − p16)(p7 − p13) + (p20 − p17)(p8 − p14) + (p21 − p18)(p9 − p15)
gpos17 = (p16 − p13)(p7 − p13) + (p17 − p14)(p8 − p14) + (p18 − p15)(p9 − p15).
Die Bedingung 18 fordert, daß die Achse zwischen Ko¨rper 4 und 8 ebenfalls senkrecht auf
der Achse zwischen Ko¨rper 3 und 5 steht (
”
Wirbelsa¨ule“ steht senkrecht auf
”
Hu¨fte“):
gpos18 = (p10 − p22)(p7 − p13) + (p11 − p23)(p8 − p14) + (p12 − p24)(p9 − p15).
Bedingung 19 nun fordert, daß die Achse zwischen den Ko¨rpern 9 und 10 wiederum senk-
recht auf der Achse zwischen 4 und 8 steht (
”
Schulter“ steht senkrecht auf
”
Wirbelsa¨ule“):
gpos19 = (p25 − p28)(p10 − p22) + (p26 − p29)(p11 − p23) + (p27 − p30)(p12 − p24).
§1.3 Kra¨fte. Auf das Modell wirken nun a¨ußere Kra¨fte (Gravitation, Reibung mit
dem Boden) sowie innere Kra¨fte (Drehmomente durch Aktuatoren). Durch letztere wird
die Bewegung gesteuert. Seien zuna¨chst die wirkenden Drehmomente beschrieben. Als lo-
kales Koordinatensystem dient dabei eine Basis, die aus der
”
Hu¨fte“ (Achse von Ko¨rper 3
nach Ko¨rper 5), der
”
Wirbelsa¨ule“ (Achse von Ko¨rper 4 nach 8) und einer Basiserga¨nzung
gebildet wird, wie in Abbildung V.3 gezeigt. Der Aktuator fu¨r das Drehmoment q1 sitzt
Abbildung V.3. Lokale Basis der Drehmomente
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sozusagen in Ko¨rper 2 und bewirkt ein Drehmoment auf die Achse zwischen Ko¨rper 1
und 2 (auf der Abbildung V.4 der gelbe, nach rechts zeigende Pfeil) und ein Gegendreh-
moment auf die Achse zwischen Ko¨rper 2 und 3 (der gru¨ne, nach links zeigende Pfeil).
Ein analog wirkendes Drehmoment q2 sitzt in Ko¨rper 6 und wirkt mit einem Moment auf
Abbildung V.4. Das Drehmoment q1
die Achse zwischen Ko¨rper 6 und 7 und mit einem Gegenmoment auf die Achse zwischen
Ko¨rper 6 und 5. Die beiden Drehmomente q1 und q2 ko¨nnte man als Kniebeuger und
-strecker bezeichnen.
Ein weiteres Drehmoment q3 sitzt in Ko¨rper 3 und wirkt auf die Achse zwischen Ko¨rper 2
und 3 (in Abbildung V.5 der gelbe, nach rechts zeigende Pfeil) mit einem Gegenmoment
auf die Achse zwischen Ko¨rper 5 und 6 (der gru¨ne, nach links zeigende Pfeil). Mit seiner
Abbildung V.5. Das Drehmoment q3
Hilfe ko¨nnen die beiden
”
Oberschenkel“ (Achse Ko¨rper 2 und 3 und Achse Ko¨rper 5 und
6) bewegt werden und zwar in entgegengesetzten Richtungen (aufeinander zu oder von-
einander weg, nicht aber gemeinsam in eine Richtung).
Das Drehmoment q4 vermag nun, beide ”
Oberschenkel“ in die gleiche Richtung zu bewe-
gen mit einer Gegenbewegung der
”
Wirbelsa¨ule“. Es wirkt auf die Achse zwischen Ko¨rper
2 und 3 sowie in gleichem Sinne auf die Achse zwischen Ko¨rper 5 und 6 (in Abbildung V.6
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die beiden gru¨nen, nach rechts zeigenden Pfeile) und doppelt so stark in entgegengesetzter
Richtung auf die Achse zwischen Ko¨rper 4 und 8 (der gelbe, nach links zeigende Pfeil). Mit
Abbildung V.6. Das Drehmoment q4




Das letzte Drehmoment, q5, erlaubt nun eine ”
Schulterdrehung“. Es bewirkt ein Drehmo-
ment auf die Achse zwischen Ko¨rper 9 und 10 (in Abbildung V.7 der gelbe, nach oben
zeigende Pfeil) und ein Gegenmoment auf die Achse zwischen Ko¨rper 3 und 5 (der gru¨ne,
nach unten zeigende Pfeil).
Nach diesen inneren Kra¨ften sind nun die auf das Modell wirkenden a¨ußeren Kra¨fte zu
Abbildung V.7. Das Drehmoment q5
beschreiben. Zuna¨chst einmal wirkt die Gravitation auf alle Ko¨rper gleichma¨ßig. Die For-
mulierung dieser Kraft ist offensichtlich.
Des weiteren wirken auf die Ko¨rper 1 und 7 (und nur auf diese) Bodenreaktionskra¨fte.
Dringt einer dieser Ko¨rper in den als weich gedachten Boden ein, so erfa¨hrt er eine ru¨cktrei-
bende Kraft. Seien mit px, py, pz und vx, vy, vz die Orts- bzw. Geschwindigkeitskoordinaten
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 fu¨r pz < 0 00
0
 sonst.
In x- und y-Richtung wirken Reibungskra¨fte, die proportional zur Geschwindigkeit in die-
ser Richtung sind und dabei mit der dritten Potenz der Eindringtiefe multipliziert werden.
In z-Richtung wirkt ebenfalls ein solcher Reibungsterm, zusa¨tzlich aber noch eine ru¨ck-
treibende Kraft, die proportional zu Eindringtiefe hoch drei gesetzt wird.
Die dritte Potenz der Eindringtiefe ergibt sich aus der Tatsache, daß es fu¨r den Op-
timierungsvorgang eine notwendige Voraussetzung ist, daß das Zielfunktional (u¨ber die
Trajektorien) zweimal stetig differenzierbar von den Eingangsparametern abha¨ngt. Beim
U¨bergang von
”
Ko¨rper hat z-Koordinate > 0“ zu
”
Ko¨rper hat z-Koordinate ≤ 0“ findet
aber mit dem Auftreten von Ru¨cktriebs- und Reibungskra¨ften ein Sprung in den Kra¨ften
statt. Durch die Gla¨ttung dieses Sprungs mit der dritten Potenz der Eindringtiefe geht
die zweimalige Differenzierbarkeit nicht verloren.
In den numerischen Berechnungen werden die Werte
C
x−Reibung = Cy−Reibung = 10
6
C
z−Reibung = 8 · 104
D = 100
angenommen. In ihren Gro¨ßenordnungen sind die Werte so gewa¨hlt, daß der Aufprall eines
Ko¨rpers auf dem Boden der Schwingung eines harmonischen Oszillators im aperiodischen
Grenzfall nahekommt, damit die auftretenden Schwingungen mo¨glichst schnell abklingen.
Exakt erreichbar ist dieser Wunschfall nicht, da ja z. B. nicht klar ist, ob das Modell mit
einem oder zwei Fu¨ssen aufprallen wird. Ansonsten sind die gewa¨hlten Werte willku¨rliche
Eigenschaften des Bodens.
Auch ist aus der obigen Kraftdefinition ersichtlich, daß die Funktion pz (z-Koordinate)
des Ko¨rpers als Schaltfunktion fu¨r einen Modellwechsel dient. Da die beiden Ko¨rper 1
und 7 als Fu¨ße dienen sollen, gibt es damit zwei Schaltfunktionen.
Im Prinzip wa¨re es mo¨glich, auch sa¨mtliche andere Ko¨rper des Modells mit eventuellen
Boden-Reaktions-Kra¨ften zu versehen, aber es gibt drei Gru¨nde, die dagegen sprechen:
(1) In der erwarteten Lo¨sung, einer Laufbewegung, werden wohl nur die beiden Fu¨sse
mit dem Boden kollidieren. Auf diese Art werden allerdings eventuelle optimale
Laufbewegungen, in denen z. B. als wesentliches Bewegungselement der
”
Kopf“
mit dem Boden kollidiert, von vornherein ausgeschlossen und nicht gefunden.
Sollte die Lo¨sung aber wider Erwarten z. B. einen Bewegungsanteil haben, bei
dem der
”
Kopf“ in den Boden eindringt (ohne Impuls u¨bertragen zu ko¨nnen, da
keine Reaktionskra¨fte auf ihn wirken), so mu¨ßte die Lo¨sung verworfen und das




(2) Jede zusa¨tzliche Schaltfunktion verlangsamt die Integration der DAE spu¨rbar. In
den gerechneten Intervallen einer Simulationsdauer von δt = 0.025s mit einem
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Schaltereignis verbringt der Integrator mehr als 50% der Zeit mit der genauen
Lokalisierung der Schaltstelle.
(3) Mit der Anzahl der Schaltfunktionen steigt das Risiko, daß Schaltereignisse nicht
gefunden werden ko¨nnen. Die Wanderung von Schaltzeitpunkten durch einander
hindurch und daraus eventuell resultierende doppelte Ereignisse stellen fu¨r den
Integrator eine sehr große Schwierigkeit dar (siehe von Schwerin[66]).
§1.4 Initiale Projektion. Fu¨r die initiale Projektion wird noch das Produkt zwi-
schen dem Ableitungstensor Gp und ξ beno¨tigt. Als Ergebnis Gpξ ergibt sich folgende
Matrix, die aus typographischen Gru¨nden in drei Matrizen zu jeweils zehn Zeilen aufge-
spalten wird, wobei die 30 Eintra¨ge jeder Zeile in 3-er-Block-Zeilen dargestellt werden.
Die Abbildungen V.8 bis V.10 zeigen diese drei Teile.
§2 Die Optimierungsformulierung
Zu den Bedingungen auf mechanischer Seite treten nun auch noch Bedingungen auf der
Optimierungsseite hinzu. Dies sind z. B. Bedingungen, die sich mechanisch nur sehr schwer
formulieren lassen (wie z. B. Bedingungen, die das Durchdringen zweier Ko¨rper ausschlie-
ßen sollen) oder Bedingungen, die an die gewu¨nschte Lo¨sung gestellt werden (wie z. B.
keine volle Umdrehung der Beine) oder die reiner Optimierungsnatur sind (wie z. B. Pe-
riodizita¨tsforderungen).
§2.1 Mechanische Bedingungen. Als mechanische Bedingungen ko¨nnen z. B. die
folgenden Ungleichungsbedingungen aufgefasst werden, die besagen, daß die
”
Knie“ nur
in einer Richtung geknickt werden du¨rfen. Dies als Bedingung echt auf der Mechanik-
Seite einzufu¨hren hieße, weitere Schaltfunktionen und Reaktionskra¨fte einzufu¨hren. Es ist
einfacher, sie auf die Optimierungsseite zu schieben und vom Optimierer zu verlangen,
daß die Lo¨sung diese Ungleichungen erfu¨llen soll.
b1 = p13 − p7
b2 = p14 − p8
b3 = p15 − p9
c1 = (p22 − p10)/2
c2 = (p23 − p11)/2
c3 = (p24 − p12)/2
d1 = b2c3 − b3c2
d2 = b3c1 − b1c3
d3 = b1c2 − b2c1
Damit bilden b, c, d ein lokales Koordinatensystem.
x1 = (p7 − p4)c1 + (p8 − p5)c2 + (p9 − p6)c3
y1 = (p7 − p4)d1 + (p8 − p5)d2 + (p9 − p6)d3
x2 = (p4 − p1)c1 + (p5 − p2)c2 + (p6 − p3)c3
y2 = (p4 − p1)d1 + (p5 − p2)d2 + (p6 − p3)d3
















2ξ1 0 0 −2ξ1 0 0 ξ14 0 0 0
0 0 −ξ14 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 2ξ1 0 0 −2ξ1 0 0 ξ14 0 0
0 0 0 −ξ14 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 2ξ1 0 0 −2ξ1 0 0 ξ14 0
0 0 0 0 −ξ14 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
−2ξ1 0 0 2ξ1 + 2ξ2 0 0 −2ξ2 − ξ14 + ξ15 0 0 0
0 0 ξ14 − ξ15 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 −2ξ1 0 0 2ξ1 + 2ξ2 0 0 −2ξ2 − ξ14 + ξ15 0 0
0 0 0 ξ14 − ξ15 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 −2ξ1 0 0 2ξ1 + 2ξ2 0 0 −2ξ2 − ξ14 + ξ15 0
0 0 0 0 ξ14 − ξ15 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
ξ14 0 0 −2ξ2 − ξ14 + ξ15 0 0 2ξ2 + 2ξ3 − 2ξ15 0 0 ξ18
0 0 −2ξ3 + ξ15 − ξ17 0 0 −ξ16 + ξ17 0 0 ξ16 0
0 −ξ18 0 0 0 0 0 0 0 0
0 ξ14 0 0 −2ξ2 − ξ14 + ξ15 0 0 2ξ2 + 2ξ3 − 2ξ15 0 0
ξ18 0 0 −2ξ3 + ξ15 − ξ17 0 0 −ξ16 + ξ17 0 0 ξ16
0 0 −ξ18 0 0 0 0 0 0 0
0 0 ξ14 0 0 −2ξ2 − ξ14 + ξ15 0 0 2ξ2 + 2ξ3 − 2ξ15 0
0 ξ18 0 0 −2ξ3 + ξ15 − ξ17 0 0 −ξ16 + ξ17 0 0
ξ16 0 0 −ξ18 0 0 0 0 0 0
0 0 0 0 0 0 ξ18 0 0 2ξ6
0 0 −ξ18 0 0 0 0 0 0 0















































0 0 0 0 0 0 0 ξ18 0 0
2ξ6 0 0 −ξ18 0 0 0 0 0 0
0 0 −2ξ6 0 0 ξ19 0 0 −ξ19 0
0 0 0 0 0 0 0 0 ξ18 0
0 2ξ6 0 0 −ξ18 0 0 0 0 0
0 0 0 −2ξ6 0 0 ξ19 0 0 −ξ19
−ξ14 0 0 ξ14 − ξ15 0 0 −2ξ3 + ξ15 − ξ17 0 0 −ξ18
0 0 2ξ3 + 2ξ4 + 2ξ17 0 0 −2ξ4 + ξ16 − ξ17 0 0 −ξ16 0
0 ξ18 0 0 0 0 0 0 0 0
0 −ξ14 0 0 ξ14 − ξ15 0 0 −2ξ3 + ξ15 − ξ17 0 0
−ξ18 0 0 2ξ3 + 2ξ4 + 2ξ17 0 0 −2ξ4 + ξ16 − ξ17 0 0 −ξ16
0 0 ξ18 0 0 0 0 0 0 0
0 0 −ξ14 0 0 ξ14 − ξ15 0 0 −2ξ3 + ξ15 − ξ17 0
0 −ξ18 0 0 2ξ3 + 2ξ4 + 2ξ17 0 0 −2ξ4 + ξ16 − ξ17 0 0
−ξ16 0 0 ξ18 0 0 0 0 0 0
0 0 0 0 0 0 −ξ16 + ξ17 0 0 0
0 0 −2ξ4 + ξ16 − ξ17 0 0 2ξ4 + 2ξ5 0 0 −2ξ5 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −ξ16 + ξ17 0 0
0 0 0 −2ξ4 + ξ16 − ξ17 0 0 2ξ4 + 2ξ5 0 0 −2ξ5
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 −ξ16 + ξ17 0
0 0 0 0 −2ξ4 + ξ16 − ξ17 0 0 2ξ4 + 2ξ5 0 0
−2ξ5 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 ξ16 0 0 0
0 0 −ξ16 0 0 −2ξ5 0 0 2ξ5 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 ξ16 0 0
0 0 0 −ξ16 0 0 −2ξ5 0 0 2ξ5

































0 0 0 0 0 0 0 0 ξ16 0
0 0 0 0 −ξ16 0 0 −2ξ5 0 0
2ξ5 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 −ξ18 0 0 −2ξ6
0 0 ξ18 0 0 0 0 0 0 0
0 2ξ6 0 0 −ξ19 0 0 ξ19 0 0
0 0 0 0 0 0 0 −ξ18 0 0
−2ξ6 0 0 ξ18 0 0 0 0 0 0
0 0 2ξ6 0 0 −ξ19 0 0 ξ19 0
0 0 0 0 0 0 0 0 −ξ18 0
0 −2ξ6 0 0 ξ18 0 0 0 0 0
0 0 0 2ξ6 0 0 −ξ19 0 0 ξ19
0 0 0 0 0 0 0 0 0 ξ19
0 0 0 0 0 0 0 0 0 0
0 −ξ19 0 0 2ξ7 0 0 −2ξ7 0 0
0 0 0 0 0 0 0 0 0 0
ξ19 0 0 0 0 0 0 0 0 0
0 0 −ξ19 0 0 2ξ7 0 0 −2ξ7 0
0 0 0 0 0 0 0 0 0 0
0 ξ19 0 0 0 0 0 0 0 0
0 0 0 −ξ19 0 0 2ξ7 0 0 −2ξ7
0 0 0 0 0 0 0 0 0 −ξ19
0 0 0 0 0 0 0 0 0 0
0 ξ19 0 0 −2ξ7 0 0 2ξ7 0 0
0 0 0 0 0 0 0 0 0 0
−ξ19 0 0 0 0 0 0 0 0 0
0 0 ξ19 0 0 −2ξ7 0 0 2ξ7 0
0 0 0 0 0 0 0 0 0 0
0 −ξ19 0 0 0 0 0 0 0 0
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”
Die Knie u¨ber dem Boden“:
p6 ≥ 0
p18 ≥ 0.
§2.3 Optimierungsbedingungen. Die Optimierungsbedingungen sind stark vom
ausgewa¨hlten Optimierungsziel abha¨ngig. Lautet dieses in etwa
”
Finde die Steuerungen,
die das Modell in fester Zeit aus einer festen Position heraus mo¨glichst weit in x-Richtung
bringen.“, so braucht keine weitere Optimierungsbedingung gestellt zu werden. Gibt es
aber z. B. eine Periodizita¨tsforderung, so treten folgende weitere Bedingungen hinzu:
die Periodizita¨tsforderung selbst (N ist Anzahl der Ko¨rper)
p3i+1(tend)− p3i+1(t0)− p1(tend) + p1(t0) = 0 i = 1, . . . , N − 1
p3i+2(tend)− p3i+2(t0) = 0 i = 0, . . . , N − 1
p3i+3(tend)− p3i(t0) = 0 i = 0, . . . , N − 1
und Konsistenzbedingungen der Startposition. Diese setzten sich zusammen aus den Orts-
konsistenzbedingungen
gpos1 = (p1 − p4)2 + (p2 − p5)2 + (p3 − p6)2 − 1
gpos2 = (p4 − p7)2 + (p5 − p8)2 + (p6 − p9)2 − 1
gpos3 = (p7 − p13)2 + (p8 − p14)2 + (p9 − p15)2 − 1
gpos4 = (p13 − p16)2 + (p14 − p17)2 + (p15 − p18)2 − 1
gpos5 = (p16 − p19)2 + (p17 − p20)2 + (p18 − p21)2 − 1
gpos6 = (p10 − p22)2 + (p11 − p23)2 + (p12 − p24)2 − 1
gpos7 = (p25 − p28)2 + (p26 − p29)2 + (p27 − p30)2 − 1
gpos8 = p7 + p13 − 2p10
gpos9 = p8 + p14 − 2p11
gpos10 = p9 + p15 − 2p12
gpos11 = p25 + p28 − 2p22
gpos12 = p26 + p29 − 2p23
gpos13 = p27 + p30 − 2p24
gpos14 = (p1 − p4)(p7 − p13) + (p2 − p5)(p8 − p14) + (p3 − p6)(p9 − p15)
gpos15 = (p4 − p7)(p7 − p13) + (p5 − p8)(p8 − p14) + (p6 − p9)(p9 − p15)
gpos16 = (p19 − p16)(p7 − p13) + (p20 − p17)(p8 − p14) + (p21 − p18)(p9 − p15)
gpos17 = (p16 − p13)(p7 − p13) + (p17 − p14)(p8 − p14) + (p18 − p15)(p9 − p15)
gpos18 = (p10 − p22)(p7 − p13) + (p11 − p23)(p8 − p14) + (p12 − p24)(p9 − p15)
gpos19 = (p25 − p28)(p10 − p22) + (p26 − p29)(p11 − p23) + (p27 − p30)(p12 − p24)
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und den Geschwindigkeitskonsistenzbedingungen
gvel1 = 2(v1 − v4)(p1 − p4) + 2(v2 − v5)(p2 − p5) + 2(v3 − v6)(p3 − p6)
gvel2 = 2(v4 − v7)(p4 − p7) + 2(v5 − v8)(p5 − p8) + 2(v6 − v9)(p6 − p9)
gvel3 = 2(v7 − v13)(p7 − p13) + 2(v8 − v14)(p8 − p14) + 2(v9 − v15)(p9 − p15)
gvel4 = 2(v13 − v16)(p13 − p16) + 2(v14 − v17)(p14 − p17) + 2(v15 − v18)(p15 − p18)
gvel5 = 2(v16 − v19)(p16 − p19) + 2(v17 − v20)(p17 − p20) + 2(v18 − v21)(p18 − p21)
gvel6 = 2(v10 − v22)(p10 − p22) + 2(v11 − v23)(p11 − p23) + 2(v12 − v24)(p12 − p24)
gvel7 = 2(v25 − v28)(p25 − p28) + 2(v26 − v29)(p26 − p29) + 2(v27 − v30)(p27 − p30)
gvel8 = v7 + v13 − 2v10
gvel9 = v8 + v14 − 2v11
gvel10 = v9 + v15 − 2v12
gvel11 = v25 + v28 − 2v22
gvel12 = v26 + v29 − 2v23
gvel13 = v27 + v30 − 2v24
gvel14 = (v1 − v4)(p7 − p13) + (p1 − p4)(v7 − v13) + (v2 − v5)(p8 − p14)+
+ (p2 − p5)(v8 − v14) + (v3 − v6)(p9 − p15) + (p3 − p6)(v9 − v15)
gvel15 = (v4 − v7)(p7 − p13) + (p4 − p7)(v7 − v13) + (v5 − v8)(p8 − p14)+
+ (p5 − p8)(v8 − v14) + (v6 − v9)(p9 − p15) + (p6 − p9)(v9 − v15)
gvel16 = (v19 − v16)(p7 − p13) + (p19 − p16)(v7 − v13) + (v20 − v17)(p8 − p14)+
+ (p20 − p17)(v8 − v14) + (v21 − v18)(p9 − p15) + (p21 − p18)(v9 − v15)
gvel17 = (v16 − v13)(p7 − p13) + (p16 − p13)(v7 − v13) + (v17 − v14)(p8 − p14)+
+ (p17 − p14)(v8 − v14) + (v18 − v15)(p9 − p15) + (p18 − p15)(v9 − v15)
gvel18 = (v10 − v22)(p7 − p13) + (p10 − p22)(v7 − v13) + (v11 − v23)(p8 − p14)+
+ (p11 − p23)(v8 − v14) + (v12 − v24)(p9 − p15) + (p12 − p24)(v9 − v15)
gvel19 = (v25 − v28)(p10 − p22) + (p25 − p28)(v10 − v22) + (v26 − v29)(p11 − p23)+
+ (p26 − p29)(v11 − v23) + (v27 − v30)(p12 − p24) + (p27 − p30)(v12 − v24).
KAPITEL VI
Optimierungsdurchfu¨hrung
In diesem Kaptitel werden nun, aufbauend auf den bisherigen Vorarbeiten, optimale Lauf-
bewegungen bestimmt. Zuna¨chst ergeben sich einige
”
Fehlversuche“, die weniger im Miß/-
lingen der Optimierung begru¨ndet sind als vielmehr damit, daß die Optimierung den be-
grenzten Zeitraum nutzt und dabei optimale Bewegungen produziert, die entweder den
Erwartungen ganz und gar nicht entsprechen oder die sich z. B. nicht auf la¨ngere Zeitin-
tervalle forsetzen lassen.
Durch eine stabilisierende Bedingung kann dann eine erwartungsgema¨ße Laufbewegung
erreicht werden, die sogar so nah an Periodizita¨t heranfu¨hrt, daß ausgehend davon peri-
odische optimale dreidimensionale Laufbewegungen gefunden werden ko¨nnen. Die Schritt-
folge ist dabei nicht vorgegeben, sondern ergibt sich im Laufe der Optimierung. Diese
gefundenen Resultate ko¨nnen dann wieder als Ausgangspunkt fu¨r z. B. andere Zielfunk-
tionale dienen.
Dabei ist zu bemerken, daß die gefundenen Optima mit aller Wahrscheinlichkeit lediglich
lokale Optima sind, da die benutzten Verfahren i. allg. keine globalen Optima finden.
Daru¨berhinaus zeigt sich ein zu erwartendes Resultat, na¨mlich die enge Verflechtung
von
”
Anatomie“ und optimalem Laufergebnis. Die Bewegung nutzt alle ihr gegebenen
Mo¨glichkeiten. So kann es z. B. zu einer grotesken Voll-Rotation der Schulter kommen,
da diese in den mechanischen und in den Optimierungsbedingungen nicht ausgeschlossen
wird. Daher zeigt manchmal erst das Ergebnis, welche weiteren Einschra¨nkungen (oder
Mo¨glichkeiten) dem Modell hinzugefu¨gt werden mu¨ssen. Die Erfahrung lehrt aber, daß
bei solchen Vera¨nderungen am Modell (insbesondere bei hinzugefu¨gten Einschra¨nkungen)
das bisherige Ergebnis als Startwert unbrauchbar ist und die Homotopiemethode (v. a. in
der Zeit und Anzahl der Knoten) neu gestartet werden muß.
§1 Vorbemerkung
Zur Durchfu¨hrung der Optimierung sind nun vier weitere Angaben notwendig: Zielfunk-
tional, Anfangswerte, stabilisierende Bedingungen sowie die Beschra¨nkungen. In ihrer ge-
schickten Wahl besteht die Kunst der Optimierung. Das Ziel der Optimierung soll die Be-
stimmung einer optimalen dreidimensionalen Bewegung sein, bei der das Modell vorwa¨rts
la¨uft. Von Interesse ist das sich dabei ergebende Bewegungsmuster. Welche Schrittfolge
entsteht etc.?
Es ist nun eine wesentliche Eigenschaft des der Optimierierung innewohnenden Newton-
Verfahrens, daß es nur ein lokales Verfahren ist. Dies fu¨hrt zu folgender Erwartung:
Sind die Startwerte nicht nah genug am Optimum, so ist die Konvergenz zum Op-
timum wenig wahrscheinlich.
Zugleich ist aber auch klar:
Zwei unterschiedliche Bewegungsmuster liegen i. allg. nicht nahe beieinander.
Damit sieht es so aus, als ob man als Startwert der Optimierung bereits das Bewegungs-
muster des Ergebnisses kennen mu¨sste. In solch einem Fall stellt sich aber die Frage,
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welchen Erkenntniswert die Durchfu¨hrung einer solchen Optimierung u¨berhaupt bringt.
Des Weiteren stellen sich folgende Probleme in der Praxis ein:
(1) Ist das Bewegungsmuster des Optimums ungefa¨hr bekannt, ist es dennoch als
Startwert unbrauchbar. Die nur ungenauen Zustandswerte zu den Zwischenzeit-
punkten der multiple-shooting-Knoten zusammen mit unbekannten Steuerungen
fu¨hren i. allg. zum Abbruch der Optimierung. Die Zwischenzusta¨nde liegen fu¨r
den Optimierer so weit
”
auseinander“, daß es (im Rahmen der stattfindenden
Linearisierung) so wirkt, als ob sie gar nicht stetig aneinander angeschlossen wer-
den ko¨nnen. Der Vorgang wird abgebrochen als wa¨re er physikalisch gar nicht
lo¨sbar.
(2) Der Versuch, ein ungefa¨hres Startbewegungsmuster zu wa¨hlen oder durch Inter-
polation zwischen Start- und gewu¨nschtem Endzustand berechnen zu lassen, ist
noch weniger geeignet. Solch eine Herangehensweise hat zur Folge, daß tatsa¨chlich
physikalisch unmo¨gliche Bewegungen als initial guess gewa¨hlt werden. Im Drei-
dimensionalen sind fast alle Bewegungen mit Rotationen und Gegenrotationen
verbunden. Im Falle einer Interpolation bzw. einer Modellierung per Hand kom-
men diese nicht korrekt vor. Dies wirkt, als mu¨sste z. B. das System einen Schritt
vorwa¨rts machen, ohne sich dabei gleichzeitig ein wenig um den stehenden Fuß
zu drehen. Dies ist nicht mo¨glich und im Rahmen der Linearisierung wird hier
auch keine Lo¨sung erkannt. Dies fu¨hrt entweder dazu,
(a) daß keine zula¨ssigen Lo¨sungen des linearisierten Optimierungsproblems ge-
funden werden, nach einigen Iterationen bricht die Optimierung ab, oder
(b) daß nach wenigen Iterationen der stetige Anschluß der ersten Mehrzielknoten
hergestellt wird, die weiteren Mehrzielknoten ebenfalls stetig angeschlossen
sind, aber im Grunde durch Weiterlo¨sen der DAE aus den ersten Knoten
gewonnen werden und die Startinformation der hinteren Knoten ga¨nzlich
verloren gegangen ist.
Diese Schwierigkeiten werden u¨berwunden, wenn der initial guess der Zusta¨nde des Mul-
tiple-Shooting-Verfahrens durch Integration aus dem ersten Knoten gewonnen wird. Im
Idealfall, wenn die Kontrollen der optimalen Lo¨sung bekannt sind, ist dieser Startzustand
dann auch gleich das Optimum. Im allgemeinen ist aber von den optimalen Kontrollen
gar nichts bekannt.
Eine Mo¨glichkeit besteht nun darin, ausgehend von vo¨llig unbekannten Kontrollen (von
denen man angemessenerweise als inital guess annimmt, sie seien alle 0) durch manuelles
Probieren Kontrollen herauszufinden, die eine unbeholfene Vorwa¨rtsbewegung erzeugen,
um diese dann als Startwerte zu nehmen. Auch dies stellt sich in der Praxis als außer-
ordentlich schwierig heraus. Das Modell reagiert im Gegensatz zur Puppe eines Mario-
nettenspielers hochgradig nichtlinear. Es gibt keine offensichtlichen Wirkungen und die
nichtoffensichtlichen bewirken das sta¨ndige Zusammenfallen des Modells.
Zusammenfassend sei daher formuliert:
Faustregel:
(1) Als Startwerte ko¨nnen nur stetige Trajektorien (oder sehr nah daran gele-
gene) mit passenden Kontrollen verwendet werden.
(2) Die passenden Kontrollen mu¨ssen vom Optimierungsprozeß selbst ermittelt
werden.
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Eine Methode, die diese beiden Bedingungen erfu¨llt, ist die Homotopiemethode1. Diese
besteht darin, Bedingungen und insbesondere das Zielfunktional Schritt fu¨r Schritt zu
vera¨ndern. So wird mit einfachen Bedingungen und einem einfachen Zielfunktional gest-
artet, damit gute Aussichten bestehen, ein Optimum zu erreichen. Dieses wird dann als
Startwert fu¨r ein Problem mit leicht gea¨nderten Bedingungen und Zielfunktional genom-
men. Auf diese Weise versucht man bis zum urspru¨nglichen Problem zu gelangen. Sollte
diese Methode von Erfolg gekro¨nt sein, so ist mit ihr auch ein nichttrivialer Erkennt-
niswert gewonnen. Das sich ergebende Bewegungsmuster des gefundenen Optimums ist
nicht bereits in den Startwerten vorgegeben und wiedergefunden worden, sondern hat sich
ergeben.
§2 Initialwerte
Ausgehend von der Stellung
p1 = −0.25844 p16 = 0.5
p2 = 0.5 p17 = −0.5
p3 = 0.001 p18 = 1.101
p4 = 0 p19 = 0.5
p5 = 0.5 p20 = −0.5
p6 = 0.9670254 p21 = 0.101
p7 = 0 p22 = 0
p8 = 0.5 p23 = 0
p9 = 1.9670254 p24 = 2.9670254
p10 = 0 p25 = 0
p11 = 0 p26 = 0.5
p12 = 1.9670254 p27 = 2.9670254
p13 = 0 p28 = 0
p14 = −0.5 p29 = −0.5
p15 = 1.9670254 p30 = 2.9670254
vi = 0 fu¨r i = 1, . . . , 30
erha¨lt man mit allen Kontrollen auf 0 gesetzt fu¨r einen simulierten Zeitraum von 0.85s
den Bewegungsablauf, der in Abbildung VI.1 wiedergegeben ist.
Wa¨hrend die beiden Fu¨ße auf dem Boden ruhen, sinkt der Ko¨rper langsam in sich zusam-
men und in den Boden hinein (auf die anderen Massen außer den Fu¨ßen wirkt ja keine
ru¨cktreibende Kraft).
§3 Erste Versuche
Die obige Starttrajektorie in ihrer vollen La¨nge ist als initial guess unbrauchbar. Der
Zusammenbruch des Modells verletzt die in Abschnitt §2.2 genannten Lo¨sungsbedingun-
gen. Innerhalb der Linearisierung erkennt der Optimierer nicht, wie er diese Bedingungen
erfu¨llen ko¨nnte und bricht daher bereits nach einem SQP-Schritt ab.
1siehe z. B. Bock[6]
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§3.1 tend = 0.1s. Dagegen kann von obiger Starttrajektorie ein Anfangsstu¨ck genom-
men werden, d. h. die Zeitdauer wird zuna¨chst einmal als ku¨rzer angenommen. Mit der
obigen Starttrajektorie wird in einem ersten Versuch formuliert: in der festen Zeit von
tend := 0.1s
soll das System das Zielfunktional
J (p, v, q) := −p10
minimieren (d. h. die x-Koordinate des Ko¨rpers Nr. 4 maximieren), also mo¨glichst weit in
x-Richtung kommen. Die Ausgangsposition, d. h. der erste Knoten, ist dabei fix. Die Zeit
wird in vier multiple-shooting-Knoten unterteilt, an die Zusta¨nde werden die Schranken
−1.0 ≤ pi ≤ 5.0
−50.0 ≤ vi ≤ 50.0
gestellt. Sie werden so gewa¨hlt, daß sie eigentlich nicht erreicht werden ko¨nnen. Der Zu-
stand des ersten Knotens wird fix gehalten und an die stu¨ckweise linearen Kontrollen die
Beschra¨nkung
−1000.0 ≤ qi ≤ 1000.0
gestellt. Das Ergebnis wird in Abbildung VI.2 gezeigt. Die Rechenzeit betra¨gt dabei auf
einem 233 MHz PentiumII PC gerundet 3 Stunden 45 Minuten, beno¨tigt werden 1671
SQP-Schritte. Als Abbruchgenauigkeit ist dabei die Erfu¨llung der KKT-Bedingungen ge-
nauer als 10−6 gewa¨hlt, das Zielfunktional erreicht den Wert (gerundet)
−0.9386.





Hu¨fte“ mo¨glichst weit in x-Richtung zu schleudern. Ein wenig erinnert
dies an gewisse Strategien im Sport.
§3.2 tend = 0.2s. In einem zweiten Versuch wird bei gleicher Starttrajektorie und 8
Mehrzielknoten die Endzeit auf
tend := 0.2s
gesetzt (und ansonsten die gleiche Wahl der Schranken wie beim ersten Versuch ver-
wendet). Hier ergibt sich nach 745 SQP-Schritten (also deutlich weniger Schritte als bei
ku¨rzerer Zeit!) und etwa 3 Stunden 25 Minuten auf dem gleichen System die Lo¨sungstra-
jektorie, die in Abbildung VI.3 gezeigt wird. Das Zielfunktional im Optimum betra¨gt
−1.592.
Hier wird nun in einer ersten Phase durch eine
”
Hu¨pfbewegung“ eine kleine Strecke ho-
rizontal zuru¨ckgelegt und anschließend die erfolgreiche Schleuderbewegung durchgefu¨hrt.
Massiv tritt hier eine Durchrotation der Schulter um die Hu¨fte herum hinzu, die durch kei-
ne der Optimierungsbedingungen verboten wird (denn eine solche Bewegung wurde nicht
erwartet). Hier ergibt sich die Fragestellung, die fru¨her schon einmal angedeutet wurde:
la¨ßt man diese
”
Durchrotation“ zu? Denn schließlich wa¨re es eine zula¨ssige Lo¨sung. Oder
verwirft man diese Lo¨sung, fu¨gt zu den Optimierungsbedingungen weitere hinzu, die eine
solche Lo¨sung ausschließen und startet den Optimierungsvorgang erneut? Diese Fragen
brauchen aber an dieser Stelle noch nicht beantwortet zu werden, im weiteren Verlauf
wird eine solche Bewegung als zula¨ssig erlaubt.
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§3.3 tend = 0.3s. Im dritten Versuch wird bei gleicher Starttrajektorie und 12 Knoten
die Endzeit auf
tend := 0.3s
gesetzt. Hier werden 1360 SQP-Schritte und ca. 12 Stunden 33 Minuten Rechenzeit
beno¨tigt, im Ergebnis (Abbildung VI.4) betra¨gt das Zielfunktional
−2.680.
Nach einer recht erfolgversprechenden Anfangsphase der Bewegung setzt wieder der arti-
stische Teil ein. Um am gesetzten zeitlichen Ende die Hu¨fte mo¨glichst weit in x-Richtung
gebracht zu haben, wird zuna¨chst noch wa¨hrend des Bodenkontakts Schwung in diese
Richtung geholt, und am Ende die Hu¨fte in x-Richtung geschleudert, wobei der restliche
Ko¨rper eine entsprechende Gegenbewegung macht. Die Schulter rotiert wieder um die
Hu¨fte herum. So erfolgreich der Beginn der Bewegung ist (hier wird schon durch Benut-
zung beider Beine und eines sukzessiven Bodenkontakts eine Bewegung in x-Richtung
erzeugt), so unerwartet ist immer noch der Schluß. Der Endzeitpunkt zusammen mit dem
Zielfunktional bewirkt, daß das Ende der Bewegung vo¨llig auf das bestmo¨gliche Resultat
bzgl. der x-Koordinate des Ko¨rpers 4 ausgerichtet ist, selbst wenn nach dem Endzeitpunkt
die Bewegung mo¨glicherweise gar nicht mehr fortgesetzt werden ko¨nnte (z. B. wegen der
Einhaltung gewisser Bedingungen).
§3.4 tend = 0.4s. Im vierten Versuch wird bei gleicher Starttrajektorie und 16 Knoten
die Endzeit auf
tend := 0.4s
gesetzt. Die Optimierung zeigt hier bereits sehr starke Durchfu¨hrungsschwierigkeiten. Der
Optimierungsprozess bricht immer wieder ab, erlaubt aber einen
”
Kaltstart“ mit initialer
Hesse-Matrix-Scha¨tzung. Nach vier Tagen Rechenzeit ist aber noch immer kein Optimum
gefunden. Die Karush-Kuhn-Tucker-Bedingungen werden zwar gut erfu¨llt (ca. 10−5 bis
10−6), jedoch a¨ndert sich in fast jedem Schritt die Menge der aktiven Ungleichungen.
Nach ca. 3200 SQP-Schritten wird daher der Optimierungslauf abgebrochen und mit
dem Zwischenergebnis ein neuer Lauf gestartet, allerdings mit einer Homotopie in der
Abbruchgenauigkeit. So wird zuna¨chst ein (lokales) Optimum mit Abbruchgenauigkeit
10−2 gesucht, dann 10−3 usw. bis 10−7. Die sich ergebenden Optimalwerte sind
KKT-Bedingung genauer als : Zielfunktional im Optimum
10−2 : − 1.4821473215910805354
10−3 : − 1.4825016535114083904
10−4 : − 1.4830743158709716045
10−5 : − 3.5384704371819468705
10−6 : − 3.7168608947115790997
10−7 : − 3.7468882828827116960 .
Da der Start der ersten Optimierung mit einem Zwischenergebnis erfolgt, bei dem das Ziel-
funktional schon im Bereich −3.7 liegt, sieht man sehr deutlich, daß große Teile des initial
guess wohl verworfen werden und die Optimierung im Prinzip neu startet. Allerdings ist
der Startunterschied groß genug, um dieses Mal zur Konvergenz zu fu¨hren und das nach
nur 473 SQP-Schritten und ca. 10 Stunden Rechenzeit. Das Ergebnis zeigt Abbildung VI.5.
Hier wird eine initialer Hu¨pfer vollfu¨hrt gefolgt von einer wieder recht vielversprechenden
Schrittbewegung, die aber erneut in die nun hinla¨nglich bekannte Flugphase verfa¨llt. Po-
stiv zu bemerken ist neben dieser halben Schrittbewegung die Impulsu¨bertragung auf den
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Boden, die offensichtlich stattfindet. Unerwartet ist die massive Schulterdurchrotation,
ein Problem ist weiterhin die Flugphase.
§3.5 tend = 0.5s. Im fu¨nften Versuch wirde bei gleicher Starttrajektorie und 20 Kno-
ten die Endzeit auf
tend := 0.5s
gesetzt. Hier wird von vornherein auch eine Homotopie in der Abbruchgenauigkeit durch-
gefu¨hrt. Nach ca. 15h 51 Minuten Rechenzeit und 581 SQP-Schritten ergibt sich ein Op-
timum mit dem Wert -5.0. Im Optimum werden die Karush-Kuhn-Tucker-Bedingungen
auf 1.9 · 10−9 genau erfu¨llt. Das Ergebnis der Optimierung zeigt Abbildung VI.6. Auch
hier wird nach einem einleitenden Hu¨pfen die Bewegung durch die Rotation der Schulter
dominiert. Die Fallbewegung des Schwerpunktes wird durch das Absenken der relativ mas-
sereichen Schulter aufgefangen, so daß die Hu¨fte mo¨glichst lang in ausgestreckter Position
bleiben kann. Die Bewegung als Ganzes macht einen zunehmend chaotischen Eindruck.
Besondere die Bewegung der Schulter spielt nun eine Hauptrolle, wa¨hrend die Beine,
zumindest im zweiten Teil der Trajektorie, nur noch von wenig belang scheinen. Ihre
Bewegungen sind nur noch sehr schwer nachzuvollziehen. So la¨ßt sich sagen, daß die Op-
timierung zumindest unerwartete Ergebnisse liefert, die auch nicht in den Anfangswerten
oder dem initial guess versteckt vorgegeben sind.
§3.6 tend = 0.6s. Im sechsten Versuch wird bei gleicher Starttrajektorie und 24 Kno-
ten die Endzeit auf
tend := 0.6s
gesetzt. Auch hier wird wieder eine Homotopie in der Abbruchgenauigkeit verwendet.
Nach ca. 5h Rechenzeit und 265 SQP-Schritten ergibt sich nun ein qualitativ anderes Bild
(siehe Abbildung VI.7). Das Zielfunktional im Optimum betra¨gt -5.0.
Hier geht der anfa¨ngliche Hu¨pfer in ein gewagtes gesprungenes Spagat u¨ber, gefolgt von
der bereits vertrauten Schulterrotation. Die Schulter durchschla¨gt dabei den Boden, was
nicht weiter verwunderlich ist, da auf die Schultermassen keinerlei ru¨cktreibende Kra¨fte
wirken und fu¨r sie der Boden nicht existent ist. Hier ist eine Erwartung falsifiziert worden:
es wird erwartet, es werde sich keine optimale Bewegung ergeben, bei der andere Massen
als die der Fu¨sse den Boden durchdringen.
§3.7 tend = 0.7s. Im siebten Versuch wird bei gleicher Starttrajektorie und 28 Knoten
die Endzeit auf
tend := 0.7s
gesetzt. Bei Homotopie in der Abbruchgenauigkeit und nach ca. 10 Stunden 30 Minuten
Rechenzeit sowie 340 SQP-Schritten ergibt sich ein neues Bild (siehe Abbildung VI.8).
Das Zielfunktional betra¨gt im Optimum -5.0.
Einer anfa¨nglichen Sprungbewegung, die die Startposition verbessert, folgt ein Schritt
zumindest eines Fußes. Doch dann verschwindet die Schulter wieder unter dem Boden.
Die Endstellung darf als problematisch bezeichnet werden.
§4 Zweite Versuche
In einem zweiten Versuch wird noch einmal das gleiche Vorgehen wie in Abschnitt §3
probiert, diesmal aber mit einem anderen Zielfunktional. Statt die Maximierung von p10
zu verlangen, wird die Maximierung der x-Koordinate des Schwerpunkts verlangt, also
J (p, v, q) := − 1
10
(p1 + p4 + p7 + p10 + p13 + p16 + p19 + p22 + p25 + p28).
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Hier beno¨tigt die Homotopiemethode in der Anzahl der Knoten2 fu¨r bis zu 22 Knoten
ca. 10 Tage Rechenzeit und resultiert in dem Ergebnis, das Abbildung VI.9 zeigt. Auch
hier ist das Resultat (das Zielfunktional betra¨gt im Optimum u¨brigens −2.8697) von
bemerkenswertem Aussehen, es zeichnet sich jedoch keinerlei Laufstruktur ab. Zusa¨tzlich
endet die Bewegung in einer Art und Weise, die eine Fortsetzung um weitere Knoten
zunehmends schwieriger macht: das Anha¨ngen eines Knotens bewirkt zuna¨chst einmal
nur die Fortsetzung der Bewegung (Verla¨ngerung der Simulation um den Zeitraum eines
Knotens). Der Aufprall verletzt bei Verla¨ngerung des Simulationszeitraums aber einige der
Optimierungsnebenbedingungen (z. B.
”
Knie ho¨her als der Fuß“). Der Optimierer sucht
nun nach Kontrollen, die es der Bewegung ermo¨glichen, die Nebenbedingungen zu erfu¨llen.
Nachdem der Ko¨rper aber so seltsam aufkommt, ist dies im Rahmen der physikalischen
Mo¨glichkeiten nicht mehr erreichbar. Es ko¨nnen zwar alle Bedingungen erfu¨llt werden,
indem die Bewegung anders aussieht, aber im Rahmen der Linearisierung
”
sieht“ der
Optimierer die (weit entfernt gelegenen) Mo¨glichkeiten nicht mehr. Dadurch kommt es
zum Abbruch des Optimierungsvorgangs. Damit ist auch dieser Ansatz nicht gelungen.
§5 Stabilisierende Bedingungen
Die ermittelten, sicherlich nur lokalen Optima sind zwar sehr beeindruckend in ihrer Be-
wegung, nicht aber der gewu¨nschte Bewegungsverlauf, insbesondere der Schultereinsatz
und das Bewegungsende. Auch ist es im Sinne des Homotopieverfahrens sehr sto¨rend, daß
das Bewegungsende in einer Art verla¨uft, die meist u¨ber den Endzeitpunkt nicht mit den
Optimierungsbedingungen vertra¨glich fortgesetzt werden kann. Dies macht eine Homoto-
pie in der Anzahl der Knoten und der Dauer der simulierten Zeit unmo¨glich.
Um also einerseits die Bewegung in erwu¨nschtere Bahnen zu lenken, andererseits eine
Weiterfu¨hrbarkeit der Bewegung zu sichern und ebenfalls um zu verhindern, daß das Sy-
stem in lokalen Minima stecken bleibt (wie z. B. dem Umfallen), werden an das System
zusa¨tzliche stabilisierende Bedingungen gestellt. Diese stabilisierenden Bedingungen wer-
den hier zu den mechanischen Bedingungen des Abschnitts wie folgt hinzugefu¨gt: die erste
Bedingung besagt, daß das System kein
”
Spagat“ machen sollen, der Winkel zwischen den
beiden Oberschenkeln darf ho¨chstens pi/2 betragen:
x1 = (p7 − p4)c1 + (p8 − p5)c2 + (p9 − p6)c3
y1 = (p7 − p4)d1 + (p8 − p5)d2 + (p9 − p6)d3
x2 = (p13 − p16)c1 + (p14 − p17)c2 + (p15 − p18)c3
y2 = (p13 − p16)d1 + (p14 − p17)d2 + (p15 − p18)d3
x1x2 + y1y2 ≥ 0.
Die na¨chste Bedingung besagt, daß die Hu¨fte (mit einer gewissen Toleranz)
”
zwischen“
den Knien gehalten werden soll (im Sinne von: die beiden Knie sollen sich nicht gleichzeitig
beide hinter der Hu¨fte befinden oder beide zugleich vor der Hu¨fte):
y1 = (p7 − p4)d1 + (p8 − p5)d2 + (p9 − p6)d3
y2 = (p13 − p16)d1 + (p14 − p17)d2 + (p15 − p18)d3
−y1y2 + 0.01 ≥ 0.
2D. h. es wird ein Optimum fu¨r einen Knoten gesucht, mit diesem Ergebnis dann das Optimum fu¨r
zwei Knoten usw.
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Die bedeutendste Auswirkung hat aber folgende Beschra¨nkung, die verlangt, daß der
Oberko¨rper senkrecht bleibt:
p22 − p10 = 0
p23 − p11 = 0.
§6 Ein paar Schritte
§6.1 Ein erstes Vorwa¨rtskommen. Mit Hilfe der stabilisierenden Bedingungen
kann nun ein Homotopieverfahren in der Anzahl der Knoten und der La¨nge der Zeitdauer
durchgefu¨hrt werden. Wieder ausgehend vom Startzustand (erster Knoten), wie in den
obigen Beispielen, wird ein Optimum fu¨r einen Knoten (plus Anfangsknoten) und der
Zeitdauer von tend = 0.025s gesucht. Das Ergebnis wird als initial guess fu¨r die gleiche
Problemformulierung aber mit zwei Knoten und der Zeit tend = 0.05s benutzt. Liegt
jeweils ein Optimum vor, so wird dieses als Startwert benutzt, um die Problemformulie-
rung um einen Knoten und die Zeitspanne von 0.025s zu verla¨ngern. Das Ergebnis zeigt
Abbildung VI.10.
Das Zielfunktional ist dabei weiterhin
J (p, v, q) := −p10,
der Wert betra¨gt im Optimum −1.801.
Die Bewegung mu¨ndet in einen Ablauf, der eher an ein
”
Krabbeln auf Knien“ erinnert. Es
sei aber daran erinnert, daß in der Modellformulierung auf die Knie keine Kra¨fte wirken,
daher ist es nicht wirklich eine Krabbelbewegung.
§6.2 Tiefergelegter Schwerpunkt. Mit obiger Bewegung als Starttrajektorie wird
dann (bei gleichbleibender Knotenzahl) das Optimum der Bewegung gesucht, in der das
Zielfunktional
J (p, v, q) := −p10
vera¨ndert wird zu




wobei C eine Konstante ist, die ausgehend von 1.13 (d. i. ca. 2/3 der Schwerpunktho¨he des
Modells mit ausgestreckten Beinen) dann Werte von 1.0, 0.9, . . . , 0.1, 0.0 annimmt (Ho-
motopie im Wert von C). Damit soll der Schwerpunkt des Systems tief gehalten werden,
um der Bewegung zusa¨tzliche Stabilita¨t zu verleihen. Die Gesamtrechendauer der Opti-
mierung bis C = 0.0 betra¨gt ca. 10 Tage.
Das Ergebnis fu¨r C = 0.0 der Koordinate p10 im Optimum ist −1.8166 und unterscheidet
sich unwesentlich vom Wert des Optimums ohne Modifikation des Zielfunktionals, der
Wert des Zielfunktionals selbst betra¨gt -0.3998. Die Bewegung unterscheidet sich auch
optisch kaum von der Startbewegung (Abbildung VI.11).
§6.3 Strenger tiefergelegter Schwerpunkt. Bei diesem Versuch wird wieder das
Zielfunktional vera¨ndert, aber zu




wobei C den Wert C = 1.13 annimmt. Als Startttrajektorie wird das Ergebnis aus Ab-
schnitt §6.1 verwendet. Diese Optimierung misslingt, das Verfahren konvergiert nicht.
Vermutlich liegen Startwert und na¨chstes lokales Optimum zu weit auseinander.
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Erfolgreich ist dagegen die Strategie, mit nur vier Knoten zu beginnen und ausgehend von
jedem gefundenen Optimum ein neues mit angeha¨ngtem Knoten zu suchen. Bereits nach
nur vier Tagen Rechenzeit zeigt sich bei 20 Knoten ein Einmu¨nden in eine periodische
Bewegung (Abbildung VI.12).
Bezu¨glich einer ausfu¨hrlichen Darstellung des Optimierungsergebnisses sei auf den Anhang
verwiesen.
§7 Periodische Bewegungen
§7.1 Erreichen einer periodischen Bewegung. In Abschnitt §6.3 wird eine Be-
wegung erzielt, in der ein Einmu¨nden in einen periodischen Ablauf (zumindest na¨herungs-
weise) sichtbar wird. Aus dieser Bewegung wird nun dieser fast-periodische Teil ausge-
schnitten (Knoten 13 bis 18 bei einer mit 0 beginnenden Za¨hlung), um ihn als Startwert
zur Erreichung einer periodischen Bewegung zu verwenden. Diese 6 Knoten werden auf 24
Knoten verfeinert, um eine hinreichende Anzahl von Kontrollen fu¨r die Erreichung einer
periodischen Bewegung zu erhalten.
Dazu wird zuna¨chst als Zielfunktional die Minimierung der Abweichung von einer peri-
odischen Bewegung gewa¨hlt, wobei jeweils nach Erreichung eines Optimums eine weitere
”
harte“ Periodizita¨tsbedingung an die Bewegung gestellt wird:
δx := p1(tend)− p1(tStart) , per10 = v0(tend) ,
per0 = p4(tend)− δx , per11 = v4(tend) ,
per1 = p7(tend)− δx , per12 = v7(tend) ,
per2 = p9(tend) , per13 = v9(tend) ,
per3 = p10(tend)− δx , per14 = v10(tend) ,
per4 = p11(tend) , per15 = v11(tend) ,
per5 = p12(tend) , per16 = v12(tend) ,
per6 = p16(tend)− δx , per17 = v16(tend) ,
per7 = p19(tend)− δx , per18 = v19(tend) ,
per8 = p22(tend)− δx , per19 = v22(tend) ,
per9 = p25(tend)− δx , per20 = v25(tend).
Diese 21 Bedingungen entsprechen 11 Bedingungen an eine periodische Geschwindigkeit
sowie 10 Bedingungen an periodische Orte (gema¨ß 11 Freiheitsgraden jeweils fu¨r Orte und
Geschwindigkeiten, wobei das Vorwa¨rtskommen in Richtung p0 keiner einschra¨nkenden
Bedingung unterworfen wird).
Mit der Einfu¨gung der letzten Periodizita¨tsbedingung wird dann das Zielfunktional gea¨n-
dert. Es soll nun der Ortsschwerpunkt soweit wie mo¨glich in x-Richtung gebracht werden:
J = − (p1(tEnd) + p4(tEnd) + p7(tEnd) + p10(tEnd) + p13(tEnd)+
+ p16(tEnd) + p19(tEnd) + p22(tEnd) + p25(tEnd) + p28(tEnd))/10.0.
Da p1(tStart) festgehalten wird, ist es nur noch notwendig die initiale Geschwindigkeit zu
beschra¨nken (ansonsten wu¨rde sich zwar eine periodische Geschwindigkeit ergeben, aller-
dings im Laufe des Optimierungsprozesses mit immer gro¨ßerer Startgeschwindigkeit, bis
die initialen v-Werte an die Box-Schranken fu¨r vStart stoßen und sich dann aber eher eine
Flugbewegung ergibt). Da der v-Schwerpunkt in x-Richtung im Startknoten einen Wert
von ca. 2.3 hat, wird eine etwas willku¨rlich gewa¨hlte Schranke mit rund dem doppelten
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Wert gewa¨hlt:
(v1(tStart) + v4(tStart) + v7(tStart) + v10(tStart) + v13(tStart)+
+ v16(tStart) + v19(tStart) + v22(tStart) + v25(tStart) + v28(tStart))/10.0 ≤ 5.0.
Nach ca. 1 Tag Rechenzeit ergibt sich dann ein Optimum. Das Resultat ist veranschaulicht
in Abbildung VI.13 (ausfu¨hrlicher siehe Anhang).
Die sich ergebende Bewegung ist weniger ein Laufen als vielmehr ein Hu¨pfen auf einem
Bein. Man beachte aber, daß der Mechanismus recht flott vorwa¨rts kommt, denn die
Zeitdauer betra¨gt nur 0.15s.
§7.2 Laufen. Mit dem Ergebnis der Optimierung des vorherigen Abschnitts wird ein
neuer Optimierungslauf gestartet mit gleichem Zielfunktional, aber ohne die Bedingung,
daß der
”
Oberko¨rper“ senkrecht zu bleiben hat. Hier ergibt sich ein neues Optimum
nach ca. 2,5 Tagen Rechenzeit. Es ist in Abbildung VI.14 dargestellt (ausfu¨hrlicher siehe
Anhang).
§7.3 Steuerungsminimal. Das Ergebnis das vorigen Abschnitts wird wieder als
Starttrajektorie fu¨r eine neue Optimierungssuche benutzt, diesmal mit anderem Zielfunk-
tional. Es wird unter Hinzufu¨gung der Randbedingung
(p1(tend) + p4(tend) + p7(tend) + p10(tend) + p13(tend)+
+ p16(tend) + p19(tend) + p22(tend) + p25(tend) + p28(tend))/10 ≥ 2










minimiert werden soll. Die Skalierung mit 10−4 ist notwendig, da sich ansonsten keine
Konvergenz ergibt.
Nach nur 24 Stunden Rechenzeit wird ein Optimum gefunden, der Wert von J hat dabei
von 56.27 auf 13.37 abgenommen. Die Abbildung VI.15 zeigt das Ergebnis (ausfu¨hrlicher
siehe Anhang).
§7.4 Laufen bei freier Endzeit. Hier soll eine periodische Bewegung bei freier
Endzeit gesucht werden. D. h. die obere Schranke fu¨r die Gesamtzeitdauer wird so hoch
angesetzt, daß sie voraussichtlich nicht erreicht wird. Eine Verla¨ngerung der Zeit bedeu-
tet, daß die Kra¨fte la¨nger wirken du¨rfen (damit das Modell wahrscheinlich weiter voran-
kommt). Gleichzeitig ist aber das Diskretisierungsschema fest, d. h. die Kontrollen bleiben
stu¨ckweise konstant auf einer festen Anzahl von Intervallen. Damit sind bei zu langer Zeit-
dauer die Kontrollen mo¨glicherweise nicht mehr fein genug, um alle Nebenbedingungen
der Bewegung einzuhalten. Insofern gibt es also zwei widerstrebende Kra¨fte, die Zeit zu
verla¨ngern bzw. zu verku¨rzen.
Ausgehend von dem in Abschnitt §7.2 gefunden Optimum ergibt sich nach ca. 2 Tagen
Rechenzeit ein neues Optimum, das Zielfunktional hat sich dabei von −2.3055 und einer
Zeitdauer von 0.15s auf −4.6167 und einer Zeitdauer von 0.6407 vergro¨ßert. Das Ergebnis
ist in Abbildung VI.16 gezeigt (ausfu¨hrlicher siehe Anhang).
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§8 Vierbeinige Versuche
Der große Vorteil der Formulierung des Mechanismus als Mehrko¨rpersystem ist die Modu-
larita¨t. Durch ein einfaches Erweitern der Anzahl der Massen, Kra¨fte und Zwangsbedin-
gungen kann das zweibeinige Modell aus Kapitel V zu einem vierbeinigen Modell erweitert
werden. In dieser Variante werden lediglich an die vorhandenen Schultern des urspru¨ngli-
chen Modells zwei Beine angeha¨ngt. Als weitere Kra¨fte treten vier Drehmomente hinzu,
die die Analoga der Drehmomente q1 bis q4 darstellen. Auf eine ausfu¨hrlichere Darstellung
des vierbeinigen Modells soll hier verzichtet werden.
Dabei mu¨ssen die bereits ermittelteten Formulierungen von gpos, gvel, γ und F nicht
vera¨ndert werden, sondern es werden nur weitere Gleichungen hinzugefu¨gt.3
Fu¨r dieses Modell werden analog zu Abschnitt §3 optimale Bewegungen berechnet: ausge-
hend von einer festen Ausgangsstellung soll in fester Zeit der Schwerpunkt mo¨glichst weit
in x-Richtung gebracht werden. Wieder wird ein Homotopieverfahren in der Anzahl der
Knoten benutzt. Nach ca. 3 Tagen ergibt sich das in Abbildung VI.18 gezeigt Ergebnis be-
stehend aus fu¨nf Knoten. Die Optimierung kann an dieser Stelle nicht fortgesetzt werden,
da die um einen Knoten verla¨ngerte Bewegung zu keinem erfolgreichen Optimierungslauf
mehr fu¨hrt.
Auch hier hilft die Idee der stabilisierenden Bedingung. Diese besteht in diesem Fall dar-
aus, den
”
Ru¨cken“ waagrecht zu halten, d. h. die Mitte zwischen den beiden
”
Schultern“
sollen die gleiche z-Koordinate haben. Mit dieser Einschra¨nkung verla¨uft das Verfahren
wesentlich erfolgreicher, hier ergibt sich nach ca. 8 Tagen Rechenzeit das Ergebnis in Ab-
bildung VI.19 bestehend aus 9 Knoten. Das Zielfunktional verbessert sich in Zeitraum
von 0.2s von -0.579 auf -1.74.
3Eine Ausnahme bildet der Tensor Gpξ, der neu berechnet werden muß. Er wird aber aus den wei-
terhin gu¨ltigen gpos plus neue Gleichungen berechnet.
110 VI. OPTIMIERUNGSDURCHFU¨HRUNG
Abbildung VI.1. Die Ausgangstrajektorie der Optimierung
§8. VIERBEINIGE VERSUCHE 111
Abbildung VI.2. Masse 4 mo¨glichst weit nach rechts (Maximiere
x-Koordinate des 4. Ko¨rpers)
Abbildung VI.3. Masse 4 mo¨glichst weit nach rechts, nun tend = 0.2s
112 VI. OPTIMIERUNGSDURCHFU¨HRUNG
Abbildung VI.4. Masse 4 mo¨glichst weit nach rechts, nun tend = 0.3s
§8. VIERBEINIGE VERSUCHE 113
Abbildung VI.5. Masse 4 mo¨glichst weit nach rechts, nun tend = 0.4s
114 VI. OPTIMIERUNGSDURCHFU¨HRUNG
Abbildung VI.6. Masse 4 mo¨glichst weit nach rechts, nun tend = 0.5s
§8. VIERBEINIGE VERSUCHE 115
Abbildung VI.7. Masse 4 mo¨glichst weit nach rechts, nun tend = 0.6s
116 VI. OPTIMIERUNGSDURCHFU¨HRUNG
Abbildung VI.8. Masse 4 mo¨glichst weit nach rechts, nun tend = 0.7s
§8. VIERBEINIGE VERSUCHE 117
Abbildung VI.9. Schwerpunkt mo¨glichst weit nach rechts
118 VI. OPTIMIERUNGSDURCHFU¨HRUNG
Abbildung VI.10. Erste Schritte
§8. VIERBEINIGE VERSUCHE 119
Abbildung VI.11. Tiefergelegter Schwerpunkt
120 VI. OPTIMIERUNGSDURCHFU¨HRUNG
Abbildung VI.12. Strenger tiefergelegter Schwerpunkt
§8. VIERBEINIGE VERSUCHE 121
Abbildung VI.13. Periodisch mo¨glichst weit vorwa¨rts kommen,
Oberko¨rper senkrecht
122 VI. OPTIMIERUNGSDURCHFU¨HRUNG
Abbildung VI.14. Periodisch mo¨glichst weit vorwa¨rts kommen
§8. VIERBEINIGE VERSUCHE 123
Abbildung VI.15. Periodisch mit mo¨glichst wenig Steuerung
124 VI. OPTIMIERUNGSDURCHFU¨HRUNG
Abbildung VI.16. Periodisch bei freier Endzeit
§8. VIERBEINIGE VERSUCHE 125
Abbildung VI.17. Das vierbeinige Modell
Abbildung VI.18. Masse 4 mo¨glichst weit nach rechts




Die im vorigen Kapitel vorgestellten optimalen Resultate erwecken in der Tat den Ein-
druck einer verblu¨ffenden Natu¨rlichkeit der Bewegung. Ausgehend von einer Nullsteuerung
ergibt sich ein meist nicht vorhergesehener Bewegungsablauf. Insbesondere ist dabei die
Abfolge des Boden-Fuß-Kontakts nicht vorgegeben, sondern resultiert aus der Optimie-
rung. Das ist speziell bei einem Vier- oder Mehrbeiner von Interesse, da hier die Anzahl
der mo¨glichen Phasen deutlich gro¨ßer ist als bei einem Zweibeiner und die Vorgabe der
Phasen eine starke Beschra¨nkung mo¨glicher Bewegungen darstellen wu¨rde.
Die ermittelten Bewegungen sind zudem von hoher Durchschnittsgeschwindigkeit1, in der
Gro¨ßenordnung von 10 m/s. Die Bewegungen sind also sehr
”
dynamisch“ und gleichen
mehr einem Rennen als einem Laufen. Sehr bemerkenswert ist die Ausnutzung aller anato-
mischen Bewegungsfreiheiten. Dies fu¨hrt meist zu einem grotesk wirkenden und unerwar-
teten Bewegungsablauf, zeigt aber zugleich die Sta¨rke der Optimierung, Verbesserungen
jenseits des Erwarteten zu liefern.
Das Zielfunktional der Optimierung kann dabei recht frei gewa¨hlt werden, so z. B. als
zuru¨ckgelegter Weg eines Ko¨rpers, zuru¨ckgelegter Weg des Schwerpunkts oder aufinte-
grierte quadrierte Kontrollen. Wahlweise ko¨nnen Randbedingungen wie Periodizita¨t hin-
zugenommen werden.
Die Modellformulierung kann komfortabel als DAE inklusive algebraischer Nebenbedin-
gungen formuliert werden. Die Gleichungen werden vergleichbar einem Baukasten zusam-
mengestellt und bei Bedarf erweitert. Der numerische Aufwand ist dabei nicht gro¨ßer als
bei einer Formulierung in Minimalkoordinaten, i. allg. sogar geringer.
Das mo¨gliche Auftreten von Singularita¨ten kann durch Verwendung geeigneter Relaxie-
rungen verhindert werden. Als weiteres Produkt ist fu¨r diese Arbeit ein Algorithmus
zur Integration durch Singularita¨ten hindurch entwickelt worden. Die zugrundeliegende
Methode, die Aufblasung, ist dabei in der algebraischen Geometrie schon lange bekannt.
Doch konnte fu¨r den interessierenden Spezialfall, die Singularita¨t auf einer Kurve zu durch-
queren, ein sehr einfacher Beweis der Endlichkeit des Aufblasungs-Algorithmus gefunden
werden. Dem Autor sind bislang nur solche Verfahren zur Lo¨sung des Problems, durch
Singularita¨ten integrieren zu mu¨ssen, bekannt, bei denen die Singularita¨t als Sto¨rung be-
trachtet wird. Durch entsprechend gewa¨hlte zusa¨tzliche Sto¨rungen wird dabei versucht,
die Singularita¨t wieder zu beseitigen. Bei diesem Vorgehen werden sowohl die Natur der
Singularita¨t ignoriert, denn die Singularita¨t von xy = 0 kann nicht einfach als Entartung
von xy = ε betrachtet werden2, als auch die Erkenntnisse des Zweigs der Mathematik, der
Singularita¨ten auf Varieta¨ten als zentralen Gegenstand erforscht. Diese spezielle Verbin-
dung von Numerik und algebraischer Geometrie ist nach Wissensstand des Autors neu.
1Dabei bezieht sich diese Durchschnittsgeschwindigkeit auf die im Zielfunktional vorkommenden
Gro¨ßen, d. h. es kann sich in einem Fall um die Durchschnittsgeschwindigkeit des Schwerpunkts han-
deln, im anderen dagegen um die eines einzelnen Ko¨rpers.
2siehe auch das Beispiel der liegenden Acht in §3 des Kapitel IV
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Das hauptsa¨chlich behandelte Modell verfu¨gt u¨ber 22 Freiheitsgrade und fu¨nf Kontrollen.
Ausgehend von der Nullkontrolle als Starttrajektorie konnten nichtperiodische und peri-
odische Optima bestimmt werden. Die Rechenzeiten dafu¨r waren auf einem fu¨r heutige
Maßsta¨be schon schwachen PC (PentiumII, 266 MHz) in der Gro¨ßenordnung von Tagen
und damit durchaus akzeptabel.
§2 Vergleich
Im Bereich des digitalen Films werden natu¨rliche Bewegungen ausschließlich von Ku¨nst-
lern produziert. Moderne Animationstools wie Softimage3D oder Maya verfu¨gen zwar
u¨ber Methoden, um den Animateur zu unterstu¨tzen, diese Methoden beschra¨nken sich
aber auf Inverse Kinematik oder Inverse Dynamik3. Dabei wird in einem hierarchisch
angeordneten Mehrko¨rpersystem die Bewegung eines bestimmten Ko¨rpers in seiner Bahn
vorgegeben, die Programme errechnen dann daraus kinematisch bzw. dynamisch zula¨ssige
Bewegungen der anderen Ko¨rper. Bei der ersten Methode ergeben sich meist physikalisch
unzula¨ssige Bewegungen, bei der zweiten (schwierigeren) Methode der Inversen Dynamik
sind die errechneten Kraft- und Momentverla¨ufe ha¨ufig unrealistisch. Außerdem kann
i. allg. nicht die Existenz einer Lo¨sung des so gestellten inversen Problems gesichert wer-
den.
Der u¨berwa¨ltigende Anteil von Untersuchungen, die sich mit Laufbewegungen von Mensch,
Tier oder insbesondere Roboter bescha¨ftigen, befaßt sich mit regelungstechnischen Fra-
gen. Es wird nach geeigneten Sensoren gesucht sowie nach brauchbaren Methoden, aus
den Messungen dieser Sensoren den Roboter zu steuern. Bevorzugtes Ziel der Steuerung
ist dabei Stabilita¨t in einem allgemeinen Sinn. So soll der Roboter nicht umfallen, aber zu-
gleich eine gewisse Wegstrecke zuru¨cklegen. Seine Bewegung soll zudem noch
”
fortsetzbar“
sein, d. h. er soll nicht in ein Endstadium geraten, aus dem ein Weiterlaufen nicht mehr
mo¨glich ist. Wesentliche Kriterien sind hier Echtzeitfa¨higkeit, Einfachheit und Unversehrt-
heit.4 Diese regelungstechnischen Themen fu¨hren zu anderen als den hier behandeleten
Fragestellungen, da die vorliegende Arbeit nicht-ru¨ckgekoppelte Systeme betrachtet. Aber
es gibt einen gewissen Beru¨hrungspunkt, denn sind die optimierten Laufbewegungen eines
Mechanismus bekannt5, so ko¨nnte man versuchen diese zu benutzen, um daraus Steue-
rungsregeln abzuleiten. Die Literatur bezu¨glich dieser ru¨ckgekoppelten Systeme ist sehr
umfangreich. Es sei daher lediglich auf die Netzadresse des DFG-Schwerpunkts
”
Au-
tonomes Laufen“[17] verwiesen, um dort umfangreiche Literaturverweise zu finden.
In den Arbeiten von Chevallereau und Aoustin[14] sowie von Hardt et al.[31]
wird die Phasen-Sequenz der Fuß-Boden-Kontakte fest vorgegeben. Bei Zweibeinern ist
die Anzahl der Mo¨glichkeiten nicht allzu hoch, bei Vierbeinern jedoch bereits betra¨cht-
lich. Das Problem, das Optimum u¨ber alle mo¨glichen Phasen-Sequenzen zu finden, konnte
bisher nicht gelo¨st werden6. Hier behilft man sich damit, daß man (im Falle eines Vier-
beiners) die von der Natur gefundenen Abla¨ufe bei Tieren als Ausgangspunkt nimmt.
Eine zum vorliegenden Thema verwandte Untersuchung findet sich bei Hardt[30]. Hier
3siehe z. B. Immler[36]
4Diese Unversertheit hat ho¨chste Priorita¨t in einem der Projekte des DFG-Schwerpunkts
”
Auto-
nomes Laufen“[17], der Entwicklung einer Stand-Gang-Prothese. Diese soll einem querschnittsgela¨hm-
ten Menschen z. B. das Aufstehen aus einem Stuhl ermo¨glichen. Hierbei muß jedwedes Umfallen verhindert
werden.
5Insbesondere die in Hinsicht auf Stabilita¨t optimierten Bewegungen, zu deren Ermittlung man die
von Mombaur[48] erarbeiteten Methoden verwenden kann.
6siehe Hardt und von Stryk[32]
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wird die optimale Bewegung eines Zweibeiners untersucht. Dabei wird die Mehrzielme-
thode und ein SQP-Verfahren angewandt. Allerdings ist das Modell nur zweidimensional,
die Phasen des Fuß-Boden-Kontakts sind fest vorgegeben (nicht nur in ihrem Ablauf, son-
dern auch in ihrer relativen La¨nge) und mit wechselnden algebraischen Nebenbedingungen
formuliert. Fu¨r den Optimierer werden die Bewegungsgleichungen durch eine rekursive
Formulierung in ein gewo¨hnliches Differentialgleichungssystem verwandelt. Das Zielfunk-
tional besteht aus den aufintegrierten, quadrierten Kontrollen und Drehmomenten und
ist sehr konvex. Als Ergebnis resultiert eine Laufbewegung, deren Durchschnittsgeschwin-
digkeit auf 0.84 m/s festgelegt ist. Die Bewegungsgeschwindigkeit liegt damit um eine
Gro¨ßenordnung niedriger als die Ergebnisse in Kapitel VI.
Bei Hardt und von Stryk[33] werden periodische Bewegungen eines Vierbeiners in
Hinsicht auf Stabilita¨t optimiert. Die Bewegungsgleichungen sind dort wie hier DAEs, fu¨r
die Optimierung allerdings werden die Zustandsvariablen mit Hilfe einer festen Transfor-





ning“, siehe dazu auch Wehage[67]). Dies hat den Zweck, fu¨r die Optimierung die DAE
in eine ODE umzuwandeln. Dieses Auffinden von unabha¨ngigen Koordinaten kann je-
doch nicht algorithmisch geschehen und ist zudem noch mit numerischen Schwierigkeiten
(Fehlerfortpflanzung, Umpartitionierung) verbunden. Die initiale Projektion erfu¨llt daher
diesen Zweck besser. Als Ergebnis der Optimierung bezu¨glich eines komplizierten Sta-
bilita¨tskriteriums von Koo und Yoon[37] resultiert eine Durchschnittsgeschwindigkeit
von 0.67 m/s. Die im Kapitel VI gefundenen Durchschnittsgeschwindigkeiten bei Zwei-
oder Vierbeiner (aber bezu¨glich anderer Zielfunktionale) liegen dagegen bei etwa 6-15 m/s
und weisen damit eine andere Gro¨ßenordnung auf.
In der Arbeit von Gerdts[26] werden Optimierungsprobleme mit darunterliegender DAE
ebenfalls mit Hilfe von Mehrzielmethode und SQP-Verfahren behandelt. Es wird eine
Projektionsmethode angewandt, um konsistente Initialwerte fu¨r die Integration der DAE
zu erhalten. Allerdings wird diese Methode nicht dazu benutzt, die Anzahl der durch-
zufu¨hrenden Integrationen fu¨r die Berechnung der Sensitivita¨tsmatrix zu reduzieren. Die
Anwendungen beziehen sich dann aber auf ein ganz anderes Gebiet, na¨mlich Fahrzeugsi-
mulationen.
Methodisch am na¨chsten verwandt sind die Arbeiten von Mombaur[48]-[52]. Hierbei
werden Laufbewegungen von 2D- und 3D-Modellen in Hinsicht auf Stabilita¨t untersucht,
so ein 2D-Einbein (aktiv gesteuert), ein 2D-Zweibein (aktiv gesteuert) und ein 3D-Zweibein
(passiv, d. h. es gibt keine Kontrollen). Diese Ein- und Zweibeiner sind nicht-ru¨ckgekop-
pelt. Im Unterschied zur vorliegenden Arbeit werden die Modelle allerdings in Minimal-
koordinaten formuliert. Betrachtet werden ausgehend von einer periodischen Bewegung
x(t) mit Periode T die Eigenwerte der Monodromiematrix
C =
∂x(t + T )
∂x(t)
.
Ist der gro¨ßte Eigenwert dieser Matrix C oder einer Potenz Cn vom Betrag her kleiner
als 1, so liegt eine stabile Bewegung vor, d. h. eine Bewegung, bei der Sto¨rungen der
Anfangswerte abklingen. Das Optimierungsproblem besteht nun darin, Kontrollen bzw.
Designparameter zu finden, so daß dieser gro¨ßte Eigenwert vom Betrag her kleiner 1 ist.
Der Fuß-Boden-Kontakt ist nicht als Feder-Da¨mpfer-Kombination modelliert, sondern als
Phase mit geringerer Anzahl von Freiheitsgraden. Da es dadurch zu Undifferenzierbarkei-
ten in den Zustandsvariablen kommt, ist es notwendig, den Phasenablauf des Bodenkon-
takts bereits fest vorzugeben (wenn auch nicht in seiner zeitlichen Dauer).
Das nicht-differenzierbare Zielfunktional fu¨hrt zu anderen Fragestellungen und erfordert
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andere Optimierungsmethoden mit einer a¨ußeren und einer inneren Optimierungsschleife
und die Verwendung des Nelder-Mead-Algorithmus7.
§3 Ausblick
Die vorliegende Untersuchung kann in mehrere Richtungen vertieft werden.
So besteht die Mo¨glichkeit die numerische Integration zu parallelisieren. Das simulierte
Zeitintervall ist durch den Mehrzielansatz in mehrere Knoten unterteilt, somit kann die
Integration innerhalb eines solchen Knotens von jeweils einem Prozessor u¨bernommen
werden. Da die Integration den gro¨ßten Teil der Rechenzeit ausmacht, ist der zeitliche
Gewinn enorm, der Beschleunigungsfaktor entspricht etwa der Anzahl der eingesetzten
Prozessoren.
In der vorliegenden Formulierung hat der Boden einen Teil der Funktion des Fußes u¨ber-
nommen, na¨mlich die elastische Deformierung. Die Parameter des Bodens als Feder-
Da¨mpfer-Element ko¨nnten variiert werden, um die Auswirkungen von Weichheit oder
Ha¨rte auf die optimale Bewegung zu untersuchen. Hier kann man auch versuchen Para-
meter zu finden, die die Elastizita¨t von realen Fu¨ßen besser wiedergeben.
Die vielfa¨ltigsten Mo¨glichkeiten bieten natu¨rlich Vera¨nderungen am Modell und Zielfunk-
tional. Mechanismen mit mehr Beinen, mit oder ohne Knie, mit verschieden orientierten
Bewegungsbeschra¨nkungen z. B. des Knies, komplexere Aktuatoren mit realistischeren
Kra¨fteverla¨ufen verknu¨pft mit einem reichhaltigen Spektrum an Zielfunktionalen verspre-
chen weitere ungewo¨hnliche und unerwartete Bewegungsabla¨ufe, die das Wissen um die
Natur des Laufens bereichern ko¨nnten.
7siehe auch Nelder und Mead[53]
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Anhang
In diesem Anhang sind einige der Optimierungsergebnisse wiedergegeben. Die Werte sind
dabei auf die vierte Stelle gerundet worden.
Die Auflistung der Zusta¨nde und Kontrollen zu den Zeitpunkten der Mehrzielknoten kann
unter http://www.iwr.uni-heidelberg.de/˜thorsten.stossmeister eingesehen werden. Dort







Zeitliche La¨nge des Intervalls: 4.75 · 10−1(Zeitdauer fixiert auf diesen Wert)
Karush-Kuhn-Tucker-Bedingung: 3.792 · 10−6
Optimierungsergebnis
”




Zeitliche La¨nge des Intervalls: 1.5 · 10−1(Zeitschranke 0.1 ≤ T ≤ 0.15)







Zeitliche La¨nge des Intervalls: 1.5 · 10−1(Zeitschranke 0.1 ≤ T ≤ 0.15)
Karush-Kuhn-Tucker-Bedingung: 7.005 · 10−7
Optimierungsergebnis
”
Periodisch mit minimaler Kontrolle“
Abschnitt §7.3
Abbildung VI.15
Ergebnis Zielfunktional: 1.337 · 101
Zeitliche La¨nge des Intervalls: 1.5 · 10−1(Zeitschranke 0.1 ≤ T ≤ 0.15)









Zeitliche La¨nge des Intervalls: 6.407 · 10−1(Zeitschranke 0.1 ≤ T ≤ 0.15)
Karush-Kuhn-Tucker-Bedingung: 6.011 · 10−7
