Abstract. Considering an initial set of terms E, a rewriting relation R and a goal set of terms Bad, reachability analysis in term rewriting tries to answer to the following question: does there exists at least one term of Bad that can be reached from E using the rewriting relation R? Some of the approaches try to show that there exists at least one term of Bad reachable from E using the rewriting relation R by computing the set of reachable terms. Some others tackle the unreachability problem i.e. no term of Bad is reachable by rewriting from E. For the latter, over-approximations are computed. A main obstacle is to be able to compute an over-approximation precise enough that does not intersect Bad i.e. a conclusive approximation. This notion of precision is often defined by a very technical parameter of techniques implementing this over-approximation approach. In this paper, we propose a new characterization of conclusive approximations by logical formulae generated from a new kind of automata called symbolic tree automata. Solving a such formula leads automatically to a conclusive approximation without extra technical parameters.
Introduction
In the rewriting theory, the reachability problem is the following: given a term rewriting system (TRS) R and two terms s and t, can we decide whether s → * R t or not? This problem, which can easily be solved on strongly terminating TRSs (by rewriting s into all its possible reduced forms and compare them to t), is undecidable on non terminating TRSs. There exists several syntactic classes of TRSs for which this problem becomes decidable: some are surveyed in [9] , more recent ones are [15, 20] . In general, the decision procedures for those classes compute a finite tree automaton recognising the possibly infinite set of terms reachable from a set E ⊆ T (F) of initial terms, by R, denoted by R * (E). Then, provided that s ∈ E, those procedures check whether t ∈ R * (E) or not. On the other hand, outside of those decidable classes, one can prove s → the most successful experiments, using proofs of s → * R t, were done on cryptographic protocols [18, 12, 4] where protocols and intruders are described using a TRS R, E represents the set of initial configurations of the protocol and t a possible flaw. Some other have been carried out on Java byte code programs [2] and in this context, R encodes the byte code instructions and the evolution of the Java Virtual Machine (JVM), E specifies the set of initial configurations of the JVM and t a possible flaw.
Then reachability analysis can prove the absence of flaws (if ∀s ∈ E : s → * R t). In [9] , given a TRS R, a set of terms E and an abstraction function γ, a sequence of sets of terms App . This technique is called tree automata completion. The role of the abstraction γ is to define equivalence classes of terms and to allot each term to an equivalence class. The computation stops when on the one hand, the number of equivalence classes introduced by the abstraction function is bounded, and on the other hand, each equivalence class is R−closed, i.e. when there exists N ∈ N such that R(App N . However, the main drawback of this technique based on tree automata, is that if t ∈ R * (E) then it is not trivial (when it is possible) to compute a such fix-point over-approximation App γ N . Indeed, a highlevel expertise in this technique is required for defining a pertinent abstraction function. In a recent work [13] , the approximation function is seen as a set of equations γ. Let C 1 and C 2 be two equivalence classes and t 1 and t 2 be respectively terms of classes C 1 and C 2 . If t 1 = t 2 modulo the set of equations γ then C 1 and C 2 are merged together.
In [5] , the authors propose a similar technique in which they use tree transducers instead of TRSs. The approximation functions they use can be seen as predicates. More precisely, if two different equivalence classes satisfy the same set of predicates then they are merged together. So, one has to define carefully the set of predicates. Once again, a high-level expertise in the technique itself is required for obtaining conclusive analysis. But contrary to the technique presented in [9] , their technique is equipped with a refinement process acting when the approximation function leads to inconclusive analysis. Nevertheless, the refinement process may be expensive since it involves backward computations for detecting the point where the approximation has become too coarse.
So, to summarize, both of the techniques mentioned previously are instrumented either by equations or predicates for the computation of over-approximations. Both of them use tree automata to represent over-approximations. More precisely, set of terms are represented by tree automata languages. However, these parameters often require a highly specialized expertise for expecting a conclusive analysis.
In this paper, we characterize by a logical formula all the criteria of such a conclusive analysis performed with the technique proposed in [11, 9, 13] . The idea is that instead of reasoning with a tree automaton A, we generalize A to a symbolic tree automaton (STA) A s , whose states are represented by variables. The rewriting relations and "bad" terms are represented by boolean combinations of equalities and inequalities on these variables. An instantiation of these variables by states gives a tree automaton, and each valid instantiation of this formula ensures that, as soon as the STA is instantiated, the language of the resulting tree automaton is a conclusive over-approximation of the set of terms reachable from the language of A according to the rewriting relation. With this formulation, finding a conclusive analysis becomes solving logical formulae. Thus, different solving and search techniques, for example in artificial intelligence, can be applied.
The paper is organized as follows: Section 2 recalls background on terms, rewriting and tree automata as well as the connection between rewriting and tree automata. In this section we also describe the kind of formulae we manipulate and notion of instantiations. Section 3 introduces symbolic tree automata. In this section, we point out the connection between an STA and traditional tree automata. Section 4 describes the cornerstone of our contribution: the matching algorithm for STA. In other words, given a term t, we characterize each solution of this pattern as well as its existence condition by a formula. Section 5 presents our main contribution: the characterization of a conclusive over-approximation by a formula. Before concluding, in Section 6, given a TRS R, a tree automaton A and a set of goal terms Bad, we describe a semi-algorithm for computing automatically a conclusive approximation. For a lack of space, the proofs of this paper are available at http://www.univ-orleans.fr/lifo/prodsci/rapports/ RR/RR2011/RR-2011-04.pdf.
Background and Notations
In this section, we introduce some definitions and concepts that will be used throughout the rest of the paper (see also [1, 8, 14] ). Let F be a finite set of symbols, each one is associated with an arity, and let X be a countable set of variables. T (F, X ) denotes the set of terms and T (F) denotes the set of ground terms (terms without variables). The set of variables of a term t is denoted by Var(t). A term t is said linear if there is no variable appearing more than once in t. A substitution is a function σ from X into T (F, X ), which can be uniquely extended to an endomorphism of T (F, X ). The substitution σ applied to the term t (denoted tσ) is constructed such that xσ = σ(x), where x ∈ X , and f (t 1 , ..., t n )σ = f (t 1 σ, ..., t n σ). Let A, B and C be three sets of elements. Let σ and µ be two substitutions such that σ : A → B and µ : B → C. We denote by σ • µ the substitution such that σ • µ(x) = µ(σ(x)) where x ∈ A.
A term rewriting system (TRS) R is a set of rewrite rules l → r, where l, r ∈ T (F, X ), l, r ∈ X 1 , and Var(l) ⊇ Var(r). A rewrite rule l → r is leftlinear if l is linear. A TRS R is left-linear if every rewrite rule l → r of R is left-linear. The TRS R induces a rewriting relation → R on terms as follows. Let s, t ∈ T (F, X ) and l → r ∈ R, s → R t denotes that there exists a subterm u of s and a substitution σ such that u = lσ and t is obtained by substituting u by rσ in s. The reflexive transitive closure of → R is denoted by → * R . The set of R-descendants of a set of ground terms I is R * (I) = {t ∈ T (F) | ∃s ∈ I s.t. s → * R t}. We now define tree automata that are used to recognize possibly infinite sets of terms. Let Q be a finite set of symbols with arity 0, called states, such that Q ∩ F = ∅. T (F ∪ Q) is called the set of configurations. A transition is a rewrite rule c → q, where c is a configuration and q is a state. A transition is normalized when c = f (q 1 , . . . , q n ), f ∈ F is of arity n, and q 1 , . . . , q n ∈ Q.
Definition 1 (Bottom-up nondeterministic finite tree automaton). A bottom-up nondeterministic finite tree automaton (tree automaton for short) over the alphabet F is a tuple A = Q, F, Q F , ∆ , where Q F ⊆ Q is the set of final states, ∆ is a set of normalized transitions.
The transitive and reflexive rewriting relation on T (F ∪ Q) induced by all the transitions of A is denoted by → * A . The tree language recognized by
Some of the techniques marry ( [9, 19, 6] ) tree automata and rewriting for computing the set of reachable terms from a given tree automata A i.e. R * (L(A)). Unfortunately, enumerating reachable terms may never terminate. There is thus a need to "accelerate" the search through the term space in order to reach, in a finite amount of time, terms at unbounded depths.
Definition 2.
A tree automaton B is R-closed if for each rule l → r ∈ R, for any substitution σ : X → Q, lσ is recognized by B into state q then so is rσ. The situation is represented with the following graph:
In the following definitions, we introduce the logical formulae that we manipulate as well as notions of instantiation and satisfaction of a formula.
. Let X Q be a set of variables. We define W[X Q ] to be the set of logical formulae on X Q as following:
Definition 4 (Instantiation/satisfaction). Let D be a domain which is a non-empty set. An instantiation ι of variables of X Q is a function ι : X Q → D. The instantiation ι satisfies a formula α ∈ W[X Q ], denoted by ι |= α, iff:
Example 1. Let X Q be the set of variables such that
and ι be the instantiation such that ι(
Note that instantiations will be also considered as substitutions in the remainder of the paper.
Symbolic Tree Automata
Let X Q be a set of variables that we call symbolic states. Symbolic tree automata (STA) are tree automata where states are variables. An STA is composed of normalized symbolic transitions as defined below.
Definition 5 (Normalized symbolic transition). Let X Q be a set of symbolic states. A normalized symbolic transition is of the form f (X 1 , .., X n ) → X where f ∈ F of arity n and X, X 1 , .., X n ∈ X Q . Definition 6 (STA). An STA is a tuple X Q , F, X f Q , ∆ where X Q is a set of symbolic states, F a set of functional symbols, X f Q ⊆ X Q a set of final symbolic states and ∆ a set of normalized symbolic transitions. Example 2. Let F be a set of functional symbols such that F = {a : 0, s : 1}. Let X Q and X f Q be two sets of symbolic states such that X Q = {X q0 , X q1 } and X f Q = {X q1 }. Let ∆ be a set of symbolic transitions such that
The following definition gives details on how a tree automaton can be obtained from a STA and a given instantiation from X Q to a domain Q.
Definition 7 (Instance of a STA). Let Q be a non-empty set of states. Let
where:
Example 3. Let A S be the STA defined in Example 2. Let ι 1 and ι 2 be two instantiations such that ι 1 = {X q0 → q, X q1 → q} and
For a term t ∈ T (F, X Q ), a formula α ∈ W[X Q ] and a symbolic state X, we define the relation t α − → A S X. In a couple of words, if an instantiation ι satisfies α then the relation ensures that A ι S accepts the term t in the state ι(X). Note that if t α − → A S X then α is a conjunction of equalities between symbolic states. This is involved by a straightforward reduction of the term t using transitions of A S .
Definition 8 (t
Let t be a term of T (F, X Q ) and X a symbolic state of X Q . One has:
Usually, given an STA A S , a term t, a formula α, a symbolic state X and an instantiation ι, one cannot deduce that
any formula α such that t α − → A S X one has ι |= α then one can conclude that t → * A ι S ι(X). The following proposition presents the characterization by a formula of the acceptance of a term t by a given STA. Consequently, each instantiation satisfying this formula leads to an automaton recognizing t. Proposition 1. Let A S = X Q , F, X f Q , ∆ be an STA and ι be an instantiation. Let t ∈ T (F, X Q ) and X ∈ X Q . Let Reco(t, X) = {t α − →A S X} α. Then, one has:
Solutions for Patterns in STA
Let t be a term of T (F, X ). For a classical tree automaton A and a state q, the matching problem t q has a solution if there exists a substitution σ : X → Q such that tσ → * A q. Let us recall that this point is essential for testing whether an automaton is R−closed or not (see Definition 2) .
In this section, we propose to solve this problem in the context of STA. Thus, the matching problem is formalized on symbolic states instead of classical states i.e. t X with X ∈ X Q . Actually, in this context and considering an STA A S , solutions are represented as a set of pairs (α, σ) where σ is a substitution from X to X Q and α a formula such that tσ α − → A S X. Suppose ι : X Q → Q is an instantiation. Semantically, a solution (α, σ) means that, as soon as ι |= α, the substitution σ • ι is a solution of the matching problem t ι(X) in the tree automaton A ι S .
Definition 9 (Matching Algorithm -S t X ). Let A S be an STA X Q , F, X f Q , ∆ . We denote by S t X the solution set of the matching problem t X where t is a linear term. S t X is built recursively as follows:
The following proposition shows that this algorithm is sound and complete. Proposition 2. Let A S be an STA X Q , F, X f Q , ∆ , X be a symbolic state in X Q , t be a linear term in T (F, X ) and σ be a substitution from Var(t) into X Q . One has ∀(α, σ), tσ
X . Example 5. Let A S be an STA whose symbolic transition set ∆ = {a → X q0 , a → X q1 , s(X q0 ) → X q1 }. Using the rules we can find that
Finding a Conclusive Fix-Point Automaton
Let us recall that the Graal of the tree automata completion is to detect a conclusive fix-point automaton. Given a set of terms Bad, a TRS R and an initial tree automaton A, a conclusive fix-point automaton is a tree automaton A such that A is R-closed with regard to A and L(A ) ∩ Bad = ∅. Note also that the tree automata completion is only sound for left linear TRSs. So, we only consider left linear TRSs .
In this section, given an STA A S , a TA A, a TRS R and a set of bad terms Bad, we propose two formulae φ F P R,A S and φ Bad A S such that any instantiation ι of A S satisfying both formulae leads to a conclusive automaton. Moreover, we define a notion of compatibility between A and A S ensuring that the automaton A ι S is a conclusive automaton with regard to A.
The constraint presented below depicts a condition, built from A S , to satisfy for any instantiation ι in order to ensure that A ι S is R-closed. In [9] , a TA A is R-closed (fix-point automaton) if ∀l → r ∈ R, ∀σ : X → Q and ∀q, if lσ → * A q then rσ → * A q . Definition 10 (φ
F P R,A S
). Let A S be an STA X Q , F, X f Q , ∆ and let R be a left-linear TRS. We denote by φ F P R,A S the formula defined as follows:
Example 6. Let A S be the STA of the example 5 and let R be a TRS such that R = {s(a) → s(s(a))}. The formula φ F P R,A S is then:
We state in the following proposition the use of φ F P R,A S . Proposition 3. Let A S be an STA and R be a left-linear TRS. Let Q be a set of states and ι be an instantiation X Q → Q. Thus, ι |= φ
At this point, for a given STA A S , we are able to formalize a fix-point condition. However, a particular fix-point is needed. Suppose that there exists an instantiation ι such that ι |= φ F P R,A S . We recall that our goal is to find a fix-point automaton A such that L(A ) ∩ Bad = ∅. The following Definition proposes a formula characterizing the no-recognition of the whole set Bad by any instance of A ι S as soon as ι also satisfies this formula.
Definition 11 (φ Bad

A S
). Let A S be an STA X Q , F, X f Q , ∆ and Bad be a finite set of ground terms. We denote by φ Bad A S the formula defined as follows:
Bad be a finite set of ground terms. Let Q be a set of states and ι be an instantiation X Q → Q. Thus,
We are close to the claimed goal. Indeed, given a STA A S , a TRS R and a set of terms Bad, we can deduce that for any instantiation ι satisfying φ
Is it sufficient to ensure that this fix-point is interesting for our input data i.e. A, R and Bad? In other words, can we deduce that
? Trivially the answer is no since no relation is specified between A S and A. So, we define a compatibility notion between A S and A leading to our expected result.
Definition 12 (A-compatibility). Let A S be an STA X Q , F, X f Q , ∆ S and A be a TA Q, F, Q F , ∆ . The STA A S is said to be A-compatible iff these three criteria are satisfied:
The notion of A-compatibility presented above ensures that each instantiation of a STA A S contains the language L(A).
Proposition 5. Let A S be a STA and A be a TA such that A S is A-compatible. For any ι : X Q → Q, one has L(A) ⊆ L(A Theorem 1. Let A S be a STA and A be a TA such that A S is A-compatible. Let R be left-linear TRS and Bad be a finite set of ground terms. Let ι be an instantiation from X Q to Q. Thus,
Another way to interpret this result is the following: Theorem 2. Let A S be a STA and A be a TA such that A S is A-compatible. Let R be left-linear TRS and Bad be a finite set of ground terms. Let ι be an instantiation from X Q to Q. Thus,
Reachability Analysis via Logical Formula Solving
In this section we synthesize our contribution in the semi-algorithm Algorithm 6.1. Given a TRS R, a tree automaton A and a set of goal terms Bad, Algorithm 6.1 searches an STA for which there exists an instantiation leading to a conclusive fix-point. It is indeed a semi-algorithm since a such conclusive fixpoint may not exist (see [3] ). In this case, the computation will not terminate. In a couple of words, the algorithm starts with the STA immediately obtained from A. If the whole formula has no solution then the current STA is improved by adding new symbolic transitions (using Norm defined in Algorithm 6.1). The whole formula is computed for the new STA and its satisfiability is checked using hasN oV alidSolution. The process is iterated until finding a solution. We have used Mona [16] for solving formulae (hasN oV alidSolution). Mona is a tool handling monadic second-order logic. Given a formula, Mona computes an automaton recognizing all of its solutions.
Algorithm 6.1 Given a left-linear TRS R, a tree automaton A = Q, F, Q F , ∆ and a set of goal terms Bad, areTermsUnreachable?(A, R, Bad) is defined as follows Variables (* Starting STA *) AS := {Xq |q ∈ Q}, F, {Xq |q ∈ QF }, {f (Xq 1 , . . . , Xq n ) → Xq|f (q1, . . . , qn) ∈ ∆} ; (* Starting Formula *) φ := φ The function Norm used at Line 04 is defined as follows:
where X i is either new symbolic states or
We present now a complete example. The idea is to show that all terms of the form f (s (k) (0))) reachable from f (0) using the following TRS R f = {f (x) → f (s(s(x)))} are such that k is even. So, we define the parity test using three rules:
Thus, the given inputs are: R = R f ∪ R parity , Bad = {f alse} and A = Q, F, Q f , δ with Q = {q 0 , q 1 , q 2 }, F = {f : 1, s : 1, 0 : 0, even : 1, true : 0, f alse : 0}, Q f = {q 2 } and δ = {even(q 1 ) → q 2 , f (q 0 ) → q 1 , 0 → q 0 }. So, if a conclusive over-approximation can be found then it ensures that the set of terms reachable from f (0) using the rule f (x) → f (s(s(x))) is necessarily of the form f (s k (0)) with k an even integer. So, the starting STA is such that ∆ = {even(X q1 ) → X q2 , 0 → X q0 , f (X q0 ) → X q1 } and X Q = {X q0 , X q1 , X q2 }. Applying Definition 10, one obtains the following formula:
. By simplifying the formula, one obtains that φ F P R,A S = φ 1 ∧ ( ⇒⊥) ∧ φ 2 =⊥. So, φ (at line 01 in Algorithm 6.1) is also unsatisfiable. Consequently, the STA A S needs to be extended. In this example, four substitutions (one per rule following the order of the table above) σ 1 , σ 2 , σ 3 and σ 4 are created such that σ 1 = {x → X q4 }, σ 2 = {x → X q8 } and σ 3 = σ 4 = ∅ where X q4 and X q8 are two new symbolic states.
Consequently, applying the substitutions σ 1 , σ 2 , σ 3 , σ 4 respectively on terms f (s(s(x))), even(f (x)), true and f alse, one has to normalize the terms f (s(s( X q4 ))), even(f (X q8 )), true and f alse. Let X q3 , X q7 , X q10 and X q11 be four new symbolic states, the normalization steps at Line 04 -Norm(f (s(s(X q4 ))), X q3 ), Norm(even( f (X q8 )), X q7 ), Norm(true, X q10 ) and Norm(f alse, X q11 ) -may produce the following STA:
Following Definition 11, one obtains φ
Let us construct the instantiation ι from the solution returned by Mona 2 . We obtain:
This tree automaton is actually R-closed. Indeed, concerning the rule f (x) → f (s(s(x))), note that f (q 0 ) and f (s(s(q 0 ))) can both be reduced to q 0 . Similarly, f (q 1 ) and f (s(s(q 1 ))) can be reduced on q 1 . For the rule even(f (s(s(x)))) → even(f (x)), one has even(f (s(s(q 0 )))) → * 
Conclusion
To summarize, given an STA A S , a set of forbidden terms Bad, a TA A and a TRS R, we have characterized by a logical formula what a conclusive fix-point in terms of reachability analysis is. Each solution of such a formula is an instantiation that can be applied on A S . The automatically obtained automaton is an automaton that could have been obtained using a technique as in [9] . Such a technique requires a technical parameter (a set of equations or an approximation function) influential on the quality of the approximation computed. This parameter requires a certain expertise of the technique itself. For instance in [13] , one has to define a set of equations whose goal is to define a finite number of equivalence classes of terms. A finite number of equivalence classes ensures the computation terminates. But, the crucial point remains in finding a conclusive approximation. Thus, the set of equation has to be defined very carefully. In [6] , they used a set of predicates for defining a finite set of equivalence classes of terms. Once again, a highly specialized expertise in the technique itself is needed. Concerning ours, we generate an STA from the initial TA A and we are looking for solutions. If no solution is found then we are sure that there is no conclusive R-closed automaton for the given A S . So, we increase the size of the starting STA and so on.
In [10] , the authors encode the tree automata completion by logic programs (Horn clauses). Consequently, they use several results obtained on static analysis of logic programs in order to compute precise approximations in the sense of static analysis. In the field of the tree automata completion, an approximation is precised enough as soon as this latter allows us to show the unreachability of a term or a set of terms. In this context, our proposition allows us to find only conclusive approximations, contrary to the ones obtained in [10] . Indeed, our approach is in some sense goal oriented while the one proposed in [10] check the reachability of a term only after having computed an approximation. 2 The Mona program and thus the formula φ This work is a first step towards a verification technique based on formula solving. In the verification framework, it allows us to prove safety property. We claim that it is only a first step since specifications involving STA containing more than 20 variables or a bigger TRS are out of the Mona scope. Even if the formulas involved by such a specification present a certain regularity in their form, their size may be huge (in particular for φ F P R,A S see Definition 10). We are also aware that the solving problem is not elementary, but we are working on dedicated solving techniques and search heuristics for handling huge formulae. We are also studying a symbolic techniqueà la Mona. First results of both techniques are very promising.
