In the last few years gesture recognition and gesture-based human computer interaction has gained a significant amount of popularity amongst researchers all over the world. It has a number of applications ranging from security to entertainment. Gesture recognition is a form of biometric identification that relies on the data acquired from the gesture depicted by an individual. This data, which can be either two-dimensional or three-dimensional, is compared against a database of individuals or is compared with respective thresholds based on the way of solving the riddle. In this paper, a novel method for angle calculation of both hands' bended fingers is discussed and its application to a robotic hand control is presented. For the first time, such a study has been conducted in the area of natural computing for calculating angles without using any wired equipment, colors, marker or any device. The system deploys a simple camera and captures images. The pre-processing and segmentation of the region of interest is performed in a HSV color space and a binary format respectively. The technique presented in this paper requires no training for the user to perform the task.
INTRODUCTION
Gesture recognition from video sequences or interactive input in real time, is one of the most important challenges for scientists and researchers working in the area of computer vision and image understanding. Gesture recognition systems are very helpful in general purpose life as they offer to the machine the ability to identify, recognize and interpret the human gestures and emotions accordingly. It can also help in controlling devices, interacting with machine interfaces, monitoring human activities and in many other applications. Generally defined as any meaningful body motion, gestures play a central role in everyday communication and often convey emotional information about the gesticulating person.
During the last few decades researchers have been interested in recognizing automati-cally human gestures for several applications like sign language recognition, socially assistive robotics, directional indication through pointing, control through gestures, alternative computer interfaces, immersive game technology, virtual controllers, affective computing and remote controlling. For further details on gesture applications see Mitra and Acharya (2007) and Chaudhary, Raheja, Das, and Raheja (2011) . Mobile companies are also trying to make handsets which can recognize gestures and operate over small distances (Kroeker, 2010; Tarrataca, Santos, & Cardoso, 2009 ). In the past, researchers have employed gloves (Sturman & Zeltzer, 1994) , color strips (Do, Jung, Jung, Jang, & Bien, 2006; Premaratne & Nguyen, 2007; Kohler, 1996; Bretzner, Laptev, Lindeberg, Lenman, & Sundblad, 2001) or full sleeve shirt (Sawah, Joslin, Georganas, & Petriu, 2007; Kim & Fellner, 2004) in image processing based methods to obtain better segmentation results.
In 2005, Pickering stated that initially touch-based gesture interfaces would be popular, but non-contact gesture recognition technologies would be more attractive finally. Today, Pickering's statement is identified to be absolutely true. Recently human gesture recognition catches the peak attention of the research in both software and hardware environments. Hand gesture can be very useful, especially for giving a command to a computer or to a robotic system. It can be used for making a robotic hand which can mimic the human hand actions and can secure human life by being used in many commercial and military operations.
Many mechanical (Huber & Grupen, 2002; Lim, Oh, Son, You, & Kim, 2000) and image processing based techniques are available in the literature to interpret single hand gesture. However, as humans express their actions with both hands along with words, it is a new challenge to take into account the gestures depicted by both hands simultaneously. For both hands it is obvious that the computational time required would be more compared to that required for a single hand. The approach employed for a single hand can also be used for this purpose with a slight modification in the algorithm for both hands. However, the process consumes time that is almost twice of what is required for single hand gesture recognition.
It is not always true that this approach will consume double the time to calculate both the finger angles for both hands. If the directions of both the hands are the same, the computational time will be similar to the single hand computational time but in real life, it is not always possible that both hands always point towards the same direction. Hence, we have to apply this algorithm twice on the image frame. That will cause extra expense of time and in real time applications it is very much essential that the computational time should be very small. Therefore, a new approach is required for parallel angle approximation of the fingers of both hands. Figure 1 shows the block diagram flow of our approach.
RELATED WORK
The main applications of angle calculation of bended human fingers are in the controlling of machines and robots. Real-time applications need more precise and fast input to machines so that the actuation would be accurate within the given time limit. As per the best knowledge of authors, no previous studies are available that involves calculating the bended fingers' angle. Nolker and Ritter (2002) in their GREFIT system calculated finger angles with the use of neural network. Chen and Lin (2011) presented a real time parallel segmentation method using mean-C adaptive threshold to detect the region of interest. More applications and segmentation methods for both hands could be found in sign language recognitions and alike systems (Alon, Athitsos, Yuan, & Sclaroff, 2009; Rashid, Al-hamadi, & Michaelis, 2009; Jeong, Lee, & Kim, 2011) .
Many researchers (Lee & Chun, 2009; Nolker & Ritter, 2002; Nguyen, Pham, & Jeon, 2009; Sawah, Joslin, Georganas, & Petriu, 2007; Raheja, Chaudhary, & Singal, 2011; Gastaldi, Pareschi, Sabatini, Solari, & Bisio, 2005; Kim & Lee, 2008; Shin, Tsap, & Goldgof, 2004; Zhou & Ruan, 2006) have used fingertip detection in their research work to obtain information about the human hand according based on their applications. Lee and Chun (2009) used marker-less method in his augmented reality application to register virtual objects where fingertips were detected on curvature of contour. Nguyen, Pham, and Jeon (2009) presented fingertip detection of both hands. He implemented Claudia's method for hand segmentation.
Sawah, Joslin, Georganas, and Petriu (2007) showed 3D posture estimation using DBN for dynamic hand gesture recognition, but employed a glove to detect fingers and the palm. Raheja, Chaudhary, and Singal (2011) has detected fingertips accurately with the help of MS KINECT ® but that doesn't fulfill the natural computing requirements addressed in this paper. Gastaldi, Pareschi, Sabatini, Solari, and Bisio (2005) used hand perimeter to select points near fingertips and to reduce the computational time. A detailed review on hand pose estimation is presented by Erol, Bebis, Nicolescu, Boyle, and Twombly (2007) .
IMPLEMENTATION
In the previous approach (Chaudhary, Raheja, & Raheja, 2012) one hand fingers' angle was detected. The hand can be either right or left. For both hands the operation has to be repeated twice on both segmented hands. Hence, twice the computational time for a single hand is required. Hence, it will be better to process both the hands at the same time. The presented method takes less processing time since process is implemented in parallel. This section describes hand segmentation, fingertips detection, centre of palms detection and bended fingers' angle calculation methods.
Segmentaion
It is very complex to perform a required operation on an arbitrary image. One needs to extract the region of interest (ROI) which makes the work faster and reduces the computational complexity. The HSV color space based skin filter was used to form the binary silhouette of the input image first. The hand segmentation was implemented as described in Raheja, Das, and Chaudhary (2011) to obtain the ROI. This color space separates three components: the hue (H), the saturation (S) and the brightness (V). Essentially, HSV type color spaces are deformations of the RGB color cube and they can be mapped from the RGB space via a nonlinear transformation. The reason behind the selection of this color space in skin detection is that it allows users to intuitively specify the boundary of the skin color class in terms of the hue and saturation. As V provides the brightness information, it is often dropped to reduce illumination dependency of skin color.
After the formation of the binary image, two binary linked objects (BLOBs) were collected and the BLOB analysis based on 8 connectivity criteria was applied. As a result of that the two hands were distinguished from each other. Hence, it is ensured that the parameters of only one particular hand are compared against each other. Consequently, a mistake, namely, consideration of the fingertip of one hand and COP of other hand, is avoided. The main purpose of BLOB analysis is to extract the two biggest BLOBs to eliminate the false detection of skin pixels and to distinguish the two BLOBs from each other. Figure 2 and Figure 3 present the result of hand segmentation. The brighter BLOB corresponds to the right hand of the main frame and the other BLOB corresponds to the left hand.
Fingertip Detection
In the literature, we couldn't find any study related to the detection of fingertips of both hands in parallel. To process both the hands simultaneously a new approach based on circular separability filter and concentric circular filter has been taken into consideration (Raheja, Jain, & Mohapatra, 2010) . The circular separability filter has the shape of a square with a concentric circle inside as shown in Figure   Figure 2 .Hands segmentation-original image Figure 3 . Result of hands segmentation 4. After performing a number of experiments the radius of the circle is taken to be equal to 5 pixels and the bounding square is considered to be of 20 pixel length. When the filter response is computed for all the points of the region of interest in the binary image, the filter response for the fingertip regions are found distinctively different from that of other regions. The candidate fingertip locations are determined by using an appropriate threshold condition.
The exact fingertip location is calculated in two steps. Firstly, an approximate location for the fingertip is determined and then the exact location is calculated by further calculation using the orientation of the finger. The 8-connected points that satisfy the threshold condition for the filter response of the circular separability filter are grouped together. The groups having a number of pixels greater than a set threshold are selected and the centroids of the groups are taken as the approximate fingertip positions. Then, the orientation of each finger is determined using a filter with 2-concentric circular regions. Consequently, the fingertips are accurately detected. The concentric circular filter is shown in Figure 5 .
The diameters of the inner and outer circular regions of the filter are equal to 10 pixels and 20 pixels respectively. The points inside the inner circle, are assigned a value of +2, points outside the inner circle but inside the outer circle, are assigned the value of -2, and the points outside the outer circle but inside the bounding square are assigned the value of 0. The filter is then applied to the binary silhouette of the hand image at the previously detected approximate finger tip locations. The pixels that lie in the -2 region are grouped by the 8-connectivity criteria. Then, the largest group is selected and the centroid of the group is calculated.
The orientation of the finger is calculated as the angle (θ) defined by the line joining the centroid of the largest group and the previously calculated approximate finger tip location with the horizontal axis. This process is shown in Figure 6 . Then move in this direction several steps with an incremental distance r using (1) and (2) till the edge of the finger is reached.
where Rold and Cold are the 2D coordinates of the previous trace point, Rnew and Cnew are the 2D coordinates of the current trace point and r is the incremental distance. The values of Rnew and Cnew after the iterations give the exact coordinates of the fingertips.
Center of Palm Detection
We need to detect the centre of palm (COP) for further processing. The exact location of the COP in the hand is identified by applying a mask of dimension 30x30 to binary silhouette of the image and counting the number of skin pixels lying within the mask. If the count is within a set threshold, then the centre of the mask will be considered as the nominee for COP. Finally, the mean of all the nominees found in a BLOB are considered as the COP of the hand represented by that BLOB. Since there are two BLOBs, two COPs would be discovered for both the hands. Figure 7 presents the result of fingertip and COP detection. The yellow dots mark the COPs of both the hands while the white points are the detected fingertips.
Angles Calculation for both Hands' Bended Fingers
This geometrical method doesn't need any training or sample data to calculate the angles for both hands. The distance between each fingertip and COP can be calculated by subtracting their coordinates on the image frames. Initially the user has to show a reference frame to the system in which all fingers are open and the bending angle of all fingers are 180 0 . The distance between any fingertip and the COP would be the maximum in this position. As the user starts bending the fingers in either direction, distances among fingertips and COP would decrease. This information can be used to approximate the finger angle. The user can move his hands in front of the camera, it is not necessary to have his hand or arm static. This method will calculate the angles in that case also.
Here the maximum angle calculated would be 90 0 as after this limit the fingertips would be detected as the part of the palm in the image captured. The values calculated from the reference frame are stored for each finger. If the user changes the position of his fingers, the distance between COP and fingertips would be compared with the reference distances. First the distance between the COP and the fingertip is measured and then using the geometrical analysis as described, the bending angle is approximated.
From Hence, we can express angle a1 as shown in (3). 
Here the angle a2 approximates the value of the finger bending angle. Figure 9 presents the result of finger angle detection for double hand. The angles are shown on the top of window according to the finger shown sequence.
RESULTS
Our experimental environment is based on Intel ® i5 processor and 4GB RAM desktop computer. The discussed method is implemented in MATLAB ® on Windows ® XP. The live video is captured using Logitech ® HD webcam with image resolution 240x230. The usage of the system is very similar to what is described in Raheja, Manasa, Chaudhary, and Raheja (2011) .
If we apply single hand finger's angle calculation method to detect both hands fingers' angle, the computational time is 294ms. On the other hand, the method proposed in this paper takes only 198ms to perform the same computations. Both the hands are recognized distinctly, as the system remembers both hands' parameter separately. If there is only one hand shown, system will work perform a single hand gesture analysis. This method provides 
CONCLUSION
This paper presents a novel technique for the detection of the angles defining bended fingers in human hands. The technique presented in this paper carries tremendous significance since it can be adopted for identifying human gestures, which are often depicted during communication using both hands. The system considered uses no training data and the hands can be used in any direction. This approach minimizes the processing time of our last algorithm for determining the angles of a single hand. The processing time is reduced by 96ms, which corresponds to a reduction of approximately 33%. Future directions include the development of a system that is invariant to changes in light intensity.
