1. Introduction. In contrast to the situation for sums of independent identically distributed (i.i.d.) random variables, the law of large numbers for U-statistics is not equivalent to niteness of moments of the de ning function h: Let X; X i ; i 2 IN; be i.i.d. and let h be a measurable function of two variables; the weakest possible general moment condition on h implying 1 n 2 P 1 i6 =j n h(X i ; X j ) ! 0 a.s. is Ejhj < 1, 0 < < 2, assuming Eh = 0 if = 1 and E h(X; x)+h(x; X)] = 0 for almost all x (i.e., h degenerate) if 1 < < 2. However, the following example shows the converse is not true (Gin e and Zinn, 1992a): Let X satisfy lim t!1 t log tPfjXj > tg = c; (1:1) for some 0 < < 2 and c > 0, and assume X is symmetric for 1 < 2. Then EjXj = 1, but 1 n 2 X 1 i6 =j n X i X j ! 0 a:s:
(1:2)
As a rst step towards understanding the law of large numbers for U-statistics, and also for its intrinsic interest, we shall restrict attention to the U-statistic de ned by h(x; y) = xy i.e., to quadratic forms in the X i 's.
In the above example, parity is restored if we include the diagonal in (1.2) as the expression now is the square of a sum of independent random variables normalized by n 1 , which tends to zero a.s. if and only if EjXj < 1 by the Marzinkiewicz law of large numbers. Thus, the diagonal has an e ect on almost sure convergence to zero of quadratic forms such as in (1.2). This is not the case for convergence in probability (Gin e and Zinn, 1992a) . By decomposing the double sum in (1.2) into four sums with (i; j) both even, both odd or one even and one odd, convergence of (1.2) in probability (or a.s.) implies n 0 n ! 0 in probability (or a.s.) where n = n ? 1 P n i=1 X i and 0 n is de ned equivalently for an independent copy fX 0 i g of fX i g. Now, if n 0 n ! 0 in probability then also n ! 0 in probability since Pfj n j > p "g 2 Pfj n 0 n j > "g (this is not true for a.s. convergence). Conversely, by the weak law of large numbers, n ! 0 in probability implies nPfjXj > n (1:3) and 1 n P n i=1 X 2 i ! EX 2 a.s. by the law of large numbers but lim sup 1 n log log n ?P n i=1 X i 2 = 2EX 2 a.s. by the law of the iterated logarithm so that the rst term of (1.3) dominates.
However, when EX 2 = 1 (and EX = 0 if EjXj < 1), the limsup behavior of each term in (1.3) is the same as that for max 1 i n X 2 i under weak regularity conditions, and these terms cancel, o ering the possibility of a more rapid convergence to zero.
These observations determine the main object of this article, which is to nd when the law of large numbers 1 n X 1 i<j n X i X j ! 0 a:s:
(1:4)
holds for a general non-decreasing sequence f n g of positive numbers tending to in nity.
We obtain purely analytic necessary and su cient conditions for (1.4) to hold under (mild) regularity conditions on the normalizing sequence f n g in two general instances namely, when X is symmetric and when the tail probability function of X is (mildly) regular. Along the way, we obtain interesting results of two kinds. Letting X j:n denote the j-th largest in magnitude among X 1 ; : : :; X n we give necesary and su cient conditions for 1 n max 1 i<j n jX i X j j 1 n jX 1:n X 2:n j ! 0 a:s:
(1:5) and more generally for 1 n jX 1:n X k:n j ! 0 a:s:
(1:6) (without any restrictions on the normalizing sequence n % 1). And we also obtain sharp a.s. asymptotic bounds for truncated sums, 1 b n P n i=1 X i I jX i j<b n , which in particular imply a result of Mori (1977) on almost sure convergence to zero of normalized lightly trimmed sums of independent random variables.
Section 2 contains analytic necessary and su cient conditions for the law of large numbers for maxima, (1.5) and (1.6). For instance, it is shown that (1.5) holds if and only if E h ?1 (jXY j=")^1 G(jXj)^1 G(jY j) i 2 < 1
(1:7) and X 2 k PfjXj > "v k g < 1
(1:8)
for all " > 0, where Y is an independent copy of X, G(x) = PfjXj xg, u k = G ?1 (2 ?k ), v k = (2 k ) u k , and (t) is a nondecreasing continuous function such that (n) = n : These conditions, unlike those for for maxima of i.i.d. random variables, are di cult to work with; however, they admit simpli cations under reasonable regularity hypotheses on the distribution of X and/or the normalizing sequence f n g. We state a few instances of this, leaving some of the proofs for the Appendix. For example, if X has a continuous distribution (or if its jumps are not too large), then (1.5) holds if and only if (1.7) does. Under further regularity (1.5) holds if and only if X n ?1 (na n ) 2 log + na n < 1;
(1:9) where a n = G( 1 2 n ) and log + x := j log xj _ 1. Maxima of decoupled products are also considered.
Section 3 is devoted to the study of truncated and trimmed sums of independent random variables. Assuming centerings do not matter and n ? b n % for some > 1 2 , it follows from Feller's (1946) (1:10) and the bound is sharp. In particular this provides a short proof of the fact that, under the same hypothesis, 1 b n n X j=k X j:n ! 0 a:s:;
(1:11) a result previously obtained, with a di erent proof, by Mori (1977 < 1 implies E (jXj^jY j) 2 (jXj _ jY j) 2( ?1) < 1, which is quite surprising for 1 < < 2.
We study the law of large numbers for quadratic forms, (1.4), in Section 4. Whereas for sums of i.i.d. variables symmetry of X and regularity of its tail distribution does not play a role (once some mild regularity for the norming sequence is assumed), these two factors seem to have some in uence in the case of products (at least in the present study). For symmetric variables in general (i.e., without regularity assumptions), we obtain two sets of necessary and su cient conditions for the law of large numbers (1.4) to hold, one of an analytic character, the other one related to maxima. The analytic nasc's for (1.4) to hold are condition (1.7) together with X 2 k PfjXj > "w k g < 1 (1:12) for all " > 0, where w k = (2 k )= 2 k E(X 2^u2 k ) 1 2
. In order to compare conditions (1.12) and (1.8), note that w k is in general of a smaller order of magnitude than v k , but that they are comparable if the law of X is regular. In connection with maxima, we show that (1.4) is equivalent to 1 n X 1:n n X j=2 X j:n ! 0 a:s:
(1:13) that is, one of the sums in P n j=1 P j?1 i=1 X i X j can be replaced by a maximum and still obtain an equivalent statement. These results seem to indicate that, even for f n g regular, the laws of large numbers for sums and for maxima of products (i.e., replacing the two sums by maxima) may not be equivalent (compare with sums and maxima of i. 2. Maxima of products. In this section we study the almost sure convergence to zero of 1 n max 1 i<j n X i X j and, in more generality, of 1 n X 1:n X k:n , where fX i g is an i.i.d. sequence of nonnegative random variables, f n g is a non-decreasing unbounded sequence of positive numbers, and X k:n is the k-th largest in absolute value among X 1 ; : : :; X n , k n < 1. Theorems 2.1 (or 2.1') and 2.10 are the main results. Under regularity of the distribution of X and/or the norming sequence f n g the necessary and su cient conditions of these theorems simplify; we present some results of this type. Decoupled maxima 1 n max 1 i;j n X i X 0 j = 1 n (max i n X i )(max i n X 0 To prove this, we rst observe
Then, (2.7) will hold if the probability that each of these max's is larger than k?1 in nitely often is 0. This is trivial for the rst max since, by (2.6), max 1 i<j 2 k X i I X i u k?1 X j I X j u k?1 k?1 eventually: Condition (2.2) implies control of the fourth max since X Pf max 1 i<j 2 k X i I X i >u k?1 X j I X j >u k?1 > k?1 g X 2 2k PfXY > k?1 ; X; Y > u k?1 g < 1:
The second and third max's are similar, so we just work with the second. For n large we have Pf max 1 i;j 2 k?2 X i X 0 j > k g < 1:
(2:8)
The following estimates show that (2.8) implies (2.3):
Pf max 1 i;j 2 k?2 X i X 0
Finally, we show that (2.2) also follows from (2.8). Let M i = max 1 s<i X s ; i 2 k?2 ; and k = inffi 2 k?2 : X i > u k g; with inf ; = 1; and de ne M 0 i and 0 k by analogy. We then have Pf max 1 i;j 2 k?2 X i X 0
In all that follows the sequence f n g is non-decreasing and tends to 1, and k , fX i g, X; Y , G; and u k are as de ned in Theorem 2.1.
Let us consider the condition 1 X k=1 2 2k PfXY > k ; X u k ; Y u k g < 1:
(2:10) (2.10) is obviously stronger than (2.2). It also implies (2.3). To see this we observe rst that it implies (2.6). Otherwise, there is a sequence fk(`)g such that fX;
; in contradiction with 2 k PfX u k g 1. Now, (2.6) and (2.10) give that for some k 0 < 1,
So, 2.2. Corollary. (2.10) =) (2.1).
We may ask whether the converse to Corollary 2.2 holds, and whether condition (2.3) is redundant. The following example answers these two questions in the negative.
2.3. Example. Let b n > 0; n 2 IN; be such that b n+1 b n % 1 strictly (so that, in particular, b 2 n+1 < b n b n+2 ) and let a t = t t for some > 1 and all t > 1: Let X be a random variable concentrated on fb n g and such that PfX b n g = 1 a n . Note that a n grows fast enough so that PfX = b n g ' 1 a n . Then u k = G ?1 (2 ?k ) = b n for k such that a n 2 k < a n+1 . For a sequence of positive numbers n ! 0 with n < b n b n+2 ? b 2 n+1 and for k 1, we let k = ( b n b n+1 ? n ; if a n 2 k < a n+ 1 2 b n b n+2 ? n ; if a n+ 1 2 2 k < a n+1 . Then, at least for n large, PfXY > k ; X; Y u k g '
( 1 a n a n+1 ; for a n 2 k < a n+ 1 2 1 a n a n+2 ; for a n+ 1 2 2 k < a n+1 .
So, the series in (2.10) is convergence equivalent to the series X a 2 n+ 1 2 a n a n+1 + X a 2 n+1 a n a n+2 ' X 1 n 2 + X 1 n ; so that (2.3) holds i > 2. Then, by Theorem 2.1, (2.1) holds i > 2. Hence, in this example (2.1) is equivalent to (2.3), which is strictly between (2.2) and (2.10).
Theorem 2.1 translates directly into a result on a.s. convergence to zero of normalized maxima:
2.1'. Theorem. In order that for all " > 0.
Theorem 2.1' is not redundant: we may have conditions (2.1) and (2.2) satis ed and yet the lim sup of the normalized maxima be di erent from zero, as in Example 4.4 below.
It is worthwhile to observe that the above results also apply to decoupled maxima. In the following corollary, we let fX 0 i g denote a sequence of i.i.d. random variables also with the distribution of X, independent of fX i g. Proof. If equation (2.1') holds then we obtain (2.8) by blocking and Borel-Cantelli, as in the proof of Theorem 2.1, and the second part of the proof of this theorem shows that (2.8) implies (2.2) and (2.3). The rst part of the proof of Theorem 2.1, with obvious trivial changes, shows that (2.2) and (2.3) imply (2.1').
2.2. Maxima of products under regularity conditions. Conditions (2.2') and (2.3') are di cult to verify. Here we present simpli cations under increasing degrees of regularity for the tail of X. The proofs of Corollaries 2.5 and 2.7 are omitted. The proof of Corollary 2.8 is given in the Appendix since this corollary is used in the next subsection and is handiest for the computations that produce the examples. 2.8. Corollary. Suppose G and f n g satisfy the following conditions: (a) G is regularly varying with exponent ? , > 0, and there exist p 2 ( 1 2 ; 1), x 0 < 1 and 0 < K 1 < K 2 < 1 such that the slowly varying factor L of G satis es n ?1 (na n ) 2 log + na n < 1; (2:17) where a n := G( 1 2 n ): Note that condition (2.21) holds for many slowly varying functions. For instance, it holds for L(x) log x for any as well as for L(x) exp( log x) for any and 0 < 1. Deheuvels and Mason (1988, Corollary 2) have a criterion for P (U 1:n : : : U k:n ) 1=k < (na n ) ?1 i:o: to be 0 or 1, where U j:n are the order statistics associated to a sequence of i.i.d. random variables uniform on 0; 1]. Translation into a result for max 1 i<j n X i X j requires G to satisfy G(X 1:n )G(X 2:n ) ' G ? X 1:n X 2:n ) 1 2 2 a.s. The hypotheses on G in Corollary 2.8 give this relationship for (X 1:n =X 2:n ) 1 2 < (log n) p ; p > 1 2 , and can also be used along with Kiefer's theorem to check that (X 1:n =X 2:n ) 1 2 = o(log n) p a.s., p > 1 2 ; therefore this corollary can be seen as a translation of the Deheuvel-Mason result to nonuniform random variables. However, their approach does not seem to yield any of the other results in this section, since they are too general for reduction to the uniform case.
Theorem 2.1' can be simpli ed if we require some extra, mild regularity on f n g: 2.5', 2.7', 2.8'. Corollary. Suppose there exists 0 < c < 1 such that n c 2n ; n 2 IN: Then: (a) If X satis es (2.12) then (2.1), (2.1'), (2.2), (2.10), (2.11) and (2.11') are all equivalent.
(b) If X and f n g satisfy the hypotheses of Corollary 2.7 then the conditions in Part (a), are also equivalent to (2.14,15).
(c) If X and f n g satisfy the hypotheses of Corollary 2.8 then these conditions are also equivalent to (2.18).
2.9. Example. The following can be easily veri ed using e.g. Corollary 2.8: Let > 0 and let the law of X have tails G(x) interest to examine the lim sup behavior of products of other order statistics, in particular of X 1:n X`: n . The following approach provides an alternate way of developing the material in this section and also yields a surprising result for` 3. Kiefer's (1972) where the factor (`? 1) ?2 is included to account for the possibility that as many as`? 1 variables could be greater than k?1 =x and as many as`? 1 could equal x. Now on the set for which either x > u k?1 or x = u k?1 , but 2 k F(u k?1 ) 1 2 these bounds are of the same order of magnitude and the right hand sides are convergence equivalent to 2`kG k?1 x + G`? 2 (x)dF(x):
In general when x = u k?1 the left hand sides are less than or equal to P X (1) > 3. Truncated and trimmed sums. Kiefer (1972 , Theorem and Mori (1977) proved that, under mild regularity on the sequence fb n g and if n ? b n % 1 for some > 1 2 , this condition is also necessary and su cient for the existence of a numerical sequence fc n g such that 1 b n n X j=k X j:n ? c n ! 0 a:s:
and that c n can be taken to be n b n EXI jXj<b n . The su ciency part of Mori's theorem can be obtained as a corollary of the main result of this section, which is a sharp a.s. bound for truncated sums of i.i.d. random variables whose distribution satis es condition (3.2) for some k 1. For k = 1 it is essentially Feller's (1946) law of large numbers whereas for k > 1 the levels of truncation b n are smaller than the usual in proofs of laws of large numbers. The result, Theorem 3.2, is just a consequence of a simple exponential inequality of Klass and Teicher (1977) if G is regularly varying. But in the general case it also relies on the surprising fact that condition (3.2), which can also be written as for b n as above and for any random variable X (Theorem 3.1). This is an integrated one sided analogue of the equivalence x 2 G(x) ' EX 2 I jXj<x (as x ! 1), valid only for regularly varying functions G with exponent ? , 0 < < 2. Although the law of large numbers for quadratic forms in Section 4 will only be proved under some (mild) regularity on G, Theorem 3.1 will allow us to complete a substantial part of the proof without using regularity. (To see that (3.2) and (3.2') are equivalent just note that, since b % and G &,
At the end of the section we discuss the regularity conditions for G and b n that are required in Section 4.
It will be useful to rewrite conditions (3.2) and (3. Proof. De ne G(x) = sup u 1 u 2?" G(ux) for 0 < " < 2 to be speci ed below, and note that G is continuous, nonincreasing and (up to multiplicative and additive constants). Therefore, Theorem 3.1 shows that, without any assumptions on the law of X, E(jXj^jY j) 2 < 1 ) E(jXj^jY j) 2 (jXj _ jY j) 2( ?1) < 1; Since, by (3.10), x n log C n (note that C n ! 1 by (3.12)), (3.11) follows from (3.12) if M = 2k + "; " > 0.
The following example shows that the bound k ? 1 in (3.7) is in general best possible. The su ciency part of Mori's (1977) theorem on lightly trimmed sums follows very easily from Theorem 3.2. Here we state this theorem and give a proof, di erent from Mori's, of its su ciency part in the case c n ! 0.
3.4. Theorem (Mori, 1977) . Let b(t), b n , be as in Theorem 3.2 and let X; X i ; i 2 IN; Hence, given " > 0, there is n(!) a.s. nite such that, for n > n(!), for all " > 0, and (3.13) follows.
3.5. Remark. It follows from the above proofs that the condition t ? b(t) % 1 is not required for the validity of Theorems 3.2 and 3.4 if either G is regularly varying with exponent ? , 0 < < 2; or b(t) is regularly varying with exponent > 1 2 . Actually, the centering condition (3.6) holds automatically under regularity of G and/or b(t), as we show next. It is convenient to formally de ne the required regularity since it plays a role in the next section.
3.6. Definition. (In the context of this article) a random variable X, or its tail probability function G(x) = PfjXj xg; x 0, is said to be regular if either (a) G is regularly varying (at in nity) with exponent ? , 0 < < 2, and additionally EX = 0 for 1 < < 2 or X is symmetric for = 1, or (b) t G(t) % for some 0 < < 2 and X is symmetric, or (c) t G(t) % for some 1 < < 2, G(2t) 2 ?1? G(t) for some > 0 and all t large enough, and EX = 0, or (d) t G(t) % for some 0 < < 1. (a) If G is regular then there exist C < 1 and x 0 < 1 such that, for all x x 0 , jEXI jXj x j CxG(x) and EX 2 I jXj x Cx 2 G(x):
(3:14)
(jXj x can be replaced by jXj < x in (3.14).) for all " > 0. (jXj "b n can be replaced by jXj < "b n in (3.15).)
Proof (sketch). (3.14) follows from (a), De nition 3.6, by the asymptotic properties of regularly varying functions (Feller, 1971 , VIII.9, Theorem 1). The second inequality in (3.14) follows immediately from t G(t) % for some 0 < < 2, and so does the rst if < 1. We prove only the rst inequality in (3.14) under condition (c): since EjXj < 1
and EX = 0 we have jEXI jXj x j = jEXI jXj>x j xG(x) + b(2 r?1 n) = 2 2 r b n n : The rest of the cases are treated similarly, and they are even easier under regular variation.
Theorems 3.2 and 3.4, Remark 3.5 and Proposition 3.8 give: 3.9. Corollary. If either G is regular or b is regular for X, condition (3.2) implies (3.7) and is necessary and su cient for (3.13) to hold.
Proof. In view of the previous observations it is su cient to check that (3.2) implies tG ? b(t) ! 0 as t ! 1. This follows from (3.2"), monotonicity of b(t) and the obvious
Finally, combining Proposition 3.8 with the general weak law of large numbers for triangular arrays (e.g. Araujo and Gin e, 1980, Theorem 2.4 .7, case of degenerate limits), yields the following fact that we will use below. 4. Quadratic forms. Finally we consider a.s. convergence to zero of normalized sums of products of independent random variables. The rst two results give necessary and su cient conditions for symmetric variables whereas the third shows the equivalence of the law of large numbers for sums and for maxima when the variables are regular (in the sense of De nition 3.6) but not necessarily symmetric. Only regular normalizing sequences are considered. In fact conditions (4.2) and (4.3) are necessary for (4.1) without any regularity assumptions on the nondecreasing normalizing sequence n .
While (4.2) simply reiterates (2.2'), condition (4.3) may be stronger than (2.3') since w k v k := k u k . These conditions are equivalent when X is regular (Proposition 3.8(a)), but it is not di cult to construct examples for which lim sup v k w k = 1. Whether (4.3) is stronger than (2.3') when (4.2) holds and b(t) is regular is unclear, but the possiblity remains that replacing both sums in P n j=1 P j?1 i=1 X i X j by maxima may change the rate of a.s. convergence when the tail probability of X is not regular. In any case, the following result shows that if only one sum is replaced by a maximum then the rate is unchanged, at least for symmetric random variables. Here, the order statistics X k:n are as de ned in Section 2.
4.2. Theorem. Let X i be i.i.d. symmetric or non-negative random variables and let satisfy the same regularity conditions as in the previous theorem. Then, the law of large numbers ( Then, (4.1) implies (4.6). If moreover G is regular, b(t) := (t) 1 2 is regular for X and (2t) C (t) for some C < 1 and all t large enough, then (4.6) implies (4.1).
The assumption that X be symmetric when = 1 in Theorem 4.3 can be relaxed at the expense of extra technical detail. The problem arises in the proof of Theorem 3.2 where the centering of truncated sums must be accomodated as assumed in (3.6) (or, what is the same, in symmetrization {see Propositions 4.7 and 4.8 below). Use of the methods of Feller, 1946 , will improve these results, but we prefer to avoid the added complications induced.
As the following example shows, (4.6) does not imply (4.1) in general.
4.4. Example. Consider Example 2.3 with 1 < < 2 so that lim sup 1 n max 1 i<j n X i X j 1 a.s. The computations for this example also show that lim sup 1 (1+") n max 1 i<j n X i X j 1 a.s. for all " > 0. where " n > 0 tends to zero as n ! 1. Now, m n ?1 a n a n+ 1 2 a n n 2 so that for`n = n 2 ]
inf n P B ? 1 a n ; m n ? 1 `n > 0:
Then, since a n+ Replacing n by c n n for a sequence c n barely tending to in nity, we see that the normalized maxima tend to zero a.s. whereas the limsup of the normalized sums tends to in nity a.s. Note also that taking b n = a n , > 1 sequence 1 2 n is not regular. With little extra e ort one can extend the example to make X symmetric (with the extra factor in the norming sequence replaced by n 4 and replace a n+ 1 2 with a n+" , " > 0, with n ? n increasing on a n+" ; a n+1 ], but is still not regular, although it nearly is. It is an open question whether an example such as this one is possible for regular .
We are also interested in decoupled versions of the above theorems so, at the risk of becoming somewhat prolix, we will treat decoupling and randomization in some detail. 4.1. Some randomization and the proofs of Theorems 4.1 and 4.2. Adapting some arguments from Gin e and Zinn (1992b), we rst randomize the sums by products of Rademacher variables and then we conclude that if 1 n P 1 i<j n " i " j X i X j ! 0 a.s. then 4.6. Corollary. Assume (t) % 1 and (2t) C (t) for some C < 1 and all by Lemma 4.5. Thus, applying (4.9) with " i X i instead of X i ; we obtain (4.8).
In the next proposition we combine an inequality of Bonami's (1970) with an argument of Paley and Zygmund (e.g. Kahane, 1968, p. 6 ) to obtain a.s. convergence to zero of the normalized sums of products of squares. Bonami's inequality can be bypassed at the expense of some tedious computations. and, in particular, the law of large numbers (2.11') for decoupled maxima.
Proof. Without loss of generality we can assume X i and " i ; i 2 IN, de ned on a product probability space 0 with X i depending only on ! and " i on ! 0 . E " (P " ) will denote integration (probability) with respect to ! 0 only. Lemma 4.5 and Fubini's theorem give that !{a.s., 1 n X 1 i<j n " i " j X i (!)X j (!) ! 0 ! 0 ? a:s:
(4:10)
In particular, these ! 0 {random variables tend to zero in probability for almost every !. To ease notation, we x n 2 IN and ! such that (4.10) holds, and let a i;j := 1 n X i (!)X j (!), := P 1 i<j n " i " j a i;j and K := E " 2 = P 1 i<j n a 2 i;j . By developing the power in ?P 1 i6 =j n a i;j 4 and using the Cauchy-Schwartz inequality it can be easily (but tediously) seen that E " 4 CK 2 for some nite, positive constant C independent of n and a i;j . (For the best constant and a much more general result see Bonami, 1970 .) H older's inequality gives that, for any t > 0, To prove the second limit, we just apply the previous arguments starting with (4.8) (which holds by Corollary 4.6) instead of (4.10).
Let us recall from Section 2 that u k = G ?1 (2 ?k ), k = (2 k ), b k = ( k ) 1 2 and v k = k =u k , k 2 IN.
Proof of Theorem 4.1. a) Su ciency of conditions (4.2) and (4.3). As observed above, w k v k so that (4.2) and (4.3) imply the law of large numbers for maxima (i.e., (4.6)). Since 2n C n eventually, it follows that max 1 i<j 2 k jX i X j j < k?1 eventually a.s. Also, condition (4.3) implies max i 2 k jX i j < w k?1 eventually a.s. So, we can ignore large values in (4.1) that is, (4.1) will follow if 1 n X 1 i<j n X i X j I jX i X j j< k(n) ; jX i j<w k(n) ; jX j j<w k(n) ! 0 a:s:
where k(n) = maxfk : 2 k < ng. 
