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Розглядається новий гібридний алгоритм розв’язування 
систем лінійних алгебраїчних рівнянь з розрідженими 
симетричними додатно-визначеними матрицями на 
комп’ютерах гібридної архітектури з багатоядерними (CPU) 
процесорами і графічними (GPU) прискорювачами. 
Розглянемо задачу  
 Ax b  (1) 
з симетричною додатно-визначеною розрідженою матрицею 
порядку n. 
Суть гібридного алгоритму полягає в попередньому 
приведення вихідної матриці А до блочно-діагональної матриці 
з обрамленням А та наступній факторизації приведеної матриці 
[1,2]. 
Таким чином, задача розв’язування вихідної задачі (1) 
зводиться до розв’язування еквівалентної задачі  
 Ax b  (2) 
де T Tx P x,b P b  , Р - ортогональна матриця перестановок. 
Найбільш ефективним прямим методом розв’язання такої 
задачі є, як відомо, метод Холецького [1-3]. Розв'язання системи 
(2) полягає в розв’язанні підзадач: трикутне розвинення матриці 
системи (3), розв’язання двох СЛАР з трикутними матрицями 
(4) та (5): 
 TA L* L  (3) 
 Ly b  (4) 
 TL x y  (5) 
Оскільки в загальному випадку складність наведеного 
алгоритму визначається в основному складністю  трикутного 
розвинення матриці, наступні викладки будуть стосуватись саме 
етапу факторизації.  
Розглянемо гібридний алгоритм LLT-факторизації [4]. 
Припустимо, що кількість  CPU i GPU, які використовуються 
однакова – р. Тоді для знаходження величини прискорення та 
ефективності паралельного алгоритму скористуємось 
наступними формулами: 
Sр = Т1 / Тр, Eр = Sр /р, 
де Тр – час розв’язування задачі на гібридному комп’ютері з 
використанням р CPU i p GPU, Т1 – час розв’язування тієї ж 
задачі на гібридному комп’ютері з одним CPU та одним GPU.  
Враховуючи, що основна частина обчислень в алгоритмі 
реалізовуються на GPU, для обчислення часових характеристик 
можна використовувати наступні формули. 
T1 = Ntg, Tg = Ntg + M1topg+M2topp + Q1tcpg+ Q2tcpg, 
де N – кількість арифметичних операцій, tg – середній час 
виконання однієї арифметичної операції на GPU, tоpp – час, 
необхідний для обміну одним машинним словом між двома 
процесами, tоpg – час обміну між CPU i GPU, tсpp – час, який 
потрібен для встановлення зв’язку між двома процесами, tсpp – час, 
який потрібен для встановлення зв’язку між CPU i GPU,  Mі, Qі – 
кількість відповідних обмінів та синхронізацій. 
Обчислення прискорення алгоритму розглянемо у випадку, 
коли діагональні блоки крім останнього зберігаються в 
стрічковому форматі. (Вважається, що кількість наддіагоналей k 
у всіх діагональних блоках крім останнього однакова.) 
Слід зазначити, що складність гібридного алгоритму 
факторизації одного діагонального блоку з [5] визначається в 
основному графічною складовою обробки матриці на GPU.   
Тоді головні члени для визначення кількості арифметичних 
операцій обчислюються наступним чином: кількість операцій 
для факторизації діагонального блоку – 1/2qk2 ; розв’язання 
трикутної системи – 2qsk ; знаходження добутку – 
2
2q s ; 
факторизація останнього діагонального блоку реалізується за 
31 s
3
арифметичних операцій,  де s-порядок останнього 
діагонального блоку, q-порядок всіх діагональних блоків крім 
останнього. 
Тоді  
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Оскільки, практично s набагато менше q, приходимо до  
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