To predict the aircraft collision unsafe event effectively, a feasible modeling and predicting method based on Hopfield neural network is proposed. First, the basic idea of Hopfield neural network is introduced, and then the principle of Hopfield neural network is expatiated. The simulation indicates that the proposed Hopfield neural network model has a good prediction on aircraft collision unsafe event.
Introduction
The development of ANN has experienced a tortuous road, so far, a variety of network and its corresponding algorithms have gradually become mature, and have evolved many modified model and algorithm. There exist 40 kinds of neural network models such as Hopfield network, CPN network, BP network, RBF network, and so on [1] [2] [3] [4] , in which Hopfield network is widely used.
Compare with the prediction problems in other areas, the aircraft collision accident prediction has its particularity. Because the mechanism of aircraft collision accident is often very complex with a certain nonlinear relationship in general, and without showing the model structure, so through the classical regression analysis and time series prediction method, the appropriate model may sometimes be not be established [5] . ANN has strong nonlinear approximation ability and the adaptation ability to the external environment, can be used to deal with the situation. Using the characteristics of ANN to forecast the the aircraft collision accident is more in line with the characteristics of the accident occuring, and can overcome the limitations of the traditional prediction methods that need to construct a structural model with parameters in advance.
The regression prediction based on neural network is that the relevant degree between each influence factor of aircraft collision accident and prediction samples is analyzed by neural network, the future value of each influence is seen as the historical data of time series to mapped to the future data.
Basic idea of Hopfield neural network
Hopfield neural network is an important milepost in the development history of neural network. Hopfield neural network was first proposed in 1982 by American physicist J. J.Hopfield [1] [6] . It belongs to the type of feedback neural network. In the feedforward neural network, the relation between the input and output shows just a mapping relationship without considering the time lags influence. But the Hopfield network is different, it uses feedback connections with considering the transmission time delay between the input and output. That is a dynamic process that need to use the differential or differential equations to describe, so the Hopfield network is a kind of feedback systems composed of nonlinear elements, the analysis of its steady state is much more complex than feedforward neural network.
Hopfield uses the idea of energy function theory to form a new calculation method. It illustrates the relationship between neural network and dynamics, and studies the characteristics of neural network based on the nonlinear dynamics method, establishes the criteria on neural network stability, and points out that the information is stored in the connection between each neuron in the network, forming the so-called Hopfield network. Hopfield also compares the feedback network with lsing model in statistical physics in analogy, the upward and downward direction of magnetic rotation are seen as the activation and inhibition states of neurons, the interaction of magnetic rotation is seen as the extruding weights of neuron. In 1984, Hopfield designs and develops the circuit of Hopfleld network model, points out that the neurons can use the operational amplifier to realize, the connection between all neurons can use the electronic circuit to simulate, called continuous Hopfield neural network. By the use of this circuit.
Principle of Hopfield neural network
Hopfield network is a interconnection network with the feedback, as shown in Fig. 1 , where N is the number of neurons, V is the input vector of neurons, U is the output vector, W is the connection weights between the neurons. The output of each neuron in discrete Hopfield network can only take "1" or "-1" state, the state available vector V of each neurons can be expressed as V={v1, v2,...,vn}. Each neuron in the network are linked to each other, each neuron transmit its output to other neurons by the connection weights while each neuron receive information from the other neurons.
Fig. 1. Hopfield neural network
The stability of the Hopfield network can use the energy function to describe, namely while each state of the network changes, the energy function E shows the strictly monotone decrease with the changes of network state, so that the stability of Hopfield model has a strict corresponding relationship to the local minimum point that the energy function E is in the state space.
For Hopfield network with N neurons, the state of i-th and the j-th neuron node is recorded as vi and vj respectively. W is the connection weights between neuron i and neuron j, θ is the threshold value of neuron i. The energy of the node can be expressed as:
The energy function of entire Hopfield network can be defined as:
Suppose that i-th neuron receives the summation ui(t) of input signal from other N-1 neurons at time t. When the output value vi(t+1) of i-th neuron at time t+1 is a certain threshold value that the sign function acts on ui(t), the neuron will touch off the excited state. Operation rules of Hopfield network is hereby:
1. Select a neuron randomly in the network; 
4. The state of the neuron j except for neuron i is unchanging 5. Go to step 1, until the network reached a stable. When Hopfield neural network is used as the learning and memory, the stable state has been given, the suitable weight matrix W (symmetric matrix) is calculated through network learning, after the learning is completed the association is conducted by the calculaton way. For a given M model, Hopfield network can carry out the learning process according to the Hebb rules.
After the weight matrix is calculated according to the rules, we can think that the network has make M mode stored in the contection weight of the network.
Actual example
The relationship between the aircraft collision unsafe event and the influence factors is very complex and nonlinear, which are often difficult to use the concrete function model to describe. The selection of Hopfield neural network regression model for prediction and analysis is a better choice. Table 1 and Table 2 give the historical statistic data of the aircraft collision unsafe events and the influence factors respectively. We try to use the historical data from January to September to establish the Hopfield network model, and predict the aircraft collision unsafe event from October to November. The historical data from January to September in Table 1 are taken as the training input samples, and the historical data from January to September in Table 2 are taken as the training output samples. The number of hidden layer nodes is 15, which can build the Hopfield neural network model with the structure 19-16-4. The historical data from October to November in Tables 1 and Tables 2 are taken as the test samples. The desired error can be select as 0.00001.
The prediction results obtained by established Hopfield network regression model are shown in Table 3 . From the analysis, the Hopfield neural network model can be used to forecast the aircraft collision unsafe event, and can obtain satisfactory accuracy. Table 3 Prediction results of aircraft collision unsafe events (1) 6.2859 (6) Real value Prediction value
Conclusions
For the prediction problem of aircraft collision unsafe event, a new prediction mehod based on Hopfield neural network is proposed. The validation result of actual examples shows that the model established by Hopfield neural network has a good prediction result for aircraft collision unsafe event. Thus, Hopfield neural network can be used to establish the model and predict.
