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ABSTRACT
Fast radio bursts (FRBs) are a promising new probe for astronomy and cosmology. Thanks to
their extragalactic and cosmological origin, FRBs could be used to study the intergalactic medium
(IGM) and the cosmic expansion. It is expected that numerous FRBs with identified redshifts will
be available in the near future through the identification of their host galaxies or counterparts.
DMIGM, the contribution from IGM to the observed dispersion measure (DM) of FRB, carries the
key information about IGM and the cosmic expansion history. We can thus study the evolution of
the universe by using FRBs with identified redshifts. In the present work, we are interested in the
fraction of baryon mass in the IGM, fIGM, which is useful to study the cosmic expansion and the
problem of the “missing baryons ”. We propose to reconstruct the evolution of fIGM as a function
of redshift z with FRBs via a completely model-independent method, namely Gaussian processes.
Since there is not a large sample of FRBs with identified redshifts, we use simulated FRBs instead.
Through various simulations, we show that this methodology works well.
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2I. INTRODUCTION
Fast radio bursts (FRBs) have become a promising field in astronomy and cosmology [1–8] since their
discovery just over a decade ago [9]. The key measured quantity of FRBs is the dispersion measure (DM).
The large DMs of observed FRBs well in excess of the Galactic value strongly suggested a cosmological
origin [10] as is now known to be the case through the localization of a handful of FRBs to host galaxies [15,
18, 19, 81]. As a crude rule of thumb, the redshift of FRB z ∼ DM/(1000 pc cm−3) [2]. Currently, the
DMs of the observed FRBs are in the range 100 ∼ 2600 pc cm−3 approximately [11], and hence one can
infer their redshifts in the approximate redshift range 0.1 <∼ z
<
∼ 2.6. There are several possibilities to
identify the redshifts of FRBs. For repeating FRBs, precise localizations have been made to host galaxies.
The redshift of the first known repeating FRB (namely FRB 121102 [12–15]) has been identified as
z = 0.19273 [15]. More and more repeating FRBs have been found, such as the other 18 repeating FRBs
reported by CHIME/FRB Collaboration [16, 17, 82]. On the other hand, the redshifts of FRBs can also be
precisely determined if their afterglows or counterparts (e.g. gamma-ray bursts (GRBs) or gravitational
wave events (GWs)) are observed, although no FRB has been seen in any other band than radio to date.
Very recently, precise localizations of host galaxies of FRBs have been obtained even for the non-repeating
FRBs, such as FRB 180924 which has been localized to a massive galaxy at redshift z = 0.3214 [18] using
ASKAP. Another non-repeating FRB 190523 has been localized to a few-arcsecond region containing a
single massive galaxy at redshift z = 0.66 [19] using DSA-10. Currently, several projects designed to
detect and localize FRBs with arcsecond accuracy in real time are under construction/proposition, for
example, DSA-10 [20], DSA-2000 [21], UTMOST-2D [76], MeerKAT [77–79], and LOFAR [80]. It is
expected that numerous FRBs with identified redshifts will be available in the future. Since they are at
cosmological distances, it is justified and well-motivated to study cosmology by using FRBs.
For a cold plasma [22] (see also e.g. [23–27]), an electromagnetic signal of frequency ν propagates
through an ionized medium (plasma) with a velocity less than the speed of light in vacuum c, and hence
this signal with frequency ν ≫ νp is delayed relative to a signal in vacuum, where νp is the plasma
frequency. In practice, it is convenient to measure the time delay between two frequencies ν1 and ν2,
which is given by [23–27]
∆t =
e2
2πme c
(
1
ν2
1
−
1
ν2
2
)∫
ne, z
1 + z
dl ≡
e2
2πme c
(
1
ν2
1
−
1
ν2
2
)
DM , (1)
where ne, z is the number density of free electrons in the medium (given in units of cm
−3) at redshift z,
me and e are the mass and charge of electron, respectively. Using Eq. (1), one can get the column density
of the free electrons DM ≡
∫
ne, z/(1 + z) dl by measuring the time delay ∆t between two frequencies ν1
and ν2. It is worth noting that the distance dl along the path in DM records the expansion history of
the universe. Thus, the dispersion measure DM plays a key role in the FRB cosmology.
The observed DM of FRB can be separated into three components [23, 24, 27–32]
DMobs = DMMW +DMIGM +DMHG , (2)
where DMMW, DMIGM, and DMHG are the contributions from the Milky Way, the intergalactic medium
(IGM), and the host galaxy (HG, including interstellar medium of HG and the near-source plasma) of
the FRB, respectively. In particular, DMMW can be well constrained with pulsar data [33, 34]. For a
well-localized FRB, the corresponding DMMW can be estimated with reasonable certainty [35–37]. Thus,
it is convenient to introduce the extragalactic DM of an FRB as the observed quantity [24, 27, 30, 31],
DME ≡ DMobs −DMMW = DMIGM +DMHG , (3)
by subtracting this “ known” DMMW from DMobs and using Eq. (2). The main contribution to DM of
FRB comes from IGM. As is shown in e.g. [23, 24, 27, 31, 32], the mean of DMIGM is given by
〈DMIGM〉 =
3cH0Ωb, 0
8πGmp
∫ z
0
fIGM(z˜) fe(z˜) (1 + z˜) dz˜
E(z˜)
, (4)
where Ωb, 0 = 8πGρb, 0/(3H
2
0 ) is the present fractional density of baryons (the subscript “ 0 ” indicates
the present value of the corresponding quantity), H0 is the Hubble constant, mp is the mass of proton,
3E ≡ H/H0 (in which H ≡ a˙/a is the Hubble parameter, a = (1 + z)−1 is the scale factor, a dot denotes
the derivative with respect to cosmic time t), fIGM is the fraction of baryon mass in IGM, and
fe ≡ YH χe,H(z) +
1
2
YHe χe,He(z) , (5)
in which the hydrogen (H) mass fraction YH = (3/4) y1, and the helium (He) mass fraction YHe = (1/4) y2,
where y1 ∼ 1 and y2 ≃ 4− 3y1 ∼ 1 are the hydrogen and helium mass fractions normalized to the typical
values 3/4 and 1/4, respectively. Their ionization fractions χe,H(z) and χe,He(z) are both functions of
redshift z. It is expected that intergalactic hydrogen and helium are fully ionized at redshifts z <∼ 6 and
z <∼ 3 [38, 39] (see also e.g. [75]), respectively. So, for FRBs at redshifts z ≤ 3, intergalactic hydrogen
and helium are both fully ionized, and hence χe,H(z) = χe,He(z) = 1. In this case, fe(z) ≃ 7/8, and then
Eq. (4) becomes
〈DMIGM〉 = QIGM
∫ z
0
fIGM(z˜) (1 + z˜) dz˜
E(z˜)
, (6)
where
QIGM ≡
3cH0Ωb, 0fe
8πGmp
. (7)
Note that DMIGM will deviate from 〈DMIGM〉 if the plasma density fluctuations are taken into account [40]
(see also e.g. [25, 41]). On the other hand, the contribution from the host galaxy of the FRB, i.e. DMHG,
is poorly known. For an FRB at redshift z, its observed DMHG should be redshifted (see e.g. [24, 27–31]),
namely
DMHG = DMHG, loc/(1 + z) , (8)
where DMHG, loc is the local DM of FRB host galaxy. In the literature (e.g. [27, 30]), the local DM of
FRB host galaxy might be assumed to have no significant evolution with redshift, namely DMHG, loc is a
constant independent of redshift z.
Clearly, the fraction of baryons in IGM (namely fIGM) and the local value of DMHG (namely DMHG, loc)
will play the key roles when we use the observed DME to study cosmology. However, they are both poorly
known. It is of interest to obtain them from the observational data. Furthermore, studies of fIGM are also
important to the problem of “missing baryons ” (see e.g. [5, 40, 42–44]). Until very recently, censuses
of the nearby universe fail to account for roughly half of the entire baryonic matter content that is
estimated to exist on the basis of both cosmological theory and measurements of the hydrogen density
in intergalactic gas 10 billion years ago [5, 40, 42–44]. In contrast to the other observables, every diffuse
ionized baryon along a sightline contributes equally to DM [5, 40]. Thus, the constraints on the fraction
of baryons in IGM (namely fIGM) by using FRBs are unique and helpful to address this missing baryons
problem.
In the literature (e.g. [24, 27, 28, 30]), a redshift independent fIGM (say, 0.83) is usually assumed.
However, in principle fIGM should be a function of redshift z. It is of interest to consider the evolution of
fIGM(z). In [31], a linear parameterization for fIGM(z) with respect to the scale factor a was considered,
namely fIGM(z) = fIGM, 0 (1 + α (1 − a)) = fIGM, 0 (1 + α z/(1 + z)). In [32], fIGM(z) divided into five
redshift bins was considered. We note that in the first case [31] a specific function form for fIGM(z) is
assumed a prior and hence it is not so model-independent in fact, while in the second case [32] the binned
fIGM(z) is not a continuous function of redshift z and hence cannot reconstruct the smooth evolution
of fIGM(z). In the present work, we propose a completely model-independent method to reconstruct
fIGM(z). As is well known, by using Gaussian processes [45–55], the goal function can be reconstructed
directly from the input data without assuming a particular function form or parameterization. Derivatives
of the function can also be reliably reconstructed. Obviously, this is indeed model-independent. Here,
we try to reconstruct the evolution of fIGM(z) with FRBs via Gaussian processes.
The rest of this paper is organized as follows. In Sec. II, we describe the methodology to reconstruct
the evolution of fIGM(z), and briefly introduce the key points of Gaussian processes. In Sec. III, we test
this new method by reconstructing fIGM(z) with the simulated FRBs and the observational Pantheon
sample of type Ia supernovae (SNIa). In Sec. IV, some brief concluding remarks are given.
4II. METHODOLOGY TO RECONSTRUCT THE EVOLUTION OF fIGM(z)
A. Formalism
Initially, we attempt to find a formalism to reconstruct fIGM(z). Obviously, fIGM(z) enters into DM
through DMIGM. Differentiating Eq. (6), we obtain
〈DMIGM〉
′ = QIGM
fIGM(z) (1 + z)
E(z)
, (9)
where a prime denotes the derivative with respect to redshift z. From Eqs. (3) and (8), we have
〈DME〉 (1 + z) = 〈DMIGM〉 (1 + z) + 〈DMHG, loc〉 . (10)
Differentiating Eq. (10), we find that
[〈DME〉 (1 + z) ]
′
= 〈DME〉
′ (1 + z) + 〈DME〉 = 〈DMIGM〉
′ (1 + z) + 〈DMIGM〉 . (11)
Substituting Eq. (9) into Eq. (11) and using Eq. (10), it is easy to see that
QIGM
fIGM(z) (1 + z)
3
E(z)
= 〈DME〉
′ (1 + z)
2
+ 〈DMHG, loc〉 . (12)
Further, noting DMIGM|z=0 = 0 by definition, from Eq. (10), we have
〈DMHG, loc〉 = 〈DME〉|z=0 . (13)
Thus, once 〈DME〉(z), 〈DME〉′(z) and E(z) have been reconstructed, fIGM(z) and 〈DMHG, loc〉 are at
hand. However, on the observational side, we only have the observed DME rather than 〈DME〉. In this
case, we instead reconstruct fIGM(z) by using
fIGM(z) =
E(z)
QIGM
(1 + z)
−3
[
DM ′E (1 + z)
2
+DMHG, loc
]
, (14)
in which
DMHG, loc = DME|z=0 . (15)
We can reconstruct DME and DM
′
E
as functions of redshift z from the observed DME data of FRBs
by using Gaussian processes, and then obtain DMHG, loc from the reconstructed DME(z) at z = 0. On
the other hand, we can also reconstruct E(z) from the observational data of SNIa by using Gaussian
processes. The luminosity distances of SNIa are given by dL(zcmb, zhel) = (c/H0) (1 + zhel)D(zcmb) (see
e.g. [56–60]), where zcmb and zhel are the CMB restframe redshift and the heliocentric redshift of SNIa,
respectively. Note that we consider a flat Friedmann-Robertson-Walker (FRW) universe throughout. In
this case, D(z) =
∫ z
0
dz˜/E(z˜), and hence E = 1/D′. Finally, using Eq. (14), we can reconstruct fIGM(z)
from the observational data of FRBs and SNIa via Gaussian processes.
B. The key points of Gaussian processes
Gaussian processes [45–48] can provide an algorithm for machine learning. By using Gaussian processes,
the goal function can be reconstructed directly from the input data without assuming a particular function
form or parameterization. Derivatives of the goal function can also be reconstructed reliably. Following
e.g. [45, 47, 48], here we briefly introduce the key points of Gaussian processes. A Gaussian process is
the generalization of a Gaussian distribution. While the latter is the distribution of a random variable,
Gaussian process describes a distribution over functions. At each point z, the reconstructed function f(z)
is described by a Gaussian distribution. Function values at different points z and z˜ are not independent
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FIG. 1: The reconstructed D = dL (H0/c) / (1 + z) , D
′, and E = 1/D ′ as functions of redshift z from the
observational Pantheon sample consisting of 1048 SNIa via Gaussian processes. The mean and 1σ, 2σ uncertainties
are indicated by the blue solid lines and the shaded regions, respectively. The observational Dobs data with red
error bars are also plotted in the top panel. See Sec. IIIA for details.
of each other, but are related by a covariance function (also called the kernel function in the literature)
k(z, z˜), which depends on the hyperparameters such as σf and ℓ. The observational data can also be
described by a Gaussian process, assuming the errors are Gaussian. For a given covariance function and
hyperparameters, the reconstructed function is determined by the covariances between the observational
data and the points {zi} at which the function f(z) will be reconstructed. Note that in Gaussian processes,
the hyperparameters are determined (trained) by the observational data (this can be done by maximizing
the marginal likelihood or marginalizing over the hyperparameters). In addition, the derivatives f ′(z),
f ′′(z), f ′′′(z) ... can also be reconstructed by performing Monte Carlo samplings from a multivariate
Gaussian distribution. We refer to e.g. [45, 47, 48] for technical details.
In this work, we implement Gaussian processes by using the publicly available code GaPP (Gaussian
Processes in Python) [47]. In Gaussian processes, there exist many options for the covariance function
k(z, z˜). In practice, the choices of covariance function only make fairly small difference (see e.g. [48, 49]).
So, in this work we choose to use the simplest one (which is also the most popular choice in the literature),
namely the squared exponential (or, Gaussian) covariance function (see e.g. [45, 47, 48])
k(z, z˜) = σ2f exp
(
−
(z − z˜)2
2 ℓ2
)
. (16)
III. RECONSTRUCTING fIGM(z) WITH THE SIMULATED FRBS
A. The reconstructed E(z) from the observational data of SNIa
To obtain fIGM(z) by using Eq. (14), we should initially reconstruct the cosmic expansion history
characterized by E(z). As is well known, SNIa are suitable indicators of the cosmic expansion history. It
is thus natural to reconstruct E(z) from the observational data of SNIa by using Gaussian processes, as
stated in the end of Sec. II A. Following [49], we use the observational Pantheon sample [61–64] consisting
of 1048 SNIa, which is the largest spectroscopically confirmed SNIa sample to date. Its observational
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FIG. 2: Left panel: The redshift distributions Pzconst (red solid line) and PzSFH (blue dashed line), normalized
with respect to the maximum. Right panel: σIGM versus redshift z. The 27 green dots are reproduced from the
bottom panel of Fig. 1 of [40]. The red solid line is plotted according to Eq. (22). See Sec. III B for details.
data are given in terms of the corrected bolometric apparent magnitude m. The quantity D introduced
in the end of Sec. II A is related to m according to (see e.g. [56–60])
m(zcmb, zhel) = 5 log10 ((1 + zhel)D(zcmb)) +M , (17)
where M is a nuisance parameter representing some combination of the absolute magnitude M and H0.
One can convert the observational m data given in the Pantheon plugin [63, 64] into the Dobs data, while
their covariance matrices are related by the propagation of uncertainty [65], CD = JCmJ
T , where J
is the Jacobian matrix. We use the full covariance matrix including the systematic uncertainties. It is
worth noting that the data of the Pantheon SNIa sample have been slightly updated [64] at the end
of 2018, and hence there might be minor differences between the results from the old and the updated
Pantheon datasets. Fitting the flat ΛCDM model to the updated Pantheon SNIa dataset, we obtain the
best-fit M = 23.80854156 (see Appendix C of [56] for technical details), and then adopt it as a fiducial
value. We can reconstruct D(z) and D′(z) from the observational Dobs data via Gaussian processes, and
hence E = 1/D′ is ready. We present them in Fig. 1. In particular, this reconstructed E(z) will be used
in Eq. (14) to reconstruct fIGM(z).
B. Simulating FRBs
As mentioned above, we have only a few FRBs with identified redshifts to date, due to the relatively
small areas of sky that can be monitored and the need for telescope arrays in order to provide host
galaxy localisation. The lower-limit estimates for the number of FRB events are a few thousands per
sky per day [3, 66]. Even conservatively, the FRB event rate floor derived from the pre-commissioning
of CHIME/FRB is 3 × 102 events per day [67]. Several projects designed to detect and localize FRBs
with arcsecond accuracy in real time are under construction/proposition, for example DSA-10 [20], DSA-
2000 [21], UTMOST-2D [76], MeerKAT [77–79], and LOFAR [80]. It is expected that numerous FRBs
with identified redshifts will be available in the future. Thus, it is reasonable to consider the simulated
FRBs with known redshifts.
Let us briefly describe the steps to generate the simulated FRBs with known redshifts. At first, we
should assign a random redshift zi to the i-th simulated FRB. To this end, the redshift distribution of
FRBs should be assumed. In this work, we consider two types of redshift distributions for FRBs proposed
in [68]. The first one (termed “Pzconst ”) assumes that FRBs have a constant comoving number density,
and the corresponding redshift distribution function reads [68]
Pconst(z) ∝
χ2(z)
(1 + z)H(z)
exp
(
−
d 2L(z)
2 d 2L(zcut)
)
, (18)
where χ(z) = dL(z)/(1+z) = c
∫ z
0
dz˜/H(z˜) is the comoving distance. Gaussian cutoff at zcut is introduced
to represent an instrumental signal-to-noise threshold. The second one (termed “PzSFH”) assumes that
7FRBs follow the star-formation history (SFH) [69], whose density is given by [68]
ρ˙∗(z) =
(b1 + b2z)h
1 + (z/b3)
b4
, (19)
with b1 = 0.0170, b2 = 0.13, b3 = 3.3, b4 = 5.3 and h = 0.7 [68, 70, 71]. The corresponding redshift
distribution function reads [68]
PSFH(z) ∝
ρ˙∗(z)χ
2(z)
(1 + z)H(z)
exp
(
−
d 2L(z)
2 d 2L(zcut)
)
. (20)
In this work, we generate the simulated FRBs by using the simplest flat ΛCDM model as the fiducial
cosmology, whose dimensionless Hubble parameter is given by
E(z) = H(z)/H0 =
[
Ωm, 0(1 + z)
3 + (1 − Ωm, 0)
]1/2
, (21)
where Ωm, 0 is the present fractional density of matter (including cold dark matter and baryons). We adopt
the most recent flat ΛCDM parameters from Planck 2018 CMB data [72], namely H0 = 67.36 km/s/Mpc,
Ωm, 0 = 0.3153, and Ωb, 0 = 0.0493. We adopt zcut = 0.5 following [68]. In the left panel of Fig. 2, we
show these two distributions as functions of redshift z. They are reasonable according to the crude rule
of thumb z ∼ DM/(1000 pc cm−3) < 1.5 [2] for most of the observed FRBs to date having DMobs <
1500 pc cm−3 [11]. For the i-th simulated FRB, we can randomly assign a redshift zi to it from the
redshift distributions Pzconst or PzSFH, which will be specified below.
The second step is to assign the corresponding DMIGM, i and its uncertainty σIGM, i to this simulated
FRB. To this end, we should preset several fiducial fIGM(z) functions, for example fIGM(z) = const. or
fIGM(z) = fIGM, 0 (1 + α (1− a)) = fIGM, 0 (1 + α z/(1 + z)), which will be specified below. Then, we can
calculate the mean 〈DMIGM〉 by using Eq. (6). As mentioned above, DMIGM will deviate from 〈DMIGM〉
if the plasma density fluctuations are taken into account [40] (see also e.g. [25, 41]). The uncertainty
σIGM was studied in e.g. [40], where three models for halo gas profile of the ionized baryons were used.
Here, we consider the simplest one, namely the top hat model, and the corresponding σIGM was given by
the green dots in the bottom panel of Fig. 1 of [40]. It is easy to fit these 27 green dots by using a very
simple power law function
σIGM(z) = 173.8 z
0.4 pc cm−3 . (22)
In the right panel of Fig. 2, we reproduce these 27 green dots from [40] and plot the power law σIGM(z)
given by Eq. (22). Clearly, they coincide with each other fairly well. For the i-th simulated FRB, we can
randomly assign DMIGM, i to it from a Gaussian distribution
DMIGM, i = N (〈DMIGM〉(zi), σIGM(zi)) , (23)
while σIGM, i = σIGM(zi). Obviously, we have DMIGM = 0 at z = 0 as expected by definition.
The third step is to assign DMHG, i and its uncertainty σHG, i to this simulated FRB. According to
Eq. (8) and following e.g. [24, 27–31], we have
DMHG, i = DMHG, loc, i/(1 + zi) , σHG, i = σHG, loc, i/(1 + zi) , (24)
where DMHG, loc, i can be randomly assigned from a Gaussian distribution with the mean 〈DMHG, loc〉
and a fluctuation σHG, loc [24, 27–31], namely
DMHG, loc, i = N (〈DMHG, loc〉, σHG, loc) , and σHG, loc, i = σHG, loc . (25)
In order to preset the fiducial values of 〈DMHG, loc〉 and σHG, loc , it is helpful to examine the Milky Way.
As is well known, DMMW <∼ 100 pc cm
−3 at high Galactic latitude |b| > 10◦, and its average dispersion
is a few tens of pc cm−3 [33, 34] (see also e.g. [28, 29]). Thus, it is reasonable to adopt the fiducial values
〈DMHG, loc〉 = 100 pc cm−3 and σHG, loc = 20 pc cm−3 following e.g. [24, 27].
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FIG. 3: fIGM as functions of redshift z reconstructed from various simulated FRB samples and the observa-
tional Pantheon SNIa sample. NFRB is the number of simulated FRBs in each panel. The mean and 1σ, 2σ,
3σ uncertainties are indicated by the blue solid lines and the shaded regions, respectively. The reconstructed
DMHG, loc = DME | z=0 with 1σ uncertainties (in units of pc cm
−3) are also presented in the corresponding panels.
The preset fIGM(z) and redshift distribution used to generate these simulated FRB samples are fIGM(z) = 0.83
and Pzconst, respectively. The red dashed lines indicate the preset fIGM(z). See Sec. IIIC for details.
Finally, the simulated DME data and its uncertainty for the i-th simulated FRB are given by
DME, i = DMIGM, i +DMHG, i , and σE, i = (σ
2
IGM, i + σ
2
HG, i)
1/2 . (26)
One can repeat the above steps for NFRB times to generate NFRB simulated FRBs. The formatted data
file for the simulated FRB sample contains NFRB rows of {zi , DME, i , σE, i}. As mentioned at the
beginning of this subsection, it is expected that numerous FRBs with identified redshifts will be available
in the future. Thus, NFRB can be large, for example O(103) or even more.
C. Reconstructing the evolution of fIGM(z)
We test our methodology by reconstructing the evolution of fIGM(z) with simulated FRB samples.
We generate these samples following the procedures stated in Sec. III B, with the preset parameters,
the specified fIGM(z) and redshift distributions. Then, we reconstruct fIGM(z) via Gaussian processes
following the methodology given in Sec. II A, and also get DMHG, loc from Eq. (15). Note that in Eq. (14)
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FIG. 4: The same as in Fig. 3, but the preset fIGM(z) and redshift distribution are fIGM(z) = 0.83 and PzSFH,
respectively. See Sec. IIIC for details.
we use the reconstructed E(z) from the observational Pantheon SNIa sample, as mentioned in Sec. III A.
Finally, we check whether the reconstructed fIGM(z) and DMHG, loc can be consistent with the ones used
to generate the corresponding simulated FRB sample.
At first, we consider the simulated FRB samples with the preset fIGM(z) = 0.83 (const.) and redshift
distribution Pzconst, consisting of NFRB = 500, 1000, ..., 5000 simulated FRBs, respectively. Note that
the fiducial value of fIGM of 0.83 is chosen following e.g. [24, 27, 28, 30]. We present the reconstructed
fIGM(z) and DMHG, loc = DME|z=0 in Fig. 3. Obviously, the uncertainties of the reconstructed fIGM(z)
are fairly large at high redshifts (especially at z > 1.2). This is mainly due to the sparsity of simulated
FRBs (and SNIa) data points at high redshifts (actually there are only a few data points at z > 1.2 in
the simulated samples, and FRBs at z > 1.5 are very rare (nb. the left panel of Fig. 2)). Thus, we mainly
focus on the reconstructed fIGM(z) at low redshift z < 1.2. As expected, the uncertainties become smaller
when the number of simulated FRBs NFRB increases. From Fig. 3, we see that the reconstructed fIGM(z)
and DMHG, loc can be well consistent with the ones used to generate these simulated FRB samples, namely
fIGM(z) = 0.83 and DMHG, loc = 100± 20 pc cm−3.
We turn to the simulated FRB samples with the preset fIGM(z) = 0.83 (const.) and redshift distribution
PzSFH. The reconstructed fIGM(z) and DMHG, loc = DME|z=0 are given in Fig. 4. It is easy to see that
the difference between Figs. 4 and 3 is minor. For small NFRB, the means of reconstructed DMHG, loc for
the cases of PzSFH are slightly smaller than the ones for the cases of Pzconst, but they can be consistent
with each other within 1σ uncertainties. The FRB redshift distributions (PzSFH and Pzconst) do not
10
0.6
0.7
0.8
0.9
1.0
1.1
f
IG
M
NFRB = 500
DMHG, loc = 96.59
+21.17
−21.39
Pzconst
NFRB = 1000
DMHG, loc = 105.79
+17.54
−17.48
0.6
0.7
0.8
0.9
1.0
1.1
f
IG
M
NFRB = 2000
DMHG, loc = 111.69
+12.02
−12.00
NFRB = 3000
DMHG, loc = 114.64
+10.24
−10.48
0.0 0.5 1.0 1.5
z
0.6
0.7
0.8
0.9
1.0
1.1
f
IG
M
NFRB = 4000
DMHG, loc = 112.03
+9.00
−8.94
0.0 0.5 1.0 1.5 2.0
z
NFRB = 5000
DMHG, loc = 103.60
+7.96
−8.02
FIG. 5: The same as in Fig. 3, but the preset fIGM(z) and FRB redshift distribution are fIGM(z) = 0.83 (1 +
0.25 z/(1 + z)) and Pzconst, respectively. See Sec. IIIC for details.
remarkably affect the reconstructions. In the cases of PzSFH, the reconstructed fIGM(z) and DMHG, loc
can also be well consistent with the ones used to generate these simulated FRB samples.
It is of interest to consider the cases of varying fIGM(z). The simplest varying fIGM(z) is given by a
linear parameterization with respect to the scale factor a, namely fIGM(z) = fIGM, 0 (1 + α (1 − a)) =
fIGM, 0 (1+α z/(1+z)) [31]. Actually this is reasonable, since a linear parameterization can be regarded as
the Taylor series expansion up to the first order. Following [31], we preset the fiducial values fIGM, 0 = 0.83
and α = 0.25. We generate the simulated FRB samples with this preset varying fIGM(z) and redshift
distribution Pzconst, and present the reconstructed fIGM(z) and DMHG, loc = DME|z=0 in Fig. 5. It
is easy to see that the uncertainties of reconstructions become smaller when the number of simulated
FRBs NFRB increases. Clearly, the reconstructed fIGM(z) can successfully reproduce the rising tendency
of the preset fIGM(z) = 0.83 (1 + 0.25 z/(1 + z)) as redshift z increases. They are mutually consistent.
Furthermore, the reconstructed DMHG, loc can also be well consistent with the one used to generate these
simulated FRB samples, namely DMHG, loc = 100± 20 pc cm−3.
Then, we turn to the cases of redshift distribution PzSFH, while the preset varying fIGM(z) = 0.83 (1+
0.25 z/(1+ z)) is unchanged. We present the reconstructed fIGM(z) and DMHG, loc = DME|z=0 in Fig. 6.
Once again, it is easy to see that the difference between Figs. 6 and 5 is minor. The FRB redshift
distributions (PzSFH and Pzconst) do not remarkably affect the reconstructions. In the cases of PzSFH,
the reconstructed fIGM(z) and DMHG, loc can also be well consistent with the ones used to generate the
simulated FRB samples.
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FIG. 6: The same as in Fig. 3, but the preset fIGM(z) and FRB redshift distribution are fIGM(z) = 0.83 (1 +
0.25 z/(1 + z)) and PzSFH, respectively. See Sec. IIIC for details.
IV. CONCLUDING REMARKS
FRBs are a promising new probe for astronomy and cosmology. Due to their extragalactic and cosmo-
logical origin, FRBs can be used to study IGM and the cosmic expansion. It is expected that numerous
FRBs with identified redshifts will be available in the coming decade. DMIGM, the contribution from IGM
to the observed DM of FRB, carries the information about the IGM and the cosmic expansion history.
We can study the evolution of the universe by using FRBs with identified redshifts. In this work, we are
interested in the fraction of baryon mass in IGM, fIGM, which is useful to study the cosmic expansion and
the problem of missing baryons. We propose to reconstruct the evolution of fIGM as a function of redshift
z with FRBs via a completely model-independent method, namely Gaussian processes. Since there is as
yet no large sample of FRBs with identified redshifts, we use simulated FRBs instead. Through various
simulations, we show that this methodology works well. The reconstructed fIGM(z) and DMHG, loc can
be consistent with the ones used to generate the simulated FRB samples within 2σ and 1σ uncertainties,
respectively, in the redshift range 0 < z < 1.2.
As expected, the uncertainties become smaller as the number of simulated FRBs NFRB increases.
From Figs. 3–6, we find that the uncertainties become approximately stable for NFRB ≥ 2000, namely
the improvement is not significant for more FRBs. The means of the reconstructed fIGM(z) deviate from
the preset ones by no more than approximately 8% in the redshift range 0 < z < 1.2 for all cases (it can
be much better than 8% for some particular cases). On the other hand, the uncertainties are fairly large
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for NFRB ≤ 1000. Thus, we suggest that 1000 ∼ 2000 FRBs are suitable for a fine model-independent
reconstruction without assuming a particular function form or parameterization for fIGM(z).
However, it might be many years before we have 1000 ∼ 2000 FRBs with identified redshifts. Taking
the projects such as CHIME, ASKAP, DSA, UTMOST-2D and MeerKAT into account, even 100 localized
FRBs are some years away (we thank the referee for pointing out this issue). More powerful telescopes are
desirable. We hope 1000 ∼ 2000 FRBs with identified redshifts will be available in the coming decades.
The main source of the uncertainties is the large σIGM. From Eq. (22) and the right panel of Fig. 2,
we have σIGM >∼ 120 pc cm
−3 at redshifts z > 0.4, and σIGM >∼ 150 pc cm
−3 at redshifts z > 0.7. We
hope that the statistical noise of FRBs (especially σIGM) can be significantly reduced by the help of
future developments. For example, for the lensed FRBs, one might infer the main contribution from the
halo gas through gravitational lensing. With the reduced σIGM, less FRBs (say, a few hundred) could
be suitable for a fine model-independent reconstruction without assuming a particular function form or
parameterization for fIGM(z).
It is worth noting that in this work the observational Pantheon sample consisting of 1048 SNIa is
used to reconstruct E(z) = H(z)/H0, which is needed in Eq. (14). Actually, one can instead use some
simulated samples consisting of a large number (say, 5000 ∼ 8000) of SNIa with also much smaller
uncertainties, which will be available in the future (especially in the era of WFIRST). In this case, it is
natural to expect that the reconstructed fIGM(z) might be much better than the ones obtained here. On
the other hand, one can also use the observational or simulated H(z) data, instead of SNIa, to reconstruct
E(z) = H(z)/H0. We anticipate that these will not change the main conclusions of this work.
Following e.g. [24, 27, 28, 30], in this work the fiducial value fIGM, 0 = fIGM(z = 0) = 0.83 is chosen,
which is consistent with e.g. [23, 44, 73]. However, there exist other values in the literature. For example,
a smaller value fIGM = 0.6±0.1 was suggested in e.g. [74]. Since we just use the fiducial value of fIGM, 0 to
generate the simulated FRBs, the exact value actually does not affect the discussions and the conclusions
in this work.
In the present work, to generate the simulated FRBs, we have considered two types of the preset
fIGM(z), namely fIGM(z) = const. or a linear parameterization with respect to the scale factor a, i.e.
fIGM(z) = fIGM, 0 (1+α (1− a)) = fIGM, 0 (1+α z/(1+ z)). Obviously, one can also consider other types
of the preset fIGM(z) instead, such as a linear parameterization with respect to the e-folding time ln a,
namely fIGM(z) = fIGM, 0 (1− α ln a) = fIGM, 0 (1 + α ln(1 + z)). Of course, fIGM(z) as the Taylor series
expansion up to higher order (say, 2nd order) with respect to the scale factor a or the e-folding time
ln a is also possible. Even the exotic types of the preset fIGM(z) can also be considered, for instance an
oscillating fIGM(z). Note that these are just the preset fIGM(z) used to generate the simulated FRBs.
Instead, the real fIGM(z) of the universe will be reconstructed or determined by using the real FRBs
with identified redshifts in the future. In doing this, we need not assume any specific function form or
parameterization for fIGM(z), because Gaussian processes are completely model-independent.
ACKNOWLEDGEMENTS
We heartily thank the anonymous referee for all the very expert and useful comments and suggestions,
which have significantly helped us to improve this work. We are grateful to Zhao-Yu Yin, Hua-Kai Deng,
Zhong-Xi Yu and Shu-Ling Li for kind help and useful discussions. This work was supported in part by
NSFC under Grants No. 11975046 and No. 11575022.
[1] https://www.nature.com/collections/rswtktxcln
[2] D. R. Lorimer, Nat. Astron. 2, 860 (2018) [arXiv:1811.00195].
[3] E. F. Keane, Nat. Astron. 2, 865 (2018) [arXiv:1811.00899].
[4] S. R. Kulkarni, Nat. Astron. 2, 832 (2018) [arXiv:1811.00448].
[5] J. P. Macquart, Nat. Astron. 2, 836 (2018) [arXiv:1811.00197].
[6] S. Burke-Spolaor, Nat. Astron. 2, 845 (2018) [arXiv:1811.00194].
[7] U. L. Pen, Nat. Astron. 2, 842 (2018) [arXiv:1811.00605].
[8] M. Caleb, L. G. Spitler and B. W. Stappers, Nat. Astron. 2, 839 (2018) [arXiv:1811.00360].
13
[9] D. R. Lorimer et al., Science 318, 777 (2007) [arXiv:0709.4301].
[10] K. Dolag et al., Mon. Not. Roy. Astron. Soc. 451, no. 4, 4277 (2015) [arXiv:1412.4829].
[11] E. Petroff et al., Publ. Astron. Soc. Austral. 33, e045 (2016) [arXiv:1601.03547];
The up-to-date FRB Catalogue is available at http://www.frbcat.org
[12] L. G. Spitler et al., Nature 531, 202 (2016) [arXiv:1603.00581].
[13] B. Marcote et al., Astrophys. J. 834, no. 2, L8 (2017) [arXiv:1701.01099].
[14] S. Chatterjee et al., Nature 541, 58 (2017) [arXiv:1701.01098].
[15] S. P. Tendulkar et al., Astrophys. J. 834, no. 2, L7 (2017) [arXiv:1701.01100].
[16] M. Amiri et al., Nature 566, no. 7743, 235 (2019) [arXiv:1901.04525].
[17] B. C. Andersen et al., Astrophys. J. 885, no. 1, L24 (2019) [arXiv:1908.03507].
[18] K. W. Bannister et al., Science 365, no. 6453, 565 (2019) [arXiv:1906.11476].
[19] V. Ravi et al., Nature 572, no. 7769, 352 (2019) [arXiv:1907.01542].
[20] J. Kocz et al., Mon. Not. Roy. Astron. Soc. 489, no. 1, 919 (2019) [arXiv:1906.08699].
[21] G. Hallinan et al., arXiv:1907.07648 [astro-ph.IM].
[22] G. B. Rybicki and A. P. Lightman, Radiative Processes in Astrophysics, John Wiley & Sons, Inc. (1979).
[23] W. Deng and B. Zhang, Astrophys. J. 783, L35 (2014) [arXiv:1401.0059].
[24] Y. P. Yang and B. Zhang, Astrophys. J. 830, L31 (2016) [arXiv:1608.08154].
[25] K. Ioka, Astrophys. J. 598, L79 (2003) [astro-ph/0309200].
[26] S. Inoue, Mon. Not. Roy. Astron. Soc. 348, 999 (2004) [astro-ph/0309364].
[27] D. C. Qiang, H. K. Deng and H. Wei, arXiv:1902.03580 [astro-ph.CO], Class. Quant. Grav. in press.
[28] H. Gao, Z. Li and B. Zhang, Astrophys. J. 788, 189 (2014) [arXiv:1402.2498].
[29] B. Zhou, X. Li, T. Wang, Y. Z. Fan and D. M. Wei, Phys. Rev. D 89, 107303 (2014) [arXiv:1401.2927].
[30] Y. P. Yang, R. Luo, Z. Li and B. Zhang, Astrophys. J. 839, no. 2, L25 (2017) [arXiv:1701.06465].
[31] Z. X. Li et al., Astrophys. J. 876, no. 2, 146 (2019) [arXiv:1904.08927].
[32] J. J. Wei et al., JCAP 1909, 039 (2019) [arXiv:1907.09772].
[33] J. H. Taylor and J. M. Cordes, Astrophys. J. 411, 674 (1993).
[34] R. N. Manchester et al., Astron. J. 129, 1993 (2005) [astro-ph/0412641];
http://www.atnf.csiro.au/research/pulsar/psrcat/
[35] J. M. Cordes and T. J. W. Lazio, astro-ph/0207156.
[36] J. M. Cordes and T. J. W. Lazio, astro-ph/0301598.
[37] J. M. Yao, R. N. Manchester and N. Wang, Astrophys. J. 835, 29 (2017) [arXiv:1610.09448].
[38] A. A. Meiksin, Rev. Mod. Phys. 81, 1405 (2009) [arXiv:0711.3358].
[39] G. D. Becker et al., Mon. Not. Roy. Astron. Soc. 410, 1096 (2011) [arXiv:1008.2622].
[40] M. McQuinn, Astrophys. J. 780, L33 (2014) [arXiv:1309.4451].
[41] M. Jaroszynski, Mon. Not. Roy. Astron. Soc. 484, no. 2, 1637 (2019) [arXiv:1812.11936].
[42] R. Cen and J. P. Ostriker, Astrophys. J. 514, 1 (1999) [astro-ph/9806281].
[43] J. N. Bregman, Ann. Rev. Astron. Astrophys. 45, 221 (2007) [arXiv:0706.1787].
[44] J. M. Shull, B. D. Smith and C. W. Danforth, Astrophys. J. 759, 23 (2012) [arXiv:1112.2706].
[45] C. E. Rasmussen and C. K. I. Williams, Gaussian Processes for Machine Learning, MIT Press (2006).
[46] http://www.gaussianprocess.org
[47] M. Seikel, C. Clarkson and M. Smith, JCAP 1206, 036 (2012) [arXiv:1204.2832];
The code GaPP is publicly available at http://www.acgc.uct.ac.za/∼ seikel/GAPP/index.html
[48] M. Seikel and C. Clarkson, arXiv:1311.6678 [astro-ph.CO].
[49] Z. Y. Yin and H. Wei, Sci. China Phys. Mech. Astron. 62, no. 9, 999811 (2019) [arXiv:1808.00377].
[50] E. K. Li, M. Du, Z. H. Zhou, H. Zhang and L. X. Xu, arXiv:1911.12076 [astro-ph.CO].
[51] Y. F. Cai, M. Khurshudyan and E. N. Saridakis, Astrophys. J. 888, 62 (2020) [arXiv:1907.10813].
[52] H. N. Lin, X. Li and L. Tang, Chin. Phys. C 43, no. 7, 075101 (2019) [arXiv:1905.11593].
[53] J. F. Jesus, R. Valentim, A. A. Escobal and S. H. Pereira, arXiv:1909.00090 [astro-ph.CO].
[54] E. Belgacem, S. Foffa, M. Maggiore and T. Yang, arXiv:1911.11497 [astro-ph.CO].
[55] M. J. Zhang and H. Li, Eur. Phys. J. C 78, no. 6, 460 (2018) [arXiv:1806.02981].
[56] A. Conley et al., Astrophys. J. Suppl. 192, 1 (2011) [arXiv:1104.1443].
[57] Y. Wang and M. Dai, Phys. Rev. D 94, no. 8, 083521 (2016) [arXiv:1509.02198].
[58] M. Li, N. Li, S. Wang and L. Zhou, Mon. Not. Roy. Astron. Soc. 460, 2586 (2016) [arXiv:1601.01451].
[59] H. K. Deng and H. Wei, Eur. Phys. J. C 78, no. 9, 755 (2018) [arXiv:1806.02773].
[60] H. K. Deng and H. Wei, Phys. Rev. D 97, no. 12, 123515 (2018) [arXiv:1804.03087].
[61] D. M. Scolnic et al., Astrophys. J. 859, no. 2, 101 (2018) [arXiv:1710.00845].
[62] The numerical data of the full Pantheon SNIa sample are available at
http://dx.doi.org/10.17909/T95Q4X
https://archive.stsci.edu/prepds/ps1cosmo/index.html
However, it is necessary to see [63] for corrections.
14
[63] The Pantheon plugin for CosmoMC is available at
https://github.com/dscolnic/Pantheon
Note that the numerical data of Pantheon SNIa sample have been slightly updated [64] in the end of 2018.
It has also been correspondingly updated in the versions of CosmoMC after July 2019.
[64] https://github.com/dscolnic/Pantheon/issues/2
[65] https://en.wikipedia.org/wiki/Propagation−of−uncertainty
[66] S. Bhandari et al., Mon. Not. Roy. Astron. Soc. 475, no. 2, 1427 (2018) [arXiv:1711.08110].
[67] M. Amiri et al., Nature 566, no. 7743, 230 (2019) [arXiv:1901.04524].
[68] J. B. Mun˜oz et al., Phys. Rev. Lett. 117, no. 9, 091301 (2016) [arXiv:1605.00008].
[69] M. Caleb et al., Mon. Not. Roy. Astron. Soc. 458, no. 1, 708 (2016) [arXiv:1512.02738].
[70] S. Cole et al., Mon. Not. Roy. Astron. Soc. 326, 255 (2001) [astro-ph/0012429].
[71] A. M. Hopkins and J. F. Beacom, Astrophys. J. 651, 142 (2006) [astro-ph/0601463].
[72] N. Aghanim et al., arXiv:1807.06209 [astro-ph.CO].
[73] M. Fukugita, C. J. Hogan and P. J. E. Peebles, Astrophys. J. 503, 518 (1998) [astro-ph/9712020].
[74] J. M. Shull and C. W. Danforth, Astrophys. J. 852, L11 (2018) [arXiv:1712.01280].
[75] M. Shull et al., Astrophys. J. 722, no. 2, 1312 (2010) [arXiv:1008.2957].
[76] M. Bailes et al., Publ. Astron. Soc. Austral. 34, e045 (2017) [arXiv:1708.09619].
[77] R. S. Booth, W. J. G. de Blok, J. L. Jonas and B. Fanaroff, arXiv:0910.2935 [astro-ph.IM].
[78] S. Johnston et al., arXiv:2002.10250 [astro-ph.HE].
[79] B. W. Stappers, MeerTRAP: Real time commensal searching for transients and pulsars with MeerKAT,
Proc. Sci. (MeerKAT2016) 010 (2016); https://pos.sissa.it/277/010/pdf
S. Sanidas et al., MeerTRAP: A pulsar and fast transients survey with MeerKAT,
Proceedings of the International Astronomical Union, 13 (S337), 406 (2017).
[80] M. P. van Haarlem et al., Astron. Astrophys. 556, A2 (2013) [arXiv:1305.3550].
[81] B. Marcote et al., Nature 577, no. 7789, 190 (2020) [arXiv:2001.02222].
[82] E. Fonseca et al., Astrophys. J. 891, no. 1, L6 (2020) [arXiv:2001.03595].
