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Re´sume´
On caracte´rise, de manie`re purement alge´brique, certaines formes line´aires,
dites stables, introduites dans [7], sur une alge`bre de Lie. Comme application,
on de´termine l’indice d’une sous-alge`bre de Borel d’une alge`bre de Lie semi-
simple. On donne enfin un exemple d’une sous-alge`bre parabolique d’une
alge`bre de Lie semi-simple n’admettant aucune forme line´aire stable.
Abstract
We characterize, in a purely algebraic manner, certain linear forms, called
stable, introduced in [7], on a Lie algebra. As an application, we determine
the index of a Borel subalgebra of a semi-simple Lie algebra. Finally, we give
an example of a parabolic subalgebra of a semi-simple Lie algebra which does
not admit any stable linear form.
1 Formes line´aires stables
1.1. Dans la suite, k est un corps commutatif alge´briquement clos de car-
acte´ristique nulle. Les alge`bres de Lie conside´re´es sont de´finies et de dimen-
sion finie sur k. Si V est un k-espace vectoriel de dimension finie, on le munit
1E-mail: tauvel@mathlabo.univ-poitiers.fr
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de la topologie de Zariski. Si G est un groupe alge´brique, on note L(G) son
alge`bre de Lie. On renvoie a` [3] et [8] pour les concepts ge´ne´raux utilise´s.
1.2. Soient g une alge`bre de Lie, g∗ son dual. Si a est un sous-espace
vectoriel de g, on note a⊥ son orthogonal dans g∗.
On fait ope´rer g dans g∗ au moyen de la repre´sentation coadjointe. Ainsi,
si x, y ∈ g et f ∈ g∗, on a :
(x.f)(y) = f([y, x]).
Avec les notations pre´ce´dentes, on de´finit une forme biline´aire alterne´e
Φf sur g en posant :
Φf (x, y) = f([x, y]).
Le noyau de Φf est note´ g
f . On a :
(gf)⊥ = g.f , [g, gf ]⊥ = {g ∈ g∗; gf ⊂ gg}.
L’entier χ(g) = inf{dim gf ; f ∈ g∗} est appele´ l’indice de g. On dit que
f est re´gulier si dim gf = χ(g). L’ensemble g∗r des e´le´ments re´guliers de g
∗
est un ouvert non vide de g∗.
1.3. Soient Aut g le groupe des automorphismes de g et K un sous-groupe
alge´brique de Aut g, d’alge`bre de Lie k. Le groupe K ope`re rationellement
sur g et g∗. Pour α ∈ K, f ∈ g∗ et x ∈ g, on a (α.f)(x) = f(α−1(x)). La
diffe´rentielle de cette ope´ration de´finit une action de k sur g∗ ; si X ∈ k, on
a (X.f)(x) = −f(X(x)). On pose :
kf = {X ∈ k; X.f = 0} , k
(f) = {x ∈ g; (k.f)(x) = {0}}.
On a ainsi (k(f))⊥ = k.f . Si K contient le groupe adjoint alge´brique de g,
alors adg g ⊂ k, donc k
(f) ⊂ gf .
La forme biline´aire (X, x)→ f(X(x)) sur k×g induit une forme biline´aire
non de´ge´ne´re´e sur (k/kf)× (g/k
(f)). Par suite :
dim k− dim kf = dim g− dim k
(f).
De´finition. On dit que f ∈ g∗ est K-stable s’il existe un voisinage V de
f dans g∗ tel que, pour tout g ∈ V , gg et gf soient K-conjugue´s. Si K est
le groupe adjoint alge´brique de g (resp. si K = Aut g), une forme line´aire
K-stable est dite stable (resp. faiblement stable).
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1.4. Lemme. Soit f ∈ g∗. On suppose que K est connexe et que le
morphisme
ψ:K × [g, gf ]⊥ → g∗ , (α, h)→ α(h)
est dominant. Alors :
(i) f ∈ g∗r.
(ii) SoitW = [g, gf ]⊥∩g∗r. La restriction de ψ a` K×W est une application
ouverte.
Preuve. D’apre`s ([2], corollaire, p. 109), l’image de ψ contient un ouvert
non vide de g∗ donc un e´le´ment g ∈ g∗r . Si α ∈ K et h ∈ [g, g
f ]⊥ ve´rifient
g = α(h), il vient α(gf) ⊂ α(gh) = gg. D’ou` f ∈ g∗r .
(ii) Soit ϕ:K ×W → g∗ le morphisme induit par ψ. D’apre`s (i), W est
un ouvert non vide de [g, gf ]⊥, donc ϕ est dominant.
Soient N le normalisateur de gf dans K, α ∈ K, et g ∈ W . On va
de´terminer la fibre S = ϕ−1(ϕ(α, g)).
Soient β ∈ K et h ∈ W ve´rifiant β(h) = α(g), donc h = β−1α(g). Comme
gh = gg = gf , il vient β−1α ∈ N , soit β ∈ αN . Il est alors imme´diat que
S = {(αγ, γ−1(g)); γ ∈ N}.
Or, S est le graphe du morphisme αN → g∗, γ → γ−1α(g), donc est
isomorphe a` N . Comme N est une varie´te´ pure, il re´sulte de ([2], corollaire
1, p. 113, et proposition 7, p. 141) que ϕ est une application ouverte.
1.5. Lemme. Soient K◦ la composante neutre de K et f ∈ g∗. Les
conditions suivantes sont e´quivalentes :
(i) f est K◦-stable.
(ii) f est K-stable.
Si ces conditions sont ve´rifie´es, on a f ∈ g∗r.
Preuve. (i) ⇒ (ii) C’est clair.
(ii) ⇒ (i) Soit U un voisinage ouvert de f dans g∗ tels que gh et gf soient
K-conjugue´s pour tout h ∈ U . On a U ∩ g∗r 6= ∅, donc f ∈ g
∗
r . Il en re´sulte
que W = [g, gf ]⊥ ∩ g∗r est un ouvert non vide [g, g
f ]⊥ ; c’est l’ensemble des
h ∈ g∗ qui ve´rifient gh = gf .
Si g ∈ U , il existe α ∈ K tel que gg = α(gf ), donc gα
−1(g) = gf , puis
g ∈ α(W ). De´finissons le morphisme ψ:K ×W → g∗, (α, h)→ α(h). Ce qui
pre´ce`de montre que l’image T de ψ contient U .
NotonsK0 = K
◦, K1 = α1K
◦, . . . , Kr = αrK
◦ les composantes irre´ductibles
deux a` deux distinctes de K, avec α1, . . . , αr ∈ K. Posons Si = Ki ×W et
Ti = ψ(Si). De U ⊂ T0 ∪ · · · ∪ Tr, on de´duit g
∗ = T0 ∪ · · · ∪ Tr. L’espace g
∗
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e´tant irre´ductible, il existe un indice i tel que g∗ = Ti = αi(T0) = αi(T0). Par
suite T0 = g
∗, et le morphisme ϕ:K◦ ×W → g∗ est dominant. D’apre`s 1.4,
ϕ est une application ouverte. Alors T0 est un voisinage ouvert de f dans g
∗
et, pour g ∈ T0, g
g et gf sont K◦-conjugue´s.
1.6. Si ϕ:X → Y est un morphisme de varie´te´s, et si x ∈ X , on note dϕx
la diffe´rentielle de ϕ au point x et Tx(X) l’espace tangent de X en x.
Lemme. Soient H un groupe alge´brique, h son alge`bre de Lie, et π une
repre´sentation rationnelle de H dans un espace vectoriel V de dimension
finie. On de´finit un morphisme de varie´te´s :
θ:H × V → V , (β, w)→ π(β)(w).
(i) Si (α, v) ∈ H × V et (x, w) ∈ Tα(H)× V , on a :
dθ(α,v)(x, w) = dπα(x)(v) + π(α)(w).
(ii) Soit e l’e´le´ment neutre de H. Pour tout (α, v) ∈ H × V , les applica-
tions line´aires dθ(α,v) et dθ(e,v) ont meˆme rang.
Preuve. (i) De´finissons des morphismes
p:H → H × V , β → (β, v) et q:V → H × V , w → (α,w).
De θ◦p(β) = π(β)(v) et θ◦q(w) = π(α)(w), on de´duit :
d(θ◦p)α(x) = dπα(x)(v) , d(θ◦q)v(w) = π(α)(w).
D’autre part, on a dpα(x) = (x, 0) et dqv(w) = (0, w). Alors :
dπα(x)(v) = d(θ◦p)α(x) = dθ(α,v)◦dpα(x) = dθ(α,v)(x, 0),
π(α)(w) = d(θ◦q)v(w) = dθ(α,v)◦dqα(w) = dθ(α,v)(0, w).
Comme dθ(α,v)(x, w) = dθ(α,v)(x, 0) + dθ(α,v)(0, w), on a obtenu le re´sultat.
(ii) Fixons α ∈ H , et conside´rons les isomorphismes de varie´te´s :
σ:H × V → H × V , (β, w)→ (αβ, w),
ρ:V → V , w → π(α)(w).
On a θ◦σ = ρ◦θ. Si v ∈ V , il vient donc d(θ◦σ)(e,v) = d(ρ◦θ)(e,v), c’est-a`-dire
dθ(α,v)◦dσ(e,v) = π(α)◦dθ(e,v). D’ou` l’assertion.
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1.7. The´ore`me. Soient g une alge`bre de Lie, f ∈ g∗, K un sous-groupe
alge´brique de Aut g, et k l’alge`bre de Lie de K. Les conditions suivantes sont
e´quivalentes :
(i) [g, gf ] ∩ k(f) = {0}.
(ii) La forme line´aire f est K-stable.
Preuve. On peut supposer que K est connexe (c’est clair pour (i) ⇒ (ii)
et, pour (ii) ⇒ (i), cela re´sulte de 1.5). On note e l’e´le´ment neutre de K.
(i)⇒ (ii) On note ψ:K×[g, gf ]⊥ → g∗ le morphisme (α, h)→ α.h. Soient
X ∈ k et h ∈ [g, gf ]⊥. D’apre`s 1.6, il vient :
dψ(e,f)(X, h) = h+X.f.
L’image de dψ(e,f) est donc [g, g
f ]⊥ + k.f , c’est-a`-dire g∗ d’apre`s l’hypothe`se.
On sait alors que ψ est dominant. Soit W = [g, gf ]⊥ ∩ g∗r . D’apre`s 1.4,
ψ(K ×W ) est un ouvert de g∗ contenant f et, si g ∈ ψ(K ×W ), gf et gg
sont K-conjugue´s.
(ii) ⇒ (i) On a f ∈ g∗r (1.5), donc W = [g, g
f ]⊥ ∩ g∗r est un ouvert non
vide de [g, gf ]⊥ ; c’est l’ensemble des h ∈ g∗ tels que gh = gf .
Soit ϕ:K ×W → g∗ le morphisme (α, h)→ α.h. Comme on l’a de´ja` dit,
ϕ(K ×W ) est l’ensemble des h ∈ g∗ tels que gh et gf soient K-conjugue´s.
Pour g ∈ W et (X, h) ∈ k× [g, gf ]⊥, il vient :
dϕ(e,g)(X, h) = h+X.g.
L’image Tg de dϕ(e,g) est donc [g, g
f ]⊥ + k.g.
Notons n le normalisateur de gf dans k. On a :
(X.g)([g, gf ]) = g([X(g), gf ]) + g([g, X(gf )]) = g([g, X(gf)]).
Comme gg = gf , on en de´duit que X.g ∈ [g, gf ]⊥ si et seulement si X ∈ n.
D’ou` :
dim(k.g ∩ [g, gf ]⊥) = dim n.g.
D’autre part, si X ∈ kg, on a X ∈ n, car X.g = 0. D’ou` :
dim n.g = dim n− dim kg = dim n− dim k+ dim k.g.
On de´duit de tout ceci que :
dimTg = dim k− dim n+ dim([g, g
f ]⊥).
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En particulier, dim Tg ne de´pend pas de g. Il re´sulte alors de 1.6 que, si T(α,g)
est l’image de dϕ(α,g), dim T(α,g) ne de´pend ni de α, ni de g. Or, d’apre`s les
hypothe`ses, ϕ est dominant, donc il existe (α, g) ∈ K×W tel que T(α,g) = g
∗.
On a alors T(e,f) = g
∗, soit [g, gf ]⊥ + k.f = g∗. Par suite, [g, gf ] ∩ k(f) = {0}.
1.8. Corollaire. Soit f ∈ g∗.
(i) Si g est ad-alge´brique, f est stable si et seulement si [g, gf ]∩gf = {0}.
(ii) Si [g, gf ] ∩ gf = {0}, f est K-stable pour tout sous-groupe alge´brique
de Aut g ve´rifiant adgg ⊂ L(K), donc en particulier si K contient le groupe
adjoint alge´brique de g.
Remarque. Le re´sultat de 1.7 est e´tabli dans [7]. On n’a cependant
utilise´ ici que des me´thodes purement alge´briques.
2 Sous-alge`bres de Borel
2.1. Dans toute cette section, g est une alge`bre de Lie semi-simple, G son
groupe adjoint, L sa forme de Killing, h une sous-alge`bre de Cartan de g,
et R le syste`me de racines du couple (g, h). Si α ∈ R, gα est le sous-espace
radiciel de g associe´ a` α. On fixe une base Π de R, et on note R+ (resp. R−)
l’ensemble des racines positives (resp. ne´gatives) correspondant. On pose :
n =
∑
α∈R+
gα , b = h⊕ n.
Soient α, β ∈ R. On fixe Xα ∈ g
α\{0}, et on note Hα l’unique e´le´ment
de [gα, g−α] tel que α(Hα) = 2. On a β(Hα) ∈ Z. Si λ ∈ h
∗, on e´crit 〈λ, α∨〉
pour λ(Hα).
Pour toute partie S de Π, on note ZS (resp. NS) l’ensemble des combi-
naisons line´aires a coefficients entiers (resp. a` coefficients entiers positifs ou
nuls) des e´le´ments de S. On pose :
RS = R ∩ ZS , RS+ = R ∩ NS = R+ ∩ R
S.
L’ensemble RS est un syste`me de racines dans le sous-espace de h∗ qu’il
engendre, S est une base de RS, et RS+ est l’ensemble des racines positives
correspondant. Si S est une partie connexe de Π, le syste`me de racines RS
est irre´ductible, et on note εS la plus grande racine de R
S.
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Supposons S connexe. Pour toute racine α ∈ RS+\{εS}, on a 〈α, ε
∨
S〉 ∈
{0, 1}. Si T est l’ensemble des e´le´ments α de RS qui ve´rifient 〈α, ε∨S〉 = 0, on
voit que T est un syste`me de racines dans le sous-espace de h∗ qu’il engendre,
et que {α ∈ S; 〈α, ε∨S〉 = 0} est une base de T .
Si α ∈ T ∩RS+, on a α+ εS /∈ R et α−εS /∈ R ([1], proposition 9, p. 149).
Ainsi, si α 6= εS, les racines α et εS sont fortement orthogonales.
2.2. On va rappeler la construction et quelques proprie´te´s d’un ensemble
de racines deux a` deux fortement orthogonales dans R (voir [5] et [6]).
Soit S une partie de Π. Par re´currence sur le cardinal de S, on de´finit un
sous-ensemble K(S) de l’ensemble des parties de S de la manie`re suivante :
a) K(∅) = ∅.
b) Si S1, . . . , Sr sont les composantes connexes de S, on a :
K(S) = K(S1) ∪ · · · ∪ K(Sr).
c) Si S est connexe, alors :
K(S) = {S} ∪ K({α ∈ S; 〈α, ε∨S〉 = 0}).
On a le re´sultat suivant :
Lemme. (i) Tout K ∈ K(S) est une partie connexe de Π.
(ii) Si K,K ′ ∈ K(S), alors ou K ⊂ K ′, ou K ′ ⊂ K, ou K et K ′ sont des
parties disjointes de S telles que α + β /∈ R pour α ∈ RK et β ∈ RK
′
.
(iii) Si K et K ′ sont des e´le´ments distincts de K(S), εK et εK ′ sont
fortement orthogonales.
2.3. Conservons les notations pre´ce´dentes. Dans la suite, on note K pour
K(Π) et, si K ∈ K, on pose :
ΓK = {α ∈ RK ; 〈α, ε∨K〉 > 0} , Γ
K
0 = Γ
K\{εK} , aK =
∑
α∈ΓK
gα.
Lemme. Soient K,K ′ ∈ K, α, β ∈ ΓK, et γ ∈ ΓK
′
.
(i) On a ΓK = RK+\{δ ∈ R
K
+ ; 〈δ, ε
∨
K〉 = 0}.
(ii) L’ensemble R+ est la re´union disjointe des Γ
K ′′ pour K ′′ ∈ K, et aK ′′
est une alge`bre de Heisenberg, de centre gεK′′ .
(iii) Si α + β ∈ R, on a α + β = εK.
(iv) Si α + γ ∈ R, alors ou K ⊂ K ′ et α + γ ∈ ΓK
′
, ou K ′ ⊂ K et
α + γ ∈ ΓK .
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2.4. Il est clair que le cardinal de K(Π) ne de´pend que de g, mais pas de
h ou de Π. On note cet entier kg. On donne dans le tableau suivant la valeur
de kg pour les diffe´rents types d’alge`bres de Lie simples. Si r est un nombre
rationnel, [r] de´signe sa partie entie`re.
Aℓ, ℓ > 1 Bℓ, ℓ > 2 Cℓ, ℓ > 3 Dℓ, ℓ > 4 E6 E7 E8 F4 G2
kg
[
ℓ+ 1
2
]
ℓ ℓ 2
[
ℓ
2
]
4 7 8 4 2
2.5. Lemme. Soient x ∈ b et
u =
∑
K∈K
X−εK .
Les conditions suivantes sont e´quivalentes :
(i) x ∈ h et εK(x) = 0 pour tout K ∈ K.
(ii) [x, u] ∈ n.
Preuve. (i) ⇒ (ii) Si (i) est ve´rifie´, on a [x, u] = 0.
(ii) ⇒ (i) Ecrivons
x = h +
∑
α∈R+
aαXα,
avec h ∈ h et aα ∈ k pour α ∈ R+. On obtient
[x, u] ∈
∑
K∈K
aεKλKHεK + n+ n−,
ou` λK ∈ k\{0} pour tout K ∈ K. Les εK e´tant deux a` deux fortement
orthogonales, les HεK sont line´airement inde´pendants. Par suite, aεK = 0
pour tout K ∈ K.
Soient K ∈ K, α ∈ ΓK0 , et β = εK − α. Il vient
[x, u] = λaαX−β + aα
∑
K ′∈K\{K}
[Xα, X−ε
K′
]
+
∑
K ′∈K,γ∈R+\{α}
aγ[Xγ , X−ε
K′
]−
∑
K ′∈K
εK ′(h)X−ε
K′
,
avec λ ∈ k\{0}.
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On a β 6= εK et β 6= εK ′ si K 6= K
′, car 〈β, ε∨K〉 = 1 et 〈εK ′, ε
∨
K〉 = 0 si
K 6= K ′.
Supposons aα 6= 0. Il existe ne´cessairement K
′ ∈ K et γ ∈ R+\{α} tels
que β = εK ′ − γ.
On a K ′ 6= K, car aK est une alge`bre de Heisenberg. Soit K
′′ ∈ K tel
que γ ∈ ΓK
′′
. A nouveau, K ′′ 6= K. D’autre part, comme β + γ = εK ′ ∈ R,
on de´duit que K ⊂ K ′′, ou K ′′ ⊂ K (2.3).
Supposons K ′′ ⊂ K. Les racines εK ′ et γ sont fortement orthogonales a`
εK . D’ou` :
1 = 〈β, ε∨K〉 = 〈εK ′ − γ, ε
∨
K〉 = 0.
Contradiction.
Supposons K ⊂ K ′′. On a γ 6= εK ′′, car εK ′′ est la plus grande racine de
RK
′′
. Ainsi :
〈γ, ε∨K ′′〉 = 1 , 〈β, ε
∨
K ′′〉 = 0.
Par suite :
1 = 〈γ, ε∨K ′′〉 = 〈β + γ, ε
∨
K ′′〉 = 〈εK ′, ε
∨
K ′′〉 ∈ {0, 2}.
C’est absurde.
On a donc prouve´ que aα = 0 pour tout α ∈ R+. Il en re´sulte que x ∈ h,
et que :
[x, u] = −
∑
K∈K
εK(h)X−εK .
D’ou` le re´sultat.
2.6. Lemme. Soient a une sous-alge`bre de Lie d’une alge`bre de Lie semi-
simple g, et f ∈ a∗. On suppose que af est une alge`bre de Lie commutative
compose´e d’e´le´ments semi-simples. Alors [a, af ] ∩ af = {0}.
Preuve. D’apre`s les hypothe`ses, il existe un sous-espace vectoriel r de a
ve´rifiant a = af ⊕ r et [af , r] ⊂ r. On en de´duit [a, af ] ⊂ r. D’ou` l’assertion.
2.7. The´ore`me. Soient g une alge`bre de Lie semi-simple, rg(g) son rang,
kg l’entier de 2.4, et b une sous-alge`bre de Borel de g.
(i) L’espace b∗ contient un e´le´ment stable.
(ii) L’indice de b est e´gal a` rg(g)− kg.
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Preuve. Si a est une sous-alge`bre de Lie de g, et si y ∈ g, on de´finit une
forme line´aire ϕa(x) sur a en posant, pour x ∈ a :
ϕa(y)(x) = L(y, x).
Soient u comme en 2.5 et f = ϕb(u) ∈ b
∗. On a bf = {x ∈ b; [x, u] ∈
n}. Compte tenu de 2.5 et 2.6, on voit que f est un e´le´ment stable de b∗.
L’assertion (ii) re´sulte alors de 2.5, car les εK , pour K ∈ K, sont deux a` deux
fortement orthogonales, donc line´airement inde´pendantes.
Remarque. L’assertion de 2.7, (ii) est obtenue sous une forme diffe´rente
en ([9], theorem 4.1).
3 Un contre-exemple
3.1. Il est donne´ dans [7] des exemples d’alge`bres de Lie ne posse´dant aucune
forme line´aire faiblement stable.
Soient g une alge`bre de Lie semi-simple et p une sous-alge`bre parabolique
de g. Il est affirme´ dans [4] que p∗ contient un e´le´ment stable. Nous allons
donner un exemple prouvant que cette affirmation est inexacte.
3.2. On conserve les notations et conventions de 2.1, et on suppose que
g est simple de type D4. On note Π = {α1, α2, α3, α4}, la racine α2 e´tant
lie´e aux αi pour i 6= 2 (c’est la nume´rotation des racines de [1], p. 256).
On note G le groupe adjoint de g, et on pose p = kX−α2 + b. Ainsi, p est
une sous-alge`bre parabolique minimale de g. On sait que adgb et adg p sont
des sous-alge`bres de Lie alge´briques de adgg. Soit B (resp. P ) le plus petit
sous-groupe alge´brique de G tel que L(B) = adgb (resp. L(P ) = adg p). On
a B ⊂ P , et B (resp. P ) s’identifie au groupe adjoint de b (resp. p).
L’ensemble K est constitue´ de Π, α1, α3, α4. On en de´duit que l’ensemble
E des εK , K ∈ K, est :
E = {Xα1 , Xα3 , Xα4 , Xα1+2α2+α3+α4}.
On conserve la notation ϕa de la preuve de 2.7. Posons :
u = X−α1 +X−α3 +X−α4 +X−α1−2α2−α3−α4 , g = ϕb(u).
D’apre`s 2.7, g est un e´le´ment stable de b∗. D’autre part, l’indice de b est nul
(2.4 et 2.7). Il en re´sulte que b∗ contient une B-orbite ouverte. C’est celle
de g, et c’est aussi b∗r.
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Supposons que l’ensemble S des e´le´ments P -stables de p∗ soit non vide.
Il est clair que c’est un ouvert de p∗. Il existe donc f ∈ S tel que f |b ∈ b∗r .
D’autre part, pour θ ∈ B, on a θ(f) ∈ S et θ(f)|b = θ(f |b). Il re´sulte
alors de ce qui pre´ce`de que l’on peut supposer f de la forme f = ϕp(v), avec
v = λXα2 + u, ou` λ ∈ k.
• Si λ 6= 0, on trouve facilement que pf = kx, avec
x = X−α2 + µ1Xα1 + µ2Xα3 + µ3Xα4 + µ5Xα1+α2+α3
+µ6Xα1+α2+α4 + µ7Xα2+α3+α4 + µ8Xα1+2α2+α3+α4 ,
ou` µ1, . . . , µ8 sont des e´le´ments non nuls de k (de´pendant, par exemple, du
choix d’une base de Chevalley de g).
• Si λ = 0, il vient pf = kx, avec
x = X−α2 + µ1Xα1+α2+α3 + µ2Xα1+α2+α4 + µ3Xα2+α3+α4,
ou` µ1, µ2, µ3 sont des scalaires non nuls.
Soit h ∈ h de´fini par α1(h) = α3(h) = α4(h) = −α2(h) = 1. Dans les
deux cas pre´ce´dents, il vient [h, x] = x. On a alors [p, pf ] ∩ pf 6= {0}, ce qui
contredit 1.7. Ainsi, p∗ ne contient aucun e´le´ment P -stable.
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