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We study Aumann and Serrano's (2008) risk index for sums of gambles that are not neces-
sarily independent. We show that if the dependent parts of two gambles are similarly ordered, or
more generally positively quadrant dependent, then the risk index of the sum of two gambles is
always larger than the minimum of the risk indices of the two gambles. For negative dependence,
the risk index of the sum is always smaller than the maximum of the two risk indices. The above
results agree with our intuitions well. For example, the result for negative dependence agrees
with our intuition of risk diversication. Thus this result can be considered another attractive
property of Aumann and Serrano's risk index.
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i
I Introduction
Aumann and Serrano (2008) proposed an index of riskiness that assigns to each gamble a single
xed number. We study sums of gambles that are not necessarily independent. We show that if
the dependent parts of two gambles are similarly ordered, or more generally positively quadrant
dependent, then the risk index of the sum of two gambles is always larger than the minimum
of the risk indices of the two gambles. For negative dependence, the risk index of the sum is
always smaller than the maximum of the two risk indices. The above results agree with our
intuitions well. For example, the result for negative dependence agrees with our intuition of risk
diversication. Thus this result can be considered another attractive property of Aumann and
Serrano's risk index.
II Sums of Additive gambles
A gamble g is a random variable dened on a probability space (
;F ;P) such that Eg is nite
and positive and P(g < 0) > 0. Unlike Aumann and Serrano (2008), we do not assume that g
takes only nitely many values. Furthermore, we do not assume that g is bounded or has a
continuous density function. The risk index R(g) is the unique positive solution (if exists) of
Ee g=R(g) = 1: (1)
Considering sums of gambles are useful in practice. For example, an investor's portfolio
might consist of dierent positions, each considered a dierent gamble. It might be useful to
be able to get some quick idea of the riskiness of the whole portfolio given the riskiness of the
components and their dependence structure. From a nancial engineering point of view, many
new nancial products can be thought of as the result of adding gambles (such as sector index
funds) or splitting a gamble into many others (such as collateralized mortgage obligations).
In the following, we will always assume that g + h is a well-dened gamble for two gambles
g and h. Aumann and Serrano (2008) show that the riskiness (and thus the attractiveness) of
g + h always lies between those of g and h. We examine sums of additive gambles more closely.
We will generalize (5.8.1) of Aumann and Serrano to situations where we do not necessarily have
independence. It turns out that in line with our intuition, if two gambles g and h are positively
dependent (in senses presented rigorously in Propositions 2 and 3), then the risk index of the
gamble g + h cannot be smaller than the minimum of the risk indices of g and h. On the other
hand, the risk index of the gamble g+ h cannot be larger than the maximum of the risk indices
of g and h if we have negative dependence.
The following proposition is a straight-forward generalization of the results in Aumann and
Serrano (2008) to arbitrary number of additive gambles.
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Proposition 1. Let gi where i = 1;    ; N be N additive gambles.
1. (Subadditivity) Let i > 0 for i = 1;    ; N , then
R
 NX
i=1
igi


NX
i=1
iR(gi); (2)
2. If all gambles are independent, the riskiness of
PN
i=1 gi lies between the minimum riskiness
and the maximum riskiness. That is,
min
i
R(gi)  R
 NX
i=1
gi

 max
i
R(gi); (3)
Proof: Statement 1 in the special two gambles case has been proven using the convexity of the
exponential function in Aumann and Serrano (2008) by Sergiu Hart. The general statement
follows from induction and the homogeneity of the risk index. Below we give another proof
based on generalized Holder's inequality (see, for example, Finner 1992, or Kuptsov 2001). For
any k = 1;    ; N , let pk =
PN
i=1 iR(gi)=(kR(gk)) > 1. Then
PN
k=1 1=pk = 1. We have
E exp

 
PN
k=1 kgkPN
i=1 iR(gi)

= E
NY
k=1
exp

  kgkPN
i=1 iR(gi)

=


NY
k=1
exp

  kgkPN
i=1 iR(gi)


1

NY
k=1

exp

  kgkPN
i=1 iR(gi)


pk
(4)
=
NY
k=1

Ee gk=R(gk)
1=pk
= 1:
This proves the subadditivity. The equality obtains if and only if all the gi's are multiples of
each other. Statement 2 follows from (5.8.1) in Aumann and Serrano (2008) and induction.
The independence assumption in the second statement is quite strong for actual applications.
For example, the prot/loss of a call option (viewed as a gamble) is positively correlated with
that of a digital call option, and negatively correlated with that of a put option. The following
proposition gives some partial results when we do not have independence.
Proposition 2. We have the following statements for sums of additive gambles:
1. Suppose there exists a random variable Z such that g1 and g2 are both nonincreasing
functions (or both nondecreasing) in Z, then R(g1 + g2)  min(R(g1); R(g2)). More
generally, suppose there exist N + 1 independent random variables egi (i = 1;    ; N)
and Z, such that gi   egi are all nonincreasing functions (or all nondecreasing) in Z, then
R(
PN
i=1 gi)  miniR(gi).
2
2. Suppose there exists a random variable Z such that g1 is nonincreasing in Z and g2 is
nondecreasing in Z (or vice versa), then R(g1+ g2)  max(R(g1); R(g2)). More generally,
suppose there exists three independent random variables eg1, eg2 and Z, such that g1   eg1
is a nonincreasing function in Z while g2   eg2 is nondecreasing in Z (or vice versa), then
R(g1 + g2)  max(R(g1); R(g2)).
Proof: The main ingredient for the proof is Cebysev's algebraic inequality (see Mitrinovic,
Pecaric, and Fink 1993, or Theorem 236 in Hardy, Littlewood and Polya 1934), which was used
by Merton in his development of portfolio selection theory (p. 25, Merton 1990). It states that if
f1 and f2 are two random variables both nonincreasing (or nondecreasing) functions in Z, then
cov(f1; f2)  0, and cov(f1; f2)  0 if one is nonincreasing and the other nondecreasing.
For statement 1, we prove the more general conclusion. Let  > 0, then by independence,
Ee 
PN
i=1 gi = E
NY
i=1
e egie (gi egi) = NY
i=1
Ee egi  E NY
k=1
e (gk egk): (5)
The product of two positive nonincreasing functions is still nonincreasing. The same is true for
nondecreasing functions. Thus, by repeated use of Cebysev's algebraic inequality, we have
E
NY
k=1
e (gk egk)  Ee (gN egN )  EN 1Y
k=1
e (gk egk)      NY
k=1
Ee (gk egk): (6)
Putting the above two equations together, we have by independence again
Ee 
PN
i=1 gi 
NY
i=1
Ee egi  NY
k=1
Ee (gk egk) = NY
i=1
Ee gi : (7)
Now let  = maxi (gi), then Ee 
PN
i=1 gi  1 since Ee gi  1 for all i = 1;    ; N . Thus,
  
 NX
i=1
gi

; (8)
or equivalently, R(
PN
i=1 gi)  miniR(gi).
The proof for statement 2 is similar and thus omitted.
An interesting application of the above proposition is the following. Let g1 and g2 be
multivariate normally distributed gambles with positive means 1 and 2, variances 
2
1 and
22 and correlation coecient %. We already know that when % = 0, min(R(g1); R(g2)) 
R(g1 + g2)  max(R(g1); R(g2)) by Proposition 1. Proposition 2 above allows us to draw
conclusions when % 6= 0. Through a Gram-Schmidt orthogonalization, we see that when
% > 0, we have min(R(g1); R(g2))  R(g1 + g2)  R(g1) + R(g2). When % < 0, we have
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R(g1 + g2)  max(R(g1); R(g2)). With some elementary but interesting algebra, these state-
ments can be veried explicitly since we have R(gi) = 
2
i =i for i = 1; 2, and
R(g1 + g2) =
21 + 
2
2 + 2%12
1 + 2
: (9)
When dealing with the sum of two gambles, Proposition 2 can be further generalized. Two
random variables X and Y are said to be positively quadrant dependent (Lehmann 1966) if for
any x and y we have
P(X  x; Y  y)  P(X  x) P(Y  y): (10)
We say X and Y are negatively quadrant dependent if the above equation reverses sign. Intu-
itively, X and Y are positively quadrant dependent if the probability that they are simultane-
ously small (or simultaneously large) is at least as great as it would be were they independent.
In Proposition 2, the dependent parts of g1 and g2, namely g1 eg1 and g2 eg2, are assumed to be
concordant (or in another terminology, similarly ordered). The positive quadrant dependence
is a weaker notion than concordance. Concordance implies positive quadrant dependence but
the reverse is not true. The proposition below shows that we can replace the concordance with
positive quadrant dependence.
Proposition 3. We have the following statements for sums of additive gambles:
1. Suppose g1 and g2 are positively quadrant dependent, then R(g1+g2)  min(R(g1); R(g2)).
More generally, suppose there exist independent random variables eg1, eg2, such that eg1 andeg2 are both independent with g1 eg1+g2 eg2. If g1 eg1 and g2 eg2 are positively quadrant
dependent, then R(g1 + g2)  min(R(g1); R(g2)).
2. Suppose g1 and g2 are negatively quadrant dependent, then R(g1+g2)  max(R(g1); R(g2)).
More generally, suppose there exist independent random variables eg1, eg2, such that eg1 andeg2 are both independent with g1 eg1+g2 eg2. If g1 eg1 and g2 eg2 are negatively quadrant
dependent, then R(g1 + g2)  max(R(g1); R(g2)).
Proof: A very useful characterization states that two random variables X and Y are positively
quadrant dependent if and only if cov(s(X); t(Y ))  0 for all nondecreasing functions of s and
t such that the integrals in the covariance are well-dened. Notice that g1   eg1 and g2   eg2
are positively quadrant dependent, then so are e (g1 eg1) and e (g2 eg2). The proof is almost
exactly the same as that of Proposition 2 for N = 2. Instead of relying on Cebysev's algebraic
inequality, we use the characterization result for positive quadrant dependence.
As one example of applying the above proposition, let S1, S2 and S3 be three independent
random variables standing for three future nancial quantities. Let g1  max(S1+S2 K1; 0) p1
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be the prot or loss of a spread option with strike price K1 and price p1. Similarly for g2 
max(S1+S3 K2; 0)  p2. Assume that the strike prices and option prices are such that g1 and
g2 are gambles. Then by Example 1.(iv) in Lehmann (1966), g and h are positively quadrant
dependent. Proposition 3 then tells us that R(g1 + g2)  min(R(g1); R(g2)):
III Conclusion
We study in more detail sums of gambles that are not necessarily independent. In particular,
we show that if the dependent parts of two gambles are positively quadrant dependent, then the
risk index of the sum of two gambles is always larger than the minimum of the risk indices of
the two gambles. For negative dependence, the risk index of the sum is always smaller than the
maximum of the two risk indices.
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