The resolution of optical microscopy is limited by the numerical aperture and the wavelength of light. Many strategies for improving resolution such as 4Pi and I 5 M have focused on an increase of the numerical aperture. Other approaches have based resolution improvement in fluorescence microscopy on the establishment of a nonlinear relationship between local excitation light intensity in the sample and in the emitted light. However, despite their innovative character, current techniques such as stimulated emission depletion (STED) and ground-state depletion (GSD) microscopy require complex optical configurations and instrumentation to narrow the point-spread function. We develop the theory of nonlinear patterned excitation microscopy for achieving a substantial improvement in resolution by deliberate saturation of the fluorophore excited state. The postacquisition manipulation of the acquired data is computationally more complex than in STED or GSD, but the experimental requirements are simple. Simulations comparing saturated patterned excitation microscopy with linear patterned excitation microscopy (also referred to in the literature as structured illumination or harmonic excitation light microscopy) and ordinary widefield microscopy are presented and discussed. The effects of photon noise are included in the simulations.
INTRODUCTION
The resolution of optical systems is generally limited by the numerical aperture (NA) of the objective lens system and the wavelength of the light. The fundamental resolution limit of a light microscope is given by the extent of the nonvanishing part of its optical transfer function (OTF), which is the Fourier transform of the point-spread function (PSF). This region of support defines the extent to which spatial frequencies composing the object are either conserved during imaging or attenuated and possibly phase shifted. Without further assumptions about the object (as, for example, signal positivity or a specified, limited spatial extent), information about the spatial frequencies lost in the imaging process cannot be recovered. Accordingly, expanding the region of support of the OTF has been a major goal of strategies for achieving superresolution in microscopy. [1] [2] [3] [4] [5] [6] [7] [8] In fluorescence microscopy one generally aims for conditions ensuring that the emitted fluorescence is proportional to the local intensity (or, more specifically, the irradiance) of the illumination light; i.e., the saturation limit is avoided by use of low irradiance. In contrast to transmitted or reflected light, fluorescence is incoherent owing to its large spectral width and stochastic nature (dephasing). The measured image I(x) (transformed back into object space coordinates x) can thus be described by a multiplication of the local excitation intensity I ex (x) by the local fluorophore concentration (x), followed by a convolution (denoted by ) with the PSF h em (x) of the incoherent imaging system for the emitted light:
I͑x͒ ϭ h em ͑ x͒ (I ex ͑ x͒͑x͒).
(
For simplicity, constant factors will henceforth be omitted if they are not important in defining the final structure of the image. In reciprocal space, Eq. (1) translates into a convolution of the Fourier-transformed excitation intensity distribution I ex (k) with the Fourier transformed object density distribution (k) followed by multiplication with the OTF h em (k). The tilde above a function denotes a Fourier transformation, and k represents the spatialfrequency vector in reciprocal space:
Ĩ͑k͒ ϭ h em ͑ k͒(I ex ͑ k͒ ͑ k͒).
In general, many incoherent microscopy techniques can be described by using Eqs. (1) and (2) and interpreting (x) as the spatial density distribution of a particular property of the sample. In the case of iterative nonlinear reconstruction techniques, this consideration does not apply exactly but often holds to a reasonable approximation.
The limitations imposed by the NA and the wavelength of light restrict the region of support to a finite domain. This principle applies to the detection OTF and similarly to the Fourier transform of the illumination distribution I ex (k) of fluorescence excitation. Many approaches have sought to maximize the extent of both of these functions for resolution improvement (''PSF engineering''). The principal improvements over standard widefield microscopy in conformance with Eq. (1) are confocal microscopy, 9 standing wave-field microscopy, [10] [11] [12] 4Pi- 8, 13, 14 and I 5 M-, [15] [16] [17] aperture correlation microscopy, 18, 19 patterned excitation 20 microscopy, [1] [2] [3] [4] [5] [6] [7] and axial tomography. [21] [22] [23] However, all of these methods are still fundamentally limited by the Abbé limit defining the region of transferable spatial frequencies. It is therefore desirable to enlarge this region of transferable frequencies by using a different strategy, one of which is to break the linear relationship expressed by Eq. (1). A nonlinear relationship is exploited in two-photon or multiphoton microscopy. [24] [25] [26] However, in this case the nonlinearity is achieved at the price of a longer excitation wavelength, such that the improvement in resolution is only modest. Recent techniques based on nonlinearities realized or proposed by Hell and co-workers are groundstate depletion (GSD) microscopy pumping the triplet state, 27, 28 stimulated-emission depletion microscopy (STED), 29, 30 and strategies based on fluorescence resonance energy transfer 31 or prolongation of the excitedstate lifetime by repetitive excitation. 32 STED and GSD rely primarily on a saturation mechanism (involving either the stimulated emission and/or the saturation of the triplet state) to achieve the desired nonlinearity. However, all of these methods require complex experimental designs to achieve the goal of resolution improvement beyond the Abbé limit. The new method described here increases in the transmittable spatial frequencies without the need for stimulated emission or complicated depletion schemes.
THEORY OF NONLINEAR RESOLUTION IMPROVEMENT
We utilize the fact that under nonlinear conditions, Eq.
(1) can be generalized to
⇔h em ͑ k͒I em (͑k͒, I ex ͑ k͒), (4) in which the linear relationship between the spatial distribution of the illumination intensity I ex (x) and the emitted light intensity I em (x) has been dropped. Instead, I em (x) is now given as a function depending on the local fluorophore concentration (x) and I ex (x). Assuming a linear dependence of I em (x) on (x) (as in fluorescence microscopy), the emitted intensity I em (x) can be approximated by a Taylor series expansion with constant coefficients c i :
The term connected to c 3 corresponds to the linear case stated in Eq. (1). Neglecting constant offsets, relation (5) can be further simplified to
where
The newly introduced proportionality term will be denoted the spatially dependent emittability Em(x) of the object. In the linear case [Eq.
The Fourier-transformed emission intensity I em ((k),I ex (k)) is now given by
In analogy to Eq. (2), Eq. (8) contains the term c 3 I ex (k) (k), since Fourier transformation is a linear operation. Assuming a spatially periodic I ex (x), I ex (k) can be decomposed into a finite sum of ␦ distributions. Thus, depending on the distribution of the incident light intensity, the components of (k) will be shifted in Fourier space and summed with varying weights [ Fig. 1(b) ], a process described by I ex (k) (k) in Eq. (2) .
The optical imaging of the emitted intensity distribution I em (x) causes only a certain region in Fourier space, given by the region of support of the OTF h em (k), to be transferred. Information at spatial frequencies outside this region is suppressed completely. The region of detectable object spatial frequencies with use of patterned excitation, however, is enlarged owing to the illumination with a spatially dependent intensity distribution [ Fig.  1(b) ], which shifts object spatial frequencies into the region of support of the detection OTF. With appropriate image-reconstruction algorithms, the shifted object spatial frequencies can be repositioned so as to achieve a consistent, high-resolution image. Such a reconstruction based on a one-dimensional, linear model has been described. [1] [2] [3] [4] [5] [6] [7] These methods enlarge the region of support of the OTF by a factor of ϳ2, i.e., that which can be achieved by confocal fluorescence microscopy. However, in comparison with confocal techniques, patterned excitation methods are more sensitive to the detection of high spatial frequencies.
When nonlinearities are present [relation (6)], higherorder terms in I ex (x) will be finite in Em(x) [Eq. (7)], leading to corresponding terms c 4 
The positions of the resulting peaks of the emittability pattern now lie beyond the limiting spatial frequency given by the excitation OTF, which is evident from inspecting the emittability structure generated by the term I ex (k) I ex (k). Although h em (k) permits only the detection of rather low spatial frequencies of the emission pattern, the attachment of the Fourier-transformed object to these highfrequency peaks [ Fig. 1(d) ] permits the detection of object spatial frequencies beyond the limits of linear patterned excitation [Eq. (2), Fig. 1(b) ]. That is, in the nonlinear case higher-spatial-frequency information is shifted into the range of spatial frequencies detectable by the h em (k), to a degree determined by the order of the respective nonlinear term in Em (k). In theory, this circumstance permits the detection of object information at arbitrarily high spatial frequencies and therefore with arbitrary resolution, although in practice the achievable resolution will be limited by the signal-to-noise ratio (SNR) of the raw data.
SATURATION AS NONLINEAR PROCESS
A possible realization of the concept embodied in Eq. (8) is to use fluorescence saturation as a nonlinear process relating emission to excitation. In a two-state system (i.e., for the moment omitting the triplet state) the emission from the first excited singlet state 33, 34 is given by
where k f is the radiation rate constant, the absorption cross section, and the fluorescence lifetime of the fluorophore; ⌿ ex is the photon flux proportional to I ex . In the limiting case of a very small or low ⌿ ex , relation (9) is reduced to a linear dependence of I em on ⌿ ex . In the case of a large or a high ⌿ ex , I em reaches a plateau ϰk f . The presence of a triplet state will alter the saturation behavior slightly, leading to a plateau at a lower emission intensity. However, the triplet state, if it exists, does not change the essential characteristics of fluorescence saturation. In fact, triplet-state saturation is the basis of GSD and could have practical advantages in SPEM. Saturation can be achieved by illumination with a high-power sinusoidal spatial intensity distribution. As described above, the detected light will contain spatial frequencies of the object distribution otherwise inaccessible in the linear regime. However, the mixed contributions representing the high object spatial-frequency information in the raw image need to be processed appropriately to achieve the desired high-resolution image.
As described in Appendix A, a system of equations can be derived and solved at every pixel position, assuming a spatial shift of the intensity I ex (x) and thus the emittability pattern Em(x). Similar approaches have been used for the linear case. [1] [2] [3] [4] [5] [6] [7] It should be stressed that fluorescence saturation is an attractive, but by no means unique, mechanism for obtaining the required nonlinearity. Figure 2 shows possible realizations of the SPEM concept by far-field epi-fluorescence microscopy. Figure 3 displays a series of simulated SPEM images, based on the arrangement given in Fig. 2 (a), with a one-dimensional sinusoidal grating as a spatial light modulator (SLM) and blockage of the zero diffraction order (see also Section 5). The intensity is displayed as gray levels. A constant background fluorescence was added to the object for better visualization of the emittability pattern and to simulate possible background fluorescence [ Fig. 3(a) ]. To simulate a worst-case scenario, the background level was relatively high, corresponding to ϳ7000 photons (out of a maximum of 10 4 photons in the simulated images). The grating period [ Fig. 2(a) ] was chosen such that only the 0, the ϩ1, and the Ϫ1 ␦ peaks in Fourier space were represented in the illumination intensity distribution (as would be obtained in practice by using two diffraction orders, ϩ1 and Ϫ1, for illumination). In simulations with saturation (SPEM), m ϭ Ϯ3 orders were accounted for in each of the four illumination directions (horizontal, vertical, and the two diagonals). The first orders were placed at ϳ83% (horizontal and vertical) and 88% (for both diagonal directions) of the in-plane border frequency of the widefield fluorescence emission OTF (which should be simple to achieve practically, since the excitation wavelength is shorter than the emission wavelength). The widefield OTF was simulated at a 520 nm emission wavelength with vector theory (NA ϭ 1.3, n ϭ 1.518) with aplanar apodization. 35 All simulations were performed on a two-dimensional (128 ϫ 128) grid with a 15-nm pixel spacing. The reconstructed result I rec was Fourier filtered by using the magnitude of the fast Fourier transform of a reconstructed noise-free simulated single point object P rec and a regularization parameter ␥ to yield the high-frequency enhanced result:
VIRTUAL MICROSCOPY SIMULATIONS
The regularization parameter ␥ was selected to be 2% of the maximum of ͉P rec ͉ (which occurs at zero spatial frequency). A different method of filtering might conceivably improve the results further.
To simulate saturation, a model based on relation (9) was chosen, from which the fraction ␣ of the maximum possible emission (the relative saturation) can be deduced:
( 1 1 ) In the data simulating saturation that are presented below, ␣ was selected to be 5/6 at the point of maximum excitation intensity in each image.
In Fig. 4 , reconstructed images are compared with conventional far-field fluorescence imaging coupled to a highfrequency filtering technique [Eq. (10) tions would serve to close the gaps at high frequencies. Gaussians fitted to the PSF data (Fig. 6) yielded FWHMs of 215 nm for the unprocessed widefield PSF and 141 nm for widefield imaging with the high-frequency enhancement. The PSFs of the linear patterned excitation method yielded FWHM values of 142 nm (no filtering) and 83 nm (filtered at ␥ ϭ 2%). SPEM at the described saturation level gave FWHMs of 157 nm (unfiltered) and 61 nm (filtered at ␥ ϭ 2%). The SPEM PSF (without filtering) could not be fitted well with a Gaussian, thus yielding a slightly too large FWHM.
To emphasize the relevance of SPEM in potential biological applications, an inverted electron micrograph was used as input for the SPEM simulation (Fig. 7) . As in Fig. 4 , the input to the simulation [ Fig. 7(a) ] is compared with results of high-frequency-enhanced widefield microscopy [ Fig. 7(b) ], linear patterned excitation microscopy [ Fig. 7(c) ], and SPEM [ Fig. 7(d)] . A slight nonuniformity in regions of the object of uniform intensity is observed (as in Fig. 4) , which can probably be attributed to the nonisotropic OTF and the gaps at high frequency. A great improvement in resolution is observed in comparison with the linear methods.
DISCUSSION
By systematic saturation of the fluorophore(s) in SPEM a nonlinear relationship between the illumination intensity and the excitation probability of the fluorophore is established at every point in object space. This nonlinearity leads to the generation of higher spatial harmonics in the pattern of emittability. That is, components in Fourier space beyond the frequency limit defined by the Abbé condition are created. Because of the inherent properties of the microscope, the imaging process itself remains bounded in Fourier space, but the range of detectable spatial frequencies representing the object is extended (shifted) owing to the convolution of the object and emittability Fourier transforms.
A specific concern in SPEM, as in all fluorescence microscopy, is the potential influence of light-induced destruction of the fluorophore (photobleaching). Photobleaching generally originates from the two excited states, singlet and triplet. The latter is relatively long lived, even in oxygen-saturated water, and thus can react readily with oxygen. 36 In SPEM, the light dose required to generate an image need not be greater than that for conventional microscopy. Thus the expected degree of photobleaching in SPEM and other forms of microscopy operated in the linear regime should be comparable. However, in SPEM, one may wish to apply the excitation in the form of a train of pulses of nanoseconds duration but with high intensity. In the event that excited-state absorption intervenes and contributes significantly to the overall photobleaching mechanism, an increased degree of photobleaching might be generated, although it might be possible to circumvent this effect by saturating the triplet instead of the singlet state. A further possible phenomenon is photodisruption due to high local absorption and inadequate thermal dissipation. However, one anticipates that the threshold for this physical process will be high, particularly if the triplet state is driven to saturation instead of (or in addition to) the singlet state.
A possible setup for imaging according to the SPEM principle and using a widefield microscope with epifluorescence illumination is depicted in Fig. 2(a) . The patterned illumination is achieved by imaging an SLM [ Fig. 2(a) ] into the object plane via the tube lens and objective. The SLM can be a simple diffractive grating 1, 2, 4 or a programmable device. To achieve a varying phase of the illumination pattern, the SLM can be translated (or programmed; see below) in small steps with respect to the nonmoving object. The minimum number of images required for a single reconstruction is determined by the number of unknown quantities in the associated linear system of equations. Changing the position of the pattern relative to the object can also be achieved by translating the object, which must be compensated for in the data reconstruction. Appropriate optical elements that alter the phase or amplitude of the light in the individual diffraction peaks can also be used to achieve the phase shifts. These can be placed near the back focal plane of the objective or at conjugate positions. Appropriate ap- erture filters at these positions would serve to enhance contrast and constrain the patterns to the desired orders by selective suppression or attenuation of diffraction orders. For example, suppressing the 0 diffraction order in the case of a two-dimensional (2D) pattern yields a high contrast in the excitation pattern without removing the sectioning capabilities of the system [as it would in the case of a sinusoidal one-dimensional (1D) grating of maximum spatial frequency].
The simulated excitation method using a line grating and two (of its) diffraction orders for excitation is only one of many potential strategies for implementing SPEM. A programmable SLM will probably be very useful in the application, since it obviates the need for spatial movement and rotation of the excitation grating. We have described elsewhere 37, 38 a Programmable Array Microscope based on a digital micro-mirror device used simultaneously for illumination and detection. A particularly suitable device is a programmable phase-grating (or phase-mirror) primary directing the coherent light into the first two-dimensional diffraction orders of the programmed pattern. A series of images taken at varying excitation phases, (e.g., у25 images for the reconstruction of a total of 5 ϫ 5 orders) would suffice for reconstructing the object slice at high resolution. A setup such as that shown in Fig. 2(c) using a phase-modulating mirror would be expected to achieve a high light efficiency on the illumination side as well as maximum modulation depth. Other devices based on simultaneous illumination with multiple beam interference [ Fig. 2(b) ] also along the optic axis might be useful. Suitable light-sources could be a Q-switched Nd:YAG laser with an optional optical parametric oscillator for wavelength tunability or even flashlamps pumping the fluorophores into the triplet state.
Additional information about the sample, including reconstruction of three-dimensional (3D) images, can be gained by acquisition of a focus series. If the undiffracted 0 order is still present in the illumination light, the distribution of the latter inside the sample will also vary along the optic axis, leading to the corresponding 3D excitation structure in Fourier space. 5, 7 In analogy to the 1D and 2D cases, there will be peaks in the 3D Fourier transform to which the Fourier-transformed object will be attached. As in the 2D case, altering phases (mechanically or optically) in combination with the nonlinear effect would improve the axial resolution beyond the confocal Abbé diffraction limit.
The proposed method can also be combined with existing microscopy methods such as I 5 microscopy 17 or standing-wave microscopy. 11, 12 A possible setup could be that of Fig. 2(b) . Laser light could in principle be used directly to form interferometer-like arrangements. In practice, a configuration with only a small spatial differ- ence between interfering beams might be advantageous. Illuminating the sample from the side [ Fig. 2(b) ] could be difficult but would provide the advantage of very high lateral spatial frequencies in the illumination pattern. Additional beams from below and above would also enhance axial spatial frequencies in the illumination pattern. Achieving the nonlinearity (fluorescence saturation) at high laser illumination intensities would permit reconstruction of 3D objects with previously unmatched resolution. Whereas nonlinearities can enhance the resolution substantially, methods such as multiphoton microscopy yield at best only a limited improvement in resolution, since the primary illumination wavelength needs to be increased. More promising are other methods such as STED. Use of the saturation of the stimulated emission signal has led to a practical resolution improvement of Ͼ3 without the need for further image processing. 30 However, the necessary optical setup is complicated. Femtosecond lasers are required, and the stimulated emission and excitation beam have to be well aligned. In addition, few dyes are suitable for excitation as well as for efficient stimulated emission while not being pumped to higher excitation levels. Other means for generating nonlinearities useful in resolution enhancement are fluorescence resonance energy transfer 31 or fluorescence lifetime prolongation by repetitive excitation. 32 These approaches do not require image processing for recovering the information but directly narrow the FWHM of the detected signal. Unfortunately, the necessary instruments are also complex.
A relevant question is what SNR is necessary to yield meaningful images by SPEM. As has been demonstrated in the simulations presented here, the method permits high-resolution reconstructions even at a moderate noise level corresponding to ϳ10 4 expected photons in the maximum of an image. In a way, SPEM can be viewed in real space as a technique of imaging with the negative spikes of the emittability pattern [ Fig. 1(c) ]. An alternative way of treating the data would then be to simply subtract a suitably scaled SPEM image from a widefield image (having constant emittability).
The difference images could then be processed with techniques described by Benedetti et al., 39 based on nonlinear approaches such as maximum projection. Alternatively, ''virtual pinholes'' at the positions of the emittability minima in the original SPEM image could be used. The latter approach would correspond closely to STED, except that the suppression of the unwanted fluorescence would be achieved computationally by subtraction of the SPEM emittability pattern. Such a subtractive approach would most probably be disadvantageous in terms of SNR in comparison with a properly performed STED experiment. However, this subtraction approach and the SPEM reconstruction introduced in this paper differ in one important respect. The decomposition into linear components with a succesive repositioning in Fourier space does not necessarily require a narrow FWHM in the emittability pattern but rather relies on the presence of high orders that contribute sufficiently to the detected signal, which corresponds to steep edges in the emittability pattern. With thick samples, the SPEM technique with use of a sinusoidal illumination pattern of high spatial frequency might be problematic, but in this case a pattern corresponding to the illumination with more sparsely distributed pinholes could be chosen. However, the acquisition of a greater number of images for decomposition into the many Fourier components would then be required.
The SPEM method has the further advantage of requiring only minor modifications to existing systems and the use of comparatively cheap pulsed lasers such as the Nd:YAG or even flashlamps. Since stimulated emission is not a feature of SPEM, every dye used in standard fluorescence microscopy should be suitable in principle, as long as it can be saturated at the excitation wavelength. In terms of SNR, methods using patterned illumination could well outperform confocal spot scanning methods that reject light at the pinhole. In SPEM the highspatial-frequency information can be detected more efficiently than with confocal methods, since the Fouriertransformed object is shifted in Fourier space into a region in which the OTF transmits more strongly. A further advantage is the use of a CCD camera as the detector, with a substantially higher quantum efficiency than that of a photomultiplier tube. In comparison with scanning methods, a CCD also provides a high degree of parallelization that increases the rate of image acquisition.
It is possible and advantageous to substitute the matrix technique (Appendix A) by algebraic iterative reconstruction methods operating directly on the raw data (such as maximum likelihood/expectation maximization). Additional orientations of the sinusoidal excitation distri- bution and a Fourier-filtering approach (high-frequency enhancement) modified for application in two dimensions should eliminate the problem of residual patterning in the resultant images and further enhance the resolution.
The SPEM strategy can also be applied to various other methods that exhibit nonlinearity. For example, at ultrashort time scales, Rabi oscillations 40 that modulate the sample fluorescence may be possible. In material sciences, i.e., in investigation of gases, semiconductors, or cooled particle traps, this concept of resolution improvement might prove very useful, although the required conditions are probably hard to achieve in a biologically relevant context owing to the usually short dephasing times.
Other nonlinear effects can be used for resolution improvement if their Taylor series expansion [relation (5)] contains terms of high-enough orders. Even in the case of multiple linear dependences of the emission intensity on spatially dependent factors [e.g., I ex (x) and an independent influence b(x), such as a static electromagnetic field], mixed terms such as c 4b I ex (x)b(x) arise, leading to synergetic effects on the improvement in resolution. Other possibilities are stimulated emission at a different frequency, the Raman effect, or pressure modulation. In the event that the imaging process includes a coherent component, the theoretical treatment has to be adapted accordingly.
APPENDIX A: IMAGE RECONSTRUCTION FROM THE ACQUIRED DATA
After acquiring the data containing information about high spatial frequencies of the object, processing is required to yield a high-resolution image. To do this, it is necessary to distinguish between the emittability pattern Em(x) and the density distribution describing the object, (x) [relation (6) ]. This can be achieved by varying the Em(x) at each spatial position x. If I ex (x) is a spatial raster, it can be shifted stepwise with respect to the object, taking an image at every raster position. Another approach is to alter the strength or the shape of the spatial distribution in I ex (x) between individual images. Both methods permit the separation of the individual components given in the Taylor expansion [relation (5) on k) , one can obtain a high resolution data set. This can further be processed with linear or nonlinear filters or by deconvolution techniques to suppress artifacts and improve resolution further.
A spatial sinusoidal distribution of the excitation intensity pattern (including a constant offset to yield only positive intensity values) in the linear case [ Fig. 1(a) ] leads to three distinct (␦-distribution-like) maxima in its Fourier transform [k 0 ϭ 0, k ϩ1 ϭ ϩk b and k Ϫ1 ϭ Ϫk b in Fig.  1(b) ]. Depending on the modulation depth and the actual phase of the illumination pattern, these maxima have a well-defined amplitude and phase in the complex plane. Owing to the nonlinear dependence of the emission intensity on the illumination intensity caused by fluorescence saturation, a distinct pattern of emittability Em(x) is obtained for a specific fluorophore. In Fourier space this pattern contains an infinite series of maxima, the complex magnitudes of which, however, decrease rapidly for higher k values [ Fig. 1(d) ]. For the reconstructions presented here, a 1D grating structure was assumed for illumination and only a finite number of maxima k Ϯmax ϭ Ϯmk b were accounted for, neglecting higher orders. If the illumination intensity distribution, and thus the emittability pattern, is translated in space, the complex phase of the individual peaks in Fourier space change accordingly. Accounting for Ϯm maxima (and the one at k 0 ϭ 0), у(s ϭ 2m ϩ 1) images taken under different conditions are necessary to separate the individual components of the Fourier-transformed object belonging to the convolution with an individual maximum (i.e., shifted in Fourier space). In the simulated example, the number of maxima considered in the reconstruction was m ϭ 3. The complex phase angles of such maxima in Fourier space are proportional to lk b • ⌬x, l indexing the maxima, when the illumination intensity distribution is shifted by ⌬x, since a shift by ⌬x is equivalent to a multiplication by exp(ik • ⌬x) in Fourier space. If s (in our simulations s ϭ 7) different microscope images I n (x), with their Fourier transforms I n (k), are obtained by shifting the phase of the illumination (and thus the emittability) distribution by steps of 1/s, the following system of equations is obtained for every k position in Fourier space:
The I n (k) represent the Fourier-transformed microscopic images measured for a specific spatial position (phase) of the emittability pattern; l (k) denotes the Fourier-transformed complex-valued object components belonging to the lth maximum of the emittability pattern, after transmission and alteration by the OTF of the imaging system. These transmitted object components remain shifted in Fourier space by ⌬k l ϭ lk b relative to the original object (k). Solving this system of equations, e.g., by inverting the matrix M, leads to the individual transmitted object components l (k). Other means of data reconstruction, such as maximumlikelihood-based techniques, may be better suited for dealing with such a situation.
Owing to the linearity of the Fourier transformation, the calculation can also be performed pixel by pixel in real space. Each complex-valued component l (k) is then shifted in Fourier space by the vector Ϫ⌬k l such that individual l (k) end up in the position where they can be measured by using a constant flat illumination. This Fourier-space shift can be performed in real space by a multiplication of l (x) by exp(Ϫi⌬k l • x), thereby completely avoiding Fourier transformations in the reconstruction process. Equation (A3) does not account for the absolute position (⌬x 0 ) of the excitation pattern [defined by the symmetry axis of the first pattern I 0 (x)] with respect to the real-space coordinate system. ⌬x 0 either is known a priori or can be extracted from the data, after which the components l (k) are corrected by multiplication by exp(Ϫilk b • ⌬x 0 ). These reconstructed components l rec (k) are added by using weights to finally yield a high-resolution image of the sample. The weights may be altered from pixel to pixel in Fourier space to optimize for SNR and to compensate for possible artifacts in the experiment and ''apodize'' the OTF of the total system. A final OTF defining this apodization can be chosen in the 2D case, for example, as h filtered ϭ sin(͉k͉ ϩ ͉k max ͉/ 2͉k max ͉) with the maximum reconstructed spatial frequency k max to minimize the second moment of the PSF projected along any in-plane direction. 41, 42 The method for reconstruction described above can be applied to data acquired (2D or 3D) with a 1D structure for illumination, successively pointed in different directions. Since the zero-order object component remains unchanged, 2m images are sufficient for each reconstruction of illumination directions succeeding the first. Two-(or three-) dimensional emittability patterns can, however, also be generated and shifted in different directions of space, yielding a correspondingly larger system of equations to retrieve the multiple orders in two (or three) dimensions.
