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Abstract
When analyzing repeated binary data, the generalized estimating equations(GEE) approach produces con-
sistent estimates for regression parameters even if an incorrect working correlation matrix is used. However,
time-varying covariates experience larger changes in coecients than time-invariant covariates across var-
ious working correlation structures for nite samples. In addition, the GEE approach may give biased
estimates under missing at random(MAR). Weighted estimating equations and multiple imputation meth-
ods have been proposed to reduce biases in parameter estimates under MAR. This article studies if the
two methods produce robust estimates across various working correlation structures for longitudinal binary
data with time-varying covariates under dierent missing mechanisms. Through simulation, we observe that
time-varying covariates have greater dierences in parameter estimates across dierent working correlation
structures than time-invariant covariates. The multiple imputation method produces more robust estimates
under any working correlation structure and smaller biases compared to the other two methods.
Keywords: Generalized estimating equations, multiple imputation, weighted estimating equations, MCAR,
MAR.
1. `
äÜ Ì(longitudinal data) ÜÐ 0| @ ´ ´Ð õ ! Ì\  !ä ¬tÐ
1t t¬\ä. tì\  !ä ¬tX Á  Ä| à$X0 t |T)Ý(generalized
estimating equations; GEE)tÎtt©àä. |T)Ý@ Á ,(working correla-
tion matrix)D »  XT|Ä ¨X |XÉ(consistent estimator)D l`  ä (Liangü
Zeger, 1986). XÀÌ, |T)Ý@ °! ´Ä  DX°!(MCAR)t DÌ ½°Ð ¸X
ÉD õXà (Troxel ñ, 1997), Ü- õÀÉ(time-varying covariate)t ìh ½°Ð
 Á ,Ð 0| ÀÄ t ät ,  ä (Liangü Zeger, 1986). °! ´Ä  X
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°!(MAR)x ½°Ð ÝX 8| t°X0 t   ) (Robins ñ, 1995)ü ä ´ (Ru-
bin, 1987) )D ¬©X t HÈä. ø |8Ð ¨XäØD µXì ÌX Á lp, °
! ´Ä| ÀTÜ¤t 8  À )D ©X D L Ü-Å½ õÀÉü Ü- õÀÉ 
t  Á ,Ð 0| ´¤ Á<\ ÀTXÀ ´´ôà \ä. \,  Á ,Ð 0x ÀÄ
  Ð (t| µt  )X \¤¸1(robustness)D ´´ôà ø X ¸(, °, É
àñ$(| Xì  )Ä\ U1D DPXà \ä. 2Ð |T)Ý, °! ´
Ä,   ), ø¬à ä ´ )Ð  t Xà, 3Ð È Ì(epileptic data)Ð 8  À




ÜÐ 0| õ ! Ì \ ´ÐX  !ä ¬tÐ 1t t¬\ä. tì\  !ä
¬tX Á  Ä| à$X0 t Liangü Zeger (1986)  H\ |T)Ý(GEE)D t©X
ì¨X¨|\ä.
iø ´(i = 1; : : : ;K)X tø Ü(t = 1; : : : ; ni)Ð QÀ D ni  1 ¡0x Yi =
(yi1; yi2; : : : ; yini)
T|à Xà, $À D ni  p ,x Xi = (xi1; : : : ; xini)Tt| X. À
qìx yitXüÀ Äh|Ý (2.1)ütX\ä.
f(yit) = exp [fyitit   a(it) + b(yit)g] ; (2.1)
ì0 a(); b()ð°h(link function), Ä¨(scale parameter), it = h(it), it = xitt
à,  = (1; 2; : : : ; p)







õ !  !X °iì l´TXÀ Jà yitX üÀì| XXà QÀ X Á  Ä







XTi iSi = 0; (2.3)
ì0 i = diag(dit=dit)x ni  ni ,tà, Si = Yi   a0i()x ni  1 ¡0tä. Di =
dfa0i()g=d|à Xt, XTi i = DTi V  1i t ä. õ !  !t \ Å½t|à  X <
À\ VièÀ Xh|Ð !¬tX Äà$ÀJXä.
XÀÌ õ !  ! ¬tÐ Á  Ä  t¬Xt ø Á  Ä| À´  Á ,D ni  ni
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ì0 Ai = diagfa00(it)gx nini  ,,  Á ,x R()|$X s 1 ¡0tàÌ






i Si = 0; (2.5)
ì0 Di = dfa0i()g=d = AiiXità, i = diag(dit=dit), Si = Yi   a0i()tä. t L, Ì
} R() = I,   !t \ Å½t|t Ý (2.5) Ý (2.3)ü Ù|X ä. ø¬à Ui(; ) =
DTi V
 1
i Si  ¬°Äh@ D·XÀÌ, ì0  ! ¬tÐ Á 1D à$XÀ\ Vi X h
| ÐÌ DÈ| X ht0Ä Xä. @ | Là D ½°, Ý (2.4)X | X K1=2-|XÉ
x ^(Y; ; )\  ´h<\h Ý (2.5)| ÌX h\ äÜ \`  ä. | Là D ½°, |











Ý (2.6)D ÌqX t| |T)ÝD t©\ É ^GEE|à Xà, t É@ yit  Ü
ì|0|L\ °ÄÉü|XXä.
|T)Ý )@  Á ,D »  X DÀ|Ä ¨X ¨@ ø ÉX °D |X
<\(consistently) \ä. XÀÌ, ¨Ð Ü- õÀÉt ìht  Á ,  ÝÐ 0
|ÀÄtätÀ\,  Á ,X ÝttÄä (Wall ñ, 2005).
2.2. °! ´Ä
äÜ Ì @ ´ ´Ð ÜÐ 0| õ ! Ì\ °!(missing)t Ît Ý\ä. 
ÌÐ °!t ÝX Ð¬Ð 0| °! ´Ä(missing mechanisms)| l DX°!(missing
completely at random; MCAR), X°!(missing at random; MAR), DX°!(not missing at
random; NMAR)<\ l\ä (Littleü Rubin, 2002). °! ´ÄÐ 0|  )t ì|È 
<À\°!´Ä|UEX@Ì|Xpä°\Xø ä.
iø´X tÜLÀQÀ| Yi = (Yi1; Yi2; : : : ; Yit)




Y Oi @ !ÀJ@Ì Y
M
i \l1´ä. \, QÀÜÀ| Ri = (Ri1; Ri2; : : : ; Rit)
0|à
` L, iø ´  tÜÐ  !t Rit = 1tà, °!tt Rit = 0<\ X\ä. Xi ¨P  
!$À|à Xt°!´ÄD@@Ý<\\`ä.
Pr (RijYi;Xi) = Pr (RijXi) ; (2.7)
Pr (RijYi;Xi) = Pr

RijY Oi ; Xi

; (2.8)
Pr (RijYi;Xi) = Pr








i ¨P@ Å½tÀ\ Ý (2.7)ü à, X°!@ Ri  Y
O
i Ð 
, YMi Ð Å½tÀ\ Ý (2.8)ü à, DX°!@ Ri  Y
O
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2.3.   )
|T)Ý )@ ÌX °! ´Ä  MCARx ½° ¨Ð  \ @ ÉD õXÀÌ
MCARt DÌ °! ´Äx ½°Ð ¸XÉD õ\ä. tì\ 8| t°X0 t ÌX °
! ´Ä  MAR |À|Ä ¸ÉD õtü   )(weighted estimating equations)D ¬
©XtHÈä (Robins ñ, 1995).
  )@ iø ´  tÜÐ  ! U`X íD( D  !Ð  D ü tä. iø
´  tÜÐ !Èät Rit = 1tà, ø xÐ Rit = 0<\X\ä. «øÜÐm
Á  !t à, \  °!t ÝXt ø ¤ Ü0 ] ÜLÀ ¨P °!t Ý\ <\  \
ä. , ¨à´Ð t Ri1 = 1tà, Ì} Rit = 0tt Ri(t+1) = 0DXø\ä.
Ü t 1LÀ !ÌÜ tÐ°!tÝ`U`@¬ø !Xx fYit; : : : ; YiT g@
 Á Æà, üp  !Xx Dit = fXi; Yi0; Yi1; : : : ; Yi(t 1)gÐ 0| ì|Ää. iø ´  t   1Ü
Ð  !Èä ptXÐ tÜÐÄ  ! U`@ it = P (Rit = 1jRi(t 1) = 1; Dit; Yi) =
P (Rit = 1jRi(t 1) = 1; Dit) ÝD Ìq\äà  \ä. øì MAR ´ÄÐ it = P (Rit =
1jRi(t 1) = 1; Di(T+1)) = P (Rit = 1jRi(t 1) = 1; Dit) ÝD Ìq\äà  \ä (Robins ñ, 1994).

















(yi   i) = 0; (2.10)
ì0 Wi = diagfRi1wi1; : : : ; RiTwiT gtà, w 1it = ^i1      ^ittä. iø ´X tÜÐ  
x wit Ü tÐ  !  x U`X ítà ø É@ pt U`X  ñX í
\h @ t ltÄä. t   wit@ °!X  4| À´ RitX ñD  Ð\   
, Wi  |T)ÝÐ  ä. Ü tÐ  ! U`t ®@  !@ p  t  tÀ
à,  ! U`t @  !@ ®@  t  tÄä (Kim, 2004). tü WiD µt °! ¬|
h<\h )@ MAR  XÐÄ ¨\ÉDõ\ä.
2.4. ä ´
°!ÐµÄ¨DµXì´¤äx<\D°D ´)(imputation method)t|à\
ä. °!Ð XX <\ D° )D è|  ´(single imputation)|à Xp, t )@  
! ü  ´ D l`  Æ´ ôX D üäXà, ÉX °D ü X 8
  Ý\ä. tì\ 8D t°X0 t °!Ð ìì X <\  ´Xà t ä  (t
X °t ÉX °D Ä°` L  ´ °t ü À JÄ] X ä ´(multiple
imputation) )t Rubin (1987)ÐXtHÈä.
ä ´| m Ü\ Ä  ´ Ì Ð  Xì m Xì »´Ä ¨X äD














ì0 µi ¨X °  V @ Ý (2.12)X Wmü Bm P X ° 1D iXì Ä°
















 ´ Ìä\0  m ¨X ° ä Éàx  ´´°(within- imputation vari-
ance; Wm)ü m ¨X ä ¬tX °x  ´°(between-imputation variance; Bm)D
iXìµi¨X°Dl\ä (Rubin, 1987).
\ X °!Ð 4\X <\  ´\ät ÉX °t UX  tä. XÀÌ 4\
X <\  ´X @  ¥XÀ\  \X <\  ´X ä. t L D]  ´ Ü 
T|Ä°!<\xtä¨Ð \ôÉtDülÀJätä ´|µt¨X°t
pX D·X ä. °!<\ xt ä ¨Ð  \ ôÉt °!t Æ D\ Ì@ D
PDL°!<\xtÝ\¨X Ä(precision)XDXø\ä (Songü An, 2009).
3. ä Ì| t©\ 
È\ \ m(anti-epileptic drug; AED)X ¨¥D ´´ô0 t Ñ\  89X ÈX
Ì (Faught ñ, 1996)| 2Ð \ 8  À )<\ t ôà \ä. ¨à X }D õ
©X0  D\ H 0<\ 12ü ÙH@ }D õ©XÀ Jà äü ÑÐD )8Xì À |ü|
ÙHX  | !X à, 13ü0 28üLÀ 45@ }D õ©Xà 44@ à}D õ©Xt
 äü  | !X ä. ´ 89@ \ 2Ð \  27)  !t Èà,   !X
1,419\\¬ùÉà<\ 16) !Èä. D@@¨DÌÐ©Xà\ä.
logit [P (Yit = 1)] = X
0
it; i = 1; : : : ; 89; t = 1; : : : ; 28 (3.1)
Xit =













;  = (0; 1; 2; 3; 4; 5; drug)
0 :
Yit À |ü| ÙHX  ì\ t |´¬<t 1, |´À JX<t 0tä. Xit Ü
-Å½ õÀÉ(time-invariant covariate)x XÌøù(}, à}), 1Ä, x, t, ¸4, ø¬
à Ü- õÀÉ(time-varying covariate)x } õ© ì  ìhä. ì0, } õ© ì
xdrugit = Ift  13gx ÀÜÀtä. Ü-Å½ õÀÉx XÌøùX ÀÄ }pÐ Dt à}
pt D |<¬ ØD À´à, Ü- õÀÉx } õ©ìX ÀÄ tÜÐ } ø
õ©pÐDt}õ©ptD|<¬ØDXø\ä.
|ü|ÙHt|´¬À|QÀ\Pà|T)Ý),  ), ø¬àä ´
)D ©\ °ü| DPX ä. ä ÌX °!@ èp (4(monotone pattern)<\ ä ´
Ý (3.1) \À¤ñ À ¨D 0<\ 10 ÜX ä.  ÀX ÀÄ (^w), \¤¸
\ $((
p
Vs), ¨Ð üp\ \ $((
p
Vm)| t©Xì  Á ,Ð 0| ì|À ÀÄ 
 X (t(measure of dierence)|
P4
w=1(^
w   ^)2=Vs(^w)Ð üpXì Table 3.1Ð À´È
ä. ì0, ÀÄ  X (t  Á ,Ð 0| Ä ÀÄ t ¼È äxÀ
Ä| À´p, ø t t]  Á ,Ð 0| ÀÄ X (t lä D Xø\ä.
 Á ,@Å½x(independent) lp, PX ¥\(exchangeable) lp, 0Á (autoregressive;
AR(1)) lp, 2-(2-dependent; Toep(2)) lp 4 À| à$X ä. ÀÄ  X (t
  Ü-Å½ õÀÉ À 5  D·\ (4D ôì XÌøù(treatment) ÀX °üÌ \Ð Ü
X ä.
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Vm) for the epileptic
data with four dierent working correlation matrices
Method Parameter Ind Exch AR(1) Toep(2)
Measure of
Dierence
^trt  0.443  0.366  0.440  0.427
Treatment
p
Vs 0.279 0.275 0.277 0.277 0.051
GEE
p
Vm 0.117 0.285 0.155 0.166
^drug  0.577  0.414  0.504  0.437
Drug
p
Vs 0.128 0.117 0.124 0.130 1.041p
Vm 0.123 0.106 0.151 0.155
^trt  0.497  0.429  0.485  0.465
Treatment
p
Vs 0.261 0.294 0.267 0.270 0.034
WGEE
p
Vm 0.026 0.056 0.032 0.034
^drug  0.702  0.476  0.632  0.587
Drug
p
Vs 0.136 0.124 0.136 0.138 1.619p
Vm 0.028 0.026 0.034 0.035
^trt  0.438  0.446  0.438  0.437
Treatment
p
Vs 0.195 0.192 0.195 0.195 0.001
MI
p
Vm 0.128 0.203 0.140 0.147
^drug  0.563  0.563  0.545  0.524
Drug
p
Vs 0.159 0.159 0.159 0.159 0.042p
Vm 0.139 0.135 0.149 0.154
8  À ) ¨PÐ  Á ,  ÝÐ 0| ì|À ÀÄ  X (t Ü-Å½ õ
ÀÉ(treatment)Ð Dt Ü- õÀÉ(drug)Ð Á <\ T l À¬ä. |T)
Ý ),   ), ä ´ )X Ü-Å½ õÀÉ(Treatment)Ð (t  0.051, 0.034,
0.001xp t, Ü- õÀÉ(Drug)Ð (t  1.041, 1.619, 0.042\ T l À¬ä.
ä ´ )t   )ôä |T)Ý )X ÀÄ ü T  ¬X à,  Á 
,Ð 0x ÀÄ  X (tÄ T  À¬ä.  Á ,Ð 0x ÀÄ X (t
 Ü-Å½ õÀÉ@ |T)Ý )Ð, Ü- õÀÉ@   )Ð  ¥ l
À¬ä. ÈÌX°!´Ä|UXLàÀJ<À\Tä\°!´ÄÐ0|X)
D ©D L  Á ,Ð 0x ÀÄ  X (t  À (4D ´´ôà 4Ð
¨XäØDÜX ä.
4. ¨XäØ
4.1. ÌÐ  \ 
4.1.1. Ì Ý1 ÈX Ì| üp\ 100X D\ Ì| ¬l1X ä. õÀÉx 1Ä, x
, } õ© Ü Ü@ àñì(Uniform distribution)| 0t  ÝD µXì Ý1Xà, 
t, ¸4 Üì(Normal distribution)| 0t  ÝD µXì Ý1X ä. ´  Á
}p 100, à}p 100<\  200t  10ü)  !äà  \ä. }D õ©X0 Ü\
Ü tdrugi @ 46ü\ ¬Èä } õ© Ü ÜD ät $Xà, Ü- õÀÉx } õ©
ì xdrugit = Ift  tdrugi gxÀÜÀtä.
 õÀÉD Ý1\ Ä Á 1t t¬X tm QÀ| Ý1X0 t äÀÉ tmì(multi-
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Table 4.1. Four dierent missing mechanisms determined by  = (0; 1; 2; 3)
Missing mechanism  = (0; 1; 2; 3)
MCAR  = (0; 0; 0; 0)
MAR-weak  = (0; 0:2; 0; 0)
MAR-strong  = (0; 0:5; 0; 0)
MAR-2-dep  = (0; 0:5; 0:2; 0)
variate binary distribution)Ð üp\ D@ @ )D t©X ä (Preisser ñ, 2002). t )@
ni  1 Éà¡0 i, ni  ni õ°, Vi, ø¬à ni  ni Á , CiÐ \ tDXä. <
 , Éà¡0ÈXäÌ|t©Xì|T)Ý)D©DLÄ\Ó¨
ÐüpXìäLü@\Ó¨ logit[P (Yit = 1)] =  1:508  0:543xtrti   0:295xsexi +0:199xracei +
0:006xagei + 0:036x
weight
i   0:577xdrugit D t©t lX ä. õ° ,@ Vi = AiCiAi<\ ì0
 Ai = diagfv1=2it g, vit = it(1   it)tä. Á , Ci@ 0Á (autoregressive; AR(1)) 
,( = 0:4; 0:6)ü PX ¥\(exchangeable) ,( = 0:2; 0:4; 0:6)\  5 À Ü|  Xì ´´
ôXä.
@ t Éà¡0, õ° ,, Á ,D  Xà Zt = (Y1; : : : ; Yt 1)>, t = E(Zt), Gt =
cov(Zt), st = cov(Zt; Yt), bt = G
 1
t st (t = 2; : : : ; T ) ü´LDL, ptÉà tDÝ (4.1)üt
X\ä.




btj(yj   j) (t = 2; : : : ; T ):
 ì| À´ tm QÀ Y = (Y1; : : : ; Y10)Ð Y1@ Éà 1D   tt 
ì(Bernoulli distribution)| 0t  ÝD µXì Ý1Xà, Yt (t = 2; : : : ; 10) pt É
à tD   tt ì(Bernoulli distribution)| 0t  ÝD µXì Ý1X ä. tü
« ÜX QÀ Éà¡0| t©Xà 8À ÜÐX QÀ pt ÉàD t©Xì p
t   1È(conditional linear property)D  äÀÉ tmìÐ üpXì Á 1t t¬X
tmQÀ|Ý1X ä.
4.1.2. °!Ý1 ø |8Ð õÀÉ@ ¨P  !Èä  XÐ õ ! QÀÐX
°!Ì à$Xì ¨XäØD ÜX ä. tm QÀÐ °!D Ý1X0 Xì  ´X  Ü
Ð  ! U`(it)D l\ä. « ø ÜÐ mÁ  !t à, \  °!t ÝXt ø ¤
Ü0]ÜLÀ¨P°!tÝ\<\ \ä. , ¨à´Ð t Ri1 = 1tà, Ì}
Rit = 0tt Ri;t+k = 0, k > 0D Xø\ä. D@ @ \Ó¨D t©Xì  ÜÐ  ! 
U`(it)DlX ä (Preisser ñ, 2002).




i(t 2)I(t > 2) + 3y
?
it; t = 2; : : : ; 10; (4.2)
ì0 y?it y
?
it = 2yit   1\ iø ´  tÜÐ t |´¬<t y?it = 1, t |´À J
X<t y?it =  1tä. ø¬à P ø Ü tÄtt I(t > 2) = 1, 8À I(t > 2) = 0tp, L
ÜÐÜÜ !ä DµtmÁ i1 = 1tä.
1; 2; 3X D Table 4.1ü t °! ´ÄÐ 0|  ät $X ä. MCARX ½°Ð 
¬ ÜÐ  ! U`@ t ´ ÜX  !ÐÄ ¥D À Jä. øÐ t °! ´Ä
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Figure 4.1. Measure of dierence of parameter estimates for time-invariant and time-varying covariates across
the dierent working correlation matrices (Autoregressive)
  MAR| L ¬ ÜÐ  ! U`t t ÜX  !Ð ¥D ä. MAR-weakü
MAR-strong@ \ Ü X  !Ð 0|  ! U`t ì|Àp, MAR-2-dep P Ü ü \
Ü  P X  !Ð 0|  ! U`t ì|Ää. Ý (4.2) ¨Ð t ÜLÀ  !È
ä ptXÐ ¬ ÜÐ °!t  Éà pt U`(average conditional probability)ü  (
0D °!`Ð 0| ät À\ä. , °!`t ®D L 0Ð p D °!`t D L 
@ D ÀXp, °!`t 5%, 10%, 20%, 40%| L X 0D 3.0, 2.2, 1.4, 0.4\ À\ä
(Preisser ñ, 2002). ø |8Ð¨à °! ´ÄÐ °!`D 5%|à Xì 0 = 3:0<\ À
Xà¨XäØDÜX ä.
4.2. ¨XäØ °ü
QÀX ä\ Á lp@ ìì  À °!´ÄÐX |T)Ý )(GEE),   )
(WGEE), ä ´ )(MI)X \¤¸1(robustness)D ´´ôà \ä. X °! ´ÄÄ
\8 À)D©Xì Á ,Ð0xÀÄX(t|DPX ä. ì0, À




pXì Ä 100X D Éà´´ ÜX à, ÀÄ  X (t  Ü-Å½ õÀ
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Figure 4.2. Measure of dierence of parameter estimates for time-invariant and time-varying covariates across
the dierent working correlation matrices (Exchangeable)
ÉÀ 5 D·\(4DôìXÌøù(treatment) ÀX°üÌø¼ÐÀ´Èä.
Figure 4.1, Figure 4.2| ôt °! ´Ä, © )Ð Á Æt Ü- õÀÉ(drug)@ Ü-Å
½ õÀÉ(treatment)Ð Dt  Á ,Ð 0x ÀÄ X (t  mÁ T l À¬ä.
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Figure 4.3. Bias of parameter estimates for time-invariant and time-varying covariates (Autoregressive)
ÌXÁ ,t0Á (AR(1)) lp| LôäPX ¥\(exchangeable) lp|L, ø¬àÙ|
\ Á , ´Ð t  `] Ü- õÀÉü Ü-Å½ õÀÉ Ð (t  T 
7X À D Ux`  ä. Ü-Å½ õÀÉ@ ÀÄ X (t  ÌX Á 
,, °! ´Ä, ©X )Ð l XtXÀ JÀÌ, Ü- õÀÉ@ °! ´ÄÐ 0| X
)Ä\  Á ,Ð 0x ÀÄ X (t  äx ½¥D ô ä. °! ´Ä  MCARÐ
2-dep MAR\ ]  Á ,Ð 0x ÀÄ X (t   )ü ä ´ )Ð
l ÀT  ÆÈÀÌ, |T)ÝD ©D L   X ä. , |T)Ý )
@ °! Ýt t  !ü Á 1t `]  Á ,Ð 0x ÀÄ X (t   
X ½¥t Èä. \, Ù|\ °! ´ÄÐ   )t |T)Ý )ôä Ü-
õÀÉX ÀÄ  (t| T Ü0ä. ä ´ )@ <\  Á ,Ð 0x À
ÄX(t D Á ,XÜÐ\¤¸hDUx`Èä.
X °! ´ÄÄ\ 8  À )D ©D L X U1D ´´ôà 8ü  )D µt
l\ D t©t ¸((bias), °(variance), Éàñ$((mean squared error; MSE)| lt
X ½°| DPX ä. t L, X °! ´ÄÄ\ 8  À  ) ´Ð  Á ,Ð 0x ¸
(  Éàñ$(  pX D·\ °ü  Ä´ ¬Ð  \ Á ,x 0Á (AR(1)) l
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Figure 4.4. Bias of parameter estimates for time-invariant and time-varying covariates (Exchangeable)
p@PX ¥\(exchangeable) lpÌø¼ÐÜX ä.
Figure 4.3, Figure 4.4| ôt °! ´Ä@ ©\ )Ð 0| ¸( äx ½¥D ô ä. Ü-Å
½ õÀÉx ½°Ð   )@ |T)Ý )t ä ´ )ôä ¸(  T  À
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Figure 4.5. Mean squared error (MSE) of parameter estimates for time-invariant and time-varying covariates
(Autoregressive)
¬à, |T)Ý )ü ä ´ )@ D·\ ½¥D ô ä. Ü- õÀÉx ½°Ð
MCARt Weak MAR  XÐ   )t ¸(   ¥ l À¬ÀÌ, Strong MAR 
2-dep MAR  <\ ] ä ´ )X ¸(    X ½¥D ô ä. , °! Ýt
t  !ü Á 1t `] ä ´ )@ X U1t ¨´À D Ux`  ä.
@ @ ½¥@ ÌX Á ,t 0Á  lp| Lôä PX ¥\ lp| L, ø¬à Ù|\ Á
 ,´Ð t `]T7\Ü|ôtàä. \, Ü-õÀÉtÜ-Å
½õÀÉÐDt¸(XÀTítTp½¥Dô ä.
Figure 4.5, Figure 4.6D ôt °! ´Ä ÌX Á lpÐ Á Æt <\ |T)
Ý )ü ä ´ )ôä   )D µt l\ X Éàñ$(  T l À¬ä. \
ä ´ )t |T)Ý )Ð Dt Éàñ$(  Ü-Å½ õÀÉÐ T  
ÈÀÌ, Ü- õÀÉÐ T l Èä. t ÌX Á ,t 0Á (AR(1))
lp|LôäPX ¥\(exchangeable) lp|L, ø¬àÙ|\Á ,´Ð t `
] T 7X À¬ä. °@ <\ Éàñ$(@ D·\ (4D ô ä. äx )Ð Dt
  )D ©D L °t l Èà, t   )t Éàñ$(  l p
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Figure 4.6. Mean squared error (MSE) of parameter estimates for time-invariant and time-varying covariates
(Exchangeable)
¥D øää. <\  Á ,t UX  ÈD L »   Á ,Ð Dt ¸( 
T®Èà, \¤¸\ $(@¨Ðüp\\ $(Ð(tÄTÀ¬ä.
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5. °`
äÜ Ì ðlÐ |T)Ý )@  Á ,D »  XT|Ä ¨Ð  \ |X
ÉD l`  ´ Ît ðtà ä. XÀÌ °! ´Ä  DX°!t DÌ ½°Ð ¸XÉD
õXà, Ü- õÀÉt ìh ½°Ð  Á ,Ð 0| ÀÄ t ät Ä 
 ä. ø |8Ð |T)Ý ),   ), ä ´ )D t©Xì GEE Ð
Ü-Å½ õÀÉü Ü- õÀÉX t  Á ,Ð 0| ´¤ Á<\ ÀTXÀ ð
lX ä. QÀXä\Á lp@ìì À°!´ÄÐ)X\¤¸1(robustness)D
´´ôà, 8ü  )D µt l\ D t©Xì U1(accuracy)D DPX ä. U1X
Ä\¸((bias), °(variance), Éàñ$((MSE)|´´ôXà¸(@°Xô|¨Pt
©\Éàñ$(ÐüpXìU1DDPX ä.
Ü-Å½ õÀÉ@ QÀX Á  lp, °! ´Ä, ©X )Ð l XtXÀ J<p  Á 
,XÜÐ\¤¸\t, Ü-õÀÉ@ Á ,Ð0|ÀÄtätÄ
Èä. Ü- õÀÉÐ |T)Ý )D ©Xt °! ´Ä  t ÜX  !ü
Á 1t `]  Á ,Ð 0x ÀÄ X (t  l À¬ä. XÀÌ ä ´ )
D ©Xt  Á ,Ð 0x ÀÄ X (t  D <\  Á ,X ÜÐ \
¤¸X ä.
Ü-Å½ õÀÉ@   )D ©X D L ¸(  ¥  °@  ¥ l Èà, Ü
- õÀÉx ½°Ð ä ´ )D ©X D L ¸(  ¥ l °@  ¥  
Èä. ø ¸(@ °X ô| ¨P t©\ Éàñ$(Ð üpXì 8  À )X U1D
DPX ä. ø °ü, <\ |T)Ý )ü ä ´ )Ð Dt   )D ©X
 D L Éàñ$(   ¥ l Èä. Ü-Å½ õÀÉ@ ä ´ )Ð Éàñ$(
   ¥  Èà, Ü- õÀÉ@ |T)Ý )Ð Éàñ$(   ¥ 
Èä.
ø |8Ð QÀX Á lp, °! ´Ä| ÀTÜ¤t 8  À )D ¨P ©tôXä. |
T)Ý )@ Éàñ$(  D U1@ X ÀÌ  Á ,Ð 0x ÀÄ 
X (t  lÀ\  Á ,X  Ýt tÄä.   )@  Á ,X ÜÐ l XtXÀ
JÀÌ Éàñ$(  l ´ U1t ¨´À ½¥t ä. ä ´ )@  Á ,Ð
0x ÀÄ X (tÄ  ¥ à, Éàñ$(Ä  ´ äx )Ð Dt T @ 
ÉD õtü D Ux`  Èä. ø |8Ð QÀÐÌ °!t  ½°Ð  t ´´
ôXÀÌ, ä ÌÐ õÀÉÐÄ °!t Ît Ý\ä. tì\ ÌÐ   )ôä T 
U\ D X ä ´ )D  8\ä (Beunckens ñ, 2008). \ Ü-Å½ õÀÉÐ Dt
Ü- õÀÉ@    Á ,t ¨X Ð ¥D ø\ä. ¨Ð Ü- õÀÉ
t ìh´ D L, D (non-diagonal)  Á ,D ¬©Xt GEE@ üÀ¨X  Ð ´
À\ ¸XÉD Ä`  ä (Pepe@ Anderson, 1994). tÐ, Å½ lpx  Á ,D ¬
©Xt Ü- õÀÉX ÀÄ Ð ¨((eciency)t ¨´Ää (Fitzmaurice, 1995).  Á
 ,Ð 0| ÀÄ t ì|À Ü- õÀÉ@  Á ,D  ÝX p ´ l
´x)tDX¬|ì¨Ää.
References
Beunckens, C., Sotto, C. and Molenberghs, G. (2008). A simulation study comparing weighted estimating
equations with multiple imputation based estimating equations for longitudinal binary data, Compu-
Comparison of GEE Estimation Methods 711
tational Statistics & Data Analysis, 52, 1533{1548.
Faught, E., Wilder, B. J., Ramsay, R. E., Reife, R. A., Kramer, L. D., Pledger, G. W. and Karim, R. M. (1996).
Topiramate placebo-controlled dose-ranging trial in refractory partial epilepsy using 200-, 400-, and
600-mg daily dosages, Neurology, 46, 1684{1690.
Fitzmaurice, G. M. (1995). A caveat concerning independence estimation equations with multiple multivari-
ate binary data, Biometrics, 51, 309{317.
Kim, T. H. (2004). Handling data in GEE with missing response, Sungkyunkwan University.
Liang, K. Y. and Zeger, S. L. (1986). Longitudinal data analysis using generalized linear models, Biometrika,
73, 13{22.
Little, R. J. A. and Rubin, D. B. (2002). Statistical Analysis with Missing Data, John Wiley & Sons.
Pepe, M. S. and Anderson, G. (1994). A cautionary note on inference for marginal regression models with
longitudinal data and general correlated response data, Communication in Statistics B, 23, 939{951.
Preisser, J. S., Lohman, K. K. and Rathouz, P. J. (2002). Performance of weighted estimating equations for
longitudinal binary data with drop-outs missing at random, Statistics in Medicine, 21, 3035{3054.
Robins, J. M., Rotnitzky, A. and Zhao, L. P. (1994). Estimation of regression coecients when some regressors
are not always observed, Journal of the American Statistical Association, 189, 846{866.
Robins, J. M., Rotnitzky, A. and Zhao, L. P. (1995). Analysis of semiparametric regression models for repeated
outcomes in the presence of missing data, Journal of the American Statistical Association, 90, 106{121.
Rubin, D. B. (1987). Multiple Imputation for Nonresponse in Surveys, John Wiley & Sons.
Song, J. W. and An, H. (2009). Handling and Analysis of Missing Data, Statistical Training Institute, Seoul.
Troxel, A. B., Lipsitz, S. R. and Brennan, T. A. (1997). Weighted estimating equations with nonignorably
missing response data, Biometrics, 53, 857{869.
Wall, M. M., Dai, Y. and Eberly, L. E. (2005). GEE estimation of a misspecied time-varying covariate:
An example with the eect of alcoholism treatment on medical utilization, Statistics in Medicine, 24,
925{939.
712 Boram Park, Inkyung Jung
Ü- õÀÉt ìh t
õ!ÌX GEE| t©\ Ð °!
´ÄÐ 0x ÀÄ ) DP
ôa  x½b;1
am½T<0 t$T¸­ðlü, bð8 YP XYµÄYü
(2012D 10Ô 25| , 2013D 7Ô 31| , 2013D 9Ô 6| DÝ)
 }
äÜ Ì ðlÐ |T)Ý@  Á ,D »  XT|Ä ¨X |XÉD ÄXÀ\ Ît
t©ä. XÀÌ, °! ´Ä  DX°!t DÌ ½°Ð ¸XÉD õXà, Ü- õÀÉt ìh
 ½°Ð  Á ,Ð 0| ÀÄ t ät Ä   8t ä. °! ´Ä  X°!x
½°Ð ÝX 8| t°X0 t   )ü ä ´ )D ¬©X t HÈä. ø |8Ð Ü
- õÀÉt ìh t õ!Ì| GEE| t©Xì ` L ä\ °! ´ÄÐ |T)
Ý ),   ), ä ´ )X ÀÄ Ð  \ \¤¸1ü U1D ¨XäØD µXì DPt ô
Xä. 8  À ) ¨PÐ Ü- õÀÉX ÀÄ  Ü-Å½ õÀÉX ÀÄÐ Dt  Á ,
Ð 0| X (t  l À¬ä. äx P )Ð Dt ä ´ )t  Á ,X ÜÐ  t T \
¤¸Xà¸XÄ@X|ÄX ä.
ü©´: |T)Ý, ä ´,  ), DX°!, X°!.
1Pà : (120-752) ¸Ü  8l ð8\ 50, ð8 YP XYµÄYü, pP. E-mail: ijung@yuhs.ac
