To decide what tests to order, what diagnoses to consider, and what treatments to administer, physicians draw on a large, rapidly growing body of knowledge. To help organize and apply this knowledge, physicians have turned to the field of artificial intelligence (AI) -an amalgam of disciplines such as computer science, mathematics, philosophy, and psychology. Computer-based systems that incorporate AI techniques can recall medical knowledge and integrate it with patientspecific clinical data to help physicians make decisions about their patients' care. This article reviews the techniques and applications of AI for decision support systems in radiology.
Introduction

Intelligence: Artificial and Otherwise
What is artificial intelligence? As a basic science, AI attempts to understand and model those faculties that characterize intelligent behavior. As an applied science, it seeks to enhance the functionality of computer systems [1] . Much of the initial enthusiasm in AI centered on imitating everyday activities such as language and visual perception. Paradoxically, one of the areas in which AI has made the greatest inroads is in mimicking the reasoning of a highly trained human expert.
Expertise is easier to model because it is specialized and focuses on narrow classes of problems. This success has resulted in widespread development of computer-based "expert" systems.
"Expert" Systems and Radiology
An "expert" system -or, more modestly, a decision support system -seeks to apply an expert's knowledge and reasoning to problems in a particular domain. Decision support systems have been developed in a wide variety of medical disciplines, and many of these systems are coming into widespread clinical use [2] . Decision support systems can capture the expertise of radiologists to give referring physicians the information they need to choose imaging procedures appropriately. They also can help radiologists formulate and evaluate diagnostic hypotheses by recalling associations between diseases and imaging findings.
This article reviews the applications of artificial intelligence in radiology, primarily in the context of decision-making processes such as diagnosis and procedure selection ( Table 1) . Among the AI techniques described here are rule-based reasoning, artificial neural networks, hypertext, Bayesian networks, and case-based reasoning. This list of AI techniques is by no means complete, and all of these techniques are subjects of ongoing research.
Decision Support Techniques and Applications
Rule-based Reasoning
Rule-based decision support systems acquire and store knowledge in the form of "production" (IF- THEN) rules. MYCIN, a rule-based expert system developed in the 1970s to advise physicians on the diagnosis and treatment of infectious meningitis [3] , served as a model for many rule-based systems. A typical rule in MYCIN is: "IF (i) the infection is meningitis and (ii) organisms were not seen in the Gram stain and (iii) the organism may be bacterial, and (iv) the patient has been burned, THEN there is suggestive evidence (.7) that Pseudomonas aeruginosa might be one of the organisms causing the infection."
MYCIN established a structure used in virtually all subsequent rule-based expert systems: a knowledge base of rules, an "inference engine," and an explanation facility. The inference engine controls the application of the system's knowledge: it acquires specific information about the case at hand and invokes the appropriate rules. The explanation facility explains the system's reasoning by "translating" the applicable encoded rules into English-language text.
ICON
ICON, a rule-based expert system, helps radiologists with the process of differential diagnosis of lung disease seen on chest radiographs in patients with lymphoproliferative disorders [4, 5] . ICON's prose-text output is generated from the system's 70 rules in response to the patient's clinical information and the findings identified in the images. One such rule (in its English-language translation) is: "If a patient with Hodgkin's disease has a pleural effusion and no lymphadenopathy, then there is a moderate probability that the effusion is caused by an infectious process." The system's knowledge is augmented by references to relevant medical literature. ICON applies a "critiquing" approach [6] : rather than propose a diagnosis, ICON responds to the physician's proposed diagnosis and identifies the evidence supporting it or against it. Other rule-based systems -DxCON, Image/ICON, and Mammo/ICON -are based on ICON and use its critiquing approach. DxCON critiques the radiological work-up of obstructive jaundice using a set of production rules in the domain of jaundice and hepatobiliary disease [7] . Image/ICON and Mammo/ICON apply the critiquing approach to radiological image interpretation and incorporate libraries of images as illustrative examples for diagnosis or education (Figure 1) [8, 9] . These systems aim to ease the burden of developing clinical expert systems by building a knowledge base of imaging findings and associated diagnoses as a by-product of the results reporting process.
PHOENIX
PHOENIX is a rule-based expert system that helps physicians plan diagnostic imaging work-up strategies [10] . It contains knowledge of 54 common clinical problems, such as head trauma and pulmonary embolism, more than 75 radiological procedures, and more than 800 rules. PHOENIX presents its knowledge graphically: for a specified clinical problem, it generates a recommended work-up strategy in the form of an algorithm, or flowchart, from the rules in its knowledge base [11] . Flowcharts provide imaging strategy "road-maps" that are supplemented by synopses of clinical problems, descriptions of imaging procedures, and explanations of the system's reasoning (Figure 2) . A prototype radiology order-entry system incorporates the critiquing approach to guide referring physicians to appropriate radiology procedures [12] .
PHOENIX has been integrated with a clinical radiology information system, where it was validated and evaluated in a two-year clinical trial [13] . It received very favorable reviews from physicians and support personnel, both in radiology and in other clinical specialties. Physicians found the system easy to use, helpful for learning radiology, and useful for making clinical decisions.
Artificial Neural Networks
An artificial neural network -a collection of interconnected elements that can learn to recognize patterns -is an abstract model inspired by knowledge of the brain's function [1] . Artificial neural networks are characterized by a large number of very simple, neuron-like processing elements and a large number of weighted connections between these elements. The weights on the connections encode the knowledge of a network. Each network element ("neuron") mathematically combines the influences it receives as input to determine if it will activate ("fire"), and thereby affect other nodes downstream.
Artificial neural networks learn directly from observations: they do not require rules or other knowledge from a domain expert. This "unsupervised" learning is arguably the greatest strength of this technique. A neural network is trained by presenting it with a set of input variables and the observed dependent (output) variables. Training the network empirically establishes the values of the internodal connections, which then can be applied to classify new, unknown cases.
The greatest disadvantage of artificial neural networks is their inability to produce meaningful explanations of their decisions. Unlike a rule-based system, which can cite a chain of reasoning to symbolically relate an observation to a conclusion, artificial neural networks have only an impenetrable thicket of numerical connection values. Particularly in multi-layered networks -which include "hidden" layers of nodes between the input and output layers -no comprehensible meaning can be assigned to the numerical data. Perception -finding lung nodules on a radiograph, for example -has little need for explanations. Indeed, humans cannot explain the procedures they use for vision and speech recognition. But decision making demands explanations: physicians generally will not accept and act on a computer system's advice without knowing the basis for the system's decision [14] .
As computers have grown increasingly powerful and neural-network software has gained sophistication, artificial neural networks have become increasingly useful for perceptual and decisionmaking tasks. Artificial neural networks have been applied to several areas in radiology ( Table 2 ) [15] [16] [17] [18] [19] [20] [21] [22] [23] , and are poised to play an important role in clinical radiological decision making [24] . In many cases, their ability to formulate a diagnosis from clinical data and radiographic findings has equaled or exceeded that of radiologists (e.g., [15, 22] ).
Hypertext and Hypermedia
The word "hypertext" was coined as a term for "non-sequential writing" [25] . Hypertext presents knowledge in nonlinear format and highlights its inter-relations [25] . The links form a "network" or "web" of information, which can knit together seemingly disparate pieces of information. Readers can traverse this network from any starting point to follow their curiosity or to answer specific questions; they can browse through the information or examine a specific topic in greater depth.
The World Wide Web is one of the fastest growing aspects of the Internet, the international "information highway." Web documents are stored in a standard hypertext format and exist physically on computers throughout the world. A "server" program at the distant host computer sends the hypertext document to a "client" program on the user's own computer. The client program displays the text and, when the user selects a link, transmit a request for that linked document to the remote computer. By exploiting the embedded links between documents, users can browse -or "navigate" -documents using a simple, familiar interface, in any sequence, and without regard to the documents' physical locations.
CASPER and Explorer
CASPER (Computer-Aided Selection of Procedures and Evaluation of Results) is a hypertext for
planning diagnostic workup strategies [27] [28] [29] . A "knowledge management" system, called Explorer, presents CASPER's frame-based knowledge of clinical problems and imaging procedures as illustrations of diagnostic-imaging algorithms and their accompanying descriptions (Figure 4) . Explorer employs a hypertext model to link graphical work-up algorithms, literature citations, case simulations, and "what if" probability calculations. Explorer incorporates a differential diagnosis knowledge base, portions of electronic medical textbooks, and high-resolution image viewing and manipulation tools.
DeSyGNER, an object-oriented "building block" approach to the construction of knowledge management resources, builds upon the work in Explorer to create a platform for clinical information systems and workstations ( Figure 5 ) [30] .
FACT/FILE
FACT/FILE provides an online hypertext "reference file" for radiologists and radiology residents [31] . More than 1100 frames contain textual descriptions of diseases, radiological findings, differentialdiagnosis lists ("gamuts"), and pertinent anatomy, physiology and pathology (Figure 6 ). Frames are linked to indicate causal relationships, contrast their features, or to show associations. FACT/FILE indexes the frames by title and organ system, and remembers the order in which the frames were chosen so that the user can return to previous frames.
FACT/FILE is "groupware": it allows and encourages users to work together to share knowledge.
Any user can add frames to the system and link them to existing frames; these new frames are kept private until one of the system's editors "publishes" them. The editors provide a form of peer review to prevent inaccurate information from being disseminated. Users can send comments about a frame to the frame's author and FACT/FILE's editors; this facility promotes interaction and helps assure the validity of the information. 
Bayesian Networks
Bayesian networks allow physicians to reason about uncertain knowledge using the techniques of probability theory [32, 33] . By applying this technique to medical reasoning, one can express the relationships between diagnoses, physical findings, laboratory test results, and imaging study findings.
Physicians can determine the a priori ("pre-test") probability of disease, incorporate laboratory and imaging results to calculate a posteriori ("post-test") probabilities, and determine the most informative examination. In radiology they are being applied to the diagnosis of liver lesions on MR images [34] and the selection of imaging procedures for patients with suspected gallbladder disease (Figure 7 ) [35] .
Bayesian networks -also called belief networks or causal probabilistic networks -represent knowledge graphically: each of a graph's nodes represents a variable (Figure 7a) . Each variable has two or more possible states with their associated probability values; for each variable, these probability values sum to 1. For example, the variable "Gallstones" has two states: "present" and "absent." The connections between variables represent direct influences, expressed as conditional probabilities such as sensitivity and specificity. For example, the actual presence of gallstones ("Gallstones") influences whether or not gallstones are seen on ultrasound ("US Gallstones"); the conditional probability values for the Bayesian network model were derived from published values of sensitivity and specificity. Because Bayesian networks represent uncertainty using standard probability, one can collect the data to build a model by drawing directly on published statistical studies.
Bayesian networks represent a very promising technique for clinical decision support. Further effort is needed to develop more comprehensive models of interactions between demographic factors, symptoms, and diseases. The knowledge base of QMR, a large, rule-based expert system for internal medicine, is being converted into a Bayesian network model [36, 37] .
Case-Based Reasoning
Case-based reasoning (CBR) is an approach to computer-based cognition that involves reasoning from prior experiences [38, 39] : it solves new problems by adapting solutions that were used to solve old problems (Figure 8) . The knowledge base, or "memory," of a CBR system consists of cases indexed by their pertinent features. New cases are addressed by indexing their features, retrieving similar cases from memory, and adapting prior cases' solutions to the current case. Case-based reasoning has been applied to radiology in a number of areas. ROENTGEN is designed to help plan radiation therapy protocols [40] . ISIS (Intelligent Selection of Imaging Studies) is a casebased decision support system being developed to help physicians select diagnostic imaging procedures such as CT, ultrasound, MRI and angiography [41] . ISIS encompasses actual cases abstracted from radiology department records and prototypical cases drawn from expert opinion and published texts. A prototype version, ProtoISIS, performed well with a limited set of training and test cases (see Figure 9) [42].
Bringing "Artificial" Intelligence into the "Real" World
Builders of expert systems must choose the most appropriate AI techniques for a particular application ( Table 3 ). In addition, developers must address organizational and operational aspects of a decision support system ( Table 4) . Validation and evaluation are crucial. Validation assures that a medical decision support system's advice is "accurate, complete, and consistent" [43] ; evaluation addresses the system's applicability, speed, acceptability, and utility to physicians in clinical practice [44] . Developers must establish an on-going means to monitor and update a decision support system's knowledge to prevent its gradual obsolescence.
Although decision support systems have great potential to improve medical care and many such systems have been developed, relatively few have come into routine clinical use. Experience with PHOENIX and FACT/FILE has shown that physicians actively will use expert systems that have been integrated with a clinical radiology information system [13, 31] . Such "embedded" systems can enhance the effectiveness of clinical information systems by becoming part of the physician's daily working environment; they can offer the greatest potential impact on clinical care [45] .
Conclusion
The future of artificial intelligence and information systems in medicine lies in integration.
Decision support systems that are embedded into routine clinical functions will have the best opportunity to improve medical practice. Because the selection, analysis, and diagnostic interpretation of radiological studies share many distinct elements of knowledge, it is essential to integrate these previously separated parts of the consultative process. To educate the next generation of radiologists and to provide the knowledge on which the field of radiology will grow, it is crucial to bring together the functions of clinical care, research, and education.
The computer-based patient record -now recognized as an important goal for health care -will foster widespread clinical computing, and will provide a platform for integration of clinical information, images, laboratory data, medical literature, and decision support technology [46] . Decision support systems can add value to clinical information systems and to radiology consultations. Through integration with the computer-based patient record, radiology decision support systems are poised to improve the quality of medical care. Table 1 .
Applications of artificial intelligence in the radiology consultation process.
Procedure selection
Help radiologists and/or referring physicians select the most appropriate imaging procedure; considerations include the efficacy, costs, and risks of the various possible procedures. 
Image interpretation
Results reporting
Increase the speed and improve the quality of imaging-study reports using speech recognition and structured reporting .* * These topics do not reflect "decision support," and are beyond the scope of this article. Table 2 .
Decision support applications of artificial neural networks in radiology. 
Domain
Ingredient Instructions for Preparation
(1) Availability
Make the system readily available at workstations in clinics, inpatient wards, intensive care units, laboratories and radiology departments, preferably via a central computer system or network. Many excellent programs sit on isolated computers in a lab or office and receive infrequent use.
(2) Ease of use
Make the user interface uniform, intuitive, and fast.
Physicians have many demands on their time, and will not tolerate a system that requires a large amount of data entry or that responds after long pauses.
(3) Integration
Embed the system within physicians' usual clinical functions. A system that helps interpret mammograms should be part of the reporting process.
(4) Collaboration
Assist and support the physician's decision making process, don't usurp it. Let the computer present information; let the physician integrate it into a decision.
(5) Accuracy and consistency
Test the system rigorously. Validate the system's knowledge and evaluate its performance and acceptability.
(6) Awareness of limits
As with people, problems can occur at the boundary between knowledge and ignorance. The system should know the limits of its knowledge, and inform the physician accordingly.
(7) Good medicine
Solve important problems. The system should demonstrably and significantly improve the quality and cost-effectiveness of medical care, and ultimately improve the health of our patients. 
