Introduction
Let ] be analytic in the ,,nit disc, I 1< 1 and suppose that < 1 for [ z[ < 1. Then / (/# 0) admits a representation / = B-E, where
B(z)=eiOzmii 5k(a~-z)
k ]aLl (1-5~z) is the normalized Blasehke product of / and where 
~2zt eit+ E(z) = exp { -w(z)}, w(z) = ~ ~ d/~(t),

I~(x + h) -/~(x-h) -->+ ~ as h-> + O, (1.3) h
it is well known (ef. [1] , p. 108) that
/(e~) = lim /(reiX)=O.
r.--~ 1-0 However, condition (1.3) does not imply the existence of the radial limits of the derivatives of /. In a previous paper [3] It is the primary object of the present paper to improve and generalize this result. We establish, i/
Ao SAMUELSSON, On the derivatives of bounded analytic functions lira inf #(x+ h)-#(x-h) >n, ~--,.+o -h log h
where n is a natural number, then (e =,nmo/*) = 0 /or 0 < k < Moreover, local conditions on the function # and on the Blaschke product, implying the existence of [(n)(e~X)#0, will be given.
Throughout this paper we use the following notations and conventions. The class of analytic functions [ described above will be called ~. The class of analytic functions w defined in the unit disc by f~ n e u + z w(z) = Hz (t) d#(t), H~ (t) = e-~-~, (1.4) where # is a function of bounded variation on the interval .[0, 2~], is denoted by 7/q. It should be noted that w E W implies that Im w(O)= 0. Moreover, ~/ will be the class of harmonic functions u, which are the Poisson integral of a finite real measure on the unit circle I zl = 1, i.e. The function # associated with the functions /, w and u in the representation formulas (1.2), (1.4) and (1.5) has a periodic extension denoted by #* and defined as follows; put #* (t)=#(t) for 0~<t< 2~r and extend this function to a periodic function with the period 2~z. We now state and prove a theorem connecting the increase of the real part of w with the increase of the associated function /t. we may apply Fatou's theorem to the function u-u~ to obtain Theorem 2.1 in the general case.
The following two inequalities
are immediate consequences of Theorem 2.1. It should be noted that there are harmonic functions, such that the sign of equality does not hold in these inequalities. For instance the function u associated with the singular positive measure induced by eil if x+e 2<t<~2~,
if O<~t<~x is such a function Theorem 2.1 shows that the radial increase of u depends on the behaviour of q~. Likewise, the increase of the conjugate harmonic function ~2 is connected with the behaviour of ~. This connection, however, is more intricate and the only thing we prove is the following analogue of Corollary 2.1.
Theorem 2.2. Let u Ell and suppose that
In particular -r "(~t*; x, t) -2 sin 2 t/2
and it follows that the theorem is true for the special function ur.
The proof is now completed applying the theorem in the special case when = 0 to the function u-ue. 
ARKIV F611 MATEMATIK. Bd 5 nr 19
The first two of these properties are trivial. Observe that, if 0 ~< t ~< z~, 0 < r< 1, we have
[t g'~(t)[<~zcr-89 k! (l + (l + k) Pr(t)),
where P~ is the Poisson kernel. Hence the last property follows by integration. Using the first property of K~ the integral in (2.4) may be written f:
whence, if 0 < (~ < ~,
If? I ; gr(t-x) dtz(t ) <~lw(O) l IKr(x) I+Cn [tg'~(t)[dt+gC, sup IrKS(t)[,
where Ce = sup l~0(p*; x, t) l + sup I~(/z*; x, t) l.
O<~t<~O O<~t<~O
Since C~--->0 as ~--> + 0 we have, by the properties of Kr, 
.< 2k! P~(t), IKr(t) l-~l+ r
we have, if w = u + ifi.
2k! f[~ 2k! (1--r)k[w(k'(re~Z)]<~ r P~(t-x)dlg](t)=~-~r]Ul(rdZ),
establishing the following theorem.
Theorem 2.6. Let wE ~. Then, i~ k is any natural number, ~<2k! (1--r)klw(k) (re'X)] l +r lul (re'Z) 9
Theorem 2.6, for k= l, is in Zygmund ([4] , p. 258) in the special case when # is absolutely continuous.
Boundary hehaviour of f(,9
In this section we transfer the results of section 2 to the functions/E:~, defined in section 1. We denote by B, E and w the functions defined by (1.1) and (1.2). Unless otherwise stated u=Re w throughout this section. We remark that the assumption of Theorem 3.1 is just a sufficient condition. To illustrate this put / = B. E, where B is a Blaschke vroduct with the following properties;
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Lemma. Let u be a non-negative, harmonic/unction de/ined in the unit disc and let Cz be a circle with center z, I zl< 1, and radius
B(reiZ)=O(1-r) and B'(re~X)=O(1) as r-->l-0.
For instance the Blaschke product 
u(re~X) > n r-~l-o --log (l-r)
and since the proof of Theorem 3.1 starts from this inequality, we still have l (k) (e ~x) = 0 for 0 ~< k ~< n. However, if lim sup n r (p ; x, h) < n h-.+0 -log h the conclusion of Theorem 3.1 is false, provided the zeros of/are not too close to the point e ix. Before we prove this statement let us consider a function E, given by (1.2). Since
we may write The homogenity property of Qk may be used to rewrite (3.4) as We are now able to prove the statement concerning the boundedness of/(n). and thus arguing as in the proof of Theorem 3.3 we may conclude that/~r (e'~ = 0 for 0~k<~n. This method was used in [3] in the case n=l.
E (~) (z) = Qn (w' (z), w" (z) ..... w ('~) (z)) E(z)
In both proofs of Theorem 3.1 we really use the fact that /x is non-decreasing, while in Theorems 3.2, 3.3 and 3.4 it is enough to suppose that /x is of bounded variation. Actually, if the analytic function [ is "beschr/~nktartig" Theorem 3.1 is false. To see this put w(z) = -(1 + e) log (1 -ze -ix) + ie -1 (exp ( -e log (1 -ze -ix} -1).
If 0 < e < 1, this function belongs to ~/9 and some simple calculations yield lira {~t~0(/x; x, h)+(l+c) log h}=l+e. 
