We introduce a new optimization problem regarding embeddings of a graph into a Euclidean space and discuss its relation to the two, mutually dual, optimizations problems introduced by Göring-Helmberg-Wappler. We prove that the Laplace eigenvalue maximization problem of Göring et al is also dual to our embedding optimization problem. We solve the optimization problems for generalized polygons and graphs isomorphic to the one-skeltons of regular and semi-regular polyhedra.
Introduction
In this paper, we introduce a new optimization problem regarding embeddings of a finite graph into a Euclidean space, motivated by the study of a certain invariant of the metric cone over a CAT(1) metric graph. The problem is related to the maximization problem regarding the first nonzero eigenvalue of the Laplacian, introduced by Göring-Helmberg-Wappler [5] . We discuss a relation between these two problems. In particular, we establish an inequality relating the optimal values of the problems and also give an example for which the equality sign is attained.
A similar optimization problem regarding graph-embeddings was also considered in [5] . The problem is dual to their eigenvalue maximization problem mentioned above, and more remarkably there is no duality gap, meaning that the optimal values of the two problems necessarily coincide. We discuss relation between two optimization problems regarding graph-embeddings, and find a precise relation between the optimal values of these problems. This relation, combined with the no-duality-gap result mentioned above, makes it possible to establish a formula computing an optimal value of our embedding optimization problem in terms of that of the eigenvalue maximization problem.
We give examples of graphs for which the optimization problems due to Göring-Helmberg-Wappler can be explicitly solved. They are isomorphic to the oneskeltons of regular and semi-regular polyhedra, and the optimal solutions for the embedding optimization problem realize the graphs as the one-skeltons of the given polyhedra.
A dual problem in the framework of semidefinite programing can be formulated if a primal problem and an appropriate Lagrange function are given, and different choices of Lagrange function may produce different dual problems. In fact, we prove that the eigenvalue maximization problem is also dual to our embedding optimization problem.
Embedding and spectrum gap of a finite graph
Let G = (V, E) be a finite connected graph, where V and E are the sets of vertices and (undirected) edges, respectively. We assume that G is simple, that is, that G has no loops nor multiple edges. Denoting the set of directed edges by − → E and defining the equivalence relation ∼ on − → E by (u, v) ∼ (v, u), we regard E as the set of equivalence classes uv. Thus, uv = vu as elements of E.
Throughout this section, we fix a weight m 0 : V → R >0 on the set of vertices V , and a distance parameter d : E → R >0 on the set of edges E. Set M := u∈V m 0 (u) and D 2 := uv∈E d(uv) 2 .
We consider the following optimization problem:
where · is the Euclidean norm on R |V | , minimize the (squared) norm of the affine barycenter
In other words, evaluate
Our first observation is that this problem is related to an optimization problem regarding the spectral gap of the Laplacian, introduced in [5] (see also [4] ) and reviewed below. To define the Laplacian, we take a weight m 1 : E → R ≥0 on the set of edges E. We assume that
where we write v ∼ u if uv ∈ E. Note that ∆ (m 0 ,m 1 ) has eigenvalue 0, and the corresponding eigenspace consists precisely of constant functions since G is assumed to be connected. Therefore, the second smallest eigenvalue of ∆ (m 0 ,m 1 ) is positive; it is denoted by λ 1 (G, (m 0 , m 1 )) and referred to as the first nonzero eigenvalue of ∆ (m 0 ,m 1 ) . It is a standard fact that λ 1 (G, (m 0 , m 1 )) is characterized variationally as
where ϕ = u∈V m 0 (u)ϕ(u)/M and the infimum is taken over all nonconstant functions ϕ.
Remark 1. The Laplacian (1.2) essentially coincides with the one employed in [5] . In fact, write V = {u 1 , . . . , u |V | }, and define a linear isometry π :
We are ready to state the following Remark 2. When m 0 ≡ 1 and d ≡ 1, σ(G, m 0 , d) is denoted by a(G) and called the absolute algebraic connectivity of G by Fiedler [3] .
The following proposition is the key to relating the two optimization problems. 
.
In (1.4), the equality sign holds if and only if there exists ϕ :
Since ϕ obeys the constraints (1.1), the rightmost expression is
The assertion on the equality case is clear.
Since the left-hand sides of (1.4) do not depend on m 1 , we obtain Corollary 1.4. Let G = (V, E) be a finite connected graph equipped with a vertexweight m 0 and a distance parameter d. Then we have
In Example 1. Let G p be the incidence graph of the projective plane P 2 (F p ) over the field F p = Z/pZ, where p is a prime number. Since P 2 (F p ) has p 2 + p + 1 lines and p 2 + p + 1 points with p + 1 points on every line and p + 1 lines through every point, G p is a (p + 1)-regular bipartite graph with 2(p 2 + p + 1) vertices. Note also that G p has diameter 3. Define weights m 0 , m 1 and a distance parameter d by
so that the normalization (1.3) is satisfied and D 2 /M = 1/2. By a result of Feit and Higman [2] , we have λ 1 (G p , (m 0 , m 1 )) = 1 − √ p p+1 , and therefore
On the other hand, Problem 1.1 for G p is solved in [6] , and the solution ϕ satisfies
where d Gp is the combinatorial distance on V . It follows that
Thus the equality sign holds in (1.4) (and hence in (1.5)). In particular, when the vertex-weight m 0 ≡ p + 1 and the distance parameter d ≡ 1 are fixed, the choice of edge-weight m 1 ≡ 1 maximizes the spectral gap λ 1 (G p , (m 0 , m 1 )) among all those subject to the normalization (1.3), and σ(G, m 0 , d) = 1 − √ p p+1 .
Relation to other optimization problems
In [5] (see also [4] ) an optimization problem similar to Problem 1.1 is considered. Again, the problem is concerned with graph-embeddings, and very importantly it is dual to Problem 1.2. In this section, after reviewing this duality, we discuss how Problem 1.1 is related to the one in [5] . (In fact, our Problem 1.1 is also dual to Problem 1.2. This will be discussed in §3.)
Let G = (V, E) be a finite connected graph equipped with a vertex-weight m 0 : V → R >0 and a distance parameter d : E → R >0 .
That is, evaluate
It is shown in [4] that Problem 2.1 is dual to Problem 1.2. For the precise formulation of this duality, we refer the reader to [4, pp. 474-475] . By semidefinite duality theory together with strict feasibility, they deduce that the optimal values of the two problems (are attained and) coincide. We record this fact as Remark 4. The inequality
is an analogue of (1.5) and can be proved by a similar argument. Indeed, if ϕ : V → R |V | is a map satisfying the constraints (2.1), then
Therefore, (2.3) follows. Let m 1 and ϕ be optimal solutions for Problems 1.2 and 2.1, respectively. Then the inequality signs in (2.4) become equalities, and hence each component of ϕ has to be an eigenvector of the eigenvalue λ 1 (G, (m 0 , m 1 )) of ∆ (m 0 ,m 1 ) . This verifies Remark 3.3 on p. 292 of [4] .
By combining (1.5) and (2.2), we obtain
The following proposition gives a more precise relation between Problems 1.1 and 2.1 concerning optimal embeddings. Proof. Let ϕ be an optimal solution of Problem 1.1. Then ψ = ϕ − ϕ satisfies the constraints (2.1) of Problem 2.1. Since
we obtain
The other way around, let ϕ be an optimal solution of Problem 2.1. We treat the following two cases separately: Therefore, δ(G, m 0 , d) ≤ 1 − ν(G, m 0 , d).
We may now conclude (2.6).
Combining Proposition 2.3 with Theorem 2.2, we obtain the following Corollary 2.4. Let G = (V, E) be a finite connected graph equipped with a vertexweight m 0 and a distance parameter d. Then we have
, 0 .
Notice that (2.6) improves the inequality (1.5) of Corollary 1.4.
Optimal embeddings of semi-regular polyhedra
In this section, we consider graphs isomorphic to the one-skeltons of regular and semi-regular polyhedra, and decide their optimal embeddings for Problem 2.1. It will turn out that the resulting embeddings obtained as the optimal solutions of Problem 2.1 coincide with those realizing the graphs as one-skeltons of the given polyhedra.
3.1. Platonic solids. The Platonic solids are the five regular convex polyhedra: the regular tetrahedron, the regular hexahedron, the regular octahedron, the regular dodecahedron and the regular icosahedron.
We discuss the dodecahedron in detail. The other polyhedra can be handled similarly. Let C 20 = (V, E) be a graph isomorphic to the one-skelton of the dodecahedron, which has 20 vertices and 30 edges. Let parameters m 0 , d be uniform ones: m 0 ≡ 1, d ≡ 1. We verify that the optimal embedding of C 20 realizes it as the one-skelton of the regular dodecahedron. In fact, if we choose m 1 uniform, that is, m 1 ≡ 1, then the first nonzero eigenvalue of the corresponding Laplacian is computed as λ 2 (C 20 , (m 0 , m 1 )) = 3 − √ 5. On the other hand, for the regular dodecahedron with edge length one, the radius of its circumscribed sphere is ( √ 15 + √ 3)/4. Therefore, this feasible solution has 30/[20(( √ 15 + √ 3)/4) 2 ] = 3 − √ 5, the same value as above, as the objective value of the embedding problem. Thus we conclude that the optimal embedding of C 20 gives the one-skelton of the regular dodecahedron.
Similar results are obtained for the other four regular polyhedra. The optimal values of Problem 1.2 for these polyhedra with the same choices of parameters are listed in Table 1 . 
Then by a result of [1] , the first nonzero eigenvalue of the Laplacian for the above vertex and edge weights is
We begin with the case that the edge parameter d is uniform: d ≡ 1. The circumscribed sphere of the truncated icosahedron with edge length one has radius 58 + 18 √ 5/4. Therefore, the objective value of the problem (2. Therefore, the one-skelton of the truncated icosahedron is realized by an optimal embedding. We now consider the case that the distance parameter d is given by
It is reasonable to expect that the one-skelton of the truncated icosahedron in which the ratio of the length of a pentagonal edge to that of a hexagonal edge is a : b is obtained as an optimal embedding. The barycenter of this truncated icosahedron is at the origin again, and the objective value for this feasible solution is
where s = b/a. (Note that this value coincides with the one in the previous case that a = b = 1.) A feasible solution for Problem 1.2 with the parameter d is found as
a 12 + 4 √ 5 a 2 + 12 + 4
The objective value for this feasible solution is
Since the objective values coincide, we get the expected result.
3.3.
Other Archimedean solids. Archimedean solids are convex polyhedra all of whose faces are regular polygons, and which have a symmetry group acting transitively on the vertices. (Note, however, that the prisms, antiprisms and five Platonic solids are excluded.) Archimedean solids are classified and identified by the vertex configuration which refers to polygons that meet at any vertex. For example, a truncated icosahedron is denoted by (5, 6, 6) .
Let G be the one-skelton of a truncated icosidodecahedron (4, 6, 10) . And let an edge weight m 1 be given by For the truncated icosidodecahedron with side length √ 3, the radius of its circumscribed sphere is 93 + 36 √ 5/2, and thus the objective value for Problem 2.1 is 120 × (93 + 36 √ 5)/4 = 90(31 + 12 √ 5). Therefore, the one-skelton of the truncated icosidodecahedron is realized by an optimal embedding.
In the same way, the one-skeltons of the truncated cuboctahedron (4, 6, 8) and the truncated octahedron (4, 6, 6) are also realized by optimal embeddings of the corresponding graphs.
Duality between Problem 1.1 and Problem 1.2
In [5] it is shown by using the Lagrange approach that Problem 1.2 is dual to Problem 2.1. In this section, we show that Problem 1.2 is also dual to Problem 1.1.
Let ϕ : V → R |V | be an arbitrary map which are unconstrained, and let m 1 : E → R ≥0 and µ ∈ R be new variables. We define the Lagrange function by
It is easy to see that the following inequality holds. Thus the optimization system of the left-hand side is the same as that of Problem 1.1, that is,
The right-hand side gives its dual problem, which we shall identify. To do so, we rewrite the Lagrange function (4.1) as
Let µ ∈ R and m 1 : E → R ≥0 . If these parameters satisfy the inequality Thus we get M ≥ −µ.
Next we assume ϕ is an eigenmap of λ 1 (G, (m 0 , m 1 )). Then the inequality (4.2) is 0 ≤ M 2 ||bar(ϕ)|| 2 + µ u∈V m 0 (u)||ϕ(u)|| 2 +λ 1 (G, (m 0 , m 1 )) u∈V m 0 (u)||ϕ(u)|| 2 − M||bar(ϕ)|| 2 .
By using bar(ϕ) = 0 we get λ 1 (G, (m 0 , m 1 )) ≥ −µ.
Therefore the dual problem is a problem that maximizes In this optimization process, we first optimize the objective function with respect to the parameters µ and λ. Thus µ attains M and −1/λ attains −µD 2 /λ 1 (G, (m 0 , m 1 )), and the problem reduces to the following: Maximize M 2 − D 2 M λ 1 (G, (m 0 , m 1 )) over all edge weight m 1 : E → R ≥0 subject to uv∈E d(uv) 2 m 1 (uv) = D 2 . This problem is nothing but Problem 1.2 and the desired duality is established. In particular, the inequality (1.5) in Corollary 1.4 is reproduced.
