In this paper we prove a Sobolev and a Morrey type inequality involving the mean curvature and the tangential gradient with respect to the level sets of the function that appears in the inequalities. Then, as an application, we establish a priori estimates for semi-stable solutions of −∆ p u = g(u) in a smooth bounded domain Ω ⊂ R n . In particular, we obtain new L r and W 1,r bounds for the extremal solution u ⋆ when the domain is strictly convex. More precisely, we prove that u ⋆ ∈ L ∞ (Ω) if n ≤ p + 2 and u ⋆ ∈ L np n−p−2 (Ω) ∩ W 1,p 0 (Ω) if n > p + 2.
Introduction
The aim of this paper is to obtain a priori estimates for semi-stable solutions of p-Laplace equations. We will accomplish this by proving some geometric type inequalities involving the functionals where Ω is a smooth bounded domain of R n with n ≥ 2 and v ∈ C ∞ 0 (Ω). Here, and in the rest of the paper, H v (x) denotes the mean curvature at x of the hypersurface {y ∈ Ω : |v(y)| = |v(x)|} (which is smooth at points x ∈ Ω satisfying ∇v(x) = 0), and ∇ T,v is the tangential gradient along a level set of |v|. We will prove a Morrey's type inequality when n < p + q and a Sobolev inequality when n > p + q (see Theorem 1.2 below). Then, as an application of these inequalities, we establish L r and W 1,r a priori estimates for semi-stable solutions of the reaction-diffusion problem
in Ω, u > 0 in Ω, u = 0 on ∂Ω.
(1.2)
Here, the diffusion is modeled by the p-Laplace operator ∆ p (remember that ∆ p u := div(|∇u| p−2 ∇u)) with p > 1, while the reaction term is driven by any positive C 1 nonlinearity g. As we will see, these estimates will lead to new L r and W 1,r bounds for the extremal solution u ⋆ of (1.2) when g(u) = λf (u) and the domain Ω is strictly convex. More precisely, we prove that u ⋆ ∈ L ∞ (Ω) if n ≤ p + 2 and u ⋆ ∈ L np n−p−2 (Ω) ∩ W 1,p 0 (Ω) if n > p + 2.
Geometric Sobolev inequalities
Before we establish our Sobolev and Morrey type inequalities we will state that the functional I p,q defined in (1.1) decreases (up to a universal multiplicative constant) by Schwarz symmetrization. Given a Lipschitz continuous function v and its Schwarz symmetrization v * it is well known that Our first result establishes that I p,q (v * ; B R ) ≤ CI p,q (v; Ω) for some universal constant C depending only on n, p, and q. Schwarz symmetrization. Let I p,q be the functional defined in (1.1) with p, q ≥ 1. If n > q + 1 then there exists a universal constant C depending only on n, p, and q, such that A related result was proved by Trudinger [18] when q = 1 for the class of mean convex functions (i.e., functions for which the mean curvature of the level sets is nonnegative). More precisely, he proved Theorem 1.1 replacing the functional I p,q bỹ and considering the Schwarz symmetrization of v with respect to the perimeter instead of the classical one like us (see Definition 2.1 below). In order to define this symmetrization (with respect to the perimeter) it is essential to know that the mean curvature H v of the level sets of |v| is nonnegative. Then using an Aleksandrov-Fenchel inequality for mean convex hypersurfaces (see [17] ) he proved Theorem 1.1 for this class of functions when q = 1.
We prove Theorem 1.1 using two ingredients. The first one is the classical isoperimetric inequality:
for any smooth bounded domain D of R n . The second one is a geometric Sobolev inequality, due to Michael and Simon [12] and to Allard [1] , on compact (n − 1)-hypersurfaces M without boundary which involves the mean curvature H of M: for every q ∈ [1, n−1), there exists a constant A depending only on n and q such that
for every φ ∈ C ∞ (M), where q ⋆ = (n−1)q/(n−1−q) and dσ denotes the area element in M. Using the classical isoperimetric inequality (1.5) and the geometric Sobolev inequality (1.6) with M = {x ∈ Ω : |v(x)| = t} and φ = |∇v| (p−1)/q we will prove Theorem 1.1 with the explicit constant C = A q p |∂B 1 | q (n−1)p , being A the universal constant in (1.6). From Theorem 1.1 and well known 1-dimensional weighted Sobolev inequalities it is easy to prove Morrey and Sobolev geometric inequalities involving the functional I p,q . Indeed, by Theorem 1.1 and since Schwarz symmetrization preserves the L r norm, it is sufficient to prove the existence of a positive constant C independent of v * such that
Using this argument we prove the following geometric inequalities.
Theorem 1.2.
Let Ω be a smooth bounded domain of R n with n ≥ 2 and v ∈ C ∞ 0 (Ω). Let I p,q be the functional defined in (1.1) with p, q ≥ 1 and
.
Assume n > q + 1. The following assertions hold:
for some constant C 1 depending only on n, p, and q.
where C 2 is a constant depending only on n, p, q, and r.
for some positive constant C 3 depending only on n and p.
Cabré and the second author [6] proved recently Theorem 1.2 under the assumption q ≥ p using a different method (without the use of Schwarz symmetrization). More precisely, they proved the theorem replacing the functional I p,q (v; Ω) by the one defined in (1.4),Ĩ p,q (v; Ω). Therefore, our geometric inequalities are only new in the range 1 ≤ q < p.
Open Problem 1. Is Theorem 1.2 true for the range 1 ≤ q < p and replacing the functional I p,q (v; Ω) by the one defined in (1.4),Ĩ p,q (v; Ω)?
This question has a posive answer for the class of mean convex functions. Trudinger [18] proved this result for this class of functions when q = 1 and can be easily extended for every q ≥ 1. However, to our knowledge, for general functions (without mean convex level sets) it is an open problem.
Regularity of semi-stable solutions
The second part of the paper deals with a priori estimates for semi-stable solutions of problem (1.2). Remember that a regular solution u ∈ C 1 0 (Ω) of (1.2) is said to be semistable if the second variation of the associated energy functional at u is nonnegative definite, i.e.,
for every φ ∈ H 0 , where H 0 denotes the space of admissible functions (see Definition 4.1 below). The class of semi-stable solutions includes local minimizers of the energy functional as well as minimal and extremal solutions of (1.2) when g(u) = λf (u).
Using an appropriate test function in (1.10) we prove the following a priori estimates for semi-stable solutions. This result extends the ones in [3] and [6] for the Laplacian case (p = 2) due to Cabré and the second author. (a) If n ≤ p + 2 then there exists a constant C depending only on n and p such that
there exists a constant C depending only on n and p such that
for all s > 0. Moreover, there exists a constant C depending only on n, p, and r such that
To prove (1.11) and (1.12) we use the semi-stability condition (1.10) with the test function φ = |∇u|η to obtain
for every Lipschitz function η in Ω with η| ∂Ω = 0. Then, taking η = T s u = min{s, u}, we obtain (1.11) and (1.12) when n = p + 2 by using the Morrey and Sobolev inequalities established in Theorem 1.2 with q = 2. The critical case n = p + 2 is more involved. In order to get (1.11) in this case, we take another explicit test function η = η(u) in (1.14) and use the geometric Sobolev inequality (1.6). The gradient estimate established in (1.13) will follow by using a technique introduced by Bénilan et al. [2] to get the regularity of entropy solutions for p-Laplace equations with L 1 data (see Proposition 4.2).
The rest of the introduction deals with the regularity of extremal solutions. Let us recall the problem and some known results in this topic. Consider
where λ is a positive parameter and f is a C 1 positive increasing function satisfying
Cabré and the second author [5] proved the existence of an extremal parameter λ ⋆ ∈ (0, ∞) such that problem (1.15) λ admits a minimal regular solution u λ ∈ C 1 0 (Ω) for λ ∈ (0, λ ⋆ ) and admits no regular solution for λ > λ ⋆ . Moreover, every minimal solution u λ is a semi-stable for λ ∈ (0, λ ⋆ ).
For the Laplacian case (p = 2), the limit of minimal solutions
is a weak solution of the extremal problem (1.15) λ ⋆ and it is known as extremal solution. Nedev [13] proved, in the case of convex nonlinearities, that
Recently, Cabré [3] , Cabré and the second author [6] , and Nedev [14] proved, in the case of convex domains and general
For arbitrary p > 1 it is unknown if the limit of minimal solutions u ⋆ is a (weak or entropy) solution of (1.15) λ ⋆ . In the affirmative case, it is called the extremal solution of (1.15) λ ⋆ . However, in [15] it is proved that the limit of minimal solutions u ⋆ is a weak solution (in the distributional sense) of (1.15) λ ⋆ whenever p ≥ 2 and f satisfies the additional condition:
This extends previous results of Nedev [13] for the Laplacian case (p = 2) and convex nonlinearities.
Our next result improves the L q estimate in [13, 15] for strictly convex domains. We also prove that u ⋆ belongs to the energy class W 1,p 0 (Ω) independently of the dimension extending an unpublished result of Nedev [14] for p = 2 to every p ≥ 2 (see also [6] ). (Ω) be the minimal solution of (1.15) λ . There exists a constant C independent of λ such that:
Assume, in addition, p ≥ 2 and that (1.17) holds. Then
and (b) will lead automatically to the assertions (i) and (ii) stated in the theorem (without the requirement that p ≥ 2 and (1.17) hold true). However, as we said before, the estimate
is unknown in the general case, i.e, for arbitrary positive and increasing nonlinearities f satisfying (1.16) and arbitrary p > 1. Under assumptions p ≥ 2 and (1.17) it is proved in [15] 
Open Problem 2. Is it true that
(Ω) independently of the dimension n and the parameter p > 1. As a consequence, assertions (i) and (ii) follow immediately from parts (a) and (b) of the theorem.
To prove the L r a priori estimates stated in part (a) and (b) we make three steps. First, we use the strict convexity of the domain Ω to prove that {x ∈ Ω : dist(x, ∂Ω) < ε} ⊂ {x ∈ Ω : u λ (x) < s} for a suitable s. This is done using a moving plane procedure for p-Laplace equations (see Proposition 3.1 below). Then, we prove that the Morrey and Sobolev type inequalities stated in Theorem 1.2 for smooth functions, also hold for regular solutions of (1.2) when 1 ≤ q ≤ 2. Finally, taking a test function η related to dist(·, ∂Ω) in (1.14) and proceeding as in the proof of Theorem 1.3 we will obtain the L r a priori estimates established in the theorem.
The energy estimate established in parts (ii) and (b) of Theorem 1.4 follows by extending the arguments of Nedev [14] for the Laplacian case (see also Theorem 2.9 in [6] ). First, using a Pohožaev identity we obtain 18) where dσ denotes the area element in ∂Ω and ν is the outward unit normal to Ω. Then, using the strict convexity of the domain (as in the L r estimates) and standard regularity estimates for −∆ p u = λf (u λ (x)) in a neighborhood of the boundary, we are able to control the right hand side of (1.18) by a constant whose dependence on λ is given by a function of f (u λ ) L 1 (Ω) . Remark 1.6. Let us compare our regularity results with the sharp ones proved by Cabré, Capella, and the second author in [4] when Ω is the unit ball B 1 of R n . In the radial case,
for all 1 ≤ r <r 1 , wherē
In particular, u ⋆ ∈ L r (B 1 ) for all 1 ≤ r <r 0 , wherē
It can be shown that these regularity results are sharp by taking the exponential and power nonlinearities.
Note that the L r (Ω)-estimate established in Theorem 1.4 differs with the sharp exponentr 0 defined above by the term 2
. Moreover, observe thatr 1 is larger than p and tends to it as n goes to infinity. In particular, the best expected regularity independent of the dimension n for the extremal solution u ⋆ is W 1,p 0 (Ω), which is the one we obtain in Theorem 1.4.
Outline of the paper
The paper is organized as follows. In section 2 we prove Theorem 1.1 and the geometric type inequalities stated in Theorem 1.2. In section 3 we prove that Theorem 1.2 holds for solutions of (1.2) when 1 ≤ q ≤ 2. Moreover we give boundary estimates when the domain is strictly convex. In section 4, we present the semi-stability condition (1.10) and the space of admissible functions H 0 . The rest of the section deals with the regularity of semi-stable solutions proving Theorems 1.3 and 1.4.
Geometric Hardy-Sobolev type inequalities
In this section we prove Theorems 1.1 and 1.2. As we said in the introduction, the geometric inequalities established in Theorem 1.2 are new for the range 1 ≤ q < p since the case q ≥ p was proved in [6] . However, we will give the proof in all cases using Schwarz symmetrization, giving an alternative proof for the known range of parameters q ≥ p.
We start recalling the definition of Schwarz symmetrization of a compact set and of a Lipschitz continuous function.
Definition 2.1. We define the Schwarz symmetrization of a compact set
Let v be a Lipschitz continuous function in Ω and Ω t := {x ∈ Ω : |v(x)| ≥ t}. We define the Schwarz symmetrization of v as
Equivalently, we can define the Schwarz symmetrization of v as
where V (t) := |Ω t | = |{x ∈ Ω : |v(x)| > t}| denotes the distribution function of v.
The first ingredient in the proof of Theorem 1.1 is the isoperimetric inequality for functions v in W 1,1 0 (Ω):
where P (t) stands for the perimeter in the sense of De Giorgi (the total variation of the characteristic function of {x ∈ Ω : |v(x)| > t}). The second ingredient is the following Sobolev inequality on compact hypersurfaces without boundary due to Michael and Simon [12] and to Allard [1] .
hypersurface without boundary and φ ∈ C ∞ (M). If q ∈ [1, n − 1), then there exists a constant A depending only on n and q such that
where H is the mean curvature of M, dσ denotes the area element in M, and q ⋆ = (n−1)q n−1−q .
As we said in the introduction it is well known that Schwarz symmetrization preserves the L r -norm and decreases the W 1,r -norm. Let us prove that it also decreases (up to a multiplicative constant) the functional I p,q defined in (1.1) using the isoperimetric inequality (2.1) and the geometric inequality (2.2) applied to M = M t = {x ∈ Ω : |v(x)| = t} and φ = |∇v|
Proof of Theorem 1.1. Let v ∈ C ∞ 0 (Ω), p ≥ 1, and 1 ≤ q < n − 1. By Sard's theorem, almost every t ∈ (0, v L ∞ (Ω) ) is a regular value of |v|. By definition, if t is a regular value of |v|, then |∇v(x)| > 0 for all x ∈ Ω such that |v(x)| = t. Therefore, M t := {x ∈ Ω : |v(x)| = t} is a C ∞ immersed (n − 1)−dimensional compact hypersurface of R n without boundary for every regular value t . Applying inequality (2.2) to M = M t and φ = |∇v| (p−1)/q we obtain
, where H v denotes the mean curvature of M t , dσ is the area element in M t , A is the constant in (2.2) which depends only on n and q, and
Recall that V (t), being a nonincreasing function, is differentiable almost everywhere and, thanks to the coarea formula and that almost every t ∈ (0, v L ∞ (Ω) ) is a regular value of |v|, we have
Therefore applying Jensen inequality and then using the isoperimetric inequality (2.1), we obtain
Note that for radial functions the inequalities in (2.4) are equalities. Therefore, since the Schwarz symmetrization v * of v is a radial function and it satisfies (2.3), with an equality and with constant A = |∂B 1 | −1/(n−1) , we obtain
Here, we used that V (t) = |{|v| > t}| = |{|v * | > t}| for a.e.
Therefore, from (2.3), (2.4), and (2.5), we obtain
Integrating the previous inequality with respect to t on (0, v L ∞ (Ω) ) and using the coarea formula we obtain inequality (1.3), with the explicit constant C = A (a) Assume 1 + q < n < p + q. Using Hölder inequality we obtain
for a.e. s ∈ (0, R). In particular,
for a.e. s ∈ (0, R). We conclude this case, by Theorem
(b) Assume n > p+q. We use the following 1-dimensional weighted Sobolev inequality:
with optimal constant
stated in [18] . Applying inequality (2.7) to ϕ = v * and noting that the L p ⋆ q -norm is preserved by Schwarz symmetrization, we obtain
Using Theorem 1.1 again we prove (1.8) for r = p ⋆ q . The remaining cases, 1 ≤ r < p ⋆ q , now follow easily from Hölder inequality.
(c) Assume n = p + q. From (2.6) and Theorem 1.1 we obtain
for a.e. s ∈ (0, R). Integrating the previous inequality with respect to s in (0, R) we obtain
We conclude the proof noting that the integral in inequality (1.9) is preserved under Schwarz symmetrization.
Remark 2.4.
Note that we obtained explicit admissible constants C 1 , C 2 , and C 3 in inequalities of Theorem 1.2. More precisely, we obtained
and
where A is the universal constant appearing in (2.2) and C(n, p, q) is defined in (2.8).
All the constants C i depend only on n, p, and q. However, the best constant A in (2.2) is unknown (even for mean convex hypersurfaces). Behind this Sobolev inequality there is the following geometric isoperimetric inequality
Here, M ⊂ R n is a C ∞ immersed (n − 1)-dimensional compact hypersurface without boundary and H is the mean curvature of M as in Theorem 2.2. The best constant in (2.9) is also unknown even for mean convex hypersurfaces.
Properties of solutions of p-Laplace equations
In this section, we first establish an a priori L ∞ estimate in a neighborhood of the boundary ∂Ω for any regular solution u of (1.2) when the domain Ω is stricly convex. More precisely, we prove that there exists positive constants ε and γ, depending only on the domain Ω, such that
where Ω ε := {x ∈ Ω : dist(x, ∂Ω) < ε}.
Then, we establish that the geometric inequalities of Theorem 1.2 still hold for solutions of (1.2) in the smaller range 1 ≤ q ≤ 2. In the next section, these two ingredients will allow us to obtain a priori estimates for semi-stable solutions.
Let u ∈ W 1,p 0 (Ω) be a weak solution (i.e., a solution in the distributional sense) of the problem
where Ω is a bounded smooth domain in R n , with n ≥ 2, and g is any positive smooth nonlinearity. We say that u ∈ W 1,p 0 (Ω) is a regular solution of (3.2) if it satisfies the equation in the distributional sense and g(u) ∈ L ∞ (Ω). By well known regularity results for degenerate elliptic equations, one has that every regular solution u belongs to C 1,α (Ω) for some α ∈ (0, 1] (see [8, 16] ). Moreover, u ∈ C 1 (Ω) (see [11] ). This is the best regularity that one can hope for solutions of p-Laplace equations. Therefore, equation (3.2) is always meant in a distributional sense.
We prove the boundary a priori estimate (3.1) through a moving plane procedure for the p-Laplacian which is developed in [9] . 
2).
If Ω is strictly convex, then there exist positive constants ε and γ depending only on the domain Ω such that for every x ∈ Ω with dist(x, ∂Ω) < ε, there exists a set I x ⊂ Ω with the following properties:
As a consequence,
Proof. First let us observe that from the regularity of the solution u up to the boundary ∂Ω and the fact that ∆ p u ≤ 0, we can apply the generalized Hopf boundary lemma [19] to see that the normal derivative ∂u ∂ν < 0 on ∂Ω. Thus, if we let Z u := {x ∈ Ω : ∇u(x) = 0} be the critical set of u, we have that Z u ∩ ∂Ω = ∅. By the compactness of both sets, there exists ε 0 > 0 such that Z u ∩ Ω ε = ∅ for any ε ≤ ε 0 .
We will now prove that this neighborhood of the boundary is in fact independent of the solution u. In order to begin a moving plane argument we need some notations: let e ∈ S n−1 be any direction and for λ ∈ R let us consider the hyperplane T = T λ,e = {x ∈ R n : x · e = λ} and the corresponding cap Σ = Σ λ,e = {x ∈ Ω : x · e < λ}.
Set a(e) = inf x∈Ω x · e and for any x ∈ Ω, let x ′ = x λ,e be its reflection with respect to the hyperplane T , i.e.,
For any λ > a(e) the cap
is the (non-empty) reflected cap of Σ with respect to T . Furthermore, consider the function v(x) = u(x ′ ) = u(x λ,e ), which is just the reflected of u with respect to the same hyperplane. By the boundedness of Ω, for λ − a(e) small, we have that the corresponding reflected cap Σ ′ is contained in Ω. Moreover, by the strict convexity of Ω, there exists λ 0 = λ 0 (Ω) (independent of e) such that Σ ′ remains in Ω for any λ ≤ λ 0 . Let us then compare the function u and its reflection v for such values of λ in the cap Σ. First of all, both functions solve the same equation since ∆ p is invariant under reflection; secondly, on the hyperplane T the functions coincide, whereas for any x ∈ ∂Σ ∩ ∂Ω we have that u(x) = 0 and that v(x) = u(x ′ ) > 0, since the reflection x ′ ∈ Ω. Hence we can see that:
Again by the boundedness of Ω, if λ − a(e) is small, the measure of the cap Σ will be small. Therefore, from the Comparison Principle in small domains (see [9] ) we have that u ≤ v in Σ. Moreover, by Strong Comparison Principle and Hopf Lemma, we see that u ≤ v in Σ λ,e for any a(e) < λ ≤ λ 0 . In particular, this spells that u(x) is nondecreasing in the e direction for all x ∈ Σ. Now, fix x 0 ∈ ∂Ω and let e = ν(x 0 ) be the unit normal to ∂Ω at x 0 . By the convexity assumption T a(ν(x 0 )),ν(x 0 ) ∩ ∂Ω = {x 0 }. If we let θ ∈ S n−1 be another direction close to the outer normal ν(x 0 ), the reflection of the caps Σ λ,θ with respect to the hyperplane T λ,θ (which is close to the tangent one) would still be contained in Ω thanks to its strict convexity. So the above argument could be applied also to the new direction θ. In particular, we see that we can get a neighborhood Θ of ν(x 0 ) in S n−1 such that u(x) is nondecreasing in every direction θ ∈ Θ and for any x such that x · θ < λ 0 2
. By eventually taking a smaller neighborhood Θ, we may assume that
for any x ∈ Σ λ 0 ,θ and θ ∈ Θ. Moreover, noticing that
it is then easy to see that u is nondecreasing in any direction θ ∈ Θ on Σ 0 = {x ∈ Ω :
Finally, let us choose ε = λ 0 8
. Fix any point x ∈ Ω ε and let x 0 be its projection onto ∂Ω. From the above arguments we see that
for any y ∈ I x , where I x ⊂ Σ 0 is a truncated cone with vertex at x 1 , opening angle Θ, and height
. Hence, we have obtained that there exists a positive constant γ = γ(Ω, ε) such that |I x | ≥ γ and u(x) ≤ u(y) for any y ∈ I x . Finally, choosing x ε as the maximum of u in Ω ε , we get
which proves (3.3).
We will now prove that inequalities in Theorem 1.2 are also valid for a positive solution u of (3.2) in the smaller range 1 ≤ q ≤ 2. To do this, we will construct an approximation of u through smooth functions and see that, thanks to strong uniform estimates on this approximation, we can pass to the limit in all of the inequalities. Proof. Let Z u = {x ∈ Ω : ∇u(x) = 0}. Recall that by standard elliptic regularity u ∈ C ∞ (Ω \ Z u ) and that |Z u | = 0 by [9] . Therefore, u is smooth almost everywhere in Ω. Let x ∈ Ω \ Z u and observe that for the mean curvature H u of the level set passing through x we have the following explicit expression
whereas for the tangential gradient term we have
where all the terms in these expressions are evaluated at x. Hence, there exists a positive constant C = C(n, p, q) such that
From [9] we recall the following important estimate: for any 1 ≤ q ≤ 2 there holds
Thanks to (3.6) and (3.7), all of the integrals in the geometric Hardy-Sobolev inequalities are well defined for any 1 ≤ q ≤ 2. However, since the solution u is not smooth around Z u , we need to regularize u in a neighborhood of the critical set in order to apply the inequalities of Theorem 1.2. We will now describe an approximation argument due to Canino, Le, and Sciunzi [7] for the p(·)-Laplacian (in our case p(x) ≡ p constant). 
Let v ε ∈ C ∞ (D) be the unique solution of (3.8) and let us consider a smooth cutoff function η with compact support contained in Ω and such that η ≡ 1 on D. We can construct a smooth regularization u ε of u defining u ε := (1 − η)u + ηv ε . We can then apply Theorem 1.2 to any u ε to get the appropriate inequality (a), (b), or (c). From [8, 11] and standard elliptic regularity we know that the regularization u ε will converge to u, as ε ↓ 0, both in C 1 (Ω) and C 2 (Ω \ Z u ). Hence we can easily pass to the limit as ε ↓ 0 in the left hand side of (1.7) and (1.8).
In order to see that also the remaining terms I p,q (u ε ; Ω) which involve tangential gradient and mean curvature behave well under this approximation the argument is the following. Splitting the domain Ω and recalling that u ε ≡ v ε in D we have that:
Clearly, from the C 2 convergence we have that
Therefore we can concentrate on the convergence of I p,q (v ε ; D). From (3.4), (3.5) , and through a simple expansion of (ε
around ε = 0, we see that for a sufficiently small ε 0 > 0 there exists a constant K = K(n, p, q, ε 0 ) > 0 such that for any ε ≤ ε 0 we have
Moreover, by the fact that v ε → u in C 2 (D \ Z u ) and |Z u | = 0, almost everywhere in
Now, thanks to (3.9), (3.10), and (3.11), by dominated convergence theorem we see that:
Thus, the assertions of Theorem 1.2 hold for v = u.
To conclude the proof let us fix any s > 0 and consider v = u − s on Ω s = {x ∈ Ω : u > s}. It is clear that the integrands in the inequalities remain unchanged in this case, so the only problem comes from the fact Ω s might not be smooth. If this is the case, let us consider two sequences ε n → 0 and s n → s, with the corresponding regularizations of v given by v n := v εn = u εn − s n . Thanks to the smoothness of any v n and Sard Lemma, we can choose each s n as a regular value of v n , so that the level set {v n > 0} = {u n > s n } is smooth. Moreover, from the C 1 convergence, it is clear that for the characteristic functions we have χ {un>sn} → χ {u>s} . Hence we can conclude the proof using the same dominated convergence argument as above. We are now ready to establish L r and W 1,r a priori estimates of semi-stable solutions to p-Laplace equations proving Theorems 1.3 and 1.4. Before the proof our regularity results let us recall some known facts on the linearized operator associated to (1.2) and semi-stable solutions.
Linearized operator and semi-stable solutions
This subsection deals with the linearized operator at any regular semi-stable solution u ∈ C
where Ω is a bounded smooth domain in R n , with n ≥ 2, and g is any positive C 1 nonlinearity. The linearized operator L u associated to (4.1) at u is defined by duality as
for all (v, φ) ∈ H 0 ×H 0 , where the Hilbert space H 0 is defined according to [9] as follows. (Ω) be a regular semi-stable solution of (4.1). We introduce the following weighted L 2 -norm of the gradient
where ρ := |∇u| p−2 .
According to [9] , the space
is a Hilbert space and is the completion of C ∞ (Ω) with respect to the | · |-norm.
We define the Hilbert space H 0 of admissible test functions as
Note that for 1 < p ≤ 2, H 0 is a subspace of H 1 0 (Ω) and since
and satisfies ρ −1 ∈ L 1 (Ω), as shown in [9] . Now, thanks to the above definition, the operator L u is well defined for φ ∈ H 0 and, therefore, the semistability of the solution u reads as
for every φ ∈ H 0 . On the one hand, considering φ = |∇u|η as a test function in the semistability condition (4.2) for u, we obtain
for a.e. s > 0, where I p,2 is the functional defined in (1.1) with q = 2. By Proposition 3.2 we can apply Theorem 1.2 with Ω replaced by {x ∈ Ω : u > s}, v = u − s, and q = 2. Then, the L r estimates established in parts (a) and (b) follow directly from the Morrey and Sobolev type inequalities (1.7) and (1.8).
Finally, the gradient estimate (1.13) follows directly from Proposition 4.2 with r 0 = np/(n − p − 2). Now, we deal with the proof of Theorem 1.3 (a) when n = p + 2. This critical case follows from Theorem 2.2 and the semistability condition (4.4) with the test function η = η(u) defined in (4.11) and (4.10) below.
Proof of Theorem 1.3 when n = p + 2. Assume n = p + 2 (and hence, n > 3). Taking a Lipschitz function η = η(u) (to be chosen later) in (4.3) and using the coarea formula we obtain
where dσ denotes the area element in {u = t} and C, here and in the rest of the proof, is a constant depending only on p.
To apply the Sobolev inequality (2.2) in the left hand side of the previous inequality we need to make an approximation argument. Consider the sequence u k of smooth regularizations of u introduced in the proof of Proposition 3.2 and note that {u k = t} is a smooth hypersurface for a.e. t ≥ 0. Then, from the Sobolev inequality (2.2) with φ = |∇u k | p−1 2 , q = 2, and M = {u k = t}, and noting that (p − 1) n − 1 n − 3 = p + 1 when n = p + 2, we obtain
(4.8)
Now, we will pass to the limit in the previous inequality. Note that, if η is bounded, through a dominated convergence argument as in Proposition 3.2 we have η(t) 2 dσ dt.
Therefore, taking the limit as k goes to infinity in (4.8) and using (4.7), we get Let us choose α = Therefore, we need to control the right hand side of the previous inequality. Since the nonlinearity f is increasing by hypothesis we obtain
in Ω ε by (4.17) , where C is a constant independent of λ. Now, since −∆ p u λ = λf (u λ ) ∈ L ∞ (Ω ε ) in Ω ε , it holds u λ C 1,β (Ωε) ≤ C ′ for some β ∈ (0, 1) by [11] , where C ′ is a constant depending only on n, p, Ω, f , and f (u λ ) L 1 (Ω) proving the assertion. Finally, assume that p ≥ 2 and (1.17) holds. From [15] we know that f (u ⋆ ) ∈ L r (Ω)
for all 1 ≤ r < n/(n − p ′ ). In particular, f (u ⋆ ) ∈ L 1 (Ω). Therefore, parts (i) and (ii)
follow directly from (a) and (b).
