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ABSTRACT
In this paper we present a novel method to identify and characterize stellar clusters deeply embedded in a dark molecular cloud. The
method is based on measuring stellar surface density in wide-field infrared images using star counting techniques. It takes advantage
of the differing H-band luminosity functions (HLFs) of field stars and young stellar populations and is able to statistically associate
each star in an image as a member of either the background stellar population or a young stellar population projected on or near
the cloud. Moreover, the technique corrects for the effects of differential extinction toward each individual star. We have tested this
method against simulations as well as observations. In particular, we have applied the method to 2MASS point sources observed
in the Orion A and B complexes, and the results obtained compare very well with those obtained from deep Spitzer and Chandra
observations where presence of infrared excess or X-ray emission directly determines membership status for every star. Additionally,
our method also identifies unobscured clusters and a low resolution version of the Orion stellar surface density map shows clearly the
relatively unobscured and diffuse OB 1a and 1b sub-groups and provides useful insights on their spatial distribution.
Key words. ISM: clouds, dust, extinction, ISM: structure, ISM: individual objects: Orion molecular complex, Methods: data analysis
1. Introduction
Embedded star clusters offer one of the best opportunities to un-
derstand star formation. Within these astrophysical laboratories
hundreds of stars are formed in volumes below 1 pc3. Overall,
it is estimated that 80%–90% of young stellar objects (YSOs)
form in embedded clusters (Lada & Lada 2003; although the ex-
act fraction is somewhat sensitive to the definition of a cluster,
see Bressert et al. 2010). It is now established that the fate of
these objects is directly linked to the evolution of the molecular
gas, which is responsible for most of the gravitational potential
that binds the stars in the cluster. Therefore, it is important to
study these objects in their early phases, before they are subject
to infant mortality (Lada et al. 1984; Geyer & Burkert 2001).
Operationally, clusters are often defined and identified as
groups of stars whose stellar surface density exceeds that of field
stars of the same physical type (see, e.g., Wilking & Lada 1985;
Lada et al. 1991; Carpenter 2000).1 In this respect, embedded
clusters pose special problems because they are buried in dust
and gas, and therefore are often not even visible in optical im-
ages; moreover, their shape is often elongated and clumpy, re-
flecting the initial structure of the dense molecular gas (Guter-
muth et al. 2005; Megeath et al. 2016). However, even with in-
frared observations, discovering deeply embedded clusters and
measuring their basic parameters (such as surface density and
size) can still be a challenge since the associated dust extin-
guishes both the cluster members and the field stars behind the
cloud (see, e.g., Román-Zúñiga et al. 2008). In fact, typical opti-
cal or near-infrared observations stellar fields around molecular
1 In this paper we focus on the optical identification of a cluster, and
we explicitly ignore issues such as the gravitational stability of over-
densities of stars. Therefore, we will call “cluster” any overdensity, ir-
respective of its boundness.
Fig. 1. A one-dimensional sketch figure that illustrates the difficulties
encountered in detecting embedded clusters. The bottom black line
shows the extinction profile of a molecular cloud. As a result of the
extinction, background stars in the field show an underdensity. Even if
an embedded cluster is present, the total observed star surface density
does not reveal it, making it virtually impossible to detect the cluster
without the use of the technique described in this paper.
clouds show underdensities at the location of the clouds because
of the effects of extinction on the density of background stars.
In such a situation the observed cluster stellar surface density
can be comparable or even less than the unobscured field stellar
surface density (see Fig. 1).
Different authors have used different techniques to take into
account the effects of extinction in the identification and charac-
terization of star clusters. Carpenter (2000) built density maps in
the direction of nearby molecular clouds using the 2MASS Point
Source Catalog, and corrected the effect of dust extinction using
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publicly available CO maps (converted into infrared extinction
with a constant X-factor). In his technique, the extinction cor-
rection is only applied to field stars: the cluster stellar density
is obtained by subtracting an extinction-corrected model of the
field stellar density to the observed stellar density. Moreover, the
use of CO maps and the largely uncertain X-factor represent a
primary source of error.
An opposite approach has been adopted by Cambrésy et al.
(2013), who studied star clusters embedded in the Rosette nebula
using 2MASS data. In this case, the local extinction was deter-
mined directly from the stellar near-infrared colors, and a cor-
rection for the effects of extinction was applied to each star. In
practice, as noted by the authors themselves, the correction ap-
plied would only be correct for background stars, while it is used
for all stars (including the foreground, which should not be cor-
rected, and embedded ones, which should be partially corrected).
Things are further complicated because molecular clouds are
know to have steep gradients in their column densities, and these,
if undetected (because of resolution effects, which is surely the
case of the Rosette cloud at the 2MASS resolution), would in-
troduce further biases in the extinction map and in the correction
to the cluster richness.
Cambrésy et al. (2006) use yet another technique (similar
to Cambrésy et al. 2002) to study the properties of IC 348 in
Perseus. The basic idea is that two independent measurements
of extinction in molecular clouds are available, one from the star
color excess (here applied to H −K color), and one from the star
number counts. In absence of contaminants, both measurements
should agree. The presence of a cluster, however, will affect both
the color excess measurement (in a way that depends on the in-
trinsic color of the cluster members) and the star count method
(in a way that depends on the location of the cluster within the
cloud). The difference of the two extinction estimates is a proxy
for the cluster density. The various assumptions made when ap-
plying this technique (in particular, the degree of embedding of
the cluster within the cloud) needs to be resolved by calibrating it
using independent measurements of cluster richness: this clearly
limits its application.
In this paper we present a new methodology to identify and
characterize clusters in wide-field or all sky, multi-band, infrared
imaging surveys. The method is based on the production of
extinction-corrected maps of stellar surface density, and takes
advantage of the different H-band luminosity functions of em-
bedded clusters with respect to that of the background popula-
tion. Additionally, in contrast to the methods described above,
it is able to correct for cluster members unidentified because of
extinction in a way that takes into account the position of the
cluster within the cloud along the line of sight. The technique
is based on a rigorous mathematical framework; this provides
a clear advantage, in that we can perform a detailed statistical
analysis of the method. But the detailed mathematical derivation
of this method might not be of as much interest to astronomers
as its implementation. However, we stress that those readers not
interested in the detailed mathematical aspects of the derivation
can still benefit from the method proposed here, because its ap-
plication is simple and straightforward: Eq(30), with optionally
a second expression for the noise estimate, Eq. (31). We also
provide a pseudo-code for it in the appendix.
This paper is organized as follows. In Sect. 2 we present the
general framework and discuss the standard technique generally
employed to identify clusters. In Sect. 3 we present our new
method and we discuss its practical implementation in Sect. 4.
Simple numerical tests used to validate the method are described
in Sect. 5, while the results of an application to the Orion molec-
ular complex are discussed in Sect. 6. Finally, we summarize the
results obtained in this paper in Sect. 7.
2. The standard technique
Traditionally, star clusters are identified as overdensities in the
distribution of stars. Although many different options are avail-
able to estimate the local angular density of starsσ (see, e.g., von
Hoerner 1963; Casertano & Hut 1985; Gutermuth et al. 2009),
we consider in this paper the simple “moving average” estimate2
σˆ(x) =
N∑
n=1
W
(
x − xn) . (1)
Here n runs on the individual stars, {xn} are the locations of the
various stars, and W is a window function, normalized to unity:∫
W(x′) d2x′ = 1 . (2)
So, by construction, W has a unit of one over area. As a simple
example, suppose that W is taken to be a top-hat function:
W(x′) =
{
1/(pir2) if |x′| < r ,
0 otherwise .
(3)
In this case, the sum of Eq. (1) runs just over the Nr stars within
an angular distance r from the point of the estimate, and the ob-
served estimates reduces to
σˆ =
Nr
pir2
. (4)
For a constant density of stars, this quantity is unbiased, in the
sense that the mean (ensemble average) E of σˆ is just the true
density of stars:
E[σˆ] ≡ 〈σˆ〉 = E[Nr]
pir2
= σ , (5)
and the associated variance is
Var[σˆ] =
E[Nr]
(pir2)2
=
σ
pir2
. (6)
This equation shows that the error associated with the measured
star density decreases as N−1/2r : therefore, if it is known that the
density of stars is constant, to determine its value it is sensible to
use relatively large window functions W.
More generally, if the star density is variable, the average
measured density can be shown to be a convolution of the true
density with the window function W:
E[σˆ](x) =
∫
W(x − x′)σ(x′) d2x′ , (7)
and the associated two point correlation function is
Cov[σˆ](x, x′)
≡ E
[(
σˆ(x) − E[σˆ](x))(σˆ(x′) − E[σˆ](x′))]
=
∫
W(x − x′′)W(x′ − x′′)σ(x′′) d2x′′ . (8)
2 Throughout this paper we will use “hats” to denote measured quanti-
ties. Hence, σ(x) is the true star density at the angular position x, while
σˆ(x) is the measured star density at the same position.
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Equation (7) shows that W sets the scale for the resolution of the
density map; similarly, Eq. (8) shows that points close enough
in the density map will have correlated noise. Therefore, if one
aims at finding changes in the star density (such as a star cluster),
the window function should have a scale that is comparable or
smaller than the typical size of the variations of the star density.
However, this is in tension with the noise properties of Eq. (8),
because a small window function implies a large noise.
In order to be able to detect a star cluster, the measured den-
sity of stars at the location of the cluster must differ from the
average density much more than the standard deviation of σˆ.
Hence, the quantity Cov[σˆ](x, x) sets the sensitivity of the clus-
ter finding algorithm. In general the true density σ = σfield +
σcluster is the sum of the field density and of the cluster density,
and in some cases σcluster  σfield. In these conditions the error
is dominated by the shot-noise due to the field star population.
In reality, many other effects can prevent the discovery and char-
acterization of star clusters:
– Extinction by dark nebulæ, which reduces the surface density
of background sources;
– The galactic structure, which induces smooth large-scale
variations;
– Differences in the sensitivity across a mosaic image due to
changes in the observational conditions;
– Other systematical observational effects, such halos pro-
duced by bright objects within the image;
2.1. Extinction correction
Among the effects listed above, the first one is particularly im-
portant for young clusters, since these objects tend to be deeply
embedded and thus can escape a detection; additionally, detected
clusters are plagued by large uncertainties in their physical prop-
erties (number of stars, mass, and size). For this reason, Cam-
brésy et al. (2013) developed a technique to perform a simple
correction of the results produced by Eq. (1). They noted that
the density of background stars observed through a molecular
cloud decreases by a factor 10−αA, where α is the exponential
slope of the number counts and A is the extinction, both in the
band used for the observation. Therefore, to account for the un-
detected stars one can just multiply the local density estimate
σˆ(x) by 10αA(x), where A(x) is the local estimate extinction (i.e.,
the extinction derived from an extinction map at the location of
the x).
The problem of this approach is that it uses the same cor-
rection factor for foreground stars, embedded objects, and back-
ground stars, which generally results in an overestimate of the
local corrected star density. Additionally, the same correction is
applied to young stellar objects (YSOs) and field stars, which
however have number count distributions very different. This
leaves a large uncertainty on the corrected σˆ(x) and, ultimately,
on the characterization of each cluster.
3. Maximum-likelihood approach
3.1. Constant extinction, no weighting
As discussed in the previous section, the error associated to σˆ is
often dominated by shot noise due to the field star population.
However, as mentioned, YSOs have photometric properties that
differ significantly from these of field stars: the former have a
H-band luminosity function (hereafter HLF) that can be approx-
imated by a Gaussian distribution (Muench et al. 2002), while
the latter have a HLF that follows, up to H ∼ 18 mag, an ex-
ponential with slope α ∼ 0.33 (see, e.g., Meingast et al. 2016).
This suggests that we might use suitable cuts in the H-band to
reduce the number of field stars, while essentially retaining all
YSOs, thus gaining in terms of noise. However, this naive pro-
cedure is difficult to apply, since both YSOs and field stars are
also affected by extinction, which would change the shape and
the peaks of the respective HLFs. Therefore, we are forced to use
a more systematic approach.
Let us first model the observed H-band luminosity function
for a set of angularly close stars (i.e., in a patch of the sky). We
suppose that the true, unextinguished HLF can be described as
a mixture of L different HLFs, corresponding to different stellar
populations (in the situation considered later on in this paper we
will use just two components, one for the field stars and one for
the YSOs, but deeper observations might require the inclusion of
a third component corresponding to galaxies and following ex-
ponential number counts with a slope of 0.6; see Hubble 1926).
The observed HLF differs from the true one because of extinc-
tion and because of incompleteness in the faint end; additionally,
we will also have photometric errors, but generally these will be
small compared to the typical width of the various HLF com-
ponents, and for the sake of simplicity are therefore neglected
here.3 We can thus write finally the observed HLF, measured in
units of stars per area per magnitude bin, as
σ(m) = c(m)
L∑
i=1
σipi(m − A) , (9)
where A is the H-band extinction,4 c(m) is the completeness
function (i.e. the probability to detect a star with apparent mag-
nitude m), pi(m) is the probability distribution for the i-th com-
ponent of the HLF, and σi is a coefficient that indicates the pre-
dominance of the i-th component in the HLF. In order to give σi
a simple interpretation, it is useful to take pi suitably normalized.
In particular, we assume that
∫
c(m)pi(m) dm = 1 . (10)
With this choice, σi can be identified as the observed angular
density of stars for the i-th component in absence of extinction.
Our goal is to infer the parameters {σi} from a set of observed
H-band magnitudes {mn} in a patch of the sky of area S ; we
will then repeat this operation in different directions in order to
build maps of densities for the various components. This will
allow us to identify overdensities in each component, such as in
the YSO one. To this purpose, we use Eq. (9) to write the log-
likelihood following the prescriptions of Lombardi et al. (2013).
The entire analysis is done in the magnitude space, by using Sσ
3 Photometric errors can be easily included in Eq. (9) by replacing
pi(m−A) there with the convolution of this function with the photomet-
ric uncertainty. In presence of different uncertainties for each star, one
will need to specialize Eq. (9) to each star. A similar technique can be
used to include the effects of errors on the extinction measurements.
4 In this section we will take the extinction to be identical for a set
of angularly close stars; we will then relax this assumption and use the
individual extinction in the direction of each star.
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as the probability distribution density for the magnitudes:
lnL =
N∑
n=1
ln Sσ(mn) −
∫
Sσ(m) dm
=
N∑
n=1
[
ln S c(mn)
L∑
i=1
σipi(mn − A)
]
−
∫
S c(m)
L∑
i=1
σipi(m − A) dm . (11)
This likelihood can be used in Bayes’ theorem to infer a poste-
rior probability for the densities {σi}. More simply, we can just
find the most likely parameters {σi} using a maximum likelihood
approach. To this purpose, we consider
∂ lnL
∂σi
=
N∑
n=1
c(mn)pi(mn − A)
σ(mn)
− S
∫
c(m)pi(m − A) dm . (12)
The maximum likelihood solution is given by the set of densi-
ties σi that maximize L or, equivalently, lnL, i.e. by the zero of
Eq. (12); that is, we need to solve
N∑
n=1
c(mn)pi(mn − A)
σ(mn)
= S
∫
c(m)pi(m − A) dm . (13)
Unfortunately, the solution of this equation for L > 1 cannot be
provided in analytic form, and must be obtained by numerical
methods. We will discuss below in Sect. 3.3 simple ways to find
it.
We can obtain an estimate of the errors associated to the
measurements σi from the Fisher information matrix (see, e.g.,
Feigelson & Babu 2012), that we recall is defined as
Ii j = E
[
∂ lnL
∂σi
∂ lnL
∂σ j
]
= −E
[
∂2 lnL
∂σi ∂σ j
]
. (14)
The Fisher information matrix is related to the minimum covari-
ance matrix that can be attained by an unbiased estimator, as
provided by the Cramér-Rao bound:
Cov[σ] ≥ I−1 . (15)
Since the maximum-likelihood estimator is asymptotically effi-
cient (i.e. it attains the Cramér-Rao bound when the sample size
tends to infinity) and the resulting errors on σˆ tend to a multivari-
ate Gaussian distribution, it is interesting to obtain an analytic
result for the information matrix.
The Fisher information matrix can be readily evaluated from
our data using Eq. (12) of Lombardi et al. (2013):
Ii j = S
∫
c2(m)pi(m − A)p j(m − A)
σ(m)
dm . (16)
This relation is interesting from several points of view. First, note
that the Fisher matrix contains elements outside the diagonal, un-
less the probability distributions for the various components do
not overlap, i.e. have non-intersecting support: this would basi-
cally mean that we could immediately tell to which component
belongs a star from its unextinguished magnitude. Second, note
that all elements of the matrix are non-negative and therefore, in
case of L = 2 components, Cov[σ] ' I−1 will have non-positive
elements off-diagonal: in other words, the measurements of the
two densities σ1 and σ2 will be affected by a negative correla-
tion. This is expected and corresponds to a classification error: if
p1 overlaps with p2, we cannot uniquely associate stars to each
different population and in general an overestimate of one pop-
ulation is done at the expenses of an underestimate of the other
population.
It is instructive to consider the form of the information matrix
in the special case where L = 1. When just one component is
used, then I is a scalar and it reduces to
I =
S
σ
∫
c(m)p(m − A) dm = S
2
E[N]
, (17)
where E[N] = Sσ is the average number of stars observed in the
area S . Its inverse, I−1, is therefore E[N]/σ2, as expected from a
simple Poisson statistics.
With L ≥ 2, in principle we can encounter cases where the
Fisher information matrix is singular. Given the analytic form of
I, this happens in particular when the two components have the
exact same probability distributions within the support of c(m),
i.e. c(m)pi(m) = c(m)p j(m): in this case, the corresponding rows
(or columns) of I are identical. In such a situation, clearly, it is
virtually impossible to classify objects as one of the two degen-
erate components, and therefore the uncertainty on the respective
densities σi and σ j are infinite.
For completeness, we also report the expected maximum
value of the log-likelihood
E[L] = L
2
+ S
∫
σ(m)
[
ln Sσ(m) − 1] dm , (18)
and the associated variance
Var[L] = S
∫
σ(m) ln2 Sσ(m) dm . (19)
These equations can be used to verify that the chosen model (9)
can account well for the data.
3.2. Differential extinction and spatial weight
So far, we have assumed that all stars are subject to the same
extinction A; moreover, we have not weighted stars depending on
their angular position as done in Eq. (1). In this section we intend
to remove these two limitations and consider the full problem.
The simpler approach to include the effects of differential
extinction is to consider the joint density in magnitudes and
positions. In this framework, we can rewrite Eq. (11) for log-
likelihood as
lnL =
N∑
n=0
lnσ(mn, xn) −
∫
dm
∫
d2x′ σ(m, x′) . (20)
In this equation the quantity σ(m, x′) represents the predicted
density of stars with magnitude m at the location x′. Similarly to
Eq. (9), we write this quantity as a mixture of different densities,
corresponding to different stellar populations:
σ(m, x′) = c(m)
L∑
i=1
σi(x′)pi
(
m − A(x′)) , (21)
where σi(x′) represents the density of stars of class i at the sky
position x′. In order to proceed, we need to model these densi-
ties. A simple and consistent way of doing this, is to suppose
that lnσi(x′) can be written as the weighted sum of two terms:
one, lnσ(x), associated to the density at the point of interest x
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(the point where we intend to evaluate the local densities of stel-
lar populations); and one, ln τi(x′), which parametrizes the local
changes of the densities. As a result, we write
σi(x′) =
(
σi(x)
)ω(x−x′)(
τi(x′)
)1−ω(x−x′)
. (22)
The function ω describes the spatial correlation between densi-
ties at different positions and plays a central role in identifying
which stars contribute to the density estimate at x.
We can now insert Eqs. (22) and (21) in Eq. (20) and find the
maximum likelihood solution over σi(x). Calling An ≡ A(xn) the
extinction suffered by the n-th star, we find
∂ lnL
∂σi(x)
=
N∑
n=1
ω(x − xn) pi(mn − An)σi(xn)/σi(x)∑
j σ j(xn)p j(mn − An)
−
∫
dmc(m)
∫
d2x′ ω(x′)pi
(
m − A(x′))σi(x′)/σi(x) . (23)
We now make an important assumption. Because of the form
of the parametrization (22), a solution for the maximum like-
lihood can only be found if we specify the functional form of
the functions τi(x′). However, these functions are truly unknown,
since they parametrize the local changes of the various densities,
which in turn depend on the local density map. Using a statisti-
cal approach, however, it is natural to assume that these functions
have the same distribution ofσi(x), the quantity we are interested
in. As a result, if we take an average of Eq. (23), terms such as
σi(x′)/σi(x) cancel out:
∂ lnL
∂σi(x)
=
N∑
n=1
ω(x − xn) pi(mn − An)∑
j σ j(x)p j(mn − An)
−
∫
dmc(m)
∫
d2x′ ω(x′)pi
(
m − A(x′)) . (24)
Before proceeding, it is useful to consider the solution of the
maximum likelihood approach in the simple case where there is
a single population of stars and where the extinction vanishes,
A(x′) = 0. We find in this case
∂ lnL
∂σ(x)
=
N∑
n=1
ω(x − xn)
σ(x)
−
∫
d2x′ ω(x′) , (25)
where we have used the normalization property (10). The solu-
tion of this equation is immediately found as
σ(x) =
N∑
n=1
W(x − xn) , (26)
where
W(x) =
ω(x)∫
ω(x′) d2x′
(27)
We have therefore recovered Eq. (1), with the correct normaliza-
tion (2) for the weight W.
In the general case, the maximum-likelihood solution of
Eq. (24) must be obtained numerically. The errors associated to
the solutions can be estimated using the Fisher matrix. In our
case, we can obtain the Fisher matrix from
Ii j(x) =
"
dm d2x′
1
σ(m, x′)
∂σ(m, x′)
∂σi(x)
∂σ(m, x′)
∂σ j(x)
=
"
dm d2x′ c2(m)ω2(x − x′)×
pi
(
m − A(x′))p j(m − A(x′))
σ(m, x′)
σi(x′)σ j(x′)
σi(x)σ j(x)
. (28)
As before, we can replace x to x′ in all arguments of σi, with the
justification that the statistical properties of σ are invariant upon
translation. We will discuss in the next section useful expressions
to evaluate this quantity in practical cases.
3.3. Implementation
The algorithm proposed in this paper is essentially the search
of the solutions of Eq. (24) as a function of the star densities
{σi} corresponding to the various components or star popula-
tions. The same procedure must be applied to different patches of
the sky, so that maps of the star densities can be obtained. These,
in turn, will allow us to identify and characterize star clusters,
and in particular embedded ones.
Although the practical implementation of the algorithm fol-
lows this schema, a number of technical and theoretical aspects
must be correctly addressed in order to optimize the detection
and make the technique efficient.
First, we note that a simple way to obtain the (positive) so-
lutions of Eq. (24) is through the use of a recursive formula. To
this purpose, multiply both members of this equation by σi(x),
and solve for this quantity, thus obtaining the expression
σi(x)←
N∑
n=1
ω(x − xn) σi(x)pi(mn − An)∑L
j=1 σ j(x)p j(mn − An)∫
dmc(m)
∫
d2x′ ω(x′)pi
(
m − A(x′)) . (29)
Unfortunately, we are unable to use this equation because we
only know the extinction at the locations of the stars An ≡ A(xn):
this prevents us from evaluating the integral over dx2 in the de-
nominator. We can, however, move the denominator inside the
sum, and evaluate the second integral by replacing A(x) with
A(xn), the extinction at the direction of each star. Additionally,
using the same argument that has been employed in Eq. (23),
that is the similarity between σ and τ, it is convenient to replace
σi(x) with σi(xn) in the numerator. This procedure leads to the
iteration
σi(x)←
N∑
n=1
W(x − xn) σi(xn)pi(mn − An)∑L
j=1 σ j(xn)p j(mn − An)∫
dmc(m)pi(m − An)
. (30)
Equation (30) is the solution proposed in this paper to estimate
the local density of stars. As indicated by the left arrow symbol,
we can obtain the set of values {σi} by starting with some arbi-
trary (positive) values for these quantities, and then by calculat-
ing updated values of σi by applying Eq. (30). The convergence
is usually reached within a few tens of iterations.
Note that Eq. (30) has a simple interpretation. Let us ignore
for a moment the weight W, i.e. let us assume that all stars have
the same weight. The sum in Eq. (30) is carried out over all
stars in the patch of the sky, but each star is counted only par-
tially (i.e., contributes with a term between zero and unity in the
sum): precisely, each star contributes by the computed probabil-
ity that the star be associated with the i-th component. The way
this probability is computed is actually a simple application of
Bayes’ theorem, where pi(mn − An) plays the role of the likeli-
hood, σi(xn) is proportional to the prior that the star is of class
i, and the sum over j in the denominator is proportional to the
evidence. The result of the sum of these terms is divided by the
by the result of the integral: this is a correcting factor that takes
into account the fact that, because of extinction and incomplete-
ness, we will miss a fraction of stars. Note also that Eq. (30) can
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Function Support ω(x) W(x) Eff. area
Top-hat |x| ≤ s 1 1/(pis2) pis2
Conic |x| ≤ s 2(1 − |x|/s) 3(1 − |x|/s)/(pis2) 2pis2/3
Parabolic |x| ≤ s 3(1 − |x|2/s2)/2 2(1 − |x|2/s2)/(pis2) 3pis2/4
Gaussian R2 2 exp
(−|x|2/2s2) exp(−|x|2/2s2)/(2pis2) 4pis2
Table 1. Different two-dimensional spatial functions ω(x) and corresponding weight functions W(x). All functions considered here are axisym-
metric and include a spatial scale s.
be also considered as a special case of a K-means soft clustering
algorithm where the only unknown quantities are the classes σi
(see MacKay 2003).
Before proceeding, it is useful to recall the hypotheses of
this algorithm and its strengths. First, we assume that we have
some knowledge of the H-band luminosity function for the var-
ious populations of stars that are likely to be present in the field.
In practice, we will generally use two probabilities, one for the
field stars, and one for the YSOs. Second, we assume that we
have measured the extinction An of each star: note that this is not
the average extinction at the location of the star, which might
be very different because of perspective effects: for example, a
foreground star in front of a cloud would have An ' 0, while the
average extinction would be significant. This way, the algorithm
can directly account for foreground contamination: foreground
stars will not be corrected in their counts, since the integral in the
denominator of Eq. (30) will evaluate to unity. Similarly, stars
within molecular clouds will be corrected only for the amount of
material that is really in front of them.
Finally, we stress that the iterative procedure proposed here
only find positive solutions for the values σi. Although reason-
able, nevertheless this choice inevitably introduces biases in the
results: for example, in a region where no YSO is present, be-
cause of errors we will still measure small positive values for the
density of YSOs. However, numerical tests have shown that the
bias amount is limited; moreover, a reduction of the bias is asso-
ciated to a large increase in the scatter. Therefore, we will force
the σi to be positive and use Eq. (30) for the solution.
The uncertainties associated to Eq. (30) can be computed
from the Fisher matrix. For practical applications, it is conve-
nient to rewrite Eq. (28) by replacing the integrals over dm and
d2x′ with a sum over the observed objects. This leads to the ap-
proximated Fisher matrix expression
Ii j =
N∑
n=1
ω2(x − xn)c2(mn)pi(mn − An)p j(mn − An)
σ2(mn, xn)
. (31)
In this equation, we take the spatial function ω to be normalized
such that∫
ω(x′) d2x′ =
∫
ω2(x′) d2x′ ; (32)
that is, in terms of W,
ω(x) =
W(x)∫
W2(x′) d2x′
. (33)
Table 1 reports a few common choices for the spatial function
ω(x) and the corresponding weight function W(x), both correctly
normalized. As usual, the covariance matrix associated with the
measurements of the densities σi can be computed from the in-
verse of the Fisher matrix, I−1.
σ1 σ2 〈(I−1)11〉 〈(I−1)12〉 〈(I−1)22〉
〈σˆ1〉 〈σˆ2〉 Var[σ1] Cov[σ1, σ2] Var[σ2]
5.00 20.00 33.38 −19.13 35.27
5.30 19.87 21.37 −12.09 29.60
20.00 5.00 47.44 −19.02 22.34
19.79 5.21 43.31 −13.83 16.33
10.00 10.00 47.44 −19.02 22.34
10.05 9.95 30.63 −13.97 21.04
Table 2. Summaries of the results of simulations.
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σˆ2
Fig. 2. The distributions of measured densities in a simulation with
σ1 = 5 and σ2 = 20 (histogram), together with the predicted Gaus-
sian distribution obtained according to the Fisher matrix evaluated from
Eq. (31). The excess of small values of σˆ1 is due to the constraint that
σˆ ≥ 0 imposed by the algorithm.
4. Simulations
In order to test our method and verify its robustness we have per-
formed a set of simulations. We have considered a small patch
of the sky with two different stellar populations: field stars, with
exponentially increasing number counts p1(m) ∝ 10αm, with α =
0.33 mag−1; and YSOs, with Gaussian number counts p2(m) ∝
exp
(−(m − m0)2/2s2), with m0 = 12 mag and s = 1.65 mag. We
have distributed both populations randomly in the small patch
of the sky considered and we have added to each star a random
extinction drawn from the probability distribution pA(A) ∝ A−2,
in the range A ∈ [0.1, 2.0] mag. This choice is meant to simulate
the effects of differential extinction for objects within molecu-
lar clouds. Finally, we have imagined that our observations are
complete up to 15 mag, and that no stars can be observed beyond
that magnitude: in other words, we have modeled the complete-
ness function as a Heaviside function c(m) = H(15 − m). This
way, our final catalog contains, for each star, the angular position
in the sky, the H-band magnitude, and the measured extinction.
Note that the parameters used here are chosen to simulate a real
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5 10 15 20 25 30 35 40 45
σˆ1 + σˆ2
Fig. 3. The distribution of measured total density σˆ1 +σˆ2 in a simulation
with σ1 = 5 and σ2 = 20, together with the predicted Gaussian distri-
bution (derived from the Fisher matrix). The distribution is essentially
unbiased; moreover, because of the anticorrelation between σˆ1 and σˆ2,
the total density has significantly less scatter than both σˆ1 and σˆ2.
0 5 10 15 20 25 30 35 40
σˆ1, σˆ2
σˆ1
σˆ2
Fig. 4. The distributions of measured densities in a simulation withσ1 =
20 and σ2 = 5.
0 5 10 15 20 25 30 35 40
σˆ1, σˆ2
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σˆ2
Fig. 5. The distributions of measured densities in a simulation withσ1 =
10 and σ2 = 10.
situation corresponding to the sample application of Sect. 5, that
is the Orion molecular cloud complex observed with 2MASS.
We have used these data in our algorithm, represented by
Eqs. (30) and (31). As weight function W(x) we have used a
0 5 10 15 20
σ2
−1.0
−0.5
0.0
0.5
〈σˆ
1,
2
−σ
1,
2〉
σ1
σ2
Fig. 6. The biases in the measured densities for σ1 = 10 and σ2 ∈
[0, 20]. Note how the bias essentially vanishes for σ2 > 5.
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Fig. 7. The scatter on σˆ1 and σˆ2 for σ1 = 10 and σ2 ∈ [0, 20] (dots),
together with the predictions obtained from Eq. (31) (lines).
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σ2
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1
Fig. 8. Violin plot showing the distribution of measured densities σˆ1
for σ1 = 10 and σ2 ∈ [0, 20]. Each elongated structure corresponds
to a different value of σ2; its width is proportional to the distribution
of measured values of σˆ1, i.e. effectively it is a histogram displayed
vertically. The small red dashes indicate the average values.
Gaussian, and we have chosen the angular units so that∫
W2(x′) d2x′ =
[∫
W(x′) d2x′
]2
. (34)
This choice guarantees that the effective area of the weight func-
tion is unity, i.e. the effective number of stars used for the anal-
ysis, in absence of extinction, would be just σ1 + σ2. In reality,
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Fig. 9. Violin plot showing the distribution of measured densities σˆ2 for
σ1 = 10 and σ2 ∈ [0, 20]. The small blue dashes indicate the average
values.
the presence of the extinction reduces this number by a factor
that depends on the relative ratio between σ1 and σ2 (typically,
by ∼ 20%).
We have then performed different simulations, with various
choices for σ1 and σ2, to verify the ability of the algorithm to
recover the input densities. Figures 2–5 show the observed dis-
tributions of σˆ1 and σˆ2, together with the predicted ones (Gaus-
sian distributions centered on the true values of σ1 and σ2, with
the variances predicted from the Fisher matrix I). In general, we
can note a few points:
– When one of the input densities is below ∼ 7, there is a clear
excess of the corresponding quantity for small measured val-
ues. This is a consequence of the fact that the proposed algo-
rithm only returns positive values for the densities.
– Except for the point above, the predicted distributions repro-
duce very well the measured data. The agreement is particu-
larly good when the input densities are large.
– Overall, the total density σ1 + σ2 is better constrained than
the individual densities σ1,2.
Figures 6 and 7 show the biases and the errors on the measured
densities σˆ1,2 for σ1 = 10 and σ2 varying in the interval [0, 20].
We can see that there is a measurable bias for σ2 < 5, while
the results are essentially unbiased above this value. Correspond-
ingly, we observe in the same range σ2 ∈ [0, 5] a measured scat-
ter in measured densities that is significantly smaller than what
predicted from the Fisher matrix. For larger values of the input
density the error estimate gets closer to the measured errors, but
still remains slightly above. This is actually good, because im-
plies a small overestimate of the error which will make the en-
tire method more robust for cluster detections (that is, it will de-
crease the number of false positive). In summary, all these simu-
lations confirm that the method works and that the error estimate
is quite accurate.
5. Sample application: Orion
We have applied the method proposed in this paper to 2MASS
data of the Orion A and B molecular cloud complexes. The re-
gions selected ensure that we can verify the reliability of the
algorithm proposed here using some of the best studied ob-
jects in the sky. In particular, the populations of embedded clus-
ters for both clouds have been the targets of extensive observa-
tional campaigns using ground-based, near-infrared (Lada et al.
1991)) and millimeter-wave (Lane et al. 2016) surveys as well
as space-based, mid-infrared Spitzer Space Telescope (Megeath
et al. 2012, 2016), and Chandra X-ray (Prisinzano et al. 2008)
surveys. Additionally, the distance of these clouds ensures that
the 2MASS H-band data are, in absence of extinction, complete
for YSOs: that is, the cluster HLF at the distance of Orion is es-
sentially entirely within the 2MASS H-band limiting magnitude
(∼ 15 mag).
Figures 10 and 11 show the density of fiducial YSOs mea-
sured in Orion A and B. These maps have been produced by
our pipeline together with Nicer (Lombardi & Alves 2001) and
Nicest (Lombardi 2009) extinction maps from the 2MASS Point
Source Catalogue (see Lombardi et al. 2011 for details on the
data selection and extinction map construction). The algorithm
has been run in conditions similar to the simulations described
above: that is, we have used two different stellar populations, one
associated with the background and characterized by exponential
number counts, and one associated with the YSOs and charac-
terized by Gaussian number counts (with parameters consistent
with the H-band luminosity function of Muench et al. 2002).
Using an angularly close control field we also measured the dis-
tribution of intrinsic colors of stars and the shape of the com-
pleteness function: the latter has been modeled using an com-
plementary error function erfc, as described in Appendix A.2.
This choice makes it possible to use the entire 2MASS catalogue
without any magnitude cut (which would increase the noise in
the final data products). The maps produced have a pixel size of
1.5 arcmin and a weight function W ∝ ω in turn proportional
to a Gaussian with FWHM = 3 arcmin. We have used a rel-
atively large beam in these maps to increase the sensitivity of
our algorithm and to minimize the effects of the biases shown in
the simulations described in Sect. 4, while still retaining in most
situations the ability to distinguish different clusters (i.e., avoid
confusion effects at the distance of Orion).
Since we have at our disposal the covariance map of these
measurements, we have assessed the reliability of each density
peak in these figures. The red contours in the figures show the
areas (larger than 2 pixels) where the local YSO density exceeds
1.5 stars/pixel, corresponding approximately to a signal-to-noise
ratio larger than 3.5: note how some regions in black in Fig. 10
do not reach the threshold because of the large error associated
with them (mostly due to the high extinction values there).
Table 3 shows the YSO clusters identified in the Orion A and
B areas using our simple prescription, together with the most
relevant parameters. In some cases we clearly see that angularly
close clusters appear as a single contour in our maps: the simple
procedure used here to define clusters, the relatively coarse res-
olution used, and the cluster morphology itself prevent us from
deblending some close objects. An extreme case of this situation
might be the ISF (the Integral Shaped Filament) cluster, where
the limitations due to angular resolution would make it difficult
to resolve and separate smaller clusters if they exist in such a
very populous region. We note that the ISF cluster encompasses
M42, the Trapezium and ONC clusters as well as an extended
population of YSOs along the ISF.
The radius R reported in the table corresponds to the radius
of a circle that would occupy the same area as the identified
cluster, i.e. to the connected region of the sky where the in-
ferred density of YSOs exceeds the background by 3σ. At the
estimated distance of Orion, 413 pc (Reid et al. 2009), 1′ cor-
responds to 0.12 pc: therefore, the clusters identified have radii
spanning from ∼ 2.4 pc to ∼ 0.15 pc.
The well known clusters in these clouds are correctly identi-
fied by our procedure. It is interesting to compare Table 3 with
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Fig. 10. The results of the cluster finding algorithm in Orion A using the 2MASS Point Source Catalog. The red contours shows all surface
density detections 3σ above the background, while the black contour corresponds to AK = 0.3 mag. When displayed in Adobe Acrobat, it is
possible to hide the Grid lines, the black Extinction contours, the red contours corresponding to the Clusters , the red dots representing the
Megeath et al. YSOs’ , and the clusters’ Names .
Table 3. The YSO clusters identified in Orion A and B.
ID ` b R.A. Dec. Stars R AK Cloud Simbad Type◦ ◦ ◦ ◦ ′ mag
1 205.8569 −12.6041 88.4398 +00.4283 88 ± 14 5.2 0.2 Ori B NGC 2112 OpC
2 205.1234 −14.1127 86.7727 +00.3486 78 ± 13 4.9 1.6 Ori B NGC 2071 RNe
3 205.2984 −14.3236 86.6667 +00.0995 56 ± 11 4.1 1.4 Ori B M 78 RNe
4 206.4996 −16.3341 85.4332 −01.8659 188 ± 23 7.1 2.1 Ori B NGC 2024 Cl*
5 206.8020 −17.3464 84.6710 −02.5928 15 ± 4 2.5 0.1 Ori A sig Ori MGr
6 208.9681 −19.3846 83.7998 −05.3541 1601 ± 49 19.8 1.1 Ori A M 42 HII
7 209.9598 −19.6021 84.0276 −06.2867 8 ± 3 1.9 0.6 Ori A — —
8 210.1018 −19.6036 84.0865 −06.4071 27 ± 6 3.1 1.1 Ori A LDN 1641N Cl*
9 210.7790 −19.4832 84.4813 −06.9247 5 ± 3 1.5 0.6 Ori A [BDB2003] G210.80-19.50 Cl*
10 210.9941 −19.3347 84.7061 −07.0406 35 ± 9 3.6 1.7 Ori A LDN 1641C Cl*
11 211.4326 −19.2912 84.9301 −07.3924 12 ± 5 2.1 2.2 Ori A — —
12 212.4806 −18.9864 85.6458 −08.1475 91 ± 13 5.3 0.6 Ori A 2MASS J05422695-0809173 Y*O
13 212.9849 −19.1519 85.7057 −08.6486 4 ± 2 1.2 1.4 Ori A [BDB2003] G212.98-19.15 Cl*
14 213.4450 −19.8466 85.2625 −09.3407 10 ± 4 2.1 0.6 Ori A — —
15 214.0756 −19.6278 85.7219 −09.7820 32 ± 8 3.4 1.1 Ori A [BDB2003] G214.06-19.62 Cl*
clusters identified independently using much more secure data.
Among the ones at our disposal, the recent catalog of embed-
ded YSOs obtained by Megeath et al. (2016) using the Spitzer
Space Telescope and the Chandra observatory is probably the
most secure and complete: we will therefore focus on this cat-
alog. Since our definition of a cluster is based on an somewhat
arbitrary parameters (signal-to-noise threshold, minimum num-
ber of pixels, no correction for the stars missed at the bound-
aries), and since different, more-or-less, arbitrary parameters are
also used by Megeath et al. (2016), we find it more appropri-
ate and fair to make a comparison after we first homogenize the
data. Specifically, we take Megeath et al. (2016) YSO list and
we make out of it a density map using a Gaussian kernel of the
same size of the one used for our map. Figures 12 and 13 show
the results obtained for Orion A and B, which clearly compares
very well with our own maps, derived purely from the 2MASS
point source catalog. The most relevant structures are present in
both maps and have very similar shapes; the only differences are
the noise present in our maps (however at a relatively low level),
and the limited coverange of the Spitzer derived density maps.
The qualitative similarity of these maps can be quantified if
compare clusters identified in both maps using the same crite-
ria. Table 4 shows a list of clusters identified in the smoothed
Megeath et al. (2016) maps using a fix density threshold (set to
1.5 stars/pixel). In this table we compare the number of Spitzer
YSOs with the number of YSOs predicted from the integral of
the σYSOs over the area of each cluster as defined from Megeath
et al. density map, together with the computed 1-σ error. It is
clear that in almost all cases we find an excellent agreement,
although in many cases our estimates are slightly larger than
the ones by Megeath et al. We can speculate that this is due to
the presence of class III YSO, which likely would be missed by
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Fig. 11. The results of the cluster finding algorithm in Orion B using the
2MASS Point Source Catalog (see caption of Fig. 10 for the legend).
Note that NGC 2023 is below the detection threshold and appears only
as a weak smudge in this image. When displayed in Adobe Acrobat, it
is possible to hide the Grid , the Extinction , the Clusters , the red dots
representing the Megeath et al. YSOs’ , or the Names .
Fig. 12. A Gaussian-kernel smoothed density map of the Megeath et al.
(2016) YSO list in Orion A (top) to compare with our density map (bot-
tom).
Spitzer. Indeed, a comparison of the two panels of Fig. 12 shows
that the bottom panel, corresponding to our density map, has spa-
tially more extended clusters than the top panel, corresponding
to Megeath et al. density map.
As discussed earlier on, our algorithm is a statistical one and
works best when it is applied to a sizeable number of stars. How-
ever, we can also push it and associate to each single star a prob-
ability of being a YSO: to this purpose, for the n-th star we can
Fig. 13. A Gaussian-kernel smoothed density map of the Megeath et al.
(2016) YSO list in Orion B (left) to compare with our density map
(right).
0.0 0.2 0.4 0.6 0.8 1.0
YSO probability
Megeath et al. (2016) YSOs
All other stars
Fig. 14. The distribution of PYSO, the probability that our algorithm
assigns to each star to be a YSO, for the Megeath et al. (2016) YSO
candidates and for all other objects in the 2MASS point source catalog.
Table 4. Correspondence between the clusters identified in this work,
marked with the subscript 1, and the ones identified from a smoothed
version of the YSO catalog Megeath et al. (2016).
` b Stars1 Stars2 R Cloud◦ ◦ ′
214.0472 −19.6402 12 ± 4 8.9 1.9 Ori A
212.9892 −19.1435 10 ± 5 11.5 2.1 Ori A
212.4676 −19.0192 8 ± 3 3.4 1.2 Ori A
210.9717 −19.3367 28 ± 8 39.5 3.3 Ori A
210.0881 −19.5955 23 ± 6 31.1 2.8 Ori A
209.5134 −19.6566 4 ± 2 3.4 1.2 Ori A
209.0159 −19.3924 929 ± 36 873.3 12.9 Ori A
208.5245 −19.1518 68 ± 11 51.6 4.3 Ori A
208.4171 −19.1892 20 ± 5 12.1 2.2 Ori A
208.3900 −19.0734 15 ± 4 10.3 2.1 Ori A
206.5222 −16.3557 135 ± 19 158.5 5.5 Ori B
205.3203 −14.3258 39 ± 9 28.2 3.3 Ori B
205.1356 −14.0971 61 ± 12 55.6 4.2 Ori B
compute
Pi =
σi(xn)pi(mn − An)∑L
j=1 σ j(xn)p j(mn − An)
. (35)
Note how this quantity resembles the term within the outer sum
of Eq. (30). Figure 14 shows the distribution of PYSO (that is, the
distribution in the probabilities assigned to each object to be a
YSO) for the Megeath et al. (2016) YSO candidates and for all
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Fig. 15. A low-resolution version of the YSO density in Orion. The grey
area at ` ' 205◦ is the Orion OB Ib association, while the lighter area to
the right (around ` ' 201◦) is OB Ia, containing the 25 Ori cluster (the
grey spot at ` ' 201◦ and b ' −18◦).
the other objects. It is clear how all the other objects have PYSO
that is concentrated around zero, while the YSO candidates have
a much broader distribution that extends to unity. For these latter
objects the distribution, in addition to a substal peak at PYSO = 1,
shows a long tail up to small values of PYSO: this is not unex-
pected, since our identification is only statistical (and therefore
we cannot identify unambigously YSOs). Note also how the rel-
atively low values of PYSO for some genuine YSOs in our al-
gorithm are compensated by the small tail in the distribution of
field stars (this works because there are many more field stars
than YSOs, a fact that is accounted for in the algorithm).
5.1. Sensitivity to the distributed population
Recently, Kubiak et al. 2016, have identified a rich and well-
defined stellar population of about 2 000 objects, mostly M stars
without extinction or infrared-excesses, as the low-mass coun-
terpart to the Orion OB Ib subgroup (the Orion belt population).
This low-mass population is not obviously clustered but instead
appears to be distributed across ∼ 10 square degrees and the au-
thors speculate that it could represent the evolved counterpart of
a Orion nebula-like cluster. While more data is needed to test
this scenario, it is clear that much can be learned about the ori-
gin of stellar OB associations and the dispersal of clusters into
the Galactic field if one is able to trace in a robust manner the
distribution of the slightly older and more expanded populations
surrounding star-forming molecular clouds.
We now investigate the extent to which the technique pro-
posed here is suitable for detection of looser, more expanded
distributions of young stars, in particular the low-mass counter-
part to the Orion OB association presented in Kubiak et al. 2016.
For this purpose, we have built a lower resolution map of the re-
gion, employing a FWHM of 30 arcmin.
Figure 15 shows that, surprisingly, we are well able to re-
cover the stellar over-density of the Ori Ib population, and for
the first time, the stellar over-density of the Ori Ia population.
These over-densities are likely to be created by low-mass stars
as 2MASS is still sensitive to the peak of the IMF for the putative
distance and age of these subgroups. An analysis of the substruc-
ture seen in the distributed population visible in Figure 15 above
the noise pattern is beyond the scope of this paper, but will best
addressed once Gaia parallaxes are generally available. Of rel-
evance for this paper is that the ability of the method to trace
the dispersed population from existing all sky data opens a new
window on the unsolved problem of the origins of OB associa-
tion and cluster dispersal in to the field.
6. Conclusions
The following items summarize the main results presented in this
paper:
– We have developed a new method to discover and character-
ize deeply embedded star clusters.
– The method is able to statistically classify objects as field
stars or YSOs and corrects for the effects of differential ex-
tinction.
– We have provided expressions for the covariance of the in-
ferred densities and we have validated both the method and
the analytic expression for the covariance with a set of sim-
ple but realistic simulations.
– We have applied the new method to 2MASS point sources
observed in the Orion A and B and we have shown that
we can identify and characterize well protostellar clusters in
these regions, as well as detect much looser associations such
as the OB 1a and 1b subgroups.
Finally, we note that the method proposed here can be easily
extended to multi-band observations by using suitable probabil-
ity distributions pi(m) for various populations as a function of
the magnitude vector m. Its implementation would be essentially
identical, with minor modifications to take into account the dif-
ferent effects of extinction on different bands. The natural use of
such an extension would be in the context of techniques such as
the one proposed by Juvela & Montillaud (2016) which are able
to recover the extinction from a complex analysis of multi-band
data.
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Appendix A: Implementation
In this section we consider a few details and analytical expres-
sions useful to evaluate some of the expressions needed to im-
plement the method proposed here.
Appendix A.1: Algorithm
The algorithm proposed in this paper is essentially an iterative
application of Eq. (30) to the set of densities {σi(x)}. A few notes,
however, are necessary to better implement the algorithm:
– The method assumes that the extinction values in the H band
are available for each star used. In our implementation these
values are obtained through the use of the Nicer algorithm.
Other techniques can be used, as long as the extinction is ref-
ereed to the single star and is not an average extinction at the
location of the star. In our implementation, this requirement
limits the method to stars for which, in addition to the H-
band measurements, have at least another band photometry.
– Since the various densities are spatially variable, one needs
to repeat the iteration of Eq. (30) to each point in the map.
– Equation (30) itself needs to be iterated a few times (typi-
cally around ten, in some cases a little more) before reach-
ing a good convergence. This generally suggests the use of
simple analytical models for the various functions involved
in this equation (the probability distributions pi(m) and the
completeness function c(m), discussed below).
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Fig. A.1. An histogram of H band magnitudes of stars in a control field
region, together with its best fit (an exponential with a complementary
error function truncation, see the text).
Appendix A.2: H-band probability distributions and
completeness function
In this paper we have considered two useful models for the H-
band luminosity function: the exponential distribution and the
normal (Gaussian) one.
We parametrize the exponential distribution as
p(m) = kβeβm ∝ 10αm , (A.1)
where k is a normalization constant that will be found lather on
and β = α ln 10.
The normal distribution is parametrized as
p(m) =
k√
2pis2
e−(m−m0)
2/2s2 , (A.2)
where again k is a normalization constant to be investigated later.
Finally, we model the completeness function c(m) in terms of
the complementary error function erfc. This can justified from an
empirical point of view since the error function has a shape that
resemble the completeness function. It is also reasonable from a
statistical point of view if the photometric errors are Gaussian:
in this case, one can suppose that the probability that an object
be detected is an integral over a relevant part of the Gaussian.
Specifically, we assume for c(m) the following functional form:
c(m) =
1
2
erfc
m − mc√
2σ2c
 , (A.3)
where mc is the 50% completeness limit and σc sets the width
of the completeness function. Figure A.1 shows that our simple
model for the control field HLF, the product of p(m)c(m) with
p(m) following an exponential distribution and c(m) described
in terms of an erfc, reproduces well the data.
Appendix A.3: Statistical errors and completeness function
As noted above, statistical errors can be included in our algo-
rithm by convolving the probability distributions pi with appro-
priate kernels. We expect to have two main sources for statis-
tical errors: photometric errors in the H-band magnitude mea-
surements and errors in the extinction measurements. While the
formers are relatively simple to characterize (typically, they will
be provided in the star catalogue), the latter are a combination
of different sources of errors: the scatter in the intrinsic color of
sources and the photometric errors in each band used. If extinc-
tions are derived using the Nicer algorithm, as assumed here,
then the variance associated to each extinction measurement can
be computed from the expression
Var(A) ≡ σ2A =
1
kTC−1k
, (A.4)
where, following the notation of Lombardi & Alves (2001), we
have called k is the reddening vector andC the combined covari-
ance matrix of the observed colors (including both the intrinsic
scatter in the color of unextinguished stars and the individual
photometric errors).
Looking again at Eq. (30), i.e. the main equation representing
our method, we see that in reality the H-band magnitudes and the
associated extinction measurements typically enter the problem
through the combination m − A; moreover, while in the numera-
tor the combination is mn − An and involves therefore measure-
ments of both m and A for individual stars, in the denominator
the combination is m − An, with m integration variable. There-
fore, in presence of errors these two parts of the expression must
be computed separately.
Let us consider first the denominator. Since there the only
argument of pi with associated errors is An, the measured ex-
tinction for the n-th star, we just need to convolve the magnitude
distribution with a Gaussian kernel with variance provided by
Eq. (A.4).
In the case of the numerator the situation is slightly more
complicated, because there we find the combination mn − An.
Since An is computed from the observed magnitude of each star
(including of course the H-band magnitude), mn and An are cor-
related. A simple calculation shows that the variance associated
to the combination mn − An is
Var(mn − An) = k2Hσ2A + σ2H
[
1 − 2 (bJ−H − bH−K) kH] . (A.5)
In this expression the last term is related to the correlation be-
tween A and m and is equal to σ2H , the square of the photometric
error on the H-band magnitude. The factors bJ−H and bH−K are
quantities that can be computed from Eq. (12) of Lombardi &
Alves (2001), while kH is the reddening vector for the H band,
i.e. the ratio AH/A.
Appendix A.4: Convolution integrals
The convolution of the luminosity functions (A.1) and (A.2) with
Gaussian kernels representing the statistical errors take simple
forms. Calling σ2p the variance of the convolution kernel, given
depending on the term by Eq. (A.4) or by Eq. (A.5), and using
the tilde to represent the convolved H-band luminosity functions,
we find for the exponential distribution
p˜(m) = kβeβm+σ
2
pβ
2/2 . (A.6)
Similarly, for the Gaussian model we find
p˜(m) =
k√
2pi(s2 + σ2p)
e−(m−m0)
2/2(s2+σ2p) , (A.7)
Appendix A.5: Completeness integrals
Finally, we need to compute the integral in the denominator of
Eq. (30), involving the H-band luminosity function p(m) and the
completeness function c(m). A simple change of variable casts
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this integral (similar to a convolution) into a more convenient
form:∫
c(m)p(m − A) dm =
∫
c(m + A)p(m) dm ≡ K(A) . (A.8)
In this equation we have called K(A) the result of the integral,
retaining its explicit dependence on A. We now consider the
derivative K′ of K:
K′(A) =
∫
c′(m + A)p(m) dm , (A.9)
and note that, since c is the error function, c′ is a Gaussian func-
tion. Since Eq. (A.9) is also (essentially) a convolution, this al-
lows us to compute K′(A) using formulae similar to the ones of
the previous section: as a result, we see that K′(A) remains either
an exponential or a Gaussian, depending on the function form of
p(m).
Finally, we need to integrate back K′(A) to obtain K. The
result we obtain from this procedure is, in case of an exponential
distribution,
K(A) = keβ(mc−A)+σ
2
cβ
2/2 . (A.10)
For the Gaussian distribution the result contains again the error
function:
K(A) =
k
2
erfc
m0 − mc + A√
2(σ2c + s2)
 . (A.11)
If statistical errors have to be taken into account, these expres-
sions simply change into
K(A) = keβ(mc−A)+(σ
2
c+σ
2
p)β
2/2 , (A.12)
and
K(A) =
k
2
erfc
 m0 − mc + A√
2(σ2c + s2 + σ2p)
 . (A.13)
References
Bressert, E., Bastian, N., Gutermuth, R., et al. 2010, MNRAS, 409, L54
Cambrésy, L., Beichman, C. A., Jarrett, T. H., & Cutri, R. M. 2002, AJ, 123,
2559
Cambrésy, L., Marton, G., Feher, O., Tóth, L. V., & Schneider, N. 2013, A&A,
557, A29
Cambrésy, L., Petropoulou, V., Kontizas, M., & Kontizas, E. 2006, A&A, 445,
999
Carpenter, J. M. 2000, AJ, 120, 3139
Casertano, S. & Hut, P. 1985, ApJ, 298, 80
Feigelson, E. D. & Babu, G. J. 2012, Modern Statistical Methods for Astronomy
(Cambridge University Press)
Geyer, M. P. & Burkert, A. 2001, MNRAS, 323, 988
Gutermuth, R. A., Megeath, S. T., Myers, P. C., et al. 2009, ApJS, 184, 18
Gutermuth, R. A., Megeath, S. T., Pipher, J. L., et al. 2005, ApJ, 632, 397
Hubble, E. P. 1926, ApJ, 64
Juvela, M. & Montillaud, J. 2016, A&A, 585, A78
Kubiak, K., Alves, J., Bouy, H., et al. 2016, ArXiv e-prints
Lada, C. J. & Lada, E. A. 2003, ARA&A, 41, 57
Lada, C. J., Margulis, M., & Dearborn, D. 1984, ApJ, 285, 141
Lada, E. A., Depoy, D. L., Evans, II, N. J., & Gatley, I. 1991, ApJ, 371, 171
Lane, J., Kirk, H., Johnstone, D., et al. 2016, ArXiv e-prints
Lombardi, M. 2009, A&A, 493, 735
Lombardi, M. & Alves, J. 2001, A&A, 377, 1023
Lombardi, M., Alves, J., & Lada, C. J. 2011, A&A, 535, A16
Lombardi, M., Lada, C. J., & Alves, J. 2013, A&A, 559, A90
MacKay, D. 2003, Information Theory, Inference, and Learning Algorithms
(Cambridge University Press)
Megeath, S. T., Gutermuth, R., Muzerolle, J., et al. 2012, AJ, 144, 192
Megeath, S. T., Gutermuth, R., Muzerolle, J., et al. 2016, AJ, 151, 5
Meingast, S., Alves, J., Mardones, D., et al. 2016, A&A, 587, A153
Muench, A. A., Lada, E. A., Lada, C. J., & Alves, J. 2002, ApJ, 573, 366
Prisinzano, L., Micela, G., Flaccomio, E., et al. 2008, ApJ, 677, 401
Reid, M. J., Menten, K. M., Zheng, X. W., et al. 2009, ApJ, 700, 137
Román-Zúñiga, C. G., Elston, R., Ferreira, B., & Lada, E. A. 2008, ApJ, 672,
861
von Hoerner, S. 1963, ZAp, 57, 47
Wilking, B. A. & Lada, C. J. 1985, in Protostars and Planets II, ed. D. C. Black
& M. S. Matthews, 297–319
Article number, page 13 of 13
