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Abstract
We prove that the invariant measure associated to a multivalued stochastic differential equation is
absolutely continuous with respect to the Lebesgue measure with a density ρ ∈ Bs,p,qloc for all 1 < p <
d/(d − 1), 0 < s < 1 and q ⩾ 1, and ρ ∈ W 1,q (O) for all q > 1 provided that O b Int(D(A)). In
particular, ρ is locally α-Ho¨lder continuous in Int(D(A)) for all α < 1.
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1. Introduction
This paper is a continuation of [13] and we are concerned with the following multivalued
stochastic differential equation (MSDE in short) on the Euclidean space Rd :
d X t + A(X t )dt ∋ b(X t )dt + σ(X t )dWt
X0 = x ∈ D(A), (1)
where A is a multi-valued maximal monotone operator on Rd with the domain D(A) := {x ∈
Rd; A(x) ≠ ∅}, b : Rd → Rd , σ : Rd → Rd ×Rd and W is a d-dimensional standard Brownian
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motion. Such an equation is called a multivalued stochastic differential equation (MSDE in short)
for which the existence and uniqueness of solutions has been obtained in [10] under the usual
Lipschitz and linear growth assumptions. It is then remarked that the existence and uniqueness
result remains true with the log-Lipschitz instead of the Lipschitz assumption in [13], and there
we have also established the existence and uniqueness of an invariant measure, of the Markov
semigroup associated to (1) under standard assumptions.
The aim of the present paper is to further study the regularity of the invariant measures,
namely its absolute continuity with respect to the Lebesgue measure and the smoothness of the
corresponding Radom–Nikodym derivative.
For the regularity of the invariant measures of stochastic differential equations with or without
reflection (SDEs or RSDEs), there have been rapidly increasing interests and numerous results
have been produced in the past two decades; see [7] for an excellent survey and references therein
and in particular [2,4–6,11] for subjects closely related to the problem considered in the present
paper.
As far as the analysis concerning invariant measure is involved, perhaps the most significant
difference between SDEs and RSDEs on one side, and MSDEs on the other side, is that there is
a direct connection between the former and the PDE theory, which is not the case for the latter.
For this reason, it is not possible, unlike in [2,7], to deduce necessary estimates directly form the
PDE theory. Rather, we shall prove some uniform estimates on the Yosida approximation and
use weak convergence arguments.
In [2], Barbu and Da Prato considered a special case, namely they studied the problem
associated to the following reflected stochastic differential equation with a constant diffusion
part:
d X t + ∂ IO(X t )dt ∋ b(X t )dt + dWt , X0 = x .
They proved, under adequate assumptions, that the invariant measure is absolutely continuous
with respect to the Lebesgue measure with a density ρ ∈ L1(Rd) and ρ ∈ W1,qloc (O◦) for
all q > 1. Their approach depends on the connection between reflected stochastic differential
equations and elliptic Neumann problems.
Our main result is presented and proved in Section 3. Roughly speaking, we will be able to
show that the invariant measure is absolutely continuous with respect to the Lebesgue measure
and the density is Besov and Ho¨lder regular under reasonable assumptions. So we extend the
corresponding results of [2] to a more general context and we do not require the diffusion part to
be constant.
Throughout the paper, Wk,p denotes the usual Sobolev space on Rd and Wk,ploc its local
version, Cb(Rd) and Bb(Rd) denote the spaces of bounded, continuous functions and bounded,
measurable functions on Rd respectively. B(Rd) denotes the Borel σ -algebra of Rd and Bm is
the closed ball with radius m, centered at the origin.
2. Preliminaries
We begin by fixing some notions and notations. Let {X t (x), t ⩾ 0, x ∈ Rd} be a family
of Markov processes with state space Rd and transition probability Pt (x, E), E ∈ B(Rd). Let
(Pt )t⩾0 be the corresponding semigroup defined by
Pt f (x) := E f (X t (x)), t > 0, f ∈ Bb(Rd).
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Definition 2.1. A measure µ on (Rd ,B(Rd)) is called an invariant measure for (Pt )t⩾0 if∫
E
Pt (x, E)µ(dx) = µ(E), ∀t > 0, E ∈ B(Rd).
We will use the classical Khasminskii and Doob theorems (cf. [11]).
Theorem 2.2. If Pt is strong Feller and irreducible, then it possesses at most one invariant
measure and this measure is ergodic.
Theorem 2.3. If Pt is strong Feller and irreducible and µ is the invariant measure for it, then it
is strongly mixing and
lim
t→∞
1
t
∫ t
0
Psϕ(x)ds =
∫
ϕ(y)µ(dy), ∀x ∈ Rd , ϕ ∈ Cb(Rd).
We also give some notions and properties of multivalued maximal monotone operators.
Definition 2.4. Given a multi-valued operator A from Rd to 2Rd , define:
D(A) := {x ∈ Rd : A(x) ≠ ∅},
Gr(A) := {(x, y) ∈ R2d : x ∈ Rd , y ∈ A(x)}.
(1) A multivalued operator A is called monotone if
⟨y1 − y2, x1 − x2⟩ ⩾ 0, ∀(x1, y1), (x2, y2) ∈ Gr(A).
(2) A monotone operator A is called maximal monotone if and only if
(x1, y1) ∈ Gr(A) ⇔ ⟨y1 − y2, x1 − x2⟩ ⩾ 0, ∀(x2, y2) ∈ Gr(A).
Some useful facts and properties of the multivalued maximal monotone operator A are listed
in the proposition below. For more details, we refer to [10].
Proposition 2.5. Let A be a multi-valued maximal monotone operator on Rd . Then:
(i) Int(D(A)) and D(A) are convex subsets of Rd and Int(D(A)) = Int(D(A)).
(ii) For each x ∈ D(A), A(x) is a closed and convex subset of Rd . Let A◦(x) := projA(x)(0)
be the minimal section of A, where projO denotes the projection on a closed convex subset
O ⊂ Rd and proj∅(0) = ∞. Then
x ∈ D(A) ⇔ |A◦(x)| < +∞.
(iii) The resolvent operator Jn := (1+ 1n A)−1 is a single-valued and contractive operator defined
on Rd and valued in D(A).
(iv) The Yosida approximation An := n(I − Jn) is a single-valued, maximal monotone and
Lipschitz continuous function with Lipschitz constant n. Moreover, for every x ∈ D(A), as
n ↗∞,
An(x)→ A◦(x)
and
|An(x)| ↗ |A◦(x)| if x ∈ D(A),
|An(x)| ↗ +∞ if x ∉ D(A).
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The following definition and proposition are taken from [10].
Definition 2.6. A pair of continuous and (Ft )-adapted processes (X, H) is called a solution of
(1) if
(i) X0 = x and for all t ⩾ 0, X t ∈ D(A) a.s.;
(ii) H is of locally finite variation and H0 = 0 a.s.;
(iii) d X t = b(X t )dt + σ(X t )dWt − d Ht , 0 ⩽ t <∞, a.s.;
(iv) For any continuous and (Ft )-adapted functions (α, β) with (αt , βt ) ∈ Gr(A),∀t ∈
[0,+∞), the measure ⟨X t − αt , d Ht − βt dt⟩ ⩾ 0.
Proposition 2.7. Let A be a multivalued maximal monotone operator, (X, H) and (X ′, H ′) be
continuous functions with X, X ′ ∈ D(A), H, H ′ being of finite variation. Let (α, β) be
continuous functions satisfying
(αt , βt ) ∈ Gr(A), ∀t ⩾ 0.
If
⟨X t − αt , d Ht − βt dt⟩ ⩾ 0,
⟨X ′t − αt , d H ′t − βt dt⟩ ⩾ 0,
then
⟨X t − X ′t , d Ht − d H ′t ⟩ ⩾ 0.
3. Main result
We make the following assumptions.
(H1) 0 ∈ Int(D(A)).
(H2) b is continuous and for any x, y ∈ Rd , there exists a constant λ1 > 0 such that
2⟨x − y, b(x)− b(y)⟩ + ‖σ(x)− σ(y)‖2 ⩽ λ1|x − y|2.
(H3) There exists a λ2 > 0 and an m ∈ N such that for every x ∈ Rd ,
|b(x)| + ‖σ(x)‖ ⩽ λ2(1+ |x |m).
(H4) ∃λ0 > 0 such that
λ0 I < σσ
∗ < λ−10 I.
(H5) There exist constants λ3 > 0, λ4 ⩾ 0 such that for all x ∈ Rd
2⟨x, b(x)⟩ + ‖σ(x)‖2HS ⩽ −λ3|x |2 + λ4.
(H6) For a := 12σσ ∗, ai j ∈ W2,ploc , p > 1 and ai j is α-Ho¨lder continuous, 0 < α < 1.
Denote by X t (x) the solution to Eq. (1) with initial value x . Set
Pt f (x) = E f

X t (x)

, f ∈ Bb(Rd),
Pt (x, B) = P

X t (x) ∈ B

, B ∈ B(Rd).
We have proved in [13] that under the assumptions above, there exists a unique invariant measure,
say µ, for (Pt )t⩾0.
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Consider the Yosida approximation of Eq. (1):
Xnt = x +
∫ t
0
b(Xns )ds +
∫ t
0
σ(Xns )dWs −
∫ t
0
An(X
n
s )ds, (2)
where An is the Yosida approximation of the operator A. According to Proposition 2.5, An is
Lipschitz continuous with the constant n. Hence there exists a unique solution to Eq. (2), denoted
by Xnt (x). Moreover, it has been proved in [10] that
lim
n→∞ X
n
t (x) = X t (x) (3)
in distribution for all x ∈ D(A) and t ⩾ 0.
Then the transition semigroup (Pt )t⩾0 associated to (Xnt (x))x∈Rd ,t⩾0 is given by
Pnt f (x) = E[ f (Xnt (x))], f ∈ Cb(Rd).
By (H1)–(H5) and the Lipschitz continuity of An , according to [6,7], for every n, (Pnt )t⩾0 has
a unique invariant probability measure µn and Pnt has a unique extension to a C0 contraction
semigroup in L2(Rd , µn). Its infinitesimal generator is given by
Ln f (x) = ai j (x)∂i∂ j f (x)+ ∂i f (x)[b(x)− An(x)]i , ∀ f ∈ C2b(Rd),
where ∂i f := ∂∂xi f (x) and a = 12σσ ∗. Moreover, the invariant measure µn is absolutely
continuous with respect to the Lebesgue measure dx with the Radon–Nikodym derivative
ρn ∈ W1,qloc (Rd) for all q > 1 and, in particular, ρn is locally Ho¨lder continuous. Here, for a
domain D ⊂ Rd , W1,q(D) is the usual Sobolev space of functions and W1,qloc (D) denotes the
space of all such f that f ∈ W1,q(D′) for every D′ satisfying D′ ⊂ D.
Furthermore, we have the following estimate on the solution to Eq. (2).
Proposition 3.1. Assume that (H1) and (H4)–(H5) hold. Then for every p ⩾ 1,
sup
n
∫
|y|pµn(dy) <∞,
sup
n
∫
|An(y)|µn(dy) <∞.
Proof. According to [10, Lemma 5.4], there exist α > 0 and κ ⩾ 0, independent of n, such that
⟨x, An(x)⟩ ⩾ α|An(x)| − κ|x | − ακ.
Hence by Itoˆ’s formula, we have
|Xnt (x)|p = |x |p + p
∫ t
0
|Xns (x)|p−2⟨Xns (x), b(Xns (x))⟩ds
+ 1
2
∫ t
0
−
i, j
fi j (X
n
s (x))(σσ
∗(Xns (x)))i j ds
+ p
∫ t
0
|Xns (x)|p−2⟨Xns (x), σ (Xns (x))⟩dWs
− p
∫ t
0
|Xns (x)|p−2⟨Xns (x), An(Xns (x))⟩ds
⩽ |x |p + p(p − 1)
2
∫ t
0
|Xns (x)|p−2
−λ3|Xns (x)|2 + λ4ds
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+ p
∫ t
0
|Xns (x)|p−2⟨Xns (x), σ (Xns (x))⟩dWs
+ p
∫ t
0
|Xns (x)|p−2
−α|An(Xns (x))| + κ|Xns (x)| + ακds,
where
fi j (z) := p|z|p−2δi j + p(p − 2)|z|p−4zi z j .
By Young’s inequality, we get
|Xnt (x)|p ⩽ |x |p −
p(p − 1)λ3
4
∫ t
0
|Xns (x)|pds
+C(p, λ3, λ4, α, κ)t + p
∫ t
0
|Xns (x)|p−2⟨Xns (x), σ (Xns (x))⟩dWs .
Thus
E|Xnt (x)|p ⩽ |x |p + C(p, λ3, λ4, α, κ)t −
p(p − 1)λ3
4
∫ t
0
E|Xns (x)|pds,
which immediately yields
lim sup
t→∞
1
t
∫ t
0
E|Xns (x)|pds ⩽
4
λ3 p(p − 1)C(p, λ3, λ4, α, κ) <∞.
For m > 0, set ϕm(y) = m ∧ |y|p. Then by Theorem 2.3, we have for every x ,∫
ϕm(y)µn(dy) = lim
t→∞
1
t
∫ t
0
Psϕm(x)ds
= lim sup
t→∞
1
t
∫ t
0
Eϕm(Xns (x))ds
⩽ lim sup
t→∞
1
t
∫ t
0
E|Xns |pds
⩽ 4
λ3 p(p − 1)C(p, λ3, λ4, α, κ) <∞
which, letting m →∞, leads to∫
|y|pµn(dy) < C p.
Hence the desired result follows since C p is independent of n.
In particular, by taking p = 2 in the above calculus, we have
|Xnt |2 = |x |2 + 2
∫ t
0
⟨Xns , b(Xns )⟩ds + 2
∫ t
0
⟨Xns , σ (Xns )dWs⟩
− 2
∫ t
0
⟨Xns , d K ns ⟩ +
∫ t
0
‖σ(Xns )‖2ds
⩽ |x |2 + 2
∫ t
0
⟨Xns , b(Xns )⟩ds + 2
∫ t
0
⟨Xns , σ (Xns )dWs⟩
+
∫ t
0
‖σ(Xns )‖2ds − α
∫ t
0
|An(Xns )|ds + κ
∫ t
0
|Xns |ds + ακt.
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Thus
αE
∫ t
0
|An(Xns )|ds ⩽ |x |2 + E
∫ t
0
(−λ3|Xns |2 + λ4)ds + κE
∫ t
0
|Xns |ds + ακt.
Consequently,
lim sup
t→∞
1
t
E
∫ t
0
|An(Xns )|ds ⩽ C0 <∞,
which in turn implies by the same reasoning as above that∫
|An(y)|µn(dy) <∞. 
To proceed, we will need the following materials. For more details, we refer to [12].
Let Γ be the Green function associated to ai j (x)∂2i j . That is
Γ (x, y) =

cd B(x, y)
2−d
2 [det(ai j (y))]− 12 , d > 2,
c2 log[B(x, y)]− 12 [det(ai j (y))] 12 , d = 2,
where cd = [(d−2)ωd ]−1 for d > 2, ωd being the surface area of the unit sphere ofRd , c2 = 2π ,
(ai j ) = (ai j )−1 and
B(x, y) := (x − y)′(ai j (y))(x − y).
It is well known that
∂k
∂xi
Γ (x, y) = O(|x − y|2−k−d), k = 0, 1, 2, i = 1, . . . , d. (4)
Denote by Bs,p,q(D) the Besov space over D, i.e.,
Bs,p,q(D) = (Lp(D),Wm,p(D))s/m,q;K ,
where the right hand side stands for the intermediate space produced by the K -methods (c.f.,
e.g., [1,3]). The norm in Bs,p,q(D) is given by
‖ f ‖s,p,q :=
∫ 1
0
(ε−s K (ε; f ))q dε
ε
1/q
,
where
K (ε; f ) := inf{‖ f1‖p + ε‖ f2‖1,p : f = f1 + f2, f1 ∈ Lp(D), f2 ∈ W1,p(D)}.
We have
Lemma 3.2. Let D be a bounded domain and f ∈ L1(D). Then
g(y) :=
∫
D
Γ (x, y) f (x)dx, h(y) :=
∫
D
∂iΓ (x, y) f (x)dx
are in the Besov spaces Bs,p,1(D) for 1 < p < d/(d − 1), s ∈ (0, 2) and s ∈ (0, 1) respectively
and
‖g‖s,p,1 ⩽ C‖ f ‖1, s ∈ (0, 2), p ∈

1,
d
d − 1

,
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‖h‖s,p,1 ⩽ C‖ f ‖1, s ∈ (0, 1), p ∈

1,
d
d − 1

,
where C depends only on s and p. Here and below ∂iΓ (x, y) := ∂∂xi Γ (x, y).
Proof. We shall prove the second conclusion, the first one being similar. Let
Γε(x, y) :=
−
ωd
2
(x j − y j )ai j (y)B(x, y)− d2 [det(ai j (y))]− 12 , if B(x, y) ⩾ ε2,
−ωd
2
(x j − y j )ai j (y)ε−d [det(ai j (y))]− 12 , if B(x, y) ⩽ ε2.
hε(y) :=
∫
D
Γε(x, y) f (x)dx .
Then it is easy to see
|hε(y)− h(y)| ⩽ C
∫
D
1(0,ε)(B(x, y))|

ε−d − B(x, y)− d2

ai j (x j − y j )|| f (x)|dx .
Hence by the Minkowski inequality,
‖hε − h‖p ⩽ C
∫
D
‖1(0,ε)(B(x, ·))

ε−d − B(x, ·)− d2

ai j (x j − · j )‖p| f (x)|dx
⩽ Cε‖ f ‖1
∫ ε
0
|ε−d − r−d |pr p+d−1dr
1/p
<∞,
for 1 < p < d/(d − 1).
On the other hand, since Γε(x, y) is Lipschitz in y and
∂
∂yk
Γε(x, y) ⩽

C |B(x, y)|− d2 , |B(x, y)| ⩾ ε2,
Cε−d , |B(x, y)| ⩽ ε2.
hε(y) is Lipschitz and since D is bounded, ∂∂yk hε(y)
 ⩽  ∂∂yk Γε(·, y)

1
∫
D
| f (x)|dx
⩽ C
∫ 1
ε
r−1dr + C
∫ ε
0
ε−1dr
⩽ C(1− log ε).
Hence ∂∂yk hε

p
⩽ −C log ε.
Thus
K (ε, h) ⩽ −Cε log ε.
Consequently,∫ 1
0
[ε−s K (ε, h)]dε
ε
⩽ −C
∫ 1
0
ε−sε log ε dε
ε
<∞,
as desired. 
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Remark 3.3. From the proof, we can actually get for any q > 1,∫ 1
0
[ε−s K (ε, h)]q dε
ε
⩽ C
∫ 1
0
(ε−sε log ε)q dε
ε
<∞.
Proposition 3.4. The sequence {ρn} is bounded in Bs,p,1loc , 1 < p < d/(d − 1), 0 < s < 1.
Proof. Let ψ ∈ C∞0 (BR) be such that
ψ(x) = 1, for |x | ⩽ R1 < R.
By (H2)–(H3), for any n,
ρn ∈ W1,ploc (Rd), p > 1,
and is a weak solution to the equation below (cf. Remark 2.14, [6]):
ai j∂
2
i jρn + 2∂i ai j∂ jρn − div((b − An)ρn)+ ∂2i j ai jρn = 0, (5)
where the standard summation rule is applied for repeated indices. A direct calculation then
gives:
ai j∂
2
i j (ψρn) = −2ψ∂i ai j∂ jρn + ψdiv((b − An)ρn)− ψ∂2i j ai jρn
+ 2ai j∂iψ∂ jρn + ρnai j∂2i jψ.
By the representation formula for general elliptic operators (see, e.g., [12, Chap. 5, Section 6]),
ρn(y)ψ(y) = −
∫
Γ (x, y)

ai j∂
2
i j (ρnψ)(x)+ ∂ j ai j∂i (ρnψ)+ ∂2i j ai jρnψ

dx
= −
∫
Γ (x, y)
−2ψ∂i ai j∂ jρn + ψdiv((b − An)ρn)
−ψ∂2i j ai jρn + 2ai j∂iψ∂ jρn + ρnai j∂2i jψ + ∂ j ai j∂i (ρnψ)+ ∂2i j ai jρnψ

dx
:= −
7−
i=1
∫
Γ (x, y) fi (x)dx .
Integration by parts gives∫
Γ (x, y) f1(x)dx = 2
∫
∂ j [Γ (x, y)ψ(x)∂i ai j (x)]ρn(x)dx
= 2
∫
∂ jΓ (x, y)ψ(x)∂i ai j (x)ρn(x)dx
+ 2
∫
Γ (x, y)∂ j [ψ(x)∂i ai j (x)]ρn(x)dx .
By Proposition 3.1 and (H5)–(H6),
sup
n
{‖ψ∂i ai jρn‖1 + ‖∂ j [ψ∂i ai j ]ρn‖1} <∞,
Hence by Lemma 3.2, we have∫
Γ (x, y) f1(x)dx ∈ Bs,p,1(BR), 1 < p < d/(d − 1), 0 < s < 1,
uniformly.
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Similarly, by integration by parts,
−
∫
Γ (x, y) f2(x)dx =
∫
∂i

Γ (x, y)ψ(x)

(b − An)iρndx
=
∫
∂iΓ (x, y)ψ(x)(b − An)iρndx +
∫
Γ (x, y)∂iψ(x)(b − An)iρndx .
By Proposition 3.1,
sup
n
∫
|ψ(b − An)iρn|dx ⩽ C sup
n
∫
|(b − An)i |ρndx <∞,
sup
n
∫
|∂iψ(b − An)iρn|dx ⩽ C sup
n
∫
|(b − An)i |ρndx <∞.
Thus by Lemma 3.2 again, we have uniformly∫
Γ (x, y) f2(x)dx ∈ Bs,p,1(BR), 1 < p < d/(d − 1).
Other terms can be treated in the same way and the Proposition is thus proven. 
Theorem 3.5. The invariant measure µ has a density ρ ∈ Bs,p,qloc (Int(D(A))) for p ∈ (1, d/(d−
1)), s ∈ (0, 1) and all q ⩾ 1. Moreover, if O is an open set with compact closure in Int(D(A)),
then ρ ∈ W1,q(O) for all q > 1. In particular, Bs,p,qloc (Int(D(A))) ⊂ ∩q W1,qloc (Int(D(A))) and
ρ is locally α-Ho¨lder continuous on O for all α < 1.
Proof. Fix 1 < p < d/(d−1). For every R > 0, since {ρn} is bounded in Bs,p,1(BR), there exists
a subsequence nk such that ρnk converges weakly to some ρ in Bs,p,1(BR). Hence a function ρ
is well defined on Rd which we now show to be the density of µ. In fact, let f be a bounded
continuous function on Rd . Since
Xnt (x)
d→ X t (x), ∀t ⩾ 0, x ∈ D(A),
we have
E[ f (Xnt (x))] → E[ f (X t (x))], ∀t ⩾ 0, x ∈ D(A).
Now denoting by Bm the ball centered at 0 with radius m, we have∫
E[ f (Xnt (x))]ρn(x)dx −
∫
E[ f (X t (x))]ρ(x)dx
=
∫
Bm
E[ f (Xnt (x))]ρn(x)dx −
∫
Bm
E[ f (X t (x))]ρ(x)dx
+
∫
Bcm
E[ f (Xnt (x))]ρn(x)dx −
∫
Bcm
E[ f (X t (x))]ρ(x)dx .
Since 
∫
Bcm
E[ f (Xnt (x))]ρn(x)dx
 ⩽ C
∫
Bcm
ρn(x)dx,
∫
Bcm
E[ f (X t (x))]ρ(x)dx
 ⩽ C
∫
Bcm
ρ(x)dx,
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by Proposition 3.1, we have
lim
m→∞ supn

∫
Bcm
E[ f (Xnt (x))]ρn(x)dx
+

∫
Bcm
E[ f (X t (x))]ρ(x)dx


= 0.
On the other hand,
lim
n→∞
∫
Bm
E[ f (X t (x))]ρ(x)dx −
∫
Bm
E[ f (Xnt (x))]ρn(x)dx
⩽ lim
n→∞
∫
Bm
E[ f (X t (x))]

ρ(x)− ρn(x)

dx

+ lim
n→∞
∫
Bm
|E[ f (X t (x))] − E[ f (Xnt (x))]|p
′
dx
1/p′ ∫
Bm
|ρn(x)|pdx
1/p
= 0,
where p′ = p/(p − 1). By letting first n →∞ and then m →∞, we obtain∫
E[ f (X (t, x))]ρ(x)dx = lim
n→∞
∫
E[ f (Xn(t, x))]ρn(x)dx
= lim
n→∞
∫
f (x)ρn(x)dx
=
∫
f (x)ρ(x)dx .
Consequently, ρ(x)dx is an invariant measure for (Pt )t⩾0. By the uniqueness of the invariant
measure, we have µ(dx) = ρ(x)dx .
Recall that for any u ∈ C∞0 (Int(D(A))),∫
Int(D(A))
ai j∂
2
i j uρn(x)dx +
∫
Int(D(A))
(b − An)i∂i uρn(x)dx = 0.
Choose a compact set Λ such that supp(u) ⊂ Λ ⊂ Int(D(A)) and µ(∂Λ) = 0. Then∫
Λ
ai j∂
2
i j uρn(x)dx +
∫
Λ
(b − An)i∂i uρn(x)dx = 0. (6)
Let
υ0(dx) := |Λ|−1dx,
νn(dx) := ρn(x)dx
Λ ρn(x)dx
,
ν(dx) := ρ(x)dx
Λ ρ(x)dx
.
Then νn → ν weakly. Define
Rn :=
∫
Λ

log
dνn
dυ0

dνn .
By Lemma 3.2, we have
sup
n
Rn <∞.
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Also note that Ao is bounded on Λ by Bre´zis [9, Proposition 2.9]. Hence by Boue´ and Dupuis
[8, Lemma 2.8], one can let n →∞ in (6) to obtain∫
Λ
ai j∂
2
i j uρ(x)dx +
∫
Λ
(b − Ao)i∂i uρ(x)dx = 0.
Consequently,∫
Int(D(A))
ai j∂
2
i j uρ(x)dx +
∫
Int(D(A))
(b − Ao)i∂i uρ(x)dx = 0. (7)
Let O ⊂ Int(D(A)) with compact closure in Int(D(A)) and let δ ∈ C∞0 (O). Then by integration
by parts and (H4),∫
O
(ai j )∇(δρ) · ∇udx =
∫
O
ai j∂i (δρ)∂ j udx
= −
∫
O
ai j∂
2
i j uδρdx −
∫
O
∂i ai j∂ j uδρdx
= −
∫
O
ai j∂
2
i j (uδ)ρdx +
∫
O
ai j∂
2
i jδuρdx
+ 2
∫
O
ai j∂i u∂ jδρdx −
∫
O
∂i ai j∂ j (δu)ρdx +
∫
O
∂i ai j∂ jδuρdx
=
∫
O
[(b − A0)i − ∂ j ai j ]∂i (δu)ρdx
+
∫
O
(ai j∂
2
i jδ + ∂i ai j∂ jδ)ρudx + 2
∫
O
ai j∂iδ∂ jρudx .
Thus by (H2), (H4) and Poincare´’s inequality,∫O(ai j )∇(δρ) · ∇udx
 ⩽ C‖∇u‖L p′ (O;dx), ∀u ∈ C∞0 (O).
Therefore (ai j )∇(δρ) ∈ L p(O) (cf. [1, Chapter 3]), which yields that ∇(δρ) ∈ L p(O) by the
uniform ellipticity of (ai j ). Hence δρ ∈ W1,p0 (O) and furthermore ρ ∈ W1,p(O1) for any domain
O1 with O¯1 ⊂ O, which implies that ρ ∈ L p1(O1) for 1/p1 = 1/p − 1/d. Continuing this
process, we get that
ρ ∈ W1,q(O′), ∀q > 1
for any domain O′ satisfying O¯′ ⊂ Int(D(A)). Now the last conclusion follows from the well-
known Sobolev embedding theorem. 
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