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INSTABILITY OF NONSYMMETRIC NONMONOTONE EQUILIBRIA OF THE
VLASOV-MAXWELL SYSTEM
JONATHAN BEN-ARTZI
Abstract. We consider the 1 1
2
-dimensional relativistic Vlasov-Maxwell system that describes the
time-evolution of a plasma. We find a relatively simple criterion for spectral instability of a wide
class of equilibria. This class includes non-homogeneous equilibria that need not satisfy any addi-
tional symmetry properties (as was the case in previous results), nor should they be monotone in
the particle energy. The criterion is given in terms of the spectral properties of two Schro¨dinger
operators that arise naturally from Maxwell’s equations. The spectral analysis of these operators is
quite delicate, and some general functional analytic tools are developed to treat them. These tools
can be applied to similar systems in higher dimensions, as long as their domain is finite or periodic.
1. Introduction
1.1. The relativistic Vlasov-Maxwell system. In this paper we consider the linear stability of
a super-heated plasma. The plasma is assumed to have low density, and thus collisions between
particles may be ignored. We consider a neutral plasma consisting of two species – ions and electrons
– differentiated by ± superscripts. The behavior of such a system is governed by the relativistic
Vlasov-Maxwell (RVM) system of equations (see, e.g. [5])
(1a) ∂tf
± + vˆ± · ∇xf
± +
q±
m±
(
E+Eext +
vˆ±
c
×
(
B+Bext
))
· ∇vf
± = 0,
(1b) ∂tE = c∇×B− j, ∇ ·E = ρ, ∂tB = −c∇×E, ∇ ·B = 0,
(1c) ρ = 4π
∫
(q+f+ + q−f−) dv, j = 4π
∫
(vˆ+q+f+ + vˆ−q−f−) dv,
where c is the speed of light, v is the momentum, vˆ± := v/
√
(m±)2 + |v|2/c2 are the velocities of
both species, q± are the charges and m± are the masses of the two species. The transport equation
(1a) is called the Vlasov equation, and it is coupled with Maxwell’s equations. E(t, x) and B(t, x)
are the electric and magnetic fields, f±(t, x, v) ≥ 0 are the electron and ion distribution functions,
and Eext and Bext are external electric and magnetic fields. In addition, ρ(x) and j(x) are the charge
and current densities at the point x, respectively.
This paper extends the results of the author in [2] where the equilibrium was nonmonotone in the
particle energy, but certain symmetries of the equilibrium state were assumed in order to make the
analysis simpler. Nearly all these assumptions are dropped, and only some of the decay assumptions
are kept. The results in this paper are more general, and reduce to the previously known results
when the aforementioned symmetries are assumed. For most of the technical lemmas in this paper,
we shall refer the reader to [2] instead of repeating the proofs here.
Mathematically, one of the main improvements of this paper is the general functional analytic
setting in which we present the results. The machinery we introduce (in §2) helps us gain a bet-
ter understanding of the behavior of spectra of families of truncated operators (that is, operators
that depend upon two parameters) that do not necessarily vary continuously in the operator-norm
topology.
The main physical improvement of this paper is in the dropping of numerous assumptions that
previously appeared in [2] and in [14, 15, 16]. In the latter works, the authors always assumed a strictly
monotone decrease in plasma density as a function of the energy (see (3) for a precise definition).
While such an assumption is physically reasonable, one can certainly envision physical systems where
1
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this assumption does not hold. For this matter, the result of Penrose [18] is relevant: in a simpler
spatially homogeneous model, he showed that certain “nonmonotone” equilibria are linearly stable.
In [2] the author dropped the monotonicity assumption, but made certain symmetry assumptions
(discussed in §1.2) on the equilibrium state. Those assumptions are relevant for a physical situation
in which there are strong magnetic fields and negligible electric fields. Dropping all these assumptions
permits applications to a wide range of equilibrium states.
Some more recent mathematical results that are concerned with stability of equilibrium solutions
of Vlasov systems include [8, 9, 1, 12]. In the electrostatic case, Mouhot and Villani [17] recently
established the phenomena known as Landau damping mathematically. Vlasov systems may also
describe stellar dynamics, when one considers an attractive potential. See [10] for example.
1.2. The 1 12 Dimensional Case. For simplicity, we take an equilibrium of the lowest dimensional
system which has a nontrivial magnetic field: the so-called one-and-one-half-dimensional case. It
turns out that this is the right symmetry to consider when studying tokamaks. In this setting, we
have one space dimension and a two-dimensional momentum space. The single spatial variable x
corresponds to v1, and the additional velocity dimension is denoted by v2. We write v = (v1, v2). To
simplify our notation, we take all physical constants and masses to be 1, and we take the charges
to be +1 and −1. The notation is as follows: we let f±(t, x, v) be the electron and ion distribution
functions, and E(t, x) = (E1(t, x), E2(t, x), 0) andB(t, x) = (0, 0, B(t, x)) be the electric and magnetic
fields. In addition, we define the electric and magnetic potentials φ and ψ, which satisfy
(2) ∂xφ = −E1 ∂xψ = B.
We assume the existence of an equilibrium f0,±(x, v) which is a solution of RVM. Existence is
guaranteed by the result of Glassey and Schaeffer [6] and some explicit examples were constructed in
[2, 14]. (See also [7] for a similar existence result in a higher dimensional setting.) By Jeans’ Theorem
(cf [4]) this equilibrium can be represented in the coordinates (invariants of the particle equations)
e± = 〈v〉 ± φ0(x) p± = v2 ± ψ
0(x)
as
f0,±(x, v) = µ±(e±, p±),
where φ0 and ψ0 are the equilibrium electric and magnetic potentials, satisfying E01 = −∂xφ
0 and
B0 = ∂xψ
0, with E01 and B
0 being the equilibrium electric and magnetic fields. In addition E02 ≡ 0.
Henceforth it will be understood that µ± are evaluated at (e±, p±), so we will simply write µ±(e, p).
In this paper, we consider the “nonmonotone” case. By that we simply mean that
(3) µ±e :=
∂µ±
∂e
≮ 0
on some subset of the set {µ±(e, p) > 0}. Here, “µ±e ” means “the derivative of µ
± with respect to the
first component evaluated at (e±, p±).” Similarly, “µ±p ” is the derivative with respect to the second
component. By “monotone”, we mean that µ±e < 0 on the set {µ
± > 0}. Roughly speaking, the
coordinates e and p should be understood to be energy and momentum respectively. The monotone
case was the subject of [14, 15, 16]. In [2] the author dropped the monotonicity assumption, but
imposed a so-called purely magnetic assumption, where one assumes that φ0 ≡ 0, as well as a certain
symmetry assumption on the two species: µ+(e, p) = µ−(e,−p). Both assumptions simplified parts
of the analysis, and both are dropped in this paper. We therefore note that in this paper there is no
prescribed relationship between the electrons and the ions.
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1.3. Main Results. We assume for simplicity that the equilibrium has some given period P . We
define three operators acting on functions of x, whose properties will be rigorously treated later:
A01h = −∂
2
xh−
(∑
±
∫
µ±e dv
)
h+
∑
±
∫
µ±e P
±h dv,
A02h = −∂
2
xh−
(∑
±
∫
vˆ2µ
±
p dv
)
h−
∑
±
∫
µ±e vˆ2P
±(vˆ2h) dv,
B0h =
(∑
±
∫
µ±p dv
)
h+
∑
±
∫
µ±e P
±(vˆ2h) dv.
where P± are projection operators onto some subspaces of a certain Hilbert space (see Definition
3.3). The operators A01 and A
0
2 have as their domain the space
H2P =
{
h is P periodic on R and h ∈ H2(0, P )
}
where H2(0, P ) is the usual Sobolev space of functions on (0, P ) whose first two derivatives are square
integrable. The domain of B0 is
L2P =
{
h is P periodic on R and h ∈ L2(0, P )
}
.
In [2] this operator turned out to be trivial, due to cancellations that came from the symmetry
assumptions and the “purely magnetic” assumption. This fact was exploited in the analysis of the
matrix operator defined in (45) which turned out to be diagonal. This is not the case here.
We also define the number l0 as:
l0 =
1
P
∑
±
∫ P
0
∫
vˆ1µ
±
e P
± (vˆ1) dv dx.
In order to properly define function spaces that include functions that do not necessarily decay at
infinity, we must define appropriate weight functions. This definition is different from the one found
in [2] due to the appearance of two distinct energies e+ and e− (which was not the case in [2] due to
the “purely magnetic” assumption). Define
(4) w±(e±) = c(1 + |e±|)−α
for some α > 2 and c > 0. We require µ± ∈ C1 to satisfy
(5) (|µ±e |+ |µ
±
p |)(e
±, p±) ≤ w±(e±)
so that
∫
(|µ±e |+ |µ
±
p |) dv is finite. Obviously, we require µ
±(e, p) ≥ 0.
In this paper, we denote
neg(F) = {the number of negative eigenvalues (counting multiplicity) of the operator F} .
Similarly, pos(F) denotes the number of positive eigenvalues, and z(F) denotes the dimension of the
kernel of F . Later we will show that A01 and A
0
2 have discrete spectra and finitely many negative
eigenvalues. We also define:
Definition 1.1 (Spectral instability). We say that a given equilibrium µ±(e, p) is spectrally unstable,
if the system linearized around it has a purely growing mode solution of the form
(6)
(
eλtf±(x, v), eλtE(x), eλtB(x)
)
, λ > 0.
Theorem 1. Let f0,±(x, v) = µ±(e, p) be a periodic equilibrium satisfying (5). Assume that the null
space of A01 consists of the constant functions and that l
0 6= 0. Then the equilibrium is spectrally
unstable if
(7) neg
(
A02 +
(
B0
)∗ (
A01
)−1
B0
)
> neg
(
A01
)
+ neg(−l0).
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Theorem 2. Under the additional assumption that the null space of A02 is trivial, the equilibrium is
spectrally unstable if
(8) neg
(
A02 +
(
B0
)∗ (
A01
)−1
B0
)
6= neg
(
A01
)
+ neg(−l0).
The summary of the proofs of these theorems can be found on page 18.
This paper is organized as follows: in §2 we establish certain limiting spectral properties of
Schro¨dinger operators that depend upon two parameters and have merely strong limits (but no limits
in the operator-norm topology). In §3 we reduce our problem to an equivalent selfadjoint problem
(44). This problem depends upon the parameter 0 < λ <∞ (see (6)), which measures the rate of the
exponential growth of the unstable mode. Our goal is to employ a continuation method introduced by
Z. Lin [13] in which one compares the spectrum when λ = 0 and when λ tends to ∞. However, since
it is difficult to keep track of the spectrum, in §4 we follow a truncation technique first introduced
in [16]. As opposed to [16], in this paper we use this technique to perform a full truncation of the
infinite-dimensional problem, making it finite-dimensional. In §5 we apply the results of §2 in order
to find a solution to the approximate finite-dimensional problem (in Lemma 5.2). The main difficulty
is in obtaining information about the spectrum when λ = 0. Finally, we retrieve the original problem
by showing that the approximate solutions have a limit, as we let the truncation parameter tend to
∞ (see Lemma 5.3). This provides a growing mode as in (6).
2. Functional Analysis Setup
In this section we introduce some results about convergence of operators that depend upon two
parameters. We state these results in a general functional analytic setting. Throughout this section,
C will be used to denote a generic constant that will change from equation to equation. We begin
with some elementary comments. Our key result is Proposition 2.5 and the propositions that follow.
We say that a sequence of operators Tn in some Hilbert space H converge to another operator T
strongly if for every u ∈ H
‖Tnu− Tu‖ → 0
as n→∞, where ‖ · ‖ is the norm on H. In this case we write Tn
s
−→ T .
Lemma 2.1. Let A,B, {An}∞n=1, {Bm}
∞
m=1 be bounded operators on H. Assume that An
s
−→ A and
Bm
s
−→ B in H as n,m→∞. Let u, uk ∈ H (k = 1, 2, . . . ) and assume that uk → u as k →∞. Then
for every ǫ > 0 there exist N,M,K such that for all n > N,m > M, k > K
(9) ‖AnBmuk −ABu‖ < ǫ,
where ‖ · ‖ is the norm on H.
Proof. This lemma is close to [11, III Lemma 3.8], but we write the proof in full detail. We rewrite
AnBmuk −ABu as
AnBmuk −ABu = AnBm(uk − u) +An (Bm −B)u+ (An −A)Bu.
We claim that all three terms tend to 0; the first two due to the uniform boundedness principle (UBP)
[3, §2.2]. Consider the first term. Letting L(H) be the space of bounded linear operators on H, and
letting ‖F‖L(H) be the operator norm of the operator F ∈ L(H), we write
‖AnBm(uk − u)‖ ≤
(
sup
n
‖An‖L(H)
)(
sup
m
‖Bm‖L(H)
)
‖uk − u‖.
By the UBP, there exists some C such that(
sup
n
‖An‖L(H)
)(
sup
m
‖Bm‖L(H)
)
< C,
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so we simply need to pick K large enough so that for any k > K it holds that ‖uk − u‖ < ǫ/3C. We
can bound the second term by ǫ/3 using the UBP and using the fact that Bm
s
−→ B in H. We can
bound the last term by ǫ/3 using the fact that An
s
−→ A in H. Combining these results, we find that
(9) indeed holds. 
We let Hk = Hk(Td) be the usual Sobolev space of order k, where Td is the d-dimensional torus.
The inner product and the norm in Hk, respectively, are denoted by 〈·, ·〉k and ‖ · ‖k. We denote
(10) L(k, l) =
{
L : Hk → H l | L is linear and bounded
}
with the operator norm ‖ · ‖k,l. Now, consider a family of operators
{
Kλ
}
λ∈[0,1)
that satisfy
(H1) Kλ ∈ L(0, 0) are selfadjoint, and sup
λ
‖Kλ‖0,0 < C
(H2) For any σ ∈ [0, 1), Kλ
s
−→ Kσ as λ→ σ.
Define
(12) Aλ := −△+Kλ, λ ∈ [0, 1),
which is a family of selfadjoint operators in H0 with domain H2 (see [11, V-§4.1]) and with pure
point spectrum tending to +∞ ([11, IV-Theorem 5.35]).
For brevity, we shall denote K = K0, A = A0.
Lemma 2.2. The operators Kλ are relatively compact perturbations of △.
Proof. We first note that “relatively compact with respect to △” is the same as being “compact as an
operator from H2 to H0.” Now, let I : H2 →֒ H0 be the inclusion operator, which is compact by the
Rellich theorem. Denoting K¯λ = Kλ|H2 , the restriction of the operator K
λ to H2, then K¯λ = Kλ ◦ I
is a composition of bounded operators. Since a composition of bounded operators is compact if one
of them is compact, we conclude that K¯λ is a compact operator from H2 to H0. 
Let
Pn : H
0 → H0 = the projection operator onto the eigenspace associated with(13)
the first n eigenvalues (counting multiplicity) of A0.
Note that, in fact, R(Pn) ⊆ H2, and, therefore, one can speak of Pn as an operator H0 → H0 or
H0 → H2 with little difference. In what follows, the domain and range of the operators Pn will be
understood by context.
Clearly, ‖Pn‖0,0 = 1 for all n. Moreover, for any u ∈ H0,
(14) ‖Pnu− u‖0 → 0
as n→∞ due to the definition of Pn.
Lemma 2.3. For any u ∈ Hk, k = 1, 2,
(15) ‖Pnu− u‖k → 0
as n→∞.
Proof. We first consider the case k = 2. Let (αi, vi) be eigenvalue-eigenvetor pairs of A in ascending
order (counting multiplicity). Let u ∈ H2 and suppose that u =
∑∞
j=1 ajvj in H
0. We wish to show
that limn→∞ ‖
∑∞
j=n ajvj‖2 → 0. We write, with some Poincare´ constant κ,∥∥∥∑∞
j=n
ajvj
∥∥∥
2
≤ κ
∥∥∥△∑∞
j=n
ajvj
∥∥∥
0
+
∥∥∥∑∞
j=n
ajvj
∥∥∥
0
.
The second term tends to 0 since ‖Pnu− u‖0 → 0, and the first term can be bounded by
κ
∥∥∥K∑∞
j=n
ajvj
∥∥∥
0
+ κ
∥∥∥A∑∞
j=n
ajvj
∥∥∥
0
.
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The first of these terms is bounded by Cκ
∥∥∥∑∞j=n ajvj∥∥∥
0
which again tends to 0. Considering the
square of the second term, we have
κ2
∥∥∥A∑∞
j=n
ajvj
∥∥∥2
0
= κ2
∥∥∥∑∞
j=n
ajαjvj
∥∥∥2
0
= κ2
∑∞
j=n
|ajαj |
2 → 0
as n → ∞ since Au ∈ H0. Therefore we deduce that ‖Pnu − u‖2 → 0. Since we also know that for
any v ∈ H0, ‖Pnv−v‖0 → 0, we can conclude that for any w ∈ H1, ‖Pnw−w‖1 → 0 by interpolation,
by using the Fourier representation of Sobolev spaces. 
For our next lemma, we recall the definition of H−1 ⊇ H0 as the dual space of H1
H−1 = (H1)∗ = {g | g is a bounded linear functional on H1}
via the scalar product 〈f, g〉0 in H
0. Suppose that f ∈ H1. Then
(16) |〈f, g〉0| ≤ ‖f‖1‖g‖0
and therefore one may think of g as being an element of H−1 with
(17) ‖g‖−1 = inf
C>0
{|〈f, g〉0| ≤ C‖f‖1} ≤ ‖g‖0.
Lemma 2.4. One can extend the definition of Pn to map H
−1 → H−1, the extensions P¯n remain
uniformly bounded, and for any v ∈ H−1, ‖P¯nv − v‖−1 → 0 as n→∞.
Proof. By Lemma 2.3, there exists some C such that supn ‖Pn‖1,1 < C. Consider the adjoint operator
to Pn : H
1 → H1 denoted by P¯n = (Pn)∗ : H−1 → H−1. It is continuous, and ‖P¯n‖−1,−1 = ‖Pn‖1,1
(see [11, III-§3.3]). Hence supn ‖P¯n‖−1,−1 < C.
Let us try to get a better understanding of the action of P¯n on H
−1. Consider the
〈
H1, H−1
〉
pairing
〈
f, P¯ng
〉
with f ∈ H1 and g ∈ H0 thought of as an element of H−1:
(18)
〈
f, P¯ng
〉
= 〈Pnf, g〉 = 〈Pnf, g〉0 = 〈f, Png〉0 .
Hence, on the subspace H0 ⊆ H−1 it holds that P¯n = Pn, and, therefore, P¯n is an extension of Pn.
Letting g ∈ H0, we have ‖P¯ng − g‖−1 ≤ ‖Png − g‖0 → 0. Since H0 is dense in H−1, we may replace
g ∈ H0 by any element v ∈ H−1 and obtain ‖P¯nv − v‖−1 → 0. 
Since we have established that P¯n and Pn have similar behavior, in what follows we shall refer
only to Pn, and the precise domain and range will be understood from context.
Define the truncated operator
(19) Aλn := PnA
λPn
to be the spectral projection in H0 of the operator Aλ onto the eigenspace associated with the first n
eigenvalues (counting multiplicity) of A0. Thus, Aλn depends upon two parameters. We are interested
in its behavior as n→∞ and λ→ 0.
For brevity, we shall write An = A
0
n.
Proposition 2.5 (Resolvent set). Let σ ∈ ρ(A). Then there exist N = N(σ) > 0 and λ∗ = λ∗(σ) > 0
such that σ ∈ ρ(Aλn) for all n > N and for all 0 < λ < λ
∗.
Proof. We prove it by contradiction. If the claim were not true, then for any k there would exist
nk > k and 0 < λk <
1
k
such that σ ∈ Σ(Aλknk). Hence, if we abuse notation and eliminate the k’s,
there exist 0 6= un ∈ D such that
(20) Aλnn un = σun
where λn → 0 as n → ∞. Normalize ‖un‖0 = 1 and multiply the equation (20) by un (taking H0
inner product) to get
(21)
〈
Aλnn un, un
〉
0
= σ,
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which we rewrite as
(22) ‖∇Pnun‖
2
0 = σ −
〈
KλnPnun, Pnun
〉
0
.
We readily estimate
∣∣〈KλnPnun, Pnun〉0∣∣ ≤ ‖Kλn‖0,0‖un‖20 ≤ C, hence ‖Pnun‖1 ≤ σ + C < ∞.
Therefore there exists a subsequence of Pnun that converges in L
2 to some u 6= 0 (for simplicity we
do not change the index):
(23) lim
n→∞
‖Pnun − u‖0 = 0.
In addition, since Pnun is bounded in H
1 it has a weakly convergent subsequence in H1 which
necessarily converges to u: Pnun
w
−→ u in H1 (we keep the same index n), hence u ∈ H1. Therefore
(24) △Pnun
w
−→ △u
in H−1. By Lemma 2.4, Pn
s
−→ I in H−1, and one would like to conclude that Pn△Pnun
w
−→ △u in
H−1. While the conclusion is true, showing it is somewhat more delicate: considering the
〈
H1, H−1
〉
pairing for some v ∈ H1 we have
〈v, Pn△Pnun − Pn△u〉 = 〈Pnv,△Pnun −△u〉
= 〈v,△Pnun −△u〉+ 〈(Pn − I)v,△Pnun −△u〉 → 0
due to (24) for the first term, and since Pn
s
−→ I in H1 for the second term (recall that due to (24),
‖△Pnun −△u‖−1 is uniformly bounded). We therefore have that Pn△Pnun − Pn△u
w
−→ 0 in H−1.
Since Pn△u
s
−→ △u, we conclude that, indeed,
(25) Pn△Pnun
w
−→ △u
in H−1. We now consider (20) again:
(26) − Pn△Pnun + PnK
λnPnun = σun.
Recalling (H2) and using Lemma 2.1, we have that PnK
λnPnun → Ku in H
0. In addition, we claim
that σun → σu in H0. Indeed, if σ 6= 0, then by the structure of (26) Pnun = un. If σ = 0 the claim
is trivially true. Therefore, letting n → ∞, all three terms above converge weakly in the H−1 sense
to
(27) −△u+Ku = σu.
But since u and Ku are elements of H0, one can bootstrap (by elliptic regularity) and conclude that
0 6= u ∈ H2, which contradicts the fact that σ ∈ ρ(A). 
Corollary 2.6. If there exist sequences nk → ∞, and λk → 0 such that σ ∈ Σ(Aλknk) for all k, then
σ ∈ Σ(A).
Proposition 2.7. Suppose that 0 ∈ ρ(A). Let λ∗ = λ∗(0) and N = N(0) be as in Proposition 2.5.
Then for all 0 < λ < λ∗ and for all n > N , neg(Aλn) = neg(An).
Proof. We first remark that since Pn is the orthogonal projection onto an eigenspace associated to
eigenvalues of the operator A, it holds that Σ(An) ⊆ Σ(A). Since A has only finitely many negative
eigenvalues, and since Pn is the projection onto the first n eigenvalues of A, it also holds that
neg(A) = neg(An) for all n sufficiently large. The benefit of using the projection operators Pn is that
now we only need to deal with the family of operators Aλn acting on finite-dimensional subspaces of
H2. The family of operators Aλn is continuous in λ for 0 ≤ λ < 1. Here we used the simple fact that
all norms on RN are equivalent, combined with the hypothesis (H2). Therefore the set of eigenvalues
Σ(Aλn) varies continuously in λ, for all 0 ≤ λ < 1 and fixed n.
To prove the proposition we again argue by contradiction: If the assertion were not true, then
there would exist a sequence λnk → 0 and a sequence nk →∞ such that neg(A
λn
k
nk ) 6= neg(Ank). We
drop the k subscript for notational simplicity. Fix n. Since Σ(Aλn) varies continuously in λ for all
0 ≤ λ < 1, neg(Aλn) can have jumps only for λ
′
n for which 0 ∈ Σ(A
λ′
n
n ). Therefore, still fixing n, the
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inequality neg(Aλnn ) 6= neg(An) implies that there must exist 0 < λ
′
n < λn for which 0 ∈ Σ(A
λ′
n
n ). By
Corollary 2.6, 0 ∈ Σ(A), which is a contradiction. 
Proposition 2.8. Suppose that 0 ∈ Σ(A). There exist λ∗ and N such that for all 0 < λ < λ∗ and
for all n > N , neg(Aλn) ≥ neg(An).
Proof. The proof of this assertion is very similar in nature to the proof of Proposition 2.7. The claim
is trivial if neg(A) = 0. Therefore we assume that neg(A) ≥ 1. Let σ ∈ ρ(A) satisfy
(1) σ < 0
(2) [σ, 0) ∩ Σ(A) = ∅
Then there exist λ∗ = λ∗(σ) and N = N(σ) as in Proposition 2.5 such that σ ∈ ρ(Aλn) for all n > N
and 0 < λ < λ∗. If the assertion of this proposition were not true, then there would exist a sequence
λn → 0 and n→∞ such that neg(A
λn
n ) < neg(An). That is, for fixed n, an eigenvalue of M
λ
n must
cross 0 from left to right as λ varies from 0 to λn, due to the continuous dependence of Σ(A
λ
n) on λ
(remember that the spectrum is real!). In particular, there would have to exist some 0 < λ′n < λn for
which σ ∈ Σ(A
λ′
n
n ). Once again, by Corollary 2.6 this implies that σ ∈ Σ(A), which is a contradiction.
This proves that neg(Aλn) ≥ neg(An). 
In fact, we will now discuss how the results of this section can be modified to handle operators of
the form
(28) Mλ =
(
Aλ1 K
λ
(Kλ)∗ −Aλ2
)
with Aλi = −△ +K
λ
i , and K
λ,Kλ1 ,K
λ
2 endowed with the same hypotheses (H1) and (H2). In this
case, one has to define two families of projection operators, Pn and Qn (with similar properties as
those of Pn discussed above), associated to A1 and A2 respectively, to form:
(29) Mλn =
(
PnA
λ
1Pn PnK
λQn
Qn(K
λ)∗Pn −QnAλ2Qn
)
.
Let us show, for instance, how Proposition 2.5 may be restated:
Proposition 2.9. Let σ ∈ ρ(M0). Then there exist N = N(σ) > 0 and λ∗ = λ∗(σ) > 0 such that
σ ∈ ρ(Mλn ) for all n > N and for all 0 < λ < λ
∗.
Proof. We mimic the proof by contradiction presented in Proposition 2.5, by letting
un =
(
vn
wn
)
be a sequence of unit vectors ‖un‖20 = ‖vn‖
2
0 + ‖wn‖
2
0 = 1 with the eigenvalue σ:
(30) Mλnn un = σun.
Consider the first equation
(31) PnA
λn
1 Pnvn + PnK
λnQnwn = σvn
and multiply it by vn (taking H
0 inner product) to get
(32)
〈
Aλn1 Pnvn, Pnvn
〉
0
+
〈
KλnQnwn, Pnvn
〉
0
= σ‖vn‖
2
0,
which gives us an expression analogous to (22):
(33) ‖∇Pnvn‖
2
0 = σ‖vn‖
2
0 −
〈
KλnQnwn, Pnvn
〉
0
−
〈
Kλn1 Pnvn, Pnvn
〉
0
.
As was the case in (22), the right hand side is uniformly bounded, and therefore we can deduce H0
convergence of Pnvn to some v (possibly 0), and weak H
−1 convergence of Pn△Pnvn to △v.
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Repeating this argument for the second equation we get H0 convergence of Qnwn to some w
(possibly 0) and weak H−1 convergence of Qn△Qnwn to △w. Moreover, uT = (v, w) 6= (0, 0) due to
the normalization of un. We now rewrite (30):
−Pn△Pnvn + PnK
λn
1 Pnvn + PnK
λnQnwn = σvn
Qn
(
Kλn
)∗
Pnvn +Qn△Qnwn −QnK
λn
2 Qnwn = σwn.
As n→∞, both equations converge in the H−1 sense to
−△v +K01v +K
0w = σv(
K0
)∗
v +△w −K02w = σw.
However, all terms without “△” are elements of H0, and therefore we may bootstrap v and w (now
elements of H2 by elliptic regularity), and conclude that these equations hold in the strong sense,
i.e., that
M0u = σu,
which is a contradiction to the assumption on σ. 
Corollary 2.10. If there exist sequences nk →∞, and λk → 0 such that σ ∈ Σ(Mλknk ) for all k, then
σ ∈ Σ(M0).
Considering the operator M rather than A, the statements of Propositions 2.7 and 2.8 become:
Proposition 2.11. Suppose that 0 ∈ ρ(M0). Let λ∗ = λ∗(0) and N = N(0) be as in Proposition
2.9. Then for all 0 < λ < λ∗ and for all n > N , neg(Mλn ) = neg(Mn).
Proof. The idea is the same as in Proposition 2.7: assuming the statement to be false, we obtain a
sequence λn → 0 for which neg(Mλnn ) 6= neg(Mn). However, by the continuous dependence of the
spectrum of Mλn on λ (for fixed n), some eigenvalue of M
λ
n must cross 0 as λ varies from 0 to λn,
say λ′n. Since λn → 0, it also holds that λ
′
n → 0. Therefore 0 ∈ Σ(M
λ′
n
n ) and by Corollary 2.10,
0 ∈ Σ(M0) which is a contradiction. 
Proposition 2.12. Suppose that 0 ∈ Σ(M0). There exist λ∗ and N such that for all 0 < λ < λ∗
and for all n > N , neg(Mλn ) ≥ neg(Mn).
Proof. As in Proposition 2.8, let σ ∈ ρ(M0) satisfy
(1) σ < 0
(2) [σ, 0) ∩ Σ(M0) = ∅
Now, as before, assume the assertion to be false. Then there exists a sequence λn → 0 for which
neg(Mλnn ) < neg(Mn). Hence as λ varies from 0 to λn, an eigenvalue of M
λ
n must cross 0 from left to
right (n is fixed in this argument). In particular, due to our choice of σ, there must be a crossing of σ
from left to right as well, say at λ′n. Then σ ∈ Σ(M
λ′
n
n ) with λ′n → 0. By Corollary 2.10, σ ∈ Σ(M
0)
which is a contradiction. 
Finally, we note that Proposition 2.9 still holds with σ ∈ ρ(Mλ0) for λ0 > 0. In this case, the
interval (0, λ∗) must be replaced by some interval (λ∗, λ∗∗) that contains λ0, but all other parts of
the analysis still hold. We can formulate the contra-positive:
Proposition 2.13. If there exist sequences nk →∞, and λk → λ0 such that σ ∈ Σ(Mλknk ) for all k,
then σ ∈ Σ(Mλ0).
3. Reformulation of the Problem
In this section we introduce the function spaces that will be used throughout this paper, as well
as set up notation, and transform our problem from a first-order non-selfadjoint problem, into a
much simpler selfadjoint problem, involving only the spatial variable, and not the momentum. This
problem, appearing in (43), will be the focus of the next sections of this work.
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3.1. The Function Spaces. The function spaces we use throughout this paper are as follows: We
denote by L2P andH
k
P the usual Sobolev spaces of P -periodic functions on R, that are square integrable
on the interval [0, P ], as well as their first k derivatives. In addition, we denote:
L2P,0 =
{
h(x) ∈ L2P
∣∣∣∣∣
∫ P
0
h dx = 0
}
HkP,0 =
{
h(x) ∈ HkP
∣∣∣∣∣
∫ P
0
h dx = 0
}
L2± =
{
m(x, v)
∣∣∣∣∣ m is P -periodic in x, ‖m‖2± :=
∫ P
0
∫
R2
|m|2w± dv dx <∞
}
where w± are the weights defined in (4). In addition, we use the following notation:
‖ · ‖L2
P
and 〈·, ·〉L2
P
denote the norm and inner product in L2P respectively
‖ · ‖± and 〈·, ·〉± denote the norm and inner product in L
2
± respectively
3.2. The Basic Equations. In the 1 12 dimensional case the RVM system becomes a system of scalar
equations:
∂tf
± + vˆ1∂xf
± ± (E1 + vˆ2B)∂v1f
± ± (E2 − vˆ1B)∂v2f
± = 0(34a)
∂tE1 = −j1(34b)
∂tE2 + ∂xB = −j2(34c)
∂tB = −∂xE2(34d)
∂xE1 = n0 + ρ(34e)
where vˆ = v/ 〈v〉 and 〈v〉 =
√
1 + |v|2, and
ρ =
∫ (
f+ − f−
)
dv(35a)
ji =
∫
vˆi
(
f+ − f−
)
dv, i = 1, 2(35b)
and the external fields are replaced by the constant external radiation n0. The linearized Vlasov
equation is
(36)
(
∂t +D
±
)
f± = ∓µ±e vˆ1E1 ± µ
±
p vˆ1B ∓
(
µ±e vˆ2 + µ
±
p
)
E2,
where
D± = vˆ1∂x ±
(
E01 + vˆ2B
0
)
∂v1 ∓ vˆ1B
0∂v2 .
Since we are looking for a (purely) growing mode with exponent λ (see (6)), we replace everywhere
∂t by λ. Thus, our equations for the P -periodic electric and magnetic (perturbed) potentials φ and
ψ become
B = ∂xψ
along with
E2 = −λψ,
which is a result of the integration of (34d) and setting the constant of integration to be 0, and,
finally,
E1 = −∂xφ− λb,
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where b ∈ R is meant to allow E1 to have a nonzero mean. Replacing ∂t by λ, the linearized Vlasov
equation becomes
(37)
(
λ+D±
)
f± = ±µ±e vˆ1(∂xφ+ λb)± µ
±
p vˆ1∂xψ ± λ
(
µ±e vˆ2 + µ
±
p
)
ψ,
along with Maxwell’s equations
− λ∂xφ− λ
2b = λE1 = −j1(38a)
− λ2ψ + ∂2xψ = λE2 + ∂xB = −j2(38b)
− ∂2xφ = ∂xE1 = ρ.(38c)
We see that in these equations there is only dependence upon derivatives of the electric potential
φ, and never dependence upon φ itself. Therefore, throughout this paper we let φ ∈ L2P,0. Now
we introduce the particle paths (X±(s;x, v), V ±(s;x, v)) of the equilibrium state, governed by the
transport operators D±, where −∞ < s < ∞. They satisfy the system of ordinary differential
equations
X˙± = Vˆ ±1(39a)
V˙ ±1 = ±E
0
1(X
±)± Vˆ ±2 B
0(X±)(39b)
V˙ ±2 = ∓Vˆ
±
1 B
0(X±),(39c)
where ˙ = ∂/∂s is the derivative along the characteristic curves, and the initial conditions are
(40)
(
X±(0, x, v), V ±(0, x, v)
)
= (x, v).
When there is no risk of confusion, we abbreviate X± = X±(s) = X±(s;x, v) and V ± = V ±(s) =
(V ±1 (s;x, v), V
±
2 (s;x, v)). Now we rewrite the Vlasov equation integrated along the particle paths.
Here it is crucial that e± and p±, and any function of these variables, are constant along the tra-
jectories. This implies that, µ±e and µ
±
p are constants under s-differentiation. We multiply (37) by
eλs and notice that the left hand side becomes the perfect derivative ∂
∂s
(
eλsf
)
. Integrating the right
hand side along the particle paths, one has
±
∫ 0
−∞
eλs
(
µ±e Vˆ
±
1 (∂xφ(X
±) + λb) + µ±p Vˆ
±
1 ∂xψ(X
±) + λ
(
µ±e Vˆ
±
2 + µ
±
p
)
ψ(X±)
)
ds
=±
∫ 0
−∞
eλsµ±e
(
Vˆ ±1 ∂xφ(X
±) + λφ(X±)
)
ds∓
∫ 0
−∞
λeλsµ±e φ(X
±) ds
±
∫ 0
−∞
eλsµ±p
(
Vˆ ±1 ∂xψ(X
±) + λψ(X±)
)
ds
±
∫ 0
−∞
λeλsµ±e
(
Vˆ ±1 b+ Vˆ
±
2 ψ(X
±)
)
ds = I + II + III + IV.
Recalling that D+ and D− both reduce to vˆ1∂x when applied to functions of x alone (and not v), we
see that the integrands in terms I and III are eλsµ±e (Dφ+ λφ) and e
λsµ±e (Dψ + λψ), respectively,
evaluated along the appropriate particle paths. Therefore, both integrands become no more than
d
ds
(
eλsµ±e φ
)
and d
ds
(
eλsµ±e ψ
)
. We conclude that the terms I and III become ±eλsµ±e φ(x) and
±eλsµ±p ψ(x), with no boundary terms due to our decay assumptions. The other terms are kept in
integral form as above. Since µ±e are constant along the trajectories, we may evaluate them at s = 0,
and they have no role in the integration. After dividing both sides by the exponent, we finally have
f±(x, v) =± µ±e φ(x) ± µ
±
p ψ(x)(41)
∓ µ±e
∫ 0
−∞
λeλs
[
φ(X±(s))− Vˆ ±2 (s)ψ(X
±(s)) − bVˆ ±1 (s)
]
ds.
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We simplify this expression by introducing the operators Qλ± : L
2
± → L
2
±, defined by:(
Qλ±k
)
(x, v) =
∫ 0
−∞
λeλsk
(
X±(s;x, v), V ±(s;x, v)
)
ds
where k = k(x, v) : [0, P ]× R2 → R.
Remark 3.1. We note that if h(x) ∈ L2P , then h˜(x, v) := h(x), (x, v) ∈ [0, P ]×R
2, is clearly in L2±.
Therefore, Qλ± act on functions in L
2
P as well.
With our definition of Qλ±, (41) becomes
(42)
f+(x, v) = +µ+e φ(x) + µ
+
p ψ(x) − µ
+
e Q
λ
+φ+ µ
+
e Q
λ
+(vˆ2ψ) + bµ
+
e Q
λ
+vˆ1,
f−(x, v) = −µ−e φ(x) − µ
−
p ψ(x) + µ
−
e Q
λ
−φ− µ
−
e Q
λ
−(vˆ2ψ)− bµ
−
e Q
λ
−vˆ1.
Lemma 3.2 (Properties of D±). D± are skew-adjoint operators on L2±. Their null spaces kerD
±
consist of all functions g = g(x, v) in L2± that are constant on each connected component in R × R
2
of {e± = const and p± = const}. In particular, kerD± contain all functions of e± and of p±.
Proof. We show for the ‘+’ case, and drop the + superscripts. It is straightforward to verify that
De = Dp = 0. Therefore kerD contains all functions of e and of p. Skew-adjointness is easily seen
due to integration by parts, as D is a first-order differential operator. Derivatives that “hit” w vanish,
since w = w(e) is a function of e. 
Definition 3.3. We define P± to be the orthogonal projection operators of L2± onto kerD
±.
Lemma 3.4. The projection operators P± preserve parity with respect to the variable v1.
Proof. Let us demonstrate for P+ and drop the + superscript to simplify notation. The demonstration
for P− is identical. Recall that
D = D+ = vˆ1∂x + (E
0
1 + vˆ2B
0)∂v1 − vˆ1B
0∂v2 .
Now, let f = f(x, v1, v2) and let R be the operator that reverses v1: Rh(x, v1, v2) = h(x,−v1, v2).
Then
D(Rf) = −R(vˆ1∂xf)−R((E
0
1 + vˆ2B
0)∂v1f) +R(vˆ1B
0∂v2f) = −R(Df)
Therefore f ∈ kerD if and only if Rf ∈ kerD. This implies that one can find a basis of even and
odd functions (in the variable v1) to the space kerD. To show that if f is even (odd) in v1 then Pf
is also even (odd) in v1, we let g ∈ kerD be, without loss of generality, even or odd. Then it must
hold that
∫∫
(f −Pf)g w dx dv = 0. In the case that f is even, we change variables v1 → −v1 to get
±
∫∫
(f −R(Pf))g w dx dv = 0 and, therefore, R(Pf) = Pf . Here the ± depends on the parity of g.
The odd case is treated in the same way. 
We now state the important properties of the operators Qλ±. These properties are discussed in
[2, Lemma 2.5], with a slightly different weight: in [2] we had e+ = e− = 〈v〉 due to the symmetry
assumptions, and therefore w+ = w− were simply denoted by w. This difference, though subtle, does
not impact the proof in a significant way, and we therefore do not include the proof here.
Lemma 3.5 (Properties of Qλ±). Let 0 < λ <∞.
(1) Qλ± map L
2
± → L
2
± with operator norm = 1. Moreover, recalling Remark 3.1, Q
λ
± are also
bounded as operators L2P → L
2
±.
(2) For all m(x, v) ∈ L2±,
∥∥Qλ±m− P±m∥∥± → 0 as λ→ 0.
(3) If σ > 0, then
∥∥Qλ± −Qσ±∥∥ = O(|λ− σ|) as λ→ σ, where ‖ · ‖ is the operator norm from L2±
to L2±.
(4) For all m(x, v) ∈ L2±,
∥∥Qλ±m−m∥∥± → 0 as λ→∞.
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3.3. The Operators. In addition to the definitions of A01,A
0
2 and B
0 in §1.3, we define the fol-
lowing operators depending on a real parameter 0 < λ < ∞, acting on L2P,0, L
2
P , L
2
P , with domains
H2P,0, H
2
P , L
2
P , respectively:
Aλ1h = −∂
2
xh−
(∑
±
∫
µ±e dv
)
h+
∑
±
∫
µ±e Q
λ
±h dv,
Aλ2h = −∂
2
xh+ λ
2h−
(∑
±
∫
vˆ2µ
±
p dv
)
h−
∑
±
∫
µ±e vˆ2Q
λ
±(vˆ2h) dv,
Bλh =
(∑
±
∫
µ±p dv
)
h+
∑
±
∫
µ±e Q
λ
±(vˆ2h) dv.
As we have seen in Lemma 3.5, Qλ± → P
± strongly as λ→ 0; this hints at the relationship between the
operators defined here (with λ superscript) and the operators defined in §1.3 (with a 0 superscript).
The rigorous results may be found in §6. We also define the following multiplication operators with
domain R and range L2P , depending on the parameter 0 < λ <∞:
Cλ(b) = b
∑
±
∫
µ±e Q
λ
± (vˆ1) dv,
Dλ(b) = b
∑
±
∫
vˆ2µ
±
e Q
λ
± (vˆ1) dv,
and a constant depending on λ:
lλ =
1
P
∑
±
∫ P
0
∫
vˆ1µ
±
e Q
λ
± (vˆ1) dv dx,
which is closely related to the number l0 defined in §1.3. Now let us write the formulas for the adjoint
operators of Bλ, Cλ and Dλ. The derivation of these expressions appears in [2]:
(
Bλ
)∗
k =
(∑
±
∫
µ±p dv
)
k +
∑
±
∫
µ±e vˆ2Q
λ
±k dv,
(
Cλ
)∗
k =
∑
±
∫ P
0
∫
µ±e Q
λ
± (vˆ1) k(x) dv dx,
(
Dλ
)∗
k =
∑
±
∫ P
0
∫
vˆ2µ
±
e Q
λ
± (vˆ1) k(x) dv dx.
3.4. The Matrix Operator Mλ. As in [2], after plugging in the expressions for f+ and f− into
Maxwell’s Equations, one finds three equations for the three potentials φ, ψ and b, all depending upon
the parameter λ. We write the three equations in matrix form as
(43) Mλu = 0,
where the matrix operator Mλ : L2P × L
2
P × R→ L
2
P × L
2
P × R is defined as
(44) Mλ =

 −Aλ1 Bλ Cλ(Bλ)∗ Aλ2 −Dλ(
Cλ
)∗
−
(
Dλ
)∗
−P
(
λ2 − lλ
)

 .
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with domain H2P ×H
2
P ×R. Formally, to prove our main theorem, it suffices to show that M
λ has a
nontrivial kernel for some 0 < λ <∞. Finally, we define
(45) M0 =

 −A01 B0 0(B0)∗ A02 0
0 0 Pl0

 .
Remark 3.6. As mentioned before, since φ only matters up to a constant, we restrict the domain
of Mλ and M0 to H2P,0 ×H
2
P × R. Indeed, making this restriction is important. Letting (φ, ψ, b) =
uTtriv = (1, 0, 0) we notice that M
λutriv = 0 for any λ ≥ 0. However, utriv is a trivial solution that
is of no interest for us, since it would generate a trivial solution (f, E,B) = (0, 0, 0). Moreover,
multiples of utriv are the only trivial solutions. Indeed, whenever either ψ or b are nonzero, the
linearized equations become nontrivial.
4. Analysis for Small and Large Values of λ
Our goal is to find for Mλ a nontrivial kernel for some 0 < λ <∞. Our method is to “compare”
its spectrum when λ = 0 and when λ→∞ and detect some kind of discrepancy that would indicate
that an eigenvalue crossed through 0. To make this intuitive process rigorous, we shall first consider
finite-dimensional approximations of the operators Mλ, study them, and then retrieve the original
operators Mλ.
First, let us make a general comment on ‘diagonalization’ of real block matrices. Consider a
symmetric block matrix
(46) M =

 A1 B CB∗ A2 D
C∗ D∗ A3


mapping Rn × Rn × Rn → Rn × Rn × Rn and the matrix
(47) J =

 In 0 0J1 In 0
J2 J3 In


with Ji, i = 1, 2, 3, to be determined later. Our goal is to ‘diagonalize’ M by conjugating with J , to
get
(48) ∆ = J∗MJ =

 ∆1 0 00 ∆2 0
0 0 ∆3

 .
While M and ∆ do not share the same eigenvalues and eigenvectors, they both do have negative
and positive eigenspaces (that is, eigenspaces associated to negative, resp. positive, eigenvalues) of
the same dimension:
(49) neg(M) = neg(∆) pos(M) = pos(∆).
Indeed, suppose that u is in the negative eigenspace of J∗MJ : uTJ∗MJu < 0. Then (Ju)TMJu < 0
hence v := Ju is in the negative eigenspace of M . Since J has a trivial kernel, this implies that
neg(M) ≥ neg(J∗MJ). Conversely, suppose that vTMv < 0. Since J has a trivial kernel, there
exists u such that v = Ju, and therefore 0 > vTMv = (Ju)TMJu = uTJ∗MJu which implies that
u is in the negative eigenspace of J∗MJ .
When carrying out the calculations involved in the conjugation J∗MJ , and requiring that the
off-diagonal terms be 0, one finds:
J1 =
(
A2 −DA
−1
3 D
∗
)−1 (
−B∗ +DA−13 C
∗
)
J2 = −A
−1
3 D
∗J∗1 −A
−1
3 C
∗
J3 = −A
−1
3 D
∗,
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and
∆1 = A1 −
(
B − CA−13 D
∗
) (
A2 −DA
−1
3 D
∗
)−1 (
B∗ −DA−13 C
∗
)
− CA−13 C
∗
∆2 = A2 −DA
−1
3 D
∗
∆3 = A3.
Returning to our matrix operator Mλ, we define two projection operators:
Definition 4.1. (1) Let Pn be the orthogonal projection onto the eigenspace associated with the
first n eigenvalues (counting multiplicity) of A01.
(2) Let Qn be the orthogonal projection onto the eigenspace associated with the first n eigenvalues
(counting multiplicity) of A02.
Then we define the truncated matrix operator to be
(50) Mλn =

 −Aλ1,n Bλn Cλn(Bλn)∗ Aλ2,n −Dλn(
Cλn
)∗
−
(
Dλn
)∗
−P
(
λ2 − lλ
)


where
Aλ1,n = PnA
λ
1Pn B
λ
n = PnB
λQn C
λ
n = PnC
λ
Aλ2,n = QnA
λ
2Qn D
λ
n = QnC
λ.
When λ = 0 the truncated matrix operator becomes
(51) M0n =

 −A01,n B0n 0(B0n)∗ A02,n 0
0 0 Pl0

 .
We wish to apply the diagonalization technique to M0n, yet we do not wish to invert the operator
A02. We therefore apply our technique to the operator that is the result of switching the first two
rows and columns of M0n. After diagonalizing, we obtain the matrix operator
(52) F0n =

 K01,n 0 00 −A01,n 0
0 0 Pl0


where K01,n = A
0
2,n +
(
B0n
)∗ (
A01,n
)−1
B0n. Now we see the benefit of this diagonalization process.
Instead of considering M0n we consider F
0
n which has the same number of negative eigenvalues, but
for which the actual count is simpler:
neg
(
M0n
)
= neg
(
A02,n +
(
B0n
)∗ (
A01,n
)−1
B0n
)
+ neg
(
−A01,n
)
+ neg
(
l0
)
(53)
= neg
(
A02,n +
(
B0n
)∗ (
A01,n
)−1
B0n
)
+ n− z
(
A01,n
)
− neg
(
A01,n
)
+ neg
(
l0
)
.
Lemma 6.5 makes this expression rigorous (that is, in Lemma 6.5 we show that one can invert the
operator A01 when composed with B
0).
In the next section we shall see the relationship between M0n and M
λ
n when λ is small (see (59)).
This analysis will prove to be very simple, due to the results of §2. We now turn to the analysis of
Mλn when λ is large. This analysis also turns out to be simple, mostly due to the appearance of the
term λ2 in two crucial locations.
Lemma 4.2. There exists Λ∗ > 0 such that for any n ∈ N and any λ > Λ∗, Mλn has exactly n + 1
negative eigenvalues.
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Proof. Since Mλn is a symmetric mapping on a finite-dimensional subspace of H
2
P,0 ×H
2
P ×R that is
2n+ 1-dimensional, it has 2n+ 1 eigenvalues, all real. Letting ψ ∈ H2P , we have
(54)
〈
Mλn

 0ψ
0

 ,

 0ψ
0


〉
L2
P
×L2
P
×R
=
〈
Aλ2Qnψ,Qnψ
〉
L2
P
> 0
for all λ > Λ by Lemma 6.1. This implies that Mλn is positive definite on a subspace of dimension
n, and, therefore it has at least n positive eigenvalues. Similarly, we now show that there exists a
subspace of dimension n + 1 on which Mλn is negative definite: Let (φ, 0, b) ∈ H
2
P,0 × H
2
P × R and
consider〈
Mλn

 φ0
b

 ,

 φ0
b


〉
L2
P
×L2
P
×R
= −
〈
Aλ1Pnφ, Pnφ
〉
L2
P
+ 2
〈
Cλb, Pnφ
〉
L2
P
− P (λ2 − lλ)b2.(55)
We estimate the second term:
2
∣∣∣〈Cλb, Pnφ〉L2
P
∣∣∣ ≤ 2 ∥∥Cλb∥∥
L2
P
‖Pnφ‖L2
P
≤
∥∥Cλb∥∥2
L2
P
ǫ2
+ ǫ2 ‖Pnφ‖
2
L2
P
.
Letting ǫ2 = 1
λ
, we have〈
Mλn

 φ0
b

 ,

 φ0
b


〉
L2
P
×L2
P
×R
≤ −
〈
Aλ1Pnφ, Pnφ
〉
L2
P
+
‖Pnφ‖
2
L2
P
λ
− P (λ2 − lλ)b2 + λ
∥∥Cλb∥∥2
L2
P
.
By Lemma 6.1, Aλ1 > γ > 0 for all λ large enough, and therefore this expression is negative for all
φ ∈ H2P,0 and b ∈ R, since l
λ and Cλ are both bounded. Therefore, there exists a Λ∗ > 0 such that
for every λ ≥ Λ∗ there exists an n+ 1 dimensional subspace and on which Mλn is negative definite.
We conclude that
(56) neg
(
Mλn
)
= n+ 1, for all λ > Λ∗.
Notice that Λ∗ does not depend upon n. 
5. The Limit n→∞
Lemma 5.1. There exists N1 > 0 such that for all n > N1 it holds that neg
(
A01,n
)
= neg
(
A01
)
and
neg
(
A02,n +
(
B0n
)∗ (
A01,n
)−1
B0n
)
= neg
(
A02 +
(
B0
)∗ (
A01
)−1
B0
)
.
Proof. By Lemmas 6.1 and 6.6 we know that both A01 and A
0
2 +
(
B0
)∗ (
A01
)−1
B0 are operators of
the type discussed in §2, that is, they are both of the form −△+K, where K is a bounded operator.
Therefore, both operators have finitely many negative eigenvalues. By the definitions of the projection
operators Pn and Qn it is clear that for n that is sufficiently large the truncated operators will recover
the negative eigenspace of the original operators. 
Lemma 5.2. (1) Under the hypothesis (7) of Theorem 1, there exists N > 0 such that for every
fixed n > N , there exists 0 < λn <∞ such that M
λn
n has a nontrivial kernel. Moreover, the
(real) numbers λn are bounded uniformly away from 0 and ∞.
(2) The same conclusion holds under the hypothesis (8) of Theorem 2.
Proof. (1) We first show that the statement holds under the hypothesis (7) imposed in Theorem
1, namely
neg
(
A02 +
(
B0
)∗ (
A01
)−1
B0
)
> neg
(
A01
)
+ neg(−l0),
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as well as the assumption that kerA01 contains only the constant functions and that l
0 6= 0.
Therefore this inequality may be rewritten as
(57) neg
(
A02 +
(
B0
)∗ (
A01
)−1
B0
)
− neg
(
A01
)
− 1 + neg(l0) + n > n.
Now, by (53), by Lemma 5.1 and using the fact that z
(
A01
)
= 0 on H2P,0 (recalling that
H2P,0 does not include the constant functions),
neg
(
M0n
)
= neg
(
A02,n +
(
B0n
)∗ (
A01,n
)−1
B0n
)
+ n− z
(
A01,n
)
− neg
(
A01,n
)
+ neg
(
l0
)
(58)
= neg
(
A02 +
(
B0
)∗ (
A01
)−1
B0
)
+ n− neg
(
A01
)
+ neg
(
l0
)
for all n > N1 (where N1 is given in Lemma 5.1). By Proposition 2.12, there exist λ
∗ and
N2 such that for all 0 < λ ≤ λ∗ and for all n > N2
(59) neg(Mλn) ≥ neg(M
0
n).
By Lemma 4.2 there exists Λ∗ such that for all n and for all λ ≥ Λ∗
(60) neg(Mλn) = n+ 1.
Finally, combining (57)-(60), we have
neg(Mλ
∗
n ) ≥ neg(M
0
n)
= neg
(
A02 +
(
B0
)∗ (
A01
)−1
B0
)
+ n− neg
(
A01
)
+ neg
(
l0
)
> n+ 1
= neg(MΛ
∗
n )
for all n > N := max(N1, N2). Since Mλn is a finite-dimensional mapping, for fixed n
its spectrum, which is real, varies continuously (as a set) as λ varies. Hence at least one
eigenvalue must cross 0 from left to right as λ varies between λ∗ and Λ∗. Denoting a value of
λ for which Mλn has a nontrivial kernel by λn (noting that it depends on n), we deduce that
(61) Mλnn un = 0
for some un 6= 0, and 0 < λ
∗ < λn < Λ
∗ <∞.
(2) In the context of Theorem 2, (57) becomes
(62) neg
(
A02 +
(
B0
)∗ (
A01
)−1
B0
)
− neg
(
A01
)
− 1 + neg(l0) + n 6= n.
Using Proposition 2.11, (59) becomes
(63) neg(Mλn) = neg(M
0
n)
for all 0 ≤ λ ≤ λ∗. Therefore, combining (58), (60), (62), (63),
neg(Mλ
∗
n ) = neg(M
0
n)
= neg
(
A02 +
(
B0
)∗ (
A01
)−1
B0
)
+ n− neg
(
A01
)
+ neg
(
l0
)
6= n+ 1
= neg(MΛ
∗
n )
and therefore the conclusion remains: there exists 0 < λn <∞ for whichM
λn
n has a nontrivial
kernel.

Now we make use of §2 to reach a conclusion about the untruncated operator:
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Lemma 5.3. There exists 0 < λ0 <∞ and some uT0 = (φ0, ψ0, b0) 6= (0, 0, 0) such that
(64) Mλ0u0 = 0.
Proof. By Lemma 5.2 there exist λn bounded uniformly away from 0 and∞ (0 < λ∗ < λn < Λ∗ <∞),
that satisfy (61) with un 6= 0. Therefore there exists a subsequence of {λn}∞n=N that converges to
some 0 < λ0 <∞. The existence of u0 6= 0 is guaranteed by Proposition 2.13. 
Proof of Theorems 1 and 2. In §3 we showed that finding a growing mode solution of the form (6)
is equivalent to finding a nontrivial kernel for Mλ for some 0 < λ < ∞. Using the tools developed
in §2, in §5 we show that, indeed, there exists such a value of λ. The last ingredient of the proof,
which we omit here and which can be found in [2, §5] and [16, §8] is to verify that one can indeed
construct a growing mode from the potentials φ0, ψ0, b0 that we have found in Lemma 5.3. This part
is relatively straight-forward, as one can define f±, E,B from the potentials, and then verify that
they satisfy the linearized system. 
6. The Operators
In this section we state the important properties of the operators appearing in this paper. Most
of these properties are proved in detail in [2]. We only discuss the proofs of new properties, notably
Lemmas 6.5 and 6.6.
Lemma 6.1 (Properties of Aλ1 ,A
λ
2 ). Let 0 ≤ λ <∞.
(1) Aλ1 is selfadjoint on L
2
P,0. A
λ
2 is selfadjoint on L
2
P . Their domains are H
2
P,0 and H
2
P ,
respectively, and their spectra are discrete.
(2) For all h(x) ∈ H2P,0, ‖A
λ
1h−A
0
1h‖L2
P
→ 0 as λ→ 0. The same is true for Aλ2 with h(x) ∈ H
2
P .
(3) For i = 1, 2 and σ > 0, it holds that ‖Aλi − A
σ
i ‖ = O(|λ − σ|) as λ → σ, where ‖ · ‖ is the
operator norm from H2P,0 to L
2
P in the case i = 1, and from H
2
P to L
2
P in the case i = 2.
(4) For all h(x) ∈ H2P,0, ‖A
λ
1h+ ∂
2
xh‖L2
P
→ 0 as λ→∞.
(5) When thought of as acting on H2P (rather than H
2
P,0), the null spaces of A
λ
1 and A
0
1 both
contain the constant functions.
(6) There exist constants γ > 0 and Λ > 0 such that for all λ ≥ Λ, Aλi > γ > 0, i = 1, 2.
Lemma 6.2 (Properties of Bλ, Cλ,Dλ). Let 0 < λ <∞.
(1) Bλ maps L2P → L
2
P with operator bound independent of λ. Moreover, R(B
0) ⊆ {1}⊥.
(2) For all h(x) ∈ L2P , as λ→ 0 we have: ‖B
λh− B0h‖L2
P
→ 0 and ‖Cλh‖L2
P
, ‖Dλh‖L2
P
→ 0.
(3) If σ > 0, then ‖Bλ − Bσ‖ = O(|λ − σ|) as λ → σ, where ‖ · ‖ is the operator norm from L2P
to L2P . The same is true for C
λ,Dλ.
(4) For all h(x) ∈ L2P , ‖B
λh‖L2
P
→ 0 as λ→∞. The same is true for Cλ,Dλ.
Proof. This proof is presented almost in its entirety in [2], except for the statements of parts 1 and 2.
In part 1 we have added the statement about the range of B0. It is easily verified that
∫ P
0
B0h dx = 0
(see [14, Lemma 2.4]). As for part 2 of the lemma: in [2] we showed that Bλ
s
−→ B0 = 0. In the
current setting, it is not true that B0 is trivial, however, it still is true that Bλ
s
−→ B0. 
Lemma 6.3 (Properties of lλ). Let 0 < λ <∞.
(1) lλ → l0 as λ→ 0.
(2) lλ is uniformly bounded in λ.
The following lemma lists the important properties of Mλ – all of which are inherited directly
from the properties of the various operators it is made up of, as listed in Lemma 6.1.
Lemma 6.4 (Properties ofMλ). To simplify notation, we write uT for a generic element (φ, ψ, b) ∈
H2P ×H
2
P × R.
(1) For all λ ≥ 0, Mλ is selfadjoint on L2P × L
2
P × R with domain H
2
P ×H
2
P × R.
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(2) For all uT ∈ H2P ×H
2
P × R, ‖M
λu−M0u‖L2
P
×L2
P
×L2
P
→ 0 as λ→ 0.
(3) If σ > 0, then ‖Mλ−Mσ‖ → 0 as λ→ σ, where ‖·‖ is the operator norm from H2P,0×H
2
P×R
to L2P × L
2
P × L
2
P .
Lemma 6.5. The operator
(
B0
)∗ (
A01
)−1
B0 is a well-defined bounded operator from L2P → L
2
P .
Proof. By part 1 of Lemma 6.2, R(B0) ⊆ {1}⊥. By assumption, the null space of A01 contains only
the constant functions. Since the spectrum of A01 is discrete, it is invertible on {1}
⊥, and, therefore,(
B0
)∗ (
A01
)−1
B0 is a well-defined operator. This operator is bounded since B0 is bounded (again, see
part 1 of Lemma 6.2) and since
(
A01
)−1
is bounded. 
Lemma 6.6. The operator K01 = A
0
2 +
(
B0
)∗ (
A01
)−1
B0 is of the form presented in (12).
Proof. This is clearly true by the properties of A02 and by Lemma 6.5. 
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