Individuals change over time, often in complex ways. Generally, studies of change over time have combined individuals into groups for analysis, which is inappropriate in most, if not all, studies of development. The authors explain how to identify appropriate levels of analysis (individual vs. group) and demonstrate how to estimate changes in developmental processes over time using a multivariate nonstationary time series model. They apply this model to describe the changing relationships between a biological son and father and a stepson and stepfather at the individual level. The authors also explain how to use an extended Kalman filter with iteration and smoothing estimator to capture how dynamics change over time. Finally, they suggest further applications of the multivariate nonstationary time series model and detail the next steps in the development of statistical models used to analyze individual-level data.
Theorists in developmental psychology and biology have long argued that developmental processes should be analyzed at the level of intraindividual variation. However, until recently, we have lacked statistical methods that are appropriate for analyzing intraindividual data. In this article, we demonstrate one such method by modeling interactions over time between a stepson and his stepfather and a biological son and his father. We focus on implementing and interpreting the statistical model, rather than the substantive implications of the model, in the hopes that others will begin to understand the usefulness of these models in their own substantive fields and use them.
Introduction to Developmental Systems and Ergodic Theory
In the tradition of developmental systems theory (DST), theorists have argued for the importance of intraindividual analyses of developmental processes. Important contributions to DST include Wohlwill's (1973) monograph on the concept of developmental functions describing intraindividual variation, Ford and Lerner's (1992) integrative approach based on the interplay between intraindividual variation and interindividual variation and change, and Gottlieb's (1992 Gottlieb's ( , 2003 theoretical work on probabilistic epigenetic development. Oyama, Griffiths, and Gray (2001) presented a compilation of recent contributions to DST in theoretical biology.
According to DST, each individual person can be conceived of as a high-dimensional integrated dynamic system, the behavior of which evolves as a function of place and time. The system includes important functional subsystems, such as the perceptual, emotional, cognitive, and physiological systems, as well as their dynamic interrelationships. The complete set of measurable timedependent variables characterizing the system's behavior can be represented as the coordinates of a high-dimensional space, the so-called behavior space. The behavior space contains all the scientifically relevant information about a person (cf. De Groot, 1954) .
The realized values of all measurable variables for a particular person at consecutive time points constitute this person's trajectory (life history) in behavior space. This trajectory is the basic unit of analysis in DST. Accordingly, the complete set of life histories of a population of human subjects can be represented as an ensemble of trajectories in the same behavior space.
Within the behavior space, interindividual variation is defined as follows: (a) select a fixed subset of variables, (b) select one or more fixed time points as measurement occasions, and (c) determine the variation of the scores on the selected variables at the selected time points by pooling across subjects. Analysis of interindividual variation thus defined is called the R-technique by Cattell (1952) . In contrast, intraindividual variation is defined as follows: (a) select a fixed subset of variables, (b) select a fixed subject, and (c) determine the variation of the scores of the single subject on the selected variables by pooling across time points. Analysis of intraindividual variation thus defined is called the P-technique by Cattell (1952) .
Recently, a mathematical-statistical proof has demonstrated that it is necessary to analyze developmental processes using intraindividual variation (Molenaar, 2004) . This proof resulted directly from the classical ergodic theorems that hold for any measurable stochastic process. Specifically, these theorems detail the conditions that must be met in order to generalize from analyses of interindividual variation to analyses of intraindividual variation, and vice versa. The conditions of the ergodic theorems are twofold. First, the process has to be stationary, meaning that the mean function must be constant in time (without trends or cycles) and the sequential dependence must be constant in time (with constant variance and sequential correlations depending only on the relative distance between time points; cf. Hannan, 1970) . Second, each person in the population must obey the same dynamics. If a stochastic dynamic process obeys both conditions, it is called ergodic; if one or both conditions are violated, it is called nonergodic. For ergodic processes, lawful relationships between interindividual and intraindividual variation exist, but for nonergodic processes, these relationships do not exist. Put another way, if the conditions of ergodicity are violated, no a priori relationship exists between results obtained in an analysis of interindividual variation (R-technique) and results obtained in an analogous analysis of intraindividual variation (P-technique).
The consequences of the classical ergodic theorems affect all psychological statistical methodology (e.g., Borsboom, 2005; Molenaar, Huizenga, & Nesselroade, 2003) . Because development generally implies that some kind of growth or decline occurs, developmental processes are almost always nonstationary and are, therefore, nonergodic. Generally, developmental scientists consider change that occurs in average or mean levels of a process. However, change may also occur in variances or sequential dependencies over time. For instance, in the example that we present, we model changes in involvement over time for a stepson with his stepfather. For this process to be stationary, involvement would need to be stable, with no growth or decline, for all stepsons and stepfathers. There would also need to be no changes in fluctuations of involvement over the entire series. In other words, there cannot be periods of minor involvement and disengagement followed by periods of intense involvement and disengagement; this would violate the need for stable variance and sequential dependency in stationary series.
The very nature of change makes involvement between stepsons and stepfathers nonergodic, but more serious violations of the ergodic theorem happen if we assume that the population model applies to any stepson-stepfather relationship. Even if involvement between a stepson and stepfather was found to be stationary, every stepson and stepfather pair would need to follow the same process at the same time in order to apply interindividual analyses to any one pair's process. If pairs follow different processes, then all conclusions that we are able to draw from the population (i.e., that involvement increases over time) are meaningless at the individual level (i.e., involvement increases over time for every pair in the population). Clearly, for almost all developmental processes, analyses should be concerned with intraindividual variation (i.e., time series analyses), in accordance with the basic tenets of DST.
In addition, developmental processes are a combination of both immediate and long-term processes. These processes have been referred to as microdevelopment and macrodevelopment (see Granott & Parziale, 2002) ; real and developmental time (e.g., Granic & Patterson, 2006) ; and microtime, mesotime, and macrotime (Bronfenbrenner & Morris, 2006) . They may also be considered the difference between changes in the trait and state of development (e.g., McArdle & Woodcock, 1997) . For example, an intense argument between son and father may lead to an immediate decrease but a long-term increase in involvement. Most research focuses on either immediate or long-term processes, but one of the goals of DST has been to model the interplay between short-term observations and long-term trajectories.
Analyses of intraindividual variation pose new methodological challenges. We have only recently begun to develop advanced modeling techniques that are appropriate for analyzing nonstationary processes. These are not yet available in commercial software packages. In this article, we illustrate a general approach to the analysis of nonstationary multivariate time series that is appropriate for intraindividual analyses of developmental processes. A pilot version of the computer program we used can be obtained on request from Peter C. M. Molenaar. This article is structured as follows. First, we introduce the empirical example, assessing emotional reactions of (step)sons to their (step)fathers, which is used to illustrate the mathematical concepts that follow. Next, we introduce multivariate state-space modeling techniques for stationary and nonstationary time series, describing the nonstationary model in some detail. Then, we detail how we applied the nonstationary model to the empirical example. The results show a rich picture of several types of dynamic relationships that have been described at a theoretical level within DST (e.g., feedback, reciprocal interaction, emergent dynamic relationships). Some of these relationships are constant in time, whereas others change over time. Finally, we summarize additional applications of the nonstationary time series model and suggest directions for future research.
Introduction to the Empirical Example
To illustrate the statistical models, we use data from a study of 8 stepsons and 8 biological sons (Corneal, 1990) . Participants were White, middle-class adolescents between 14 and 18 years old. Here, we consider measures that described the emotional experiences of (step)sons as they interacted with their (step)fathers over time, including interactions during meals, leisure activities, conversations, arguments, discipline episodes, and routine activities. The emotional content of each interaction was measured using an inventory composed of the 24-item Positive and Negative Affect Scale (Watson, Clark, & Tellegen, 1988) and 4 items added by the researcher. Participants completed the inventories after each interaction with the (step)father, and data were collected until 80 interactions had been recorded (T ϭ 80), which occurred within 6 -8 weeks. Detailed descriptions of the replicated time series design and the measures used are given in Rovine, Molenaar, and Corneal (1999; cf. also Corneal & Nesselroade, 1991) .
We previously subjected a subset of these data to exploratory P-technique analysis (Corneal & Nesselroade, 1994; Rovine et al., 1999) and stationary state-space modeling . P-technique analyses yield an underlying structure to participants' responses by applying individual factor analyses to each participant's responses over time. Through this analysis, we are able to estimate the dimensionality of each participant's latent state process and their factor loading pattern in stationary statespace models (Molenaar & Nesselroade, 2006) . We can also estimate factor scores, and the latent state process, at each time point using the regression factor score estimator obtained in P-technique analyses. It has been shown that this estimator has the same precision as the recursive estimator, or Kalman filter, based on the full state-space model (Molenaar & Nesselroade, 2006) .
Using the results of the P-technique analysis, we selected 2 participants for consideration in this article, a biological son and a stepson. They were chosen because their results showed a simple and comparable three-factor structure that was achieved through oblique factor rotation. Therefore, we can conclude that the latent state process for both participants is a three-variate time series, which has been determined using the regression estimator for P-technique factor scores. Because the dimension of the observed series is large (28 items over 80 occasions), we use the estimated three-variate time series in our analyses.
Both participants had similar factor structures. Therefore, the three factors are interpreted as (a) Involvement, with high loadings on items like interest, determination, and enthusiasm; (b) Anger, with high loadings on items like distress, irritation, and not getting what one wants; and (c) Anxiety, with high loadings on items like nervousness, jittery, and scared. Plots of the three-variate series are given in the top panel of Figure 1 for the stepson and the bottom panel of Figure 1 for the biological son.
It is important to note that to identify any developmental process, we must consider the time at which the series is being observed and the amount of time that passes between observations. In this example, adolescents were chosen as participants because it is a time of changing relationships with family members (Corneal, 1990) . With this interest in changing relationships, it was natural to select interactions with (step)fathers as the unit of analysis (Corneal, 1990) . Therefore, the selection of both time within the participant's lives and the unit of analysis imply that the dynamic will change across the series and, hence, be nonstationary. However, both participants were selected because their interactions with their (step)fathers were characterized by similar factor structures, implying that one's developmental trajectory would be more likely to resemble the other's than those of other participants.
Multivariate State-Space Modeling of Intraindividual Variation
Since Molenaar (1985) first used state-space models to analyze multivariate stationary time series data, this approach to the analysis of intraindividual variation has progressed significantly in the psychological field. Recent applications to psychological Gaussian (normally distributed) stationary time series are described in Hamaker et al.'s work (Hamaker, Dolan, & Molenaar, 2005; Hamaker, Nesselroade, & Molenaar, 2007; see Browne & Nesselroade, 2005 , for a review). Applications to psychological categorical time series have been reported in Visser, Raijmakers, and Molenaar (2002) and Van Rijn and Molenaar (2005) . In this section, we outline the maximum likelihood approach to modeling Gaussian stationary time series using a state-space approach.
Stationary State-Space Models
First, we describe how to estimate stationary state-space models. Because these models have a constant mean function and a constant sequential dependence, they are simpler to describe and to estimate than nonstationary models. Because our empirical example is nonstationary, we do not use the data to estimate a stationary state-space model. We refer, however, to the empirical example whenever possible to provide a concrete example of the equations.
Note that in what follows, boldfaced lowercase letters denote vectors, and boldfaced uppercase letters denote matrices.
Let y(t) denote a p-variate time series, p Ն 1, observed at equidistant time points (t ϭ 1, 2, . . . , T). In our example, y(t) is a three-variate time series (Involvement, Anger, and Anxiety) observed at 80 time points (t ϭ 1, 2, . . . , 80). The mean of y(t) at each time point t is E[y(t)] ϭ c(t). Because c is a function of t, c(t) denotes the p-variate mean function, or trend, of y(t). If c(t) ϭ c, meaning that the mean function is constant in time, then y(t) has a stationary mean function. Otherwise, the series is nonstationary, like our example.
The covariance of y(t) between any given pair of time points t 1 and t 2 is defined as ⌺(t 1 , t 2 ) ϭ cov[y(t 1 ), y(t 2 )]. If this covariance depends only on the relative time difference (u ϭ t 1 Ϫ t 2 ), then y(t) has a stationary covariance function depending only on Lag u. In notation, With stationarity, a general description of the state-space model for p-variate Gaussian time series y(t) is
where (t) denotes a latent q-variate state process, (t) denotes a p-variate measurement error process, and (t) a q-variate innovation process. In our example, the latent variate process and the innovation process are three-variate (p ϭ q ϭ 3). Because the latent variables were created prior to these analyses, we do not estimate the measurement error process. The (p, q)-dimensional matrix ⌳ represents the way in which the state process (t) affects the manifest series y(t). For example, our (3, 3)-dimensional matrix would represent how the three-variate state process at time t affects Involvement, Anger, and Anxiety at time t. Because the observed series in the example equals the state process, then y(t) ϭ (t). The (q, q)-dimensional matrix B contains regression coefficients describing the sequential dependence of (t ϩ 1) on (t). The lack of predictability of (t ϩ 1) given (t) is captured by the innovation process (t). We predict values of a series at time t ϩ 1 by using the values of the previous time t, while accounting for measurement error and innovations or additions to the series. For example, we would predict Involvement, Anger, and Anxiety at any time using Involvement, Anger, and Anxiety at the time that preceded it while accounting for measurement error and any ad-ditional information, such as an intense argument between father and son.
To complete the definition of the state-space model, we need to specify the statistical assumptions for the measurement error and innovation processes. These processes, (t) and (t), are assumed to be random and normally distributed processes with stationary mean and covariance functions. Therefore, (t) and y(t) are also assumed to have stationary mean and covariance functions. In statistical terms, E[y(t)] ϭ c ϭ 0, and similarly for the other processes. For the measurement error and innovation processes, it is also assumed that they lack sequential dependencies and are mutually independent. For example, once we have accounted for Anger at time t ϩ 1 by using the values of Involvement, Anger, and Anxiety at time t, measurement error at time t should be independent of measurement error at time t ϩ 1. Readers who are familiar with longitudinal factor models should note that the formal structure in Model 1 is equivalent in longitudinal factor models and state-space models (Jöreskog, 1979) . The essential difference between these models is in the application. Longitudinal factor models estimate interindividual (co)variation over time, whereas state-space models estimate intraindividual change over time. As we explain below, this difference leads to important differences in the way models are fitted to the data. The formal equivalence, however, allows us to easily interpret the structure of the state-space model. The latent state process, (t) in Model 1, is formally equivalent to a sequence of longitudinal factor scores, and ⌳ in Model 1 is formally equivalent to a matrix of constant longitudinal factor loadings. The model for the state process, (t ϩ 1) ϭ B(t) ϩ (t), therefore, is formally equivalent to a description of the evolution of longitudinal factor scores according to a latent simplex.
Excellent descriptions of the state-space model and the ways to fit a state-space model to time series data can be found in the mathematical-statistical literature on time series analysis (e.g., Durbin & Koopman, 2001; Shumway & Stoffer, 2006) . In the applications referred to above, for instance to personality processes (Hamaker et al., 2005 (Hamaker et al., , 2007 , maximum likelihood model fit is accomplished by means of the expectation-maximization (EM) algorithm (cf. Durbin & Koopman, 2001, Section 7.3.4) . A computer program for the maximum likelihood fit of state-space models to single-subject or replicated time series data can be downloaded from http://users.fmg.uva.nl/cdolan/.
The stationary state-space model defined by Model 1 can be used to detect heterogeneity in the dynamic laws governing a developmental process. To reiterate, heterogeneity is one of the criteria for nonergodicity. If subjects in a replicated time series design differ in the dimension of their state process (t), the pattern of loadings in ⌳, or the values of their coefficients in B, then their state process is heterogeneous and, therefore, nonergodic. In our example, if the two sons differed in the number of latent variables, the relationships between those variables, or the relationships between lags of those variables, then their combined processes would be nonergodic, and we would consider them to be following different developmental processes. We do not pursue the stationary state-space model for the detection of heterogeneity in individual dynamics but turn to a nonstationary model to test the other major criterion of nonergodicity.
Nonstationary State-Space Models
The literature on state-space models for nonstationary time series is less developed than for stationary state-space models (for exceptions, see Fitzgerald, Smith, Walden, & Young, 2000; Priestley, 1988; Young, 1984) . Time series models with restricted types of nonstationarity are prominent in econometrics and are detailed in the Discussion section. To apply nonstationary time series models to psychological data, one needs a state-space model with time-varying factor loadings in ⌳ and time-varying regression coefficients in B. For example, this would mean that the relationship between Anger at Time 1 and Time 2 does not have to be the same as the relationship between Anger at Time 50 and Time 51; the relationships between successive time points can change over time. Below, we demonstrate how to expand Model 1 to accommodate time-varying parameters.
For simplicity, we assume that the observed p-variate time series y(t) has a stationary mean function: E[y(t)] ϭ c ϭ 0. Because the mean function is stationary and equal to 0, the remaining processes (t), (t), and (t) also have stationary mean functions equal to 0. Stationary mean functions can be derived in standard time series programs by taking the difference between values one lag apart and using that difference as the model. Standard programs also allow for detrending of data using a variety of mean functions (such as means that follow exponential trends over time) to create a stationary mean function. Additionally, the inclusion of nonstationary trends in the model is fairly straightforward if they are not first removed from the data.
To estimate changes in parameters over time, we can collect all unknown, possibly time-varying parameters in an r-variate vector (t). The dimension of (t) is determined by the number of timevarying parameters. For our example, we may think that the variances and covariances between Involvement, Anger, and Anxiety change over time. This would mean that (t) is a ninedimensional process. The model for the nonstationary analogue of Model 1 is
As noted, in our example, the three-variate observed time series, y(t), equals the latent state process, (t), because the series was developed using P-technique. Therefore, there is no measurement error process, so the matrix ⌳[(t)] in Model 2 is replaced by a (3, 3)-dimensional identity matrix, and y(t) ϭ ⌳[(t)](t) ϩ (t) becomes y(t) ϭ (t) for our example. It is possible to extend the nonstationary character of Model 2 in order to allow the variances of the measurement error process (t) and the innovation process (t) to be nonstationary too. This, however, is work in progress, so we restrict ourselves to the definition of these processes found in Model 1.
The second equation in Model 2 describes the evolution of the state process, (t), over time. The values of Involvement, Anger, and Anxiety at time t ϩ 1 depend on the values that precede them at time t, with attention given to where time t ϩ 1 is located in the series, rather than the estimation being true for any two successive values in the series.
The third equation in Model 2, (t ϩ 1) ϭ (t) ϩ (t ϩ 1), shows that the unknown parameters at any time, (t ϩ 1), are predicted by the parameter values at the previous time, (t), and an innovation process, (t ϩ 1), or a random walk (cf. Fahrmeir & Tutz, 1994, chap. 8) . The innovation process, (t ϩ 1), is an r-dimensional, Gaussian process with the same statistical characteristics as the innovation process in the second model equation in Model 2, (t ϩ 1): It has zero mean function and lacks sequential dependency. This means that successive time points are expected to have no relationship with each other once the time-varying parameters are modeled. Despite similarities in the assumptions underlying the innovation processes, the variances of (t ϩ 1) are assumed to be smaller in magnitude than the variances of (t ϩ 1). In other words, we assume that the random variation of the state process, (t) [and also the observed series, y(t)], is larger than the random variation of the time-varying parameters, (t). As applied to our example, this constraint means that an intense argument between father and son at time t affects the observed series more than it affects just the values of that time and the time that follows.
The variances of (t ϩ 1) and the variances of (t ϩ 1) are estimated by means of the EM algorithm described in Shumway and Stoffer (2006) . To be identifiable, the estimates of the variances of (t ϩ 1) must be at least 30 times larger in magnitude than the variances of (t ϩ 1). If this constraint is violated, the EM iterations are stopped. This constraint also means that variation of the timevarying parameters is smoother and takes place on a much slower time scale than the random variation of the observed process y(t).
In our example, the nonstationary state-space model for the three-variate series y(t) is given by three equations for each participant (k):
The first equation in Model 3 explains each participant's Involvement at one time, y k1 (t ϩ 1), in terms of the values of Involvement, y k1 (t); Anger, y k2 (t); and Anxiety, y k3 (t), at the previous time, and has the form of a multiple regression equation with time-varying coefficients, ␤ k1j (t), j ϭ 1, 2, 3; t ϭ 1, 2, . . ., 80. In similar fashion, the second equation in Model 3 explains each participant's Anger at one time, y 2 (t ϩ 1), using the values of Involvement, Anger, and Anxiety at the previous time. The last equation in Model 3 explains Anxiety at one time using the values of Involvement, Anger, and Anxiety at the previous time.
Before discussing the results in detail, we note that parameter estimates are allowed to change in time in entirely arbitrary ways as determined inductively by the data. No a priori knowledge about the way in which parameters change in time is required. The patterns of time variation of model parameters are not constrained to be linear, quadratic, or otherwise. The only soft constraint is that model parameters change relatively smoothly in comparison with the time variation of the observed process [the variance of (t) in Model 2 is required to be much larger than the variance of (t)]. Also note that the modeling process yields time-varying standard errors for each estimated parameter. Hence, the heuristic interpretation of parameter estimates can in principle be completed by objective statistical tests. We are continuing to investigate the best way to implement such statistical tests; no detailed statistical tests are reported.
Results From the Empirical Example
The exact specifications for fitting the nonstationary state-space model to single-subject time series are outlined in the Appendix. The instructions include how to apply the extended Kalman Filter with iteration and smoothing (EKFIS) to estimate time-varying parameters. Questions regarding the use of EKFIS should be directed to Peter C. M. Molenaar. Instead, we continue with our results from our empirical example to demonstrate the types of dynamic relationships that can be found using this model.
The result of applying EKFIS to an observed p-variate time series y(t) is a (q ϩ r)-variate time series (t͉T)Ј ϭ [(t͉T)Ј, (t͉ T)Ј], t ϭ 1, 2, . . . , T. The notation (t͉T) means that the estimate of the extended state process at each time point t is based on all the information up to the final observation time T. Such a recursive estimate is called a smoothed estimate. The r-variate series (t͉T), which is part of (t͉T), yields the time-varying estimates of the parameters in Models 2 and 3. For our example, estimated parameters from the beginning and end of the observation period, t ϭ 1 and t ϭ 80, respectively, are given in Table 1 , and the entire system of changing parameters is illustrated in Figure 2 for the stepson and Figure 3 for the biological son. Initially, we discuss specific ␤ values to help the reader interpret Table 1 values, but we refer the reader to Table 1 thereafter.
Stepson. First we discuss the EKFIS results for the stepson, predicting Involvement, Anger, and Anxiety at time t ϩ 1. With regards to Involvement, an increase in Involvement at one time leads to an increase in Involvement at the next time. Additionally, the degree to which Involvement at time t predicts the next value of Involvement at time t ϩ 1 increases over time as shown in the increasing solid line in the top panel of Figure 2 . This increase can also be seen in the estimated values of ␤ 11 (t) in Table 1 : est-␤ 11 (1) ϭ Note. Numbers indicate parameter values, ␤ ij (t), i ϭ 1, 2, 3 and j ϭ 1, 2, 3, from Model 3 composing the nine-element matrices characterizing the dynamic interrelations, B(t), at t ϭ 1 and t ϭ 80 as noted. .25 at t ϭ 1 and est-␤ 11 (80) ϭ .39 at t ϭ 80. In contrast, although Anger predicts Involvement at the next occasion, the contribution of Anger at time t to the predicted value of Involvement at time t ϩ 1 decreases over time, as shown in the dashed line in the top panel of Figure 2 . This decrease is shown in the estimated values of ␤ 12 (t) in Table 1 : est-␤ 12 (1) ϭ .34 at t ϭ 1 and est-␤ 12 (80) ϭ .16 at t ϭ 80. Finally, there appears to be a constant dynamic relationship between Anxiety and Involvement in that an increase in Anxiety leads to a decrease in the predicted value of Involvement at the next time in a similar fashion throughout the entire time of observation, as shown by the dotted line in the top panel of Figure 2 . Also, the estimated values of ␤ 13 (t) at times t ϭ 1 and t ϭ 80 are similar: est-␤ 13 (1) ϭ Ϫ.31 and est-␤ 13 (80) ϭ Ϫ.28, respectively.
With regard to the second equation in Model 2, the prediction of Anger at time t ϩ 1, the EKFIS results suggest that the effect of Involvement at time t varies over time, and the effects of Anger and Anxiety are almost constant across the observation interval t ϭ 1, 2, . . . , 80, as shown in the second row of values in Table 1 and in the middle panel of Figure 2 . Involvement at time t predicts increased Anger at time t ϩ 1, but the degree to which the value of Involvement at t predicts the next value of Anger at t ϩ 1 decreases over time, as shown in the solid line in the middle panel of Figure 2 . It appears that the contribution of Anger at time t to the predicted value of Anger at time t ϩ 1 is positive and almost constant across the observation interval as shown in the dashed line in the middle panel of Figure 2 . Therefore, Anger at one time increases Anger at the following time.
Similarly, it appears that the contribution of Anxiety at time t to Anger at time t ϩ 1 is negative and almost constant, as shown in the dotted line in the middle panel of Figure 2 . So, Anxiety at one occasion leads to an increase in Anger at the next occasion.
Finally, the EKFIS results for predicting Anxiety at time t ϩ 1 show that none of the coefficients, ␤ 3j (t), j ϭ 1, 2, 3, are time varying, as can be seen in the third rows of values in Table 1 . This stability is also shown in the bottom panel of Figure 2 , as all three of the lines are relatively horizontal over time. Involvement at time t predicts increased Anxiety at time t ϩ 1, but Anger and Anxiety at time t appear to have little predictive value for Anxiety at time t ϩ 1 as their coefficients are nearly zero.
To reiterate and show the variety of interpretations that can be made with this type of data, we can conclude that, for the stepson, Involvement at time t predicts increased Involvement, Anger, and Anxiety at time t ϩ 1. Also, Involvement increasingly predicts Involvement but decreasingly predicts Anger. For Anger, values at time t predict increased Involvement and Anger at time t ϩ 1, with the predictive value of Anger on Involvement decreasing over time. Finally, Anxiety at time t predicts decreased Involvement and Anger at time t ϩ 1, with no change in predictive value over time.
Biological son. The predictive dynamic pattern shown in the stepson's relationship with his stepfather is markedly different from the predictive dynamic pattern shown in the biological son's relationship with his father, as we now demonstrate. Estimated parameters from the beginning and end of the observation period, t ϭ 1 and t ϭ 80, respectively, are given in the lower portion of Table 1 , and the entire system of changing parameters is illustrated in Figure 3 .
As shown in the fourth line of values in Table 1 , the EKFIS results indicate that the effects of Involvement and Anxiety at time t on Involvement at time t ϩ 1 vary over time, but the effect of Anger is constant. Specifically, although Involvement at time t predicts increased Involvement at time t ϩ 1, the strength of the prediction decreases over time, as shown in the solid line in the top panel of Figure 3 . Anger at time t appears to have no predictive value for Involvement at time t ϩ 1 across the series, as ␤ 12 (t) fluctuates around zero. In contrast, increased Anxiety predicts decreased Involvement at the next occasion at the beginning of the series, but increased Anxiety predicts increased Involvement at the next occasion by the end of the series, as shown by the dotted line in the top panel of Figure 3 and the changes in Table 1 from a negative coefficient at the beginning to a positive coefficient at the end of the series.
With respect to Anger, the EKFIS results indicate that all coefficients ␤ 21 (t), ␤ 22 (t), and ␤ 23 (t) are almost constant and very small, as can be seen in the fifth row of values in Table 1 and the middle panel in Figure 3 . Thus, Anger for the biological son appears to be a white noise series lacking sequential dependency: y 2 (t) Ϸ 2 (t).
Finally, the EKFIS results with respect to Anxiety at t ϩ 1 indicate a variety of dynamic relationships as well, as can be seen in the sixth line of values in Table 1 and the bottom panel in Figure 3 . Involvement at time t appears to have little effect on Anxiety at time t, a relationship that persists over the course of the series. Anger at time t, however, begins with having little effect on Anxiety at time t ϩ 1, est-␤ 32 (1) ϭ .08, but this effect increases over time until Anger at the last observation predicts an increase in Anxiety at t ϩ 1, est-␤ 32 (80) ϭ .39. This can be seen by the dashed line in the bottom panel of Figure 3 . The contribution of Anxiety at time t to Anxiety at time t ϩ 1 constitutes a kind of borderline case. Although the dynamic relationship is similar at the beginning and end of the study, est-␤ 33 (1) ϭ .15 and est-␤ 33 (80) ϭ .26, some evidence of a time-varying relationship is apparent in the pattern of ups and down over time by the dotted line in the bottom panel of Figure 3 .
Discussion
It has not been our intention within the confines of this article to pursue substantive interpretations of the obtained empirical results. In this discussion, we illustrate the types of dynamic relationships that can be found when applying nonstationary multivariate models to time series data.
By applying EKFIS to the three-variate series of a stepson and his stepfather, we have seen a clear dynamic reciprocal interaction (cf. Ford & Lerner, 1992) between Involvement and Anger. If one of these variables has a high value at time t, it contributes to a high predicted value of the other at time t ϩ 1. Moreover, the strength of this dynamic reciprocal interaction for the stepson decreases as time proceeds during the observation interval. The estimates of both coefficients involved in this dynamic reciprocal interaction, ␤ 12 (t) and ␤ 21 (t), decrease from initial values of .34 and .40 at t ϭ 1 to final values of .16 and .27 at t ϭ 80. In other words, at the beginning of the observation period the stepson's Anger and Involvement with his father are coupled, each driving the other. By the end of the observation period, however, this coupling has diminished, that is, with Anger and Involvement occurring more separately from each other.
Also, we found a negative feedback relationship between Involvement and Anxiety for the stepson. The ␤ coefficients defining this feedback relationship are ␤ 13 (t), which has a constant estimated value of about Ϫ.30, and ␤ 31 (t), which has a constant estimated value of about .30. Hence, a high value of Anxiety at time t negatively contributes to the predicted value of Involvement at t ϩ 1, and a high value of Involvement at time t positively contributes to the predicted value of Anxiety at t ϩ 1. For the stepson, we may say involvement leads to more anxiety, which leads to less involvement. This negative feedback between Involvement and Anxiety appears to be a stable characteristic of the interactions of the stepson with his stepfather throughout the entire period of observation.
Turning to the EKFIS analysis of the biological son's threevariate time series, we found a change in polarity of the dynamic relationship between Involvement and Anxiety. The ␤ coefficient associated with this relationship has negative estimated value at the beginning of the observation interval, est-␤ 13 (1) ϭ Ϫ.19, and has positive value at the end of the observation interval, est-␤ 13 (80) ϭ .12 (see the middle panel of Figure 3 ). Initially a high value of Anxiety at t induces a decrease in the predicted value of Involvement at t ϩ 1. At the close of the observation interval, however, a high value of Anxiety induces an increase in the predicted value of Involvement at the next time point, suggesting that a substantive change in the dynamics of the son-father relationship may have occurred during the study.
Another noteworthy result of the EKFIS analysis of the biological son's data is the increase in the strength of the contribution of Anger at t to the predicted value of Anxiety at t ϩ 1. The coefficient associated with this dynamic relationship increases from est-␤ 32 (1) ϭ .08 to est-␤ 32 (80) ϭ .39. Hence, near the end of the observation interval, a high value of Anger induces a substantial increase in the predicted value of Anxiety for the biological son, even though this was not the case at the outset.
The 2 participants were selected because P-technique analysis of their 28-variate observed series yielded equivalent solutions. Yet the three-variate series constructed by means of regression factor score estimation based on this equivalent solution appears to have different dynamic characteristic for each participant. The nonstationary state-space model fitted to the three-variate series for the stepson has estimated ␤ coefficients that differ from the model fitted to the three-variate series for the biological son. This is an example of partial homogeneity-heterogeneity: The 2 participants are homogeneous regarding the outcomes of P-technique, but heterogeneous regarding the dynamic structure of the state process (factor series). One noteworthy difference between the stepson and biological son regarding the dynamic structure of the three-variate series is that the Anger series of the stepson is characterized by substantial sequential dependence. The absolute estimated values of the ␤ 2j (t) coefficients, j ϭ 1, 2, 3, for the stepson are all larger than .18. In contrast, the Anger series of the biological son lacks sequential dependency; the absolute estimated values of the ␤ 2j (t) coefficients, j ϭ 1, 2, 3, for the biological son are all smaller than .12. One could interpret this difference as a reflection of the fact that Anger for the stepson has more of a trait-like character, whereas Anger for the biological son has state-like character (cf. Nesselroade, 1988) .
The results of the EKFIS analyses of the three-variate time series of emotional reactions of (step)sons to interactions with their (step)fathers yield a richly structured picture of several types of dynamic relationships that have been described at a theoretical level within DST (feedback, reciprocal interaction, emergent dynamic relationships, polarity changes). Some of these relationships are constant in time, whereas others appear to be highly time varying. Several of the nonstationary relationships are specific for either the stepson or the biological son and are, therefore, heterogeneous across subjects. These results provide a clear illustration of the capacities of the EKFIS in the context of single-subject multivariate nonstationary time series analysis.
Another strength of the EKFIS is that it can incorporate different times scales in a multilevel hierarchy. At the first level, the observed time series y(t) in the nonstationary state-space model (Model 2) evolves at the fastest time scale, whereas at the second level, the time-varying parameters in (t) evolve at a slower time scale. This is evident when comparing variation in Figure 1 , the observed series, with Figures 2 and 3 , the time-varying parameters. The observed series vary substantially between adjacent interaction episodes, whereas substantial changes in the time-varying parameters occur over many interaction episodes. If more daily repeated measurements were available, we could extend the model even further to include a third (or higher) level in which parameters vary at even slower time scales than in the current model. In this situation, we would also be able to model interdependencies in the evolution of these processes. For example, we could test whether the dynamics that govern firstlevel consecutive interactions resemble the dynamics that govern second-level reciprocal interaction or feedback across months (second level).
By using a multilevel hierarchy of time scales, we are able to disentangle the effects of immediate and long-term processes. We can examine the relationship between microdevelopmental and macrodevelopmental processes (Granott, 2002; Lee & KarmiloffSmith, 2002; Lewis, 2002) . In a similar vein, we can conduct principled statistical tests of the interdependence of time scales as proposed by Granic and Patterson (2006) . The model requires only that we specify the frequency of sampling to define the fastest time scale possible for analysis and the length of the observation interval to define the slowest time scale possible for analysis. In general, these specifications will depend on the question of interest.
The EKFIS is a new and promising tool to analyze nonstationary time series in accordance with the classical ergodic theorems and with the basic tenets of DST. Several aspects of the EKFIS are still under ongoing investigation, including alternative ways to determine the standard errors for the estimated time-varying parameters and technical aspects associated with the EM loop in which the EKFIS is embedded as expectation step. Yet the results obtained thus far with the EKFIS indicate that it constitutes a viable and principled approach to the analysis of nonergodic (nonstationary) developmental processes and thus allows for articulation of the basic tenets of DST-that individuals are complex dynamic systems, the characteristics of which are, themselves, changing and developing over time.
Appendix
Fitting the Nonstationary State-Space Model to Single-Subject Time Series Data To estimate the regression equations for each participant, we must fit the state-space model (Model 2) to each participant's time series data. This is a technically intricate endeavor that we only outline. These instructions describe how to prepare data for estimation and create a new model that is a more general construction of Model 2, as described after the specifications. The basic step consists of combining the latent state process, (t), and the timevarying parameter process, (t), into an extended state process, (t), where (t)Ј ϭ [(t)Ј, (t)Ј] and the prime denotes transposition. Model 2 can be rewritten as y(t) ϭ ⌸[(t)](t) ϩ (t) (t ϩ 1) ϭ ⌫[(t)](t) ϩ (t ϩ 1), where ⌸[(t)] is a (p, q ϩ r)-dimensional matrix with (p, q)-dimensional left-upper block ⌳[(t)] ϭ ⌳[(t)] and zero everywhere else. In our example, y(t) ϭ ⌸[(t)](t) ϩ (t) becomes y(t) ϭ ⌸(t) because the observed series is the same as the latent series and measurement error is not estimated. Therefore, ⌸ is a (3, 12)-dimensional matrix with (3, 3)-dimensional left-upper block equal to the identity matrix and zero everywhere else.
⌫[(t)] is a (q ϩ r, q ϩ r)-dimensional diagonal matrix with (q, q)-dimensional left-upper block ␤[(t)] ϭ ␤[(t)] and (r, r)-dimensional right-lower block I r , the (r, r)-dimensional identity matrix. For our example, ⌫[(t)] is a (12, 12)-dimensional diagonal matrix with a (3, 3)-dimensional left-upper block, ␤[(t)] ϭ ␤[(t)], and (9, 9)-dimensional right-lower block that is an identity matrix. In the second equation of Model 4, the (q ϩ r)-dimensional innovation process (t) is defined as (t)Ј ϭ [(t)Ј, (t)Ј], which is 12-dimensional in our example. The specification of the second equation in Model 4, exactly as it is entered in the estimator, is given below.
Although both Models 2 and 4 are state-space models, note that Model 2 is a linear model with time-varying parameters and Model 4 is a nonlinear model. The nonlinearity of Model 4 is special in that it consists of products of elemental pairs of the state process (t). In the next section, an illustration is given of this special structure. Hence the general rule is that linear state-space models with unknown time-varying parameters constitute a subset of the class of nonlinear state-space models. This requires the use of an advanced estimation technique to fit Model 4 to an observed p-variate time series. The basic structure of the estimation technique we use in the illustrative application reported in the next section is as follows. The state process (t), t ϭ 1, 2, . . . , T is estimated by means of a recursive estimator having the general form ͑t͉t) ϭ F t [y(t), (t -1 ͉ t -1)], where (t͉t) denotes the estimate of the state process at time t given all information up to time t. The matrix-valued function F t [.,.] is itself time varying. Our implementation of the recursive estimator is a so-called second-order EKFIS. Details about the EKFIS can be found in Bar-Shalom, Li, and Kirubarajan (2001; cf. also Ristic, Arulampalam, & Gordon, 2004) .
The second equation of Model 4 is (t ϩ 1) ϭ ⌫[(t)](t) ϩ (t ϩ 1). The specification of this equation in the EKFIS is as follows. Let 1 (t) denote the Involvement series, 2 (t) the Anger series, and 3 (t) the Anxiety series. In addition, let m (t), m ϭ 4, . . . ,12, denote the elements of (t) in Model 2. Specifically, k (t), k ϭ 1, . . . , 9, are the ␤ coefficients in the (3, 3)-dimensional matrix ␤[(t)] in the second equation of Model 2 describing the time evolution of the 3-dimensional state process (t). The first three elements of (t) are the ␤ coefficients at the first row of ␤[(t)]: k (t) ϭ ␤ 1j (t), k ϭ 1, 2, 3; j ϭ 1, 2, 3. The next three elements of (t) are the ␤ coefficients at the second row of ␤[(t)]: k (t) ϭ ␤ 2j (t), k ϭ 4, 5, 6; j ϭ 1, 2, 3. The final three elements of (t) are the ␤ coefficients at the third row of ␤[(t)]: k (t) ϭ ␤ 3j (t), k ϭ 7, 8, 9; j ϭ 1, 2, 3. With these specifications, the second equation of Model 4 in the EKFIS becomes 1 (t ϩ 1) ϭ 4 ͑t͒‫ء‬ 1 ͑t͒ ϩ 5 ͑t͒‫ء‬ 2 ͑t͒ ϩ 6 ͑t͒‫ء‬ 3 ͑t͒ ϩ 1 ͑t ϩ 1͒ 2 (t ϩ 1) ϭ 7 ͑t͒‫ء‬ 1 ͑t͒ ϩ 8 ͑t͒‫ء‬ 2 ͑t͒ ϩ 9 ͑t͒‫ء‬ 3 ͑t͒ ϩ 2 ͑t ϩ 1͒ 3 (t ϩ 1) ϭ 10 ͑t͒‫ء‬ 1 ͑t͒ ϩ 11 ͑t͒‫ء‬ 2 ͑t͒ ϩ 12 ͑t͒‫ء‬ 3 ͑t͒ ϩ 3 ͑t ϩ 1͒ 4 (t ϩ 1) ϭ 4 ͑t͒ ϩ 4 ͑t ϩ 1͒ 5 (t ϩ 1) ϭ 5 ͑t͒ ϩ 5 ͑t ϩ 1͒ 6 (t ϩ 1) ϭ 6 ͑t͒ ϩ 6 ͑t ϩ 1͒ 7 (t ϩ 1) ϭ 7 ͑t͒ ϩ 7 ͑t ϩ 1͒ 8 (t ϩ 1) ϭ 8 ͑t͒ ϩ 8 ͑t ϩ 1͒ 9 (t ϩ 1) ϭ 9 ͑t͒ ϩ 9 ͑t ϩ 1͒ 10 (t ϩ 1) ϭ 10 ͑t͒ ϩ 10 ͑t ϩ 1͒ 11 (t ϩ 1) ϭ 11 ͑t͒ ϩ 11 ͑t ϩ 1͒ 12 (t ϩ 1) ϭ 12 ͑t͒ ϩ 12 ͑t ϩ 1͒.
The EKFIS is embedded in an EM loop (cf. Shumway & Stoffer, 2006) , where it constitutes the expectation step. Maximization of the complete data likelihood yields estimates of the covariance matrices of the measurement error process (t) and the innovations process (t), respectively. Simulation studies using EKFIS have shown excellent recovery of parameters (Sinclair & Molenaar, 2008) . Young (2000) presented an estimation approach that is similar in general outline to the one given here (although differing in detail).
