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GARCHモデルにおける強定常性，
エルゴード性について
宮 田 庸 一
A Study on Stationarity and Ergodicity in GARCH Models
Miyata  Yoichi
Summary
This paper surveys typical properties of strict stationarity and ergodicity in the GARCH process.
This paper specifically supplements what has not been fully demonstrated yet through the process
to define causality and prove the existence of strong stationary solutions.
１　はじめに
Engle（1982）により提案された ARCH（AutoRegressive Conditional Heteroskedastic）モデル，
および Bollerslev（1986）により拡張された GARCH（Generalized ARCH）モデルは，ファイナン
ス時系列分析において広く利用されている．GARCH モデルにおいては，多くの統計ソフト（R,
EViews, SAS, TSP など）に実装されているため，ある程度の標本数が得られる状況では容易に推
定を行うことができる．一方で，推定量の理論的性質を議論する場合，定常性，エルゴード性など
の議論が必要となる．また理論的性質に関しては，その定義，定理が著者により少し異なる場合が
ある．このため本稿では，これまで発表された GARCH モデルの強定常性，エルゴード性に関す
る結果を紹介し，定理では十分に説明されていない箇所についての補足を行う．尚，この論文を通
じて， は自然数全体の集合， は
行列の転置を表し， は定義を意味する記号とする．初めに GARCH モデルを定義する．
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定義１ ボラティリティ過程 を持つ確率過程 は GARCH（p, q）
（１）
（２）
ここで を互いに独立で同一分布に従い，期待値０，分散１の実数値確率変数の列（今後
は と略記する）， とする．
を持つ確率過程 は GARCH（p, q）であることを，今後は は GARCH（p,
q）過程，もしくは GARCH（p, q）モデルと省略する．次に d 変量確率ベクトルの列 に対
する強定常性を定義する．
定義２（強定常性（strict stationary））任意の に対して， と
は同じ結合確率分布を持つとき，列 は強定常であるという．
GARCH 過程は，観測される確率変数を含む列 に加えて，観測されない列 から構
成されることに注意しなければならない．このため，GARCH モデルに対する強定常性は通常，以
下のように定義される．
定義３（強定常解：Straumann 2005 Theorem 3.3.1, Bougerol and Picard 1992, p115）GARCH（p,
q）過程（１），（２）は強定常解を持つ 確率ベクトルの列 が存在して，（i）（１）か
つ（２）を満たす．（ii）列 は強定常．
定義４（因果性（Causality）：Lindner 2009 p44）GARCH（p, q）モデルは因果的 は
の関数であり，かつ により生成される 加法族に関して可測である．
この定義は Lindner（2009）において記載されている．もしこの定義の意味で因果的であると
き， は の関数であり， により生成される 加法族 に対
して可測となる．これは Brockwell and Davis（1991）p83の意味で因果的であることを意味してい
る．また Brockwell and Davis の因果性の定義は，Francq and Zakoian（2010）では，非予測的
（nonanticipative）１と呼んでいる．しかし Bougerol and Picard（1992b）では，例えば GARCH
（２, ２）モデルにおいては， が将来のイノベーション から構成されるある関数
１ nonanticipative に関しては，適当な和訳を見つけることができなかった．このため，この日本語名称は一般的でない可能
性がある．
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と独立となるときに非予測的と呼んでいる．概念としては非常に似ているが，ここでは Lindner
（2009）で与えられている因果性の定義を採用する．
定義５（同等：河田　1985 pp.1-2）任意の に対して， のと
き，確率ベクトルの列 と は同等であるという．
補題１ と は同等な 変量確率過程とする．このとき， は強定
常 は強定常
証明： は におけるボレル集合族とする．この時，任意の に対して，
よって定理は示された．□
補題２ は強定常とするとき，任意の に対して，
は強定常．
証明 周辺分布を求める時に使われる単調増大列に対する確率の連続性を用いればよい．□
２　GARCH（１, １）モデル
最初に以下の GARCH（１, １）モデルにおける強定常解について述べる．
（３）
（４）
ここで とする．ここで（３）を（４）式に代入することで
（５）
となる．最初に GARCH（１, １）モデルの強定常解に関する定理を与える．
定理３（Francq and Zakoian 2010 p24 Theorem 2.1）
とする．
高崎経済大学論集　第55巻　第２号　2013
－ 100 －
（）以下で定義される は（５）の解となり，ほとんど至るところ収束する，すなわち
（６）
（） により定義される は，GARCH（１, １）モデル（３），（４）にお
ける の解となる．また は一意的に定まり，強定常となる．
（）（）の は因果的であり，かつエルゴード性を持つ．
また かつ GARCH（１,１）モデルに対する強定常解は存在しない．
定理１の証明において，Francq and Zakoian（2010）は（５）の解 の強定常性を用い
て， の強定常性を示している．また（５）の解 の一意性を示すことで，強定常解
もしくは の一意性を示していることに注意が必要となる．２実際，命題
“ は（５）の一意的な解 は，GARCH（１,１）モデル（３），（４）の一意
的な解”は と表せるため，背理法により容易に示すことができる．
注意１ GARCH（１,１）モデルにおいて， のとき，Jensen の不等式により
より となり，定理３が成り立つことがわかる．
注意２ ARCH（１）モデル（すなわち ）において，
となる．これより，もし が標
準正規分布 に従う場合， となる．
注意３ G A R C H（１ ,１）モデルにおける強定常性は，N e l s o n（1 9 9 0）により，仮定
の下で初めて研究された．この結果は，Klüppelberg, Lindner, and Maller
（2004）により の場合まで拡張された．
定理４ ボラティリティ過程（５）の に対する解が，（６）で与えられるとする．
とおくとき， は，GARCH（１,１）モデル（３），（４）に対する強定常解であり，因果
的，かつエルゴード的である．
この定理より，GARCH（１,１）モデル（３），（４）に対する強定常解 の存在を示すた
めには，ボラティリティ過程（５）が強定常解 を持つことを示せばよいことがわかる．
２　これは，証明には明確に記載されていないが，C. Francq 教授から上記の説明をしていただいた．
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定理４の証明 定理10を適用することで示す．
とおく．このとき は２次関数であり， は，それの乗算，加算を有限回行うことにより構築
できる．よって はボレル可測関数であるため，定理10の［A2’］は確かめられた．さらに，
であり，かつ より定理10
の［A3］も確かめられる．よって定理10より， は強定常，かつエルゴード的となる．
さらに定理９から は強定常，かつエルゴード的となり，定理が示される．□
一方で，GARCH（１,１）過程が爆発（Explosion）を引き起こすための条件も知られている．
定理５（Francq and  Zakoian 2010 p26 Corollary 2.1）
GARCH（１,１）過程（３），（４）において， は定数ベクトルとして与えられて， よ
り始まる場合を考える．このとき
①　
②　 とする．このとき，
３　GARCH（p, q）モデル
次に GARCH（p, q）モデル（１），（２）を以下のマルコフ表現（Markov representation）と呼
ばれる形で表すことができる．
（７）
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これより， となる． を 行列Ｃの固有値
（重複を許す）とし を行列 のスペクトル半径とする． を行列の
任意のノルムとするとき， が成り立つことが知られている．（例えば，
豊田（2011）参照）
定義６（最大リアプノフ指数（Top Lyapunov exponent））
を最大リアプノフ指数という．これはノルム には依存
しない．
最大リアプノフ指数 は評価をすることが困難なことがしばしばある．次の定理は GARCH
（１, １）モデルのリアプノフ指数を評価するときに役に立つ．
定理６（Furstenberg, and Kesten 1960 Theorem 2）確率行列の列 は強定常，かつエルゴ
ード的であるとする．さらに とする．このとき，
このとき，以下の定理が成り立つ．
定理７（Francq and  Zakoian 2010 p30 Theorem 2.4）
（）GARCH（p, q）モデル（１），（２）に対して強定常解が存在
（）（）の左辺が成り立つとき，その強定常解は一意的であり，因果的，かつエルゴード的
である．
GARCH（p, q）モデルが強定常性を持つための必要十分条件は，Bougerol and Picard（1992b）
により与えられたが，（７）とは異なるマルコフ表現を採用しており， かつ の場合に
しか適用することができなかった．一方で Chen and An（1998），Francq and Zakoian（2010）で
は，上記の（７）を採用することで，全ての に対する適用が可能となった．
例１ GARCH（１, １）モデルを（７）に従ってマルコフ表現をすると，
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となる．これより
大数の法則と Francq and Zakoian（2010）p59, 2.11より
これより，以下の必要十分条件を得る．
GARCH（１，１）モデルは強定常解 を持つ．
前述のように，最大リアプノフ指数 を解析的に評価するの難しい．しかし Chen and An
（1998）は，容易に GARCH モデルの強定常性を確認できる以下の必要十分条件を与えた．
定理８　（Chen and An 1998 Theorem 2.1）
GARCH（p, q）モデル（１），（２）は，強定常解 を持ち，
かつ となる．
さらに，この強定常解は一意的に定まる．
４　エルゴード性（Ergodicity）
は，強定常な 値確率ベクトルの列とする．このとき は，ボレル集合族
における 値確率ベクトルとみなすことができる．ここで，後退作用素
を により定義する．このとき，確率ベクトルの列
に対するエルゴード性を定義する．
定義７（エルゴード性：Straumann 2004, p14, Krengal 1985）
はエルゴード的 を満たす任意の に対して，
このとき，エルゴード性に関して，以下の良く知られた定理がある．
定理９（Straumann 2004, p14, Krengal 1985, Proposition 4.３）
は可測空間とする． は 値確率変数の列とする．
［A１］ は強定常，かつエルゴード的であるとする．
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［A２］ は可測関数とする．
このとき， とおくとき， は強定常，かつエルゴード的．
定理９において，簡単のため とし， とおく．このとき，条件［A２］
は は無限次元空間 から への写像となり，それが可測写像であるかの判断が難
しいことがある．このため，以下の定理の方が条件の確認が容易である．
定理10（Straumann 2004 p15 Corollary 2.1.3）
を確率空間， を可測空間とし， を完備，かつ可分な距離空間，
を のボレル 加法族とする． は 値確率変数の列とする．
［A１］ は強定常，かつエルゴード的であるとする．
［A２’］任意の に対して， は， の可測関数とする．
［A３］ある 確率ベクトル が存在して，
a.s．かつ とする．
このとき， とおくとき， は強定常，かつエルゴード的である．
定理10［A３］における は，全ての無限列 において極限を持つとは限らな
い．このため， がボレル可測であるかどうかはわからないため，定理９を直接適用はできない．
Straumann（2004）は，極限 が存在するところでは
とおき，その極限が存在しないところでは， における任意の定数をと
るように関数 を定め，この がボレル可測関数となることを証明した．その結果，
とおくとき，定理９から， は強定常，かつエルゴード的となる．さらに
と は同等であることが示されるため，補題２より上記の結果が成り立つ．
５　まとめ
本稿において，GARCH（p, q）モデルの強定常性，エルゴード性に関する結果のサーベイを行
ってきた．特に Chen and An（1998）により与えられた定理は容易に GARCH モデルの強定常性を
確認できることがわかる．これらの性質は，最終的には推定量（特に疑似最尤推定量）の強一致性，
漸近正規性（Straumann 2005 Theorem 5.3.1, Theorem 5.6.1）を示す場合に必要となるため，非常
に重要な性質となる．
また GARCH モデルを拡張した AGARCH（Asymmetric GARCH）モデル，EGARCH
（Exponential GARCH, Nelson 1991）モデルなど，より説明力の高いモデルが提案されている．尚，
AGARCH モデルの強定常性は，GARCH（p, q）モデルの強定常性の証明と同様の方法
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（Straumann 2005 Theorem 3.3.1）で示すことができる．
（みやた　よういち・本学経済学部准教授）
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