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Abstract. What gives an organism the ability to regrow
tissues and to recover function where another organism fails
is the central problem of regenerative biology. The chal-
lenge is to describe the mechanisms of regeneration at the
molecular level, delivering detailed insights into the many
components that are cross-regulated. In other words, a
broad, yet deep dissection of the system-wide network of
molecular interactions is needed. Functional genomics has
been used to elucidate gene regulatory networks (GRNs) in
developing tissues, which, like regeneration, are complex
systems. Therefore, we reason that the GRN approach,
aided by next generation technologies, can also be applied
to study the molecular mechanisms underlying the complex
functions of regeneration. We ask what characteristics a
model system must have to support a GRN analysis. Our
discussion focuses on regeneration in the central nervous
system, where loss of function has particularly devastating
consequences for an organism. We examine a cohort of cells
conserved across all vertebrates, the reticulospinal (RS)
neurons, which lend themselves well to experimental ma-
nipulations. In the lamprey, a jawless vertebrate, there are
giant RS neurons whose large size and ability to regenerate
make them particularly suited for a GRN analysis. Adding
to their value, a distinct subset of lamprey RS neurons
reproducibly fail to regenerate, presenting an opportunity
for side-by-side comparison of gene networks that promote
or inhibit regeneration. Thus, determining the GRN for
regeneration in RS neurons will provide a mechanistic un-
derstanding of the fundamental cues that lead to success or
failure to regenerate.
Introduction
What are the molecular factors that are necessary and
sufficient to accomplish successful regeneration, as defined
as regrowth after injury, leading to functional recovery?
Many studies have beautifully illustrated the cellular com-
plexity of regeneration, including the disruption of tissue
boundaries, the simultaneous induction of multiple cell
types, and the induction of wound healing and inflammatory
processes (for review, see Sanchez Alvarado and Tsonis,
2006; Ingber and Levin, 2007; Zhou and Melton, 2008;
Received 22 January 2011; accepted 20 May 2011.
* Co-corresponding authors: e-mail: joelsmith@mbl.edu and obloom@
nshs.edu
† Current address: Director, Institute of Life Sciences, Building 85,
University of Southampton, England SO17 1BJ.
Abbreviations: CNS, central nervous system; GRN, gene regulatory
network; MO, morpholino; RG, regulatory gene; RS, reticulospinal.
Reference: Biol. Bull. 221: 18–34. (August 2011)
© 2011 Marine Biological Laboratory
18
Tanaka and Ferretti, 2009). However, a comprehensive un-
derstanding of regeneration at the molecular level remains
elusive. To reveal how such simultaneous cellular processes
are regulated at the molecular level requires a method that
can take into account the complexity of parallel biological
processes. The use of functional genomics for the study of
developmental biology illustrates an approach that balances
both breadth and depth of functional analysis across the
components of a complex system. Indeed functional genom-
ics has been used successfully to provide insights into the
gene regulatory networks (GRNs) controlling the early
stages of development, such as the specification and growth
of new embryonic tissues. Understanding the mechanisms
that promote tissue regrowth after injury, or regeneration,
demands a similar approach.
Parallels between the challenges of understanding the
processes regulating regeneration and development have
long been appreciated. In fact, a major question in regener-
ative biology is the degree to which mechanisms that pro-
mote regeneration resemble the developmental programs by
which the relevant cell types and tissues were originally
specified and organized (Harel and Strittmatter, 2006; Ing-
ber and Levin, 2007). Historically, progress in both regen-
erative and developmental biology research relied heavily
on a descriptive foundation, establishing the cell types in-
volved and the temporal sequence of events that build
tissues in the first place or that repair them after injury.
Recently, developmental biologists have gained novel in-
sights into the mechanisms by which new tissues and cell
types are determined, or “specified,” by elucidating and
analyzing the GRNs that govern these processes. A GRN
describes the set of genes or gene products that functionally
interact during any biological process. As an example, GRN
analyses have been successfully applied toward understand-
ing early developmental processes, such as the specification
of endomesoderm in the sea urchin embryo (Davidson et al.,
2002; Smith and Davidson, 2008). Other examples include
developmental questions in insects and ascidians, specifica-
tion of the chordate central nervous system (CNS), and
vertebrate thymopoesis (Brent et al., 2007; Goltsev et al.,
2007; Bajoghli et al., 2009; Imai et al., 2009; Christiaen et
al., 2010). In these instances, the ability to determine reg-
ulatory gene networks benefited from several practical fea-
tures, such as the spatiotemporal reproducibility of the pro-
cess being analyzed, accessibility to observation and
manipulation, and reliability of harvesting sufficient genetic
material. These same experimental requirements will also
be necessary for using the GRN approach to address open
questions in regeneration.
In this position paper, we discuss the specific character-
istics within regenerating organisms that are needed to
conduct a GRN analysis. We focus our discussion on the
application of GRN analysis to understand regeneration of
the vertebrate central nervous system neurons, whose loss is
devastating to the overall functionality of an organism. As
we move away from the paradigm that the mammalian CNS
is unable to regenerate and toward a better appreciation of
its adaptive plasticity (e.g., Blesch and Tuszynski, 2009;
Bradbury and Carter, 2011), this strategy will be particu-
larly valuable in understanding how regeneration is differ-
entially regulated across different vertebrate species. We
postulate that using the GRN approach in the lamprey, as
well as in other non-mammalian vertebrates, will allow us to
gain a better evolutionary perspective on the mechanisms
used by these organisms to regenerate their CNS, providing
us with reference mechanisms that can be investigated in other
species, such as mammals (Blau and Pomerantz, 2010).
The Gene Regulatory Network Approach
The dissection of GRNs couples large-scale gene expres-
sion data with methodical perturbation of potentially critical
pathways. Network models derived from such experiments
can then be used to generate targeted and testable hypoth-
eses for further refinement (Geschwind and Konopka,
2009). One way to understand the GRN approach is, there-
fore, as a progressive focus on the classic parameters of
observation, perturbation, and hypothesis testing (Fig. 1),
distinct from the candidate-gene approach in that it has an
integral discovery component. From this viewpoint, we
identify six components that define a general framework for
GRN analysis: (1) identification of all potentially relevant
regulatory genes; (2) determination of the differential spa-
tiotemporal expression of these genes, and if possible, their
gene product distribution and post-translational modifica-
tion state; (3) methodical perturbation of each gene within
the regulatory gene set, followed by quantitative measure-
ment of transcript levels of all other genes; (4) factor-factor
and factor-DNA binding analysis, as a complementary di-
mension to elucidate the mechanisms underlying in vivo
functional perturbations; (5) integration of data sets in (1–4)
to generate a preliminary network model of direct functional
interactions across all system components that can be tested
experimentally; and (6) verification of the predicted gene
transcription mechanisms. Each of these steps of the GRN
approach will be described more fully below and in the
Appendix. Of note, both the cost and time requirements for
this approach are decreasing as the technology advances,
making them accessible to single laboratories or small col-
laborative groups on a timescale commensurate with fund-
ing cycle requirements.
Identification of the regulatory gene set and determination
of the spatiotemporal expression map (Steps 1 and 2)
The initial step in the GRN approach is to cast a maxi-
mally broad net to identify the complete set of potential
regulatory genes expressed during regeneration. Deep-se-
quencing of the entire transcriptome (using RNA-seq) pro-
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vides the essential discovery platform to determine in an
inclusive and unbiased manner the set of all expressed
genes, which will contain all relevant regulatory genes: the
regulatory gene (RG) set. Next, a high-resolution map of the
spatial and temporal expression patterns of all genes in the
RG set is determined by a combination of standard methods
Figure 1. Overview of gene regulatory network (GRN) approach. The middle column depicts the general
work flow for the GRN approach with landmark data sets shown in the Appendix. The left column highlights
the scientific questions addressed by each component; the right column identifies the corresponding steps as
labeled in text. To sum up, the GRN approach follows the classic parameters of observation, controlled
experimentation, and hypothesis testing. During the observation phase, expressed regulatory factors are identi-
fied by deep transcriptome sequencing, and their spatial and temporal expression patterns are determined at high
resolution (Appendix Part A). Next, an individual regulatory gene is perturbed and transcript levels for all other
genes quantitatively assessed by high-throughput methods (see text and Appendix Part B); this process is then
repeated for all expressed genes, while parallel ChIP-seq assays provide a complementary data set to identify
candidate cis-acting genomic elements. All data sets are then cross-referenced to generate predictions of the
network of interactions. These predictions are validated in mechanistic detail by reporter assays; the dynamic
series of regulatory steps is then tested by network re-engineering (Appendix Part C).
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and high-throughput transcriptome and genetic analyses
(See Appendix Part A). This provides the spatiotemporal
expression map, also referred to as the regulatory landscape.
Precisely when and where all potentially relevant regulatory
genes are first transcribed is critical for determining the regu-
latory events driving differential gene expression. In the next
step of the GRN approach, this information will be used to
guide the functional perturbation of potentially relevant genes.
Generating testable hypotheses of regulatory mechanisms:
systematic perturbation of individual genes and quantitative
analysis of molecular consequences (Steps 3–5)
The next steps of the GRN approach are to systematically
perturb individual genes within the RG set and measure the
effects on the other genes within the set. As individual genes
in the putative RG set are altered by knockdown or over-
expression approaches, including drug, RNAi, or morpho-
lino (MO) antisense oligonucleotide treatments, expression
levels of all other genes in the RG set are measured by
high-throughput transcriptome analysis. When repeated for
each gene in the putative RG set, this produces the pertur-
bation matrix, an experimentally defined set of potentially
direct and indirect functional relationships. These experi-
ments represent the central step of functional GRN analysis.
Several decisions on methodology are required; for in-
stance, genetic knockdowns versus gain of function pertur-
bations. An in-depth discussion of this step is found in
Appendix Part B.
Next, to determine the mechanisms underlying the
observed functional interactions, the perturbation matrix
data are combined with in vitro methods to identify direct
binding of transcription factors or other DNA-associated
proteins to chromatin, which can be achieved using chro-
matin-immunoprecipitation followed by next-generation se-
quencing (i.e., ChIP-seq) (Mortazavi et al., 2006; Park,
2009). This method determines the set of direct interactions
by transcriptional regulatory genes throughout an entire
genome, which can be derived from samples at different
locations and stages of the regenerative process. In practice,
however, ChIP-seq cannot be performed for all transcrip-
tional regulators in the RG set, short of an epic effort, so
additional strategies are necessary (discussed in Appendix
Part B). Perturbation matrix data are then cross-referenced
with ChIP-seq interaction data, to examine whether inter-
actions predicted by the matrix data are confirmed by direct
binding interactions in the ChIP-Seq data. Together with the
spatiotemporal expression map, these data are used to pre-
dict the set of regulatory interactions relevant throughout
stages of the regenerative process: the preliminary network
model.
Verification: testing predictions of gene regulatory
mechanisms (Step 6)
At this step of the process, the regulatory events predicted
by the preliminary gene regulatory network model are rig-
orously tested. All genomic regulatory sequences are mu-
tated or disrupted to affect particular transcription-factor
binding sites. Individual regulatory mechanisms predicted
to be central to network function are thereby tested at a
detailed molecular level by this cis-regulatory analysis,
which can be achieved using reporter gene assays. Identi-
fying the relevant cis-regulatory modules is technically in-
tensive, as binding elements may be anywhere within hun-
dreds of kilobases of genomic sequence (Lettice et al.,
2003; Vokes et al., 2008; Visel et al., 2009). However,
ChIP-seq analysis from the previous step may reduce the
potentially relevant areas of sequence, since ChIP-seq typ-
ically measures binding of regulatory elements within a
100-bp stretch of DNA (Mortazavi et al., 2006). Bacterial
artificial chromosome (BAC) reporter constructs supply the
required capacity to test binding on relatively large stretches
of DNA sequence. Once regulatory sites have been deter-
mined, expression constructs with disrupted or altered cis-
regulatory binding sequences are designed to test select
sub-network functions driving differential gene expression,
also known as network re-engineering (Smith et al., 2008;
Smith and Davidson, 2009). Overall, this component of the
GRN approach represents the synthesis of all other data sets
(for further discussion, see Appendix Part C). In practice,
these results often inspire further iterations of perturbation
experimentation and refinement of the regulatory gene ex-
pression map at higher spatial and temporal resolution.
What Makes a Model System Tractable for Gene
Regulatory Network Analysis?
To be an appropriate subject for GRN analysis, the bio-
logical process or organism under investigation must have a
certain degree of reproducibility and accessibility to obser-
vation and manipulation, as is the case for virtually any
experimental study. In particular, reproducible spatiotempo-
ral parameters to facilitate controlled and quantitative ex-
perimentation are essential. For example, the success of the
GRN approach in embryological systems derived from the
fact that developmental stages, tissue boundaries, and cell
lineages were well defined in terms of time and space. As
will be described below, application of the GRN approach
to studying regeneration requires the system to be well
characterized in similar ways. The amount of genetic ma-
terial that can be harvested is a second consideration and
related to the ability to define reproducible stages and cell
lineages. In general, this should not be a problem, as quan-
titative assessment of transcript levels can now be achieved
with relatively small quantities of RNA. In special cases, it
may be possible and desirable to extend gene transcript
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analysis to the level of the single cell. The third general
consideration is how amenable the system is to experimen-
tal manipulation, primarily by genetic approaches to alter
expression of specific gene targets. One straightforward
strategy for genetic manipulation, from a technical perspec-
tive, is achieved by delivery of MOs or RNA constructs to
inhibit translation of specific genes. Efficient methods of
gene delivery are equally important for gene-specific re-
porter assays in order to perform cis-regulatory analysis.
Use of gene-specific reporter constructs may also enhance
determination of the regulatory landscape, as discussed in
Appendix Part A. In sum, to be amenable to the GRN
approach a system should be as follows:
Temporally defined, with not just a beginning and end,
but also discrete identifiable stages; and spatially defined,
particularly with specific cell lineages;
Large or available in abundance in order to provide
adequate genetic material;
Open to genetic manipulation, such as gene delivery for
genetic perturbation and gene reporter assays.
Choosing a System for Study of CNS Regeneration
Using the Gene Regulatory Network Approach
While the regenerative ability of non-mammalian verte-
brates has long been appreciated, identification of the mo-
lecular pathways underlying this remarkable capacity has
often been hampered by a paucity of molecular resources to
study these organisms. Recent advances in high throughput
sequencing, coupled with additional features of non-mam-
malian vertebrates that can regenerate, make the GRN ap-
proach now feasible in these species. In addition to access to
these technological advances, we identify six biological
criteria for evaluating the suitability of an organism to study
CNS regeneration by the GRN approach:
(1) Damaged neuron exhibits a robust capacity to re-
grow.
(2) Regrowth of damaged tissue leads to functional
recovery.
(3) The relevant cell type or tissue undergoing regrowth
is large enough and in sufficient quantity to achieve
high-quality transcriptome analysis.
In short, these first three characteristics define system re-
producibility and observability. In addition:
(4) A sequenced genome, though not strictly essential,
provides an established template for molecular anal-
yses.
(5) A means of gene delivery is critical.
(6) Relevance to the CNS in other vertebrates is indi-
cated by conservation.
There are several non-mammalian vertebrates that
achieve CNS regeneration and have some or all of these
features (Tanaka and Ferretti, 2009), such as the zebrafish
(Becker and Becker, 2008), the African clawed frog (Tseng
and Levin, 2008), and the main focus of our discussion, the
lamprey species Petromyzon marinus. The lamprey
achieves robust anatomical and functional recovery after
complete spinal cord injury and as yet is the only vertebrate
organism to satisfy the criteria of the National Institutes of
Health (NIH) for full functional recovery after spinal cord
injury (Fig. 2) (Guth et al., 1980, Cohen et al., 1988). As
will be discussed below, injured neurons, some of which are
exceptionally large, can be reliably followed through the
stages of regeneration. Gene expression in lamprey can be
evaluated by transcriptome analysis (O. Bloom, C. Brown,
J. Buxbaum, J. Morgan, J. Smith , W. Li, and colleagues,
unpubl. data) and functionally manipulated by gene delivery
of MOs (McCauley and Bronner-Fraser, 2006). Moreover,
there is an effort sponsored by the NIH and the National
Human Genome Research Institute (NHGRI) to sequence
the lamprey genome, which is publicly available with 5.9X
coverage (Genome Institute at Washington University,
2007), as well as ongoing efforts to improve the genome
data, assembly, and annotation (Li, W., and Lamprey Ge-
nome Project Consortium, 2011).
Therefore, in light of the above criteria, 1–4 in particular,
we propose to study CNS regeneration in the lamprey by
using the GRN approach, with the specific goal of deter-
Figure 2. Time course of behavioral recovery in lamprey after spinal
cord transection. The lamprey spontaneously recovers swimming move-
ments after complete spinal cord transection in a stereotypic manner over
the course of 12 weeks. The numbers on the y-axis correspond to repro-
ducible stages of recovery and are adapted from Oliphint et al. (2010).
Briefly, a score of 0 indicates that the animal can move its head rostral to
the transection site and is paralyzed below it. A score of 1 indicates that the
animal can curl into a C- or S-shape. A score of 2 indicates the ability to
accomplish abnormal, brief bouts of self-initiated swimming. A 3 indicates
the ability to sustain more persistent, but still abnormal, bouts of swim-
ming, including abnormal body contractions and difficulty righting. Fi-
nally, a score of 4 indicates that the animal can swim consistently, persis-
tently, in a manner that appears as if uninjured. Data are derived from the
mean  sem of 5–6 animals (Bloom, O, unpubl. data).
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mining the molecular pathways that define successful ax-
onal regrowth and functional recovery. Within the lamprey
CNS, a subset of giant reticulospinal (RS) neurons fail to
regenerate after injury, while others in their cohort repro-
ducibly do, offering an additional opportunity: to compare
the GRNs of “good” and “bad” regenerators (Jacobs et al.,
1997). As these neurons are large and readily identifiable,
determining the different GRNs in both regenerating and
non-regenerating neurons, at the single-cell level, becomes
feasible.
After describing how we propose to apply a GRN anal-
ysis to regenerating and non-regenerating giant RS neurons
of lampreys, we return to a discussion of RS neuron regen-
eration in other non-mammalian vertebrates—zebrafish and
African clawed frog—and how the GRN approach can be
used to elucidate additional molecular features underlying
successful CNS regeneration. Broadly, we suggest that ap-
plying the GRN approach in non-mammalian vertebrates
that spontaneously achieve robust regeneration takes advan-
tage of what the lay press has referred to as “the free lesson
that nature is offering” on the regulation of CNS regenera-
tion (Wade, 2010).
Conserved Features of the Lamprey
Central Nervous System
The lamprey CNS, both brain and spinal cord, shares its
basic organization and structure with other vertebrates
(Hardisty and Potter, 1971; Rovainen, 1979; Grillner and
Jessell, 2009). As is characteristic of vertebrates, the lam-
prey brain is divided into the morphologically distinct re-
gions of hindbrain, midbrain, and forebrain (Watanabe et
al., 2008; Murakami and Watanabe, 2009). The lamprey
spinal cord is about 1 mm wide and 250 m thick, with a
flat ribbon-like appearance and a central canal (Fig. 3)
(Rovainen, 1979). It contains axons of ascending and de-
scending neurons, motor neurons, several types of sensory
neurons, and interneurons, many of which are large and
identifiable (Parker and Grillner, 200; Buchanan, 2001;
Bevan et al., 2008; Cooke and Parker, 2009).
Within this conserved structure are conserved nerve cells
and functionally equivalent sets of neurons (Bullock, 1984,
2000; Buchanan, 2001). Notable examples are the reticu-
lospinal (RS) neurons, which compose one of the most
conserved descending pathways in vertebrates (Murakami
et al., 2005). RS neuron homologs are identifiable across all
vertebrate orders (Rovainen, 1967a, b; Newman et al.,
1983; Cruce et al., 1988; Ronan, 1989; Fetcho, 1992; Bu-
chanan, 2001). These neurons function as integration cen-
ters for sensory inputs and motor outputs, and they ulti-
mately initiate, coordinate, and regulate motor functions in
the spinal cord (e.g., Rovainen, 1967a, b; Nissanov and
Eaton, 1989; Eaton et al., 1991, 2001; Lingenhohl and
Friauf, 1994; Yeomans et al., 2002; Grillner and Jessell,
2009). The utilization of various tract-tracing methods has
allowed the description of an expanded number of identifi-
able RS neurons that can be found in a segmental pattern in
many vertebrates, including lamprey (Ronan, 1989; Mu-
rakami and Kuratani, 2008; Watanabe et al., 2008), larval
and adult zebrafish (Kimmel, 1982; Kimmel et al., 1982;
Metcalfe et al., 1986; Lee and Eaton, 1991; Kinkhabwala et
al., 2011), juvenile goldfish (Lee et al., 1993), and larval
and adult frogs (Straka et al., 1998, 2001, 2006). Also see
Murakami and Kuratani (2008) for an illustration of their
conservation across vertebrates. Furthermore, as large RS
neurons can be found in vertebrates as diverse as lamprey
and mouse (Rovainen, 1967a, b; Nissanov and Eaton, 1989;
Eaton et al., 1991, 2001; Lingenhohl and Friauf, 1994;
Yeomans et al., 2002), we expect that this approach in the
lamprey will help to identify mechanisms that promote and,
when compared to GRNs in non-regenerating species, also
those that inhibit regeneration.
In lamprey, there are 1200 RS neurons in the midbrain
and hindbrain (Dubuc et al., 2008). Of these, there are about
30 identified giant RS neurons: the Mauthner cells (Mth),
and the Mu¨ller cells, in the mesencephalic (M), isthmic (I),
and bulbar (B) regions of the brain (Ronan, 1989; Swain et
al., 1993; Jacobs et al., 1997; Oliphint et al., 2010). Giant
RS neurons are present in stereotypical locations in the
brain (Fig. 3A–B), and they project large unbranched axons
(20–60 m in diameter in larvae and 40–80 m in adults),
that run the length of the spinal cord and form en passant
synapses with spinal moto- and interneurons (Rovainen,
1967a, b). The large size of both the somata and axons of
lamprey giant RS neurons renders them highly accessible
for experimental manipulation, including microinjection in
either the cell body or axon with tracers, antibodies, recom-
binant proteins, or MOs. Critically, the size and stereotyp-
ical position of giant RS neurons in lamprey make them
identifiable under a variety of conditions, allowing a de-
tailed examination of their responses to injury and during
regeneration, as discussed in the next section.
The Lamprey Spinal Cord Regenerates:
An Experimental Opportunity
In contrast to mammals, the lamprey spinal cord regen-
erates spontaneously and recovers nearly full function after
a complete spinal cord transection (Fig. 2) (Maron, 1959;
Hibbard, 1963; Rovainen, 1976; Selzer, 1978; Ayers et al.,
1983; Currie and Ayers, 1983; Cohen et al., 1986, 1988,
1989; Lurie and Selzer, 1991a; Oliphint et al., 2010). As
mentioned above, the lamprey is the only vertebrate for
which sufficient experimental data exist to satisfy what the
National Institute of Neurological Disorders and Stroke
(NINDS) has specified as the definition of functional regen-
eration in the spinal cord after injury (Guth et al., 1980;
Cohen et al., 1988). This observation drives our current
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discussion of GRN analysis in the lamprey CNS. As we will
see, other criteria relating to staging, reproducibility, and
accessibility are satisfied as well.
Complete spinal cord transection, the most common par-
adigm used for these studies, is followed by discrete stages
of recovery that can be marked by changes at the lesion site.
Immediately after injury, ependymal cells from the central
canal proliferate across the lesion (Hibbard, 1963;
Rovainen, 1976; Selzer, 1978; Lurie and Selzer, 1991a, b, c;
Lurie et al., 1994). Within the first 1–2 weeks after injury,
the proximal portions of giant RS axons retract an average
of 1–2 mm while the distal portion undergoes Wallerian
degeneration (Roederer et al., 1983; Yin and Selzer, 1983;
Zhang et al., 2005). At this time, activated microglia and
macrophages accumulate, presumably via proliferation, as
in other species (Shifman and Selzer, 2007; Shifman et al.,
2009). By 3–4 weeks post-transection, giant RS axons
begin to regenerate (Rovainen, 1976; Lurie et al., 1994). By
10–12 weeks post-transection, in both larvae and adult
animals, about 50% of neurons cross the lesion site
Figure 3. Regeneration in the lamprey nervous system. (A) Diagram of lamprey CNS. Giant reticulospinal
(RS) neurons in midbrain and hindbrain project directly to spinal cord. The typical spinal cord injury paradigm
is a complete spinal cord transection, which axotomizes all descending neurons, including giant RS neurons. (B)
A Nissl-stained lamprey brain showing the locations of all identified giant RS neurons. Giant RS neurons include
the large Mu¨ller cells in the mesencephalic (M), isthmic (I), and bulbar (B) brain regions, as well as the Mauthner
(Mth) cell. (C) A Nissl-stained cross-section of the lamprey spinal cord showing locations of giant RS axons in
the ventromedial tract. The axons of the Mauthner (Mth) neurons are located more dorsolaterally. Dorsal (D) and
ventral (V) orientations are indicated. CC  central canal. (D) After transection, some giant RS neurons
regenerate reliably, while others do not. Here, “poor regenerators” (red) are defined as those neurons that
regenerate 50% of the time (see Jacobs et al., 1997). (E) A schematic of the distal lamprey spinal cord at 11
weeks post-transection. Mauthner axons are rarely observed because they are poor regenerators. Only about 50%
of the giant RS neurons regenerated.
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(Rovainen et al., 1973; Rovainen, 1976, 1979; Lurie and
Selzer, 1991a). As mentioned in the description of the GRN
approach, such reproducible responses are an important
feature for controlled experimentation.
Of considerable interest in the present discussion is that
regenerative capacity varies between individual giant RS
neurons, but is remarkably reproducible (Fig. 3D). The most
robust regeneration is consistently observed in mesen-
cephalic cell M1, isthmic cell I2, and the auxiliary Mauth-
ner; whereas the least regeneration is observed in isthmic
cell I1, bulbar cells B1 and B3, and the Mauthner cell (Fig,
3E) (Yin and Selzer, 1983; Davis and McClellan, 1994a, b;
Jacobs et al., 1997; Shifman et al., 2008). A series of
elegant studies characterized the response of giant RS neu-
rons after spinal cord transection and established that the
“good regenerators” undergo robust axon regeneration
through the injury scar and form synapses with downstream
targets (Rovainen, 1976; Selzer, 1978; Wood and Cohen,
1979; Mackler and Selzer, 1987; Lurie and Selzer, 1991a, b,
c; Oliphint et al., 2010). The extensive characterization of
RS neuron populations that are either predictably good or
bad regenerators presents a significant opportunity to iden-
tify the functional GRNs supporting neuronal regeneration
within the same animal.
The time course of functional recovery correlates with
regeneration of descending reticulospinal axons and re-
establishment of appropriate synaptic connections (Fig. 2)
(Rovainen, 1967a, b, 1976; Selzer, 1978; Wood and Cohen,
1979, 1981; Yin et al., 1984; Cohen et al., 1986, 1988,
1989; McClellan, 1990, 1994; Davis et al., 1993; Davis and
McClellan, 1994a, Lurie et al., 1994; Parker and Grillner,
2000; Oliphint et al., 2010). While most studies on spinal
cord regeneration in lampreys have been conducted in the
larval animals (5–7 years old), some adult lamprey reticu-
lospinal axons regrow across the lesion site with directional
specificity (Cohen et al., 1989; Lurie et al., 1994), and a
percentage of adult animals accomplish functional recovery
in the form of intersegmental coordination (Cohen et al.,
1989). Thus, although less well-studied and apparently less
complete than in larval animals, both axonal regrowth and
functional recovery can be achieved to some extent in the
adult lamprey, providing an opportunity to compare the
GRNs associated with regeneration throughout different
developmental stages.
In sum, regeneration in the lamprey spinal cord shares
key characteristics with developmental systems: defined
stages, and traceable cell lineages and fates. Most regener-
ating reticulospinal axons grow in the appropriate direction
(i.e., caudally), indicating some maintenance or restoration
of the body axis during regeneration (Rovainen, 1976; Bor-
gens et al., 1981; Roederer et al., 1983; Yin et al., 1984;
Lurie and Selzer, 1991b). Ascending axons also regenerate
in the proper direction (Yin and Selzer, 1983; Armstrong et
al., 2003). Moreover, injury induces changes in the expres-
sion levels of several axon guidance molecules (Shifman
and Selzer, 2000a, b, 2006, 2007; Shifman et al., 2009).
Some of these guidance molecules, such as UNC5 and
neogenin, are differentially expressed between good and
bad regenerators, providing proof-of-concept for the iden-
tification of differences in gene expression between the two
populations. Thus, there is already evidence from the can-
didate-gene approach that regeneration in the lamprey
shares some elements with the normal developmental pro-
gram and that there are different transcriptional responses
post-injury. Interestingly, the regenerative process in lam-
prey spinal cord, as in mammals, is influenced by age,
temperature, conditioning lesion, and cAMP, as well as by
electric fields; indicating that at least some of the networks
governing regeneration are shared across species—a point
we will return to later in the article (Borgens et al., 1981;
Cohen et al., 1989, 1999; Zhang et al., 2004; Jin et al.,
2009). In the next section, we look at the specific compo-
nents of a GRN analysis in the lamprey RS neurons, which
would go beyond the candidate-gene approach to allow us
to define in a comprehensive manner the molecular mech-
anisms underlying CNS regeneration.
Applying Gene Regulatory Network Analysis to
Lamprey CNS Regeneration
Defining the regulatory gene set and the regulatory
landscape in the regenerating lamprey spinal cord
The GRN approach has already been used successfully in
lamprey in developmental contexts—specifically, to iden-
tify networks relevant to neural crest specification (Nikitina
et al., 2008; Sauka-Spengler and Bronner-Fraser, 2008;
Nikitina and Bronner-Fraser, 2009) and thymopoesis (Ba-
joghli et al., 2009), indicating that lamprey is a suitable
model for the proposed experiments on regeneration. The
first step is to define the RG set relevant to neuronal regen-
eration in the lamprey spinal cord after injury. To do so will
require an analysis of the complete transcriptome from
injured and uninjured tissue or cells, which will contain all
potentially relevant regulatory genes. With the use of RNA-
Seq methods, both brain and spinal cord tissue can yield
high-quality transciptome libraries for this purpose (O.
Bloom, J. Morgan, J. D. Buxbaum, C. Brown, W. Li, and
colleagues, unpubl. data). In addition, cell bodies of giant
RS neurons can be selectively sampled, providing an op-
portunity to pursue single-cell transcriptome analyses. Once
the set of relevant regulatory genes has been identified,
individual genes will be examined at higher temporal reso-
lution to determine their time course of expression in order
to resolve the spatiotemporal expression map, as described
in Appendix Part A. Ideally, data would be sampled at high
frequency over time, to best include transient expression of
transcripts relevant to different aspects or stages of regen-
eration. In the lamprey, identification of the relevant time
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points for sampling transcriptome data will be greatly as-
sisted by the well-defined time course of functional recov-
ery (Fig. 2) and the accompanying anatomical changes,
which serve as appropriate downstream indicators of pre-
sumed upstream key gene regulatory events. By using next-
generation sequencing platforms to determine the transcrip-
tome of tissues or cells at different stages of regeneration, it
will be possible to achieve an optimal balance between
inclusiveness and resolution (Wang et al., 2009; Metzker,
2010). In terms of spatial resolution, lamprey giant RS
axons and cell bodies can be sampled by microdissection,
potentially as single cells or as aggregates (McClellan et al.,
2008; Tang et al., 2011) These experimental strategies
allow for added depth of coverage within regenerating neu-
rons, as some regulatory genes may be relevant at low
mRNA copy numbers. By contrast, sampling all tissue
around the site of spinal cord injury detects gene expression
in non-neuronal as well as neuronal cells, such as invading
immune cells or resident microglia that may be part of the
wound healing response. By pursuing molecular analyses of
both the injury site and of individual neurons that do or do
not regenerate, we gain resolution into active networks
intrinsic to distinct cell types and the same cell types that
achieve different functional fates.
Perturbation analysis in reticulospinal neurons and
surrounding tissue
The next step of the GRN approach, perturbation anal-
ysis, rests on the ability to alter cells genetically. Suc-
cessfully employed methods to alter gene expression in
lamprey include MOs or RNA constructs to inhibit trans-
lation or splicing of specific expressed target genes (Mc-
Cauley and Bronner-Fraser, 2006; Sauka-Spengler et al.,
2007; Nikitina and Bronner-Fraser, 2009). Efficient gene
delivery methods, including microinjection, gene gun,
and electroporation, have also been used in lamprey and
in many cases, the giant RS neurons (Hall et al., 1997;
Zhang and Selzer, 2001; Kim et al., 2009; Nikitina and
Bronner-Fraser, 2009) (and J. R. Morgan, unpubl. data).
Ultimately, there are many possible strategies for deliv-
ering expression plasmids and MOs to giant RS neurons,
and the choice of experimental strategy will depend on
the desired selectivity of the targeting.
The second critical experimental parameter for perturba-
tion analysis involves staging of the regeneration process.
While the recovery of spinal cord function after injury is
quite reproducible across a population of lampreys (See Fig.
2 and e.g., Davis et al., 1993; Davis and McClellan, 1994a),
the limited variations between animals can be monitored by
internal controls within the same animal. For example, a
MO, or other gene-altering strategy, can be delivered in a
targeted manner to one-half of the brain or one cell type,
while comparable cells or tissues in the same animal can be
treated with a control MO or other reagent. An example of
how this method has been used extensively is in the devel-
oping neural plate of chick, where one lateral half is per-
turbed by delivery of a gene-specific MO by electropora-
tion, while the opposite side serves as an internal control
(Basch et al., 2006).
Toward a Comparative Gene Regulatory Network
Approach: Central Nervous System Regeneration in
Other Species
What other organisms satisfy the criteria we set out for
studying CNS regeneration with the GRN approach? While
axonal regrowth and behavioral recovery after spinal cord
injury is best studied in the larval and adult lamprey, there
are several other vertebrate species known to be capable of
regenerating various CNS components (Bhatt et al., 2007;
Tanaka and Ferretti, 2009). In teleost fishes, as in lampreys,
some RS neurons have the capacity to regenerate and re-
cover functionality, while others do not. For example, in the
adult goldfish, the largest of these RS neurons are identifi-
able, the Mauthner cells, which are capable of regrowth
after spinal cord crush, but they contribute minimally to the
return of function (Zottoli et al., 1994; and Zottoli et al.,
unpubl. obs.). Morphological homologs are nevertheless
hypothesized to underlie the functional recovery of a fast
startle response (Zottoli and Freemer, 2003). Although the
regenerative processes are often not as well defined in the
teleosts and other non-mammalian vertebrates as in lam-
prey, some of these models do offer other alternate advan-
tages and therefore serve a valuable comparative role in
dissecting gene networks controlling CNS regeneration.
One example of a well-studied genetic model is the
zebrafish, Danio rerio. The larval zebrafish has many of the
critical features for applying the GRN approach to under-
standing regeneration. Because of its transparency, for ex-
ample, one can combine imaging with genetics to study
neural circuits (McLean and Fetcho, 2008, 2010). RS neu-
rons in larval zebrafish are optically accessible, allowing
studies on the role of Mauthner neurons and other RS
neurons in startle behavior (O’Malley et al., 1996; Fetcho et
al., 1998; Liu and Fetcho, 1999; Gahtan et al., 2002; Na-
kayama and Oda, 2004). In addition, the functional conse-
quences of neuronal regrowth can be assayed in a living
zebrafish (Bhatt et al., 2007). CNS regeneration also occurs
in the adult zebrafish (Becker et al., 1997; Becker and
Becker, 2008), ultimately allowing a direct comparison with
CNS regeneration in the larval zebrafish. As in lamprey,
regenerative capacity can also be modulated in the larval
zebrafish: Mauthner axons demonstrate minimal regenera-
tion after spinal cord damage (Bhatt et al., 2004), but when
cAMP is electroporated into the soma, axons sprout and
functional regeneration occurs (Bhatt et al., 2004, 2007).
Indeed, the ability to enhance regeneration or “convert” a
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non-regenerating neuron to a regenerating one by increasing
intracellular cAMP has been observed in many species
(Bhatt et al., 2004; Hannila and Filbin, 2008; Jin et al.,
2009; Ghosh-Roy et al., 2010), and challenges the hypoth-
esis that certain central neurons have an intrinsic inability to
regenerate (Kiernan, 1979). This conversion validates the
search for GRNs in the context of regeneration, suggesting
that once identified, key nodes (perhaps those that contain
cAMP responsive elements) may be evolutionarily con-
served and can be turned on or off to promote regeneration.
Another example of an appropriate organism for GRN
analysis of regeneration is one classically used to study
development, the tadpole of the African clawed frog Xeno-
pus laevis. In the tadpole, RA and raphe neurons reliably
regrow after spinal cord injury (Gibbs and Szaro, 2006).
Although the larval form undergoes functional recovery
after spinal cord transection, this regenerative capacity is
lost at metamorphosis (Sims, 1962; Forehand and Farel,
1982; Beattie et al., 1990; ten Donkelaar, 2000). This switch
offers the possibility of elucidating the GRNs that convert
regenerating neurons into non-regenerating neurons as it
applies to the developing vertebrate, including mammalian,
CNS (Mladinic et al., 2009). Another example of how
Xenopus can be used to complement a comparative under-
standing of GRNs during regeneration relates to Mauthner
neuron regeneration. Regrowth of Xenopus Mauthner axon
results in its reconnection to motoneurons, as shown by
ventral root activity after stimulation of a regenerated Mauth-
ner cell (Lee, 1982). The optical accessibility of Mauthner
axons in Xenopus tadpoles was used to document their
anatomical regrowth with Lucifer yellow tracing after spinal
cord transection. In 60% of the X. laevis tadpoles studied,
the Mauthner axon had regenerated across the lesion site
appropriately; in the other 40%, the Mauthner axons had not
regenerated. In these cases, the Mauthner axons had either
grown within the wound or grown in the wrong direction—
rostrally (Lee, 1982). The fact that functional regeneration
occurred in only about half of the damaged Mauthner axons
provides yet another an opportunity to compare the GRNs in
regenerating and non-regenerating RS neurons, perhaps in
the same animal. Recently, it was shown in the tadpole that
conditions that induced metamorphosis, such as the appli-
cation of thyroid hormone, blocked reticular axon regener-
ation, while conditions that blocked metamorphosis permit-
ted regeneration. Microarray and real-time quantitative
polymerase chain reaction analyses of genetic material from
tadpoles injured and allowed to recover in the presence or
absence of thyroid hormone identified distinct changes in
gene expression associated with regenerative and non-re-
generative conditions (Gibbs et al., 2011). These experi-
ments provide an exciting opportunity to focus on changes
in gene regulatory networks of RS neurons after perturba-
tions that impact regeneration.
Conclusions
The significance of the GRN approach is that it will allow
us to determine the underlying molecular interactions that
result in successful functional regeneration of the vertebrate
CNS. Differences and similarities between species will pro-
vide insights into how animals have evolved alternate strat-
egies to respond to similar perturbations. Across some ver-
tebrate species, responses are distinct and opposed, as in the
ability or inability to achieve functional recovery. In the
lamprey, as in the zebrafish and the African clawed frog,
different regenerative capacities exist even among cells in
the same tissue. As described above, environmental condi-
tions or perturbants, such as cAMP and thyroid hormone,
can also affect the regenerative capacity of vertebrate CNS
neurons. What are the fundamental differences in the regu-
latory systems that mediate this divergence? What are the
similarities in the regulatory systems that allow us to con-
verge upon the underlying molecular interactions that define
successful CNS regeneration? A dissection of the underly-
ing GRNs will be able to address these questions.
The strength of functional genomics derives in no small
part from its capacity to act as a tool for discovery, displac-
ing candidate-gene methods. The application of large-scale
molecular analyses, the first components in the GRN ap-
proach, are now being applied in understanding various
aspects of the nervous system, leading to insights that were
impossible using standard approaches (Geschwind and
Konopka, 2009; Jain and Heutink, 2010). For example,
making use of genome-scale gene expression data, includ-
ing spatial information derived from in situ hybridization,
the CA3 region of the hippocampus can be unambiguously
divided into nine distinct regions, with clearly defined
boundaries and evidence for distinct connectivity (Thomp-
son et al., 2008). This level of complexity was not fully
appreciated previously, in spite of extensive molecular and
functional analyses in this region. Other studies using the
network approach in the CNS include those concerning
synapse complexity across species (Emes et al., 2008),
axonal sprouting after stroke (Li et al., 2010), Alzheimer’s
pathways in mice and humans (Miller et al., 2010), motor
neuron responses after spinal cord injury (Ryge et al.,
2010), and differences between individual classes of neu-
rons (Winden et al., 2009). Pioneering work on the network
of cellular and molecular interactions governing peripheral
nerve injury responses have also been described (Michael-
evski et al., 2010). On a larger scale, analysis of weighted
gene co-expression profiles in genome-scale expression data
has begun to deepen our understanding of gene expression,
moving away from simple lists of differential expression
toward coherent, robust, and reproducible networks that are
biologically plausible. These methods are revealing key
nodal molecules that can then be used in confirmatory
experiments. Systems-level analysis in whole-brain gene
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expression data identified modules that captured the tran-
scriptional networks of major cell classes in the human
brain on three levels—on a gross cellular level (e.g., neu-
rons, oligodendrocytes, astrocytes), on the finer cellular
level (e.g., parvalbumin-positive interneurons, Purkinje
neurons, meningeal cells), and on the subcellular levels
(e.g., glutamatergic synaptic function, mitochondrial) (Old-
ham et al., 2008).
The studies cited above go beyond providing proof-of-
concept for the GRN approach by providing novel informa-
tion on the function of known and heretofore unannotated
genes that could not have been predicted. In addition, new
insights have been provided to explain the molecular dif-
ferences between and within cells over the time course of
development (Goltsev et al., 2007; Smith and Davidson,
2008, 2009; Smith et al., 2008; Imai et al., 2009; Christiaen
et al., 2010). Of course, perturbation of GRNs in genetically
or otherwise experimentally modified systems can elucidate
gene function and lead to a systems-level understanding of
biological processes and disease pathogenesis (e.g., Mi-
chaelevski et al., 2010; Miller et al., 2010). In the particular
setting of CNS regeneration, features of non-mammalian
vertebrates such as the lamprey, whose nervous system is
complex, experimentally accessible, and capable of robust
functional recovery after injury, coupled with the GRN
approach, will lead to important insights into relevant mol-
ecules and identify key regulatory nodes that can be targeted
to modulate regenerative capability. The pursuit of such a
strategy and comparison of data in multiple vertebrate spe-
cies will identify nodes that are conserved throughout evo-
lution and will also provide added perspective on the mo-
lecular programs needed for regeneration in mammals,
which has obvious clinical relevance.
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Appendix
A. High-throughput spatiotemporal expression analysis
Determining the timing of gene expression for all genes
in the regulatory gene (RG) set with high precision is an
important element in network analysis. This requires a high
density of sampling to capture what are often transient but
critical changes in gene transcription, including the onset of
expression of key regulatory genes and, often, cohorts of
co-regulated genes. As relevant changes in gene expression
are often rapid, it may be necessary to sample gene expres-
sion as often as at 30-min intervals. Profiling expression
patterns at this level of resolution may define previously
unknown stages of a biological process. While RNA-Seq is
a sensitive method, it is not always practical to use for large
numbers of samples. More sensitive and cost-effective
methods, such as high-throughput quantitative PCR and
other solution-phase hybridization methods (i.e., Nano-
string) that have succeeded microarray technology can be
used for quantitative analysis of gene expression over time.
How to determine spatial expression patterns for many
genes? High-throughput in situ hybridization is not yet
available at the level of throughput needed. During regen-
eration, moreover, the degree of stereotypic consistency that
is found in embryological development may not be achiev-
able. Two methods present alternatives. The first is fluores-
cence-activated cell-sorting to separate cell populations ac-
cording to surface markers to add an additional qualitative
step to quantitative RNA-seq. Another possibility, previ-
ously used on smaller scales, is to use translating-ribosome
affinity purification to isolate in a single step the mRNA
from highly specific cell populations (Heiman et al., 2008;
Dougherty et al., 2010; Jiao and Meyerowitz, 2010). In
short, a bacterial artificial chromosome (BAC) clone con-
taining a gene of interest (GOI) is recombined to express a
ribosomal protein in frame with a fluorescent protein; as
BAC clones contain about 150 kb of surrounding non-
coding sequence including regulatory elements, this serves
as a faithful reporter for expression of the GOI and has
proved to be a highly reliable method to achieve specific
gene expression. Antibodies against the fluorescent protein
conjugated to magnetic beads are then used to purify all
ribosomes and mRNA that is being translated from the cells
expressing the GOI. Next, mRNAs are amplified and se-
quenced by next-generation sequencing or directly analyzed
by alternate transcriptomics platforms (i.e., Nanostring and
HT-QPCR) for expression levels of all genes in the RG set.
If these analyses are performed systematically for each gene
in the RG set, they provide a multi-dimensional and quan-
titative map of co-expression covering every gene in the
system, or a co-expression matrix. These analyses could be
complemented by assays for histone modifications and other
markers of active chromatin such as DNAse I hypersensi-
tivity, within specific cell populations.
B. Generating network predictions by perturbation
analysis: caveats and controls
Perturbation analysis is a key step in defining the essen-
tial nodes—that is, genes—within a regulatory network
(Davidson et al., 2002). One potential issue with perturba-
tion analysis is distinguishing between direct and indirect
effects. By perturbing every gene in the network individu-
ally, one could be able to discriminate between effects that
are direct and those that may be, at least in part, acting
through other genes–that is, indirect (this method relies
upon having a complete or near complete account of all
genes in the network). For example, in developmental gene
regulatory networks (GRNs), there may be several highly
connected nodes. Perturbation of one of these would pro-
duce many downstream effects, a number of which may be
several steps removed from the immediate action of the
targeted gene. These downstream effects would therefore
not be predictive of the direct function of the gene that has
been knocked down. Thus, by perturbing any one of these
genes, one might derive many false-positives within the
GRN. Even under ideal circumstances the perturbation ma-
trix produces these and other systemic errors, as is the case
for all prospective analyses. In addition, these errors can be
characterized as either false-positives (effects from the gene
knockdown that are indirect only) or false-negatives (direct
functions that are undetected due to low signal or other
causes). Using an algorithm to minimize false-positive pre-
dictions necessarily increases the frequency of false nega-
tive interactions. For example, this occurs when a gene has
both direct and indirect effects on a downstream gene or
genes. Strict application of the perturbation matrix algo-
rithm would predict only the direct interactions when, in
fact, both direct and indirect interactions exist. Proper anal-
ysis requires consideration of this alternate possibility. Ex-
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perience with developmental GRNs suggests that this net-
work architecture is indeed common, perhaps because it
allows information to flow through a low-pass filter. In other
cases, gene perturbation effects are below the limits of
detection of an assay, as when an activator/repressor gene
product affects expression of a target gene in only a small
subset of the cells expressing that target gene. Many exam-
ples of observations fall within this category. Overexpres-
sion of an effector gene may produce a detectable and
interpretable signal in this scenario; however, gene overex-
pression itself produces artifacts, as it places the overex-
pressed gene in entirely novel contexts, both in time and
space. Systematic gene knockdowns are therefore the pre-
ferred method of perturbation, despite the drawbacks stated
above.
Several experimental variables can be optimized to re-
duce systemic errors and thereby improve the predictive
power of perturbation analysis:
(1) Time of incubation. One way to reduce systematic
errors is to limit the time between induction of the
genetic perturbation and harvest of the sample for
quantitative analysis. In practice, this depends on the
method of delivery of the agent for genetic perturba-
tion—for example, morpholinos or DNA/RNA con-
structs. In many cases, as in the lamprey spinal cord,
gene delivery into complex tissues at various time
points can be achieved by electroporation (Hall et al.,
1997; Zhang and Selzer, 2001; Kim et al., 2009;
Nikitina and Bronner-Fraser, 2009; and J. R. Morgan,
unpubl. data). By restricting sampling to about 2–8 h
after perturbation, depending on transcription kinet-
ics in an organism, detected effects should reflect
direct effects on transcription. Increasing the sam-
pling period should increase effects due to corre-
spondingly more indirect interactions. This can and
should be tested.
(2) Dose responses. In the case of signaling pathways
where small molecule inhibitors are available, dose-
response effects can bolster support for specific func-
tional interactions, whether direct or indirect.
(3) Local delivery. Delivery of perturbants to defined
regions further allows direct comparison between
control and experimental tissue within a single ani-
mal. This reduces the need for highly accurate stag-
ing, which could be particularly problematic outside
of strictly defined developmental contexts.
(4) ChIP-seq (and other complementary binding assays).
This method uses antibodies against transcription
factors or cofactors to identify direct binding sites
following immunoprecipitation and next-generation
sequencing (Mortazavi et al., 2006; Park, 2009). The
simplest form of this assay requires a sequenced
genome, which is available for many (or all) of the
species that can (or will) be used for GRN analyses of
successful CNS regeneration, including lampreys, ze-
brafish, and Xenopus. This produces a large number
of signals indicating where in the genomic DNA
regulatory element a given transcription-factor binds,
at 20–100 bp resolution. Though there are many
instances in which the transcription-factor interaction
may not be functionally active, binding data can be
cross-referenced with the perturbation matrix data to
assess whether a functional interaction is implied at a
given locus. In essence, ChIP-seq (measuring binding
activity) and perturbation data (measuring functional
consequences) produce complementary data sets and
are optimally deployed where the two sets can be
compared.
Unfortunately, the large-scale use of ChIP-seq is not
often feasible, as it requires generating specific antibodies to
50–100 transcription factors. An alternative is to use anti-
bodies against the relatively few co-activators and co-re-
pressors involved with most transcriptional regulatory re-
sponses (Mortazavi et al., 2006). In theory, co-activator/co-
repressor (CoA/CoR) ChIP-seq should identify functional
target sites with higher fidelity, in contrast to the unknown
predictive capacity of transcription factor ChIP-seq (TF
ChIP-seq), which may signal many non-functional interac-
tions. CoA/CoR ChIP-seq may thus define the set of
genomic regulatory elements for the regulatory genes of
interest, the RG cis-regulatory module set (RG CRM set).
Furthermore, consensus-binding sites are known for most
transcription-factor classes and are highly conserved across
species. These data indicate that transcription factors typi-
cally bind to eight nucleotide stretches, often with five to
seven invariant or nearly invariant nucleotides—that is,
sequences that would be found randomly once per 500–
2000 bp. At about 50 bp, the CoA/CoR ChIP-seq signal is
an order of magnitude smaller, representing manageable
search parameters for identifying candidate transcription-
factor binding sites.
Sequence conservation may be a concern with this kind
of approach. However, many transcription factors and reg-
ulatory proteins are highly conserved among vertebrate lin-
eages. As an example, HMGb1, a DNA-binding protein, is
highly conserved among vertebrates; HMG1 from Lampetra
fluviatilis is 72% identical at the AA level to human HMG1
(Sharman et al., 1997). The Groucho/Tup1 family of co-
repressors is also well conserved among vertebrates (Bus-
carlet and Stifani, 2007). Although some DNA-binding
proteins, co-repressors, and co-activators appear to be con-
served across species, the possibility remains that this ap-
proach may require either raising of species-specific anti-
bodies or use of exogenously tagged proteins, which would
have to be expressed at sufficiently low levels and in a
specific fashion so as to not alter normal development.
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The result of the combined perturbation and CoA/CoR
ChIP-seq analysis is a set of possible gene regulatory net-
work interactions. Aligned with the spatiotemporal expres-
sion map, these data generate predictions of specific mech-
anisms or hypotheses describing the network of regulatory
interactions driving differential gene expression to be vali-
dated. Crucially, in addition to its role in refining the set of
predicted interactions, CoA/CoR ChIP-seq greatly reduces
the search space for validation experiments at the level of
cis-regulatory sequences. As limiting the analysis for puta-
tive target elements to less than 100 bp is the rate-limiting
step of cis-regulatory analysis, and cis-regulatory analysis is
itself the rate-limiting step for the overall network analysis
process, achievement of this level of resolution has a high
impact on the overall rate of the approach.
C. Cis-regulatory and cis-reengineering analysis
Detailed dissection of the functional transcription factor-
DNA target site interactions represents the overall rate-
limiting step in gene regulatory network (GRN) analysis.
By testing specific mechanistic predictions, a solitary cis-
regulatory analysis accomplishes the immediate reductionist
aim of describing the functional properties for an individual
component of the system. Across a network, many regula-
tory analyses define the network architecture—specific, val-
idated assessments of the transcription regulatory functions
exerted by particular transcription factors on genes in the
network. Accumulated mechanistic descriptions of individ-
ual regulatory interactions define the specific chain of
events driving biological outcomes. In more directed exper-
iments, altering specific transcription-factor target se-
quences in dominant acting transgenes, a process of network
reengineering, tests the overarching network structure and
critical biological information processing functions of net-
work subcircuits.
Essential for both cis-analysis and reengineering, and
beyond efficient gene delivery, is generation of reporter
and expression constructs that faithfully reproduce the
expression patterns of genes in the RG set. Bacterial
artificial chromosome (BAC) clones containing 150 kb or
more of sequence surrounding the transcription start site
of genes of interest (GOIs) provide reliable starting ma-
terial to capture all relevant cis-regulatory elements.
BAC recombineering can be used for the targeted inser-
tion coding sequence for fluorescent proteins in place of
GOI coding sequence (these are the same recombinant
BACs as described in Part A). By straightforward anal-
ysis, all necessary and sufficient regulatory elements can
be identified employing the BAC-FP reporter and deriv-
atives (Smith, 2008). Once BAC-FP reporters have been
verified to reproduce expression faithfully, BAC clones
without fluorescent protein knock-in provide the founda-
tional material for creating expression constructs with
reengineered transcriptional regulatory sequences to test
specific network functions. This allows specific transcrip-
tion-factor target sequences, often just 4 – 8 bp, to be
tested for network function within what approximates a
genomic context (e.g., Smith and Davidson, 2009).
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