Abstract-A table of binary constant weight codes of length n <; 28 is presented. Explicit constructions are given for most of the 600 codes in the table; the majority of these codes are new. The known techniques for constructing constant weight codes are surveyed, and also a table is given of (unrestricted) binary codes of length J1 <; 28.
givcn upper bounds for several reasons: 1) their calcula tion is a separate investigation, requiring analytic as op posed to combinatorial methods, 2) all the upper bounds in [13] for d = 10 should be rechecked (see the Errata section), 3) it is very difficult to check upper bounds found by others, I and 4) the paper is long enough already.
However, wc do mention the cases where we know that our lower bound is actually the exact value.
A(n, d, w) and A(n, d) are fundamental combinatorial quantities. They are also used in thc construction of codes for asymmetric channels [16] , [39] , [49] - [51] , [90] , [180] , DC-free codes [15] , [64] , [175] , and spherical codes [167] .
We would appreciate hearing of any improvements to the tables. Plcase send them to N. I. A. Sloane, Room 2C-376, AT&T Bell Labs, Murray Hill, NJ 07974, USA; electronic mail address user@mhuxo.att.com.
Notation:
The following notation will be used through out. IFq denotes the Galois field of order q, while Em denotes the integers modulo m. An [n, k, d] code is a linear code with length n, dimension k and minimal distance d [132] . Bars indicate complements of sets or binary vectors.
To save space we have sometimes written vectors in hexa decimal, using 0 = 0000,' . " 9 = 1001, A = 1010, . . " F = 1111, usually omitting leading zeros (so the vectors are right-justified). Superscripts (for example in Table 21 (or square 2-design) is a 2-design with as many blocks as points. Table I are new, either because we have improved the lower bound, or because we have found a more symmetric code or more compact definition than was known before. The notes to Table I describe the simplest construction we know for a code with the given parameters. We have usually not attempted to indicate thc original discoverer of a code. For as mentioned in Section I our chief concern is to describe thcse codes explicitly. Those interested in the history of these codes may consult the extensive bibliography (see for example [11] , [13] , [23] , [69] , [103] , [132] , [177] , [178] ) and the Acknowledgment at the end of the paper. Table II con tains one new entry, A(25, 10) � 151.
Most of the entries in
We have included some codes that are close to the best presently known when they are easy to construct and the best code is not. These nonrecord codes are indicated by t.
II. THE TABLES OF A(n, d, w) A"ID A(n, d)
We begin with the main tables, Tables I and II, which give lower bounds on A( n, d, w) and A(n, d). The rest of the paper is devoted to describing the codes in Table I  (Table II being largely self-explanatory). From (r, A)-design (Section III). 11 1' 13 2P c ec Extended cyclic (or "cyclic with fixed point") code (Table XII) . g Group code-orbits under a group with more than one generator (Table XV) .
gf
Group code plus extra vectors (Table XV) . gp
Group code followed by polishing-group code need not be subcode (Table XV) .
gs From Sz-sets (Theorem 16 and Table V Partitioning construction with n I = [n /2], E = 0 (Section VI).
pI Parti tioning construction with n I = [n /2], E = 1 (Section VI). p2
Partitioning construction with TIl = [11 /2] -1, E = 0 (Section VI). p3
Partitioning construction with n l = [n /2] -1, E = 1 (Section vI). pc
Orbits under a single permutation (Table XIV) . qi Quasi-cyclic code, for 2 .:S; i .:S; 9-fixed by a per mutation containing i cycles of length n / i (Table   XIII) . s = Section of code below or diagonally down to right, obtained from (5) of Section III. sb Section of code below, obtained by direct exami nation of the code (Section III). Section of code diagonally down to right, obtained by direct examination of the code (Section III). sf Section of code below or diagonally down to right, followed by addition of extra vectors (Scction XI).
sp Section of code helow or diagonally down to right, followed by polishing (Section XI).
S5
= From Steiner systems 5(2, 3, 7), 5(3, 4, 8) , 5(5,6, 12), S(3, 4, 14) , 5(3, 4,16), 5(5, 6, 24), 5(3,4,26), 5(3, 4, 28) for d = 4; 5(3, 5, 17) , 5(2, 4, 28) , 5(5,7, 28) for d = 6; 5 (5, 8, 24), 5(3, 6, 26) for d = 8 (Table IV) .
tl From translate of Nordstrom-Robinson code (Section IX). t2
Adding tails to translates of Nordstrom-Robinson code (Section IX). t4
From translate of Golay code (Section IX). t5
Adding tails to translates of Golay code (Section IX). t6
From translate of Karlin's [27, 14, 7] code (Section IX). t 7 From translate of [26, 7, 11] code (Section IX).
x Lexicographic code (Section VIII).
xh Lexicode with seed (Table VIII) .
xy Lexicode with seed (Table XVI) . x2
Complement of lexicode with sum constraint (Ta ble VII).
y No known structure (Table XVI) . Obtained by extending the code diagonally above it to left; no other known structure.
[170]. z 3 Theorem 4. z4 Theorem 6. z5 Theorem 5. z8 [22] . z9
[95] (see Table XVI ).
Key to Table II Unmarked entries are either trivial or are obtained by shortening the code below. An entry followed by a period is known 10 be exact. ([132] , p. 585, [165] ). 3 = Best ([12] , [45] , p. 140). 4 = From 5 (5, 6, 12) , 6 disjoint words of weight 2 and complements ( [45] , p. 139, [132] , p. 585). 5 = Romanov [155] -see Section VI. 6 = From Hamming code over GF (5) [79]. 7 = From the ulu + u construction ([132] , p. 76, [166] ). 8 = Hadamard matrix code ([132] , p. 49). 8a = "Nadler" code ( [13] , [129] , [132], pp. 75, 79) . 9 = Nordstrom-Robinson code (Section IX, [5] , [132] , p. 73). 10 = Nonlinear code from Construction X ([132], p. 583, [164] , p. 505). 11 = From Construction X4 ([132] , p. 585, Example 7, [164] , p. 507). 12 = Wagner [179] . 13 = Shortened nonpnmltJve BCH code of length 32 ([132] , p, 586). 14 = Reed-Muller code ([132] , Chap. 13). 15 = Golay code ([45] , Chaps. 3, 11, [132] , Chap. 20) . 16 = Self-dual double circulant code ([45] Table XI ). 22 = Piret [147) . 23 = Linear code «51) of Section IX, [87), (89), [132] , p.
593) .
We see from Table I that the exact value of A(n,d,w) is now known for all lengths n..:; 11 (the first undeter mined value heing 80 ..:; A ( 12, 4, 5) ..:;84) . Similarly, from Table II , A( n,d) (for d even) is known exactly for n..:; 10, the first undetermined value being 72 ..:; A( 1l,4) ..:; 79 (the upper bound is [rom (12) ).
Of course there is no theoretical difficulty in computing A (Il, d) or A(n, d, w) . One "simply" forms the graph with 2n or ( : ) vertices, corresponding to all possible code words, joins two vertices by an edge if their Hamming distance is at least d, and finds the largest clique. Al though several new algorithms have recently heen pro posed for clique-finding (see [6) , [7) , [70) , [71) , [140] ), the unsolved problems in Tables I and II appear to be beyond their range. Similarly, finding the largest code invariant under a given permutation group (see Section X) requires finding the largest clique in a graph with weights attached to the vertices. (7), (16) , (18) . The cases when equality holds in these bounds (see Conjecture 3 and Theorems [4] [5] [6] [7] [9] [10] [11] [12] [13] are of partic ular interest, because of their connection with Steiner systems, block designs and Hadamard matrices. We also mention some related lower bounds obtained from con ference matrices. e) A(n,2,w) = ( : ), .
Remark: Let N(a, d, w) denote the inverse of A( n, d, w) , that is, the smallest n for which one can find a words of weight w at mutual distance d, where d is even. Then one can show that N(O,d,w In particular we have the doubling construction:
A(2n,2d,2w) � A(n,d,w).
(2)
Lower bounds in Table I obtained from (1), (2) are indicated by "j" and "d" respectively. A(n,d,w)::; l;A(n-l,d,w-l)J, (3a) A(n,d,w)::; l_ n -A(n -l,d,w)J .
(3b) n-w
In particular
A(n,d,w)::;A(n-l,d,w-l)+A (n-l,d,w) . (4) We also use the contrapositives to (3a) Lower bounds obtained from (5) are indicated by "s" (for "Section") in Table 1 . In some cases these inequalities can be improved by examining the code and finding a column with an exceptionally large number of D's or l's (and deleting that column). Bounds obtained in this way are indicated by "sb" or "sd" in Table 1 . The first Johnson bound ll(n, d, w) is defined to be the smallest upper bound on A(n, d, w) that is obtained by repeatedly applying (3a) and (3b) until Theorem 1 can be used. A (n,d,w)::; l[(n,d,w) , ( 6) ( 7 ) and thcrc are rcasons for believing that this bound may be tight when n is sufficiently large.
Conjecture 3: For d, w fixed, A(n,d,w) =l [(n,d,w) 
for all sufficiently large n. If true this would be a remark ably strong result (it would imply for example by Theorem 7 that Steiner systcms S( t, k, v) cxist for all t and k provided v is sufficiently large and satisfies the obvious congruences). Rodl [154] has shown that A(n, d, w)j l(n, d, w) approaches 1 as n � 00 for any fixed d and w. An asymptotic result for certain values of w and d growing with n was given in [186] . The conjecture is known to be true in a few cases, as we shall now see. (n,4,4) , the values of this function being n(n-l){n-2) if n == 2 or 4 (mod 6),
24 11( 11-1)(n -3) 24 ifn==10r3 (mod6), (10) n(n2 -3n -6)
For n == 5 (mod 6) we have A (5, 4, 4) A(n,6,4) = l [(n,6,4) (12) holds for all 11 except 8, 9, 10, 11, 17, 19 (for these values see Table I-B) .
One special case of equality in the first Johnson bound is particularly important. [160] , [176}, p. 100):
if and only if a Steiner system sew -8 + 1, w, 11) exists.
In this case equality also holds in (7); the codewords are the blocks of the corresponding Steiner system. The codes obtained in this way are discussed in Section IV.
Theorem 7 enables us to write down immediately the parameters of the codes corresponding to the blocks of a Steiner system. The blocks of an arbitrary 2 -(u, k, It) design form a codc showing that A(v, d, k) � b, but in general d is not determined by the other parameters. However, the blocks of the dual or trampose design (obtained by interchanging points and blocks) form a code showing that
If the design is symmetric these two codes have the same parameters. Theorem 9 describes a case where equality holds both in (14) and in another of Johnson's bounds.
,w) = M, and write wM = an + b, 0::; b < n. Then (by consid ering the sum of the inner products of all pairs of code words) (n -b) a( a-I) + ba( a + 1) ::; ( w -0) M (M -1). (15) Theorem 8 rules out certain combinations of n, d, w, M (see [132, p. 526] for an example). The second lohnson bound lin, d, w) is defined to be the largest value of M permitted by Theorem 8 (possibly infinity). Clearly A(n,d,w)::; l2(n,d,w).
The proof of Theorem 8 shows that if equality holds in (15) then every pair of distinct codewords has inner prod-uct w -15, and also that the M X n array formed by the codewords contains n -b columns of weight a and b columns of weight a + 1. This is the dual of an (r, A) design with r = w, A = w -15 in the notation of Section I. We mention -three examples of such designs.
and the columns of the array consist of all possible binary vectors of weight a. Such codes are denoted by "a" in Table 1 .
2) In the special case a = 2 (whcn wM < 3n), equality holds in (15) if and only if there is a I-design consisting of b triples from tv! points, such that no pair is covered more than w -15 times. For example A(26, 14,9) = 6 can be obtained in this way; we omit the details.
3) To ob t ain A (26, 14, 10 (18) if and only if there exists a 2-design with parameters h = n, r = w, A = w -15, v = an /(w2-wn + bn), k = I5w /(w2 -wn + bn).
In Theorem 9 the codewords are the blocks of the dual design; equality then holds in (14) . There are lists of small block designs in [77], [133] . The entry A(25, 12,9) = 25 in Table I for example is obtained from Theorem 9 using a symmetric 2 -(25, 9, 3) design. There are in fact 78 in equivalent designs with these parameters [58] , [133] , and so exactly 78 inequivalent codes showing A (25, 12, 9 The code is constructed from the rows of Hn and -Hn by making the entries of the first row of Hn equal to + 1, then changing + 1 to 0 and -1 to 1 in every row. The optimality of these codes follows by applying (3) once and then (18) .
A modification of this construction shows that A (14, 6, 7) shows that A04, 6, 7) � 42. This idea appears to succeed only for a Hadamard matrix of order 12.2 Similarly if a conference matrix ([132] , p. 55, [165] ) of order n"" 2 (mod4) exists then
Equality holds in (19) for n = 6, 10 , 14, 18; we would like to know if it holds in general. Honkala et al. [95] show that if a conference matrix of order n exists then A(2n,n,n-1) � 2n, (20) if n is a multiple of 4 then
), (21) and if n is a multiple of 4 and a conference matrix of order either n /2 or n + 2 exists then A(2n + l,n,n-1) � 3n.
For example (22) gives an alternative proof that A(2 5, 12, 11) � 36 (cf. 
where i = 2d -n, j = d -wand d = ui + v with 0::; v < i.
2A fact which ultimately depends on the existence of the outer automorphism of the symmetric group S6' (7),(16).
The example A (26, 14, 10) = 8 previously mentioned
shows that equality may also hold in (16) outside the "Honkala region" (23) .
Most proofs that the entries in Table I followed by a period are exact can be obtained from the Johnson bounds ((3), (7), (16)) . Sources for proofs that the other entries are exact are given in Table III. IV. STEINER SYSTEMS In this section we give a highly compressed survey of Steiner systems (defined in Section I). Because some constructions are available only in obscure sources, and because in Section VI we shall require not just a single Steiner system but as many disjoint ones as possible, Table IV contains a number of explicit constructions for small Steiner systems.
As we saw in the previous section (Theorem 7), if a Steiner sy stem 5(t,k,�') exists, it contains b= C)/(� ) blocks, and then A(v,2k -2t +2,k)=b. If 5(t, k, v) ex ists then so does the contracted (or deriad) design 5(t -1, k -1, v -1), fo rmed from all the blocks contain ing (say) the last point. AG( d, q » , 5(2, q + 1, qd + q d -l + . .. + q + 1) (from the lines in the projective geometry PG( d, q)), 5(2, q + 1, q3 + 1) (from a un ital in PG(2, q2)), S(2,2a,2a+b + 2a -2b) for as b (from a complete 2a-arc in PG(2,2b», 5(3,q + 1,q2 + 1) (from an elliptic quadric in PG(3, q », or more generally 5(3, q + 1, q d + 1) (from subficld sublines of a projective line). Thus
=(2b-r1)(2b-2h-a+ I ). (29) qd-l( q 2 d _1 )
The only Steiner sy stems presently known with t z 4
are S (5, 6, 12), 5(5, 8, 24) (Mathieu, Witt [182) , [183) , [45», 5(5,6,24) , 5(5,7,28), 5(5,6,48), 5(5,6,84 ) (Denniston [56) ), and 5 (5, 6, 72) (Mills [138) ); and their contractions with t = 4. All these 5-designs are invariant under the group P5L(2, [' -1) for the appropriate value of L'. [45) , [52) , [61) , [621, [84) , [96) , [117), [118) , [121), [127), [128), [139) , [152) , [168) , (182),
We next discuss lower bounds on A(n, d, w), roughly in order of increasing complexity. The bounds described in this section require very little computation (and corre spondingly produce the weakest results). For d z 6 we give several different bounds, all roughly comparable (al though only codes from Theorem 16 are needed for the present version of Table I ). There are exactly two inequivalent partitions [9). 5(3,4,10) ; b � 30. Cyclic; unique. Exactly five disjoint designs exist, in a unique way [115] . For example, we may take the five designs defined by the columns of the following array. The six hexadecimal vectors in a column together with their images under the permutation (1,2,3,4,5) (6, 7, 8, 9, 10) form an 5(3,4,10); the five columns give five disjoint designs (cf. Section X). {782 55 ,748 " ) defined by the group of order 55 generated by (1,2,3,"',11) and (2,5,6,10,4)(3,9,11,8,7) Ccf. Table XV) .
5 (5, n, 12) ; b � 132. Unique. Exactly two disjoint designs exist, in a unique way [115] . An 5(5, 6, 12) may be obtained from an 5 (4, 5, 11) by appending 1 and adjoining the complements of all blocks. Two disjoint 5 (5, 6, 12) 's arise from the two previous disjoint 5(5,6,1 0's. Alternatively, two disjoint designs arise from the supports of the codewords of weight 6 in the two extended ternary quadratic residue codes of length 12 whose zeros are the residues and nonresidues modulo 11 respectively [2], [3].
The prototype of these bounds is the following.
Theorem 14 ([72j):
A(n,4,w)� �(�). (31) This is established by defining a map f from vectors a=(ao,al," ',a"_I)EIF� to In by
i�O Then it is easy to see that the sets C&wl,qW),.. ',C,;w)!, where qW) = (a E IFq: f(a) = k, wt(a) = w}, (33) form a partition of the set of all (:) binary vectors of weight w into n disjoint codcs each with Hamming dis tance 4. Since one of the ct) must contain at least as many words as the average, (31) follows. 5(3,4,14) ; b � 91. Th ere are exactly four inequivalent designs, one of which is given in Table XV [137] . A set of four disjoint designs (not hitherto known to exist) is obtained by applying the permutations (1,2,4,7,10,13,12,14,3,6,8,5,9,1 J), 0,4,8,10.2,11,3,5,7,6,12,13,9) and (1, 6,9,14,8,11,12,10,5,4,3)(2,7,13) to the design in Table xv . 5(2,3,15) ; b � 35. There are exactly 80 inequivalent designs [38] , [78] , one of which is P(;(3,2). Denniston 154J, [55] partitioned the set of all (I;) triples into 13 disjoint designs. [24] , [26] . 5(3,4,28) ; b = 819 [81] . At least 18 disjoint designs exist [66] . 5(5.7,28) ; b = 4680. See [56] or Table XV. 5(2,6, 31) � PG(2, 5); b � 31. Cyclic: (O, 1, 3,8,12,18 ) mod 31; unique.
Furthermore (31) can be rcplaced by A(n,4,w)� max Iqw)l, (34) 
, n -1 although in practice this gives little improvement on (31) .
Klove [110] generalized Theorem 1 by replacing In with an arbitrary abelian group G of order n, defining f by ( 35 ) He found an explicit formu la for thc bcst lower bound for A(n, d, w) (for given n and w) obtained from (34) using the optimal choice of G. Again these results do not greatly diffe r from those obtained from (31) . See also Delsarte and Piret [50] . A(n,20,w) � n o-I w .
(36)
Proof' Let n = q be a prime power, and write Fq = {aa , ' . " a q _ I }· The proof replaces (32) by the map f from Ir� to Fg -' given by where
For any k E �,� -I it can be shown that the code
has minimal distance 20, and (36) Proof' Replace (35) by f(a) = L;I� ls,a,. In 1962 Bose and Chowla ([17] , [76] ; see also [72]) constructed an S,-set of size q + 1 in Zm for m = (q,+1 -l)j(q -1), for any prime power q. Another construction is the fo llowing.
Th eorem 17: For any prime power q there is an Sf-set of size q in Zm for m = q' -1.
Proof" Let g be a primitive element of the field of order qf, and let F be the subfield of order q. The set
Furthermore the columns of a parity-check matrix for an [n, k, d = 2t + 1] binary linear code, together with the zero vector, form an Sf-set of size n + 1 in the abelian group E� -k (The corresponding constant weight code is the collection of words of weight w in some coset of the code extended with an (anti-) parity check bit.) Let u,,(n) denote the smallest m such that an S2-set of size n exists in Em ' and more generally let c(n) be the smallest m such that an S 2 -sct of size n exists in some abelian group of order m. In [73] it is shown that c I (n) n2 as n --> 00, but for L'(n) it is known only that a Optimal S2-set in Em (see Table IV in [73] ).
b
In Ei usc 0 and columns of parity-check matrix for [5, 1, 5] code. 1 , 2, 4, 7, 15,26, 45, 54, 66, 83} in Z��.
f to, 1,2, 4, 7, 14, 23, 31, 48, 59, 74, 92) 2,4,7, 12, 20, 35, 63, 77, 106, 115, 132} in Z 1 52' h Perfect difference set [8] . to, 1,2, 4,7, 12, 20, 29, 46, 69, 92, 116, 140, 170, 191} In
k In Z� use 0 and columns of parity-check matrix for [17, 9, 5] cyclic code.
In zi use -0 and columns of parity-check matrix for
Wagner's [23, 14, 5] code [179] .
For example, when n = 25, Theorem 16 and Table V imply that
A (25 , 6, 12) ;?:
(t indicates a code which does not yicld thc best lower bound known for this value of A(n, d, w), but is easy to construct.) The entries labeled "gs" in Table I are ob tained in this way. Thc entries in the third column of Table V appear quite weak, and the construction of better S 2 -sets would probably improve several entries of 
,�O This is proved by multiplying both sides by the denomina tor, and using a straightforward counting argument. Since (IN :::: () we immediately obtain the "Gilbert bound" of [72] :
where Zaptcioglu shows that (38) has thc following stronger conscqucncc. where m = min {m " m z }. This set (which is only part of the final code) clearly has length n 1 + n2, distance 4, weight w, + Wz, and contains words.
The construction: To obtain a code of length n, dis tance 4 and weight w by the partitioning construction wc write n = n, + n2, choose E = 0 or 1, and take the union of the direct products (40) It is apparent that this code does have the required properties, and contains
words.
As an illustration we construct a code showing that A08,4, 7) :::: 204 1. We take n, = 8, 112 = 10, E = 1 and form the union of the direct products
.
(see below and Table vI ). The corresponding index vec-
The partitioning construction, used by several authors ([ 13] , [49] , [68] , [149] , [150] ), produces good lower hounds for codes with minimal distance 4. It is related to a generalization of Theorem 14 (see subsection 4).
A partition IT(n,w)=(Xj," ·,X,) is a collection of disjoint sets or classes Xj , •• " X"" each of which is a code of length n, distance 4 and constant weight w, and whose union contains all (�) vectors of weight w . The vector rr(n, w) = (lXj l, " ',IXml) with integer components is the index I.'ector of the partition IT(n, w), and m rr( n,w) 'rr(n,w) = L IXil2 is its norm . We always assume IXjl :::: . . . :::: IXml. When there are several different partitions available for a given 11 and w we often denote them by IT len, w), IT2(n, w), ' . . , and their index vectors by rr len, w), rr2(n, w), . . . .
The direct product IT(nj,wj)x IT(n2,w Z ) of two parti
rr(10,6) = (30, 30, 30, 30, 26, 25, 22, 15, 2) , so the first direct product contains 8, 8, 8, 8, 8, 8, 8) , rr l ( 10, 4) = (30, 30, 30, 30, 30, 22, 22, 12, 2, 2) , so the second direct product contains 8·30+ ··· +8,30+8,22 +8,22=1 552 words; 17'(8,5) = (8,8,8, 8,8,8,8) , rr( 1O,2) = (5, 5, 5, 5, 5, 5, 5, 5, 5) , so the third direct product contains Codes obtained from the partitioning construction are indicated by "pO", ' . " "p3" in Table I The partitions needed are listed in We next discuss the choice of a good partition. When applying the partitioning construction in a situation where several different partitions are available, we see from (39) , (41) that we should choose pairs nCnl ,wj), nCn2,w2) so as to maximize the inner product 1T(nj, W I ) '1T(1l2, w2).
(For example we use n i 10, 6) rather than n 1(10, 6) in the first line of (42) , so as to maximize the inner product with 1T(8, 1) = (1, 1,1,1,1,1,1, 1).)
We say that one partition n(/1 I ' w\) do mi na tes another n'(nj,w\) if
' ( nl,w I ) '1T( n 2,w2 ) ( 43 ) holds for all choices of 112, w2 and all possible index vectors 1T(11 2, W I )' If a partition is dominated it need never be used in the construction. There is a simple test for dominance. for all j = 1,' , . , max {m, m'} .
Pro of" The components of the index vector 1T(/12' w 2 )
in (43) are non increasing positive integers, and any such vector is a positive combination of vectors of the form
A partition IT(n,w) is optimal if it dominates all other n'(n, w) with the same n and w, or just ma ximal if it is not itself dominated by any other n'(I1, w ).
In the remainder of this section we descrihe techniques for finding good partitions. J) By taking complements the existence of a n(n, w) implies the existence of a nen, II -w) with the same index vector. 1T ( 11, 1 ) = ( 1 , 1 " , " ( n times», and for w = 2 there arc well-known partitions
. " (n times) ),11 odd see [136] . All these partitions arc optimal.
3) If we have a lower bound A(11 , 4, w) ?c M there is always the partition
(This is useful when the inner product with .. CI1,O) =(1) is to be maximized.}
4)
The results of [72] -see Theorem 14-show that a partition nCI1 , w) always exists with m � I l classes. In many cases-for example if n is prime-the index vector for this partition is
5) A number of optimal partitions with w = 3 are avail able in the literature. It is known that, if 11 == 1 or 3 (mod 6), 11 =1= 7, then the set of all en triples can be partitioned into 11 -2 mutually disjoint Steiner triple sys tems-implying that there is an optimal partition vectors of weight W can be partitioned into disjoint de signs all having the same parameters, the designs arc said to form a "large set." Further results on partitions may be found in [4] , [19] , [60] , [65] [66] [67] [68] 6) Van Pul [149] , [150] and found the partitions n(6, 3), IT (7, 3), 1I(8, 4) , n(1n, 3), nj(10,4) mentioned in Table VI . (However only nj(lO,4) is given explicitly in [68] .) 7) In situations not covered by lhe preceding comments we use the computer to find good partitions. Our meth ods are based on the following considerations, a) Finding a good partition is a graph coloring problem. For if we construct the graph whose vertices represent ( : ) binary vectors of weight w, and join two vertices by an edge if and only if the vertices are Hamming distance 2 apart, then a partition II(n, w) = (X,, . .. , Xm ) describes a color ing of the vertices using m colors, the classes X, ," ', Xm being the color classes. b) A useful heuristic fo r finding a good part,ition is to maximize the norm of the index vector. Th) s is only a heuristic, for we already saw in the previous example that there are situations where parti tions with less than the maximal norm are preferable. However, a partition with the greatest possible norm is always maximal. A second heuristic is to minimize the number of color classes. c) Good methods of choosing the initial classes X" X2 , . .. of TI(n, w) are to use a maximal independent set algorithm, to use as many disjoint Steiner systems as possible (see Tables IV), or more generally to look for as many disjoint (or almost disjoint) copies as possible of the largest known code of length n and weight w . (Some partition obtained by repeatedly removing maxi mal independent sets is maximal.) We then look for a coloring of the remaining vertices with the greatest norm.
David Johnson [98] has developed a simulated anneal ing program for graph coloring, which attempts to maxi mize the sum of the squares of the color class sizes. Some of the partitions given in Table VI 8) The methods of 7) are only successful for n up to about 14. For n :2: 12 we also made use of Etzion and Van Pul's "Construction B" for combining partitions ( [68] ).
This construction works as follows. Given partitions IT(l, u) and TI(m , I') (for all u, O:o;u:o;min(l,w) and I' , 0:0; L :0; min (m, w» we construct a partition IT(n, w), where n = I + m, by repeatedly using the partitioning construction (cf. (40» . More precisely, start with two sufficiently long rows of empty buckets-the "odd" row and the "even" row. For each pair (u,t:) with u + [: = w we consider the given partitions IT(l,u)=(X,, . · ',Xr j ) and IT(m, c) = (Y" . . . , 0), and distribute the r , r 2 direct products X I X Y, into th e first r = max(r" (2) buckets in the row with the same parity as u, where each bucket gets miner"� ( 2 ) codes Xi X Y" such that no bucket contains two codes Xi X Y, and Xl' X Y" where i = i' or j = j'. The result will be that the buckets form a partition IT(n, w).
(At least , huckets are required because of the conditions i 1= i' and j 1= j'. A distribution into r buckets is possihle because the complete bipartite graph Kr j
•r ,
has an edge coloring with r colors') For example, take (n, w) = (12, 4) . Using partitions with index vectors rr(6, 0) = rr(6, 6) = (0, 7T(6, 1) = 7T(6, 5) = (1, 1 , 1, 1. 1, 0, rr (6, 2) = rr(6, 4) = (3, 3,3,3, 3), 7T(6, 3) = (4,4,4,4,2,2) we fill five buckets in the even row with l' 3 + 5· 3' 3 + 3·1 = 51 words each, and six buckets in the odd row with 7T(6, l)' rr(6, 3) + 7TC6, 3)' 7TC6, 1) = 40 words each, to obtain a partition IT02, 4) with index vector (5 1, 51, 51, 51, 51, 40, 40, 40, 40, 40, 40) .
Tahle VI gives the index vectors of the nontrivial parti tions used in constructing the codes marked "p O," "pI," "p2," "p3" in Table I . In view of 1) we only give parti tions TI(n, w) with w :0; n /2. The partitions marked "A" are given explicitly in the Appendix. Partitions known to be optimal are marked with an asterisk. For some values of n and w several different partitions ITiCn, w) (i = 1,2, ' , . ) are given (i is given in column 3), no one of which dominates any of the others. Tn many cases we have found other partitions besides those in Table VI 
)
Shortened TI(9, 3)
Shortened ITU5, 3) = (35,35, . .. , (13 times» of [55] .
Op timal and maximal partitions: We first show that the partitions marked with an asterisk in Table VI We must show that (4, 4, 4, 4, 4) and (4, 4, 4, 4, 3, 1) are impossible. Since C, has column sums 2, the last four vectors of the partition also have column sums 2, and are therefore equivalent either to C1 or to
The vectors of Cz cannot be partitioned 3 + 1, so the last four vectors of the partition are also equivalent to C" and the partition is (4, 4, 4, 4, 4) . Let the first class be C , . Then the four vectors 100011, 100101, 110001, 101001 have mutual distances 2 and each lies in a different one of the other four classes. It is now easy to check by hand that these classes cannot be completed. 7T(7, 3) = (7, 7, 6, 6, 5, 4) is optimal.
Proal' We know [rom Table IV that there do not exist three classes of size 7 . Also (7, 7, 6,6,6, 66.66,60,6054.45.44.40,26. 1 A 66.66.60.60.54.45.44.42,22,3 (3) * 20.20,20.20.20,20.20.20,20.20 impossible, for it would shorten to either 7T(6, 3) = (4, 4, 4, 4, 4) or (4, 4, 4, 4, 3, 1) . (Any class of size 6 must shorten in three ways to a class of size 4 and in four ways to a class of size 3.) Therefore (7, 7, 6, 6, 5, 4) is optimal.
This alsQ implies the optimality of 7T(8,4) = (14, 14, 12, 12, 10, 8) .
Second, we point out that there is no optimal partition 7T(10, 4). For 7T1(lO,4) = (30, 30, 30, 30, 30, 22, 22, 12, 2, 2) is maximal, as we now show, while 7T/1O, 4) = 00, 30, 30, 30, 26, 25, 22, 15, 2) We use the particular set of five given in Table IV 
2) Using their Construction B, Etzion and Van Pul [68] show that if fl is of the form 2k (k 2: 2) or 3· 2k (k :2: 2) and w is even then Theorem 14 can be replaced by A(n,4,w) 2: _ 1
From the partitions in Table VI (especially II z< 10, 4» this now also holds for n = 5·2 k (k :2: 2).
3) Romanov's construction [155] showing that A(16,3) 2: 2720 (see Tahle II) also uses partitioning. We write the codewords in the form (a, b), where length (a) = 9, length (b) = 7. On the left side a has weight 0, 3, 6, or 9, and we make use of Kirkman's partition 7T(!J,3) = (12, 12, 12, 12, 12, 12, 12) of the set of triples on 9 points into 7 disjoint copies d1 ,' • ',.47 of S(2, 3, 9) (see Tables IV, VI) . On the right we partition the set of all ]28 7-bit words into eight disjoint translates Jl' o, £1 ' .. , £7 of the [7, 4, 3] Ham ming code. Romanov's code then consists of the vectors (0, �J)' � X £, (1 S; i S; 7), and their complements.
VII. LOWER BOur'DS OBTAINED BY MODIFYING CODES WITH A LARGER MINIMAL DISTANCE
The following inequalities, due to Zinovicv [187] , Van Pul [149] , [150] , and Honkala et al. [94) , resemble those of Section V in requiring very little computation. They pro duce good lower bounds for codes with d = 6. We follow the treatment of Honkala et al. [94] .
Proof' Suppose -If attains the bound A(n, 2 15 , w). For any k-suhset S of thc coordinates let Cs denote the projection of C E if' into S, and let C:<; denote the projec tion onto the other coordinates. A new codc t's with length n' = n -k, d' = 28 -2g and w' = w -g is ob tained by taking all words C s for which C E if' and wl(c s) = i for some 0 S; i S; g, and complementing any g -i I's.
A counting argument shows that g L: It: sl=A(n,215,w) L: (�)(:-=-� ),
and a) follows. To prove h) we take all words Cs for which c E if' and wt(c s) = i for some g S; i :S k, and complement
The lower bounds on AC17,0,7) and AC18,6,7) in Table  I -B are obtained from Theorem 20a by taking g = 1 and if to be the Steiner system S (5, 8, 24) . The lower bounds on A (15, 6, 7) , A(l6, 6, 7) follow similarly using a particu lar choice of S.
A(n-2,d-2,w -l) 2: A(n,d,w). Proof" We modify the codewords c for a cade t' attaining A(n, d, w) as follows. If c ends with 00, comple ment the final 1, while if c ends with 11, complement the final O. Now omit the last two coordinates of all words.
The lower bounds A (22, 6, 7) 2: 759, A (22, 6, 11) :2: 2576+ follow by taking t' to be S (5, 8, 24) or the code attaining A (24, 8, 12) = 2576. Lexicographic codes are studied in detail in [44] , and we refer to that paper for the general theory. Here we just consider constant weight lexicodes, which give easily computed lower bounds on A(n, d, w) that are often reasonably good and in some cases give the best bounds known.
The constant weight lexicographic code (or lexicode, fo r short) with length n, Hamming distance d and weight w is obtained by starting with the empty code, considering all binary vectors of the given length and weight in lexico graphic order (beginning with 00 . . · 011 . .. 1), and adding them to the code if they have the desired Hamming distance from it. This is a "no-input" construction. The most remarkable example of a lexieode is the Steiner system S (5, 8, 24 ) (see [44] , [45] ); other examples are indicated by "x" in Table I .
Several variations are possible. The vectors of comple mentary weight n -w may be used instead, or the vectors may be considered in Gray code order, or both. For example A(25, 12, 9) = 25 and A (27, 12, 18) = 39 also arise as Gray lexicodes.
Another modification, a sum-constrained lexicode , only considers binary vectors (a O ,a1," ',a,,-I) that satisfy the
where s is specified in advance. For example the choice s = 21 produces thc Steiner system S (5,6, 12) ([44] , [45] ).
Other examples are given in Table VII . Although a con sidcrable amount of computing is needcd to discover the best value of s, once found this gives a succinct definition of the code.
A more powerful modification is to start with an initial set of vectors (the " seed") instead of thc cmpty set. Some codcs (labeled "xy" in Table 1 ) found this way arc best described in the condensed notation introduced in Sec tion XlI, and are listed in Table XVI . Others (indicated by "xh" in Table I ) are given in 
IX . CONSTANT WEIGHT CODES FROM TRANSLATES OF LINEAR CODES
A number of good constant weight codcs may be ob tained from translates of linear codes (and from translates of the Nordstrom-Robinson code, which behaves in many ways like a linear code). If it is an [n, k, d] binary linear code, let B(w)(lI} be the set of vectors of weight � in the
shows that
A not very systematic search through known linear codes has yielded the following cxamples. The 14 vectors ( 10000000000000) ( 11101011100000) (50) defines a [27, 7, 12] code (a less symmetrical code with these parameters is given in [87] ). Again we apply (49) to the code {i formed by omitting the last coordinate. With u = 0 we ohtain A (27, 12, 12) � 82 and with u = 92120 we get A (27, 12, 13) � 81. Table IX gives the weight distributions of the eosets of the [23, 12, 7] perfect Golay code ([132] , Chap. 2). The first column gives the number of cosets with the given [159] . We work inside the [24, 12, 8] ex tended Golay code . § and represent codewords of . § by 4 X 6 arrays called MOG's (or miracle octad generators). These have been described in several references (see [40] , [42] , [43] , [46]-[48] and especially [4 5 ], pp. 303-304) and we do not repeat the definition here. We label the first 8 coordinatcs as follows (cf. [45] , p. 316):
By deleting these 8 coordinates from the codewords of . § we obtain (two copies of) the [16, 11, 4] Hamming code cJfI", while the codewnrds of . § that vanish on these 8 coordinates yield the [16, 5, 8] first-order Reed-Muller code :J1!. Wc order the coordinates by reading down the columns, from left to right. When the Golay code defined by the MOG coordinates is read in this way it coincides with the lexicographic version of this code ([44] , [45] , p. 327).
Let .9Pj (0 � i � 6) The decomposition of ,2 into 8 translates of jf/ shows in particular that the 448 weight-6 words in cJfI" can be partitioned as
where each part has minimal distance 6 (see the i = 6 column of Table X ). There is however a better partition of these 448 words. Let ./; denote the words of . § that have exactly two 1 's in thc first 8 coordinates, in coordi nates (00, 0), (00, 1), (00,2), " " or (00,6), with the first 8 coordinates deleted. Similarly . /; is obtained from the words of ,9' that have 1 's in coordinates (0, 1) , (0, 2), . .. , (0, 6) ; ./3 from (1, 2), (1, 3),' . " (1, 6); � from (2, 3), (2,4), (2,5), (2,6); � from (3, 4), (3, 5) ,(3, 6); and ./;, from (4, 5) , (4, 6) , (5, 6 
consists of the words of . § having either two or four l's in the first cight coordinates, such that these 1 's are a subset or superset of {l, 3, 4} + j (mod 7) . 07 consists of the words of 5' with two or four 1 's in the first eight coordinates, such that these l's are either the set {2, 3} or are a superset of {2, 3,oo}. 0� and 09 are defined in the same way as 07 ' replacing 2, 3 by 4, 6 and 1,5 respectively.
Adding /ails to translates: Thc remaining codes in this section are found by adding tails to translates of the Nordstrom-Robinson and Golay codes. We denote by B,w the set of vectors of weight w in a translate of either of these codes by a vector of weight t. Thus IB, w l is given by the entry in Table IX or X in the column headed w and in the row in which the first nonzero entry occurs in column t.
The following codes in Table I A (20, 6, 6) 
Os is 5, where (B1)' (0 sis .9£ (7)'0000, <7';(")(1000) (1 sis 4) and (.98: )(f)(m11) (0 s j s 3), where ,qf (7)' is obtained by complementing the final 1 in each of the 30 weight-R words in .9£, and . «6) is defined above.
A (20, 6, 8 A (22, 6, 11 
A(23, 6, 5) � 147 = 7 X 20 + 7 from (B1)'(1000000), 000000000(1000000)(1110100), 0 sis 6.
The following codcs are similarly obtained from the [23, 12, 7] Golay code:
A (26, 8, 11 ) � 1 �5R:j: (B�111, Bi 110, B�o100, Bi 1 000),
A (27, 8, 11 ) � 2047:j: (BJll11, B( �111O, BJ10000),
A (27, 8, 12) � 3082:j: (BSl111, B(\ 11000, B(i200DO).
The final set of codes in this section come from the [24, 12, 8] A (26, 8, 10) ;:: 1519 = 759 + 760 is fou nd by starting with the 759 words BSll, and looking fo r a subset of the vectors uOO to adjoin. where u is obtained by comple menting any two 1's in a word of Rr\2. We take the 120+4X 160 = 760 words of Brl2 that havc at most a single 0 in a set of four coordinates (see Fig. 2 13 at distancc 8 from this set; they have the form u I 0, where u is the union of three words of weight 8 in 5 all at mutual distance 1\ (see [45] . Fig. 10 .1, [46] ) . By computer it was found that 752 of these vectors can be adjoined to the 2576.
A (27, 8, 1 2) � 3146:1: = 2576 + 210 + 3 X 120 is obtained from B(\200D and B( �1 11, modifying the vectors in BS that have at most a single I in a set of three coordinatcs.
X. CODES FROM PERMUTATION GROUPS
The codes in this section arc unions of orbits under a nontrivial permutation group. Let G be a permutation group permuting the symbols {1, . . ·,n}. The orbit of a vector x = (x I ' . . . , X n ) under G is the set of all vectors xg = (Xg( l p" ',Xgrn» , gEG.
We first discuss groups generated hy a single permuta tion 7T.
H 7T is a cycle of length n (equal to the length of the code), the code is a cyclic code, indicated by "c" in Tahle I. Orbit representatives are listed in Table XI. If 7T is a cycle of length n -1, the code is an extended cyclic code, or "cyclic with a fixed point," indicated hy "ec " in Table I . Orbit representatives are listed in Table  XII .
If the permutation consists of a number of cycles of equal length the code is quasi-cyclic (see Table XIII ). If there are i cycles of length 11 / i the code is indicated by "qi" in Table T .
The remaining codes defined by a single permutation ("polycyclic" codes) are listed in Table XIV , and indi cated by "pc" in Table 1 .
The final table in this section (Table XV) lists codes that are defined by a group G (of order g) having more than one generator. These group codes are indicated by "g" in Table I . The first column in A (27,12, l1 Orbit Representatives (0000 00 00 00 0 101 1 1)0, (0000 00 00 0 11000 11)0, (0000 00 0 11 0000 0 11 )0, (0000 00 00 00 0 II (01) I, (0000 00 1 000 I 00 10 I )0, (0000 00 0 101000 101)0, (0000 0 10000 101001)0, (0000 00 00 1010000 1)1, (0000 0 1001001000 1)0, (0000 10010000 1001)0, (000 1 000 1 000 1000 1)0
(1 110000 1000 101 10)0, (10110000 10110000 )1 (10010010001 1110101000 )1, (101000 111001 101 110000 )0 (0000 00 00 0 1001000 101001 11)0, (000 1000 1000 1 000 1000 1 000 1)1 (1000 1000101010000 0 110100)0, (0000 00 00 0 1100100101000 1 1)1 (0000 00 10 !(XIO I I 1100101 (01) A number of different computer programs were used to find the group-invariant codes described in this section. The following seems to be the most efficient method. Given a permutatiun group G, we first find its orbits on the O-element subset of the coordinates (there is only one!). Given representatives for the i-element subsets, we extend these in all possible ways by a singleton and find among the vectors thus obtained the (lexicographically minimal) represcntatives for the orbits on (i + I)-subsets.
At the same time this tells us how often each type of i-subset occurs in an (i + I)-subset of givcn type. This process is continued until representatives for the i-ele mcnt subsets with i :0:; w have been found. For (= w -d /2 + 1, we form a matrix B indexed by orbits of w-sets and (-sets, specifying how often a (-set is covered by thc vectors in a given orbit of w-sets. Orbits of w-sets for which the corresponding row of B contains an entry greater than 1 can be discarded.
We now define a graph on the remaining w-set orbits, joining two of them when they do not covcr the same (-set, i.e., when the corresponding rows are orthogonal. Orbit Representatives (U01 10101)(OOOII000 ), (000 11000 )(0101001 I)
(1 10100)(10000 0 )(1 10000 ). (0000 1 OXl lOlOO)(loooo l), (0000 1 1 X10000 I )(0101 00),(01 OlOl)(OI 0101 )(0000 00 ).
(OOOO OO Xoooo oo)( 111 I II) (000 1001 I I)(])()() I 01 101) (0000 1OlO1 1)(0000 0 1001 1) (lJOOO OO OO llOOI )(0000 0 1 010000 1) (01 O)(ooo )(OIJOXooI )(001 )(01 DXIOI )(000 )(000 ), (0 I 0)(000 )(000 )( I oo)(])()() ( I 00)(000 )(10 I )(01 0), (OOO )(OlO)( I 00)(000 )(000)(001 )(001)(000 )(01 I), (000 )(001 )( I 00J(])()() (1 1 O)(OIO)(ooo )(UOI )(000 ), (I I 1)(111 )(Ooo)(ooO)(ooo )(ooo )(ooo Xooo )(ooo ), (000)(000)( 1 1 1)(1 I 1)(])()())(ooo )(ooo Xooo )(ooo ) (R'f.
[105])
A(27,1O,7) > 11> (000 0101 1 1 )(0000 00 100)(010000 100), (000 1 000 11)(001010000 )(000 110000), (UOUOOUOOI )(00 I ()()()()O I )(10000 111 0), (000 001001 )(01 11001 00)(0000 00 00 I) A(28,1O,7) > 17 (0000 01 I){OOOOO I 0)(10000 1 0)(1 0000 0 1), (0000 011)(0100000 )(001 1000)(0 100100), (lX)(){)(J()() (OOOOOI I )(ooO IOOI)(ooo llOl), (000 1001 )(1001000 )(0000001)(001 1000), (I 10011)(1 1(00)( 10100)(10100)( 0000 0 ), (00100)(0000 1)(1 1 000 )(00100)(1 lOlO) A (26, 12, II) � 39 (000 100111 101 1)(000 1101D1()()()() , (000 11 1000 1 100)(0011000 101011),
A (27, 12, 8) " IS (001)(000)(01O)(000)(000)(00 1)(0I0)(101)(lOl).
(100)(010)(010)(001 1(000)( 110)(1 10)(000 )(000 ).
(01 1 1(000)( 01 0 A (14, 4, 6) :;,. 276:1:. Shortcn tf by taking the 275 words with a 1 in the first (Le., left-most) and tenth coordinates, and adjoin 58B.
A(l4, 4, 7) :;,. 317:1:. Shorten .g by taking the 314 words beginning lO, and adjoin BF, B4B, 3F80.
A (22, 6, 4) = 37. Take a Kirkman triple system of urder 15 ([14] , [30] ), i.e., a Steiner system S(2, 3, 15) in which the 35 blocks are partitioned into seven "parallel classes" (001000 )(011)(10), (11000 1)(100)(00), (101000 )(100)(01), , (0000 1 1)(100)(01), (1 00100)(011)(00), (011011)(000 )(00), (100100)(000 )(1 1), (10101 0)(000 ) (10) A(17,',6) = 17
• (111010000 00 0 )(100)(10). (100100100100)(011)(00), (101010101010)(000 ) (00) A(21,10,9) > 21 (1001 )(001 1)(1010)(0100)00101, (000 1)(0101)(0011)(001 1 )000 11, (lUIO)(oolO)(OOI I )(ool l)Olloo,(Ol lO)(ooll )(000 1)(0101)1000 1, (001 1 )(01 10)(1000 )(0101)01010,(0010)(0101)(01 10)(1001)1 1000 , 0111 )(0000 )(1 1 1 1)(0000)000 10,(00)(00)(00)(1 1)(00)(00)( 11 )(1 1)101 10 , (00)(1 1 )(00)(00)(1 1 )(1 1 )(00)(00) 1011 0 (RoC.
[ 105])
A(22,IO,1) = In (11100)(10010)(1 0000 )(1 0000 )00 ,(10000)(10000 )(00110)(01001)10, each contammg five disjoint blocks. Add one further point "at infinity" to each parallel class, yielding 35 words of length 22 and weight 4, and adjoin A(7, 6, 4) = 2 words on the 7 extra points.
A (22, 6, 5) � 132. In the weight 5 words of the [11, 6, 5] ternary Golay code, replace 0 by 00, 1 by 01 and 2 by 10.
A (28, 8, 5) = 33. Start with the affine plane AG(2, 5), containing 30 5-sets (the lines) on 25 points, and adjoin three points XI' X2, X3. Choose three noncollinear points P I ' P2, P3, and in the line P I P2 replace P I by X3, in the line P Z P3 replace Pz by X)' in the line P3 PI replace P3 by X3, and adjoin the 5-set PI P Z P3X1XZ' Repeat this with three further noncollinear points Q\,Q2, Q3 (replac ing Ql' Qz, Q3 in the three lines by X2 and adjoining Q I Q2Q3XIX3)' and again with three noncollinear points RI, Rz, R3, making sure that {PI' P2 , P3 , Q l' Q2 ' Q J }, {P\, P2, P3, Rl, R2, R3} and {QI, Q2, Q3, RI, R2, R3} are conics in the affine plane. The final code is shown in Fig. 1 .
A (20, 10, 8) = 17 is constructed in Fig. 2 . A(28, 10,6) = 16 follows by shortening the Steiner sys tem S(2, 6, 31) = PG(2, 5).
A(26,IO,9) 2 84 (0000 00 00 1 0000 0 1001 111011)(01), (0000 00 00 1000 101110000 111)(10), (0000 1001011000 1 101000 101)(00),(0000 1 000 11010000 1 000 1101) (01 ) A ( (00100 I 0101 1 1)(10000 00 00 00 I )(000 ), (0000 00 00 1111 )(000 101000 100)(0 1 0), (0000 00 100101)(10000 1001010)(100), (0000 1000 1 001 )(1000 1 0000 00 1)(1 1 0), (0000 00 0 1000 1)(1000 1 1 110 I 00)(000). (0000 11 0000 11 )(001 0000 0 1000 ) (011) A(21. 10,1O) 2 159 (0000 00 10000 1001111011 101)(000 ), (0000 0 1010011010010100101)(100).
(0000 1000 101000 10000 11111)(001), (0000 0 10101001000 100101 11)(001).
(0000 0 1101 000 101 1001000 11)(001), (0000 00 00 0 1 10101 1000 11001)(110).
(0000 00 1 100110000 00 1 10011 )(01 1), (001001001001001001001001)( 1 10) A ( (11010000 )(11010000 )(1100) (10) (0000 00 101101 )(001 100)(1 100)(1010, (OlJ(){)1 1 oooo l l )(100100)(1010)(00)1, (001 1001 1001 1 )(010101 )(0000 )(00)0.(010101010101)(0000 00 )(0000)(1 1)1.
(0000 00 00 00 00 )(1 11111)(0000 ) (11)1 A(25.I2,IO) > 28 (0000 00 101 101)(10000 1 )(001 1 )(01) I, (000 111000 1 1 1)(100100)(1010)(00)0, (001 1001 10011 )(101010)(nooo )(00)I,(00IOO1001001)(I 101 10)(0000 )(1 1)0.
(010101010101)(0000 00 )(01 01)(11)0,(0000 00 00 00 00 )(1 11111)(1 111)(00)0 A(26,12.1O) ;:>: )0
(1 111000 1 OOJ(XXl 1010000 1 10)00, every 41h �hift of (01 1 00110000 00( 100)(010)(1 00)(010)(001)(001 ).
0000 110000( 100)(001 )(010)(100)(010)(001). 0000 00 1 100(100)(001 )(001 )(01 0)( 1 00)(010), 0000 00 00 11 (100)(01 O)(oo l)(OOl)(OIO)(H){) , 10101 010 I 0( 111 )(000 )(000 )(000)(000 )(000 ), 1001010101 (000 )(1 11 )(000 )(000 )(000 )(000 ), 0110100101(000 )( 000 )(111)(000 )(000 )(000 ), 0101011010(000)(000 )(000 )(1 1 1)(000 ) (000 ) Finally Kaikkonen [105] observed that if n is even and
This is obtained by replacing 0 by 01 and 1 by 10 in the code attaining A(n, d), and 0 by 00 and 1 by 11 in the code attaining A(n, d, n /2). For example A(28, 12, 14) � A(14, 6) + A(14, 6, 7) = 106 . Many generalizations are pos sible, for example using ternary codes, but do not seem to lead to new records in the range of our tables.
XII. SEARCHING FOR CODES WITH A COMPUTER; CODES WITH NO KNOWN STRUCTURE
In preparing Table I we made use of several computer programs that searched for codes. Two kinds of programs were used, exhaustive search methods and heuristic (non exhaustive) methods. In discussing running times, besides the usual variables n, d, w and M (the number of rEEF TRA}o;SACT]ONS ON INFORMATIOj\" THEOHY, VOL. 36, No. 6, NOVEMBER 1990 codewords), we use U to denote (�.), the size of the universe of possible codewords.
Exhausth'e search methods: We explain our exhaustive search technique by describing the proof that A (14, 6, 7) = 42. A code with 42 words was constructed in Section III, so it suffices to show that no code exists with 43 words. In principle we must consider all possible subsets of 43 words from a universe of size U = ( 1 74 ) = 3432.
However, the size of this search space may be greatly reduced. First, from (5), any code attaining A(J4, 6, 7) = 43 must contain a subcode e with 11 = 1 3, d = 6, W = 7, M = 22, and e must contain a subcode C" with 11 = 12, d = 6, W = 7, M = 11. A previous exhaustive search has determined that there are precisely 95 inequivalent choices for C". We may now restrict our search to codes that contain one of these codes as the first 11 words.
Next, we need not consider every subset of the weight-7 14-bit vectors as a possible code. Only sets of vectors with all pairwise distances � 6 need be considered. All such sets may be generated by a standard backtracking algo rithm, indeed in lexicographic order.
The search space may be further reduced by noticing that any M-word code C has M!n!/ IAut (C)1 isomorphic versions (obtained by permuting the 11 coordinates and the M codewords). We wish our search to find exactly one (or at any rate very few) of the codes in each such equivalence class. The M! factor is avoided by requiring that any code generated must be in lexicographic order-a condition readily incorporated into the backtracking algo rithm. A large part of the n! factor is automatically removed by the fact that the first 11 words form one of the subcodes C" previously mentioned, and the first 22
words form a sub code C.
More generally we may require all generated codcs to be in "canonical form": namely lexicographically least under any permutation of coordinates and corresponding resorting of codewords, while preserving the property that the Johnson suhcode A(11 -1, d, w) lies in the first n -1 coordinates and constitutes the first r(n -w)M /111 words (and so on recursively for the subcodes of this code, ... ).
Proving that a code is canonical is difficult, but some simple tests can readily show that a code is not canonical. If any dcparture from canonical form does occur during the backtracking, we may immediately prune that branch of the search.
The combination of all of these ideas made this initially intractable search problem solvable (in less than 18 min utes on an IBM 3090 model S computer, including the time to generate the 95 inequivalent codes C"), using a program written in a combination of Fortran and TBM-370 assembly language. The search tree contained about 90 million nodes, 309704 of them being codes e with n = 13, d = 6, w = 7, M = 22 (we did not attempt to sort these into equivalence classes). Other exact values of A (n,d,w) found in this way are given in Table III .
Heuristic search methods: For problems too large to be attacked by exhaustive search, we must be content with heuristic algorithms. Perhaps the most straightforward heuristic is simply to run the exhaustive search described above, or a variant of it, performing an incomplete search, and keep the best code found.
Often we are given a good partial code (obtained for example by shortening another code), and wish to com plete it. Several heuristic methods are available. The lexicographically least code containing some given "seed" subcode is readily found in O(UM) steps. A similar, but more powerful code-extension heuristic is "m inimal degree lexicography." Consider the H-vertex graph fo rmed by the H holes in a partial code (two vertices being joined by an edge if the corresponding vectors differ in less than d places). Remove the lexicographically least vertex of minimal degree from this graph (as well as all its neighbors), and place it in the code; continue doing this (using the sequence of successively smaller graphs that arise) until no further augmentation is possible. This procedure takes O(UM + H 2 ) time.
A simple probabilistic variant of these two methods uses "coin tossing." Namely, each time the extension heuristic could add a new vector to the current code, we toss a (possibly biased) coin, and add the vector only if the coin toss comes up "heads." Otherwise ("tails") we dis card the vector and continue. Alternatively, deterministic skip-selection methods (such as a systematic backtrack search, or a greedy procedure) may be used.
Another kind of approximate optimization is based on "local search." We say that a code is "k-optimal" if its cardinality cannot be incrcascd (while maintaining the minimal distance) by deleting k words and adding holes. Thus lexicodes (and other codes found by a greedy algo rithm) are O-optimal, while codes attaining A(n, d, w) are k-optimal for all k. If k is small then an M-word code C may bc tested for k-optimality (and if not k-optimal an improvement found) in O(UM + (�t�i )kn time, where T is the size of the following bipartite graph.
This graph, which is constructed at the beginning of the search, has two sets of vertices, a blue vertex for every codeword of C and a red vertex for every vector not in C that "bites" (Ijes at distance less than d from) k or fewer words of C; an edge joins each such vector to the code words that it "bites." Oncc this graph is constructed, no further hole-finding need be done.
We now consider all possible k-subsets S of C (the blue vertices), and see if their deletion will increase the size of C, using a trivial exhaustive search among the red vertices that are connected only to S.
The following " polishing" procedure was often able to improve even thesc k-optimal codes. We begin by con structing the bipartite graph described above, maintaining the red vertices (those not in the code) in a queue. If there is a red vertex h of degree 1 we exchange h with the codeword c to which it is connected, adding h to the code in place of c, which is placed at the end of the queue. When there are several choices for h we choose the one closest to the front of the queue, i.e., which has been out of the code longest. This procedure is then repeated. If after some fixed number (e.g., 1000) of itera- (1 .2.3,4.5.6.7)(8.9.10.11.12.\3.14).
(1.14)(2.12.5.13.3.10) (4.8.6. 11.7,9) (1,2,3, ... ,13), (1,2,4,8,3,6.12 .1 1,9.5.10,7)
(1,2,3,4,5,6.7)(8,9,10,1 1, 12, 13, 14) , tions the code has not bccn improved, the vector at the front of the queue is added to the code and its neighbors are removcd and placed at the end of the qucue (tempor arily decreasing thc size of the code).
2) Perturb every codeword by "pushing" it until it is lexicographically as small as possible.
In the range of our tables we are able to achieve k-optimality for values of k ranging 2·-5. A less conserva tive attack would allow k-alterations for much larger values of k, considering only a small fraction of possible k-scts, without trying to achievc k-optimality. One such heuristic code-improver is the following.
1) Perform a permutation on the coordinates of the code.
3) Sort the (pcrmuted and pushed) codewords into lexicographic order.
4)
Remove the (lexicographically) last k words [rom the code, and attempt to replace them by marc than k words, using somc exhaustive or heuristic search method.
5) Go back to
Step 1) (and repeat as many times as desired).
In this procedure onc can use very large values of k, e.g., 20% of the codewords. This is one of a class of possible optimizers that work on the principle of "cut a hole in the code, then refill it." The additional step of "pushing" codewords in order to artificially "expand" the hole can further increase the power of the heuristic.
XVI. Most of these codes are at least 2-optimal. They are described in compressed notation, obtained as follows.
The words are first sorted into lexicographic order, yield ing a sequence of words c]> C 2" •• , C M (say). The com prcssed notation for this code is (£1'1,£1'2'" ·,a M ). To find a i (I :s; i:s; M), let U1,U2, '" be the list of all vectors, arranged in lexicographic order and fo llowing C i-I in the The codes labeled " y, " " ya,
" or "yd" in Table I were obtained by one or more of the previous methods. Those with fewer than 1500 words are listed in full in Table A(n, d, w) in the range of our tables should be attained by a code with some mathematical structure. Exp erience has shown that sooner or later most random codes in this range are superseded. We hope this will happen to the codes in Table XVI . Table II -D, A(16. 10, 7) = A(16, 10, 9) = 4 (not 3). In Table III -A, TO, 2, 7, 16. 10) = 8 (not ::::; 6), TO. 3, 7, 16 , 10) = 12 (not ::::; 9), T(I, 4, 7, 16 , 10) = 16 (not ::::; 12), T(1,S, 7, 16, 10) = 16 (not ::::; 15). In Table III-D,   T(2 , 4, 7, 16,10) ;;. 1 9 (not ::::; 18). We do not at present know how these errors affect the upper bounds in [l3]
(nor papers such as [180] that make use of these bounds). Until fu rther checks are made, all the upper bounds in [13] for codes with d = 10 obtained by linear programming should be regard cd with suspicion. We have also been 01111 00000 00000 00000 00000 001 00000 11111 00000 0000 0 0000 0 000 00000 00000 11011 0000 0 00000 100 00000 00000 00000 11111 00000 000 00000 00000 00000 00000 10111 010 10000 00000 10000 10000 10000 001 '1 01000 01000 01000 01000 01000 000 ,00100 00100 00100 00100 00100 000 00010 00010 00000 00010 00010 100 00001 00001 00001 00001 000 01 000 10000 01000 00100 00010 00001 000 01000 00100 00010 00001 10000 000 00100 00010 00001 10000 01000 000 00010 0000 1 10000 01000 00100 000 00001 10000 01000 00100 00010 000 10000 00100 00001 01000 00010 000 01000 00010 10000 00100 00001 000 00100 00001 01000 00010 10000 000 00010 10000 00100 00001 01000 000 00001 01000 00010 10000 00100 000 10000 00010 01000 00001 00100 000 01000 00001 00100 10000 00010 000 00100 10000 00010 01000 00001 000 00010 01000 000 01 00100 10000 000 00001 00000 10000 00010 01000 010 10000 00001 00010 00100 01000 000 00000 10000 0000 1 00010 00100 001 00100 01000 10000 00001 00010 000 00010 00100 01000 10000 00000 010 00001 00000 00100 01000 10000 100 11000 10000 00000 00000 00000 110 00000 00100 00000 00000 01001 101 00000 00010 00 110 00000 00000 011 unable to recover the "miscellaneous construction" of [13] that produced A (18, 6, 6 ) � 144, and in the present paper havc rcplaced it by A (18, 6, 6 ) � 132. In [13] , p. 89, col. 2, the words "equivalent to determining D(t, k, 1'), where" are illegible in some copies. In (5), Iinc 5, change 197 to 297.
In [44, (5) ], the range is a ' < a, b' < b. On page 348 the last line of Table XIII should read .1 (24, 10, 12) � 80.
In [45] , p. 141, caption to Fig. 5 .1, the length of code is 11 (not 10).
In [50], p. 12, line 21, Ifl21 = 112952 (not 1i'101).
In [72] , p. 40, TO , 6, 6, 15, 10) = 8 (not 7). On p. 40, column 1, linc 3, change 554 to 553. In Table IV , A(16, 10, 7) = A(i6, 10, 9) = 4 (not 3).
In [147] , A � = 56 (not 9lJ).
In [150] , Table 2 , A(19, 4, 5) � 644 (not 664) .
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TFFF TRANSACTIO]\' -S ON IKFORMATION I HbORY, VOL. 36, l'O. 6, NOVTMDER 1990 APPENDIX ) ( ,(l2,5) = (80,80,80,80,75,72,7 1 ,69,63,55,40,23,4) 132, 132, 120,1 20,1 10,94,90,76,36, 14) , l1onn=99952 ltJ (12.6) = (132,132,120,1 10,1 10,97,9 1,75,47, 10 (65,65,65,65,62,6 1,60,57,57,53,52,45,8) 1t2 (13,4) = (65,65,65,65,62,6 1,60,58,55,54,52,45,8) 1t 3 (13,4) = (65, 65, 65, 65, 62, 60, 60, 58, 57, 54, 49, 47, 8) 1t4 ( l3,4) = (65,65,65,65,62,60,60,5 8,57,56,53,37, 1t, ( 13,4) = (65,65,65,65,62,62,60,59,56,55,49,40, 12) 1t6( l 3,4) = (65,65,65,65,62,6 1,61,59,58,54,50,32, 1 8) , norm=4 1795 )( 2( 1 3,6) = (166, 166, 160,156,144, 142.138, 137. 131,120, 106 )(, (13, 6) = (166, 166,160, 156,143,142,138, 1 36, 130, 120, 111,97,5 1 (166, 166, 16 0,156, 145,144, 137, 132, 1 27, 118,1 11,98,56) ]"(4( 14.4) = (9 1, 91, 91, 91, 82, 79, 78, 77, 75, 72, 67, 62, 45) (109, 109,105, 156, 155 ,153,151,147, 143, 137,134, 120,1 12,76, 15) 169,169. 165,156,155,153,151.147,142, 1 37,133, 124, 1 09,75, 16, 1 The digit-string giving the code-numbers (or "colors") is in a constant-width font with 80 characters per line, and the colors are represented by 1, 2, 3, ' . " 'I, A, B, C, ... .
