The most widely used acoustic unit in current automatic speech recognition systems is the triphone, which includes the immediate preceding and following phonetic contexts. Although triphones have proved to be an efficient choice, it is believed that they are insufficient in capturing all of the coarticulation effects. A wider phonetic context seems to be more appropriate, but often suffers from the data sparsity problem and memory constraints. Therefore, an efficient modeling of wider contexts needs to be addressed to achieve a realistic application for an automatic speech recognition system. This paper presents a new method of modeling pentaphone-context units using the hybrid HMM/BN acoustic modeling framework. Rather than modeling pentaphones explicitly, in this approach the probabilistic dependencies between the triphone context unit and the second preceding/following contexts are incorporated into the triphone state output distributions by means of the BN. The advantages of this approach are that we are able to extend the modeled phonetic context within the triphone framework, and we can use a standard decoding system by assuming the next preceding/following context variables hidden during the recognition. To handle the increased parameter number, tying using knowledge-based phoneme classes and a data-driven clustering method is applied. The evaluation experiments indicate that the proposed model outperforms the standard HMM based triphone model, achieving a 9-10% relative word error rate (WER) reduction. key words: wide phonetic context model, pentaphone, HMM/BN acoustic model
Introduction
Today's state-of-the-art automatic speech recognition (ASR) systems achieve very good performance in controlled conditions. There are, however, still many challenges to overcome before ASR systems can reach their full potential through widespread use in everyday life. For the best systems, reported results on the 1999 DARPA Broadcast News Benchmark tests showed that error rates on the spontaneous speech portion of the test set were nearly double those of the planned, studio-recorded conditions [1] . There are many factors such as channel effects, speaking style, careless pronunciation, etc., which can cause performance degradation. Experimental results in [2] demonstrated that the style of speech (acoustic variation) is the dominant factor in the recognition error rate. The existing acoustic models (AM) still have a limited capability to handle the coarticulation effects that exist in everyday conversational speech.
Coarticulation is an acoustic and articulatory variability that arises when the articulatory patterns of neighboring speech segments overlap. It is a fundamental part of language sound systems that allows for dynamic transitions between adjacent phoneme segments (both within and across words) that perhaps make speaking easier [3] . As a result, phonemes can have very different waveforms when produced in the context of other phonemes [4] . An acoustic model that can accurately capture these coarticulation effects is obviously needed in largevocabulary speech recognition systems (LVCSR). The wider the unit models, the better the capturing of the coarticulation effects [5] . Word unit models are impractical for LVCSR systems due to the large amount of training data needed, the large decoding search space, and the inefficiency for expanding the vocabulary system. Syllable-based [6] , [7] and multiphone [8] units are smaller than words, both in number and duration, though there are still too many of them and, like words, they lack generality [9] . For example, in the large SWITCHBOARD (SWB) corpus, there are about 9,000 syllables appearing in the training database, but over 8,000 of these have fewer than 100 training tokens [7] . The phonetic units are thus a natural choice since there are only a few of them and their frequency of appearance in the training data is much higher. A standard solution to the coarticulation problem is to extend the phonetic units to include context [10] . Most of the current LVCSR systems use the context-dependent triphone as the fundamental acoustic unit. Context-dependent triphone units have the same structure as context independent phonetic (monophone) units, but are trained on data with immediate preceding and following phonetic context information [9] .
Although such triphones have proved to be an efficient choice, it is believed that they are insufficient for capturing all of the coarticulation effects. These effects may come not only from the first preceding/following contexts, but also from further neighboring contexts. In [11] , it was found that a vowel may influence not only the preceding consonant but also the vowel before the consonant. Records of /eli/ and /ela/ or /ebi/ and /eba/ showed that the articulatory setting for /e/ was different according to the second vowel in the sequence: the tongue rose higher and nearer to the /i/ in /eli/ and /ebi/ than in tokens in which the last sound constituted an /a/ [12] . Other studies also found that English consonants such as /l/ and /r/ exert long-distance coarticulation effects across syllables, or "resonance" [13] , [14] . Thus, by incorporating something wider than the triphone context, more than just one preceding and one following phonetic context is taken into account, which is expected to lead to an imCopyright c 2006 The Institute of Electronics, Information and Communication Engineers provement in the performance of such an acoustic model.
Many researchers have tried to improve acoustic models by incorporating a wider-than-triphone context, such as a tetraphone, quinphone/pentaphone, or more [15] , [16] . To date, the IBM, Philips/RWTH, and AT&T LVCSR systems have been quite successful in using pentaphone models [17] - [19] . To properly train the model parameters and use them in cross-word decoding, a huge amount of training data and memory space are required. However, such resources are usually not available. If only limited training data is available, context resolution may be lost due to nonrobust parameter estimation and an increased number of unseen contexts. If we also face a memory constraint, the use of the cross-word wide-context model may become cumbersome and sometimes even impossible [20] . For large-scale systems, then, a simple procedure to avoid decoding complexity is to apply the wide-context models in the rescoring pass. In this case, the decoding will use knowledge sources of progressively increasing complexity to decrease the size of the search space [21] . Another possibility is to use only intra-word wide-context units [18] . In [22] , it was proposed to compile wide-context-dependent models into a network of Weighted Finite State Transducers (WFST), so the decoding process is completely decoupled from dealing with the wide context. However, when higher-order models are used, difficulties lie in the compilation itself. The work in [20] was thus conducted in an attempt to simplify the compilation method.
In essence, incorporating wider-than-triphone-context units often leads to additional improvement, but it requires large training data and makes the training and decoding difficult. On the other hand, the simpler model is more reliable but less precise in capturing the coarticualtion effects. Therefore, an efficient modeling of the wide-context unit, which can maintain the balance between the context resolution and training data size, is one important problem that needs to be addressed to achieve the realistic application of an ASR system.
Over the last decade, the Bayesian Network (BN) has become a popular method for encoding uncertainty in artificial intelligence. It has also been found to be very powerful in solving various data analysis problems in areas such as expert systems, decision support systems, and pattern recognition [23] . A BN can readily handle incomplete data sets; it allows one to learn about causal relationships; it is well structured and easy to represent; it facilitates the combination of domain knowledge and data; and lastly, it offers an efficient and principled approach for avoiding over-fitting data [24] . With a BN, since it is possible to associate an arbitrary set of variables with each speech frame or HMM state, it is easy to construct models in which phonetic state information is augmented with other variables [25] . That is why, recently, many researchers in speech recognition use a BN to incorporate additional knowledge, such as articulatory features, sub-band correlation, or speaking style [26] - [29] . Another advantage of a BN is that additional features that are difficult to estimate reliably during recognition may be left hidden, i.e., unobservable.
The approach we propose in this paper is based on the hybrid HMM/BN model [25] , which allows us to incorporate a wider-than-triphone context by utilizing the advantages of a BN. The probabilistic dependencies between the triphone context unit and the next preceding/following contexts are learned through a BN, and the wide context state output probability distribution can be modeled. The advantages of this approach are that we are able to extend the modeled phonetic context within the triphone framework, and we can use a standard decoding system by assuming the next preceding/following context variables hidden during the recognition. In this study, it is first assumed that the next preceding and following contexts affect mainly the outer HMM states and we only modify those states' pdfs. Then we try to extend the approach to include the inner states of the triphone HMM model. To improve the robustness of the parameter estimation, the standard approach is to tie some state output probability distributions. In this study, we apply Gaussian tying using both knowledge-based and data-driven clustering techniques.
In the next section, we briefly describe the hybrid HMM/BN background followed by the structure of the hybrid pentaphone HMM/BN model. Parameter reduction with phoneme classes and clustering methods is described in Sect. 4. Details of experiments are presented in Sect. 5, including results and a discussion. A conclusion is drawn in Sect. 6.
Hybrid HMM/BN Background
The HMM/BN model is a combination of an HMM and a BN. The temporal characteristics of speech are modeled by the HMM state transitions, while the HMM state probability distributions are represented by the BN. A block diagram of the HMM/BN is shown in Fig. 1 , with the HMM on top level and the BN underneath.
This model is described by two sets of probabilities: HMM transition probabilities P(q i |q j ) and the joint probability distribution of the BN P(Z 1 , . . . , Z K ), where Z k , k = 1, . . . , K are the BN variables. The BN joint probability density function (PDF) can be factorized as:
where Pa(Z k ) denotes the parents of variable Z k . It is also possible to use different kinds of BN structures for different sets of HMM states. Figure 2 shows a simple example of a BN structure with three variables, where variable Q represents the HMM state, X represents the spectrum observation variable, and Y represents any other additional information, such as pitch, articulatory positions, speaker gender, context information, etc. Here, Q and Y are discrete variables denoted by square nodes, and X is a continuous variable denoted by a circle node. The dependency between two variables (parent and child nodes) is denoted by an arc and is described by a conditional probability function. Since it is usually difficult to automatically learn the BN structure, it is designed manually based on our knowledge about the data.
In a conventional HMM, the state PDF is usually represented by Gaussian mixture density and the state output probability is obtained as:
where b m is the mixture weight for the m th mixture in the state q i , and N(.) is a Gaussian function with mean vector µ m and covariance matrix Σ m . In the case of the HMM/BN model, as that of Fig. 2 , the state PDF is the BN joint probability model that can be expressed by a chain rule, according to Eq. (1):
thus the state output probability, when all the BN variables are observable, is simply:
However, if the additional variable Y is hidden, then the state output probability is calculated by marginalization over Y: where for simplicity, we use these x t , q i , and y n notations instead of X = x t , Q = q i , and Y = y n , respectively. Here, we can see that Eq. (5) is equivalent to the state output probability of the conventional HMM of Eq. (2) 
Hybrid Pentaphone HMM/BN Model
In our pentaphone HMM/BN model, the HMM at the top level corresponds to the triphone-context acoustic unit and has three states. The BN at the bottom level is used to model the probabilistic dependencies between triphonecontext units and the second preceding/following contexts represented by different BN variables. Let /a − , a, a + / be a triphone context, then the corresponding pentaphone threestates left-to-right HMM/BN structure becomes the one shown in Fig. 3 .
If we extend the conventional triphone HMM with additional second preceding and following contexts, we have a pentaphone context like
The left, center, and right state output probability distributions can be represented by three different BN topologies as shown in Fig. 3 Hybrid pentaphone HMM/BN structure. The state PDF of the pentaphone HMM/BN model is the BN joint probability model, which is expressed as:
where it depends on the second preceding or succeeding context C. When C is observable, the left/right state output probability is simply:
However, since the second preceding/following context C (C L or C R ) is assumed hidden during recognition and the left/right state output probability is then calculated by marginalization over C:
where for simplicity, we use these x t , q i , and c n notations instead of X = x t , Q = q i , and C = c n , respectively. P(c n |q i ) is the probability that the state q i has the second preceding/following contexts c n , and P(x t |c n , q i ) is the probability of observation x t given that we are in the state q i having the second preceding/following contexts c n . Here, we can see that Eq. (8) is equivalent to the state output probability of the conventional HMM of Eq. (2) if we treat the term P(c n |q i ) as a mixture weight coefficient for the Gaussian component P(X|c n , q i ). Next, we attempted to incorporate the wide context dependencies into the center state of the triphone HMM model. The state BN topologies for this case are shown in Fig. 5 . The BN L and BN R are the same as before, while BN C has two additional context variables: the second preceding (C L ) and the second following (C R ) contexts. Since all states have wide-context variables, we call this model LRC-HMM/BN.
The output probability for the left/right state is obtained as in LR-HMM/BN. Here, the center state output probability is obtained from the BN C assuming also that both additional variables C L and C R are hidden during recognition and take N L and N R values:
where for simplicity, we use these x t , q i , c l , and c r notations instead of X = x t , Q = q i , C L = c l , and C R = c r , respectively. P(c l |Q)P(c r |q i ) are the probabilities that the center state q i has the second preceding and following contexts (c l and c r ), and P(x t |c l , c r , q i ) is the probability of observation x t given that we are in the center state q i having the second preceding and following contexts, c l and c r , respectively. Here, we can see that Eq. (9) is also equivalent to the state output probability of the conventional HMM of Eq. (2) if we treat the term P(c l |q i )P(c r |q i ) as a mixture weight coefficient for the Gaussian component P(X|c l , c r , q i ). Using these expressions (Eqs. (8) and (9)), we can perform recognition using the existing triphone HMM based decoders without any modification.
The training procedure for the hybrid pentaphone HMM/BN model is based on the Viterbi algorithm as described in Sect. 2. Since all variables, including triphone state Q, second preceding (C L ) context, second following (C R ) context and feature variable X, are observable during training, only simple ML parameter estimation is applied on the training of the state BN at step 3 of the algorithm.
Parameter Reduction
According to Eqs. (8) and (9), for each value c n of the second preceding/following phonetic context C, there is a corresponding Gaussian component. An example of observation space modeling by BN R is shown in Fig. 6 . If we use a 44-phoneme set (including silence) for the English ASR, it means that the second preceding/following phonetic context C has 44 possible values (C = c 1 , c 2 , . . . , c 44 ) , thus the total number of Gaussians for each left/right state may become 44, and the total number of Gaussians for each center state of LRC-HMM/BN may become 44 2 = 1,936. If the amount of training data is not enough to obtain a reliable estimate of the increased model parameters, the overall performance may degrade significantly. It is therefore necessary to reduce the number of Gaussians. Here we attempt both knowledge-based phoneme classes and data-driven clustering techniques.
Knowledge-Based Phoneme Classes
This is a method where specific knowledge of the unit contexts is explicitly used to guide the classification procedure [30] . Here, we structure the phoneme contexts into a tree based on major distinctions in the manner of articulation. Many phonemes having the same location of articulation tend to have similar effects on the neighboring phonemes. For example, /b/ and /p/ have similar effects on the following vowel, while /n/ and /m/ also have similar effects on the following vowel. The main terminal nodes of the phoneme tree that we used here are: plosives (example: /b/, /p/, /k/, /ch/), nasals (example: /n/, /m/), fricatives (example: /f/, /s/), laterals (example: /l/), trills (example: /r/), and vowels (example: /a/, /i/). Considering also the amount of training data, each of these terminal nodes is divided into more detailed nodes, such as plosive bilabials, plosive velars, and fricative glottals. Based on this tree, we can cluster N (N L or N R ) second preceding/following contexts into L classes where L < N.
Data-Driven Clustering
Data-driven clustering is also a common approach for parameter tying. Instead of clustering the data based on specific knowledge, they are clustered based on some similarity measure regardless of what phonetic context they represent [23] . Initially, each Gaussian is placed in a separate cluster, then the pair of clusters which would form the smallest resultant cluster when combined are merged. The distance metric is determined by the Euclidean distance between the Gaussian means. This process is repeated until the total number of clusters falls below a certain threshold. With this clustering technique, we can set up any total number of Gaussian components, such that it will correspond to an average of any fixed number of mixture components per state.
Experimental Results and Discussion
Our baseline triphone HMM acoustic model is trained on more than 60 hours of native English speech data from the Wall Street Journal (WSJ0 and WSJ1) speech corpus [31] . A sampling frequency of 16 kHz, a frame length of a 20-ms Hamming window, a frame shift of 10 ms, and 25 dimensional feature parameters consisting of 12-order MFCC, ∆ MFCC, and ∆ log power are used as feature parameters. Three states were used as the initial model for each phoneme. Then, a state level HMnet is obtained using a successive state splitting (SSS) algorithm based on the minimum description length (MDL) criterion in order to gain the optimal state topology in which triphone contexts are shared and tied at the state level. Details about MDL-SSS can be found in [32] . Here, the length of the HMnet path for each triphone context is kept to three states. The total number of states is 1,144 with four different versions of Gaussian mixture component numbers per state: 5, 10, 15, and 20. Each Gaussian distribution has diagonal-covariance matrix.
The performance of the models was tested on the ATR Basic Travel Expression Corpus (BTEC) [33] , which is quite different from the training corpus. In this study, we ran- Next, we also evaluated the hybrid pentaphone LRC-HMM/BN model and trained the BN C with both second preceding and following contexts as additional discrete variables. The left and right state (BN L and BN R ) are the same as the hybrid pentaphone LR-HMM/BN. The HMM/BN state topology, the total number of states, and the transition probability are all also the same as those of the baseline. The initial HMM/BN model used a 44-phoneme context set for C (C = c 1 , c 2 , . . . , c 44 ). During training, there were some phoneme contexts c n that did not exist due to grammatical rules or were unseen in the training data, which after training resulted in about 412 Gaussians on average per center state and 30 Gaussians on average per left/right state. The average for the final hybrid pentaphone LRC-HMM/BN model was about 142 mixtures per state. To reduce the number of Gaussians, we clustered the 44-phoneme-context set into 30, 20, 10, and 6 classes using knowledge-based phoneme clustering. As a result, the hybrid pentaphone LRC-HMM/BN models had 108, 70, 29, and 13 component mixtures, respectively. The results of the pentaphone LRC-HMM/BN with different kinds of phoneme class sets are shown in Fig. 8 .
By only changing the probability distribution of states to incorporate a wider phonetic context through BN (and keeping the other parameters the same), we obtained improved recognition performance. The pentaphone LR-HMM/BN with 30 classes is the best, and further reducing the number of parameters degrades the performance. Nevertheless, the worst performance is still better than the baseline. The pentaphone LRC-HMM/BN with a 44-phoneme set (142 mixtures per state) performed only slightly better than the HMM baseline due to the huge number of parameters. By reducing the number of Gaussians, the resulting performance can be improved from 88.05% to 88.82%. This best performance of the pentaphone LRC-HMM/BN is obtained with 10 classes (29 Gaussians per state). For the optimal size of C L and C R using the knowledge-based phoneme clustering, both LRC-HMM/BN and LR-HMM/BN models achieved similar performance.
To be able to compare the pentaphone HMM/BN model and the baseline having exactly the same total number of Gaussians, using data driven clustering we reduced the size of the initial HMM/BN model to correspond to a 5-, 10-, 15-, and 20-mixture component baseline. The center state of the pentaphone LR-HMM/BN also had the corresponding mixture component size. The results of the triphone HMM baseline, the pentaphone LR-HMM/BN, and the pentaphone LRC-HMM/BN are shown in Fig. 9 .
It can be seen that within the same number of parameters, both types of pentaphone HMM/BN outperformed the baseline. The best performance of the pentaphone LR-HMM/BN is obtained with 15 Gaussian mixtures, which gives about a 9% relative word error rate (WER) reduction, while the best performance of the pentaphone LRC-HMM/BN is obtained with 20 Gaussian mixtures, which gives about a 10% relative word error rate (WER) reduction. On average, both the LRC-HMM/BN and LR-HMM/BN models also achieved similar performance as before, indicating that both knowledge-based and data-driven clustering techniques are equally efficient in reducing the number of Gaussian components.
Previously, there were experimental results by another researchers showing that a model with a varied number of mixture components often outperforms a model with a fixed number of mixture components, where both models have almost the same total number of Gaussians [34] . To investigate whether the superior performance of our proposed models is mainly not due to that reason, we conducted ad- ditional experiments with the triphone HMM model with a varied number of mixture components per state that is trained by simply assigning the number of mixture components per state depending on the amount of training data for that state, and the LR-HMM/BN with a fixed number of mixture components per state trained by applying datadriven clustering for each state. With both having about the same 15 mixture components per state, their performances were compared with the baseline and the previous pentaphone HMM/BN models, and the results of which are shown in Fig. 10 . The performance of the LR-HMM/BN with a fixed number is still better than the triphone models with a varied number of mixture components. This indicates that the coarticulation variability is higher than most of the other variability factors. Thus, by explicitly conditioning each Gaussian on such pentaphone-context dependency, instead of just implicitly learning it by the EM algorithm, we can better model the overall PDF, effecting an improvement in performance.
Conclusion
We have demonstrated the possibility and benefits of utilizing the wide-context dependency based on the HMM/BN acoustic modeling framework. With this method, we can easily extend the conventional triphone model to cover a wider context where the additional knowledge of pentaphone-context dependency is incorporated into triphone state PDF by means of the BN. Beneficially, we can impose a kind of knowledge-based structure so that the state PDF can be learned more specifically and precisely. On the issue of recognition, if we lack an appropriate decoding for the pentaphone HMM/BN model, we still can use the standard decoding system without any modification, while the second preceding/following context is then assumed hidden and the state output probability calculation can be reduced to that of a Gaussian mixture. The recognition results indicate that ASR system performance can be improved with the proposed hybrid pentaphone HMM/BN model, even when it has the same number of Gaussians as the baseline triphone HMM.
