Abstract. Content-based video retrieval systems (CBVR) are creating new search and browse capabilities using metadata describing significant features of the data. An often overlooked aspect of human interpretation of multimedia data is the affective dimension. Incorporating affective information into multimedia metadata can potentially enable search using this alternative interpretation of multimedia content. Recent work has described methods to automatically assign affective labels to multimedia data using various approaches. However, the subjective and imprecise nature of affective labels makes it difficult to bridge the semantic gap between system-detected labels and user expression of information requirements in multimedia retrieval. We present a novel affect-based video retrieval system incorporating an open-vocabulary query stage based on WordNet enabling search using an unrestricted query vocabulary. The system performs automatic annotation of video data with labels of well defined affective terms. In retrieval annotated documents are ranked using the standard Okapi retrieval model based on open-vocabulary text queries. We present experimental results examining the behaviour of the system for retrieval of a collection of automatically annotated feature films of different genres. Our results indicate that affective annotation can potentially provide useful augmentation to more traditional objective content description in multimedia retrieval.
Introduction
The amount of professional and personal multimedia data in digital archives is currently increasing dramatically. With such large volumes of data becoming available, manually searching for a multimedia item from within a collection, which is already a time-consuming and tedious task, is becoming entirely impractical. The solution to this problem is to provide effective automated or semi-automated multimedia retrieval and browsing applications for users. This of course requires the data to be annotated with meaningful features to support user search. Unfortunately, it is unrealistic to expect all multimedia data to be richly annotated manually therefore automated content analysis tools are vital to support subsequent retrieval and browsing.
According to [1] and [2] annotation can be differentiated into 3 levels as follows: labels at the lowest level (feature level) are primitive features such as shot cuts and camera motion, the next level is logical features (cognitive level) involving some degree of logical inference describing the content such as "red car below a tree" and finally the highest level (affective level) contains the most abstract features that involve some degree of subjectivity, such as "calm scene" or "funny face". Current multimedia retrieval systems are generally based on low-level feature-based similarity search. These systems are limited in terms of their interpretation of the content, but they are also difficult for non-expert users to work with since they typically want to retrieve information at the cognitive or affective level rather than working with low-level image features [3] . The difference between the low-level information extracted from multimedia data and the interpretation of the same data by the user in a given situation is identified as a semantic gap [4] . Developing methods to close the semantic gap to support more powerful and intuitive search of multimedia content is one of the ongoing research challenges in multimedia information retrieval. In complementary research, the field of affective computing focuses on the development of human-centered systems that can contribute to bridging this semantic gap [5] . For example, methods based on affective computing by allowing could enable users to query a system on a higher level of abstraction such as "find some exciting videos" instead of a low-level query describing features associated with the concept of "exciting" such as "rapid motion", "shot cuts" and "elevated audio energy".
In this paper we present work on a novel system designed to be a step towards providing this higher abstraction through an affect-based annotation of video content. The system automatically extracts a range of low-level audio and video features and then uses these to assign a set of affective verbal labels to the content. Video retrieval is then enabled using a system based on the Okapi retrieval model with an additional query pre-processing stage based on WordNet to provide open-vocabulary querying. Experimental retrieval results on a wide ranging collection of commercial movies show that affective annotation has the potential to augment existing multimedia search based on low-level objective descriptive features of the content. This paper is organized as follows: Section 2 describes our affect extraction and labeling method for video data, Section 3 gives a summary description of the Okapi retrieval method used in our system, Section 4 presents our experimental investigations based on a movie collection, and Section 5 summarizes our conclusions and outlines possible directions for future work.
Affect Extraction and Labeling
One step towards bridging the semantic gap between user needs and detected low-level features is to combine these features to infer some form of higherlevel features to which non-expert users can relate [6] . This method is favoured
