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In this paper, I present a general modeling framework for nonparametric models
with endogenous regressors and heterogeneity. I show that many existing models
in the literature can be derived from a structural equation with unobserved het-
erogeneity by imposing constancy assumptions on the ﬁrst and second deriva-
tives. I consider a less restrictive model that imposes constancy assumptions on
the second partial derivative of the structural equation. Assuming the existence of
suitable instrumental variables, I provide identiﬁcation results and show that the
modelcanbeestimatedusingageneralizedcontrolfunctionapproach.Iconsider
an application to the estimation of the returns to education in Chile, exploiting
variation across regions and cohorts in educational infrastructure and compul-
sory schooling laws. Using penalized spline functions to approximate the com-
ponents of the average structural function, I ﬁnd that the local average returns to
schooling are highly nonlinear and typically underestimated by ﬂexible models
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1. Introduction
Many relationships in economics and the social sciences can be written as structural
equations that relate an outcome variable with observed and unobserved explanatory
variables. Hedonic price schedules, earning equations, and production functions are
some examples of such equations. These structural relationships may emerge from un-
derlying theoretical models or from arbitrary assumptions of the researcher.
This paper considers the estimation of a nonparametric structural equation of the
form
y = H(x u)  (1)
where y is a scalar outcome variable, x is a dx × 1 vector, and u is a du × 1 vector
that reﬂects unobserved heterogeneity with E[u|x]  =0. I show that by imposing con-
straints in partial derivatives of H(x u), it is possible to obtain nonparametric addi-
tive/multiplicative models that can be easily identiﬁed by control functions.
Identiﬁcation and estimation of the fully nonseparable model with endogenous re-
gressors has been recently studied by Chesher (2003, 2005), Chernozhukov and Hansen
(2006), Imbens and Newey (2009),a n dTorgovitsky (2011). Identiﬁcation of such a struc-
tural equation relies on assumptions on marginal or joint independence of the instru-
ment and the unobservable terms as pointed out by Chesher (2007), and large sup-
port assumptions as described by Florens, Heckman, Meghir, and Vytlacil (2008). These
stochastic assumptions are stronger than those for separable models that typically rely
on conditional mean independence such as Garen (1984) and Newey, Powell, and Vella
(1999). Therefore, a trade-off between stochastic restrictions and shape restrictions in
the functional form (such as linearity or additive separability) can be observed in the
task of identifying parameters of interest from (1).
In this paper, I present a general modeling framework for econometric relationships
with endogenous regressors and unobserved heterogeneity through shape restrictions
in the structural equation. I show that the existing econometric models, such as linear
models with endogenous regressors, correlated random coefﬁcients (CRC) models, and
nonparametric regressions with endogenous regressors can be derived from constancy
constraints on partial derivatives of equation (1). These constraints strengthen the re-
strictions on the shape of H(x u)to some form of linearity or additive separability, but
weaken the stochastic restrictions to conditional mean independence.
I develop a less restrictive microeconometric model that shares the essential char-
acteristics of Garen (1984) and Newey, Powell, and Vella (1999). By imposing constancy
constraints on the second partial derivative of H(x u), I obtain an additive model that
includes two unknown functions of x and u and an interaction between a function of
u and x. I provide formal identiﬁcation results using only conditional mean indepen-
dence assumptions instead of joint independence between the instruments and the er-
ror terms. The model can be easily estimated using a generalized control function ap-
proach.
I consider an application to the estimation of the returns to education in Chile, ex-
ploiting variation across regions and cohorts in educational infrastructure and compul-
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of the average structural function, I ﬁnd that the average returns to schooling are highly
nonlinear and typically underestimated by ﬂexible models that ignore the endogeneity
of schooling. I also ﬁnd evidence of credential or sheepskin effects for high school and
college graduates, and limited evidence of comparative advantage bias in the returns to
certain levels of education.1
The paper is organized as follows. In Section 2, I propose a general modeling frame-
work for a microeconometric relationship with endogenous regressors and unobserved
heterogeneity. In Section 3, I analyze the identiﬁcation strategy with control functions
and provide formal identiﬁcation results. In Section 4, I brieﬂy described the estimation
method to be implemented. Section 5 describes the data used and institutional changes
that generate the instrument. Section 6 shows the empirical results and Section 7 con-
cludes.
2. Modeling through derivative constraints
In microeconometrics, modeling heterogeneity can be viewed as imposing constancy
constraints in the partial derivatives of H(x u). These constraints imply that the depen-
dence of the pth order partial derivatives on the unobserved heterogeneity vanishes for
some integer p. Certainly, the restrictions on partial derivatives of order p will impose
further constraints on successive partial derivatives as well.
In general, most models in the empirical literature impose constancy constraints on
the ﬁrst partial derivative, which allows one to control only for the differences in the
intercept of the structural function. A few models impose constancy constraints on the
second derivative, which permits one to control for differences in the intercept and the
slope. The model I propose is a natural extension of the previous models, analyzed by
imposing a less restrictive derivative constraint.
Before stating the constraint, let me introduce the multi-index notation that will be
useful to deﬁne partial derivatives. Let a dx-tuple α = (α1 α2     αdx) of nonnegative
integers (α ∈ N
dx
0 )b eadx-dimensional multi-index such that the norm of α is deﬁned by
|α|=α1 + α2 +···+αdx and x to the α (power) is deﬁned by xα = x
α1
1 x
α2
2 ···x
αdx
dx .T h e n ,
using this notation, a pth order derivative of H(x u)is deﬁned as
∂αH(x u)=
∂|α|H(x u)
∂x
α1
1 ∂x
α2
2 ···∂x
αdx
dx
 α ∈ N
dx
0  |α|=p 
Note that I deﬁne this derivative with respect to the regressor vector x.
Assumption 1 (DIFF). The unknown function H(x u) is continuously differentiable
such that a pth order derivative with respect to x is constant in u, so
∂αH(x u)= h(x) (2)
for some multi-index α ∈ N
dx
0 with |α|=p.
1The sheepskin effect is the increase in wage associated with obtaining a higher credential.128 Tomás Rau Quantitative Economics 4 (2013)
Table 1. Derivative constraints and examples.
Restrictions Model Model/Author(s)
p = 1, g(x)= xβ, φ0(u) = u, du = 1 H(x u)= xβ +u Linear, endogeneity
p = 2, g(x)= xβ, φi(u) = u, du = 1 H(x u)= xβ +ux+u CRC, Garen (1984)
p = 1, φ0(u) = u, du = 1 H(x u)= g(x)+u Newey, Powell, and Vella (1999)
p = 2, dx = 1 H(x u)= g(x)+φ0(u)+φ1(u)x Rau (2007)
p = k+1, φj(u) = h(u), dx = 1 H(x u)= g(x)+
k
j=0hj(u)xj Florens et al. (2008)
Note that sequential integration in equation (2) implies that the characterization of
the structural equation is
H(x u)= g(x)+
p−1 
|α|=0
φα(u)xα  (3)
with ∂αg(x) = h(x). Note that when dx = 1, the solution is simply H(x u) = g(x) + p−1
i=0 φi(u)xi and we can characterize the constants (relative to x) φi(u) in terms of
H(x0 u)and its derivatives evaluated at an initial condition x0. For instance, if x0 = 0,
we have that φ0(u) = H(x0 u)and φi(u) = 1
i!
∂iH(x u)
∂xi |x=x0 for 1 ≤ i ≤ p−1.
There are several interesting features about the model implied by Assumption 1.
First, note that after each integration, a constant of integration (relative to x,w h i c hi s
af u n c t i o no fu) is generated. This generates a polynomial of order p − 1 that incorpo-
rates interaction terms between powers of x and functions of u. This modeling frame-
work nests several models analyzed in the literature recently. In Table 1, I present some
models nested by the framework I propose.
The ﬁrst row presents the linear model with endogenous regressors. The second row
presentsGaren’s(1984)correlatedrandomcoefﬁcient(CRC)model.Thismodelincorpo-
rates an interaction term between the unobserved heterogeneity u and the endogenous
choice variable x. Garen assumed a conditionally homoskedastic normal distribution
for the endogenous regressor with linear conditional expectation and derived a con-
sistent two-step estimator of the average treatment effect (ATE). This model has been
estimated by Chay and Greenstone (2005) in the context of a hedonic model of housing
prices and air quality.
The third row of Table 1 shows the nonparametric regression with endogenous re-
gressorsproposedbyNewey,Powell,andVella(1999).Assumingaﬁrststagex = Π(z)+υ
with E[υ|z]=0, mean conditional independence E(u|x z) = E(u|υ), and differentiabil-
ity of the functions in the model, they showed that the average structural function (ASF)
is identiﬁed and derived a consistent two-step nonparametric estimator of the ASF.
Inthefourthrow,wehaveRau(2007),whichcombinessomefeaturesofGaren(1984)
and Newey, Powell, and Vella (1999) by assuming p = 2. This leads to a model with an
unknown nonparametric function g(x) with endogenous regressors and two unknown
terms: φ0(u) and the interaction term φ1(u)x. There are several interesting features of
this model. First, it allows interactions between the unobserved heterogeneity and the
endogenous regressors, as in Garen (1984). This interaction term leads to heterogenousQuantitative Economics 4 (2013) Modeling structural equations 129
partial derivatives given that E[φ1(u)|x]  =0. I deﬁne this interaction as the sorting effect
since it allows us to test if individuals sort into different levels of the endogenous regres-
sors. Second, it allows us to recover the whole curve purged of endogeneity, that is, the
ASF. Third, for estimation purposes, it is feasible in terms of computational intensity.
The last row shows the model of Florens et al. (2008) for a single continuous treat-
ment. It considers interactions of functions of unobserved heterogeneity with powers of
the endogenous treatment variable as in Rau (2007). They allowed that the unobserved
heterogeneity affects higher order derivatives and provided identiﬁcation results for the
average treatment effect and the average treatment on the treated.
Consequently, I have provided a general modeling framework for microeconometric
modelswithendogenousregressorsandunobservedheterogeneity.Inwhatfollows,Ifo-
cusonthemodelwith |α|=p = 2, α ∈ N
dx
0 ,anddx ≥ 1.NotethatAssumption1andthese
restrictions imply that the square matrix of second-order partial derivatives of H(x u)
with respect to x does not depend on u. Exploiting this and assuming the existence of
instruments, z, with a ﬁrst stage x = Π(z)+υ, I obtain the system
y = g(x)+φ0(u)+φ1(u)x 
(4)
x = Π(z)+υ 
where φ0(u) = H(x0 u)−
∂H(x0 u)
∂x
 
x0, φ1(u) =
∂H(x0 u)
∂x
 
,a n dg(x) =
 x
x0
 t
x0 h(s)dsdt,
E[φi(u)|x]  =0. Also, I use the normalization E[φi(u)]=0 for i ∈{ 0 1} and E[υ|z]=0.
Note that φ0(u) is scalar and φ1(u) is a vector of dimension 1×dx. It is important to re-
mark that the interaction term φ1(u)x allows the slopes to differ among observationally
equivalentindividualsand iswhat Icallthesorting effectas mentioned before.I provide
formal identiﬁcation results in the next section.
2.1 Parameters of interest
The average structural function (ASF) deﬁned by Blundell and Powell (2003) is an object
of central interest since it allows us to obtain an average response for a particular value
of x, purged of endogeneity. It is the expected value of the function with respect to the
marginal density of u;i nt h i sm o d e l ,i ti sj u s tEu[H(x u)]=g(x).
Discrete variations in the ASF might be useful to compute treatment effects. The
average treatment effect (ATE) of a change in x by  x is deﬁned as
ATE = E

H(x+ x u)−H(x u)

= g(x+ x)−g(x) 
While it is an interesting object to estimate, in reality the treatments or policy interven-
tionsareappliedtoasubpopulationinwhichtheselectionrulemightbecorrelatedwith
unobserved heterogeneity, for instance, a program to complete high school education
for dropouts.130 Tomás Rau Quantitative Economics 4 (2013)
In the case of self-selected individuals into the treatment, the distribution of the un-
observable conditional on the selection rule will be the same in the treatment and con-
trol groups, but the interaction between the unobserved heterogeneity and the endoge-
nousregressorwilldiffer,sotheywillnotcancelout.Totakethatbiasintoconsideration,
Id e ﬁ n et h esubpopulation average treatment effect (SATE) of a change in x by  x,f o ra
subpopulation such that x = ¯ x, in the manner
SATE = E

H(x+ x u)−H(x u)|x = ¯ x

= g(¯ x+ x)−g(¯ x)+E

φ1(u)|x = ¯ x

 x 
This parameter is the discrete version of the local average response (LAR) in Altonji and
Matzkin(2005)andhasacausalinterpretation.Thisparametermeasurestheeffectof x
extra units for the sample of individuals with x = ¯ x, ﬁxing the conditional distribution of
the unobserved heterogeneity term φ1(u)|x = ¯ x.
Also, one might be interested in the marginal effect of an inﬁnitesimal change in
the components of vector x on y. Given that there are many ways in which a vector
can change, one has to choose a direction ν. Then the average treatment effect (ATE) is
deﬁned as
lim
h→0
E

H(x+hν u)−H(x u)
h

= lim
h→0
g(x+hν)−g(x)
h
= gx(x) ν 
where gx(x) is the gradient of g(x) and gx(x) ν is the directional derivative along a given
vector ν ∈ Rdx. A particular case of interest is when ν = ek,w h e r eek is a dx × 1 standard
basis vector with the kth element equal to 1 and the rest equal to zero. Then the direc-
tional derivative along vector ek is the partial derivative of g(x) with respect to xk,s o
gx(x) ek = ∂g(x)/∂xk.
Accordingly, the SATE parameter in the continuous cases is
lim
h→0
E

H(x+hν u)−H(x u)
h
	
	 	x = ¯ x

= lim
h→0
g(¯ x+hν)−g(¯ x)
h
+E

φ1(u)|x = ¯ x

ν
=


gx(¯ x)  +E

φ1(u)|x = ¯ x

ν 
In case we are interested in moving in the direction of the basis vector ek,t h eS A T Ei s
simply ∂g(x)/∂xk + E[φ1(u)|x = ¯ x]ek. The crucial term in these subpopulation treat-
ment effects is E[φ1(u)|x = ¯ x], since it accounts for the sorting effect.
3. Identification strategy
IdentiﬁcationinthistypeofmodelhasbeenanalyzedbyNewey,Powell,andVella(1999),
Rau (2007), Florens et al. (2008), and Hahn and Ridder (2011). To identify (4), I follow a
control function approach.Quantitative Economics 4 (2013) Modeling structural equations 131
Assumption 2( C F ) . Control function or mean-conditional independence is denoted
E

φ0(u)|x z

= E

φ0(u)|υ z

= E

φ0(u)|υ

= λ(υ) 
E

φ1(u)|x z

= E

φ1(u)|υ z

= E

φ1(u)|υ

= γ(υ) 
where λ(υ) and γ(υ) are unknown control functions.
Then, under Assumption 2, my model stated in equation (4) becomes
E[y|x z]=g(x)+λ(υ)+γ(υ)x  (5)
T h ec a s ew h e nE[φ1(u)|x z]=γ(υ) = 0 has been analyzed by Newey, Powell, and
Vella(1999).Thisisageneralizationoftheirmodel,sinceitincludestheinteractionterm
that controls for sorting that allows for heterogeneity in the slope.
As in Newey, Powell, and Vella (1999), identiﬁcation in this model exploits the fact
that conditional expectations are unique with probability 1.T h e ni fw eh a v et w os e t so f
functions satisfying equation (5), identiﬁcation is equivalent to equality of conditional
expectation, implying equality of these functions.
Theorem 1. If g(x), γ(υ), λ(υ), and Π(z) are differentiable, the boundary of the sup-
port (z υ) has zero probability, and with probability 1,r a n k (Πz(z)) = dx, then g(x) is
identiﬁed.
Proof. Let the two set of functions {g1(x) γ1(υ) λ1(υ)} and {g2(x) γ2(υ) λ2(υ)} be
such that
E[y|x υ]=g1(x)+γ1(υ)x+λ1(υ) = g2(x)+γ2(υ)x+λ2(υ) 
Then


g1(x)−g2(x)

+x


γ1(υ)−γ2(υ)

+


λ1(υ)−λ2(υ)

= 0 
Deﬁning the functions ˜ g(x) = g1(x) − g2(x), ˜ γ(υ) = γ1(υ) − γ2(υ),a n d˜ λ(υ) = λ1(υ) −
λ2(υ),t h e n
0 = ˜ g(x)+x˜ γ(υ)+ ˜ λ(υ)  (6)
0 = ˜ g


Π(z)+υ

+


Π(z)+υ

˜ γ(υ)+ ˜ λ(υ)  (7)
identically in z and υ. Differentiating (7)w i t hr e s p e c tt oz and υ gives
0 = Πz(z)˜ gx


Π(z)+υ

+Πz(z)˜ γ(υ)  (8)
0 = ˜ gx


Π(z)+υ

+˜ γ(υ)+


Π(z)+υ

˜ γυ(υ)+ ˜ λυ(υ)  (9)
where ˜ gx(x) = ∂g(x)/∂x and Πz(z) = ∂Π(z)/∂z.I fr a n k (Πz(z)) = dx,w eh a v et h a t
˜ gx


Π(z)+υ

+˜ γ(υ)= 0  (10)132 Tomás Rau Quantitative Economics 4 (2013)
Now putting this result into (9)i m p l i e st h a t


Π(z)+υ

˜ γυ(υ)+ ˜ λυ(υ) = 0  (11)
Differentiating (11)w i t hr e s p e c tt oz,w eh a v et h a tΠz(z)˜ γυ(υ) = 0, which implies
that ˜ γυ(υ) = 0 and ˜ λυ(υ) = 0 by the rank condition rank(Πz(z)) = dx.T h e n˜ γ(υ) and
˜ λ(υ) are constant. Given the normalization E[φi(u)]=0 and the law of iterated expec-
tations, we have that E[λ(υ)]=E[γ(υ)]=0.H e n c e˜ γ(υ)= ˜ λ(υ) = 0. Plugging this result
into equation (6), we have that ˜ g(x)= 0.
By differentiability of the functions and the boundary of the support of (z υ) hav-
ing zero probability, equalities (8)–(11) hold identically on the interior of the support of
(z υ). Then all the functions ˜ g(x), ˜ γ(υ),a n d˜ λ(υ) are zero with probability 1 implying
identiﬁcation of g(x), λ(υ),a n dγ(υ). 
The identiﬁcation result implies identiﬁcation of the ASF when there is an interac-
tion between a function of unobserved heterogeneity with the endogenous regressors.
Certainly, by Theorem 1, the ATE is identiﬁed, but identiﬁcation of E[φ1(u)|x] is needed
so as to identify the sorting effect and so the SATE. Using Assumption 2 and the law of
iterated expectations, we have
E

φ1(u)|x

= E

E

φ1(u)|x z

|x

(12)
= E

γ(υ)|x

 
which is identiﬁed since it is a conditional expectation of an identiﬁed function.
The identiﬁcation result in Theorem 1 is a generalization of Newey, Powell, and Vella
(1999) and rests on similar assumptions about differentiability of the functions and the
rank condition rank(Πz(z)) = dx. As they pointed out, if Π(z) were linear in z,t h e n
rank(Πz(z)) = dx is the condition for identiﬁcation of one equation of a linear simul-
taneous system, in terms of the reduced form coefﬁcients. Thus, the rank condition in
the general case is a nonlinear, nonparametric generalization of the rank condition.
TheidentiﬁcationresultofFlorensetal.(2008)allowsustoidentifytreatmenteffects
that incorporate more interaction terms among unobserved heterogeneity and the en-
dogenous regressors. However, they focus on the particular case of dx = 1. Additionally,
the identifying assumptions they used are different than those used in Theorem 1.T h e y
imposed measurable separability for x and υ, which is a type of rank condition.2 Last,
theyassumed conditionalindependence betweentheinstrument and theerrorterm in-
stead of conditional mean independence as assumed here.
4. Estimation
In this section, I brieﬂy discuss the estimation strategy I follow in the empirical appli-
cation discussed in Section 5. I estimate a single equation with a scalar endogenous re-
gressor and I follow a two-step procedure similar to Newey, Powell, and Vella (1999).
2By deﬁnition, x and υ are measurably separated if a function of x is equal to a function of υ,a l m o s t
surely, then they are constant, almost surely.Quantitative Economics 4 (2013) Modeling structural equations 133
I propose the use of splines to approximate the functions g(x), λ(υ),a n dγ(υ),
E[y|x z]=g(x)+λ(ˆ υ)+γ(ˆ υ)x
(13)
∼ =
I 
i=1
αiρi(x)+
J 
j=1
βjψj(ˆ υ)+
K 
k=1
γkχ(ˆ υ)x 
where ˆ υ is the estimated residual from the ﬁrst step and {ρi}I
i=1, {ψj}J
j=1,a n d{χk}K
k=1 are
appropriate basis functions with J, L,a n dK increasing to inﬁnity as the sample size
increases. Note that this reduces to a least squares regression of y on the basis functions
{ρi(x)}I
i=1, {ψj(ˆ υ)}J
j=1,a n d{χk(ˆ υ)x}K
k=1, and the estimators of g(x) and gx(x) are given
by
ˆ g(x)=
I 
i=1
ˆ αiρi(x)  ˆ gx(x) =
I 
i=1
ˆ αiρxi(x)  (14)
where ρxi(·) is the ﬁrst derivative of ρi(·) and, imposing the normalization E[λ(υ)]=0,
E[γ(υ)]=0. This is done by normalizing the basis functions to sum to 1 through the
sample data and constraining the parameters of each function to sum to 0.
Newey, Powell, and Vella(1999) proposed the use of a cross-validation (CV) criterion
to determine the optimal number of basis functions that act as smoothing parameters.
I depart from their approach and follow the statistical literature of penalized regression
splines (see Silverman (1985) and Wood (2004)).3 In this approach, the basis functions
are cubic splines and penalty matrices are incorporated into the objective function that
is minimized. These penalty matrices penalize the “wiggliness” of the functions. Hence,
the minimization problem is given by
min
{αi βj γk}
n 
k=1


y −g(x)−λ(ˆ υ)−γ(ˆ υ)x
2 +
2 
i=0
θiPi  (15)
where θi are parameters that control the smoothness of the functions and Pi are the
penalty matrices
P0 =
 
g  (x)
2dx; P1 =
 
λ  (υ)
2dυ; P2 =
 
γ  (υ)
2dυ  (16)
where [g  (x)]2, [λ  (υ)]2,a n d[γ  (υ)]2 measure the square curvature of the functions, so
these penalties measure global square curvature.
In penalized regression splines, the smoothness is controlled exclusively by the
smoothing parameter. Since the smoothing parameter also controls for degrees of free-
dom, the approach here is to set the number of basis functions as large as possible in
terms of computational manageability and/or in terms of ﬁnite support restrictions.
Knots are placed uniformly across the support of the independent variable as well, but
3As a robustness check, I implement the unpenalized splines strategy of Newey, Powell, and Vella (1999),
obtaining very similar results.134 Tomás Rau Quantitative Economics 4 (2013)
since the number of basis functions is large, the smoothness is not compromised by
their positions. Given the continuous nature of the smoothing parameters, the cross-
validation (CV) score can be minimized by Newton’s method, which relieves some of
the computational burden. In the empirical application, I will use a generalized cross-
validation (GCV) criterion developed by Wood (2004).
5. Application to the returns to schooling
In this section, I implement the proposed method to the estimation of the returns to
schooling in Chile. It is important to mention that even though Chesher (2003), Imbens
andNewey(2009),Florensetal.(2008),andTorgovitsky(2011)motivatedtheirworkwith
the estimation of the returns to schooling, none of them actually applied their proposed
method to real data.
The implementation of the model developed in Section 3 to the estimation of the
returns to schooling is related to Card (1995). He assumed that the marginal return to
schooling is a linear function of schooling (x) plus a heterogeneity component (bi),
y (x)/y(x) = bi +k1x 
where bi isanunobservedtermthatrepresentsindividualheterogeneityand k1 isacon-
stant parameter. The model proposed in Section 3 is well suited in this context since it
can be recovered from a slightly different assumption about the marginal return, that is,
y (x)/y(x) = g (x)+φ1(u) 
in which I have added nonlinearity to the marginal returns to schooling and replaced
the heterogeneity term bi with φ1(u). Integrating with respect to x, it follows that
lny = φ0(u)+g(x)+φ1(u)x 
which is exactly Model 2—the one that controls for endogeneity and sorting.
This model is suitable for estimation of the returns to schooling for several reasons.
First, it allows us to recover endogeneity-corrected local, instead of average, returns to
schooling. Second, it introduces corrections for two types of bias: omitted variable bias
(absolute advantage) and ability bias (comparative advantage). Third, it permits us to
obtain causal parameters from the population and subpopulations, deconfounding the
sorting effect and the ATE when estimating in subpopulations.
5.1 Data
The primary data source I use is the Chilean household survey CASEN (National Socioe-
conomic Characterization Survey). The CASEN survey is representative at the regional
aswellas national level.Thissurvey is conductedbytheMinistry ofSocialDevelopment
(MDS) and it has been conducted every 2 or 3 years since 1990. The last wave of the
survey was conducted in 2011.Quantitative Economics 4 (2013) Modeling structural equations 135
The main purpose of the CASEN survey is to describe the socioeconomic conditions
in Chile and also to evaluate social policies. The interviews are conducted at household
and individual levels. The information obtained for each member of the household in-
cludes a description of the person’s income, educational characteristics, health services,
participation in social programs, and assistance received.
In this paper, I work with the 1992 wave of the CASEN survey so as to identify the
older cohorts of the period under study. The choice of the 1992 over the 1990 wave was
mainly driven by sample size advantages of the former and to avoid contamination of
the estimation of the returns to schooling given the political changes that took place in
Chile in 1990.4
The sample used in the earnings equations includes males born between the 1921
and 1965 cohorts. I choose to work with males only to avoid selectivity bias, considering
that the male participation rate was above 80% in 1992 and the female participation rate
was only about 38% in the same year. The sample size was 26,011 observations (about
6000 more than the 1990 sample): 43% of the sample reside in the south, 41%i nt h e
center, and the rest in the north.
5.2 School reforms and institutional changes in Chile 1930–1965
Two important reforms were introduced in Chile in the late 1920s and early 1930s: the
increase in the compulsory schooling attendance grade in 1929 and the new labor code
approved in 1931. Compulsory attendance laws in Chile relate to compulsory minimum
grade instead of age to drop out of school. The compulsory leaving grade was raised
from 4th to 6th grade nationwide in 1929, but it is likely that the enforcement had begun
after the recovery from the overwhelming effects of the Great Depression on the Chilean
economy.5 The new labor code included a contract law that prohibited 17-year-old or
younger workers from working in underground jobs (mining) and on any kind of job
involving excessive physical work. Given that most of the mining industry was concen-
trated in the north and it was almost the only economic activity in the region, this law,
in conjunction with the increase in compulsory attendance, is likely to have created an
asymmetric impact on school attainment by region.
Figure 1 shows the average school attainment for men born between 1920 and 1970
per geographic region.6 The vertical lines correspond to the structural breaks in the se-
ries estimated by conventional time series analysis and are only reference points. The
ﬁrst thing to note is the behavior of school attainment in the north. While the south and
center increase at a similar rate during the entire period, the north grows at a faster rate
since the early 1930s, reaching the center in the mid 1950s. After that, the three attain-
ment series seem to increase at a lower rate and behave similarly up to 1965. The series
were calculated using the CASEN survey, were corroborated with census data, and in-
clude people currently living in that geographic area. Since internal migration in Chile
4In 1990, Chile returned to democracy after 17 years of dictatorship.
5A second increase in compulsory education, from 6 to 8 years of schooling, took place in 1965, but I will
focus on the one that occurred in 1929.
6The geographic regions were grouped as follow: the north includes regions I–IV; the center includes
regions V–VII and the metropolitan region; the south consists of regions VIII–XII.136 Tomás Rau Quantitative Economics 4 (2013)
Figure 1. School attainment per birth cohort and geographical region for men, 1920–1970. The
vertical lines correspond to the structural breaks in the series estimated by conventional time
series analysis.
has been relatively low, I rely on these estimates as the average school attainment per
cohort–region.7
One might expect to observe changes in the pattern of the series (if at all) for school-
ing attainment for individuals born earlier than 1930, since the increase in the compul-
sory leaving grade took place in 1929.
In my view, the political and economic crisis between 1924 and 1932 might have
hadan impact on children’s laborparticipation (delaying their compliancewith thenew
law) and in the enforcement of the new legislation as well.8 A second thought concerns
the impact of the further increase in the compulsory leaving grade (from 6th to 8th) in
1965: since the information displayed is for birth cohorts, one might expect changes in
the pattern of the series circa 1953. Inspection suggests that there were no changes until
1956, and, indeed, a reduction of the growth rate of attainment in the three regions is
observed. I do not have a neat interpretation of this fact, but it appears to be clear that
the behavior of the series can be characterized, in terms of structural breaks, into three
periods: from 1921 to 1933, between 1933 and 1956, and after 1956.
It is interesting to observe whether the behavior of school attainment relates to the
behavior of dropout rates. Figure 2 shows the dropout rate from primary education of
the three regions by cohort. These rates were calculated using the CASEN survey and
7Based on calculations using census data, about 0 72 percent of the northern population migrated to the
center/south per year in the 1930–1960 period. Also, Soto and Torche (2004) showed that in the 1965–2000
period, only around 0 6 percent of the population moved between the 13 regions every year.
8In the 1924–1927 period, there were six presidents and two coups d’ètat, and in 1932, there were ﬁve
presidents.Quantitative Economics 4 (2013) Modeling structural equations 137
Figure 2. Dropout rate from primary education per birth cohort and geographical region for
men, 1920–1970.
include people with 1–5 years of education divided by the number of people with some
education in a particular cohort.9 As can be observed, all the regions decline in paral-
lel until 1936; then the north starts a fast decline until it reaches the center in the late
1950s. This asymmetric decline in the dropout rate agrees with the increase in school
attainment in the north relative to the south and center. Now, it might be interesting to
check what happened to the enrollment rate in secondary education since the change
in schooling trend is so pronounced that one would expect that some people not only
complied with the compulsory grade, but also continued their schooling to secondary
education.
Figure 3 presents the enrollment rates for secondary education per region. These se-
rieswereconstructedfromadministrativedataandcorrespondtothenumberofpeople
enrolled in secondary education divided by the relevant population, where “relevant”
refers to people in the 13–18 year range of age.10 Observe that in the north, the enroll-
ment rate for secondary education changes its behavior in 1940, starting a signiﬁcant
increase relative to the south until 1965. Secondary enrollment in 1940 includes indi-
viduals in the 1924–1928 birth cohort, which agrees with the increase in the compulsory
leaving age in 1929.
The evidence provided suggests that interactions of region and cohort dummies can
beused togenerate a validinstrumental variablefor schooling. Thecorrelationbetween
9Until 1965, primary and secondary education took 6 years. In 1965, primary education was extended to
8 years, and so the compulsory leaving grade, and secondary education was reduced to 4 years.
10The relevant population was estimated using census data to project the population according to the
age pyramid population growth rates.138 Tomás Rau Quantitative Economics 4 (2013)
Figure 3. Enrollment rate in secondary education per year and geographical region for men,
1920–1970.
region–cohorttrendsandschoolingappearstobequitestrongbysimpleinspectionand
it will be corroborated in the ﬁrst stage. I do not ﬁnd a strong reason to believe that the
mix of compulsory law and contract law might be correlated with unobservables such
as ability or family background.11 However, the pattern observed in the evolution of ed-
ucational achievement in the three regions may have been correlated with economic
activity and opportunities. In the Appendix, I provide two ﬁgures that show the evolu-
tion of exports and cabotage for the 1920–1970 period, and ﬁnd no relationship with the
pattern of educational outcomes.
6. Results
In this section, I provide the results for the nested models explained above. Table 2
presents the results of the ﬁrst stage. As mentioned before, I exploit the asymmetric im-
pact of the changes in compulsory schooling and labor laws across age and regions to
generate a valid instrument for schooling. The F-statistic of the excluded instruments is
equal to 14 9, which is larger than 10, a typical threshold value indicated as adequate.12
11One argument could be that parents with low taste for schooling might have migrated to the center to
allow their children to work after they had achieved the compulsory leaving grade and the minimum legal
age to work. Given that migrants were, in general, equally or more educated than central natives, it is hard
to think that there were differences in taste for education between central natives and northern migrants.
Also, the ﬂows of internal migration from north to center and south were only about 0 72 percent of the
population per year.
12T h er u l eo ft h u m bi n d i c a t e st h a ta nF-statistic of the excluded instruments above 10 is more than
adequate to rule out the presence of weak instruments (see Staigner and Stock (1997), Rothenberg (1984),
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Table 2. First stage regression of years of education.
Variable Coef. Std. Err. t-Stat. p-Value
Age 1 881 0 643 2 92 0 0030
Age2 −0 054 0 022 −2 50  0120
Age3 0 001 0 000 1 91 0 0560
Age4 −0 000 0 000 −1 36 0 1750
Center −0 874 0 310 −2 82 0 0050
South −1 389 0 308 −4 51 0 0000
Center × age 0 021 0 007 2 93 0 0030
South × age −0 007 0 007 −0 96 0 3350
Constant −11 695 6 966 −1 68 0 0930
R-squared 0 117
F(8 26,002) 430 320
F(2 26,002) 14 900 (excluded instrumentsa)
aExcluded instruments are age and region interactions.
Table 3. Models.a
Model Equation
Uncorrected lny = g(x)+ξ
Model 1 lny = g(x)+λ(υ)+ξ
Model 2 lny = g(x)+λ(υ)+γ(υ)x+ξ
aAll include a function of age and region dummies.
However, more formal procedures have been developed in recent years. Stock and Yogo
(2005) showed that the F-statistic (in the case of one endogenous variable) is equivalent
to the Cragg–Donald statistic and can be used to test for weak instruments. According
to their criteria, I can bound the actual size of a Wald test with a nominal size of 5%t o
am a x i m u mo f15% (the critical value is 11 59). The minimum bound for Wald tests with
a nominal size of 5% they computed is 10%; hence my result can be considered to be a
relatively strong instrument given its proximity to that value.
Table 3 summarizes the speciﬁcation of the relevant models. First, I estimate an un-
corrected model, which is a nonparametric regression of lny on x that will provide the
baseline estimates of the returns to schooling. Then I estimate Model 1, which is a non-
parametric regression with endogenous regressor proposed by Newey, Powell, and Vella
(1999). Last, I estimate Model 2, which is a nonparametric regression with endogenous
regressor and sorting analyzed in Section 2.
To determine which model ﬁts the data better, I perform an analysis of deviance
(ANODEV) for the three nested models, that is, the uncorrected model, Model 1, and
Model2. In Table 4, the ANODEV analysis indicates that the null hypothesis of γ(υ)x= 0
is rejected at the 5% level. Note that the p-values are approximate since they do not
include the uncertainty added by the estimation of the smoothing parameters. Unless
the model is unpenalized or the smoothing parameters are known, p-values tend to be
somewhat low. According to Wood (2006), simulation results show that p-values might140 Tomás Rau Quantitative Economics 4 (2013)
Table 4. Deviance table for nested models.a
Model Residual DOF Residual Dev. DOF Deviance F-Stat. p-Value
Uncorrected 25,994 06 14,736 9
Model 1 25,987 79 14,666 66  35 70 22 0  25 0 0000
Model 2 25,987 59 14,664 50  40 2 29  50  0144
aDOF = degrees of freedom.
Figure 4. Estimated semiparametric functions and their 95% conﬁdence intervals for Model 2.
be as little as half the correct value at the 5% level when the null is true. Given our p-
value of 0 014, I am inclined to rely on the rejection of the null hypothesis discussed.
6.1 Returns to schooling
In this subsection, I analyze the effect of the two control functions—absolute and com-
parative advantages—on the log wage. Figure 4 graphs the four functions estimated in
M o d e l2a n dt h e i r95% conﬁdence intervals. The top-left panel shows the plot for g(x),
which is increasing in schooling and presents some curvature in the middle and upper
partsthatwilltranslateintodifferencesinlocalreturnstoschooling.Thetop-rightpanel
shows the plot for the nonparametric function of age f(a), which increases smoothly at
a decreasing rate. The bottom-left panel shows the graph of λ(υ), which decreases al-
most linearly from 1 to −1, approximately. The bottom-right panel shows the behavior
of γ(υ), which ﬁrst decreases and then increases smoothly with a very small slope. ThisQuantitative Economics 4 (2013) Modeling structural equations 141
Figure 5. Average treatment effects for the three models: ATE = g(x+1)−g(x).
suggests that the importance of the comparative advantage bias is low relative to the
absolute advantage bias.
To see the effect of endogeneity in local returns to schooling, I present Figure 5,
which summarizes the behavior of the local returns after correcting for endogeneity.
Since dx = 1 in this application, the average treatment effect is simply ATE = E[H(x+
1 u)−H(x u)]=g(x+1)−g(x).Itcanbeseenthatendogeneity-correctedlocalreturns
to schooling are larger than those from the uncorrected model for individuals with up to
a 10 years of education. The proﬁle is ﬂatter than for uncorrected measures, and there
is some evidence of sheepskin effects for high school and college degree that I discuss
later. After high school, the effect of endogeneity on local returns to schooling appears
to vanish. This seems intuitive since the subpopulation more likely affected by the in-
strument are those in lower grades.
The pattern of bias-corrected local returns to schooling provides evidence that the
change in compulsory and child labor laws affected a subpopulation of low-education
individuals, decreasing their marginal cost of schooling by reducing their opportunity
cost. Since this subpopulation had low schooling for reasons other than ability before
the intervention, endogeneity-purged estimates of local returns to schooling are higher
than the population local returns to schooling. This corresponds to the discount rate hy-
pothesisin explaining why instrumental variable(IV) estimatesofthereturns toschool-
ing are typically higher than ordinary least squares (OLS). People affected by the instru-
ment had low education due to higher discount rates instead of lower ability.13
13ThisresultofIVestimatesbeinghigherthanOLSestimatesofthereturnstoschoolinghavebeencalled
intheliteraturetheOLS–IVpuzzle,sinceifOLSestimatesareupwardlybiasedduetotheomissionofability,142 Tomás Rau Quantitative Economics 4 (2013)
Table 5. Returns to schooling (ATE), all models.
Years of
Education
Uncorrected Model 1 Model 2
ATE SDa ATE SDa ATE SDa
1 0 052 0 038 0 154 0 023 0 143 0 036
2 0 055 0 031 0 150 0 014 0 142 0 031
3 0 059 0 030 0 148 0 016 0 145 0 030
4 0 036 0 029 0 119 0 014 0 122 0 030
5 0 043 0 028 0 123 0 012 0 130 0 029
6 0 065 0 031 0 145 0 013 0 156 0 029
7 0 055 0 028 0 120 0 013 0 133 0 030
8 0 073 0 029 0 133 0 015 0 146 0 031
9 0 072 0 031 0 123 0 014 0 137 0 032
10 0 068 0 029 0 102 0 017 0 114 0 033
11 0 120 0 033 0 145 0 019 0 152 0 033
12 0 187 0 035 0 210 0 022 0 212 0 037
13 0 188 0 036 0 207 0 024 0 203 0 041
14 0 179 0 032 0 204 0 021 0 194 0 042
15 0 168 0 035 0 196 0 024 0 182 0 043
16 0 163 0 035 0 195 0 023 0 177 0 046
17 0 217 0 037 0 260 0 026 0 239 0 051
18 0 313 0 051 0 371 0 038 0 348 0 062
19 0 359 0 063 0 422 0 052 0 397 0 075
aWild bootstrapped standard deviations.
Complementing the results shown in Figure 5, in Table 5, I present the returns to
schooling (ATE) for the three models with bootstrapped standard errors. I implement a
wild bootstrap that provides valid inference in the case of penalized spline estimation
as shown by Kauermann, Claeskens, and Opsomer (2009).14
It is worth noting the presence of sheepskin effects in high school and college de-
grees. In high school education, the returns to schooling jumps from about 15%t o21%
from 11 to 12 years of education. Then it decreases to about 18% for the fourth year of
college (16 years of education). For college degrees, the sheepskin effect is important
too: the returns to schooling increases from 18%t o24%f r o m1 6t o1 7y e a r so fe d u c a t i o n
and then from 24%t o35%f r o m1 7t o1 8y e a r so fe d u c a t i o n . 15
The estimates for Models 1 and 2 do not differ statistically; however, there are sig-
niﬁcant differences between Model 2 and the uncorrected model up to 10th grade. In
Figure 6, we can see the differences between the two models and the 95%c o n ﬁ d e n c e
interval obtained by wild bootstrap. This provides strong evidence on the effects of en-
dogeneity in local returns to schooling.
IV estimates should be lower than OLS, which is not the case in most empirical applications. For more
details, see Belzil and Hansen (2005).
14The authors do not consider the case of generated regressors, which is a delicate issue of current
research in nonparametric econometrics (Hahn and Ridder (2011) and Mammen, Rothe, and Schienle
(2011)). Thus, the reported standard errors are likely to be underestimated.
15Most college careers last between 5 and 6 years in Chile.Quantitative Economics 4 (2013) Modeling structural equations 143
Figure 6. Differences in ATE comparing Model 2 and the uncorrected model. The solid line
connectsthepointestimatedifferenceandthedashedlineconnectsthe95%conﬁdenceinterval
of the difference computed by wild bootstrap.
Last, we compare ATE and SATE from Model 2, since this is the only model in which
both treatments are allowed to differ. In this setup, the SATE effect is simply SATE =
E[H(x+ 1 u)− H(x u)|x]=g(x + 1) − g(x) + E[γ(υ)|x]. In Figure 7, we can see both
treatment effects: ATE and SATE. Model 2 allows us to obtain an estimate of the term
E[γ(υ)|x], which is the sorting effect.
As mentioned before, population and local effects in Model 2 only differ by the sort-
ing effect, that is, by the term E[γ(υ)|x]. What is striking is the behavior of the sorting
effect, which, until the last year of high school, is negative and then positive for college
and graduate education. This seems intuitive since it is expected that more able individ-
uals sort into upper grades. However, the effect seems rather small in comparison with
the absolute comparative advantage addressed by the ﬁrst control function. Figure 8
graphs the effect of sorting on subpopulation treatment effects. As mentioned before, it
is negative until 12th grade and then positive thereafter.
7. Conclusions
In this paper, I develop a general modeling framework for microeconometric relation-
ships with endogenous regressors and heterogeneity trough shape restrictions. By as-
suming constancy in partial derivatives of a structural equation H(x u),Is h o wt h a t
many models in the related literature can be obtained.
I develop a nonparametric model to estimate nonlinear structural equations with
endogenous regressors and heterogeneity. The model developed in this paper can be
recovered from partial derivative equality constraints in the second derivative, which
generates a model with additive separability in the ﬁrst derivative. My model general-144 Tomás Rau Quantitative Economics 4 (2013)
Figure 7. Average treatment effects from Model 2. ATE = g(x + 1) − g(x) and SATE =
g(x+1)−g(x)+E[γ(υ)|x].
Figure 8. Effect of sorting on the treatment effects.
izes Garen (1984) and Newey, Powell, and Vella (1999), and shares the essential features
of those models. It controls for endogeneity and sorting as in the correlated random co-
efﬁcient model, and it permits nonlinearities in the endogenous regressor as in a non-
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I show that this model allows one to obtain causal parameters from counterfactuals
of “ideal” randomization in the population, as well as causal parameters from coun-
terfactuals of randomization in subpopulations of self-selected individuals. I show that
these subpopulation parameters can be decomposed into population parameters and a
sorting effect. This may be very useful when evaluating policies in which the selection
rule is correlated with the unobserved heterogeneity, such as high school completion
programs.
The model developed here is identiﬁed with conditional mean independence as-
sumptions and a generalized control function approach is considered. I provide formal
identiﬁcation results for the average structural function, the average treatment effect,
and the subpopulation average treatment effect.
An application to the estimation of the returns to schooling is developed. I use
Chilean data that exploit variation across regions and cohorts in educational infrastruc-
tureandcompulsoryattendancelawsduringthe1921–1965periodasavalidinstrument
for education. To estimate the model, I use penalized spline regression to estimate the
additive components, where the smoothing parameters are chosen according to a gen-
eralized cross-validation criterion. The most interesting results are the asymmetric im-
pact of endogeneity on the local returns to schooling and that I am able to identify the
subpopulation affected by the instrument. It can be concluded that endogeneity causes
a downward bias to the returns to schooling for individuals with up to 10 years of edu-
cation.
Appendix
HereIpresentdataonexportsandcabotageforthethreeregionsbetween1920and1970
takenfromBadia-Miró(2008).AscanbeseeninFigures9and10,thereisnorelationship
of these patterns with those found in schooling in Figure 1.
Figure 9. Exports by geographic region.146 Tomás Rau Quantitative Economics 4 (2013)
Figure 10. Cabotage by geographic region.
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