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The proper holomorphic mapping between B 2 and B 3 of class C 3 up to the boundary have been classified by Faran [9] as follows (0.1) (z 1 , z 2 ) → z This classification (0.1) has been also concluded using different methods by Cima-Suffridge [7] for proper holomorphic mappings between B 2 and B 3 of class C 2 up to the boundary. In this research direction, Huang [11] proved that any proper holomorphic mappings between B n and B N of class C 2 up to the boundary is equivalent to (0.2) (z 1 , . . . , zn) −→ (z 1 , . . . , zn, . . . ) , when n > 1 and N < 2n − 1.
The rational proper holomorphic mappings between B n and B 2n−1 have been classified by Huang-Ji [13] as follows (0.3) (z 1 , . . . , zn) → (z 1 , . . . , zn, 0 . . . , 0) , z 1 , . . . , z n−1 , znz 1 , znz 2 , . . . , z 2 n , for n ≥ 3. In all these cases, the classification problem of proper holomorphic mappings [23] , [24] , [26] is reduced to the study of CR mappings between hyperquadrics [20] , [21] , [22] . More generally, the classification problem of CR Embeddings between Shilov Boundaries of Bounded and Symmetric Domains of First Type is very interesting. Kim-Zaitsev [17] considered recently this problem using the method of moving frames of Cartan. Their [17] result gives motivation in order to study alternatively this type of classification problem using formal power series. In particular, it is shown a normal form [3] type construction for local formal holomorphic embeddings between Shilov Boundaries of Bounded and Symmetric Domains of First Type [17] , [18] , [26] . It is proven the following result Theorem 0.1. Let Sp,q and S p ′ ,q ′ be Shilov Boundaries of Bounded Symmetric Domains of First Cartan Type with q < p, q ′ < p ′ such that p ′ − q ′ = 2 (p − q) and p − q > 1. Then up to compositions with suitable automorphisms of Dp,q and D p ′ ,q ′ , any local formal holomorphic embedding between pieces of Sp,q and S p ′ ,q ′ is equivalent with one of the following two classes of equivalence 
We recall [17] that any Bounded and Symmetric Domain Dp,q of First Type and its Shilov boundary may be defined as follows
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Using in (0.5) an generalized Cayley transformation [8] defined as follows
we obtain the equation of the BSD-Model
Thus any local formal holomorphic embedding F ,G between Shilov Boundaries [17] , [18] of Bounded and Symmetric Domains First Type induces naturally by (1.2) a local formal holomorphic embedding (F, G) between BSD-Models defined as follows
More exactly, we have by (0.5) and (1.2) the following commutative diagram
We write by (1.1) the local formal holomorphic embedding (F, G) as follows
The following pseudo-products are naturally by (1.4) defined
The pseudo-product naturally generalizes the classical inner-product ·, · for which we use the notation throughout this article. Because (F, G) (M) ⊂ M ′ , it follows by (1.4) and (1.7) that (1.8)
or equivalently the following
Thus (1.9) is the basic matrix-equation used throughout article. The further computations in (1.9) are based on linear changes of coordinates preserving BSD-Models. This approach may be seen as an alternative of the changes of moving frames applied by Kim-Zaitsev [17] using their interesting system of frames. The formal transformation (1.6) is normalized using linear holomorphic changes of coordinates preserving the BSD-Models defined in (1.4). In particular, we use rotation type and unitary type transformations of the BSD-Models defined in (1.4). In order to move ahead better organizing further computations, the following definition is required:
1.2. Changes of Coordinates. We define by (1.1) the following matrix
where the identification from (1.1) is naturally considered. It is worthy also to observe by (1.10) that . there exists a invertible matrix
Proof. We search by computations for a invertible matrix V as in (1.11), (1.10), (1.13) such that (1.14) holds. For q = 1, the matrix A is just a real number and thus we can chose
We assume that q = 2. By (1.12) we have that 
where Z 1 and Z 2 are the lines of the matrix Z defined in (1.1) and ·, · is the canonical hermitian inner-product. In order to see that (1.17) has solutions, it is enough to collect by (1.1) terms in Z, Z from (1.9). It remains thus to show the invertability of the following matrix
Analysing (1.17), we conclude that
We assume that V is not invertible. Let L 1 , . . . , L 2N be the columns of V . Then there exist r 1 , r 2 ∈ 1, . . . , 2N such that r 1 = r 2 and Lr 1 = λLr 2 , for some λ ∈ C. We have therefore to study the following 2 cases :
Case r 1 , r 2 ∈ 1, . . . , N : Because these two columns are linearly dependent, it follows that
This implies by (1.19) and (1.16) that (1.21) a which contradicts the assumption that A is invertible. Case r 1 , r 2 ∈ N + 1, . . . , 2N or r 1 ∈ 1, . . . , N, r 2 ∈ N + 1, . . . , 2N : By a linear invertible change of coordinates preserving (1.17), we can assume that r 1 , r 2 ∈ 1, . . . , N . Repeating the arguments from the first case, we obtain again contradiction because A is invertible.
These explanations may be extended by similar manners for any natural number q concluding (1.14).
Now we are ready to normalize the local formal holomorphic embedding (1.6) by the following commutative diagram
where each equivalence in (1.22) is defined by further linear changes of coordinates preserving the BSD-Models from (1.4). These changes of coordinates are produced by Lemma 1.1. Thus the role of Lemma 1.1 is fundamental throughout the rest of this short article.
Application of the Normalization
Procedure of Baouendi-Huang [1] . Recalling the local formal holomorphic embedding F ,G in (1.5), we study by (1.1), (1.2), (1.6) the induced local holomorphic embedding (F, G) between the BSD-Models from (1.4). Making several linear invertible holomorphic changes of coordinates preserving the BSD-Models from (1.4), we show the following Proposition 1.2. Let (F, G) be the local formal holomorphic embedding defined in (1.6). Then up with compositions with linear holomorphic automorphisms of the BSD-Models defined in (1.4), we have that
Proof. By (1.1), (1.11) and (1.10), we write as follows
where by (1.11) we have that
Combining (1.8), (1.24) and (1.25), it follows that
where F (1) (Z), F (2) (Z) may been seen by (1.1), (1.10), (1.11) as linear forms in Z, because Z may be seen by (1.1) as a vector. Thus we can associate by (1.11) to each of these linear forms in Z corresponding matrices. Moreover, we observe by (1.4) that
where Z 1 , . . . , Zq are the lines of the matrix Z defined in (1.1) and ·, · is the canonical hermitian inner-product. In order to move ahead, it is natural to consider by (1.10) the following notations
, for all i, j = 1 . . . , q,
, for all j = . . . , q and i = 1 . . . , q ′ − q,
, for all i = 1 . . . , q and j = 1 . . . , q ′ − q,
, for all i, j = 1 . . . , q ′ − q.
Examinating the second matrix equation of (1.26), it follows by (1.27) that
. . , q and corresponding i, j,
. . , q with k = l and corresponding i, j, where T ijlk Z, Z depends by (1.10) only on Z and Z, for all k, l = 1, . . . , q and corresponding i, j. Thus 
Let us assume that the matrix A is invertible. Then according to Lemma 1.1, we can write by (1.1), (1.10), (1.11) as follows
We define then by (1.10) and (1.11) the following invertible holomorphic linear change of coordinates
which preserves M ′ from (1.4). It follows by (1.32) and (1.6) that (1.34)
Combining (1.30) and (1.31), it follows by (1.26) that
where F (1) (Z ′ ), F (2) (Z ′ ) may be seen by (1.1) and (1.11) as linear forms in Z ′ , because by (1.1) Z ′ may be seen also as a vector. Clearly, the local defining equation (1.35) may be further simplified considering by (1.6) the following transformation
Because of (1.35) and (1.31), we can find by Lemma 1.1 a linear holomorphic automorphism of the BSD-Model M ′ from (1.4), which eliminates the presences of the matrices B, C, D in (1.35). Thus in these coordinates we have (1.23).
It remains to justify why we can assume that the matrix A is invertible. Let us assume that firstly by (1.11) there is a invertible minor of type n 2 × n 2 of the Jacobian-matrix of G (0, W ). Clearly any permutation of positions on the left-side of (1.4) gives new coordinates for the BSD-Model M ′ in (1.4) according to Lemma 1.1. Thus we can eventually change the coordinates preserving the BSD-Model M ′ from (1.4) in order to assume that the matrix A is invertible.
Let us assume now that there is no invertible minor of type n 2 × n 2 of the Jacobian-matrix of G (0, W ). Then similarly as previously we can simplify (1.35) by (1.36) eliminating the presences of the matrices B, C, D in (1.35). We obtain a contradiction because (F, G) is a local holomorphic embedding, but A is not invertible. This concludes (1.23).
We can simplify furthermore (1.23) by applying the normalization procedure of Baouendi-Huang [1] as follows. We show that: Proposition 1.3. Let (F, G) be the local formal holomorphic embedding defined in (1.6). Then up to compositions with linear holomorphic automorphisms of the BSD-Models defined in (1.4), we have that
Proof. Let Z 1 , Z 2 , . . . , Zq be the lines of the matrix Z from (1.33), and respectively by F
q (Z) the lines of the matrix F (1) (Z) from (1.23). Then the first matrix-equation in (1.35) gives that
from where we obtain immediately that F
(1) j (Z) depends only on Z j , for all j = 1, . . . , q. Restricting (1.38) for each i = j = 1, . . . , q, we apply the normalization procedure of Baouendi-Huang [1] as follows. Let A i be the matrix of lines α 1 (i) , . . . , α N (i) ∈ C 2N , for all i = 1, . . . , q. Then, if < ·, · > is the canonical inner-product, we have that
we obtain (1.37) by (1.38). This concludes (1.37).
The following notations are introduced in order to move ahead.
Special Notations.
For W in (1.1) using the identification from (1.11), we define the following matrices (1.43)
, where
a ij kl w kl , for all i, j = 1, . . . , q,
We naturally define by (1.43) the following matrices 
. , rqqqqqq) .
We write by (1.1), (1.6), (1.37), (1.43) as follows
where A (W ) is canonically defined on each component.
Because the action of the matrix A in (1.45) is complicated, we consider transformations which eliminate by composition each component of the matrix A in (1.45). Following Baouendi-Huang [1] and Chern-Moser [5] , we consider special classes of transformations preserving the BSD-Models defined in (1.4) . Recalling the normalizations (2.5) from Huang [11] , we further normalize (1.6) as follows.
1.5. Analogues of the normalizations (2.5) from Huang [11] . In order to further proceed, we rewrite the mapping (1.6) as follows 
For a given invertible matrix
Thus, eventually changing the coordinates according to Lemma 1.1, we can assume that
We denote by T this change of coordinates preserving and by Q its inverse according to Lemma 1.1. The presence of the matrix R in (1.45) is eliminated as follows. LetW ab be the matrix having w ab on the position (a, b), otherwise only 0 on other positions, where a, b ∈ 1, . . . , q. According to Lemma 1.1 as previously, we write by (1.1), (1.10), (1.11), (1.44) as follows
for some invertible matrices V ab cd = V ab cd r abcd ,ã ab cd ,W ab cd ∈ M qN×qN (C), for all a, b, c, d = 1, . . . , q. This defines the following special transformations
which by (1.51) preserve the BSD-Models, for all a, b, c, d ∈ 1, . . . , q.
We define the first normalized transformation as follows
pp . Using similar notations as in (1.46) and (1.6), it follows by (1.1) that (1.53)
The presence of the matrix A in (1.45) is eliminated as follows. We firstly have to return to the initial coordinates. Thus, we have to compose T 1 with Q. We consider then A ij kl to be the matrix having a kl on the position (i, j), otherwise only 0 on other positions, where i, j, k ∈ 1, . . . , q and l = 1, . . . , N = p − q. According to Lemma 1.1 as previously, we write by (1.1), (1.10), (1.11) as follows
, for all i, j, k = 1, . . . , q and l = 1, . . . , N = p − q. This defines the following special transformations
which by (1.51) preserve the BSD-Models, for all i, j, k ∈ 1, . . . , q and l = 1, . . . , N = p − q. We define the second normalized transformation as follows Going ahead, we examine of local defining equations as follows. It follows by (1.9) that (1.57)
.
These normalizations (1.53) and (1.56) are fundamental in order to find invariants and represent the analogues of the normalizations (2.5) from Huang [11] . This equation (1.57) is further studied in order to compute the formal transformation. Following Proposition 3.1 from Huang [11] , we make linearizations on the diagonal positions in (1.57). It is detected an analogue of the fundamental notion of geometrical rank [12] by considering changes of coordinates preserving the BSD-Models. Interestingly, our geometrical rank is defined by several matrices that have the same rank. This is the analogue of the classical geometrical rank discovered by Huang [12] . Actually, this geometrical rank is induced by the classical geometrical rank [12] . The geometrical rank is obviously zero in the case of Kim-Zaitsev [17] , while in our case can be 0 or 1. This explains the similarity to the situation of Huang-Ji [13] . These facts are described as follows. We extract terms of degree 4 in (1.57) in order to see how (1.53) and (1.56) apply. Then we apply a change of coordinates from Huang-Ji [13] in order to obtain suitable coordinates. We show that 1.6. Geometrical Rank. Let (F ⋆⋆ , G ⋆⋆ ) be defined as previously. Then : Lemma 1.4. Up to changes of coordinates preserving the BSD-Models from (1.4), there exists σ ∈ Sq such that
where N = p − q, or the following holds
Proof. We write by (1.1), (1.37) the formal transformations in sums of homogeneous polynomials in (Z, W ) as follows
, for all i = 1, . . . , q and l = 1, . . . , N = p − q.
Extracting terms of degree 4 on the diagonal positions of (1.57), we conclude by (1.60) that
for all i = 1, . . . , q. This implies that A ii (Z) = 0, for all i = 1, . . . , q. Recalling (1.27), we get by (1.61) the following expansion 
z il a il tk (Z) = 0, for all i, k, t = 1, . . . , q with k = t.
Separating the imaginary side from the real side in (1.62), we obtain that 
, for all i = 1, . . . , q and t = 1, . . . , N = p − q,
, for all i, j = 1, . . . , q. From (1.62), (1.63) and (1.64) we obtain that (1.68)
, for all i, j = 1, . . . , q.
We assume firstly that there exists i 0 ∈ 1, . . . , q such that
≡ 0.
In order to proceed to a further study of (1.68), we write by (1.1) as follows
, for all i = 1, . . . , q and l = 1, . . . , N = p − q, where ϕ
is a homogeneous polynomial in (Z i 1 , Z i 2 ) recalling (1.1), for all i 1 , i 2 , i = 1, . . . , q and l = 1, . . . , N = p − q. Recalling (1.60), we define the following matrices
In particular, we obtain from (1.63) and (1.68) that
Thus we can follow the approach of Huang-Ji [13] in the view of (1.68) and (1.63) in order to further study by diagonalizing B t kk , for all k, t = 1, . . . , q. Thus B t kk = U k,t Diag α
k,t , where U k,t is a unitary matrix, for all k, t = 1, . . . , q. From (1.68), we obtain that there exists σ ∈ Sq such that
Clearly (1.63) and (1.68) implies that U 1,σ(1) = · · · = U q,σ(q) and α
considering the particular case when Z 1 = · · · = Zq. In the view of (1.68), we recall the approach from (pages 226 − 227 of) Huang-Ji [13] . We obtain that (1.74) ϕ
otherwise we would be able to find an orthonormal basis of C N 2 with N 2 + 1 elements, which is not possible. The details are left to the reader as exercise being similar to the ones from the pages 226 − 227 from Huang-Ji [13] . Moreover, we obtain by similar explanations that
. . , iq = σ(q). Applying the changes of coordinates from (pages 226 − 227 of) Huang-Ji [13] , we arrive at (1.58).
Finally, we clearly obtain by (1.62) that (1.59) holds under the following assumption
This concludes (1.58) and (1.59).
Now we are ready to prove the classification (0.4) as follows.
Proof of Theorem 0.1
In order to proceed, we write (1.46) by (1.1), (1.6) as follows , where the coefficients of W are homegeneous polynomials in Z of degree I ∈ N q 2 recalling the identification from (1.1).
We study the local defining equations (1.9) using (2.1) in order to simplify the local formal holomorphic embedding from (1.6) by further normalizations. In particular, we extract by (1.1) the terms of total degree d in Z, Z from (1.9). We obtain that We have to recall also from (1.27) that Im w kk = Z k , Z k , for k = 1, . . . , q, 2.1. Application of the moving point trick from Huang [11] . Following Baouendi-Ebenfelt-Huang [2] , we analyse (2.2) using (2.4). We firstly consider the complexifications of (2.4) and (2.2) as follows. We introduce the following matrices similarly as in (1.1): (2.5) ν = (ν kl ) 1≤k,l≤q , ξ = (ξ kl ) 1≤k≤q
1≤l≤N
Then the complexification of (2.4) may be written by as follows (2.6) w kl − ξ lk 2 √ −1 = Z k , ν l for k = 1, . . . , q.
We have to study the following cases: Case i, j ∈ 1, . . . , q: Analysing (2.2) by taking W = 0, we obtain that Case i, j ∈ 1, . . . , q ′ − q: Analysing (2.2), we obtain that (2.8) G 12 (0, W ) = 0, G 21 (0, W ) = 0.
Case i, j ∈ 1, . . . , q ′ − q: Analysing (2.2), we obtain that (2.9) G 22 (0, W ) = 0.
Recalling the BSD-Model M ′ from (1.4) , we show that:
Lemma 2.1. Up to a compostion with an automorphism of M ′ , we can assume that 
It is clear that σ 0 p (0) = P , τ F
