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A method to study strongly interacting quantum many-body systems at and away from criticality
is proposed. The method is based on a MERA-like tensor network that can be efficiently and reliably
contracted on a noisy quantum computer using a number of qubits that is much smaller than the
system size. We prove that the outcome of the contraction is stable to noise and that the estimated
energy upper bounds the ground state energy. The stability, which we numerically substantiate,
follows from the positivity of operator scaling dimensions under renormalization group flow. The
variational upper bound follows from a particular assignment of physical qubits to different locations
of the tensor network plus the assumption that the noise model is local. We postulate a scaling
law for how well the tensor network can approximate ground states of lattice regulated conformal
field theories in d spatial dimensions and provide evidence for the postulate. Under this postulate,
a O(logd(1/δ))-qubit quantum computer can prepare a valid quantum-mechanical state with energy
density δ above the ground state. In the presence of noise, δ = O( logd+1(1/)) can be achieved,
where  is the noise strength.
I. INTRODUCTION
Recently, there has been an impressive amount of
growth in quantum technology. Planar superconducting
qubit architectures with error rates below the fault tol-
erance threshold [1] have been reported [2, 3]. Ion traps
have demonstrated an error rate that is even an order of
magnitude lower [4]. Qubits based on topologically pro-
tected Majorana fermions have been reported as well [5].
If these devices can be scaled up while maintaining er-
ror rates below the fault tolerance threshold, it would be
possible to construct a large-scale fault tolerant quantum
computer.
These are encouraging developments, but we should
be mindful of the remaining challenges. In order to per-
form fault tolerant quantum computation, one necessar-
ily needs to incur a rather large error correction over-
head. In the the leading surface code architecture [1],
the overhead scales polylogarithmically with the size of
the computation. This amounts to a modest increase in
the number of requisite physical qubits, in the asymptotic
limit in which the size of the computation becomes large.
However, for solving practical problems of interest, the
estimated number of extra qubits usually is a few orders
of magnitude larger than the number of requisite logi-
cal qubits. For example, in order to break the existing
RSA-2048 cryptosystem, assuming a physical noise rate
of 10−3, one would need roughly 103 physical qubits per
logical qubit [6]. This is likely to pose a practical chal-
lenge in implementing large-scale quantum algorithms in
the near term.
Until we overcome these challenges, we will be left with
devices that are too large to classically simulate, yet not
large enough to implement full-scale fault tolerant quan-
tum computation. Can we use nevertheless these devices
to solve any outstanding problems in physics?
We believe there are numerous opportunities in this di-
rection, especially for studying strongly interacting quan-
tum many-body systems at low energy. Specifically, we
would like to argue that such a noisy quantum device
can be used as a highly efficient machine for computing
the energy in variational calculations; see FIG. 1. In this
paradigm, we view the quantum device as an abstract
machine from which expectation values of various observ-
ables, e.g., energy or magnetization, can be measured.
The measured energy is fed into a classical optimizer.
The optimizer updates the parameters of the quantum
device to lower the energy. This process is repeated until
convergence.
Quantum
Processor
Classical
Optimizer
Energy
Lowered
Energy
Measured
FIG. 1. Energy estimated from a quantum processor is fed
into a classical computer. Based on the measured values of
energy at previous iterations, the classical computer updates
the parameter of the quantum processor.
This paradigm originated from the quantum chemistry
community [7]; see also Ref. [8] for a related work on the
Hubbard model. In their context, a quantum processor
consisting of n qubits represents a state of a molecule con-
ar
X
iv
:1
71
1.
07
50
0v
1 
 [q
ua
nt-
ph
]  
20
 N
ov
 20
17
2sisting of O(n) orbitals. A variational state is prepared
by applying a low-depth quantum circuit to a product
state. Then a classical optimization method is employed
to iteratively lower the energy.
Provided that the measurements are reliable, the ob-
tained energy must be variational, even in the presence
of decoherence and systematic errors. The rationale is
simple. The circuit, whether noisy or not, implements a
physically allowed operation. As such, the state of the
device is a valid physical state and the variational prin-
ciple applies. Accounting for the measurement error, we
can conclude that
E0 ≤ EM + M , (1)
where E0 is the ground state energy, EM is the estimated
energy, and M quantifies the measurement error. One
should view M as an analogue of the numerical precision
in classical variational methods. For modern classical
computers, this number is often too small to be of any
significance. For quantum computers, the present-day
magnitude of M can be small, but it is certainly not
negligible.
We believe that, for a class of quantum many-body
systems that have so far defied efficient classical simula-
tion, a near-term quantum device consisting of around 50
qubits with error rate of  = 10−3 can report a variational
upper bound that is lower than any upper bound ob-
tained from existing classical variational methods. This
means that such a device must be capable of represent-
ing a valid quantum-mechanical state of a much larger
system. The device state must be able to approximate a
wide variety of physical states that are difficult to simu-
late with present-day computing power, and furthermore,
preparation of such states must be somehow resilient to
noise. Moreover, there must be a decisive advantage in
using a noisy quantum computer over a classical com-
puter. These requirements are a tall order; can they pos-
sibly be satisfied?
Surprisingly, the answer is yes. In this paper, we pro-
pose a method that, in our opinion, can overcome these
challenges. The main idea is to use a tensor network that
is tailor-made to fulfill all of the above requirements. We
call this tensor network a deep MERA (DMERA); it is
a variant of Vidal’s multi-scale entanglement renormal-
ization ansatz (MERA) [9]. We show that DMERA pos-
sesses a number of attractive qualities, which we summa-
rize as follows.
First, DMERA can be contracted extremely fast on a
quantum computer. Specifically, for a variational param-
eter D, a quantum computer can compute local observ-
ables in O(D logN) time using O(Dd) qubits, where N
is the system size and d is the number of spatial dimen-
sions. In contrast, a classical computer requires memory
and computation time that scale exponentially with Dd.
The dependence on N is the same, but we emphasize
that the exponential dependence on Dd makes a classi-
cal simulation rather difficult. For example, we estimate
that a classical simulation of a d = 2 dimensional sys-
tem with a modest D = 2 would require simulating high
depth circuits acting on mixed states of 64 qubits. Given
that a low-depth simulation of a 56 qubit system requires
at least a few terabytes of memory [10], the requisite re-
sources for classical simulation seem to be far greater
than what is available with even very powerful super-
computers. Assuming that the gate time is in the order
of microseconds, the same computation can be carried
out on a quantum computer in a few seconds or less.
Second, DMERA can approximate a wide variety of
physical ground states using a small number of parame-
ters, meaning small D. While we do not have a general
theorem that guarantees this postulate, we provide a long
list of evidence that suggests that the approximation er-
ror for local expectation values decays exponentially with
D. In particular, we argue that a wide variety of topo-
logical states, quantum critical points, and even lattice
regulated holographic quantum field theories have this
property. Assuming this scaling, in order to reach a pre-
cision of δ for local observables, it suffices to choose D to
be O(log 1/δ).
Third, contraction of DMERA on a quantum computer
is resilient to noise. Suppose the quantum computer suf-
fers from a noise rate of at most  for every gate, prepara-
tion, and measurement. For the physical states we study,
the expectation values of local observables are shown to
be altered at most by O(Dd+1), independent of N . Our
assumption is that the lowest scaling dimension of the
underlying system is positive. This is generically true for
DMERA, and is likely to be true for unitary scale in-
variant field theories. We prove the stability rigorously,
and numerically substantiate it to understand the typical
influence of noise.
Fourth, given a DMERA ansatz and a local Hamil-
tonian, its energy can be estimated in such a way that
Eq. 1 holds even in the presence of noise. Our only as-
sumption is that every ideal gate can be approximated
by its noisy counterpart acting on the same qubits. By
measuring the energy this way, one can objectively com-
pare the measured energy to the energy obtained from
classical variational calculations.
These are similar to the qualities that have been advo-
cated in a previous proposal by one of us [11, 12]. While
the underlying details vary, they share the same philoso-
phy: to devise a variational method that is practical and
resilient to noise. The fact that a minor modification
of an existing tensor network gives rise to the aforemen-
tioned desirable qualities is encouraging.
Our work points to the possibility of fostering a symbi-
otic relationship between tensor networks and near-term
quantum computers. Our understanding of tensor net-
work simulation [9, 13] has been developing rapidly [14–
18], but our limited ability to manipulate large tensors on
a classical computing device has severely hindered classi-
cal simulation of quantum many-body physics, especially
in more than one dimension. On the other hand, near-
term quantum computers are likely to suffer from noise
and be of small size. This poses a challenge in imple-
3menting well-known quantum algorithms, e.g., factoring
[19]. It seems that these two different technologies can
be merged together in a way that compensates for their
individual weaknesses; the result is a kind of quantum
assisted tensor network technology.
The rest of the paper is structured as follows. In Sec-
tion II, we define DMERA and explain how one can vari-
ationally find an ansatz that approximates the ground
state of a local Hamiltonian. In Section III, we argue that
a large class of physical states can be well-approximated
by a DMERA with a small number of parameters. In
Section IV, we show that the outcome of the contraction
is resilient to noise. In Section V, we explain how the
network can be contracted on a quantum computer. In
particular, we show that the energy estimated from this
contraction sequence is variational. We discuss some po-
tential applications in Section VI.
II. PROPOSAL
We propose a variational ansatz which we refer to as
deep multi-scale entanglement enormalization ansatz, or
DMERA for short. DMERA is a version of the well-
known multi-scale entanglement renormalization ansatz
(MERA) [9], and like MERA, it is a special kind of ten-
sor network composed of unitary and isometric tensors
such that the network can also be viewed as a quantum
circuit. As in MERA, the key idea of DMERA is to
disentangle local degrees of freedom which can then be
removed using isometries, i.e., unitaries with one input
fixed to a product state. The main difference is in the
way the disentangling operation is carried out.
In MERA, say in the context of a one-dimensional lat-
tice of qubits, one groups the individual qubits into clus-
ters with effective dimension called the bond dimension.
Each scale of the MERA then consists of one layer of
unitaries and one layer of isometries. The variational pa-
rameters are contained in the unitaries and isometries
and the number of variational parameters is determined
by the bond dimension. In DMERA, rather than group-
ing qubits into clusters of some desired bond dimension,
we instead allow each scale to consist of many layers of
two-qubit unitaries. The variational parameters are still
contained in the unitaries, but the number of variational
parameters is now determined by the depth D of the cir-
cuit at each scale. Any DMERA can be realized as a
MERA with sufficiently large bond dimension; similarly,
DMERA can approximate any MERA given sufficiently
large depth D.
A. DMERA
Let us formally define DMERA for one-dimensional
systems. A state |ψ〉 over L = 2n qubits is a DMERA
with depth D if there exists a sequence of states {|ψi〉}
such that |ψ〉 = |ψn〉, |ψ0〉 = |0〉, and
|ψi+1〉 = Ui
|ψi〉 ⊗ |0 . . . 0〉︸ ︷︷ ︸
2i
 , (2)
where Ui is a depth D local quantum circuit consisting of
two-qubit gates and the 2i |0〉 are interspersed between
the qubits that have been introduced at j ≤ i; see FIG. 2.
The gates can be labeled in terms of the pair of qubits
that they act on and the time at which they are imple-
mented. There are n = log2 L renormalization steps and
in each step we have D layers of unit depth unitaries.
Therefore, every gate can be specified in terms of a pair
of tuples (i, j) and (s, y) where i and j are the qubits
that the gate acts on, s ∈ {1, . . . , n} is the renormaliza-
tion step, and y ∈ {1, . . . , D} specifies the layer within
the renormalization step.
ψi+1 = ψi
|0〉
|0〉
|0〉
|0〉
· · ·
FIG. 2. Recursion relation defining a DMERA. The state
|ψi+1〉 is constructed from |ψi〉 by placing ancillas and apply-
ing a depth-D local quantum circuit consisting of two-qubit
gates.
An important property of DMERA is that expecta-
tion values of local observables can be computed in time
O(eO(D) logL log(1/η)) on a classical computer and time
O(D logLη2 ) on a quantum computer, where η is the de-
sired precision. To see why, it is convenient to recall the
notion of a past causal cone [20, 21]. Given an observ-
able Oˆ, its past causal cone is the set of gates that can
influence its expectation value. In particular, the width
of the past causal cone determines the number of physi-
cal qubits that are sufficient to estimate the expectation
value. This is because of the following recursion relation:
〈ψi+1| Oˆ |ψi+1〉 = 〈ψi|Φi(Oˆ) |ψi〉 , (3)
where
Φi(·) = 〈0, . . . , 0|︸ ︷︷ ︸
2i
U†i · Ui |0, . . . , 0〉︸ ︷︷ ︸
2i
(4)
is a unital quantum channel that preserves locality [22].
Specifically, let si be the size of the nontrivial support
of the operator Φn−i ◦ · · · ◦ Φn−1(Oˆ), and suppose Oˆ is
supported on a finite interval of length s0 = `. Then we
4have the following bound:
si+1 ≤ si + 2D
2
. (5)
Iterating this for i > 0 leads to
si ≤ `
2i
+D
i−1∑
k=0
1
2k
≤ `
2i
+ 2D, (6)
which subsequently implies that the operator
U†n−i−1Φn−i · · · ◦ Φn−1(Oˆ)Un−i−1, i.e., the operator
before we project onto |0...0〉 at scale n − i − 1, acts
on at most `2i + 4D qubits. The expectation value can
be computed on a classical computer by multiplying
matrices whose dimension grows exponentially with D.
This exponential cost can be removed on a quantum
computer by simply implementing the gates. A similar
conclusion holds in higher dimensions as well. For a
depth D DMERA in d spatial dimensions, a classical
computer can compute expectation values by multiplying
matrices whose dimension grows exponentially with Dd,
while on a quantum computer one needs only O(Dd)
physical qubits to compute the expectation value.
B. Energy minimization protocol
A method to contract the tensor network on a quan-
tum computer will be discussed in Section V. For now,
we assume that the expectation values of local observ-
ables can be estimated. Our goal is to understand how,
given such a subroutine, one can find an approximate
ground state. Our protocol is analogous to the one used
in classical MERA calculations. The idea is to minimize
the energy with respect to each of the tensors sequen-
tially until the energy cannot be lowered anymore. This
approach is heuristic and may get stuck in local minima.
However, in practice this method has been shown to work
well [21].
Motivated by this observation, we propose to minimize
the energy of a DMERA as follows. Without loss of
generality, let us consider a single circuit element U in
DMERA. One can easily show that the energy depends
quadratically on U :
E(U) =
∑
i
Tr(ρiUhiU
†), (7)
where the ρi are positive semi-definite operators and the
hi are Hermitian matrices. Then the problem boils down
to whether, given the measurement outcome E(U), one
can minimize it. This is a finite-dimensional classical
optimization problem with a noisy input. The input is
noisy because the value of E(U) is sampled from some
distribution, as opposed to being computed explicitly; see
Section V for the details.
Therefore, we should employ a classical optimiza-
tion method which, given a noisy objective function,
minimizes it. The so-called simultaneous perturba-
tion stochastic approximation (SPSA) [23] is one such
method. Given an objective function, SPSA estimates
the gradient in a random direction and updates the vari-
ables in the opposite direction. Let Λ = (λ1, . . . , λn)
be a vector consisting of the variational parameters. In
our setup, they parametrize the unitaries. The algorithm
proceeds as follows:
1. Initialize Λ with random entries.
2. Pick a random vector v = (v1, . . . , vn), where vi are
iid random variables with E[1/vi] <∞.[24]
3. Estimate the gradient by computing gk = (E(Λ +
αk)− E(Λ− αkv))/(2αk).
4. Set Λ← Λ− gkβkv.
5. Repat 2-4 until convergence.
Two parameters, αk and βk, whose optimal values de-
pend on the underlying problem, determine the rate of
convergence. At the k-th iteration, these parameters are
chosen to be
αk =
a
(k + 1 +A)s
βk =
b
(k + 1)t
,
(8)
where a, b, A, s, t are constants. Asymptotically optimal
values are s = 1 and t = 1/6, but these choices may not
be optimal in practice.
What makes SPSA attractive is that the method con-
tinues to perform well even with noisy measurements of
the objective function. This fact has been observed and
utilized in the context of quantum state tomography [25].
In our own numerical experiment, we have observed a
similar tendency. In order to assess the performance of
this algorithm, we picked random choices of ρi and hi.
While these operators will not be completely random in
practice, the fact that the objective function depends
quadratically on U remains the same. This is our jus-
tification for using this numerical experiment as a proxy
for the performance we expect in real experiments. We
chose the parameters as a = 0.05, b = 0.01, and A = 10.
We add an artificial stochastic noise to the measurement
outcome which is 1% of the operator norm of hi. The
results are plotted in FIG. 3 (100 samples), FIG. 4 (av-
eraged over samples), and FIG. 5 (worst case).
One can see that, while on average the energy mini-
mization works very well (FIG. 4), on rare occasions our
method fails to find the true minimum (FIGS. 3,5). This
is a problem that also appears in the variational opti-
mization of MERA. Fortunately, in practice even if the
optimization of individual tensors fails occasionally, the
global minimum can often be found by performing mul-
tiple sweeps of individual tensor optimizations [21]. We
expect our method to behave in a similar manner.
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FIG. 3. Energy minimization, 100 samples superimposed.
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FIG. 4. Energy minimization, 100 samples averaged.
III. FAITHFULNESS OF DMERA
The next question we address is whether DMERA can
faithfully describe physical states of interest. In this sec-
tion we provide evidence that the answer is yes. The ba-
sic observation is that DMERA can reproduce both scale
invariant (power law) correlations and quantum critical
entanglement scaling. Indeed, since any MERA can be
recast as a DMERA, all the evidence that MERA can
faithfully describe critical states is also evidence in fa-
vor of the suitability of DMERA for describing critical
states [26–29]. However, this argument glosses over a
key point, which is that DMERA is only practical if the
required depth D is not too large. Hence in this section
we particularly focus on the scaling of the depth with
the desired degree of approximation δ. Recall that the
approximation error δ is distinct from the error  arising
from the gates in a physical contraction of the network
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FIG. 5. Energy minimization, worst case.
using a noisy quantum device. We consider both one- and
two-dimensional models in the following analysis. As dis-
cussed above, DMERA can be easily generalized to more
than one dimension while keeping its desirable features.
A. Circuits for one dimensional models
There are two examples in this subsection. We first
consider a non-interacting fermion model which can be
described by a scale invariant quantum field theory (con-
formal field theory or CFT) at low energies. We then turn
our attention to the opposite limit of very strong inter-
actions as realized by conformal field theories which are
“holographically dual” to gravity via the Anti de Sitter
space/conformal field theory correspondence (AdS/CFT)
[30–32]. In the first case we draw on recent results [18]
to demonstrate that DMERA is a good ansatz for the
ground state. In the second case, we point out that ideas
of holographic complexity [33, 34] similarly suggest that
holographic states, suitably regulated on a lattice, can be
described by a low depth DMERA.
1. Non-interacting Dirac fermion
Here the goal is to construct a renormalization group
circuit for a non-interacting lattice fermion model which
at low energies approximates a conformal field theory
consisting of a free Dirac fermion. We have fermion cre-
ation operator ar on each site r = 1, ..., L obeying the
algebra
{ar, a†r′} = δr,r′ . (9)
The Hamiltonian is
H = −
∑
r
(a†r+1ar + a
†
rar+1). (10)
6As is well known, this theory can be solved in momentum
space to yield two Fermi points which can be combined
into a lattice regulated Dirac fermion. By switching to
a closely related Majorana fermion model, one can also
describe the physics of the transverse Ising model spin
chain using the Jordan-Wigner transformation.
For our purposes, the key physics is the following. The
ground state of Eq. (10) is obtained by diagonalizing
the corresponding single particle Hamiltonian and fill-
ing each negative energy state with a fermion, i.e., filling
the “Fermi sea”. Since the model is translation invariant,
the diagonalizing unitary is simply the Fourier transform,
which is a non-local transformation that can map prod-
uct states to states with volume law entanglement. Nev-
ertheless, the entanglement of a region of size ` in the
ground state of Eq. (10) is proportional to log `, much
less than volume law. Since the ground state is invari-
ant under unitary transformations within the filled and
empty single particle levels, the low degree of entangle-
ment can be explained if a set of localized modes can be
constructed which are approximately supported only on
the filled single particle levels.
Recently, drawing on the theory of wavelets, Ref. [18]
showed that such a set of localized modes can be con-
structed. The results build on earlier numerical explo-
rations using wavelets, but have the virtue of providing
provable error estimates. The construction is based on
identifying a pair of wavelets that are so-called Hilbert
transforms of each other, though the precise definitions
need not concern us here. Fortunately, some time ago Se-
lesnick showed how to construct pairs of discrete wavelet
transforms that form approximate Hilbert pairs. The re-
sulting filters depend on two parameters, call them LH
and KH . These filters can then be used to construct
many-body unitaries that approximately implement one
step of the recursive definition of DMERA in Eq. (2) us-
ing D = 2(LH +KH) layers of nearest neighbor gates.
Furthermore, Ref. [18] proved a theorem relating prop-
erties of the wavelet pair to the degree of approximation
in the fermion DMERA circuit. Using this theorem and a
numerical analysis, it was found that Selesnick’s wavelets
lead to an error in correlation functions that decreases ex-
ponentially with D. Thus to have error at most δ in local
observables, it suffices to take D ∼ log 1δ . This is essen-
tially the best possible scaling with δ, so that DMERA
is an optimal approximation scheme in this case.
2. Holographic CFTs
Having just considered a non-interacting system, let
us now turn to the opposite limit of very strongly in-
teracting systems. In the context of AdS/CFT dual-
ity, recent developments provide a plausible conjecture
for the complexity of a holographic CFT renormalization
group circuit. The short version of the story is as fol-
lows: Some CFTs with many local degrees of freedom
and strong interactions in d dimensions are equivalent to
quantum gravities in d + 1 dimensions. The emergent
dimension of the gravity theory is, in the simplest case,
related to renormalization group scale in the CFT. Mo-
tivated in part by this connection to the renormalization
group, it was argued that the emergence of higher dimen-
sional gravity from CFT degrees of freedom could be un-
derstood via tensor networks like MERA [35–39]. Based
on these tensor network ideas and other other non-trivial
physical inputs, it was proposed that the complexity of
the quantum state of the CFT can be calculated using
the gravitational geometry [40].
We will not discuss the details of these calculations
here, but see Refs. [34, 41] for details. Note also that
the precise definition of complexity on the CFT side is
a subject of active research [42, 43]. One simple pic-
ture is to imagine some lattice model which regulates the
CFT, like the lattice fermion model above regulates the
free Dirac CFT, in which the ground state has a MERA-
like renormalization group circuit which prepares it from
a product state. The proposal is then that the universal
aspects of the complexity of this circuit can be computed
on the gravity side in terms of features of the geometry.
Assuming this correspondence is true, the result of the
computation is that the total circuit complexity needed
to prepare the ground state is proportional to the central
charge c times the volume of the CFT in units of the cut-
off, e.g., the lattice spacing. The central charge measures
the number of degrees of freedom per site; for reference,
the previous fermion model has c = 1.
To translate this complexity estimate into a depth,
we need to specify how DMERA works for a system
with many local degrees of freedom. Consider a one-
dimensional lattice of L sites where each site consists of
M qubits. The total Hilbert space dimension is 2LM .
The typical Hamiltonian in such a system would have lo-
cal few-qubit interactions between neighboring sites and
arbitrary few-qubit interactions within a site. The def-
inition of DMERA is similar to the case where M = 1,
except that now each layer of a DMERA consists of gates
acting between neighboring sites and gates acting within
a site. The initial product state on each interleaved site
at a given layer also now consists of a product state of
the M qubits on that site. As a simple example, M non-
interacting copies of the free fermion model considered
above would have central charge c = M and identical
depth to the M = 1 case, i.e., the circuit for M copies is
simply the M -fold tensor product of the circuit for one
copy. However, the complexity of the circuit, meaning
the total number of gates, scales linearly with c = M .
Furthermore, the total number of gates in a DMERA is
proportional to the number of lattice sites.
If we now hypothesize that a holographic state with
central charge c can arise from a one-dimensional lattice
system with O(c) qubits per site, then a circuit complex-
ity of order c would translate into a depth of order unity,
although the scaling of D with the local error δ is not yet
specified. Unfortunately, there are important subtleties
that render this estimate of the depth somewhat prob-
7lematic. First, there is no notion of error easy visible in
the holographic computation. Second, a constant depth
circuit would not allow every qubit on a given site to in-
teract with every other qubit on the same site. As we
explain below, a more reasonable conjecture is that for
local error δ, the necessary depth obeys D = O
(
c log 1δ
)
,
although in some cases of shallower circuit may suffice.
This estimate arises from the holographic complexity
results combined with a simple model of the holographic
renormalization group circuit. To understand the model,
note that the complexity measures considered in holo-
graphic models count gates near the identity as having
have less complexity than gates far from the identity.
This subtlety is important because at each scale every
qubit on a site needs to interact with every other qubit
on the same site, but the interaction is often weak, say, of
order 1/c. Hence while the total number of gates may be
be of order c2 (depth times number of qubits), the actual
complexity is still of order c since most of the gates are
close to the identity.
As a simple model, imagine that each site consists of
c = M qubits, that every qubit interacts with every other
qubit with strength 1/M , and that DMERA needs to ap-
proximate evolution under this interaction for unit time.
The evolution can be approximated by M layers of two-
qubit gates where each layer consists of M/2 gates acting
on pairs of qubits and where each gate differs from the
identity by an amount of order 1/M . This way every
qubit interacts with every other, but the total complex-
ity, obtained by taking the number of gates and multiply-
ing by the strength of each gate, is roughly proportional
to M .
A more realistic model is provided by the so-called D1-
D5 system. This is a construction within string theory
consisting of a set of intersecting 1+1d and 5+1d Dirich-
let branes. This setup has featured in a number of semi-
nal results, including the first microscopic calculation of
black hole entropy within string theory [44, 45]. One in-
teresting feature of this model is that it can be described,
via the AdS/CFT correspondence, by a 1+1d CFT. Fur-
thermore, this CFT has a so-called moduli space, which
for our purposes here means that the theory comes with
a set of continuous parameters that can be changed with-
out breaking conformal invariance. Interestingly, in one
corner of the moduli space, the CFT is described by a
symmetrized version of the tensor product of many copies
of the free Dirac fermion theory with many copies of a
compact scalar theory (see, e.g., Ref. [46] for a recent
discussion).
In fact, the compact scalar theory at a particular com-
pactifcation radius is equivalent, via a non-local field re-
definition, to the free Dirac theory. This observation
suggests that the compact scalar theory has a DMERA
representation with similar depth requirements as in the
free Dirac theory. Furthermore, the symmetrization op-
eration should not substantially increase the depth, at
least in the limit of many copies. Thus we claim it is rea-
sonable to conjecture (1) that the D1-D5 system in this
quasi-free limit (the “orbifold point”), suitably regulated,
has a DMERA representation and (2) that this DMERA
representation has complexity and depth comparable to c
copies of the Dirac fermion theory. Of course, this is still
only in the quasi-free limit, but if the depth and com-
plexity are smooth functions of the moduli, as might be
expected if no phase transition is encountered, then we
may also conjecture that the D1-D5 CFT itself, in the
gravity limit, has complexity of order c as predicted by
the holographic calculations. It will be very interesting
to further substantiate this chain of reasoning in future
work.
We want to make one final comment regarding the scal-
ing of error with depth. The fact that many of the gates
in the holographic model should be close to the identity
may be important in practical implementations. We as-
sumed above that  provided a uniform estimate of the
error per gate, so that a depth scaling with the central
charge implies the possibility of larger error. However, in
most practical implementations gates near the identity
are easier to implement and are less sensitive to noise,
so it may be that the naively higher depth in the holo-
graphic case is actually not as detrimental as in the worst
case of the same depth with arbitrary gates.
B. Circuits for two dimensional models
In the case of two-dimensional models, the basic idea
is the same but the geometry of the DMERA circuit is
more complex (and there are more arbitrary choices of
architecture). As a simplified picture, we may imagine
a square lattice of L2 qubits. The recursive definition
of DMERA in Eq. (2) should now relate states defined
on L2 qubits and (L/2)2 qubits and the local unitaries
should be arranged in some pattern on the square lattice.
By counting degrees of freedom, we see that the number
of ancillary qubits needed to go from size L/2 to size
L is 3L2/4. As in the one dimensional case, we consider
several class of models starting from free particle models.
Unlike in one dimension, there are now interesting two-
dimensional topological states which can be represented
using a DMERA circuit.
1. Non-interacting Dirac point
The simplest two-dimensional analog of the one-
dimensional fermion lattice model considered above is a
system with a Dirac point in its energy spectrum, e.g., as
arises in a honeycomb lattice model with nearest neigh-
bor hopping. Ref. [18] did consider a two-dimensional
model, but instead of a Dirac point it had an entire
Fermi surface, i.e., a codimension one locus of zero energy
states. Nevertheless, it was shown that a generalization
of DMERA equipped with a branching structure was ca-
pable representing the ground state to high accuracy. We
defer the analysis of branching DMERA to a future work,
8but, in view of the fact that the Fermi surface state has
both higher entanglement and longer-ranged correlations
as compared to a Dirac point, it is reasonable to conjec-
ture that a Dirac point would have a two-dimensional
DMERA representation with depth D ∼ log 1δ .
2. Non-interacting Chern insulator
We can also consider non-interacting fermion models
which realize interesting topological states of matter. For
example, one can construct square lattice fermion mod-
els which realize a gapped phase of matter known as a
Chern insulator which hosts protected chiral edge states.
In Ref. [14] it was shown that this Chern insulator model
has an adiabatic expansion property that can be used to
construct a DMERA. Given the Hamiltonian HL of the
Chern insulator on size L and the Hamiltonian HL/2 of
the Chern insulator on size L/2 (plus decoupled degrees
of freedom), there exists a continuous family of Hamilto-
nians H(η) such that (1) H(η) is uniformly gapped for
all η, (2) H(0) = HL/2 and H(1) = HL, and (3) H(η) is
strictly local.
To idea to construct a DMERA is to iterate a proce-
dure where we approximate the ground state on size L
by adiabatic evolution with the Hamiltonian H(η) start-
ing from the ground state on size L/2. By making the
adiabatic evolution sufficiently slow, we can approximate
the ground state to any desired accuracy. Furthermore,
by Trotterizing the resulting adiabatic evolution, one can
argue on general grounds that the requisite circuit depth
scales at most as D ∼ (log 1 )q for some constant q close
to one [14].
3. Interacting topological states
To address interacting topological states in two dimen-
sions, we can follow several approaches. One is to note
that for a large class of topological states, namely those
described by quantum double models or string net mod-
els [47], there are exactly solvable lattice models which
have exact DMERA representations for some fixed depth
D [48, 49]. Furthermore, given a lattice models in the
same phase as one of these exactly solvable points, one
can construct its ground state from the corresponding
exactly solvable DMERA circuit up to an adiabatic evo-
lution for a fixed time. Since a finite time adiabatic evo-
lution can be approximately Trotterized to a finite depth
circuit, we again conclude that this large class of topo-
logical states has a good approximate DMERA represen-
tation.
The other approach starts from the observation that
two-dimensional topological states are expected to have
an adiabatic expansion property similar to the Chern in-
sulator discussed above. This property is expected to ap-
ply to both non-chiral and chiral topological states [14].
Following the arguments in the Chern insulator, we can
similarly conclude that an approximate DMERA repre-
sentation with modest depth exists. Note that to fit the
precise definition of a DMERA, it may be necessary to
approximate some multi-qubit gates arising in the adia-
batic evolution with two-qubit gates, but this is always
possible with only an extra constant factor in the depth.
4. Holographic CFTs
The holographic proposal for computing CFT com-
plexity works in any dimension [34], so we may simply
repeat the one-dimensional discussion with only minor
medications. In particular, the holographic complexity
is still proportional to the analog of the central charge.
As before, this is consistent with a depth of order the
central charge because requiring that all local degrees of
freedom interact at each layer forces a blow up of the
depth. Still, we conclude as in the one-dimensional case
most of the gates can be taken close to the identity.
C. Comments
All of the evidence presented in this section is con-
sistent with the broad conclusion that local observables
can be obtained with a precision δ which decays exponen-
tially (or nearly so) with the depth D. This conclusion
indicates that DMERA should be broadly useful for de-
scribing many kinds of states in a variety of dimensions.
In particular, states of matter that, in some limit, are de-
scribed by Lorentz invariant quantum field theories, are
all expected to fall within this class. Furthemore, none
of our arguments were really specific to one or two di-
mensions, and we expect that three-dimensional models
can also be studied.
IV. NOISE RESILIENCE
So far we have introduced DMERA and studied how
well it can approximate physical states of interest. The
results were encouraging: We have observed that, under
plausible physical assumptions, a DMERA with moder-
ate depth per scale can reliably approximate ground state
correlation functions of many models of physical interest.
For practical applications on near term noisy quantum
devices, it is important to understand how this picture
changes in the presence of noise.
A conservative way to estimate the effect of noise is to
replace each of the individual two-qubit gates, denoted
by uj and understood as a completely positive trave pre-
serving (CPTP) map, by a noisy operation u˜j acting on
the same qubits such that
‖uj − u˜j‖ ≤ , (11)
where ‖ · ‖ is the completely bounded norm and  is
the noise rate. Note that since uj and u˜j are CPTP
9maps, their dual maps u†j and u˜†j are unital. This has
the important implication that
u†j(Oˆ) = u˜†j(Oˆ) = Oˆ (12)
for any operator O whose support is disjoint with that
of uj . This is why we can ignore, even in the presence
of errors, circuit elements that lie outside the past causal
cone of a given observable.
Given this noise model, what is the effect on opera-
tor expectation values? Because the quantum circuit at
each layer preserves locality, an observable Oˆ supported
on region of bounded size can expand to a ball of radius at
most O(D). By the unital property discussed above, this
means that in d spatial dimensions the coarse-grained
operator Φi(Oˆ) involves at most O(D
d) circuit elements
within each layer. Since Φi is composed of D layers of
circuit elements, the total number of circuit elements in-
volved in Φi(Oˆ) is bounded by O(D
d+1). Therefore, we
conclude that
‖Φi(Oˆ)− Φ˜i(Oˆ)‖ ≤ O(Dd+1), (13)
where Φ˜ is constructed by replacing every uj to u˜j and
every |0〉 by a state which is close to |0〉 up to an error .
The next question is how this error compounds as
many Φ˜i are applied in sequence. Naively, one might
expect that noise would accumulate proportional to the
number of scales of DMERA, i.e., the number of Φ˜i ap-
plied. This would imply that the total error in local ob-
servables would grow logarithmically with the simulated
system size, but this naive expectation turns out to be
an overestimation. We now explain why.
Consider a translationally invariant DMERA as a vari-
ational ansatz to approximate the ground state of a trans-
lationally invariant quantum many-body system. As is
the case for any variational ansatz, the correct figure
of merit in the thermodynamic limit is energy per site.
Without loss of generality, consider a local term in the
Hamiltonian, h. Depending on its location, its expec-
tation value in the DMERA state ρ = |ψn〉〈ψn| can be
formally expressed as
〈h〉 = Tr(ρh) = Φ0 ◦ · · · ◦ Φn−1(h), (14)
where, in an abuse of notation, Φi, i = 0, · · · , n−1 is the
restriction of the DMERA transfer operator introduced
in Section II to the causal cone of h.
We would like to bound the effect of noise for such
expectation values. Consider first the total energy of
the system. Let E0 be the total energy per site of a
noiseless DMERA and let E˜0 be the total energy per
site of a noisy DMERA, one whose state preparation,
gates, and measurements are perturbed by a strength
. A naive upper bound, which is based on counting
the number of perturbed locations, would scale as |E0 −
E˜0| < O(nDd+1), which diverges with n, the logarithm
of the number of qubits. This argument assumes that
all n scales in the DMERA are non-trivial. Away from
criticality, the number s of scales in a DMERA can be
fixed to a system size independent value related to the
correlation length, so that the analogous bound is |E0 −
E˜0| < O(sDd+1). Still, at criticality we expect s = n
so that the error depends logarithmically on the total
system size.
However, all known unitary critical theories possess a
generic property that leads to a much better bound. This
is the fact that the scaling dimensions of non-identity
operators are positive. For example, in a unitary confor-
mal field theory there is a dimension and spin dependent
lower bound on the scaling dimension of an operator. In
the context of DMERA, this fact manifests as follows.
The superoperator Φi is unital and hence the identity
operator is a eigenoperator of Φi with eigenvalue one. If
λi is the eigenvalue of the superoperator with the second
largest modulus, then strict positivity of scaling dimen-
sions implies that |λi| < 1.
Assuming that |λi| ≤ λ < 1 for some λ, we can de-
rive a bound as follows. We work in d = 1 dimensions
and use the following conventions: The number of scales
in a DMERA is s. A symbol with a tilde sign repre-
sents the noisy counterpart of the symbol without the
tilde. In particular, Φ˜i is the noisy counterpart of Φi
from Section II restricted to the causal cone of h. It
includes all the imperfections associated with the gates
and the initial states |0〉. We assume that ‖h‖ ≤ 1,
‖h − h˜‖ ≤ , ‖ρ − ρ˜‖1 ≤ , and ‖Φi − Φ˜i‖ ≤ O(D2),
where ‖ · · · ‖ is the operator norm, ‖ · · · ‖1 is the trace
norm, and ‖ · · · ‖ is the diamond norm. The factor
of D2 accounts for the fact that there are O(D2) cir-
cuit elements appearing in the definition of Φi. Lastly,
for m ≥ n let T[n,m] = Φn ◦ Φn+1 ◦ · · · ◦ Φm and
T˜[n,m] = Φ˜n ◦ Φ˜n+1 ◦ · · · ◦ Φ˜m; if m < n set T[n,m] and
T˜[n,m] to the identity map.
Recall the so-called telescopic decomposition:
T˜[0,s−1] − T[0,s−1] =
s−1∑
k=0
T˜[0,k−1] ◦
(
Φ˜k − Φk
)
◦ T[k+1,s−1].
(15)
Also, since both T[0,s−1] and T˜[0,s−1] are unital,
T˜[0,s−1](h)− T[0,s−1](h) = T˜[0,s−1](h¯)− T[0,s−1](h¯), (16)
where h¯ is the nonunital part of h. Specifically, h¯ =
h−Tr(h) ID , where D is the dimension of the underlying
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Hilbert space. Using this decomposition,
‖T˜[0,s−1](h¯)− T[0,s−1](h¯)‖
≤
s−1∑
k=0
‖T˜[0,k−1] ◦ (Φ˜k − Φk) ◦ T[k+1,s−1](h¯)‖
≤
s−1∑
k=0
‖(Φ˜k − Φk) ◦ T[k+1,s−1](h¯)‖
≤ O(D2)
s−1∑
k=0
‖T[k+1,s−1](h¯)‖
≤ O(D2)
s−1∑
k=0
|λ|s−1−k
≤ O(D
2)
1− |λ| .
(17)
From the second to the third line, we used the fact that
T˜[0,k−1] is norm-nonincreasing. Next, we used the fact
‖Φk − Φ˜k‖ ≤ O(D2). Then we used the fact that h¯ is
the nonunital part of h: provided that |λ| < 1, its norm
strictly contracts.
Note that the bound is independent of s. Therefore
even at criticality, the expectation values of local observ-
ables are perturbed at most by O(D2), independent of
the system size. An immediate consequence is that, pro-
vided the noiseless DMERA ansatz can well-approximate
the ground state energy, a noisy ansatz can approximate
the ground state energy up to an additional O(D2) er-
ror. Therefore, if a small value of D suffices for a good
approximation to the ground state, and if the energy min-
imization discussed in the previous section finds the min-
imum, a moderately noisy quantum computer ought to
be able to reliably estimate the total energy.
This bound formally shows that the error in local ex-
pectation values is independent of the system size, de-
spite the fact that the depth of the circuit scales with
the system size. In order to assess how stable the circuit
is in practice, we have performed a number of numerical
experiments. We have computed the reduced density ma-
trix of two neighboring sites in the middle of the chain for
the noiseless circuit, and compared it with the reduced
density matrix obtained from a noisy circuit. Each of
the two-qubit gates are chsoen uniformly random from
SU(4). In the noisy circuit, each gates are followed by
a depolarizing noise with error rate p = 0.001 on qubits
the gate acts on. The trace distance between these den-
siey matrices are numerically computed. The result is
summarized in Table I.
The outcome of our numerical experiment is encour-
aging. Based on the number of errors and the error rate,
one might have expected the trace distance to be so large
that the two reduced density matrices are almost per-
fectly distinguishable. However, as one can see in Table
I, the reported trace distance, even in the worst case, is
several orders of magnitude below this expectation. It is
importnat to note that the trace distance upper bounds
D Errors Average Std Min Max
2 624 7.2× 10−3 1.2× 10−3 5.8× 10−3 10.7× 10−3
3 1656 7.3× 10−3 1.0× 10−3 5.1× 10−3 9.9× 10−3
4 3048 1.4× 10−2 1.6× 10−3 1.1× 10−2 1.8× 10−2
5 4680 1.9× 10−2 1.5× 10−3 1.6× 10−2 2.3× 10−2
TABLE I. Trace distance between the reduced density matrix
over the 255th and the 256th qubit over a spin chain consist-
ing of 512 qubits. Errors represent the number of locations in
the circuit where a depolarizing noise of error p = 0.001 has
occurred. Average, Min, and Max denote the average, mini-
mum, and the maximum value within the sample. The total
sample size is for each D. Also, Std represents the standard
deviation.
the error on the estimated expectation values for normal-
ized operators; the error for physical observables will be
lower in general.
A. Comparing with classical numerical methods
Suppose an experimentalist has variationally found a
low-energy state and has estimated its energy density. To
what extent can we trust this result? One thing that is
clear is that the experimentalist must have done a ad-
mirable job of characterizing the gates of the quantum
computer. Then we can expect the experimentalist to
have a reliable estimate of . The second largest eigen-
value of the transfer operator, λ, is an experimentally
measurable quantity; simply apply an operator Φn mul-
tiple times and measure the expectation value of all pos-
sible operators. The slowest rate at which expectation
values of these observables equilibrate determine λ. From
these estimates, we can upper bound the deviation in the
expectation value from Eq. (17). Then a variational up-
per bound to the energy will be the estimated energy
with an addition of this error, as well as the statistical
error.
In practice, estimating λ may be unpractical. We shall
revisit this issue in Section V and provide a method that
obviates the need to measure λ.
B. Extracting physical information
The preceding analysis implies that the energy per site
can reach a precision of O(), provided that D is small
and the ansatz approximates the ground state well. Be-
cause  is a constant, as opposed to a number that decays
polynomially in the system size, the stability bound im-
plies that a noisy quantum computer can prepare some
state at low but finite energy density.
This may seem underwhelming; we do not have an
approximation of a ground state, but rather some low
energy state. However, there are successful variational
methods such as iDMRG [50] and iPEPS [51] which di-
rectly target the thermodynamic limit. The correct fig-
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ure of merit for these methods is the energy per site, and
the same criterion should be applied to our method. Af-
ter all, the only difference between our method and the
existing variational calculations is the employed compu-
tational device. If our method reports an energy per
site lower than any of the existing calculations on some
model, that will be a strong evidence for the usefulness
of our proposal.
V. CONTRACTION ALGORITHM
We introduce an algorithm for contracting a DMERA
on a quantum computer. The algorithm outputs, for ev-
ery ball of radius O(D), a sequence of gates that prepares
the reduced density matrix of the ball. Importantly, the
energy obtained from these reduced density matrices is
variational; see Eq. (1).
The main idea is to assign the physical qubits to the
qubits that appear in the circuit diagram in such a way
that a consistent quantum state is obtained. The distinc-
tion between these two types of qubits is important. As
such, we shall refer to the qubits appearing in the circuit
diagram as circuit qubits, and we shall refer to the qubits
that are present in the quantum computer as physical
qubits.
For concreteness, we use the following set of conven-
tions. First, we interpret preparation as a single-qubit
gate, as opposed to a single-qubit state. Specifically, it
is a CPTP map that replaces the input state with some
fixed state. In other words, preparation can be thought
as a “reset” gate. Second, we write down the state pre-
pared by the DMERA circuit as
ρDMERA = Γn ◦ · · · ◦ Γ1(σ), (18)
where σ is a maximally mixed state over all the circuit
qubits that appear in the DMERA circuit, and Γi is the
action of all the gates that appear on the ith scale of the
DMERA circuit. This can be further decomposed into
Γi = Γi,D ◦ · · ·Γi,1 ◦ Γi,0, (19)
where Γi,0 consists only of the preparation gates and Γi,j
corresponds to the action of each layer of the circuit.
We consider a system on a d-dimensional hypercubic
lattice consisting of (2n(2`0 + 1))
d qubits, where `0 is
a nonnegative integer. Our DMERA prepares a state
over these qubits; note that this slightly generalizes our
definition of DMERA in Section II. The ith layer from
the top consists of 2di(2`0 + 1)
d qubits. In particular,
(2d − 1)× 2d(i−1)(2`0 + 1)d new qubits are introduced in
the ith layer.
The rest of this section is divided into three parts.
First, we propose a particular assignment of physical
qubits to the qubits that appear in the circuit diagram.
Second, based on this assignment, we propose an algo-
rithm that outputs a sequence of gates for every ball of
radius O(D); sequential application of these gates pre-
pares the reduced density matrix of the ball. Third, these
reduced density matrices are shown to be consistent with
some global state.
A. Qubit assignment
Recall that there are (2n(2`0 +1))
d qubits that appear
in the description of DMERA. For each of these qubits,
we assign a physical qubit. What is important about this
assignment is that for every past causal cone of a local
observable, and within every layer of these past causal
cones, distinct physical qubit is assigned to every circuit
qubit. The existence of such assignment is a nontrivial
fact, and it will play an important role in the analysis
of the algorithm. Among other things, this assignment
ensures that the total energy estimated from the method
is variational.
In order to make the analysis clean, we make
the following set of choices. First, we assume that
the qubits are supported on a square lattice of size
2n(2`0 + 1)× · · · × 2n(2`0 + 1)︸ ︷︷ ︸
d
, where `0 is a nonnega-
tive integer. In the first (top) layer of DMERA, there
are (2`0 + 1)
d qubits. As we move from the ith layer to
the (i+ 1)th layer, the number of qubits is increased by
a factor of 2d. Out of these, 1/2d of them descend from
the ith layer, while the rest are initialized to some fixed
state and introduced to the layer. After a local depth-D
circuit is applied, the process repeats.
Here is the assignment. For the circuit qubits in the
top layer, assign different physical qubits. Let us denote
this assignment as a
(1)
~x , where ~x is a lattice vector ~x =
(x1, . . . , xd) with xj ∈ {0, . . . , 2`0}. Given an assignment
on the ith layer, we recursively define the assignment on
the i+1th layer as follows. Let a
(i)
~x be the assignment for
the ith layer. Again ~x is a lattice vector, but its range is
different: xj ∈ {0, . . . , 2i−1(2`0 + 1)− 1}. Then
a
(i+1)
2~x+~u = a
(i)
F~u(~x)
, (20)
where ~u is a vector whose entries are either 0 or 1 and
F
(i)
~u is defined as
F~u(~x) = (~x+ (`0 + 1)~u) mod 2`0 + 1, (21)
with the mod 2`0+1 applied to the entries of the vector.
This assignment relies on the fact that any vector ~x on
the (i+1)the layer can be written as 2~x′+~u where ~x′ is a
vector on the ith layer. In particular, the choice of ~x′ and
~u is unique. Here ~u specifies whether ~x is located in the
even or odd lattice for each coordinate, and ~x′ specifies
the coordinate within each of these 2d classes.
Because the assignment at layer i+1 is defined in terms
of the assignment at level i, a total of (2`0 + 1)
d physical
qubits are assigned. An example for d = 1 is drawn in
FIG. 6. We now demonstrate some properties of this
assignment which will be useful later.
First, we show that the assignments are invariant un-
der a shift by (2`0 + 1) in any direction.
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1 2 3 4 5 6 7
1 2 3 4 5 6 75 6 7 1 2 3 4
(a)1→ 2
1 5 2 6 3 7 4
1 5 2 6 3 7 43 7 4 1 5 2 6
(b)2→ 3
1 3 5 7 2 4 6
1 3 5 7 2 4 62 4 6 1 3 5 7
(c)2→ 3
FIG. 6. Recursive assignment for a d = 1 DMERA, where `0
is chosen to be 3. This assignment, applied to a DMERA of
depth D = 2, is sufficient for a set of nearest-neighbor observ-
ables. Physical qubits assigned at level i (red) are interleaved
with the physical qubits assigned at level i+ 1(green).
Lemma 1. For any unit vector xˆn, n ∈ {1, . . . , d},
a
(i)
~x = a
(i)
~x+(2`0+1)xˆn
. (22)
Proof. Note that any vector on the (i+ 1)th layer can be
expressed as 2~x+ ~u, where ~x is a vector on the ith layer
and ~u is a vector whose components are either 0 or 1.
Let us consider two possibilities, depending on whether
the nth component of ~u is 0 or 1. Obviously, this covers
all the possibilities by definition. If un = 0, then we can
write 2~x+~u+ (2`0 + 1)xˆn as 2(~x+ `0xˆn) +~u+ xˆn and so
a
(i+1)
2~x+~u = a
(i)
F~u(~x)
a
(i+1)
2~x+~u+(2`0+1)xˆn
= a
(i)
F~u+xˆn (~x+`0xˆn)
.
(23)
Recalling that
F~u(~x) = (~x+ (`0 + 1)~u) mod (2`0 + 1), (24)
we compute
F~u+xˆn(~x+ `0xˆn))
= (~x+ (2`0 + 1)xˆn + (`0 + 1)~u) mod (2`0 + 1)
= (~x+ (`0 + 1)~u) mod (2`0 + 1)
= F~u(~x).
(25)
Therefore, if the nth component of ~u is 0, then a
(i+1)
2~x+~u =
a
(i+1)
2~x+~u+(2`0+1)xˆn
.
If un is 1, then by a similar argument we find
a
(i+1)
2~x+~u = a
(i)
F~u(~x)
a
(i+1)
2~x+~u+(2`0+1)xˆn
= a
(i)
F~u−xˆn (~x+(`0+1)xˆn)
.
(26)
In this case,
F~u−xˆn(~x+ (`0 + 1)xˆn)
= (~x+ (`0 + 1)xˆn + (`0 + 1)(~u− xˆn)) mod (2`0 + 1)
= (~x+ (`0 + 1)~u) mod (2`0 + 1)
= F~u(~x).
(27)
Hence, if the nth component of ~u is 1, then a
(i+1)
2~x+~u =
a
(i+1)
2~x+~u+(2`0+1)xˆn
.
Therefore, for all ~u whose components are 0 or 1, and
for all ~x,
a
(i+1)
2~x+~u = a
(i+1)
2~x+~u+(2`0+1)xˆn
. (28)
Since any vector in the (i + 1)th layer can be expressed
as 2~x+~u in terms of a vector ~x in the ith layer, the claim
is true for any i ≥ 2. The i = 1 case is trivially true.
Lemma 1 shows that the qubit assignment is invariant
under a shift of (2`0 + 1) in any direction. This implies
that two different circuit qubits that are assigned the
same physical qubit must be at least distance 2`0 + 1
apart from each other, as we explain below. The follow-
ing lemma will be useful for elucidating the argument.
Lemma 2. Let A(i) be the number of distinct physical
qubits assigned to the circuit qubits on the ith layer. For
all i, A(i) = (2`0 + 1)d.
Proof. First, note that the entire qubit assignment on
the (i + 1)th layer is defined by Eq. (20). Therefore,
A(i + 1) ≤ A(i). In the remaining part of the proof, we
show that A(i) ≥ (2`0 + 1)d for all i. The i = 1 case is
trivial. For i > 1, note that
a
(i+1)
2i~x = a
(i)
2i−1~x mod 2`0+1
= a
(i)
2i−1~x
= a
(1)
~x
(29)
where in the first line we used Eq. (20) and in the second
line we used Lemma 1. The third line follows from a
recursion of the same relation. Therefore, for every layer,
there is a physical qubit assigned that appeared in the
first layer. Since the number of assigned qubits in the
first layer is (2`0 + 1)
d, it follows that A(i) ≥ (2`0 + 1)d.
Combining the two bounds, the claim follows.
Now we show that different circuit qubits which are as-
signed the same physical qubit must be a certain distance
apart.
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Theorem 1. For any ~x, ~y on the i-th layer
a
(i)
~x = a
(i)
~y (30)
if and only if ~x− ~y = (2`0 + 1)~z for some integer-valued
vector ~z.
Proof. The “if” part follows trivially from Lemma 1. For
the “only if” part, suppose there is ~x and ~y such that
a
(i)
~x = a
(i)
~y yet ~x − ~y 6= (2`0 + 1)~z for any integer-
valued vector ~z. By applying Lemma 1 to both ~x and
~y, one can conclude that there are at least two circuit
qubits with the same physical qubit in a set {~v|vi ∈
{0, . . . , 2`0} ∀i ∈ {1, . . . , d}}. Therefore, the number
of distinct physical qubits assigned to this set is strictly
smaller than (2`0 + 1)
d. Because the qubit assignment
is invariant under a shift of 2`0 + 1 in any direction, the
total number of physical qubits assigned to the entire ith
layer is strictly smaller than (2`0 + 1)
d. This contradicts
Lemma 2.
Based on this Theorem, we conclude that, at every
layer, two different circuit qubits with the same physical
qubit assignment must be at least distance 2`0 + 1 away
from each other. Therefore, in a hypercube of size (2`0 +
1)d, every circuit qubit is assigned a different physical
qubit. The diameter of the past causal cone of DMERA
is at most 4D − 1. Therefore, by choosing `0 = 2D − 1,
the qubit assignment of Eq. (20) becomes sufficient for
every observable supported on a box of size (2D)d.
B. Algorithm
Let A : C → P be the assignment described in Eq. (20).
Here C is the set of circuit qubits and P is a set of physical
qubits. Without loss of generality, consider an observable
supported in a hypercube of side length 2D. Let us refer
to this hypercube as C. Then consider a hypercube C ′ of
side length 4D such that the centers of C and C ′ coincide.
Let C(n) = C and C ′(n) = C ′.
Within the bottom layer, there will be |C ′(n)|(1−1/2d)
prepration gates acting on C ′(n). Remove the support of
these gates from C ′(n) and define the remaining circuit
qubits as C(n− 1). Similar to the relation between C(n)
and C ′(n), let C ′(n − 1) be a hypercube of side length
4D such that its center coincides with C(n − 1) on the
(n−1)th scale layer. C(i) and C ′(i) are similarly defined
for all 1 ≤ i ≤ n.
Recall that each scale layer consists of D + 1 layers,
wherein the first layer only consists of preparation gates
and the rest consists of two-qubit gates. The algorithm
is to apply these gates sequentially, layer by layer, but to
the assigned physical qubits.
Even though we did not specify which gate comes first
within the layer, the order does not matter as long as
the gates are within the same layer. This is because we
made sure that every circuit qubits within a hypercube
of side length 4D are all distinct. Once all these gates
are applied, all that remains is to measure the observ-
able. Without loss of generality, any observable can be
decomposed into a linear combination Pauli operators.
Therefore, one can measure any observable by comput-
ing this decomposition, and measuring each Pauli oper-
ator in its eigenbasis. Which qubits do we measure? For
each Pauli operator associated to a circuit qubit, one can
simply measure the assigned physical qubit in the eigen-
basis. Again, there is no ambiguity here because every
observable is contained in a hypercube of side length 4D
and we required `0 ≥ 2D − 1.
C. Existence of a consistent global state
If every gate is perfect, the algorithm outputs the cor-
rect reduced density matrices of the DMERA. But what
if the gates are not perfect? Whenever an experimen-
talist implements a gate, say U , she is actually applying
some physical operation, say ΓU . She would certainly
like ΓU to be equal to U , but this is never going to be
exactly right. The outcome will be resilient to noise if
ΓU is a good approximation to U . However, even if they
are completely unrelated, the obtained reduced density
matrices are consistent with some quantum state.
In the rest of the section, we explicitly construct a state
whose reduced density matrices are exactly equal to the
reduced density matrices obtained from the algorithm.
This state is specified in terms of ΓU . We emphasize
that we make no assumption about ΓU aside from the
fact that it is a CPTP map applied to the set of qubits
that U acts on. Specifically, every preparation is modeled
by a preparation of some fixed state, which can be mixed
in general. Every two-qubit gate is modeled by a CPTP
map acting on the same set of qubits.
The state we construct is a noisy version of the
DMERA state wherein each gates are replaced by their
noisy counterparts. We will extensively use the following
set of diagrams.
ρ
(c)
0 = c
,
Trc =
c
,
ΓU = ΓU
c1
c1
c2
c2
.
(31)
where the indices c, c1, and c2 represent the circuit qubits
that these gates act on. Note the following identities:
c = 1,
ΓU
c1
c1
c2
c2
= c1 c2 .
(32)
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We shall also use the following short-hand notations for
representing composite objects.⊗
c∈C
ρ
(c)
0 = C
, TrC =
C . (33)
where C is a set of circuit qubits. Also, the following
diagram will play an important role:
Γi
C1
C3
C2
C4
. (34)
This represents a composition of all ΓU that are sup-
ported in the circuit qubits in C1 ∪ C2 = C3 ∪ C4 in the
ith scale layer. The number of legs on this tensor does
not matter, as long as the input (up) matches with the
output (down).
Diagrammatically, we claim that
Γ1
Q1
Q1
Γ2
Q2
Q1Q2
Q3
Γn−1
Q1 . . . Qn−1
Γn
Qn
C(n) C(n)
=
ΓA1
P (1)P (1)
P (1)
ΓA2
P (1)
P (2) P (2)
ΓAn−1
P (n− 1)
ΓAn
P (n− 1)
P (n) P (n)
A−1
C(n) C ′(n) \ C(n)
,
(35)
where Qi is a set of qubits that are newly introduced in
the ith scale layer and P (i) = A(C(i)). We use X to
denote the complement of X. Specifically, C(i) is the set
of circuit qubits that are not in C(i) and P (i) is a set of
physical qubits that are not in P (i). Also,
ΓAi
P (i− 1)
P (i)
P (i− 1)
P (i)
= Γi
A−1
A
D(i− 1)
D(i)
C(i− 1)
C(i)
P (i− 1)P (i− 1)
P (i)P (i)
(36)
where D(i) = C ′(i) \ C(i) and⊗
p∈P (i)
ρ
(p)
0 = P (i)
, TrP (i) =
P (i) . (37)
Here the box containing A is an isometric embedding of
each circuit qubit in C ′(i) to the assigned physical qubits
in P (i)P (i) and A−1 is its inverse. Note that the inverse
is well-defined because all the circuit qubits in C ′(i) are
assigned with different physical qubits.
The left hand side of Eq. (35) represents the reduced
density matrix of the noisy DMERA over a subsystem
C(n). The right hand side is the reduced density matrix
obtained from our algorithm over a subsystem P (n) =
A(n) which is then isometrically embedded into C(n).
Thus, proving Eq. (35) for every C(n) amounts to proving
our claim.
To derive Eq. (35), note that the causal structure of the
noisy DMERA circuit is identical to that of its noiseless
counterpart. Therefore, the following identity holds:
Γ1
Q1
Q1
Γ2
Q2
Q1Q2
Q3
Γn−1
Q1 . . . Qn−1
Γn
Qn
C(n) C(n)
=
Γ1
C(1′)
C(1)
Γ2
D(1)
E(1)
C(2)
D(2)
E(2)
Γn−1
C(n− 1)
Γn
D(n− 1)
E(n− 1)
C(n) D(n)
,
(38)
where E(i) = C ′(i + 1) \ C(i). Also, recall that D(i) =
C ′(i) \ C(i). Here we reduced the circuit to the past
causal cone of C(n) and rearranged the partial traces.
Applying Eq. (36), Eq. (35) is derived.
Let us make a few remarks. First, even though
D(i) and E(i) are generally different from each other,
A(D(i)) = A(E(i)). Consequently, the composition of
taking a partial trace on D(i) and preparing a state on
E(i) is interpreted as reseting the physical qubits A(D(i))
to some fixed state. Second, this proof works only be-
cause A−1 is well-defined. Third, the isometric embed-
ding that A represents is not actually physically imple-
mented; rather, it is a formal object that relates the re-
duced density matrices of C(n) to the reduced density
matrices prepared by our algorithm. Fourth, the boxes
labeled by Γi contains spurious gates that do not affect
the reduced density matrix of C(n). Of course, the proof
is not affected if we remove these gates. Lastly, the proof
works for any C(n) because the method of the proof was
agnostic about its location. Therefore the entire set of
reduced density matrices – not just a single density ma-
trix – obtained from the algorithm is consistent with the
state we constructed.
We emphasize that Eq. (35) has important practical
ramifications. Because the reduced density matrices are
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consistent with some quantum state, and because the
algorithm for minimizing the energy (see Section II) is
based on only energy measurements, an experimentalist
does not need to precisely characterize the gates to ob-
tain a good variational upper bound to the energy. The
only source of error is the measurement error and our as-
sumption that each gate can be modeled by some CPTP
map acting on the same set of qubits.
VI. APPLICATIONS
It is natural to benchmark our scheme on a simple
sovlable one-dimensional spin chain, say the quantum
Ising model with transverse field with central charge
c = 1/2, to test how well the DMERA can be opti-
mized and how noise-resilient it is in practice in a real
scale invariant system. After this benchamarking, there
are interesting open questions about scale invariant one-
dimensional lattice models with central charge c > 1 to
which DMERA might be usefully applied, e.g., a lattice
regulated version of the D1-D5 system at finite central
charge.
Another tantalizing application of DMERA is to two-
and three-dimensional models that existing tensor net-
work methods currently struggle to address. One ex-
ample of such a model is the anti-ferromagnetic Heisen-
berg model on the kagome lattice. The ground state of
this model is still being debated, with different numer-
ical methods giving a variety of contradictory answers.
Recent DMRG calculations pointed to a gapped topo-
logically ordered ground state [52, 53], but more recent
studies have questioned this result, suggesting instead a
gapless Dirac spin liquid [54]. Many candidate states of
the kagome Heisenberg model plausibly have moderate
depth DMERA representations, including the Dirac spin
liquid and topologically ordered states, so this model is
a very natural target for DMERA implementations.
We expect another important application of our pro-
posal would be to the study of two-dimensional Fermi-
Hubbard model. As shown by Verstraete and Cirac, it
is possible to map the Fermi-Hubbard model to a locally
interacting quantum spin model [55]. Furthermore, by
using their mapping, one can show that Fermi-Hubbard
model with long-range Coulomb interaction can be writ-
ten as a spin Hamiltonian with local 6-body interactions
and long-range 2-body interactions. The expectation val-
ues of both of these terms can be sampled efficiently in
our approach.
To be more specific, let us write down the Hamiltonian.
The Fermi-Hubbard model is
H = −t
∑
<i,j>,σ
(c†i,σcj,σ + c
†
j,σci,σ) + U
∑
i
ni,↑ni,↓. (39)
The idea of Ref. [55] is to introduce a set of auxiliary
fermions and apply the Jordan-Wigner transformation
along one axis, say x. One ends up introducing two
qubits for each fermion modes. Let us denote the Pauli
operators for these qubits as Xi,σ,j , where X is one of
the Pauli-X, Y, or Z operator, i labels the site, σ labels
↑ and ↓, and j ∈ {1, 2}. The horizontal hopping term
between < i, j > becomes
−
∑
σ
t(Xi,σ,1Xj,σ,1 + Yi,σ,1Yj,σ,1)Zi,σ,2. (40)
The vertical hopping term between < i, j > becomes, for
i = (x, y),
x ∈ o, y ∈ o : −
∑
σ
t(Xi,σ,1Xj,σ,1 + Yi,σ,1Yj,σ,1)Xi,σ,2Yj,σ,2
x ∈ o, y ∈ e : +
∑
σ
t(Xi,σ,1Xj,σ,1 + Yi,σ,1Yj,σ,1)Xi,σ,2Yj,σ,2
x ∈ e, y ∈ o : −
∑
σ
t(Xi,σ,1Xj,σ,1 + Yi,σ,1Yj,σ,1)Yi,σ,2Xj,σ,2
x ∈ e, y ∈ e : +
∑
σ
t(Xi,σ,1Xj,σ,1 + Yi,σ,1Yj,σ,1)Yi,σ,2Xj,σ,2,
(41)
where x ∈ o means that x is odd and x ∈ e means that
x is even. The interaction term becomes
U(Zi,↑,1 − 1)(Zi,↓,1 − 1). (42)
Lastly, there are terms to be included in order to enforce
constraints.
x ∈ o, y ∈ o :
∑
σ
Z(x+1,y),σ,1Z(x,y+1),σ,1Y

(x,y),σ
x ∈ o, y ∈ e :
∑
σ
Z(x+1,y),σ,1Z(x,y+1),σ,1X

(x,y),σ
x ∈ e, y ∈ o :
∑
σ
Z(x,y),σ,1Z(x+1,y+1),σ,1Y

(x,y),σ
x ∈ e, y ∈ e :
∑
σ
Z(x,y),σ,1Z(x+1,y+1),σ,1X

(x,y),σ,
(43)
where
X(x,y),σ = X(x,y),σ,2X(x+1,y),σ,2X(x,y+1),σ,2X(x+1,y+1),σ,2,
Y (x,y),σ = Y(x,y),σ,2Y(x+1,y),σ,2Y(x,y+1),σ,2Y(x+1,y+1),σ,2.
(44)
VII. DISCUSSION
One disadvantage of our method, compared to Ref. [11,
12], is that the circuit that prepares the ansatz is non-
local. Indeed, one of the strengths of Ref. [11, 12] was
that all the gates could retain their geometric locality.
Such geometric locality makes the proposal much more
experimentally viable than the proposal we have here.
However, it should be noted many ion trap architectures
can easily handle nonlocal interactions, either by directly
applying nonlocal two-qubit gates or by transporting the
ions. Very large systems of trapped ions have recently
been developed that might be well suited to DMERA
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[56, 57]. Alternatively, recent experiments trapping Ry-
dberg atoms in optical tweezers have reported the ability
to move the atoms in real time [58]. In such a setup, it
would also be possible to perform the dynamical inter-
weaving of spins inherent in the definition of DMERA.
Along these lines, there are at least two different ways
in which our protocol might be improved. First, if the
circuit can be made local without blowing up too much
the depth of the circuit, it will make the implementation
of our proposal much more experiment-friendly. Second,
it is desirable to design a circuit qubit assignment which
uses fewer physical qubits, while still ensuring that the
energy is variational. Whether these improvements are
possible or not is left for future work.
We proved the resilience of DMERA to noise using
the using the positivity of non-identity operator scal-
ing dimensions. Another simple physical picture which
helps us understand the resilience of DMERA comes from
thinking about DMERA as evolution in an expanding
universe. In that context, it was observed that the ex-
ponential dilution of injected energy keeps the final en-
ergy density low, i.e., not growing with circuit depth,
even if every layer of the renormalization group circuit
is imperfect [14]. Interestingly, it can be shown that the
same energy dilution argument also applies to branching
renormalization group circuits. This observation suggests
a branching version of DMERA might also be stable to
noise, but at present it remains unclear how to make this
rigorous.
It is also interesting to note that sometimes we know
the gates by some other means, as in Refs. [17, 18], but
the calculation of physical properties using a classical
computer is prohibitive due to the large bond dimension.
In this case, we could skip the energy minimization step
and simply use the quantum computer to approximately
calculate physical observables. It might also be interest-
ing to use DMERA circuits to prepare low energy states,
e.g. to study low temperature physics, given that cooling
is often difficult.
Finally, although we specifically placed our discussion
in the context of near term noisy quantum devices, ob-
viously our method would also perform well on a fault
tolerant device. In that context, we expect that logi-
cal qubits will continue to be a scarce resource, so our
method will still be useful since it enables the simulation
of very large systems using only modest logical resources.
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