Abstract: This paper proposes a novel approach to stability analysis of discrete-time nonlinear periodically time-varying systems. The contributions are as follows. Firstly, a relaxation of standard Lyapunov conditions is derived. This leads to a less conservative Lyapunov function that is required to decrease at every period rather than at each time instant. Secondly, for linear periodic systems with constraints, we show that compared to standard Lyapunov theory, the novel stability concept yields a larger estimate of the region of attraction. An example illustrates the effectiveness of the developed theory.
INTRODUCTION
Periodically time-varying systems (or shortly, periodic systems) represent an important system class for both control theory and applications. Some of the most relevant real-life problems that involve control of periodic systems are magnetic satellite control problems (Wisniewski, 1996; Psiaki, 2001 ) and control of helicopter rotors (Arcara et al., 2000) . Furthermore, as it was, for example, pointed out by Colaneri et al. (1992) , Longhi (1994) , and Sågfors et al. (2000) , time-invariant systems that are controlled by asynchronous inputs can be modeled by periodically time-varying systems. Since controller design usually requires a deep understanding of the system dynamics, the above examples show the need for powerful tools to analyze stability of periodic systems.
The recent monograph by Bittanti and Colaneri (2009) provides an excellent overview on existing results on stability analysis in the field of periodic systems. In the linear case, most methods rely on the early results of Floquet (1883) and Lyapunov (1896) . Later, among many others, Bolzern and Colaneri (1988) investigated stability of linear periodic systems via the periodic Lyapunov equation. Van Dooren and Sreedhar (1994) proposed a method based on the transformation of a discrete-time periodic system into a time-invariant one. Such a procedure generally is referred to as Floquet analysis of periodic systems, see also (Bittanti and Colaneri, 2009) . Recently, Yakubovich et al. (2007) investigated dissipativity of linear periodic systems. Approaches for the stability analysis of nonlinear periodic systems have been proposed by Massera (1949 Massera ( , 1956 , Hahn (1963) , Yakubovich (1988) , Jiang and Wang (2002) , Mazenc (2003) , and Haddad and Chellaboina (2008) . A method for input-to-⋆ The authors C. Böhm and F. Allgöwer would like to thank the German Research Foundation (DFG) for financial support within the Cluster of Excellence in Simulation Technology (EXC 310/1) and the project AL 316/5-1. state stability analysis of periodic systems was provided by Malisoff and Mazenc (2005) . Most of the existing results make use of standard Lyapunov theory to solve the stability analysis problem for periodic systems. Massera (1949) and Jiang and Wang (2002) proved that a periodically time-varying nonlinear system is (uniformly globally) asymptotically stable if and only if it admits a periodically time-varying Lyapunov function (LF). Notice here that the converse Lyapunov theorem established by Jiang and Wang (2002) only holds for periodic systems described by difference equations with continuous right hand side. In the linear case, the well-known periodic Lyapunov lemma (PLL), see (Bittanti and Colaneri, 2009) , establishes existence of a quadratic periodically time-varying LF for asymptotically stable periodic systems.
In this paper we indicate that the standard Lyapunov conditions can be relaxed in the case of periodic systems. This relaxation yields a less conservative version of a standard LF, which is called a periodic Lyapunov function (PLF). It is important to point out that the proposed concept of a PLF is different from the definition of a periodically time-varying LF given by Jiang and Wang (2002) and Bittanti and Colaneri (2009) . The difference consists in the fact that a PLF, which may also be periodically time-varying, is only required to decrease at each period, rather than at each sampling instant. Although in many cases existence of a periodically time-varying LF is a necessary condition in stability analysis (Jiang and Wang, 2002; Bittanti and Colaneri, 2009) , we show that for linear periodic systems subject to state constraints, the concept of PLFs can be exploited to calculate a larger estimate of the region of attraction. To that extent, the synthesis of a quadratic PLF is formulated as a single semi-definite program (SDP) that involves a set of less restrictive linear matrix inequalities (LMIs) compared to the SDP corresponding to the synthesis of a quadratic Lyapunov function via the PLL (Bittanti and Colaneri, 2009 ).
The remainder of the paper is organized as follows. Section 3 introduces the considered system class and the novel concept of PLFs. In Section 4, the SDP that is used to calculate an estimate of the region of attraction for constrained linear periodic systems is presented. Section 5 shows the benefits of the proposed approach via an illustrative example. Section 6 concludes the paper with a brief summary of the main results.
Notation
Let R, R + , Z and Z + denote the field of real numbers, the set of non-negative reals, the set of integer numbers and the set of non-negative integers, respectively. For every c ∈ R and Π ⊆ R we define Π ≥c := {k ∈ Π | k ≥ c}, and similarly Π ≤c , R Π := Π, and
For a set S ⊆ R n , we denote by int(S) the interior of S. For a vector x ∈ R n , [x] i denotes the i-th element of x and let · denote the 2-norm, i.e.,
For a symmetric matrix Z ∈ R n×n let Z ≻ 0( 0) denote that Z is positive definite (semi-definite). For a positive definite matrix Z ∈ R n×n let λ min(max) (Z) denote its smallest (largest) eigenvalue. Moreover, ⋆ is used to denote the symmetric part of a matrix, i.e., a b
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where f : Z + × R n → R n is an arbitrary nonlinear map with f (k, 0) = 0 for all k ∈ Z + and x(k) ∈ X ⊆ R n is the system state at time k ∈ Z + . In what follows we will focus on a subclass of time-varying systems, namely periodically timevarying nonlinear systems.
Notice that Definition 1 corresponds to the definition of a continuous-time periodically time-varying nonlinear system given by Haddad and Chellaboina (2008) . Definition 2. System (1) is called asymptotically stable in X, or shortly, AS(X), if there exists a KL-function β(·, ·) such that, for each x(0) ∈ X the corresponding state trajectory of (1) satisfies
Definition 3. Suppose that system (1) is AS(X). Then, the region of attraction (ROA) of (1) in X is given by
In principle, the ROA D ROA (X) is given by the maximal invariant set in X. For simplicity, in this section X is assumed to be invariant. Assumption 4. The set X ⊆ R n with 0 ∈ int(X) is positively invariant for system (1), i.e., for all k ∈ Z + and all x ∈ X it holds that f (k, x) ∈ X.
Under Assumption 4, obviously D ROA (X) = X. In general, the calculation of the exact ROA is a non-trivial (or even impossible) task. Therefore, we will provide techniques to compute a particular estimate of D ROA (X) for constrained linear periodic systems later in the paper. For this, the definition of periodically positively invariant (PPI) sequences of sets is required, see also (Lee and Kouvaritakis, 2006) .
Here, it is important to notice that in Definition 5 each set included in the PPI sequence {D(π)} π∈Z [0,N −1] is associated to one time instant within the period of system (1). This is required due to the time-varying system dynamics and especially becomes clear in the case of periodic systems with time-varying state dimensions, see, for example, (Sågfors et al., 2000) .
For stability analysis of linear periodic systems, i.e.,
where A(k) = A(k +N ) ∈ R n×n , ∀k ∈ Z + , the periodic Lyapunov lemma (PLL), see, for example, (Bittanti and Colaneri, 2009) , states the following. Lemma 6. (Periodic Lyapunov Lemma (Bittanti and Colaneri, 2009 )) The linear, periodically time-varying system (3) is exponentially stable in R n if and only if for a given N -periodic scalar ρ(k) = ρ(k + N ) ∈ R [0,1) , ∀k ∈ Z + , there exists an N -periodic matrix P (k) = P (k + N ) ∈ R n×n , with P (k) ≻ 0, ∀k ∈ Z + , such that the following linear matrix inequality holds:
It should be noted that Bittanti and Colaneri (2009) used an alternative, equivalent condition to (4), i.e.,
The equivalence is given by the relation ρ(k) :=
. For simplicity of exposition, in the following we use a time-invariant scalar ρ ∈ R [0,1) . However, all results apply straightforwardly to the periodically time-varying case.
To the authors' best knowledge, the only results available for stability analysis of periodic nonlinear systems (as e.g., (Jiang and Wang, 2002; Mazenc, 2003) ), make use of standard time-varying Lyapunov functions which do not exploit the periodicity of the system dynamics. To this end, less restrictive stability conditions for periodic systems are proposed in the following section.
MAIN RESULTS
The following theorem introduces the concept of periodic Lyapunov functions as a relaxation of standard Lyapunov theory for periodic systems.
Proof. By Assumption 4, the above inequalities can be applied recursively for all {x(k)} k∈Z+ with x(0) ∈ X. As such, from condition (5b) it follows that
for all j ∈ Z [1,N −1] . Using (5a), we have
for all j ∈ Z [1,N −1] . Equivalently, from (5a) and (5c) we obtain
for all j ∈ Z [0,N −1] and all r ∈ Z + . Combining (7) and (8) yields
for all j ∈ Z [0,N −1] and all r ∈ Z + . Letting k = j + rN and using j ≤ N − 1 yields
Thus, as ρ j ≤ 1 for all j ∈ Z [0,N −1] , it holds that
Finally, this yields
Hence, the claim follows by Definition 2.
Notice that in the particular case when η = ρ N , (9) yields
which is identical to the KL function established by Jiang and Wang (2002) via a standard periodically time-varying Lyapunov function. In the latter approach, condition (5b) has to hold for all j ∈ Z + , see also (Mazenc, 2003) , i.e., a decay of the Lyapunov function is required at each time instant. In Theorem 7 this condition is reduced to hold only for the first N time instants. The initial linking condition (5b) in Theorem 7 can be omitted if the following boundedness assumption holds.
For example, Assumption 8 is satisfied globally for linear parameter-varying systems, on compact sets for nonlinear systems with f (·, x) continuous in x or, on open sets for nonlinear systems with f (·, x) uniformly Hölder continuous in x.
Theorem 9. Let α 1 , α 2 ∈ K ∞ and suppose that Assumption 8 holds. Furthermore, let η ∈ R [0,1) and let V :
for all x ∈ X and all k ∈ Z + . Then, system (1) is AS(X).
Proof. Let
, for all s ∈ X. Clearly, γ ∈ K ∞ . By Assumption 4 the inequalities (15) can be applied recursively for all {x(k)} k∈Z+ with x(0) ∈ X. As such, it follows that
for all j ∈ Z [0,N −1] and all r ∈ Z + . Using Assumption 8 yields
for all j ∈ Z [0,N −1] and all r ∈ Z + . As j ≤ N − 1, we conclude that
Using the above inequality in (17) and exploiting (15a) yields
The advantage of Theorem 9 compared to Theorem 7 is that condition (5b) is omitted, i.e., Theorem 9 allows for an increase of the Lyapunov function already within the first N time instants, as long as a decrease over one period is guaranteed.
A function V : Z + × X → R + that satisfies the hypothesis of Theorem 9 (Theorem 7, respectively) is called a time-varying periodic Lyapunov function (PLF) in X for system (1). A PLF in R n is called a global PLF. It is important to point out the difference with respect to a periodically time-varying Lyapunov function, which is used by Jiang and Wang (2002) or by the PLL in (Bittanti and Colaneri, 2009) . A periodically time-varying Lyapunov function is simply a particular type of a standard time-varying Lyapunov function, which is still required to decrease at each time instant. In contrast, a time-varying PLF as proposed in this paper is only required to decrease at every period. Notice that Theorem 9 allows for a periodically timevarying PLF, i.e., V (k, x) = V (k + N, x) for all k ∈ Z + and all x ∈ X, as a particular type of a time-varying PLF.
In this section, we assumed the set X to be positively invariant. Thus, X trivially represents a ROA for system (1). In what follows, consider the case when the system is subject to a state constraint set which is not positively invariant, and therefore, does not represent a ROA. In such a case, one needs to find an estimate of the ROA contained in X as large as possible. In the following section, we state conditions for the calculation of a PPI sequence of sets that can be used to obtain an estimate of the ROA for linear periodic systems (3) subject to state constraints. For this, we exploit the proposed concept of periodic Lyapunov functions, and it is shown that the obtained estimate of the ROA is larger than the one obtained by similarly applying the periodic Lyapunov lemma. Remark 10. The results of Theorem 7 and Theorem 9 lead to a useful relaxation for nonlinear time-varying systems in general.
However, in this case it is not clear how to choose N . A similar relaxation was already employed for time-delay systems, where N is usually taken equal to the maximum delay and V is time-invariant (Gu et al., 2003) . 2
COMPUTATION OF A REGION OF ATTRACTION
In this section, we do not require Assumption 4 to hold. We consider linear periodic systems of the form (3) subject to polytopic state constraints, i.e.,
where p ∈ Z ≥1 is the number of hyperplanes, and c i ∈ R 1×n for all i ∈ Z [1,p] .
Often, it is hard to determine D ROA (X). Therefore, in the following we will set-up an optimization problem to calculate a PPI sequence of ellipsoidal sets, which will implicitly provide an estimate of D ROA (X). For this, we consider ellipsoidal level sets of quadratic periodic Lyapunov function candidates (or standard Lyapunov function candidates, respectively), which are given as
with P (k + N ) = P (k) ∈ R n×n and P (k) ≻ 0 for all k ∈ Z + . The following lemma provides necessary and sufficient conditions for an ellipsoid lying in the polytope X. Lemma 11. Let P ∈ R n×n with P ≻ 0, and
and only if
The proof can, for example, be found in (Boyd et al., 1994) . The conditions of Lemma 11 allow for the calculation of an ellipsoid E that is contained in a polytope X. Thus, it follows that if x(k) ∈ E, then x(k) ∈ X for all k ∈ Z + .
The following theorem states linear matrix inequality (LMI) conditions for the calculation of an estimate of the ROA for system (3) in X using the PLL. Theorem 12. Consider system (3) with the ROA D ROA (X).
for all k ∈ Z [0,N −1] and all i ∈ Z [1,p] . Then, the se-
Proof. Set P (k + N ) := P (k) for all k ∈ Z + . Clearly, (23a) states the conditions of the PLL and it follows that
for all k ∈ Z + . Thus, V (k, x) := x ⊤ P (k)x is a Lyapunov function and lim k→∞ x(k) = 0, see (Bittanti and Colaneri, 2009 ) for details. From this, we have that system (3) is globally asymptotically stable, and thus, system (3) is AS(X) for any X ⊆ R n . Define
It follows from (24) that x(k) ∈ E(k) for all k ∈ Z + if x(0) ∈ E(0). Applying the Schur complement in (23b) and exploiting the periodicity of P (k), we obtain
From Lemma 11 we conclude that E(k) ⊂ X for all k ∈ Z + , and consequently x(k) ∈ X for all k ∈ Z + if x(0) ∈ E(0). By exploiting E(k + N ) = E(k) for all k ∈ Z + , it follows that the sequence {E(k)} k∈Z [0,N −1] is PPI according to Definition 5. Further, since system (3) is AS(X), it follows from Definition 3 that
In this respect, it makes sense to maximize the size of the set D P LL (X) in order to obtain the largest estimate of the ROA possible. This is achieved by solving the following SDP. Problem 13. Solve the optimization problem
subject to (23).
Theorem 12 is based on the PLL. As shown, each Lyapunov function satisfying the PLL induces a PPI sequence of ellipsoidal sets with the additional property that the ellipsoids contract at each time instant with the factor ρ ∈ Z [0, 1) . From the previous section we know that periodic Lyapunov functions are only required to contract at each period rather than at each time instant. This allows for the calculation of a PPI sequence such that the ellipsoidal sets contract only at each period, which yields a larger estimate of the ROA. In the following we propose a less conservative alternative to Theorem 12 (Problem 13, respectively). For this, we define the monodromy matrices Φ(k) := (Bittanti and Colaneri, 2009) . Theorem 14. Consider system (3) with the ROA D ROA (X). Given η ∈ R [0,1) , let P (k) ∈ R n×n with P (k) ≻ 0 for all k ∈ Z [0,N −1] and P (N ) := P (0) be a feasible solution to
Proof. Set P (k + N ) := P (k) for all k ∈ Z + . Pre-and post-multiplying (28a) with x(k) ∈ R n and its transposed, and exploiting the periodicity of P (k) yields
for all k ∈ Z + . Thus, V (k, x) = x ⊤ P (k)x is a PLF for system (3), which is thus AS(X). Similarly, from (28b) we have
for all k ∈ Z + . Defining E(k) as in the proof of Theorem 12, (30) implies that
Using the same arguments as in the proof of Theorem 14, the statement follows.
To maximize the size of the set D P LF (X), consider the following problem which parallels Problem 13. Problem 15. Solve the optimization problem minimize
subject to (28).
It is important to notice that condition (28b) is less conservative than (23a), since (28b) corresponds to (23a) with ρ = 1. Furthermore, any solution to the conditions of Theorem 12 is a feasible solution to (28). This is due to the fact that any solution to the PLL inherently satisfies (28a) (with η := ρ N ) and (28b), Further, the LMIs (23b) and (28c) are equivalent. Thus, the conditions of Theorem 14 are less conservative than those of Theorem 12. This often leads to a larger estimate of the ROA, which will be illustrated via an example system in the following section.
ILLUSTRATIVE EXAMPLE
To show the effectiveness of the proposed concept of periodic Lyapunov functions, we consider a linear periodic example system given by the matrices
The example system is subject to the constraints , ∀k ∈ Z + . Let the actual ROA be denoted by D ROA (X), which however cannot be determined explicitly. Therefore, we solved Problem 13 and Problem 15 with ρ = 0.6 and η := ρ 2 yielding two estimates of the ROA, namely, D P LL (X) and D P LF (X), respectively. Figure 1 shows the state trajectory with initial condition x(0) = [0.15 1.11] ⊤ ∈ D P LF (X), and the obtained ellipsoidal estimates of the ROA. As it can be observed, the ellipsoid D P LF (X), which relies on the novel concept of PLFs, is significantly larger than D P LL (X), which is based on the PLL.
Here, it is important to notice that the solution to Problem 15 is not a feasible solution to Problem 13 (otherwise it would have been the optimal solution). This implies that also for a different performance criteria in (31), Problem 13 will not admit D P LF (X) as a solution, whereas D P LL (X) is a feasible solution to Problem 15, see the discussion in the previous section. This shows that the concept of PLFs actually allows to enlarge the size of the estimate of the ROA. Notice here that the ellipsoid D P LL (X) is not entirely contained in D P LF (X).
Further, the state trajectories, see also Figure 2 , are contained in the state constraint set for all times. However, the chosen initial condition x(0) lies outside D P LL (X) obtained by Problem 13. For this initial condition, the PLL does not allow a statement about x(0) belonging to the actual ROA, i.e., D ROA (X), or not, whereas using PLFs it is shown that in fact x(0) ∈ D ROA (X).
Interestingly, the state trajectory leaves the set D P LF (X) at time k = 1, see Figure 1 . This ellipsoid is an estimate of the actual ROA, and it is defined as the first set of a PPI sequence of ellipsoids. This implies that the state trajectory has to lie in D P LF (X) at each multiple of the period of the system, but not at each time instant.
A further interesting aspect is depicted in Figure 3 . While the Lyapunov function yielded by Problem 13 decreases at each time instant, the PLF obtained from Problem 15 is equal for k = 0 and k = 1, since the novel concept requires a decrease only after one complete period. This further illustrates the benefits of the reduced conservativeness obtained by the proposed novel stability conditions. 
CONCLUSIONS
We proposed the novel concept of periodic Lyapunov functions as a relaxation of standard Lyapunov functions for nonlinear, periodically time-varying systems. For the linear case, the novel stability conditions are less conservative than the periodic Lyapunov lemma. As shown, this allows for the formulation of a semi-definite program to calculate a larger estimate of the region of attraction. The effectiveness of the proposed concept has been illustrated via a simulation example.
