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EXISTENCIA DE SOLUCIONES DE ECUACIONES
DIFERENCIALES ESTOCASTICAS
Myriam Munoz de Ozak
ABSTRACT. In classic theorems, when we have a
stochastic differential equation of the form dXt =f(t,Xt)dt + G(t,Xt)dWt, Xt =~, to ~ t ~ T < 00,where Wt is a Wiener Proce~s and ~ is a random var-iable independent of Wt-Wt for t ~ to' in order to
ha~ existence and uniquen~ss of solutions it is
supposed the existence of a constant K such that:
(Lipschitz condition) for all t E: [to,T], x,y e: JRd,
If(t,x)-f(t,y)! + !G(t,x)-G(t,y)1 ~ Klx-yl·
Andlfor all t e: Ito,T I and x E: JRd,
If(t,x)12+IG(t,x)12 ~ K2(1+lxI2).
In this article we prove an existence theorem under
weaker hypothesis: we require only that f and G be
continuous in the second variable and the existence
of a function m E: L2 [to,TJ such that
If(t,x)I+IG(t,x)1 ~ m(t)
for alIt E: [to'T] and x E:]Rd.
Intraducc ion. Clasicamente cuando se tiene una ecuacion
diferencial estocastica de la forma
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dX = f(t,X )dt + G(t,X )dW, Xto = S, to ~ t ~ T < 00,t t . t t
donde W es un proceso de Wiener y S una variable aleatoria
t
independiente de W -Wt para t ~ t , en orden a demostrartoo
la existencia y unicidad de soluciones se supone la exist en-
cia de una constante K tal que: a) (Condicion de Lipschitz)
para toda t E: [t ,T], x e::rn.d,y e::rn.d,
o
/f(t,x)-f(t,y)! + IG(t,x)-G(t,y)/ ~ Klx-yl·
b) Para toda t e: [t ,TJ Y x e:JR,
o
2 2 2 2!fCt,x)! + IG(t,x)/ ~ K C1+lxl ).
Vease, por ejemplo Arnold [1J. En este articulo probamos un
teorema de existencia debilitando las hipotesis: solo nece-
sitamos que f y G sean continuas en la segunda variable y
exista una funcion m e: L2[t ,T] tal queo
I f'( t ,x ) I + IG( t ,x) I ~ m(t ), Vt e: [t ,T], \Ix e::JRd.o
Aunque estas hipotesis son mas debiles en el senti-
do de que no se pone limite al crecimiento de f y G respec-
to a la variable t, son mas fuertes en el sentido de que li-
mitan el crecimiento de las funciones respecto a la varia-
ble x, excluyendo por ejemplo las funciones lineales en x.
En la literatura exist en teoremas similares, por
ejemplo Teorema 5.2 en[H.J. Keisler, An inninit~imal ap-
pnoach. to ~:tOC.hMlic. analtj.6-U>, Memoirs of the A. M. S., 1984J,
demostrado por metodos no estandar para un espacio Q =.
(~,P,At)te::[O,1J' en donde ~ es un espacio de muestreo hi-
perfinito, P es la probahilidad de Loeb y At una filtracion
arbitraria.
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La existencia de solucion en nuestro articulo, en
cambio,depende fuertemente de la filtracion especifica que
se toma en el teorema, es decir la generada por el proceso
de Wiener con respecto al cual se integra.
Aparentemente, de los resultados de Barlow en~ne
Mem6J.onal J.Jtoc..ha6uc.. M6fieltenlial equ.a;U.onJ.Jwah no J.JtJtong
J.Jolution, ProG. London Math. Society, 198~, si se toma una
filtracion arbitraria, puede fallar el teorema de existen-
cia.
El esquema de aproximacion que usaremos en la de-
mostracion del teorema principal es distinto del esquema
1 d ... (n+1) d f iusua e aproxlmaclones suceslvas, en el que Xt se e l-
ne en terminos de x~n), debido a que no se tiene la condi-
cion de Lipschitz sino la continuidad, y es posible que es-
tas aproximaciones no converjan a una solucion. Ademas, en
1 teorema principal solo se obtiene la existencia, perc no
La unicidad, nuevamente porque no se supone una cortdicion
e Lipschitz. Como las ecuaciones diferenciales ordinarias
son un caso particular de las estocasticas, podemos consi-
derar el siguiente ejemplo, en el cual no se tiene unici-
dad:
dx = f(t,x)dt = x1/3dt, x(o) = o.
Considerando las aproximaciones como en nuestro teorema, cb-
tenemos que x(j)(t) = 0 para cualquier j = 1,2, ... , 0 sea
que obtenemos una solucion x(t) = 0, perc existe otra solu-
cion; xt t ) = (2t/3)3/2.
§1. Notac ion y conceptos bas icos. Tomaremos las defi-
niciones de los concept os basicos y la nomenclatura del li-
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bro de Arnold [1].
Por (D,U,P) denotaremos un espacio de probabilidad.
Se dice que una proposicion D se cumple con ~obab~ad 1,
si D(w) se cumple para toda w ~D excepto en un conjunto de
probabilidad cero. D se cumple ~~o~~~~amente si para to-
do E > 0 existe A ~ U tal que peA) < E y D(w) se cumple pa-
ra todo w ~D tal que w ¢ A. A 10 largo de este trabajo,
"-
las letras mayusculas X, X , Y denotaran variables aleato-
n
rias. XA denotara la funcion caracterlstica de A.
LP(D,U,P) = LP(P) al espacio vectorial narmada formado por
las clases de equivalencia de variables aleatorias X que
coinciden con probabilidad 1 y tales que E!xIP < 00, P ~ 1.
L2[to,T] sera la coleccion de todas las funciones medibles
T 2f tales que f If(s,x)1 ds < 00. Las letras manuscritas, U,
toF, W denotaran a-algebras. U(X) denotara a la a-algebra ge-
nerada por X. U(X;t < u ~ t) sera la a-algebra generada
u 0
por las variables aleatorias X , con t ~ u ~ t.
. u 0
{Xt}t£[to,T]' 0 en ocasiones simplemente Xt' denotara un
proceso estocastico definido en (D,U,P) con valores en~d
(d >,. 1) y {Xt,Ft}t€:[to,T] denotara a un~ martingala.
{Wt}t€[to,T] , 0 simplemente Wt, denotara a un proceso de
Wiener. ac-llm X = X denotara a la convergencia con proba-n~ n
bilidad 1 de {X} IN hacia X. st-llm X = X denotara a lan nc n~ n
convergencia estocastica 0 en probabilidad {X}. IN hacia X.n n€:
§2. Integral e s t oc a s t lcc . Para simplificar la lectu-
ra del trabajo daremos la definicion detallada de integral
estocastica, siguiendo Arnold [lJ, Y citaremos algunos re-
sultados de [1], Y de Doob [4], para posterior uso.
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Se considera un proceso de Wiener m-dimensional Wt'
definido en (D,U,P). Sean t un real fijo y no negativo,o
+W = U(W ;t ~ u ~ t) y W = U(W -W tt u 0 t s t'
tiene incrementos Ws-Wt independientes,
son independientes.
~ s < 00). Como Wt
+entonces Wt y Wt
DEFINICION 2.1. (Arnold, Def.4.3.2, pag.53).
Sea t no negativo y fij0; una familia { Ft}t >~ de subsigma-
o ~o
algebras de U se dice no anticipante respecto del proceso
de Wiener m-dimensional Wt s i :
a) F c Ft (t ~ s ~ t)s- o
b) Ft :2 Wt (t ~ to)
c) Ft es independiente de
W+ (t ~ t ).t 0
DEFINICION 2.2. (Arnold, Def.4.3.4, pag.53). Una
funcion G(s,w) definida en [to,TJxD,con valores matriciales
(dxm), medible en ambas variables, se dice no anticipante
(respecto de la familia no anticipante {Fs}) si para todo s
fijo, s E: [to,T], G(s,w) es Fs medible. Si adernas las tra-
yectorias G(s,w) E: L2[to,T], w fijo, con probabilidad 1, en-
tonces a este tipo de funciones no anticipantes las agrupa-
mos en el conjunto denotado con M2[to,T].
Para facilitar la escritura, cuando no haya lugar a
confusiones, en algunos casos se omit ira la segunda varia-
ble, ya que los concept os que se est udiar-an ahora solo de-
penderan de la primera variable.
DEFINICION 2.3. (Arnold 4.4, pag.54). Una fun-
cion G E: M2[to,T] se dice ~~atonada, si existe una parti-
cion t < t < t < .•. < t = T del intervalo [t ,TJ tal que012 n 0
G(s) = G(t. 1)' para todo s E [to 1,t.).
l- l- l
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DEFINICION 2.4. (Arnold 4.4, pag.54). La cnt.e-
g~ ~to~~Qa para funciones escalonadas G respecto al
proceso de Wiener Wt la definimos como
t
J GdW
to,,
t
= J
to
G(s)dWs =
n
I G(t. 1)(Wt.-Wt. 1) .l- l .Lr-i=1
Para definir la integral estocastica de cualquier
funcion en M2[to,T] se utilizara el hecho de que el conjun-
to de todas las funciones escalonadas en M2[to,t] es denso
en M2[to,t] en el siguiente sentido: si G E M2[to,t], exis-
te una suces ion de funciones escalonadas G E M2 [t ,tJ taln a
que
ac-llm
n+oo
t 2J IG(s)-G (s)1 ds =
nto
o •
Como la convergencia can probabilidad 1 implica la conver-
gencia estocastica, se tiene, en resumen, que Sl
G ~ M2[to,t], existe entbnces una sucesion de funciones es-
calonadas G E [t ,tJ tal quen a
st-l1m
t 2I !G(s)-G (s)1 ds
t n
a
= -0.
n+oo
Como ya se ha definido la integral para funciones escalona-
t
das, se tiene f G (s)dW para todo n = 1,2, ...to n s
Ademas, es posible ver que el llmite
st-llm
t
J G (s)dW
t n s
an+
oo
existe y define una variable aleatoria, LlamernosLa I(G) , la
cual no depende de la escogencia de la sucesion {G} ~T'
n nCll'
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de manera que la integral estocastica de G se define como
t
J G(s)dW
t s
o
t
= st-llm J G (s)dW ,
n-+oo t n s
o
donde Gn es una sucesi6n de funciones en M2[to,t] tal que
t 2
st~llm J IG(s)-G (s)I ds = 0 •
n t no
TEOREMA 2.5. (Arnold, Theorem 4.4.14, pag.73).
Sean G,G1,G2,Gn, n = 1,2, ... nunuonu con va.tOftU ma;t!Uua-
iu (dxm) en M2[to,t]. Si Wt denota a un pftOc.uo de WieneJt
m-dimeYL6iona.t, entonc.e.o .oi
t 2
st-lim J IG(s)-G (s)1 ds = 0,
n-+OO t n
o
paJl.a.una .ouc.ui6n {Gn} de nunuonu no nec.uaJU.ame.nte. uc.a-
ionadM s e tie.ne que.
t
st-llm J G dW =
nn-+OO to
t
f GdW.
to
COROLARIO 2.6. (Arnold, Corollary 4.5.5, pag.77).
t 2
Si i EIG(s)1 ds < 00, donde G ~ M2[to,t], e.YLtonc.eAPaJl.a.todo
o
c > 0
t 2 2
> cJ ~ f EIG(s)1 ds/c .
to
Si G E M2[to,T] y
conjuntos de Borel e R) ,
T
Si se ha definido 4aGdW, entonces
A E B (a-algebra generada por los
entonces AS [to,T] Y GXAE M[t ,T].T 0
fGdW = r GXAdW. Si
1\ to
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t E [to,T], se define
t
= f G(s,w)dW (w)s
to
x (w)
t
T
= f G(s)X[o JdWS.
t ' to
d
{Xt}t E: [to,T] es un proceso es t oc ast ico con valores enIR ,
definido en forma unica, salvo equivalencia estocastica
Xt = 0 con probabilidad 1o
t
X -X = f G( u)dW, t ~ s ~ t ~ T.
t suo s
TEOREMA 2. 7. s, ~ IJ Yt J.lon maJltingalcv., Jte6pe.C-to
a la miJ.lma. 6amLLi.a. de. J.lubJ.ligrru-tilge.bJtcv." e.iU:onc.e6 A~ + BYt
[donde. A IJ B son. rruVUc.e6 6ijM, pxd, p ~ 1) es una rru!tUn-
gala. En paJ1/t{.c.u1.M, ~ - Xa e.s una maJrilngafu J.li a e.J.l un
iteM Mjo, t ~ a.
TEOREMA 2.8. (Doob [4]). sz Xt es una maJrilngala.
IJ ~ E LP ( P), ento nccs I ~ I P es una .subrru!tUnga.ia. IJ .s e. c.um-.
pi e.n ras J.l ig uJ.ent: es de.J.li9ual dad e.J.l:
a) p[ sup /xtl ~ c] ~ ElxbIP/cp, Vc > 0, P ~ 1 (2.2.3)
t£.[a,b]
b) E[ sup /XtIPJ ~ (p/(p-1»PE!\IP, p> 1. (2.2.4)
te:[a,b]
TEOREMA 2.9. (Arnold, Theorem 5.11 (a)-(c),pag.81)
Se.a.n. G E M2[to,T] y {Ft}t€[to,T]' una 6amilia. no a.iU:ic.ipa.n-
te. de.J.lubJ.ligrru-tilge.bJta.J.l. Si
t
\ = f G(s)dW ,
t s
o
t ~ t ~ To
ent» nc es .s e. c.umpie.n .tM J.li9uJ.e.iU:e.J.laMJtrruc.io n e.J.l :
a) Xt es Ft-me.dibie., 0 J.le.a, no antic.ipaiU:e..
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t 2
b) 51 ( E IG(s) I ds < 00, IJt-:S T, entonc.M {x ,F}[ T] e6t t t to,
o d
una ~ngala c.on valone6 en JR j ademi6 paJr..a
t,s E: [to,T] .6eliene:
.i ) EX = 0t I mln(t .s )
ii) EXtX = J EG(u)G(u)'du;
S t
, 0
en paJr..lic.u1a..n,
t
EIxtl2 = f EIG(u)12duto
(2.2.6)
iii) IJc > 0, to ~ a ~ b ~ T,
b 2 2p[ sup Ix -X I ~ c] ~ J EIG(s)1 ds/c
t aa~t~b a
(2.2.7)
c) x, tiene :tJtaljec;toJr..1M c.ontinuM c.on pnobabilidad 1.
§3. Ecuacion dlferencial estocastica y existencia
de soluciones. Se consideran dos funciones, f con va-
dlores enJR y G con valores matriciales (dxm), arnbas defini-
das en [to,T]~d; f(t,x) y G(t,x) son independientes de
W E: ~, este valor aparece solo cuando se considera
f(t,Xt(w)) y G(t,Xt(w)); arnbas funciones se suponen medibles
en las dos variables. Sea Wt un proceso de Wiener m-dimen-
sional. Consideramos una ecuacion diferencial estocastica
de la forma
(3.1)
o su forma int ral
t t
W =;+J f(s,X )ds+J G(s,X )dW,t s t s s
to 0
t ~t~T<ooo ( 3.2)
285
Sabemos por el Teorema 2.9 (a) que, en caso de existir,
Xt es un proceso estocastico F -medible; Xt = ~ es unat 0
variable aleatoria que debe ser independiente de los pro-
cesos Wt-Wto' t ~ to; por tanto, a partir de este momenta
se toma F = U(~,W ,s~ 't ) que debe ser independiente de
t s
Wt+ = U(W -W ,s ~t).s t
DEFINICION 3.3. (Arnold, Def.6.1.3,pag.101).
Una ecuacion de la forma (3.1) se llama EQuacio~ Vi6enen-
eial E~toQ~tiea (de Ito~. La variable aleatoria ~ se lla-
ma el valo~ ~cial en el momenta t . El proceso estocasti-
o
co Xt se llama una ~ofuci6n de fa eeuacion (3.1) 0 (3.2)
en el intervalo [to,T] si satisface las propiedades siguien-
tes:
a) Xt es Ft-medible 0 sea no anticipante para
t E [to,T].
b) Las funciones f(t,w) = f(t,\(w)) y G(t,w) =
G(t,Xt(w)) (no anticipantes) curnplen con probabilidad 1:
T
f /f(s,w)lds < 00 Y
to
T _ 2
f I G( s ,w) I ds < 00
to -
c) La ecuacion (3.2) se cumple para todo t E[to,T]
con probabilidad 1.
Si G = 0 la influencia estocastica de la ecuacion est a da-
da por ~.
TEOREMA 3.4. Dada. fa eeuaci6n di6enenc.hU esxo-
t ~t~T<oo
o '
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donde. wt U un. plLoe.UO de W-ten.eJL m-cU.men6-ton.af tj E;, un.a va-
JUabfe afeCLtotu:.a -tn.depen.d;..en.te de wt -wto paM.. t ~ to' .6-t
fM 6un.uon.u f, con vacon e.: en.:ffid, tj G e.on. vacone» maW.-
ciafu (dxrn), ambM deM~da.6 tj med;..bfu en. [to,T]><lRd.6on.
tar.es que f(t,·) tj G(t,~) Mn. e.on.tin.Ua.6 paM.. eado: te: [to,T],
tj .6~ 6ae.en.:
If(t,X)I+IG(t,x)l~m(t), IJte:[to,T], IJx e:::ffid, me: L2[to,T]
(4.1.1)
en.ton.e.u fa ee.ua~on. ;t;..en.e en. [to,T] un.a .6ofuu6n. xt' e.on.
var.ones en.:ffid tj deM~da.. en. st, e.o~n.ua palLa t e: [to'T]
co n. pILObab~ad 1, que .6CLt~ tlae.e fa co n.d;..uo n. -tn.-tUaf
Xt = E;,.
° Ve.mO.6t1Lauon.. La demostracion se hara en dos etapas
(c.f. Arnold [1J). Supongamos primero que E!E;,!2 < K1 < 00.
Como me: L2[to,T], definimos una funcion auxiliar M(t) asl:
M(t ) = 0, Sl t = to
t 2
= ! m (s)ds
to
M(t)
Por su definicion, M es una funcion continua, no decrecien-
( ) . . X( j) dte y M to = o. Definimos ahora las aproxlmaclones t e
Xt' j = 1,2, ... ; para facilitar la escritura, escribimos
h = T-t Y para cada w e: st definimos:
°
x~j)(w) = E;,(w), si to ~ t < to+h/j
t-h/j
= E;,(w)+! f(s X(j)(w»ds, sto
t-h/j .
+ f G(s,x(J)(w»dW (w ) Sl te:[to+h/j,T]s sto
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( . )Es claro que xt
J esta bien definida, pues Sl to+h/j < t ~
to+2h/j entonces
t-h/j t-h/j
=E,+J f(s,E,)ds+J G(s,E,)dWs
to to
en segundo lugar, si to+2h/j < t ~ to+3h/j, al considerar
las integrales, en f(s,·) y G(s,·) solo se substituyen valo-
res ya definidos de x~j) , para s en el intervalo [to ,to+2h/j];
esta consideracion se puede hacer j veces hasta que t reco-
rra todo el intervalo [to,T]. Como
y
T 2
J m (s)ds
to
< 00 ,
entonces
t
J I f(s ,w ) Ids <
to
y
t ;J IG(s ,w ) I ds ~
to
t 2J m (s)ds
to
< 00
De modo que f £ L1[to,T] Y G £ M2[to,T]-y por el Teorema
2 9 ( ) 1 X( j ) ~ . t .. c os t son procesos estocastlcos con trayec orlas
continuas con probabilidad 1, para j = 1,2, ... Y t £ [t ,T].
( • ) 0
Por la parte (a) del rnismo teorema los X ] son adernas no
t
anticipantes y por la parte (b) son martingalas respecto de
la familia {Ft}t£[to,T]' Ft = U(E"Ws,s ~ t). Adernas en
[to,T] se obtienen las siguientes acotaciones:
< K < 00
1 '
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entonces
t-h/j 2 t-h/j 2
3{T-to)! Em {s)ds + 3/ Em (s)ds
to to
usando la desigualdad de Cauchy-Schwarz y el Teorema 2.9
(b,ii). Como M es una funcion continua en [to,T], es unifor-
memente continua y acotada; luego existe una constante
K2 > 0 tal que M{s) ~ K2 para todo s E: [to,T]. Sea
KS = 3(K1+(T-to+l)K2), entonces
(3.4.1)
Por el Teorema 2.8, para p = 2 se tiene la desigualdad
E[ sup Ix{j)12] ~ 4Elx{j)12 ~
tt.[to,T] t T
(") 2Sea ahora Z. = slfP IXtJ I , la] tqto, T]
toria con esperanza finita aootada
j=1,2, ... (3.4.2)
cual es una variable alea-
por 4K3, j = 1,2, ... , y
consideramos la variable aleatoria U = max Z., entonces
n j~n ] .~
.E(Un) ~ 4K3, n = 1,2, ... ; adernas E(Un) es una suc esron cre-
ciente y acotada de numeros reales, por 10 tanto es conver-
gente. Observamos que U es a su vez una sucesion treciente
n
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de variables aleatorias que converge a svp Z.; por tanto,
J J
E(sup Z.)
j J
= E(lim U ) = lim E(U ) ~ 4K3,n-+= n n-ffiO n
y por la desigualdad de Chebyshev, para todo c > 0 obtene-
mos
p[s\lP Z. ~ c] ~ Et sup Z.)/c ~ 4K/c;
J J j J
en resumen,
Sea
A
n I
(j)j2 2}= {w : sup sup Xt (w ) ~ n ,
j tE:[to,TJ
entonces peA ) ~n
P(llm sup A ) = 0
n
A = lim sup A. Si w ¢ A; entonces w e: A para un nfimer-on n n
finito de valores de n solamente digamos nl,n2,' ..,nk, sea
K(w) = max{nl,n2"" ,nk}+ 1, de modo qu~ w ¢ An para todo
n ~ K(w): entonces para este w
24K/n . Como
por ~l lerna
00
L peA ) < 00, tenemos
n=l n
de Borel-Cantelli. Sea
es decir,
(3.4.3)
por consiguiente, para todo w ¢A, {X~j)(w)} es uniformemen-
te acotada.
Ahora demostra~emos que el proceso {X(j)}. es equi-
t J
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continuo, con probabilidad 1; esto es, existe un conjunto B
COn PCB) = 0 tal que si w ¢ B, entonces dado E > 0, existe
o > 0, que depende de E y de w, tal que si It1-t21 < 0,
t1,t2 L [to,T], entonces
Ixt(j)(w) - xt(j)(w)1 < E, j = 1,2, ...
1 2
Consideraremos tres casos:
( . ) ( .)
a) Si t1,t2 e:: [to,to+h/j), entonces IXt~ (w ) - Xt~ (w)! = 0,
j = 1,2, ...
b) Si tl't2L [to+h/j,T] entonces, suponiendo t1< t2 se
tiene
. t2-h/j t2-h/j
E lx(]) -xCj') 12 = Elf f(s ,x(j) )ds + f G(s,x( j»):lW12
tit 2 t h/' s h/ . s s1- ] t1- ]
trh/j trh/j
~ 2(t
2
-t
1
)! ElfCs,X(j»j2ds+2! E!G(s,x(j»12ds
t1-h/j t1
-h/j s
trh/j
2/ Em
2
(s)ds
t1-h/j
pecto a t
X( j )
to+h/j·
Como M es uniformemente continua, entonces dado e > 0
e:: [t ,t +h/j) Y t2 e:: [t +h/j,T], se reduce simple-o 0 0 (')
caso (b) ya que la funcion xt] es constante res-
en [t ,t +h/jJ, 0 sea que xt(j) se comporta como
001
c) Si t
1
mente al
existe 0 > 0, que depende solo de E, tal que si [t1-t2] < E
con t1,t2 e:: [to,T]:
291
j = 1,2, ...
Asi que resumiento los tres casos, se tiene:
IJE > 0 existe 0, que depende de E, tal que si
e:[t,T]yo entonces
< 2(T-t +1) E
o
(3.4.4)
y esto para todo j = 1,2, ...
Sea t E [t ,T] fijo, sea 0 > 0 Y t E [t ,T-oJ; por
o(j) (j) 0
el Teorema 2.7, {X - X , Ft } [O.I:Jes una martinga-t+u t +u u € ,u
la y por el teorema 2.8 (b), para p = 2 se tiene entonces:
E I I X( j ) - X( j ) 12 <sup t+u t '"o~u~o
< 8(T-t +l)Eo (3.4.5)
cuando 0 es el de (3.4.4). Sea
y( j) =
t
su ,/j)_x(j)12P t+u t 'O~u~cS
t C!: [t ,T-cS],o j = 1,2, ...
Como los racionales de [t ,T-cS] son densos en [t ,T-cSJ, por
o 0
el Teorema 2.2, capitulo II, en [4J, para cada n Em existe
.. ~ d [ J:] d ~ . ale t <: (n)./una par-ti ci on e t ,T-u , e numeros r-acron so'" s --::-
(n) (n ) 0 0
sl ~ ...~san ~ T-cS, tal que
( . )sup T J
t .to~t~T-cS
l~ . f (j )~ .im i.n max Y (n)'
n k::;;an sk
j = 1,2, ....
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Por (3.4.5)
liminfE( max y(j) ) < 8(T-to+1)E:,(n)n k~an sk
j = 1,2, ...
Entonces
~, limninfE(maX y(~~)) < 8(T-to+1)E:, j = 1,2, ...k::;ansk
(3.4.6)
Sea ahora Z. =
]
( . )
sup YtJ ,
to~HT-O
como hemos
j = 1,2, ... Definimos
U = max Z. ;
n jsn ]
te de variables aleatorias que converge a sup Z. ~ ademas
j ]
Nuevamente por la desigualdad de
visto, est a es una sucesion crecien-
E(sup Z.) < 8(T-to+1).. ]
Che~yshev, tenemos para todo c > 0:
P[s1;1PZ. ?-
] ]
c] ~ E(sup Z.)/c < 8(T-t +l)/c,
j ] 0
obteniendo para todo E:> 0 Y c > 0:
P [s1;1P sup S' I X(j) X(j) 12 <, cJ < 8(1't +l)E:/c (3 4 7)up t+u - t -/ - 0 ,. .
] to~t~T-O O~u~o
con 6 dependiente de E:como en (3.4.4). Escogemos ahora va-
lores E: = 1/n4 y c = 1/n2 para E:y c respectivamente, y
n n
consideramos los conjuntos:
B = {w:sup sup sup Ix(j)-x(j)12(w) >,.. 1/n2},n t+u t
j to::;:t~T-oO::;:u~o
en donde P(Bn) < 8(T-to+1)1/n2 por (3.4.7); aplicando nue-
vamente el lema de Borel-Cantelli, si B = lim sup B , vemos
n n
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que PCB) = O. ASl mismo siw ¢B, entonces w E Bn para un
numero finito de valores de n solamente, digamos n1,n2,···
.,n . Si N = max{n1,n2, ... ,n }+1, entonces w ¢B, n > N;r r n
como € = 1/n4, existe un ° , el cual depende de € y de w,
n n n
pero no de j ni de t, tal que se cumple:
sup
j
0, 10 que el 10 mismo, si !t1-t21 ~ On con t1,t2 E [to,T]
entonces
j = 1,2, ...
De manera que para cada
( .)
w ¢ B, {X ] (w))., es
t ]
el conj unto C = A U B,
equicontinua
en [t ,T]. Considerando
o (")
w ¢ C, {X ] (w)}. es una familia de funciones de t unifor-
t ]
memente acotada (3.4.3) y equicontinua. Por el teorema de
(j )
Arzela-Ascoli existe una subsusecion {X k (w)} que conver-
. t
ge uniformemente en [to,T] hacia una funcion Xt(w), obte-
niendose asl un proceso estocastico {Xt}, que es el limite
uniforme de una subsucesion {x(jk)}k con probabilidad 1;
t -
por consiguiente, Xt es no anticipante y de trayectoria. . . (jk)contlnua con probabllldad 1, ya que los Xt 10 son.
Para que Xt sea solucion de la ecuacion diferencial
estocastica falta ver unicamente que Xt cumple la propiedad
para cada
(c) de la Definicion 3.3. Como f y G son cont inuas respecto
a la segunda variable t c [to,T] , entonces
y G(t,X )
t
con probabilidad 1. Como If(s,x)/ < rnt s ) y mcL2[ o,T], f
es integrable y por el teorema de la convergencia acotada
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se tiene:
ac-11m
n--700
t;
J f(s,x )ds.
t s
o
Debido a que G e: X2[to,T], se bene G e: L2[t ,TJ Y como la
'. d X( j k) h . X . ~ :lconvergencla e t aCla t es unlforme, TE > 0, ~N e:lli
tal que Vn ~ N; Vs e: [to,T] se tiene que
I (jn) 2G(s,X ) - G(s,Xs)! < E con probabilidad 1; por consi-s t; (. )
guiente J IG(s,X In )-G(s,X )Ids < (T-t)E con probabili-
t s s 0
dad 1; esodecir,
t (. )
ac-11m f /G(s,X In ) - G(s,X )!2ds = 0,
to s sn-+ro
y,por consiguiente,
t (j ) 2st-11m f !G(s,X n ) - G(s,X )1 ds = O·,n--700to s s
finalmente, por el Teorema 2.5,
st-llm
n--700
t (.)J G(s,X In )dW
s
to
t
- f G(s,X )dW ,
t s s
o
obteniendose as1 que Xt es una solucion de la ecuacion dife-
rencial estocastica planteada en el teorema.
Se demostrara ahora el caso general; es decir, el ca-
so en que ~ es una variable aleatoria cualquiera. Definimos
{
~' si I ~ I ~ n
~ =
n
o en todo 10 demas.
(n)Para cada n e:W existe entonces una solucion Xt a la ecua-
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cion
t t
X = F + J f (s ,X )ds + J G(s ,X )dWs , t (t:S T,t ~ s s 0
to to
fuera de un conjunto C tal que P(C ) = O. Ademas como
n n
lim ~ =~, se tiene:
D-too n
cuando m,n ~ 00, Sln depender
ceSo estocastico Xt, tal que
mente con probabilidad 1, ya
de t. Existe entonces un pro-
x(n) ~ X (n ~ 00) uniforme-
t t
que P(U C ) = O.
n n
es una solucion de la ecuacionResulta, pues, que X
t
diferencial estocastica, completando aSl la demostracion del
teorema.
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