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Übel'  Möbiuskettenbrüche  und  Elementarkettenbrüche. 
Von 
P.  Epstein  in  StJ:aßburg  i. E. 
§ l. 
Unter  dem  M öbiusketterWruoh 1)  (abgekürzt  m~) für  eIne  reelle 
Zahl  l!)  verstehen  wir  die  Entwicklung 
1  w=k-- 1  k--
1  kg - •• 
worin  k  die  kleinste  ganze Zahl  > l!)  ist und k1 ,  k2 ,  ks, . .. ganze Zahlen 
• > 2  bedeute,n.  Wir  bezeichnen  einen solchen  Kettenbruch durch 
{I)  w=m(k,k1,k 2,ks,''') 
und  nennen  ihn  einen  eigentlichen  m~.  Daneben ·werden  wir  auch  un-
eigentliche m~  betrachten, bei denen einzelne der Zahlen. k1 ,  k2 ,  kg,  ••• = 1 
sind.  Sie  lassen  sich  immer in eigentliche  m~  verwandeln  Illit Hilfe  der 
folgenden  leicht abzuleitenden  Formeln: 
{ mc ..  (  ... a,  1, b,  0, ••.  )  ..  _  m. ( ... a -1,~  -1,  C,  .. ')'. 
\, 2)  roq ... a,  1,  1, b,  c, ...  )  - m  (  ... a +  b  1,  C, ...  ), 
,  9Jl ( ... a, 1, 1, 1, bJ  C,  .••  ) =  m  (  .... a, b,  C,  ••• ). 
Man erhält den eigentlichen m~  für die Zahl w  durch den Algorithmus 
Hierbei  ist  ki  die  kleinste  ganze  Zahl  > W i  und  die  vollständigen  Quo-
tienten  w.  sind sämtlich  > 1.  . 
Ist  W =!; eine  rationale Zahl,  so wird  der  ffi1;~  durch einen Euklidi- o 
~  Algorithmus  mit lauter  negativen  Resten  erhalten,  d. h.  durch  eine 
Kette von  Gleichungen 
")  Möbius, Werke,  Bd.4, S.  505.  Perron (Die Lehre von den KettenbJ:Üohen, 
Leipzig 1913,  S.  168) nennt diese Kettenbrüche reduziert-regelmäßig. P. Epstein.  Möbiuskettenbrnche und  Elementarkettenbroche.  413 
a  =  k b  - r1 ,  0 < r1  < b 
b  =  k1r1  - r2 ,  0 <r2  < r1 
(3)  1"1=k 2 r2-r 8,0<r>\<r 2 
und es  wird 
a 
b  =  IDl: (k, kl' k2,···, km)' 
Für die letzte Gleichung in (3) kann man auch r .-1 =  (km +  1) ,.  '" - r "" 
dann beliebig  oft  die Gleichung r  =  2r  - r  und schließlich  r  =  1.r  1ft  m  ,.  ,.  JJt 
schreiben,  also  folgt 2):  . 
Für das  letzte  Element  km  eines  enatic.hen  IDl:~ kann man auch 
k  ... +  1, 2, 2, 2, ...  , 2, 1 
mit beliebig  vielen  Teilquotienten  2  setzen.  Der Kettenbruch  wird dann 
ein uneigentlicher  IDl:~. 
Eine irrationale Zahl  (0  besitzt  immer  eine  unendliche  ~-Entwick­
lung und umgekehrt  stellt  jeder unendliche ~  eine  irrationale Zahl  vor 
mit Ausnahme der  !lRSi:',  welche  mit einer  unendlü;hen  Folge  von  Teil-
quotienten  2  schließen.  Diese  konvergieren  gegen  rationale  Grenzwerte 
und  es  ist 
IDl: (2, 2, 2, ...  )  . 1, 
IDC (k, k1 ,  •••  ,  k  ... , 2, 2.2, ••.  ) =  IDl (k, ~,k,  •...  , k", -1). 
Dies  sind:  uneigentliehe  unendliche  IDl~.  . 
Die  Naherungsbrüche  ~:  eines  IDlSf  werden  m~t Hilfe der  :Rekursions-
formeln 
(4)  { PHI =  k.P. - Pi- 1 ; 
QH1·  k. Q. - Q.-l ; 
Po =  1,  PI =  k 
Qo= 0,  Q1  =  1 
berechnet  und  für  je zwei  aufeinanderfolgende  Näherungsbrnche  besteht 
die  Beziehung 
(5)  PiQ'-l - P'-lQ.=-1. 
Ist (0.  ein vollständiger Quotient in der ~-Entwicklung  von  (t),  also 
ro =  rot (k, k1' k,'p ..  ~, ki - 1 ,  ro.), 
so  ist 
(6 ) 
t) Vgl.  Fueter, tiber  unimodulare  lineare Substitutionen,  Verhandlungen  der 
Naturforschenden Gesellschaft in Basel,  Bd. 21  (1910),  S. 97. 
M&thematisehe  Zeitschrift.  ll.  28 414  P. Epst$l. 
es  sind also  wund w.  miteinander verknüpft durch die  eigentliche lineare 
Substitution 3) 
wobei 
(7 ) 
§ 2. 
Neben  dem  ID1re  hetrachten wir  den  gewöhnlichen  regulären  Ketten-
bruch' für  eine  Zahl  w,  den  wir  durch 
w =  ~  (q,  ql' q2'  qs' ...  ) 
bezeichnen~ 'Er läßt  sich  leicht  in  einen  1JR~ verwandeln' );Der M 
mit dem  vollständigen  Quotienten x: 
,[Q (k, kl •  k2 • •••  ,  km. 'X) 
ist gleichbedeutend  mit der  linearen  Substitution 
,  SkpS"'lT ...  Skmp(X). 
;Ifür  x =  00  bedeutet,  dies  den mit  km  schließenden  endlichen  m~. 
,"  . Nun  ist  der  regul~e Kettenbruoh  mit  einer.  geraden  Anzahl, von 
Teilnennern  qi  und dem  vollständigen  Quotienten  x: 
~  (q. ql' q2' ...  , q  .. , x) =  m (q,  - ql' q2' -qa, ...  , q  .. -l' -q", x) 
=  SV,PS-v'lTSv'sPS-I/.·P ...  S-'1"p  (x)·. 
Aus  der  zwischen  Sund P  bestehenden Beziehung 
SPSTST  '1 
zusammen  mit 
T'1.=l 
:findet  man leicht 
folglich  wird 
(9)  ~  (q, ql"'"  q  .. , x) 
.', = SIJ+1P(S'JT)tJl-,lSlJ.s+'AT (S'Jp)I/.·~l '"  S'I,.-lHT  (S'J p )'1n:- 1 (x +  1). 
a)  Da~ei werden die Substitutionen (;  ~) und (=; =!)  als wesentlich iden-
tisch angeeehen. 
4)  Ein Verfahren zur  Verwandl~'hg der halbregelmäBigen Kettenbruche, zu  dene~ 
die  M  gehören,  in reguläre Kettenb'rüche findet  sich  bereits in dem Handbuoh von 
Perron, i  ,3.7.  ,Es  kIi.~ natü,rlich  ebenf!i.lls  zur:  Herleitung  u~rer  ,Fol'Jil-e1  €l'O)  be-
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Hierin ist die Verwandlung  des  regulären Kettenbruchs  in  einen M  ent-
halten.  Um  sie  übersichtlich  schreiben  .zU  können,  bezeichnen  wir  zur 
Abkürzung  einen  Kcnnplex  von  v  aufeinanderfolgenden  Teilnennern  2  in 
einem  9Jlse  mit [2 J..  und  nennen  ihn  einen  v-gliedrigen  Zweierlcomplex. 
Nehmen wir nun x ~  00,  80  haben  wir den  Satz: 
Der  Zusammenhang  zwischen einem regvJiiren Kettenbrw;}"  und dem 
zugehörigen  9Jlse  ist durch  die  Formel gegeben °C n  ungerade): 
( 10)  se (q,  Ql' q'J' ..•  , q  .. ) 
=  9Jl (q+ 1, [2Jll.-l, qs +2, [2]ft-1, q, +2, ...  , q"_1+ 2, [2]llll-'-I)' 
Da  man  die  Gliederza.hl  in  einem  regulären Kettenbruch  ne.ch  Be-
lieben gerade  oder  ungerade machen kann,  80  ist eine weitere Formel für 
einen  regulären  Kettenbruch  mit  ungerader  Gliederza.hl,  die  sich  leicht 
aufstellen  ließe,  nicht  erforderlich. 
Diese Formel bleibt bestehen, a.uch wenn einige der Zahlen ql' qa' q5' ... 
gleich 1  sind.  Man  sieht sofort: 
Sobald  e~ne  Zahl  q.  mit  ungeradem  Index  gleich  1  ist,  fehlt  in 
dem  9Jlse  der  entsprechende  Zweierlcomplex  und  es  folgen  die  Elemente 
Q.-l +  2  und qi+l +  2  aufeinander.  . 
So  ist  z. B. 
se (2, 3,1,1,5,1,4) =lf(2, 3,1,1,5,1,3, 1)=9Jl(3, 2, 2, 3, 7, 5). 
Ferner  a.ber  bleibt  Formel (10)  auch  für  .M'Nlliche K~ 
bestehen,  da sie für  jeden N'"aherungsbruch  gilt. ci.  h..  es  ist 
(11)  lf (q, fl' q'l' qa' ...  ) =  9Jl (q +  I, [2]!I't-l> q'l +  2, [2]"-1' g, +  2, .. .)-
So  ist z. B.  der Kettenbruch für die  Zahl  e 1$) 
se (2, 1, 2,  1, 1, 4, 1,  1, 6, 1, 1, 8, ...  ) 
= m  (3,4,3, [2J8' 3, 8, 3, [2]7' 3.12,3, [2]11'"  .). 
Umgekehrt kann  man mit Hilfe von Formel (10) einen  m$f in e~~n 
r~en  Kettenbruch verwandeln.  Schreibt  man,  was  immer möglich ist, 
einen  aJIgemeinen  Wlif  in der Form 
IDl(k, [21tl'  ~,[2]1-., kl.' ...  , [21,.), 
worin die  ganzen Zahlen  k,., kl.' ka, ... sämtlich> 2  sind '), während von 
den .zahlen l;, ~,  ~, .. ,  einige  (oder alle) Null  sein  können,  80  ist 
6)  Perron, Die Lehre von den Kettenbrüchen, Leipzig 1913, S.  134.  . 
&)  DILl!  Anfa.ngselement k  kann  eine  beliebige ganze Za.hl,  &uch  = 2  ~,  d. n. 
ein  Anfa.ngselement 2  ist  nicht  mit  etwa.  darauffolgenden  Elementen  2  zu  einem 
Zweierkomplex zu  vereinigen. 
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m  (k, [2)k"  k2 ,  [2Jk."'"  [2Jk  )  .n 
=  se (k -1, k1 +  1,  k'l. - 2,  ks +  1,  k4. - 2, ...  , k" +  1). 
Die  regulären  Kettenbrüche' für  zwei  reziproke Zahlen  besitzen  die-
selben  Teilnenner 7),  nämlich 
Sf (q, ql' qs' q;p .•.  )  und  se'( 0,  q, ql' Q2'  q8' ...  ). 
Dagege?}  sind ihre  9Jlse-Entwicklungen  gänzlioh  voneinander versohieden; 
sie  sind 
\13a) 
.und 
~13b) 
.so  ist z.  B. 
509 ._- ffi} (3  2  2  3  7  5)  223 - "JJL  ,  ,  ,  ,  ,  , 
~~~ =  WC  (1,2',5,3, [2]4'  3; [2]3)' 
Wir bewelsen  den  Satz: 
Der  msefür  - (j)  stimmt  von einer gewissen Stelle  an mit dem m 
für ~  über  ein. 
ro 
Sei  nämlich 
;so  ist 
- (0  =  - fj~o =  WC (0, k, kl ,  k2 ,  •••  ). 
Dies  ist  ein  eigentlicher  wcse,  sobald °  < Cl) < 1  ist,  denn  alsdann 
ist k > 1.  Ist aber  (j) > 1,  so  ist  k =, 1  und' der  mse  für  - co  ist  ein 
une~entlicher ~. Sei  q < co < q +  1,  so  hat der msefür ! die' Ge-
;Stalt  (13~) und  es  wird 
., 
~  (j) = m  (0, 1,  [2]g-1.>  ql +  2, ...  ) 
<oder  mit wiederholter  Anwendung  von  Formel (2) 
(14)  - (j) = m  (-1,1, [2]g-2' ql +  2, ...  ) 
=  m  (-2,1, [2]g-3, ql +  2, .. ,) 
, Wc (- (q -1), 1, ql +  2,  [2JZ.-l' -..  ) 
= m  (- q,  ql +  1, [2]«.-1' qs +  2,' ...  ). 
') Für nega,tive' Za.hIen  gilt  dies  erst von  einer  bestimmten  Stelle  der  heiden 
Kettenbrüche ab, z.  B. 
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Damit ist aber der  obige Satz  bewiesen.  Aus  (13b) und (14)  ergibt sich 
die folgende  Formel,  die  wir noch  zu  benutzen haben werden: 
E8 ist für jeden eigentlichtn ~  mit einem negativen Anfang8elemem: 
(15) 
1  m  (  - a,  b,  C, d, ...  ) =  - lUl (1  r  2 J  b + 1  d  r 
j  ,  4-1'  ,c".  a_ 
§ 3. 
Die gegenseitigen  Beziehungen der regulären  und der Möbiusketten.-
brüche  werden  besonders  durchsichtig,  wenn  man  noch  die  Theorie  der 
Elementarketterihrüche 8)  heranzieht.  Der Elementarkettenbruch (abge.kiirzt. 
~se) für  eine  reelle  Zahl  w  beruht auf  dem  Algorithmus 
1  1  1 
ro1 =  1  (l) - 1 1 '  roll  =  I (l)1 - 1 I '  ro3 =  1  COs - 1 I  ' 
Ist  eine  der  Zahlen  ro. <  1,  so  folgt  auf  sie  eine Zahl  WH1 > 1. 
Man  kann daher die  Zahlen  w. in Absehnitte 
ro, 
roa+p,  roa+P+l,  roa+P+2""  Wa+P+,.-l, 
derart  unterbringen,  daß  die  letzte  Zahl  in  jedem  Abschnitt< 1,  alle 
übrigen Zahlen> 1  sind.  Ist die  gegebene  Zahl  positiv,  aber< 1.  so 
bildet  sie  :ffu:  sich  den  ersten Abschnitt,  alle  folgenden  Absclmitte  ent-
halten :mindestens zwei Zahlen, d. h. es ist bei einer positiven Zahl Q) immer 
o:~l,  P,r,~> ... >l. 
Ist  00  negativ,  80  ist 0 <  001  <  1; es  bilden  dann  0  und  0 1  für sich  die 
beiden  ersten  Abschnitte,  d. h.  es  ist  bei  einer  negativen Zahl  ro  immer 
a=l,  P=I,  r,tS,s, ... >!. 
Ist 00  eine  rationale Zahl,  so  gelangt  man  immer  zu  einer Zahl  Wo =  ~ 
als Schlußzahl  eines  Abschnitts;  mit dieser  brechen  wir den  Algorithmus 
ab.  Bei  einer  irrationalen Zahl  W  ist der Algorithmus  unbegrenzt.  , 
Auf  Grund dieses  Algorithmus  erhält man  für w  einen  Kettenbruch 
von der Form 
11  11  11  11  11  "  1:  li  11  1, 
00 =  : +  j1 +  j1 + ... +  it: - [f  + fl  +  ... + ff - ,ff + '"  +~  - T +  ... 
w  •  • 
a  P  7 
8)  Die  Theorie  dieser  Kettenbruche  und ihre  Anwendungen  auf lineare  Sub-
stitutionen  und  quadratische  Formen  habe  ich  &usfiihrlich  in zwei  Arbeiten  dar-
gestellt, die in erelles JournaJ, Bei. 148,  erscheinen  werden.  Sie werden im folgen-
den  kurz als  U  I  und an  angeführt. 418  P. Epstein. 
Ein  solcher  Kettenbruch,  bei  dem  alle  Teilnenner  =  1,  aUe  TeilzähZer 
=  ± 1  sind  und niemals  zwei  negative Teilzähler  unmittelbar aufeinander 
~lgen (außer wenn  w  negativ,  is~  wo  dann die  beiden  ersten  Teilzähler 
- 1 sind'),' heißt  ein  lDleinentarkettenbruih.  ,Er  ist  durch  die  Zahlen 
a,  {J,  y,  .•. völlig  besti~t; wir  nennen'.sie  die Ab80hnitte  des  ~  und 
bezeichnen  ihn mit 
ij; (a, {J,  y, •..  ). 
Jede rationale Zahl  Iä.ßt  sich  durch  einen  endlichen,  jede  irrationale Zahl 
durch  einen  unendlichen  konvergenten  ij;i darstellen  10).  Die  Näherungs-
brüche  des  ij;i stimmen mit den Haupt- und Nebenniherungsbrüchen des 
regulären  Kettenbrue;hs,  also  auch des  9Jli. überein. 
Zu  jedem ij;i gehört  eine Indwkette,  die Elementarindexkette (ij;3). 
Sie  besteht  aus  einer  Folge  von  abwechselnden +  - und  - -Zeichen,  mit 
- beginnend,  welche  durch  Trennungsstriche  in Abschnitte  geteilt ist,  so 
daß  im ersten Abschnitt  a Zeichen;  in den folgenden  Abschnitten  {J - 1, 
y - 1, ,,- 1, . .. Zeichen  stehen. 
Entsprechend gehört zu einem regulären Kettenbruch i  (q, q1' qll' qs' ...  ) 
eine OharakteriBtikl1), bestehend aus Abschnitten von untereinander gleichen 
Zeichen,  so  d&ß  der 1.,  3.,  5., ... Abschnitt aus  q,  !lg,  q"  ... Minus-
zeichen,  der  2.,4.,6., ... Abschnitt  aus Q1' !ls' !I", ...  Pluszeichen gebildet 
ist.  Ist tJ. =  0, so  fehlt  der  entsprechende  Abschnitt,  und umgekehrt  ge-
hört zu  einer mit einem Plusabschnitt beginnenden Charakteristik  ein Ket-
tenbruch mit dem  Anfangselement  O.  Kehrt man  alle  Vorzeichen  in der 
Charakteristik um,  so  erhält  man  die reziproke  Charakteristik.  Die  zu 
beiden  Charakteristiken  gehörigen  Kettenbrüche  sind reziprok. 
Einem  Mö bi  uskettenbruch IDl (a, b, 0, d, ...  )  ordnen  wir  wiederum 
eine  Indexkette,  die  M öbiu8indexkette (ID'l3)  zu,  die  genau  so  wie  die 
~  aus  abwe0h8elnden  +  - und  - -Zeichen,  mit  - beginnend,  besteht 
und im etsten Abschnitt a Zeiehen,  in  den  folgenden  Abschnitten b-1, 
0-1, a-l;  ..  '.  Zeieb.en.  aufweist. 
Von  der ~  geht  man, wie in <iSt  I,  § 2  gezeigt  ist, ganz  eiirlach 
zur  Charakteristik in der Weise  über,  daß  man jedes Vorzeichen am Ende  ' 
eines Abschnitts umkehrt.  Damit ist gleichzeitig  ein ~  in einen  gewöhn-
lichen  Kettenbruch verwandelt.  Umgekehrt  erhält  man aus der Charakte-
ristik die  zugehörige  Indexkette,  indem  man unter die  Charakteristik eine 
ebenso lange Reihe von abwechselnden Vorzeichen  - + - +  ... schreibt 
9) Wo nichts anderes bemerkt ist, nehmen wir im folgenden immer w als positivan. 
10)  Das Umgekehrte ist nicht  richtig.  Die mit 8, 8, 8, ::. endigenden Ii! kon-
vergieren entweder gilgen  einen rationalen Wert oder sie divergieren.  Hierüber, sowie 
über den Begriff der Konvergenz eines Ii! vgl.  U  I, § 8. 
11)  Vgl Hurwitz, Math. ADnaJ.en,  Bd.44 (1894),  S.417. Möbiuskettenbrüohe und Elementarbttenbrüohe.  4:19 . 
und  hinter  jedes  Vorzeichen,  welches  von  dem  aarüberstehenden' -ver!'. 
schieden ist,  einen  TreD.l)ungsstrich  setzt.  . 
Läßt  man  in  einer  Indexkette  die  Trennungsstriche fort  und setzt 
de.für  neue  Trennungsstriche,  wo  bisher  keine  waren  so  erhält man die  .  ' 
reziproke  Irule:r:lcette.  (~I, § 2.)  Die  reziproke  ~  gehört  zum  rezt-.: 
proken~.  Wir  ordnen 'nun  auch  einer  Charakteristik  eine  neue  bha.. 
rakteristik  zU,  die  wir die  assoziierte OhMalcteri8tilc  nennen,  indem  wir 
festsetzen : 
Wo  tUe  eine Ohara1cterilJtile  tin.en. Z~  Aal,  hat die as.ao-
AW1e OAara1cteristilc  eine  Zeiclt,en,tolge  und ~. 
Die Beziehung ~e.n  beiden Charakteristiken  ist gegenseitig;  jede 
ist sUr  andem 8ssQziiert.  So  sind  z. B.  . 
(16) 
--~-++-++++;-+---
-+--++---+-++++-+ 
assoziierte  ~ristiken; ihnen  entsprechen  die  assoziierten  regnlären 
Kettenbrüche  se  (4; 2, 1,4,1,1,3) und  se  (1; 1, 1, 2, S, 1, 1,4, I, 1:). 
Zu der assoziierten  Charakteristik  gehört  wiederum  eine  bestimmte 
Indexkette. ,Die beiden  zu  assoziierten  Chara.kteristiken  gehörigen  Index-
~  . 
ketten  heißen  a8soziierte  Indexketten.  Zu  den  obigen  Charakteristiken 
gehör~ die  assoziierten  Indexketten: 
(17)  ,  - +1- +1-1+ - + -/* -1+1-1+1- +  . 
. .  -.  -- 4-' -'~-~j+I-"."  +t~I+{;-If'  -:",J+ "-,+  :_  ;  . 
,  ES  seien ~  in" dem. ~  lte~~  2(f.  !l,.,  t..~ ••..  )~: 
Teilnenner vom  zweiten ab· > 1.  Bildet man-die~  und i1rre 
assoziierte  0har&k:teristik;  '!I0  überzeugt  man.  sich  l~t. daP·& ,.,. 
assoziierten  Okara1cteristik  gelWrige  Indexkette  gerade  die I~'  dM 
M öbiuslcettenbN.u:hs in Formel (10) ist;  und dieses  bleibt auch  bestehen, 
wenn  einige  der  Teilnenner' des  regulären  Kettenbmohs  =  1  sind.  ~ 
gilt also  der Satz: 
1.  Die  zur'  a880ziierfen  ~ilc  gehiirige. 1~  i8I  die 
'"  ,  M öbiusin..tkckette.  ••  ,. 
Oder,  was  dasselbe  bedeutet: 
. 2.  Ein ElementarTcettetibnuill, UM der ikm gleidIe Jl  öb."s~ 
'haben  assoziierte 1  nde:r:lceIien. 
,  . 
,  Es zeigt  sich  hier  eine  merkwiiJ:diie  Reziprod~ zwisohen e  und 
IDlse,  die  noch  dc'mtlicher  in dem  folgenden  Satz znnl Ausdrnok  kommt: 
3.  Ist 
~(a. p, r.~,·  ...  )=  9:l(a. b, c, d, . ..  ), 
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80  ist 
~(a, b, C, d, ...  ) =  5JJC(a,.,ß,  y,  15, ...  ). 
So  ersieht  man  aus  den  Oharakteristiken (16)  und  den, zugehörigen 
Indexketten (1?)  die  Glei?hheit  der  folgenden  Kettenbrüche: 
sf(4, 2, 1, 4,  1, 1,3) =  ~(2, 3,  2,  5,  3, 2, 2,2,3) =  5JJC( 5,2,3,2,2,2,3,4), 
sr (1, 1, 1,2,3,1,1,4,1, i) =  ~(5, 2,3,2,2,2,3,4) =  5JJC(2, 3,2,5,3,2,2,2,3). 
Der erste 'Kettenbruch hat den  Wert iig,  der  zweite  den  Wert  ~:~. 
So  kaM man  mit Hilfe  der assoziierten Charakteristiken und Index-
ketten sehr  einfach  die  drei  Kettenbrucharten ineinander  überführen. 
Die  assoziierten  Charakteristiken  und  die  zugehörigen  Indexketten 
sind  gleichlang.  Nennen  wir  in einem  endlichen  ~  ®  (  a, a1 ,  "2' ... ",.) 
die  Summe  a +  (Xl + ... +  a,u  =  1  die  Länge,  f.1- die'  Ordnung  und  ent-
sp!echend  in  dem  gleichwertigen  5JJC~  IDC  (a,  al ,  aa' ...  , a",)  ebenfalls 
a +  al + ... +  am =  l die Länge, m die Ordnung, und ist jf  (q, ql' q2' ... q  .. ) 
der den  beiden  Kette,?brüchen  gleiche  reguläre  Kettenbruch,  so  istU ) 
(18)  1 - f.l = 1 - m =  q +  ql +  q2 + ... +  q  .. , 
Diese  für  jeden  der drei  Kettenbrüche  gleiche Zahl möge der Rang (! 
des  Kettenbruchs  und der  durch  ihn dargestellten rationalen Zahl  heißen. 
AUs  Satz 3  ergibt  sich,  daß  zu  reziproken  lndexk,etten  auch  rezi-
proke  5JJCsr  gehören  und  daß  zwischen  den  Längen  und  Or~ungen von 
reziprok~n IDC~ dieselben Beziehungen  wie  bei  reziproken  ij;Sf  (ij;sr I, § 2) 
bestehen.  Sind l',  m' Länge  und  Ordnung  des  reziproken  5JJCSf,  so  haben 
zunächst  beide  mcSf  gleichen  Rang,  weil  ihre  Indexketten  gleich  lang 
sind,  also 
l-m=l'-m'=(!. 
Ferner  ist die Summe der Ordnungen gleich der Anzahl der Trennungs-
striche  in den beiden  reziproken  Indexketten,  also  ' 
m +  m' =  (! - 1. , 
Aus  diesen  beiden  Gleichungen  folgt 
und 
l +  Z'=  3 (!-1 
(19 )  l'=2Z-3m-l,  m'=l-2m- 1. 
§  4. 
Die  Theorie  der  Elementarkettenbrüche führt  zu  einer Einteilung der 
ganzzahligen  linearen  Substitutionen  (~~) von der Determinante ± 1  in 
19)  Der auf den ,9R~ bezügliche  Teil  dieses  Satzes  ist  ein  besonderer Fall eines 
Satzes  von  Herrn V&h\en  (Crelles Journ.,  Bd.115  (1895), S.226). 
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zwei  Arten,  in gerade  und ungerade  Substitutionen18).  Die  geraden Sub-
stitutionen sind  am  einfachsten dadurch  gekenllZeichnet14),  daß sie  mod 2 
einer  der  drei  Substitutionen 
(~ ~),  _  (1  1) 
1 0  '  (~  ~) 
kongruent sind,  d.  h.  entweder  (C,  (j  ungerade,  p,  r  gerade  oder  a,  p,  r 
ungerade  oder  p,  y, (j  ungerade.  Alle  anderen  Substitutionen,  die  a.lso 
mod 2  den  Substitutionen 
kongruent sind,  sind ungerade  Substitutionen. 
Sei G die Gruppe  aller ganzzahligen Substitutionen (;!) der  Determi-
nante  + 1.  Die  Gesamtheit  der  geraden Substitutionen bildet eine U  nter~ 
gruppe von  G  vom  Index 2.  Sie  wird  mit  ~ bezeichnet  und  ist  iso-
morph  zu  der  Gruppe m der  eigentlichen  Substitutionen.  Das  Produkt 
von  2  geraden  oder  von  2  ungeraden  Substitutionen  ergibt  eine  gerade 
Substitution,  eine  gerade  mit.  einer  ungeraden  Substitution  ergibt  eine 
ungerade  Substitution. 
Zwei  irrationale  Zahlen  w,  OJ',  die  durch  eine  Substitution  der 
Gruppe  G  miteinander  verknüpft  sind,  so  daß 
a(j-Pr=±l=e 
ist,  heißen  äquivalent  und es  besteht der bekannte Satz: 
4.  Die  regulären  Kette:nl:JrucMntwicldungen  tJOn  zwei  äquimlenten. 
ZahJen  stimmen oon  einer gewissen  Stelle  an iiberein. 
Die  beiden  Zahlen  (J)  und OJ'  sind  entweder  eigentlich oder uneigent-
lich  äquivalent.  Gleichzeitig  aber sind sie  entweder gerade  oder ungerade 
äquivalent,  je  nachdem  die  sie  verknüpfende  Substitution (;!)  gerade 
oder  ungerade  ist.  In  der  Theorie  der ~  entspricht nun dem  Satz 4. 
der  folgende  Satz: 
5.  Die  ~-Entwicldungen  tJOn  zwei  äquimlenten  Zahlen.  stimmen 
entweder oon  einer  gewissen Stelle  an iiherein  oder sie sind tJOn  einer 
gewissen  Stelle  an  zueinander  reziprok,  je ~  die  Zahlen gerade 
od~T ungerade äquivalent  sind. 
13)  Vgl.  ~  I, § 4. 
U)  Nach  einer  brieflichen Mitteilung  von  Herrn  I. Schul'.  In  ~i I  werden 
die  geraden  Substitutionen  durch  die ·erzeugenden  Substitutionen  l U  und V  (s. u.) 
definiert. 422  P.  Epstein. 
Wir  wollen  nun  den  entsprechenden  Satz  in  der  Theorie  des  m~ 
aufsuchen.  Wir setzen  zunächst  die  beiden  Zahlen  in  und  00'  als  positiv 
voraus  und  denken  uns  die  Vorzeichen  der  Substitutionskoeffizienten so 
gewä.hlt,  daß  aw +  p,  also  auch  r 00 +  ~ positiv  ist.  Sei  nun die  IDC~· 
Entwicklung von  00 
('  )  ffi'l(  1:)  Pm~-P  ... -t  20  00 =  :lJ~  a, a1 , ag ,  •••  ,  a"'-l'!>  =  Q  l:_Q  , 
m5  "'-1 
BO  ist 
00'= (IXß)  (Pm,-P"'-l)  (~)=A~-B, 
.r<5  Qm, - Qm-l  O~-D 
worm 
A =aP", +  PQ"".  B  =  a.P"'-l +  P'Q"'-l' 
O=rP  ... +tlQ""  D=rPm-l+tlQ  ... -l 
und 
AD-BO= -,8. 
Es  ist also 
folglich  wird,  wenn  man m  groß  genug  wählt,  schließlich  sicherU) 
A  0 
Jj>l,  D>1. 
Sei  nun 
A'  und  - der vorletzte  Näherungsbruch,  so  ist  .  0' 
..40'-OA'=-1. 
a) Es ist nämlich wegen (5) 
Pm  R  Pm - 1  IX  oe-+I' = oe--+fJ----
Q",  ..  Qm-l  Q",Qm-t' 
also 
A  Q...  oe 
Jj =  Qm-l - Qm-l (oePm- 1 +/lQm-l) 
Von  einem  bestimmten m  ab wird  oe  ~:=~+  f1 > 0, 1dso  oeP"'-l +/1 Qm-l ~  1. 
Ist oe~  0,  So  wird  B~ ~  QQm  :> 1.  Ist aber oe> 0,  so  wird  ~  , 
..  -1 
~  2:  Qm~oe. 
B  - Qm-1 
Nun  folgt  aus  Qm-Qm-l=(k",-l) Qm-l-Qm-s,  dILß  bei  wa.chsendem  m,  da. 
immer wieder Werte k", > 2 vorkommen,  die Differenzen Q  ... - Q"'-l schließlich jeden 
Betrag  überschreiten,  es  wird  also  von  einem  bestimm~en m  ab oe< Qm - Q"'-l' 
f  1 l'  h  w!' dA>  1  Ente  h  d  f"  0  o.g 1C  e  erum  Jj  ,  prec  en  ur 15' Möbiuskettenbrüche und Elementarkettenbrüche. 
Ist 
1.  e =  +  1,  also  A D - B 0  =  - 1,  so  folgt 
A(O'-D)=O(A'- B) 
und hieraus  in bekannter Weise 
folglich  ist 
(2180) 
Ist aber 
. 2.  e =  -::- 1,  also 
. so  folgt 
'B=A',  D=O', 
AD-BO=+1, 
A (0' +  D) =O(A' + B), 
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also  nru.ß  A' + B  durch A  teilbar se-ia  Da aber A' + B < 2A  ist,  80 
.' ergibt sich  " , 
A' + B'=A,  0'  +D=O, 
. B=A_Af,  D=O-O', 
und  daller 
B  ..4..-..4..' 
-=--,  =  m(b, b 1 ,  •••  ,  bOl-I,  1), 
D  0-0  ' 
also  ist  ~  der vorletzte  Näherungsbrucli dieses  uneigentlichen  ~. 
Es  wird.dann 
folglich  . 
0J'  ,  m (b, b 1 , •••  ,  On-I, 1, {). 
Sei  nun der ~  für  ~: 
~ 
~ =  IDl(c,  Cl'~' CS"  ••  ). 
Da  ~ > 1 ist,  so  hat der ~  für I die  Form 
1  I  =IDC(l, d, rJ",~, ...  ) 
und es  ist daher 
ro' =  9J1 (b, bl ,  ."  _, b"-1> 1, 1, d, dv  d,!, . - _) 
oder  nach der zweiten  Formel (2): 
(21 b)  rof =  m(b, 01'  b,!, _  . _, b"-l + d- 1,~,~, ...  ). 
In den Formeln (20) und (21) haben wir  nunmehr  den  folgenden  Satz: 424  P. Epstein. 
6.  Die  ~se-Entwicklungen von  zwei  äquivalenten  Zahlen  stimmen 
entweder von  einer  gewissen Stelle  an überein  oder sie  sind  von  einer 
gewissen  Stelle  an zueinander  reziprok,  je  nachdem  die  Zahlen  eigent-
lich oder  uneigentlich äquivalent  sind.  .. 
Der Satz  bleibt  auch  bestehen,  wenn  eine  der  Zahlen  0),  0)'  oder 
beide  Zahlen  negativ  sind.  Denn seien  z.  B.  0), und  w'  eigentlich  äqui-
v~lent und  w  negativ,  so  sind  w' und  - w  uneigentlich  äquivalent,  also 
ist der  mcse  für  0)'  von  einer  g~wissen Stelle  an  reziprok  zum  ~se für  , 
- w.  Dieser  letztere aber  ist selbst,  wie  oben  gezeigt  wurde,  von  einer 
gewissen  Stelle  an  reziprok  zum  ~se für  (J),  folglich  stimmen  die  ~se 
für  wund  (J)'  von  einer 'gewissen  Stelle an  überein. 
Durch  die Sätze 4,  5,  6  ist  die  systematische Stellung der drei Ketten-
brucharten  vom  gruppentheoretischen  Standpunkt  aus  sehr  deutlich  ge-
lrennzeichnet.  Die  regulären  Kettenbrüche  gehören  zur  Gesamtgruppe  G 
aller  ganzzahligen  Substitutionen  (o::!)  der  Determinante  ± 1,  die * 
"  r 
Möbiuskettenbrüche  gehören  zur  Untergruppe  m  der  eigentlichen  Sub-
stitutionen,  die  Elementarkettenbrüche  zur  Untergruppe  ~ der  geraden 
S'Ilhstitutionen. 
§  5. 
Durch  die  Sätze  1, 2, 3  ist  eine Beziehung zwischen  je zwei  positiven 
reellen  Zahlen  hergestellt.  Zwei  solche  Zahlen  nennen  wir  assoziierte 
Zahlen.  Ihre  regulären  Kettenbrüche  sind  assoziiert  und  der  ~se der 
einen  Zahl  liefert,  mit denselben  Elementen geschrieben,  den efse  der  an-
dern,  d. h.  ist 
O)=~(a,  b,  c, .. . )=ef(((, p,  y, . . ".), 
'so  ist die  assoziierte Zahl 
w  =  ef(a, b, c, ...  ) =  ~(a,  p,  y, . ..  ). 
Dabei ist  aber  bei  einer  rationalen Zahl  w  stets  nur der  eigentliche 
IDt~ anzusetzen 16),  denn  zu  jedem  der unendlich vielen uneigentlichen 9'JCse 
für  0)  würde  man  eine  andere  assoziierte  Zahl  erhalten.  Ferner  aber 
müssen  wir ,zur  eindeutigen Festlegung  des Begriffs  der assoziierten Zahlen 
eine  be~timmte  Klasse  von  Zahlen  ausschließen.  Die  irrationale  Zahl 
t = v 5 i  1  ist gleich  dem  regulären  Kettenbruch  se (1, 1, 1, ...  )  mit  der 
Charakteristik  - + - + - + -- + .  ...  Die  hierzu  assoziierte  Charak-
18)  Dies  ist a1:\ch  aus  dem  Grunde gerechtfertigt,  weil  sich  zu  einem uneigent-
lichen  lmSi',  der immer  das  Element 1  (und  z';~r nicht als Anfangselement )  enthält. 
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teristik  ist  - - - - - - - - ... ,  sie  entspricht der Zahl 00.  Es 
wäre  also  die  Zahl  t  mit  00 assoziiert.  Dasselbe  ergibt  sich  durch  die 
~sr-Darstellung  t =  ~  ( 00  ),  also  die  assoziierte  Zahl  sm (  00  ) =  00.  Zur 
reziproken  Zahl +  =  ß 2- 1  ist dann die  Zahl  0  assoziiert.  Der  reguläre 
Kettenbrucli für eine  mit  t  äquivalente Zahl  zeigt  von  einer  bestimmten 
Stelle an die  Teilnenner  1, 1, 1, ...  ;  ihnen  entspricht  in dem assoziierten 
Kettenbruch der  Teilnenner  00,  d.  h.  die  assozüerte  Zahl  wird  rational, 
und  umgekehrt  erhält  man zu  jeder rationalen Zahl  weine mit t  äqui-
valente Zahl  als  assoziiert,  wenn  man den.  regulären  Kettenbruch für ro 
mit dem  Teilnenner 00 endigen läßt.  Somit  wäre jede rationale Zahl  mit 
zwei  Zahlen,  einer  rationalen  und einer irrationalen Zahl  assoziiert.  Um 
dies  zu vermeiden,  setzen  wir fest: 
Die mit t.== ~5:  1  äq:uivale:men  Zaklen,17),  sowie die ZaJilen, \) 'fbnd 00 
heißen  sing'l.dälre  ZNiJlJen.  Sie weNle'n von der B,~ng  ausgeseklO8lfe!1l,. 
Uni.  auch zu  emer· negativen  Zahl  eine  assoziierte  Zahl  finden  zu 
können,  bedürfen  wir  einer  Definition  'VOn  ]jJkm,entar~. bei 
denen  der  e-rGte  Abschnitt  0  oder  eine  negattve  Zahl  ist.  Der ~  mit 
dem vollständigen  Quotienten x: 
y =  ~(a, b, c, ...  , slix) 
ist gleichbedeutend mit der  linearen Substituti(}n 
11 =  U6-l.VOb~1.r  l/"-tv  .•• U B- 1 V (:.:). 
wonn 
V=(t-l)  1  G 
ist;  man wird  also  folgerichtig  unter dem, ~ 
die  Substitution 
~(- a, b,  C, •..  ,  sllx) 
(22)  U-a- 1 VUb- 1 VUe- 1 V .. . US- 1 V (x) 
verstehen.  Nun gelten !ür die  Substitutionen U  und  V  die  Formeln 
V~  =  1,  U-l  =  VIlUV\ 
ferner  bedeutet  V·  U =  (~. _  ~) =  N  lediglich· eine Umkebrtmg  des Vor-
zeichens.  Ist nun 
1'1}  Diese  Zahlen nehmen auch sonst in der Lehre  v~n den  K~enbriichen eine 
Ausnahmesrellung  ein..  Vgl.  Hurwitz, Aota  m.athem:aäc&,  Bd. 12 (1889);  Perron, 
Die  Lehre  vOn  den  Kettenbriichen.  Leipzig 1913,  S.  178-180;  ferner ~  I, § 3. 
Entsprechendes singuläres Verhalten  zeigt we  zu 'wesen' Zahlen gehörige  Klasse  der 
mit der Form (2, - 1, - 2) äquivalenten  Formen.  V  gl. ·Iii II. 426  P.  Epstein. 
1.  a =  0,  so  ist die  Substitution (22): 
U-1 VUb- 1 VUC-lV ... =  V 2 UbVUC - l V .. . 
=NUb- 1 VUC- 1 V ... , 
i folglich  ist 
(23)  @(O, b,  c, d, ...  ) =  - @(b, c, d, ...  ) 
zu  setzen.  Ist aber 
2.  a > 0,  so  bilden  wir 
allgemein 
U- 2 =  V 2 UVUV2 =NV(UV)V 
U-s =NV(UV)2V, 
Dies  in (22) eingesetzt,  ergibt 
U-tl-lV Ub- l V ae-lV.  ~. = N V (UVt-lUbV U C- l V ... , 
und dies  bedetltet,  daß 
(24)  @(-a, b, c, d, ...  ) =  - @(1,[2],,_1' b +  1, c, d, ...  ) 
zu nehmen ist. 
Wir können nun  zu  der  negativen  Zahl 
, WC ( - a, b, c, d, ...  ) 
als assoziierte  Zahl  die  Zahl 
@(-a, b, c, d, ...  ) 
erklären.  Ist  • 
1.  a =  0,  so  ist,  wenn  wir durch  das Zeichen", andeuten,  daß  zwei 
Zahlen  assoziiert  sind: 
oder 
g)'lJO~ b, c, d, ..  :) '"  ~(O,'b, c, d, .. ,), 
,  1 .'  , 
- ID1(b, c,  il, .. )'"  - @(b, c, d, .. .  ). 
Es  ist aber 
@(b, c, d, ...  ) '"  WC(b,  c, d, .. .  ), 
folglich  haben  wir  den  Satz: 
7.  1st  w  assoziiert zu w,  so  ist  - w assoziiert zu - ~  . 
'W 
Man  bnn diesen  Satz  auch  in' folgender  Form  a~sprechen:  .-
::; a..  I$t @(a', b'; c', ...  ) der  zu @(a,. b, c, ...  ) rezipioke  ~~; so  ist 
.  ..'  .  "  .'  ,\ 
, -IDl(a, b, c, ...  j '"  - @(a', b', c', ...  ). Möbiuskettenbriche und.,.ElementarketteDbrüohe: 
Dasselbe  ergibt sich,  wenn 
2.  a > 0.·.  Dann ist 
m(-a,  0,  C, d, ...  ) '"  ~(-a,  b, c, G, ...  ) 
oder nach  (15) und (24) 
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l'  . 
- IDl(l, [2).-1' b+ 1, c, cl, .•.  ) '" - ~(1, [21_1' b +  1, c. d, ...  ). 
und dies entspricht  dem Sa.tz  7. 
So  ist z.·B. 
a.ssozüert  zu 
m(- 5, 3,~, 4)= -~~ 
(i( - 5, 3,2,4)  =  - ~(1, 2,2,2,2,4,2,4)= - i~~, 
es  muß  al~o 92  zu 181  assoziiert sein.  fu  der Tat ist  17  111 
~~ =  IDl(6, 2, 4,2, 2).  i~~ =  ~(6,  2~ 4, ~. 2). 
Wir können nunmehr dea· folgenden  Satz a.usSprechen: 
8.  Nack  A'U88C1tluß  der  Bingtdiirt'n  ZakUm  gehört  Zu  ;etkr rullm 
Zahl eine  be8timmte  a880Ziierte  Zahl.  Zu  einer  raeionalen  ZaAl  gMIJrl 
eine rationole  Zahl  tJOm  gleichen  BO/I''418).  Die  ~ierlen  Za1IJe1t&  11()71. 
rezi'JYfolcen  Zahlen  Bind  rezi'JYfok. 
Es sei w = m  (  a, a1 , a2 , •••  )  eine irrationale Zahl.  Der reziproke IDUe sei 
.!.'= IDl (0, 01 ; ° 2 ,  .'  ••  ).  Die zu w assoziierte Zahl ist 0; =  ~  (a, a1 ,  ~,  •••  ~ 
ß.  .  .,  .  . 
.1' 
Dann ist == =  ~  (0,  01> 0, •...  ). 
t» 
Trgendeine  mit  ro' eigentliM  äqmvalente  Zahl  'w'  winf eine !Jl5t-
Entwicklung von der Form  . 
w' =  IDl (c, Cl' es, ... ,  a., a'+l' ...  ) 
besitzen.  Ihre a.ssoziierte  Zahl ist 
(ö' =  ~(c, Cl' C'l' •••  , a., a;:+I' ...  ), 
sie  ist also  nach  Sa.tz  5  mit Ci)  guaik äquivalent. 
Ist aber ro'  mit  ro  uneigenJliik äquivalent, so ist 
ro' =  IDl(d, d,., 11".:., bi ,  01:+1', ..  ·)' 
also  die a.ssoziierte  Zahl 
ro' =  Ci( G, GI'  ~,  ...  , bi , bl:+l ,  ••• ), 
und diese ist mit (ij unguade äquivalent.  Es  besteht also  der Satz: 
.  - .  .  1-)  Den  Rang einer negativen rationalen Zahl ka.nn  ma.n  dem  der  ent~ 
setzten Zahl gleichselun'. 428  P.  Epstein. 
_ 9.  Die assoziierten  Zahlen  'Von  zwei  äquivalenten  Zahlen sind eben-
falls  äquivalent, 'und  je  nachdem  das  eine  Zahlenpaar  eigentlich oder 
uneigentlich äquivalent  ist,  ist das  zu ihnen  assoziierte  Paar gerade 
oder  ungerade äquivalent. 
Die  Theorie  der  periodischen  &~ und  illl~,  die  wir  hier  nicht  ein-
geh~d darstellen  können,  führt unmittelbar zu  dem  folgenden  Satz: 
W.  Zu einer quadratischen Irrationalzahl  ist stets  eine  quadratische 
Irrationalzahl  assoziiert,  und die zu zwei konjugierten Zahlen assoziierten 
Zahlen  sind wiederum  konjugiert. 
Der  Gesamtheit  der  rom  mit derselben Periode entspricht eine Klasse 
eigentlich  äquivalenter  binärer  quadratischer  Formen;  der Gesamtheit  der 
~  mit  derselben  Periode  entspricht  ein  Stamm  gerade  äquivalenter 
Formen  19).  Man  sieht  also:  . 
11.  Jede  Klasse  binärer  (j'tItadratischer  Formen  ist  assoziiert  mit 
einem  bestimmten  Stamm  solcher  Formen.  -
Die  Determinanten der Klasse und des  Stammes  sind  im  allgemeinen 
verschieden.  . 
_  Die  Periode .I}inea  periodischen  &~ kann  immer  in der  Form 
(25)  _ ql+2,[2]g,_1'  qS+2,[2J~'-1'  ,q5+2; ...  , [2]g,,_1 
gesch~eben werden.  Darin ist n  gerade  und jede  Zahl  q1'  -q  .. P  ...• q,. 2: 1. 
Ist  eine  Zahl  mit  geradem  Index  q9\ =  1,  so  fehlt  der  entsprechende 
Zweierkomplex.  So  ist  z.  B.  die  Perio4e 
~, 5,2, 2, 2, 4, 3 =  3. [2Jo. 5, {2]s, 4, l2]0' 3, [2]0' 
also  i  =1,  q  =1, q  =3,  q  =4, q  =2, q  -1, q  =1, q  ==1-
1  !l  3  ,  11  6  7'  8 
Der reziproke  ~  witd  ebenso  gebildet,  wie  der  reziproke  ffilSi'.  Es 
ist also  uaeh (l3b) Ilie  zu (25) reziproke  Periode 
(2~)  [2]gl-1'  q'l +  2,_ (2)g._1'  q, + 2, [2]116-1' ...  , qn +  2. 
Die  zu  obigem  Beispiel  re.ziproke  Periode ist 
[2]0'  3, [2]2'  6; [2]1'  3, [2]0'  3 = 3,2,2.,6,2,3,3. 
Zu  den  &~ mit  reziproken  l?erioden  sind  reziproke  IDl~  mit  den 
gleichen  Perioden  assoziiert.  Der  IDm  mit der Periode (25) ist aber gleich 
einem  regulären  Kettenbruch  mit  der  Periode.  Ql' q"  :-:-., in' also  folgt: 
19) 'In meÜlel'  Arbeit ~  II ha.be  ich  die Reduktion  der indefiniten liJinären  qu,a.-
dra.tiscb,en  Formen  mnerhalb  der  Gruppe  der geza.den  Substitutionen durchgeführt. 
Sie ist g1eich&d.eutend  mit der Theorie  der periodisbhen Im.  Eine Gesamtheit von 
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12.  Der  Q;St  mit der  Periode (25) ist as80ziiert  zu eintm regulären 
Ketteribruek  mit der  Periode ql' q2"  ...  , q  ... 
Wir  wollen  drei  besondere  Arten  von  periodischen  ~~ betrachten, 
die für  die  Theorie  der  quadratischen Formen von  Wichtigkeit sind. 
I.  Die Periode (25) heißt inool'lJJmisck,  wenn  der reziproke, ~  die 
gleiche Periode  hat,  also  wenn die  Periode  (25)  einfach  durch  Verschie-
bung in die  reziproke  P~riode übergeht.  Ist (25) eine  einfache  Periode 
und involuborisch,  so  kann die Verschiebung  mIr so geschehen,  daß'!l  in 
q"  übergeht,  also  folgt:  .'  1 
'2+1 
ist. 
13.  Die  Periode  (25) ist inw1tutorisck,  wem/. 
Es muß dann  überdies i +  1 eine gerade Zahl  sein,  also: 
Bei einer ~  Periotk ~  .:::: 2 mod 4. 
Aus dß Sätzen.  12.  lllld.  13.  ergibt sich weiter: 
14.  ,Der Pt:riode e:inu in~ken,  ~  sin,d im a&tm~  "ep-
liirem;  Kettenbru.ek  zwei  einfache Perioden mit 'IJ/I/{/ef'ader  Glietkrzahl zu-
geordnet. 
Umgekehrt  ist  zu  jedem  regulären  Kettenbf"lUk  mi~ einet'  Periode, 
wn ungerader  GZiederzahJ  ein inwlutoriscker ~  assoziiert..  So ist z. B, 
zu  dem  Kettenbruch  ~. ( ...  2, 5, 3 ...  )  mit  qi = !l" =  2,  fJ.':-f.  ':;" 5., 
=  ==3 s:.  mit der~' •  .  qs  fl6  '".  • 
,  4, [21 41"~' [al;, 1" {~Jll =4, S. a. 2. 2,~.  ,2,7,  2!,~'  . 
a.ssoz.iiert  und.  man  überzeugt  sich  leicht,  daß  dies  eine  mvobltoristohe 
Periode ist.  ",' 
Eine Zahl  CD  =  {15 ~  hat  bekanntlich  dann  und.  nur  dann  eÜle  a 
reguläre Kettenbruchperiode von nngerader Gliederzahl, wenn die Gleichw;tg 
(27)  Xi - Dy".= - Cl! 
in  relativ  primen  Zahlen' lösbar  ist,  wobei  11 =  1  oder 2,  je  nacRdern· 
die  der Zahl  CD  zugeordnete  qttadratische  Form  eigentlich oder UDeipt-
lieh  primitiv ist.  Es  folgf; ~  .arft  Gnmd  von &.  11 tmd  14: 
15.  Jeder  inrolutor.ische Stamm ia tJ8802iierl  zu eMJer  K.lcI88tl  qtUJ-
df'atischer F~  emef'  8OlcMR. .l)etermsnqm;e.  fWr  die Me ~  (27 ) 
lö8kt' Mt. 
"  n.  1Jfe  Periode  eines a  heißt~,  wenn  die  reziproke 
Periode die  Umkehrung  der  ursprünglichen Periode ist.  Man'  sieht  also 
aus  (25) und (26):  ' 
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1-6.  Die  Periode  (25)  ist  selbstkonjugiert,  wenn  es  einen  Index i 
derart  gibt,  daß 
ql = q.i'  qs == qSi-l'  qs = q2ö-2' ...  , q, = qi+l' 
q2l+1=q",  qSi+2=q"-1'····  q~+i=q~+i+l' 
,  2  11 
Hieraus  schließt  man  nach  Satz  12: 
: .'  17.  Die Periode  des  regulären Kettenbruchs,  der  einem  selbstkonj'llr 
gierten  @;St  assoziiert  ist,  besteht  aus  zwei  flachsymmetrischen  Teilen 20). 
So  ist z.  B.  dem  regulären  Kettenbruch St ( ••• 1, 2, 2, 1, 3, 3, ...  ) ein 
@;St  mit der  Periode 
3, [2]1' 4, [2]0,.5, [2]2 = 3,2,4,5,2,2 
assoziiert.  Die  reziproke  Periode ist 
.  ",;, [2]  0' 4, '( 2 ] l' 3, [  2 ] 2' 5 =  4, 2, 3, 2, 2, 5. ' 
also die Umkehrung der vorhergehenden;  die Perioden sind selbstkonjugiert. 
Der  ~  für  die  quadratische  Irrationalzahl  w  ist  selbstkonjugiert,  • 
'!~AA  ro  ,n.ri~, ,der, konjugierten Zahl w' gerade äquivalent istU )  (vgl.  @;~ II). 
~~~~t qann  ~ch, Satz  9  die, assoziierte  Zahl.w  mit  ihrer:  'konjugierten 
Zahl  co'  eigentlich  äquivalent,  also: ' 
:.'  '  "  ,;...  '\"  ,  -',  '  fX,'fii + fJ  .  Jt  ß 
fI) =--- Ull- 1'=+1. 
f',  ,  "  ,  rw+ c5 '  . 
Hierau~ fo~  , " .  .. 
,  rw~'+  H  ~ +  a)'(m' - w) +  ~'(i- a}(w' +w) -,,8 =: o.  , 
Sei  (0"  b, c)  <;lie  zu  Ci)  gehörige  Form von  der Determinante D.  Dann ist 
. "  ,  . ~ 
also 
,,~  .  , 
,  _  +  ._.,  2 b  __  ,  c 
"00  01  =  - (i"  ,oom  =~, 
__,  2 V'J5 
ru-ru =--
a  ' 
,e  (  ) lb  b 
~lio\ •  ~, 
'r;;~  ~+a ,7,-(ß-a)a-ß=O, 
(28) .  ·  a+ ß =  O.  ßa-'-2fJ.b-rc=O. 
~  ~' - a  ergibt 
folglich  sind  ß·'und  --' r Summen von  zwei  Quadraten: 
'.  :''': 'ß ='  ,," +  1 '\ 
J ••  ,  ,. 
" 
~ 
'0)  Ein  symmetrischer  Bestandteil  eines' regulären  Kettenbruchs  heißt  ßaeli.-' 
81~et~~h odet;  spitz.sy~me~p~!l,h, je nachde~  er, aus eiD,6r gerade!l od,er  ungeraden 
Anzahl  'Jön Gliedern beSteht.  ' '  , "  ,'3  ' 
( . "!-"1)  ~'f~lgt,  daß  ~,B. der ft  ffir' jede  Quadratwli't'Zel  aT;,s  ~ihe:r iation~It!n 
Zahl selbstltonjugierl ist.  '  '  ,  ':  : i 
i'  .; Möbiuskettenbruche "und  Elementa.rkettenbrüche. 
und da 
(x2 +  1 2)(  p,2 +  v2 ) = (xp. +  lV)2 +  (xv -lp.)i 
ist,  so  kann man zwischen" x, 2,1'-, v  die  Beziehung 
x7-lp.=1 
ansetzen und  a  durch 
xp,+l,,=-a 
bestimmen.  Nach  (28)  ist dann 
oder 
a(x2 + 22) +  2b (Xl'-+  l,,) +  e(p.2 +  ,,2) =  0 
ax2 +  2 bxp. +  e,u2 =  - (al' +  2bl" +  e,,2) =  m,  d. h.: 
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Die  Form  (a,  b,  e)  geht  durch  die  Substitution (;!) in die  Form 
(in; n, -m) über,  und  es  ist  . 
n = axl +  h(x" +  lp.) +  CP.7. 
Damit hat man  den  Satz: 
18.  Jeder  8elbstlconjugierte  Stamm  ist  Q,880ziierl  ~  einer  Klaue 
qruu],ro;tiBcker  Formen,  die  mit einer Form  (m, n, - m)  äquivalent  Bind. 
Die" Periode der zu  einer  solchen Klasse  gehörigen  regulären Kettenbrüche 
besteht  aus  zwei  flachsymmetrischen  Teilen. 
Oder  auch: 
18a.  In jedem  8elbBtlconjtt.gierle1n "Stamm  gibt  es  eine  Form, wen 
~  Form die  GeataU  (m, n, -m) MI. 
"""  So  ist z. B.  der zur Form (5, - 7, 7) der Determinante 14 gehörige 
Stamm  selbstkonjugiert.  Der  ~  für  die  zugehörige  Irrationa1za.hl 
-./14+7  ·'t  w= -5- 18 
Die  assoziierte  Zahl  ist 
ro =  IDl(2, 2,3,3,5, ...  ) =  st(I, 2, 1, 1, 1, 1,3,3, ...  ), 
die  zugehörige  Form (10, - 8, 3")  von der Determinante 34:  ist eigentlich 
äquivalent mit (5, -3, -5). " 
III.  Die  Periode  eines  <af  h"eißt  "umke/wba,..  wenn  sie  8U8  zwei 
symmetrischen  Teilen  besteht.  Aus  (25) ergibt sich: 
19.  Die Perioile  (25) ist  'U/mJcelwoar,  weJln  es  einen  Iftfle:e  i  gibt  . 
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Hieraus  folgt: 
20.  Die Periode des  regulären Kettenbruchs,  der  einem  umkehrbaren 
&St:  ,assoziiert ist,  besteht  aus  zwei  spitzsymmetrischen  Teilen. 
Der  &St:  für  die  quadratische  Irrationalzahl  (J)  ist umkehrbar,  wenn 
(J)  und  _.!; gerade,  also  (J) und (J)'  ungerade äquivalent sind (vgl.  @;St:  II).  ., 
w  ' 
Dann' ist also  die  assoziierte  Zahl  co  mit  ihrer  konjugierten  Zahl  (jj' un-
eigentlich  äquivalent.  Dies  bedeutet  aber,  daß  die  zu  (J)  gehörige  Form 
ambig  ist,  es  besteht daher  der  Satz: 
21.  Jeder  umkehrbare Stamm  ist zu  einer  ~mbigen Klasse assoziiert. 
Die  Periode  der  zu  einer  solchen Klasse gehörigen  regulären Kettenbrüche 
besteht  aus  zwei  spitzsymmetrischen  Teilen. 
Ein  regulärer  Kettenbruch,  dessen  Periode  aus  einem  spitzsymme-
trischen  und  einem  flachsymmetrischen  Teil  besteht,  ist  zunächst  ein 
Kettenbruch von  der  in Satz 14  auftretenden Art.  Andererseits aber läßt 
sich  die  doppelte  Periode  sowohl  in  zwei  flachsymmetrische,  wie  auch  in 
zwei  spitzsymmetrische  Teile  zerlegen: 
;  '\  ,  '-
!l1' !l2' ·'·,qm' q,n+1' qm' .. , q2' ql'  rl"" rn, rn, .. ,rl'ql' .. , qm' qm+l' qm' :·,ql' rl, .. ,rn,r.,., .. , r1· 
,  ;  "- ' 
Es  gehört  also  ein  solcher  Kettenbruch zu  jeder  der  drei  in Satz 14, 18 
und  21  auftretenden Arten und es  besteht  der  Satz: 
22.  Zu  jedem  regulären  Kettenbruch,  dessen  .Periode  aus  einem 
spitzsymmetrischen  und  einem  flachsymmetrischen  Teil  besteht,  gehört 
eine  ambige  Klasse mit einer  Form ( m, n, - m), tür deren Determinante 
die  Gleichung  Xi - D y 2  =  - Oll  lösbar  ist.  Der  assoziierte  Stamm  ist 
gleichzeitig  involutorisch,  selbstkonjugiert  und umkehrbar. 
Es  ist z.  B.  der  reguläre  Kettenbruch  St:  (2,"r;l:-~1,3:-i, ...  )  =  ()) 
Lösung  der  Gleichung  33 (J) 2  - 59 ())  - 67= O.  Die  entsprechende Form 
(66,  - 59, -134) ist  eigentlich  äquivalent mit der Form (50, -125, 66), 
gehört  also  zu  einer  ambigen  Klasse.  Zu  ,dieser  Klasse  gehört  auch 
die  Form· (106'- 33,  .-:. 106) und  für  die  Determinante  D =  1062 +  33 \l 
=;  25 . 493  ist  die..  Gleichung  X;2  - D 11 'J =  - 4  lösbar  (x =  111,  11  =  1),. 
Die  Periode  des  assoziierten  &St:  ist  3,  2,  3,  2,  2, 3, 2,  3,  4,  5, 4.  Sie  ist 
involutorisch,  selbstkonjugiert  und umkehrbar. 
(Eingegangen am  15.  Mai  1918.) 