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Abstract
In this paper, we propose a novel framework to analyze the theoretical properties of the
learning process for a representative type of domain adaptation, which combines data from
multiple sources and one target (or briefly called representative domain adaptation). In
particular, we use the integral probability metric to measure the difference between the dis-
tributions of two domains and meanwhile compare it with theH-divergence and the discrep-
ancy distance. We develop the Hoeffding-type, the Bennett-type and the McDiarmid-type
deviation inequalities for multiple domains respectively, and then present the symmetriza-
tion inequality for representative domain adaptation. Next, we use the derived inequalities
to obtain the Hoeffding-type and the Bennett-type generalization bounds respectively, both
of which are based on the uniform entropy number. Moreover, we present the generaliza-
tion bounds based on the Rademacher complexity. Finally, we analyze the asymptotic
convergence and the rate of convergence of the learning process for representative domain
adaptation. We discuss the factors that affect the asymptotic behavior of the learning pro-
cess and the numerical experiments support our theoretical findings as well. Meanwhile, we
give a comparison with the existing results of domain adaptation and the classical results
under the same-distribution assumption.
Keywords: Domain Adaptation, Generalization Bound, Deviation Inequality, Symmetrization In-
equality, Uniform Entropy Number, Rademacher Complexity, Asymptotical Convergence.
1 Introduction
The generalization bound measures the probability that a function, chosen from a function class by an
algorithm, has a sufficiently small error and it plays an important role in statistical learning theory [see
1
29, 12]. The generalization bounds have been widely used to study the consistency of the ERM-based
learning process [29], the asymptotic convergence of empirical process [28] and the learnability of learning
models [10]. Generally, there are three essential aspects to obtain the generalization bounds of a specific
learning process: complexity measures of function classes, deviation (or concentration) inequalities
and symmetrization inequalities related to the learning process. For example, Van der Vaart and
Wellner [28] presented the generalization bounds based on the Rademacher complexity and the covering
number, respectively. Vapnik [29] gave the generalization bounds based on the Vapnik-Chervonenkis
(VC) dimension. Bartlett et al. [1] proposed the local Rademacher complexity and obtained a sharp
generalization bound for a particular function class {f ∈ F : Ef2 < βEf, β > 0}. Hussain and
Shawe-Taylor [16] showed improved loss bounds for multiple kernel learning. Zhang [31] analyzed the
Bennett-type generalization bounds of the i.i.d. learning process.
It is noteworthy that the aforementioned results of statistical learning theory are all built under
the assumption that training and test data are drawn from the same distribution (or briefly called the
same-distribution assumption). This assumption may not be valid in the situation that training and
test data have different distributions, which will arise in many practical applications including speech
recognition [17] and natural language processing [8]. Domain adaptation has recently been proposed
to handle this situation and it is aimed to apply a learning model, trained by using the samples drawn
from a certain domain (source domain), to the samples drawn from another domain (target domain)
with a different distribution [see 6, 30, 9, 2, 5]. There have been some research works on the theoretical
analysis of two types of domain adaptation. In the first type, the learner receives training data from
several source domains, known as domain adaptation with multiple sources [see 2, 13, 14, 21, 22, 32].
In the second type, the learner minimizes a convex combination of the source and the target empirical
risks, termed as domain adaptation combining source and target data [see 7, 2, 32].
Without loss of generality, this paper is mainly concerned with a more representative (or general)
type of domain adaptation, which combines data from multiple sources and one target (or briefly called
representative domain adaptation). Evidently, it covers both of the aforementioned two types: domain
adaptation with multiple sources and domain adaptation combining source and target. Thus, the results
of this paper are more general than the previous works and some of existing results can be regarded as
the special cases of this paper [see 32]. We brief the main contributions of this paper as follows.
1.1 Overview of Main Results
In this paper, we present a new framework to obtain the generalization bounds of the learning process
for representative domain adaptation. Based on the resulting bounds, we then analyze the asymptotical
properties of the learning process. There are four major aspects in the framework: (i) the quantity
measuring the difference between two domains; (ii) the complexity measure of function classes; (iii)
the deviation inequalities for multiple domains; (iv) the symmetrization inequality for representative
domain adaptation.
As shown in some previous works [22, 20, 2], one of the major challenges in the theoretical analysis
of domain adaptation is to measure the difference between two domains. Different from the previous
works, we use the integral probability metric to measure the difference between the distributions of two
domains. Moreover, we also give a comparison with the quantities proposed in the previous works.
Generally, in order to obtain the generalization bounds of a learning process, one needs to develop
the related deviation (or concentration) inequalities of the learning process. Here, we use a martingale
method to develop the related Hoeffding-type, Bennett-type and McDiarmid-type deviation inequalities
for multiple domains, respectively. Moreover, in the situation of domain adaptation, since the source
domain differs from the target domain, the desired symmetrization inequality for domain adaptation
should incorporate some quantity to reflect the difference. From this point of view, we then obtain
the related symmetrization inequality incorporating the integral probability metric that measures the
2
difference between the distributions of the source and the target domains.
By applying the derived inequalities, we obtain two types of generalization bounds of the learning
process for representative domain adaptation: Hoeffding-type and Bennett-type, both of which are
based on the uniform entropy number. Moreover, we use the McDiarmid-type deviation inequality to
obtain the generalization bounds based on the Rademacher complexity. It is noteworthy that, based on
the relationship between the integral probability metric and the discrepancy distance (or H-divergence),
the proposed framework can also lead to the generalization bounds by incorporating the discrepancy
distance (or H-divergence) [see Section 3 and Remark 5.1].
Based on the resulting generalization bounds, we study the asymptotic convergence and the rate of
convergence of the learning process for representative domain adaptation. In particular, we analyze the
factors that affect the asymptotical behavior of the learning process and discuss the choices of parameters
in the situation of representative domain adaptation. The numerical experiments also support our
theoretical findings. Meanwhile, we compare our results with the existing results of domain adaptation
and the related results under the same-distribution assumption. Note that the representative domain
adaption refers to a more general situation that covers both of domain adaptation with multiple sources
and domain adaptation combining source and target. Thus, our results include many existing works as
special cases. Additionally, our analysis can be applied to analyze the key quantities studied in Mansour
et al. [20], Ben-David et al. [2] [see Section 3].
1.2 Organization of the Paper
The rest of this paper is organized as follows. Section 2 introduces the problem studied in this paper.
Section 3 introduces the integral probability metric and then gives a comparison with other quantities.
In Section 4, we introduce the uniform entropy number and the Rademacher complexity. Section 5
provides the generalization bounds for representative domain adaptation. In Section 6, we analyze the
asymptotic behavior of the learning process for representative domain adaptation. Section 7 shows the
numerical experiments supporting our theoretical findings. We brief the related works in Section 8 and
the last section concludes the paper. In Appendix A, we present the deviation inequalities and the
symmetrization inequality, and all proofs are given in Appendix B.
2 Problem Setup
We denote Z(Sk) := X (Sk) × Y(Sk) ⊂ RI × RJ (1 ≤ k ≤ K) and Z(T ) := X (T ) × Y(T ) ⊂ RI × RJ
as the k-th source domain and the target domain, respectively. Set L = I + J . Let D(Sk) and D(T )
stand for the distributions of the input spaces X (Sk) (1 ≤ k ≤ K) and X (T ), respectively. Denote
g
(Sk)
∗ : X
(Sk) → Y(Sk) and g
(T )
∗ : X
(T ) → Y(T ) as the labeling functions of Z(Sk) (1 ≤ k ≤ K) and Z(T ),
respectively.
In representative domain adaptation, the input-space distributions D(Sk) (1 ≤ k ≤ K) and D(T )
differ from each other, or g
(Sk)
∗ (1 ≤ k ≤ K) and g
(T )
∗ differ from each other, or both cases occur.
There are some (but not enough) samples Z
NT
1 := {z
(T )
n }
NT
n=1 =
{
(x
(T )
n ,y
(T )
n )
}NT
n=1
drawn from the target
domain Z(T ) in addition to a large amount of i.i.d. samples ZNk1 = {z
(k)
n }
Nk
n=1 =
{
(x
(k)
n ,y
(k)
n )
}Nk
n=1
drawn
from each source domain Z(Sk) (1 ≤ k ≤ K) with N (T ) ≪ Nk for any 1 ≤ k ≤ K.
Given two parameters τ ∈ [0, 1) and w ∈ [0, 1]K with
∑K
k=1wk = 1, denote the convex combination
of the weighted empirical risk of multiple-source data and the empirical risk of the target data as:
Eτ
w
(ℓ ◦ g) := τE
(T )
NT
(ℓ ◦ g) + (1− τ)E
(S)
w (ℓ ◦ g), (1)
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where ℓ is the loss function,
E
(T )
NT
(ℓ ◦ g) :=
1
NT
NT∑
n=1
ℓ(g(x(T )n ),y
(T )
n ), (2)
and
E
(S)
w (ℓ ◦ g) :=
K∑
k=1
wkE
(Sk)
Nk
(ℓ ◦ g) =
K∑
k=1
wk
Nk
Nk∑
n=1
ℓ(g(x(k)n ),y
(k)
n ). (3)
Given a function class G, we denote gτw ∈ G as the function that minimizes the empirical quantity
Eτw(ℓ ◦ g) over G and it is expected that g
τ
w will perform well on the target expected risk:
E(T )(ℓ ◦ g) =
∫
ℓ
(
g(x(T )),y(T )
)
dP(z(T )), g ∈ G, (4)
that is, gτw approximates the labeling function g
(T )
∗ as precisely as possible.
Note that when τ = 0, such a learning process provides the domain adaptation with multiple sources
[see 14, 22, 32]; setting K = 1 provides the domain adaptation combining source and target data [see
2, 7, 32]; setting τ = 0 and K = 1 provides the basic domain adaptation with one single source [see 3].
In this learning process, we are mainly interested in the following two types of quantities:
• E(T )(ℓ ◦ gτw)− E
τ
w(ℓ ◦ g
τ
w), which corresponds to the estimation of the expected risk in the target
domain Z(T ) from the empirical quantity E
(S)
w (ℓ ◦ g);
• E(T )(ℓ ◦ gτ
w
)− E(T )(ℓ ◦ g˜
(T )
∗ ), which corresponds to the performance of the algorithm for domain
adaptation it uses,
where g˜
(T )
∗ ∈ G is the function that minimizes the expected risk E
(T )(ℓ ◦ g) over G.
Recalling (1) and (4), since
Eτw(ℓ ◦ g˜
(T )
∗ )− E
τ
w(ℓ ◦ g
τ
w) ≥ 0,
we have
E(T )(ℓ ◦ gτ
w
) =E(T )(ℓ ◦ gτ
w
)− E(T )(ℓ ◦ g˜
(T )
∗ ) + E
(T )(ℓ ◦ g˜
(T )
∗ )
≤Eτ
w
(ℓ ◦ g˜
(T )
∗ )− E
τ
w
(ℓ ◦ gτ
w
) + E(T )(ℓ ◦ gτ
w
)− E(T )(ℓ ◦ g˜
(T )
∗ ) + E
(T )(ℓ ◦ g˜
(T )
∗ )
≤2 sup
g∈G
∣∣E(T )(ℓ ◦ g) − Eτw(ℓ ◦ g)∣∣+ E(T )(ℓ ◦ g˜(T )∗ ),
and thus
0 ≤E(T )(ℓ ◦ gτ
w
)− E(T )(ℓ ◦ g˜
(T )
∗ ) ≤ 2 sup
g∈G
∣∣E(T )(ℓ ◦ g)− Eτ
w
(ℓ ◦ g)
∣∣.
This shows that the asymptotic behaviors of the aforementioned two quantities, when the sample num-
bers N1, · · · , NK (or part of them) go to infinity, can both be described by the supremum:
sup
g∈G
∣∣E(T )(ℓ ◦ g)− Eτw(ℓ ◦ g)∣∣, (5)
which is the so-called generalization bound of the learning process for representative domain adaptation.
For convenience, we define the loss function class
F := {z 7→ ℓ(g(x),y) : g ∈ G}, (6)
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and call F as the function class in the rest of this paper. By (1), (2), (3) and (4), we briefly denote for
any f ∈ F ,
E(T )f :=
∫
f(z(T ))dP(z(T )) , (7)
and
Eτwf :=τE
(T )
NT
f + (1− τ)E
(S)
w f = τE
(T )
NT
f + (1− τ)
K∑
k=1
wkE
(Sk)
Nk
f
=
τ
NT
NT∑
n=1
f(z(T )n ) +
K∑
k=1
wk(1− τ)
Nk
Nk∑
n=1
f(z(k)n ). (8)
Thus, we equivalently rewrite the generalization bound (5) as
sup
f∈F
∣∣E(T )f − Eτwf ∣∣.
3 Integral Probability Metric
In the theoretical analysis of domain adaptation, one of main challenges is to find a quantity to measure
the difference between the source domain Z(S) and the target domain Z(T ), and then one can use
the quantity to derive generalization bounds for domain adaptation [see 21, 22, 2, 3]. Different from
the existing works [e.g. 21, 22, 2, 3], we use the integral probability metric to measure the difference
between Z(S) and Z(T ). We also discuss the relationship between the integral probability metric and
other quantities proposed in existing works: the H-divergence and the discrepancy distance [see 2, 20].
3.1 Integral Probability Metric
Ben-David et al. [2, 3] introduced the H-divergence to derive the generalization bounds based on the
VC dimension under the condition of “λ-close”. Mansour et al. [20] obtained the generalization bounds
based on the Rademacher complexity by using the discrepancy distance. Both quantities are aimed to
measure the difference between two input-space distributions D(S) and D(T ). Moreover, Mansour et al.
[22] used the Re´nyi divergence to measure the distance between two distributions. In this paper, we use
the following quantity to measure the difference between the distributions of the source and the target
domains:
Definition 3.1 Given two domains Z(S),Z(T ) ⊂ RL, let z(S) and z(T ) be the random variables taking
values from Z(S) and Z(T ), respectively. Let F ⊂ RZ be a function class. We define
DF (S, T ) := sup
f∈F
|E(S)f − E(T )f |, (9)
where the expectations E(S) and E(T ) are taken with respect to the distributions of the domains Z(S) and
Z(T ), respectively.
The quantity DF (S, T ) is termed as the integral probability metric that plays an important role in
probability theory for measuring the difference between two probability distributions [see 33, 25, 24, 26].
Recently, Sriperumbudur et al. [27] gave a further investigation and proposed an empirical method to
compute the integral probability metric. As mentioned by Mu¨ller [24] [see page 432], the quantity
DF (S, T ) is a semimetric and it is a metric if and only if the function class F separates the set of all
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signed measures with µ(Z) = 0. Namely, according to Definition 3.1, given a non-trivial function class
F , the quantity DF (S, T ) is equal to zero if the domains Z
(S) and Z(T ) have the same distribution.
By (6), the quantity DF (S, T ) can be equivalently rewritten as
DF (S, T ) = sup
g∈G
∣∣∣E(S)ℓ(g(x(S)),y(S))− E(T )ℓ(g(x(T )),y(T ))∣∣∣
=sup
g∈G
∣∣∣E(S)ℓ(g(x(S)), g(S)∗ (x(S))) − E(T )ℓ(g(x(T )), g(T )∗ (x(T )))∣∣∣. (10)
Next, based on the equivalent form (10), we discuss the relationship between the quantity DF (S, T )
and other quantities including the H-divergence and the discrepancy distance.
3.2 H-Divergence and Discrepancy Distance
Before the formal discussion, we briefly introduce the related quantities proposed in the previous works
of Ben-David et al. [2], Mansour et al. [20].
3.2.1 H-Divergence
In classification tasks, by setting ℓ as the absolute-value loss function (ℓ(x, y) = |x − y|), Ben-David
et al. [2] introduced a variant of the H-divergence:
dH△H(D
(S),D(T )) = sup
g1,g2∈H
∣∣∣E(S)ℓ(g1(x(S)), g2(x(S)))− E(T )ℓ(g1(x(T )), g2(x(T )))∣∣∣
with the condition of “λ-close”: there exists a λ > 0 such that
λ ≥ inf
g∈G
{∫
ℓ
(
g(x(S)), g
(S)
∗ (x
(S))
)
dP(z(S)) +
∫
ℓ
(
g(x(T )), g
(T )
∗ (x
(T ))
)
dP(z(T ))
}
. (11)
One of the main results in Ben-David et al. [2] can be summarized as follows: when w = (1, 0, · · · , 0)
or τ = 0, Ben-David et al. [2] derived the VC-dimension-based upper bounds of
E(T )ℓ
(
gτw(x
(T )), g
(T )
∗ (x
(T ))
)
− E(T )ℓ
(
g˜
(T )
∗ (x
(T )), g
(T )
∗ (x
(T ))
)
(12)
by using the summation of dH△H(D
(Sk),D(T ))+2λk, where g˜
(T )
∗ minimizes the expected risk E
(T )(ℓ ◦ g)
over g ∈ G [see 2, Theorems 3 & 4].
There are two points that should be noted:
• as addressed in Section 2, the quantity (12) can be bounded by the generalization bound (5) and
thus the analysis presented in this paper can be applied to study (12);
• recalling (11), the condition of “λ-close” actually places a restriction among the function class G
and the labeling functions g
(S)
∗ , g
(T )
∗ . In the optimistic case, both of g
(S)
∗ and g
(T )
∗ are contained
by the function class G and are the same, then λ = 0.
3.2.2 Discrepancy Distance
In both classification and regression tasks, given a function class G and a loss function ℓ, Mansour et al.
[20] defined the discrepancy distance as
discℓ(D
(S),D(T )) = sup
g1,g2∈G
∣∣∣E(S)ℓ(g1(x(S)), g2(x(S))) − E(T )ℓ(g1(x(T )), g2(x(T )))∣∣∣, (13)
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and then used this quantity to obtain the generalization bounds based on the Rademacher complexity.
As mentioned by Mansour et al. [20], the quantities dH△H(D
(S),D(T )) and discℓ(D
(S),D(T )) match
in the setting of classification tasks with ℓ being the absolute-value loss function, while the usage of
discℓ(D
(S),D(T )) does not require the “λ-close” condition. Instead, the authors achieved the upper
bound of
E(T )ℓ
(
g(x(T )), g
(T )
∗ (x
(T ))
)
− E(T )ℓ
(
g˜
(T )
∗ (x
(T )), g
(T )
∗ (x
(T ))
)
, ∀g ∈ G
by using the summation
discℓ(D
(S),D(T )) +
1
N
NS∑
n=1
ℓ
(
g(x(S)n ), g˜
(S)
∗ (x
(S))
)
+ E(S)ℓ
(
g˜
(S)
∗ (x
(S)), g˜
(T )
∗ (x
(S))
)
,
where g˜
(S)
∗ (resp. g˜
(T )
∗ ) minimizes the expected risk E
(S)(ℓ ◦ g) (resp. E(T )(ℓ ◦ g)) over g ∈ G. It can be
equivalently rewritten as follows [see 20, Theorems 8 & 9]: the upper bound
E(T )ℓ
(
g(x(T )), g
(T )
∗ (x
(T ))
)
−
1
N
NS∑
n=1
ℓ
(
g(x(S)n ), g˜
(S)
∗ (x
(S))
)
, ∀g ∈ G (14)
can be bounded by using the summation
discℓ(D
(S),D(T )) + E(T )ℓ
(
g˜
(T )
∗ (x
(T )), g
(T )
∗ (x
(T ))
)
+ E(S)ℓ
(
g˜
(S)
∗ (x
(S)), g˜
(T )
∗ (x
(S))
)
. (15)
There are also two points that should be noted:
• as addressed above, the quantity (14) can be bounded by the generalization bound (5) and thus
the analysis presented in this paper can also be applied to study (14);
• similar to the condition of “λ-close” [see (11)], the summation (15), in some sense, describes
the behaviors of the labeling functions g
(S)
∗ and g
(T )
∗ , because the functions g˜
(S)
∗ and g˜
(T )
∗ can be
regarded as the approximations of g
(S)
∗ and g
(T )
∗ respectively.
Next, we discuss the relationship between DF (S, T ) and the aforementioned two quantities: the
H-divergence and the discrepancy distance. Recalling Definition 3.1, since there is no limitation on
the function class F , the integral probability metric DF (S, T ) can be used in both classification and
regression tasks. Therefore, we only consider the relationship between the integral probability metric
DF (S, T ) and the discrepancy distance discℓ(D
(S),D(T )).
3.3 Relationship between DF(S, T ) and discℓ(D(S),D(T ))
From Definition 3.1 and (10), the integral probability metric DF (S, T ) measures the difference between
the distributions of the two domains Z(S) and Z(T ). However, as addressed in Section 2, if a domain
Z(S) differs from another domain Z(T ), there are three possibilities: the input-space distribution D(S)
differs from D(T ), or g
(S)
∗ differs from g
(T )
∗ , or both of them occur. Therefore, it is necessary to consider
two kinds of differences: the difference between the input-space distributions D(S) and D(T ) and the
difference between the labeling functions g
(S)
∗ and g
(T )
∗ . Next, we will show that the integral probability
metric DF (S, T ) can be bounded by using two separate quantities that can measure the difference
between D(S) and D(T ) and the difference between g
(S)
∗ and g
(T )
∗ , respectively.
As shown in (13), the quantity discℓ(D
(S),D(T )) actually measures the difference between the input-
space distributions D(S) and D(T ). Moreover, we introduce another quantity to measure the difference
between the labeling functions g
(S)
∗ and g
(T )
∗ :
7
Definition 3.2 Given a loss function ℓ and a function class G, we define
Q
(T )
G (g
(S)
∗ , g
(T )
∗ ) := sup
g1∈G
∣∣∣E(T )ℓ(g1(x(T )), g(T )∗ (x(T )))− E(T )ℓ(g1(x(T )), g(S)∗ (x(T )))∣∣∣. (16)
Note that if both of the loss function ℓ and the function class G are non-trivial (or F is non-trivial),
the quantity Q
(T )
G (g
(S)
∗ , g
(T )
∗ ) is a (semi)metric between the labeling functions g
(S)
∗ and g
(T )
∗ . In fact, it
is not hard to verify that Q
(T )
G (g
(S)
∗ , g
(T )
∗ ) satisfies the triangle inequality and is equal to zero if g
(S)
∗ and
g
(T )
∗ match.
By combining (10), (13) and (16), we have
discℓ(D
(S),D(T )) = sup
g1,g2∈G
∣∣∣E(S)ℓ(g1(x(S)), g2(x(S)))− E(T )ℓ(g1(x(T )), g2(x(T )))∣∣∣
≥ sup
g1∈G
∣∣∣E(S)ℓ(g1(x(S)), g(S)∗ (x(S)))− E(T )ℓ(g1(x(T )), g(S)∗ (x(T )))∣∣∣
= sup
g1∈G
∣∣∣E(S)ℓ(g1(x(S)), g(S)∗ (x(S)))− E(T )ℓ(g1(x(T )), g(T )∗ (x(T )))
+ E(T )ℓ
(
g1(x
(T )), g
(T )
∗ (x
(T ))
)
− E(T )ℓ
(
g1(x
(T )), g
(S)
∗ (x
(T ))
)∣∣∣
≥ sup
g1∈G
∣∣∣E(S)ℓ(g1(x(S)), g(S)∗ (x(S)))− E(T )ℓ(g1(x(T )), g(T )∗ (x(T )))∣∣∣
− sup
g1∈G
∣∣∣E(T )ℓ(g1(x(T )), g(T )∗ (x(T )))− E(T )ℓ(g1(x(T )), g(S)∗ (x(T )))∣∣∣
=DF (S, T )−Q
(T )
G (g
(S)
∗ , g
(T )
∗ ),
and thus
DF (S, T ) ≤ discℓ(D
(S),D(T )) +Q
(T )
G (g
(S)
∗ , g
(T )
∗ ), (17)
which implies that the integral probability metric DF (S, T ) can be bounded by the summation of the
discrepancy distance discℓ(D
(S),D(T )) and the quantity Q
(T )
G (g
(S)
∗ , g
(T )
∗ ), which measure the difference
between the input-space distributions D(S) and D(T ) and the difference between the labeling functions
g
(S)
∗ and g
(T )
∗ , respectively.
Compared with (11) and (15), the integral probability metric DF (S, T ) provides a new mechanism
to capture the difference between two domains, where the difference between labeling functions g
(S)
∗ and
g
(T )
∗ is measured by a (semi)metric Q
(T )
G (g
(S)
∗ , g
(T )
∗ ).
Remark 3.1 As shown in (10) and (13), the integral probability metric DF (S, T ) takes the supremum
of g over G, and the discrepancy distance discℓ(D
(S),D(T )) takes the supremum of g1 and g2 over G
simultaneously. Consider a specific domain adaptation situation: the labeling function g
(S)
∗ is close to
g
(T )
∗ and meanwhile both of them are contained in the function class G. In this case, DF (S, T ) can be
very small even though discℓ(D
(S),D(T )) is large. Thus, the integral probability metric is more suitable
for such domain adaptation setting than the discrepancy distance.
4 Uniform Entropy Number and Rademacher Complex-
ity
In this section, we introduce the definitions of the uniform entropy number and the Rademacher com-
plexity, respectively.
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4.1 Uniform Entropy Number
Generally, the generalization bound of a certain learning process is achieved by incorporating the com-
plexity measure of function classes, e.g., the covering number, the VC dimension and the Rademacher
complexity. The results of this paper are based on the uniform entropy number that is derived from
the concept of the covering number and we refer to Mendelson [23] for more details about the uniform
entropy number. The covering number of a function class F is defined as follows:
Definition 4.1 Let F be a function class and d be a metric on F . For any ξ > 0, the covering number
of F at radius ξ with respect to the metric d, denoted by N (F , ξ, d) is the minimum size of a cover of
radius ξ.
In some classical results of statistical learning theory, the covering number is applied by letting d be
the distribution-dependent metric. For example, as shown in Theorem 2.3 of Mendelson [23], one can
set d as the norm ℓ1(Z
N
1 ) and then derives the generalization bound of the i.i.d. learning process
by incorporating the expectation of the covering number, that is, EN (F , ξ, ℓ1(Z
N
1 )). However, in the
situation of domain adaptation, we only know the information of source domain, while the expectation
EN (F , ξ, ℓ1(Z
N
1 )) is dependent on distributions of both source and target domains because z = (x,y).
Therefore, the covering number is no longer applicable to our scheme for obtaining the generalization
bounds for representative domain adaptation. In contrast, the uniform entropy number is distribution-
free and thus we choose it as the complexity measure of function classes to derive the generalization
bounds.
For clarity of presentation, we give some useful notations for the following discussion. For any
1 ≤ k ≤ K, given a sample set ZNk1 := {z
(k)
n }
Nk
n=1 drawn from the source domain Z
(Sk), we denote
Z′Nk1 := {z
′(k)
n }
Nk
n=1 as the sample set drawn from Z
(Sk) such that the ghost sample z′(k)n has the same
distribution as that of z
(k)
n for any 1 ≤ n ≤ Nk and any 1 ≤ k ≤ K. Again, given a sample set
Z
NT
1 = {z
(T )
n }
NT
n=1 drawn from the target domain Z
(T ), let Z′
NT
1 = {z
′(T )
n }
NT
n=1 be the ghost sample set of
Z
NT
1 . Denote Z
2NT
1 := {Z
NT
1 ,Z
′NT
1 } and Z
2Nk
1 := {Z
Nk
1 ,Z
′Nk
1 } for any 1 ≤ k ≤ K, respectively. Given
any τ ∈ [0, 1) and any w = (w1, · · · , wK) ∈ [0, 1]
K with
∑K
k=1wk = 1, we introduce a variant of the ℓ1
norm: for any f ∈ F ,
‖f‖
ℓw,τ1 ({Z
2Nk
1 }
K
k=1,Z
2NT
1 )
:=
τ
2NT
NT∑
n=1
(
|f(z(T )n )|+ |f(z
′(T )
n )|
)
+
K∑
k=1
(1− τ)wk
2Nk
Nk∑
n=1
(
|f(z(k)n )|+ |f(z
′(k)
n )|
)
.
It is noteworthy that the variant ℓw,τ1 of the ℓ1 norm is still a norm on the functional space, which can
be easily verified by using the definition of norm, so we omit it here. In the situation of representative
domain adaptation, by setting the metric d as ℓw,τ1 ({Z
2Nk
1 }
K
k=1,Z
2NT
1 ), we then define the uniform
entropy number of F with respect to the metric ℓw,τ1 ({Z
2Nk
1 }
K
k=1,Z
2NT
1 ) as
lnNw,τ1
(
F , ξ, 2N
)
:= sup
{Z
2Nk
1 }
K
k=1,Z
2NT
1
lnN
(
F , ξ, ℓw,τ1 ({Z
2Nk
1 }
K
k=1,Z
2NT
1 )
)
(18)
with N = NT +
∑K
k=1Nk.
4.2 Rademacher Complexity
The Rademacher complexity is one of the most frequently used complexity measures of function classes
and we refer to Van der Vaart and Wellner [28], Mendelson [23] for details.
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Definition 4.2 Let F be a function class and {zn}
N
n=1 be a sample set drawn from Z. Denote {σn}
N
n=1
be a set of random variables independently taking either value from {−1, 1} with equal probability. The
Rademacher complexity of F is defined as
R(F) := E sup
f∈F
{
1
N
N∑
n=1
σnf(zn)
}
(19)
with its empirical version given by
RN (F) := Eσ sup
f∈F
{
1
N
N∑
n=1
σnf(zn)
}
,
where E stands for the expectation taken with respect to all random variables {zn}
N
n=1 and {σn}
N
n=1, and
Eσ stands for the expectation only taken with respect to the random variables {σn}
N
n=1.
5 Generalization Bounds for Representative Domain Adap-
tation
Based on the uniform entropy number defined in (18), we first present two types of the generalization
bounds for representative domain adaptation: Hoeffding-type and Bennett-type, which are derived
from the Hoeffding-type deviation inequality and the Bennett-type deviation inequality respectively.
Moreover, we obtain the bounds based on the Rademacher complexity via the McDiarmid-type deviation
inequality.
5.1 Hoeffding-type Generalization Bounds
The following theorem presents the Hoeffding-type generalization bound for representative domain adap-
tation:
Theorem 5.1 Assume that F is a function class consisting of the bounded functions with the range
[a, b]. Let τ ∈ [0, 1) and w = (w1, · · · , wK) ∈ [0, 1]
K with
∑K
k=1wk = 1. Then, given any ξ >
(1− τ)D
(w)
F (S, T ), we have for any NT , N1, · · · , NK ∈ N such that
τ2(b− a)2
NT (ξ′)2
+
K∑
k=1
(1− τ)2w2k(b− a)
2
Nk(ξ′)2
≤
1
8
,
with probability at least 1− ǫ,
sup
f∈F
∣∣Eτ
w
f − E(T )f
∣∣ ≤ (1− τ)D(w)F (S, T ) +
 lnNw,τ1 (F , ξ′/8, 2N) − ln(ǫ/8)1
32(b−a)2
(
τ2
NT
+
∑K
k=1
(1−τ)2w2
k
Nk
)

1
2
, (20)
where ξ′ := ξ − (1 − τ)D
(w)
F (S, T ), N = NT +
∑K
k=1Nk,
ǫ :=8Nw,τ1 (F , ξ
′/8, 2N) exp
− (ξ′)232(b− a)2( τ2NT +∑Kk=1 (1−τ)2w2kNk )
 ,
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and
D
(w)
F (S, T ) :=
K∑
k=1
wkDF (Sk, T ). (21)
In the above theorem, we present the generalization bound derived from the Hoeffding-type deviation
inequality. As shown in the theorem, the generalization bound supf∈F |E
(T )f − Eτwf | can be bounded
by the right-hand side of (20). Compared to the classical result under the same-distribution assumption
[see 23, Theorem 2.3 and Definition 2.5]: with probability at least 1− ǫ,
sup
f∈F
∣∣ENf − Ef ∣∣ ≤ O
√ lnN1(F , ξ,N) − ln(ǫ/8)
N
 (22)
with ENf being the empirical risk with respect to the sample set Z
N
1 , there is a discrepancy quantity
(1−τ)D
(w)
F (S, T ) that is determined by three factors: the choice of w, the choice of τ and the quantities
DF (Sk, T ) (1 ≤ k ≤ K). The two results will coincide if any source domain and the target domain
match, that is, DF (Sk, T ) = 0 holds for any 1 ≤ k ≤ K.
5.2 Bennett-type Generalization Bounds
The above result is derived from the Hoeffding-type deviation inequality that only incorporates the
information of the expectation. Recalling the classical Bennett’s inequality [4], the Bennett-type in-
equalities are based on the information of the expectation and the variance (also see Appendix A).
Therefore, the Bennett-type results intuitively should provide a faster rate of convergence than that of
the Hoeffding-type results. The following theorem presents the Bennett-type generalization bound for
representative domain adaptation.
Theorem 5.2 Under the notations of Theorem 5.1, set wk = Nk/
∑K
k=1Nk (1 ≤ k ≤ K) and τ =
NT /(NT +
∑K
k=1Nk). Then, given any ξ > (1 − τ)D
(w)
F (S, T ), we have for any NT , N1, · · · , NK ∈ N
such that
NT +
K∑
k=1
Nk ≥
(b− a)2
8(ξ′)2
with ξ′ = ξ − (1− τ)D
(w)
F (S, T ),
Pr
{
sup
f∈F
∣∣Eτ
w
f − E(T )f
∣∣ > ξ} ≤ 8Nw,τ1 (F , ξ′/8, 2N) exp
{(
NT +
K∑
k=1
Nk
)
Γ
(
ξ′
(b− a)
)}
, (23)
where Γ(x) := x− (x+ 1) ln(x+ 1).
In the above theorem, we show that the probability that the generalization bound supf∈F
∣∣Eτwf −
E(T )f
∣∣ is larger than a certain number ξ > (1− τ)D(w)F (S, T ) can be bounded by the right-hand side of
(23). Compared with the Hoeffding-type result (20), there are two limitations in this result:
• this generalization bound is actually the minimum value with respect to w and τ , and does not
reflect how the two parameters affect the bound. The result presented in the above theorem is
not completely satisfactory because it is hard to obtain the analytical expression of the inverse
function of A(eax − 1) +B(ebx − 1) for any non-trivial A,B, a, b > 0 (see Proof of Theorem A.2);
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• since it is also hard to obtain the analytical expression of the inverse function of Γ(x) = x− (x+
1) ln(x + 1), the result (23) cannot directly lead to the upper bound of supf∈F
∣∣Eτwf − E(T )f ∣∣,
while the Hoeffding-type result (20) does. Instead, one generally uses −x
2
2+(2x/3) to approximate the
function Γ(x), which leads to Bernstein-type alternative expression of the bound (23):
sup
f∈F
∣∣ENf − Ef ∣∣ ≤(1− τ)D(w)F (S, T ) + 4(b− a)
(
lnNw,τ1 (F , ξ
′/8, 2N) − ln(ǫ/8)
)
3(NT +
∑K
k=1Nk)
+
(b− a)
√
2
(
lnNw,τ1 (F , ξ
′/8, 2N) − ln(ǫ/8)
)√
NT +
∑K
k=1Nk
. (24)
Compared to the Hoeffding-type result (20), the alternative expression (24) implies that the Bennett-
type bound (23) does not provide stronger bounds for representative domain adaptation. First, the
bound (24) does not reflect how the parameters w and τ affect the performance of representative
domain adaptation. Second, according to the Bernstein-type alternative expression (24), its rate of
convergence is the same as that of the Hoeffding-type result (20).
Next, we present a new alternative expression of (23), which shows that the Bennett-type results
can provide a faster rate of convergence than the Hoeffding-type bounds in addition to a more detailed
description of the asymptotical behavior of the learning process.
5.3 Alternative Expression of Bennett-type Generalization Bound
Different from the Bernstein-type result (24), we introduce a new technique to deal with the term Γ(x)
and the details of the technique are referred to Zhang [31]. Consider a function
η(c1;x) :=
ln
(
((x+ 1) ln(x+ 1)− x)/c1
)
ln(x)
, (25)
and there holds that Γ(x) = −c1x
η(c1,x) ≤ −c1x
η˜ < −c1x
2 for any 0 < η(c1;x) ≤ η˜ < 2 with x ∈ (0, 1/8]
and c1 ∈ (0.0075, 0.4804). By replacing Γ(x) with −c1x
η, we then obtain another alternative expression
of the Bennett-type bound (23) as follows:
Theorem 5.3 Under the notations of Theorem 5.1, set wk = Nk/
∑K
k=1Nk (1 ≤ k ≤ K) and τ =
NT /(NT +
∑K
k=1Nk). Then, given any ξ > (1 − τ)D
(w)
F (S, T ), we have for any NT , N1, · · · , NK ∈ N
such that
NT +
K∑
k=1
Nk ≥
(b− a)2
8(ξ′)2
with probability at least 1− ǫ,
sup
f∈F
∣∣Eτ
w
f − E(T )f
∣∣ ≤ (1− τ)D(w)F (S, T ) + (b− a)
(
lnNw,τ1 (F ,
ξ′
8 , 2N)− ln(
ǫ
8 )
NT +
∑K
k=1Nk
) 1
η
, (26)
where ξ′ := ξ − (1 − τ)D
(w)
F (S, T ), ǫ := 8N
w,τ
1 (F , ξ
′/8, 2N)e(NT+
∑K
k=1Nk)Γ(x) with x ∈ (0, 1/8] and
0 < η(c1;x) ≤ η < 2.
This result shows that the Bennett-type bounds have a faster rate o(N−
1
2 ) of convergence than
O(N−
1
2 ) of the Hoeffding-type results. Moreover, we can observe from the numerical simulation that
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the rate O(N
− 1
η ) varies w.r.t. x for any c1 ∈ (0.0075, 0.4804) and especially, for any c1 ∈ (0.0075, 0.4434],
the function η(c1;x) is monotonically decreasing in the interval x ∈ (0, 1/8], which implies that the rate
will become faster as the discrepancy between the expected risk and the empirical quantity becomes
bigger when c1 ∈ (0.0075, 0.4434]. In contrast, the Hoeffding-type results have a consistent rate O(N
− 1
2 )
regardless of the discrepancy. Therefore, although the Bennett-type bounds (23) and (26) do not reflect
how the parameters w and τ affect the performance of the representative domain adaptation, they pro-
vide a more detailed description of the asymptotical behavior of the learning process for representative
domain adaptation.
5.4 Generalization Bounds Based on Rademacher Complexity
Based on the Rademacher complexity, we obtain the following generalization bounds for representative
domain adaptation. Its proof is given in Appendix B.
Theorem 5.4 Assume that F is a function class consisting of bounded functions with the range [a, b].
Then, given any τ ∈ [0, 1) and any w = (w1, · · · , wK) ∈ [0, 1]
K with
∑K
k=1wk = 1, we have with
probability at least 1− ǫ,
sup
f∈F
∣∣Eτwf − E(T )f ∣∣ ≤(1− τ)D(w)F (S, T ) + 2(1− τ) K∑
k=1
wkR
(k)(F) + 2τR
(T )
NT
(F) (27)
+ 2τ
√
(b− a)2 ln(4/ǫ)
2NT
+
√√√√(b− a)2 ln(2/ǫ)
2
(
τ2
NT
+
K∑
k=1
(1− τ)2w2k
Nk
)
,
where D
(w)
F (S, T ) is defined in (21), R
(T )
NT
is the empirical Rademacher complexity on the target domain
Z(T ), and R(k)(F) (1 ≤ k ≤ K) are the Rademacher complexities on the source domains Z(Sk).
Note that in the derived bound (27), we adopt an empirical Rademacher complexity R
(T )
NT
(F) that is
based on the data drawn from the target domain Z(T ), because the distribution of Z(T ) is unknown
in the situation of domain adaptation. Similarly, the derived bound (27) coincides with the related
classical result under the assumption of same distribution [see 12, Theorem 5], when any source domain
of {Z(Sk)}Kk=1 and the target domain Z
(T ) match, that is, D
(w)
F (S, T ) = DF (Sk, T ) = 0 holds for any
1 ≤ k ≤ K.
Similar to the result (26), we adopt the technique mentioned in Zhang [31] again and replace the
term Γ(x) with −cxη in the derived Bennett-type deviation inequality (41) (see Appendix A). Then,
we obtain the Bennett-type generalization bounds based on the Rademacher complexity as follows:
Theorem 5.5 Under notations in Theorem 5.4, we have with probability at least 1− ǫ,
sup
f∈F
∣∣Eτ
w
f − E(T )f
∣∣ ≤(1− τ)D(w)F (S, T ) + 2(1− τ) K∑
k=1
wkR
(k)(F) + 2τR
(T )
NT
(F) (28)
+ (b− a)
2τ η√ ln(4/ǫ)
c2NT
+ η
√√√√ ln(2/ǫ)
c2
(
τ2
NT
+
K∑
k=1
(1− τ)2w2k
Nk
) ,
where c2 is taken from the interval (0.0075, 0.3863), ǫ := exp
{
NΓ(x)
}
and 0 < η
(
c2;x
)
≤ η < 2
(x ∈ (0, 1]) with η(c2;x) defined in (25).
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The results in the above theorem match with the Bennett-type bounds of the i.i.d. learning process
shown in Theorem 4.3 of Zhang [31], when any source domain of {Z(Sk)}Kk=1 and the target domain
Z(T ) match, that is, D
(w)
F (S, T ) = DF (Sk, T ) = 0 holds for any 1 ≤ k ≤ K. The proof of this theorem
is similar to that of Theorem 5.4, so we omit it.
In addition, it is noteworthy that the Hoeffding-type results (20) and (27) exhibit a tradeoff between
the sample numbers Nk (1 ≤ k ≤ K) and NT , which is associated with the choice of τ . Although such
a tradeoff has been discussed in some previous works [7, 2, 32], the next section will show a rigorous
theoretical analysis of the tradeoff in the situation of representative domain adaptation.
Remark 5.1 We have shown that DF (S, T ) can be bounded by the summation of the discrepancy dis-
tance discℓ(D
(S),D(T )) and the quantity Q
(T )
G (g
(S)
∗ , g
(T )
∗ ), which measure the difference between distri-
butions D(S) and D(T ) and the difference between labeling functions g
(S)
∗ and g
(T )
∗ , respectively. Thus,
the presented generalization results (20), (23), (24), (26), (27) and (28) can also be achieved by using
the discrepancy distance (or H-divergency) and the quantity Q
(T )
G (g
(S)
∗ , g
(T )
∗ ) [see 2, 20]. In fact, one
can directly replace DF (S, T ) with discℓ(D
(S),D(T ))+Q
(T )
G (g
(S)
∗ , g
(T )
∗ ) and the derived results are similar
to Theorem 9 of Mansour et al. [20]. Alternatively, under the condition of “λ-close” in classification
setting, one can also replace DF (S, T ) with dH△H(D
(S),D(T )) + cλ (c > 0), and the derived bounds are
similar to the results given by Ben-David et al. [2]. Thus, our results include previous works as special
cases.
6 Asymptotic Behavior for Representative Domain Adap-
tation
In this section, we discuss the asymptotical convergence and the rate of convergence of the learning
process for representative domain adaptation. We also give a comparison with the related results under
the same-distribution assumption and the existing results for domain adaptation.
6.1 Asymptotic Convergence
From Theorem 5.1, the asymptotic convergence of the learning process for representative domain adap-
tation is affected by three factors: the uniform entropy number lnNw,τ1 (F , ξ
′/8, 2N), the discrepancy
term D
(w)
F (S, T ) and the choices of w, τ .
Theorem 6.1 Assume that F is a function class consisting of bounded functions with the range [a, b].
Given any τ ∈ [0, 1) and any w = (w1, · · · , wK) ∈ [0, 1]
K with
∑K
k=1wk = 1, if the following condition
holds: for any 1 ≤ k ≤ K such that wk 6= 0,
lim
Nk→+∞
lnNw,τ1 (F , ξ
′/8, 2N)
1(
τ2
NT
+
∑K
k=1
(1−τ)2w2
k
Nk
) < +∞ (29)
with N = NT +
∑K
k=1Nk and ξ
′ := ξ − (1− τ)DF (S, T ), then we have for any ξ > (1− τ)D
(w)
F (S, T ),
lim
Nk→+∞
Pr
{
sup
f∈F
∣∣Eτwf − E(T )f ∣∣ > ξ
}
= 0. (30)
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As shown in Theorem 6.1, if the choices of w, τ and the uniform entropy number lnNw,τ1 (F , ξ
′/8, 2N)
satisfy the condition (29) with
∑K
k=1wk = 1, the probability of the event supf∈F
∣∣Eτ
w
f−E(T )f
∣∣ > ξ will
converge to zero for any ξ > (1−τ)D
(w)
F (S, T ), when the sample numbersN1, · · · , NK (or a part of them)
go to infinity, respectively. This is partially in accordance with the classical result of the asymptotic
convergence of the learning process under the same-distribution assumption [see 23, Theorem 2.3 and
Definition 2.5]: the probability of the event that supf∈F
∣∣Ef − ENf ∣∣ > ξ will converge to zero for any
ξ > 0, if the uniform entropy number lnN1 (F , ξ,N) satisfies the following:
lim
N→+∞
lnN1 (F , ξ,N)
N
< +∞. (31)
Note that in the learning process for representative domain adaptation, the uniform convergence of
the empirical risk Eτ
w
f to the expected risk E(T )f may not hold, because the limit (30) does not hold
for any ξ > 0 but for any ξ > (1 − τ)D
(w)
F (S, T ). By contrast, the limit (30) holds for all ξ > 0 in
the learning process under the same-distribution assumption, if the condition (31) is satisfied. The two
results coincide when any source domain Z(Sk) (1 ≤ k ≤ K) and the target domain Z(T ) match, that
is, D
(w)
F (S, T ) = DF (Sk, T ) = 0 holds for any 1 ≤ k ≤ K.
Especially, if we set wk = Nk/
∑K
k=1Nk (1 ≤ k ≤ K) and τ = NT /(NT +
∑K
k=1Nk), the result
shown in Theorem 6.1 can also be derived from the generalization bound (23) that is of Bennett-type,
because the function Γ(x) is monotonically decreasing and smaller than zero when x > 0 (see Theorem
5.2).
6.2 Rate of Convergence
From (20), the rate of convergence is affected by the choices of w and τ . According to the Cauchy-
Schwarz inequality, setting wk = Nk/
∑K
k=1Nk (1 ≤ k ≤ K) and τ = NT /(NT +
∑K
k=1Nk) minimizes
the second term of the right-hand side of (20) leading to a Hoeffding-type result:
sup
f∈F
∣∣Eτf − E(T )f ∣∣ ≤ ∑Kk=1NkD(w)F (S, T )
NT +
∑K
k=1Nk
+
 lnNw,τ1 (F , ξ′/8, 2N) − ln(ǫ/8)
NT+
∑K
k=1Nk
32(b−a)2
 12 . (32)
This result implies that the fastest rate of convergence for the representative domain adaptation is up to
O(N−
1
2 ) which is the same as the classical result (22) of the learning process under the same-distribution
assumption, if the discrepancy term D
(w)
F (S, T ) = 0.
On the other hand, the choice of τ is not only one of essential factors to the rate of convergence
but also is associated with the tradeoff between the sample numbers {Nk}
K
k=1 and NT . As shown in
(32), provided that the value of lnNw,τ1 (F , ξ
′/8, 2N) is fixed, we can find that setting τ = NT
NT+
∑K
k=1Nk
can result in the fastest rate of convergence, while it can also cause the relatively larger discrepancy
between the empirical risk Eτ
w
f and the expected risk E(T )f , because the situation of representative
domain adaptation is set up under the condition that NT ≪ Nk for any 1 ≤ k ≤ K, which implies that∑K
k=1Nk
NT+
∑K
k=1Nk
≈ 1.
From Theorem 5.2, such a setting of w and τ leads to the Bennett-type result (23) as well. It is
noteworthy that the value τ = NTNT+NS has been mentioned in the section of “Experimental Results”
in Blitzer et al. [7]. Moreover, a similar trade-off strategy was also discussed in Section 5 of Lazaric
and Restelli [18]. It is in accordance with our theoretical analysis of τ and the following numerical
experiments support the theoretical findings as well.
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7 Numerical Experiments
We have performed numerical experiments to verify the theoretical analysis of the asymptotic behavior of
the learning process for representative domain adaptation. Without loss of generality, we only consider
the case of K = 2, i.e., there are two source domains and one target domain. The experiment data are
generated in the following way.
For the target domain Z(T ) = X (T ) ×Y(T ) ⊂ R100×R, we consider X (T ) as a Gaussian distribution
N(0, 1) and draw {x
(T )
n }
NT
n=1 (NT = 4000) from X
(T ) randomly and independently. Let β ∈ R100 be a
random vector of a Gaussian distribution N(1, 5), and let the random vector R ∈ R100 be a noise term
with R ∼ N(0, 0.5). For any 1 ≤ n ≤ NT , we randomly draw β and R from N(1, 5) and N(0, 0.01)
respectively, and then generate y
(T )
n ∈ Y as follows:
y(T )n = 〈x
(T )
n , β〉+R.
The derived {(x
(T )
n , y
(T )
n )}
NT
n=1 (NT = 4000) are the samples of the target domain Z
(T ) and will be used
as the test data. We randomly pick N ′T = 100 samples from them to form the objective function (33)
and the rest N ′′T = 3900 are used for testing.
Similarly, we generate the sample set {(x
(1)
n , y
(1)
n )}
N1
n=1 (N1 = 2000) of the source domain Z
(S1) =
X (1) × Y(1) ⊂ R100 × R: for any 1 ≤ n ≤ N1,
y(1)n = 〈x
(1)
n , β〉+R,
where x
(1)
n ∼ N(0.2, 0.9), β ∼ N(1, 5) and R ∼ N(0, 0.5).
For the source domain Z(S2) = X (2) × Y(2) ⊂ R100 × R, the samples {(x
(2)
n , y
(2)
n )}
N2
n=1 (N2 = 2000)
are generated in the following way: for any 1 ≤ n ≤ N2,
y(2)n = 〈x
(2)
n , β〉+R,
where x
(2)
n ∼ N(−0.2, 1.2), β ∼ N(1, 5) and R ∼ N(0, 0.5).
In this experiment, we use the method of Least Square Regression [19] to minimize the empirical
risk
Eτw(ℓ ◦ g) =
τ
N ′T
N ′
T∑
n=1
ℓ(g(x(T )n ), y
(T )
n ) +
(1− τ)w
N1
N1∑
n=1
ℓ(g(x(1)n ), y
(1)
n )
+
(1− τ)(1− w)
N2
N2∑
n=1
ℓ(g(x(2)n ), y
(2)
n ) (33)
for different combination coefficients w ∈ {0.1, 0.25, 0.5, 0.8} and τ ∈ {0.025, 0.3, 0.5, 0.8}, respectively.
Then, we compute the discrepancy |Eτwf − E
(T )
N ′′
T
f | for each N1 + N2. Since NS ≫ N
′
T , the initial N1
and N2 both equal to 200. Each test is repeated 100 times and the final result is the average of the 100
results. After each test, we increment both N1 and N2 by 200 until N1 = N2 = 2000. The experimental
results are shown in Fig. 1 and Fig. 2.
From Fig. 1 and Fig. 2, we can observe that the choice of τ has a bigger impact on the performance
of the learning process than the choice of w, and the learning fails when the value of τ becomes bigger
than 0.5. This phenomenon can be explained as follows: recalling (33), the bigger τ means that the
learning process more relies on the data from the target, while the data from target are not sufficient in
the situation of domain adaptation and thus the learning fails. However, for any w ∈ {0.1, 0.25, 0.5, 0.8},
the curves of |Eτwf −E
(T )
N ′′
T
f | (τ ∈ {0.025, 0.3}) are both decreasing when N1 +N2 increases, which is in
accordance with the theoretical results on the asymptotical convergence presented in Theorem 6.1.
16
0 2000 4000
0
0.5
τ=0.025
0 2000 4000
0
0.5
τ=0.3
0 2000 4000
0
0.5
τ=0.5
0 2000 4000
0
0.5
1
1.5
2
τ=0.8
 
 
w=0.1
w=0.25
w=0.5
w=0.8
N1+N2N1+N2 N1+N2N1+N2
|Eτ
w
f−E(T)N’’
T
f|
Figure 1: Given τ ∈ {0.025, 0.3, 0.5, 0.8}, the curves for different w ∈ {0.1, 0.25, 0.5, 0.8}.
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Figure 2: Given w ∈ {0.1, 0.25, 0.5, 0.8}, the curves for different τ ∈ {0.025, 0.3, 0.5, 0.8}.
Moreover, we have theoretically analyzed how the choices of w and τ affect the rate of convergence
of the learning process for representative domain adaptation. Our numerical experiments support the
theoretical findings as well. In fact, in Fig. 1 and Fig. 2, given any value of w, when τ ≈
N ′T
N1+N2+N ′T
,
the discrepancy |Eτwf −E
(T )
N ′′
T
f | has the fastest rate of convergence, and the rate becomes slower as τ is
further away from
N ′
T
N1+N2+N ′T
. On the other hand, given any value of τ ∈ {0.025, 0.3, 0.5}, when w = 0.5,
the discrepancy |Eτwf − E
(T )
N ′′
T
f | has the fastest rate of convergence, and the rate becomes slower as w
is further away from 0.5. In this experiment, we set N1 = N2 that implies that N2/(N1 + N2) = 0.5.
Thus, the experimental results are in accordance with the theoretical findings (see (26) and (32)), i.e.,
the setting w = N2N1+N2 and τ =
N ′
T
N1+N2+N ′T
can provide the fastest rate of convergence of the learning
process for representative domain adaptation.
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8 Prior Works
There have been some previous works on the theoretical analysis of domain adaptation with multiple
sources [see 2, 13, 14, 21, 22] and domain adaptation combining source and target data [see 7, 2].
In Crammer et al. [13, 14], the function class and the loss function are assumed to satisfy the
conditions of “α-triangle inequality” and “uniform convergence bound”. Moreover, one has to get some
prior information about the disparity between any source domain and the target domain. Under these
conditions, some generalization bounds were obtained by using the classical techniques developed under
the same-distribution assumption.
Mansour et al. [21] proposed another framework to study the problem of domain adaptation with
multiple sources. In this framework, one needs to know some prior knowledge including the exact
distributions of the source domains and the hypothesis function with a small loss on each source domain.
Furthermore, the target domain and the hypothesis function on the target domain were deemed as the
mixture of the source domains and the mixture of the hypothesis functions on the source domains,
respectively. Then, by introducing the Re´nyi divergence, Mansour et al. [22] extended their previous
work [21] to a more general setting, where the distribution of the target domain can be arbitrary and
one only needs to know an approximation of the exact distribution of each source domain. Ben-David
et al. [2] also discussed the situation of domain adaptation with the mixture of source domains.
In Ben-David et al. [2], Blitzer et al. [7], domain adaptation combining source and target data was
originally proposed and meanwhile a theoretical framework was presented to analyze its properties for
the classification tasks by introducing the H-divergence. Under the condition of “λ-close”, the authors
achieved the generalization bounds based on the VC dimension.
Mansour et al. [20] introduced the discrepancy distance discℓ(D
(S),D(T )) to capture the difference
between domains and this quantity can be used in both classification and regression tasks. By extending
the classical results of statistical learning theory, the authors obtained the generalization bounds based
on the Rademacher complexity for domain adaptation.
9 Conclusion
In this paper, we study the theoretical properties of the learning process for the so-called representative
domain adaptation, which combines data from multiple sources and one target. In particular, we first
use the integral probability metric DF (S, T ) to measure the difference between the distributions of two
domains. Different from the H-divergence and the discrepancy distance, the integral probability metric
can provide a new mechanism to measure the difference between two domains. Additionally, we show
that the theoretical analysis in this paper can also be applied to study domain adaptation settings in
previous works (see Section 3).
Then, we develop the Hoeffding-type, the Bennett-type and the McDiarmid-type deviation inequal-
ities for different domains, respectively. We also obtain the symmetrization inequality for representa-
tive domain adaptation, which incorporates the discrepancy term (1 − τ)D
(w)
F (S, T ) which reflects the
“knowledge-transferring” from the source to the target. By applying these inequalities, we achieve two
types of generalization bounds for representative domain adaptation: Hoeffding-type and the Bennett-
type. They are based on the uniform entropy number and the Rademacher complexity, respectively.
By using the derived bounds, we point out that the asymptotic convergence of the learning process
is determined by the complexity of the function class F measured by the uniform entropy number.
This is partially in accordance with the classical result under the same-distribution assumption [see 23,
Theorem 2.3 and Definition 2.5]. We also show that the rate of convergence is affected by the choices
of parameters w and τ . The setting of wk =
Nk∑K
k=1Nk
(1 ≤ k ≤ K) and τ = NT
NT+
∑K
k=1Nk
can lead to the
fastest rate of the bounds and the numerical experiments support our theoretical findings as well.
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Moreover, we discuss the difference between the Hoeffding-type and the Bennett-type results. The
Hoeffding-type results (20) and (27) have well-defined expressions that can explicitly reflect how the
parameters w and τ affect the performance of the representative domain adaptation, and its rate of
convergence is up to O(N−
1
2 ) consistently. In contrast, although the Bennett-type bounds (23) and (28)
do not reflect the effect of the parameters w and τ , they have a faster rate o(N−
1
2 ) than the Hoeffding-
type results, and meanwhile, provide a more detailed description of the asymptotical behavior of the
learning process for representative domain adaptation. The two types complement with each other.
Since representative domain adaptation covers domain adaptation with multiple sources and domain
adaptation combining source and target, the results of this paper are more general and some of existing
results are included as special cases [e.g. 32]. Moreover, it is noteworthy that the generalization bounds
(20), (23), (24) and (26) can lead to the results based on the fat-shattering dimension, respectively [see
23, Theorem 2.18]. According to Theorem 2.6.4 of Van der Vaart and Wellner [28], the bounds based
on the VC dimension can also be obtained from the results (20), (23), (24) and (26), respectively.
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A Deviation Inequalities and Symmetrization Inequali-
ties
By adopting a martingale method, we develop the Hoeffding-type, the Bennett-type and the McDiarmid-
type deviation inequalities for multiple domains, respectively. Moreover, we present a symmetrization
inequality for representative domain adaptation.
A.1 Deviation Inequalities for Multiple Domains
Deviation (or concentration) inequalities play an essential role in obtaining the generalization bounds
for a certain learning process. Generally, specific deviation inequalities need to be developed for different
learning processes. There are many popular deviation and concentration inequalities, for example, Ho-
effding’s inequality [15], McDiarmid’s inequality [see 12], Bennett’s inequality [4], Bernstein’s inequality
and Talagrand’s inequality. We refer to Bousquet et al. [12], Bousquet [11] for their application to the
learning process (or empirical process). Note that these results are all built under the same-distribution
assumption, and thus they are not applicable (or at least cannot be directly applied) to the learning
process of the representative domain adaptation considered in this paper, where the samples are drawn
from multiple domains. Next, we extend the classical Hoeffding’s inequality, Bennett’s inequality and
McDiarmid’s inequality to the scenario of multiple domains, respectively.
A.1.1 Hoeffding-type Deviation Inequality
We first present the Hoeffding-type deviation inequality for multiple domains, where the random vari-
ables can take values from different domains.
Theorem A.1 Assume that f is a bounded function with the range [a, b]. Let ZNk1 = {z
(k)
n }
Nk
n=1 and
Z
NT
1 := {z
(T )
n }
NT
n=1 be the sets of i.i.d. samples drawn from the source domain Z
(Sk) ⊂ RL (1 ≤ k ≤ K)
and the target domain Z(T ) ⊂ RL, respectively. Given τ ∈ [0, 1) and w ∈ [0, 1]K with
∑K
k=1wk = 1, we
define a function F τw : R
L(NT+
∑K
k=1Nk) → R as
F τw
(
{ZNk1 }
K
k=1,Z
NT
1
)
:= τ
( K∏
k=1
Nk
) NT∑
n=1
f(z(T )n ) + (1− τ)NT
K∑
k=1
wk
(∏
i 6=k
Ni
) Nk∑
n=1
f(z(k)n ). (34)
Then, we have for any ξ > 0,
Pr
{∣∣E(∗)F τ
w
− F τ
w
(
{ZNk1 }
K
k=1,Z
NT
1
)∣∣ > ξ} (35)
≤2 exp
− 2ξ2NT (b− a)2(∏Kk=1Nk)(τ2(∏Kk=1Nk)+∑Kk=1(1− τ)2NTw2k(∏i 6=kNi))
 ,
where the expectation E(∗) is taken on all source domains {Z(Sk)}Kk=1 and the target domain Z
(T ).
This result is an extension of the classical Hoeffding’s inequality under the same-distribution assumption
[12]. Compared to the classical result, the resulted deviation inequality (35) is suitable to the scenario
of multiple domains. These two inequalities coincide when there is only one domain or all domains
match.
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A.1.2 Bennett-type Deviation Inequality
It is noteworthy that Hoeffding’s inequality is obtained by only using the information of the expectation
of the random variable [15]. If the information of the variance is also taken into consideration, one
can further obtain Bennett’s inequality [4]. Similar to the above, we generalize the classical Bennett’s
inequality to a more general setting, where the random variables can take values from different domains.
Theorem A.2 Under the notations of Theorem A.1, then we have for any α > 0 and ξ > 0,
Pr
{∣∣E(∗)F τw − F τw({ZNk1 }Kk=1,ZNT1 )∣∣ > ξ} ≤ 2eΦ(α)−αξ ,
where the expectation E(∗) is taken on all source domains {Z(Sk)}Kk=1 and the target domain Z
(T ), and
Φ(α) :=NT
(
eατ(
∏K
k=1Nk)(b−a) − 1− ατ
( K∏
k=1
Nk
)
(b− a)
)
+
K∑
k=1
Nk
eα(1−τ)NTwk(∏i6=kNi)(b−a) − 1− α(1− τ)NTwk(∏
i 6=k
Ni
)
(b− a)
 .
Furthermore, by setting wk = Nk/
∑K
k=1Nk (1 ≤ k ≤ K) and τ = NT /(NT +
∑K
k=1Nk), then we have
Pr
{∣∣E(∗)F τw − F τw({ZNk1 }Kk=1,ZNT1 )∣∣ > ξ}
≤2 exp
{(
NT +
K∑
k=1
Nk
)
Γ
(
ξ
NT
(∏K
k=1Nk
)
(b− a)
)}
, (36)
where
Γ(x) := x− (x+ 1) ln(x+ 1). (37)
Compared to the classical Bennett’s inequality [11, 4], the derived inequality (36) is suitable to the
scenario of multiple domains and these two inequalities coincide when there is only one domain or all
the domains match.
Differing from the Hoeffding-type inequality (35), the derived inequality (36) does not explicitly
reflect how the choices of w and τ affect the right-hand side of the inequality. The presented result is
not completely satisfying, because it is hard to obtain the analytical expression of the inverse function
of Φ′(α) and then we cannot achieve the analytical result that incorporates the parameters w and τ (see
the proofs of Theorems A.1 & A.2). Instead, by the method of Lagrange multiplier (see Lemma B.3),
we have shown that setting wk = Nk/
∑K
k=1Nk (1 ≤ k ≤ K) and τ = NT /(NT +
∑K
k=1Nk) can result
in the minimum of the term Φ(α) with respect to w and τ , and then get the Bennett-type deviation
inequality (36).
By Cauchy-Schwarz inequality, such a setting of w and τ can also lead to the minimum of the
Hoeffding-type result (36). Because of its well-defined expression, we can use the Hoeffding-type result
to analyze how the parameters w and τ affect the generalization bounds. However, the Bennett-
type results can provide a faster rate o(N−
1
2 ) of convergence and give a more detailed description to
the asymptotical behavior of the learning process than the Hoeffding-type results, which consistently
provide the rate O(N−
1
2 ) regardless of the discrepancy between the expected and the empirical risks.
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A.1.3 McDiarmid-type Deviation Inequality
The following is the classical McDiarmid’s inequality that is one of the most frequently used deviation
inequalities in statistical learning theory and has been widely used to obtain generalization bounds
based on the Rademacher complexity under the assumption of same distribution [see 12, Theorem 6].
Theorem A.3 (McDiamid’s Inequality) Let z1, · · · , zN be N independent random variables taking
values from the domain Z. Assume that the function H : ZN → R satisfies the condition of bounded
difference: for all 1 ≤ n ≤ N ,
sup
z1,··· ,zN ,z′n
∣∣∣H(z1, · · · , zn, · · · , zN)−H(z1, · · · , z′n, · · · , zN)∣∣∣ ≤ cn. (38)
Then, for any ξ > 0
Pr
{
H
(
z1, · · · , zn, · · · , zN
)
− E
{
H
(
z1, · · · , zn, · · · , zN
)}
≥ ξ
}
≤ exp
{
−2ξ2/
N∑
n=1
c2n
}
.
As shown in Theorem A.3, the classical McDiarmid’s inequality is valid under the condition that random
variables z1, · · · , zN are independent and drawn from the same domain. Next, we generalize this
inequality to a more general setting, where the independent random variables can take values from
different domains.
Theorem A.4 Given independent domains Z(Sk) (1 ≤ k ≤ K), let ZNk1 := {z
(k)
n }
Nk
n=1 be Nk independent
random variables taking values from the domain Z(Sk) for any 1 ≤ k ≤ K. Assume that the function
H :
(
Z(S1)
)N1 × · · · × (Z(SK))NK → R satisfies the condition of bounded difference: for all 1 ≤ k ≤ K
and 1 ≤ n ≤ Nk,
sup
Z
N1
1 ,··· ,Z
NK
1 ,z
′(k)
n
∣∣∣H(ZN11 , · · · ,ZNk−11 , z(k)1 , · · · , z(k)n , · · · , z(k)Nk ,ZNk+11 , · · · ,ZNK1 )
−H
(
ZN11 , · · · ,Z
Nk−1
1 , z
(k)
1 , · · · , z
′(k)
n , · · · , z
(k)
Nk
,Z
Nk+1
1 , · · · ,Z
NK
1
)∣∣∣ ≤ c(k)n . (39)
Then, for any ξ > 0
Pr
{
H
(
ZN11 , · · · ,Z
NK
1
)
− E
{
H
(
ZN11 , · · · ,Z
NK
1
)}
≥ ξ
}
≤ exp
{
−2ξ2/
K∑
k=1
Nk∑
n=1
(c(k)n )
2
}
. (40)
Furthermore, if all c
(k)
n (1 ≤ k ≤ K; 1 ≤ n ≤ Nk) are equal to c, then there holds that for any ξ > 0
Pr
{
H
(
ZN11 , · · · ,Z
NK
1
)
− E
{
H
(
ZN11 , · · · ,Z
NK
1
)}
≥ ξ
}
≤ exp
{(
K∑
k=1
Nk
)
Γ
(
ξ
c
∑K
k=1Nk
)}
. (41)
Similarly, the derived inequality (40) coincides with the classical one (see Theorem A.3) when there is
only one domain or all domains match. The inequality (41) is also a generalized version of the classical
Bennett’s inequality.
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A.2 Symmetrization Inequalities
Symmetrization inequalities are mainly used to replace the expected risk by an empirical risk computed
on another sample set that is independent of the given sample set but has the same distribution. In
this manner, the generalization bounds can be achieved based on a certain complexity measure, for
example, the covering number and the VC dimension. However, the classical symmetrization result is
built under the same-distribution assumption [see 12]. Here, we propose a symmetrization inequality
for representative domain adaptation.
Theorem A.5 Assume that F is a function class with the range [a, b]. Let the sample sets {ZNk1 }
K
k=1
and {Z′Nk1 }
K
k=1 be drawn from the multiple sources {Z
(Sk)}Kk=1 respectively, and Z
NT
1 and Z
′NT
1 be drawn
from the target domain Z(T ). Then, for any τ ∈ [0, 1) and w ∈ [0, 1]K with
∑K
k=1wk = 1, given any
ξ > (1− τ)D
(w)
F (S, T ), we have for any NT , N1, · · · , NK ∈ N such that
τ2(b− a)2
NT (ξ′)2
+
K∑
k=1
(1− τ)2w2k(b− a)
2
Nk(ξ′)2
≤
1
8
(42)
with ξ′ := ξ − (1− τ)D
(w)
F (S, T ),
Pr
{
sup
f∈F
∣∣E(T )f − Eτwf ∣∣ > ξ
}
≤ 2Pr
{
sup
f∈F
∣∣E′τwf − Eτwf ∣∣ > ξ′2
}
, (43)
where
D
(w)
F (S, T ) :=
K∑
k=1
wkDF (Sk, T ).
This theorem shows that given ξ > (1− τ)D
(w)
F (S, T ), the probability of the event:
sup
f∈F
∣∣E(T )f − Eτwf ∣∣ > ξ
can be bounded by using the probability of the event:
sup
f∈F
∣∣E′τ
w
f − Eτ
w
f
∣∣ > ξ − (1− τ)D(w)F (S, T )
2
(44)
that is only determined by the characteristics of the sample sets {ZNk1 }
K
k=1, {Z
′Nk
1 }
K
k=1, Z
NT
1 and Z
′NT
1 ,
when the condition (42) is satisfied. Compared to the classical symmetrization result under the same-
distribution assumption [see 12], there is a discrepancy term (1−τ)D
(w)
F (S, T ) in the derived inequality,
which embodies the “knowledge-transferring” in the learning process for representative domain adap-
tation. Especially, the two results will coincide when any source domain and the target domain match,
that is, D
(w)
F (S, T ) = DF (Sk, T ) = 0 holds for any 1 ≤ k ≤ K.
B Proofs of Main Results
Here, we prove the main results of this paper including Theorem A.1, Theorem A.2, Theorem A.4,
Theorem A.5, Theorem 5.1, Theorem 5.2 and Theorem 5.4.
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B.1 Proof of Theorem A.1
The proof of Theorem A.1 is processed by a martingale method. Before the formal proofs, we need to
introduce some essential notations.
Let Z
NT
1 := {z
(T )
n }
NT
n=1 be the sample set drawn from the target domain Z
(T ) and {ZNk1 }
K
k=1 be the
sample sets drawn from multiple sources {Z(Sk)}Kk=1, respectively. Given τ ∈ [0, 1) and w ∈ [0, 1]
K with∑K
k=1wk = 1, we denote
Fw
(
{ZNk1 }
K
k=1
)
:=(1− τ)NT
K∑
k=1
wk
(∏
i 6=k
Ni
) Nk∑
n=1
f(z(k)n );
FT (Z
NT
1 ) :=τ
( K∏
k=1
Nk
) NT∑
n=1
f(z(T )n ). (45)
Recalling (34), it is evident that
F τw
(
{ZNk1 }
K
k=1,Z
NT
1
)
= Fw
(
{ZNk1 }
K
k=1
)
+ FT (Z
NT
1 ).
Define a random variable
S(k)n := E
(S)
{
Fw
(
{ZNk1 }
K
k=1
)
|ZN11 ,Z
N2
1 , · · · ,Z
Nk−1
1 ,Z
n
1
}
, 1 ≤ k ≤ K, 0 ≤ n ≤ Nk, (46)
where
Zn1 = {z
(k)
1 , z
(k)
2 , · · · , z
(k)
n } ⊆ Z
Nk
1 , and Z
0
1 = ∅.
It is clear that
S
(1)
0 = E
(S)Fw and S
(K)
NK
= Fw({Z
Nk
1 }
K
k=1),
where E(S) stands for the expectation taken on all source domains {Z(Sk)}Kk=1.
Then, according to (45) and (46), we have for any 1 ≤ k ≤ K and 1 ≤ n ≤ Nk:
S(k)n − S
(k)
n−1 =E
(S)
{
Fw({Z
Nk
1 }
K
k=1)
∣∣ZN11 ,ZN21 , · · · ,ZNk−11 ,Zn1}
− E(S)
{
Fw({Z
Nk
1 }
K
k=1)
∣∣ZN11 ,ZN21 , · · · ,ZNk−11 ,Zn−11 }
=(1− τ)NTE
(S)

K∑
k=1
wk
(∏
i 6=k
Ni
) Nk∑
n=1
f(z(k)n )
∣∣ZN11 ,ZN21 , · · · ,ZNk−11 ,Zn1

− (1− τ)NTE
(S)

K∑
k=1
wk
(∏
i 6=k
Ni
) Nk∑
n=1
f(z(k)n )
∣∣ZN11 ,ZN21 , · · · ,ZNk−11 ,Zn−11

=(1− τ)NT
k−1∑
l=1
wl
(∏
i 6=l
Ni
) Nl∑
j=1
f(z
(l)
j ) + (1− τ)NTwk
(∏
i 6=k
Ni
) n∑
j=1
f(z
(k)
j )
+ (1− τ)NTE
(S)

K∑
l=k+1
wl
(∏
i 6=l
Ni
) Nl∑
j=1
f(z
(l)
j ) + wk
(∏
i 6=k
Ni
) Nk∑
j=n+1
f(z
(k)
j )

− (1− τ)NT
k−1∑
l=1
wl
(∏
i 6=l
Ni
) Nl∑
j=1
f(z
(l)
j )− (1− τ)NTwk
(∏
i 6=k
Ni
) n−1∑
j=1
f(z
(k)
j )
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− (1− τ)NTE
(S)

K∑
l=k+1
wl
(∏
i 6=l
Ni
) Nl∑
j=1
f(z
(l)
j ) +wk
(∏
i 6=k
Ni
) Nk∑
j=n
f(z
(k)
j )

=(1 − τ)NTwk
(∏
i 6=k
Ni
)(
f(z(k)n )− E
(Sk)f
)
. (47)
Moreover, we define another random variable:
Tn :=E
(T )
{
FT (Z
NT
1 )|Z
n
1
}
, 0 ≤ n ≤ NT ,
where
Z
n
1 = {z
(T )
1 , · · · , z
(T )
n } ⊆ Z
NT
1 with Z
0
1 := ∅.
It is clear that T0 = E
(T )FT and TNT = FT (Z
NT
1 ). Similarly, we also have for any 1 ≤ n ≤ NT ,
Tn − Tn−1 = τ
( K∏
k=1
Nk
)(
f(z(T )n )− E
(T )f
)
. (48)
B.1.1 Proof of Theorem A.1
In order to prove Theorem A.1, we need the following inequality resulted from Hoeffding’s lemma.
Lemma B.1 Let f be a function with the range [a, b]. Then, the following holds for any α > 0:
E
{
eα(f(z
(S))−E(S)f)
}
≤ e
α2(b−a)2
8 .
Proof. We consider
(f(z(S))− E(S)f)
as a random variable. Then, it is clear that
E{f(z(S))− E(S)f} = 0.
Since the value of E(S)f is a constant denoted as e, we have
a− e ≤ f(z(S))− E(S)f ≤ b− e.
According to Hoeffding’s lemma, we then have
E
{
eα(f(z
(S))−E(S)f)
}
≤ e
α2(b−a)2
8 .
This completes the proof. 
We are now ready to prove Theorem A.1.
Proof of Theorem A.1. According to (34) and (45), we have
F τw
(
{ZNk1 }
K
k=1,Z
NT
1
)
− E(∗)F τw =Fw
(
{ZNk1 }
K
k=1
)
+ FT (Z
NT
1 )− E
(∗){Fw + FT }
=Fw
(
{ZNk1 }
K
k=1
)
− E(S)Fw + FT (Z
NT
1 )− E
(T )FT ,
where the expectation E(S) is taken on all sources {Z(Sk)}Kk=1 and E
(T ) is taken on the target domain
Z(T ).
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According to (34), (47), (48), Lemma B.1, Markov’s inequality and the law of iterated expectation,
we have for any α > 0,
Pr
{
F τw
(
{ZNk1 }
K
k=1,Z
NT
1
)
− E(∗)F τw > ξ
}
=Pr
{
Fw
(
{ZNk1 }
K
k=1
)
− E(S)Fw + FT (Z
NT
1 )− E
(T )FT > ξ
}
≤e−αξE
{
e
α
(
Fw
(
{Z
Nk
1 }
K
k=1
)
−E(S)Fw+FT (Z
NT
1 )−E
(T )FT
)}
=e−αξE
{
eα
(∑K
k=1
∑Nk
n=1(S
(k)
n −S
(k)
n−1)+
∑NT
n=1(Tn−Tn−1)
)}
=e−αξE
{
E
{
eα
(∑K
k=1
∑Nk
n=1(S
(k)
n −S
(k)
n−1)+
∑NT
n=1(Tn−Tn−1)
)∣∣ZN11 , · · · ,ZNK−11 ,ZNK−11 }}
=e−αξE
{
e
α
(∑K
k=1
∑Nk
n=1(S
(k)
n −S
(k)
n−1)−(S
(K)
NK
−S
(K)
NK−1
)+
∑NT
n=1(Tn−Tn−1)
)
× E
{
e
α
(
S
(K)
NK
−S
(K)
NK−1
)∣∣ZN11 , · · · ,ZNK−11 ,ZNK−11 }}
=e−αξE
{
e
α
(∑K
k=1
∑Nk
n=1(S
(k)
n −S
(k)
n−1)−(S
(K)
NK
−S
(K)
NK−1
)+
∑NT
n=1(Tn−Tn−1)
)
E
{
eαwKNT (
∏
i6=K Ni)(f(z
(K)
N
)−E(SK )f)
}}
≤e−αξE
{
e
α
(∑K
k=1
∑Nk
n=1(S
(k)
n −S
(k)
n−1)−(S
(K)
NK
−S
(K)
NK−1
)+
∑NT
n=1(Tn−Tn−1)
)}
× exp
{
α2(1− τ)2N2Tw
2
K(
∏
i 6=K Ni)
2(b− a)2
8
}
=e−αξE
{
e
α
(∑K
k=1
∑Nk
n=1(S
(k)
n −S
(k)
n−1)−(S
(K)
NK
−S
(K)
NK−1
)+
∑NT−1
n=1 (Tn−Tn−1)
)
E
{
eα(TNT −TNT−1)
∣∣∣ZNT−11 }}
× exp
{
α2(1− τ)2N2Tw
2
K(
∏
i 6=K Ni)
2(b− a)2
8
}
≤e−αξE
{
e
α
((∑K
k=1
∑Nk
n=1(S
(k)
n −S
(k)
n−1)−(S
(K)
NK
−S
(K)
NK−1
)
)
+
∑NT−1
n=1 (Tn−Tn−1)
)}
× exp
{
α2τ2(
∏K
k=1Nk)
2(b− a)2
8
}
exp
{
α2(1− τ)2N2Tw
2
K(
∏
i 6=K Ni)
2(b− a)2
8
}
, (49)
where ZNK−11 := {z
(K)
1 , · · · , z
(K)
NK−1
} ⊂ ZNK1 and Z
NT−1
1 := {z
(T )
1 , · · · , z
(T )
NT−1
} ⊂ Z
NT
1 .
Following (49), we have
Pr
{
F τw
(
{ZNk1 }
K
k=1,Z
NT
1
)
− E(∗)F τw > ξ
}
≤ eΦ(α)−αξ , (50)
where
Φ(α) = NT
α2τ2(
∏K
k=1Nk)
2(b− a)2
8
+
K∑
k=1
Nk
α2(1− τ)2N2Tw
2
k(
∏
i 6=kNi)
2(b− a)2
8
. (51)
Similarly, we can obtain
Pr
{
E(∗)F τw − F
τ
w
(
{ZNk1 }
K
k=1,Z
NT
1
)
> ξ
}
≤ eΦ(α)−αξ . (52)
Note that Φ(α) − αξ is a quadratic function with respect to α > 0 and thus the minimum value
minα>0 {Φ(α)− αξ} is achieved when
α =
4ξ
NT (b− a)2
(∏K
k=1Nk
)(
τ2
(∏K
k=1Nk
)
+
∑K
k=1(1− τ)
2NTw2k
(∏
i 6=kNi
)) . (53)
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By combining (50), (51), (52) and (53), we arrive at
Pr
{∣∣E(∗)F τw − F τw({ZNk1 }Kk=1,ZNT1 )∣∣ > ξ}
≤2 exp
− 2ξ2NT (b− a)2(∏Kk=1Nk)(τ2(∏Kk=1Nk)+∑Kk=1(1− τ)2NTw2k(∏i 6=kNi))
 .
This completes the proof. 
B.2 Proof of Theorem A.2
To prove Theorem A.2, we also need the following two inequalities. The first one has been mentioned
in the proof of the classical Bennett’s inequality [4].
Lemma B.2 Let f be a function with the range [a, b]. Then, the following holds for any α > 0:
E
{
eα(f(z)−Ef)
}
≤ exp
{
eα(b−a) − 1− α(b− a)
}
.
Proof. We consider
Z := f(z)− Ef
as a random variable. Then, it is clear that EZ = 0, |Z| ≤ b− a and EZ2 ≤ (b− a)2.
For any α > 0, we expand
EeαZ =E
{
∞∑
s=0
(αZ)s
s!
}
=
∞∑
s=0
αs
EZs
s!
=1 +
∞∑
s=2
αs
s!
EZ2Zs−2 ≤ 1 +
∞∑
s=2
αs
s!
E(b− a)2(b− a)s−2
=1 +
(b− a)2
(b− a)2
∞∑
s=2
αs(b− a)s
s!
= 1 +
(
eα(b−a) − 1− α(b − a)
)
≤ exp
{
eα(b−a) − 1− α(b− a)
}
.
This completes the proof. 
The second lemma is given as follows:
Lemma B.3 Let h(x) = ex−1−x (x ≥ 0) and w = (w1, · · · , wK) ∈ [0, 1]
K . Given any {Nk}
K
k=1 ∈ N
K ,
the solution to the following optimization problem:
min
w∈[0,1]K

K∑
k=1
Nkh
(
wk
(∏
i 6=k
Ni
)) s.t.
K∑
k=1
wk = 1 (54)
is given by: for any 1 ≤ k ≤ K,
wk =
Nk
N1 +N2 + · · ·+NK
.
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Proof. The method of Lagrange multipliers is applied to solve this optimization problem. In fact,
we introduce a new variable λ to form a Lagrange function:
F (w, λ) =

K∑
k=1
Nkh
(
wk
(∏
i 6=k
Ni
))+ λ(
K∑
k=1
wk − 1),
and then solve the equation
∇w,λF (w, λ) = 0, (55)
whose solution is also the solution to the optimization problem (54).
From (55), we have 
∂F
∂w1
=
(∏K
k=1Nk
)
h′
(
w1
(∏
i 6=1Ni
))
+ λ = 0
∂F
∂w2
=
(∏K
k=1Nk
)
h′
(
w2
(∏
i 6=2Ni
))
+ λ = 0
...
∂F
∂wK
=
(∏K
k=1Nk
)
h′
(
wK
(∏
i 6=K Ni
))
+ λ = 0
∂F
∂λ =
∑K
k=1wk − 1 = 0,
and thus
h′
(
w1
(∏
i 6=1
Ni
))
= h′
(
w2
(∏
i 6=2
Ni
))
= · · · = h′
(
wK
( ∏
i 6=K
Ni
))
with
∑K
k=1wk − 1 = 0. Since h
′(x) = ex − 1 is a strictly monotonic increasing function with h′(x) > 0
for any x > 0, we further have
w1
(∏
i 6=1
Ni
)
= w2
(∏
i 6=2
Ni
)
= · · · = wK
( ∏
i 6=K
Ni
)
(56)
with
∑K
k=1wk − 1 = 0. According to (56), we obtain the solution to the optimization problem (54): for
any 1 ≤ k ≤ K,
wk =
Nk
N1 +N2 + · · ·+NK
.
This completes the proof. 
We are now ready to prove Theorem A.2.
Proof of Theorem A.2. Similar to the proof of Theorem A.1, according to (34), (47), (48), Lemma
B.2, Markov’s inequality and the law of iterated expectation, we have for any α > 0,
Pr
{
F τw
(
{ZNk1 }
K
k=1,Z
NT
1
)
− E(∗)F τw > ξ
}
≤e−αξE
{
e
α
((∑K
k=1
∑Nk
n=1(S
(k)
n −S
(k)
n−1)−(S
(K)
NK
−S
(K)
NK−1
)
)
+
∑NT−1
n=1 (Tn−Tn−1)
)}
× exp
{
eατ(
∏K
k=1Nk)(b−a) − 1− ατ
( K∏
k=1
Nk
)
(b− a)
}
× exp
eα(1−τ)NTwK(∏i6=K Ni)(b−a) − 1− α(1 − τ)NTwK( ∏
i 6=K
Ni
)
(b− a)
 . (57)
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Following (57), we arrive at
Pr
{
F τw
(
{ZNk1 }
K
k=1,Z
NT
1
)
− E(∗)F τw > ξ
}
≤ eΦ(α)−αξ , (58)
where
Φ(α) = Ψ(α) +
K∑
k=1
Υk(α) (59)
with
Ψ(α) = NT
(
eατ(
∏K
k=1Nk)(b−a) − 1− ατ
( K∏
k=1
Nk
)
(b− a)
)
,
and for any 1 ≤ k ≤ K,
Υk(α) = Nk
eα(1−τ)NTwk(∏i6=k Ni)(b−a) − 1− α(1− τ)NTwk(∏
i 6=k
Ni
)
(b− a)
 . (60)
Note that the value of Φ(α) is determined by α and the choices of w and τ . We first minimize Φ(α)
with respect to w and τ . According to Lemma B.3 and (60), under the condition that
∑K
k=1wk = 1,
we have
Υ˜(α) := min
w∈[0,1]K
{
K∑
k=1
Υk(α)
}
=
K∑
k=1
Nk
eα(1−τ)NT ∏Kk=1Nk∑Kk=1NK (b−a) − 1− α(1− τ)NT ∏Kk=1Nk∑K
k=1NK
(b− a)
 , (61)
which is achieved when wk = Nk/
∑K
k=1Nk (1 ≤ k ≤ K).
Again, by Lemma B.3 and (61), setting
τ =
NT
NT +
∑K
k=1Nk
leads to
Φ˜(α) := min
w∈[0,1]K
τ∈(0,1]
{Φ(α)} =
(
NT +
K∑
k=1
Nk
)eα(b−a) NT ∏Kk=1NkNT+∑Kk=1 NK − 1− α(b− a) NT ∏Kk=1Nk
NT +
∑K
k=1Nk
 .
We are now ready to minimize Φ˜(α)− αξ with respect to α. Note that Φ˜(α) is infinitely differentiable
for α > 0 with
Φ˜′(α) = (b− a)NT
( K∏
k=1
Nk
)eα(b−a) NT ∏Kk=1 NkNT+∑Kk=1 Nk − 1
 > 0, (62)
and
Φ˜′′(α) =
(b− a)2N2T
(∏K
k=1Nk
)2
NT +
∑K
k=1Nk
e
α(b−a)
NT
∏K
k=1 Nk
NT+
∑K
k=1
Nk > 0. (63)
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Denote ϕ(α) := Φ˜′(α). According to (62) and (63), for any ξ > 0, the minimumminα>0
{
Φ˜(α)− αξ
}
is achieved when ϕ(α)− ξ = 0. By (62), we have ϕ(0) = 0 and ϕ−1(0) = 0. Since Φ˜(0) = 0, we arrive at
Φ˜
(
ϕ−1(ξ)
)
=
∫ ϕ−1(ξ)
0
ϕ(s)ds
=
∫ ξ
0
sdϕ−1(s)
=ξϕ−1(ξ)− 0ϕ−1(0)−
∫ ξ
0
ϕ−1(s)ds
=ξϕ−1(ξ)−
∫ ξ
0
ϕ−1(s)ds.
Thus, we have for any ξ > 0,
min
α>0
{
Φ˜(α)− αξ
}
=−
∫ ξ
0
ϕ−1(s)ds
=−
∫ ξ
0
NT +
∑K
k=1Nk
NT
(∏K
k=1Nk
)
(b− a)
ln
(
1 +
s
NT
(∏K
k=1Nk
)
(b− a)
)
ds
=
(
NT +
K∑
k=1
Nk
)
Γ
(
ξ
NT
(∏K
k=1Nk
)
(b− a)
)
. (64)
By combining (57), (58), (59) and (64), if wk =
Nk∑K
k=1Nk
(1 ≤ k ≤ K) and τ = NT
NT+
∑K
k=1Nk
, we have
Pr
{
F τ
w
(
{ZNk1 }
K
k=1,Z
NT
1
)
− E(∗)F τ
w
> ξ
}
≤ exp
{(
NT +
K∑
k=1
Nk
)
Γ
(
ξ
NT
(∏K
k=1Nk
)
(b− a)
)}
,
where Γ(x) is defined in (37). Similarly, under the same conditions, we also have
Pr
{
E(∗)F τw − F
τ
w
(
{ZNk1 }
K
k=1,Z
NT
1
)
> ξ
}
≤ exp
{(
NT +
K∑
k=1
Nk
)
Γ
(
ξ
NT
(∏K
k=1Nk
)
(b− a)
)}
. (65)
This completes the proof. 
B.3 Proof of Theorem A.4
Proof of Theorem A.4. Define a random variable
T (k)n := E
{
H({ZNk1 }
K
k=1)|Z
N1
1 ,Z
N2
1 , · · · ,Z
Nk−1
1 ,Z
n
1
}
, 1 ≤ k ≤ K, 0 ≤ n ≤ Nk, (66)
where
Zn1 = {z
(k)
1 , z
(k)
2 , · · · , z
(k)
n } ⊆ Z
Nk
1 , and Z
0
1 = ∅.
It is clear that
T
(1)
0 = E
{
H({ZNk1 }
K
k=1)
}
and T
(K)
NK
= H({ZNk1 }
K
k=1),
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and thus
H({ZNk1 }
K
k=1)− E
{
H({ZNk1 }
K
k=1)
}
= T
(K)
NK
− T
(1)
0 =
K∑
k=1
Nk∑
n=1
(T (k)n − T
(k)
n−1). (67)
Denote for any 1 ≤ k ≤ K and 1 ≤ n ≤ Nk,
U (k)n =sup
µ
{
T (k)n
∣∣
z
(k)
n =µ
− T
(k)
n−1
}
;
L(k)n = infν
{
T (k)n
∣∣
z
(k)
n =ν
− T
(k)
n−1
}
.
It follows from the definition of (66) that L
(k)
n ≤ (T
(k)
n − T
(k)
n−1) ≤ U
(k)
n and thus results in
T (k)n − T
(k)
n−1 ≤ U
(k)
n − L
(k)
n = sup
µ,ν
{
T (k)n
∣∣
z
(k)
n =µ
− T (k)n
∣∣
z
(k)
n =ν
}
≤ c(k)n . (68)
Moreover, by the law of iterated expectation, we also have for any 1 ≤ k ≤ K and 1 ≤ n ≤ Nk
E
{
T (k)n − T
(k)
n−1|Z
N1
1 ,Z
N2
1 , · · · ,Z
Nk−1
1 ,Z
n−1
1
}
= 0. (69)
According to Hoeffding inequality [see 15], given an α > 0, the condition (39) leads to for any 1 ≤ k ≤ K
and 1 ≤ n ≤ Nk,
E
{
eα(T
(k)
n −T
(k)
n−1)|ZN11 ,Z
N2
1 , · · · ,Z
Nk−1
1 ,Z
n−1
1
}
≤ eα
2(c
(k)
n )
2/8. (70)
Subsequently, according to Markov’s inequality, (67), (68), (69) and (70), we have for any α > 0,
Pr
{
H
(
ZN11 , · · · ,Z
NK
1
)
− E
{
H
(
ZN11 , · · · ,Z
NK
1
)}
≥ ξ
}
≤e−αξE
{
eα
(
H
(
Z
N1
1 ,··· ,Z
NK
1
)
−E
{
H
(
Z
N1
1 ,··· ,Z
NK
1
)})}
=e−αξE
{
eα
(∑K
k=1
∑Nk
n=1(T
(k)
n −T
(k)
n−1)
)}
=e−αξE
{
E
{
eα
(∑K
k=1
∑Nk
n=1(T
(k)
n −T
(k)
n−1)
)
|ZN11 , · · · ,Z
Nk−1
1 ,Z
NK−1
1
}}
=e−αξE
{
eα
(∑K−1
k=1
∑Nk
n=1(T
(k)
n −T
(k)
n−1)+
∑NK−1
n=1 (T
(K)
n −T
(K)
n−1)
){
e
α
(
T
(K)
NK
−T
(K)
NK−1
)
|ZN11 , · · · ,Z
NK−1
1 ,Z
NK−1
1
}}
≤e−αξE
{
eα
(∑K−1
k=1
∑Nk
n=1(T
(k)
n −T
(k)
n−1)+
∑NK−1
n=1 (T
(K)
n −T
(K)
n−1)
)}
e
α2(c
(K)
NK
)2/8
≤e−αξ
K∏
k=1
Nk∏
n=1
exp
{
α2(c
(k)
n )2
8
}
= exp
{
−αξ + α2
K∑
k=1
Nk∑
n=1
(c
(k)
n )2
8
}
.
The above bound is minimized by setting
α∗ =
4ξ∑K
k=1
∑NK
n=1(c
(k)
n )2
,
and its minimum value is
exp
{
−2ξ2/
K∑
k=1
Nk∑
n=1
(c(k)n )
2
}
.
In the similar way, the proof of the inequality (41) follows the way of proving Theorem A.2, so we
omit it. This completes the proof. 
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B.4 Proof of Theorem A.5
Proof of Theorem A.5. Let f̂ be the function achieving the supremum:
sup
f∈F
∣∣E(T )f − Eτ
w
f
∣∣
with respect to the sample sets {ZNk1 }
K
k=1 and Z
NT
1 . According to (7), (8), (9) and (21), we arrive at
|E(T )f̂ − Eτwf̂ |
=|τE(T )f̂ + (1− τ)E(T )f̂ − τE
(T )
NT
f̂ − (1− τ)E
(S)
w f̂ |
=|τE(T )f̂ + (1− τ)E(T )f̂ − τE
(T )
NT
f̂ − (1− τ)E
(S)
w f̂ + (1− τ)E
(S)
f̂ − (1− τ)E
(S)
f̂ |
=|τ(E(T )f̂ − E
(T )
NT
f̂) + (1− τ)(E(T )f̂ − E
(S)
f̂) + (1− τ)(E
(S)
f̂ − E
(S)
w f̂)|
≤(1− τ)D
(w)
F (S, T ) + |τ(E
(T )f̂ − E
(T )
NT
f̂) + (1− τ)(E
(S)
f̂ − E
(S)
w f̂)|,
and thus,
Pr
{
|E(T )f̂ − Eτ
w
f̂ | > ξ
}
≤Pr
{
(1− τ)D
(w)
F (S, T ) + |τ(E
(T )f̂ − E
(T )
NT
f̂) + (1− τ)(E
(S)
f̂ − E
(S)
w f̂)| > ξ
}
, (71)
where the expectation E
(S)
f̂ is defined as
E
(S)
f̂ :=
K∑
k=1
wkE
(Sk)f̂ .
Let
ξ′ := ξ − (1− τ)D
(w)
F (S, T ), (72)
and denote ∧ as the conjunction of two events. According to the triangle inequality, we have(∣∣τ(E(T )f̂ − E(T )NT f̂) + (1− τ)(E(S)f̂ − E(S)w f̂)∣∣
−
∣∣τ(E(T )f̂ − E′(T )NT f̂) + (1− τ)(E(S)f̂ − E′(S)w f̂)∣∣)
≤
∣∣τ(E′(T )NT f̂ − E(T )NT f̂) + (1− τ)(E′(S)w f̂ − E(S)w f̂)∣∣,
and thus for any ξ′ > 0,(
1
|τ(E(T )f̂−E
(T )
NT
f̂)+(1−τ)(E
(S)
f̂−E
(S)
w f̂)|>ξ′
)(
1
|τ(E(T )f̂−E′
(T )
NT
f̂)+(1−τ)(E
(S)
f̂−E′
(S)
w f̂)|<
ξ′
2
)
=1{
|τ(E(T )f̂−E
(T )
NT
f̂)+(1−τ)(E
(S)
f̂−E
(S)
w f̂)|>ξ′
}
∧
{
|τ(E(T )f̂−E′
(T )
NT
f̂)+(1−τ)(E
(S)
f̂−E′
(S)
w f̂)|<
ξ′
2
}
≤1
|τ(E′
(T )
NT
f̂−E
(T )
NT
f̂)+(1−τ)(E′
(S)
w f̂−E
(S)
w f̂)|>
ξ′
2
.
Then, taking the expectation with respect to {Z′Nk1 }
K
k=1 and Z
′NT
1 gives(
1
|τ(E(T )f̂−E
(T )
NT
f̂)+(1−τ)(E
(S)
f̂−E
(S)
w f̂)|>ξ′
)
× Pr′
{∣∣τ(E(T )f̂ − E′(T )NT f̂) + (1− τ)(E(S)f̂ − E′(S)w f̂)∣∣ < ξ′2
}
≤Pr′
{∣∣τ(E′(T )NT f̂ − E(T )NT f̂) + (1− τ)(E′(S)w f̂ − E(S)w f̂)∣∣ > ξ′2
}
. (73)
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By Chebyshev’s inequality, since {Z′Nk1 }
K
k=1 and Z
′NT
1 are the sets of i.i.d. samples drawn from the
multiple sources {Z(Sk)}Kk=1 and the target Z
(T ) respectively, we have for any ξ′ > 0,
Pr′
{∣∣τ(E(T )f̂ − E′(T )NT f̂) + (1− τ)(E(S)f̂ − E′(S)w f̂)∣∣ ≥ ξ′2
}
≤Pr′
{
τ
NT
NT∑
n=1
|E(T )f̂ − f̂(z′
(T )
n )|+
K∑
k=1
(1− τ)wk
Nk
Nk∑
n=1
|E(Sk)f̂ − f̂(z′
(k)
n )| ≥
ξ′
2
}
=Pr′
{
τ
( K∏
k=1
Nk
) NT∑
n=1
|E(T )f̂ − f̂(z′
(T )
n )|
+(1− τ)
K∑
k=1
wkNT
(∏
i 6=k
Ni
) Nk∑
n=1
|E(Sk)f̂ − f̂(z′
(k)
n )| ≥
ξ′NT
∏K
k=1Nk
2

≤
4
N2T
(∏K
k=1Nk
)2
(ξ′)2
E
{
τ2
( K∏
k=1
Nk
)2 NT∑
n=1
|E(T )f̂ − f̂(z′
(T )
n )|
2
+(1− τ)2N2T
K∑
k=1
Nk∑
n=1
w2k
(∏
i 6=k
Ni
)2∣∣E(Sk)f̂ − f̂(z′(k)n )∣∣2

≤
4
(
τ2
(∏K
k=1Nk
)2
NT (b− a)
2 + (1− τ)2N2T
∑K
k=1w
2
k
(∏
i 6=kNi
)2
Nk (b− a)
2
)
N2T
(∏K
k=1Nk
)2
(ξ′)2
=
4τ2(b− a)2
NT (ξ′)2
+
K∑
k=1
4(1− τ)2w2k(b− a)
2
Nk(ξ′)2
. (74)
Subsequently, according to (73) and (74), we have for any ξ′ > 0,
Pr′
{∣∣τ(E′(T )NT f̂ − E(T )NT f̂) + (1− τ)(E′(S)w f̂ − E(S)w f̂)∣∣ > ξ′2
}
≥
(
1
|τ(E(T )f̂−E
(T )
NT
f̂)+(1−τ)(E
(S)
f̂−E
(S)
w f̂)|>ξ′
)(
1−
(
4τ2(b− a)2
NT (ξ′)2
+
K∑
k=1
4(1− τ)2w2k(b− a)
2
Nk(ξ′)2
))
. (75)
According to (71), (72) and (75), taking the expectation with respect to {ZNk1 }
K
k=1 and Z
′NT
1 and letting
4τ2(b− a)2
NT (ξ′)2
+
K∑
k=1
4(1 − τ)2w2k(b− a)
2
Nk(ξ′)2
≤
1
2
,
we then have for any ξ > (1− τ)D
(w)
F (S, T ),
Pr
{
|E(T )f̂ − Eτwf̂ | > ξ
}
≤Pr
{
|τ(E(T )f̂ − E
(T )
NT
f̂) + (1− τ)(E
(S)
f̂ − E
(S)
w f̂)| > ξ
′
}
≤2Pr′
{∣∣τ(E′(T )NT f̂ − E(T )NT f̂) + (1− τ)(E′(S)w f̂ − E(S)w f̂)∣∣ > ξ′2
}
with ξ′ = ξ − (1− τ)D
(w)
F (S, T ). This completes the proof. 
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B.5 Proof of Theorem 5.1
Proof of Theorem 5.1. Consider ǫ as an independent Rademacher random variable, that is, an indepen-
dent {−1, 1}-valued random variable with equal probability of taking either value. Given sample sets
{Z2Nk1 }
K
k=1 and Z
2NT
1 , denote for any f ∈ F and 1 ≤ k ≤ K,
−→ǫ (k) :=(ǫ
(k)
1 , · · · , ǫ
(k)
Nk
,−ǫ
(k)
1 , · · · ,−ǫ
(k)
Nk
) ∈ {±1}2Nk ,
−→ǫ T :=(ǫ1, · · · , ǫNT ,−ǫ1, · · · ,−ǫNT ) ∈ {±1}
2NT , (76)
and
−→
f (Z2Nk1 ) :=
(
f(z′
(k)
1 ), · · · , f(z
′(k)
Nk
), f(z
(k)
1 ), · · · , f(z
(k)
Nk
)
)
∈ [a, b]2Nk ;
−→
f (Z2NT1 ) :=
(
f(z′1), · · · , f(z
′
NT ), f(z1), · · · , f(zNT )
)
∈ [a, b]2NT . (77)
According to (7), (8) and Theorem A.5, given any ξ > (1−τ)D
(w)
F (S, T ), we have for anyNT , N1, · · · , NK ∈
N such that
τ2(b− a)2
NT (ξ′)2
+
K∑
k=1
(1− τ)2w2k(b− a)
2
Nk(ξ′)2
≤
1
8
with ξ′ = ξ − (1− τ)D
(w)
F (S, T ),
Pr
{
sup
f∈F
∣∣E(T )f − Eτ
w
f
∣∣ > ξ}
≤2Pr
{
sup
f∈F
∣∣E′τ
w
f − Eτ
w
f
∣∣ > ξ′
2
}
(by Theorem A.5)
=2Pr
{
sup
f∈F
∣∣∣ τ
NT
NT∑
n=1
(
f(z′
(T )
n )− f(z
(T )
n )
)
+
K∑
k=1
(1− τ)wk
Nk
Nk∑
n=1
(
f(z′
(k)
n )− f(z
(k)
n )
)∣∣∣ > ξ′
2
}
=2Pr
{
sup
f∈F
∣∣∣ τ
NT
NT∑
n=1
ǫn
(
f(z′
(T )
n )− f(z
(T )
n )
)
+
K∑
k=1
(1− τ)wk
Nk
Nk∑
n=1
ǫ(k)n
(
f(z′
(k)
n )− f(z
(k)
n )
)∣∣∣ > ξ′
2
}
=2Pr
{
sup
f∈F
∣∣∣ τ
2NT
〈−→ǫ T ,
−→
f (Z2NT1 )〉+
K∑
k=1
(1− τ)wk
2Nk
〈−→ǫ (k),−→f (Z2Nk1 )〉∣∣∣ > ξ′4
}
. (78)
Fix a realization of {Z2Nk1 }
K
k=1 and Z
2NT
1 , and let Λ be a ξ
′/8-radius cover of F with respect to the
ℓw,τ1 ({Z
2Nk
1 }
K
k=1,Z
2NT
1 ) norm. Since F is composed of the bounded functions with the range [a, b], we
assume that the same holds for any h ∈ Λ. If f0 is the function that achieves the following supremum
sup
f∈F
∣∣∣ τ
2NT
〈−→ǫ T ,
−→
f (Z
2NT
1 )〉+
K∑
k=1
(1− τ)wk
2Nk
〈−→ǫ (k),−→f (Z2Nk1 )〉∣∣∣ > ξ′4 ,
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there must be an h0 ∈ Λ that satisfies
τ
2NT
NT∑
n=1
(
|f0(z
′(T )
n )− h0(z
′T
n )|+ |f0(z
(T )
n )− h0(z
(T )
n )|
)
+
K∑
k=1
(1− τ)wk
2Nk
Nk∑
n=1
(
|f0(z
′(k)
n )− h0(z
′(k)
n )|+ |f0(z
(k)
n )− h0(z
(k)
n )|
)
<
ξ′
8
,
and meanwhile, ∣∣∣ τ
2NT
〈−→ǫ T ,−→h 0(Z2NT1 )〉+ K∑
k=1
(1− τ)wk
2Nk
〈−→ǫ (k),−→h0(Z2Nk1 )〉∣∣∣ > ξ′8 .
Therefore, we arrive at
Pr
{
sup
f∈F
∣∣∣ τ
2NT
〈−→ǫ T ,
−→
f (Z
2NT
1 )〉+
K∑
k=1
(1− τ)wk
2Nk
〈−→ǫ (k),−→f (Z2Nk1 )〉∣∣∣ > ξ′4
}
≤Pr
{
sup
h∈Λ
∣∣∣ τ
2NT
〈−→ǫ T ,
−→
h (Z
2NT
1 )〉+
K∑
k=1
(1− τ)wk
2Nk
〈−→ǫ (k),−→h (Z2Nk1 )〉∣∣∣ > ξ′8
}
. (79)
According to (76), (77) and Theorem A.1, we have
Pr
{
sup
h∈Λ
∣∣∣ τ
2NT
〈−→ǫ T ,
−→
h (Z
2NT
1 )〉+
K∑
k=1
(1− τ)wk
2Nk
〈−→ǫ (k),−→h (Z2Nk1 )〉∣∣∣ > ξ′8
}
(80)
=Pr
{
sup
h∈Λ
∣∣E′τ
w
h− Eτ
w
h
∣∣ > ξ′
4
}
≤Pr
{∑
h∈Λ
∣∣E′τwh− Eτwh∣∣ > ξ′4
}
≤Pr
{∑
h∈Λ
|E(∗)h− E′
τ
wh|+ |E
(∗)h− Eτwh| >
ξ′
4
}
≤2Pr
{∑
h∈Λ
∣∣E(∗)h− Eτwh∣∣ > ξ′8
}
≤4Nw,τ1 (F , ξ
′/8, 2N) exp
− (ξ′)232(b − a)2( τ2NT +∑Kk=1 (1−τ)2w2kNk )
 ,
where ξ′ = ξ − (1− τ)D
(w)
F (S, T ) and N = NT +
∑K
k=1Nk.
The combination of (78), (79) and (80) leads to the result: given any ξ > (1− τ)D
(w)
F (S, T ) and for
any NT
(∏K
k=1Nk
)
≥ 8(b−a)
2
(ξ′)2
with ξ′ = ξ − (1− τ)D
(w)
F (S, T ),
Pr
{
sup
f∈F
∣∣E(T )f − Eτ
w
f
∣∣ > ξ}
≤8Nw,τ1 (F , ξ
′/8, 2N) exp
− (ξ′)232(b − a)2( τ2NT +∑Kk=1 (1−τ)2w2kNk )
 . (81)
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According to (81), letting
ǫ := 8Nw,τ1 (F , ξ
′/8, 2N) exp
− (ξ′)232(b− a)2( τ2NT +∑Kk=1 (1−τ)2w2kNk )
 ,
we then arrive at with probability at least 1− ǫ,
sup
f∈F
∣∣Eτwf − E(T )f ∣∣ ≤ (1− τ)D(w)F (S, T ) +
 lnNw,τ1 (F , ξ′/8, 2N) − ln(ǫ/8)1
32(b−a)2
(
τ2
NT
+
∑K
k=1
(1−τ)2w2
k
Nk
)

1
2
,
where ξ′ = ξ −D
(w)
F (S, T ). This completes the proof. 
B.6 Proof of Theorem 5.2
By using the resulted deviation inequality (36) and the symmetrization inequality, we can achieve the
proof of Theorem 5.2.
Proof of Theorem 5.2. Recall the proof of Theorem 5.1 and set wk = Nk/
∑K
k=1Nk (1 ≤ k ≤ K)
and τ = NT /(NT +
∑K
k=1Nk). Following the way of obtaining (80), we have
Pr
{
sup
h∈Λ
∣∣∣ τ
2NT
〈−→ǫ T ,
−→
h (Z
2NT
1 )〉+
K∑
k=1
(1− τ)wk
2Nk
〈−→ǫ (k),−→h (Z2Nk1 )〉∣∣∣ > ξ′8
}
≤4Nw,τ1 (F , ξ
′/8, 2N) exp
{(
NT +
K∑
k=1
Nk
)
Γ
(
ξ′
(b− a)
)}
, (82)
where ξ′ = ξ − (1 − τ)D
(w)
F (S, T ) and N = NT +
∑K
k=1Nk. The combination of (78), (79) and
(82) leads to the result: given any ξ > (1 − τ)D
(w)
F (S, T ) and for any NT
(∏K
k=1Nk
)
≥ 8(b−a)
2
(ξ′)2
with
ξ′ = ξ − (1− τ)D
(w)
F (S, T ),
Pr
{
sup
f∈F
∣∣E(T )f − Eτwf ∣∣ > ξ
}
≤8Nw,τ1 (F , ξ
′/8, 2N) exp
{(
NT +
K∑
k=1
Nk
)
Γ
(
ξ′
(b− a)
)}
.
This completes the proof. 
B.7 Proof of Theorem 5.4
In order to prove Theorem 5.4, we also need the following result [see 12]:
Theorem B.1 Let F ⊆ [a, b]Z . For any ǫ > 0, with probability at least 1 − ǫ, there holds that for any
f ∈ F ,
Ef ≤ENf + 2R(F) +
√
(b− a) ln(1/ǫ)
2N
≤ENf + 2RN (F) + 3
√
(b− a) ln(2/ǫ)
2N
.
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By using Theorem A.4 and Theorem B.1, we prove Theorem 5.4 as follows:
Proof of Theorem 5.4. Assume that the function class F is composed of bounded functions with
the range [a, b]. Let {ZNk1 }
K
k=1 := {{z
(k)
n }
Nk
n=1}
K
k=1 and Z
NT
1 := {z
(T )
n }
NT
n=1 be the sample sets drawn from
multiple sources Z(Sk) (1 ≤ k ≤ K) and the target domain Z(T ), respectively.
Given τ ∈ [0, 1) and w ∈ [0, 1]K with
∑K
k=1wk = 1, denote
H
(
ZN11 , · · · ,Z
NK
1 ,Z
NT
1
)
:= sup
f∈F
∣∣Eτ
w
f − E(T )f
∣∣. (83)
By (1), we have
H
(
ZN11 , · · · ,Z
NK
1
)
= sup
f∈F
∣∣∣τ(E(T )NT f − E(T )f) + (1− τ) K∑
k=1
wk
(
E
(Sk)
Nk
f − E(T )f
)∣∣∣, (84)
where E
(Sk)
Nk
f = 1Nk
∑Nk
n=1 f(z
(k)
n ). Therefore, it is clear that such H
(
ZN11 , · · · ,Z
NK
1 ,Z
NT
1
)
satisfies the
condition of bounded difference with
c(k)n =
(1− τ)(b− a)wk
Nk
, 1 ≤ k ≤ K, 1 ≤ n ≤ Nk; cn =
τ(b− a)
NT
, 1 ≤ n ≤ NT .
Thus, according to Theorem A.4, we have for any ξ > 0,
Pr
{
H
(
ZN11 , · · · ,Z
NK
1 ,Z
NT
1
)
− E
{
H
(
ZN11 , · · · ,Z
NK
1 ,Z
NT
1
)}
≥ ξ
}
≤ exp
 −2ξ2(b− a)2 ( τ2NT +∑Kk=1 (1−τ)2w2kNk )
 ,
which can be equivalently rewritten as with probability at least 1− (ǫ/2),
H
(
ZN11 , · · · ,Z
NK
1 ,Z
NT
1
)
(85)
≤E
{
H
(
ZN11 , · · · ,Z
NK
1 ,Z
NT
1
)}
+
√√√√(b− a)2 ln(2/ǫ)
2
(
τ2
NT
+
K∑
k=1
(1− τ)2w2k
Nk
)
=E
{
sup
f∈F
∣∣∣τ(E(T )NT f − E(T )f) + (1− τ) K∑
k=1
wk
(
E
(Sk)
Nk
f − E(T )f
)∣∣∣}
+
√√√√(b− a)2 ln(2/ǫ)
2
(
τ2
NT
+
K∑
k=1
(1− τ)2w2k
Nk
)
≤τE(T )
{
sup
f∈F
|E
(T )
NT
f − E(T )f |
}
+ (1− τ)E(S)
{
sup
f∈F
∣∣∣ K∑
k=1
wk
(
E
(Sk)
Nk
f − E(Sk)f
)∣∣∣}
+ (1− τ)
K∑
k=1
wk sup
f∈F
∣∣E(Sk)f − E(T )f ∣∣+
√√√√(b− a)2 ln(2/ǫ)
2
(
τ2
NT
+
K∑
k=1
(1− τ)2w2k
Nk
)
.
39
According to (19), we have
E(S) sup
f∈F
∣∣∣ K∑
k=1
wk
(
E
(Sk)
Nk
f − E(Sk)f
)∣∣∣
=E(S) sup
f∈F
∣∣∣ K∑
k=1
wk
(
E
(Sk)
Nk
f − E′
(Sk){E′
(Sk)
Nk
f}
)∣∣∣
≤E(S)E′
(S)
sup
f∈F
∣∣∣ K∑
k=1
wk
(
E
(Sk)
Nk
f − E′
(Sk)
Nk
f
)∣∣∣
=E(S)E′
(S)
sup
f∈F
∣∣∣ K∑
k=1
wk
1
Nk
Nk∑
n=1
(
f(z(k)n )− f(z
′(k)
n )
)∣∣∣
=E(S)E′
(S)
Eσ sup
f∈F
∣∣∣ K∑
k=1
wk
1
Nk
Nk∑
n=1
σ(k)n
(
f(z(k)n )− f(z
′(k)
n )
)∣∣∣
≤2E(S)Eσ sup
f∈F
∣∣∣ K∑
k=1
wk
1
Nk
Nk∑
n=1
σ(k)n f(z
(k)
n )
∣∣∣
≤2E(S)Eσ
K∑
k=1
wk
1
Nk
sup
f∈F
∣∣∣ Nk∑
n=1
σ(k)n f(z
(k)
n )
∣∣∣
=2
K∑
k=1
wkR
(k)(F), (86)
and similarly,
E(T )
{
sup
f∈F
|E
(T )
NT
f − E(T )f |
}
≤ 2R(T )(F).
Again, let G(z1, · · · , zN ) = RN (F). It is clear that G satisfies the condition (38) of Theorem A.3
with c = (b− a)/N . Similarly, we have with probability at least 1− ǫ/2
R(F) ≤ RN (F) + (b− a)
(
ln(4/ǫ)
2N
)1
2
. (87)
By combining (21), (83), (85), (86) and (87), we arrive at with probability at least 1− ǫ,
sup
f∈F
∣∣Eτ
w
f − E(T )f
∣∣ ≤(1− τ)D(w)F (S, T ) + 2(1− τ) K∑
k=1
wkR
(k)(F)
+ 2τR
(T )
NT
(F) + 2τ
√
(b− a)2 ln(4/ǫ)
2NT
+
√√√√(b− a)2 ln(2/ǫ)
2
(
τ2
NT
+
K∑
k=1
(1− τ)2w2k
Nk
)
. (88)
This completes the proof. 
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