Abstract. We study scaling limits of deterministic Jacobi matrices at a fixed point, x 0 , and their connection to the scaling limits of the Christoffel-Darboux kernel at that point. We show that in the case that the orthogonal polynomials are bounded at x 0 , a subsequential limit always exists and can be expressed as a canonical system. We further show that under weak conditions on the associated measure, bulk universality of the CD kernel is equivalent to the existence of a limit of a particular explicit form.
Introduction
During the last several years, the subject of scaling limits of random operators has been of considerable utility and interest in the context of random matrix theory [10, 16, 27, 36, 37, 38] . Specifically, in this approach, eigenvalue distribution asymptotics are studied through the identification of a limiting random operator whose eigenvalue distribution corresponds to the limiting distribution of the finite volume eigenvalues. The tridiagonal structure behind the models studied in the references cited above has been central to this approach, which has been applied to study eigenvalue asymptotics of one dimensional Schrödinger operators as well [17] .
On the deterministic side, the study of asymptotics of eigenvalues of Jacobi matrices is a classical subject going back over seventy years [11] . This is clear when one recognizes that these eigenvalues are also zeros of orthogonal polynomials [31] . Recent renewed interest is due in part to the connection with scaling limits of the Christoffel-Darboux kernel, itself a subject motivated by random matrix theory considerations. Remarkably however, to the best of our knowledge, scaling limits of deterministic Jacobi matrices have not been studied. It is our intention in this paper to start filling this gap, and moreover, elucidate the connection of such scaling limits to the scaling limits of the Christoffel-Darboux kernel.
The Christoffel-Darboux (CD) kernel, K µ n (x, y), associated with a measure µ on R, is the integral kernel of the orthogonal projection in L 2 (µ) onto the subspace of polynomials with degree< n. Clearly, are the orthonormal polynomials associated with µ, i.e., degp µ j = j and p µ j (x)p µ k (x)dµ(x) = δ j,k . Note that the p j 's are uniquely determined by this condition, up to the sign of the leading coefficient, which we henceforth take to be positive.
It is a classical result (see, e.g., [7] ) that the polynomials {p . . .
. . .
which illustrates the connection between spectral theory and the theory of orthogonal polynomials. Thus, in particular, the measure µ is the spectral measure of J µ and the vector δ 1 = (1, 0, 0, . . .) t [7] . From here on, we shall omit the superscript µ when there is no risk of confusion.
As the kernel of a projection operator, K n is a reproducing kernel in the sense that K n (x, y) = K n (x, z)K n (z, y)dµ(z).
(1.3)
Remarkably, the CD kernel plays an important role in various settings.
In the context of random matrix theory, K n (x, y) plays the role of the correlation kernel for the orthogonal polynomial ensemble with measure µ [15] . This is the measure on R n given by dP n (λ 1 , . . . , λ n ) = 1 Z n 1≤i<j≤n |λ i − λ j | 2 dµ(λ 1 ) . . . dµ(λ n )
where Z n is a normalization constant. Examples of such ensembles arise naturally in random matrix theory, probability and combinatorics (for a review see [15] ). The asymptotic properties (as n → ∞) of
determine the asymptotic properties of P n on a scale of size 1 n around x 0 . In this context, the phenomenon of microscopic universality is especially important: in a large number of situations the form of the limit of (1.4) does not depend on the (local or global) properties of µ. In particular, for many classes of measures it has been shown that when x 0 is a Lebesgue point of µ then
where ρ is the density of the limiting mean empirical measure, (that is, the Radon-Nikodym derivative, w.r.t. Lebesgue measure, of the weak limit of
Kn(x,x) n dµ(x)). A very partial list of relevant references is [3, 7, 12, 18, 22, 23, 24, 26, 32, 35, 35, 39] . Remark 1.1. Our scaling (1.4) may seem slightly unusual. Indeed, in many of the works dealing with bulk universality, the limit is considered for
which converges (under the appropriate conditions) to
. However, under the assumptions that x 0 is a strong Lebesgue point (see Definition 2.2 below), which holds for almost every x 0 w.r.t. the absolutely continuous part of µ, (1.5) is equivalent to this more standard formulation of universality together with
. Since (1.5) is more convenient for our purposes, we use this formulation.
Another, more classical, setting in which the asymptotics of (1.4) play an important role is the study of the zeros of the orthonormal polynomial p n . It follows from the Christoffel-Darboux formula (see (2.11) below) that if p n (x) = 0 then K n (x, y) = 0 iff y = x and p n (y) = 0. Thus the possible limits of (1.4) also describe the asymptotic behavior of these zeros on a scale of 1 n around the point x 0 . More precisely, if we enumerate the zeros according to their position relative to x 0 :
j − x 0 ) are determined by the asymptotics of (1.4). In particular, since the zeros of sin(πx)/(πx) are the non-zero integers, (1.5) implies
for any fixed j [13, 21, 33] .
We note that the x (n) j also have a spectral interpretation: if we
it follows from (1.1) and p n x
are precisely the eigenvalues of J (n) . It is now natural to ask whether there exists a sequence of operators, say J (n) (x 0 ) n such that the spectrum of J (n) (x 0 ) is the set
, and that has a limit/limits in an appropriate sense, determining the possible limits of the points x (n)
While such scaled sequences have been identified for various random Jacobi matrix ensembles [16, 17, 27, 36, 37, 38] , to the best of our knowledge this problem has not been studied in the deterministic setting. The main point of this paper is the study of the connection between such scaling limits in the bulk (i.e., in the interior of the support of µ) and the asymptotics of (1.4). A naive candidate for J (n) (x 0 ) would be n J (n) − x 0 I . However, for fixed J, there is no chance that this sequence can have a limit. As we shall show, the right framework for the definition of J (n) (x 0 ) is that of the transfer matrices associated with J at x 0 . We shall construct a sequence of difference operators that is equivalent in a certain sense to the sequence {J n } n , and which converges under certain conditions to a limiting differential operator.
While it is not an essential feature in the general approach, additional insight comes from the fact that these operators can be cast in the form of canonical systems [8, 28, 29] . It is well known that Jacobi matrices may be represented as particular cases of canonical systems and this representation has been shown to be useful in the context of inverse spectral theory ( [28] treats the analogous continuum case). Moreover, scaling limits of CD kernels have been identified under certain conditions as reproducing kernels of de Branges spaces [25] . Such spaces are associated with canonical systems [8, 28, 29] through the fact that the underlying reproducing kernel can be obtained from the solutions to the corresponding eigenvalue equation. In the random setting, this approach has recently led to a random operator whose eigenvalue distribution corresponds to the asymptotic zero distribution on the critical line of the zeta function [37] .
Thus our strategy will be to identify continuous canonical systems as possible limits of the discrete canonical system associated with J n and x 0 . Our first main result is a compactness result, asserting that at any point, x 0 , where the polynomials of the first and second kind (see (2.2) below) are bounded, there always exists a (subsequential) limit. Our second main result establishes an equivalence between (1.5) and the characterization of this limit. This paper is structured as follows. We state our main results and describe the strategy of proof in Section 2. The basic technical convergence results that are presented in Section 3 are used in Section 4 to prove Theorems 2.1 and 2.3. Section 5 describes an example illustrating the power of this approach to treat perturbations of strength O(1/n). In the appendix we briefly review some relevant aspects of the theory of canonical systems.
Statement of Main Results
Fix a measure, µ, with compact support in R, and write dµ(t) = w(t)dt + dµ sing (t), where dµ sing is the part of µ that is singular with respect to Lebesgue measure. Let K n be the associated CD kernel, let J n be the associated truncated Jacobi matrix as defined in (1.6) and let x 0 ∈ supp(µ). The key to our approach lies in associating the pair (J n , x 0 ) with a discrete canonical system that has K n as its associated reproducing kernel. It is the scaling limit of this canonical system that we shall identify as the scaling limit of J n at x 0 . In order to describe this canonical system we first need to describe the transfer matrices associated with J at the point x 0 .
The n-step transfer matrix, T n (x), at x is the matrix
Here,
is the second kind polynomial with respect to the measure µ (see, e.g., [6, (1.9) ]). The recurrence relation (1.2) implies that
where the one-step transfer matrix at step ℓ is defined by
and we take a 0 ≡ 1. Note that
for all ℓ, x, which implies det T ℓ (x) = 1 (2.6) as well. Now fix x 0 and for any x ∈ C let
The sequence {Q ℓ (x)} ℓ satisfies
by (2.1) and (2.6). In other words
or, multiplying both sides by the matrix
where
is a nonnegative definite matrix. Equation (2.9) is a discrete canonical system and Q ℓ (x) is a matrix valued solution. We discuss canonical systems in more detail in the appendix.
To understand the relevance of (2.9) to K n (x, y) we recall the Christoffel-Darboux formula [34, Theorem 3.10.4] which says that for
or, by (2.1),
Since the determinant does not change by multiplying both columns by the same matrix of determinant 1, we may multiply both columns by T n (x 0 ) −1 to get
Now, by taking x = x 0 + a n , y = x 0 + b n we see that
so that the asymptotics of the right hand side are determined by asymptotics of the solution to the difference equation
with Q 0 = Id. Our results describe conditions under which solutions to (2.14) converge to solutions to a corresponding continuum canonical system
where H(t) is an appropriately defined limit of the sequence {H x 0 ,ℓ } n ℓ=1 . Remark 2.1. The process through which (2.8) is obtained is actually quite standard and shows that any Jacobi matrix may be associated with a discrete canonical system (see [28] for the analogue in the continuum and [29] for a different association). In fact, the matrix Q ℓ (x) and the difference equation it satisfies is a compact way of writing the variation of parameters method to express the eigenfunctions of J at x as varying linear combinations of the eigenfunctions at x 0 (see e.g. [5] where this matricial form of variation of parameters has been applied in a different context).
An equation similar to (2.14) for the free Jacobi matrix (where also a random potential perturbation is taken into account) is also the starting point of the analysis in [17] . There convergence is shown to a stochastic differential equation. See also [20] for an application of similar ideas to study the spacing of zeros of orthogonal polynomials.
We are now ready to state our main theorems. Below, Q (x 0 ) ℓ (a/n) denotes a solution to (2.14).
Theorem 2.1. Let µ be a compactly supported measure on R and fix
Then there exists a sequence {n k } ∞ k=1 and a measurable function
where Q a is a solution to the matrix canonical system
Moreover, for any a, b ∈ C,
where We first point out that the relation of our condition (2.16) at x 0 to the condition of absolute continuity with a bounded derivative at µ is not clear at all. While it seems that our condition is somewhat weaker (since it involves only the polynomials at x 0 ), it is not known whether this boundedness is indeed implied by sufficiently 'nice' behavior of µ on a neighborhood. Second, we would like to point out that our conclusion also involves a result for the limits of K [tn] x 0 + a n , x 0 + b n n for any t ∈ [0, 1] without any extra effort, as these are also determined naturally via are approach.
It would of course be interesting to characterize the possible limiting de Branges spaces/canonical systems in a more concrete way. A natural question is whether every canonical system is a microscopic limit of a (sequence of Jacobi matrix).
For the next theorem we first need a Definition 2.2. Let dµ(t) = w(t)dt + dµ sing (t) be a measure on R and let
be the associated Stieltjes transform. We say that x is a strong Lebesgue point of µ if the following three conditions are satisfied:
• F (x + i0) = lim ε→0+ F (x + iε) exists and is finite.
• lim ε→0+
Note that almost all x with respect to the absolutely continuous part of µ are strong Lebesgue points. 
. Then the following are equivalent:
uniformly for a, b in compact subsets of C, for some ρ(
where Q a (t) solves
and the convergence is uniform for a in compacts and t ∈ [0, 1].
Remark 2.4. Note that we do not require boundedness of the Jacobi matrix x 0 -eigenfunctions, as in (2.16) . This is significant since there are models satisfying (i) (and so (ii) and (iii)) of the above theorem but not (2.16). Indeed, it follows from the results of [3] that for any ergodic Jacobi matrix (i) holds for almost every realization at almost every x 0 w.r.t. the absolutely continuous part of the spectral measure. As shown in [2] , such models exist where (2.16) fails on a set of positive Lebesgue measure.
Here is the main idea behind the proof of Theorems 2.1 and 2.3. Given a sequence of difference equations of the form
] to obtain the function sequences X (n) and A (n) . We shall show that, under certain conditions, the convergence
Proposition 26 in [17] has an analogous random statement, with an additional random factor of the order of 1/ √ n. The uniform Lipschitz condition used there translates in our setting to uniform boundedness of the functions A (n) , which is unfortunately too strong for us. We thus need to take some care in our adaptation. This is described in the lemmas in the next section. The proofs of Theorems 2.1 and 2.3 are completed in Section 4.
Convergence of the Difference Equation
Assume that for each n we are given a finite sequence of 2×2 matrices
and consider the vector difference equation
2 ) with some prescribed initial condition X (n) 0 = X 0 . We are concerned in this section with conditions ensuring convergence of the solutions to (3.1) to the solution of the differential equation
where A : [0, 1] → M 2 (R) is an appropriate limit of A (n) . It will be useful for us to consider convergence along subsequences.
Lemma 3.1. For each n define the piecewise constant function
where X (n) solves (3.1) with initial condition X 0 . Assume that there exists a sequence {n k } ∞ k=1 , n k → ∞ such that the following conditions hold: 
Finally, assume that
as n k → ∞, where
Proof. First note that X is the unique solution to
This is because the sequence Φ (j) defined by Φ (0) = Φ and
converges uniformly to X, so that we may write
and that
so that (3.10) follows from iteratively estimating the terms in the sum. Thus, it suffices to show that
First note that
and so also X (n k ) is uniformly bounded. Now note that
as k → ∞, by the boundedness of X (n k ) j and (3.5). Thus
As in the proof of [17, Proposition 26] , we shall show
by a constant on these intervals. So fix L > 0 and define
That is, we divide [0, 1] into L equal intervals and set X (n k ,L) to be constant on each interval with its value equal to the first value of X (n k ) occurring there. Now write
For the last term write
and note that
For any fixed L this is o(1) by (3.7) and (3.12). We shall show that it is possible to choose L so large as to make the other terms on the right hand side of (3.13) arbitrarily small. For this, note first that
Thus we need to show that for any ε there is L 0 such that
for L > L 0 for any n k large enough. Taking n k → ∞ in (3.14) will then finish the proof. Write
to see that
where the first inequality follows by expanding the product on both sides before applying the triangle inequality. By (3.6), for L > C 1+ε this is less than ε for all sufficiently large n k . This finishes the proof.
Our next two lemmas deal with situations where the conditions of Lemma 3.1 are guaranteed to exist. The first one leads immediately to Theorem 2.1. The second one is behind Theorem 2.3. defined by (3.3) and (3.1) with X (n k ) (0) = X 0 converges uniformly to the solution of (3.2) with X(0) = X 0 .
Proof. Letting
) can be thought of as vector valued square integrable functions, with values in C 4 . In particular, the weak convergence implies that for any 0 elsewhere. To show uniformity in t assume the convergence is not uniform. By restricting to a subsequence, this implies that for some ε > 0 there is a sequence {t k } ∞ k=1 such that
By restricting to a further subsequence we may assume that
and let K 2 be such that for any k > K 2
At the same time, however, by (3.17) and Cauchy-Schwarz
This is absurd. Thus, we see that This implies pointwise convergence a.e. along a subsequence (of the Cesàro means) and thus we see that A ∞ ≤ C. Conditions (3.4) and (3.5) follow immediately from (3.16) . To see that (3.6) follows as well, simply note that for any t and L the interval
Thus all the conditions of Lemma 3.1 are satisfied. Its conclusion finishes the proof. 
Assume that
Then, with A (n) j = A j and A(s) ≡ H, we have that for any X 0 , the sequence X (n) defined by (3.3) and (3.1) with X (n) (0) = X 0 converges uniformly to the solution of (3.2) with X(0) = X 0 .
Proof. We need to show that the conditions of Lemma 3.1 are satisfied for the sequence n k = k. Note first that since 
We next prove (3.7). Note that for any n and A j − H < ε and thus we see that for any n ≥ N, 
for some C > 0, uniformly in k < L (write k = [tL]). To show this, note first that
as n → ∞, uniformly in k by (3.21). Now, clearly (and also uniformly in k < L)
and both limits are uniform in k. Since the off diagonal terms of A j are dominated by the diagonal terms, we see, using Cauchy-Schwarz (as in the first step of the proof), that (3.24) holds with C that depends on H .
Proof of Theorems 2.1 and 2.3
Proof of Theorem 2.1. Fix a ∈ C. We apply Lemma 3.2 with
By (2.16), we see that (3.16) holds and so there exists a sequence n k → ∞ and a bounded measurable function H a such that
Moreover, it is clear by linearity that the sequence {n k } is independent of a and that H a (t) = aH 1 (t) ≡ aH(t). Also H(t) ≥ 0 for almost every t ∈ [0, 1], since H x 0 ,j ≥ 0 for every j. Finally, the convergence is uniform for a in compact sets in C. Now, by (2.13), we see that for any a = b
where K H (z, ζ) is the reproducing kernel of the de Branges space associated with the canonical system defined by H.
To deal with the case a = b fix a ∈ C and note that for any k,
is an entire function of b (as the reproducing kernel of a de Branges space), Thus, by the uniform convergence in (4.1), the convergence is uniform on annuli around a, which implies (using Cauchy's formula) that
This finishes the proof.
Proof of Theorem 2.3. Assume first that (i) holds. Note that, in particular, this means that
Furthermore, by [6, Theorem 1.3], (i) implies that
and, in addition, by the proof of [6, Theorem 1.5], we also have that
Thus, for H x 0 ,j as defined in (2.10), we have that
By Lemma 3.3 (and by linearity in a) this implies that uniformly for a in compacts and t ∈ [0, 1]
Now assume that (ii) holds. By (2.13), this implies that for a = b
where Q solves (4.3) and H is (4.2). By
(see, e.g., [6, (2.13 )]) we see that det H = π 2 ρ (x 0 ) 2 > 0. By integrating (4.3) (this is an ODE with constant coefficients) we get that
Since all functions involved are entire and the convergence is uniform on compact sets, we may use Cauchy's formula as in the proof of Theorem 2.1 to show convergence for a = b. This finishes the proof.
An example
In this section we sketch the details of an example illustrating the power of the approach demonstrated here, to deal with perturbations of order O(1/n). Let J n be the Jacobi matrix with parameters defined by a n,j ≡ 1 b n,j = (−1) j+1 V n for some V > 0. For x 0 = 0 we want to compute the scaling limit of the difference equation (i.e. the corresponding canonical system) and the scaling limit of the CD kernel:
Note that since the Jacobi coefficients themselves depend on n, this is somewhat different than the theorems considered in the previous sections. Nevertheless, we believe this example can be instructive. We first want to compute the transfer matrices T (n) ℓ (0). We do that by applying a similar idea to the one applied in Section 2. Namely, we let T (0) ℓ (0) be the transfer matrices at 0 for V = 0 and consider the recurrence equation for
Note that for all ℓ It follows that for (ℓ + 1) even
and for (ℓ + 1) odd
. and
, we get that
It follows that for (ℓ + 1) even
and we may combine these formulas with (5.2) and the formulas for T
ℓ (0) to obtain an expression for T (n) ℓ (0) (which we omit here). We now want to consider the difference equation for
Because of the U −1 n in (5.3) and (5.4), it is in fact simpler to first deal with the difference equation for
ℓ (a/n). Combining (5.2) with (5.3), (5.4) and with the second equality in (2.7) we get that
where, for ℓ even
and for ℓ odd
is an ℓ, n-dependent matrix whose norm is bounded, uniformly in ℓ, by V n ). It thus follows that sup
so that, in particular, (3.4), (3.5) and (3.6) are satisfied. Moreover, it is not hard to see that, for A (n) (t) defined from A (n) ℓ as in Section 3, (note the alternating signs on the diagonals and the leading behavior
.
It therefore follows from Lemma 3.1 that Q (n) converges, uniformly in t ∈ [0, 1], to the solution of ℓ (a/n) converges in the sense described in Section 3 to a solution of the canonical system
Note that for V = 0 we indeed get the limit for the Jacobi matrix with a n ≡ 1, b n ≡ 0 at x 0 = 0. Finally, in order to compute (5.1) we note that (5.8) can be transformed into a constant coefficient second order ODE (by differentiating twice any of the entries). By integrating the resulting equation and performing the necessary transformations in order to compute
we get that for all a, b ∈ C (uniformly on compacts)
Remark 5.1. Note that the function on the right hand side of (5.10) is entire. This can be seen by writing the power series of the hyperbolic functions and noting that ω a and ω b appear throughout only with even powers.
Remark 5.2. It is an interesting exercise to verify that indeed, when V = 0 one gets sin ((a − b)/2) a − b as expected. 6 . Appendix: Canonical systems, Jacobi matrices, and the CD kernel
Canonical systems generalize many second order difference and differential operators, with Schrödinger, Dirac and Jacobi being particular cases. Furthermore, the correspondence between such systems and Hermite-Biehler functions (see below for a definition), established by de Branges [8] is a central result in the theory of de Branges spaces. Thus there is a huge literature on canonical systems, spanning spectral theory, harmonic analysis and number theory ( [1, 8, 9, 14, 19, 28, 29] are only a few relevant references). The next several paragraphs contain only a quick a review of some results that are directly relevant here (for details, see e.g., [28] ).
A canonical system is a family (indexed by z ∈ C) of differential equations of the form 
i.e., as an eigenvalue equation for the operator
which is symmetric with respect to the inner product
Let H H be the Hilbert space of vector valued functions on I corresponding to this inner product. Choosing appropriate boundary conditions at 0 and L (e.g.,
adjointness for this operator. Moreover, even if H is not invertible a.e., as long as the boundary condition at 0 is not orthogonal to Image(H)(t) ∀t ∈ (0, ε) for some ε > 0 (and a similar condition is satisfied at L), it is possible to define a subspace of H H such that (6.1) is the eigenvalue equation for a self-adjoint operator defined on that subspace (see [ It follows that every canonical system (6.1) gives rise to a de Branges space through the function E L (z) associated with its solution as described above. In fact, in this particular case, it is not hard to show that the reproducing kernel is also given by In particular, for any fixed z, K E L (z, ζ) is an entire function of ζ. It turns out that this is not a particular example, but rather the general case: a fundamental result in the theory of de Branges spaces (see, e.g. [8, 28, 29] ) says that every de Branges space is associated with a canonical system.
As shown in [25, Section 4] , the CD kernel K n (x, y) associated with a measure µ is a reproducing kernel for a de Branges space as well. Indeed, let L n (x, y) = (x − y)K n (x, y). Then the Christoffel-Darboux formula (2.11) says that L n (x, y) = a n (p n (x)p n−1 (y) − p n (y)p n−1 (x)) .
(6.5)
Now for any fixed w ∈ C + , the function
is a Hermite-Biehler function. The corresponding de Branges space, B(E n,w ), is the space of polynomials of degree< n and its reproducing kernel is K En,w (z, ζ) = K n (z, ζ) (as can be seen easily from (2.11)). Note that the definition in [25, Theorem 4.3] differs from ours by a factor of √ π; this is because we have an extra factor of π in the inner product defining B(E). As shown in Section 2 above, this de Branges space is naturally associated with the discrete canonical system (2.9) with x 0 = 0. It is an interesting fact that it is possible to also go in the other direction and associate a Jacobi matrix with any discrete canonical system satisfying the appropriate conditions. Let {r ℓ } is the ℓ'th orthonormal polynomial with respect to the Jacobi matrix whose off diagonal parameter sequence is the given sequence {a ℓ } ∞ ℓ=1 , and whose diagonal entries are b ℓ = a ℓ a ℓ−1 (r ℓ s ℓ−2 − s ℓ r ℓ−2 ) .
That this is true follows by a direct computation writing
T ℓ (0) = a ℓ r ℓ −a ℓ s ℓ r ℓ−1 −s ℓ−1
and noting that T ℓ (0) T −1 ℓ−1 (0) = S ℓ (0) from which one may compute the values of the Jacobi parameters. For a similar analysis in the continuum, associating canonical systems to one-dimensional Schrödinger operators, see [28, Section 8] .
