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Chapitre 1
Introduction
1.1 L’outil numérique
Ce travail a été effectué au sein de l’équipe Acoustique Sous-Marine et Modélisation (ASM2) du
Laboratoire de Mécanique et d’Acoustique. Le domaine d’activité traditionnel de cette équipe
concerne les expériences de propagation d’ondes en milieu marin, réalisées sur des modèles réduits
en cuve, puis comparées à des modèles analytiques. Plus récemment, la complexité croissante
des configurations étudiées a impliqué le recours à l’outil numérique. Celui-ci concerne autant les
aspects matériels (automatisation des expériences, acquisition des données,...) que la modélisation
numérique des phénomènes physiques.
La modélisation numérique permet en effet à la fois de guider, d’interpréter, voire parfois de
remplacer les expériences en cuve. Guider : l’aspect souvent visuel des expériences numériques
et l’étude rapide de configurations variées permettent de concevoir de façon optimale les ex-
périences en cuve. Interpréter : on pense ici à l’activité développée dans un domaine connexe,
l’aéroacoustique numérique : l’observation d’expériences numériques simulant l’écoulement de jets
permet d’expliquer l’origine de bruits aérodynamiques [10, 28]. Enfin, remplacer : si les propriétés
physiques et géométriques des différents milieux sont connues précisément, il est raisonnable de
substituer à l’expérience en cuve une expérience virtuelle. Cela permet, entre autres, de s’affran-
chir de manipulations coûteuses ou délicates à réaliser.
Si la modélisation numérique est une aide précieuse pour le physicien, elle n’est, pour autant,
ni un outil universel à utiliser sans discernement, ni une boîte noire. Pour illustrer le premier
point, considérons un aspect majeur, à savoir le choix des schémas numériques : différences finies,
éléments finis, méthodes spectrales... Plutôt que de les opposer en une vaine querelle, qui tient
plus des guerres de religions que de la science, le physicien doit se poser essentiellement une
question : “quel est le but de l’expérience numérique que je souhaite réaliser?”.
Cette question étant posée, les réponses sont forcément plus objectives. Donnons un exemple : si
le physicien veut réaliser une expérience numérique où la mesure des temps de propagation est
cruciale (permettant par exemple d’estimer des vitesses de propagation dans un milieu hétéro-
gène), il doit obligatoirement limiter la dispersion numérique. Cette propriété, classique dans le
cas de schémas linéaires comme le schéma de Yee [70] ou de Lax-Wendroff [42], conduit à une
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mauvaise localisation des passages par zéros des ondes calculées numériquement, ce qui invalide
l’objectif visé. On pourra alors préférer des schémas introduisant, de façon contrôlée, de la dif-
fusion numérique, ce qui est le cas des schémas de volumes finis avec limiteur de flux [29]. Par
contre, si le critère principal est le respect de l’amplitude des ondes (pour estimer une atténua-
tion, par exemple), le physicien pourra préférer un schéma plus perfectionné, de type Weighted
Essentially Non Oscillatory (WENO) [36]. A ces considérations se rajoutent évidemment des
questions contingentes, à savoir la place mémoire et le temps de calcul disponibles et requis.
Une fois réglée la question du choix d’un schéma numérique, le physicien doit se poser une autre
question, essentielle : l’expérience numérique prévue s’inscrit-elle dans le cadre d’application théo-
rique du schéma choisi? Cette question est très loin d’être une élucubration mathématique sans
conséquence pratique. Pour nous en convaincre, imaginons pour la suite de l’exposé une expé-
rience numérique de propagation d’ondes en présence d’interfaces. Par interface, nous désignons
classiquement le lieu de discontinuité des paramètres physiques, par exemple la surface d’une
bulle d’air, le fond océanique, une coque immergée... (nous élargirons plus loin ce concept d’in-
terface). Cette expérience est réalisée dans le domaine temporel, pour nous placer au plus près
de conditions expérimentales réelles.
1.2 Interfaces et schémas numériques
Irrégularité de la solution. En termes mathématiques, l’équation aux dérivées partielles dé-
crivant la propagation des ondes acoustiques ou élastiques dans un tel milieu est un système
hyperbolique linéaire du premier ordre à coefficients discontinus. Les inconnues de ce système
(i.e. les composantes de la solution) sont respectivement les composantes de la vitesse acoustique
et la pression acoustique, dans un fluide, les composantes de la vitesse élastique et les compo-
santes indépendantes du tenseur des contraintes élastiques, dans un solide. Pour conduire à un
problème bien posé, on définit des conditions de saut, reliant à chaque instant et en tout point des
interfaces les valeurs limites de la solution de part et d’autres des interfaces. Ces conditions de
saut, découlant de considérations physiques, impliquent l’irrégularité de la solution : par exemple,
la pression acoustique est continue mais à dérivées spatiales discontinues à l’interface entre deux
fluides parfaits au repos, quelle que soit la régularité de la solution initiale.
Propriétés numériques. Cette irrégularité de la solution a des conséquences très fâcheuses :
certaines propriétés numériques des schémas, démontrées pour une solution suffisamment régu-
lière (ce qui est généralement le cas en milieu homogène), sont perdues en présence d’interfaces.
La première propriété perdue concerne l’ordre de convergence des schémas. Cette quantité, ca-
ractérisant l’évolution des erreurs en fonction du raffinement du maillage, présuppose en effet
une solution suffisamment régulière en tout point de calcul. Par exemple, un schéma d’ordre
cinq en milieu homogène (comme WENO 5) peut conduire à un schéma seulement d’ordre un
en présence d’interfaces : en considérant deux maillages successifs sur lequels sont effectués les
calculs, l’erreur est ainsi divisée par 25 = 32 en milieu homogène, et seulement par 21 = 2 en
présence d’interface.
La deuxième propriété perdue concerne la stabilité numérique. Cette notion, caractérisant l’am-
plification des erreurs numériques à chaque pas de temps, est délicate à étudier pour des équations
aux dérivées partielles à coefficients discontinus. La technique classique d’analyse de Von Neu-
1.2. INTERFACES ET SCHÉMAS NUMÉRIQUES 13
mann, basée sur une analyse de Fourier des ondes, est alors inopérante ; les seules techniques
d’analyse consistent alors à définir une énergie à partir de la solution numérique, puis à étudier
l’évolution de cette énergie. Cette technique peut s’avérer particulièrement difficile pour des sché-
mas non linéaires, et conduit souvent seulement à des conditions nécessaires de stabilité [17]. En
pratique, on observe souvent des instabilités numériques naissant au voisinage des interfaces pour
des contrastes importants des paramètres physiques (exemple : eau/air), alors que les conditions
nécessaires de stabilité CFL (reliant les pas de temps, d’espace, et la célérité des ondes) sont
satisfaites dans chaque sous-domaine.
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Fig. 1.1 – Maillages adaptés (a) et en “marches d’escalier” (b).
Propriétés géométriques. En plus des défauts strictement numériques que nous venons de
citer, qui sont du ressort de l’Analyse Numérique, la présence d’interfaces conduit à des défauts
d’origine géométrique. En effet, pour prendre en compte des interfaces de forme quelconque dans
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des schémas numériques, deux méthodes sont classiquement utilisées. La première méthode,
classique dans le cas de schémas d’éléments finis, consiste à adapter le maillage aux interfaces
(figure 1.1 a). Cette méthode fournit une bonne description géométriques des interfaces, mais
elle conduit à deux défauts. Le premier défaut concerne la lourdeur des calculs, découlant de
l’utilisation d’un mailleur et de problèmes de gestion informatique. Ce défaut est particulièrement
important si le maillage doit être recalculé à chaque pas de temps, ce qui est le cas si la position
de l’interface varie avec le temps (soit pour des raisons physiques, soit en vue de problèmes
inverses). Le deuxième défaut découle directement du maillage adapté : les plus petits éléments
du maillage imposent une condition de stabilité CFL particulièrement restrictive, nécessitant des
pas de temps très petits.
Pour représenter des interfaces de forme quelconque dans des schémas numériques, une deuxième
méthode consiste à utiliser un maillage cartésien uniforme, et à décrire l’interface en “marches
d’escalier” (figure 1.1 b). Cette méthode, classique dans le cas de schémas de différences finies, est
simple et peu onéreuse en termes informatiques. Toutefois, elle conduit à des effets de diffraction
parasite, dégradant la solution numérique [18].
(a) (b)
Fig. 1.2 – Ondes P et SV réfléchies et transmises, pour une onde P incidente et deux conditions
de saut : contact parfait (a), glissement sans frottement (b).
Propriétés physiques. Après les défauts de nature numérique et géométrique, les interfaces
introduisent une troisième classe de défauts, de nature physique. Plus précisément, les schémas
numériques classiques ne prennent pas en compte les propriétés physiques vérifiées aux interfaces,
comme la nature d’un contact entre deux solides. Or, la nature d’un contact est une donnée
essentielle au problème de propagation d’ondes : des conditions de saut différentes conduisent à
des solutions radicalement différentes.
Pour illustrer ce point, considérons l’exemple caricatural de deux solides élastiques isotropes
séparés par une interface plane oblique, et envisageons deux types de conditions de saut : soit
des conditions de contact parfait (continuité de la vitesse élastique et de la composante normale
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de la contrainte élastique), soit des conditions de glissement sans frottement (continuité de la
composante normale de la vitesse élastique, continuité de la composante normale de la contrainte
normale, et nullité de la composante tangentielle de la contrainte normale à l’interface). Soit une
onde plane P incidente sur l’interface, en-dessous de l’angle critique. Les conditions de saut
permettent de calculer les ondes planes P et SV réfléchies et transmises par l’interface. En figure
1.2, nous présentons alors les cartes théoriques de σ11 (la première composante du tenseur des
contraintes élastiques). Vu la palette de couleur choisie et l’angle d’incidence considéré, l’onde
P transmise est invisible dans le cas du glissement sans frottement (b) bien qu’elle existe, alors
qu’elle est parfaitement visible dans le cas du contact parfait (a).
Ainsi, les conditions de saut, locales aux interfaces, influencent de façon globale la solution en tout
point du domaine (à vitesse finie, dans le cas qui nous intéresse ici de problèmes hyperboliques).
Pour étudier numériquement la propagation d’ondes à travers différentes interfaces, comme celles
présentées en figure 1.2, nous devons savoir décrire les conditions de saut dans des schémas
numériques.
1.3 Méthodes existantes
A la lumière de ce qui vient d’être dit, notons deux points. D’une part, les configurations intéres-
sant le physicien présentent généralement des interfaces. D’autre part, ces interfaces dégradent
fortement les schémas numériques et sont pauvrement décrites, géométriquement et physique-
ment. Quelle confiance accorder alors à une simulation de propagation d’ondes en présence d’une
multitude d’interfaces (exemples : milieux stratifiés, bulles...) ou d’une onde de surface, laquelle
est, par définition, principalement localisée au voisinage des interfaces, accumulant à chaque pas
de temps des artefacts numériques? Comment peut-on envisager sereinement l’étude fine de pro-
blèmes de propagation d’ondes à l’interface fluide-solide, par exemple dans le cas de structures
complexes comme l’os, sans se poser la question des conditions de saut qui y sont vérifiées ?
Enfin, comment accéder à la résolution propre de problèmes inverses si le problème direct n’est
que vaguement qualitatif?
Toutes ces questions conduisent à des remises en cause douloureuses. Les artefacts numériques
sont d’autant plus pernicieux qu’ils ne sont pas forcément détectés, et peuvent être lourds de
conséquences : pour s’en convaincre, il est certainement utile de rappeler un problème classique en
acoustique sous-marine [75]. Dans le cas de l’équation parabolique en présence d’un fond incliné, il
est connu que les simulations numériques peuvent converger vers une fausse solution du problème,
et ce à cause de la non-conservation de l’énergie discrète aux interfaces... Pour aborder une étude
numérique quantitative et sérieuse de la propagation des ondes en présence d’interfaces, il est
alors nécessaire de s’interroger sur les méthodes numériques susceptibles de décrire correctement
des interfaces. Nous examinons ici des techniques proposées dans la littérature, sans prétendre à
l’exhaustivité. En particulier, nous ne détaillons ni les méthodes de décomposition de domaine
[7], ni les méthodes de point fictif [20, 21, 25].
Domaines fictifs. Cette classe de méthodes offre une grande souplesse d’un point de vue géo-
métrique, en utilisant deux maillages : un maillage régulier du domaine, et un maillage surfacique
des frontières. A chaque pas de temps, les solutions numériques sont calculées sur le maillage
régulier, puis couplées à des quantités calculées sur le maillage surfacique. Ces dernières quanti-
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tés, appelées multiplicateurs de Lagrange, permettent de prendre en compte sous forme affaiblie
les conditions aux limites vérifiées aux frontières. Ce faisant, la méthode des domaines fictifs
présente les qualités géométriques d’un maillage adapté, tout en limitant la charge de calcul et
en maintenant une condition CFL raisonnable.
L’application des méthodes de domaines fictifs à des problèmes de propagation d’ondes dans le
domaine temporel est récente : on pense en particulier à [79] pour des conditions aux limites de
type surface libre (fissure ouverte), et à [69] pour des conditions aux limites de type contact
unilatéral (fissure fermée). Si ces méthodes s’appliquent bien à des conditions aux limites, elles
ne s’appliquent pas (à notre connaissance) à des interfaces, décrites par des conditions de saut.
De plus, ces méthodes, déduites d’une formulation variationnelle du problème de propagation
d’ondes, sont couplées à des schémas déduits de cette même formulation. Il n’est alors pas possible
a priori de coupler n’importe quel schéma, choisi pour ses qualités propres, à une méthode de
domaines fictifs.
Homogénéisation des coefficients. Une autre méthode consiste à moyenner les coefficients de
l’équation aux dérivées partielles (masse volumique, célérité des ondes) au voisinage des interfaces.
Cette solution, de mise en œuvre aisée, est fréquemment appliquée dans le cas de schémas de
volumes finis avec limiteur de flux [9, 45]. Ce faisant, les diffractions parasites sont réduites.
L’ordre de convergence chute encore, mais de façon contrôlée. De plus, la stabilité du schéma
est accrue : on peut en particulier ajuster le calcul des coefficients moyennés pour optimiser les
conditions de stabilité et l’erreur locale de troncature [17]. Un problème majeur qui subsiste
concerne la description des conditions de saut aux interfaces.
Eléments spectraux. Komatitsch a proposé une méthode d’éléments spectraux permettant de
prendre en compte des interfaces [40]. A la différence de la plupart des méthodes rencontrées dans
la littérature, cette méthode s’étend au cas de l’interface entre un fluide et un solide [39] : pour
cela, on calcule le déplacement élastique dans le solide et le potentiel acoustique dans le fluide,
puis on prend en compte les conditions de saut à l’interface via une formulation variationnelle.
Cependant, cette méthode nécessite absolument que l’interface coïncide avec des noeuds du
maillage, quitte à déformer celui-ci dans le cas d’interfaces de forme quelconque. L’utilisation de
maillages adaptés est alors couteuse en temps de calcul (surtout en vue d’interfaces mobiles), et
devient difficile à gérer en présence de plusieurs interfaces.
Méthodes d’interfaces. Une quatrième voie consiste à construire, aux points de calcul voisins
des interfaces, de nouveaux schémas numériques. Ces schémas sont bâtis pour maintenir l’erreur
locale de troncature malgré l’irrégularité de la solution au passage de l’interface. L’idée est an-
cienne : à la fin des années 70, Marchuk et Samarskii résolvaient numériquement des équations
différentielles à coefficients discontinus, avec un ordre arbitrairement élevé [57, 68]. Le princi-
pal inconvénient de ces méthodes découlent de limitations géométriques : les interfaces doivent
coïncider avec des noeuds du maillage, ce qui est particulièrement restrictif.
Une avancée majeure dans ce domaine est l’invention des méthodes d’interface immergée [60],
développées à l’origine pour décrire le mouvement d’une membrane (le cœur !) sur un maillage
régulier, ainsi que pour représenter les forces singulières qui s’y appliquent. Ces méthodes re-
viennent à des techniques de coefficients indéterminés : au voisinage des interfaces, les schémas
numériques sont construits pour assurer une erreur locale de troncature donnée. Pour cela, on
utilise les conditions de saut vérifiées par la solution exacte, ainsi que par ses dérivées spatiales
successives. L’interface est “immergée”, au sens où elle n’a pas besoin de coïncider avec le maillage
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régulier. Les méthodes d’interface (nous omettons désormais de préciser “immergées”) ont été ap-
pliquées avec succès à différentes configurations et classes d’équations aux dérivées partielles,
et plusieurs variantes en ont été proposées. Notons en particulier l’application de l’ “Immersed
Interface Method” (IIM) aux systèmes hyperboliques de l’acoustique et de l’élastodynamique
[86].
1.4 Une nouvelle méthode d’interface
Revenons alors au problème que nous nous posons depuis le début, à savoir comment réaliser
proprement une expérience numérique de propagation d’ondes en présence d’interfaces, de formes
et propriétés quelconques. A ce point de la discussion, il semble qu’une façon sérieuse de résoudre
le problème consiste à appliquer deux schémas différents, suivant le point de calcul : un schéma en
milieu homogène, loin des interfaces ; une méthode d’interface classique (comme l’IIM), d’ordre
égal à celui du schéma précédent, près des interfaces. Numériquement, l’erreur locale de tron-
cature est la même en tout point de calcul du domaine. Géométriquement, les propriétés de
l’interface sont prises en compte par l’utilisation de deux maillages, sans les complications d’un
maillage adapté aux interfaces. Enfin, physiquement, l’IIM impose à la solution numérique le
respect des conditions de saut vérifiées aux interfaces par la solution exacte.
Limitations des méthodes d’interface classiques. Un examen attentif amène cependant à
davantage de circonspection. Il s’avère en effet que les méthodes d’interface classiques, comme
l’IIM ou ses avatars, souffrent de sérieuses limitations. Citons entre autres le manque de généralité
de ces méthodes, et la différence de nature entre les méthodes d’interface et le schéma proprement
dit. Pour illustrer ce dernier point, considérons le cas d’un schéma de volumes finis d’ordre deux
avec limiteur de flux. Conformément à ce qui a été dit précédemment, on applique l’IIM d’ordre
deux aux points de calcul proches des interfaces. Or il s’avère que l’IIM d’ordre deux introduit
de la dispersion numérique, alors que le but des schémas de volumes finis avec limiteur de flux
est justement d’éliminer cette dispersion... D’autres défauts (problème de stabilité numérique,
difficulté de couplage à des schémas d’ordre et de complexité élevés ...) sont recensés dans le
chapitre 2 de cette étude, conduisant à un “cahier des charges” de ce qu’est, à notre sens, une
méthode d’interface optimale.
Cette analyse conduit alors à l’objet de la présente étude, à savoir la construction d’une nouvelle
méthode d’interface satisfaisant à ce cahier des charges. De façon très résumée, le principe de la
méthode est le suivant. Au lieu de construire, au voisinage des interfaces, un nouveau schéma,
nous appliquons en tout point de calcul le même schéma (i.e. celui choisi en milieu homogène) ; par
contre, nous modifions localement certaines valeurs numériques sur lesquelles s’appuie ce schéma
pour effectuer l’avancée en temps. Toute la difficulté est alors reportée sur la modification des
valeurs numériques de la solution, appelées ici valeurs modifiées. De chaque côté de l’interface,
ces valeurs modifiées sont des estimations numériques de prolongements suffisamment réguliers
de la solution exacte, de l’autre côté de l’interface. Ces prolongements reposent sur l’analyse des
conditions de saut vérifiées aux interfaces, et sont totalement indépendants de l’expression du
schéma utilisé. Ce dernier point permet, a priori, d’envisager un couplage avec de nombreuses
classes de schémas numériques. Nous appelons cette méthode l’ “Explicit Simplified Interface
Method” (ESIM).
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Plan de l’étude. Une caractéristique fondamentale de l’ESIM est son aspect modulaire, que
nous cherchons à retrouver dans la discussion. Après l’analyse des méthodes d’interface clas-
siques menée au chapitre 2, nous commençons par rappeler les systèmes hyperboliques de lois de
conservation décrivant la propagation des ondes acoustiques ou élastiques dans un fluide parfait
ou un solide élastique isotrope, en dimension un et en dimension deux (1D et 2D). On en déduit
alors les expressions reliant, à tout ordre de dérivation, les dérivées temporelles et les dérivées
spatiales de la solution exacte en milieu homogène, ce qui fait l’objet du chapitre 3.
Nous proposons alors, au chapitre 4, une sélection de schémas numériques (mentionnnés en
début d’introduction), de qualité et complexité croissantes, et dont les propriétés sont connues et
rappelées en milieu homogène. Cette partie n’apporte stricto sensu aucune nouveauté ; par contre,
elle présente des schémas peu connus en acoustique numérique, et surtout satisfait à un objectif
général que nous nous fixons : toutes les étapes doivent être immédiatement programmables et
vérifiables. Ainsi, les algorithmes sont écrits explicitement, ce qui a, entre autres avantages, celui
de minimiser le temps de calcul à l’exécution. Par exemple, au lieu d’utiliser des solveurs de
Riemann pour les schémas de volumes finis, nous préférons mener à bout les calculs et écrire
explicitement l’avancée en temps.
Nous abordons les interfaces aux chapitres 5 et 6, respectivement consacrés aux cas 1D et 2D.
Les lois de contact sont très classiques : contact parfait entre deux fluides, deux solides, un fluide
et un solide, puis contact imparfait entre deux solides. Ce dernier contact est décrit par des
conditions de saut de type masse-ressort. Dans tous les cas, nous relions les valeurs limites de la
solution et de ses dérivées spatiales, d’un côté de l’interface, aux valeurs limites de la solution et
de ses dérivées spatiales, de l’autre côté de l’interface.
La présentation de l’ESIM a lieu aux chapitres 7 et 8, eux aussi respectivement consacrés aux
cas 1D et 2D. Nous analysons certaines propriétés numériques de cette méthode d’interface,
en particulier l’erreur locale de troncature, et examinons des cas limites. Le point important
est le suivant : grâce à la méthode d’interface proposée, les schémas numériques conservent,
en présence d’interfaces, les propriétés qu’ils ont en milieu homogène. Le coût informatique de
l’ESIM est négligeable, l’essentiel des calculs supplémentaires étant effectué en prétraitement,
avant l’avancée en temps. De plus, la méthode d’interface s’adapte automatiquement à une large
classe de schémas explicites en temps.
Le chapitre 9, consacré aux solutions analytiques dans le domaine temporel, a deux objectifs.
D’une part, il anticipe les expériences numériques du chapitre 10. D’autre part, il permet une
discussion sur les conditions de saut en 2D à l’interface fluide-solide, discussion complémentaire
à celle menée au chapitre 6.
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Chapitre 2
Méthodes d’interface classiques
Dans ce chapitre, nous présentons deux méthodes d’interface classiques, l’IIM et l’EJIIM. Ces
méthodes numériques permettent d’imposer à la solution calculée numériquement le respect des
conditions physiques vérifiées aux interfaces par la solution exacte. L’ordre de convergence du
schéma numérique est alors conservé, malgré l’irrégularité de la solution exacte à l’interface.
Nous discutons ces deux méthodes, mettant à jour certaines limitations. Cette critique permet de
comprendre l’intérêt de la méthode d’interface proposée dans le reste de l’étude.
2.1 Objet du chapitre
Pour résoudre les équations aux dérivées partielles régissant la propagation des ondes, différentes
classes de schémas existent, schémas dont les propriétés sont démontrées en milieu homogène, et
perdues en présence d’interfaces : la solution numérique est alors dégradée par des diffractions
parasites, une chute de l’ordre de convergence, voire des instabilités si le contraste des para-
mètres physiques est important. De plus, les schémas numériques ne prennent pas en compte les
propriétés physiques vérifiées aux interfaces, comme la nature d’un contact entre deux solides.
Une solution consiste alors à utiliser une “méthode d’interface” aux points de calcul proches
des interfaces, c’est-à-dire une méthode numérique permettant de prendre en compte les pro-
priétés physiques et géométriques des interfaces dans des schémas numériques classiques, tout en
conservant l’ordre de convergence de ces derniers. Dans l’ensemble des méthodes d’interface, nous
distinguons l’Immersed Interface Method (IIM) et l’Explicit Jump Immersed Interface Method
(EJIIM).
L’IIM a été développée par Li et LeVeque en 1994 dans le contexte d’équations elliptiques linéaires
[49, 50, 51, 52], puis appliquée à des équations paraboliques non linéaires [82] et aux équations
de Navier-Stokes [14, 15], et enfin étendue par Zhang en 1996 au cas des systèmes hyperboliques
linéaires de l’acoustique et de l’élastodynamique [85, 86]. Les systèmes d’équations étudiés étant
les mêmes que ceux étudiés au cours de la présente étude (voir chapitre 3), le travail de Zhang
nous intéresse particulièrement. Au cours de ce chapitre, nous analysons de façon systématique
les différentes étapes de l’IIM et du travail de Zhang.
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Les apports de Zhang sont majeurs : il introduit des idées nouvelles, comme les conditions de
saut supplémentaires et les conditions de compatibilité, que nous développons au cours de la
présente étude. Sans méthode d’interface, l’ordre des schémas chute en présence d’interface :
Zhang vérifie numériquement que le schéma d’ordre deux qu’il utilise (Lax-Wendroff), couplé à
l’IIM, conserve l’ordre deux en présence d’interfaces. La principale critique que nous formulons
à l’égard de l’IIM provient d’un manque de généralité. L’application de l’IIM à tout type de
schéma (différent du schéma de Lax-Wendroff), d’ordre et propriétés quelconques, est délicate,
voire impossible ; à part l’erreur locale de troncature, les propriétés du schéma utilisé loin des
interfaces sont généralement perdues au voisinage des interfaces. Enfin, on note une erreur de
dérivation au début de ses calculs, qui invalide une grande partie des formules qui en découlent...
En tant que tel, cette erreur importe peu : la démarche est juste, et le lecteur intéressé peut
reconstituer les formules exactes. C’est ce que nous faisons ici dans le cas de l’interface fluide-
fluide en 2D. Cette réécriture de l’IIM permet de familiariser le lecteur avec les techniques utilisées
dans le reste de l’étude.
De son côté, l’EJIIM a été développée par Wiegmann en 1998 dans le contexte d’équations el-
liptiques linéaires [80, 81, 83]. Nous avons étudié l’application de l’EJIIM au cas du système
hyperbolique linéaire de l’acoustique 1D. A l’instar de l’IIM, les qualités de l’EJIIM sont dégra-
dées par des problèmes d’implémentation et de stabilité. Nous présentons toutefois l’EJIIM pour
insister sur sa qualité majeure : dans le cas limite d’un milieu homogène (l’interface disparaissant
alors), le schéma utilisé au voisinage des interfaces revient au schéma utilisé loin des interfaces.
Ce critère, d’importance majeure, n’est vérifié par l’IIM que si elle est couplée au schéma de
Lax-Wendroff.
L’ensemble de ces remarques nous a conduit à développer la nouvelle méthode d’interface qui
fait l’objet de cette thèse, l’Explicit Simplified Interface Method (ESIM). Avant d’aborder ses
différents aspects, nous présentons successivement trois exemples d’applications des méthodes
d’interface classiques à la propagation des ondes : l’IIM en 1D et 2D, et l’EJIIM en 1D. Ces
exemples sont tirés directement de la littérature (IIM 1D), sont corrigés (IIM 2D), ou sont une
application originale (EJIIM 1D). L’ensemble des critiques formulées à la fin de chaque exemple
est résumé en dernière section et conduit au “cahier des charges” que nous nous fixons pour
construire la nouvelle méthode d’interface.
2.2 Immersed Interface Method 1D
2.2.1 Introduction
Nous rappelons le principe de l’IIM appliquée par Zhang à la propagation 1D des ondes acous-
tiques en présence d’une interface. Cette dernière est décrite par des conditions de saut classiques,
à savoir la continuité de la pression acoustique et de la vitesse acoustique. Loin de l’interface,
l’avancée en temps repose sur un schéma classique d’ordre deux en temps et en espace, le schéma
de Lax-Wendroff. Au voisinage de l’interface, un autre schéma est écrit, schéma dont les coeffi-
cients sont calculés pour maintenir une erreur locale de troncature d’ordre deux.
Les notes présentées ici sont en grande partie issues de [85, 86] ; nous ajoutons cependant certaines
remarques (cas limite du milieu homogène, équation modifiée), qui nous ont conduit à développer
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l’ESIM. Les justifications techniques concernant les lois de conservation, les schémas numériques,
et les conditions de saut, sont systématiquement omises : nous renvoyons pour cela aux chapitres
ultérieurs qui traitent de ces aspects.
2.2.2 Lois de conservation
Soit un fluide parfait unidimensionnel au repos, de paramètres physiques constants par morceaux
et discontinus en x = α (figure 2.1)
(2.1) (ρ,c) =


(ρ0,c0) si x ≤ α,
(ρ1,c1) si x > α,
où ρ et c sont respectivement la masse volumique et la célérité des ondes acoustiques. En posant
(2.2) U =

 v
p

 , A =


0
1
ρ
ρ c2 0

 ,
où v et p sont respectivement la vitesse acoustique et la pression acoustique, les équations de
l’acoustique peuvent s’écrire sous la forme d’un système hyperbolique de lois de conservation
(2.3)
∂
∂ t
U +A
∂
∂ x
U = 0.
La matrice A est notée A0 pour x ≤ α, A1 pour x > α.
2.2.3 Conditions de saut
Pour que le problème soit bien posé, il est nécessaire de préciser une condition de saut pour
U(x,t) en x = α. La plus simple, décrivant la continuité de v et de p, s’écrit à tout instant
(2.4) U(α+,t) = U(α−,t),
où U(α±,t) désignent les valeurs limites de U (x,t) en x = α, par valeurs supérieures ou infé-
rieures. Par dérivations successives de (2.4) par rapport à t et utilisation de (2.3), il est alors
possible d’obtenir une infinité de conditions de saut portant sur les dérivées spatiales successives
de U(x,t). Jusqu’à l’ordre deux, ces conditions s’écrivent
(2.5)
∂
∂ x
U(α+,t) =D1
∂
∂ x
U(α−,t),
∂2
∂ x2
U(α+,t) =D2
∂2
∂ x2
U(α−,t),
où les matrices D1 et D2 sont des matrices 2× 2 données par
(2.6) D1 = diag
(
ρ0
ρ1
(
c0
c1
)2
,
ρ1
ρ0
)
, D2 =
(
c0
c1
)2
I2.
On note I2 la matrice identité d’ordre deux. A partir de (2.5) et (2.6), on constate que les dérivées
spatiales de U(x,t) sont discontinues en x = α.
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2.2.4 Schémas numériques
J+1 J+2J-1 J
1α
ρ
0
c
0
ρ
1
c
Fig. 2.1 – Interface 1D et maillage régulier.
Etant donnés des pas en espace ∆x et en temps ∆ t uniformes, nous notons Uni l’approximation
numérique de la solution exacte en x = xi = i∆x à l’instant t = tn = n∆ t . Pour intégrer
numériquement (2.3), Zhang utilise un schéma d’ordre deux en temps et en espace, le schéma de
Lax-Wendroff. L’avancée en temps de ce schéma s’écrit
(2.7) Un+1i = U
n
i −
∆ t
2∆x
A
(
Uni+1 −Uni−1
)
+
1
2
(
c∆ t
∆x
)2 (
Uni+1 − 2Uni +Uni−1
)
.
Zhang utilise aussi un schéma de volumes finis avec limiteur de flux, le Wave Propagation Al-
gorithm [45], exposé plus loin. Considérons dans un premier temps le cas du schéma de Lax-
Wendroff.
Celui-ci n’est d’ordre deux en xi que si la solution exacte est de classe C
2 sur [xi−∆x,xi+∆x]. De
(2.5) et (2.7), il découle que cette condition de régularité n’est pas vérifiée aux points irréguliers,
xJ et xJ+1, i.e. les points pour lesquels l’avancée en temps (2.7) coupe l’interface en α (figure
2.1). Les autres points sont dits réguliers. Zhang propose d’écrire aux points irréguliers un autre
schéma consistant avec l’équation aux dérivées partielles (2.3) à l’ordre deux. La construction de
ce nouveau schéma constitue l’Immersed Interface Method (IIM).
2.2.5 Méthode d’interface
Avancée en temps aux points irréguliers. L’IIM revient à une méthode de coefficients
indéterminés [43]. En xJ et xJ+1, Zhang définit des schémas à trois points centrés en espace
(2.8)
Un+1J = U
n
J +
∆ t
∆x
(
ΓJ,1U
n
J−1 + ΓJ,2U
n
J + ΓJ,3U
n
J+1
)
Un+1J+1 = U
n
J+1 +
∆ t
∆x
(
ΓJ+1,1U
n
J+2 + ΓJ+1,2U
n
J+1 + ΓJ+1,3U
n
J
)
dont les coefficients ΓJ,i et ΓJ+1,i (1 ≤ i ≤ 3) sont des matrices 2× 2, déterminées par l’analyse
de l’erreur locale de troncature, menée maintenant.
L’avancée en temps (2.8) au point xJ s’écrit également
(2.9)
1
∆ t
(
Un+1J −UnJ
)− 1
∆x
(
ΓJ,1U
n
J−1 + ΓJ,2U
n
J + ΓJ,3U
n
J+1
)
= 0.
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L’erreur locale de troncature L(xJ ,tn) du schéma (2.8) en xJ est obtenue en remplaçant les
valeurs numériques dans (2.9) par les valeurs exactes aux points correspondants, soit
(2.10) L(xJ ,tn) = L1(xJ ,tn)−L2(xJ ,tn),
avec
(2.11)
L1(xJ ,tn) =
U(xJ ,tn+1)−U(xJ ,tn)
∆ t
L2(xJ ,tn) =
1
∆x
(ΓJ,1U(xJ−1,tn) + ΓJ,2U(xJ ,tn) + ΓJ,3U(xJ+1,tn)) .
On suppose que la solution exacte U (x,tn) est suffisamment régulière de part et d’autre de α (en
pratique, au moins de classe C2), ce qui est le cas si la solution initiale l’est. L1 est calculée en
trois étapes : développement de Taylor de U(xJ ,tn+1) en (xJ ,tn), utilisation du système de lois
de conservation (2.3), et enfin développement de Taylor des solutions en (α−,tn), soit
(2.12)
L1(xJ ,tn) =
∂
∂ t
U(xJ ,tn) +
∆ t
2
∂2
∂ t2
U(xJ ,tn) +O(∆ t
2)
= −A0 ∂
∂ x
U(xJ ,tn) + c
2
0
∆ t
2
∂2
∂ x2
U(xJ ,tn) +O(∆ t
2)
= −A0 ∂
∂ x
U(α−,tn) +
(
c20
∆ t
2
− (xJ − α)A0
)
∂2
∂ x2
U (α−,tn) +O(∆x
2).
Les pas en temps et en espace sont reliés par la condition CFL, impliquant O(∆ t2) = O(∆x2).
L2 est calculée à partir de développements de Taylor d’ordre trois de U (xi,tn) (i = J−1, J, J+1)
en (α±,tn), soit
(2.13)
L2(xJ ,tn) =
1
∆x
(
ΓJ,1
2∑
m=0
(xJ−1 − α)m
m !
∂m
∂ xm
U(α−,tn) + ΓJ,2
2∑
m=0
(xJ − α)m
m !
∂m
∂ xm
U(α−,tn)
+ΓJ,3
2∑
m=0
(xJ+1 − α)m
m !
∂m
∂ xm
U(α+,tn) +O(∆x
3)
)
.
Les conditions de saut (2.5) permettent d’écrire (2.13) uniquement en fonction des valeurs limites
∂m
∂ xm U(α
−,tn) (m = 0, 1, 2) à gauche de α. Finalement, l’erreur locale de troncature L(xJ ,tn)
s’écrit à partir de (2.12) et (2.13)
(2.14)
L(xJ ,tn) = − 1
∆x
(ΓJ,1 + ΓJ,2 + ΓJ,3) U(α
−,tn)
− 1
∆x
((xJ−1 − α) ΓJ,1 + (xJ − α) ΓJ,2 + (xJ+1 − α) ΓJ,3D1 +∆xA0) ∂
∂ x
U(α−,tn)
− 1
2∆x
(
(xJ−1 − α)2 ΓJ,1 + (xJ − α)2 ΓJ,2 + (xJ+1 − α)2 ΓJ,3D2
−2∆x
(
c20
∆ t
2
− (xJ − α)A0
))
∂2
∂ x2
U (α−,tn) +O(∆x
2).
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Pour obtenir une erreur locale de troncature d’ordre deux, il suffit d’annuler les coefficients en
facteur devant les dérivées spatiales ∂
m
∂ xm U(α
−,tn) (m = 0, 1, 2) dans (2.14). Cela revient à
imposer que les matrices ΓJ,i vérifient le système d’équations
(2.15)∣∣∣∣∣∣∣∣∣∣
ΓJ,1 + ΓJ,2 + ΓJ,3 = 0
(xJ−1 − α) ΓJ,1 + (xJ − α) ΓJ,2 + (xJ+1 − α) ΓJ,3D1 = −∆xA0
(xJ−1 − α)2 ΓJ,1 + (xJ − α)2 ΓJ,2 + (xJ+1 − α)2 ΓJ,3D2 = c20∆ t∆x I2 − 2∆x(xJ − α)A0.
On peut suivre la même démarche en xJ+1 pour déterminer le système vérifié par les matrices
ΓJ+1,i (i = 1, 2, 3)
(2.16)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ΓJ+1,1 + ΓJ+1,2 + ΓJ+1,3 = 0
(xJ+2 − α) ΓJ+1,1 + (xJ+1 − α) ΓJ+1,2 + (xJ − α) ΓJ+1,3D−11 = −∆xA1
(xJ+2 − α)2 ΓJ+1,1 + (xJ+1 − α)2 ΓJ+1,2 + (xJ − α)2 ΓJ+1,3D−12 = c21∆ t∆x I2
−2∆x(xJ+1 − α)A1.
Propriétés. La principale propriété de l’IIM est bien sûr, par construction même, une erreur
locale de troncature d’ordre deux (voir section précédente). Les autres propriétés sont
– un coût informatique négligeable,
– l’introduction de dispersion numérique aux points irréguliers,
– la stabilité, même pour de forts contrastes des paramètres physiques.
Détaillons chacune de ces propriétés.
Tout d’abord, le système (2.15) est résolu numériquement par décomposition LU. Les matrices
ΓJ,i dépendent de la position de l’interface, des propriétés physiques de part et d’autre de α,
mais ne dépendent pas de la solution U(x,t) : la résolution de (2.15) et de (2.16) peut alors être
effectuée une seule fois, en prétraitement. Après quoi, les matrices ΓJ,i et ΓJ+1,i sont stockées, et
l’avancée en temps aux points irréguliers (2.8) revient seulement à des produits matrice-vecteur.
Le coût additionnel en terme de mémoire informatique et de temps de calcul est alors négligeable.
D’autre part, l’IIM d’ordre deux introduit de la dispersion numérique aux points irréguliers. On
peut facilement s’en rendre compte dans le cas limite de milieux identiques de part et d’autre
de α (ρ0 = ρ1 = ρ, c0 = c1 = c), le calcul de ΓJ,i et ΓJ+1,i étant alors explicite. Après quelques
manipulations algébriques, on trouve en effet
(2.17)
ΓJ,1 = ΓJ+1,3 = c
2 ∆ t
2∆x
I2 +
1
2
A,
ΓJ,2 = ΓJ+1,2 = −c2 ∆ t
∆x
I2,
ΓJ,3 = ΓJ+1,1 = c
2 ∆ t
2∆x
I2 − 1
2
A.
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L’avancée en temps (2.8) en xJ et xJ+1 revient alors au schéma de Lax-Wendroff (2.7) en ces
points, lequel schéma est de nature dispersive. Rappelons brièvement qu’un schéma dispersif est
un schéma pour lequel les différentes composantes harmoniques de la solution se propagent à des
vitesses dépendant de leur fréquence. Cette propriété, non vérifié par la solution exacte, dégrade
alors la solution numérique en introduisant des trains d’oscillations parasites. Notons que le fait
de retrouver le schéma de Lax-Wendroff est logique : en effet, le schéma de Lax-Wendroff est le
seul schéma centré, à trois points, consistant avec (2.3) à l’ordre deux en milieu homogène [43].
L’avancée en temps (2.8) est consistante avec (2.3) à l’ordre deux. Cependant, elle vérifie plus
précisément une autre équation, appelée équation modifiée [42] : on peut en effet montrer que
(2.8) vérifie à l’ordre trois
(2.18)
∂
∂ t
U +A
∂
∂ x
U = B
∂3
∂ x3
U ,
qui est une équation de dispersion linéaire [43]. Cette équation modifiée est classique dans le cas
de schémas linéaires du second ordre. La matrice B est omise ici car elle n’apporte rien à la
discussion. De façon générale, l’IIM introduit ainsi de la dispersion numérique, quels que soient
les milieux de part et d’autre de α.
Enfin, même si Zhang ne propose pas de théorie de stabilité de l’IIM, nous observons lors d’ex-
périences numériques en 1D que l’IIM est stable, même pour de forts contrastes des paramètres
physiques. Nous observons parfois l’apparition d’instabilités numériques dans certains cas li-
mites : pour une interface très proche d’un point de calcul et pour des contrastes extrêmes (ex :
eau/air). En dehors de ces cas, l’IIM est stable. Nous mesurons une convergence d’ordre deux
lors d’expériences numériques.
2.2.6 Critique de l’IIM 1D
IIM et schéma de Lax-Wendroff. Le couplage de l’IIM d’ordre deux et du schéma de Lax-
Wendroff est optimal, pour deux raisons : les propriétés numériques des deux schémas sont les
mêmes (erreur locale de troncature, dispersion numérique) ; l’IIM peut alors s’interpréter comme
une modification apportée au schéma de Lax-Wendroff, modification dépendant continûment des
paramètres physiques et disparaissant lorsque le contraste des paramètres s’annule.
Par contre, le couplage de l’IIM d’ordre deux avec d’autres schémas numériques d’ordre deux
est beaucoup moins satisfaisant. Examinons en particulier le cas d’un schéma de volumes finis
avec limiteur de flux, comme le Wave Propagation Algorithm, utilisé par Zhang pour éliminer la
dispersion numérique.
IIM et schéma de volumes finis avec limiteur de flux. Tout d’abord, le schéma de volumes
finis avec limiteur de flux possède deux points irréguliers supplémentaires par rapport au schéma
de Lax-Wendroff, les points xJ−1 et xJ+2. Zhang suggère d’appliquer le schéma sans méthode
d’interface en ces deux points, pour deux raisons.
La première raison est que l’utilisation, en ces deux points, de valeurs numériques de l’autre
côté de l’interface, n’intervient que dans le calcul des limiteurs de flux [45]. Selon Zhang, cette
utilisation dégrade peu la solution numérique. La deuxième raison, plus valable, est que l’écriture
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d’une IIM sur les quatre points irréguliers xi (J − 1 ≤ i ≤ J + 2) conduit à une erreur locale
de troncature d’ordre quatre en ces points, pour un schéma qui est seulement d’ordre deux aux
points réguliers. Malgré l’effort fait aux points irréguliers, l’ordre de convergence global reste égal
à deux.
D’autre part, l’IIM introduit de la dispersion numérique, conduisant à des oscillations parasites,
alors que le but des limiteurs de flux est justement de limiter cette dispersion en introduisant
de la diffusion numérique. Ce défaut croît évidemment avec le nombre d’interfaces, dégradant la
qualité de la solution numérique si le nombre de points irréguliers n’est plus négligeable devant
le nombre de points réguliers (exemple : milieux multicouches, bulles d’air ...).
IIM et schémas d’ordre élevé. Pour un schéma d’ordre élevé, comme le schéma WENO 5
présenté plus loin, il est évidemment possible d’écrire une IIM d’ordre correspondant. Par contre,
les problèmes rencontrés à l’ordre deux sont maintenus, voire accentués. En particulier, il paraît
difficile de construire une IIM d’ordre cinq qui imite les propriétés numériques du schéma WENO
5 (en particulier, le contrôle de la croissance des oscillations numériques). De plus, l’écriture
explicite des systèmes vérifiés par les matrices Γ devient de plus en plus lourde.
Améliorations à apporter. De ce qui précède, nous déduisons les points à améliorer par
rapport à l’IIM 1D. Nous voulons tout d’abord définir une méthode d’interface dont l’écriture
soit entièrement automatique, quel que soit le schéma utilisé aux points réguliers. D’autre part,
nous souhaitons que les propriétés numériques de la méthode d’interface soient identiques à celles
du schéma utilisé aux points réguliers. En particulier, dans le cas limite du milieu homogène
(l’interface disparaissant alors), on souhaite retrouver aux points irréguliers le schéma utilisé aux
points réguliers. Nous souhaitons par contre conserver les avantages de l’IIM, à savoir un schéma
explicite en temps et robuste aux forts contrastes.
2.3 Immersed Interface Method 2D
2.3.1 Introduction
Nous résumons l’application de l’IIM au cas de l’interface 2D entre deux fluides parfaits. Nous
corrigeons ici les conditions de saut de [85, 86], ainsi que les systèmes d’équations qui en sont
déduits.
2.3.2 Lois de conservation
Considérons un fluide parfait, de paramètres physiques constants par morceaux et discontinus
de part et d’autre d’une interface définie par son équation cartésienne F (x,y) = 0, où (O,x,y)
désigne le repère global de vecteurs directeurs i et j (figure 2.2). Les paramètres sont
(2.19) (ρ,c) =


(ρ0,c0) si F (x,y) ≤ 0,
(ρ1,c1) si F (x,y) > 0,
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avec les mêmes notations qu’en 1D, et F est une fonction suffisamment régulière. En posant
(2.20) U =


v1
v2
p

 , A =


0 0
1
ρ
0 0 0
ρ c2 0 0

 , B =


0 0 0
0 0
1
ρ
0 ρ c2 0

 ,
où (v1,v2) sont respectivement les composantes de la vitesse acoustique dans le repère (O,x,y),
et p est la pression acoustique, les équations de l’acoustique peuvent s’écrire sous la forme d’un
système linéaire de lois de conservation
(2.21)
∂
∂ t
U +A
∂
∂ x
U +B
∂
∂ y
U = 0.
Par dérivation de (2.21) par rapport à t, on a
(2.22)
∂2
∂ t2
U = c2
(
∂2
∂ x2
U +
∂2
∂ y2
U
)
.
2.3.3 Schémas numériques
i i+1i-1
j
j+1
j-1
y
O
x
0-
-
* *
*
*
*
*
1 2 3
4
5 6
i
j
P
+
n
ξη
+
θ
Fig. 2.2 – Interface 2D et maillage régulier. Les points utilisés par l’IIM au point irrégulier (xi,yj)
sont numérotés de 1 à 6. Le point de projection de (xi,yj) sur l’interface est P , centre du repère
local tangent (P,χ,η).
Etant donné des pas en espace ∆x = ∆ y et en temps ∆ t uniformes, nous notons Uni,j l’ap-
proximation numérique de la solution exacte U(xi = i∆x,yj = j∆ y,tn = n∆ t). Pour intégrer
numériquement (2.21), Zhang utilise des schémas d’ordre deux en temps et en espace, comme le
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schéma de Lax-Wendroff
(2.23)
Un+1i,j = U
n
i,j −
∆ t
2∆x
(
A
(
Uni+1,j −Uni−1,j
)
+B
(
Uni,j+1 −Uni,j−1
))
+
1
2
(
c∆ t
∆x
)2 (
Uni+1,j +U
n
i−1,j +U
n
i,j+1 +U
n
i,j−1 − 4Uni,j
)
.
Il utilise aussi un schéma de volumes finis avec limiteur de flux, le Wave Propagation Algorithm
[45]. Là encore, nous ne considérons dans un premier temps que le schéma de Lax-Wendroff.
Supposons que le point (xi,yj) soit irrégulier, i.e. que l’avancée en temps (2.23) utilise des valeurs
numériques des deux côtés de l’interface. La solution exacte U(x,y,t) étant irrégulière au passage
de l’interface (voir à ce sujet la prochaine section), l’ordre du schéma chute. Pour conserver
l’ordre deux en (xi,yj), Zhang construit un autre schéma en ce point. Pour cela, Zhang écrit,
en un point P de l’interface, des développements de Taylor de U (x,y,t) en des points voisins de
(xi,yj). Zhang utilise alors les conditions de saut de U(x,y,t) et de ses dérivées spatiales en P .
2.3.4 Conditions de saut
Repère local tangent à l’interface. Soit P la projection orthogonale de (xi,yj) sur l’interface.
Zhang écrit les conditions de saut de la solution exacte dans le repère local (P,ξ,η) direct, tangent
à l’interface. Ce repère local a pour vecteur normal n et pour vecteur tangent t, avec θ0 l’angle
(i,n) (figure (2.2)). Pour un point M de coordonnées (x,y) dans le repère global (O,x,y) et de
coordonnées (ξ,η) dans le repère local, les formules de changement de repère sont
(2.24)

 ξ
η

 =

 cos θ0 sin θ0
− sin θ0 cos θ0



 x− xP
y − yP

 .
Au voisinage de P , l’interface peut localement être décrite par un paramétrage η, soit
(2.25)
ξ = χ(η)
η = η,
où χ est une fonction supposée suffisamment régulière. Par définition du repère local centré en
P (0,0), on a
(2.26) χ(0) = χ
′
(0) = 0,
et les vecteurs t et n s’écrivent en tout point M(ξ = χ(η),η) le long de l’interface
(2.27) t =

 χ′(η)
1

 , n =

 1
−χ′(η)

 .
Lois de conservation dans le repère local. On désigne par U(ξ,η,t) = T (v1,v2,p) le vecteur
des composantes de la vitesse acoustique et de la pression acoustique dans le repère (P,ξ,η) (on
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a p = p). On passe de U(ξ,η,t) à U(x,y,t) par une matrice de rotation [26]
(2.28)
U(ξ,η,t) = Q−10 U (x,y,t),
avec Q0 =


cos θ0 − sin θ0 0
sin θ0 cos θ0 0
0 0 1

 .
P étant fixé, Q0 est une matrice constante. De (2.21), on déduit le système
(2.29)
∂
∂ t
U +A
∂
∂ ξ
U +B
∂
∂ η
U = 0
vérifié dans le repère (P,ξ,η), obtenue par report de (2.28). On vérifie au passage l’invariance
des lois de conservation par changement de repère. Par dérivation par rapport à t de (2.29), on
obtient enfin
(2.30)
∂2
∂ t2
U = c2
(
∂2
∂ ξ2
U +
∂2
∂ η2
U
)
.
Conditions de saut. Soit un point M le long de l’interface, de coordonnées (ξ = χ(η),η) dans
le repère (P,ξ,η). Le but de cette partie est d’obtenir autant de conditions de saut en M que
de composantes de ∂
α
∂ ξα−β ∂ ηβ
U(ξ,η,t), jusqu’à l’ordre deux (0 ≤ α ≤ 2, 0 ≤ β ≤ α). Le fait de
s’arrêter à l’ordre deux de dérivation spatiale découle de l’ordre deux du schéma de Lax-Wendroff,
et trouve son explication lors de la mise en oeuvre ultérieure de la méthode d’interface en section
2.3.5. Ainsi, nous sommes amenés à chercher trois conditions de saut pour les composantes de
U(ξ,η,t), six conditions de saut pour les composantes de ses dérivées spatiales premières, et neuf
conditions de saut pour les composantes de ses dérivées spatiales secondes.
Les conditions de saut naturelles découlent de la continuité de la vitesse acoustique normale et
de la pression acoustique en M , soit, compte-tenu de (2.27),
(2.31)
[
v1 − χ′(η) v2
]
= 0,
[p] = 0,
en notant [f ] = f(P+,t) − f(P−,t) le saut d’une fonction f(x,y,t) en P . Pour obtenir autant
de conditions de saut que de composantes de U(ξ,η,t), nous dérivons la deuxième condition de
(2.31) par rapport à η ; le théorème de dérivation des fonctions composées, appliqué à p (χ(η),η,t),
conduit alors à
(2.32)
[
χ
′
(η)
∂ p
∂ ξ
+
∂ p
∂ η
]
= 0.
Les lois de conservation (2.29) permettent de déduire de ce qui précède
(2.33)
∂
∂ t
[
ρχ
′
(η) v1 + ρ v2
]
= 0 ⇒
[
ρχ
′
(η) v1 + ρ v2
]
= K(M),
30 CHAPITRE 2. MÉTHODES D’INTERFACE CLASSIQUES
où K est une constant indépendante de temps. Pour un champ acoustique nul à un instant donné
en M , on en déduit la condition de saut supplémentaire
(2.34)
[
ρχ
′
(η) v1 + ρ v2
]
= 0.
Pour obtenir des conditions de saut portant sur les composantes des dérivées spatiales deU(ξ,η,t),
on dérive dans un premier temps les conditions de saut naturelles (2.31) et la condition de saut
supplémentaire (2.34) par rapport à η. Après une dérivation, on obtient ainsi
(2.35)
[
−χ′′(η) v2 + χ′(η) ∂ v1
∂ ξ
−
(
χ
′
(η)
)2 ∂ v2
∂ ξ
+
∂ v1
∂ η
− χ′(η) ∂ v2
∂ η
]
= 0,
(2.36)
[
χ
′
(η)
∂ p
∂ ξ
+
∂ p
∂ η
]
= 0,
(2.37)
[
ρχ
′′
(η) v1 + ρ
(
χ
′
(η)
)2 ∂ v1
∂ ξ
+ ρχ
′
(η)
∂ v2
∂ ξ
+ ρχ
′
(η)
∂ v1
∂ η
+ ρ
∂ v2
∂ η
]
= 0,
soit trois conditions de saut pour six inconnues. Après deux dérivations, on obtient de même
(2.38)[
−χ′′′(η) v2 + χ′′(η) ∂ v1
∂ ξ
− 3χ′(η)χ′′(η) ∂ v2
∂ ξ
− 2χ′′(η) ∂ v2
∂ η
+
(
χ
′
(η)
)2 ∂2 v1
∂ ξ2
−
(
χ
′
(η)
)3 ∂2 v2
∂ ξ2
+ 2χ
′
(η)
∂2 v1
∂ ξ ∂ η
− 2
(
χ
′
(η)
)2 ∂2 v2
∂ ξ ∂ η
+
∂2 v1
∂ η2
− χ′(η)∂
2 v2
∂ η2
]
= 0.
(2.39)
[
χ
′′
(η)
∂ p
∂ ξ
+
(
χ
′
(η)
)2 ∂2 p
∂ ξ2
+ 2χ
′
(η)
∂2 p
∂ ξ ∂ η
+
∂2 p
∂ η2
]
= 0,
(2.40)[
ρχ
′′′
(η) v1 + 3 ρχ
′
(η)χ
′′
(η)
∂ v1
∂ ξ
+ ρχ
′′
(η)
∂ v2
∂ ξ
+ 2 ρχ
′′
(η)
∂ v1
∂ η
+ ρ
(
χ
′
(η)
)3 ∂2 v1
∂ ξ2
+ρ
(
χ
′
(η)
)2 ∂2 v2
∂ ξ2
+ 2 ρ
(
χ
′
(η)
)2 ∂2 v1
∂ ξ ∂ η
+ 2 ρχ
′
(η)
∂2 v2
∂ ξ ∂ η
+ ρχ
′
(η)
∂2 v1
∂ η2
+ ρ
∂2 v2
∂ η2
]
= 0,
soit trois conditions pour neuf inconnues. Dans un deuxième temps, on dérive les conditions de
saut naturelles par rapport à t et on utilise les lois de conservation (2.29) et (2.30) écrites sous
forme scalaire. Ainsi, après une dérivation de (2.31) par rapport à t, on obtient
(2.41)
[
1
ρ
∂ p
∂ ξ
− 1
ρ
χ
′
(η)
∂ p
∂ η
]
= 0,
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(2.42)
[
ρ c2
∂ v1
∂ ξ
+ ρ c2
∂ v2
∂ η
]
= 0,
soit deux conditions de saut pour six inconnues. Après deux dérivations de (2.31) par rapport à
t, on obtient
(2.43)
[
c2
∂2 v1
∂ ξ2
− c2
(
χ
′
(η)
)2 ∂2 v1
∂ ξ ∂ η
+ c2
∂2 v2
∂ ξ ∂ η
− c2
(
χ
′
(η)
)2 ∂2 v2
∂ η2
]
= 0,
(2.44)
[
c2
∂2 p
∂ ξ2
+ c2
∂2 p
∂ η2
]
= 0,
soit deux conditions de saut pour neuf inconnues. Les deux conditions (2.35) et (2.37), obtenues
en dérivant les conditions de saut naturelles par rapport à η, sont dérivées par rapport à t, ce
qui conduit à
(2.45)
[
−1
ρ
χ
′′
(η)
∂ p
∂ η
+
1
ρ
χ
′
(η)
∂2 p
∂ ξ2
+
1
ρ
(
1−
(
χ
′
(η)
)2) ∂2 p
∂ ξ ∂ η
− 1
ρ
χ
′
(η)
∂2 p
∂ η2
]
= 0,
(2.46)
[
ρ c2 χ
′
(η)
∂2 v1
∂ ξ2
+ ρ c2
∂2 v1
∂ ξ ∂ η
+ ρ c2 χ
′
(η)
∂2 v2
∂ ξ ∂ η
+ ρ c2
∂2 v2
∂ η2
]
= 0,
soit deux conditions de saut pour neuf inconnues. En rassemblant les conditions de saut (2.35)-
(2.46), on obtient cinq conditions de saut pour les six composantes des dérivées spatiales premières
de U(ξ,η,t), et sept conditions de saut pour les neuf composantes des dérivées spatiales secondes
de U(ξ,η,t).
Pour déterminer les trois conditions de saut manquantes, on procède comme suit. A partir des
deux premières équations scalaires de (2.29), soit
(2.47)
ρ
∂ v1
∂ t
=
∂ p
∂ ξ
,
ρ
∂ v2
∂ t
=
∂ p
∂ η
,
on montre la relation
(2.48)
∂
∂ t
(
∂ v1
∂ η
− ∂ v2
∂ ξ
)
= 0,
soit ∂∂ t rot v = 0. Si le rotationnel de la vitesse est nul à l’instant initial, on obtient alors la
condition classique selon laquelle le rotationnel de la vitesse acoustique est nul à tout instant,
soit
(2.49)
∂ v1
∂ η
− ∂ v2
∂ ξ
= 0,
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ainsi que les deux conditions
(2.50)
∂2 v1
∂ ξ ∂ η
− ∂
2 v2
∂ ξ2
= 0,
∂2 v1
∂ η2
− ∂
2 v2
∂ ξ ∂ η
= 0,
obtenues par dérivation de (2.49) par rapport à ξ ou η. Par la suite, nous appelons conditions
de compatibilité les conditions (2.49) et (2.50) ; ces conditions sont caractéristiques du milieu de
propagation et non des interfaces. Les conditions de compatibilité étant vraies partout, et en
particulier au niveau des interfaces, Zhang propose d’écrire que leur saut de part et d’autre de
l’interface est nul, soit
(2.51)
[
∂ v1
∂ η
− ∂ v2
∂ ξ
]
= 0,
[
∂2 v1
∂ ξ ∂ η
− ∂
2 v2
∂ ξ2
]
= 0,
[
∂2 v1
∂ η2
− ∂
2 v2
∂ ξ ∂ η
]
= 0,
ce qui finit de compléter les conditions de saut à l’interface 2D entre deux fluides.
Ecriture matricielle des conditions de saut. Les conditions de saut (2.31) à (2.46), puis
(2.51), calculées en un point M(ξ = χ(η),η) quelconque le long de l’interface, sont maintenant
ramenées au point P , origine du repère local. Il suffit pour cela de considérer les propriétés (2.26),
lesquelles simplifient les conditions de saut. Après calculs, les valeurs limites ∂
i
∂ ξi−j ∂ ηj
U(P+,t)
(0 ≤ i ≤ 2, 0 ≤ j ≤ 2) s’écrivent en fonction des valeurs limites ∂i
∂ ξi−j ∂ ηj
U(P−,t)
(2.52)


U (P+,t)
∂
∂ ξ
U(P+,t)
∂
∂ η
U (P+,t)
∂2
∂ ξ2
U(P+,t)
∂2
∂ ξ ∂ η
U(P+,t)
∂2
∂ η2
U(P+,t)


=M


U(P−,t)
∂
∂ η
U(P−,t)
∂
∂ η
U(P−,t)
∂2
∂ ξ2
U(P−,t)
∂2
∂ ξ ∂ η
U (P−,t)
∂2
∂ η2
U(P−,t)


,
2.3. IMMERSED INTERFACE METHOD 2D 33
où M est une matrice bloc 6× 6, avec des blocs 3× 3, dont les composantes non nulles sont
(2.53)
M(1,1) =M(3,3) =M(6,6) = diag
(
1,
ρ0
ρ1
,1
)
,
M(2,1) = χ
′′
(0)
(
ρ0
ρ1
− 1
)
diag (−1,1,0), M(2,2) = diag
(
ρ0
ρ1
(
c0
c1
)2
,1,
ρ1
ρ0
)
,
M(2,3) =M(5,6) =
ρ0
ρ1
((
c0
c1
)2
− 1
) 
0 1 0
0 0 0
0 0 0

 ,
M(3,1) = −M(5,2) = χ′′(0)
(
ρ0
ρ1
− 1
)


0 1 0
1 0 0
0 0 0

 ,
M(4,1) =M(5,1) = −M(6,1) = −
(
ρ0
ρ1
− 1
)

χ
′′′
(0)


0 1 0
1 0 0
0 0 0

+ 3
(
χ
′′
(0)
)2


1 0 0
0 −1 0
0 0 0



 ,
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(2.54)
M(4,2) = −M(6,2) = −χ′′(0) diag
(
1− ρ0
ρ1
(
c0
c1
)2
,
ρ0
ρ1
− 1,1− ρ1
ρ0
)
,
M(4,3) = −M(6,3) = −χ′′(0)


0 3
ρ0
ρ1
− ρ0
ρ1
(
c0
c1
)2
− 2 0
2
(
ρ0
ρ1
− 1
)
0 0
0 0 0


,
M(4,4) = diag
((
c0
c1
)2
,1,
(
c0
c1
)2)
, M (4,5) =
(
ρ0
ρ1
(
c0
c1
)2
− 1
)
0 0 0
1 0 0
0 0 0

 ,
M(4,6) =
((
c0
c1
)2
− 1
)
diag
(
1,
ρ0
ρ1
,1
)
, M(5,5) = diag
(
ρ0
ρ1
(
c0
c1
)2
,1,
ρ1
ρ0
)
,
M(5,3) = −χ′′(0) diag
(
2
(
ρ0
ρ1
− 1
)
,−
(
3
ρ0
ρ1
− ρ0
ρ1
(
c0
c1
)2
− 2
)
,
ρ1
ρ0
− 1
)
.
Ces conditions de saut font intervenir les paramètres physiques de part et d’autre de l’interface,
ainsi que la géométrie de l’interface en P . De (2.52), on déduit que les composantes de U(x,y,t)
sont soit discontinues, soit à dérivées spatiales discontinues, en P .
Comme signalé en section 2.1, les conditions de saut (2.52) sont différentes de celles proposées
par Zhang. Tout en tenant compte des différences de notation, le lecteur pourra comparer (2.52)
aux équations (4-50) et (4-51) de [86]. Les erreurs de calcul de Zhang proviennent du fait qu’il
dérive directement les conditions de saut naturelles (2.31) au point P , au lieu de les dériver en
un point M quelconque de l’interface, que l’on fait tendre dans un second temps vers P . Pour
comprendre sur un exemple les conséquences de cette erreur, examinons la condition de saut
portant sur la vitesse acoustique normale (première équation de (2.31)). Zhang écrit directement
cette condition en P , soit, compte-tenu de (2.26)
(2.55) [v1] = 0,
qu’il dérive par rapport à η
(2.56)
[
∂ v1
∂ η
]
= 0.
Au lieu de (2.56), l’expression correcte déduite de (2.35) est
(2.57)
[
−χ′′(0) v2 + ∂ v1
∂ η
]
= 0.
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Des erreurs analogues, faisant intervenir χ
′′
(0) et χ
′′′
(0), se retrouvent dans pratiquement toutes
les conditions de saut de [86]. Ces erreurs n’ont aucune conséquence sur les expériences nu-
mériques de Zhang, pour une simple raison : il compare les solutions numériques aux solutions
analytiques dans le cas d’une onde plane incidente sur une interface plane, cas pour lequel les
termes de courbure χ
′′
(0) et χ
′′′
(0) sont nuls...
2.3.5 Méthode d’interface
l 1 2 3 4 5 6
k1(l) - 1 0 1 0 0 1
k2(l) 0 0 0 -1 1 1
Tab. 2.1 – Indices k1 et k2 utilisés dans (2.59) et permettant de repérer les positions relatives
des points (utilisés pour l’avancée en temps) par rapport au point irrégulier considéré.
Avancée en temps en un point irrégulier. Soit (xi,yj) un point irrégulier, et P la projection
orthogonale de (xi,yj) sur l’interface (figure 2.2). En (xi,yj), Zhang propose décrire l’avancée en
temps
(2.58) Un+1i,j = U
n
i,j +
∆ t
∆x
6∑
l=1
Γi,j,lU
n
il,jl
,
basée sur six points. Les coefficients Γi,j,l (1 ≤ l ≤ 6) sont des matrices 3× 3. Les entiers il et jl
(1 ≤ l ≤ 6) s’écrivent
(2.59)
il = i+ k1(l),
jl = j + k2(l),
avec k1(l) et k2(l) précisés dans le tableau 2.1 ; en particulier, i2 = i et j2 = j. Le choix de
l = 6 points est a priori nécessaire pour obtenir un schéma d’ordre deux. Ce “stencil” (montré
en figure 2.2) est asymétrique, au sens où l’on obtient un autre stencil par symétrie centrale de
centre (xi,yj). Notons que le sixième point, d’indices relatifs (1,1) par rapport à (xi,yj), aurait
également pu avoir comme indices relatifs (-1,-1), (-1,1), ou (1,-1).
Les coordonnées des points (xil ,yjl) dans le repère (P,ξ,η) sont notées (ξl,ηl) et sont calculées
par (2.24). On définit enfin la notation P (l) (1 ≤ l ≤ 6), désignant P+ ou P− suivant que
F (xil ,yjl) > 0 ou F (xil ,yjl) ≤ 0.
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L’avancée en temps (2.58) s’écrit
(2.60)
1
∆ t
(
Un+1i,j −Uni,j
)
− 1
∆x
6∑
l=1
Γi,j,lU
n
il,jl
= 0.
L’erreur locale de troncature L(xi,yj,tn) du schéma (2.58) est obtenue en remplaçant les valeurs
numériques dans (2.60) par les valeurs exactes aux points correspondants, soit
(2.61) L(xi,yj ,tn) = L1(xi,yj,tn)−L2(xi,yj ,tn),
avec
(2.62)
L1(xi,yj,tn) =
U(xi,yj,tn+1)−U(xi,yj ,tn)
∆ t
,
L2(xi,yj,tn) =
1
∆x
6∑
l=1
Γi,j,lU(xil ,yjl,tn).
L’erreur locale est calculée dans le repère (P,ξ,η) ; en posant
(2.63) Γi,j,l = Q
−1
0 Γi,j,lQ0,
et compte-tenu des formules de changement de repère (2.28), on a
(2.64)
L1(xi,yj,tn) = Q0
U(ξ2,η2,tn+1)−U(ξ2,η2,tn)
∆ t
,
L2(xi,yj,tn) =
1
∆x
Q0
6∑
l=1
Γi,j,lU(ξl,ηl,tn).
L1 est calculée en trois étapes : développement de Taylor en temps en (ξ2,η2,tn) ; utilisation des
lois de conservation (2.29) et (2.30) ; enfin, développement de Taylor en espace en (P (2),tn). Pour
simplifier la discussion ultérieure, on suppose que (xi,yj) appartient à Ω0, soit P
(2) = P−. D’où
(2.65)
L1(xi,yj,tn) = Q0
(
∂
∂ t
U (ξ2,η2,tn) +
∆ t
2
∂2
∂ t2
U(ξ2,η2,tn) +O(∆ t
2)
)
= Q0
(
−A0 ∂
∂ ξ
U(ξ2,η2,tn)−B0 ∂
∂ η
U(ξ2,η2,tn)
+c20
∆ t
2
(
∂2
∂ ξ2
U(ξ,η2,tn) +
∂2
∂ η2
U(ξ2,η2,tn)
))
+O(∆ t2),
soit
(2.66)
L1(xi,yj,tn) = Q0
(
−A0 ∂
∂ ξ
U (P−,tn)−B0 ∂
∂ η
U(P−,tn)
+
(
c2
∆ t
2
− ξ2A0
)
∂2
∂ ξ2
U(P−,tn)− (η2A0 + ξ2B0) ∂
2
∂ ξ ∂ η
U(P−,tn)
+
(
c20
∆ t
2
− η2B0
)
∂2
∂ η2
U(P−,tn)
)
+O(∆ t2).
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Comme en 1D, on a O(∆ t2) = O(∆x2), du fait de la condition CFL. L2 est calculée par
développements de Taylor d’ordre deux de U(ξl,ηl,tn) en (P
(l),tn) (1 ≤ l ≤ 6)
(2.67)
L2(xi,yj,tn) =
1
∆x
Q0
6∑
l=1
Γi,j,l
(
U(P (l),tn) + ξl
∂
∂ ξ
U (P (l),tn) + ηl
∂
∂ η
U (P (l),tn)
+
1
2
ξ2l
∂2
∂ ξ2
U(P (l),tn) + ξl ηl
∂2
∂ ξ ∂η
U(P (l),tn) +
1
2
η2l
∂2
∂ η2
U(P (l),tn)
)
+O(∆x2).
Finalement, l’erreur locale de troncature L(xi,yj ,tn) est déduite de (2.66) et (2.67). L’expression
obtenue met en jeu les douze valeurs limites ∂
α
∂ ξα−β ∂ ηβ
U(P±,tn) (0 ≤ α ≤ 2, 0 ≤ β ≤ α). Pour
réduire ce nombre à six valeurs limites, nous utilisons les conditions de saut (2.52).
Pour obtenir une erreur locale de troncature d’ordre deux, il suffit d’annuler les coefficients de
∂α
∂ ξα−β ∂ ηβ
U(P±,tn) (0 ≤ α ≤ 2, 0 ≤ β ≤ α) dans l’expression obtenue. Après des manipulations
algébriques, cela revient à imposer que les matrices Γi,j,l vérifient le système de six équations
matricielles
(2.68)
6∑
l=1
Γi,j,l Qˆ1,l = 0,
6∑
l=1
Γi,j,l Qˆ4,l = ∆x
(
c20
∆ t
2
− ξ2A0
)
,
6∑
l=1
Γi,j,l Qˆ2,l = −∆xA0,
6∑
l=1
Γi,j,l Qˆ5,l = −∆x (η2A0 + ξ2B0) ,
6∑
l=1
Γi,j,l Qˆ3,l = −∆xB0,
6∑
l=1
Γi,j,l Qˆ6,l = ∆x
(
c20
∆ t
2
− η2B0
)
,
où Qˆk,l sont des matrices 3× 3 (1 ≤ k ≤ 6, 1 ≤ l ≤ 6) données par
(2.69)
Qˆ1,l = I3, Qˆ4,l =
1
2
ξ2l I3,
Qˆ2,l = ξl I3, Qˆ5,l = ξl ηl I3,
Qˆ3,l = ηlI3, Qˆ6,l =
1
2
η2l I3,
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si P (l) = P−, et sont données par
(2.70)
Qˆ1,l =M(1,1) + ξlM(2,1) + ηlM(3,1) +
1
2
ξ2l M (4,1) + ξl ηlM(5,1) +
1
2
η2l M(6,1),
Qˆ2,l = ξlM(2,2) +
1
2
ξ2l M(4,2) + ξl ηlM(5,2) +
1
2
η2l M(6,2),
Qˆ3,l = ξlM(2,3) + ηlM(3,3) +
1
2
ξ2l M (4,3) + ξl ηlM(5,3) +
1
2
η2l M (6,3),
Qˆ4,l =
1
2
ξ2l M(4,4),
Qˆ5,l =
1
2
ξ2l M(4,5) + ξl ηlM(5,5),
Qˆ6,l =
1
2
ξ2l M(4,6) + ξl ηlM(5,6) +
1
2
η2l M(6,6),
si P (l) = P+. I3 est la matrice identité d’ordre trois. Le système (2.68) s’écrit alors
(2.71) Γ Qˆ = F ,
avec Γ la matrice bloc 1× 6 dont chaque bloc est la matrice Γi,j,l, de taille 3× 3 . D’autre part,
Qˆ est la matrice bloc 6× 6 dont chaque bloc 3× 3 est la matrice
(2.72) Qˆ(k,l) = Qˆl,k,
et F est la matrice bloc 1 × 6 dont les blocs 3 × 3 sont les seconds membres de (2.68). Par
transposition de (2.71), on se ramène au système matriciel
(2.73) T Qˆ TΓ = TF .
Zhang ne démontre pas l’inversibilité de (2.73) : en pratique, nous n’avons cependant jamais
obtenu de système singulier. On peut montrer que résoudre (2.73) équivaut à résoudre trois
systèmes linéaires scalaires 18 × 18. Une fois les matrices Γi,j,l calculées, il reste enfin à revenir
aux matrices Γi,j,l utilisées pour l’avancée en temps (2.58). Pour cela, on déduit de (2.63)
(2.74) Γi,j,l = Q0Γi,j,lQ
−1
0 .
Propriétés. Les systèmes (2.73) sont résolus numériquement par décomposition LU. Comme en
1D, ce calcul peut être effectué une seule fois, en prétraitement. A chaque pas de temps, le coût
informatique supplémentaire est négligeable devant celui du schéma utilisé aux points réguliers :
l’analyse de complexité est proposée par Zhang, mais non reproduite ici.
D’autre part, l’IIM d’ordre deux introduit de la dispersion numérique aux points irréguliers,
comme en 1D. Pour s’en rendre compte, on peut en particulier considérer le cas limite de milieux
identiques de part et d’autre de l’interface (ρ = ρ0 = ρ1, c = c0 = c1). Après des manipulations
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algébriques, on trouve
(2.75)
Γi,j,1 = c
2 ∆ t
2∆x
I3 +
1
2
A, Γi,j,4 = c
2 ∆ t
2∆x
I3 +
1
2
B,
Γi,j,2 = −2 c2 ∆ t
∆x
I3, Γi,j,5 = c
2 ∆ t
2∆x
I3 − 1
2
B,
Γi,j,3 = c
2 ∆ t
2∆x
I3 − 1
2
A, Γi,j,6 = 0.
L’avancée en temps (2.58) revient alors, au point (xi,yj), au schéma de Lax-Wendroff 2D (2.23),
de nature dispersive.
Zhang ne propose pas de théorie de stabilité pour l’IIM 2D et ne signale pas de problèmes
particuliers à ce sujet. Nous avons cependant observé l’apparition d’instabilités numériques pour
des contrastes modérés des paramètres physiques, comme
(2.76) (ρ,c) =


ρ0 = 1200 kg/m
3, c0 = 1900 m/s,
ρ1 = 1000 kg/m
3, c1 = 1500 m/s,
même en réalisant les calculs en double précision, ce qui limite sérieusement l’utilité de la mé-
thode. Nous ne proposons pas de théorie pour expliquer ces instabilités, mais suggérons une
origine possible du problème.
i
+
+
+ +
+
i+1
+
++
+
+
+
+
PP2 31
4
5 6
1 2 3
5 6
4
j j
Fig. 2.3 – Points utilisés par l’IIM en (xi,yj) (à gauche) et en (xi+1,yj) (à droite). Les points
utilisés pour l’avancée en temps dans les deux cas sont repérés par des croix et numérotés.
Considérons pour cela une interface plane verticale, et l’application de l’IIM au point irrégulier
(xi,yj), puis au point irrégulier (xi+1,yj) (figure 2.3). Dans les deux cas, le point de projection P
est le même. Le calcul des matrices Γi,j,l et Γi+1,j,l (1 ≤ l ≤ 6) revient implicitement à estimer
les valeurs limites ∂
α
∂ ξα−β ∂ ηβ
U (P−,tn) et
∂α
∂ ξα−β ∂ ηβ
U(P+,tn) (0 ≤ α ≤ 2, 0 ≤ β ≤ α). Les
ensembles de points utilisés dans les deux cas (numérotés de 1 à 6 en figure 2.3) étant différents,
les valeurs limites obtenues en P− (et en P+) sont différentes. Le problème numérique conduit
ainsi à deux valeurs différentes de U(ξ,η,t) et de ses dérivées spatiales au même point, ce qui est
évidemment contradictoire avec le problème continu.
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2.3.6 Critique de l’IIM 2D
IIM et Lax-Wendroff. Comme en 1D, le couplage de l’IIM d’ordre deux et du schéma de
Lax-Wendroff est idéal (sauf en ce qui concerne la stabilité, discutée plus loin), les propriétés
numériques étant les mêmes en tout point du domaine, régulier ou irrégulier. L’étude de cas tests
confirme effectivement une convergence d’ordre deux. De plus, l’IIM est une procédure locale à
chaque point irrégulier, et est ainsi aisément parallélisable.
Schémas d’ordre élevé. Les limitations de l’IIM soulevées en 1D (section 2.2.6) sont maintenues
en 2D. Tout d’abord, l’écriture de l’IIM nécessite de nombreuses manipulations algébriques, et
sa complexité croît avec l’ordre du schéma utilisé aux points réguliers. D’autre part, Zhang ne
propose pas un algorithme général, valable quel que soit le schéma utilisé loin des interfaces, ce qui
est dommage. Enfin, les propriétés numériques de ce dernier schéma et de l’IIM sont généralement
différentes. Pour un schéma d’ordre deux différent du schéma de Lax-Wendroff, le cas limite de
deux milieux identiques de part et d’autre d’une interface est particulièrement éloquent : en effet,
le schéma aux points réguliers et le schémas aux points irréguliers sont différents, ce qui n’a pas
lieu d’être en milieu homogène.
Stabilité. Les faibles contrastes tenus par l’IIM en 2D représentent un nouveau défaut par
rapport au cas 1D, particulièrement limitatif. Un large spectre d’applications se trouve ainsi
hors de portée de l’IIM (ex : interface eau/air) ; pour la petite histoire, ce dernier point a motivé
notre recherche de la nouvelle méthode d’interface présentée au cours de cette étude. Pour la
construction de cette dernière méthode, nous avons alors veillé à la chose suivante : si un même
point P sur l’interface sert pour la méthode d’interface en deux points différents (ex : (xi,yj) et
(xi+1,yj) en figure 2.3), on se basera dans les deux cas sur les mêmes ensembles de points (au
contraire des cas présentés en figure 2.3). Cela permet d’obtenir, dans les deux cas, les mêmes
estimations des valeurs limites de ∂
α
∂ ξα−β ∂ ηβ
U(P−,tn) ; nous soupçonnons en effet le non-respect
de ce critère d’unicité d’être à l’origine des instabilités observées avec l’IIM.
Asymétrie. Pour assurer une erreur locale de troncature d’ordre deux, l’IIM utilise autant de
points de calcul que de composantes de ∂
α
∂ ξα−β ∂ ηβ
U(P−,tn) (0 ≤ α ≤ 2, 0 ≤ α ≤ β), soit six
points. Le sixième point (voir tableau 2.3.5)) introduit une asymétrie qui n’a pas lieu d’être.
Dans le même ordre d’idées, suivant la géométrie de l’interface, il se peut que l’IIM en un point
d’un côté de l’interface n’utilise qu’un seul point de l’autre côté de l’interface (voir le cas du
point (xi+1,yj) en figure 2.3). La prise en compte des conditions aux interfaces ne provient alors
que d’un seul point sur les six utilisés, ce qui est peu. Nous éliminerons ces deux faiblesses en
nous basant sur un ensemble de points régulièrement répartis des deux côtés de l’interface, en
nombre supérieur au nombre de composantes de ∂
α
∂ ξα−β ∂ ηβ
U (P−,tn).
Repère local. Par ailleurs, nous réfutons l’utilité du passage dans un repère local tangent à
l’interface pour l’écriture des conditions de saut. Ce passage dans un repère local, qui est une
constante dans l’histoire des méthodes d’interface (voire par exemple [50, 83]), est ici inutile : il
introduit des calculs supplémentaires (2.63), (2.74), est une source potentielle d’erreurs (écriture
de la représentation paramétrique de l’interface dans le nouveau repère via (2.24)), et a été à
l’origine des erreurs de calcul de Zhang. Il a seulement pour avantage de permettre l’écriture
analytique les valeurs limites de la solution et de ses dérivées spatiales, d’un côté de l’interface,
en fonction des quantités de même nature, de l’autre côté de l’interface, à partir des conditions de
saut. En pratique, on peut se dispenser de cette écriture analytique (2.52), et tirer directement
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profit des conditions de saut (2.31)-(2.51). Celles-ci peuvent être écrites directement dans le
repère global (O,x,y). Nous expliquons au chapitre 6 la procédure à suivre.
Singularités géométriques. Nous ne sommes pas d’accord avec Zhang lorsqu’il affirme traiter
avec succès le cas d’interfaces non régulières, comme le cas d’une lentille acoustique (figures
4-11 et 4-12 en pages 58 et 59 de [85]). En effet, les points de projection sont toujours choisis
en des points de l’interface où celle-ci est suffisamment régulière. Du coup, les singularités du
champ acoustique découlant des singularités géométriques ne sont pas prises en compte, ce dont
Zhang ne s’aperçoit pas puisqu’il ne compare pas ses résultats à des solutions analytiques dans
le cas d’interfaces singulières. La prise en compte des singularités géométriques repose sur des
techniques de régularisation, comme celles présentées par [57] dans le cas d’équations elliptiques.
Durant ce travail, nous n’aborderons pas de toute façon ce problème délicat, et nous considérerons
toujours des interfaces suffisamment régulières.
Conditions aux interfaces. Nos dernières critiques concernent l’écriture de la condition de
saut supplémentaire (2.34) et l’utilisation des conditions de compatibilité. Concernant le premier
point, il n’est pas trivial de trouver une telle condition (voir à ce sujet le cas de l’élastodynamique
dans [86]), ce qui est à mettre au crédit de Zhang. Par ailleurs, nous précisons au chapitre 6 qu’une
telle condition n’existe pas toujours : en particulier, le cas d’une interface fluide-solide 2D et 3D
ne conduit à aucune condition de saut supplémentaire, bloquant l’application de l’IIM à de telles
configurations. Concernant le second point, le passage des relations (2.49) et (2.50) aux conditions
de saut (2.51) est limitatif et conduit à une perte d’information. En effet, la nullité du saut d’une
fonction n’implique pas que cette fonction soit nulle. Nous éliminerons ces deux faiblesses de
l’IIM dans la méthode d’interface que nous construisons : pour cela, nous nous dispensons de
la condition de saut supplémentaire (et des conditions qui en sont dérivées), et nous utilisons
pleinement les conditions de compatibilité (2.49) et (2.50) des deux côtés de l’interface.
2.4 Explicit Jump Immersed Interface Method 1D
2.4.1 Introduction
Wiegmann a développé l’EJIIM dans le cas d’équations elliptiques [80, 83]. Nous présentons
ici une courte application de l’EJIIM à la propagation 1D des ondes acoustiques. Le but de
cette présentation est de montrer une qualité particulière de l’EJIIM : à la différence de l’IIM,
l’EJIIM est construite à partir des schémas utilisés aux points réguliers. En particulier, les deux
schémas coïncident dans le cas limite de milieux identiques. Nous exploiterons cette idée dans la
construction de la nouvelle méthode d’interface.
Les lois de conservation, conditions de saut, et schéma numérique (i.e. le schéma de Lax-Wendroff)
sont les mêmes que pour l’IIM 1D, et ne sont donc pas répétés ici. Comme vu précédemment,
l’IIM consiste à écrire un nouveau schéma aux points irréguliers, schéma a priori sans rapport
avec celui utilisé aux points réguliers ; au lieu de cela, l’EJIIM ajoute à ce schéma des corrections
dépendant explicitement du saut de la solution exacte à l’interface.
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2.4.2 Méthode d’interface
Différences finies corrigées. Les expressions usuelles des différences finies centrées ne sont plus
valables aux points irréguliers xJ et xJ+1, à cause de l’irrégularité de U(x,t) en α ∈ [xJ ,xJ+1[.
Considérons le point xJ ; en ce point, Wiegmann démontre les formules
(2.77)
∂
∂ x
U (xJ ,tn) =
U (xJ+1,tn)−U(xJ−1,tn)
2∆x
− 1
2∆x
2∑
m=0
((1− θ)∆x)m
m !
[
∂m
∂ xm
U(α,tn)
]
+O(∆x2),
∂2
∂ x2
U(xJ ,tn) =
U(xJ+1,tn)− 2U (xJ ,tn) +U (xJ−1,tn)
∆x
− 1
∆x2
3∑
m=0
((1− θ)∆x)m
m !
[
∂m
∂ xm
U(α,tn)
]
+O(∆x2),
avec θ = (α− xJ)/∆x.
Conditions de saut. A partir des conditions de saut (2.5), on obtient facilement une écriture
décentrée à gauche des sauts (2.77)
(2.78)
[U(α,t)] = 0,
[
∂
∂ x
U(α,t)
]
= (D1 − I2) ∂
∂ x
U(α−,t),
[
∂2
∂ x2
U(α,t)
]
= (D2 − I2) ∂
2
∂ x2
U (α−,t).
Interpolations décentrées à gauche. Les valeurs limites ∂
m
∂ xm U(α
−,t) (1 ≤ m ≤ 2) interve-
nant dans (2.78) sont estimées au second ordre près à partir des valeurs deU(xi,t) (J−2 ≤ i ≤ J).
Pour cela, on écrit les développements de Taylor
(2.79)
∂
∂ x
U(α−,t) =
∂
∂ x
U(xJ−1,t) + (α− xJ−1) ∂
2
∂ x2
U(xJ−1,t) +O(∆x
2),
∂2
∂ x2
U(α−,t) =
∂2
∂ x2
U(xJ−1,t) +O(∆x).
Les dérivées spatiales en xJ−1 sont estimées par les classiques différences finies centrées d’ordre
deux en xJ−1. On déduit alors de ces dernières et de (2.79) les estimations
(2.80)
∂
∂ x
U(α−,t) =
(1 + 2 θ)U (xJ−2,t)− 4 (1 + θ)U(xJ−1,t) + (3 + 2 θ)U(xJ ,t)
2∆x
+O(∆x2),
∂2
∂ x2
U(α−,t) =
U(xJ−2,t)− 2U (xJ−1,t) +U(xJ ,t)
∆x2
+O(∆x).
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Lax-Wendroff et EJIIM. En tout point xi, le schéma de Lax-Wendroff découle du développe-
ment de Taylor d’ordre deux de U(xi,tn+1) en (xi,tn)
(2.81) U(xi,tn+1) = U (xi,tn) + ∆ t
∂
∂ t
U(xi,tn) +
1
2
∆ t2
∂2
∂ t2
U(xi,tn) +O(∆ t
3).
Les dérivées temporelles dans (2.81) sont remplacées par des dérivées spatiales à partir de (2.3)
(2.82) U(xi,tn+1) = U(xi,tn)−∆ tA ∂
∂ x
U(xi,tn) +
1
2
(c∆ t)2
∂2
∂ x2
U(xi,tn) +O(∆ t
3).
Aux points réguliers, les dérivées spatiales dans (2.82) sont estimées par des différences finies
centrées d’ordre deux (soit les formules (2.77) avec des sauts nuls). Les valeurs exactes de la
solution sont alors remplacées par les valeurs numériques, et le vecteur d’erreur est éliminé,
conduisant au schéma de Lax-Wendroff (2.7). Au point irrégulier xJ , les dérivées spatiales dans
(2.82) sont estimées par les différences finies corrigées (2.77). Les sauts des dérivées spatiales de
la solution sont alors estimés via (2.78) et (2.80). On en déduit le schéma de Lax-Wendroff couplé
à l’EJIIM
(2.83)
Un+1J = U
n
J −
∆ t
2∆x
A0
(
UnJ+1 −UnJ−1
)
+
1
2
(
c0∆ t
∆x
)2 (
UnJ+1 − 2UnJ +UnJ−1
)
+
(
∆ t
2∆x
A0 − 1
2
(
c0∆ t
∆x
)2)(1− θ
2
(D1 − I2) (1 + 2 θ)UnJ−2 − 4 (1 + θ)UnJ−1
+(3 + 2 θ)UnJ) +
(1− θ)2
2
(D2 − I2)
(
UnJ−2 − 2UnJ−1 +UnJ
))
.
On peut suivre une démarche analogue au point irrégulier xJ+1.
Propriétés. L’EJIIM ne nécessite pas d’inversion de système linéaire (en 1D) et conserve un
schéma explicite en temps : à l’instar de l’IIM, le coût additionnel en temps de calcul est né-
gligeable. D’autre part, par principe de construction même, l’EJIIM revient au schéma utilisé
aux points réguliers dans le cas limite d’un milieu homogène. Enfin, nous avons observé une
stabilité moins importante qu’avec l’IIM en 1D : des instabilités numériques apparaissent pour
des contrastes moyens des paramètres physiques (ex : rapport 1 à 4 d’impédances).
2.4.3 Critique de l’EJIIM 1D
Stabilité. La faible stabilité de l’EJIIM en 1D est une sérieuse limitation, et nous a détourné
de cette méthode. Nous soupçonnons l’utilisation d’interpolations décentrées en espace comme
étant à l’origine des instabilités. En effet, une version préliminaire et décentrée de la méthode
d’interface que nous présentons par la suite souffrait de la même limitation, pour les mêmes
contrastes de paramètres physiques. En conséquence de quoi nous utiliserons des interpolations
centrées, basées sur autant de points des deux côtés de l’interface en 1D.
Schémas d’ordre élevé. D’autre part, la complexité de l’EJIIM croît avec celle du schéma
utilisé aux points réguliers. Elle devient finalement rédhibitoire pour un schéma d’ordre élevé.
44 CHAPITRE 2. MÉTHODES D’INTERFACE CLASSIQUES
De plus, si l’EJIIM s’adapte bien à un schéma de différences finies linéaire comme le schéma de
Lax-Wendroff, son application à des schémas non linéaires (comme le schéma de volumes finis
avec limiteur de flux ou le schéma WENO 5) n’est pas triviale, si tant est même qu’elle soit
possible.
2.5 Vers une ultime méthode d’interface !
Pour conclure ce chapitre, nous résumons nos critères pour une méthode d’interface. Celle-ci
doit s’adapter automatiquement à tout type de schéma numérique. Elle doit être robuste face
à des contrastes importants des paramètres physiques, quelle que soit la position de l’interface
dans le maillage cartésien. De plus, elle doit permettre de conserver, aux points irréguliers,
les propriétés numériques du schéma utilisé aux points réguliers. En particulier, on souhaite
retrouver ce dernier schéma aux points irréguliers dans le cas limite du milieu homogène. Enfin,
une méthode d’interface doit pouvoir s’accommoder uniquement des conditions de saut naturelles
du problème étudié, ainsi que des conditions de compatibilité dépendant des milieux de part et
d’autre des interfaces.
La méthode que nous proposons dans la suite réalise ces différents objectifs. Pour cela, elle opère
en trois parties, modulaires. La première partie de l’algorithme consiste à déduire, des conditions
de saut naturelles, les conditions vérifiées par les dérivées spatiales de la solution exacte jusqu’à un
ordre donné. Cet ordre dépend de l’ordre de convergence du schéma utilisé aux points réguliers.
Ce calcul peut facilement être réalisé, à des ordres élevés, avec des langages symboliques comme
MAPLE. La deuxième partie de l’algorithme dépend de l’ordre du schéma choisi, ainsi que du
nombre de points sur lequel ce schéma repose, mais pas de son expression. La troisième partie
de l’algorithme dépend uniquement de l’expression de ce schéma : celui-ci est alors utilisé aux
points irréguliers, s’appliquant en ces points à des valeurs numériques modifiées, déduites des
deux premières parties.
Ce faisant, nous pensons optimiser ce que doit être une méthode d’interface, au moins dans le
cas des systèmes hyperboliques linéaires de l’acoustique et de l’élastodynamique, et de schémas
numériques explicites en temps. Le numéricien choisit un schéma pour ses qualités propres en
milieu homogène : lorsque le schéma est couplé à la méthode d’interface que nous proposons,
ces qualités sont conservées au voisinage des interfaces, et ainsi en tout point du domaine. En
l’absence de méthode d’interface, les artefacts numériques se propagent et dégradent l’ensemble
de la solution. Dans un problème de propagation d’ondes, tout se propage, même les défauts... De
plus, la quantité de travail nécessaire pour écrire et programmer un schéma en milieu homogène
n’est ainsi pas perdue en présence d’une interface.
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Chapitre 3
Lois de conservation
Dans ce chapitre, nous écrivons les équations de l’acoustique et de l’élastodynamique sous forme
de systèmes hyperboliques linéaires du premier ordre. Ces systèmes, vérifiés en dehors des inter-
faces, sont ensuite dérivés plusieurs fois par rapport au temps : cela permet de relier les dérivées
temporelles et les dérivées spatiales successives de la solution exacte. Les relations obtenues sont
utilisées aux chapitres 5 et 6 pour écrire les conditions de saut vérifiées, aux interfaces, par la
solution exacte et par ses dérivées spatiales.
3.1 Objet du chapitre
Les équations décrivant, dans le domaine temporel, la propagation des ondes dans les fluides ou
les solides peuvent s’écrire de plusieurs façons. La première écriture, déduite directement de la
linéarisation des lois de conservation de la mécanique, revient à un système hyperbolique linéaire
du premier ordre. Ce système porte simultanément sur toutes les composantes de la solution
(exemple : les deux composantes de la vitesse élastique et les trois composantes indépendantes
du tenseur des contraintes élastiques, pour un solide élastique isotrope 2D). Dans la littérature,
cette écriture est appelée “formulation mixte”, ou “formulation vitesse-contrainte”. La deuxième
écriture, beaucoup plus familière en acoustique, découle de la précédente. Elle revient à des
équations du second ordre, de type équations d’ondes. Ces équations aux dérivées partielles
portent seulement sur certaines composantes de la solution (exemple : les deux composantes
du déplacement élastique, pour un solide élastique isotrope 2D). Les deux formulations sont
évidemment équivalentes.
Nous choisissons ici le premier type de formulation, sous forme d’un système hyperbolique de
lois de conservation. Nous avons opté pour cette formulation pour plusieurs raisons. La première
raison découle d’une classe de schémas numériques adaptés à sa résolution, et dont les qualités
sont particulièrement appréciables pour des problèmes de propagation d’ondes. Ces schémas,
présentés au chapitre 4, sont construits pour éliminer la dispersion numérique, classique dans le
cas de schémas linéaires pour les équations d’onde [16]. Une autre raison de ce choix découle de
l’écriture des conditions de saut aux interfaces, objet des chapitres 5 et 6. Même si le lecteur
souhaite greffer la méthode d’interface à un schéma adapté à l’équation d’ondes vérifiée par la
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pression acoustique, ce qui est possible, il devra étudier les lois de conservation vérifiées à la
fois par la pression acoustique et par la vitesse acoustique, ainsi que par leurs dérivées spatiales
successives.
Au cours de ce chapitre, nous écrivons les systèmes hyperboliques de lois de conservation, du
premier ordre en temps et en espace, dans trois configurations : fluide 1D (équivalent au cas
solide 1D), fluide 2D, solide 2D. Par souci de concision, nous désignons souvent par fluide et
solide un fluide parfait au repos et un solide élastique isotrope. Dans chaque configuration, nous
calculons les systèmes vérifiés aux ordres supérieurs de dérivation, en temps et en espace. Ces
systèmes, reliant les dérivées temporelles et les dérivées spatiales de la solution exacte à tout
ordre, sont essentiels pour le calcul des conditions vérifiées aux interfaces par la solution. Ce
dernier calcul fait l’objet des chapitres 5 et 6. Nous calculons aussi les conditions reliant entre
elles les composantes des dérivées spatiales de la solution exacte, en 2D. Ces conditions, appelées
conditions de milieu, sont utiles aux chapitres 6 et 8.
Notons que la solution exacte sera toujours supposée suffisamment régulière, de sorte que ses
dérivées successives ont un sens. Tout au long de l’étude, cette condition de régularité sera
supposée vérifiée en dehors des interfaces.
3.2 Fluide 1D - Solide 1D
Ordre 1. La linéarisation des équations de la mécanique 1D dans un fluide parfait au repos
conduit au système
(3.1)
∂ v
∂ t
+
1
ρ
∂ p
∂ x
= 0,
∂ p
∂ t
+ ρ c2
∂ v
∂ x
= 0,
où v est la vitesse acoustique, et p est la pression acoustique. La masse volumique ρ et la célérité
des ondes acoustiques c sont ici supposées constantes. En posant
(3.2) U =

 v
p

 , A =


0
1
ρ
ρ c2 0

 ,
nous écrivons (3.2) sous forme d’un système hyperbolique linéaire du premier ordre
(3.3)
∂
∂ t
U +A
∂
∂ x
U = 0.
Le système (3.3) décrit aussi la propagation des petites perturbations dans un solide élastique
1D. Il suffit pour cela de remplacer p par −σ dans (3.1), où σ est la contrainte élastique, et ainsi
de prendre l’opposé de A (3.2).
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Ordre n. Nous calculons les équations vérifiées par les dérivées temporelles successives ∂
m
∂ tm U(x,t)
(m ≥ 2). Pour m = 2, on déduit de (3.3)
(3.4)
∂2
∂ t2
U =
∂
∂ t
(
−A ∂
∂ x
U
)
= −A ∂
∂ x
∂
∂ t
U
= −A ∂
∂ x
(
−A ∂
∂ x
U
)
.
Les paramètres physiques étant supposés constants, la matrice A est constante. On déduit alors
de (3.4)
(3.5)
∂2
∂ t2
U = A2
∂2
∂ x2
U ,
soit, compte-tenu de A2 = c2 I2,
(3.6)
∂2
∂ t2
U = c2
∂2
∂ x2
U ,
qui revient à deux équations d’ondes classiques du second-ordre découplées, pour v et pour p.
En suivant une démarche analogue, on peut facilement montrer par récurrence les relations aux
ordres supérieurs. C’est l’objet du prochain résultat.
Resultat 1 En tout point du domaine, les dérivées temporelles et les dérivées spatiales de U(x,t)
sont reliées par
(3.7)
∂2n
∂ t2n
U = c2n
∂2n
∂ x2n
U , n ≥ 1
∂2n+1
∂ t2n+1
U = −c2nA ∂
2n+1
∂ x2n+1
U , n ≥ 0.
3.3 Fluide 2D
Ordre 1. Soit (O,x,y) un repère orthonormé. La linéarisation des équations de la mécanique 2D
dans un fluide parfait au repos conduit au système
(3.8)
∂ v1
∂ t
+
1
ρ
∂ p
∂ x
= 0,
∂ v2
∂ t
+
1
ρ
∂ p
∂ y
= 0,
∂ p
∂ t
+ ρ c2
(
∂ v1
∂ x
+
∂ v2
∂ y
)
,
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où v1 et v2 sont les composantes de la vitesse acoustique v dans le repère (O,x,y), et p est la
pression acoustique. La masse volumique ρ et la célérité des ondes acoustiques c sont supposées
constantes. En posant
(3.9) U =


v1
v2
p

 , A =


0 0
1
ρ
0 0 0
ρ c2 0 0

 , B =


0 0 0
0 0
1
ρ
0 ρ c2 0

 ,
nous écrivons (3.8) sous forme du système hyperbolique linéaire du premier ordre
(3.10)
∂
∂ t
U +A
∂
∂ x
U +B
∂
∂ y
U = 0.
Ordre n. Par dérivation de (3.10) par rapport à t, et en suivant la démarche utilisée en 1D, on
obtient facilement la relation suivante
(3.11)
∂n
∂ tn
U = (−1)n
(
A
∂
∂ x
+B
∂
∂ y
)n
U , n ≥ 0.
Les opérateur ∂∂ x et
∂
∂ y commutent entre eux et avec A et B ; par contre, A et B ne commutent
pas, ce qui empêche d’appliquer la formule de Leibniz pour écrire de façon simple (3.11).
Dans le cas d’un fluide parfait, on peut toutefois simplifier (3.11). Considérons à cet effet l’écriture
de (3.11) pour n = 2, soit
(3.12)
∂2
∂ t2
U = A2
∂2
∂ x2
U + (AB +BA)
∂2
∂ x ∂ y
U +B2
∂2
∂ y2
U .
A partir des deux premières équations de (3.8), il est facile de montrer le résultat classique selon
lequel ∇ ∧ v ne varie pas au cours du temps. En dehors des sources acoustiques, le rotationnel
de la vitesse acoustique est constamment nul, ce qui s’écrit
(3.13)
∂ v2
∂ x
=
∂ v1
∂ y
.
Par dérivation de (3.13) par rapport à x et par rapport à y, on obtient
(3.14)
∂2 v2
∂ x ∂ y
=
∂2 v1
∂ y2
,
∂2 v1
∂ x ∂ y
=
∂2 v2
∂ x2
.
Le calcul de AB + BA à partir de (3.9) et les relations (3.14) permettent alors de simplifier
(3.12) et ainsi d’écrire
(3.15)
∂2
∂ t2
U = c2
(
∂2
∂ x2
U +
∂2
∂ y2
U
)
,
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qui revient à trois équations d’ondes scalaires du second-ordre en milieu homogène, découplées
et vérifiées par v1, v2, et p. Nous déduisons de ce qui précède les relations vérifiées aux ordres
supérieurs de dérivation.
Resultat 2 Dans un fluide parfait au repos, en dehors des sources acoustiques, les dérivées
temporelles et les dérivées spatiales de U(x,y,t) sont reliées en tout point du domaine par
(3.16)
∂2n
∂ t2n
U = c2n
n∑
k=0

 n
k

 ∂2n
∂ x2n−2 k ∂ y2 k
U , n ≥ 1
∂2n+1
∂ t2n+1
U = −c2n
n∑
k=0

 n
k

(A ∂2n+1
∂ x2n−2k+1 ∂ y2 k
U +B
∂2n+1
∂ x2n−2k ∂ y2 k+1
U
)
, n ≥ 0.
La démonstration par récurrence, purement technique et triviale, est omise ici. Les coefficients(
n
k
)
désignent les coefficients de la formule du binôme.
3.4 Solide 2D
Ordre 1. Dans l’hypothèse des petites perturbations, la linéarisation des équations de la méca-
nique 2D dans un solide élastique isotrope conduit à [1, 2]
(3.17)
∂ v1
∂ t
=
1
ρ
(
∂ σ11
∂ x
+
∂ σ12
∂ y
)
,
∂ v2
∂ t
=
1
ρ
(
∂ σ12
∂ x
+
∂ σ22
∂ y
)
,
∂ σ11
∂ t
= (λ+ 2µ)
∂ v1
∂ x
+ λ
∂ v2
∂ y
,
∂ σ12
∂ t
= µ
(
∂ v1
∂ y
+
∂ v2
∂ x
)
,
∂ σ22
∂ t
= λ
∂ v1
∂ x
+ (λ+ 2µ)
∂ v2
∂ y
,
où v1 et v2 sont les composantes de la vitesse acoustique v, et σ11, σ12 et σ22 sont les composantes
indépendantes du tenseur des contraintes σ dans le repère (O,x,y). La masse volumique ρ et les
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coefficients de Lamé λ et µ sont supposés constants. En posant
(3.18)
U =


v1
v2
σ11
σ12
σ22


, A = −


0 0
1
ρ
0 0
0 0 0
1
ρ
0
λ+ 2µ 0 0 0 0
0 µ 0 0 0
λ 0 0 0 0


, B = −


0 0 0
1
ρ
0
0 0 0 0
1
ρ
0 λ 0 0 0
µ 0 0 0 0
0 λ+ 2µ 0 0 0


,
nous écrivons (3.17) sous forme du système hyperbolique linéaire du premier ordre
(3.19)
∂
∂ t
U +A
∂
∂ x
U +B
∂
∂ y
U = 0.
On rappelle que la célérité cp des ondes de compression et la célérité cs des ondes de cisaillement
s’écrivent
(3.20) cp =
√
λ+ 2µ
ρ
, cs =
√
µ
ρ
.
Pour la suite de l’étude (en particulier le chapitre 4, traitant des schémas numériques), nous
calculons et stockons ici les matrices
(3.21)
A2 =


c2p 0 0 0 0
0 c2s 0 0 0
0 0 c2p 0 0
0 0 0 c2s 0
0 0 c2p − 2 c2s 0 0


, B2 =


c2s 0 0 0 0
0 c2p 0 0 0
0 0 0 0 c2p − 2 c2s
0 0 0 c2s 0
0 0 0 0 c2p


,
AB +BA =


0 c2p − c2s 0 0 0
c2p − c2s 0 0 0 0
0 0 0 2
(
c2p − c2s
)
0
0 0 c2s 0 c
2
s
0 0 0 2
(
c2p − c2s
)
0


.
Ordre n. L’expression (3.11) s’applique aussi dans le cas solide. Par contre, on ne peut pas
simplifier cette expression, comme dans le cas fluide. Pour la suite, on explicite ici les dérivées
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temporelles pour n = 2 : de (3.12) et de (??), on déduit les relations
(3.22)
∂2 v1
∂ t2
= c2p
∂2 v1
∂ x2
+
(
c2p − c2s
) ∂2 v2
∂ x ∂ y
+ c2s
∂2 v1
∂ y2
∂2 v2
∂ t2
= c2s
∂2 v2
∂ x2
+
(
c2p − c2s
) ∂2 v1
∂ x ∂ y
+ c2p
∂2 v2
∂ y2
∂2 σ11
∂ t2
= c2p
∂2 σ11
∂ x2
+ 2
(
c2p − c2s
) ∂2 σ12
∂ x ∂ y
+
(
c2p − 2 c2s
) ∂2 σ22
∂ y2
∂2 σ12
∂ t2
= c2s
∂2 σ12
∂ x2
+ c2s
∂2 σ11
∂ x ∂ y
+ c2s
∂2 σ22
∂ x ∂ y
+ c2s
∂2 σ12
∂ y2
∂2 σ22
∂ t2
=
(
c2p − 2 c2s
) ∂2 σ11
∂ x2
+ 2
(
c2p − c2s
) ∂2 σ12
∂ x ∂ y
+ c2p
∂2 σ22
∂ y2
3.5 Conditions de milieu
Notations. Dans cette section, nous introduisons des notations utiles pour la suite de l’étude.
Nous présentons aussi deux résultats reliant entre elles les composantes des dérivées spatiales de
la solution exacte, dans un fluide ou dans un solide. Tout d’abord, nous définissons l’entier d et
les variables Ud désignant les composantes de U(x,y,t), en écrivant U(x,y,t) =
T (U1,..., Ud). La
solution exacte s’écrit
(3.23)
U(x,y,t) = T (v1,v2,p) pour un fluide,
U(x,y,t) = T (v1,v2,σ11,σ12,σ22) pour un solide,
soit d = 3 pour un fluide et d = 5 pour un solide. Pour écrire de façon simple et ordonnée toutes
les composantes des dérivées spatiales de U(x,y,t) jusqu’à l’ordre k, nous notons alors
(3.24) Uk(x,y,t) =
T
(
U1,...,Ud,...,
∂i
∂ xi−j∂ yj
U1,...,
∂i
∂ xi−j ∂ yj
Ud,...,
∂k
∂ yk
U1,...,
∂k
∂ yk
Ud
)
.
Les composantes de Uk(x,y,t) sont repérées par l’application rang, notée rg,
(3.25) (i,j,l) 7−→ n = rg (i,j,l) / Uk[n] = ∂
i
∂ xi−j ∂ yj
Ul,
avec 0 ≤ j ≤ i ≤ k, et 1 ≤ l ≤ d. La valeur du rang est donnée dans le lemme 1.
Lemme 1 Pour 0 ≤ j ≤ i, et 1 ≤ l ≤ d,
(3.26) rg (i,j,l) =
d i (i + 1)
2
+ d j + l.
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Démonstration. A partir de la définition de d et du rang (3.25), nous vérifions
(3.27)
rg (i,j,l) = rg (i,j,1) + l − 1,
rg (i,j,1) = rg (i,0,1) + d j,
rg (i,0,1) = 1 +
i∑
m=1
dm = 1 +
d i (i + 1)
2
.
Cette dernière équation découle du fait qu’une fonction de deux variables spatiales à valeurs dans
R possède (k + 1) fonctions dérivées d’ordre k par rapport à ces variables. On obtient alors le
lemme 1. 2
Le nombre ni de composantes de Uk(x,y,t) est directement déduit du lemme 1 et a pour valeur
(3.28) ni = rg (k,k,d) = d (k + 1)(k + 2)/2.
Fluide 2D. Nous présentons maintenant un résultat utile pour l’écriture ultérieure des conditions
aux interfaces, dans le cas où l’un au moins des milieux est fluide. Ce résultat ne concerne que
les composantes des dérivées spatiales de la vitesse acoustique.
Resultat 3 En tout point d’un fluide parfait, et à tout ordre de dérivation spatiale n ≥ 1, on a
(3.29)
∂n v1
∂ xn−i−1 ∂ yi+1
− ∂
n v2
∂ xn−i ∂ yi
= 0, 0 ≤ i ≤ n− 1.
Démonstration. On dérive (3.13) n− 1 fois par rapport à x et y. 2
Nous appelons les équations (3.29) des conditions de milieu. De l’ordre un jusqu’à l’ordre k,
on obtient ainsi nm = k(k + 1)/2 conditions de milieu pour rg (k,k,3) = 3(k + 1)(k + 2)/2
composantes de Uk(x,y,t). Ces conditions ne font pas intervenir les trois premières composantes
de Uk(x,y,t), ni celles portant sur la pression acoustique. En tout point M du domaine, on
résume ces conditions en écrivant
(3.30) F Uk(M,t) = 0,
où F est une matrice nm × rg (k,k,3), et dont les composantes non nulles (1 ≤ i ≤ k et 0 ≤ j ≤
i− 1) sont déduites du lemme 1
(3.31)
F
(
i (i− 1)
2
+ j + 1,
3 i (i + 1)
2
+ 3 (j + 1) + 1
)
= 1,
F
(
i (i− 1)
2
+ j + 1,
3 i (i + 1)
2
+ 3 j + 2
)
= −1.
3.5. CONDITIONS DE MILIEU 53
Solide 2D. Nous présentons maintenant un résultat utile pour l’écriture ultérieures des condi-
tions aux interfaces dans le cas où l’un au moins des milieux est solide. Ce résultat ne concerne
que les composantes des dérivées spatiales de la contrainte élastique.
Resultat 4 On pose
(3.32) α1 =
λ+ 2µ
4µ (λ+ µ)
, α2 =
−λ
4µ (λ+ µ)
,
En tout point d’un solide élastique isotrope, on a, pour n ≥ 2 et 0 ≤ i ≤ n− 2,
(3.33)
α2
∂n σ11
∂ xn−i ∂ yi
+ α1
∂n σ22
∂ xn−i ∂ yi
− 1
µ
∂n σ12
∂ xn−i−1 ∂ yi+1
+ α1
∂n σ11
∂ xn−i−2 ∂ yi+2
+ α2
∂n σ22
∂ xn−i−2 ∂ yi+2
= 0.
Démonstration. Les relations contrainte-déformation dans un solide élastique isotrope sont
(3.34)
σ11 = (λ+ 2µ)
∂ u1
∂ x
+ λ
∂ u2
∂ y
,
σ12 = µ
(
∂ u1
∂ y
+
∂ u2
∂ x
)
,
σ22 = λ
∂ u1
∂ x
+ (λ+ 2µ)
∂ u2
∂ y
.
La résolution de (3.34) conduit aux relations déformation-contrainte à l’ordre 0
(3.35)
∂ u1
∂ x
= α1 σ11 + α2 σ22,
∂ u2
∂ y
= α2 σ11 + α1 σ22,
∂ u1
∂ y
+
∂ u2
∂ x
=
1
µ
σ12.
On dérive la première relation de (3.35) deux fois par rapport à y
(3.36)
∂3 u1
∂ x ∂ y2
= α1
∂2 σ11
∂ y2
+ α2
∂2 σ22
∂ y2
.
On dérive la deuxième relation de (3.35) deux fois par rapport à x
(3.37)
∂3 u2
∂ x2 ∂ y
= α2
∂2 σ11
∂ x2
+ α1
∂2 σ22
∂ x2
.
On dérive la troisième relation de (3.35) par rapport à x et par rapport à y
(3.38)
∂3 u1
∂ x ∂ y2
+
∂3 u2
∂ x2 ∂ y
=
1
µ
∂2 σ12
∂ x ∂ y
.
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La combinaison de (3.36), (3.37), et (3.38) conduit à une relation entre les dérivées secondes des
composantes de σ, vérifiée en tout point du domaine
(3.39) α2
∂2 σ11
∂ x2
+ α1
∂2 σ22
∂ x2
− 1
µ
∂2 σ12
∂ x ∂ y
+ α1
∂2 σ11
∂ y2
+ α2
∂2 σ22
∂ y2
= 0.
En dérivant (3.39) n− 2 fois par rapport à x ou y, on obtient les n− 1 relations (3.33). 2
Comme pour le cas fluide, nous appelons les équations (3.29) des conditions de milieu. De l’ordre
deux jusqu’à l’ordre k, on obtient nm = k (k − 1)/2 conditions de milieu pour rg (k,k,5) =
k (k − 1)/2 composantes de Uk(x,y,t). Ces conditions ne font pas intervenir les cinq premières
composantes de Uk(x,y,t), ni celles portant sur la vitesse élastique. En tout pointM du domaine,
on résume ces conditions en écrivant
(3.40) F Uk(M,t) = 0,
où F est une matrice nm×rg (k,k,5), dont les composantes non nulles (2 ≤ i ≤ k et 0 ≤ j ≤ i−2)
sont déduites du lemme 1
(3.41)
F
(
(i− 2) (i − 1)
2
+ j + 1,
5 i (i + 1)
2
+ 5 j + 3
)
= α2,
F
(
(i− 2) (i − 1)
2
+ j + 1,
5 i (i + 1)
2
+ 5 j + 5
)
= α1,
F
(
(i− 2) (i − 1)
2
+ j + 1,
5 i (i + 1)
2
+ 5 (j + 1) + 4
)
= − 1
µ
,
F
(
(i− 2) (i − 1)
2
+ j + 1,
5 i (i + 1)
2
+ 5 (j + 2) + 3
)
= α1,
F
(
(i− 2) (i − 1)
2
+ j + 1,
5 i (i + 1)
2
+ 5 (j + 2) + 5
)
= α2.
3.6 Conclusion
Nous retenons deux points importants de ce chapitre : tout d’abord, on peut exprimer, à tout
ordre de dérivation et en tout point du domaine, les dérivées temporelles en fonction des déri-
vées spatiales de la solution exacte. Ce point est crucial pour écrire les conditions vérifiées aux
interfaces par les dérivées spatiales de la solution exacte, ce qui fait l’objet des chapitres 5 et 6.
D’autre part, en 2D, les dérivées spatiales de la solution exacte sont reliées entre elles en tout
point du domaine par des conditions de milieu. Par la suite, nous appliquons ces conditions de
part et d’autre des interfaces, pour compléter les conditions de saut et les conditions aux limites
(voir chapitre 6).
Nous abordons maintenant la résolution numérique des systèmes hyperboliques de lois de conser-
vation, loin des interfaces.
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Chapitre 4
Schémas numériques
Dans ce chapitre, nous résolvons numériquement les équations de l’acoustique et de l’élastodyna-
mique en milieu homogène. Pour résoudre ces équations, mises sous forme de systèmes hyperbo-
liques linéaires au cours du chapitre précédent, nous utilisons trois schémas, issus de la mécanique
des fluides numérique : le schéma de Lax-Wendroff, un schéma de volumes finis avec limiteur de
flux, et un schéma WENO. Les propriétés de ces schémas, de complexité et qualités croissantes,
sont discutées et illustrées sur des exemples. Dans tous les cas étudiés (1D et 2D, fluide et solide),
nous détaillons les algorithmes de sorte que le lecteur puisse directement les programmer.
4.1 Objet du chapitre
Nous résolvons ici les équations de l’acoustique et de l’élastodynamique, dans le domaine temporel
et en l’absence d’interfaces. Ces équations ont été mises sous forme de systèmes hyperboliques
linéaires de lois de conservations au cours du chapitre précédent. La littérature consacrée à la
résolution des lois de conservation hyperboliques est immense. Le lecteur intéressé trouvera une
excellente introduction dans l’ouvrage de LeVeque [42], et une monographie de référence dans
l’ouvrage de Godlewski-Raviart [29].
La motivation principale de toute cette littérature est la résolution des équations d’Euler. Le cal-
cul des solutions discontinues qui découlent spontanément de ces équations non linéaires nécessite
le développement de schémas numériques perfectionnés. En particulier, ces schémas doivent assu-
rer une bonne localisation des discontinuités et calculer précisément l’amplitude de la solution de
part et d’autre de ces discontinuités. Aux schémas linéaires de différences finies, développés dans
les années 60, comme le schéma de Lax-Wendroff, ont alors succédé des schémas spécialement
adaptés au calcul de solutions discontinues. Citons entre autres les schémas de volumes finis avec
limiteur de flux, développés au début des années 80 [33], et dont les propriétés “Total Variation
Diminushing” (TVD) dans le cas scalaire empêchent l’apparition d’oscillations non physiques.
Citons aussi les schémas “Essentially Non Oscillatory” (ENO) et “Weighted ENO” (WENO),
développés au cours des années 90 [6, 23, 34].
Les équations linéaires qui nous intéressent ici sont plus simples que les équations d’Euler : en
particulier, en milieu homogène, les solutions des équations de l’acoustique et de l’élastodyna-
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mique conservent la régularité de la solution initiale, ne donnant pas naissance à des chocs. Même
s’il n’est alors pas aussi crucial que pour les équations d’Euler d’utiliser des schémas adaptés au
calcul de solutions discontinues, les qualités remarquables de ces schémas sont utilisées avec pro-
fit pour simuler numériquement la propagation des ondes [9]. Les défauts classiques des schémas
de différences finies utilisés classiquement en acoustique, comme le schéma de Lax-Wendroff ou
le schéma de Yee [70], sont éliminés. Pour les expériences numériques proposées au chapitre 10,
nous utilisons les deux schémas mentionnés précédemment (volumes finis avec limiteur de flux,
WENO) ; nous utilisons aussi le schéma de Lax-Wendroff, pour sa simplicité.
Au cours de ce chapitre, nous nous fixons deux objectifs. D’une part, nous précisons pour chaque
schéma ses principales propriétés pour une solution initiale suffisamment régulière en milieu
homogène. Rappelons que, en présence d’une interface, certaines propriétés sont perdues : nous
chercherons alors, dans des chapitres ultérieurs (chapitres 7 et 8), à maintenir ces propriétés en
présence d’interfaces, via la méthode d’interface. D’autre part, nous détaillons les algorithmes
de chaque schéma, de sorte que le lecteur intéressé puisse directement les programmer et tester
leurs propriétés. Ces formules explicites présentent un autre intérêt : elles permettent un gain
en temps de calcul. En effet, nous pouvons nous dispenser des solveurs de Riemann, exacts ou
approchés, nécessaires dans le cas d’équations non linéaires.
Un dernier mot pour le lecteur que la présentation des schémas n’intéresse pas, du moins lors
d’une première lecture : il est alors seulement invité à consulter les sections 4.2.1 et 4.3.1, où nous
définissons les notations utilisées en 1D et 2D, réutilisées ultérieurement.
4.2 Schémas 1D
4.2.1 Notations
Etant donnés des pas en espace ∆x et en temps ∆ t uniformes, nous notons Uni l’approximation
numérique de la solution exacte U(xi = i∆x,tn = n∆ t). Pour intéger numériquement (3.3),
nous utilisons des schémas de différences finies ou volumes finis, explicites en temps et centrés
en espace, de qualités croissantes : Lax-Wendroff, volumes finis avec limiteur de flux, et WENO
5. L’intégration numérique est réalisée sur deux pas de temps (le calcul de la solution numérique
à l’instant tn+1 ne dépend que de la solution numérique à l’instant tn). L’avancée en temps des
schémas de Lax-Wendroff et de volumes finis avec limiteur de flux peut s’écrire symboliquement,
en un point xi,
(4.1) Un+1i = U
n
i +H
(
Uni−s, . . . ,U
n
i+s
)
,
où l’opérateur discret H : R2×(2 s+1) → R2 est continu [29], et où s est la largeur du schéma.
Cette notation symbolique sera systématiquement utilisée au cours du chapitre 7, permettant
alors de caractériser le couplage des différents schémas avec la méthode d’interface. Le schéma
WENO 5, pour lequel plusieurs intégrations de Runge-Kutta sont calculées entre tn et tn+1, est
dit un schéma multistage, et ne se met pas directement sous la forme (4.1). Par contre, chacune
de ses intégrations entre tn et tn+1 peut se mettre sous la forme (4.1) (voir section 4.2.4).
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Les trois schémas présentés par la suite vérifient tous la condition nécessaire de stabilité de
Courant-Friedrichs-Lewy, ou condition CFL, telle que
(4.2) CFL = c
(
∆ t
∆x
)
≤ 1,
où c est la célérité des ondes acoustiques (ou élastiques, ce qui revient au même en 1D). Notons
enfin que ces trois schémas peuvent également s’écrire sous forme conservative
(4.3) Un+1i = U
n
i −
∆ t
∆x
(
F
(
Uni−s+1, ...,U
n
i+s
)− F (Uni−s, ...,Uni+s−1)) ,
où F est appelée la fonction de flux numérique. Dans cette formulation, la valeur numérique
Uni s’interprète comme étant la valeur moyenne, sur la cellule Ci = [xi− 1
2
,xi+ 1
2
], de la solution
exacte, soit
(4.4) Uni ≈
1
∆x
∫ x
i+1
2
x
i− 1
2
U(x,tn) dx,
avec xi− 1
2
= xi −∆x/2.
4.2.2 Lax-Wendroff
Le schéma de Lax-Wendroff est un schéma classique de différences finies, d’ordre deux en temps
et en espace, pour une solution exacte U(x,t) de classe C2 sur l’ensemble du domaine d’étude.
L’avancée en temps s’écrit en xi
(4.5) Un+1i = U
n
i −
∆ t
2∆x
A
(
Uni+1 −Uni−1
)
+
1
2
(
c∆ t
∆x
)2 (
Uni+1 − 2Uni +Uni−1
)
,
la matrice A étant définie en (3.2). Il découle de (4.5) les formules explicites
(4.6)
vn+1i = v
n
i −
∆ t
2∆x
1
ρ
(
pni+1 − pni−1
)
+
1
2
(
c∆ t
∆x
)2 (
vni+1 − 2 vni + vni−1
)
,
pn+1i = p
n
i −
∆ t
2∆x
ρ c2
(
vni+1 − vni−1
)
+
1
2
(
c∆ t
∆x
)2 (
pni+1 − 2 pni + pni−1
)
,
où vni et p
n
i sont les composantes de la solution numérique U
n
i , et désignent respectivement la
vitesse acoustique et la pression acoustique. Notons que la fonction de flux numérique F associée
à l’écriture conservative (4.3) du schéma de Lax-Wendroff est donnée par
(4.7) F
(
Uni ,U
n
i+1
)
=
1
2
A
(
Uni+1 +U
n
i
)− c2∆ t
2∆x
(
Uni+1 −Uni
)
.
Le schéma de Lax-Wendroff est très facile à programmer et peu gourmant en ressources infor-
matiques (deux tableaux 2×N , où N est le nombre de points de calcul). Par contre, il introduit
de la dispersion numérique : la vitesse de phase d’une composante harmonique de la solution
numérique dépend de sa fréquence [43]. Cet artefact, rencontré aussi dans le cas de schémas
linéaires pour l’équation des ondes [16], dégrade la solution numérique en introduisant des trains
d’oscillations parasites (voir figure 4.1 a-b). Nous présentons maintenant deux types de schémas
qui éliminent cette dispersion numérique.
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4.2.3 Volumes finis avec limiteur de flux
Pour limiter la dispersion numérique tout en conservant l’ordre deux, il est intéressant de coupler
le schéma de Lax-Wendroff à un schéma diffusif du premier ordre, de type Godunov. En un point
xi, ce dernier schéma repose, à chaque instant, sur la résolution de problèmes de Riemann en
xi− 1
2
et xi+ 1
2
. Nous appelons le schéma résultant de ce couplage un “schéma de volumes finis avec
limiteur de flux”. Nous renvoyons à [41, 42, 74] pour des explications théoriques.
La construction du schéma de volumes finis avec limiteur de flux est classique : les schémas
de Godunov et de Lax-Wendroff sont couplés de façon non linéaire, via des limiteurs de flux
dépendant de la régularité locale de la solution. Nous présentons dans un premier temps les
notations utilisées pour la partie Godunov, puis les corrections apportées par la partie Lax-
Wendroff. Nous présentons les calculs de façon plus détaillée que celle strictement nécessaire à la
programmation, et ce pour que le lecteur comprenne d’où viennent les différentes expressions. Les
calculs strictement nécessaires au schéma sont consignés dans le paragraphe “algorithme final”.
Schéma de Godunov. La matrice des valeurs propres λi (1 ≤ i ≤ 2) de A (3.2) est Λ =
diag(c,− c). La matrice R, remplie avec les vecteurs propres à droite ri de A, et son inverse R−1
peuvent s’écrire
(4.8) R =
(
r1|r2) =

 1 1
ρ c −ρ c

 , R−1 = 1
2


1
1
ρ c
1 − 1
ρ c

 .
Pour a ∈ R, nous notons
(4.9) a+ = max(0,a), a− = min(0,a).
Nous définissons alors les matrices Λ± = diag ((λ1)±,(λ2)±), soit Λ+ = diag (c,0) et Λ− =
diag (0,− c), puis les parties positives et négatives de A
(4.10) A+ = RΛ+R−1 =
1
2


c
1
ρ
ρ c2 c

 , A− = RΛ−R−1 = 12


−c 1
ρ
ρ c2 −c

 ,
et nous vérifions A+ +A− = A. Enfin, nous notons
(4.11) ∆xU
n
i− 1
2
= Uni −Uni−1
le saut des valeurs numériques entre les cellules Ci et Ci−1. A partir de (4.10) et (4.11), nous
pouvons écrire tous les termes apparaissant dans le schéma de Godunov [42]
(4.12) Un+1i = U
n
i −
∆ t
∆x
(
A+∆xU
n
i− 1
2
+A−∆xU
n
i+ 1
2
)
,
du premier ordre en temps et en espace. Ce schéma est diffusif, ou dissipatif : il vérifie au second-
ordre près, une équation modifiée de diffusion [42]. Cela implique un amortissement des oscilla-
tions, conduisant à un écrêtage des ondes.
4.2. SCHÉMAS 1D 59
Les quantités A±∆xU
n intervenant dans (4.12) sont appelées ondes d’incrément. A partir de
(4.10) et (4.11), on obtient
(4.13) A+∆xU
n
i− 1
2
+A−∆xU
n
i+ 1
2
=
1
2


−c (vni+1 − 2 vni + vni−1)+ 1ρ (pni+1 − pni−1)
ρ c2
(
vni+1 − vni−1
)− c (pni+1 − 2 pni + pni−1)

 .
Corrections du second ordre. On décompose le saut (4.11) sur la base des vecteurs propres
à droite de A
(4.14) ∆xU
n
i− 1
2
=
2∑
p=1
αp
i− 1
2
rp = R


α1
i− 1
2
α2
i− 1
2

 .
Les coefficients αp
i− 1
2
(p = 1,2) découlant de R−1 (4.8) s’écrivent alors
(4.15)
α1
i− 1
2
=
1
2
(
vni − vni−1
)
+
1
2 ρ c
(
pni − pni−1
)
,
α2
i− 1
2
=
1
2
(
vni − vni−1
)− 1
2 ρ c
(
pni − pni−1
)
.
Par ailleurs, on peut remarquer après calculs que le schéma de Lax-Wendroff (4.5) peut se mettre
sous la forme
(4.16) Un+1i = U
n
i −
∆ t
∆x
(
A+∆xU
n
i− 1
2
+A−∆xU
n
i+ 1
2
)
− ∆ t
∆x
(
F i+ 1
2
− F i− 1
2
)
,
avec
(4.17) F i− 1
2
=
1
2
2∑
p=1
|λp|
(
1− ∆ t
∆x
|λp|
)
W
p
i− 1
2
,
et
(4.18) W p
i− 1
2
= αp
i− 1
2
rp, p = 1,2.
Pour obtenir un schéma intermédiaire aux schémas de Godunov (4.12) et de Lax-Wendroff (4.16),
une méthode consiste à “limiter” les ondes W i− 1
2
(4.18), i.e. à les remplacer dans (4.17) par
(4.19) W
p
i− 1
2
= Φ
(
θp
i− 1
2
)
W
p
i− 1
2
, p = 1,2,
conduisant à F i− 1
2
, appelée onde de correction. Dans (4.19), θp est une mesure de la régularité
de U(xi,tn) dans la direction upwind [42] : pour α
p
i− 1
2
6= 0, on pose
(4.20) θp
i− 1
2
=
αp
i− 3
2
αp
i− 1
2
si λp > 0, θp
i− 1
2
=
αp
i+ 1
2
αp
i− 1
2
si λp < 0.
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Si le dénominateur dans (4.20) est nul, on pose θp = 1. La fonction non linéaire Φ dans (4.19)
est appelée limiteur de flux. Cette fonction est construite de sorte que, dans le cas d’équations
hyperboliques scalaires 1D, la propriété Total Variation Diminushing (TVD) soit conservée [42],
laquelle empêche la croissance d’oscillations non physiques (rappelons que la propriété TVD
n’existe que dans le cas scalaire 1D). Parmi les limiteurs de flux existants, nous optons lors des
expériences numériques pour le “MC-limiteur”
(4.21) Φ(θ) = max (0, min ((1 + θ)/2,2,2 θ)).
De (4.17), (4.18), (4.19) et (4.20), nous déduisons l’expression de l’onde de correction si αp
i− 1
2
6= 0
(4.22) F i− 1
2
=
1
2
c
(
1− c ∆ t
∆x
)Φ

α1i− 32
α1
i− 1
2

α1
i− 1
2

 1
ρ c

+Φ

α2i+ 12
α2
i− 1
2

α2
i− 1
2

 1
−ρ c



 .
Pour αp
i− 1
2
= 0, on remplace la valeur correspondante de Φ par 1.
Algorithme final. Le schéma de volumes finis avec limiteur de flux, obtenu en limitant les flux
de (4.16), s’écrit alors
(4.23) Un+1i = U
n
i −
∆ t
∆x
(
A+∆xU
n
i− 1
2
+A−∆xU
n
i+ 1
2
)
− ∆ t
∆x
(
F i+ 1
2
− F i− 1
2
)
.
Pour l’utilisateur, la programmation de ce schéma se décompose ainsi en trois étapes :
– calcul des ondes d’incrément A+∆xU
n
i− 1
2
et A−∆xU
n
i+ 1
2
via (4.13) ;
– calcul des ondes de correction F i+ 1
2
et F i− 1
2
via (4.15), (4.21) et (4.22) ;
– avancée en temps via (4.23).
De ces trois étapes, il découle que ce schéma utilise deux points à gauche et deux points à
droite de xi pour l’avancée en temps : la largeur du schéma est s = 2. Pour une solution exacte
suffisamment régulière, θp est petit, et Φ tend vers 1 : on retrouve alors le schéma de Lax-
Wendroff (4.5) ; inversement, pour une solution exacte irrégulière, θp est grand, et Φ tend vers
0 : on retrouve alors le schéma de Godunov (4.12).
Le schéma de volumes finis présenté ici est facile à programmer et peu gourmand en taille
mémoire : l’avancée en temps (4.23) nécessite deux tableaux 2 × N , où N est le nombre de
points de calcul, comme pour le schéma de Lax-Wendroff. De plus, du fait de l’élimination de la
dispersion numérique, la localisation des ondes numériques est excellente.
Par contre, l’avancée en temps (4.23) nécessite plus d’opérations que le schéma de Lax-Wendroff,
augmentant ainsi le temps de calcul. D’autre part, la solution numérique variant beaucoup aux
extrema des ondes, ceux-ci sont principalement calculés par le schéma de Godunov : la diffusion
numérique introduite par celui-ci écrête alors les extrema des ondes (figure 4.1 (c-d)).
Pour limiter la diffusion numérique et éviter l’écrêtage des ondes, tout en limitant la dispersion
numérique, nous présentons un troisième et dernier schéma numérique.
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4.2.4 WENO 5
Pour contrôler la dispersion numérique du schéma de Lax-Wendroff et limiter la diffusion nu-
mérique du schéma de volumes finis avec limiteur de flux, nous utilisons le schéma Weighted
Essentially Non Oscillatory (WENO). Il s’agit d’une amélioration du schéma ENO, dont une
présentation détaillée est donnée dans Fedkiw et al. [23]. Aussi bien pour les schémas ENO que
WENO, les intégrations en temps et en espace sont découplées, conduisant à des méthodes de
lignes [42]. En un point donné, l’intégration en espace est réalisée à partir d’un jeu d’interpo-
lations polynomiales basées sur des points voisins. Dans le cas du schéma ENO, l’interpolation
retenue est celle minimisant les oscillations qui peuvent apparaitre. Le schéma WENO utilise
une combinaison des différentes interpolations : cela ne pénalise pas en temps de calcul, puisque
les interpolations ont déjà été calculées, et cela permet d’augmenter l’ordre du schéma.
L’algorithme présenté en quatre étapes découle de Jiang et al. [36]. Le système hyperbolique
(3.3) est transformé en équations scalaires hyperboliques indépendantes. Nous appliquons alors
les interpolations WENO sur ces quantités scalaires obtenues. Après le retour aux variables
naturelles, nous procédons à l’intégration temporelle par une méthode de type Runge-Kutta
d’ordre élevé. Les calculs strictement nécessaires au schéma sont résumés dans le paragraphe
“intégration en temps”.
Entrée dans le champ des caractéristiques. L’intégration spatiale de (3.3) est remplacée
par le calcul des flux numériques vectoriels F i± 1
2
tels que
(4.24) A
∂
∂ x
U ≈
F i+ 1
2
− F i− 1
2
∆x
.
Nous décomposons (4.24) dans le champ des caractéristiques, i.e. nous transformons cette équa-
tion vectorielle en deux équations scalaires indépendantes. Etant données les valeurs propres
λ1 = +c et λ2 = −c de A, nous définissons les vecteurs propres à gauche et à droite de A, soit
respectivement lj et rj (j = 1,2). Ces vecteurs vérifient (j = 1,2)
(4.25)
T ljA = λj T lj,
Arj = λp rj,
rj lj = 1,
et peuvent s’écrire
(4.26)
l1 =


c
√
ρ
1√
ρ

 , l2 =


c
√
ρ
− 1√
ρ

 ,
r1 =
1
2


1
c
√
ρ
√
ρ

 , r2 = 12


1
c
√
ρ
−√ρ

 .
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Nous définissons ensuite les variables caractéristiques θj et les fonctions caractéristiques f(θj)
(j = 1,2) telles que
(4.27) θj = lj U , f(θj) = lj (AU).
De l’expression de A (3.2) et de (4.26), il découle
(4.28)
θ1 = c
√
ρ v +
1√
ρ
p,
θ2 = c
√
ρ v − 1√
ρ
p,
et
(4.29)
f
(
θ1
)
=
c√
ρ
p+
√
ρ c2 v,
f
(
θ2
)
=
c√
ρ
p−√ρ c2 v.
L’équation vectorielle (3.3), portant sur les variables naturelles v et p, a ainsi été transformée en
deux équations scalaires hyperboliques indépendantes, vérifiant
(4.30)
∂ θj
∂ t
+
∂
∂ x
f
(
θj
)
= 0, j = 1,2.
Nous appliquons maintenant la procédure WENO sur les champs scalaires θ1 et θ2. Le but de
cette procédure est d’estimer les flux numériques scalaires f ji+1/2 tels que
(4.31)
∂
∂ x
f(θj) ≈
f j
i+ 1
2
− f j
i− 1
2
∆x
, j = 1,2.
On note désormais θji l’approximation numérique de θ
j(xi).
Interpolation WENO. En un point xi, les flux numériques scalaires f
j
i+1/2 (j = 1,2) interve-
nant dans (4.31) sont calculés par interpolation des valeurs de f(θji ) aux points voisins de xi.
Pour limiter l’apparition d’oscillations, l’interpolant est de type upwind : la position des points
d’interpolation par rapport au point de calcul xi dépend du signe de la valeur propre considérée.
Nous appliquons ici une interpolation sur trois points. La valeur propre λ1 étant positive, les
ensembles de points candidats pour l’estimation de f1i+1/2 sont (xi−2,xi−1,xi), (xi−1,xi,xi+1), et
(xi,xi+1,xi+2). La valeur propre λ
2 étant négative, les ensembles de points candidats pour le cal-
cul de f2i+1/2 sont (xi+3,xi+2,xi+1), (xi+2,xi+1,xi), et (xi+1,xi,xi−1). On résume ces interpolations
en écrivant
(4.32)
f1
i+ 1
2
=
2∑
k=0
2∑
l=0
ωk a
3
k,l f
(
θ1i−2+k+l
)
,
f2
i+ 1
2
=
2∑
k=0
2∑
l=0
ωk a
3
k,l f
(
θ2i+3−k−l
)
.
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k l=0 l=1 l=2
0 1/3 -7/6 11/6
1 -1/6 5/6 1/3
2 1/3 5/6 -1/6
Tab. 4.1 – Coefficients a3k,l pour l’interpolation WENO 5
Les coefficients a3k,l dans (4.32) sont tabulés (tableau 4.1). Les poids ωk s’écrivent
(4.33) ωk =
αk
α0 + α1 + α2
, avec αk =
C3k
(ISk + 10−6)2
, k = 0,1,2.
Les coefficients C3k intervenant dans (4.33) sont tabulés : C
3
0 = 1/10, C
3
1 = 6/10 et C
3
2 = 3/10.
Enfin, ISk est une mesure de la régularité obtenue avec le k-ième ensemble de points. A ce sujet,
nous utilisons ici la nouvelle mesure de régularité introduite par Jiang et al. [36], basée sur une
minimisation de la norme L2 des dérivées spatiales des polynômes d’interpolation. Cette mesure
conduit à un schéma d’ordre 5 en espace aux endroits où la solution est régulière. Pour le calcul
de f1
i+ 1
2
, cette mesure s’écrit
(4.34)
IS0 =
13
12
(
f
(
θ1i−2
)− 2 f (θ1i−1)+ f (θ1i ))2 + 14 (f (θ1i−2)− 4 f (θ1i−1)+ 3 f (θ1i ))2
IS1 =
13
12
(
f
(
θ1i−1
)− 2 f (θ1i )+ f (θ1i+1))2 + 14 (f (θ1i−1)− f (θ1i+1))2
IS2 =
13
12
(
f
(
θ1i
)− 2 f (θ1i+1)+ f (θ1i+2))2 + 14 (3 f (θ1i )− 4 f (θ1i+1)+ f (θ1i+2))2 .
Pour le calcul de f2
i+ 1
2
, cette mesure s’écrit
(4.35)
IS0 =
13
12
(
f
(
θ2i+3
)− 2 f (θ2i+2)+ f (θ2i+1))2 + 14 (f (θ2i+3)− 4 f (θ2i+2)+ 3 f (θ2i+1))2
IS1 =
13
12
(
f
(
θ2i+2
)− 2 f (θ2i+1)+ f (θ2i ))2 + 14 (f (θ2i+2)− f (θ2i ))2
IS2 =
13
12
(
f
(
θ2i+1
)− 2 f (θ2i )+ f (θ2i−1))2 + 14 (3 f (θ2i+1)− 4 f (θ2i )+ f (θ2i−1))2 .
Sortie du champ des caractéristiques. Le retour aux variables naturelles v et p est effectué
en multipliant les flux numériques scalaires f ji+1/2, calculés par l’interpolation WENO (j = 1,2),
64 CHAPITRE 4. SCHÉMAS NUMÉRIQUES
par les vecteurs propres à droite : pour chaque valeur propre, nous définissons le flux F j
i+ 1
2
par
(4.36) F j
i+ 1
2
= f j
i+ 1
2
rj, j = 1,2.
Les flux numériques vectoriels intervenant dans (4.24) sont alors la somme des flux (4.36), soit
(4.37) F i+ 1
2
= F 1
i+ 1
2
+ F 2
i+ 1
2
.
Compte-tenu de (4.26), on écrit explicitement
(4.38) F i+ 1
2
=


1
c
√
ρ
(
f1
i+ 1
2
+ f2
i+ 1
2
)
√
ρ
(
f1
i+ 1
2
− f2
i+ 1
2
)

 .
On applique exactement la même procédure que celle suivie au cours des deux sections précé-
dentes pour calculer F i−1/2, en décrémentant i d’une unité.
Intégration en temps. Une fois (4.24) estimée via (4.38) et reportée dans l’équation aux
dérivées partielles (3.3), il reste à intégrer l’équation différentielle ordinaire du premier ordre
(4.39)
∂
∂ t
U i +
F i+ 1
2
− F i− 1
2
∆x
= 0,
écrite sous forme abrégée
(4.40)
∂
∂ t
U i = L(U i), avec L(U i) = −
F i+ 1
2
− F i− 1
2
∆x
.
L’intégration en temps est alors effectuée par une méthode de Runge-Kutta d’ordre 4, soit
(4.41)
U
(1)
i = U
n
i +
1
2
∆ tL(Uni ),
U
(2)
i = U
n
i +
1
2
∆ tL(U
(1)
i ),
U
(3)
i = U
n
i +∆ tL(U
(2)
i ),
Un+1i =
1
3
(
−Uni +U (1)i + 2U (2)i +U (3)i
)
+
1
6
∆ tL(U
(3)
i ).
En posant U
(0)
i = U
n
i et U
(4)
i = U
n+1
i , le calcul de l’itération r de (4.41) (1 ≤ r ≤ 4) se
décompose en sept étapes :
– calcul de f (θi+k) (−2 ≤ k ≤ 3) à partir de (4.29). Ce calcul repose sur les valeurs numé-
riques de la vitesse acoustique v
(r−1)
i+k et de la pression acoustique p
(r−1)
i+k (−2 ≤ k ≤ 3) à
l’itération r − 1 ;
– calcul des coefficients de régularité ISk (4.34) et (4.35), des coefficients αk, et finalement
des poids ωk (4.33) (0 ≤ k ≤ 2) ;
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– calcul des flux numériques f1
i+ 1
2
et f2
i+ 1
2
(4.32) ;
– calcul des flux vectoriels F i+ 1
2
(4.38) ;
– même procédure pour calculer F i− 1
2
, en décalant tous les indices d’une unité vers la gauche ;
– calcul de L
(
U
(k−1)
i
)
(4.40) ;
– mise à jour de U
(r)
i (4.41).
Nous déduisons de (4.34) et de (4.35) que f1i+1/2 et f
2
i+1/2 dépendent respectivement des valeurs
de la solution aux noeuds (i − 2,...,i + 2) et (i − 1,...,i + 3). Ainsi, en un point xi, l’expression
(4.24) dépend des valeurs numériques aux noeuds (i− 3,...,i + 3) : la largeur du schéma WENO
est alors s = 3. Le schéma WENO 5 obtenu est d’ordre cinq en espace et quatre en temps.
Ce schéma est plus coûteux en temps de calcul et en taille mémoire que les schémas de Lax-
Wendroff et de volumes finis avec limiteur de flux. En particulier, il nécessite cinq tableaux 2×N ,
où N est le nombre de points de calcul. Par contre, pour un même nombre de points par longueur
d’onde, la qualité de la solution calculée par WENO 5 est meilleure que celle des deux autres
schémas. A la différence du schéma de Lax-Wendroff, la localisation des ondes est excellente.
D’autre part, contrairement au schéma de volumes finis avec limiteur de flux, l’amplitude des
ondes est très bien conservée.
4.2.5 Exemples numériques
Pour illustrer ce qui précède, nous présentons en figure 4.1 des simulations numériques de propa-
gation d’onde 1D dans de l’eau. Nous considérons un domaine de longueur L = 1 m, de propriétés
physiques
(4.42) ρ = 1000 kg/m3, c = 1500m/s.
La solution initiale est une sinusoïde tronquée, de classe C5 et de fréquence centrale fc = 20
kHz, explicitée au chapitre 10. La simulation est réalisée avec 200 points de calcul et CFL=0.8,
soit environ 25 points de calcul par longueur d’onde centrale. Nous représentons les solutions
numériques (pointillés) et exactes (traits pleins) à deux instants, t0 et t1. A l’instant t0 (respec-
tivement t1 = 2 t0), les ondes se sont propagées sur environ trois (respectivement six) longueurs
d’onde.
Nous observons la dispersion numérique du schéma de Lax-Wendroff sous forme de trains d’os-
cillations parasites, conduisant à une mauvaise localisation de l’onde (figure 4.1 (a) et (b)). La
diffusion numérique introduite par le schéma de volumes finis avec limiteur de flux, là où la
solution présente de forts gradients, provoque l’écrêtage des extrema (figure 4.1 (c) et (d)) ; par
contre la localisation de l’onde est excellente. Enfin, la localisation de l’onde est légèrement moins
bonne avec le schéma WENO 5 (figure 4.1 (e) et (f)), mais l’amplitude de l’onde est très bien
conservée. Examinons le temps CPU pour calculer les solutions numériques jusqu’à l’instant t2 :
du schéma WENO 5 au schéma de volumes finis avec limiteur de flux, le temps de calcul est
divisé par un facteur 3. De même, du schéma de volumes finis avec limiteur de flux au schéma
de Lax-Wendroff, le temps de calcul est divisé par un facteur 1.6.
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Fig. 4.1 – Valeurs exactes (ligne pleine) et numériques (pointillés) de la pression acoustique :
Lax-Wendroff (a-b), volumes finis avec limiteur de flux (c-d), WENO 5 (e-f), après propagation
sur 3 longueurs d’onde (colonne de gauche), sur 6 longueurs d’onde (colonne de droite)
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Fig. 4.2 – Courbes log-log des erreurs en normes L∞ (a) et L1 (b) en fonction du nombre de
points de calcul N .
Enfin, la figure 4.2.5 présente les courbes log-log d’erreur en normes L∞ et L1 des trois schémas
à l’instant t1, en fonction du nombre de points de calcul. Pour le schéma de Lax-Wendroff,
nous mesurons l’ordre 2 dans les deux normes, comme prévu théoriquement. Pour le schéma de
volumes finis avec limiteur de flux, obtenu par combinaison non linéaire du schéma de Godunov
d’ordre 1 et du schéma de Lax-Wendroff d’ordre 2, nous mesurons l’ordre 1.6 en norme L∞ et
l’ordre 1.9 en norme L1. Enfin, pour le schéma WENO 5, nous mesurons l’ordre 5 dans les deux
normes, en ajustant le pas de temps
(4.43) ∆ t =
CFL (∆x)5/4
c
,
de sorte que l’intégration de Runge-Kutta d’ordre 4 en temps soit effectivement d’ordre 5.
4.3 Schémas 2D
4.3.1 Notations
Etant donnés des pas en espace ∆x = ∆ y et en temps ∆ t uniformes, nous notons Uni,j l’ap-
proximation numérique de la solution exacte U(xi = i∆x,yj = j∆ y,tn = n∆ t). Pour intégrer
numériquement (3.10) (cas fluide) ou (3.19) (cas solide), nous utilisons les mêmes types de sché-
mas qu’en 1D, explicites en temps et centrés en espace. Pour l’avancée en temps au nœud (i,j),
les schémas utilisent les valeurs numériques aux nœuds
(4.44)
il = i+ k1(l),
jl = j + k2(l),
avec 0 ≤ l ≤ s−1. Le nombre de points de calculs s et les indices relatifs k1(l) et k2(l) dépendent
du schéma utilisé, et sont précisés dans chaque cas. A partir de ces notations, l’avancée en
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temps des schémas de Lax-Wendroff et de volumes finis avec limiteurs de flux, peut s’écrire
symboliquement, en un point (xi,yj),
(4.45) Un+1i,j = U
n
i,j +H
(
Uni1,j1, . . . ,U
n
is,js
)
,
où l’opérateur discret H : Rd×s → Rd est continu [29]. Rappelons que d est le nombre de
composantes de la solution, soit d = 3 dans le cas d’un fluide et d = 5 dans le cas d’un solide.
La condition de stabilité CFL dépend du schéma utilisé, et est précisée dans chaque cas. Les nota-
tions symboliques (4.44) et (4.45) sont systématiquement utilisées au chapitre 8 pour caractériser
le couplage des schémas avec la méthode d’interface.
4.3.2 Lax-Wendroff
En un point (xi,yj), le schéma de Lax-Wendroff découle du développement de Taylor d’ordre
deux de U(xi,yj,tn+1) en (xi,yj,tn)
(4.46) U(xi,yj,tn+1) = U(xi,yj,tn) + ∆ t
∂
∂ t
U(xi,yj ,tn) +
1
2
∆ t2
∂2
∂ t2
U(xi,yj ,tn) +O(∆ t
3).
Les dérivées temporelles dans (4.46) sont remplacées par des dérivées spatiales, conduisant à des
expressions différentes selon que le milieu est fluide ou solide.
Milieu fluide. Dans le cas d’un milieu fluide, les équations (3.10) et (3.15) permettent d’écrire
(4.46) sous la forme
(4.47)
U(xi,yj,tn+1) = U(xi,yj,tn)−∆ t
(
A
∂
∂ x
U(xi,yj ,tn) +B
∂
∂ y
U(xi,yj,tn)
)
+
1
2
(c∆ t)2
(
∂2
∂ x2
U(xi,yj ,tn) +
∂2
∂ y2
U(xi,yj,tn)
)
+O(∆ t3).
Les dérivées spatiales sont estimées par des différences finies centrées d’ordre deux. On remplace
alors les valeurs exactes de la solution par les valeurs numériques, et on élimine le vecteur d’erreur,
d’où le schéma
(4.48)
Un+1i,j = U
n
i,j −∆ t
(
1
2∆x
A
(
Uni+1,j −Uni−1,j
)
+
1
2∆ y
B
(
Uni,j+1 −Uni,j−1
))
+
(c∆ t)2
2
(
1
∆x2
(
Uni+1,j − 2Uni,j +Uni−1,j
)
+
1
∆ y2
(
Uni,j+1 − 2Uni,j +Uni,j−1
))
.
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à s = 5 points en espace. Il découle de (4.48) les formules explicites
(4.49)
v
(1)n+1
i,j = v
(1)n
i,j −
∆ t
2∆x
1
ρ
(
pni+1,j − pni−1,j
)
+
(c∆ t)2
2
(
1
∆x2
(
v
(1)n
i+1,j − 2 v(1) ni,j + v(1) ni−1,j
)
+
1
∆ y2
(
v
(1)n
i,j+1 − 2 v(1) ni,j + v(1)ni,j−1
))
,
v
(2)n+1
i,j = v
(2)n
i,j −
∆ t
2∆ y
1
ρ
(
pni,j+1 − pni,j−1
)
+
(c∆ t)2
2
(
1
∆x2
(
v
(2)n
i+1,j − 2 v(2) ni,j + v(2) ni−1,j
)
+
1
∆ y2
(
v
(2)n
i,j+1 − 2 v(2) ni,j + v(2)ni,j−1
))
,
pn+1i,j = p
n
i,j −
∆ t
2
ρ c2
(
1
∆x
(
v
(1)n
i+1,j − v(1)ni−1,j
)
+
1
∆ y
(
v
(2)n
i,j+1 − v(2)ni,j−1
))
+
(c∆ t)2
2
(
1
∆x2
(
pni+1,j − 2 pni,j + pni−1,j
)
+
1
∆ y2
(
pni,j+1 − 2 pni,j + pni,j−1
))
.
où v
(1) n
i,j , v
(2)n
i,j , et p
n
i,j sont les composantes de U
n
i,j et désignent respectivement les valeurs
numériques des composantes de la vitesse acoustique et la pression acoustique. Les indices k1(l)
et k2(l) (0 ≤ l ≤ s− 1) utilisés dans (4.44) et (4.45) sont précisés dans le tableau 4.2.
l 0 1 2 3 4
k1(l) 0 0 -1 1 0
k2(l) 0 -1 0 0 1
Tab. 4.2 – Indices k1 et k2 (4.44) du schéma de Lax-Wendroff pour un milieu fluide.
Milieu solide. Dans le cas d’un milieu solide, les équations (3.19) et (3.12) permettent d’écrire
(4.46) sous la forme
(4.50)
U(xi,yj ,tn+1) = U(xi,yj,tn)−∆ t
(
A
∂
∂ x
U(xi,yj,tn) +B
∂
∂ y
U(xi,yj,tn)
)
+
∆ t2
2
(
A2
∂2
∂ x2
U(xi,yj ,tn) + (AB +BA)
∂2
∂ x ∂ y
U (xi,yj,tn) +B
2 ∂
2
∂ y2
U (xi,yj,tn)
)
+O(∆ t3).
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On remplace alors les valeurs exactes de la solution par les valeurs numériques, et on élimine le
vecteur d’erreur, d’où le schéma
(4.51)
Un+1i,j = U
n
i,j −∆ t
(
1
2∆x
A
(
Uni+1,j −Uni−1,j
)
+
1
2∆ y
B
(
Uni,j+1 −Uni,j−1
))
+
∆ t2
2
(
1
∆x2
A2
(
Uni+1,j − 2Uni,j +Uni−1,j
)
+
1
∆ y2
B2
(
Uni,j+1 − 2Uni,j ++Uni,j−1
)
+
1
4∆x∆ y
(AB +BA)
(
Uni+1,j+1 −Uni+1,j−1 −Uni−1,j+1 +Uni−1,j−1
))
.
à s = 9 points en espace. Il découle de (4.51) les formules explicites
(4.52)
v
(1)n+1
i,j = v
(1) n
i,j +∆ t
1
ρ
(
1
2∆x
(
σ
(1,1)n
i+1,j − σ(1,1)ni−1,j
)
+
1
2∆ y
(
σ
(1,2)n
i,j+1 − σ(1,2)ni,j−1
))
+
∆ t2
2
(
1
∆x2
c2p
(
v
(1)n
i+1,j − 2 v(1)ni,j + v(1)ni−1,j
)
+
1
∆ y2
c2s
(
v
(1)n
i,j+1 − 2 v(1) ni,j + v(1)ni,j−1
)
+
1
4∆x∆ y
(
c2p − c2s
) (
v
(2) n
i+1,j+1 − v(2)ni+1,j−1 − v(2)ni−1,j+1 + v(2) ni−1,j−1
))
,
v
(2)n+1
i,j = v
(2) n
i,j +∆ t
1
ρ
(
1
2∆x
(
σ
(1,2)n
i+1,j − σ(1,2)ni−1,j
)
+
1
2∆ y
(
σ
(2,2)n
i,j+1 − σ(2,2)ni,j−1
))
+
∆ t2
2
(
1
∆x2
c2s
(
v
(2)n
i+1,j − 2 v(2) ni,j + v(2) ni−1,j
)
+
1
∆ y2
c2p
(
v
(2)n
i,j+1 − 2 v(2) ni,j + v(2)ni,j−1
)
+
1
4∆x∆ y
(
c2p − c2s
) (
v
(1) n
i+1,j+1 − v(1)ni+1,j−1 − v(1)ni−1,j+1 + v(1) ni−1,j−1
))
,
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(4.53)
σ
(1,1)n+1
i,j = σ
(1,1)n
i,j +∆ t
(
1
2∆x
ρ c2p
(
v
(1)n
i+1,j − v(1) ni−1,j
)
+
1
2∆ y
ρ
(
c2p − 2 c2s
) (
v
(2)n
i,j+1 − v(2) ni,j−1
))
+
∆ t2
2
(
1
∆x2
c2p
(
σ
(1,1)n
i+1,j − 2σ(1,1) ni,j + σ(1,1)ni−1,j
)
+
1
∆ y2
(
c2p − 2 c2s
)(
σ
(2,2)n
i,j+1 − 2σ(2,2)ni,j + σ(2,2)ni,j−1
)
+
1
2∆x∆ y
(
c2p − c2s
) (
σ
(1,2)n
i+1,j+1 − σ(1,2)ni+1,j−1 − σ(1,2)ni−1,j+1 + σ(1,2)ni−1,j−1
))
,
σ
(1,2)n+1
i,j = σ
(1,2)n
i,j +∆ t ρ c
2
s
(
1
2∆x
(
v
(2)n
i+1,j − v(2) ni−1,j
)
+
1
2∆ y
(
v
(1)n
i,j+1 − v(1) ni,j−1
))
+
(cs∆ t)
2
2
(
1
∆x2
(
σ
(1,2)n
i+1,j − 2σ(1,2) ni,j + σ(1,2)ni−1,j
)
+
1
∆ y2
(
σ
(1,2)n
i,j+1 − 2σ(1,2)ni,j + σ(1,2) ni,j−1
)
+
1
4∆x∆ y
(
σ
(1,1)n
i+1,j+1 − σ(1,1)ni+1,j−1 − σ(1,1)ni−1,j+1 − σ(1,1)ni−1,j−1 + σ(2,2)ni+1,j+1 − σ(2,2) ni+1,j−1 − σ(2,2)ni−1,j+1 − σ(2,2)ni−1,j−1
))
σ
(2,2)n+1
i,j = σ
(2,2)n
i,j +∆ t
(
1
2∆x
ρ
(
c2p − 2 c2s
)(
v
(1)n
i+1,j − v(1)ni−1,j
)
+
1
2∆ y
ρ c2p
(
v
(2)n
i,j+1 − v(2) ni,j−1
))
+
∆ t2
2
(
1
∆x2
(
c2p − 2 c2s
) (
σ
(1,1)n
i+1,j − 2σ(1,1) ni,j + σ(1,1)ni−1,j
)
+
1
∆ y2
c2p
(
σ
(2,2)n
i,j+1 − 2σ(2,2)ni,j + σ(2,2)ni,j−1
)
+
1
2∆x∆ y
(
c2p − c2s
) (
σ
(1,2)n
i+1,j+1 − σ(1,2)ni+1,j−1 − σ(1,2)ni−1,j+1 + σ(1,2)ni−1,j−1
))
,
où v
(1)n
i,j , v
(2)n
i,j , σ
(1,1)n
i,j , σ
(1,2)n
i,j , et σ
(2,2)n
i,j sont les composantes deU
n
i,j et désignent respectivement
les valeurs numériques des composantes de la vitesse élastique et des composantes indépendantes
du tenseur des contraintes élastiques ; cp et cs sont les célérités des ondes de compression et de
cisaillement. Les indices k1(l) et k2(l) (1 ≤ l ≤ s), utilisés dans (4.44) et (4.45), sont précisés
dans le tableau 4.3.
l 0 1 2 3 4 5 6 7 8
k1(l) 0 -1 0 1 -1 1 -1 0 1
k2(l) 0 -1 -1 -1 0 0 1 1 1
Tab. 4.3 – Indices k1 et k2 du schéma de Lax-Wendroff dans le cas d’un milieu solide.
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Propriétés. Dans les cas fluide et solide, le schéma de Lax-Wendroff est d’ordre deux en temps
et en espace pour une solution de classe C2. Il est stable sous la condition CFL
(4.54) CFL =
c∆ t
max(∆x,∆ y)
≤ 1√
2
,
où c est la célérité des ondes acoustiques ou la célérité cp dans le cas d’un milieu solide. En prenant
µ = 0, le schéma de Lax-Wendroff en milieu solide (4.53) revient au schéma de Lax-Wendroff en
milieu fluide (4.49), avec
(4.55)
σ
(1,1)n
i,j = σ
(2,2)n
i,j = −pni,j,
σ
(1,2)n
i,j = 0.
Le schéma de Lax-Wendroff est facile à programmer et peu gourmant en ressources informatiques
en 2D : il nécessite deux tableaux d ×Nx ×Ny, où Nx et Ny sont respectivement le nombre de
points de calcul dans la direction x et dans la direction y. Comme en 1D, il introduit de la
dispersion numérique. De plus, il introduit des effets d’anisotropie numérique dus à la grille
de calcul. Expliquons brièvement de quoi il s’agit [16]. Le problème exact de propagation en
milieu homogène est isotrope : la valeur du vecteur d’onde exact ne dépend pas de la direction de
propagation. Par contre, une analyse par ondes planes du schéma démontre que le nombre d’onde
numérique dépend non seulement du pas de discrétisation en espace (conduisant à la dispersion
numérique), mais aussi de la direction de propagation par rapport à l’orientation de la grille.
4.3.3 Volumes finis avec limiteur de flux
Le schéma de volumes finis avec limiteur de flux présenté en section 4.2.3 dans le cas 1D est clas-
sique. En 2D, nous suivons une approche moins classique, typiquement “volumes finis”, proposée
par LeVeque : le “Wave Propagation Algorithm” [41, 44, 45]. La première partie de l’algorithme
procède par dimensional splitting [42], i.e. revient à la résolution de problèmes 1D direction
par direction. La deuxième partie de l’algorithme consiste à propager, dans chaque direction,
les quantités mises à jour dans l’autre direction lors de la première partie. Cette propagation
transverse, portant à la fois sur les ondes de correction et sur les ondes d’incrément, permet d’es-
timer des termes de dérivées spatiales croisées dans le système d’équations aux dérivées partielles
étudié. Elle apporte ainsi trois avantages : réduction de l’anisotropie numérique due à la grille,
amélioration de la précision du schéma, augmentation de la condition de stabilité CFL.
Dans les parties qui suivent, nous procédons chaque fois en deux étapes. Nous présentons dans un
premier temps les notations et résultats propres au cas fluide, puis solide ; nous présentons dans
un deuxième temps les résultats généraux, valables pour les deux milieux. Comme en 1D, nous
détaillons les calculs de façon plus poussée que celle strictement nécessaire à la programmation, et
ce pour que le lecteur comprenne d’où viennent les différentes expressions. Les calculs strictement
nécessaires au schéma sont consignés dans le paragraphe “algorithme final”.
Schéma de Godunov. Dans le cas d’un milieu fluide, la matrice des valeurs propres λi (1 ≤
i ≤ 3) de A et B (3.9) est Λ = diag(c, − c,0). Les matrices R et S, remplies avec les vecteurs
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propres à droite de A et B, soit respectivement ri et si (1 ≤ i ≤ 3), peuvent s’écrire
(4.56) R =


1 1 0
0 0 1
ρ c −ρ c 0

 , S =


0 0 1
1 1 0
ρ c −ρ c 0

 .
Leurs inverses R−1 et S−1 sont
(4.57) R−1 =
1
2


1 0
1
ρ c
1 0 − 1
ρ c
0 2 0


, S−1 =
1
2


0 1
1
ρ c
0 1 − 1
ρ c
2 0 0


.
Etant données les matrices Λ+ = diag (c,0,0) et Λ− = diag (0, − c,0), les parties positives et
négatives A± = RΛ±R−1 et B± = SΛ±S−1 sont
(4.58) A+ =
1
2


c 0
1
ρ
0 0 0
ρ c2 0 c

 , A
− =
1
2


−c 0 1
ρ
0 0 0
ρ c2 0 −c

 ,
et
(4.59) B+ =
1
2


0 0 0
0 c
1
ρ
0 ρ c2 c

 , B
− =
1
2


0 0 0
0 −c 1
ρ
0 ρ c2 −c

 .
On vérifie A++A− = A et B++B− = B. Dans le cas d’un milieu solide, la matrice des valeurs
propres λi (1 ≤ i ≤ 5) de A et B (3.18) est Λ = diag(−cp,cp,− cs,cs,0), avec cp et cs les célérités
des ondes de compression et de cisaillement rappelées en (3.20). Les matrices R et S, remplies
avec les vecteurs propres à droite de A et B, soit respectivement ri et si (1 ≤ i ≤ 5), peuvent
s’écrire
(4.60) R =


cp −cp 0 0 0
0 0 1 1 0
ρ c2p ρ c
2
p 0 0 0
0 0 ρ cs −ρ cs 0
λ λ 0 0 1


, S =


0 0 1 1 0
cp −cp 0 0 0
λ λ 0 0 1
0 0 ρ cs −ρ cs 0
ρ c2p ρ c
2
p 0 0 0


.
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Leurs inverses R−1 et S−1 sont
(4.61)
R−1 =
1
2


1
cp
0
1
ρ c2p
0 0
− 1
cp
0
1
ρ c2p
0 0
0 1 0
1
ρ cs
0
0 1 0 − 1
ρ cs
0
0 0 − 2λ
ρ c2p
0 2


, S−1 =
1
2


0
1
cp
0 0
1
ρ c2p
0 − 1
cp
0 0
1
ρ c2p
1 0 0
1
ρ cs
0
1 0 0 − 1
ρ cs
0
0 0 2 0 − 2λ
ρ c2p


.
Etant données les matrices Λ+ = diag (0,cp,0,cs,0) et Λ
− = diag (−cp,0, − cs,0,0), les parties
positives et négatives A± = RΛ±R−1 et B± = SΛ±S−1 sont
(4.62)
A+ =
1
2


cp 0 −1
ρ
0 0
0 cs 0 −1
ρ
0
−ρ c2p 0 cp 0 0
0 −ρ c2s 0 cs 0
−λ 0 λ
ρ cp
0 0


,A− =
1
2


−cp 0 −1
ρ
0 0
0 −cs 0 −1
ρ
0
−ρ c2p 0 −cp 0 0
0 −ρ c2s 0 −cs 0
−λ 0 − λ
ρ cp
0 0


,
et
(4.63)
B+ =
1
2


cs 0 0 −1
ρ
0
0 cp 0 0 −1
ρ
0 −λ 0 0 λ
ρ cp
−ρ c2s 0 0 cs 0
0 −ρ c2p 0 0 cp


,B− =
1
2


−cs 0 0 −1
ρ
0
0 −cp 0 0 −1
ρ
0 −λ 0 0 − λ
ρ cp
−ρ c2s 0 0 −cs 0
0 −ρ c2p 0 0 −cp


.
On vérifie A+ +A− = A et B+ +B− = B. A la fois dans le cas fluide et dans le cas solide,
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nous notons
(4.64)
∆xU
n
i− 1
2
,j
= Uni,j −Uni−1,j,
∆yU
n
i,j− 1
2
= Uni,j −Uni,j−1,
les sauts des valeurs numériques dans la direction x d’une part, dans la direction y d’autre part.
A partir de (4.58) et (4.59) dans le cas fluide, de (4.62) et (4.63) dans le cas solide, et de (4.64),
nous pouvons écrire tous les termes apparaissant dans le schéma de Godunov [42]
(4.65)
Un+1i,j = U
n
i,j −
∆ t
∆x
(
A+∆xU
n
i− 1
2
,j
+A−∆xU
n
i+ 1
2
,j
)
− ∆ t
∆ y
(
B+∆yU
n
i,j− 1
2
+B−∆yU
n
i,j+ 1
2
)
,
du premier ordre en temps et en espace. En pratique, nous prenons ∆x = ∆ y. La condition de
stabilité CFL du schéma (4.65) est particulièrement restrictive : CFL=0.5. Les quantitésA±∆xU
etB±∆yU intervenant dans (4.65) sont appelées ondes d’incrément. Dans le cas fluide, on déduit
de (4.58), (4.59), et de la définition des sauts (4.64), la valeur de ces termes
(4.66)
A+∆xU i− 1
2
,j +A
−∆xU i+ 1
2
,j =
1
2


−c
(
v
(1)n
i+1,j − 2 v(1) ni,j + v(1)ni−1,j
)
+
1
ρ
(
pni+1,j − pni−1,j
)
0
ρ c2
(
v
(1) n
i+1,j − v(1)ni−1,j
)
− c
(
pni+1,j − 2 pni,j + pni−1,j
)


,
B+∆yU i,j− 1
2
+B−∆yU i,j+ 1
2
=
1
2


0
−c
(
v
(2)n
i,j+1 − 2 v(2) ni,j + v(2) ni,j−1
)
+
1
ρ
(
pni,j+1 − pni,j−1
)
ρ c2
(
v
(2)n
i,j+1 − v(2) ni,j−1
)
− c
(
pni,j+1 − 2 pni,j + pni,j−1
)


.
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Dans le cas solide, on déduit de (4.62), (4.63), et de la définition des sauts (4.64),
(4.67)
A+∆xU i− 1
2
,j +A
−∆xU i+ 1
2
,j =
1
2


−cp
(
v
(1) n
i+1,j − 2 v(1) ni,j + v(1)ni−1,j
)
− 1
ρ
(
σ
(1,1)n
i+1,j − σ(1,1)ni−1,j
)
−cs
(
v
(2) n
i+1,j − 2 v(2) ni,j + v(2)ni−1,j
)
− 1
ρ
(
σ
(1,2)n
i+1,j − σ(1,2)ni−1,j
)
−ρ c2p
(
v
(1)n
i+1,j − v(1)ni−1,j
)
− cp
(
σ
(1,1)n
i+1,j − 2σ(1,1) ni,j + σ(1,1)ni−1,j
)
−ρ c2s
(
v
(2) n
i+1,j − v(2)ni−1,j
)
− cs
(
σ
(1,2)n
i+1,j − 2σ(1,2) ni,j + σ(1,2)ni−1,j
)
−λ
(
v
(1) n
i+1,j − v(1)ni−1,j
)
− λ
ρ cp
(
σ
(1,1)n
i+1,j − 2σ(1,1) ni,j + σ(1,1)ni−1,j
)


B+∆yU i,j− 1
2
+B−∆yU i,j+ 1
2
=
1
2


−cs
(
v
(1)n
i,j+1 − 2 v(1) ni,j + v(1) ni,j−1
)
− 1
ρ
(
σ
(1,2)n
i,j+1 − σ(1,2)ni,j−1
)
−cp
(
v
(2)n
i,j+1 − 2 v(2) ni,j + v(2)ni,j−1
)
− 1
ρ
(
σ
(2,2)n
i,j+1 − σ(2,2)ni,j−1
)
−λ
(
v
(2)n
i,j+1 − v(2)ni,j−1
)
− λ
ρ cp
(
σ
(2,2)n
i,j+1 − 2σ(2,2)ni,j + σ(2,2)ni,j−1
)
−ρ c2s
(
v
(1)n
i,j+1 − v(1)ni,j−1
)
− cs
(
σ
(1,2)n
i,j+1 − 2σ(1,2)ni,j + σ(1,2)ni,j−1
)
−ρ c2p
(
v
(2)n
i,j+1 − v(2) ni,j−1
)
− cp
(
σ
(2,2)n
i,j+1 − 2σ(2,2)ni,j + σ(2,2)ni,j−1
)


.
Corrections du second ordre. On décompose alors respectivement les sauts (4.64), dans les
directions x et y, sur la base des vecteurs propres de la matrice A et de la matrice B. Soit
(4.68)
∆xU
n
i− 1
2
,j
=
d∑
p=1
αp
i− 1
2
,j
rp = R


α1
i− 1
2
,j
...
αd
i− 1
2
,j

 ,
∆yU
n
i,j− 1
2
=
d∑
p=1
βp
i,j− 1
2
sp = S


β1
i,j− 1
2
...
βd
i,j− 1
2

 ,
avec d = 3 dans le cas d’un fluide et d = 5 dans le cas d’un solide. Dans tous les cas, nous ne
calculons pas les derniers coefficients αd et βd : en effet, ceux-ci sont associés à une valeur propre
λd nulle, et n’interviennent alors pas dans la suite de l’algorithme. Dans le cas d’un fluide, nous
déduisons de (4.57) et (4.68) les coefficients de la décomposition des sauts selon x sur la base des
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vecteurs propres de A
(4.69)
α1
i− 1
2
,j
=
1
2
(
v
(1)n
i,j − v(1)ni−1,j
)
+
1
2 ρ c
(
pni,j − pni−1,j
)
,
α2
i− 1
2
,j
=
1
2
(
v
(1)n
i,j − v(1)ni−1,j
)
− 1
2 ρ c
(
pni,j − pni−1,j
)
,
et selon y sur la base des vecteurs propres de B
(4.70)
β1
i,j− 1
2
=
1
2
(
v
(2) n
i,j − v(2)ni−1,j
)
+
1
2 ρ c
(
pni,j − pni−1,j
)
,
β2
i,j− 1
2
=
1
2
(
v
(2) n
i,j − v(2)ni−1,j
)
− 1
2 ρ c
(
pni,j − pni−1,j
)
.
Dans le cas d’un solide, nous déduisons de (4.61) et (4.68) les coefficients de la décomposition
des sauts selon x sur la base des vecteurs propres de A
(4.71)
α1
i− 1
2
,j
=
1
2 cp
(
v
(1)n
i,j − v(1)ni−1,j
)
+
1
2 ρ c2p
(
σ
(1,1)n
i,j − σ(1,1)ni−1,j
)
,
α2
i− 1
2
,j
= − 1
2 cp
(
v
(1)n
i,j − v(1)ni−1,j
)
+
1
2 ρ c2p
(
σ
(1,1)n
i,j − σ(1,1)ni−1,j
)
,
α3
i− 1
2
,j
=
1
2
(
v
(2)n
i,j − v(2)ni−1,j
)
+
1
2 ρ cs
(
σ
(1,2)n
i,j − σ(1,2)ni−1,j
)
,
α4
i− 1
2
,j
=
1
2
(
v
(2)n
i,j − v(2)ni−1,j
)
− 1
2 ρ cs
(
σ
(1,2)n
i,j − σ(1,2)ni−1,j
)
,
et selon y sur la base des vecteurs propres de B
(4.72)
β1
i,j− 1
2
=
1
2 cp
(
v
(2)n
i,j − v(2)ni,j−1
)
+
1
2 ρ c2p
(
σ
(2,2)n
i,j − σ(2,2)ni,j−1
)
,
β2
i,j− 1
2
= − 1
2 cp
(
v
(2)n
i,j − v(2)ni,j−1
)
+
1
2 ρ c2p
(
σ
(2,2) n
i,j − σ(2,2)ni,j−1
)
,
β3
i,j− 1
2
=
1
2
(
v
(1) n
i,j − v(1)ni,j−1
)
+
1
2 ρ cs
(
σ
(1,2)n
i,j − σ(1,2)ni,j−1
)
,
β4
i,j− 1
2
=
1
2
(
v
(1) n
i,j − v(1)ni,j−1
)
− 1
2 ρ cs
(
σ
(1,2)n
i,j − σ(1,2)ni,j−1
)
.
On définit alors, dans les directions x et y, l’analogue de (4.19) dans le cas 1D, soit
(4.73)
W
p
i− 1
2
,j = Φ
(
θp
i− 1
2
,j
)
αp
i− 1
2
,j
rp,
X
p
i,j− 1
2
= Φ
(
θp
i,j− 1
2
)
βp
i,j− 1
2
sp,
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(1 ≤ p ≤ d, avec d = 3 pour un fluide et d = 5 pour un solide), avec Φ la fonction limiteur de
flux vue en 1D (4.21), et θ une mesure locale de la régularité de la solution numérique
(4.74)
θp
i− 1
2
,j
=
αp
i− 3
2
,j
αp
i− 1
2
,j
si λp > 0, θp
i− 1
2
,j
=
αp
i+ 1
2
,j
αp
i− 1
2
,j
si λp < 0,
θp
i,j− 1
2
=
βp
i,j− 3
2
βp
i,j− 1
2
si λp > 0, θp
i,j− 1
2
=
βp
i,j+ 1
2
βp
i,j− 1
2
si λp < 0.
Si un dénominateur est nul dans (4.74), la mesure θ correspondante est prise égale à 1. Nous
définissons alors
(4.75)
F i− 1
2
,j =
d∑
p=1
|λp|
(
1− ∆ t
∆x
|λp|
)
W
p
i− 1
2
,j,
Gi,j− 1
2
=
d∑
p=1
|λp|
(
1− ∆ t
∆ y
|λp|
)
X
p
i,j− 1
2
,
De (4.56) et (4.74), nous déduisons (4.75) dans le cas fluide
(4.76)
F i− 1
2
,j = c
(
1− c ∆ t
∆x
)

Φ

α1i− 32 ,j
α1
i− 1
2
,j

α1
i− 1
2
,j


1
0
ρ c

+Φ

α2i+ 12 ,j
α2
i− 1
2
,j

α2
i− 1
2
,j


1
0
−ρ c



 ,
Gi,j− 1
2
= c
(
1− c ∆ t
∆x
)

Φ

β1i,j− 32
β1
i,j− 1
2

 β1
i,j− 1
2


0
1
ρ c

+Φ

β2i,j+ 12 ,j
β2
i,j− 1
2
,j

 β2
i,j− 1
2


0
1
−ρ c



 .
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De même, de (4.60) et (4.74), nous déduisons (4.75) dans le cas solide
(4.77)
F i− 1
2
,j = cp
(
1− cp ∆ t
∆x
)


Φ

α1i+ 12 ,j
α1
i− 1
2
,j

α1
i− 1
2
,j


cp
0
ρ c2p
0
λ


+Φ

α2i− 32 ,j
α2
i− 1
2
,j

α2
i− 1
2
,j


−cp
0
ρ c2p
0
λ




+ cs
(
1− cs ∆ t
∆x
)


Φ

α3i+ 12 ,j
α3
i− 1
2
,j

α3
i− 1
2
,j


0
1
0
ρ cs
0


+Φ

α4i− 32 ,j
α4
i− 1
2
,j

α4
i− 1
2
,j


0
1
0
−ρ cs
0




,
et
(4.78)
Gi,j− 1
2
= cp
(
1− cp ∆ t
∆x
)


Φ

β1i,j+ 12
β1
i,j− 1
2

 β1
i,j− 1
2


0
cp
λ
0
ρ c2p


+Φ

β2i,j− 32
β2
i,j− 1
2

 β2
i,j− 1
2


0
−cp
λ
0
ρ c2p




+ cs
(
1− cs ∆ t
∆x
)


Φ

β3i,j+ 12
β3
i,j− 1
2

 β3
i,j− 1
2


1
0
0
ρ cs
0


+Φ

β4i,j− 32
β4
i,j− 1
2

β4
i,j− 1
2


1
0
0
−ρ cs
0




.
Dans tous les cas, si les dénominateurs des fractions intervenant dans Φ sont nuls, on prend
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Φ = 1. Les ondes de correction, analogues de (4.17) en 1D, sont alors définies par
(4.79)
F i− 1
2
,j =
1
2
F i− 1
2
,j ,
Gi,j− 1
2
=
1
2
Gi,j− 1
2
.
Propagation transverse des ondes d’incrément. Les ondes d’incrément, soit A±∆xU
n
et B±∆yU
n, utilisées dans les schémas de Godunov (4.65), correspondent respectivement à la
résolution de problèmes de Riemann 1D dans les directions x et y. Ces ondes d’incrément sont
maintenant propagées dans les directions qui leur sont orthogonales, soit respectivement y et x.
Pour cela, l’onde d’incrément dans une direction donnée est décomposée sur la base des vecteurs
propres de l’autre direction. Cette décomposition est ensuite ajoutée aux ondes de correction de
cette autre direction, calculés en (4.75). On écrit pour cela [41]
(4.80)
F i− 1
2
,j := F i− 1
2
,j −
1
2
∆ t
∆ y
(
A+B−∆yU
n
i−1,j+ 1
2
+A−B−∆yU
n
i,j+ 1
2
+A−B+∆yU
n
i,j− 1
2
+A+B+∆yU
n
i−1,j− 1
2
)
,
Gi,j− 1
2
:= Gi,j− 1
2
− 1
2
∆ t
∆x
(
B−A+∆xU
n
i− 1
2
,j
+B−A−∆xU
n
i+ 1
2
,j
+B+A−∆xU
n
i+ 1
2
,j−1
+B+A+∆xU
n
i− 1
2
,j−1
)
,
où la notation “:=” signifie l’incrémentation d’une variable, au sens informatique du terme. Le
but de la partie qui suit est d’écrire explicitement les termes ajoutés à F et G dans (4.80), à la
fois dans le cas fluide et dans le cas solide.
Pour simplifier la programmation et diminuer le temps de calcul, nous exprimons maintenant
(4.80) uniquement en fonction des coefficients αp et βp (1 ≤ p ≤ d) déjà calculés. Dans le cas
d’un fluide, nous déduisons de A±, B± (4.58), (4.59) et des coefficients αp et βp (4.69), (4.70),
l’écriture de la propagation transverse des ondes d’incrément (4.80)
(4.81)
F i− 1
2
,j := F i− 1
2
,j −
1
4
∆ t
∆ y


c2
(
β2
i−1,j+ 1
2
+ β2
i,j+ 1
2
+ β1
i,j− 1
2
+ β1
i−1,j− 1
2
)
0
ρ c3
(
β2
i−1,j+ 1
2
− β2
i,j+ 1
2
− β1
i,j− 1
2
+ β1
i−1,j− 1
2
)

 ,
Gi,j− 1
2
:= Gi,j− 1
2
− 1
4
∆ t
∆x


0
c2
(
α2
i+ 1
2
,j−1
+ α2
i+ 1
2
,j
+ α1
i− 1
2
,j
+ α1
i− 1
2
,j−1
)
ρ c3
(
α2
i+ 1
2
,j−1
− α2
i+ 1
2
,j
− α1
i− 1
2
,j
+ α1
i− 1
2
,j−1
)

 .
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Dans le cas d’un solide, nous déduisons de A±, B± (4.62), (4.63) et des coefficients αp et βp
(4.71), (4.72), l’écriture de la propagation transverse des ondes d’incrément (4.80)
(4.82)
F i− 1
2
,j := F i− 1
2
,j −
1
4
∆ t
∆ y




cp cs
(
−β3
i−1,j+ 1
2
+ β3
i,j+ 1
2
− β4
i,j− 1
2
+ β4
i−1,j− 1
2
)
c2s
(
β3
i−1,j+ 1
2
+ β3
i,j+ 1
2
+ β4
i,j− 1
2
+ β4
i−1,j− 1
2
)
ρ c2p cs
(
β3
i−1,j+ 1
2
+ β3
i,j+ 1
2
− β4
i,j− 1
2
− β4
i−1,j− 1
2
)
ρ c3s
(
−β3
i−1,j+ 1
2
+ β3
i,j+ 1
2
+ β4
i,j− 1
2
− β4
i−1,j− 1
2
)
λ cs
(
β3
i−1,j+ 1
2
+ β3
i,j+ 1
2
− β4
i,j− 1
2
− β4
i−1,j− 1
2
)


+


λ cp
ρ
(
β1
i−1,j+ 1
2
+ β1
i,j+ 1
2
− β2
i,j− 1
2
− β2
i−1,j− 1
2
)
c2p cs
(
−β1
i−1,j+ 1
2
+ β1
i,j+ 1
2
+ β2
i,j− 1
2
− β2
i−1,j− 1
2
)
λ c2p
(
−β1
i−1,j+ 1
2
+ β1
i,j+ 1
2
− β2
i,j− 1
2
+ β2
i−1,j− 1
2
)
ρ c2p c
2
s
(
β1
i−1,j+ 1
2
+ β1
i,j+ 1
2
+ β2
i,j− 1
2
+ β2
i−1,j− 1
2
)
λ2
ρ
(
−β1
i−1,j+ 1
2
+ β1
i,j+ 1
2
− β2
i,j− 1
2
+ β2
i−1,j− 1
2
)




,
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et
(4.83)
Gi,j− 1
2
:= Gi,j− 1
2
− 1
4
∆ t
∆x




c2p cs
(
α2
i− 1
2
,j
+ α1
i+ 1
2
,j
− α1
i+ 1
2
,j−1
− α2
i− 1
2
,j−1
)
λ cp
ρ
(
−α2
i− 1
2
,j
+ α1
i+ 1
2
,j
+ α1
i+ 1
2
,j−1
− α2
i− 1
2
,j−1
)
λ2
ρ
(
−α2
i− 1
2
,j
+ α1
i+ 1
2
,j
− α1
i+ 1
2
,j−1
+ α2
i− 1
2
,j−1
)
ρ c2p c
2
s
(
α2
i− 1
2
,j
+ α1
i+ 1
2
,j
+ α1
i+ 1
2
,j−1
+ α2
i− 1
2
,j−1
)
λ c2p
(
−α2
i− 1
2
,j
+ α1
i+ 1
2
,j
− α1
i+ 1
2
,j−1
+ α2
i− 1
2
,j−1
)


+


c2s
(
α4
i− 1
2
,j
+ α3
i+ 1
2
,j
+ α3
i+ 1
2
,j−1
+ α4
i− 1
2
,j−1
)
cp cs
(
−α4
i− 1
2
,j
+ α3
i+ 1
2
,j
− α3
i+ 1
2
,j−1
+ α4
i− 1
2
,j−1
)
λ cs
(
−α4
i− 1
2
,j
+ α3
i+ 1
2
,j
+ α3
i+ 1
2
,j−1
− α4
i− 1
2
,j−1
)
ρ c3s
(
α4
i− 1
2
,j
+ α3
i+ 1
2
,j
− α3
i+ 1
2
,j−1
− α4
i− 1
2
,j−1
)
ρ c2p cs
(
−α4
i− 1
2
,j
+ α3
i+ 1
2
,j
+ α3
i+ 1
2
,j−1
− α4
i− 1
2
,j−1
)




.
Propagation transverse des ondes de correction. Le but de cette partie est de propager
les ondes F et G (4.75), respectivement associées aux directions x et y, suivant les directions
y et x. Pour cela, on décompose F et G, explicitées dans les cas fluide (4.76) et solide (4.78),
respectivement sur la base des vecteurs propres de la matrice A et de la matrice B. Soit
(4.84)
F i− 1
2
,j =
d∑
p=1
εp
i− 1
2
,j
sp = S


ε1
i− 1
2
,j
...
εd
i− 1
2
,j

 ,
Gi− 1
2
,j =
d∑
p=1
δp
i,j− 1
2
rp = R


δ1
i,j− 1
2
...
δd
i,j− 1
2

 ,
avec d = 3 dans le cas d’un fluide et d = 5 dans le cas d’un solide. Comme pour (4.68), nous ne
calculons pas les derniers coefficients εd et δd : en effet, ceux-ci sont associés à une valeur propre
λd nulle, et n’interviennent alors pas dans la suite de l’algorithme. Dans le cas d’un fluide, nous
déduisons de (4.57) et (4.84) les coefficients de la décomposition des sauts selon x sur la base des
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vecteurs propres de A
(4.85)
ε1
i− 1
2
,j
=
1
2
F (2)
i− 1
2
,j
+
1
2 ρ c
F (3)
i− 1
2
,j
,
ε2
i− 1
2
,j
=
1
2
F (2)
i− 1
2
,j
− 1
2 ρ c
F (3)
i− 1
2
,j
,
et selon y sur la base des vecteurs propres de B
(4.86)
δ1
i,j− 1
2
=
1
2
G(1)
i− 1
2
,j
+
1
2 ρ c
G(3)
i− 1
2
,j
,
δ2
i,j− 1
2
=
1
2
G(1)
i− 1
2
,j
− 1
2 ρ c
G(3)
i− 1
2
,j
,
où F (i) et G(i) sont respectivement la i-ème composante de F et de G. Dans le cas d’un solide,
nous déduisons de (4.61) et (4.84) les coefficients de la décomposition des sauts selon x sur la
base des vecteurs propres de A
(4.87)
ε1
i− 1
2
,j
=
1
2 cp
F (2)
i− 1
2
,j
+
1
2 ρ c2p
F (5)
i− 1
2
,j
,
ε2
i− 1
2
,j
= − 1
2 cp
F (2)
i− 1
2
,j
+
1
2 ρ c2p
F (5)
i− 1
2
,j
,
ε3
i− 1
2
,j
=
1
2
F (1)
i− 1
2
,j
+
1
2 ρ cs
F (4)
i− 1
2
,j
,
ε4
i− 1
2
,j
=
1
2
F (1)
i− 1
2
,j
− 1
2 ρ cs
F (4)
i− 1
2
,j
,
et selon y sur la base des vecteurs propres de B
(4.88)
δ1
i,j− 1
2
=
1
2 cp
G(1)
i− 1
2
,j
+
1
2 ρ c2p
G(3)
i− 1
2
,j
,
δ2
i,j− 1
2
= − 1
2 cp
G(1)
i− 1
2
,j
+
1
2 ρ c2p
G(3)
i− 1
2
,j
,
δ3
i,j− 1
2
=
1
2
G(2)
i− 1
2
,j
+
1
2 ρ cs
G(4)
i− 1
2
,j
,
δ4
i,j− 1
2
=
1
2
G(2)
i− 1
2
,j
− 1
2 ρ cs
G(4)
i− 1
2
,j
.
A partir de ces décompositions, l’algorithme permettant de prendre en compte la propagation
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transverse des ondes de correction est
(4.89)
F i− 1
2
,j := F i− 1
2
,j +
1
2
∆ t
∆ y

d−1∑
p=1
(λp)− δp
i,j− 1
2
rp +
d−1∑
p=1
(λp)+ δp
i−1,j− 1
2
rp
−
d−1∑
p=1
(λp)− δp
i,j+ 1
2
rp −
d−1∑
p=1
(λp)+ δp
i−1,j+ 1
2
rp

 ,
Gi,j− 1
2
:= Gi,j− 1
2
+
1
2
∆ t
∆x

d−1∑
p=1
(λp)− εp
i− 1
2
,j
sp +
d−1∑
p=1
(λp)+ εp
i− 1
2
,j−1
sp
−
d−1∑
p=1
(λp)− εp
i+ 1
2
,j
sp −
d−1∑
p=1
(λp)+ εp
i+ 1
2
,j−1
sp

 ,
avec d = 3 pour un fluide et d = 5 pour un solide. Les ondes F et G sont ainsi incrémentées
pour la deuxième fois (la première était (4.80)). Les valeurs (λp)− découlent des valeurs propres
et de la notation (4.9). Nous explicitons (4.89) dans les cas fluide et solide. Dans le cas d’un
fluide, nous déduisons des vecteurs propres rp et sp consignés dans (4.56) l’écriture explicite de
la propagation transverse des ondes de correction (4.89)
(4.90)
F i− 1
2
,j := F i− 1
2
,j +
1
2
∆ t
∆ y


c
(
−δ2
i,j− 1
2
+ δ1
i−1,j− 1
2
+ δ2
i,j+ 1
2
− δ1
i−1,j+ 1
2
)
0
ρ c2
(
δ2
i,j− 1
2
+ δ1
i−1,j− 1
2
− δ2
i,j+ 1
2
− δ1
i−1,j+ 1
2
)

 ,
Gi,j− 1
2
:= Gi,j− 1
2
+
1
2
∆ t
∆x


0
c
(
−ε2
i− 1
2
,j
+ ε1
i− 1
2
,j−1
+ ε2
i+ 1
2
,j
− ε1
i+ 1
2
,j−1
)
ρ c2
(
ε2
i− 1
2
,j
+ ε1
i− 1
2
,j−1
− ε2
i+ 1
2
,j
− ε1
i+ 1
2
,j−1
)

 .
De même, dans le cas d’un solide, nous déduisons des vecteurs propres rp et sp consignés dans
4.3. SCHÉMAS 2D 85
(4.60) l’écriture explicite de la propagation transverse des ondes de correction (4.89)
(4.91)
F i− 1
2
,j := F i− 1
2
,j +
1
2
∆ t
∆ y


c2p
(
−δ1
i,j− 1
2
+ δ1
i,j+ 1
2
− δ2
i−1,j− 1
2
+ δ2
i−1,j+ 1
2
)
cs
(
−δ3
i,j− 1
2
+ δ3
i,j+ 1
2
+ δ4
i−1,j− 1
2
− δ4
i−1,j+ 1
2
)
ρ c3p
(
−δ1
i,j− 1
2
+ δ1
i,j+ 1
2
+ δ2
i−1,j− 1
2
− δ2
i−1,j+ 1
2
)
ρ c2s
(
−δ3
i,j− 1
2
+ δ3
i,j+ 1
2
− δ4
i−1,j− 1
2
+ δ4
i−1,j+ 1
2
)
λ cp
(
−δ1
i,j− 1
2
+ δ1
i,j+ 1
2
+ δ2
i−1,j− 1
2
− δ2
i−1,j+ 1
2
)


,
Gi,j− 1
2
:= Gi,j− 1
2
+
1
2
∆ t
∆x


cs
(
−ε3
i− 1
2
,j
+ ε3
i+ 1
2
,j
+ ε4
i− 1
2
,j−1
− ε4
i+ 1
2
,j−1
)
c2p
(
−ε1
i− 1
2
,j
+ ε1
i+ 1
2
,j
− ε2
i− 1
2
,j−1
+ ε2
i+ 1
2
,j−1
)
λ cp
(
−ε1
i− 1
2
,j
+ ε1
i+ 1
2
,j
+ ε2
i− 1
2
,j−1
− ε2
i+ 1
2
,j−1
)
ρ c2s
(
−ε3
i− 1
2
,j
+ ε3
i+ 1
2
,j
− ε4
i− 1
2
,j−1
+ ε4
i+ 1
2
,j−1
)
ρ c3p
(
−ε1
i− 1
2
,j
+ ε1
i+ 1
2
,j
+ ε2
i− 1
2
,j−1
− ε2
i+ 1
2
,j−1
)


.
La définition des ondes intermédiaires F et G (4.75) trouve sa justification dans la propaga-
tion transverse des ondes de correction, présentée durant cette section. En effet, les ondes de
correction F et G, définies à partir de (4.79), sont mises à jour une première fois en (4.80),
pour simuler la propagation transverse des ondes d’incrément. Sans le passage par F et G, les
décompositions (4.84) puis les mises à jour (4.89) reviendraient à propager une deuxième fois les
ondes d’incrément dans les directions transverses.
Algorithme final. Le schéma de volumes finis avec limiteur de flux s’écrit alors
(4.92)
Un+1i,j = U
n
i,j −
∆ t
∆x
(
A+∆xU
n
i− 1
2
,j
+A−∆xU
n
i+ 1
2
,j
)
− ∆ t
∆ y
(
B+∆yU
n
i,j− 1
2
+B−∆yU
n
i,j+ 1
2
)
−∆ t
∆x
(
F i+ 1
2
,j − F i− 1
2
,j
)
− ∆ t
∆ y
(
Gi,j+ 1
2
−Gi,j− 1
2
)
.
Pour résumer, la programmation de ce schéma se décompose en huit étapes :
– calcul des ondes d’incrément A±∆xU et B
±∆yU à partir de (4.66) dans le cas fluide, de
(4.67) dans le cas solide;
– calcul des coefficients αp et βp de la décomposition des sauts ∆xU et ∆yU sur la base des
vecteurs propres de A et B. On utilise pour cela (4.69) et (4.70) dans le cas fluide, (4.71)
et (4.72) dans le cas solide ;
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– calcul des ondes intermédiaires F et G, à partir de (4.76) dans le cas fluide, et de (4.78)
dans le cas solide ;
– calcul des ondes de correction F et G à partir de (4.79) ;
– mise à jour des ondes de correction à partir de (4.81) dans le cas fluide, de (4.82) et (4.83)
dans le cas solide. Cette étape permet de prendre en compte la propagation transverse des
ondes d’incrément ;
– calcul des coefficients εp et δp de la décomposition de F et G sur la base des vecteurs
propres de A et B. On utilise pour cela (4.85) et (4.86) dans le cas fluide, (4.87) et (4.88)
dans le cas solide ;
– mise à jour des ondes de correction à partir de (4.90) dans le cas fluide, de (4.91) dans le
cas solide ;
– avancée en temps, via (4.92).
i-1 ii-2 i+1 i+2
+ ++ +
+ + + + +
+ + +
+ + + + +
8
+ + +
+
j-1
j-2
j
j+1
j+2
13
9
4
1
5
10
14
18 19
15
0
6
2 3
7
11
16
20
17
12
Fig. 4.3 – Les points utilisés pour l’avancée en temps du schéma de volumes finis avec limiteur
de flux sont repérés par des croix.
De ces huit étapes, il découle que ce schéma de volumes finis utilise s = 21 points pour l’avancée
en temps en un point donné, schématisés en figure 4.3. A la différence du schéma de Lax-Wendroff,
le cas fluide ne peut pas être déduit du cas solide en faisant tendre µ vers 0. En effet, l’algorithme
dépend deR−1 et S−1, dont certains coefficients sont en 1/cs, donc en 1/(µ)
1/2, dans le cas solide
(4.61). Les indices k1(l) et k2(l) (0 ≤ l ≤ s− 1) utilisés pour les notations symboliques (4.44) et
(4.45), sont précisés dans le tableau 4.4. Ce schéma est plus couteux en temps de calcul que le
schéma de Lax-Wendroff, et plus délicat à programmer. Notons cependant que la programmation
est simplifiée au maximum, grâce aux formules explicites présentées au cours de cette section.
Le schéma est peu gourmand en taille mémoire : l’avancée en temps (4.92) nécessite seulement le
stockage de deux tableaux d×Nx×Ny, où d est le nombre de composantes de la solution exacte
(d = 3 pour un fluide et d = 5 pour un solide), et Nx et Ny sont respectivement le nombre de
points de calcul en x et en y. De plus, la prise en compte des propagations transverses d’ondes
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d’incrément et d’ondes de correction augmente la limite de stabilité CFL jusqu’à 1, soit
(4.93) CFL =
c∆ t
max(∆x,∆ y)
≤ 1√
2
,
avec c = cp dans le cas d’un milieu solide. Cette condition permet de prendre un pas de temps
∆ t
√
2 fois plus grand que dans le cas du schéma de Lax-Wendroff, ce qui compense en partie le
coût supplémentaire du schéma de volumes finis.
Enfin, les expériences numériques démontrent les qualités du schéma : en plus de l’élimination de
la dispersion numérique, l’anisotropie numérique introduite par la grille de calcul est négligeable
par rapport à celle introduite par le schéma de Lax-Wendroff. Le schéma obtenu est réellement
multidimensionnel, à la différence des schémas construits par dimensional splitting [73]. La seule
partie de l’algorithme où subsiste encore une détermination direction par direction est la calcul
des ondes limitées (4.73). Il existe des procédures permettant ce calcul par des limiteurs de flux
réellement multidimensionnels [84], mais ceux-ci sont lourds en temps de calcul et n’apportent
pas une nette amélioration.
l 0 1 2 3 4 5 6 7 8 9 10
k1(l) 0 -1 0 1 -2 -1 0 1 2 -2 -1
k2(l) 0 -2 -2 -2 -1 -1 -1 -1 -1 0 0
l 11 12 13 14 15 16 17 18 19 01
k1(l) 1 2 -2 -1 0 1 2 -1 0 1
k2(l) 0 0 1 1 1 1 1 2 2 2
Tab. 4.4 – Indices k1 et k2 du schéma de volumes finis avec limiteurs de flux.
4.3.4 WENO 5
En 2D, le schéma WENO 5 suit le même modèle qu’en 1D. Il sera donc moins détaillé qu’en
section 4.2.4. Nous insistons surtout sur les changements de base, i.e. les entrées et sorties du
champ des caractéristiques, et ce dans les cas fluide et solide.
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Entrée dans le champ des caractéristiques. L’objet des trois prochaines sections est de
calculer les flux numériques vectoriels F i± 1
2
,j et Gi,j± 1
2
tels que
(4.94)
A
∂
∂ x
U ≈
F i+ 1
2
,j − F i− 1
2
,j
∆x
,
B
∂
∂ y
U ≈
Gi,j+ 1
2
−Gi,j− 1
2
∆ y
.
Dans le cas d’un milieu fluide, les valeurs propres de A et B (3.9) sont
(4.95) λ1 = +c, λ2 = −c, λ3 = 0.
Etant donnés les vecteurs propres rk et sk (1 ≤ k ≤ 3) à droite de A et B, donnés en (4.56),
nous calculons les vecteurs propres à gauche de A et B, soit lk et mk, vérifiant (1 ≤ k ≤ 3)
(4.96) T lkA = λk T lk,
et les conditions de normalisation
(4.97) rk lk = 1.
Des expressions de rk et sk (4.56) et des conditions (4.96), (4.97), nous déduisons
(4.98) l1 =
1
2


1
0
1
ρ c

 , l
2 =
1
2


1
0
− 1
ρ c

 , l
3 =


0
1
0

 ,
et
(4.99) m1 =
1
2


0
1
1
ρ c

 , m
2 =
1
2


0
1
− 1
ρ c

 , m
3 =


1
0
0

 .
Les grandeurs θk, εk, f(θk) et g(εk) (1 ≤ k ≤ 3), définies par
(4.100)
θk = lkU , f(θk) = lk (AU),
εk =mkU , g(εk) =mk (BU),
s’écrivent alors
(4.101)
θ1 =
1
2
(
v1 +
1
ρ c
p
)
, f
(
θ1
)
=
1
2
(
1
ρ
p+ c v1
)
,
θ2 =
1
2
(
v1 − 1
ρ c
p
)
, f
(
θ2
)
=
1
2
(
1
ρ
p− c v1
)
,
θ3 = v2, f
(
θ3
)
= 0,
4.3. SCHÉMAS 2D 89
et
(4.102)
ε1 =
1
2
(
v2 +
1
ρ c
p
)
, g
(
ε1
)
=
1
2
(
1
ρ
p+ c v2
)
,
ε2 =
1
2
(
v2 − 1
ρ c
p
)
, g
(
ε2
)
=
1
2
(
1
ρ
p− c v2
)
,
ε3 = v1, g
(
ε3
)
= 0.
Dans le cas d’un milieu solide, les valeurs propres de A et B (3.18) sont
(4.103) λ1 = −cp, λ2 = +cp, λ3 = −cS , λ4 = +cs, λ5 = 0.
Etant donnés les vecteurs propres rk et sk (1 ≤ k ≤ 5) à droite de A et B, donnés en (4.60),
nous calculons les vecteurs propres à gauche de A et B, soit lk et mk, vérifiant (4.96) et (4.97).
Des expressions de rk et sk (4.60), nous déduisons
(4.104)
l1 =
1
2 cp


1
0
1
ρ cp
0
0


,l2 =
1
2 cp


−1
0
1
ρ cp
0
0


,l3 =
1
2


0
1
0
1
ρ cs
0


,l4 =
1
2


0
1
0
−1
ρ cs
0


,l5 =


0
0
−λ
ρ c2p
0
1


,
et
(4.105)
m1 =
1
2 cp


0
1
0
0
1
ρ cp


,m2 =
1
2 cp


0
−1
0
0
1
ρ cp


,m3 =
1
2


1
0
0
1
ρ cs
0


,m4 =
1
2


1
0
0
−1
ρ cs
0


,m5 =


0
0
1
0
−λ
ρ c2p


,
où λ est un des coefficients de Lamé. Les grandeurs θk, εk, f(θk) et g(εk), définies par (4.96) et
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(4.97), s’écrivent alors
(4.106)
θ1 =
1
2 cp
(
v1 +
1
ρ cp
σ11
)
, f
(
θ1
)
= − 1
2 ρ cp
(σ11 + ρ cp v1) ,
θ2 =
1
2 cp
(
−v1 + 1
ρ cp
σ11
)
, f
(
θ2
)
= − 1
2 ρ cp
(−σ11 + ρ cp v1) ,
θ3 =
1
2
(
v2 +
1
ρ cs
σ12
)
, f
(
θ3
)
= − 1
2 ρ
(σ12 + ρ cs v2) ,
θ4 =
1
2
(
v2 − 1
ρ cs
σ12
)
, f
(
θ4
)
= − 1
2 ρ
(σ12 − ρ cs v2) ,
θ5 = − λ
ρ c2p
σ11 + σ22, f
(
θ5
)
= 0,
et
(4.107)
ε1 =
1
2 cp
(
v2 +
1
ρ cp
σ22
)
, g
(
ε1
)
= − 1
2 ρ cp
(σ22 + ρ cp v2) ,
ε2 =
1
2 cp
(
−v2 + 1
ρ cp
σ22
)
, g
(
ε2
)
= − 1
2 ρ cp
(−σ22 + ρ cp v2) ,
ε3 =
1
2
(
v1 +
1
ρ cs
σ12
)
, g
(
ε3
)
= − 1
2 ρ
(σ12 + ρ cs v1) ,
ε4 =
1
2
(
v1 − 1
ρ cs
σ12
)
, g
(
ε4
)
= − 1
2 ρ
(σ12 − ρ cs v1) ,
ε5 = σ11 − λ
ρ c2p
σ22, g
(
ε5
)
= 0,
Le but du prochain paragraphe est de déterminer les flux numériques scalaires fki±1/2,j et g
k
i,j±1/2
tels que
(4.108)
∂
∂ x
f(θk) ≈
fk
i+ 1
2
,j
− fk
i− 1
2
,j
∆x
,
∂
∂ y
g(εk) ≈
gk
i,j+ 1
2
− gk
i,j− 1
2
∆ y
,
avec 1 ≤ k ≤ 2 pour un fluide et 1 ≤ k ≤ 4 pour un solide. On note respectivement θki,j et εki,j
les approximations numériques de θk(xi,yj) et ε
k(xi,yj). On remarque que les grandeurs f(θ
k) et
g(εk) associées à la valeur propre nulle (λ3 dans le cas fluide et λ5 dans le cas solide) sont nulles.
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Interpolation WENO. Dans le cas d’un milieu fluide, les flux numériques scalaires sont obtenus
par les interpolations
(4.109)
f1
i+ 1
2
,j
=
2∑
k=0
2∑
l=0
ωk(f) a
3
k,l f
(
θ1i−2+k+l,j
)
,
f2
i+ 1
2
,j
=
2∑
k=0
2∑
l=0
ωk(f) a
3
k,l f
(
θ2i+3−k−l,j
)
,
et
(4.110)
g1
i,j+ 1
2
=
2∑
k=0
2∑
l=0
ωk(g) a
3
k,l g
(
ε1i,j−2+k+l
)
,
g2
i,j+ 1
2
=
2∑
k=0
2∑
l=0
ωk(g) a
3
k,l g
(
ε2i,j+3−k−l
)
,
avec les coefficients a3k,l tabulés (tableau 4.1). Les poids ωk(f) et ωk(g) sont calculés via (4.33),
faisant intervenir les mesures de régularité ISk. Ces dernières sont légèrement modifiées par
rapport au cas 1D : pour calculer ωk(f), on remplace θ
k
i par θ
k
i,j dans (4.34) et (4.35) ; pour
calculer ωk(g), on remplace θ
k
i par θ
k
i,j et f par g dans (4.34) et (4.35).
Dans le cas d’un milieu solide, les interpolations s’écrivent
(4.111)
f1
i+ 1
2
,j
=
2∑
k=0
2∑
l=0
ωk(f) a
3
k,l f
(
θ1i+3−k−l,j
)
,
f2
i+ 1
2
,j
=
2∑
k=0
2∑
l=0
ωk(f) a
3
k,l f
(
θ2i−2+k+l,j
)
,
f3
i+ 1
2
,j
=
2∑
k=0
2∑
l=0
ωk(f) a
3
k,l f
(
θ3i+3−k−l,j
)
,
f4
i+ 1
2
,j
=
2∑
k=0
2∑
l=0
ωk(f) a
3
k,l f
(
θ4i−2+k+l,j
)
,
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et
(4.112)
g1
i,j+ 1
2
=
2∑
k=0
2∑
l=0
ωk(g) a
3
k,l g
(
ε1i,j+3−k−l
)
,
g2
i,j+ 1
2
=
2∑
k=0
2∑
l=0
ωk(g) a
3
k,l g
(
ε2i,j−2+k+l
)
,
g3
i,j+ 1
2
=
2∑
k=0
2∑
l=0
ωk(g) a
3
k,l g
(
ε3i,j+3−k−l
)
,
g4
i,j+ 1
2
=
2∑
k=0
2∑
l=0
ωk(g) a
3
k,l g
(
ε4i,j−2+k+l
)
.
Les modifications de ISk mentionnées dans le cas fluide 2D s’appliquent ici aussi.
Sortie du champ des caractéristiques. Les flux vectoriels sont obtenus en multipliant les
flux numériques scalaires par les vecteurs propres à droite, puis en sommant les résultats, soit
(4.113)
F i+ 1
2
,j =
d−1∑
k=1
fk
i+ 1
2
,j
rk,
Gi,j+ 1
2
=
d−1∑
k=1
gk
i,j+ 1
2
sk,
avec d = 3 pour un fluide et d = 5 pour un solide. On obtient alors, dans le cas d’un fluide,
(4.114) F i+ 1
2
,j =


f1
i+ 1
2
,j
+ f2
i+ 1
2
,j
0
ρ c
(
f1
i+ 1
2
,j
− f2
i+ 1
2
,j
)

 , Gi,j+ 12 =


0
g1
i,j+ 1
2
+ g2
i,j+ 1
2
ρ c
(
g1
i,j+ 1
2
− g2
i,j+ 1
2
)

 ,
et dans le cas solide
(4.115)
F i+ 1
2
,j =


cp
(
f1
i+ 1
2
,j
− f2
i+ 1
2
,j
)
f3
i+ 1
2
,j
+ f4
i+ 1
2
,j
ρ c2p
(
f1
i+ 1
2
,j
+ f2
i+ 1
2
,j
)
ρ cs
(
f3
i+ 1
2
,j
− f4
i+ 1
2
,j
)
λ
(
f1
i+ 1
2
,j
+ f2
i+ 1
2
,j
)
+ f5
i+ 1
2
,j


, Gi,j+ 1
2
=


g3
i,j+ 1
2
+ g4
i,j+ 1
2
cp
(
g1
i,j+ 1
2
− g2
i,j+ 1
2
)
λ
(
g1
i,j+ 1
2
+ g2
i,j+ 1
2
)
+ g5
i,j+ 1
2
ρ cs
(
g3
i,j+ 1
2
− g4
i,j+ 1
2
)
ρ c2p
(
g1
i,j+ 1
2
+ g2
i,j+ 1
2
)


.
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Intégration en temps. L’intégration en temps de (3.10) dans le cas fluide, de (3.19) dans le
cas solide, se ramène alors à l’intégration de l’équation différentielle ordinaire
(4.116)
∂
∂ t
U i,j = L(U i,j), avec L(U i,j) = −
F i+ 1
2
,j − F i− 1
2
,j
∆x
−
Gi,j+ 1
2
−Gi,j− 1
2
∆ y
.
L’intégration en temps est alors effectuée par une méthode de type Runge-Kutta d’ordre 4,
semblable à celle présentée en (4.41) et non répétée ici : il suffit de remplacer l’indice i par les
indices i,j. Comme en 1D, le calcul d’une itération de Runge-Kutta se décompose en sept étapes :
– calcul de f (θi+k,j) et g (θi,j+k) (−2 ≤ k ≤ 3) à partir de (4.101) et (4.102) dans le cas
fluide, de (4.106) et (4.107) dans le cas solide ;
– calcul des poids ωk(f) et ωk(g) (4.33), les mesures de régularité ISk utilisées pour calculer
ωk(g) étant obtenues en remplaçant f par g dans (4.34) et (4.35) ;
– calcul des flux numériques fk
i+ 1
2
,j
et gk
i,j+ 1
2
à partir de (4.109) et (4.110) dans le cas fluide,
de (4.111) et (4.112) dans le cas solide ;
– calcul des flux vectoriels F i+ 1
2
,j et Gi,j+ 1
2
à partir de (4.114) dans le cas fluide, de (4.115)
dans le cas solide ;
– même procédure pour calculer F i− 1
2
,j et Gi,j− 1
2
, en décalant respectivement les indices i
et j d’une unité vers la gauche ;
– calcul de L
(
U
(k−1)
i,j
)
(4.116) ;
– mise à jour de U
(r)
i,j (4.41).
Le schéma WENO 5 utilise en 2D s = 13 points pour l’avancée en temps. Les indices k1(l) et
k2(l) (1 ≤ l ≤ s) utilisés dans (4.44) et (4.45), sont précisés dans le tableau 4.5. Le schéma
WENO 5 est plus exigeant en temps de calcul et en taille mémoire que les deux autres schémas :
il nécessite le stockage de cinq tableaux d×Nx ×Ny, où Nx et Ny sont le nombre de points de
calcul en x et en y. La condition CFL est la même que celle du schéma de Lax-Wendroff (4.54).
l 0 1 2 3 4 5 6 7 8 9 10 11 12
k1(l) 0 0 0 0 -3 -2 -1 1 2 3 0 0 0
k2(l) 0 -3 -2 -1 0 0 0 0 0 0 1 2 3
Tab. 4.5 – Indices k1 et k2 du schéma WENO 5 en 2D.
4.3.5 Exemples numériques
Pour illustrer ce qui précède, nous réalisons des expériences numériques de propagation d’onde
2D en milieu homogène. Nous considérons pour cela un domaine de dimensions 0.2 m × 0.2 m,
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ayant les propriétés acoustiques de l’eau, soit
(4.117) ρ = 1000 kg/m3, c = 1500m/s.
La solution initiale est une onde cylindrique, de fréquence centrale fc = 40 kHz. Nous renvoyons
au chapitre 10 pour la construction d’une onde cylindrique, pour les différentes notations (fré-
quence centrale fc, instant initial t0) et pour la signification de la palette de couleurs. Les valeurs
exactes de la pression acoustique sont représentées en figure 4.4 aux instants t0 = 310
−5 s et
t1 = 8.5 10
−5 s : entre les deux instants, l’onde s’est propagée sur environ quatre longueurs d’onde
centrale. Les simulations numériques sont réalisées avec Nx×Ny = 200× 200 points de calcul et
CFL=0.6, soit environ 25 points de calcul par longueur d’onde centrale.
(a) (b)
Fig. 4.4 – Cartes théoriques de la pression acoustique, à t0 = 310
−5 s (a) et t1 = 8.5 10
−5 (b).
Nous présentons en figure 4.5 les cartes et coupes de la pression acoustique à l’instant t1, calcu-
lées avec les différents schémas numériques. Les droites horizontales en pointillés sur les cartes
repèrent l’ordonnée où sont effectuées les coupes (soit y = 0.1 m). Sur les coupes (traits pleins :
solution exacte, pointillés : solution numérique), nous observons les propriétés classiques déjà
mentionnées en 1D, à savoir : la dispersion numérique du schéma de Lax-Wendroff (a-b) ; la très
bonne localisation du schéma de volumes finis, dégradée cependant par la diffusion numérique
(c-d) ; enfin, l’excellente qualité du schéma WENO 5.
Sur les cartes, nous observons l’effet de l’anisotropie numérique. Nous observons aussi, dans la
zone centrale, une onde cylindrique convergente de faible amplitude. Cette onde parasite découle
d’une approximation effectuée lors de la construction de l’onde initiale. En effet, les fonctions de
Hankel nécessaires à la construction d’ondes cylindriques sont approchées ici par le premier terme
de leur développement asymptotique (voir chapitre 10). Cet artefact n’est donc pas à imputer
aux schémas numériques. Enfin, les mesures d’ordre de convergence vers la solution exacte (non
présentées ici) confirment les ordres théoriques : 2 pour le schéma de Lax-Wendroff, 1.6 (en norme
L∞) et 2 (en norme L1) pour le schéma de volumes finis avec limiteur de flux, et 5 pour le schéma
WENO 5.
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Fig. 4.5 – Cartes et coupes de la pression acoustique, calculée par différents schémas : Lax-
Wendroff (a-b), volumes finis avec limiteur de flux (c-d), WENO 5 (e-f).
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4.4 Conclusion
Au cours de ce chapitre, nous avons détaillé trois schémas permettant de résoudre numériquement
les équations de l’acoustique et de l’élastodynamique. Le premier schéma est le schéma de Lax-
Wendroff, très facile à mettre en oeuvre, mais conduisant à une mauvaise localisation des ondes
à cause de la dispersion numérique. Le deuxième schéma est un schéma de volumes finis avec
limiteur de flux : la dispersion numérique étant éliminée, la localisation des ondes est excellente.
De plus, en 2D, le calcul est réellement multidimensionnel, réduisant les effets d’anisotropie
numérique. Par contre, la diffusion numérique dégrade l’amplitude des ondes. Enfin, le troisième
et dernier schéma est le schéma WENO 5, d’ordre élevé, conservant remarquablement l’amplitude
des ondes. Par contre, ce schéma est couteux en temps de calcul et en taille mémoire.
Finalement, quel schéma utiliser ? Pour le reste de l’étude, tout schéma explicite en temps
convient, même si nous ne détaillerons le couplage de la méthode d’interface qu’avec des schémas
à deux pas de temps. De façon plus générale, le choix d’un schéma repose sur un compromis entre
la qualité souhaitée et les ressources disponibles en temps de calcul, place mémoire, et temps de
programmation. La présente étude n’a nullement pour objet de décider quel est le schéma idéal
pour étudier des problèmes de propagation d’ondes, si tant est que ce schéma soit unique. Nous
nous sommes contentés, dans ce chapitre, de présenter des schémas connus en mécanique des
fluides numérique, mais méconnus en acoustique numérique, et dont les qualités remarquables
sont utilisées ici avec profit. Notons de plus qu’il n’y a pas de réponse universelle : suivant l’objec-
tif motivant l’expérience numérique, on préférera tel ou tel schéma. Si on s’intéresse à une mesure
numérique de temps d’arrivée, le schéma de volumes finis avec limiteur de flux est à conseiller.
Par contre, pour une expérience où l’amplitude des ondes est primordiale (par exemple, pour
une mesure numérique d’atténuation), on préférera le schéma WENO 5.
Nous avons présenté les algorithmes et les propriétés des trois schémas nmériques en supposant
à la fois un milieu de propagation homogène et une solution initiale suffisamment régulière. Que
se passe-t-il si on relâche une de ces hypothèses? En pratique, nous nous intéressons seulement
à la première hypothèse (la solution initiale est toujours supposée suffisamment régulière). Nous
considérons alors la présence d’une discontinuité des paramètres physiques ou de forces singu-
lières, autrement dit, d’une interface. Les propriétés des schémas sont alors perdues : la solution
numérique est dégradée par des diffractions parasites, une chute de l’ordre de convergence, voire
des instabilités si le contraste des paramètres physiques est important. L’objet de la méthode
d’interface que nous proposons plus loin est justement de pallier ces défauts, en maintenant des
propriétés des schémas numériques en présence d’interfaces. Pour cela, nous commençons par
étudier les conditions vérifiées, aux interfaces, par la solution exacte et ses dérivées spatiales.
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Chapitre 5
Conditions aux interfaces 1D
Dans ce chapitre, nous étudions trois types d’interfaces en 1D : une interface parfaite, une in-
terface imparfaite, et enfin deux interfaces parfaites proches l’une de l’autre. Ces interfaces,
modélisant différentes situations physiques et natures de contact, reviennent chacune à imposer
des conditions particulières à la solution exacte du problème de propagation d’ondes. Le but de ce
chapitre est de calculer, en 1D, les conditions de saut vérifiées par les dérivées spatiales succes-
sives de la solution exacte, dans les trois cas étudiés. Ces dernières conditions, reposant sur les
lois de conservations présentées au chapitre 3, sont utilisées au chapitre 7 traitant de la méthode
d’interface 1D.
5.1 Objet du chapitre
5.1.1 Présentation générale
Jusqu’à présent, nous nous sommes intéressés à des milieux homogènes, tant au niveau des
lois de conservation qu’à celui des schémas numériques. Nous abordons maintenant l’étude des
interfaces. Une interface est, classiquement, le lieu des points de discontinuité des paramètres
physiques (célérité des ondes, masse volumique). Cette discontinuité revient à une discontinuité
des coefficients des systèmes hyperboliques d’équations aux dérivées partielles décrivant la pro-
pagation des ondes. La frontière entre une bulle d’air et l’eau environnante en est une bonne
illustration. De façon plus générale, une interface est aussi le lieu des points où des conditions
sont imposées à la solution exacte U(x,t), pour modéliser une situation physique donnée. Par
exemple, un collage entre deux milieux identiques peut être décrit par une interface et des condi-
tions ad hoc.
Dans tous les cas, une interface revient à imposer un nombre adéquat de conditions à la solution
exacte U(x,t) en un point, sur une courbe, et sur une surface, respectivement en 1D, 2D, et 3D.
Ces conditions, ajoutées aux conditions aux bords du domaine, doivent conduire à un problème
bien posé et à une solution unique. Nous considérons ici trois types d’interfaces (une interface
parfaite, une interface imparfaite, et enfin deux interfaces parfaites très proches). Ces conditions
étant classiques, nous n’examinerons pas le caractère bien posé des problèmes étudiés. La position
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des interfaces et les conditions qui y sont imposées sont enfin supposées constantes au cours du
temps.
L’objet de ce chapitre et du suivant est de calculer, à partir des conditions imposées à la solution
exacte, les conditions vérifiées par les dérivées spatiales successives de cette solution exacte. Ces
dernières conditions ne sont pas obtenues en dérivant trivialement les conditions vérifiées par la
solution exacte. Le calcul découle des dérivations successives des lois de conservation présentées
au chapitre 3, et de la nature des milieux de part et d’autre des interfaces. Par souci de clarté,
l’étude des conditions aux interfaces est divisée en deux parties : ce chapitre et le suivant traitent
successivement des cas 1D et 2D. Dans ce chapitre, nous traitons seulement le cas solide : en 1D,
les calculs sont identiques en remplaçant la contrainte élastique σ(x,t) par −p, où p(x,t) désigne
la pression acoustique. Les conditions vérifiées par les dérivées spatiales successives de la solution
exacte sont utilisées aux chapitres 7 et 8 par la méthode d’interface.
5.1.2 Notations
Ω Ω
ρρ c c0
1
0 1 1
0
α
Fig. 5.1 – Milieu 1D avec une interface
Pour la suite de l’exposé en 1D, nous notons
(5.1) f(α±,t) = lim
x→α±
f(x,t)
les valeurs limites d’une fonction f(x,t) en α±, et
(5.2) [f(α,t)] = f(α+,t)− f(α−,t)
le saut de f en α. Les interfaces étant fixes, on a le lemme suivant.
Lemme 2 Pour des fonctions f(x,t) et g(t) suffisamment régulières, on a pour tout entier naturel
n
(5.3) ∀t, [f(α,t)] = g(t) ⇒ ∀t,
[
∂n
∂ tn
f(α,t)
]
= g(n)(t).
5.2 Interface parfaite
5.2.1 Introduction
Nous considérons tout d’abord le cas classique d’une interface parfaite. A chaque instant, le
déplacement élastique u(x,t) et la contrainte élastique σ(x,t) des milieux Ω0 et Ω1 sont supposés
continus en α. Ces conditions de contact parfait décrivent le cas de deux solides parfaitement
soudés [12].
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5.2.2 Conditions de contact parfait
Ordre 0. Les paramètres physiques sont constants par morceaux autour de x = α (figure 5.1)
(5.4) (ρ,c) =


(ρ0,c0) si x ≤ α
(ρ1,c1) si x > α.
Les bilans de masse, de quantité de mouvement, et d’énergie au niveau de l’interface conduisent
à deux conditions de saut [26]
(5.5) [u(α,t)] = 0, [σ(α,t)] = 0,
où u(x,t) et σ(x,t) désignent le déplacement et la contrainte élastique. Nous dérivons par rapport
à t la condition portant sur le saut de u(x,t) ; le lemme 2 conduit alors à
(5.6) [U(α,t)] = 0,
avec U = T (v,σ), où v est la vitesse élastique.
Ordre k. Nous dérivons la condition de saut (5.6) k fois par rapport à t. Suivant que k = 2n
ou k = 2n+ 1, les lois de conservation (3.7) et le lemme 2 conduisent à
(5.7)
[
c2n
∂2n
∂ x2n
U
]
= 0, n ≥ 1
[
c2nA
∂2n+1
∂ x2n+1
U
]
= 0, n ≥ 0.
Nous définissons alors les matrices Dk, pour k pair ou impair, par
(5.8)
D2n(Ω0,Ω1) = diag
((
c0
c1
)2n
,
(
c0
c1
)2n)
,
D2n+1(Ω0,Ω1) = diag
(
ρ0
ρ1
(
c0
c1
)2n+2
,
ρ1
ρ0
(
c0
c1
)2n)
.
De (5.7), nous déduisons directement les conditions de saut, pour tout entier k ≥ 0,
(5.9)
∂k
∂ xk
U(α+,t) =Dk(Ω0,Ω1)
∂k
∂ xk
U (α−,t).
Les relations dans l’autre sens s’écrivent simplement
(5.10)
∂k
∂ xk
U(α−,t) =D−1k (Ω0,Ω1)
∂k
∂ xk
U (α+,t) =Dk(Ω1,Ω0)
∂k
∂ xk
U(α+,t).
De (5.8) et (5.9), il découle que la solution exacte U(x,t) est continue à dérivées spatiales dis-
continues en x = α. Dans la suite de l’étude, nous omettrons de préciser Ω0 et Ω1 dans (5.9) et
(5.10) en l’absence d’ambiguïté, i.e. si nous étudions un domaine avec une seule interface.
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5.3 Interface imparfaite
5.3.1 Introduction
Des défauts de contact peuvent exister entre les milieux, comme des bulles d’air, ou des gradients
de propriétés physiques [61]. L’interface en x = α entre Ω0 et Ω1 est alors dite imparfaite : le
déplacement élastique u(x,t) et la contrainte élastique σ(x,t) ne sont pas transmis totalement
et instantanément de part et d’autre de la zone de contact. Si, d’une part, la zone où sont
localisées les hétérogénéités est très petite devant les longueurs d’ondes propagées (hypothèse
quasi-statique), et si, d’autre part, la contrainte élastique est suffisamment petite pour ne pas
modifier la nature du contact, la zone de contact est classiquement décrite par un modèle rhéo-
logique simple : un ressort [3, 62, 63, 71] ou un système masse-ressort [5, 67]. Ce modèle revient
alors à négliger l’épaisseur de la zone de contact et à imposer des conditions de saut linéaires
couplant en 1D les valeurs limites de u(x,t) et de σ(x,t) de part et d’autre de α, ou conditions
de type masse-ressort.
L’utilisation de conditions de type masse-ressort dispense d’avoir à raffiner le maillage dans
des zones complexes, évitant entre autres des diffcultés de gestion informatique en 2D et 3D.
Les valeurs de masse et de raideur, a priori inconnues, peuvent être calculées dans des cas
académique (section 5.4). Autrement, elles doivent être déterminées par des essais mécaniques
ou par des essais ultrasonores. Elles sont alors reliées, de façon pas forcément triviale, à la qualité
du contact [19, 76].
5.3.2 Conditions de type masse-ressort
Ordre 0. Les paramètres physiques sont les mêmes que dans le cas du contact parfait. Les
relations
(5.11)
[u(α,t)] =
1
K
σ(α−,t),
[σ(α,t)] = M
∂2
∂ t2
u(α−,t),
généralisent les conditions de contact parfait (5.5). Elles sont appelées conditions de type masse-
ressort par analogie avec les équations gouvernant le mouvement d’une masse M et d’un ressort
de raideur K. Le calcul des valeurs de K et M dans un cas particulier est proposé en section 5.4.
Pour K = +∞ et M = 0, les conditions de type masse-ressort (5.11) reviennent aux conditions
de contact parfait (5.5). Pour K → 0 et M = 0, les conditions de type masse-ressort impliquent
σ(α±,t) = 0 ; les deux bords de α sont alors libres de contraintes. Il est important de remarquer
que le milieu homogène n’est retrouvé que si K = +∞, M = 0, ρ0 = ρ1, et c0 = c1. Pour
des milieux identiques de part et d’autre de α (ρ0 = ρ1 et c0 = c1), et une interface telle que
K < +∞ ou M 6= 0, le milieu de propagation n’est pas homogène : une onde incidente en x = α
est réfléchie et déformée. Ce cas est particulièrement intéressant pour la suite, décrivant le cas de
deux milieux identiques reliés par une couche de colle. Entre tous ces cas limites, les conditions
de type masse-ressort décrivent continûment une large gamme de degrés de contact entre solides.
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Si M = 0, on peut montrer que les coefficients de réflexion et de transmission en α sont indépen-
dants du sens de propagation des ondes. Par contre, si M 6= 0 et K < +∞, les conditions (5.11)
introduisent une asymétrie. Dans le cas limite de milieux identiques de part et d’autre de α, on
peut montrer que l’amplitude de l’onde transmise à travers α dépend du sens de propagation de
l’onde incidente, ce qui n’a pas lieu d’être physiquement. Cette asymétrie pourrait être éliminée
en écrivant d’autres conditions de type masse-ressort, comme
(5.12)
[u(α,t)] =
1
2K
(
σ(α+,t) + σ(α−,t)
)
,
[σ(α,t)] =
M
2
∂2
∂ t2
(
u(α+,t) + u(α−,t)
)
.
Cependant, les calculs menés avec (5.11) et (5.12) sont semblables, mais plus lourds avec ces
derniers : nous préférons pour la suite utiliser (5.11).
On dérive la première équation de (5.11), portant sur le saut de u(x,t), par rapport à t
(5.13)
v(α+,t) = v(α−,t) +
1
K
∂
∂ t
σ(α−,t)
σ(α+,t) = σ(α−,t) +M
∂
∂ t
v(α−,t).
Le lemme 2 et les lois de conservation (3.1) impliquent alors
(5.14)
v(α+,t) = v(α−,t) +
ρ0 c
2
0
K
∂
∂ x
v(α−,t)
σ(α+,t) = σ(α−,t) +
M
ρ0
∂
∂ x
σ(α−,t).
On remarque que les conditions (5.14) relient uniquement des quantités de même nature, à savoir
les vitesses élastiques d’une part, les contraintes élastiques d’autre part. En posant
(5.15) S0 = diag
(
ρ0 c
2
0
K
,
M
ρ0
)
,
on résume les conditions (5.14) en écrivant
(5.16) [U (α,t)] = S0
∂
∂ x
U (α−,t).
Ordre k. Les deux résultats suivants relient les valeurs limites de U(x,t) et de ses dérivées
spatiales, d’un côté de α, et les valeurs limites de U(x,t) et de ses dérivées spatiales, de l’autre
côté de α.
Resultat 5 Pour tout k ≥ 0 et à tout instant t, on a
(5.17)
∂k
∂ xk
U(α+,t) =D2 k+1(Ω0,Ω1)
∂k
∂ xk
U(α−,t) +D2 k+2(Ω0,Ω1)
∂k+1
∂ xk+1
U(α−,t).
Les matrices D2k+1 et D2k+2 dépendent de la parité de k, soit
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(5.18)
D4n+1(Ω0,Ω1) = diag
((
c0
c1
)2n
,
(
c0
c1
)2n)
,
D4n+2(Ω0,Ω1) = diag
(
ρ0
K
c2n+20
(c1)
2n ,
M
ρ0
(
c0
c1
)2n)
,
D4n+3(Ω0,Ω1) = diag
(
ρ0
ρ1
(
c0
c1
)2n+2
,
ρ1
ρ0
(
c0
c1
)2n)
,
D4n+4(Ω0,Ω1) = diag
(
M
ρ1
(
c0
c1
)2n+2
,
ρ1
K
c2n+20
(c1)
2n
)
.
Démonstration. Nous dérivons 2n fois par rapport à t la condition de saut (5.16). Le lemme 2 et
la première équation de (3.7) conduisent alors à
(5.19)
[
c2n
∂2n
∂ x2n
U(α,t)
]
= c2n0 S0
∂2n+1
∂ x2n+1
U(α−,t).
De même, la condition de saut (5.16) est dérivée 2 i + 1 fois par rapport à t. Le lemme 2 et la
deuxième équation de (3.7) conduisent à
(5.20)
[
−c2nA ∂
2n+1
∂ x2n+1
U(α,t)
]
= −c2n0 S0A0
∂2n+2
∂ x2n+2
U(α−,t).
De simples manipulations algébriques sur (5.19) et (5.20) conduisent enfin à (5.17). 2
Resultat 6 Pour tout k ≥ 0, l ≤ 1, et à tout instant t, on a
(5.21)
∂k
∂ xk
U (α−,t) =
l−1∑
m=0
E(m,k,l)
∂k+m
∂ xk+m
U(α+,t) +E(l,k,l)
∂k+l
∂ xk+l
U(α−,t),
avec
m < l ⇒ E(m,k,l) = (−1)m (D2k+1)−1
m∏
j=1
D2(k+j)
(
D2(k+j)+1
)−1
m = l ⇒ E(l,k,l) = (−1)l (D2k+1)−1

l−1∏
j=1
D2(k+j)
(
D2(k+j)+1
)−1D2(k+l),
et avec la convention
(5.22)
0∏
j=1
D2(k+j)
(
D2(k+j)+1
)−1
= I2.
I2 est la matrice identité 2× 2.
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Démonstration. La démonstration est faite par récurrence sur l. Pour tout entier j ≥ 0, l’équation
(5.17) s’écrit
(5.23)
∂j
∂ xj
U(α−,t) = (D2j+1)
−1 ∂
j
∂ xj
U (α+,t)− (D2j+1)−1D2j+2 ∂
j+1
∂ xj+1
U(α−,t).
L’hypothèse de récurrence est vérifiée en l = 1 en prenant j = k dans (5.23). L’équation (5.21)
est alors supposée vérifiée jusqu’à l’ordre l ≥ 1. L’équation (5.23) est écrite pour j = k+ l et est
insérée dans (5.21). Par définition des matrices E, la relation (5.21) est obtenue pour l+1. 2
Notons que les valeurs limites des dérivées spatiales de U(x,t) à gauche de α, à un ordre donné,
ne s’écrivent pas uniquement en fonction des dérivées spatiales de U(x,t) à droite de α.
5.4 Deux interfaces parfaites
5.4.1 Introduction
L’objet de la section précédente était de remplacer un milieu intermédiaire, de propriétés phy-
siques complexes et d’épaisseur fine devant les échelles caractéristiques du problème, par une
interface. Cependant, si les propriétés physiques et géométriques du milieu intermédiaire sont
connues, il est intéressant de les prendre en compte directement. C’est le cas du milieu Ω1,
représenté schématiquement en figure 5.2.
L’écriture des conditions de contact parfait en x = α0 et en x = α1, puis leur couplage via
des développements de Taylor, conduit aux conditions de couche fine, reliant les valeurs limites
de u(x,t) et σ(x,t) en α−0 et en α
+
1 (section 5.4). Ces conditions de couche fine permettent de
prendre en compte le temps de propagation des ondes dans le milieu intermédiaire Ω1, sans avoir
à mailler ce dernier. En sus de la modélisation d’un collage, l’utilisation des conditions de couche
fine via une méthode d’interface (vue au chapitre 7) est aussi une façon originale d’envisager le
couplage fluide-structure de plaques ou coques minces dans le domaine temporel.
5.4.2 Conditions de couche fine
0 Ω 1Ω
1
Ω
1
ρ c
2 2
ρ c
0 0
2
0
α
1ρ c
α
Fig. 5.2 – Milieu tricouche 1D avec deux interfaces parfaites
Les paramètres physiques sont constants par morceaux (figure 5.2)
(5.24) (ρ,c) =


(ρ0,c0) si x ≤ α0
(ρ1,c1) si α0 < x < α1
(ρ2,c2) si x ≥ α1.
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Les contacts sont parfaits en x = α0 et en x = α1. On suppose
(5.25) h = α1 − α0 = O(∆x).
Pour k ≥ 0 et l ≥ 1, les dérivées spatiales ∂k+m
∂xk+m
U(x,t) (0 ≤ m ≤ l) sont supposées suffisamment
régulières sur ]α0,α1[, de sorte que les développements de Taylor
(5.26)
∂k
∂ xk
U(α−1 ,t) =
l∑
m=0
hm
m !
∂k+m
∂ xk+m
U(α+0 ,t) +O(∆x
l+1),
∂k
∂ xk
U(α+0 ,t) =
l∑
m=0
(−h)m
m !
∂k+m
∂ xk+m
U (α−1 ,t) +O(∆x
l+1)
ont toujours un sens. Les conditions de saut correspondant à des contacts parfaits en x = α0 et
x = α1 (5.9) s’écrivent
(5.27)
∂k+m
∂ xk+m
U(α+0 ,t) =Dk+m(Ω0,Ω1)
∂k+m
∂ xk+m
U(α−0 ,t),
∂k
∂ xk
U(α+1 ,t) =Dk(Ω1,Ω2)
∂k
∂ xk
U (α−1 ,t).
Les relations (5.26) et (5.27) conduisent, pour l ≥ 1 et k ≥ 0, aux conditions de couche fine
(5.28)
∂k
∂ xk
U(α+1 ,t) =
l∑
m=0
hm
m !
Dk(Ω1,Ω2)Dk+m(Ω0,Ω1)
∂k+m
∂ xk+m
U(α−0 ,t) +O(∆x
l+1),
∂k
∂ xk
U(α−0 ,t) =
l∑
m=0
(−h)m
m !
Dk(Ω1,Ω0)Dk+m(Ω2,Ω1)
∂k+m
∂ xk+m
U(α+1 ,t) +O(∆x
l+1).
Lien avec les conditions de type masse-ressort. A partir des conditions de couche fine
(5.28), nous pouvons retrouver les conditions de type masse-ressort, et les valeurs de K et M
correspondantes. En posant
(5.29) K =
ρ1 c
2
1
h
, M = ρ1 h,
la première équation de (5.28) conduit, pour k = 0 et l = 1, au système
(5.30)
v(α+1 ,t) = v(α
−
0 ,t) +
ρ1 c
2
1
K
∂
∂ x
v(α−0 ,t) +O(∆x
2)
σ(α+1 ,t) = σ(α
−
0 ,t) +
M
ρ1
∂
∂ x
σ(α−,t) +O(∆x2).
En faisant tendre α0 et α1 vers α, nous retrouvons les conditions de type masse-ressort (5.14).
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5.5 Conclusion
Nous retenons deux points importants de ce chapitre. D’une part, on peut imposer, aux inter-
faces, différentes conditions à la solution exacte, modélisant ainsi différentes situations physiques.
D’autre part, on peut calculer dans chaque cas les conditions vérifiées par les dérivées spatiales
successives de la solution exacte. Ces conditions sont utilisées aux chapitres 7 et 8 traitant de la
méthode d’interface.
Nous abordons maintenant l’étude des conditions aux interfaces en 2D. Par rapport au cas 1D,
cette étude est compliquée par trois facteurs : la description de géométries complexes, différentes
natures de milieux, et surtout moins de conditions de saut aux interfaces que de composantes de
la solution.
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Chapitre 6
Conditions aux interfaces 2D
Dans ce chapitre, nous étudions quatre types d’interfaces en 2D : l’interface entre deux fluides
parfaits, l’interface entre deux solides parfaitement collés, l’interface entre deux solides imparfai-
tement collés, et enfin l’interface entre un fluide parfait et un solide. A chaque type d’interface
correspond un ensemble de conditions de saut vérifiées, aux interfaces, par la solution exacte
U(x,y,t). A partir de ces conditions, le but du présent chapitre est alors de relier les valeurs
limites de la solution exacte U(x,y,t) et de ses dérivées spatiales successives des deux côtés de
l’interface. Toutefois, nous rencontrons en 2D une difficulté : le nombre de conditions de saut
déduites des lois de la mécanique est toujours inférieur au nombre de composantes de la solu-
tion exacte. Pour contourner cet obstacle, on peut calculer des conditions de saut supplémen-
taires à partir des lois de conservation vues au chapitre 3, ce qui permet de fermer les systèmes.
Cette technique, utilisée par l’IIM, présente un inconvénient : on ne dispose pas toujours de telles
conditions de saut supplémentaires. En particulier, ces conditions n’existent pas pour l’interface
fluide-solide. Pour traiter ce cas, nous proposons alors de n’utiliser que les conditions de saut
naturelles. L’écriture des valeurs limites de la solution et de ses dérivées spatiales, d’un côté de
l’interface, en fonction des grandeurs de même nature, de l’autre côté de l’interface, revient alors
à la résolution d’un système sous-déterminé. Cette résolution repose sur une décomposition en
valeurs singulières. Dans tous les cas, les systèmes obtenus sont utilisés au chapitre 8, traitant
de la méthode d’interface 2D.
6.1 Objet du chapitre
6.1.1 Présentation générale
Nous poursuivons ici en 2D l’étude des conditions aux interfaces, abordée en 1D au chapitre
5. Nous considérons deux milieux (fluide parfait au repos, solide élastique isotrope) et deux
types d’interface (interface parfaite, interface imparfaite). Par rapport au chapitre 5, le passage
en 2D implique d’abord certaines modifications purement techniques. Parmi ces modifications,
les conditions de saut en un point d’une interface dépendent maintenant de la géométrie locale
de l’interface, ce qui alourdit les calculs. Notons dès à présent que les interfaces sont toujours
supposées suffisamment régulières géométriquement ; le cas d’interfaces non régulières, comme des
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coins, est exclu de fait. D’autre part, et à la différence du cas 1D, les conditions aux interfaces
en 2D dépendent de la nature des milieux de part et d’autre des interfaces, ce qui augmente
le nombre de cas à traiter. Enfin, aux conditions de saut naturelles déjà rencontrées en 1D,
s’ajoutent des conditions de saut supplémentaires (définies plus loin) et les conditions de milieu
(vues au chapitre 3).
Précisons tout d’abord les quatre cas étudiés et les conditions de saut correspondantes. Le premier
cas est celui de l’interface fluide-fluide : dans ce cas, il y a continuité de la pression acoustique
et de la vitesse acoustique normale. Les fluides étant parfaits, on ne dispose a priori d’aucun
renseignement sur la composante tangentielle de la vitesse acoustique. On dispose alors de deux
conditions de saut pour les trois composantes de U(x,y,t). Le deuxième cas est celui d’une inter-
face solide-solide parfaite. Les composantes normales et tangentielles du déplacement élastique
et de la contrainte élastique normales sont continues, soit quatre conditions de saut pour les
cinq composantes de U(x,y,t). De même, le cas d’une interface solide-solide imparfaite (décrite
par des conditions de type masse-ressort) conduit aussi à quatre conditions de saut pour les
cinq composantes de U(x,y,t). Enfin, le quatrième et dernier cas est celui d’une interface fluide-
solide. Ce cas correspond, du côté fluide, à l’interface fluide-fluide, et du côté solide, à l’interface
solide-solide en contact parfait glissant sans frottements, cas non traité ici.
A la lumière de ce qui vient d’être dit, la principale différence avec le cas 1D est que, en 2D, le
nombre de conditions de saut reliant les composantes de U(x,y,t) de part et d’autre des interfaces
est inférieur au nombre de composantes de U(x,y,t). Cette propriété se répercute évidemment
aux ordres de dérivation supérieurs. Il est alors impossible d’écrire directement les valeurs limites
de U(x,y,t) et de ses dérivées spatiales, d’un côté de l’interface, en fonction des valeurs limites
de U(x,y,t), de l’autre côté de l’interface. Or cette écriture est la base des méthodes d’interface.
Face à cette difficulté, les auteurs [85, 86] adoptent une stratégie à deux étages. Tout d’abord,
ils exhibent dans deux cas d’interfaces parfaites (fluide-fluide, solide-solide) des conditions de
saut supplémentaires déduites des conditions de saut naturelles et des lois de conservation de
part et d’autre des interfaces (l’application des conditions de saut supplémentaires au cas d’une
interface imparfaite entre deux solides est immédiate). Ajoutées aux conditions de saut existantes,
ces conditions de saut supplémentaires conduisent à autant de conditions que de composantes
de U(x,y,t). Donnons un exemple : dans le cas de l’interface fluide-fluide, on montre que le débit
massique tangentiel, dépendant de la vitesse acoustique tangentielle à l’interface, est continu.
La question essentielle est alors la suivante : les conditions de saut supplémentaires existent-elles
dans toutes les configurations, et pas seulement pour une interface parfaite entre deux fluides ou
entre deux solides? La réponse que nous apportons est négative. Pour montrer ce résultat, nous
partons du fait que les conditions de saut supplémentaires, si elles existent, doivent être vérifiées
pour tout type d’onde et d’interface. En particulier, elles doivent être vérifiées pour les ondes
planes incidente, réfléchie et transmise par une interface plane. A partir des conditions de saut
naturelles, on peut calculer les coefficients de réflexion et de transmission, et ainsi déterminer
U(x,y,t) en tout point du domaine. Il est alors possible de chercher des relations entre toutes
les composantes de U(x,y,t) de part et d’autre de l’interface, et ainsi d’obtenir les conditions
de saut supplémentaires. Reprenons l’exemple de l’interface entre deux fluides parfaits : nous
montrons au chapitre 9 que les conditions de saut naturelles, puis des manipulations algébriques,
conduisent à la condition de saut supplémentaire évoquée précédemment (à savoir continuité
du débit massique tangentiel), indépendemment de l’angle d’incidence. Or, dans le cas d’une
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interface fluide-solide, l’analyse par ondes planes menée au chapitre 9 conduit à des conditions
de saut supplémentaires dépendant de l’angle d’incidence. Pour un champ acoustique quelconque,
il n’y a alors pas de condition de saut supplémentaire. Cette absence explique alors que le cas
fluide-solide ne soit point traité par l’IIM.
Dans le cas de l’interface fluide-solide, nous proposons alors de n’utiliser que les conditions de saut
naturelles, et de résoudre le système sous-déterminé qui en résulte. Pour cela, une décomposition
en valeurs singulières de ce système permet d’exprimer de façon simple les valeurs limites de
U(x,y,t) et de ses dérivées spatiales, d’un côté de l’interface, en fonction des valeurs limites
de U(x,y,t) et de ses dérivées spatiales, de l’autre côté de l’interface, et d’un espace affine de
solutions. Cette écriture est utilisée au chapitre 8. Nous chercherons alors les valeurs limites
de U(x,y,t) et de ses dérivées spatiales, minimales au sens des moindres carrés. Notons que
cette procédure peut aussi s’appliquer aux trois cas d’interfaces pour lesquels nous disposons
de conditions de saut supplémentaires (i.e. les interfaces fluide-fluide et solide-solide parfaite et
imparfaite). Quelle procédure suivre alors? A priori, le lecteur a le choix, dans ces cas, d’utiliser
les conditions de saut supplémentaires (et ainsi de résoudre de façon immédiate le problème), ou
de s’en dispenser (ce qui conduit à la résolution d’un système sous-déterminé). De toute façon,
les deux techniques sont explicitées par la suite.
D’autre part, comme il manque encore des conditions pour les dérivées spatiales successives de
U(x,y,t), Zhang et LeVeque [85, 86] utilisent les conditions de milieu calculées au chapitre 3.
Ces conditions désignent les relations vérifiées par les dérivées spatiales successives de U (x,y,t),
déduites uniquement des lois de conservation, et vérifiées en tout point des sous-domaines, en
particulier de part et d’autre des interfaces. La nullité du rotationnel de la vitesse acoustique
est un bon exemple de condition de milieu. Le fait d’écrire que le saut des conditions de milieu
est nul permet alors de compléter les conditions portant sur les dérivées spatiales successives de
U(x,y,t). Dans chaque configuration, nous proposons d’utiliser plus pleinement les conditions
de milieu de part et d’autre des interfaces. Au lieu d’écrire que le saut des conditions de milieu
est nul [85, 86], nous utilisons le fait que ces conditions de milieu sont effectivement nulles de
part et d’autre des interfaces. En effet, la nullité du saut d’une fonction n’implique pas que cette
fonction soit nulle.
Durant ce chapitre, nous présentons le calcul des conditions de saut de Uk(x,y,t) (voir notation
(3.24)) pour k quelconque. Toutefois, nous détaillons les calculs jusqu’à l’ordre deux, i.e. la valeur
de k suffisante pour coupler la méthode d’interface avec des schémas d’ordre deux comme les
schémas de Lax-Wendroff ou de volumes finis avec limiteur de flux. Les expressions des matrices
de saut sont résumées en annexe 1, sous forme directement programmable.
6.1.2 Notations
On considère une courbe Γ de R2 suffisamment régulière en chacun de ses points, fermée ou non,
divisant le plan en deux sous-domaines Ω0 et Ω1 (figure 6.1). Nous utilisons une représentation
paramétrique de Γ : (x(τ),y(τ)). Tout au long de ce chapitre, nous écrivons les conditions de
saut portant sur U(x,y,t) et sur ses dérivées spatiales successives en un point P quelconque de
Γ (figure 6.1), de coordonnées (xP ,yP ) = (x(τ0),y(τ0)). Les vecteurs tangent t et normal n à Γ
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Fig. 6.1 – Interface Γ séparant les milieux Ω0 et Ω1.
en P étant définis par
(6.1) t(τ0) =

 x
′
(τ0)
y
′
(τ0)

 , n(τ0) =

 y
′
(τ0)
−x′(τ0)

 ,
le repère (P,n,t) est direct. L’interface Γ est paramétrée de sorte que le vecteur normal n pointe
de Ω0 vers Ω1. Par la suite, l’argument τ0 est systématiquement omis. Les composantes normales
et tangentielles à Γ de la vitesse acoustique ou élastique v = T (v1,v2) et de la contrainte élastique
normale σ.n sont notées
(6.2)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
vN = v.n = y
′
v1 − x′v2,
vT = v.t = x
′
v1 + y
′
v2,
σN = (σ.n).n = y
′2σ11 − 2x′y′σ12 + x′2σ22,
σT = (σ.n).t = x
′
y
′
σ11 −
(
x
′2 − y′2
)
σ12 − x′y′σ22.
Dans le cas d’un milieu solide, on note u le déplacement élastique. Nous notons aussi
(6.3) f(P+,t) = lim
M→P,M∈Ω1
f(M,t), f(P−,t) = lim
M→P,M∈Ω0
f(M,t)
les valeurs limites d’une fonction f(x,y,t) en P de part et d’autre de Γ, et
(6.4) [f(P,t)] = f(P+,t)− f(P−,t)
le saut de f à travers Γ en P , en allant de Ω0 vers Ω1. Les interfaces sont fixes ; le théorème
de dérivation des fonctions composées conduit aux lemmes suivants, systématiquement utilisés
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pour calculer les conditions de saut des dérivées spatiales successives de U(x,y,t).
Lemme 3 Soit f(x,y,t) et g(x,y,t) définies et suffisamment régulières d’un côté de l’interface.
Pour tout t, on a
(6.5) ∀τ, f (P±,t) = g (P±,t) ⇒ ∀τ, ∂
∂ τ
f
(
P±,t
)
=
∂
∂ τ
g
(
P±,t
)
.
Lemme 4 Pour f(x,y,t) suffisamment régulière en P±, on a
(6.6)
∀t, ∂
∂ τ
f
(
P±,t
)
= x
′ ∂
∂ x
f
(
P±,t
)
+ y
′ ∂
∂ y
f
(
P±,t
)
,
= t.∇f
(
P±,t
)
.
6.2 Interface fluide-fluide
6.2.1 Introduction
Nous étudions ici l’interface entre deux fluides parfaits au repos. A chaque instant et en tout
point de l’interface, la vitesse acoustique normale à l’interface et la pression acoustique sont
continues au passage de l’interface. Dans un premier temps, nous calculons les conditions de saut
naturelles vérifiées par les dérivées spatiales successives de U(x,y,t). Dans un deuxième temps,
nous calculons des conditions de saut supplémentaires. Enfin, nous résumons ces deux types de
conditions sous une forme matricielle.
6.2.2 Conditions de saut naturelles
Ordre 0. La masse volumique ρ et la célérité des ondes acoustiques c sont constantes par
morceaux
(6.7) (ρ,c) =


(ρ0,c0) si M(x,y) ∈ Ω0
(ρ1,c1) si M(x,y) ∈ Ω1.
Pour un fluide parfait, on considère classiquement que la vitesse acoustique normale à l’interface
et la pression acoustique sont continues à l’interface [26], soit
(6.8)
[v.n] = 0,
[p] = 0.
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A partir de (6.2), ces conditions de saut naturelles s’écrivent
(6.9)
[
y
′
v1 − x′ v2
]
= 0,
[p] = 0.
On obtient ainsi une condition de saut pour la pression acoustique, et seulement une condition
de saut pour les deux composantes de la vitesse acoustique.
Pour obtenir des conditions de saut portant sur les composantes des dérivées spatiales successives
de U(x,y,t), on dérive maintenant un certain nombre de fois les conditions de saut naturelles
(6.9) par rapport à τ et par rapport à t.
Ordre 1. Dans un premier temps, on dérive (6.9) par rapport à τ . Le lemme 3 et le lemme 4
impliquent
(6.10)
[
y
′′
v1 − x′′ v2 + x′ y′ ∂v1
∂ x
− x′2∂ v2
∂ x
+ y
′2 ∂ v1
∂ y
− x′ y′ ∂ v2
∂ y
]
= 0,
et
(6.11)
[
x
′ ∂ p
∂ x
+ y
′ ∂ p
∂ y
]
= 0.
Dans un deuxième temps, on dérive les deux équations de (6.9) par rapport à t. On remplace
alors les dérivées temporelles par des dérivées spatiales via les lois de conservation (3.8). On
obtient respectivement
(6.12)
[
−y
′
ρ
∂ p
∂ x
+
x
′
ρ
∂ p
∂ y
]
= 0,
et
(6.13)
[
ρ c2
∂ v1
∂ x
+ ρ c2
∂ v2
∂ y
]
= 0.
Résumons les conditions à l’ordre 1. Les conditions (6.11) et (6.13) impliquent deux conditions
de saut pour les deux grandeurs ∂ p∂ x et
∂ p
∂ y . Ces deux grandeurs sont reliées de manière bijective
des deux côtés de l’interface. En effet, les conditions (6.11) et (6.13) reviennent à écrire
(6.14)




x
′
y
′
−y
′
ρ
x
′
ρ


︸ ︷︷ ︸
∆


∂ p
∂ x
∂ p
∂ y




= 0.
Or, pour une interface sans point singulier, on a
(6.15) x
′2 + y
′2 > 0.
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D’où
(6.16) det∆ =
x
′2 + y2
ρ
> 0,
ce qui démontre la bijection. Par contre, on obtient seulement deux conditions de saut pour les
quatre grandeurs ∂ vi∂ x et
∂ vi
∂ y (1 ≤ i ≤ 2).
Ordre 2. Dans un premier temps, on dérive les deux équations de (6.9) deux fois par rapport à
τ . On obtient alors respectivement
(6.17)[
y
′′′
v1 − x′′′ v2 +
(
2x
′
y
′′
+ x
′′
y
′
) ∂ v1
∂ x
− 3x′ x′′ ∂ v2
∂ x
+ 3 y
′
y
′′ ∂ v1
∂ y
−
(
2x
′′
y
′
+ x
′
y
′′
) ∂ v2
∂ y
+x
′2y
′ ∂2 v1
∂ x2
− x′3∂
2 v2
∂ x2
+ 2x
′
y
′2 ∂
2 v1
∂ x ∂ y
− 2x′2y′ ∂
2 v2
∂ x ∂ y
+ y
′3 ∂
2 v1
∂ y2
− x′ y′2∂
2 v2
∂ y2
]
= 0,
et
(6.18)
[
x
′′ ∂ p
∂ x
+ y
′′ ∂ p
∂ y
+ x
′2 ∂
2 p
∂ x2
+ 2x
′
y
′ ∂2 p
∂ x ∂ y
+ y
′2 ∂
2 p
∂ y2
]
= 0.
Dans un deuxième temps, on dérive les trois équations de (6.9) par rapport à τ et par rapport
à t. On remplace les dérivées temporelles premières par des dérivées spatiales premières via les
lois de conservation (3.8). On obtient respectivement
(6.19)
[
−y
′′
ρ
∂ p
∂ x
+
x
′′
ρ
∂ p
∂ y
− x
′
y
′
ρ
∂2 p
∂ x2
+
x
′2 − y′2
ρ
∂2 p
∂ x ∂ y
+
x
′
y
′
ρ
∂2 p
∂ y2
]
= 0,
et
(6.20)
[
ρ c2 x
′ ∂2 v1
∂ x2
+ ρ c2 y
′ ∂2 v1
∂ x ∂ y
+ ρ c2 x
′ ∂2 v2
∂ x ∂ y
+ ρ c2 y
′ ∂2 v2
∂ y2
]
= 0.
Dans un troisième et dernier temps, on dérive (6.9) deux fois par rapport à t. On remplace
alors les dérivées temporelles secondes par des dérivées spatiales secondes, via les lois (3.15). On
obtient respectivement
(6.21)
[
c2 y
′ ∂2 v1
∂ x2
− c2 x′ ∂
2 v1
∂ x ∂ y
+ c2 y
′ ∂2 v2
∂ x ∂ y
− c2 x′ ∂
2 v2
∂ y2
]
= 0,
et
(6.22)
[
c2
∂2 p
∂ x2
+ c2
∂2 p
∂ y2
]
= 0.
Là encore, on dispose d’un jeu complet de conditions de saut pour la pression acoustique, soit
trois conditions de saut pour les trois grandeurs ∂
2 p
∂ x2
, ∂
2 p
∂ x∂ y , et
∂2 p
∂ y2
. Par contre, on dispose
seulement de trois conditions de saut pour les six grandeurs ∂
2 vi
∂ x2 ,
∂2 vi
∂ x∂ y , et
∂2 vi
∂ y2 (1 ≤ i ≤ 2).
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Ordre k. Les calculs présentés jusqu’à l’ordre deux se généralisent aux ordres supérieurs. Pour
obtenir les conditions de saut portant sur les composantes de Uk(x,y,t), on dérive k fois les
conditions de saut naturelles (6.9), par rapport à τ et t. On écrit alors (0 ≤ j ≤ k)
(6.23)
∂k
∂ τk−j ∂ tj
[vN ] = 0,
∂k
∂ τk−j ∂ tj
[p] = 0,
avec vN donné en (6.2). On remplace les dérivées temporelles à l’ordre j (0 ≤ j ≤ k) découlant
de (6.23) par des dérivées spatiales d’ordre j, via les relations à l’ordre j (3.16). Après calculs,
on obtient ainsi (k + 1) conditions de saut pour les (k + 1) composantes ∂
k p
∂ xk−j ∂ yj
(0 ≤ j ≤ k).
Par contre, on obtient seulement (k + 1) conditions de saut pour les 2(k + 1) composantes de la
vitesse acoustique ∂
k vi
∂ xk−j ∂ yj
(0 ≤ i ≤ 2, 0 ≤ j ≤ k).
Bilan des équations. On recense ici les conditions de saut naturelles, de l’ordre 0 jusqu’à l’ordre
k. Concernant la pression acoustique, on a (k+1)(k+2)/2 conditions de saut pour (k+1)(k+2)/2
grandeurs ∂
i p
∂ xi−j ∂ yj
(0 ≤ i ≤ k, 0 ≤ j ≤ i), i.e. autant d’équations que d’inconnues. Concernant
la vitesse acoustique, on a seulement (k + 1)(k + 2)/2 conditions de saut pour (k + 1)(k + 2)
grandeurs ∂
i vl
∂ xi−j ∂ yj
(0 ≤ i ≤ k, 0 ≤ j ≤ i, 1 ≤ l ≤ 2). On pose
(6.24)
nc = (k + 1)(k + 2),
ni = rg(k,k,3) =
3(k + 1)(k + 2)
2
,
où l’application rg est définie en (3.25). On obtient alors nc conditions de saut naturelles pour
ni composantes de Uk(x,y,t), avec nc < ni.
6.2.3 Conditions de saut supplémentaires
Dans la section précédente, nous avons montré que le nombre de conditions de saut naturelles por-
tant sur la vitesse acoustique et sur ses dérivées spatiales est inférieur au nombre de composantes
de la vitesse acoustique et de ses dérivées spatiales. Dans le cas de l’interface fluide-fluide, il est
cependant possible d’adjoindre des conditions de saut supplémentaires, déduites des conditions
de saut naturelles et des lois de conservation.
Ordre 0. Comme au début de la section 6.2.2, nous dérivons par rapport à τ la condition de
saut portant sur la pression acoustique. Le lemme 3 et le lemme 4 impliquent alors
(6.25)
∂
∂ τ
[p] = 0 ⇒ [t.∇p] = 0,
ce qui revient à la deuxième condition de saut de (6.11). A partir des lois de conservation (3.8)
et de (6.1), on déduit
(6.26)
[
ρ
∂
∂ t
v.t
]
= 0 ⇒ ∂
∂ t
[
ρ x
′
v1 + ρ y
′
v2
]
= 0.
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Après une intégration en temps, on obtient
(6.27)
[
ρ x
′
v1 + ρ y
′
v2
]
= [ρ vT ] = C(τ0),
C(τ0) étant une constante indépendante du temps. Si le saut de ρ vT est nul à un instant donné
en P , en particulier si U(x,y,t) est nul à l’instant initial en P , la constante C est nulle. Nous
nous plaçons ici dans ce dernier cas. La condition supplémentaire à l’ordre 0
(6.28)
[
ρ x
′
v1 + ρ y
′
v2
]
= 0
est alors vérifiée à chaque instant. La condition (6.28) s’interprète comme la conservation du débit
massique tangentiel de la vitesse acoustique. Même si la condition de saut supplémentaire (6.28)
découle en partie de (6.9), ces deux conditions de saut sont indépendantes et relient de manière
bijective les valeurs limites de v1 et v2 des deux côtés de l’interface. En effet, ces conditions
conduisent à
(6.29)



 y
′ −x′
ρ x
′
ρ y
′


︸ ︷︷ ︸
∆


∂ v1
∂ x
∂ v2
∂ y



 = 0.
Or, l’interface étant régulière, on a
(6.30) det∆ = ρ
(
x
′2 + y
′2
)
> 0,
ce qui démontre la bijection.
Ordre 1. Pour obtenir des conditions de saut supplémentaires portant sur les dérivées spatiales
de v1 et v2, on peut dériver (6.28) par rapport à τ et par rapport à t. Cependant, par construction
même, il est inutile de dériver la condition de saut supplémentaire par rapport à t. En effet,
(6.31)
∂
∂ t
[
ρ x
′
v1 + ρ y
′
v2
]
=
∂
∂ τ
[p] = 0,
cette dernière condition étant déjà écrite en (6.11). Finalement, on obtient seulement une condi-
tion de saut supplémentaire à l’ordre un, obtenue par dérivation par rapport à τ de (6.28),
soit
(6.32)
[
ρ x
′′
v1 + ρ y
′′
v2 + ρ x
′2 ∂ v1
∂ x
+ ρ x
′
y
′ ∂ v2
∂ x
+ ρ x
′
y
′ ∂ v1
∂ y
+ ρ y
′2 ∂ v2
∂ y
]
= 0.
Ordre 2. A l’ordre deux, on dérive (6.28) deux fois par rapport à τ et on obtient
(6.33)
[
ρ x
′′′
v1 + ρ y
′′′
v2 + 3 ρ x
′
x
′′ ∂ v1
∂ x
+ ρ
(
2x
′
y
′′
+ x
′′
y
′
) ∂ v2
∂ x
+ ρ
(
2x
′′
y
′
+ x
′
y
′′
) ∂ v1
∂ y
+3 ρ y
′
y
′′ ∂ v2
∂ y
+ ρ x
′3∂
2 v1
∂ x2
+ ρ x
′2y
′ ∂2 v2
∂ x2
+ 2 ρ x
′2y
′ ∂2 v1
∂ x ∂ y
+ 2 ρ x
′
y
′2 ∂
2 v2
∂ x ∂ y
+ρ x
′
y
′2 ∂
2 v1
∂ y2
+ ρ y
′3∂
2 v2
∂ y2
]
= 0.
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Ordre k. A l’ordre k, on dérive (6.28) k fois par rapport à τ , soit
(6.34)
∂k
∂ τk
[ρ vT ] = 0.
Bilan des équations. A chaque ordre, on obtient ainsi une condition de saut supplémentaire
portant sur les dérivées spatiales de la vitesse acoustique. Finalement, de l’ordre 0 à l’ordre k,
on obtient ns conditions de saut supplémentaires, avec
(6.35) ns = k + 1.
6.2.4 Ecriture matricielle des conditions de saut
Nous résumons ici les conditions de saut naturelles et supplémentaires calculées dans les sections
précédentes. Pour cela, nous définissons la matrice C telle que
(6.36) [CUk] = 0,
avec
(6.37) C =


C0 si M(x,y) ∈ Ω0
C1 si M(x,y) ∈ Ω1.
Les indices 0 et 1 dans (6.37) réfèrent aux valeurs des paramètres physiques ρ et c utilisés dans
l’écriture de C. Suivant que l’on utilise ou pas les conditions de saut supplémentaires, la matrice
C est une matrice nc×ni ou (nc+ns)×ni, avec nc et ni définis en (6.24), et ns défini en (6.35).
Nous écrivons explicitement C pour k = 2 en annexe 1, ce qui permet une programmation directe
de la méthode d’interface si le lecteur choisit des schémas d’ordre deux, comme les schémas de
Lax-Wendroff ou de volumes finis avec limiteur de flux (voir chapitre 8).
6.3 Interface solide-solide (contact parfait soudé)
6.3.1 Introduction
Nous considérons maintenant le cas de deux solides élastiques isotropes parfaitement collés.
A chaque instant et en tout point de l’interface, la vitesse élastique et la contrainte élastique
sont continues au passage de l’interface. Comme dans le cas de l’interface fluide-fluide, nous
calculons tout d’abord les conditions de saut naturelles de Uk(x,y,t), puis les conditions de saut
supplémentaires. Enfin, nous résumons les calculs sous une forme matricielle.
6.3.2 Conditions de saut naturelles
Ordre 0. La masse volumique ρ et les célérités des ondes élastiques de compression cp et de
cisaillement cs sont constantes par morceaux
(6.38) (ρ,cp,cs) =


(ρ0,cp0,cs0) si M(x,y) ∈ Ω0
(ρ1,cp1,cs1) si M(x,y) ∈ Ω1.
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Par la suite, nous utilisons aussi les coefficients de Lamé, reliés à cp et cs par (3.20). Les compo-
santes normales et tangentielles de la vitesse élastique, soit vN et vT , ainsi que les composantes
normales et tangentielles de la contrainte élastique normale à l’interface, soit σN et σT , sont
supposées continues en P . Compte-tenu de (6.2), on obtient quatre conditions de saut naturelles
(6.39)
[vN ] =
[
y
′
v1 − x′ v2
]
= 0,
[vT ] =
[
x
′
v1 + y
′
v2
]
= 0,
[σN ] =
[
y
′2σ11 − 2x′y′ σ12 + x′2σ22
]
= 0,
[σT ] =
[
x
′
y
′
σ11 −
(
x
′2 − y′2
)
σ12 − x′y′σ22
]
= 0.
On obtient ainsi deux conditions de saut pour les deux composantes v1 et v2 de la vitesse élastique,
et seulement deux conditions de saut pour les trois composantes indépendantes du tenseur des
contraintes élastiques σ11, σ12 et σ22. On pourrait simplifier le système (6.39) en écrivant
(6.40)
[v1] = 0,
[v2] = 0,[
y
′
σ11 − x′σ12
]
= 0,
[
y
′
σ12 − x′σ22
]
= 0.
Toutefois, cette simplification n’est possible que pour le cas traité dans cette section de deux
solides parfaitement collés ; or le cas d’une interface imparfaite entre deux solides (traité plus
loin) revient seulement à ajouter un second membre aux conditions de saut (6.39). Pour réutiliser
directement les expressions calculées durant la présente section, nous préférons alors travailler
avec les conditions (6.39)
Pour obtenir des conditions de saut portant sur les composantes de Uk(x,y,t), on dérive mainte-
nant les conditions de saut naturelles (6.39) par rapport à τ et par rapport à t.
Ordre 1. Dans un premier temps, on dérive (6.39) par rapport à τ . Le lemme 3 et le lemme 4
impliquent
(6.41)
[
y
′′
v1 − x′′v2 + x′y′ ∂ v1
∂ x
− x′2 ∂ v2
∂ x
+ y
′2∂ v1
∂ y
− x′y′ ∂ v2
∂ y
]
= 0,
et
(6.42)
[
x
′′
v1 + y
′′
v2 + x
′2 ∂ v1
∂ x
+ x
′
y
′ ∂ v2
∂ x
+ x
′
y
′ ∂ v1
∂ y
+ y
′2∂ v2
∂ y
]
= 0,
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et
(6.43)
[
2 y
′
y
′′
σ11 − 2
(
x
′′
y
′
+ x
′
y
′′
)
σ12 + 2x
′
x
′′
σ22 + x
′
y
′2∂ σ11
∂ x
− 2x′2y′ ∂ σ12
∂ x
+ x
′3∂ σ22
∂ x
+y
′3∂ σ11
∂ y
− 2x′y′2∂ σ12
∂ y
+ x
′2y
′ ∂ σ22
∂ y
]
= 0,
et
(6.44)[(
x
′′
y
′
+ x
′
y
′′
)
σ11 − 2
(
x
′
x
′′ − y′y′′
)
σ12 −
(
x
′′
y
′
+ x
′
y
′′
)
σ22 + x
′2y
′ ∂ σ11
∂ x
−
(
x
′3 − x′y′2
) ∂ σ12
∂ x
− x′2y′ ∂ σ22
∂ x
+ x
′
y
′2 ∂ σ11
∂ y
−
(
x
′2y
′ − y′3
) ∂ σ12
∂ y
− x′y′2 ∂ σ22
∂ y
]
= 0.
Dans un deuxième temps, on dérive (6.39) par rapport à t. On remplace alors les dérivées tem-
porelles par des dérivées spatiales via les lois de conservation (3.17). On obtient alors
(6.45)
[
y
′
ρ
∂ σ11
∂ x
− x
′
ρ
∂ σ12
∂ x
+
y
′
ρ
∂ σ12
∂ y
− x
′
ρ
∂ σ22
∂ y
]
= 0,
et
(6.46)
[
x
′
ρ
∂ σ11
∂ x
+
y
′
ρ
∂ σ12
∂ x
+
x
′
ρ
∂ σ12
∂ y
+
y
′
ρ
∂ σ22
∂ y
]
= 0,
et
(6.47)[(
x
′2λ+ y
′2 (λ+ 2µ)
) ∂ v1
∂ x
− 2x′y′µ ∂ v2
∂ x
− 2x′y′µ ∂ v1
∂ y
+
(
y
′2λ+ x
′2 (λ+ 2µ)
) ∂ v2
∂ y
]
= 0,
et
(6.48)
[
2x
′
y
′
µ
∂ v1
∂ x
−
(
x
′2 − y′2
)
µ
∂ v2
∂ x
−
(
x
′2 − y′2
)
µ
∂ v1
∂ y
− 2x′y′µ ∂ v2
∂ y
]
= 0.
Finalement, les conditions (6.44) et (6.48) impliquent quatre conditions de saut pour les quatre
grandeurs ∂ vi∂ x et
∂ vi
∂ y (1 ≤ i ≤ 2). Par contre, on dispose seulement de quatre conditions de saut
pour les six grandeurs
∂ σij
∂ x et
∂ σij
∂ y (1 ≤ i ≤ j, i ≤ j ≤ 2).
Ordre 2. Dans un premier temps, on dérive (6.39) deux fois par rapport à τ . Le lemme 3 et le
lemme 4 impliquent
(6.49)[
y
′′′
v1 − x′′′v2 +
(
x
′′
y
′
+ 2x
′
y
′′
) ∂ v1
∂ x
− 3x′x′′ ∂ v2
∂ x
+ 3 y
′
y
′′ ∂ v1
∂ y
−
(
2x
′′
y
′
+ x
′
y
′′
) ∂ v2
∂ y
+x
′2y
′ ∂2 v1
∂ x2
− x′3∂
2 v2
∂ x2
+ 2x
′
y
′2 ∂
2 v1
∂ x ∂ y
− 2x′2y′ ∂
2 v2
∂ x ∂ y
+ y
′3∂
2 v1
∂ y2
− x′y′2∂
2 v2
∂ y2
]
= 0,
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et
(6.50)[
x
′′′
v1 + y
′′′
v2 + 3x
′
x
′′ ∂ v1
∂ x
+
(
x
′′
y
′
+ 2x
′
y
′′
) ∂ v2
∂ x
+
(
2x
′′
y
′
+ x
′
y
′′
) ∂ v1
∂ y
+ 3 y
′
y
′′ ∂ v2
∂ y
+x
′3 ∂
2 v1
∂ x2
+ x
′2y
′ ∂2 v2
∂ x2
+ 2x
′2y
′ ∂2 v1
∂ x ∂ y
+ 2x
′
y
′2 ∂
2 v2
∂ x ∂ y
+ x
′
y
′2∂
2 v1
∂ y2
+ y
′3∂
2 v2
∂ y2
]
= 0,
et
(6.51)[
2
(
y
′′2 + y
′
y
′′′
)
σ11 − 2
(
x
′′′
y
′
+ 2x
′′
y
′′
+ x
′
y
′′′
)
σ12 + 2
(
x
′′2 + x
′
x
′′′
)
σ22
+
(
x
′′
y
′2 + 4x
′
y
′
y
′′
) ∂ σ11
∂ x
− 2
(
3x
′
x
′′
y
′
+ 2x
′2y
′′
) ∂ σ12
∂ x
+ 5x
′2x
′′ ∂ σ22
∂ x
+ 5 y
′2y
′′ ∂ σ11
∂ y
−2
(
2x
′′
y
′2 + 3x
′
y
′
y
′′
) ∂ σ12
∂ y
+
(
3x
′2x
′′
+ 2x
′
x
′′
y
′
) ∂ σ22
∂ y
+ x
′2y
′2∂
2 σ11
∂ x2
− 2x′3y′ ∂
2 σ12
∂ x2
+x
′4 ∂
2 σ22
∂ x2
+ 2x
′
y
′3 ∂
2 σ11
∂ x ∂ y
− 4x′2y′2 ∂
2 σ12
∂ x ∂ y
+
(
x
′3y
′
+ x
′4
) ∂2 σ22
∂ x ∂ y
+ y
′4∂
2 σ11
∂ y2
−2x′y′3 ∂
2 σ12
∂ y2
+ x
′3y
′ ∂2 σ22
∂ y2
]
= 0,
et
(6.52)
[(
x
′′′
y
′
+ 2x
′′
y
′′
+ x
′
y
′′′
)
σ11 − 2
(
x
′′2 + x
′
x
′′′ − y′′2 − y′y′′′
)
σ12
−
(
x
′′′
y
′
+ 2x
′′
y
′′
+ x
′
y
′′′
)
σ22 +
(
3x
′
x
′′
y
′
+ 2x
′2y
′′
) ∂ σ11
∂ x
−
(
5x
′2x
′′ − x′′y′2 − 3x′y′y′′
) ∂ σ12
∂ x
−
(
3x
′
x
′′
y
′
+ 2x
′2y
′′
) ∂ σ22
∂ x
+
(
2x
′′
y
′2 + 3x
′
y
′
y
′′
) ∂ σ11
∂ y
−
(
4x
′
x
′′
y
′
+ x
′2y
′′ − 5 y′2y′′
) ∂ σ12
∂ y
−
(
2x
′′
y
′2 + 3x
′
y
′
y
′′
) ∂ σ22
∂ y
+ x
′3y
′ ∂2 σ11
∂ x2
−
(
x
′4 − x′2y′2
) ∂2 σ12
∂ x2
− x′3y′ ∂
2 σ22
∂ x2
+2x
′2y
′2 ∂
2 σ12
∂ x ∂ y
− 2
(
x
′3y
′ − x′y′3
) ∂2 σ12
∂ x ∂ y
−2x′2y′2 ∂
2 σ22
∂ x ∂ y
+ x
′
y
′3∂
2 σ11
∂ y2
−
(
x
′2y
′2 − y′4
) ∂2 σ12
∂ y2
− x′y′3 ∂
2 σ22
∂ y2
]
= 0.
Dans un deuxième temps, on dérive (6.39) par rapport à τ et par rapport à t. On remplace les
dérivées temporelles premières par des dérivées spatiales premières via les lois de conservation
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(3.17). On obtient alors
(6.53)
[
y
′′
ρ
∂ σ11
∂ x
− x
′′
ρ
∂ σ12
∂ x
+
y
′′
ρ
∂ σ12
∂ y
− x
′′
ρ
∂ σ22
∂ y
+
x
′
y
′
ρ
∂2 σ11
∂ x2
− x
′2
ρ
∂2 σ12
∂ x2
+
y
′2
ρ
∂2 σ11
∂ x ∂ y
− x
′2
ρ
∂2 σ22
∂ x ∂ y
+
y
′2
ρ
∂2 σ12
∂ y2
− x
′
y
′
ρ
∂2 σ22
∂ y2
]
= 0,
et
(6.54)
[
x
′′
ρ
∂ σ11
∂ x
+
y
′′
ρ
∂ σ12
∂ x
+
x
′′
ρ
∂ σ1y
∂ y
+
y
′′
ρ
∂ σ22
∂ x
+
x
′2
ρ
∂2 σ11
∂ x2
+
x
′
y
′
ρ
∂2 σ12
∂ x2
+
x
′2 + y
′2
ρ
∂2 σ12
∂ x ∂ y
+
x
′
y
′
ρ
∂2 σ12
∂ x ∂ y
+
x
′
y
′
ρ
∂2 σ22
∂ x ∂ y
+
x
′
y
′
ρ
∂2 σ12
∂ y2
+
y
′2
ρ
∂2 σ22
∂ y2
]
= 0,
et
(6.55)[
2
(
x
′
x
′′
λ+ y
′
y
′′
(λ+ 2µ)
) ∂ v1
∂ x
− 2
(
x
′′
y
′
+ x
′
y
′′
)
µ
∂ v2
∂ x
− 2
(
x
′′
y
′
+ x
′
y
′′
)
µ
∂ v1
∂ y
+2
(
y
′
y
′′
λ+ x
′
x
′′
(λ+ 2µ)
) ∂ v2
∂ y
+
(
x
′
y
′2 (λ+ 2µ) + x
′3λ
) ∂2 v1
∂ x2
− 2x′2y′µ ∂
2 v2
∂ x2
(
x
′2y
′
(λ− 2µ) + y′3 (λ+ 2µ)
) ∂2 v1
∂ x ∂ y
+
(
x
′
y
′2 (λ− 2µ) + x′3 (λ+ 2µ)
) ∂2 v2
∂ x ∂ y
−2x′y′2µ ∂
2 v1
∂ y2
+
(
y
′3λ+ x
′2y
′
(λ+ 2µ)
) ∂2 v2
∂ y2
]
= 0,
et
(6.56)[
2
(
x
′′
y
′
+ x
′
y
′′
)
µ
∂ v1
∂ x
− 2
(
x
′
x
′′ − y′y′′
)
µ
∂ v2
∂ x
− 2
(
x
′
x
′′ − y′y′′
)
µ
∂ v1
∂ y
−2
(
x
′′
y
′
+ x
′
y
′′
)
µ
∂ v2
∂ y
+ 2x
′2y
′
µ
∂2 v1
∂ x2
−
(
x
′3 − x′y′2
)
µ
∂2 v2
∂ x2
+
(
3x
′
y
′2 − x′3
)
µ
∂2 v1
∂ x ∂ y
−
(
3x
′2y
′ − y′3
)
µ
∂2 v2
∂ x ∂ y
−
(
x
′2y
′ − y′3
)
µ
∂2 v1
∂ y2
− 2x′y′2µ ∂
2 v2
∂ y2
]
= 0.
Dans un troisième et dernier temps, on dérive (6.39) deux fois par rapport à t. On remplace alors
les dérivées temporelles secondes par des dérivées spatiales secondes, via les lois de conservation
(3.12). On obtient alors
(6.57)[
y
′ λ+ 2µ
ρ
∂2 v1
∂ x2
− x′ µ
ρ
∂2 v2
∂ x2
− x′ λ+ µ
ρ
∂2 v1
∂ x ∂ y
+ y
′ λ+ µ
ρ
∂2 v2
∂ x ∂ y
+ y
′ µ
ρ
∂2 v1
∂ y2
− x′ λ+ 2µ
ρ
∂2 v2
∂ y2
]
= 0,
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et
(6.58)[
x
′ λ+ 2µ
ρ
∂2 v1
∂ x2
+ y
′ µ
ρ
∂2 v2
∂ x2
+ y
′ λ+ µ
ρ
∂2 v1
∂ x ∂ y
+ x
′ λ+ µ
ρ
∂2 v2
∂ x ∂ y
+ x
′ µ
ρ
∂2 v1
∂ y2
+ y
′ λ+ 2µ
ρ
∂2 v2
∂ y2
]
= 0,
et
(6.59)[
1
ρ
(
x
′2λ+ y
′2 (λ+ 2µ)
) ∂2 σ11
∂ x2
− 2 x′y′ µ
ρ
∂2 σ12
∂ x2
− 2x′y′ µ
ρ
∂2 σ11
∂ x ∂ y
+ 2
(
x
′2 + y
′2
) λ+ µ
ρ
∂2 σ12
∂ x ∂ y
−2x′y′ µ
ρ
∂2 σ22
∂ x ∂ y
− 2x′y′ µ
ρ
∂2 σ12
∂ y2
+
1
ρ
(
y
′2λ+ x
′2 (λ+ 2µ)
) ∂2 σ22
∂ y2
]
= 0,
et
(6.60)[
2x
′
y
′ µ
ρ
∂2 σ11
∂ x2
−
(
x
′2 − y′2
) µ
ρ
∂2 σ12
∂ x2
−
(
x
′2 − y′2
) µ
ρ
∂2 σ11
∂ x ∂ y
−
(
x
′2 − y′2
) µ
ρ
∂2 σ22
∂ x ∂ y
−
(
x
′2 − y′2
) µ
ρ
∂2 σ12
∂ y2
− 2x′y′ µ
ρ
∂2 σ22
∂ y2
]
= 0.
On dispose alors d’un jeu complet de conditions de saut portant sur la vitesse élastique, soit six
conditions de saut pour six grandeurs ∂
2 vi
∂ x2
, ∂
2 vi
∂ x∂ y et
∂2 vi
∂ y2
(1 ≤ i ≤ 2). Par contre, on dispose
seulement de six conditions de saut pour les neuf grandeurs
∂2 σij
∂ x2
,
∂2 σij
∂ x∂ y et
∂2 σij
∂ y2
(1 ≤ i ≤ 2, i ≤
j ≤ 2).
Ordre k. Les calculs présentés jusqu’à l’ordre deux se généralisent facilement aux ordres supé-
rieurs. Pour obtenir les conditions de saut portant sur les composantes de Uk(x,y,t) (0 ≤ j ≤ k),
on dérive k fois les conditions de saut naturelles (6.39) par rapport à τ et par rapport à t. On
écrit ainsi (0 ≤ j ≤ k)
(6.61)
∂k
∂ τk−j ∂ tj
[vN ] = 0,
∂k
∂ τk−j ∂ tj
[vT ] = 0,
∂k
∂ τk−j ∂ tj
[σN ] = 0,
∂k
∂ τk−j ∂ tj
[σT ] = 0,
avec vN , vT , σN et σT donnés en (6.2). On applique les règles de dérivations du lemme 3 et du
lemme 4, puis on transforme les dérivées temporelles à l’ordre j (0 ≤ j ≤ k) en dérivées spatiales
d’ordre j, via les relations à l’ordre j (3.16). Après calculs, on obtient ainsi 2(k + 1) conditions
de saut pour les 2(k + 1) grandeurs ∂
k vi
∂ xk−j ∂ yj
(0 ≤ i ≤ 2, 0 ≤ j ≤ k). Par contre, on obtient
seulement 2(k+1) conditions de saut pour les 3(k+1) grandeurs
∂k σαβ
∂ xk−j ∂ yj
(1 ≤ α ≤ 2, α ≤ β ≤
2, 0 ≤ j ≤ k).
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Bilan des équations. On recense ici les conditions de saut naturelles, de l’ordre 0 jusqu’à l’ordre
k. Concernant la vitesse élastique, on a (k + 1)(k + 2) conditions de saut pour (k + 1)(k + 2)
grandeurs ∂
j vi
∂ xj−l ∂ yl
(0 ≤ i ≤ 2, 0 ≤ j ≤ k, 0 ≤ l ≤ j), saut autant d’équations que d’inconnues.
Concernant la contrainte élastique, on obtient seulement (k + 1)(k + 2) conditions de saut pour
les 3(k+1)(k+2)/2 grandeurs
∂j σαβ
∂ xj−l ∂ yl
(0 ≤ j ≤ k, 0 ≤ i ≤ j, 1 ≤ α ≤ 2, α ≤ β ≤ 2). En posant
(6.62)
nc = 2(k + 1)(k + 2),
ni = rg(k,k,5) =
5(k + 1)(k + 2)
2
,
on obtient finalement nc conditions de saut naturelles pour ni composantes de Uk(x,y,t), avec
nc < ni.
6.3.3 Conditions de saut supplémentaires
Dans la section précédente, nous avons montré que le nombre de conditions de saut portant sur la
contrainte élastique, ainsi que sur ses dérivées spatiales, était inférieur au nombre de composante
de la contrainte élastique et de ses dérivées spatiales. Comme dans le cas de l’interface fluide-
fluide, on peut compléter ces conditions par des conditions de saut supplémentaires, déduites des
lois de conservation.
Ordre 0. Pour deux solides parfaitement collés, le déplacement élastique est continu de part et
d’autre de l’interface, soit
(6.63) [u] = 0.
Par application du lemme 3, on a
(6.64)
∂
∂ τ
[u] = 0.
Le produit scalaire avec le vecteur tangent t vérifie alors
(6.65)
(
∂
∂ τ
[u]
)
. t = 0.
L’application du lemme 4 et la définition de t (6.1) permettent d’écrire (6.65) sous la forme
(6.66)
[
x
′2∂ u1
∂ x
+ x
′
y
′
(
∂ u1
∂ y
+
∂ u2
∂ x
)
+ y
′2 ∂ u2
∂ y
]
= 0.
Les relations déformation-contrainte à l’ordre 0 (3.35), vues au chapitre 3, sont en particulier
valables de part et d’autre de Γ. On peut alors simplifier (6.66), ce qui conduit à la condition de
saut supplémentaire
(6.67)
[(
x
′2α1 + y
′2α2
)
σ11 +
x
′
y
′
µ
σ12 +
(
x
′2α2 + y
′2α1
)
σ22
]
= 0,
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où les coefficients α1, α2 sont définis en (3.32). Les conditions de saut naturelles (6.39) et la
condition de saut supplémentaire (6.67) sont indépendantes, et relient de manière bijective les
valeurs limites de σ11, σ12, et σ22 des deux côtés de l’interface. En effet, ces conditions conduisent
au système
(6.68)




y
′2 −2x′y′ x′2
x
′
y
′ −
(
x
′2 − y′2
)
−x′y′
x
′2α1 + y
2α2
x
′
y
′
µ
x
′2α2 + y
′2α1


︸ ︷︷ ︸
∆


σ11
σ12
σ22




=


0
0
0

 .
Après calculs, on obtient
(6.69) det∆ =
(λ+ 2µ)
(
x
′2 + y
′2
)3
4µ (λ+ µ)
> 0,
ce qui démontre la bijection.
Ordre 1. Pour obtenir des conditions de saut supplémentaires portant sur les dérivées spatiales
de σij (1 ≤ i ≤ 2, i ≤ j ≤ 2), on peut dériver (6.67) par rapport à τ et par rapport à t. Cependant,
il s’avère inutile de dériver la condition de saut supplémentaire (6.67) par rapport à t. En effet,
la dérivée par rapport à t de (6.67) revient, par construction même, à
(6.70)
∂
∂ t
((
∂
∂ τ
[u]
)
. t
)
= 0 =
(
∂
∂ τ
(
∂
∂ t
[u]
))
. t,
d’où
(6.71)
(
∂
∂ τ
[v]
)
. t = 0.
Or la condition ∂∂ τ [v] = 0 est déjà utilisée en (6.44) : la condition (6.71) est alors redondante et
inutile. Par contre, en dérivant (6.67) par rapport à τ , on obtient une première condition de saut
supplémentaire à l’ordre un, soit
(6.72)
[
2
(
x
′
x
′′
α1 + y
′
y
′′
α2
)
σ11 +
1
µ
(
x
′
y
′′
+ x
′′
y
′
)
σ12 + 2
(
x
′
x
′′
α2 + y
′
y
′′
α1
)
σ22
+
(
x
′3α1 + x
′
y
′2α2
) ∂ σ11
∂ x
+
x
′2y
′
µ
∂ σ12
∂ x
+
(
x
′3α2 + x
′
y
′2α1
) ∂ σ22
∂ x
+
(
x
′2y
′
α1 + y
′3α2
) ∂ σ11
∂ y
+
x
′
y
′2
µ
∂ σ12
∂ y
+
(
x
′2y
′
α2 + y
′3α1
) ∂ σ22
∂ y
]
= 0.
Nous cherchons maintenant une deuxième condition de saut supplémentaire à l’ordre un. Pour
cela, on calcule
(6.73)
∂2
∂ τ2
[u] = 0.
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Cependant, la condition (6.73) ne peut pas être utilisée telle quelle : en effet, pour ∂∂ τ t non nul,
la condition (6.73) conduit après calculs aux termes ∂ u1∂ y et
∂ u2
∂ x , dont seule la somme est connue
via (3.35). Pour faire apparaître cette somme, on calcule en pratique
(6.74)
(
∂2
∂ τ2
[u]
)
.
∂
∂ τ
t = 0,
ce qui conduit à une condition de saut non triviale uniquement si ∂∂ τ t est non nul (en particulier,
si Γ n’est pas une interface plane) ; nous étudions tout d’abord ce cas. L’application du lemme
4, puis des manipulations algébriques, permettent alors d’écrire (6.74) sous la forme
(6.75)
[
x
′′2∂ u1
∂ x
+ x
′2x
′′ ∂2 u1
∂ x2
+ 2x
′
x
′′
y
′ ∂2 u1
∂ x ∂ y
+ x
′′
y
′2 ∂
2 u1
∂ y2
+y
′′2∂ u2
∂ y
+ y
′2y
′′ ∂2 u2
∂ y2
+ 2x
′
y
′
y
′′ ∂2 u2
∂ x ∂ y
+ x
′2y
′′ ∂2 u2
∂ x2
+x
′′
y
′′
(
∂ u1
∂ y
+
∂ u2
∂ x
)]
= 0.
A partir des relations déformation-contraintes vues au chapitre 3 (voir (3.35)) et de (6.75), on
obtient alors la deuxième condition supplémentaire à l’ordre un, valable si ∂∂ τ t 6= 0, soit
(6.76)[(
x
′′2α1 + y
′′2α2
)
σ11 +
x
′′
y
′′
µ
σ12 +
(
x
′′2α2 + y
′′2α1
)
σ22
+
((
2x
′
y
′
y
′′ − x′′y′2
)
α2 + x
′2x
′′
α1
) ∂ σ11
∂ x
+
x
′2y
′′
µ
∂ σ12
∂ x
+
((
2x
′
y
′
y
′′ − x′′y′2
)
α1 + x
′2x
′′
α2
) ∂ σ22
∂ x
+
((
2x
′
x
′′
y
′ − x′2y′′
)
α1 + y
′2y
′′
α2
) ∂ σ11
∂ y
+
x
′′
y
′2
µ
∂ σ12
∂ y
+
((
2x
′
x
′′
y
′ − x′2y′′
)
α2 + y
′2y
′′
α1
) ∂ σ22
∂ y
]
= 0.
La condition de saut (6.76) revient cependant à une condition triviale si ∂∂ τ t = 0, ce qui est en
particulier le cas pour une interface plane. Il convient alors de traiter ce cas à part. On remarque
tout d’abord que la première condition de saut supplémentaire à l’ordre un (6.72), revient à
(6.77)
∂
∂ τ
((
∂
∂ τ
[u]
)
. t
)
=
(
∂2
∂ τ2
[u]
)
. t +
(
∂
∂ τ
[u]
)
.
∂
∂ τ
t = 0.
Si ∂∂ τ t = 0, la condition (6.77) revient alors à calculer
(6.78)
(
∂2
∂ τ2
[u]
)
. t = 0.
Pour déterminer une deuxième condition de saut supplémentaire à l’ordre un, indépendante de
(6.78), il suffit de calculer
(6.79)
∂2
∂ τ2
[u].n = 0.
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Après calculs, on obtient ainsi la deuxième condition de saut supplémentaire à l’ordre un, valable
dans le cas ∂∂ τ t = 0, soit
(6.80)[(
x
′2y
′
(α1 − 2α2)− y′3α2
) ∂ σ11
∂ x
− x
′3
µ
∂ σ12
∂ x
+
(
x
′2y
′
(α2 − 2α1)− y′3α1
) ∂ σ22
∂ x
+
(
x
′2y
′
(2α1 − α2) + x′3α1
) ∂ σ11
∂ y
+
y
′3
µ
∂ σ12
∂ y
+
(
x
′2y
′
(2α2 − α1) + x′3α2
) ∂ σ22
∂ y
]
= 0.
Ordre 2. On dérive (6.67) deux fois par rapport à τ , d’où
(6.81)[
2
((
x
′′2 + x
′
x
′′′
)
α1 +
(
y
′′2 + y
′
y
′′′
)
α2
)
σ11 +
1
µ
(
x
′
y
′′′
+ 2x
′′
y
′′
+ x
′′′
y
′
)
σ12
+2
((
x
′′2 + x
′
x
′′′
)
α2 +
(
y
′′2 + y
′
y
′′′
)
α1
)
σ22 +
(
5x
′2x
′′
α1 +
(
x
′′
y
′2 + 4x
′
y
′
y
′′
)
α2
) ∂ σ11
∂ x
+
3
µ
(
x
′
x
′′
y
′
+ x
′2y
′′
) ∂ σ12
∂ x
+
(
5x
′2x
′′
α2 +
(
x
′′
y
′2 + 4x
′
y
′
y
′′
)
α1
) ∂ σ22
∂ x
+
((
4x
′
x
′′
y
′
+ x
′2y
′′
)
α1 + 5 y
′2y
′′
α2
) ∂ σ11
∂ y
+
1
µ
(
3x
′
y
′
y
′′
+ 2x
′′
y
′2
) ∂ σ12
∂ y
+
(
5 y
′2y
′′
α1 +
(
4x
′
x
′′
y
′
+ x
′2y
′′
)
α2
) ∂ σ22
∂ y
+
(
x
′4α1 + x
′2y
′2α2
) ∂2 σ11
∂ x2
+
x
′3y
′
µ
∂2 σ12
∂ x2
+
(
x
′4α2 + x
′2y
′2α1
) ∂2 σ22
∂ x2
+ 2
(
x
′3y
′
α1 + x
′
y
′3α2
) ∂2 σ11
∂ x ∂ y
+
2x
′2y
′2
µ
∂2 σ12
∂ x ∂ y
+2
(
x
′3y
′
α2 + x
′
y
′3α1
) ∂2 σ22
∂ x ∂ y
+
(
x
′2y
′2α1 + y
′4α2
) ∂2 σ11
∂ y2
+
x
′
y
′3
µ
∂2 σ12
∂ y2
+
(
x
′2y
′2α2 + y
′4α1
) ∂2 σ22
∂ y2
]
= 0.
On cherche une deuxième condition de saut. Pour cela, on utilise
(6.82)
(
∂3
∂ τ3
[u]
)
.
∂2
∂ τ2
t = 0,
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qui conduit à une condition non triviale si ∂
2
∂ τ2
t 6= 0. Dans ce cas, on obtient après calculs et
utilisation des relations déformation-contrainte (3.35),
(6.83)[(
x
′′′2α1 + y
′′′2α2
)
σ11 +
x
′′′
y
′′′
µ
σ12 +
(
x
′′′2α2 + y
′′′2α1
)
σ22
+3
(
x
′
x
′′
x
′′′
α1 −
(
x
′
y
′′
y
′′′
+ x
′′
y
′
y
′′′
+ x
′′′
y
′
y
′′
)
α2
) ∂ σ11
∂ x
+
3x
′
x
′′
y
′′′
µ
∂ σ12
∂ x
+3
((
x
′
y
′′
y
′′′
+ x
′′
y
′
y
′′′ − x′′′y′y′′′
)
α1 + x
′
x
′′
x
′′′
α2
) ∂ σ22
∂ x
+3
((
x
′
x
′′′
y
′′
+ x
′′
x
′′′
y
′ − x′x′′y′′′
)
α1 + y
′
y
′′
y
′′′
α2
) ∂ σ11
∂ y
+
3x
′′′
y
′
y
′′
µ
∂ σ12
∂ y
+3
(
y
′
y
′′
y
′′′
α1 +
(
x
′′
x
′′′
y
′
+ x
′
x
′′′
y
′′ − x′x′′y′′′
)
α2
) ∂ σ22
∂ y
+
(
x
′3x
′′′
α1 + 3x
′2y
′
y
′′′
α2
) ∂2 σ11
∂ x2
+
x
′3y
′′′
µ
∂2 σ12
∂ x2
+
(
x
′3x
′′′
α2 + 3x
′2y
′
y
′′′
α1
) ∂2 σ22
∂ x2
+
((
3x
′2x
′′′
y
′ − x′3y′′′
)
α1 +
(
3x
′
y
′2y
′′′ − x′′′y′3
)
α2
) ∂2 σ11
∂ x ∂ y
+
((
3x
′
y
′2y
′′′ − x′′′y′3
)
α1 +
(
3x
′2x
′′′
y
′ − x′3y′′′
)
α2
) ∂2 σ22
∂ x ∂ y
+
(
3x
′
x
′′′
y
′2α1 + y
′3y
′′′
α2
) ∂2 σ11
∂ y2
+
x
′′′
y
′3
µ
∂2 σ12
∂ y2
+
(
3x
′
x
′′′
y
′2α2 + y
′3y
′′′
α1
) ∂2 σ22
∂ y2
]
= 0.
Par contre, dans le cas ∂
2
∂ τ2
t = 0 (ce qui est en particulier le cas d’une interface plane), on utilise
(6.84)
∂3
∂ τ3
[u].n = 0,
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et on obtient après calculs
(6.85)[
3
(
x
′
x
′′
y
′
α1 −
(
x
′
x
′′
y
′
+ x
′2y
′′
+ y
′2y
′′
)
α2
) ∂ σ11
∂ x
− 3x
′2x
′′
µ
∂ σ12
∂ x
−3
((
x
′
x
′′
y
′
+ x
′2y
′′
+ y
′2y
′′
)
α1 − x′x′′y′α2
) ∂ σ22
∂ x
+ 3
((
x
′2x
′′
+ x
′′
y
′2 + x
′
y
′
y
′′
)
α1 − x′y′y′′α2
) ∂ σ
∂
+
3 y
′2y
′′
µ
∂ σ12
∂ y
− 3
(
x
′
y
′
y
′′
α1 −
(
x
′2x
′′
+ x
′′
y
′2 + x
′
y
′
y
′′
)
α2
) ∂ σ22
∂ y
+
(
x
′3y
′
α1 − 3x′3y′α2
) ∂2 σ11
∂ x2
+
((
x
′4 + 3x
′2y
′2
)
α1 −
(
y
′4 + 3x
′2y
′2
)
α2
) ∂2 σ11
∂ x ∂ y
−
((
y
′4 + 3x
′2y
′2
)
α1 −
(
x
′4 + 3x
′2y
′2
)
α2
) ∂2
∂ x
+
(
3x
′
y
′3α1 − x′y′3α2
) ∂2 σ11
∂ y2
+
y
′4
µ
∂2 σ12
∂ y2
+
(
3x
′
y
′3α2 − x′y′3α1
) ∂2 σ22
∂ y2
]
= 0.
Ordre k. A l’ordre k, on cherche deux conditions de saut supplémentaires. Si ∂
k
∂ τk
t 6= 0, on
calcule
(6.86)
∂k+1
∂ τk+1
((
∂
∂ τ
[u]
)
. t
)
= 0,
(
∂k+1
∂ τk+1
[u]
)
.
∂k
∂ τk
t = 0.
Le calcul de la première équation de (6.86) est direct. Le calcul de la deuxième équation de (6.86)
repose sur les relations déformation-contrainte à l’ordre k. Si ∂
k
∂ τk
t = 0, les deux conditions de
saut supplémentaires sont
(6.87)
(
∂k+1
∂ τk+1
[u]
)
.n = 0,
(
∂k+1
∂ τk+1
[u]
)
. t = 0.
Bilan des équations. Finalement, de l’ordre 0 jusqu’à l’ordre k, on obtient ainsi ns = 2 k + 1
conditions de saut supplémentaires.
6.3.4 Ecriture matricielle des conditions de saut
Les conditions de saut naturelles et supplémentaires calculées dans les sections précédentes jus-
qu’à k = 2 peuvent être résumées de façon matricielle. Pour cela, nous définissons une matrice
C de la même façon que dans le cas fluide-fluide, et vérifiant en particulier (6.36) et (6.37). Nous
renvoyons à l’annexe 1 pour l’expression détaillée de C.
6.4 Interface solide-solide (contact imparfait)
6.4.1 Introduction
Nous traitons maintenant le cas de deux solides élastiques reliés par un contact imparfait. Le degré
de contact est modélisé par des conditions de type masse-ressort, généralisant celles déjà vues en
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1D au chapitre 5. A chaque instant et en tout point de l’interface, les sauts des composantes de
la vitesse élastique et de la contrainte élastique normale sont non nuls : ils sont linéairement reliés
aux composantes de la contrainte normale et de la vitesse élastique d’un côté de l’interface. La
zone de contact est alors décrite par un modèle rhéologique simple : un système masse-ressort. Les
valeurs de masse et de ressorts peuvent être calculées dans des cas académiques. Autrement, elles
doivent être déterminées par des essais ultrasonores ou mécaniques, et sont reliées à la qualité
du contact.
6.4.2 Conditions de saut naturelles
M
K
K
1
M
N
N
T
T
Ω
Ω 0
Fig. 6.2 – Modèle rhéologique décrivant un contact imparfait entre les milieux Ω0 et Ω1.
Ordre 0. Les paramètres physiques sont les mêmes qu’en (6.38). Etant données quatre constantes
positives KN , KT , MN et MT , les conditions
(6.88)
[uN ] =
1
KN
1
‖ n ‖ σN (P
−,t),
[uT ] =
1
KT
1
‖ n ‖ σT (P
−,t),
[σN ] = MN ‖ n ‖ ∂
2
∂ t2
uN (P
−,t),
[σT ] = MT ‖ n ‖ ∂
2
∂ t2
uT (P
−,t),
généralisent les conditions de contact parfait entre deux solides (6.39). Elle sont appelées condi-
tions de type masse-ressort par analogie avec les équations du mouvement d’un ensemble de
masses et de ressorts, constituant un modèle rhéologique de l’interface (figure 6.2).
Ces conditions de type masse-ressort présentent des analogies avec les modèles adhésifs utilisés en
Mécanique des Solides pour décrire des fissures et des interfaces fibres-matrices [58]. Les termes
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de raideur KN et KT dépendent alors de la sollicitation imposée et de l’état d’endommagement,
et les termes inertiels MN et MT sont négligés. Dans le cas qui nous intéresse ici (à savoir la
propagation des ondes élastiques), nous supposonsKN ,KT ,MN etMT constants et indépendants
du champ élastique. Nous explicitons les valeurs de ces constantes dans un cas académique plus
loin dans la section.
Pour KN = +∞, KT = +∞,MN = 0 etMT = 0, les conditions (6.88) conduisent aux conditions
de contact parfait entre deux solides parfaitement collés (6.39). Pour KN = +∞, KT → 0,
MN = 0 et MT = 0, les conditions (6.88) impliquent les conditions de contact parfait entre deux
solides glissant sans frottement, cas non présenté ici. Enfin, pour KN → 0, KT → 0, MN = 0 et
MT = 0, les conditions (6.88) impliquent σN (P
±,t) = σT (P
±,t) = 0 : Γ est alors une surface libre
de contraintes. Pour des paramètres physiques identiques en Ω0 et Ω1, le milieu n’est homogène
que si KN = +∞, KT = +∞, MN = 0 et MT = 0 : si une de ces conditions n’est pas vérifiée,
une onde incidente sera réfléchie par l’interface. Entre tous ces cas limites, les conditions de type
masse-ressort décrivent continûment une large gamme de degrés de contacts entre solides.
Comme dans le cas 1D, les conditions de type masse-ressort (6.88) sont asymétriques siMN 6= 0,
MT 6= 0, KN < +∞ et KT < +∞. L’asymétrie peut être éliminée en suivant le modèle (5.12) ;
les calculs étant plus lourds sans apporter de concept nouveau, nous ne poursuivons pas dans
cette voie.
On exprime maintenant les quatre conditions de saut naturelles (6.88) en fonction de v1, v2, σ11,
σ12 et σ22. Pour cela, on dérive les deux premières équations de (6.88) par rapport à t
(6.89)
[vN ] =
1
KN
1
‖ n ‖
∂
∂ t
σN (P
−,t),
[vT ] =
1
KT
1
‖ n ‖
∂
∂ t
σT (P
−,t),
[σN ] = MN ‖ n ‖ ∂
∂ t
vN (P
−,t),
[σT ] = MT ‖ n ‖ ∂
∂ t
vT (P
−,t).
A partir des expressions de vN , vT , σN et σT recensées dans (6.2) et des lois de conservation
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(3.17), on obtient alors les quatre conditions de saut naturelles
(6.90)[
y
′
v1 − x′v2
]
=
1
KN
1√
x′2 + y′2
×
×
(((
x
′2 + y
′2
)
λ+ 2 y
′2µ
) ∂ v1
∂ x
− 2x′y′µ∂ v2
∂ x
− 2x′y′µ∂ v1
∂ y
+
((
x
′2 + y
′2
)
λ+ 2x
′2µ
) ∂ v2
∂ y
)−
,
[
x
′
v1 + y
′
v2
]
=
1
KT
1√
x′2 + y′2
×
×
(
2x
′
y
′
µ
∂ v1
∂ x
−
(
x
′2 − y′2
)
µ
∂ v2
∂ x
−
(
x
′2 − y′2
)
µ
∂ v1
∂ y
− 2x′y′µ ∂ v2
∂ y
)−
,
[
y
′2σ11 − 2x′y′σ12 + x′2σ22
]
= MN
√
x′2 + y′2×
×
(
y
′
ρ
∂ σ11
∂ x
− x
′
ρ
∂ σ12
∂ x
+
y
′
ρ
∂ σ12
∂ y
− x
′
ρ
∂ σ22
∂ y
)−
,
[
x
′
y
′
σ11 −
(
x
′2 − y′2
)
σ12 − x′y′σ22
]
= MT
√
x′2 + y′2×
×
(
x
′
ρ
∂ σ11
∂ x
+
y
′
ρ
∂ σ12
∂ x
+
x
′
ρ
∂ σ12
∂ y
+
y
′
ρ
∂ σ22
∂ y
)−
.
On obtient ainsi deux conditions de saut indépendantes pour les deux composantes v1 et v2 de
la vitesse élastique, et seulement deux conditions de saut pour les trois composantes indépen-
dantes σ11, σ12 et σ22 du tenseur des contraintes élastiques. On remarque, comme en 1D, que le
second membre des conditions de type masse-ressort fait intervenir des dérivées spatiales d’ordre
supérieur au membre de gauche.
Pour obtenir des conditions de saut portant sur les dérivées spatiales successives de U (x,y,t),
on dérive maintenant (6.90) un certain nombre de fois par rapport à τ et à t. Les dérivées
des membres de gauche de (6.90) ayant déjà été calculées et présentées en section 6.2, nous ne
présentons ici que les membres de droite. De plus, nous ne présentons les calculs qu’à l’ordre un.
Ordre 1. Dans un premier temps, on dérive les quatre équations de (6.39) par rapport à τ , ce
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qui conduit respectivement à
(6.91)
∂
∂ τ
[vN ] =
1
KN
1√
x′2 + y′2
×
{((
x
′
x
′′
+ y
′
y
′′
)
λ+
(
4 y
′
y
′′ − 2 x
′
x
′′
+ y
′
y
′′
x
′2 + y
′2
y
′2
)
µ
)
∂ v1
∂ x
− 2 x
′′
y
′3 + x
′3y
′′
x
′2 + y
′2
µ
∂ v2
∂ x
−2 x
′′
y
′3 + x
′3y
′′
x
′2 + y
′2
µ
∂ v1
∂ y
+
((
x
′
x
′′
+ y
′
y
′′
)
λ+
(
4x
′
x
′′ − 2 x
′
x
′′
+ y
′
y
′′
x
′2 + y
′2
x
′2
)
µ
)
∂ v2
∂ y
+
((
x
′3 + x
′
y
′2
)
λ+ 2x
′
y
′2µ
) ∂2 v1
∂ x2
+
((
x
′2y
′
+ y
′3
)
λ+ 2
(
y
′3 − x′2
)
µ
) ∂2 v1
∂ x ∂ y
−2x′2y′µ ∂
2 v2
∂ x2
+
((
x
′3 + x
′
y
′2
)
λ+ 2
(
x
′3 − x′y′2
)
µ
) ∂2 v2
∂ x ∂ y
− 2x′y′2µ ∂
2 v1
∂ y2
+
((
x
′2y
′
+ y
′3
)
λ+ 2
(
x
′2y
′ − x′y′
)
µ
) ∂2 v2
∂ y2
}−
,
et
(6.92)
∂
∂ τ
[vT ] =
1
KT
1√
x′2 + y′2
×
{
−x
′3x
′′ − 3x′2y′y′′ + 3x′x′′y′2 − y′3y′′
x
′2 + y
′2
µ
(
∂ v2
∂ x
+
∂ v1
∂ y
)
+ 2
x
′3y
′′
+ x
′′
y
′3
x
′2 + y
′2
µ
(
∂ v1
∂ x
− ∂ v2
∂ y
)
+2x
′2y
′
µ
∂2 v1
∂ x2
−
(
x
′3 − x′y′2
)
µ
∂2 v2
∂ x2
+
(
x
′
y
′2 − x′3
)
µ
∂2 v1
∂ x ∂ y
−
(
3x
′2y
′ − y′3
)
µ
∂2 v2
∂ x ∂ y
−
(
x
′2y
′ − y′3
)
µ
∂2 v1
∂ y2
− 2x′y′2µ ∂
2 v2
∂ y2
}−
,
et
(6.93)
∂
∂ τ
[σN ] = MN
√
x′2 + y′2×
{(
y
′′
ρ
+
x
′
x
′′
+ y
′
y
′′
x
′2 + y
′2
y
′
ρ
)(
∂ σ11
∂ x
+
∂ σ12
∂ y
)
−
(
x
′′
ρ
+
x
′
x
′′
+ y
′
y
′′
x
′2 + y
′2
x
′
ρ
)(
∂ σ12
∂ x
+
∂ σ22
∂ y
)
+
y
′2
ρ
(
∂2 σ11
∂ x ∂ y
+
∂2 σ12
∂ y2
)
+
x
′
y
′
ρ
(
∂2 σ11
∂ x2
− ∂
2 σ22
∂ y2
)
− x
′2
ρ
(
∂2 σ12
∂ x2
+
∂2 σ12
∂ x∂ y
)}−
,
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et
(6.94)
∂
∂ τ
[σT ] = MT
√
x
′2 + y
′2×
{(
x
′′
ρ
+
x
′
x
′′
+ y
′
y
′′
x
′2 + y
′2
x
′
ρ
)(
∂ σ11
∂ x
+
∂ σ12
∂ y
)
+
(
y
′′
ρ
+
x
′
x
′′
+ y
′
y
′′
x
′2 + y
′2
y
′
ρ
)(
∂ σ12
∂ x
+
∂ σ22
∂ y
)
+
x
′2
ρ
∂2 σ11
∂ x2
+
x
′
y
′
ρ
∂2 σ12
∂ x2
+
x
′
y
′
ρ
∂2 σ11
∂ x ∂ y
+
x
′2 + y
′2
ρ
∂2 σ12
∂ x ∂ y
+
x
′
y
′
ρ
∂2 σ22
∂ x ∂ y
+
x
′
y
′
ρ
∂2 σ12
∂ y2
+
y
′2
ρ
∂2 σ22
∂ y2
}−
.
Dans un deuxième temps, on dérive les quatre équations de (6.90) par rapport à t. Les lois de
conservation (3.17) conduisent alors respectivement à
(6.95)
∂
∂ t
[vN ] =
1
KN
1√
x′2 + y′2
×
×
{((
x
′2 + y
′2
)
λ+ 2 y
′2µ
) 1
ρ
∂2 σ11
∂ x2
− 2x′y′ µ
ρ
∂2 σ12
∂ x2
− 2x′y′ µ
ρ
∂2 σ11
∂ x ∂ y
+
(
2
(
x
′2 + y
′2
)
λ+
(
x
′2 + y
′2 − x′y′
)
µ
) 1
ρ
∂2 σ12
∂ x ∂ y
− 2x′y′ µ
ρ
∂2 σ12
∂ y2
+
((
x
′2 + y
′2
)
λ+ 2x
′2µ
) 1
ρ
∂2 σ22
∂ y2
}−
l
et
(6.96)
∂
∂ t
[vT ] =
1
KT
1√
x′2 + y′2
×
×
{
2x
′
y
′ µ
ρ
∂2 σ11
∂ x2
−
(
x
′2 − y′2
) µ
ρ
∂2 σ12
∂ x2
−
(
x
′2 − y′2
) µ
ρ
∂2 σ11
∂ x ∂ y
−
(
x
′2 − y′2
) µ
ρ
∂2 σ22
∂ x ∂ y
−
(
x
′2 − y′2
) µ
ρ
∂2 σ12
∂ y2
− 2x′y′ µ
ρ
∂2 σ22
∂ y2
}−
,
et
(6.97)
∂
∂ t
[σN ] = MN
√
x′2 + y′2×
×
{
y
′ λ+ 2µ
ρ
∂2 v1
∂ x2
− x′ µ
ρ
∂2 v2
∂ x2
− x′ λ+ µ
ρ
∂2 v1
∂ x ∂ y
+y
′ λ+ µ
ρ
∂2 v2
∂ x ∂ y
+ y
′ µ
ρ
∂2 v1
∂ y2
− x′ λ+ 2µ
ρ
∂2 v2
∂ y2
}−
,
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et
(6.98)
∂
∂ t
[σT ] = MT
√
x′2 + y′2×
×
{
x
′ λ+ 2µ
ρ
∂2 v1
∂ x2
+ y
′ µ
ρ
∂2 v2
∂ x2
+ y
′ λ+ µ
ρ
∂2 v1
∂ x ∂ y
+x
′ λ+ µ
ρ
∂2 v2
∂ x ∂ y
+ x
′ µ
ρ
∂2 v1
∂ y2
+ y
′ λ+ 2µ
ρ
∂2 v2
∂ y2
}−
.
On obtient ainsi quatre conditions de saut pour les quatre composantes ∂ vi∂ x et
∂ vi
∂ y (1 ≤ i ≤ 2).
Par contre, on obtient seulement quatre conditions de saut pour les six composantes
∂ σij
∂ x et
∂ σij
∂ y
(1 ≤ i ≤ j, i ≤ j ≤ 2).
Ordre k. Les calculs présentés à l’ordre un se généralisent facilement aux ordres supérieurs, en
suivant le modèle de l’interface solide-solide parfaite. Pour obtenir les conditions de saut portant
sur les grandeurs Uk(x,y,t) (0 ≤ j ≤ k), on dérive k fois les conditions de saut naturelles (6.90)
par rapport à τ et par rapport à t, et on écrit (0 ≤ j ≤ k)
(6.99)
∂k
∂ τk−j ∂ tj
[vN ] =
1
KN
1
‖ n ‖
∂k
∂ τk−j ∂ tj
σ−N ,
∂k
∂ τk−j ∂ tj
[vT ] =
1
KN
1
‖ n ‖
∂k
∂ τk−j ∂ tj
σ−T ,
∂k
∂ τk−j ∂ tj
[σN ] =MN ‖ n ‖ ∂
k
∂ τk−j ∂ tj
v−N ,
∂k
∂ τk−j ∂ tj
[σT ] = MT ‖ n ‖ ∂
k
∂ τk−j ∂ tj
v−T .
On applique les règles de dérivations du lemme 3 et du lemme 4, puis on transforme les dérivées
temporelles à l’ordre j (0 ≤ j ≤ k) en dérivées spatiales d’ordre j, via les relations à l’ordre j
(3.16). Après calculs, on obtient ainsi 2(k + 1) conditions de saut pour les 2(k + 1) grandeurs
∂k vi
∂ xk−j ∂ yj
(0 ≤ i ≤ 2, 0 ≤ j ≤ k). Par contre, on obtient seulement 2(k + 1) conditions de saut
pour les 3(k + 1) grandeurs
∂k σαβ
∂ xk−j ∂ yj
(1 ≤ α ≤ 2, α ≤ β ≤ 2, 0 ≤ j ≤ k).
6.4.3 Ecriture matricielle des conditions de saut
Nous résumons ici les conditions de saut naturelles dans le cas d’une interface imparfaite. Pour
cela, on écrit
(6.100) [C Uk] =KUk+1(P
−,t).
La matrice C est la même que dans le cas du contact parfait. La matrice K est explicitée en
annexe 1.
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6.4.4 Calcul des conditions de type masse-ressort
SV
P
x0+h
P
θ
θ
SV
p
p
Ω Ω0 1
x
y
O
θs
θs
x0
Fig. 6.3 – Ondes P et SV dans une couche élastique plane d’épaisseur h.
On peut obtenir les conditions (6.88) et calculer les valeurs des raideurs et masses dans un cas
particulier : l’interface imparfait décrit une couche élastique reliant Ω0 et Ω1, très mince devant
les longueurs d’onde propagées (figure 6.3). Nous précisons ici succintement les différentes étapes
du calcul. Les paramètres physiques de la couche intermédiaire sont la masse volumique ρ˜, la
célérité des ondes de compression c˜p et de cisaillement c˜s. Les deux faces de la couche sont
supposées planes, d’abscisses x0 et x0 + h et en contact parfait.
En régime harmonique, on peut décomposer toute onde de pulsation ω dans la couche inter-
médiaire sur la base de quatre types d’ondes : deux ondes P et SV “montantes” (se propageant
suivant les x croissants), et deux ondes P et SV “descendantes” (se propageant suivant les x
décroissants). Un calcul classique (non reproduit ici) consiste à relier les valeurs limites du dé-
placement élastique uˆ et de la contrainte élastique normale à l’interface σˆ.n, des deux côtés de
l’interface, via une matrice de transfert [12]. Les chapeaux et lignes sur u et σ signifient respec-
tivement que l’on travaille sur les transformées de Fourier en temps des quantités considérées, et
dans le repère local lié à la couche.
En supposant la longueur d’onde λ0 très grande devant l’épaisseur h de la couche (approximation
quasi-statique), on peut simplifier la matrice de transfert. On néglige les termes en O((h/λ)2)
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dans la matrice de transfert (λ est la longueur d’onde dans le milieu intermédiaire), et on pose
(6.101)
KN =
ρ˜ c˜p
2
h
,
KT =
ρ˜ c˜s
2
h
,
MN = ρ˜ h,
MT = MN
(
1− 2 sin2 θs
(
cos2 θs + 2
(
c˜s
c˜p
)2)
− 4 sin2 θs
)
,
où θs est l’angle que font les ondes SV avec la normale (figure 6.3). On obtient alors après calculs
(6.102)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
[
uˆ1
]
=
1
KN
σˆ
−
11,
[
uˆ2
]
=
1
KT
σˆ
−
12,
[
σˆ11
]
= −MN ω2 uˆ−1 ,[
σˆ12
]
= −MT ω2 uˆ−2 ,
⇒
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
[u1] =
1
KN
σ−11,
[u2] =
1
KT
σ−12,
[σ11] = MN
∂2
∂ t2
u−1 ,
[σ12] = MT
∂2
∂ t2
u−2 .
Les expressions (6.101) et (6.102) sont classiques [67] ; de façon générale, les auteurs négligent
souvent les termes de masse, conduisant parfois à des erreurs grossières si ρ˜ est grande devant ρ0
et ρ1 [67]. On remarque que la masse tangentielle MT dépend de l’angle d’incidence des ondes
dans la couche. Pour aborder le cas plus général d’une interface plane inclinée, nous utilisons les
formules de changement de repère (9.90) et (9.111). Après calculs, on retrouve (6.88).
6.5 Interface fluide-solide
6.5.1 Introduction
Nous traitons enfin le cas de l’interface entre un fluide parfait (non visqueux) au repos et un
solide élastique isotrope. Ce cas est rarement traité dans la littérature, principalement pour deux
raisons. D’une part, on ne dispose pas de conditions de saut supplémentaires, ce qui empêche
l’application des méthodes d’interface classiques. D’autre part, les quantités calculées de part et
d’autre de l’interface sont différentes : en plus des composantes de la vitesse, on calcule la pression
acoustique dans le fluide, et les trois composantes indépendantes du tenseur des contraintes
élastiques du côté solide.
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6.5.2 Conditions de saut naturelles
Ordre 0. Considérons un solide élastique Ω0 (masse volumique ρ0, célérités cp0 des ondes P et
cs0 des ondes SV) et un fluide parfait Ω1 (masse volumique ρ1, célérité des ondes acoustiques c1).
Les paramètres physiques sont constants de part et d’autre de l’interface. La vitesse normale et
les efforts normaux dus à la propagation des ondes sont continus à l’interface, soit
(6.103)
[v.n] = 0,
(−pn)+ = (σ n)− .
A partir de (6.103) et de l’expression du vecteur normal n, on obtient
(6.104)
[
y
′
v1 − x′v2
]
= 0,
(
x
′2 + y
′2
)
p = −y′2σ11 + 2x′y′σ12 − x′2σ22,
0 = x
′
y
′
σ11 +
(
y
′2 − x′2
)
σ12 − x′y′σ22,
soit deux conditions de saut et une conditions aux limites. Rappelons que (x(τ),y(τ)) est une
représentation paramétrée de Γ. Du côté fluide, ces conditions reviennent à une condition de
saut pour les deux composantes de la vitesse acoustique et à une condition de saut pour la
pression acoustique. Du côté solide, ces conditions reviennent à une condition de saut pour les
deux composantes de la vitesse élastique, à une condition de saut et à une condition aux limites
pour les trois composantes du tenseur des contraintes élastiques.
Pour obtenir des conditions de saut portant sur les dérivées spatiales de U(x,y,t) des deux côtés
de l’interface, nous dérivons maintenant les conditions (6.104) par rapport à t et τ .
Ordre 1. En dérivant les trois équations de (6.104) par rapport à τ , on obtient respectivement
(6.105)
[
y
′′
v1 − x′′v2 + x′y′ ∂ v1
∂ x
− x′2 ∂ v2
∂ x
+ y
′2∂ v1
∂ y
− x′y′ ∂ v2
∂ y
]
= 0,
et
(6.106)
2
(
x
′
x
′′
+ y
′
y
′′
)
p+
(
x
′3 + x
′
y
′2
) ∂ p
∂ x
+
(
x
′2y
′
+ y
′3
) ∂ p
∂ y
= −2 y′y′′σ11 + 2
(
x
′′
y
′
+ x
′
y
′′
)
σ12 − 2x′x′′σ22 − x′y′2 ∂ σ11
∂ x
+ 2x
′2y
′ ∂ σ12
∂ x
−x′3∂ σ22
∂ x
− y′3 ∂ σ11
∂ y
+ 2x
′
y
′2 ∂ σ12
∂ y
− x′2y′ ∂ σ22
∂ y
,
et
(6.107)
0 =
(
x
′′
y
′
+ x
′
y
′′
)
σ11 + 2
(
y
′
y
′′ − x′x′′
)
σ12 −
(
x
′′
y
′
+ x
′
y
′′
)
σ22
+x
′2y
′ ∂ σ11
∂ x
+
(
x
′
y
′2 − x′3
) ∂ σ12
∂ x
− x′2y′ ∂ σ22
∂ x
+ x
′
y
′2∂ σ11
∂ y
+
(
y
′3 − x′2y′
) ∂ σ12
∂ y
− x′y′2∂ σ22
∂ y
.
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On dérive ensuite les trois équations de (6.104) par rapport à t. On remplace alors les dérivées
temporelles par des dérivées spatiales via les lois de conservation. On obtient respectivement
(6.108)
(
−y
′
ρ
∂ p
∂ x
+
x
′
ρ
∂ p
∂ y
)+
=
(
y
′
ρ
∂ σ11
∂ x
− x
′
ρ
∂ σ12
∂ x
+
y
′
ρ
∂ σ12
∂ y
− x
′
ρ
∂ σ22
∂ y
)−
,
et
(6.109)(
−
(
x
′2 + y
′2
)
ρ c2
∂ v1
∂ x
−
(
x
′2 + y
′2
)
ρ c2
∂ v2
∂ y
)+
=
(
−
(
y
′2 (λ+ 2µ) + x
′2λ
) ∂ v1
∂ x
+ 2x
′
y
′
µ
∂ v2
∂ x
+ 2x
′
y
′
µ
∂ v1
∂ y
−
(
x
′2 (λ+ 2µ) + y
′2λ
) ∂ v2
∂ y
)−
,
et
(6.110) 0 =
(
2x
′
y
′ ∂ v1
∂ x
+
(
y
′2 − x′2
) ∂ v2
∂ x
+
(
y
′2 − x′2
) ∂ v1
∂ y
− 2x′y′ ∂ v2
∂ y
)−
.
Résumons les six conditions obtenues à l’ordre 1. Du côté fluide, ces conditions reviennent à
deux conditions de saut pour les quatre grandeurs ∂ vi
∂ x1−j ∂ yj
(1 ≤ i ≤ 2, 0 ≤ j ≤ 1), et à deux
conditions de saut pour les deux grandeurs ∂ p
∂ x1−j ∂ yj
(0 ≤ j ≤ 1). Du côté solide, ces conditions
reviennent à deux conditions de saut et une conditions aux limites pour les quatre composantes
∂ vi
∂ x1−j ∂ yj
(1 ≤ i ≤ 2, 0 ≤ j ≤ 1), et à deux conditions de saut et une condition aux limites pour
les six grandeurs
∂ σαβ
∂ x1−i ∂ yi
(1 ≤ α ≤ 2, α ≤ β ≤ 2, 0 ≤ i ≤ 1).
Ordre 2. On dérive les trois équations de (6.104) deux fois par rapport à τ . On obtient alors
respectivement
(6.111)[
y
′′′
v1 − x′′′v2 +
(
2x
′
y
′′
+ x
′′
y
′
) ∂ v1
∂ x
− 3x′x′′ ∂ v2
∂ x
+ 3 y
′
y
′′ ∂ v1
∂ y
−
(
2x
′′
y
′
+ x
′
y
′′
) ∂ v2
∂ y
+x
′2y
′ ∂2 v1
∂ x2
− x′3∂
2 v2
∂ x2
+ 2x
′
y
′2 ∂
2 v1
∂ x ∂ y
− 2x′2y′ ∂
2 v2
∂ x ∂ y
+ y
′3∂
2 v1
∂ y2
− x′y′2 ∂
2 v2
∂ y2
]
= 0,
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et
(6.112)
2
(
x
′′2 + x
′
x
′′′
+ y
′′2 + y
′
y
′′′
)
p+
(
5x
′2x
′′
+ 4x
′
y
′
y
′′
+ x
′′
y
′2
) ∂ p
∂ x
+
(
5 y
′2y
′′
+ 4x
′
x
′′
y
′
+ x
′2y
′′
) ∂ p
∂ y
+
(
x
′4 + x
′2y
′2
) ∂2 p
∂ x2
+ 2
(
x
′3y
′
+ x
′
y
′3
) ∂2 p
∂ x ∂ y
+
(
x
′2y
′2 + y
′4
) ∂2 p
∂ y2
= −2
(
y
′′2 + y
′
y
′′′
)
σ11 + 2
(
x
′′′
y
′
+ 2x
′′
y
′′
+ x
′
y
′′′
)
σ12 − 2
(
x
′′2 + x
′
x
′′′
)
σ22
−
(
x
′′
y
′2 + 4x
′
y
′
y
′′
) ∂ σ11
∂ x
+ 2
(
3x
′
x
′′
y
′
+ 2x
′2y
′′
) ∂ σ12
∂ x
− 5x′2x′′ ∂ σ22
∂ x
− 5 y′2y′′ ∂ σ11
∂ y
+2
(
3x
′
y
′
y
′′
+ 2x
′′
y
′2
) ∂ σ12
∂ y
−
(
x
′2y
′′
+ 4x
′
x
′′
y
′
) ∂ σ22
∂ y
− x′2y′2∂
2 σ11
∂ x2
+ 2x
′3y
′ ∂2 σ12
∂ x2
−x′4∂
2 σ22
∂ x2
− 2x′y′3 ∂
2 σ11
∂ x ∂ y
+ 4x
′2y
′2 ∂
2 σ12
∂ x ∂ y
− 2x′3y′ ∂
2 σ22
∂ x ∂ y
− y′4 ∂
2 σ11
∂ y2
+ 2x
′
y
′3∂
2 σ12
∂ y2
− x′2y′2∂
2 σ22
∂ y2
,
et
(6.113)
0 =
(
x
′′′
y
′
+ 2x
′′
y
′′
+ x
′
y
′′′
)
σ11 + 2
(
y
′′2 + y
′
y
′′′ − x′′2 − x′x′′′
)
σ12 −
(
x
′′′
y
′
+ 2x
′′
y
′′
+ x
′
y
′′′
)
σ22
+
(
3x
′
x
′′
y
′
+ 2x
′2y
′′
) ∂ σ11
∂ x
+
(
x
′′
y
′2 + 4x
′
y
′
y
′′ − 5x′2x′′
) ∂ σ12
∂ x
−
(
3x
′
x
′′
y
′
+ 2x
′2y
′′
) ∂ σ22
∂ x
+
(
2x
′′
y
′2 + 3x
′
y
′
y
′′
) ∂ σ11
∂ y
+
(
5 y
′2y
′′ − 4x′x′′y′ − x′2y′′
) ∂ σ12
∂ y
−
(
2x
′′
y
′2 + 3x
′
y
′
y
′′
) ∂ σ22
∂ y
+x
′3y
′ ∂2 σ11
∂ x2
+
(
x
′2y
′2 − x′4
) ∂2 σ12
∂ x2
− x′3y′ ∂
2 σ22
∂ x2
+ 2x
′2y
′2 ∂
2 σ11
∂ x ∂ y
+2
(
x
′
y
′3 − x′3y′
) ∂2 σ12
∂ x ∂ y
− 2x′2y′2 ∂
2 σ22
∂ x ∂ y
+ x
′
y
′3∂
2 σ11
∂ y2
+
(
y
′4 − x′2y′2
) ∂2 σ12
∂ y2
− x′y′3∂
2 σ22
∂ y2
.
On dérive les trois équations de (6.104) par rapport à τ et par rapport à t. Après utilisation des
lois de conservation, on obtient respectivement
(6.114)
(
−y
′′
ρ
∂ p
∂ x
+
x
′′
ρ
∂ p
∂ y
− x
′
y
′
ρ
∂2 p
∂ x2
+
x
′2 − y′2
ρ
∂2 p
∂ x ∂ y
+
x
′
y
′
ρ
∂2 p
∂ y2
)+
=
(
y
′′
ρ
∂ σ11
∂ x
− x
′′
ρ
∂ σ12
∂ x
+
y
′′
ρ
∂ σ12
∂ y
− x
′′
ρ
∂ σ22
∂ y
+
x
′
y
′
ρ
∂2 σ11
∂ x2
−x
′2
ρ
∂2 σ12
∂ x2
+
y
′2
ρ
∂2 σ11
∂ x ∂ y
− x
′2
ρ
∂2 σ22
∂ x ∂ y
+
y
′2
ρ
∂2 σ12
∂ y2
− x
′
y
′
ρ
∂2 σ22
∂ y2
)−
,
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et
(6.115)(
−2
(
x
′
x
′′
+ y
′
y
′′
)
ρ c2
∂ v1
∂ x
− 2
(
x
′
x
′′
+ y
′
y
′′
)
ρ c2
∂ v2
∂ y
−
(
x
′3 + x
′
y
′2
)
ρ c2
∂2 v1
∂ x2
−
(
x
′2y
′
+ y
′3
)
ρ c2
∂2 v1
∂ x ∂ y
−
(
x
′3 + x
′
y
′2
)
ρ c2
∂2 v2
∂ x ∂ y
−
(
x
′2y
′
+ y
′3
)
ρ c2
∂2 v2
∂ y2
)+
=
(
−2
((
x
′
x
′′
+ y
′
y
′′
)
λ+ 2 y
′
y
′′
µ
) ∂ v1
∂ x
+ 2
(
x
′′
y
′
+ x
′
y
′′
)
µ
∂ v2
∂ x
+ 2
(
x
′′
y
′
+ x
′
y
′′
)
µ
∂ v1
∂ y
−2
((
x
′
x
′′
+ y
′
y
′′
)
λ+ 2x
′
x
′′
µ
) ∂ v2
∂ y
−
((
x
′3 + x
′
y
′2
)
λ+ 2x
′
y
′2µ
) ∂2 v1
∂ x2
+ 2x
′2y
′
µ
∂2 v2
∂ x2
−
((
x
′2y
′
+ y
′3
)
λ− 2
(
x
′2y
′ − y′3
)
µ
) ∂2 v1
∂ x ∂ y
−
((
x
′
y
′2 + x
′3
)
λ− 2
(
x
′
y
′2 − x′3
)
µ
) ∂2 v2
∂ x ∂ y
+2x
′
y
′2µ
∂2 v1
∂ y2
−
((
x
′2y
′
+ y
′3
)
λ+ 2x
′2y
′
µ
) ∂2 v2
∂ y2
)−
,
et
(6.116)
0 =
(
2
(
x
′′
y
′
+ x
′
y
′′
) ∂ v1
∂ x
+ 2
(
y
′
y
′′ − x′x′′
) ∂ v2
∂ x
+ 2
(
y
′
y
′′ − x′x′′
) ∂ v1
∂ y
− 2
(
x
′′
y
′
+ x
′
y
′′
) ∂ v2
∂ y
+2x
′2y
′ ∂2 v1
∂ x2
+
(
x
′
y
′2 − x′3
) ∂2 v2
∂ x2
+
(
3x
′
y
′2 − x′3
) ∂2 v1
∂ x ∂ y
+
(
y
′3 − 3x′2y′
) ∂2 v2
∂ x ∂ y
+
(
y
′3 − x′2y′
) ∂2 v1
∂ y2
− 2x′y′2 ∂
2 v2
∂ y2
)−
.
Enfin, on dérive les trois équations (6.104) deux fois par rapport à t. Les dérivées temporelles
sont transformées en dérivées spatiales via les lois de conservation à l’ordre 2, conduisant respec-
tivement à
(6.117)(
y
′
c2
∂2 v1
∂ x2
− x′c2 ∂
2 v2
∂ x2
+ y
′
c2
∂2 v1
∂ y2
− x′c2 ∂
2 v2
∂ y2
)+
=
(
y
′
c2p
∂2 v1
∂ x2
− x′c2s
∂2 v2
∂ x2
− x′ (c2p − c2s) ∂2 v1∂ x ∂ y + y′ (c2p − c2s) ∂
2 v2
∂ x ∂ y
+ y
′
c2s
∂2 v1
∂ y2
− x′c2p
∂2 v2
∂ y2
)−
,
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et
(6.118)
((
x
′2 + y
′2
)
c2
∂2 p
∂ x2
+
(
x
′2 + y
′2
)
c2
∂2 p
∂ y2
)+
=
(
−
((
x
′2 + y
′2
)
c2p − 2x
′2c2s
) ∂2 σ11
∂ x2
+ 2x
′
y
′
c2s
∂2 σ12
∂ x2
+ 2x
′
y
′
c2s
∂2 σ11
∂ x ∂ y
−2
(
x
′2 + y
′2
) (
c2p − c2s
) ∂2 σ12
∂ x ∂ y
+ 2x
′
y
′
c2s
∂2 σ22
∂ x ∂ y
+ 2x
′
y
′
c2s
∂2 σ12
∂ y2
−
((
x
′2 + y
′2
)
c2p − 2 y
′2c2s
) ∂2 σ22
∂ y2
)−
,
et
(6.119)
0 =
(
2x
′
y
′ ∂2 σ11
∂ x2
+
(
y
′2 − x′2
) ∂2 σ12
∂ x2
+
(
y
′2 − x′2
) ∂2 σ11
∂ x ∂ y
+
(
y
′2 − x′2
) ∂2 σ22
∂ x ∂ y
+
(
y
′2 − x′2
) ∂2 σ12
∂ y2
− 2x′y′ ∂
2 σ22
∂ y2
)−
.
Résumons les six conditions obtenues à l’ordre 2 (i.e. portant sur les dérivées spatiales secondes
des composantes de U(x,y,t)). Du côté fluide, elles reviennent à trois conditions de saut portant
sur les six grandeurs ∂
2 vα
∂ x2−i ∂ yi
, 1 ≤ α ≤ 2, 0 ≤ i ≤ 2), et à trois conditions de saut pour les
trois grandeurs ∂
2 p
∂ x2−i ∂ yi
, 0 ≤ i ≤ 2). Du côté solide, elles reviennent à trois conditions de saut
et une condition aux limites portant sur les six grandeurs ∂
2 vα
∂ x2−i ∂ yi
, 1 ≤ α ≤ 2, 0 ≤ i ≤ 2), à
trois conditions de saut et deux conditions aux limites portant sur les neuf grandeurs
∂2 σαβ
∂ x2−i ∂ yi
,
1 ≤ α ≤ 2, α ≤ β ≤ 2, 0 ≤ i ≤ 2).
6.5.3 Conditions de saut supplémentaires
A la différence du cas des interfaces fluide-fluide et solide-solide, nous ne trouvons pas de condition
de saut supplémentaire à partir de (??) et des lois de conservation. De deux choses l’une, alors :
soit ces conditions nous échappent, soit elles n’existent pas...
Pour trancher, nous procédons comme suit. Si des conditions de saut supplémentaires existent,
elles doivent être vérifiées pour tout champ d’onde. En particulier, elles doivent être vérifiées pour
des ondes planes incidente, réfléchie et transmise par une interface plane, et ce indépendamment
de l’angle d’incidence. Or, nous montrons au chapitre 9 que de telles conditions ne peuvent pas
exister. En conséquence de quoi, nous ne disposons pas de conditions de saut supplémentaires
dans le cas de l’interface fluide-solide.
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6.5.4 Ecriture matricielle des conditions de saut
Nous résumons ici les conditions de saut naturelles propres à l’interface fluide-solide, en écrivant
(6.120) C0Uk(P
−,t) = C1Uk(P
+,t).
A la différence des cas fluide-fluide et solide-solide vus précédemment, les matrices C0 et C1
n’ont pas la même structure l’une et l’autre : cela découle de la différence de structure de la
solution exacte des deux côtés de l’interface, rappelée dans le tableau ??. Les matrices C0 et C1
sont explicitées en annexe 1.
6.6 Récapitulatif
6.6.1 Introduction
Dans les sections précédentes, nous avons écrit de façon matricielle les conditions de saut et les
conditions aux limites vérifiées par U(x,y,t) et ses dérivées spatiales (soit Uk(x,y,t)) de part et
d’autre de diverses interfaces. L’objectif de cette dernière section est d’écrire explicitement les
valeurs limites de Uk(x,y,t), d’un côté de l’interface, en fonction des grandeurs de l’autre côté
de l’interface.
Avant cela, nous résumons dans le tableau 6.2 le nombre de conditions de saut naturelles (nc) et
supplémentaires (ns) calculées dans les sections précédentes pour les quatre types d’interfaces,
ainsi que le nombre de conditions de milieu (nm) calculées au chapitre 3. Les conditions de saut
s’écrivent de façon générale
(6.121) C1Uk(P
+,t) = C0Uk(P
−,t) +KUk+1(P
−,t).
Pour les interfaces fluide-fluide et solide-solide (parfaite ou imparfaite), les matrices C0 etC1 sont
des matrices rectangulaires nc×ni ou (nc+ns)×ni, suivant que l’on utilise ou pas les conditions
de saut supplémentaires. Pour l’interface fluide-solide, les matrices C0 et C1 sont respectivement
des matrices nc × nis et nc × nif (voir (??)). Enfin, la matrice K est identiquement nulle sauf
dans le cas de l’interface imparfaite solide-solide, avec conditions de type masse-ressort.
Les conditions de milieu, calculées au chapitre 3, sont vérifiées en tout point des sous-domaines.
En particulier, on peut les écrire en P±, soit
(6.122) F Uk(P
±,t) = 0.
En posant
(6.123) ne = nc + nm + ns,
l’inégalité
(6.124) ne ≤ ni
est vérifiée dans toutes les configurations répertoriées dans le tableau 6.2 ; l’égalité est uniquement
obtenue si ns 6= 0 (i.e. dans les cas fluide-fluide, solide-solide parfaitement collés ou solide-solide
avec conditions de type masse-ressort).
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6.6.2 Résolution des conditions aux interfaces
Interface parfaite. Nous traitons à part dans la prochaine section le cas de l’interface imparfaite
entre deux solides ; dans les trois autres cas traités ici, la matrice K est identiquement nulle. Les
conditions de saut (6.121), ainsi que les conditions de milieu (6.122) écrites en P+, conduisent à
(6.125) SlUk(P
+,t) = SrUk(P
−,t),
où Sl et Sr sont des matrices ne × ni, de composantes (1 ≤ j ≤ ni)
(6.126) Sl[i,j] =


C1[i,j] si i ≤ nc + ns,
F [i− (nc + ns),j] si nc + ns + 1 ≤ i ≤ nc + ns + nm,
et
(6.127) Sr[i,j] =


C0(i,j) si i ≤ nc + ns,
0 sinon.
Considérons tout d’abord le cas où l’on utilise les conditions de saut supplémentaires (ns 6= 0) ; le
cas fluide-solide est ainsi exclu de la discussion. Les matrices Sl,r sont alors des matrices carrées,
et Uk(P
+,t) s’écrit simplement
(6.128) Uk(P
+,t) = (Sl)
−1
SrUk(P
−,t).
(Sl)
−1 est calculé par décomposition LU. Dans le cas limite de milieux identiques, Sl = Sr, d’où
Uk(P
+,t) = Uk(P
−,t).
Considérons maintenant le cas général où l’on n’utilise pas les conditions de saut supplémentaires
(ou que soit fait le choix de n’utiliser que les conditions de saut naturelles). Le système (6.125)
est alors sous-déterminé. Pour résoudre (6.125), on décompose Sl en valeurs singulières [30, 65]
(6.129) Sl =XS Y S
TZS ,
avec
– XS matrice ne × ni orthogonale,
– Y S matrice diagonale ni × ni, avec ni − ne zéros sur la diagonale,
– ZS matrice ni × ni orthonormale.
Les composantes de Y S sont les valeurs singulières. L’ensemble des solutions de (6.125) est alors
un espace affine de dimension ni − ne. Le i-ème vecteur-colonne de ZS est notée zi. L’ensemble
des zi tels que Y S [i,i] = 0 forme une base orthonormale du noyau de Sl, de dimension ni − ne :
nous construisons la matrice Zker à partir de ces vecteurs. On résume de façon algorithmique la
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construction de la matrice Zker
(6.130)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
j = 1,
de i = 1 à ni,
si Y S[i,i] = 0, alors
de m = 1 à ni,
Zker[m,j] = ZS[m,i],
j := j + 1;
Enfin, nous notons Y −1S la matrice diagonale ni × ni dont le j-ième terme est 1/Y S [j,j] si
Y S[j,j] 6= 0, 0 autrement. La solution générale de (6.125) s’écrit alors
(6.131) Uk(P
+,t) = GUk(P
−,t) +ZkerΛ,
avec
(6.132)
G =
(
ZS Y
−1
S
TXS
)
Sr matrice ni × ni,
Zker matrice ni × (ni − ne),
Λ = T (λ1,..., λni−ne) ,
et λi ∈ R. En définissant la matrice H , de taille ni × (2ni − ne), par
(6.133) H[i,j] =


G[i,j] si j ≤ ni
Zker[i,j − ni] si j > ni,
la relation (6.131) s’écrit
(6.134) Uk(P
+,t) = L

 Uk(P−,t)
Λ

 .
Pour exprimer les relation dans l’autre sens, c’est-à-dire écrireUk(P
−,t) en fonction de Uk(P
+,t),
il suffit d’échanger les rôles de C0 et C1 dans (6.126) et (6.127), ainsi que les rôles de Uk(P
+,t)
et Uk(P
−,t) dans (6.128) ou (6.134).
6.7 Conclusion
Durant ce chapitre, nous avons exprimé en 2D les valeurs limites de la solution exacte U(x,y,t)
et de ses dérivées spatiales, d’un côté d’une interface, en fonction des grandeurs de même nature,
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de l’autre côté. Nous avons considéré quatre types d’interfaces : fluide-fluide, solide-solide parfai-
tement collés, solide-solide imparfaitement collés, et enfin fluide-solide. Par rapport au cas 1D, la
principale difficulté provient du fait que le nombre de conditions de saut est inférieur au nombre
de composantes de la solution. Nous sommes alors amenés, soit à déterminer des conditions de
saut supplémentaires, soit à résoudre des sytèmes sous-déterminés.
Nous abordons maintenant la prise en compte des interfaces dans les schémas numériques vus
au chapitre 4. Cette prise en compte repose sur les conditions d’interface vues durant le chapitre
5 et le présent chapitre. Nous commençons par le cas 1D.
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Chapitre 7
Méthode d’interface 1D
Dans ce chapitre, nous proposons une nouvelle méthode pour prendre en compte les interfaces
dans des schémas numériques quelconques. Cette méthode numérique, appelée l’ “Explicit Simpli-
fied Interface Method” (ESIM), permet de conserver, en présence d’interfaces, des propriétés des
schémas numériques en l’absence d’interfaces (par exemple l’erreur locale de troncature). L’algo-
rithme de l’ESIM est entièrement automatique et ne dépend pas de l’expression du schéma utilisé,
mais seulement de l’ordre de convergence et de la largeur spatiale du schéma. L’ESIM impose à la
solution numérique le respect des conditions de saut vérifiées par la solution exacte. L’ESIM est
déclinée ici pour les trois types d’interfaces vus au chapitre 4 en 1D (interface parfaite, interface
imparfaite, deux interfaces parfaites proches).
7.1 Objet du chapitre
J+1 J+2J-1 J
1α
ρ
0
c
0
ρ
1
c
Fig. 7.1 – Interface 1D et maillage régulier.
La présence d’une interface (figure 7.1) conduit à trois types de difficultés pour la résolution
numérique des problèmes de propagation.
La première difficulté, purement numérique, découle du fait que, en présence d’une interface, la
solution exacte U(x,t) est irrégulière (voir chapitre 5) : U(x,t) est continue à dérivées spatiales
discontinues (cas d’une interface parfaite) ou discontinue (cas d’une interface imparfaite décrite
par les conditions de type masse-ressort) en α. Or, en tout point xi, les schémas numériques
sont construits à partir de développements de Taylor de la solution sur [xi−s,xi+s], supposant la
solution exacte suffisamment régulière sur cet intervalle. Aux points irréguliers, l’irrégularité de
la solution conduit alors à une chute de l’ordre des schémas. Pour des contrastes importants des
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paramètres physiques, l’irrégularité de U(x,t) peut aussi conduire à l’apparition d’instabilités
numériques au voisinage des interfaces.
Le deuxième type de difficulté provient du choix d’un maillage régulier. Hormis le cas particulier
où l’interface coïncide avec la frontière d’une cellule Ci =
[
xi− 1
2
,xi+ 1
2
]
, la position de l’interface
est mal représentée géométriquement. Cette erreur se traduit, en 1D et 2D, par des erreurs de
temps d’arrivée des ondes numériques, et en 2D, par des diffractions parasites [18].
Le troisième type de difficulté provient enfin du fait que les schémas numériques ne décrivent pas
la nature du contact aux interfaces. Les conditions de type masse-ressort en 1D et 2D sont alors
impossibles à décrire directement.
L’objectif de ce chapitre est de résoudre ces trois types de difficultés (numériques, géométriques,
physiques). Pour cela, nous développons une nouvelle méthode d’interface. Par rapport aux
méthodes d’interface classiques discutées au chapitre 2, comme l’IIM ou l’EJIIM, nous nous
fixons les critères suivants cette méthode d’interface
– l’algorithme de la méthode d’interface doit être simple, à la différence de l’IIM et de l’EJIIM.
L’écriture explicite de ces méthodes est en effet particulièrement laborieuse pour des sché-
mas d’ordre élevé ;
– dans le cas limite d’un milieu homogène de part et d’autre de l’interface, la méthode
d’interface doit coïncider avec le schéma utilisé en l’absence d’interface. Ce n’est pas le cas
de l’IIM, sauf lorsque cette méthode est couplée au schéma de Lax-Wendroff ;
– la méthode d’interface doit être stable, même pour des contrastes importants des para-
mètres physiques. Ce n’est pas le cas de l’EJIIM en 1D, de l’IIM et à fortiori de l’EJIIM
en 2D ;
– la méthode d’interface doit être appliquée en tout point irrégulier. Ce n’est pas le cas
lorsque Zhang couple l’IIM au schéma de volumes finis avec limiteur de flux [85].
Nous proposons alors une nouvelle méthode d’interface vérifiant ces quatre critères, l’Explicit
Simplified Interface Method (ESIM) [53, 64]. Durant l’exposé de la méthode, nous nous intéres-
sons particulièrement au cas des schémas à deux pas de temps et à deux stages. Cette méthode
s’applique toutefois à une large classe de schémas explicites en temps, à des modifications mi-
neures près. Nous proposons en particulier un exemple d’application de l’ESIM à des schémas
multi-stages comme WENO 5.
Avant d’aborder le principe de la méthode, notons que pour une solution initiale U0(x) = U(x,t0)
de classe Cq, la solution exacte U(x,t > t0) reste de classe C
q pour x < α et x > α. Durant la
suite de l’exposé, nous supposons toujours q suffisant pour que les développements de Taylor de
U(x,t) de part et d’autres de α aient bien un sens.
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7.2 Principe de la méthode
7.2.1 Notations
Soit une interface parfaite ou imparfaite en x = α (voir chapitre 5). L’entier J est tel que
(7.1) xJ ≤ α < xJ+1.
Nous appelons points irréguliers les points pour lesquels l’avancée en temps du schéma choisi
(voir chapitre 4) utilise des valeurs numériques de la solution en des points de l’autre côté de
l’interface. Etant donnée la largeur s du schéma utilisé, les points irréguliers sont
(7.2) xJ−s+1, ..., xJ+s.
Par opposition, un point qui n’est pas irrégulier est dit régulier. Enfin, nous posons
(7.3) θ =
α− xJ
∆x
,
de sorte que θ ∈ [0,1[.
7.2.2 Idée générale
Supposons la solution numérique calculée jusqu’à l’instant tn inclu, par un schéma numérique
donné ; les valeurs numériques Uni sont alors connues en tout point du maillage. Pour calculer
l’avancée en temps du schéma aux points irréguliers, nous proposons de réaliser deux opérations :
la construction de valeurs modifiées de la solution aux points irréguliers, puis l’utilisation de
ces valeurs modifiées par le schéma numérique, en d’autres points irréguliers. L’ensemble de ces
opérations constitue l’ESIM.
On commence par définir, de chaque côté de l’interface et à l’instant tn, un prolongement suf-
fisamment régulier U∗(x,tn) de la solution exacte U(x,tn) de l’autre côté de l’interface. Ces
deux prolongements, schématisés en pointillés en figures 7.2, 7.3 et 7.4, sont appelés solutions
modifiées. Ces prolongements sont tels que les fonctions U˜ 0(x,tn) et U˜1(x,tn) définies par
(7.4)
U˜ 0(x,tn) =


U(x,tn) si xJ−2 s+1 ≤ x < α
U∗(x,tn) si α ≤ x ≤ xJ+s
U˜ 1(x,tn) =


U∗(x,tn) si xJ−s+1 ≤ x ≤ α
U(x,tn) si α < x ≤ xJ+2 s
sont régulières en α, à dérivées spatiales continues en α jusqu’à l’ordre 2 k − 1. Soit, pour 0 ≤
m ≤ 2 k − 1,
(7.5)
∂m
∂ xm
U ∗(α+,tn) =
∂m
∂ xm
U(α−,tn),
∂m
∂ xm
U ∗(α−,tn) =
∂m
∂ xm
U(α+,tn).
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La valeur de l’entier k est précisée ultérieurement ; elle dépend de la largeur spatiale s et de
l’ordre de convergence r du schéma, mais elle ne dépend pas de l’expression du schéma.
Une façon d’imposer (7.5) consiste à écrire U∗(x,tn) sous forme d’un polynôme en x de degré
2 k − 1, soit
(7.6)
α ≤ x ≤ xJ+s, U∗(x,tn) =
2 k−1∑
m=0
(x− α)m
m !
∂m
∂ xm
U(α−,tn),
xJ−s+1 ≤ x ≤ α, U∗(x,tn) =
2 k−1∑
m=0
(x− α)m
m !
∂m
∂ xm
U(α+,tn).
Pour écrire les solutions modifiées (7.6), il faut connaître les valeurs limites de U (x,t) et de ses
2 k − 1 premières dérivées spatiales en α±. Nous approchons ces valeurs à partir des valeurs
numériques Uni (J − k + 1 ≤ i ≤ J + k) et des conditions de saut vérifiées aux interfaces par
la solution exacte U(x,t). Les estimations numériques de U∗(x,tn) sont alors appelées valeurs
modifiées et sont notées U∗i (pour un schéma à deux pas de temps, l’indice n désignant l’instant
est inutile).
Ces valeurs modifiées sont alors utilisées pour l’avancée en temps aux points irréguliers. En un
point irrégulier d’un côté de l’interface, le schéma s’applique sur les valeurs numériques de la
solution du même côté de l’interface que le point considéré ; par contre, le schéma s’applique sur
les valeurs modifiées au lieu des valeurs numériques aux points de l’autre côté de l’interface. Ce
faisant, le schéma est modifié implicitement. Toute la difficulté de construction de la méthode
d’interface est ainsi reportée sur la construction explicite des valeurs modifiées, construction
entièrement automatique, et ne dépendant pas de l’expression du schéma. Aux points réguliers,
l’avancée en temps est effectuée classiquement.
A partir d’une valeur minimale de k, l’erreur locale de troncature obtenue en utilisant l’ESIM
aux points irréguliers est la même que celle du schéma aux points réguliers. De plus, dans le cas
limite du milieu homogène (l’interface disparait), les valeurs modifiées sont égales aux valeurs
numériques. La méthode d’interface coïncide alors, par construction même, avec le schéma utilisé
en l’absence d’interface.
Au cours de ce chapitre, l’ESIM et ses propriétés sont présentées pour les trois types de contact
vus au chapitre 4. Nous détaillons plus particulièrement les calculs dans le cas de l’interface
parfaite. Il est important de noter que la procédure générale est la même dans les trois cas ;
seule la construction des valeurs modifiées, basée sur les conditions aux interfaces, présente des
différences.
7.3 Contact parfait
7.3.1 Introduction
Le cas de l’interface parfaite correspond à une solution exacte U(x,t) continue à dérivées spatiales
discontinues en x = α (voir chapitre 5). Nous schématisons une composante de U(x,t) et de
U∗(x,tn) (ex : la contrainte élastique) en figure 7.2.
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U(x,t )
αx x J+1J
n
x J-s+1 x
... ...
J+s
*
n
U(x,t )n
U(x,t )n
*
U(x,t )
Fig. 7.2 – Schématisation d’une composante de U(x,tn) (traits pleins) et de U
∗(x,tn) (pointillés)
pour un contact parfait.
Nous cherchons ici à estimer numériquement la solution modifiée U ∗(x,tn) aux points irréguliers
de part et d’autre de l’interface. Pour déterminer les valeurs limites de U (x,tn) et de ses dérivées
spatiales en (α±,tn) intervenant dans (7.6), nous écrivons en α
± les développements de Taylor
d’ordre 2 k de U(xi,tn) en 2 k − 1 points de calcul de part et d’autre de α, soit
(7.7)
J − k + 1 ≤ i ≤ J, U(xi,tn) =
2 k−1∑
m=0
(xi − α)m
m !
∂m
∂ xm
U(α−,tn) +O(∆x
2 k),
J + 1 ≤ i ≤ J + k, U(xi,tn) =
2 k−1∑
m=0
(xi − α)m
m !
∂m
∂ xm
U(α+,tn) +O(∆x
2 k).
Suivant le contexte, la notation O(∆xλ) désigne un vecteur à d composantes ou une matrice
d× d diagonale dont les composantes sont des scalaires en O(∆xλ), où d est la taille de U(x,t)
(en 1D, d = 2). Il est important de préciser que, a priori, k 6= s (où s est la largeur du schéma,
voir (4.1)).
7.3.2 Calcul des valeurs modifiées
Valeurs modifiées à droite. Nous calculons tout d’abord les valeurs modifiées U∗i aux points
irréguliers xi à droite de α (J + 1 ≤ i ≤ J + s). Nous appliquons les conditions (5.9) dans les k
développements de Taylor à droite de α (J + 1 ≤ i ≤ J + k dans (7.7)), ce qui conduit en ces
points à
(7.8) J + 1 ≤ i ≤ J + k, U (xi,tn) =
2 k−1∑
m=0
(xi − α)m
m !
Dm
∂m
∂ xm
U(α−,tn) +O(∆x
2 k),
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avec Dm donné par (5.8). Les k premières équations de (7.7) et les k équations (7.8) s’écrivent
(7.9)

 U(xJ−k+1,tn)...
U(xJ+k,tn)

 =M


U(α−,tn)
...
∂2 k−1
∂ x2 k−1
U(α−,tn)

+

 O(∆x
2 k)
...
O(∆x2 k)

 ,
où M est une matrice bloc 2 k × 2 k, avec des blocs 2× 2, de composantes (1 ≤ j ≤ 2 k)
(7.10) M [i,j] =


(xJ−k+i − α)j−1
(j − 1) ! I2 si 1 ≤ i ≤ k
(xJ−k+i − α)j−1
(j − 1) ! Dj−1 si k + 1 ≤ i ≤ 2 k.
I2 est la matrice identité d’ordre 2.
Les valeurs exactes U(xi,tn) (membre de gauche de (7.9)) et les restes de Taylor (deuxième
membre de droite de (7.9)) sont inconnus. Le fait de remplacer les valeurs exactes U(xi,tn) par
les valeurs numériques Uni et d’éliminer les restes de Taylor dans (7.9) permet d’accéder à des
estimations numériques de ∂
m
∂ xm U(α
−,tn) (0 ≤ m ≤ 2 k − 1), notées symboliquement ∂m∂ xm U−,
et données par
(7.11)


U−
...
∂2 k−1
∂ x2 k−1
U−

 =M−1

 U
n
J−k+1
...
UnJ+k)

 .
L’inversibilité de M est discutée plus loin. Les estimations numériques (7.11) ne sont pas direc-
tement utiles. Par contre, reportées dans l’expression de la solution modifiée à droite de α à la
place de ∂
m
∂ xm U(α
−,tn) (voir (7.6) pour α ≤ x ≤ xJ+s), elles conduisent à la valeur explicite des
valeurs modifiées aux points irréguliers à droite de α, soit
(7.12) J + 1 ≤ i ≤ J + s, U∗i =
(
I2 . . .
(xi − α)2 k−1
(2 k − 1) ! I2
)
M−1

 U
n
J−k+1
...
UnJ+k

 .
Dans le cas d’un schéma comportant plusieurs intégrations de Runge-Kutta entre tn et tn+1,
comme WENO 5, ou d’un schéma à plusieurs pas de temps, il est utile d’indicer les valeurs
modifiées (7.12) pour préciser l’instant où elles sont calculées.
Valeurs modifiées à gauche. Nous suivons une procédure semblable pour calculer les valeurs
modifiées aux points irréguliers xi à gauche de α (J − s + 1 ≤ i ≤ J). Nous appliquons les
conditions (5.10) dans les k développements de Taylor à gauche de α (J − k + 1 ≤ i ≤ J dans
(7.7)), ce qui conduit en ces points à
(7.13) J − k + 1 ≤ i ≤ J + k, U(xi,tn) =
2 k−1∑
m=0
(xi − α)m
m !
D−1m
∂m
∂ xm
U(α+,tn) +O(∆x
2 k).
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Les k dernières équations de (7.7) et les k équations (7.13) s’écrivent
(7.14)

 U(xJ−k+1,tn)...
U(xJ+k,tn)

 =N


U(α+,tn)
...
∂2 k−1
∂ x2 k−1
U(α+,tn)

+

 O(∆x
2 k)
...
O(∆x2 k)

 ,
où N est une matrice bloc 2 k × 2 k, avec des blocs 2× 2, de composantes (1 ≤ j ≤ 2 k)
(7.15) N [i,j] =


(xJ−k+i − α)j−1
(j − 1) ! D
−1
j−1 si 1 ≤ i ≤ k
(xJ−k+i − α)j−1
(j − 1) ! I2 si k + 1 ≤ i ≤ 2 k.
Le fait de remplacer les valeurs exactes U(xi,tn) par les valeurs numériques U
n
i et d’éliminer les
restes de Taylor dans (7.14) permet d’accéder à des estimations numériques de ∂
m
∂ xm U(α
+,tn)
(0 ≤ m ≤ 2 k − 1), notées symboliquement ∂m∂ xm U+, et données par
(7.16)


U+
...
∂2 k−1
∂ x2 k−1
U+

 =N−1

 U
n
J−k+1
...
UnJ+k)

 .
La valeur explicite des valeurs modifiées aux points irréguliers à gauche de α est alors
(7.17) J − s+ 1 ≤ i ≤ J, U∗i =
(
I2 . . .
(xi − α)2 k−1
(2 k − 1) ! I2
)
N−1

 U
n
J−k+1
...
UnJ+k

 .
7.3.3 Utilisation des valeurs modifiées
Avancée en temps. En un point irrégulier d’un côté de l’interface, l’avancée en temps d’un
schéma à deux pas de temps et à deux stages utilise maintenant les valeurs modifiées aux points
de calcul de l’autre côté de l’interface. Au lieu de (4.1), l’avancée en temps s’écrit alors
(7.18)
J − s+ 1 ≤ i ≤ J, Un+1i = Uni +H0
(
Uni−s,...,U
n
J ,U
∗
J+1,...,U
∗
i+s
)
J + 1 ≤ i ≤ J + s, Un+1i = Uni +H1
(
U∗i−s,...,U
∗
J ,U
n
J+1,...,U
n
i+s
)
,
où H0 et H1 désignent l’opérateur discret H , utilisant respectivement les coefficients ρ0, c0
et ρ1, c1. Le calcul des valeurs modifiées à partir des valeurs numériques de la solution et des
conditions vérifiées par la solution exacte aux interfaces, puis l’utilisation par un schéma de ces
valeurs modifiées pour l’avancée en temps aux points irréguliers (7.18), constituent l’ESIM. Si
un point de calcul coïncide avec l’interface, la convention (7.1) évite toute ambiguïté.
L’application de l’ESIM à des schémas multistages comme WENO 5, ou à plus de deux pas
de temps, est évidente. Des jeux de valeurs modifiées sont calculés et stockés à chaque étape de
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l’avancée en temps, puis injectés dans le schéma selon le modèle (7.18) pour remplacer les valeurs
numériques aux points et instants correspondants.
Les interfaces étant fixes dans le temps, les matrices M−1 et N−1 sont calculées une seule fois
par décomposition LU, durant un prétraitement. A chaque pas de temps, le calcul d’une valeur
modifiée revient à un simple produit matrice-vecteur (7.12) ou (7.17). Le coût supplémentaire
engendré par l’ESIM en termes de temps de calcul et de mémoire informatique est négligeable
en 1D. Nous verrons au chapitre 8 qu’il en est de même en 2D.
Cas limite du milieu homogène. Dans le cas limite d’un milieu homogène (l’interface dispa-
raissant alors), nous montrons que l’ESIM coïncide avec le schéma en l’absence d’interface.
Resultat 7 Pour ρ0 = ρ1 et c0 = c1, l’ESIM coïncide avec le schéma en l’absence d’interface,
i.e. l’avancée en temps (7.18) revient à l’avancée en temps classique (4.1), si
k ≥ s.
Démonstration. Dans le cas limite d’un milieu homogène, Dm = D
−1
m = I2 pour tout entier m
(5.8). Par conséquence, M =N . Les valeurs modifiées aux points irréguliers à droite (7.12) et à
gauche de α (7.17) s’écrivent alors
(7.19) J − s+ 1 ≤ i ≤ J + s, U∗i =
(
I2 . . .
(xi − α)2 k−1
(2 k − 1) ! I2
)
M−1

 U
n
J−k+1
...
UnJ+k

 .
D’autre part, les valeurs numériques Uni utilisées pour la construction des valeurs modifiées
peuvent s’écrire
(7.20)

 U
n
J−k+1
...
UnJ+k

 = MM−1

 U
n
J−k+1
...
UnJ+k


=


I2 . . .
(xJ−k+1 − α)2 k−1
(2 k − 1) ! I2
...
...
I2 . . .
(xJ+k − α)2 k−1
(2 k − 1) ! I2

M
−1

 U
n
J−k+1
...
UnJ+k

 ,
soit
(7.21) J − k + 1 ≤ i ≤ J + k, Uni =
(
I2 . . .
(xi − α)2 k−1
(2 k − 1) ! I2
)
M−1

 U
n
J−k+1
...
UnJ+k

 .
La comparaison de (7.19) et (7.21) conduit à
(7.22) k ≥ s ⇒ J − s+ 1 ≤ i ≤ J + s, U∗i = Uni .
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L’avancée en temps (7.18) revient alors à l’avancée en temps (4.1) en l’absence d’interface : nous
retrouvons ainsi l’expression du schéma en milieu homogène. 2
Rappelons que ce résultat n’est vérifié par l’IIM que dans des cas particuliers. Par exemple,
à l’ordre 2 et en 1D, l’IIM revient au schéma de Lax-Wendroff dans le cas limite du milieu
homogène, quel que soit le schéma utilisé aux points réguliers.
Resultat 8 Pour ρ0 = ρ1 et c0 = c1, les déterminants de M et N sont indépendants de la
position de l’interface dans le maillage.
Démonstration. De (7.3), on tire
(7.23) xJ−k+i − α = (i− k − θ)∆x.
Après report de (7.23) dans l’expression de M (7.10), on obtient
(7.24) M [i,j] =
1
∆x
(i− k − θ)j−1 ∆xj−1 I2.
Calculons alors le déterminant de M . Pour cela, on peut sortir les facteurs en 1/(j − 1)! (car ils
sont en facteur de chaque colonne), soit
(7.25) det M =

2 k−1∏
j=1
(j − 1) !

−1 det


1 a1 . . . a
2 k−1
1
1 a2 . . . a
2 k−1
2
...
...
...
1 a2 k . . . a
2 k−1
2 k


︸ ︷︷ ︸
V
avec ai = (i− k − θ)∆x. Or V n’est autre que la matrice de Vandermonde, de déterminant
(7.26)
det V =
∏
1≤i≤j≤2 k
(aj − ai)
=
∏
1≤i≤j≤2 k
(j − i)∆x,
d’où
(7.27) det M =
∏
1≤i≤j≤2k
(j − i)∆x
2 k−1∏
j=1
(j − 1) !
qui est indépendant de θ (et donc de la position de α dans une maille). 2
Inversibilité des matrices. Dans le cas limite du milieu homogène, les matrices M (7.10) et
N (7.15) utilisées pour le calcul des valeurs modifiées sont des matrices de Vandermonde, et
sont donc toujours inversibles. Par contre, dans le cas général, la structure des matrices M et
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N ne permet pas de montrer directement qu’elles sont inversibles. Pour démontrer ce résultat
quels que soient les paramètres physiques et géométriques, nous montrons que les déterminants
de M et N sont non nuls, et ce pour différentes valeurs de k. Compte-tenu des schémas utilisés
au cours de cette étude et de l’analyse ultérieure de l’erreur locale de troncature effectuée plus
loin, nous nous limitons à k ≤ 3.
Resultat 9 Pour k = 1,2,3, les matrices M et N sont toujours inversibles, quelles que soient
les valeurs de ∆x, α, ρ0, ρ1, c0, et c1.
Démonstration. Le calcul du déterminant est proposé pour la matrice M et k = 2. Les blocs de
M sont diagonaux (7.10) : après permutations de lignes et de colonnes, le déterminant de M
s’écrit
(7.28) detM = detA detB,
avec A[i,j] =M [i,j][1,1] et B[i,j] =M [i,j][2,2] (1 ≤ i ≤ 4, 1 ≤ j ≤ 4). Les calculs, menés avec
MAPLE, conduisent à
(7.29)
detA =
c20
12 ρ21 c
6
1
∆x6
5∑
i=1
ηi pi(θ),
detB =
1
12 ρ20 c
4
1
∆x6
5∑
i=1
ξi pi(θ),
avec les polynômes pi(θ)
p1(θ) = −4 θ4 + 16 θ3 − 17 θ2 − θ + 6,
p2(θ) = θ
4 − 6 θ3 + 13 θ2 − 12 θ + 4,
p3(θ) = 6 θ
4 − 12 θ3 − 4 θ2 + 10 θ + 2,
p4(θ) = θ
4 + 2 θ3 + θ2,
p5(θ) = −4 θ4 + 7 θ2 + 3 θ,
et les coefficients ηi et ξi
η1 = ρ
2
0 c
4
0, ξ1 = ρ
2
1 c
2
1 c
2
0,
η2 = ρ0 c
4
0 ρ1 ξ2 = η2,
η3 = ρ0 c
2
0 ρ1 c
2
1 ξ3 = η3,
η4 = ρ0 ρ1 c
4
1 ξ4 = η4,
η5 = ρ
2
1 c
4
1 ξ5 = ρ
2
0 c
2
0 c
2
1.
On peut remarquer deux propriétés 1 : d’une part, une symétrie des polynômes p(θ)
p1(θ) = p5(1− θ), p2(θ) = p4(1− θ), p3(θ) = p3(1− θ).
1. Merci à Serge Piperno de nous avoir montré ces propriétés (ainsi que les popriétés anaologues vues ultérieu-
rement dans le cas des conditions de masse-ressort).
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De plus,
4∑
i=1
pi(θ) = 12.
Les coefficients ηi et ξi étant tous positifs, on en déduit que les polynômes pi ne sont pas tous
nuls simultanément. On a alors detA > 0 et detB > 0, d’où
detM > 0.
La même procédure s’applique pour montrer detN > 0. Nous avons vérifié par ailleurs des
propriétés analogues pour k = 1 et k = 3. 2
Le calcul numérique deM−1 etN−1 ne pose pas de difficulté, même dans des cas potentiellement
délicats, comme des contrastes extrêmes des paramètres physiques et des interfaces très proches
des points de calcul. Même dans ces configurations, les produits MM−1 et NN−1 sont égaux
à I2 k, à 10
−7 près ou 10−14 près, selon que les inversions sont réalisées en simple précision ou en
double précision.
7.3.4 Analyse de l’erreur locale de troncature
Résultat général. Nous écrivons tout d’abord un lemme utile pour l’estimation ultérieure
d’erreur.
Lemme 5 Soit Ψ un vecteur à 2 k blocs 2 × 2 dont les composantes sont en O(∆x2 k). Alors,
pour k = 1,2,3, les matrices M et N (7.10), (7.15) vérifient
(7.30) M−1Ψ =


O(∆x2 k)
O(∆x2 k−1)
...
O(∆x)

 , N
−1Ψ =


O(∆x2 k)
O(∆x2 k−1)
...
O(∆x)

 .
Démonstration. Les calculs (7.30) sont faits explicitement avec MAPLE. 2
Théorème 1 (Erreur locale de troncature) Nous supposons k ≤ 3. Le couplage (7.18) d’un
schéma à deux pas de temps, d’ordre r, et de largeur s, avec l’ESIM dans le cas d’une inter-
face parfaite, est d’ordre local r si
(7.31) 2 k − 1 ≥ r.
L’expression du schéma étant quelconque, nous ne pouvons pas calculer directement l’ordre local
du couplage. Nous proposons alors une démonstration en trois parties, en un point irrégulier xi
à gauche de α (J − s + 1 ≤ i ≤ J + s). En première partie, nous développons l’expression de
l’erreur locale de troncature L1(xi,tn) du couplage (7.18). Nous définissons en deuxième partie
158 CHAPITRE 7. MÉTHODE D’INTERFACE 1D
un problème de Cauchy, à solution suffisamment régulière. L’erreur locale L2(xi,tn) du schéma
appliqué à ce problème est connue. La comparaison de L1(xi,tn) et L2(xi,tn), menée dans une
troisième partie, conduit à la valeur explicite de L1(xi,tn).
Première partie de la démonstration.
L’avancée en temps en xi (7.18) s’écrit
(7.32)
1
∆ t
(
Un+1i −Uni
)− 1
∆ t
H0
(
Uni−s,...,U
n
J ,U
∗
J+1,...,U
∗
i+s
)
= 0.
L’erreur locale de troncature L1(xi,tn) est obtenue en remplaçant chaque valeur numérique qui
apparait implicitement ou explicitement dans (7.32) par la valeur exacte correspondante. La
structure de (7.32) amène à écrire L1(xi,tn) comme la différence de deux quantités L
1
1(xi,tn) et
L21(xi,tn). La première partie L
1
1(xi,tn) découle de développements de Taylor de U(xi,tn+1) en
(xi,tn)
(7.33)
L11(xi,tn) =
1
∆t
(U(xi,tn+1)−U(xi,tn))
=
2 k−1∑
m=1
∆ tm−1
m !
∂m
∂ tm
U(xi,tn) +O(∆x
2 k−1).
On rappelle que ∆ t et ∆x sont liés par le nombre CFL (4.2) : pour tout λ, O(∆ tλ) = O(∆xλ).
La deuxième partie L21(xi,tn) s’écrit
(7.34) L21(xi,tn) =
1
∆ t
H0 (U(xi−s,tn),...,U (xJ ,tn),U∗(xJ+1,tn),...,U∗(xi+s,tn)) ,
où U∗(xj,tn) (J+1 ≤ j ≤ i+s) est obtenue en remplaçant les valeurs numériques qui apparaissent
dans (7.12) par la solution exacte correspondante
(7.35) U∗(xj ,tn) =
(
I2 . . .
(xj − α)2 k−1
(2 k − 1) ! I2
)
M−1

 U(xJ−k+1,tn)...
U(xJ+k,tn)


soit, compte-tenue de (7.9),
(7.36)
U∗(xj,tn) =
(
I2 . . .
(xj − α)2 k−1
(2 k − 1) ! I2
)
M−1

M


U(α−,tn)
...
∂2 k−1
∂x2 k−1
U(α−,tn)

+

 O(∆x
2 k)
...
O(∆x2 k)



 .
Pour tout j et m, (xj − α)m = O(∆xm) ; le lemme 5 conduit alors à
(7.37)
(
I2 . . .
(xj − α)2 k−1
(2 k − 1) ! I2
)
M−1

 O(∆x
2 k)
...
O(∆x2 k)

 = O(∆x2 k),
d’où
(7.38) U∗(xj ,tn) =
2 k−1∑
m=0
(xj − α)m
m !
∂m
∂ xm
U(α−,tn) +O(∆x
2 k).
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Par ailleurs, les valeurs exactes U(xj ,tn) à gauche de α (i − s ≤ j ≤ J) qui interviennent dans
(7.34) sont développées autour de (α−,tn)
(7.39) U(xj ,tn) =
2 k−1∑
m=0
(xj − α)m
m !
∂m
∂ xm
U(α−,tn) +O(∆x
2 k).
On reporte alors les valeurs (7.38) et (7.39) dans L21(xi,tn) (7.34), ce qui conduit à
(7.40)
L21(xi,tn) =
1
∆ t
H0
(
2 k−1∑
m=0
(xi−s − α)m
m !
∂m
∂ xm
U(α−,tn) +O(∆x
2 k),...,
,...,
2 k−1∑
m=0
(xi+s − α)m
m !
∂m
∂xm
U(α−,tn) +O(∆x
2 k)
)
.
L’opérateur discret H0 est continu [29], ce qui permet de simplifier (7.40)
(7.41)
L21(xi,tn) =
1
∆t
H0
(
2 k−1∑
m=0
(xi−s − α)m
m !
∂m
∂ xm
U(α−,tn),...,
,...,
2 k−1∑
m=0
(xi+s − α)m
m !
∂m
∂ xm
U (α−,tn)
)
+O(∆x2 k−1).
Les expressions (7.33) et (7.41) conduisent alors à
(7.42)
L1(x,tn) =
2 k−1∑
m=1
∆ tm−1
m !
∂m
∂ tm
U (xi,tn)
− 1
∆ t
H0
(
2 k−1∑
m=0
(xi−s − α)m
m !
∂m
∂ xm
U(α−,tn),...,
2 k−1∑
m=0
(xi+s − α)m
m !
∂m
∂ xm
U(α−,tn)
)
+O(∆x2 k−1).
Deuxième partie de la démonstration.
Considérons la fonction
(7.43) V (x,t) =
2 k−1∑
λ=0
(x− α)λ
λ !
∂λ
∂ xλ
U(α−,t),
où U(x,t) est solution de (3.3). V (x,t) est régulière à travers α, et il est facile de montrer que
V (x,t) est solution du problème de Cauchy suivant
(7.44)


∂
∂ t
V +A0
∂
∂ x
V = −(x− α)
2 k−1
(2 k − 1) !
∂2 k
∂ x2 k
U(α−,t)
V 0(x) = V (x,0) =
2 k−1∑
λ=0
(x− α)λ
λ !
∂λ
∂ xλ
U(α−,0).
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Notons que les valeurs limites ∂
λ
∂xλ
U(α−,t) (0 ≤ λ ≤ 2 k) doivent être définies à chaque instant.
La solution initiale U0(x,t) doit alors être de classe C
2k−1, à dérivées 2 k-ièmes définies, mais
pas forcément continues.
Supposons que le schéma (4.1) soit utilisé pour résoudre (7.44), sans couplage avec l’ESIM. Les
valeurs exactes V (xj ,tn) sont approchées par des valeurs numériques V
n
j . L’avancée en temps
au point irrégulier xj (le même que celui de la première partie) s’écrit
(7.45)
V n+1i − V ni
∆ t
− 1
∆ t
H0
(
V ni−s,...,V
n
i+s
)
= 0.
L’erreur locale de troncature L2(xj ,tn) est obtenue, là encore, en remplaçant les valeurs numé-
riques de (7.45) par les solutions exactes correspondantes.
(7.46) L2(xi,tn) =
V (xi,tn+1)− V (xi,tn)
∆ t︸ ︷︷ ︸
L12(xi,tn)
− 1
∆ t
H (V (xi−s,tn),...,V (xi+s,tn))︸ ︷︷ ︸
L22(xi,tn)
.
La première partie L12(xi,tn) découle de développement de Taylor de V (xi,tn+1) en (xi,tn)
(7.47) L12(xi,tn) =
2 k−1∑
m=1
∆ tm−1
m !
∂m
∂ tm
V (xi,tn) +O(∆x
2 k−1).
Pour 1 ≤ m ≤ 2 k − 1, l’équation (7.43) conduit à
(7.48)
∂m
∂ tm
V (xi,tn) =
∂m
∂ tm
(
2 k−1−m∑
λ=0
(xi − α)λ
λ !
∂λ
∂ xλ
U(α−,tn)
+(xj − α)2 k−m
2 k−1∑
λ=2 k−m
(xi − α)λ−(2 k−m)
λ !
∂λ
∂ xλ
U(α−,tn)
)
=
∂m
∂ tm
(
2 k−1−m∑
λ=0
(xi − α)λ
λ !
∂λ
∂ xλ
U(α−,tn) +O(∆x
2 k−m)
)
,
soit
(7.49) L12(xi,tn) =
2 k−1∑
m=1
∆ tm−1
m !
∂m
∂ tm
(
2 k−1−m∑
λ=0
(xi − α)λ
λ !
∂λ
∂ xλ
U (α−,tn)
)
+O(∆x2 k−1).
Pour chaque valeur de m, nous écrivons un développement de Taylor de U(xi,tn) autour de
(α−,tn)
(7.50)
2 k−1−m∑
λ=0
(xi − α)λ
λ !
∂λ
∂ xλ
U (α−,tn) = U(xi,tn) +O(∆x
2 k−m),
soit, après report dans (7.49),
(7.51) L12(xi,tn) =
2 k−1∑
m=1
∆ tm−1
m !
∂m
∂ tm
U(xi,tn) +O(∆x
2 k−1).
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La deuxième partie L22(xi,tn) découle de la définition de V (xj ,tn) (7.43)
(7.52)
L22(xi,tn) =
1
∆ t
H0
(
2 k−1∑
m=0
(xi−s − α)m
m !
∂m
∂ xm
U(α−,tn),...,
2 k−1∑
m=0
(xi+s − α)m
m !
∂m
∂ xm
U(α−,tn)
)
.
Les expressions (7.51) et (7.52) conduisent alors à
(7.53)
L2(x,tn) =
2 k−1∑
m=1
∆ tm−1
m !
∂m
∂ tm
U (xi,tn)
− 1
∆ t
H0
(
2 k−1∑
m=0
(xi−s − α)m
m !
∂m
∂ xm
U(α−,tn),...,
2 k−1∑
m=0
(xi+s − α)m
m !
∂m
∂ xm
U(α−,tn)
)
+O(∆x2 k−1).
Troisième partie de la démonstration.
On compare L1(xi,tn) et L2(xi,tn) à partir de (7.42) et (7.53)
(7.54) L1(xi,tn) = L2(xi,tn) +O(∆x
2 k−1).
D’une part, V (x,t) est suffisamment régulière [xj−s,xj+s]. D’autre part, le schéma choisi est
d’ordre local r pour approcher le système hyperbolique linéaire
(7.55)
∂
∂ x
V +A0
∂
∂ t
V = 0.
Cependant, V (x,t) n’est pas solution de (7.55), mais est solution de (7.44). Le second membre
de l’EDP (7.44) est borné : pour tout x,
(7.56) −(x− α)
2 k−1
(2 k − 1) !
∂2 k
∂ x2 k
U(α−,t) = O(∆x2 k−1),
d’où
(7.57) L2(xi,tn) = O(∆x
min(r,2 k−1)).
De (7.54) et (7.57), nous déduisons
(7.58) L1(xi,tn) = O(∆x
min(r,2 k−1)),
ce qui achève la démonstration. La même démonstration peut être effectuée aux points irréguliers
à droite de α. 2
La limitation du théorème 1 à k ≤ 3 provient uniquement du lemme 5, la démonstration de ce
dernier pour k > 3 se répercutant sur le théorème 1. Il est raisonnable de penser que le lemme 5
est vérifié pour tout k, et qu’il en est ainsi du théorème 1
Notons enfin qu’un exemple de calcul direct de l’erreur locale de troncature est proposé plus loin,
dans le cas des conditions de type masse-ressort.
Choix de k. Nous n’avons pas encore indiqué la valeur de k intervenant dans le calcul des
valeurs modifiées (7.12) et (7.17). Le résultat 7 précise la valeur minimale de k telle que, dans le
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s r k
Lax-Wendroff 1 2 2
Volumes finis 2 2 2
WENO 5 3 5 3
Tab. 7.1 – Valeurs de s, r et k pour différents schémas
cas limite d’un milieu homogène, le schéma coïncide avec le schéma en l’absence d’interfaces. Le
théorème 1 précise la valeur minimale de k telle que l’ordre local du schéma est maintenu aux
points irréguliers. La valeur minimale de k vérifiant ces deux critères est alors optimale et s’écrit
(7.59) k = max
(
s,r + 1− E
(
r + 1
2
))
,
où E(x) désigne la partie entière de x. Le tableau 7.1 rappelle les valeurs de la largeur s et de
l’ordre de convergence r des schémas utilisés au cours de cette étude, et précise les valeurs de k
découlant de (7.59).
7.3.5 Stabilité
Observations. Nous ne proposons pas ici de théorie de stabilité concernant le couplage de
l’ESIM aux schémas numériques. Cette étude de stabilité ne peut être effectuée via une analyse
de Fourier classique, cette analyse nécessitant l’invariance des schémas par translation dans le
milieu. L’étude de la stabilité des schémas avec coefficients discontinus repose en général sur des
techniques d’énergie : il s’agit alors de définir une énergie, basée sur les valeurs numériques Uni
et sur les valeurs modifiées U∗i , dont on montre qu’elle est conservée ou décroît.
Nous proposons seulement un ensemble de remarques déduites d’expériences numériques, pour
différentes positions de l’interface, valeurs des paramètres physiques, et nombre CFL. Tout
d’abord, le couplage de l’ESIM au schéma WENO 5 est toujours stable pour CFL ≤ 1, même
pour des contrastes extrêmes des paramètres physiques (ex : eau-air), et pour une interface très
proche ou sur un point du maillage (θ = 0). Par contre, dans certains cas limites, le couplage
de l’ESIM aux schémas de Lax-Wendroff ou de volumes finis avec limiteur de flux peut conduire
à l’apparition d’instabilités numériques au voisinage de l’interface. Ces cas correspondent à des
contrastes très importants des paramètres physiques et à une interface très proche d’un point de
7.3. CONTACT PARFAIT 163
calcul, soit
(7.60)
ρ0  ρ1, c0  c1 et θ → 1−
ρ0  ρ1, c0  c1 et θ → 0+.
Nous n’avons pas d’expression théorique des valeurs limites de θ en fonction des paramètres
physiques, mais avons observé plusieurs propriétés. Tout d’abord, les configurations instables
existent aussi dans le cas de l’IIM en 1D, et apparaissent exactement pour les mêmes valeurs
des paramètres physiques et géométriques. D’autre part, le comportement des schémas de Lax-
Wendroff et de volumes finis avec limiteur de flux couplés à l’ESIM sont les mêmes : les instabilités
apparaissent pour les mêmes valeurs. Enfin, la valeur de k influe sur la stabilité. Dans le cas de
l’interface eau-air, des instabilités apparaissent, suivant la valeur de k, à partir des valeurs de θ
(7.61)
k = 1 : θ ≥ 0.99,
k = 2 : θ ≥ 0.999,
k = 3 : θ ≥ 0.9999.
Cependant, le fait d’augmenter k n’est pas une solution pleinement satisfaisante dans ces cas
limites, car des instabilités peuvent subsister.
Résolution par moindres carrés. Nous proposons une façon empirique de résoudre les cas
problématiques observés avec les schémas de Lax-Wendroff et de volumes finis couplés à l’ESIM.
Considérons le calcul des valeurs modifiées à droite de α. Rappelons que les valeurs modifiées
à droite de α (7.12) découlent d’estimations numériques des valeurs limites de ∂
m
∂ xm U(α
±,t)
(0 ≤ m ≤ 3). Au lieu d’estimer ces valeurs limites à partitr de k = 2 valeurs numériques
de chaque côté de α (7.11), nous estimons alors ces valeurs limites à partir de k = 3 valeurs
numériques de chaque côté de α. Cela revient à écrire le système
(7.62)

 U
n
J−2
...
UnJ+3

 =M


U−
...
∂3
∂ x3
U−

 .
oùM est cette fois une matrice rectangulaire bloc 4×6, avec des blocs 2×2. Les composantes de
M sont données par (7.10), avec (1 ≤ j ≤ 6). L’equation (7.62) est résolue par moindres carrés ;
au lieu de (7.12), les valeurs modifiées à droite de l’interface s’écrivent
(7.63) i = 1,2, U∗i =
(
I2 . . .
(xi − α)3
3 !
I2
) (
TMM
)−1 TM

 U
n
J−2
...
UnJ+3

 .
La même procédure peut s’appliquer pour les valeurs modifiées à gauche de α. Ce faisant, nous
n’avons jamais observé d’instabilités, quelles ques soient les valeurs des paramètres physiques et
géométriques. Là encore, nous ne savons pas expliquer pourquoi le couplage obtenu est stable.
L’étude générale de la stabilité de l’ESIM reste une question ouverte intéressante.
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7.4 Conditions de type masse-ressort
7.4.1 Introduction
U(x,t )
U(x,t )
U(x,t )
αx x
n
J+1J
x J-s+1 x
... ...
J+s
U(x,t )* *
n
n
n
Fig. 7.3 – Schématisation d’une composante de U(x,tn) (traits pleins) et de U
∗(x,tn) (pointillés)
pour un contact imparfait décrit par des conditions de type masse-ressort.
Les conditions de type masse-ressort, présentées au chapitre 5, correspondent à une solution
exacte U(x,t) discontinue. Nous schématisons une composante de U(x,tn) et U
∗(x,tn) (ex : la
vitesse élastique) en figure 7.3.
La procédure suivie au cours de cette section est essentiellement la même que dans le cas du
contact parfait. Les différences proviennent du fait que les dérivées spatiales de U(x,tn), d’un
côté de α, dépendent des dérivées spatiales de U(x,tn), de l’autre côté de α à des ordres de
dérivation supérieurs. De plus, les conditions de type masse-ressort n’étant pas symétriques par
rapport à α, les calculs menant aux valeurs modifiées à droite puis à gauche de α présentent
quelques différences.
7.4.2 Calcul des valeurs modifiées
Valeurs modifiées à droite. Nous calculons tout d’abord les valeurs modifiées U∗i à droite de
α (J+1 ≤ i ≤ J+s). Nous appliquons les conditions (5.17) dans les k développements de Taylor
à droite de α (J + 1 ≤ i ≤ J + k dans (7.7)), ce qui conduit en ces points à
(7.64)
U(xi,tn) =
2 k−1∑
m=0
(xi − α)m
m !
D2m+1
∂m
∂ xm
U(α−,tn)
+
2 k−1∑
m=0
(xi − α)m
m !
D2m+2
∂m+1
∂ xm+1
U(α−,tn) +O(∆x
2 k),
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soit, après regroupement des termes dans (7.64),
(7.65)
U(xi,tn) = D1U(α
−,tn)
+
2 k−1∑
m=1
(
(xi − α)m
m !
D2m+1 +
(xi − α)m−1
(m− 1) ! D2m
)
∂m
∂ xm
U(α−,tn)
+
(xi − α)2 k−1
(2 k − 1) ! D4 k
∂2 k
∂ x2 k
U(α−,tn) +O(∆x
2 k).
Les k premières équations de (7.7) et les k équations (7.65) s’écrivent
(7.66)

 U(xJ−k+1,tn)...
U(xJ+k,tn)

 =M


U(α−,tn)
...
∂2 k−1
∂ x2 k−1
U(α−,tn)

+∆1 +

 O(∆x
2 k)
...
O(∆x2 k)

 ,
où M est une matrice bloc 2 k × 2 k, avec des blocs 2× 2, de composantes (1 ≤ j ≤ 2 k)
(7.67) M [i,j] =


(xJ−k+i − α)j−1
(j − 1) ! I2 si 1 ≤ i ≤ k,
D1 si k + 1 ≤ i ≤ 2 k et si j = 1,
(xJ−k+i − α)j−1
(j − 1) ! D2j−1 +
(xJ−k+i − α)j−2
(j − 2) ! D2 j−2
si k + 1 ≤ i ≤ 2 k et si j 6= 1,
et ∆1 est un vecteur bloc 2 k avec des blocs 2× 2, de composantes
(7.68) ∆1(i) =


0 si 1 ≤ i ≤ k,
(xJ−k+i − α)2 k−1
(2 k − 1) ! D4 k
∂2 k
∂ x2 k
U(α−,tn) si k + 1 ≤ i ≤ 2 k.
Nous remplaçons les valeurs exactes U (xi,tn) (membre de gauche de (7.66)) par U
n
i ; nous éli-
minons aussi le vecteur ∆1, et les restes de Taylor (troisième membre de droite de (7.66)). Les
estimations numériques de ∂
m
∂ xm U(α
−,tn) (0 ≤ m ≤ 2 k−1), découlant de l’inversion du système
obtenu, sont reportées dans l’expression de la solution modifiée à droite de α (7.6). Nous en
déduisons explicitement les valeurs modifiées à droite de α, données par (7.12) comme dans le
cas du contact parfait. L’inversibilité de M (7.67) est discutée plus loin.
Valeurs modifiées à gauche. Nous suivons une procédure semblable pour calculer les valeurs
modifiées aux points irréguliers xi à gauche de α (J − s + 1 ≤ i ≤ J). Nous appliquons les
conditions (5.21) dans les k développements de Taylor à gauche de α (J − k + 1 ≤ i ≤ J dans
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(7.7)), ce qui conduit en ces points à
(7.69)
U(xi,tn) =
2 k−1∑
m=0
2p−m−1∑
λ=0
(xi − α)m
m !
E(λ,k,2 k −m) ∂
m+λ
∂ xm+λ
U(α+,tn)
+
2 k−1∑
m=0
(xi − α)m
m !
E(2 k −m,m,2 k −m) ∂
2 k
∂ x2 k
U(α−,tn) +O(∆x
2 k),
soit, après réarrangement de la double somme,
(7.70)
U(xi,tn) =
2 k−1∑
m=0
(
m∑
λ=0
(xi − α)m−λ
(m− λ) ! E(λ,m− λ,2 k −m+ λ)
)
∂m
∂ xm
U(α+,tn)
+
(
2 k−1∑
m=0
(xi − α)m
m !
E(2 k −m,m,2 k −m)
)
∂2 k
∂ x2 k
U(α−,tn) +O(∆x
2 k).
Les k dernières équations de (7.7) et les k équations (7.70) s’écrivent
(7.71)

 U (xJ−k+1,tn)...
U(xJ+k,tn)

 =N


U(α−,tn)
...
∂2 k−1
∂ x2 k−1
U (α−,tn)

+∆2 +

 O(∆x
2 k)
...
O(∆x2 k)

 ,
où N est une matrice bloc 2 k × 2 k, avec des blocs 2× 2, de composantes (1 ≤ j ≤ 2 k)
(7.72) N [i,j] =


j−1∑
m=0
(xJ−k+i − α)j−1−m
(j − 1−m) ! E(m,j − 1−m,2 k − j + 1 +m) si 1 ≤ i ≤ k,
(xJ−k+i − α)j−1
(j − 1) ! I2 si k + 1 ≤ 2 k,
et où ∆2 est un vecteur bloc 2 k avec des blocs 2× 2, de composantes
(7.73)
∆2(i) =


(
2 k−1∑
m=0
(xJ−k+i − α)m
m !
E(2 k −m,m,2 k −m)
)
∂2 k
∂ x2 k
U(α−,tn) si 1 ≤ i ≤ k,
0 si k + 1 ≤ i ≤ 2 k.
Les valeurs modifiées aux points irréguliers à gauche de α sont alors données par (7.17)
7.4.3 Utilisation des valeurs modifiées
L’utilisation des valeurs modifiées aux points irréguliers est donnée par (7.18). Les remarques
concernant l’avancée en temps sont les mêmes que dans le cas du contact parfait.
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Cas limite du milieu homogène. Ce cas correspond non seulement à des paramètres physiques
identiques de part et d’autre de α, mais aussi à une raideur K infinie et une masse M nulle.
Dans ce cas, nous montrons un résultat identique au résultat 7 montré dans le cas du contact
parfait.
Resultat 10 Pour ρ0 = ρ1, c0 = c1, K = +∞ et M = 0, l’ESIM coïncide avec le schéma en
l’absence d’interface, i.e. l’avancée en temps (7.18) revient à l’avancée en temps classique (4.1),
si
(7.74) k ≥ s.
Démonstration. Dans le cas limite du milieu homogène, les matrices Dm et E (5.17) et (5.21) se
simplifient et s’écrivent, pour i ≥ 0, k ≥ 0, et l ≥ 1,


D4 i+1 =D4 i+3 = I2
D4 i+2 =D4 i+4 = 0
E(0,k,l) = I2 et E(m,k,l) = 0 si m 6= 0.
Par conséquence, M =N et sont les mêmes que dans le cas limite du contact parfait en milieu
homogène. La suite de la démonstration est alors identique à celle du résultat 7. 2
Inversibilité des matrices. Comme dans le cas d’une interface parfaite, nous montrons dans
le prochain résultat que les déterminants de M et N sont non nuls pour toutes valeurs des
paramètres décrivant les milieux et l’interface.
Resultat 11 Pour k = 1,2,3, les matrices M et N sont toujours inversibles, quelles que soient
les valeurs de ρ0, ρ1, c0, c1, K, M , ∆x et α.
Démonstration. Le calcul du déterminant est proposé pour la matrice M et k = 2. Les blocs de
M (7.67) sont diagonaux : après permutation des lignes et colonnes, le déterminant deM s’écrit
(7.75) detM = detA detB,
avec A[i,j] =M [i,j][1,1] et B[i,j] =M [i,j][2,2] (1 ≤ i ≤ 4, 1 ≤ j ≤ 4). Les calculs, menés avec
MAPLE, conduisent à
detA =
1
12 ρ21 c
2
1K
2
((
5∑
i=1
ηi pi(θ)
)
∆x6 +
(
9∑
i=6
ηi pi(θ)
)
∆x5 +
(
12∑
i=10
ηi pi(θ)
)
∆x4
)
(7.76)
detB =
1
12 ρ20 c
4
1K
((
5∑
i=1
ξi pi(θ)
)
∆x6 +
(
9∑
i=6
ξi pi(θ)
)
∆x5 +
(
12∑
i=10
ξi pi(θ)
)
∆x4
)
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avec les polynômes pi(θ)
p1(θ) = −4 θ4 + 16 θ3 − 17 θ2 − θ + 6, p7(θ) = −12 θ3 + 6 θ2 + 16 θ + 3,
p2(θ) = θ
4 − 6 θ3 + 13 θ2 − 12 θ + 4, p8(θ) = 4 θ3 + 6 θ2 + 2 θ,
p3(θ) = 6 θ
4 − 12 θ3 − 4 θ2 + 10 θ + 2, p9(θ) = −4 θ3 + 18 θ2 − 26 θ + 12,
p4(θ) = θ
4 + 2 θ3 + θ2, p10(θ) = 6 θ
2 + 6 θ + 2,
p5(θ) = −4 θ4 + 7 θ2 + 3 θ, p11(θ) = 6 θ2 − 18 θ + 12,
p6(θ) = 12 θ
3 − 30 θ2 + 8 θ + 13, p12(θ) = −12 θ2 + 12 θ + 9,
et les coefficients ηi et ξi
η1 = ρ
2
0 c
6
0K
2, η2 = ρ0 c
6
0 ρ1K
2, η3 = ρ0 c
4
0 ρ1 c
2
1K
2,
η4 = ρ0 c
2
0 ρ1 c
4
1K
2 η5 = c
2
0 ρ
2
1 c
4
1K
2, η6 = ρ
2
0 c
6
0 ρ1 c
2
1K,
η7 = ρ0 c
4
0 ρ
2
1 c
4
1K η8 = ρ1 c
6
1K
2M, η9 = ρ0 c
4
0 c
2
1K
2M,
η10 = ρ0 c
2
0 ρ1 c
6
1KM, η11 = ρ0 c
4
0 ρ1 c
4
1KM, η12 = ρ
2
0 c
6
0 ρ
2
1 c
4
1,
ξ1 = ρ0 c
4
0 ρ1K, ξ2 = ρ0 c
2
0 ρ1 c
2
1K, ξ3 = ρ
2
1 c
2
0 c
2
1K,
ξ4 = ρ0 ρ1 c
4
1K, ξ5 = ρ
2
0 c
2
0 c
2
1K, ξ9 = ρ0 c
4
0 ρ
2
1 c
2
1,
ξ7 = ρ0 c
2
0 c
2
1KM, ξ8 = ρ
2
0 c
2
0 ρ1 c
4
1, ξ6 = c
2
0 ρ1 c
2
1KM,
ξ10 = ρ0 c
2
0 ρ1 c
4
1M, ξ11 = ρ0 c
4
0 ρ1 c
2
1M, ξ12 = c
2
0 c
2
1KM
2.
On remarque la propriété
12∑
i=1
pi(θ) = 63.
Les coefficients ηi et ξi étant tous positifs, on en déduit que les polynômes pi et qi ne sont pas
tous nuls simultanément. Nous obtenons alors detA > 0 et detB > 0, d’où detM > 0. La même
procédure est appliquée pour montrer detN > 0. On remarque que les 5 premiers polynômes
pi(θ) sont les mêmes que ceux obtenus dans le cas de contact parfait (voir résultat (9)). 2
Là encore, le calcul numérique de M−1 et N−1, réalisé en prétraitement, ne pose pas de pro-
blèmes. D’autre part, nous ne proposons pas d’analyse de stabilité. De nombreuses expériences
numériques ont montré qu’il n’y a pas d’influence de K et M sur la stabilité du couplage de
l’ESIM avec les schémas utilisés.
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7.4.4 Analyse de l’erreur locale de troncature
Nous avons analysé précédemment l’ordre local d’un schéma couplé à l’ESIM selon (7.18), avec
des conditions de contact parfait. Pour appliquer la même analyse avec les conditions de type
masse-ressort, nous devons prendre en compte la nouvelle structure des matricesM et N . Dans
le cas des conditions de contact parfait, ∆1 =∆2 = 0, et comme pour tout i, |xi−α| = O(∆x),
nous avons
(7.77) M (i,j) = O(∆xj−1), N (i,j) = O(∆xj−1),
pour 1 ≤ i ≤ 2 k et 1 ≤ j ≤ 2 k. Par contre, dans le cas des conditions de type masse-ressort,
∆1 et ∆2 sont des vecteurs non nuls, et nous avons
(7.78)
M (i,j) =


O(∆xj−1) si 1 ≤ i ≤ k et 1 ≤ j ≤ 2 k,
O(1) si k + 1 ≤ i ≤ 2 k et j = 1,
O(∆xj−2) si k + 1 ≤ i ≤ 2 k et 2 ≤ j ≤ 2 k,
N (i,j) =


O(1) si 1 ≤ i ≤ k et 1 ≤ j ≤ 2 k,
O(∆xj−1) si k + 1 ≤ i ≤ 2 k et 1 ≤ 2 k.
L’estimation d’erreurs repose alors sur le lemme suivant.
Lemme 6 Soit Ψ un vecteur à 2 k blocs 2 × 2 dont les composantes sont en O(∆x2 k). Alors,
pour k = 1,2,3, les matrices M et N , et les vecteurs ∆1 et ∆2 vérifient
(7.79)
M−1Ψ =


O(∆x2 k−1)
O(∆x2 k−2)
...
O(∆x)
O(1)


, M−1∆1 =


O(∆x2 k−1)
O(∆x2 k−2)
...
O(∆x)
O(1)


,
N−1Ψ =


O(∆x2 k−1)
O(∆x2 k−2)
...
O(∆x)
O(1)


, N−1∆2 =


O(∆x2 k−1)
O(∆x2 k−2)
...
O(∆x)
O(1)


.
Démonstration. Les calculs sont faits explicitement avec MAPLE à partir des expressions deM
(7.67), N (7.72), ∆1 (7.68), et ∆2 (7.73). 2
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Nous pouvons écrire l’analogue du théorème 1 dans le cas des conditions de type masse-ressort.
Nous ne proposons pas de démonstration, sachant qu’elle serait identique à celle du théorème 1,
à la différence de l’utilisation du lemme 5. Pour illustrer cette différence et donner un exemple
de calcul direct d’erreur locale de troncature dans le cas de l’ESIM, nous proposons maintenant
une estimation de l’erreur locale de l’ESIM couplée au schéma de Lax-Wendroff, avec k = 2.
Les points irréguliers sont alors xJ et xJ+1. L’avancée en temps (7.18) en xJ s’écrit
(7.80)
Un+1J −UnJ
∆ t
+
1
2∆x
A0
(
U∗J+1 −UnJ−1
)
− 1
2
( c0
∆x
)2
∆ t
(
U∗J+1 − 2UnJ +UnJ−1
)
= 0.
Chaque valeur numérique qui apparait implicitement ou explicitement dans (7.80) est remplacée
par la valeur exacte correspondante. D’où l’expression de l’erreur locale de troncature L(xJ ,tn)
(7.81) L(xJ ,tn) = L1(xJ ,tn) +L2(xJ ,tn) +L3(xJ ,tn),
avec
L1(xJ ,tn) =
U(xJ ,tn+1)−U(xJ ,tn)
∆ t
L2(xJ ,tn) =
1
2∆x
A0 (U∗(xJ+1,tn)−U(xJ−1,tn))
L3(xJ ,tn) = −1
2
( c0
∆x
)2
∆t (U∗(xJ+1,tn)− 2U(xJ ,tn) +U(xJ−1,tn)) .
La valeur exacte U∗(xJ+1,tn) déduite de la valeur modifiée U∗J+1 découle de (7.12)
(7.82) U∗(xJ+1,tn) =
(
I2 . . .
(xJ+1 − α)3
3 !
I2
)
M−1

 U(xJ−1,tn)...
U(xJ+2,tn)

 .
L’équation (7.9) et le lemme 6 (avec k = 2) conduisent à
(7.83)
U∗(xJ+1,tn) =
(
I2 . . .
(xJ+1 − α)3
3 !
I2
)
M−1


M


U(α−,tn)
...
∂3
∂ x3
U(α−,tn)


+∆1 +

 O(∆x
4)
...
O(∆x4)




=
3∑
k=0
(xJ+1 − α)k
k !
∂k
∂ xk
U (α−,tn) +O(∆x
3).
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Nous déduisons L1 de développements de Taylor autour de (α
−,tn)
(7.84)
L1(xJ ,tn) =
∂
∂ t
U(xJ ,tn) +
∆ t
2
∂2
∂ t2
U(xJ ,tn) +O(∆ t
2)
= −A0 ∂
∂ x
U(xJ ,tn) + c
2
0
∆ t
2
∂2
∂ x2
U(xJ ,tn) +O(∆ t
2)
= −A0 ∂
∂ x
U(α−,tn) +
(
c20
∆ t
2
− (xJ − α)A0
)
∂2
∂ x2
U (α−,tn) +O(∆x
2).
Nous déduisons L2 et L3 de développements de Taylor de U(xJ−1,tn) et U (xJ ,tn) en α
−, et de
(7.83)
(7.85)
L2(xJ ,tn) = A0
∂
∂ x
U(α−,tn) + (xJ − α)A0 ∂
2
∂ x2
U(α−,tn) +O(∆x
2)
L3(xJ ,tn) = −c20
∆ t
2
∂2
∂ x2
U(α−,tn) +O(∆x
2).
Nous ajoutons L1, L2, et L3. Nous obtenons alors
(7.86) L(xJ ,tn) = O(∆x
2),
qui est l’erreur locale de troncature du schéma de Lax-Wendroff aux points réguliers. Nous
pouvons faire une démonstration semblable en xJ+1.
7.5 Couche fine
7.5.1 Introduction
U(x,t )
U(x,t )
U(x,t )
x x J+1
n
J
x J-s+1 x
... ...
J+s
U(x,t )* *
α0 α1
n
n
n
Fig. 7.4 – Schématisation d’une composante de U(x,tn) (traits pleins) et de U
∗(x,tn) (pointillés)
dans un milieu tricouche, les deux interfaces appartenant à la même couche.
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Le cas d’un milieu avec n > 1 interfaces parfaites situées en αi (0 < i < n − 1) ne pose pas de
problèmes si
(7.87) E
(αi+1
∆x
)
> E
( αi
∆x
)
+ s.
Dans le cas contraire, certains développements de Taylor autour de αi (7.7) coupent l’interface
αi+1, ce qui fait chuter l’ordre de ces développements. Il est alors nécessaire de prendre en compte
les conditions vérifiées en αi+1 par U (x,t).
Nous considérons ici n = 2 interfaces, et nous supposons α1 −α0 < ∆x. Deux cas peuvent alors
se présenter. Le premier cas correspond à deux interfaces dans la même couche, aucun point de
calcul n’existant sur l’intervalle [α0,α1] (figure 7.4). Le deuxième cas est celui où un point de
calcul existe entre les deux interfaces, soit α0 < xJ+1 < α1.
Nous nous intéressons tout d’abord au premier cas où les deux interfaces sont situées dans la
même maille, i.e. xJ ≤ α0 < α1 ≤ xJ+1, et nous ne voulons pas mailler l’intervalle [α0,α1]. Nous
écrivons les solutions modifiées U∗(x,tn) de part et d’autre de α0 et α1
(7.88)
α0 ≤ x ≤ xJ+s, U ∗(x,tn) =
2 k−1∑
m=0
(x− α0)m
m !
∂m
∂ xm
U(α−0 ,tn),
xJ−s+1 ≤ x ≤ α1, U∗(x,tn) =
2 k−1∑
m=0
(x− α1)m
m !
∂m
∂ xm
U(α+1 ,tn).
Nous écrivons les développements de Taylor d’ordre 2 k de U(xi,tn) en 2 k points de calcul de
part et d’autre de α0 et α1
(7.89)
J − k + 1 ≤ i ≤ J, U(xi,tn) =
2 k−1∑
m=0
(xi − α0)m
m !
∂m
∂ xm
U(α−0 ,tn) +O(∆x
2 k),
J + 1 ≤ i ≤ J + k, U(xi,tn) =
2 k−1∑
m=0
(xi − α1)m
m !
∂m
∂ xm
U(α+1 ,tn) +O(∆x
2 k).
7.5.2 Calcul des valeurs modifiées
Valeurs modifiées à droite. Nous calculons tout d’abord les valeurs modifiées U∗i aux points
irréguliers xi à droite de α1 (J +1 ≤ i ≤ J + s). Nous appliquons les conditions (5.28), calculées
jusqu’à l’ordre l = 2 k−m− 1, dans les k développements de Taylor à droite de α1 (J +1 ≤ i ≤
J + k dans (7.89)), ce qui conduit en ces points à
(7.90)
U(xi,tn) =
2 k−1∑
m=0
2 k−m−1∑
λ=0
(xi − α1)m
m !
hλ
λ !
Dm(Ω1,Ω2)Dλ+m(Ω0,Ω1)
∂λ+m
∂ xλ+m
U(α−0 ,tn)+O(∆x
2 k),
avec h = α1 − α0, soit, après modification des indices,
(7.91)
U(xi,tn) =
2 k−1∑
m=0
(
m∑
λ=0
(xi − α1)λ
λ !
hm−λ
(m− λ) ! Dλ(Ω1,Ω2)Dm(Ω0,Ω1)
)
∂m
∂ xm
U(α−0 ,tn)+O(∆x
2 k).
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Les k premières équations de (7.89) et les k équations (7.91) s’écrivent
(7.92)

 U(xJ−k+1,tn)...
U(xJ+k,tn)

 =M


U(α−0 ,tn)
...
∂2 k−1
∂ x2 k−1
U (α−0 ,tn)

+

 O(∆x
2 k)
...
O(∆x2 k)

 ,
où M est une matrice 2 k × 2 k, avec des blocs 2× 2, de composantes (1 ≤ j ≤ 2 k)
(7.93)
M [i,j] =


(xJ−k+i − α0)j−1
(j − 1) ! I2 si 1 ≤ i ≤ k
j−1∑
λ=0
(xJ−k+i − α1)λ
λ !
hj−λ−1
(j − λ− 1) ! Dλ(Ω1,Ω2)Dj−1(Ω0,Ω1) si k + 1 ≤ i ≤ 2 k.
Rappelons que, à O(h) près, les conditions de couche fine (5.28) reviennent aux conditions de
type masse-ressort (5.14), avec K et M donnés par (5.29). Après développement des matrices
M dans les deux cas (7.67), (7.93), il est possible de montrer que ces matrices sont égales à O(h)
près, comme attendu.
Nous remplaçons les valeurs exactes U(xi,tn) (membre de gauche de (7.92)) par U
n
i et éliminons
les restes de Taylor de (7.92). Les estimations numériques de ∂
m
∂ xm U(α
−
0 ,tn) (0 ≤ m ≤ 2 k − 1),
découlant de l’inversion du système obtenu, sont alors reportées dans l’expression de la solution
modifiée à droite de α1 (7.88). Nous en déduisons alors les valeurs modifiées à droite de α1
(7.94) J + 1 ≤ i ≤ J + s, U∗i =
(
I2 . . .
(xi − α0)2 k−1
(2 k − 1) ! I2
)
M−1

 U
n
J−k+1
...
UnJ+k

 .
Valeurs modifiées à gauche. Nous suivons une procédure semblable pour calculer les valeurs
modifiées aux points irréguliers à gauche de α0 (J−s+1 ≤ i ≤ J). Nous appliquons les conditions
(5.28), calculées jusqu’à l’ordre l = 2 k −m − 1, dans les k développements de Taylor à gauche
de α0 (J − k + 1 ≤ i ≤ J dans (7.89)), ce qui conduit en ces points à
(7.95)
U(xi,tn) =
2 k−1∑
m=0
2 k−m−1∑
λ=0
(xi − α1)m
m !
(−h)λ
λ !
D−1m (Ω0,Ω1)D
−1
λ+m(Ω1,Ω2)
∂λ+m
∂ xλ+m
U(α+1 ,tn)+O(∆x
2 k),
soit, après renumérotation des indices,
(7.96)
U(xi,tn) =
2 k−1∑
m=0
(
m∑
λ=0
(xi − α0)λ
λ !
(−h)m−λ
(m− λ) ! D
−1
λ (0,1)D
−1
m (1,2)
)
∂m
∂ xm
U(α+1 ,tn) +O(∆x
2 k).
Les k dernières équations de (7.89) et les k équations (7.96) s’écrivent
(7.97)

 U(xJ−k+1,tn)...
U(xJ+k,tn)

 =N


U(α+1 ,tn)
...
∂2 k−1
∂ x2 k−1
U(α+1 ,tn)

+

 O(∆x
2 k)
...
O(∆x2 k)

 ,
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où N est une matrice bloc 2 k × 2 k, avec des blocs 2× 2, de composantes (1 ≤ j ≤ 2 k)
(7.98) N [i,j] =


j−1∑
λ=0
(xJ−k+i − α0)λ
λ !
(−h)j−λ−1
(j − λ− 1) ! D
−1
λ (Ω0,Ω1)D
−1
j−1(Ω1,Ω2) si 1 ≤ i ≤ k
(xJ−k+i − α1)j−1
(j − 1) ! I2 si k + 1 ≤ i ≤ 2 k.
Nous remplaçons les valeurs exactes U(xi,tn) (membre de gauche de (7.97)) par U
n
i et éliminons
les restes de Taylor de (7.97). Nous en déduisons alors les valeurs modifiées à gauche de α0
(7.99) J + 1 ≤ i ≤ J + s, U∗i =
(
I2 . . .
(xi − α1)2 k−1
(2 k − 1) ! I2
)
M−1

 U
n
J−k+1
...
UnJ+k

 .
7.5.3 Utilisation des valeurs modifiées
L’utilisation des valeurs modifiées pour l’avancée en temps aux points irréguliers est là encore
donnée par (7.18). Finalement, la principale différence entre le cas d’une couche fine et le cas des
interfaces parfaites ou imparfaites réside dans les expressions deM , N , et des valeurs modifiées.
Cas limite du milieu homogène. Dans le cas limite d’un milieu tricouche homogène (les
interfaces en α0 et α1 disparaissant alors), nous montrons que l’ESIM coïncide avec le schéma
en l’absence d’interfaces.
Resultat 12 Pour ρ0 = ρ1 = ρ2 et c0 = c1 = c2, l’ESIM coïncide avec le schéma en l’absence
d’interface, i.e. l’avancée en temps (7.18) revient à l’avancée en temps classique (4.1), si
k ≥ s.
Démonstration. Dans le cas limite d’un milieu homogène, Dm(Ω0,Ω1) = Dm(Ω1,Ω2) = I2 pour
tout entier m (5.8). Cependant, à la différence du contact parfait et des conditions de type masse-
ressort, on a M 6= N dans ce cas, ce qui amène à distinguer le calcul des valeurs modifiées à
droite de α1 et le calcul des valeurs modifiées à gauche de α0. Considérons le premier calcul.
Nous écrivons trivialement
(7.100)

 U
n
J−k+1
...
UnJ+k

 =MM−1

 U
n
J−k+1
...
UnJ+k


L’expression de M(7.93) se simplifie en milieu homogène
(7.101) M [i,j] =


(xJ−k+i − α0)j−1
(j − 1) ! I2 si 1 ≤ i ≤ k
j−1∑
λ=0
(xJ−k+i − α1)λ
λ !
hj−λ−1
(j − λ− 1) ! I2 si k + 1 ≤ i ≤ 2 k.
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Compte-tenu de h = α1 − α0, on a
(7.102)
j−1∑
λ=0
(xJ−k+i − α1)λ
λ !
hj−λ−1
(j − λ− 1) ! =
(xJ−k+i − α1 + h)j−1
(j − 1) !
=
(xJ−k+i − α0)j−1
(j − 1) ! .
De (7.100), (7.101), et (7.102), nous déduisons
(7.103) J + 1 ≤ i ≤ J + k, U∗i =
(
I2 . . .
(xi − α0)2 k−1
(2 k − 1) ! I2
)
M−1

 U
n
J−k+1
...
UnJ+k

 .
La comparaison de (7.94) et (7.103) conduit à
(7.104) k ≥ s ⇒ J + 1 ≤ i ≤ J + s, U∗i = Uni .
Nous pouvons effectuer exactement la même démonstration pour les valeurs modifiées à gauche
de α0, avec la matrice N . L’avancée en temps (7.18) revient alors à l’avancée en temps (5.8) en
l’absence d’interface : nous retrouvons ainsi l’expression du schéma en milieu homogène. 2
Inversibilité des matrices. Comme dans le cas du contact parfait et des conditions de type
masse-ressort, nous montrons que les déterminants deM etN sont non nuls pour toutes valeurs
des paramètres décrivant les milieux et les interfaces.
Resultat 13 Pour k = 1,2,3, les matrices M et N sont toujours inversibles, quelles que soient
les valeurs de ρ0, ρ1, ρ2, c0, c1, c2, ∆x, α0 et α1.
Démonstration. Le calcul du déterminant est proposé pour la matrice M et k = 2. Nous posons
θ0 = (α0 − xJ)/∆x et θ1 = (α1 − xJ)/∆x, de sorte que θ0 ∈ [0,1[, θ1 ∈ [0,1[, θ0 < θ1. Les blocs
de M (7.93) sont diagonaux : après permutation des lignes et colonnes, le déterminant de M
s’écrit
(7.105) detM = detA detB,
avec A[i,j] =M [i,j][1,1] et B[i,j] =M [i,j][2,2] (1 ≤ i ≤ 4, 1 ≤ j ≤ 4). Les calculs, menés avec
MAPLE, conduisent à
detA =
∆x6
24 ρ20 c
4
1 ρ2 c
4
2
15∑
i=1
ηi pi(θ0,θ1)
(7.106)
detB =
∆x6
24 c20 ρ
2
1 c
6
1 ρ2 c
4
2
15∑
i=1
ξi pi(θ0,θ1)
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avec les polynômes pi(θ)
p1(θ0,θ1) = 6 θ0 θ1 − 6 θ21 + 9 θ1 − 9 θ0,
p2(θ0,θ1) = −12 θ40 + 24 θ30 θ1 − 12 θ30 − 12 θ20 θ21 − 12 θ0 θ21 + 24 θ20 θ1 + 4 θ0 θ1 − 2 θ21 − 2 θ20
p3(θ0,θ1) = 4 θ
2
0 + 4 θ
2
1 − 8 θ0 θ1
p4(θ0,θ1) = −2 θ40 + 12 θ31 − 26 θ21 + 24 θ1 − 8
p5(θ0,θ1) = −2 θ40 − 2 θ41 + 8 θ30 θ1 + 8 θ0 θ31 − 12 θ20 θ21
p6(θ0,θ1) = 8 θ
3
0 θ1 − 12 θ30 + 12 θ20 θ1 − 18 θ20 + 4 θ0 θ1 − 6 θ0
p7(θ0,θ1) = −4 θ41 − 12 θ20 θ21 + 4 θ30 θ1 + 12 θ0 θ31 − 18 θ0 θ21 + 18 θ20 θ1 + 6 θ31 − 6 θ30
p8(θ0,θ1) = 8 θ0 θ
3
1 + 4 θ
3
1 − 36 θ0 θ21 − 18 θ21 + 52 θ0 θ1 − 24 θ0 + 26 θ1 − 12
p9(θ0,θ1) = 8 θ
4
1 − 8 θ0 θ31 − 36 θ31 + 36 θ0 θ21 + 52 θ21 − 52 θ0 θ1 + 24 θ0 − 24 θ1
p10(θ0,θ1) = 12 θ
2
0 θ
2
1 − 12 θ0 θ31 − 36 θ20 θ1 + 42 θ0 θ21 − 6 θ31 + 18 θ21 − 40 θ0 θ1 + 22 θ20 + 11 θ0 − 11 θ1
p11(θ0,θ1) = 12 θ
2
0 θ
2
1 − 12 θ30 θ1 + 18 θ30 − 30 θ20 θ1 + 12 θ0 θ21 + 18 θ20 + 4 θ21 − 22 θ0 θ1 + 6 θ0 − 6 θ1
p12(θ0,θ1) = 8 θ
4
0 − 8 θ30 θ1 − 12 θ20 θ1 + 12 θ30 + 4 θ20 − 4 θ0 θ1
p13(θ0,θ1) = −2 θ40 − 4 θ30 − 2 θ20
p14(θ0,θ1) = 8 θ
4
0 + 24 θ
2
0 θ
2
1 − 24 θ30 θ1 − 8 θ0 θ31 + 12 θ0 θ21 − 12 θ20 θ1 + 4 θ30 − 4 θ31
p15(θ0,θ1) = −12 θ20 θ21 + 36 θ20 θ1 − 12 θ0 θ21 − 26 θ20 + 36 θ0 θ1 − 2 θ21 − 26 θ0 + 6 θ1 − 4,
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et les coefficients
(7.107)
η1 = ρ0 c
4
0 ρ
2
2 c
4
2, η2 = ρ0 c
2
0 ρ1 c
4
1 ρ2 c
2
2, η3 = ρ0 c
4
0 ρ1 c
2
1 ρ2 c
2
2,
η4 = ρ0 c
4
0 ρ1 ρ2 c
4
2, η5 = ρ0 c
4
0 ρ1 c
4
1 ρ2, η6 = ρ
2
0 c
2
0 c
2
1 ρ2 c
4
2,
η7 = ρ0 c
4
0 c
2
1 ρ
2
2 c
2
2, η8 = c
2
0 ρ
2
1 c
2
1 ρ2 c
4
2, η9 = ρ0 c
4
0 ρ
2
1 c
2
1 c
2
2,
η10 = c
2
0 ρ1 c
2
1 ρ
2
2 c
4
2, η11 = ρ0 c
2
0 c
2
1 ρ
2
2 c
4
2, η12 = ρ
2
0 c
2
0 ρ1 c
4
1 c
2
2,
η13 = ρ0 ρ1 c
4
1 ρ2 c
4
2, η14 = c
2
0 ρ1 c
4
1 ρ
2
2 c
2
2, η15 = ρ0 c
2
0 ρ1 c
2
1 ρ2 c
4
2,
ξ1 = ρ0 c
4
0 ρ
2
1 c
2
1 c
2
2, ξ2 = η2, ξ3 = η3
ξ4 = η4 ξ5 = η5 ξ6 = ρ
2
1 c
4
1 ρ2 c
4
2,
ξ7 = ρ0 c
4
0 ρ
2
1 c
4
1, ξ8 = ρ
2
0 c
4
0 ρ2 c
4
2, ξ9 = ρ0 c
4
0 ρ2 c
4
2,
ξ10 = ρ
2
0 c
4
0 ρ1 c
2
1 c
2
2, ξ11 = ρ0 c
2
0 ρ
2
1 c
4
1 c
2
2 ξ12 = ρ1 c
4
1 ρ
2
2 c
4
2,
ξ13 = η13, ξ14 = ρ
2
0 c
4
0 ρ1 c
4
1 ξ15 = η15.
Les polynômes pi et qi vérifient pi(θ0,θ1) ≥ 0 et qi(θ0,θ1) ≥ 0 sur [0,1] pour θ0 < θ1 et θ0 + θ1 ≤
∆x, et ne sont pas tous nuls simultanément. Comme ηi > 0, ξi > 0 pour i = 1,15, nous obtenons
detA > 0 et detB > 0, et donc detM > 0. La même procédure est appliquée pour montrer
detN > 0. Nous avons vérifié par ailleurs des propriétés analogues pour k = 1 et k = 3 2
Là encore, le calcul numérique de M−1 et N−1, réalisé en prétraitement, ne pose pas de pro-
blèmes.
7.5.4 Analyse de l’erreur locale de troncature
Les matrices M et N (7.93) et (7.98) vérifient le lemme 5. Le théorème 1 s’applique alors aux
conditions de couche fine. La démonstration est la même que dans le cas du contact parfait, en
remplaçant seulement α par α0 dans les trois parties de la démonstration.
7.5.5 Cas particulier
Jusqu’à présent, nous avons considéré le cas où les deux interfaces appartiennent à la même
couche. Le cas où un point de calcul appartient à la couche intermédiaire, soit xJ ≤ α0 < α1 <
xJ+2 doit être traité à part (figure 7.5).
Pour simplifier la procédure en vue d’une fine couche de forme quelconque en 2D et 3D, nous
ne calculons jamais la valeur numérique UnJ+1. Par rapport au cas où les deux interfaces appar-
tiennent à la même couche, les modifications portent sur le choix des points xi où nous écrivons
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x x J+1J x
α0
... ...
J+s
α1
U(x,t )* n U(x,t )* n
U(x,t )
nU(x,t )n
Fig. 7.5 – Schématisation d’une composante de U(x,tn) (traits pleins) et de U
∗(x,tn) (pointillés)
dans un milieu tricouche, les deux interfaces appartenant à deux couches différentes.
les développements de Taylor de U(xi,tn). Au lieu de (7.89), on écrit
(7.108)
J − k + 1 ≤ i ≤ J, U(xi,tn) =
2 k−1∑
m=0
(xi − α0)m
m !
∂m
∂ xm
U(α−0 ,tn) +O(∆x
2 k),
J + 2 ≤ i ≤ J + 1 + k, U(xi,tn) =
2 k−1∑
m=0
(xi − α1)m
m !
∂m
∂ xm
U(α+1 ,tn) +O(∆x
2 k).
Cela modifie les indices dans les matrices M et N : au lieu de (7.93), la matrice M s’écrit
(7.109)
M(i,j) =


(xJ−k+i − α0)j−1
(j − 1) ! I2 si 1 ≤ i ≤ k
j−1∑
λ=0
(xJ+1−k+i − α1)λ
λ !
hj−λ−1
(j − λ− 1) ! Dλ(Ω1,Ω2)Dj−1(Ω0,Ω1) si k + 1 ≤ i ≤ 2 k.
De même, au lieu de (7.98), la matrice N s’écrit
(7.110)
N (i,j) =


j−1∑
λ=0
(xJ−k+i − α0)λ
λ !
(−h)j−λ−1
(j − λ− 1) ! D
−1
λ (Ω0,Ω1)D
−1
j−1(Ω1,Ω2) si 1 ≤ i ≤ k
(xJ+1−k+i − α1)j−1
(j − 1) ! I2 si k + 1 ≤ i ≤ 2 k.
Le reste de la procédure est inchangé.
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7.6 Conclusion
Au cours de ce chapitre, nous avons développé en 1D une nouvelle méthode numérique, l’Explicit
Simplified Interface Method (ESIM), pour prendre en compte les interfaces dans des schémas
numériques classiques. La position des interfaces est quelconque par rapport au maillage régulier.
Nous appliquons l’ESIM aux trois types d’interfaces vus au chapitre 5 : interface parfaite, interface
imparfaite décrite par des conditions de type masse-ressort, et enfin deux interfaces parfaites
proches l’une de l’autre.
Dans tous les cas, nous montrons que le couplage de l’ESIM et des schémas numériques permet
de conserver l’ordre local des schémas au voisinage des interfaces. Ce résultat est une condition
nécessaire pour un résultat général, à savoir : la conservation de l’ordre global de convergence
des schémas sur l’ensemble du domaine. Cette dernière démonstration, nécessitant des résultats
de stabilité, reste à faire. Toutefois, nous montrons numériquement au chapitre 10 que l’ordre de
convergence global des schémas est effectivement conservé par couplage avec l’ESIM.
D’autre part, la modification des schémas induite par l’ESIM dépend continuement du contraste
des paramètres physiques : en particulier, on retrouve l’expression des schémas en milieu homo-
gène dans le cas limite de milieux identiques (contrairement à l’IIM). Enfin, le surcoût informa-
tique de la méthode est négligeable par rapport au coût des schémas numériques, et l’algorithme
est de programmation aisée, quel que soit le schéma numérique utilisé.
Nous abordons maintenant le couplage de l’ESIM et des schémas numériques en 2D.
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Chapitre 8
Méthode d’interface 2D
Dans ce chapitre, nous étendons à la dimension deux l’Explicit Simplified Interface Method
(ESIM), définie au chapitre précédent. Si le principe général de la méthode est le même qu’en
1D, le cas 2D amène à des modifications importantes pour le calcul des valeurs modifiées. D’une
part, la méthode doit s’accommoder d’un nombre de conditions de saut inférieur au nombre de
composantes de la solution (voir chapitre 6). D’autre part, on prend en compte les conditions de
milieu définies au chapitre 3. Nous présentons les algorithmes prêts à être programmés.
8.1 Objet du chapitre
Nous étendons à la dimension deux la méthode d’interface proposée au chapitre précédent, l’Ex-
plicit Simplified Interface Method (ESIM). L’idée de base de l’ESIM est la même qu’en 1D. A
chaque pas de temps, nous construisons de part et d’autre des interfaces des prolongements suf-
fisamment réguliers de la solution de l’autre côté de l’interface. Les valeurs de ces prolongements
en des points de calcul sont appelées valeurs modifiées. Elles sont estimées à partir des valeurs
numériques de la solution, et à partir des conditions de saut et de milieu aux interfaces. Ces
valeurs modifiées sont ensuite utilisées par les schémas numériques pour l’avancée en temps aux
points de calcul proches des interfaces.
Avant d’aborder les aspects techniques de la mise en œuvre, un rappel des notions vues au cours
des chapitres précédents est utile.
8.2 Principe de la méthode
8.2.1 Rappels
En 2D, les interfaces sont caractérisées par des conditions de saut (dites “naturelles”), modélisant
diverses situations physiques, et vérifiées par la solution exacte U(x,y,t) du problème étudié. A
partir de ces conditions de saut et des lois de conservation vues au chapitre 3, nous avons calculé
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au chapitre 6 les conditions de saut vérifiées par les dérivées spatiales successives de U (x,y,t),
jusqu’à l’ordre k de dérivation. Nous nous sommes intéressés à quatre types d’interfaces : fluide-
fluide, solide-solide en contact parfait ou imparfait, et fluide-solide. En désignant par Uk(x,y,t)
le vecteur formé de U(x,y,t) et de ses dérivées spatiales successives jusqu’à l’ordre k, le but
recherché était alors d’écrire explicitement la valeur limite de Uk(x,y,t), d’un côté de l’interface,
en fonction de la valeur limite de Uk(x,y,t), de l’autre côté de l’interface.
En 2D (et 3D), il s’avère que le nombre de conditions de saut vérifiées par Uk(x,y,t) est inférieur
au nombre de composantes de Uk(x,y,t), ce qui interdit momentanément d’atteindre l’objectif
visé. Pour résoudre ce problème, deux solutions sont possibles : soit on adjoint aux conditions de
saut naturelles des conditions de saut supplémentaires (dont on montre qu’elles sont vérifiées par
la solution exacte, et qu’elles sont indépendantes des conditions de saut naturelles), soit on utilise
uniquement les conditions de saut naturelles et on résoud un système d’équations sous-déterminé.
Nous avons étudié les deux possibilités au chapitre 6. La première, classique, présente un incon-
vénient majeur : les conditions de saut supplémentaires n’existent pas toujours. En particulier,
nous montrons au chapitre 9 qu’elles n’existent pas dans le cas de l’interface fluide-solide. Loin
d’être un cas pathologique isolé, il semble que ce déficit de conditions de saut supplémentaires
soit une propriété générale : d’autres types d’interfaces (non présentées dans cette étude, comme
l’interface solide-solide glissant sans frottement) souffrent de la même carence.
Même dans le cas où on dispose de conditions de saut supplémentaires (et que l’on souhaite les
utiliser), il manque encore des équations pour relier, de manière univoque, les valeurs limites
de Uk(x,y,t) des deux côtés de l’interface considérée. Pour fermer les systèmes, nous utilisons
alors des conditions de milieu, calculées au chapitre 3. Celles-ci désignent des équations reliant
entre elles les composantes de Uk(x,y,t) en tout point des domaines, en particulier au niveau
des interfaces. Dans l’autre cas, où on ne dispose pas de conditions de saut supplémentaires (ou
que l’on ne souhaite pas les utiliser pour la raison sus-évoquée), ces conditions de milieu sont
aussi utilisées avec profit : la résolution des systèmes sous-déterminés est d’autant meilleure que
le nombre d’équations manquantes est faible. Ainsi, quel que soit le cas considéré, nous utilisons
ces conditions de milieu. A la différence de l’IIM, nous imposons qu’elles soient rigoureusement
vérifiées des deux côtés de l’interface.
Nous renvoyons au chapitre 6, section 6.6, pour un récapitulatif du nombre de toutes ces condi-
tions : nc (conditions de saut naturelles), ns (conditions de saut supplémentaires), nm (conditions
de milieu), ni (nombre de composantes de Uk(x,y,t)), ne (nombre total de conditions), en fonc-
tion de k (l’ordre de dérivation maximal utilisé). Rappelons seulement que d est le nombre de
composantes de la solution : d = 3 pour un fluide, d = 5 pour un solide.
8.2.2 Notations
Ces idées étant rappelées, nous pouvons aborder la méthode d’interface proprement dite. Préci-
sons les notations utilisées.
Soit une interface Γ séparant deux milieux Ω0 et Ω1 (figure 8.1). Nous supposons cette interface
décrite par une équation cartésienne F (x,y) = 0 ; F est définie de sorte que F (x,y) ≤ 0 si
M(x,y) ∈ Ω0, et F (x,y) > 0 si M(x,y) ∈ Ω1.
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Fig. 8.1 – Interface 2D, point irrégulier M(xi,yj), point de projection orthogonale P .
Etant donné un schéma numérique, nous appelons points irréguliers les points pour lesquels
l’avancée en temps du schéma utilise des valeurs numériques en des points de l’autre côté de Γ.
L’interface étant de forme quelconque, nous ne disposons pas d’une formule explicite précisant
les points irréguliers en fonction du schéma, comme (7.2) en 1D. Par contre, on peut caractériser
de façon simple le statut d’un point M(xi,yj) (à savoir s’il est régulier ou pas) suivant le schéma
utilisé. Pour cela, nous rappelons que les points utilisés par les schémas numériques pour l’avancée
en temps sont décrits par les indices relatifs (il,jl) (0 ≤ l ≤ s − 1, où s est le nombre de points
utilisé par le schéma), définis en (4.44). On définit alors la variable booléenne régulier, et on
applique l’algorithme suivant
(8.1)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
l := 0;
régulier:=vrai;
répéter
si F (xi,yj)× F (xil ,yjl) ≥ 0, alors l := l + 1
sinon régulier:=faux;
jusqu’à l = s− 1 ou régulier = faux.
Si régulier est faux, le point M(xi,yj) est irrégulier. Pour la suite de l’exposé et sans perte
de généralité, nous isolons un tel point irrégulier M(xi,yj) appartenant à Ω1 (figure 8.1). Les
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schémas numériques utilisés au cours de cette étude sont centrés en espace : si le pointM(xi,yj) est
irrégulier parcequ’il utilise la valeur numérique en un point (xil ,yjl) de l’autre côté de l’interface,
le point (xil ,yjl) est lui aussi irrégulier.
8.2.3 Idée générale
Le principe de base de l’ESIM est le même qu’en 1D, à des détails techniques près. Quels que
soit le schéma numérique utilisé, l’ESIM réalise deux types d’opérations à chaque pas de temps :
la construction de valeurs modifiées de la solution en chaque point irrégulier, puis l’utilisation de
ces valeurs modifiées par le schéma numérique, en d’autres points irréguliers.
A l’instant tn, on commence par définir, de chaque côté de l’interface, un prolongement suf-
fisamment régulier U∗(x,y,tn) de la solution exacte U(x,y,tn) de l’autre côté de l’interface.
Considérons un tel prolongement U∗(x,y,tn) (sur Ω1) de la solution exacte U(x,y,tn) (sur Ω0).
Ce prolongement, appelé solution modifiée, est défini de sorte que la fonction
(8.2) U˜(x,y,tn) =


U(x,y,tn) si F (x,y) < 0
U∗(x,y,tn) si F (x,y) ≥ 0
soit suffisamment régulière en un point P de l’interface Γ. En particulier, nous définissons
U∗(x,y,tn) de sorte que les dérivées spatiales de U˜ (x,y,tn) jusqu’à l’ordre k soient continues
en P . La valeur de l’entier k est précisée ultérieurement ; k dépend de l’ordre du schéma numé-
rique, mais ne dépend pas de l’expression de ce schéma. A la différence du cas 1D, le choix du
point de projection P n’est pas unique : comme l’IIM, nous considérons pour cela la projection
orthogonale P (xP ,yP ) deM(xi,yj) sur Γ (figure 8.1). Pour que la fonction (8.2) soit suffisamment
régulière en P , on doit vérifier, pour 0 ≤ α ≤ k et 0 ≤ β ≤ α,
(8.3)
∂α
∂ xα−β ∂ yβ
U∗(P+,tn) =
∂α
∂ xα−β ∂ yβ
U(P−,tn).
Une façon d’imposer (8.3) consiste à écrire U∗(x,y,tn) sous forme d’un polynôme en x et y de
degré k
(8.4) U∗(x,y,tn) =
k∑
α=0
α∑
β=0

 α
β

 (x− xP )α−β (y − yP )β
α !
∂α
∂ xα−β∂ yβ
U(P−,tn),
où les coefficients
(
α
β
)
sont les coefficients de la formule du binôme.
Pour écrire la solution modifiée (8.4), il faut connaître en P− les valeurs limites de U(x,y,tn)
et de ses dérivées spatiales jusqu’à l’ordre k. La démarche consiste alors à approcher ces valeurs
limites à partir des valeurs numériques Uniθ,jθ en des points de calcul voisins de M(xi,yj), et à
partir des conditions de saut et des conditions de milieu rappelées précédemment. Les indices
(iθ,jθ) sont définis plus loin. L’estimation numérique de U
∗(x,y,tn) au point M(xi,yj) est alors
appelée valeur modifiée et est notée U∗i,j . On calcule de la même façon les valeurs modifiées en
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tout point irrégulier le long de l’interface, considérant chaque fois un nouveau point de projection
P .
Chaque valeur modifiée est alors utilisée pour l’avancée en temps du schéma en des points irrégu-
liers de l’autre côté de l’interface. Plus précisément, considérons un point irrégulier d’un côté de
l’interface. En ce point, le schémas utilise les valeurs numériques aux points de calcul du même
côté de l’interface que lui ; par contre, le schéma utilise les valeurs modifiées aux points de calcul
de l’autre côté de l’interface que lui.
8.3 Contact parfait
8.3.1 Introduction
Nous examinons ici deux cas de contact parfait traités au chapitre 6 : interface fluide-fluide,
interface solide-solide en contact parfait. Dans ces deux cas, le nombre d de composantes de la
solution U(x,y,tn) est le même des deux côtés de l’interface (à la différence du cas fluide-solide).
De plus, les conditions de saut s’expriment de la même manière des deux côtés de l’interface
(à la différence de l’interface imparfaite entre deux solides, décrite par des conditions de type
masse-ressort).
Pour calculer la valeur modifiée U∗i,j, nous considérons tout d’abord la projection orthogo-
nale P (xP ,yP ) de M(xi,yj) sur Γ. Nous cherchons alors à estimer les valeurs limites en P
−
de U(x,y,tn) et de ses dérivées spatiales, utilisées en (8.4). Pour cela, nous considérons un en-
semble de points de calcul voisins deM(xi,yj). Au lieu d’utiliser un “stencil” constant (c’est-à-dire
de toujours considérer le même nombre de points et les mêmes positions relatives de ces points
par rapport au point M(xi,yj) considéré), nous utilisons une “patate” de points voisins, a priori
variable. Cette technique, différente de l’IIM, a pour avantage d’éviter l’anisotropie numérique
de la méthode d’interface (voir chapitre 2, figure 2.2). Elle conduit, de fait, à une estimation
au sens des moindres carrés des valeurs limites de U(x,y,tn) et de ses dérivées spatiales en P
−.
Cette estimation est précisée plus loin dans le texte.
Précisons ces idées. Nous définissons l’ensemble B(P,r) des points de calcul (xiθ ,yjθ) situés à une
distance de P inférieure ou égale à r, soit
(8.5) B(P,r) =
{
M(xiθ ,yjθ), /
√
(xiθ − xP )2 + (yjθ − yP )2 ≤ r
}
,
de cardinal q (ex : q = 12 points en figure 8.1). Les entiers iθ et jθ s’écrivent, pour 1 ≤ θ ≤ q,
(8.6)
iθ = i+ r1(θ)
jθ = j + r2(θ).
Les indices relatifs r1(θ) et r2(θ) du point (xiθ ,yjθ) par rapport au point irrégulier M(xi,yj)
dépendent de la géométrie de l’interface, et de sa position par rapport au maillage. La valeur
du rayon r intervenant dans (8.5) est discutée ultérieurement. Nous mettons le lecteur en garde
contre une confusion entre les points (xil ,yjl) (0 ≤ l ≤ s−1) utilisés par le schéma pour l’avancée
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en temps, et les points (xiθ ,yjθ) (1 ≤ θ ≤ q), appartenant au cercle de centre P et de rayon r, et
utilisés par la méthode d’interface.
Pour écrire de façon condensée la solution modifiée U∗(x,y,tn) et les développements de Taylor
d’ordre k de U(xiθ ,yjθ ,tn) au point P , nous définissons la matrice Ψk, de taille d × ni : les
composantes de cette matrice en un point de coordonnées (x,y) s’écrivent, pour 0 ≤ α ≤ k,
0 ≤ β ≤ α, 1 ≤ γ ≤ d,
(8.7) Ψk(x,y)
[
γ,
α(α + 1)
2
d+ β d+ γ
]
=

 α
β

 (xiθ − xP )α−β (yjθ − yP )β
α !
.
La solution modifiée (8.4) en M(xi,yj) s’écrit alors
(8.8) U∗(xi,yj,tn) = Ψk(xi,yj)Uk(P
−,tn).
Les développements de Taylor d’ordre k en P± de U(xiθ ,yjθ ,tn) s’écrivent, pour 1 ≤ θ ≤ q,
(8.9)
F (xiθ ,yjθ) ≤ 0, U (xiθ ,yjθ ,tn) =Ψk (xiθ ,yjθ) Uk(P−,tn) +O(∆xk+1),
F (xiθ ,yjθ) > 0, U (xiθ ,yjθ ,tn) =Ψk (xiθ ,yjθ) Uk(P
+,tn) +O(∆x
k+1).
A partir de (8.9), des conditions de saut et des conditions de milieu, nous estimons maintenant
les valeurs limites de Uk(P
−,tn) intervenant dans (8.8).
8.3.2 Calcul des valeurs modifiées
Conditions de saut et conditions de milieu. Pour les points de B appartenant à Ω1, on
applique les conditions de saut (6.134) dans les développements de Taylor (8.9). Pour 1 ≤ θ ≤ q,
on écrit ainsi
(8.10) F (xiθ ,yjθ) > 0, U(xiθ ,yjθ ,tn) = Ψk (xiθ ,yjθ) H

 Uk(P−,tn)
Λ

+O(∆xk+1).
La matrice L, de taille ni× (2ni−ne), dépend du type d’interface étudié. Elle est construite au
chapitre 6. Λ est un vecteur à ni − ne composantes.
Au chapitre 6, nous appliquons les conditions de milieu en P+ pour exprimer les conditions de
saut. Elles sont donc prises en compte dans la matrice L de (8.10). Nous appliquons maintenant
les conditions de milieu (6.122) en P−, soit
(8.11) F Uk(P
−,tn) =

 0...
0

 ,
où F est une matrice nm×ni. Finalement, on rassemble les développements de Taylor aux points
de B appartenant à Ω0 (première relation de (8.9)), les développements de Taylor aux points de
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B appartenant à Ω1 (8.10), et les conditions de milieu (8.11), en écrivant
(8.12)


U (xi1 ,yj1,tn)
...
U(xiq ,yjq ,tn)
0
...
0


=M

 Uk(P−,tn)
Λ

+


O(∆xk+1)
...
O(∆xk+1)
0
...
0


,
où M est une matrice (d q + nm)× (2ni − ne), de composantes non nulles
(8.13)
• 1 ≤ θ ≤ q, 1 ≤ α ≤ d, 1 ≤ β ≤ ni,
⇒ M [(θ − 1) d+ α,β] =


Ψk (xiθ ,yjθ) [α,β] si F (xiθ ,yjθ) ≤ 0,
(Ψk (xiθ ,yjθ) H) [α,β] si F (xiθ ,yjθ) > 0;
• 1 ≤ α ≤ nm, 1 ≤ β ≤ ni,
⇒ M [d q + α,β] = F (α,β).
Le rayon r du cercle de centre P (figure 8.1) est pris suffisamment grand pour que l’inégalité
(8.14) q ≥ E
(
2ni − ne − nm
d
)
soit vérifiée, de sorte que le système (8.12) est sur-déterminé (E(x) désigne la partie entière de
x).
Résolution au sens des moindres carrés. Pour inverser le système (8.12), plusieurs techniques
sont envisagées. Dans la plupart des cas étudiés, le système (8.12) est bien conditionné. On peut
alors appliquer une résolution par équations normales : l’inverseM−1 deM est alors définie par
(8.15) M−1 =
(
TMM
)−1 TM ,
avec
(
TMM
)−1
calculé par décomposition LU.
Dans des cas de contrastes très importants des paramètres physiques (ex : eau/air), le système
(8.12) est parfois mal conditionné. On inverse alors ce système par décomposition SVD et régu-
larisation par troncature. Plus précisément, on décompose M en valeurs singulières
(8.16) M =XM Y M
TZM ,
avec
– XM matrice (d q + nm)× (2ni − ne) orthonormale,
– Y M matrice diagonale (2ni − ne)× (2ni − ne),
– ZM matrice (2ni − ne)× (2ni − ne) orthonormale.
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On régularise la matrice Y M en une matrice diagonale de même taille Y˜ M , en éliminant les
valeurs singulières en dessous d’un seuil ε. Pour 1 ≤ β ≤ 2ni − ne, on écrit
(8.17) Y˜ M [β,β] =


Y M [β,β] si |Y M [β,β]| ≥ ε
(
max
1≤α≤(2ni−ne)
|Y M [α,α]|
)
,
0 sinon.
Nous ne disposons pas d’une expression théorique optimale pour le choix de ε. En pratique, nous
choisissons ε = 10−6 [65]. Nous notons alors Y˜
−1
M la matrice diagonale dont le i-ième terme est
1/Y˜ M [i,i] si Y˜ M (i,i) 6= 0, 0 autrement. L’inverse M−1 de M est alors définie par
(8.18) M−1 = ZM Y˜
−1
M
TXM .
Quelle que soit la technique d’inversion, la matriceM−1 est une matrice (2ni−ne)× (d q + nm).
Valeur modifiée. Dans (8.12), on remplace les valeurs exactes U(xiθ ,yjθ ,tn) par les valeurs
numériques Uniθ,jθ (1 ≤ θ ≤ q), et on élimine les restes de Taylor. A partir de la matrice M−1,
calculée par valeurs normales (8.15) ou par décomposition SVD (8.18), nous obtenons alors des
estimations numériques de Uk(P
−,tn) et Λ. Ces estimations, notées symboliquement Uk
− et Λ˜,
s’écrivent
(8.19)

 Uk−
Λ˜

 =M−1

 U
n
i1,j1
...
Uniq,jq

 ,
et sont minimales au sens des moindres carrés. La valeur de Λ˜ ne nous intéresse pas pour
l’estimation de U∗(xi,yj ,tn) : nous définissons la matrice Π, à ni × (2ni − ne) composantes
(8.20) Π(i,j) =


1 si i = j,
0 sinon,
de sorte que
(8.21) Uk
− = Π

 Uk−
Λ˜

 = ΠM−1

 U
n
i1,j1
...
Uniq,jq

 .
Reportée dans la solution modifiée (8.8), l’estimation (8.21) conduit finalement à la valeur expli-
cite de la valeur modifiée U∗i,j
(8.22) U ∗i,j = Ψk(xi,yj)ΠM
−1

 U
n
i1,j1
...
Uniq ,jq

 .
Nous suivons une procédure similaire pour calculer les valeurs modifiées en tout point irrégulier
appartenant à Ω0 ou à Ω1.
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8.3.3 Utilisation des valeurs modifiées
Comme en 1D, le principe de l’ESIM consiste à insérer dans les schémas numériques les valeurs
modifiées, calculées en section précédente, pour l’avancée en temps aux points irréguliers. Pour
préciser cette idée, on s’intéresse à l’avancée en temps au point irrégulier M(xi,yj). On définit
alors la variable intermédiaire U˜ il,jl (0 ≤ l ≤ s − 1), égale à la valeur numérique Unil,jl ou à la
valeur modifiée U∗il,jl, selon que le point (xil ,yjl) est du même côté ou pas de l’interface que le
point M(xi,yj). On formalise cette idée en écrivant, pour 0 ≤ l ≤ s− 1,
(8.23)
F (xi,yj)× F (xil ,yjl) < 0 ⇒ U˜ il,jl = U∗il,jl,
F (xi,yj)× F (xil ,yjl) ≥ 0 ⇒ U˜ il,jl = Unil,jl.
Au lieu de (4.45), l’avancée en temps au point irrégulier (xi,yj) s’écrit alors
(8.24) Un+1i,j = U
n
i,j +H(i,j)
(
U˜ i1,j1, . . . ,U˜ is,js
)
,
où H(i,j) désigne l’opérateur discret H du schéma choisi, utilisant les paramètres physiques au
point M(xi,yj). En suivant le même modèle, l’application de l’ESIM à des schémas multistages
comme WENO 5 est immédiate.
La position de l’interface ne variant pas avec le temps, la matriceM−1 est calculée une seule fois,
durant un prétraitement, puis stockée. A chaque pas de temps, le calcul d’une valeur modifiée
revient à un simple produit matrice-vecteur (8.22). Le coût supplémentaire engendré par l’ESIM
en termes de temps de calcul et de mémoire informatique est négligeable, en 2D, devant le coût
des schémas numériques.
8.3.4 Analyse de l’erreur locale de troncature
Nous terminons actuellement l’analyse de l’ordre local des schémas numériques couplés à l’ESIM.
Cette analyse, menée de façon comparable à celle proposée en 1D au chapitre 7, conduit à la
valeur minimale de k telle que l’erreur locale de troncature aux points irréguliers soit d’ordre r
(soit l’ordre de convergence des schémas en milieu homogène). Cette analyse doit s’appliquer à
tout type de schéma. A titre préliminaire (et non démontré ici), nous avons obtenu le résultat
partiel suivant.
Resultat 14 Pour k ≥ 2, le couplage du schéma de Lax-Wendroff et de l’ESIM maintient une
erreur locale de troncature d’ordre 2 aux points irréguliers.
La valeur k ≥ 2 est la même que celle obtenue en 1D pour le schéma de Lax-Wendroff et pour
le schéma de volumes finis avec limiteur de flux. En pratique, nous utilisons k = 2 pour les
expériences numériques du chapitre 10, tant pour le schéma de Lax-Wendroff que pour le schéma
de volumes finis.
D’autre part, nous ne proposons pas de théorie de stabilité. Par contre, nous avons observé une
robustesse importante des schémas couplés à l’ESIM, même pour des contrastes très importants
des paramètres physiques (comme des rapports d’impédance de 1 à 500) pour lesquels les schémas
sans méthode d’interface sont instables.
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8.4 Conclusion
Au cours de ce chapitre, nous avons développé en 2D une méthode numérique, l’Explicit Simpli-
fied Interface Method (ESIM). Cette méthode permet de prendre en compte les interfaces dans
des schémas numériques classiques. L’ESIM impose à la solution numérique de vérifier exacte-
ment les conditions de saut vérifiées par la solution exacte, en des points de l’interface (appelés
“points de projection”). L’interface est “immergée” dans le maillage, au sens où elle ne coïncide
a priori pas avec le maillage régulier du domaine étudié. Les conditions de saut dépendant de
la géométrie locale de l’interface (voir chapitre 6), la méthode permet de prendre en compte les
détails géométriques de l’interface aux points de projection.
L’analyse de l’ESIM en 2D est encore très rudimentaire. Par contre, l’algorithme proposé dans
ce chapitre est opérationnel, et a été validé lors d’expériences numériques. Pour préparer ces
exemples numériques du chapitre 10, aussi bien dans des cas 1D que 2D, nous abordons le calcul
de solutions analytiques de référence.
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Solutions analytiques
Dans ce chapitre, nous calculons les solutions analytiques dans les six configurations étudiées
numériquement au chapitre 10 : une interface parfaite, une interface imparfaite, et deux interfaces
parfaites en 1D ; une interface parfaite fluide-fluide, une interface parfaite solide-solide, et une
interface parfaite fluide-solide en 2D. Parmi ces solutions analytiques, utilisées aux chapitres 6,
8 et 10, certaines ne sont pas, à notre connaissance, classiques. Dans tous les cas, les résultats
sont directement programmables.
9.1 Objet du chapitre
9.1.1 Présentation générale
Nous calculons ici les solutions analytiques correspondant aux exemples numériques traités précé-
demment. Cette présentation a plusieurs intérêts. Tout d’abord, les solutions analytiques servent
à valider les mesures de convergence menées au chapitre 10 ; en 2D, elles sont en plus nécessaires
pour l’initialisation des calculs, ainsi que le traitement des conditions au bord.
D’autre part, certaines solutions présentées ici ne sont pas classiques dans le domaine temporel.
Nous pensons en particulier au calcul des ondes réfléchies et transmises par une interface impar-
faite en 1D. Le cas de l’interface fluide-fluide en 2D est lui-aussi spécialement intéressant ; si la
solution analytique est triviale à calculer en-dessous de l’angle critique, il n’en est pas de même
au-dessus de l’angle critique. Les résultats heurtent même le sens commun : les ondes réfléchies
et transmises n’ont pas la même forme que l’onde incidente ; une onde incidente à support borné
dans la direction de propagation conduit à des ondes réfléchies et transmises à support infini.
A notre connaissance, le calcul a été mené seulement pour la pression acoustique [12] : nous
étendons ici le calcul aux composantes de la vitesse acoustique.
Enfin, l’écriture des solutions analytiques est nécessaire pour la discussion, menée au chapitre 6,
portant sur les conditions de saut supplémentaires en 2D. En particulier, en étudiant les ondes
planes incidente, réfléchie et transmise par une interface plane séparant un fluide et un solide,
nous montrons que des conditions de saut supplémentaires ne peuvent pas exister pour ce type
d’interface.
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9.1.2 Notations
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Ω
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11
Ω n Ω n+1
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Fig. 9.1 – Milieu multicouche 1D.
Avant d’aborder les différentes configurations en 1D, nous considérons le cas général d’un milieu
multicouche avec n + 1 interfaces et des propriétés physiques constantes par morceaux (figure
9.1). Dans le milieu Ωi de masse volumique ρi et de célérité des ondes de compression ci, les
potentiels, déplacements, vitesses et contraintes des ondes élastiques s’écrivent respectivement
(9.1)
Φi(x,t) = fi
(
t− x
ci
)
+ gi
(
t+
x
ci
)
,
ui(x,t) =
∂ Φi
∂ x
= − 1
ci
(
f
′
i
(
t− x
ci
)
− g′i
(
t+
x
ci
))
,
vi(x,t) =
∂2 Φi
∂ t ∂ x
= − 1
ci
(
f
′′
i
(
t− x
ci
)
− g′′i
(
t+
x
ci
))
,
σi(x,t) = ρi c
2
i
∂2 Φi
∂ x2
= ρi
(
f
′′
i
(
t− x
ci
)
+ g
′′
i
(
t+
x
ci
))
.
Les fonctions fi et gi (supposées suffisamment régulières), ainsi que leurs dérivées, décrivent
respectivement des ondes “montantes” (se propageant suivant les x croissants) et “descendantes”
(se propageant suivant les x décroissants). Il n’y a pas d’onde se propageant vers les x décroissants
dans le milieu Ωn+1 : la fonction gn+1 est alors nulle. Une fois ces fonctions calculées en fonction
de l’onde incidente f
′′
0 (ce qui fait l’objet des prochaines sections), on déduit de (9.1) l’expression
de la solution exacte en tout point du domaine. Soit
(9.2) x ∈ Ωi, U(x,t) =

 −
1
ci
ρi

 f ′′i
(
t− x
ci
)
+


1
ci
ρi

 g′′i
(
t+
x
ci
)
.
9.2 Interface parfaite 1D
9.2.1 Introduction
Nous traitons tout d’abord le cas d’une interface parfaite entre deux solides 1D. Ce cas a été
examiné au chapitre 5 (figure 7.1). Par rapport à la figure 9.1, on a n = 0 et on note α = α0.
9.3. INTERFACE IMPARFAITE 1D 193
Comme il n’y a pas d’onde descendante dans le milieu Ω1, on a g
′′
1 = 0. La fonction f0 décrivant
l’onde incidente, ainsi que ses dérivées, sont supposées connues : nous cherchons ici à exprimer
g
′′
0 et f
′′
1 en fonction de f
′′
0 .
9.2.2 Ondes réfléchies et transmises
Les conditions de saut (5.5) conduisent au système
(9.3)
1
c0
g
′′
0
(
t+
α
c0
)
+
1
c1
f
′′
1
(
t− α
c1
)
=
1
c0
f
′′
0
(
t− α
c0
)
,
ρ0 g
′′
0
(
t+
α
c0
)
− ρ1 f ′′1
(
t− α
c1
)
= −ρ0 f ′′0
(
t− α
c0
)
.
La résolution de (9.3) donne
(9.4) g
′′
0
(
t+
α
c0
)
= R0,1 f
′′
0
(
t− α
c0
)
, f
′′
1
(
t− α
c1
)
= T0,1 f
′′
0
(
t− α
c0
)
,
avec les coefficients de réflexion et de transmission
(9.5) R0,1 =
ρ1 c1 − ρ0 c0
ρ0 c0 + ρ1 c1
, T0,1 = 2
ρ0 c1
ρ0 c0 + ρ1 c1
.
L’expression de U(x,t) = T (v,σ) découle alors de (9.1) et (9.4)
(9.6)
x ≤ α U(x,t) =

 −
1
c0
ρ0

 f ′′0
(
t− x
c0
)
+


1
c0
ρ0

 R0,1 f ′′0
(
t+
x
c0
− 2α
c0
)
,
x > α U(x,t) =

 −
1
c1
ρ1

 T0,1 f ′′0
(
t− x
c1
+
(
1
c1
− 1
c0
)
α
)
.
9.3 Interface imparfaite 1D
9.3.1 Introduction
Nous traitons maintenant le cas d’une interface imparfaite, décrite par des conditions de type
masse-ressort (chapitre 5, section 5.3). Ces conditions introduisent une dépendance fréquentielle
des coefficients de réflexion et de transmission, ce qui alourdit le calcul.
Dans un premier temps, nous considérons le cas général d’une fonction f0 quelconque décrivant
l’onde incidente. Les expressions des ondes réfléchies et transmises reviennent alors à calculer
la convolution de f
′′
0 avec les transformées de Fourier inverses des coefficients de réflexion et de
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transmission (voir (9.15)). Ce calcul nécessite ainsi, in fine, de mettre en oeuvre des FFT et des
produits de convolutions numériques.
Cependant, on peut mener à leur terme les calculs analytiques en considérant une forme d’onde
incidente particulière. On considère ainsi le cas de sinusoïdes tronquées, cas qui est utilisé lors
de nos expériences numériques.
9.3.2 Ondes réfléchies et transmises
Calcul général. Les conditions de type masse-ressort (5.11) appliquées en x = α conduisent au
système
(9.7)
K
ρ0 c0
g
′
0
(
t+
α
c0
)
+ g
′′
0
(
t+
α
c0
)
+
K
ρ0 c1
f
′
1
(
t− α
c1
)
=
K
ρ0 c0
f
′
0
(
t− α
c0
)
− f ′′0
(
t− α
c0
)
,
ρ0 g
′′
0
(
t+
α
c0
)
+
M
c0
g
′′′
0
(
t+
α
c0
)
− ρ1 f ′′1
(
t− α
c1
)
= −ρ0 f ′′0
(
t− α
c0
)
+
M
c0
f
′′′
0
(
t− α
c0
)
.
A la différence du cas du contact parfait (9.3), les potentiels des ondes réfléchie et transmise
ne peuvent pas s’exprimer directement en fonction du potentiel de l’onde incidente : il y a en
effet une combinaison de dérivées premières, secondes, et troisièmes dans les membres de gauche
de (9.7). La détermination de g
′′
0 et f
′′
1 repose alors sur une transformée de Fourier de (9.7).
Rappelons que les transformées de Fourier directe et inverse de fonctions s(t) et sˆ(ω) sont notées
(9.8)
F (s(t)) = 1
2pi
∫ +∞
−∞
s(t) e−i ω t d t = sˆ(ω),
F−1 (sˆ(ω)) =
∫ +∞
−∞
sˆ(ω) ei ω t dω,
et F vérifie les propriétés classiques
(9.9)
F
(
∂n
∂tn
s(t)
)
= (−i ω)nF (s(t)) , n ∈ N
F (s(t− τ)) = e−i ω τ F (s(t)) .
Après transformée de Fourier, le système (9.7) s’écrit
(9.10)
(
K
ρ0 c0
− i ω
)
e
i ω α
c0 gˆ
′
0(ω) +
K
ρ0 c1
e
−i ω α
c1 fˆ
′
1(ω) =
(
K
ρ0 c0
+ i ω
)
e
−i ω α
c0 fˆ
′
0(ω)
(
ρ0 − i M
c0
ω
)
e
i ω α
c0 gˆ
′
0(ω)− ρ1 e−i ω
α
c1 fˆ
′
1(ω) = −
(
ρ0 + i
M
c0
ω
)
e
−i ω α
c0 fˆ
′
0(ω).
En posant
(9.11)
Z0 = ρ0 c0, Z1 = ρ1 c1, Z2 = ρ0 c1,
Y0 =
Z0 Z1
K
−M, Y1 = Z0 Z1
K
+M, Y2 =
M
K
,
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la résolution de (9.10) conduit à
(9.12) gˆ
′
0(ω) = R0,1(ω) fˆ
′
0(ω), fˆ
′
1(ω) = T0,1(ω) fˆ
′
0(ω)
avec les coefficients de réflexion et de transmission donnés par
(9.13)
R0,1(ω) =
Z0 − Z1 − i Y0 ω
Z0 + Z1 + i Y1 ω
e
−i ω 2α
c0 ,
T0,1(ω) =
2Z2
(
1 + Y2 ω
2
)
Z0 + Z1 + i Y1 ω
e
i ω
(
1
c1
− 1
c0
)
α
.
On remarque que R0,1 et T0,1 dépendent maintenant de la fréquence, contrairement au cas d’une
interface parfaite (voir (9.5)). Pour M = 0 et K → +∞, on retrouve les valeurs de R0,1 et T0,1
(9.5). Dans le cas qui nous intéresse ici, il reste à exprimer g
′′
0
(
t+ xc0
)
et f
′′
1
(
t− xc1
)
en fonction
de f
′′
0 (t). Les propriétés (9.9) impliquent
(9.14)
F
(
g
′′
0
(
t+
x
c0
))
= −i ω ei ω
x
c0 gˆ
′
0(ω),
F
(
f
′′
1
(
t− x
c1
))
= −i ω e−i ω xc1 fˆ ′1(ω),
F
(
f
′′
0 (t)
)
= −i ω fˆ ′0(ω).
Il découle alors de (9.12) et (9.14)
(9.15)
g
′′
0
(
t+
x
c0
)
= F−1
(
e
i ω x
c0 R0,1(ω) fˆ
′′
0 (ω)
)
= F−1
(
e
i ω x
c0 R0,1(ω)
)
∗ f ′′0 (t),
f
′′
1
(
t− x
c1
)
= F−1
(
e
−i ω x
c1 T0,1(ω) fˆ
′′
0 (ω)
)
= F−1
(
e
−i ω x
c1 T0,1(ω)
)
∗ f ′′0 (t),
conduisant à l’expression de U(x,t)
(9.16)
x ≤ α U(x,t) =

 −
1
c0
ρ0

 f ′′0
(
t− x
c0
)
+


1
c0
ρ0

 g′′0
(
t+
x
c0
)
,
x > α U(x,t) =

 −
1
c1
ρ1

 f ′′1
(
t− x
c1
)
.
Cas particulier d’une sinusoïde tronquée. Pour une expression quelconque de f
′′
0 , la déter-
mination de g
′′
0 et f
′′
1 (9.15) nécessite le calcul numérique de FFT directes et inverses. Dans le
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cas particulier de la sinusoïde tronquée f
′′
0
(9.17) f
′′
0 (t) =


q∑
k=1
ak sin(βk ωc t) =
q∑
k=1
ak f
′′
0,k(t) si 0 < t <
1
fc
,
0 sinon,
utilisée lors des expériences numériques du chapitre 10, on peut mener à terme les calculs ana-
lytiques de g
′′
0 et f
′′
1 ; ak et q sont précisés au chapitre 10, et βk = 2
k−1 (k ≥ 1). Du fait de la
linéarité de F et F−1, le calcul n’est mené que pour une composante f ′′0,k et pour les composantes
g
′′
0,k et f
′′
1,k correspondantes. Avec la convention (9.8), la transformée de Fourier de f
′′
0,k est
(9.18) fˆ
′′
0,k(ω) =
βk ωc
2pi
(
1
ω2 − β2k ω2c
)(
e
−i 2piωc ω − 1
)
.
L’expression de g
′′
0
(
t+ xc0
)
(9.15) découle de (9.13) et de (9.18), soit
(9.19) g
′′
k
(
t+
x
c0
)
=
βk ωc
2pi
(I1 − I2),
avec
(9.20)
I1 =
∫ +∞
−∞
Z0 − Z1 − i Y0 ω
Z0 + Z1 + i Y1 ω
ei ω (ξR−
2pi
ωc
)
ω2 − β2k ω2c
dω,
I2 =
∫ +∞
−∞
Z0 − Z1 − i Y0 ω
Z0 + Z1 + i Y1 ω
ei ω ξR
ω2 − β2k ω2c
dω,
ξR = t+
x
c0
− 2α
c0
.
Les pôles des intégrands de I1 et I2 sont i(Z0 + Z1)/Y1, ±βk ωc. Les résidus de I1 et I2 sont
(9.21)
ResI1
(
i
Z0 + Z1
Y1
)
= −1
i
Z0(Y0 + Y1) + Z1(Y0 − Y1)
(Z0 + Z1)
2 + (Y1 βk ωc)
2 e
−
Z0+Z1
Y1
(
ξR − 2piωc
)
,
ResI2
(
i
Z0 + Z1
Y1
)
= −1
i
Z0(Y0 + Y1) + Z1(Y0 − Y1)
(Z0 + Z1)
2 + (Y1 βk ωc)
2 e
−
Z0+Z1
Y1
ξR ,
ResI1 (±βk ωc) =
±1
2βk ωc
Z0 − Z1 ∓ i Y0 βk ωc
Z0 + Z1 ± i Y1 βk ωc e
±i βk ωc ξR = ResI2 (±βk ωc) .
Pour appliquer le lemme de Jordan, I1 est intégré sur le chemin C2 si ξR < 2pi/ωc et sur C1
dans le cas contraire (voir figure 9.2) ; de même, I2 est intégré sur C2 si ξR < 0 et sur C1 dans
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ω
k kk
i(Z0+Z1)/Y1
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k
− β ω β ω
Re
Im ω
Fig. 9.2 – Contours d’intégration pour le calcul de g
′′
0
(
t+ xc0
)
et f
′′
1
(
t− xc1
)
le cas contraire. Le théorème des résidus conduit à
(9.22)
ξR <
2pi
ωc
⇒ I1 = −2 i pi (ResI1 (βk ωc) + ResI1 (−βk ωc))
=
2pi
βk ωc
(
Z20 − Z21 − Y0 Y1(βk ωc)2
(Z0 + Z1)
2 + (Y1 βk ωc)
2 sin(βk ωc ξR)
−Z0(Y0 + Y1) + Z1(Y0 − Y1)
(Z0 + Z1)
2 + (Y1 βk ωc)
2 βk ωc cos(βk ωc ξR)
)
,
ξR ≥ 2pi
ωc
⇒ I1 = 2 i piResI1
(
i
Z0 + Z1
Y1
)
= −2pi Z0(Y0 + Y1) + Z1(Y0 − Y1)
(Z0 + Z1)
2 + (Y1 βk ωc)
2 e
−
Z0+Z1
Y1
(
ξR − 2piωc
)
,
et
(9.23)
ξR < 0 ⇒ I2 = −2 i pi (ResI2 (βk ωc) + ResI2 (−βk ωc)) = I1(ξR < 0)
ξR ≥ 0 ⇒ I2 = 2 i pi ResI2
(
i
Z0 + Z1
Y1
)
= −2pi Z0(Y0 + Y1) + Z1(Y0 − Y1)
(Z0 + Z1)
2 + (Y1 βk ωc)
2 e
−
Z0+Z1
Y1
ξR .
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On déduit alors l’expression de g
′′
0,k de (9.19), (9.22), et (9.23)
(9.24)
• ξR ≤ 0 : g′′0,k
(
t+
x
c0
)
= 0,
• 0 < ξR ≤ 1fc :
g
′′
0,k
(
t+
x
c0
)
=
Z20 − Z21 − Y0 Y1 (βk ωc)2
(Z0 + Z1)
2 + (Y1 βk ωc)
2 sin(βk ωc ξR)
− Z0(Y0 + Y1) + Z1(Y0 − Y1)
(Z0 + Z1)
2 + (Y1 βk ωc)
2 βk ωc cos(βk ωc ξR)
+
Z0(Y0 + Y1) + Z1(Y0 − Y1)
(Z0 + Z1)
2 + (Y1 βk ωc)
2 βk ωc e
−Z0+Z1Y1 ξR ,
• ξR > 1fc :
g
′′
0,k
(
t+
x
c0
)
=
Z0(Y0 + Y1) + Z1(Y0 − Y1)
(Z0 + Z1)
2 + (Y1 βk ωc)
2 βk ωc
(
e
−Z0+Z1Y1 ξR − e−
Z0+Z1
Y1
(
ξR − 2piωc
))
,
avec ξR donné en (9.20). Le calcul de f
′′
1,k
(
t+ xc0
)
(9.15) suit le même modèle et découle de
(9.13) et de (9.18), soit
(9.25) f
′′
1,k
(
t− x
c1
)
=
βk ωcZ2
pi
(J1 − J2),
avec
(9.26)
J1 =
∫ +∞
−∞
1 + Y2 ω
2
Z0 + Z1 + i Y1 ω
ei ω (ξT−
2pi
ωc
)
ω2 − β2k ω2c
dω,
J2 =
∫ +∞
−∞
1 + Y2 ω
2
Z0 + Z1 + i Y1 ω
ei ω ξT
ω2 − β2k ω2c
dω,
ξT = t− x
c1
+
(
1
c1
− 1
c0
)
α.
Les résidus de J1 et J2 sont
(9.27)
ResJ1
(
i
Z0 + Z1
Y1
)
= − 1
i Y1
Y 21 − Y2 (Z0 + Z1)2
(Z0 + Z1)
2 + (Y1 βk ωc)
2 e
−
Z0+Z1
Y1
(
ξT − 2piωc
)
,
ResJ2
(
i
Z0 + Z1
Y1
)
= − 1
i Y1
Y 21 − Y2 (Z0 + Z1)2
(Z0 + Z1)
2 + (Y1 βk ωc)
2 e
−
Z0+Z1
Y1
ξT ,
ResJ1 (±βk ωc) =
±1
2βk ωc
1 + Y2 (βk ωc)
2
Z0 + Z1 ± i Y1 βk ωc
e±i βk ωc ξT = ResJ2 (±βk ωc) .
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Les contours d’intégration sont les mêmes que lors du calcul de I1 et I2. Le théorème des résidus
conduit à
(9.28)
ξT <
2pi
ωc
⇒ J1 = 2pi
βk ωc

(Z0 + Z1)
(
1 + Y2 (βk ωc)
2
)
(Z0 + Z1)
2 + (Y1 βk ωc)
2 sin(βk ωc ξT )
−
Y1
(
1 + Y2 (βk ωc)
2
)
(Z0 + Z1)
2 + (Y1 βk ωc)
2 βk ωc cos(βk ωc ξT )


ξT ≥ 2pi
ωc
⇒ J1 = −2pi
Y1
Y 21 − Y2 (Z0 + Z1)2
(Z0 + Z1)
2 + (Y1 βk ωc)
2 e
−
Z0+Z1
Y1
(
ξT − 2piωc
)
.
et
(9.29)
ξT < 0 ⇒ J2 = J1
ξT ≥ 0 ⇒ J2 = −2pi
Y1
Y 21 − Y2 (Z0 + Z1)2
(Z0 + Z1)
2 + (Y1 βk ωc)
2 e
−
Z0+Z1
Y1
ξT .
L’expression de f
′′
1,k est alors
(9.30)
• ξT ≤ 0 : f ′′1,k
(
t− x
c1
)
= 0,
• 0 < ξT ≤ 1fc :
f
′′
1,k
(
t− x
c1
)
=
2Z2 (Z0 + Z1)
(
1 + Y2 (βk ωc)
2
)
(Z0 + Z1)
2 + (Y1 βk ωc)
2 sin(βk ωc ξT )
−
2Z2 Y1
(
1 + Y2 (βk ωc)
2
)
(Z0 + Z1)
2 + (Y1 βk ωc)
2 βk ωc cos(βk ωc ξT )
+
2βk ωc
Y1
Y 21 Z2 − Y2 Z2 (Z0 + Z1)2
(Z0 + Z1)
2 + (Y1 βk ωc)
2 e
−Z0+Z1Y1 ξT ,
• ξT > 1fc :
f
′′
1,k
(
t− x
c1
)
=
2βk ωc
Y1
Y 21 Z2 − Y2 Z2 (Z0 + Z1)2
(Z0 + Z1)
2 + (Y1 βk ωc)
2
(
e
−Z0+Z1Y1 ξT − e−
Z0+Z1
Y1
(
ξT − 2piωc
))
,
avec ξT donné par (9.26). Les composantes g
′′
0,k (9.24) et f
′′
1,k (9.30) décroissent exponentiellement
pour ξR > 1/fc et ξT > 1/fc, alors que f
′′
0,k est bornée temporellement (9.17). Il reste encore à
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reconstruire les fonctions g
′′
0 et f
′′
1 à partir de (9.24) et de (9.30), soit
(9.31)
g
′′
0 (x,t) =
q∑
k=1
ak g
′′
0,k(x,t),
f
′′
1 (x,t) =
q∑
k=1
ak f
′′
1,k(x,t).
L’expression analytique de U(x,t) découle alors de (9.16) et de (9.31).
9.4 Deux interfaces parfaites 1D
9.4.1 Introduction
Nous calculons ici la solution analytique dans un milieu tricouche 1D (voir chapitre 5, section
5.4). L’onde incidente f
′′
0 conduit alors à une infinité d’ondes réfléchies et transmises.
Nous rappelons par ailleurs que l’analyse de la propagation des ondes dans un milieu tricouche
conduit, dans le cas limite de deux interfaces parfaites très proches, au cas d’une seule interface
imparfaite avec des conditions de type masse-ressort. Nous présentons alors une comparaison
des deux solutions analytiques pour différents rapports h/λ, avec h = α1 − α0 et λ la longueur
d’onde centrale.
9.4.2 Ondes réfléchies et transmises
Les vitesses et contraintes élastiques sont définies en (9.1), avec n = 1. Aucune onde descendante
n’existe dans le milieu Ω2, d’où g
′′
2 = 0. La vitesse élastique et la contrainte élastique sont
continues en α0 et en α1, ce qui conduit aux systèmes
(9.32)
f
′′
0
(
t− α0
c0
)
=
1
2
(
ρ1
ρ0
+
c0
c1
)
f
′′
1
(
t− α0
c1
)
+
1
2
(
ρ1
ρ0
− c0
c1
)
g
′′
1
(
t+
α0
c1
)
g
′′
0
(
t+
α0
c0
)
=
1
2
(
ρ1
ρ0
− c0
c1
)
f
′′
1
(
t− α0
c1
)
+
1
2
(
ρ1
ρ0
+
c0
c1
)
g
′′
1
(
t+
α0
c1
)
,
et
(9.33)
f
′′
1
(
t− α1
c1
)
=
1
2
(
ρ2
ρ1
+
c1
c2
)
f
′′
2
(
t− α1
c2
)
g
′′
1
(
t+
α1
c1
)
=
1
2
(
ρ2
ρ1
− c1
c2
)
f
′′
2
(
t− α1
c2
)
.
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Les relations (9.32) et (9.33) impliquent
f
′′
0
(
t− α0
c0
)
=
1
4
(
ρ2
ρ1
+
c1
c2
)(
ρ1
ρ0
+
c0
c1
)
f
′′
2
(
t+∆ t1 − α1
c2
)
+
1
4
(
ρ2
ρ1
− c1
c2
)(
ρ1
ρ0
− c0
c1
)
f
′′
2
(
t−∆ t1 − α1
c2
)
,(9.34)
où ∆ t1 = (α1 − α0)/c1 est le temps de propagation des onde élastiques à travers le milieu Ω1.
L’onde incidente f
′′
0 conduisant a priori à une infinité d’ondes transmises f
′′
2 , on cherche f
′′
2 sous
la forme
(9.35) f
′′
2 (t) =
+∞∑
i=0
Ai f
′′
0 (t− t0 − 2 i∆ t1),
où les amplitudes Ai et le retard t0 sont inconnus. La substitution de (9.35) dans (9.34) conduit
à
(9.36)
f
′′
0
(
t− α0
c0
)
=
1
4
(
ρ2
ρ1
+
c1
c2
)(
ρ1
ρ0
+
c0
c1
)
A0 f
′′
0
(
t− t0 +∆ t1 − α1
c2
)
+
1
4
+∞∑
i=1
(
ρ2
ρ1
+
c1
c2
)(
ρ1
ρ0
+
c0
c1
)
Ai f
′′
0
(
t− t0 − (2i− 1)∆ t1 − α1
c2
)
+
1
4
+∞∑
i=1
(
ρ2
ρ1
− c1
c2
)(
ρ1
ρ0
− c0
c1
)
Ai−1 f
′′
0
(
t− t0 − (2 i− 1)∆ t1 − α1
c2
)
.
Les membres de gauche et de droite de (9.36) sont égaux à chaque instant : leur identification
conduit alors aux expressions de t0 et des amplitudes Ai
(9.37)
∣∣∣∣∣∣∣∣∣∣∣
t0 = ∆t1 − α1
c2
+
α0
c0
A0 = T0,1 T1,2
Ai = T0,1 T1,2 (−R0,1R1,2)i ,
où les coefficients de réflexion et de transmission sont définis en (9.5)
Les expressions de g
′′
0
(
t+ xc0
)
, f
′′
1
(
t− xc2
)
et g
′′
1
(
t+ xc2
)
découlent alors de (9.32) et (9.33).
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D’où
(9.38)
g
′′
0
(
t+
x
c0
)
= R0,1 f
′′
0
(
t+
x− α0
c0
− α0
c0
)
+T0,1 T1,2
+∞∑
i=1
(−R0,1)i−1Ri1,2 f
′′
0
(
t+
x− α0
c0
− 2 i∆ t1 − α0
c0
)
f
′′
1
(
t− x
c2
)
= T0,1
+∞∑
i=0
(−R0,1R1,2)i f ′′0
(
t− x− α1
c1
− (2 i+ 1)∆ t1 − α0
c0
)
g
′′
1
(
t+
x
c1
)
= R1,2 T0,1
+∞∑
i=0
(−R0,1R1,2)i f ′′0
(
t+
x− α1
c1
− (2 i+ 1)∆ t1 − α0
c0
)
f
′′
2
(
t− x
c2
)
= T0,1 T1,2
+∞∑
i=0
(−R0,1R1,2)i f ′′0
(
t− x− α1
c2
− (2 i + 1)∆ t1 − α0
c0
)
.
On déduit directement de (9.2) et (9.38) la solution exacte en tout point.
Comparaison des solutions analytiques. Considérons un milieu tricouche, de paramètres
physiques
(9.39) (ρ,c) =


ρ0 = 1100 kg/m
3, c0 = 2700m/s si x ≤ α0 = 0.537 m,
ρ1 = 1000 kg/m
3, c1 = 1500m/s si α0 < x ≤ α1 = α0 + h,
ρ2 = 1100 kg/m
3, c2 = 2700m/s si x ≥ α1.
Ce cas correspond à deux morceaux de Plexiglass reliés par une couche de colle d’épaisseur
h = α1 − α0 ayant les propriétés physiques de l’eau. A partir des calculs menés durant la
présente section, nous pouvons calculer la solution analytique en tout point du milieu tricouche
et à tout instant.
Comme mentionné en section 5.4, on peut décrire approximativement la propagation des ondes
dans le milieu tricouche en considérant une seule interface imparfaite vérifiant les conditions de
type masse-ressort (5.11), avec
(9.40) K =
ρ1 c
2
1
h
, M = ρ1 h,
et ce d’autant plus précisément que le rapport h/λ est petit (λ est la longueur d’onde centrale
des ondes dans le milieu Ω1). Les calculs menés durant la section précédente nous permettent
de calculer la solution analytique, les deux interfaces parfaites étant remplacées par une seule
interface imparfaite.
Nous comparons ici les deux solutions analytiques pour différentes valeurs de h. Nous utilisons
comme onde incidente la sinusoïde tronquée présentée au chapitre 10, de fréquence centrale
fc = 40 kHz. La longueur d’onde principale est alors λ =3.75 cm. Nous considérons trois valeurs
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a −  h = 0.01 m
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b  − h = 0.005 m
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c  − h = 0.001m
Fig. 9.3 – Comparaison des solutions analytiques dans un milieu tricouche avec deux interfaces
parfaites (traits pleins) et dans un milieu bicouche avec une interface imparfaite (pointillés), pour
différents rapports λ/h : 3.75 (a), 7.5 (b), et 37.5 (c).
de h en figure 9.3. Pour h/λ ≈ 1 (figure 9.3 (a)), l’accord entre les solutions analytiques est
mauvais. Par contre, pour h/λ ≈ 30 (figure 9.3 (c)), les conditions de type masse-ressort décrivent
très bien la propagation des ondes dans un milieu tricouche.
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9.5 Interface parfaite fluide-fluide 2D
9.5.1 Introduction
Considérons une onde plane qui coupe avec l’angle θf la droite x = x0 ; nous calculons ici les
champs acoustiques réfléchis et transmis schématisées en figure 9.4. Pour traiter tous les cas
d’incidence (0 ≤ θf ≤ pi/2) quels que soient c0 et c1, nous décrivons le champ transmis à partir
du formalisme des ondes planes non homogènes [12], [37].
y
1
xO x
0
θ
θ
f
θg
h
cρ ρ
0 0 1
c
Fig. 9.4 – Ondes planes incidente, réfléchie et transmise à l’interface plane entre deux fluides.
9.5.2 Ondes planes non homogènes
Nous écrivons les potentiels acoustiques des ondes planes incidente, réféchie et transmise
(9.41)
Φf (x,y,t) = f
(
t− nf .OM
c0
)
,
Φg(x,y,t) = g
(
t− ng.OM
c0
)
,
Φh(x,y,t) = h (t− ph.OM) ,
avec
(9.42) nf =

 cos θf
sin θf

 , ng =

 cos θg
sin θg

 , ph = ph1+ iph2 =

 ph1x
ph1y

+ i

 ph2x
ph2y

 .
f , g, et h sont des applications de C dans C suffisamment régulières. Les potentiels Φf et Φg
décrivent des ondes planes homogènes ; Φh, de vecteur d’onde complexe, décrit une onde plane
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non homogène [37]. La vitesse acoustique v et la pression acoustique p découlant d’un potentiel
Φ s’écrivant
(9.43) v =∇Φ, p = −ρ ∂ Φ
∂ t
,
on a
(9.44)
Uf(x,y,t) = Vf f
′
(
t− x cos θf + y sin θf
c0
)
,
Ug(x,y,t) = Vg g
′
(
t− x cos θg + y sin θg
c0
)
,
Uh(x,y,t) = Vhh
′
(t− x (ph1x + i ph2x)− y (ph1y + i ph2y)) ,
avec
(9.45) Vf = −


cos θf
c0
sin θf
c0
ρ0


, Vg = −


cos θg
c0
sin θg
c0
ρ0


, Vh = −


ph1x + i ph2x
ph1y + i ph2y
ρ1

 .
La solution exacte U(x,y,t) en tout point du domaine s’écrit alors
(9.46)
x ≤ x0, U(x,y,t) = Uf(x,y,t) +Ug(x,y,t),
x > x0, U(x,y,t) = Uh(x,y,t).
L’onde incidente Uf étant connue, le but des calculs qui suivent est de déterminer Ug et Uh.
Pour cela, on utilise les conditions de saut entre deux fluides parfaits, vues au chapitre 6 ; ces
conditions s’écrivent ici
(9.47) [v1] = 0, [p] = 0,
et conduisent alors au système
(9.48)
−cos θg
c0
g
′
(
t− x0 cos θg + y sin θg
c0
)
+ (ph1x + i ph2x)h
′
(t− x0(ph1x + i ph2x)− y(ph1y + i ph2y))
=
cos θf
c0
f
′
(
t− x0 cos θf + y sin θf
c0
)
,
ρ0 g
′
(
t− x0 cos θg + y sin θgc0
)
− ρ1 h′ (t− x0(ph1x + i ph2x)− y(ph1y + i ph2y))
= −ρ0 f ′
(
t− x0 cos θf + y sin θf
c0
)
.
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Les équations (9.48) sont vérifiées pour tout (t,y), ce qui conduit aux relations de Descartes
(9.49)
sin θf
c0
=
sin θg
c0
= ph1y + i ph2y ⇒


sin θg = sin θf
ph1y =
sin θf
c0
ph2y = 0.
L’onde réfléchie se propage suivant les x décroissants, impliquant cos θg = − cos θf . D’autre part,
le potentiel Φh de l’onde transmise vérifie à tout instant l’équation des ondes
(9.50)
∆Φh − 1
c21
∂2 Φh
∂ t2
= 0 ⇒
(
ph.ph− 1
c21
)
h
′′
(t− ph.OM ) = 0
⇒ ph.ph = 1
c21
⇒


‖ ph1 ‖2 − ‖ ph2 ‖2= 1
c21
ph1.ph2 = 0, soit ph1 ⊥ ph2.
En combinant (9.49) et (9.50), nous obtenons
(9.51)


(ph1x)
2 − (ph2x)2 = 1
c21
(
1−
(
c1
c0
sin θf
)2)
ph1x ph2x = 0.
Les relations (9.51) impliquent ph1x = 0 ou ph2x = 0. Il convient alors de distinguer les cas.
Cas ph2x = 0. Si ph2x = 0, nous déduisons de (9.51)
(9.52) (ph1x)
2 = 1− 1
c21
(
c1
c0
sin θf
)2
≥ 0 ⇒ sin θf ≤ c0
c1
,
ce qui est toujours vrai si c0 ≥ c1, ou si c0 < c1 et si θf est inférieur à l’angle critique θc
(9.53) θc = arcsin
c0
c1
.
L’angle θh de l’onde transmise est alors différent de pi/2, et il vient
(9.54) ph1x = +
1
c1
√
1−
(
c1
c0
sin θf
)2
=
cos θh
c1
.
Le signe + découle de la direction de propagation de l’onde transmise vers les x croissants. Nous
retrouvons alors le cas classique d’une onde plane homogène de vecteur d’onde réel.
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Cas ph1x = 0. Si ph1x = 0, on déduit de (9.51)
(9.55) sin θf >
c0
c1
,
ce qui n’est possible que si c0 < c1 et θf > θc. Nous avons alors
(9.56) ph2x = ± 1
c1
√(
c1
c0
sin θf
)2
− 1.
Dans ce cas, l’onde transmise se propage uniquement suivant l’axe (Oy). Déterminons alors le
signe de ph2x. Comme ph1x = ph2y = 0, la transformée de Fourier en temps de Uh(x,y,t) (9.44)
s’écrit
(9.57) Uˆh(x,y,ω) = Vh exp (−ω x ph2x) exp (i ω y ph1y) hˆ′(x,y,ω).
L’onde transmise Uh (9.44) est d’amplitude finie pour x tendant vers +∞. Il en est de même
pour sa transformée de Fourier Uˆh. La relation (9.57) implique alors sgn(ph2x) = sgn(ω).
9.5.3 Coefficients de réflexion et de transmission
Compte-tenu de (9.49), le système (9.48) a pour solution
(9.58)
g
′
(
t− x0 cos θg + y sin θgc0
)
= Rf
′
(
t− x0 cos θf + y sin θfc0
)
h
′
(t− x0(ph1x + i ph2x)− y ph1y) = T f ′
(
t− x0 cos θf + y sin θfc0
)
,
avec
(9.59)
∆ = (ρ1 c1 cos θf + ρ0 c0 c1 ph1x)
2 + (ρ0 c0 c1 ph2x)
2 ,
R =
(ρ1 c1 cos θf )
2 − (ρ0 c0 c1 ph1x)2 − (ρ0 c0 c1 ph2x)2
∆
− i 2 ρ0 c0 ρ1 (c1)
2 ph2x cos θf
∆
,
T =
2 ρ0 c1 cos θf (ρ1 c1 cos θf + ρ0 c0 c1 ph1x)
∆
− i 2 (ρ0)
2 c0 (c1)
2 ph2x cos θf
∆
.
Suivant la valeur de θf , on peut simplifier R et T . Si c0 ≥ c1 ou (c0 < c1 et θf ≤ θc) (ce qui
correspond au cas ph2x = 0), nous retrouvons à partir de (9.54) et (9.59) les expressions classiques
(9.60) R =
ρ1 c1 cos θf − ρ0 c0 cos θh
ρ1 c1 cos θf + ρ0 c0 cos θh
, T =
2 ρ0 c1 cos θf
ρ1 c1 cos θf + ρ0 c0 cos θh
.
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Si c0 < c1 et θf > θc (ce qui correspond au cas ph1x = 0), nous posons
(9.61)
∆ = (ρ1 c1 cos θf )
2 + (ρ0 c0)
2
((
c1
c0
sin θf
)2
− 1
)
,
B =
(ρ1 c1 cos θf )
2 − (ρ0 c0)2
((
c1
c0
sin θf
)2
− 1
)
∆
,
C =
2 ρ0 c0 ρ1 c1 cos θf
√(
c1
c0
sin θf
)2
− 1
∆
,
D =
2 ρ0 ρ1 c
2
1 cos
2 θf
∆
,
E =
2 ρ20 c0 c1 cos θf
√(
c1
c0
sin θf
)2
− 1
∆
.
Les coefficients de réflexion et de transmissions (9.59) s’écrivent alors
(9.62) R = B − i sgn(ω)C, T = D − i sgn(ω)E.
Nous remarquons R(−ω) = R∗(ω) et T (−ω) = T ∗(ω).
9.5.4 Incidence en-dessous de l’angle critique
Pour θf ≤ θc, nous déduisons les champs réfléchis et transmis de (9.44), (9.45), et (9.58)
(9.63)
Ug(x,y,t) = −R


−cos θf
c0
sin θf
c0
ρ0


f
′
(
t+
(x− x0) cos θf
c0
− x0 cos θf + y sin θf
c0
)
,
Uh(x,y,t) =
−T


1
c1
√
1−
(
c1
c0
sin θf
)2
sin θf
c0
ρ1


f
′

t− x− x0
c1
√
1−
(
c1
c0
sin θf
)2
− x0 cos θf + sin θf
c0

 ,
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avec R et T donnés en (9.60). L’onde réfléchie et l’onde transmise ont la même forme que l’onde
incidente (c’est-àdire qu’elles s’expriment en fonction de f
′
), ce qui n’est pas le cas de l’incidence
sur-critique que nous examinons maintenant.
9.5.5 Incidence au-dessus de l’angle critique
Onde incidente. Pour une incidence au-dessus de l’angle critique, les coefficients de réflexion
et de transmission (9.62) dépendent de la fréquence et sont discontinus, ce qui complique le
calcul des ondes réfléchies et transmises. Nous ne pouvons alors pas calculer analytiquement Ug
et Uh pour tout signal incident, comme dans le cas précédent. Pour simplifier les calculs, nous
choisissons [12]
(9.64) f ′(t) =
1
pi
τ
τ2 + t2
avec τ constante positive. Le facteur 1/pi garantit
(9.65)
∫ +∞
−∞
f
′
(t)dt = 1.
La fonction f
′
tend vers δ(t) quand τ tend vers 0. La transformée de Fourier en temps de f
′
(t)
est obtenue par un classique calcul des résidus
(9.66) fˆ
′
(ω) =
1
2pi
exp(−|ω| τ).
Nous remarquons fˆ
′
(−ω) = fˆ ′∗(ω).
Champs réfléchis. Le champs réfléchi déduit de (9.44) et (9.58) est
(9.67) Ug(x,y,t) = VgR(ω) f
′
(
t+
(x− x0) cos θf
c0
− x0 cos θf + y sin θf
c0
)
,
avec R complexe et dépendant de ω. La transformée de Fourier en temps de Ug(x,y,t) est
(9.68)
Uˆg(x,y,ω) =
1
2pi
∫ +∞
−∞
VgR(ω) f
′
(
t+
(x− x0) cos θf
c0
− x0 cos θf + y sin θf
c0
)
exp (i ω t) d t
= VgR(ω) exp
(
i ω
(
−(x− x0) cos θf
c0
+
x cos θf + y sin θf
c0
))
fˆ
′
(ω).
La transformée de Fourier inverse en temps de (9.68) est
(9.69)
Ug(x,y,t) =
∫ +∞
−∞
Uˆg exp (−i ω t) d t
= Vg
∫ +∞
−∞
R(ω)fˆ
′
(ω) exp
(
−i ω
(
t+
(x− x0) cos θf
c0
− x cos θf + y sin θf
c0
))
dω.
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En posant
(9.70) ξg = t+
(x− x0) cos θf
c0
− x cos θf + y sin θf
c0
,
nous écrivons
(9.71) Ug(x,y,t) = Vg
∫ +∞
−∞
R(ω)fˆ
′
(ω)e−i ω ξgdω = Vg∆(ξg).
Le calcul de (9.71) n’est pas immédiat du fait de la discontinuité de Im{R(ω)} en ω = 0. Nous
écrivons alors les parties réelles et imaginaires de ∆(ξg)
(9.72)
∆(ξg) =
∫ +∞
−∞
(
Re{Rfˆ ′}+ i Im{Rfˆ ′}
)
(cosω ξg − i sinω ξg) exp (−i ω ξg) dω
=
∫ +∞
−∞
Re{Rfˆ ′} cos ω ξg + Im{Rfˆ ′} sinω ξg dω
+i
∫ +∞
−∞
Im{Rfˆ ′} cosω ξg − Re{Rfˆ ′} sinω ξg dω.
Nous remarquons
(9.73) R(−ω)fˆ ′(−ω) = R∗(ω)fˆ∗′(ω) =
(
R(ω)fˆ
′
(ω)
)∗
,
ce qui implique que Re{Rfˆ ′} est paire et que Im{Rfˆ ′} est impaire. Comme cosω ξg et sinω ξg
sont respectivement des fonctions paires et impaires de ω, nous simplifions ∆(ξg)
(9.74) ∆(ξg) = 2
∫ +∞
0
Re{Rfˆ ′} cosω ξg + Im{Rfˆ ′} sinω ξg dω.
Pour ω ≥ 0, nous déduisons de (9.66)
(9.75) Re{Rfˆ ′} = B
2pi
exp (−ω τ) Im{Rfˆ ′} = − C
2pi
exp (−ω τ) ,
ce qui conduit à
(9.76)
∆(ξg) = 2
∫ +∞
0
B
2pi
exp (−ω τ) cosω ξg − C
2pi
exp (−ω τ) sinω ξg dω
=
B
pi
I(τ,ξg)− C
pi
J(τ,ξg),
avec
(9.77)
I(τ,ξg) =
∫ +∞
0
exp (−ω τ) cosω ξg dω = τ
τ2 + ξ2g
,
J(τ,ξg) =
∫ +∞
0
exp (−ω τ) sinω ξg dω = ξg
τ2 + ξ2g
.
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Les intégrales I et J sont obtenues par une double intégration par parties. On déduit alors le
champs acoustique réfléchi Ug de (9.70), (9.71), et (9.76)
(9.78)
Ug(x,y,t) =
1
pi


−cos θf
c0
sin θf
c0
ρ0



 B τ
τ2 +
(
t+
(x− x0) cos θf
c0
− x0 cos θf + y sin θf
c0
)2


− 1
pi


−cos θf
c0
sin θf
c0
ρ0




C
(
t+
(x− x0) cos θf
c0
− x0 cos θf + y sin θf
c0
)
τ2 +
(
t+
(x− x0) cos θf
c0 −
x0 cos θf + y sin θf
c0
)2

 ,
avec B et C donnés en (9.61). La deuxième partie du champs réfléchi n’a pas la même forme que
celle du champs incident (9.64).
Champs transmis Compte-tenu de (9.45), et (9.56), Vh s’écrit
(9.79) Vh(ω) = −


i
sgn(ω)
c1
√(
c1
c0
sin θf
)2
− 1
sin θf
c0
ρ1


.
Nous remarquons Vh(−ω) = Vh∗(ω). Le champ transmis est
(9.80)
Uh(x,y,t) = Vh(ω)T (ω) f
′

t−

i sgn(ω) x− x0
c1
√(
c1
c0
sin θf
)2
− 1 + x0 cos θf + y sin θf
c0



 .
Comme ω sgn(ω) = |ω|, la transformée de Fourier en temps de (9.80) s’écrit
(9.81)
Uˆt(x,y,ω) = Vh (ω)T (ω) exp

−|ω|x− x0
c1
√(
c1
c0
sin θf
)2
− 1

×
× exp
(
i ω
x0 cos θf + y sin θf
c0
)
fˆ
′
(ω)
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et décroît exponentiellement avec x. Posons
(9.82)
ϕ =
x− x0
c1
√(
c1
c0
sin θf
)2
− 1
Ψ = Vh (ω)T (ω) exp (−ω ϕ) fˆ ′(ω)
ξh = t−
x0 cos θf + y sin θf
c0
.
Nous calculons la transformée de Fourier inverse en temps de (9.81) de façon similaire à (9.72).
Etant données les notations (9.82), nous obtenons
(9.83)
Uh(x,y,t) =
∫ +∞
−∞
Ψ exp (−i ω ξh) dω
=
∫ +∞
−∞
Re{Ψ} cosω ξg + Im{Ψ} sinω ξg dω
+i
∫ +∞
−∞
Im{Ψ} cosω ξg −Re{Ψ} sinω ξg dω.
Nous remarquons Ψ(−ω) = Ψ∗(ω), ce qui conduit à
(9.84) Uh(x,y,t) = 2
∫ +∞
0
Re {Ψ} cosω ξh + Im {Ψ} sinω ξh dω.
Nous écrivons explicitement Ψ à partir de (9.79), et (9.82)
(9.85) Ψ(ω) = ( Re {Vh}+ i Im {Vh}) ( Re {T}+ i Im {T}) 1
2pi
exp (−ω (τ + ϕ)) .
Le calcul de Uh(x,y,t) (9.84) revient alors à
(9.86)
Uh(x,y,t) = − 1
pi


E
c1
√(
c1
c0
sin θf
)2
− 1
D
sin θf
c0
Dρ1


∫ +∞
0
exp (−ω(τ + ϕ)) cosω ξh dω
+
1
pi


−D
c1
√(
c1
c0
sin θf
)2
− 1
E
sin θf
c0
E ρ1


∫ +∞
0
exp (−ω(τ + ϕ)) sinω ξh dω.
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Les deux intégrales figurant dans (9.86) sont déjà calculées en (9.77). Le champs transmis s’écrit
alors
(9.87)
Uh(x,y,t) = 1/pi×
−


E
c1
√(
c1
c0
sin θf
)2
− 1
D
sin θf
c0
Dρ1


τ +
x− x0
c1
√(
c1
c0
sin θf
)2
− 1
τ + x− x0
c1
√(
c1
c0
sin θf
)2
− 1

2 + (t− x0 cos θf + y sin θf
c0
)2
+


−D
c1
√(
c1
c0
sin θf
)2
− 1
E
sin θf
c0
E ρ1


t− x0 cos θf + y sin θf
c0
τ + x− x0
c1
√(
c1
c0
sin θf
)2
− 1

2 +(t− x0 cos θf + y sin θf
c0
)2 ,
avec D et E donnés en (9.61). La forme du champs incident n’a rien à voir avec celle du champs
incident. A la différence de Uˆh,Uh décroît seulement en 1/x. A un instant donné, les composantes
du champs transmis sont de signe constant de part et d’autre de droites déduites de (9.87). En
particulier, la droite d’équation
(9.88) y =
c0

t− D
E

τ + x− x0
c1
√(
c1
c0
sin θf
)2
− 1



− x0 cos θf
sin θf
est le lieu des points de pression nulle.
Exemple numérique. Nous illustrons ici les calculs menés au-delà de l’angle critique. Pour
cela, nous considérons deux milieux fluides, de paramètres physiques
(9.89) (ρ,c) =


ρ0 = 1000 kg/m
3, c0 = 1500m/s,
ρ1 = 1200 kg/m
3, c1 = 2800m/s,
séparés par une interface plane inclinée, faisant un angle de 80 degrés avec l’axe Ox. Une onde
plane incidente dont le vecteur directeur fait un angle θf = 51 degrés avec l’axe Ox correspond
à un cas d’incidence au-delà de l’angle critique. Le potentiel de l’onde plane incidente est donné
par (9.64). Nous calculons la pression acoustique des ondes réfléchies et transmises à partir de
(9.78) et (9.87). Toutefois, nous avons mené les calculs pour une interface plane verticale. Dans
le cas qui nous intéresse ici d’une interface plane faisant un angle θ avec l’axe Ox, on utilise les
formules classiques de changement de repère pour des tenseurs d’ordre 0 et 1, que nous résumons
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Fig. 9.5 – Isovaleurs de la pression acoustique au-delà de l’angle critique. La droite oblique
représente l’interface plane.
en écrivant [26]
(9.90)


v1
v2
p

 =


cos θ sin θ 0
− sin θ cos θ 0
0 0 1




v1
v2
p

 .
Les grandeurs surmontées d’un trait dans (9.90) correspondent aux grandeurs calculées dans le
repère lié à l’interface ; les grandeurs sans traits sont écrites dans le repère qui nous intéresse
maintenant, soit le repère Oxy.
En figure 9.5, nous présentons les isovaleurs de la pression acoustique. La représentation 3D de la
pression acoustique, proposée en figure 9.6, est instructive sur plusieurs points. Tout d’abord, on
observe que la pression acoustique correspondant à l’onde réfléchie présente des valeurs négatives,
alors que la pression acoustique incidente est toujours positive : cela illustre le fait que les ondes
incidente et réfléchie n’ont pas la même forme. D’autre part, on observe la décroissance très
rapide de l’onde plane non homogène transmise (en 1/x2).
9.5. INTERFACE PARFAITE FLUIDE-FLUIDE 2D 215
Fig. 9.6 – Vue 3D de la pression acoustique au-delà de l’angle critique.
9.5.6 Conditions de saut supplémentaires
Au chapitre 6, nous calculons une condition de saut supplémentaire (6.28) à partir des conditions
de saut naturelles entre deux fluides (6.9). Nous cherchons ici à retrouver (6.28) pour un champ
particulier d’ondes, i.e. les ondes planes étudiées dans la section précédente. Considérons l’inter-
face plane verticale présentée en figure 9.4. Les conditions de saut naturelles (6.9) ont permis
de calculer les coefficients de réflexion et de transmission, et ainsi de caractériser totalement
la solution U(x,y,t) = T (v1,v2,p) en tout point du domaine. Les composantes v1 et v2 étant
ainsi connues, nous cherchons une deuxième condition de saut vérifiée par ces composantes, et
indépendante de (6.9). A priori, on cherche cette condition de saut supplémentaire sous la forme
(9.91) [K v1 + Lv2] = 0,
où les fonctions K(x,y) et L(x,y) sont constantes par morceaux et s’écrivent
(9.92) (K,L) =


(K0,L0) si M(x,y) ∈ Ω0,
(K1,L1) si M(x,y) ∈ Ω1.
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Le but du calcul qui suit est de déterminer K et L. A partir des expressions de v1 et v2 explicitées
en (9.45), la condition de saut (9.91) s’écrit
(9.93)
(
K1 (ph1x + i ph2x) + L1
sin θf
c0
)
h
′
(
t− x0 (ph1x + i ph2x)− y
sin θf
c0
)
= K0
cos θf
c0
(
f
′
(
t− x0 cos θf + y sin θf
c0
)
− g′
(
t− x0 cos θg + y sin θf
c0
))
+L0
sin θf
c0
(
f
′
(
t− x0 cos θf + y sin θf
c0
)
+ g
′
(
t− x0 cos θg + y sin θf
c0
))
.
D’autre part, les conditions de saut (6.9) conduisent au système de deux équations (9.48), réécrit
ici sous la forme
(9.94)
cos θf
c0
(
f
′
(
t− x0 cos θf + y sin θf
c0
)
− g′
(
t− x0 cos θg + y sin θf
c0
))
= (ph1x + i ph2x) h
′
(
t− x0 (ph1x + i ph2x)− y
sin θf
c0
)
,
f
′
(
t− x0 cos θf + y sin θf
c0
)
+ g
′
(
t− x0 cos θg + y sin θf
c0
)
ρ1
ρ0
h
′
(
t− x0 (ph1x + i ph2x)− y
sin θf
c0
)
.
Après quelques manipulations algébriques, on déduit de (9.93) et (9.94) l’équation
(9.95)(
(K1 −K0) (ph1x + i ph2x) +
(
L1 − L0 ρ1
ρ0
)
sin θf
c0
)
h
′
(
t− x0 (ph1x + i ph2x)− y
sin θf
c0
)
= 0.
L’équation (9.96) est vérifiée pour tout angle d’incidence θf et à tout instant ; l’application h
′
n’étant pas identiquement nulle, nous déduisons que le terme en facteur est identiquement nul,
soit
(9.96)


K1 = K0
L1 = L0
ρ1
ρ0
⇒


K = α,
L = β ρ,
avec α et β constants. Reportées dans (9.91), les valeurs de K et L conduisent à
(9.97) [αv1 + β ρ v2] = α [v1] + β [ρ v2] = 0.
Comme [v1] = 0, la condition (9.97) s’écrit
(9.98) [ρ v2] = 0.
Passons au cas plus général d’une interface plane inclinée de θ par rapport à l’axe Ox. A partir
de (6.1), on a directement
(9.99) cos θ =
x
′√
x′2 + y′2
, sin θ =
y
′√
x′2 + y′2
.
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Il suffit alors d’appliquer à (9.98) les formules de changement de repère (9.90) munies de (9.99).
On retrouve ainsi la condition de saut supplémentaire (6.28)
(9.100)
[
ρ x
′
v1 + ρ y
′
v2
]
= 0.
9.6 Interface parfaite solide-solide 2D
9.6.1 Introduction
Considérons une onde plane P incidente, dont le vecteur d’onde fait l’angle i0 avec l’axe Ox, et
une interface plane verticale située en x = x0 (figure 9.7). Nous déterminons ici les ondes P et SV
réfléchies et transmises. A la différence du cas fluide-fluide, nous considérons seulement les cas
d’incidence en-dessous des angles critiques. En conséquence de quoi, nous utilisons le formalisme
des ondes planes homogènes.
Ts
y
xO
x
0
i0
i1
j1pi-j0
i0
ρ
0
cp0 cs0 ρ1 cp1 cs1
Rs
Rp
Tp
Fig. 9.7 – Ondes planes incidente, réfléchies et transmises à l’interface plane entre deux solides.
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9.6.2 Coefficients de réflexion et de transmission
Nous écrivons les potentiels scalaires et les potentiels vecteurs des ondes P et SV incidente,
réfléchies et transmises
(9.101)
ΦIP (x,y,t) = ΦIP
(
t− nIP .OM
cp0
)
,
ΦRP (x,y,t) = ΦRP
(
t− nRP .OM
cp0
)
,
ΨRS(x,y,t) = ΠΨRS
(
t− nRS .OM
cs0
)
,
ΦTP (x,y,t) = ΦTP
(
t− nTP .OM
cp1
)
,
ΨTS(x,y,t) = ΠΨTS
(
t− nTS .OM
cs1
)
,
avec les vecteurs d’onde
(9.102)
nIP =

 cos i0
sin i0

 ,nRP =

 − cos i0
sin i0

 ,nRS =

 cos j0
sin j0

 ,nTP =

 cos i1
sin i1

 ,nTS =

 cos j1
sin j1

 .
Les indices I, R et T désignent respectivement les ondes incidente, réfléchies et transmises ;
les indices P et S désignent les ondes P et SV. Le vecteur de polarisation Π est défini par
Π = T (0,0,1). Les déplacements élastiques u associés à un potentiel scalaire Φ (pour une onde
P) ou à un potentiel vecteur Ψ (pour une onde SV) s’écrivent respectivement
(9.103)
u =∇Φ,
u =∇ ∧Ψ.
Après des calculs classiques d’élastodynamique [24], on obtient les solutions associées à chaque
type d’onde, soit
(9.104)
U IP (x,y,t) = V IP Φ
′′
IP
(
t− x cos i0 + y sin i0
cp0
)
,
URP (x,y,t) = V RP Φ
′′
RP
(
t− −x cos i0 + y sin i0
cp0
)
,
URS(x,y,t) = V RS Ψ
′′
RS
(
t− x cos j0 + y sin j0
cs0
)
,
UTP (x,y,t) = V TP Φ
′′
TP
(
t− x cos i1 + y sin i1
cp1
)
,
UTS(x,y,t) = V TS Ψ
′′
TS
(
t− x cos j1 + y sin j1
cs1
)
,
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avec
(9.105)
V IP =


−cos i0
cp0
−sin i0
cp0
λ0 + 2µ0 cos
2 i0
c2p0
2µ0 sin i0 cos i0
c2p0
λ0 + 2µ0 sin
2 i0
c2p0


,V RP =


cos i0
cp0
−sin i0
cp0
λ0 + 2µ0 cos
2 i0
c2p0
−2µ0 sin i0 cos i0
c2p0
λ0 + 2µ0 sin
2 i0
c2p0


,V RS =


−sin j0
cs0
cos j0
cs0
2µ0 sin j0 cos j0
c2s0
µ0
c2s0
(
sin2 j0 − cos2 j0
)
−2µ0 sin j0 cos j0
c2s0


,
et
(9.106) V TP =


−cos i1
cp1
−sin i1
cp1
λ1 + 2µ1 cos
2 i1
c2p1
2µ1 sin i1 cos i1
c2p1
λ1 + 2µ1 sin
2 i1
c2p1


,V RS =


−sin j1
cs1
cos j1
cs1
2µ1 sin j1 cos j1
c2s1
µ1
c2s1
(
sin2 j1 − cos2 j1
)
−2µ1 sin j1 cos j1
c2s1


.
Nous cherchons à exprimer Φ
′′
RP , Ψ
′′
Rs, Φ
′′
TP et Φ
′′
TS en fonction du potentiel scalaire Φ
′′
IP de
l’onde incidente. Les conditions de saut entre deux solides élastiques parfaitement collés, vues au
chapitre 6, s’écrivent ici
(9.107) [v1] = 0, [v2] = 0, [σ11] = 0, [σ12] = 0.
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Ces conditions étant vérifiées à tout instant en x = x0, on déduit de (9.104) les coefficients de
réflexion et de transmission RP , RS , TP et TS des ondes P et SV tels que
(9.108)
Φ
′′
RP
(
t− −x0 cos i0
cp0
)
= RP Φ
′′
IP
(
t− x0 cos i0
cp0
)
,
Ψ
′′
RS
(
t− x0 cos j0
cs1
)
= RS Φ
′′
IP
(
t− x0 cos i0
cp0
)
,
Φ
′′
TP
(
t− x0 cos i1
cp1
)
= TP Φ
′′
IP
(
t− x0 cos i0
cp0
)
,
Ψ
′′
TS
(
t− x0 cos j1
cs1
)
= TS Φ
′′
IP
(
t− x0 cos i0
cp0
)
.
On reporte alors les expressions (9.108) dans (9.104) et (9.105) ; les conditions de saut (9.107)
conduisent alors à un système de quatre équations à quatre inconnues
(9.109)
cos i0
cp0
RP − sin j0
cs0
RS +
cos i1
cp1
TP +
sin j1
cs1
TS =
cos i0
cp0
,
−sin i0
cp0
RP +
cos j0
cs0
RS +
sin i1
cp1
TP − cos j1
cs1
TS =
sin i0
cp0
,
λ0 + 2µ0 cos
2 i0
c2p0
RP +
2µ0 sin j0 cos j0
c2s0
RS − λ1 + 2µ1 cos
2 i1
c2p1
TP − 2µ1 sin j1 cos j1
c2s1
TS
= −λ0 + 2µ0 cos
2 i0
c2p0
,
−2µ0 sin i0 cos i0
c2p0
RP +
µ0
c2s0
(
sin2 j0 − cos2 j0
)
RS − 2µ1 sin i1 cos i1
c2p1
TP
− µ1
c2s1
(
sin2 j1 − cos2 j1
)
TS = −2µ0 sin i0 cos i0
c2p0
.
La résolution analytique du système (9.109) est lourde. Le lecteur intéressé peut trouver les
expressions de RP , RS , TP et TS dans Aki [2]. Pour les besoins du chapitre 10, il nous suffit
d’inverser numériquement (9.109). On déduit finalement les potentiels (9.108), puis les solutions
exactes (9.104) en tout point du domaine, soit
(9.110)
x ≤ x0, U(x,y,t) = U IP (x,y,t) +URP (x,y,t) +URS(x,y,t),
x > x0, U(x,y,t) = UTP (x,y,t) +UTS(x,y,t).
Les calculs ont été effectués en supposant l’interface plane verticale. Dans le cas d’une interface
plane inclinée faisant un angle θ avec l’axe Ox, on utilise les formules classiques de changement
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de repère pour les tenseurs d’ordre un (les composantes de la vitesse élastique) et d’ordre deux
(les composantes du tenseur des contraintes élastiques), soit
(9.111)


v1
v2
σ11
σ12
σ22


=


cos θ sin θ 0 0 0
− sin θ cos θ 0 0 0
0 0 cos2 θ 2 cos θ sin θ sin2 θ
0 0 − cos θ sin θ cos2 θ − sin2 θ cos θ sin θ
0 0 sin2 θ −2 cos θ sin θ cos2 θ




v1
v2
σ11
σ12
σ22


,
en adoptant les mêmes conventions d’écriture que pour (9.90).
9.6.3 Conditions de saut supplémentaires
Les conditions de saut naturelles (6.39) ont été utilisées en section précédente pour calculer les
coefficients de réflexion et de transmission RP , RS , TP et TS . Ces quantités étant connues, on
peut retrouver la condition de saut supplémentaire (6.67). La démonstration est omise ici, car
elle suit exactement la démarche adoptée en section 9.5.6 pour retrouver la condition de saut
supplémentaire à l’interface fluide-fluide.
9.7 Interface parfaite fluide-solide 2D
9.7.1 Introduction
Nous considérons une onde plane P incidente dans un milieu fluide Ω0 séparé d’un milieu solide
Ω1 par une interface plane verticale située en x = x0 (figure 9.8). Nous calculons ici le coefficient
de réflexion RP de l’onde P, ainsi que les coefficients de transmission TP et TS des ondes P et SV
transmises. Comme dans le cas de l’interface solide-solide, nous nous limitons aux cas d’incidence
en-dessous des angles critiques.
9.7.2 Coefficients de réflexion et de transmission
Les notations définissant les ondes dans le fluide et dans le solide sont les mêmes que dans les
deux sections précédentes, et ne sont pas répétées ici. Des calculs classiques d’élastodynamique
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Fig. 9.8 – Ondes planes incidente, réfléchie et transmises à l’interface fluide-solide.
conduisent aux solutions associées à chaque type d’onde, soit
(9.112)
U IP (x,y,t) = V IP Φ
′′
IP
(
t− x cos i0 + y sin i0
cp
)
,
URP (x,y,t) = V RP Φ
′′
RP
(
t− −x cos i0 + y sin i0
cp
)
,
UTP (x,y,t) = V TP Ψ
′′
TP
(
t− x cos i1 + y sin i1
cp1
)
,
UTS(x,y,t) = V TS Φ
′′
TS
(
t− x cos j1 + y sin j1
cs1
)
,
avec
(9.113) V IP = −


cos i0
c0
sin i0
c0
ρ0


,V RP = −


−cos i0
c0
sin i0
c0
ρ0


,
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et
(9.114) V TP =


−cos i1
cp1
−sin i1
cp1
λ1 + 2µ1 cos
2 i1
c2p1
2µ1 sin i1 cos i1
c2p1
λ1 + 2µ1 sin
2 i1
c2p1


,V RS =


−sin j1
cs1
cos j1
cs1
2µ1 sin j1 cos j1
c2s1
µ1
c2s1
(
sin2 j1 − cos2 j1
)
−2µ1 sin j1 cos j1
c2s1


.
Pour une interface plane verticale, les conditions vérifiées aux interfaces s’écrivent
(9.115) [v1] = 0, − p− = σ+11, 0 = σ+12.
Les conditions (9.115) sont vérifiées à tout instant en x = x0, conduisant aux relations de
Descartes
(9.116)
sin i1
cp1
=
sin j1
cs1
=
sin i0
c0
.
On définit alors les coefficients de réflexion et de transmission RP , TP et TS des ondes P et SV
tels que
(9.117)
Φ
′′
RP
(
t− −x0 cos i0
c0
)
= RP Φ
′′
IP
(
t− x0 cos i0
c0
)
,
Φ
′′
TP
(
t− x0 cos i1
cp1
)
= TP Φ
′′
IP
(
t− x0 cos i0
c0
)
,
Ψ
′′
TS
(
t− x0 cos j1
cs1
)
= TS Φ
′′
IP
(
t− x0 cos i0
c0
)
.
On reporte alors les écritures (9.117) dans (9.112) et (9.114); les conditions de saut (9.115)
conduisent alors à un système de trois équations à trois inconnues
(9.118)
cos i0
c0
RP +
cos i1
cp1
TP +
sin j1
c0
TS =
cos i0
c0
,
ρ0RP − λ1 + 2µ1 cos
2 i1
c2p1
TP − 2µ1 sin j1 cos j1
c2s1
TS = −ρ0,
2µ1 sin i1 cos i1
c2p1
TP +
µ1
c2s1
(
sin2 j1 − cos2 j1
)
TS = 0.
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En pratique, on résoud le système (9.118) numériquement. La solution analytique U(x,y,t) en
tout point du domaine s’écrit alors finalement
(9.119)
x ≤ x0, U(x,y,t) = U IP (x,y,t) +URP (x,y,t),
x > x0, U(x,y,t) = UTP (x,y,t) +UTS(x,y,t).
Pour passer au cas d’une interface plane inclinée, il suffit d’appliquer les formules de changement
de repère (9.90) et (9.111).
9.7.3 Conditions de saut supplémentaires
Au chapitre 6, nous n’avons pas trouvé de conditions de saut supplémentaires dans le cas de
l’interface fluide-solide. Pour confirmer cette absence, nous examinons une configuration particu-
lière, à savoir : les ondes planes incidente, réfléchie et transmises par une interface plane, calculées
dans la section précédente. Cette idée est motivée par le fait que, dans les cas particuliers d’in-
terfaces planes fluide-fluide et solide-solide en contact parfait, nous avons retrouvé les conditions
de saut supplémentaires correspondant à ces configurations. Rappelons que, dans ces deux cas,
on trouve une condition de saut supplémentaire indépendante de l’angle d’incidence.
Pour une interface plane fluide-solide, nous cherchons deux conditions de saut supplémentaires,
portant sur v2 et sur σ22 (voir (9.115)). Nous examinons ici le cas de σ22. A priori, nous cherchons
à relier cette grandeur à p, σ11 et σ12. On écrit alors
(9.120) α p− = β σ+11 + γ σ
+
12 + δ σ
+
22,
où α, β, γ et δ sont des constantes. Vu les conditions de saut (9.115), l’équation (9.120) revient
à chercher K et L tels que
(9.121) K σ+11 = Lσ
+
22
(il suffit de considérer K = α + β et L = −δ). Les expressions de σ+11 et σ+22 sont déduites de
(9.112), (9.114) et (9.117), soit
(9.122)
σ+11 =
(
λ1 + 2µ1 cos
2 i1
c2p1
TP +
2µ1 sin j1 cos j1
c2s1
TS
)
Φ
′′
IP
(
t− x0 cos i0
c0
)
,
σ+22 =
(
λ1 + 2µ1 sin
2 i1
c2p1
TP − 2µ1 sin j1 cos j1
c2s1
TS
)
Φ
′′
IP
(
t− x0 cos i0
c0
)
.
A partir de la troisième équation du système (9.118), on peut relier les valeurs de TP et TS . On
distingue deux cas, suivant la valeur de i0. Pour i0 = 0 (incidence normale), on montre facilement
que TS est nul ; TP revient alors au coefficient de transmission 1D (9.5). La relation (9.121) est
alors vérifiée pour K = L. Pour i0 6= 0, on a
(9.123) TP =
cos2 j1 − sin2 j1
2 sin i1 cos i1
TS ,
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le dénominateur de (9.123) étant non nul. On reporte alors (9.122) et (9.123) dans (9.121), ce
qui conduit à
(9.124)
K
(
λ1 + 2µ1 cos
2 i1
c2p1
cos2 j1 − sin2 j1
2 sin i1 cos i1
+
2µ1 sin j1 cos j1
c2s1
)
TS Φ
′′
IP
(
t− x0 cos i0
c0
)
= L
(
λ1 + 2µ1 sin
2 i1
c2p1
cos2 j1 − sin2 j1
2 sin i1 cos i1
− 2µ1 sin j1 cos j1
c2s1
)
TS Φ
′′
IP
(
t− x0 cos i0
c0
)
,
soit, pour TS 6= 0 et Φ′′(t− x0 cos i0c0 ) 6= 0,
(9.125)
K
(
λ1 + 2µ1 cos
2 i1
c2p1
cos2 j1 − sin2 j1
2 sin i1 cos i1
+
2µ1 sin j1 cos j1
c2s1
)
= L
(
λ1 + 2µ1 sin
2 i1
c2p1
cos2 j1 − sin2 j1
2 sin i1 cos i1
− 2µ1 sin j1 cos j1
c2s1
)
.
A partir des relations de Descartes (9.116) et de (9.125), on obtient l’équation
(9.126) K f(i0) = Lg(i0)
avec
(9.127)
f(i0) =
λ1 + 2µ1
(
1−
(
cp1
c0
sin i0
)2)
c2p1
1− 2
(
cs1
c0
sin i0
)2
2
cp1
c0
sin i0
√
1−
(
cp1
c0
sin i0
)2
+
2µ1 sin i0
c0 cs1
√
1−
(
cp1
c0
sin i0
)2
,
g(i0) =
λ1 + 2µ1
(
cp1
c0
sin i0
)2
c2p1
1− 2
(
cs1
c0
sin i0
)2
2
cp1
c0
sin i0
√
1−
(
cp1
c0
sin i0
)2
− 2µ1 sin i0
c0 cs1
√
1−
(
cp1
c0
sin i0
)2
.
Les fonctions f(i0) et g(i0) ne sont pas égales. L’égalité (9.126) n’est alors possible que si K et L
sont des fonctions de i0, ce qui implique que la condition de saut supplémentaire (9.121) dépend
de l’angle d’incidence i0. En suivant une démarche semblable, on obtient aussi une condition de
saut supplémentaire portant sur v2, dont on montre qu’elle dépend de l’angle d’incidence.
Pour une solution U(x,y,t) et une interface fluide-solide quelconque, nous ne pouvons alors pas
obtenir de conditions de saut supplémentaires indépendantes de la solution. Pour être complet,
226 CHAPITRE 9. SOLUTIONS ANALYTIQUES
il reste un point que nous n’avons pas examiné : existe-t-il des conditions de saut reliant v1, v2
et σ11, σ22? Ce point est actuellement à l’étude.
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Chapitre 10
Expériences numériques
10.1 Objet du chapitre
A ce niveau de l’étude, il reste à vérifier numériquement les propriétés de la méthode d’interface
développée précédemment. Pour cela, nous réunissons les différents outils : les interfaces 1D et
2D, de propriétés physiques et géométriques variées (chapitres 5 et 6), sont greffées aux schémas
numériques construits en milieu homogène sur un maillage régulier (chapitre 4) via l’Explicit
Simplified Interface Method (ou ESIM, vue aux chapitres 7 et 8).
Les validations numériques portent sur trois points. Premièrement, nous disposons de solutions
analytiques (chapitre 9). Lors des expériences numériques, nous mesurons alors systématique-
ment les ordres de convergence des schémas couplés ou non à l’ESIM. Deuxièmement, nous
envisageons différents contrastes des paramètres physiques, et différentes positions des interfaces
par rapport aux noeuds du maillage. Nous montrons en particulier que l’ESIM stabilise les sché-
mas numériques dans le cas de contrastes extrêmes. Troisièmement, nous vérifions dans le cas
limite d’un milieu homogène que les schémas couplés à l’ESIM coïncident avec les schémas en
l’absence d’interfaces.
10.2 Expériences 1D
10.2.1 Introduction
Nous illustrons ici en 1D le couplage des schémas numériques, vus au chapitre 4, et de la mé-
thode d’interface, vue au chapitre 7, et ce pour différents types d’interfaces. Avant d’aborder les
expériences proprement dites, nous précisons ici le protocole expérimentale.
Mesures de convergence. Pour mesurer les ordres de convergence vers les solutions analy-
tiques, nous procédons de façon classique. Considérons une composante de Uni , par exemple la
contrainte élastique σni . Etant donné un nombre de points de calcul k, on définit les mesures
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d’erreur ‖ Ek ‖ en norme L1 et L∞ par
(10.1)
‖ Ek ‖1= ∆x
k∑
i=1
‖σ(xi,tn)− σni ‖,
‖ Ek ‖∞= max
1≤i≤k
‖σ(xi,tn)− σni ‖.
L’estimation numérique de l’ordre rN , déduit des mesures d’erreur pour k = N et k = M points,
s’écrit
(10.2) rN =
log
( ‖ EN ‖
‖ EM ‖
)
log
(
M
N
) .
En pratique, on prend M = 2N . Les calculs sont effectués en double précision sur un Pentium
PC à 200 MHz. Dans le cas particulier du schéma WENO 5, on prend ∆ t = (∆x)5/4/c (où c
est la plus grande vitesse des ondes dans le domaine), de sorte que l’intégration de Runge-Kutta
d’ordre quatre conduise effectivement à un schéma d’ordre cinq en temps et en espace.
Conditions aux bords. Pour simuler la propagation des ondes en milieu infini, et éviter les
réflexions parasites aux bords du domaine, nous ne calculons pas l’avancée en temps des schémas
aux points xi tels que 0 ≤ i ≤ s et N − s+1 ≤ i ≤ N , où s est la largeur du schéma utilisé. Cela
revient à imposer Uni = 0 en ces points, conduisant à des conditions d’onde sortante parfaitement
efficaces : les ondes sont intégralement transmises à l’extérieur du domaine.
Initialisation des calculs. Pour la plupart des expériences, nous initialisons le calcul dans le
milieu Ω0 (soit à gauche de la première interface) en imposant la solution
(10.3) U0(x) = U(x,t0) =

 −
1
c0
ρ0

 f ′′0
(
t0 − x
c0
)
à l’instant initial t0, où ρ0 et c0 sont la masse volumique et la célérité des ondes dans le milieu Ω0,
et f
′′
0 est une fonction suffisamment régulière. Au chapitre 9, nous montrons que cette solution
(10.3) correspond à une onde incidente se propageant suivant les x croissants. L’instant initial t0
peut être non nul, pour que le support de l’onde appartienne au domaine de calcul.
La fonction f
′′
0 choisie est une sinusoïde tronquée. Pour obtenir un raccord à zéro suffisamment
régulier, nous considérons en pratique une combinaison linéaire de sinus, soit
(10.4) f
′′
0 (ξ) =


q∑
k=1
ak sin(βk ωc ξ) si 0 < ξ <
1
fc
,
0 sinon,
avec βk = 2
k−1 et fc = ωc/(2pi) ; ak et q dépendent de la régularité souhaitée pour U0(x). Les
valeurs q = 2, a1 = 1 et a2 = −1/2, utilisées dans [35], conduisent à une fonction U0(x) de
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k 1 2 3 4
ak 1 −21
32
63
768
− 1
512
bk - 1
21
64
− 63
3072
1
4096
Tab. 10.1 – Coefficients ak et bk de la fonction f
′′
0 (ξ) utilisée pour l’initialisation (q = 4).
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Fig. 10.1 – Contrainte élastique à l’initialisation.
classe C2. Pour construire une fonction U0(x) de classe C
5 (ce qui est nécessaire pour mesurer
l’ordre 5 avec le schéma WENO 5), nous utilisons pour toutes les simulations q = 4. Des calculs
élémentaires conduisent alors aux valeurs de ak recensées dans le tableau 10.1. Le choix de la
fonction (10.4) présente deux avantages par rapport aux gaussiennes classiquement utilisées [38].
D’une part, cette fonction est plus réaliste d’un point de vue physique. D’autre part, elle conduit
à des diagnostics impitoyables : les défauts de schémas, comme la dispersion numérique ou la
diffusion numérique, sont particulièrement bien mis en évidence. Nous présentons en figure 10.1
la contrainte élastique déduite de (10.3) et (10.4). La transformée de Fourier de (10.4), calculée
en (9.18), est principalement centrée autour de fc : nous parlons alors de fréquence centrale fc et
de longueur d’onde centrale λc, étant entendu que le spectre de U0(x) est continu.
Pour certaines expériences, nous souhaitons imiter un régime sinusoïdal pur, au lieu de considérer
une seule arche de sinusoïde comme (10.4). Pour cela, il suffit a priori d’imposer en un point
de calcul une valeur sinusoïdale à la contrainte élastique, conduisant à des ondes montantes (se
propageant selon les x croissants) et descendantes ( se propageant selon les x décroissants) (figure
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10.2 a). Etant données les conditions d’onde sortante imposées aux deux extrémités du domaine
de calcul, on observe l’établissement d’un régime sinusoïdal au bout d’un temps suffisamment
long.
Cependant, on rencontre une difficulté dans le cas d’un milieu avec interfaces. Le temps d’établis-
sement du régime sinusoïdal est typiquement plus long que le temps mis par les ondes progressives
pour se propager de la source à la première interface, puis pour revenir à la source, laquelle conti-
nue à émettre des ondes. Sans précautions particulières, la source est alors “dure”, au sens où elle
agit comme un diffuseur. Le régime établi n’est alors pas un régime sinusoïdal pur.
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Fig. 10.2 – Contrainte élastique émise par une source transparente (droite verticale en pointillés),
en présence d’une interface (droite verticale en traits pleins) : (a) avant que l’onde progressive ne
croise l’interface ; (b) après l’établissement du régime sinusoïdal.
Une solution à ce problème est d’utiliser des sources “transparentes” développées par [70]. Sans
entrer dans les détails techniques, précisons seulement l’idée sous-jacente à cette méthode. A
chaque instant, le champ acoustique est obtenu par convolution d’un champ émis par la source
en milieu homogène (calculé en prétraitement), et d’un champ calculé par le schéma en pré-
sence d’interfaces mais sans source (figure 10.2 b). Les ondes traversent alors la source sans être
perturbées par le champ acoustique qui y est imposé.
Nous attirons l’attention du lecteur sur un point non mentionné dans [70] : cette méthode néces-
site un schéma linéaire, comme le schéma de Yee utilisé dans [70], ou le schéma de Lax-Wendroff
utilisé ici. Dans le cas de schémas non linéaires, comme les schémas de volumes finis avec limi-
teur de flux ou WENO 5, les sources transparentes sont inopérantes. Il reste à développer une
méthode plus sophistiquée.
10.2.2 Interface parfaite
Pour illustrer le cas d’une interface parfaite, nous choisissons deux exemples traitant respec-
tivement le cas de contrastes modérés et extrêmes des paramètres physiques. Dans le premier
cas, nous insistons sur les mesures numériques d’ordre de convergence. Dans le second cas, nous
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montrons la robustesse de la méthode d’interface. Dans tous les cas, le point important est le sui-
vant : l’ESIM permet de conserver, en présence d’interface, des propriétés des schémas en milieu
homogène.
Contraste modéré. Soit un milieu 1D de longueur L = 1 m, de paramètres physiques
(10.5) (ρ,c) =


ρ0 = 1000 kg/m
3, c0 = 1500m/s si x ≤ α,
ρ1 = 1200 kg/m
3, c1 = 2800m/s si x > α,
correspondant respectivement aux propriétés de l’eau et du Plexiglass, avec α = 0.438 m. La
fréquence centrale est fc = 210
4 Hz, et l’instant initial est t0 = 2.6 10
−4 s.
Dans un premier temps, nous réalisons une expérience avec N = 200 points de calcul et CFL=0.8
dans le milieu Ω1, soit environ 25 points par longueur d’onde centrale dans le milieu Ω0. Nous
présentons en figure 10.3 les valeurs théoriques (traits pleins) et numériques (pointillés) de la
contrainte élastique à t1 = 3.7 10
−4 s ; les valeurs numériques sont calculées par les trois schémas
couplés à l’ESIM. Nous observons les propriétés classiques déjà mentionnées au chapitre 4, à
savoir : la dispersion numérique du schéma de Lax-Wendroff (a) ; la très bonne localisation des
ondes calculées par le schéma de volumes finis, dégradée par l’écrêtage des ondes dû à la diffusion
numérique (b) ; enfin, l’excellente qualité du schéma WENO 5 (c).
Cet exemple seul n’est pas suffisant pour démontrer les qualités de l’ESIM : à l’échelle de la figure,
on ne distingue pas les valeurs numériques obtenues sans méthode d’interface (non présentées ici)
de celles proposées en figure 10.3, car les contrastes sont faibles. Dans un deuxième temps, nous
proposons alors dans le tableau 10.2 les mesures de convergence vers la solution exacte (calculée
au chapitre 9), avec et sans couplage des schémas numériques et de l’ESIM. Les mesures d’ordre
(en gras dans le tableau 10.2) sont sans appel : sans méthode d’interface, l’ordre de convergence
est inférieur à l’ordre théorique, et évolue de façon apparemment imprévisible. Au contraire, le
couplage des schémas numériques et de l’ESIM permet de conserver, en présence d’une interface,
l’ordre de convergence théorique des schémas en milieu homogène, soit : 2 pour le schéma de Lax-
Wendroff, 1.6 (en norme L∞) et 2 en (norme L1) pour le schéma de volumes finis avec limiteur
de flux, 5 enfin pour le schéma WENO 5.
Par ailleurs, nous avons vérifié le point suivant : dans le cas limite de milieux identiques de part
et d’autre de α, les valeurs modifiées sont égales aux valeurs numériques à la précision machine
près (soit 10−14). Le couplage des schémas numériques et de l’ESIM revient alors aux schémas
numériques en milieu homogène, à cette précision près.
Contraste extrême. Soit un milieu de paramètres physiques
(10.6) (ρ,c) =


ρ0 = 1000 kg/m
3, c0 = 1500m/s si x ≤ α,
ρ1 = 1.3 kg/m
3, c1 = 340m/s si x > α,
correspondant aux propriétés physiques de l’eau et de l’air. Les autres caractéristiques des milieux
et du calcul (longueur L, position α, fréquence centrale fc, instants initial t0 et final t1, nombre
de points de calcul N , nombre CFL) sont les mêmes que dans l’exemple précédent.
Le premier intérêt de cet exemple est de montrer numériquement la stabilité du couplage des
schémas et de l’ESIM. Sans la méthode d’interface, des instabilités numériques apparaissent au
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Fig. 10.3 – Interface parfaite (droite verticale) : valeurs exactes (ligne pleine) et valeurs numé-
riques (pointillés) de σ. Lax-Wendroff + ESIM 2-2 (a), volumes finis + ESIM 2-2 (b), WENO 5
+ ESIM 3-3 (c), à t1 = 3.7 10
−4 s.
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Méthode N Erreur L∞ Ordre L∞ Erreur L1 Ordre L1
Lax-Wendroff 400 8.81e-1 - 2.71e+1 -
800 2.15e-1 2.03 7.22e00 1.90
1600 5.99e-2 1.84 2.06e00 1.81
3200 3.13e-2 0.93 9.90e-1 1.06
6400 1.77e-2 0.82 5.73e-1 0.79
Lax-Wendroff 400 1.14e00 - 3.20e+1 -
800 3.30e-1 1.78 8.49e00 1.91
+ 1600 7.80e-2 2.08 2.13e00 1.99
3200 1.93e-2 2.01 5.33e-1 2.00
ESIM 2-2 6400 4.82e-3 2.00 1.33e-1 2.00
Volumes finis 400 6.03e-1 - 1.41e+1 -
800 2.91e-1 1.05 9.47e00 0.57
1600 1.14e-1 1.34 3.28e00 1.53
3200 3.48e-2 1.72 1.26e00 1.37
6400 2.10e-2 0.72 6.94e-1 0.86
Volumes finis 400 6.32e-1 - 9.94e00 -
800 2.18e-1 1.53 2.47e00 2.01
+ 1600 7.35e-2 1.57 6.38e-1 1.95
3200 2.44e-2 1.59 1.59e-1 2.00
ESIM 2-2 6400 8.19e-3 1.57 4.05e-2 1.97
WENO 5 400 2.20e-1 - 6.12e00 -
800 1.30e-1 0.76 4.35e00 0.49
1600 3.36e-2 1.95 1.05e00 2.04
3200 4.10e-2 -0.28 9.59e-1 0.14
6400 1.15e-2 1.83 1.89e-1 2.34
WENO 5 400 6.13e-2 - 1.44e00 -
800 2.96e-3 4.37 8.12e-2 4.15
+ 1600 1.23e-4 4.58 2.99e-3 4.76
3200 4.50e-6 4.77 1.03e-4 4.85
ESIM 3-3 6400 1.55e-7 4.86 3.43e-6 4.90
Tab. 10.2 – Ordres de convergence. Interface parfaite 1D avec contrastes modérés.
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Fig. 10.4 – Interface parfaite et contrastes extrêmes : erreurs commises sur la pression acoustique.
Lax-Wendroff + ESIM 2-2 (a-b), volumes finis + ESIM 2-2 (c-d), WENO 5 + ESIM 3-3 (e-f).
Colonne de gauche : interface eau-air (droite verticale); colonne de droite : milieu homogène (la
droite verticale en pointillés rappelle la position de l’interface en colonne de gauche).
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niveau de l’interface à cause des contrastes extrêmes de paramètres, rendant inopérant le calcul
(nous ne présentons pas ici de telles courbes). Des mesures d’ordre de convergence (non présentées
ici) amènent aux mêmes conclusions que les mesures présentées dans le tableau 10.2 : l’ordre des
schémas est conservé malgré la discontinuité des coefficients du système hyperbolique.
Au lieu de présenter les valeurs théoriques et numériques de la pression acoustique réfléchie et
transmise, nous soustrayons ces valeurs (figure 10.4, colonne de gauche). A droite de chaque
courbe, nous présentons la différence entre les valeurs théoriques et numériques de la pression
acoustique propagée en milieu homogène Ω0, ayant les propriétés acoustiques de l’eau : la droite
en pointillés n’a alors évidemment aucune signification, mais elle rappelle la position de l’interface
dans le cas présenté dans la colonne de gauche.
L’intérêt de cet exemple ne porte alors pas sur le niveau des erreurs propres à chaque schéma,
mais sur leur géométrie. Il est en effet instructif de comparer les colonnes de gauche et de
droite de la figure 10.4. A cause des contrastes extrêmes d’impédances, les ondes sont presque
totalement réfléchies par l’interface eau/air (colonne de gauche). De plus, les ondes en milieu
hétérogène (colonne de gauche) et en milieu homogène (colonne de droite) se sont propagées de
la même distance dans l’eau à l’instant t1 où nous présentons le calcul. On observe alors que les
erreurs sont quasiment identiques dans les deux cas (après deux symétries dans les figures de la
colonne de gauche, la première par rapport à l’interface, la deuxième par rapport à l’axe Ox,
pour prendre en compte le changement de signe lors de la réflexion). Nous en déduisons que la
présence d’une interface n’introduit pas d’erreur supplémentaire par rapport à la propagation en
milieu homogène, si les schémas sont couplés à l’ESIM.
10.2.3 Interface imparfaite
Pour illuster le cas d’une interface imparfaite avec conditions de type masse-ressort, nous choisis-
sons deux exemples. Le premier exemple, avec une seule interface, permet de mesurer des ordres
de convergence, et démontre la nécessité d’une méthode d’interface. Le deuxième exemple, avec
une succession régulière d’interfaces, est intéressant d’un point de vue physique.
Collage. Soit un milieu 1D de longueur L = 1 m. Les paramètres physiques sont constants
et égaux de part et d’autre d’une interface imparfaite avec conditions de type masse-ressort en
α = 0.53 m, soit
(10.7)


ρ0 = ρ1 = 1200 kg/m
3,
c0 = c1 = 2800 m/s,
K = 2.25.1011 kg/m2/s2,
M = 10 kg.
Les propriétés décrivent par exemple un collage entre deux barreaux de Plexiglass. Les valeurs
de raideur K et de masse M , décrivant la qualité du collage, correspondent par exemple à une
couche de colle ayant les propriétés acoustiques de l’eau (ρ = 1000 kg/m3, c = 1500 m/s) et
d’épaisseur h = 0.01 m (voir (5.29)). L’instant initial est t0 = 1.6 10
−4 s, et la fréquence centrale
est fc = 210
4 Hz.
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Fig. 10.5 – Interface imparfaite (droite verticale) : valeurs exactes (ligne pleine) et valeurs numé-
riques (pointillés) de σ. Lax-Wendroff + ESIM 2-2 (a-b), volumes finis + ESIM 2-2 (c-d), WENO
5 + ESIM 3-3 (e-f), à t1 = 2.6 10
−4 s (colonne de gauche) et t2 = 2.9 10
−4 s (colonne de droite).
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Méthode N Erreur L∞ Ordre L∞ Erreur L1 Ordre L1
Lax-Wendroff 100 1.12e01 - 1.43e00 -
200 4.03e00 1.47 4.60e-1 1.61
+ 400 9.75e-1 2.04 1.19e-1 1.96
800 2.45e-1 1.99 3.04e-2 1.97
ESIM 2-2 1600 5.95e-2 2.04 7.57e-3 2.00
3200 1.48e-2 2.01 1.89e-3 2.00
Volumes finis 100 6.05e00 - 5.05e-1 -
200 2.00e00 1.59 1.31e-1 1.94
+ 400 6.77e-1 1.56 3.45e-2 1.92
800 2.35e-2 1.52 9.76e-3 1.82
ESIM 2-2 1600 7.92e-2 1.56 2.59e-3 1.91
3200 2.63e-2 1.59 6.39e-4 2.02
WENO 5 100 6.05e00 - 3.20e00 -
200 2.08e-1 4.85 1.09e-1 4.86
+ 400 6.60e-3 4.98 3.71e-3 4.88
800 2.21e-4 4.89 1.19e-4 4.95
ESIM 3-3 1600 7.39e-6 4.90 4.06e-6 4.88
3200 2.45e-7 4.91 1.34e-7 4.92
Tab. 10.3 – Ordres de convergence. Interface imparfaite 1D.
Dans un premier temps, nous réalisons une expérience numérique avec N=150 points de calcul
et CFL=0.9, soit environ 20 points de calcul par longueur d’onde centrale. Nous présentons
en figure 10.5 les valeurs théoriques (traits pleins) et numériques (pointillés) de la contrainte
élastique après réflexion sur l’interface, aux instants t1 = 2.6 10
−4 s et t2 = 2.9 10
−4 s. Les
valeurs théoriques sont calculées au chapitre 9 ; les valeurs numériques sont calculées par les trois
schémas couplés à l’ESIM. L’accord théorie-numérique est excellent, suivant les qualités propres
de chaque schéma : dispersion numérique du schéma de Lax-Wendroff (a-b), dispersion numérique
du schéma de volumes finis avec limiteur de flux (c-d) ; à cette échelle, nous ne distinguons pas
les valeurs numériques calculées avec WENO 5 et l’ESIM des valeurs théoriques (e-f).
Cet exemple démontre la nécessité d’utiliser une méthode d’interface. Sans méthode d’interface,
les schémas numériques ne “voient” pas les conditions imposées en α : comme les milieux de
propagation sont les mêmes de part et d’autre de l’interface, les ondes calculées par les schémas
numériques se propageraient sans déformation, contrairement à la solution exacte. Ainsi, l’onde
réfléchie découle uniquement de l’application de l’ESIM aux points irréguliers (voir chapitre 7).
Le fait de choisir des milieux identiques de part et d’autre de l’interface est volontairement
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caricatural ; la méthode d’interface s’applique évidemment (et a été testée avec succès) dans le
cas de milieux différents de part et d’autre de l’interface. Nous avons par ailleurs vérifié que,
pour K = +∞ et M = 0, on retrouve les schémas en milieu homogène, à la précision machine
près.
Nous présentons dans un deuxième temps des mesures d’ordre de convergence vers la solution
exacte, obtenues en raffinant le maillage (tableau 10.3). Comme attendu, les ordres de convergence
des trois schémas sont conservés en présence de l’interface.
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Fig. 10.6 – Contrainte élastique à travers une succession finie d’interfaces imparfaites régulière-
ment réparties de ξ, avec (a) ξ = ξ0 et (b) ξ = ξ1. La droite en pointillés représente la position
de la source transparente.
Milieu stratifié périodique. Soit un milieu élastique 1D, de masse volumique ρ = 1200 kg/m3
et de célérité des ondes c = 2800m/s, ponctué par une succession finie et régulière d’interfaces
avec conditions de type masse-ressort. L’analyse théorique de la propagation des ondes pour
un ensemble infini d’interfaces et une source monochromatique est proposée dans [59]. Suivant
l’espacement ξ entre les interfaces, les valeurs des paramètres physiques et la fréquence de l’onde,
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les auteurs démontrent l’existence d’un comportement passe-bande : ondes se propageant sans
atténuation, ou ondes évanescentes. L’expérience numérique que nous proposons a pour but de
vérifier si l’analyse théorique conduit à des résultats valables pour un nombre fini d’interfaces (le
seul cas réellement intéressant en pratique).
Nous envoyons une onde sinusoïdale en xs = 0.24 m, de fréquence fc = 210
4 Hz, et nous atten-
dons l’établissement d’un régime sinusoïdal pur. Nous utilisons pour cela une source transparente.
Les simulations numériques sont réalisées sur N = 250 points de calcul avec le schéma de Lax-
Wendroff (comme précisé en introduction, nous ne disposons pas de sources transparentes pour
les schémas non linéaires, comme le schéma de volumes finis avec limiteur de flux, ou le schéma
WENO 5).
Considérons des conditions de type ressort (K = 2.25 1011kg/m2/s2, M = 0 kg). L’analyse
théorique [59] montre alors que pour ξ = ξ0 = 1.76 10
−2 m, le nombre d’onde Floquet est réel :
les ondes se propagent sans atténuation. Par contre, pour ξ = ξ1 = 5.17 10
−2 m, le nombre d’onde
Floquet est complexe : les ondes décroissent exponentiellement avec la distance à la source.
Nous présentons en figure 10.6 les expériences numériques réalisées pour ces deux espacements,
avec un nombre fini d’interfaces. On observe le comportement passe-bande (a) ou coupe-bande
(b) prévu théoriquement pour un nombre infini d’interfaces. Dans le cas d’ondes évanescentes
(figure 10.6 b), nous présentons en figure 10.7 la décroissance de l’amplitude des ondes prévue
théoriquement et mesurée numériquement. L’accord entre les deux courbes est très bon.
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Fig. 10.7 – Valeurs théoriques (traits pleins) et numériques (étoiles) de l’atténuation des ondes
à travers la succession d’interfaces imparfaites.
10.2.4 Deux interfaces parfaites
Le dernier cas traité en 1D est celui de deux interfaces parfaites, plus proches l’une de l’autre que
le pas en espace ∆x. Pour illustrer ce cas, nous considérons un domaine tricouche de longueur
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Fig. 10.8 – Deux interfaces parfaites (droites verticales) : valeurs exactes (ligne pleine) et valeurs
numériques (pointillés) de σ. Lax-Wendroff + ESIM 2-2 (a-b), volumes finis + ESIM 2-2 (c-d),
WENO 5 + ESIM 3-3 (e-f), à t1 = 2.2 10
−4 s (colonne de gauche) et t2 = 2.5 10
−4 s (colonne de
droite).
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L=1 m, de paramètres physiques
(10.8) (ρ,c) =


ρ0 = 1200 kg/m
3, c0 = 2700m/s si x ≤ α0 = 0.53m,
ρ1 = 1000 kg/m
3, c1 = 1500m/s si α0 < x ≤ α1 = 0.533m,
ρ2 = 1200 kg/m
3, c2 = 2700m/s si x > α1.
L’instant initial est t0 = 1.6 10
−4 s, et la fréquence centrale est fc = 210
−4 Hz.
Nous réalisons une expérience numérique avec N = 200 points de calcul, soit ∆x = 510−3 m.
Les deux interfaces sont situées dans la même maille, de sorte qu’aucun point de calcul n’utilise
les valeurs ρ1 et c1. Les milieux Ω0 et Ω2 ont les mêmes propriétés physiques l’un et l’autre :
sans couplage avec une méthode d’interface, les ondes numériques ne “voient” pas le milieu Ω1,
ne conduisant alors à aucune onde réfléchie (contrairement à la solution exacte).
Nous présentons en figure 10.8 les valeurs théoriques (traits pleins) et numériques (pointillés) de
la contrainte élastique à t1 = 2.2 10
−4 s et à t2 = 2.5 10
−4 s. Les ondes réfléchies eont très bien
calculés : l’ESIM conduit à une très bonne prise en compte des propriétés du milieu intermédiaire
Ω1 sans avoir à mailler ce dernier. Pour conclure cette section, rappelons que les deux interfaces
parfaites et le milieu intermédiaire Ω1 étudiés dans cette section pourraient aussi être décrits par
une interface imparfaite. Vu les paramètres physiques et géométriques, les valeurs de raideur et
de masse données par (5.29) seraient K = 2.25.1012 kg/m2/s2 et M = 3 kg. Ces valeurs de K
et M sont respectivement 10 fois plus grande et 3.3 fois plus petites que les valeurs de K et M
données en (10.7). Cela explique que le comportement dispersif soit moins prononcé en figure
10.8 qu’en figure 10.5.
10.3 Expériences 2D
10.3.1 Introduction
Nous illustrons maintenant en 2D le couplage des schémas numériques, vus au chapitre 4, et de la
méthode d’interface, vue au chapitre 8. Avant d’aborder les expériences proprement dites, nous
précisons quelques points touchant aux calculs.
Description géométrique des interfaces. Les interfaces utilisées lors des simulations numé-
riques sont soit des droites, soit des ellipses, a priori inclinées sur leurs axes. Nous rappelons ici
l’écriture paramétrique et l’équation cartésienne F (x,y) = 0 décrivant ces courbes. Nous omet-
tons seulement d’écrire les dérivées successives de la représentation paramétrique, nécessaires
pour l’écriture des conditions de saut (voir chapitre 6).
Soit une droite inclinée de θ par rapport à l’axe Ox, et soit un point de coordonnées (x0,y0) de
cette droite (figure 10.9). L’écriture paramétrique de cette droite est
(10.9)
x(τ) = x0 + τ cos θ,
y(τ) = y0 + τ sin θ,
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Fig. 10.9 – Interfaces utilisées lors des expériences numériques 2D.
avec τ ∈ R. De (10.9), on déduit
(10.10) F (x,y) = − sin θ (x− x0) + cos θ (y − y0).
Soit une ellipse de centre Ω(xΩ,yΩ), inclinée de l’angle ϕ par rapport au repère (O,x,y), de grand
axe a et de petit axe b (figure 10.9). L’écriture paramétrique de cette ellipse est
(10.11)
x(τ) = a cosϕ cos τ − b sinϕ sin τ + xΩ,
y(τ) = a sinϕ cos τ + b cosϕ sin τ + yΩ,
avec τ ∈ [0,2pi]. De (10.11), on déduit
(10.12)
F (x,y) =
(
(x− xΩ)
a
cosϕ+
(y − yΩ)
a
sinϕ
)2
+
(
−(x− xΩ)
b
sinϕ+
(y − yΩ)
b
cosϕ
)2
− 1.
Initialisation des calculs. Nous étudions fréquemment le cas d’ondes planes sur des interfaces
planes ; les solutions analytiques étant connues, on mesure ainsi facilement des ordres de conver-
gence. Nous renvoyons le lecteur au chapitre 9 pour les expressions des ondes planes incidente,
réfléchie et transmise utilisées lors de l’initialisation des calculs. Celles-ci s’expriment à partir
d’une fonction f
′
, déterminant la forme de l’onde.
En-dessous de l’angle critique, la fonction f
′
choisie est la même sinusoïde tronquée qu’en 1D,
soit (10.4). Au-dessus de l’angle critique, la fonction f
′
choisie est définie au chapitre 9 par (9.64),
soit
(10.13) f
′
(t) =
1
pi
τ
2pi fc(
τ
2pi fc
)2
+ t2
,
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avec fc la fréquence centrale et τ un paramètre déterminant la largeur de l’onde.
Nous présentons en figure 10.10 les deux cas d’ondes planes, en-dessous et au-dessus de l’angle
critique, en vue 2D et en coupe. Les paramètres physiques et les angles d’incidence sont précisés
plus loin. La palette de couleurs utilisée repose sur des dégradés de vert et de rouge, représentant
respectivement les valeurs positives et négatives de la pression acoustique. Pour l’incidence au-
delà de l’angle critique (figure 10.10 b-d), on note un phénomène remarquable, mentionné au
chapitre 9 : les valeurs de la pression acoustique incidente, toujours positives, conduisent à des
valeurs positives et négatives (en rouge) de la pression acoustique réfléchie et transmise.
Pour certaines simulations, nous cherchons à construire des ondes cylindriques divergentes, cen-
trées en un point (xs,ys) (on s’intéresse ici uniquement au cas fluide). En 2D, le potentiel acous-
tique Φ des ondes cylindriques s’exprime à partir de fonctions de Hankel. Pour construire de
façon simple une onde cylindrique, nous retenons seulement le premier terme du développement
asymptotique des fonctions de Hankel, et écrivons
(10.14) Φ(x,y,t) =
1
r1/2
f
(
t− r
c
)
,
avec r =
(
(x− xs)2 + (y − ys)2
)1/2
, et f une fonction suffisamment régulière. A partir de (10.14),
les expressions de la vitesse acoustique v et de la pression acoustique p
(10.15) v =∇Φ, p = −∂ Φ
∂ t
conduisent à l’expression de l’onde divergente en milieu homogène
(10.16) U(x,y,t) = −


x− xs
c r3/2
y − ys
c r3/2
ρ
r1/2


f
′
(
t− r
c
)
−


x− xs
2 r5/2
y − ys
2 r5/2
0


f
(
t− r
c
)
.
On choisit comme fonction f
′
la sinusoïde tronquée (10.3). Sa primitive f s’écrit
(10.17) f(ξ) =


(
q∑
k=1
bk cos(βk ωc ξ)− γ
)
/ (2pi fc) si 0 < ξ <
1
fc
,
0 sinon.
Les coefficients bk sont consignés dans le tableau 10.1. La constante γ est déterminée de sorte
que le raccord de f à zéro soit suffisamment régulier, soit
(10.18) γ = −1 + 21
64
− 63
3072
+
1
4096
.
Conditions aux bords du domaine. L’avancée en temps aux points de calcul aux bords du
domaine pose problème, pour deux raisons. D’une part, aux points de calcul (xi,yj) tels que
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0 ≤ i ≤ s, Nx − s + 1 ≤ i ≤ Nx, 0 ≤ j ≤ s, Ny − s + 1 ≤ j ≤ Ny (où s désigne la largeur
du schéma, dimension par dimension, et où Nx et Ny sont le nombre de points de calcul dans
les directions x et y), l’avancée en temps des schémas utilise en effet des valeurs numériques en
dehors du domaine. D’autre part, nous cherchons à simuler la propagation des ondes en milieu
infini : les bords du domaine apparaissent comme une rupture d’impédance, conduisant à des
ondes réfléchies à l’intérieur du domaine de calcul.
Pour résoudre ce problème, considérons deux cas. Dans le cas particulier d’ondes planes croisant
une ou deux interfaces planes (parallèles entre elles), nous disposons de solutions analytiques.
Nous imposons alors aux points (xi,yj) (0 ≤ i ≤ s, Nx− s+1 ≤ i ≤ Nx, 0 ≤ j ≤ s, Ny− s+1 ≤
j ≤ Ny) la valeur exacte U(xi,yj,tn) à chaque pas de temps. Cette procédure ne conduit à aucun
problème de stabilité. De plus, cette procédure ne perturbe pas les mesures de convergence, à
condition de réaliser les mesures d’ordre suffisamment loin des bords du domaine.
Le cas d’ondes non planes ou d’interfaces de forme quelconque est plus délicat. En effet, nous
ne connaissons évidemment pas, dans le cas général, la solution analytique à imposer aux bords
du domaine. Plusieurs méthodes existent alors pour simuler la propagation des ondes en milieu
infini.
La première classe de méthodes consiste à utiliser des conditions aux bords absorbantes (Absorbing
Boundary Conditions, ou ABC), introduites dans le cas de l’acoustique par Engquist et Majda
[22]. Ces méthodes, simulant des conditions d’ondes sortantes, sont délicates à mettre en oeuvre
pour les problèmes d’élastodynamique 2D-3D, et conduisent à des problèmes de stabilité [79].
Nous suivons ici une deuxième classe de méthodes, qui consiste à entourer le domaine de calcul
de couches absorbantes, où les ondes sont atténuées artificiellement. La principale difficulté est
alors de minimiser la réflexion des ondes à la frontière entre le domaine de calcul et ces couches,
qui sont vues par les ondes comme des ruptures d’impédance. Une avancée majeure est due à
Bérenger [8], lequel définit des conditions de couches parfaitement adaptées (Perfectly Matched
Layers, ou PML), limitant les réflexions parasites. Nous renvoyons à [79] pour l’analyse de la
méthode et sa mise en oeuvre.
10.3.2 Interface parfaite fluide-fluide
Pour illustrer le cas de l’interface entre deux fluides parfaits, nous proposons trois exemples :
une interface avec des contrastes modérés (en-dessous et au-dessus de l’angle critique), deux
interfaces avec des contrastes modérés, et enfin des interfaces avec des contrastes extrêmes. Les
deux premiers cas permettent des mesures d’ordre de convergence. Le dernier cas démontre la
robustesse du couplage des schémas et de la méthode d’interface, et ce pour des interfaces de
forme quelconque.
Contrastes modérés. Cas d’une interface. Soit un milieu fluide 2D, de dimensions Lx = Ly =
0.2 m. Les paramètres physiques sont discontinus de part et d’autre de la droite Γ, faisant l’angle
θ = 80 degrés avec l’axe Ox ; le point M(x0 = 0.1,y0 = 0) appartient à Γ. Soit
(10.19) (ρ,c) =


ρ0 = 1000 kg/m
3, c0 = 1500m/s si F (x,y) ≤ 0,
ρ1 = 1200 kg/m
3, c1 = 2800m/s si F (x,y) > 0.
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L’équation cartésienne F (x,y) est donnée par (10.10). Une onde plane incidente à support dans
le milieu Ω0, dont le vecteur d’onde fait l’angle θf avec l’axe Ox (figure 9.4 au chapitre 9), fait
l’angle
(10.20) θ
′
f = θf + 90− θ degrés
avec la droite Γ ; les paramètres (10.19) définissent un angle critique θc
(10.21) θc = arcsin
c1
c0
= 32.4 degrés
au-delà duquel l’onde transmise est non homogène.
Dans un premier temps, nous étudions une onde plane incidente, dont le vecteur d’onde fait
l’angle θf = 21 degrés avec l’axe Ox, soit θ
′
f = 31 degrés < θc avec la normale à la droite Γ. Les
expériences numériques sont réalisées pour une fréquence centrale fc = 510
4 Hz, Nx = Ny = 200
points de calcul et CFL=0.69 dans le milieu Ω1, soit environ 30 points par longueur d’onde
centrale dans le milieu Ω0. L’instant initial est t0 = 910
−5 s.
Nous présentons en figures 10.11 et 10.12 les cartes et coupes (en y = 0.05 m) de la pression
acoustique à t1 = 210
−4 s, obtenues par les schémas de Lax-Wendroff et de volumes finis, avec et
sans méthode d’interface. Pour les calculs réalisés en couplant les schémas numériques et l’ESIM,
nous n’utilisons pas les conditions de saut supplémentaires (voir chapitre 6). Pour les calculs
réalisés sans aucune méthode d’interface, l’interface est représentée en “marches d’escalier”, sans
homogénéisation des paramètres physiques au voisinage de l’interface.
A la différence de l’interface parfaite en 1D (section 10.2.2), nous observons des différences nettes
entre les valeurs numériques obtenues avec et sans méthode d’interface, sous forme de diffraction
parasite. Celle-ci est due à la description en “marches d’escalier” de l’interface. Ces artefacts sont
limités, voire éliminés, lorsque les schémas sont couplés à la méthode d’interface.
Nous présentons les résultats de convergence vers la solution analytique dans le tableau 10.4.
Sans méthode d’interface, l’ordre de convergence mesuré numériquement est inférieur à l’ordre
des schémas en milieu homogène. Lorsque les schémas sont couplés à l’ESIM, l’ordre mesuré est
égal à l’ordre théorique en milieu homogène : 2 pour le schéma de Lax-Wendroff, 1.6 (en norme
L∞) et 2 (en norme L1) pour le schéma de volumes finis. Nous ne présentons pas ici les cartes et
coupes de la pression acoustique calculées avec la méthode d’interface utilisant les conditions de
saut supplémentaires (voir chapitre 6) : les deux cartes sont quasi identiques ; dans les deux cas,
les diffractions parasites sont réduites, et les ordres de convergence sont maintenus.
Nous consignons dans le tableau 10.5 les temps de calcul pour le prétraitement numérique néces-
saire à l’ESIM (recherche des points irréguliers, calcul et stockage des matrices de conditions de
saut). La durée du prétraitement est de l’ordre d’une dizaine d’avancées en temps des schémas,
ce qui est parfaitement négligeable.
Dans un deuxième temps, nous étudions une onde plane incidente, dont le vecteur d’onde fait
l’angle θf = 40 degrés avec l’axe Ox, soit θ
′
f = 51 degrés > θc avec la normale à la droite Γ. Ce
cas d’incidence au-dessus de l’angle critique est particulièrement intéressant pour nous, pour la
raison suivante. L’onde plane transmise est non homogène (voir chapitre 9) : son amplitude décroît
alors en 1/x2, où x est la distance à l’interface. Le calcul numérique de cette onde de surface est
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alors prépondérant au voisinage de l’interface, i.e. aux points irréguliers. En conséquence de quoi,
cette simulation numérique est particulièrement sensible aux artefacts induits par la présence de
l’interface. Il est alors crucial, pour obtenir des résultats quantitatifs, de décrire précisément la
géométrie et les conditions de saut vérifiées à l’interface.
Les données du calcul sont les mêmes que dans l’exemple précédent d’incidence sous-critique ;
la seule donnée supplémentaire est τ=0.5 (10.13). Nous présentons en figures 10.13 et 10.14
les cartes et coupes de la pression acoustique, calculées par les schémas de Lax-Wendroff et de
volumes finis avec limiteur de flux, couplés ou non à l’ESIM. Les cartes et coupes sont présentées
à t1 = 1.1 10
−4 s. Les coupes, effectuées en y = 0.1 m, sont repérées sur les cartes par des droites
horizontales en pointillés.
Sans méthode d’interface, nous observons nettement les effets de la diffraction parasite (colonnes
de gauche des figures 10.13 et 10.14). Les mesures de convergence (non présentées ici) amènent
aux mêmes conclusions que dans le cas de l’incidence sous-critique : l’ESIM maintient en présence
d’une interface l’ordre des deux schémas considérés.
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Contrastes modérés. Cas de deux interfaces. Soit un milieu fluide tricouche, de dimensions
Lx = Ly = 0.2 m. Les paramètres physiques sont constants par morceaux et discontinus de part
et d’autre des droites Γ0 et Γ1, faisant chacune l’angle θ = 80 degrés par rapport à l’axe Ox. Les
points M0(x0 = 0.1,y0 = 0) et M1(x1 = 0.13,y1 = 0) appartiennent respectivement à Γ0 et Γ1,
caractérisant les fonctions F0(x,y) et F1(x,y) (10.10), soit
(10.22) (ρ,c) =


ρ0 = 1000 kg/m
3, c0 = 1500m/s si F0(x,y) ≤ 0,
ρ1 = 1200 kg/m
3, c1 = 2800m/s si F0(x,y) > 0 et F1(x,y) ≤ 0,
ρ2 = 1000 kg/m
3, c2 = 1500m/s si F1(x,y) > 0.
L’intérêt de cette configuration découle des réflexions multiples dans le milieu intermédiaire Ω1 :
les artefacts numériques, provenant des calculs sans méthode d’interface aux points irréguliers,
sont accumulés à chaque avancée en temps. Les paramètres physiques des milieux Ω0 et Ω2 sont
identiques, de sorte que les ondes transmises dans le milieu Ω2 sont parallèles à l’onde incidente
dans le milieu Ω0. L’angle critique θc est le même que (10.21).
Nous étudions ici uniquement un cas d’incidence en-dessous de l’angle critique. Nous initialisons
les calculs par une onde plane incidente, dont le vecteur d’onde fait l’angle θf = 20 degrés avec
l’axe Ox (soit θ
′
f = 31 degrés < θc par rapport à Γ0), ainsi que par la succession d’ondes réfléchies
et transmises à l’instant t0 = 10
−4 s (figure 10.15). La solution analytique n’est pas explicitée
au chapitre 9, son calcul étant voisin de celui proposé en 1D pour deux interfaces parfaites.
Les expériences numériques sont réalisées pour une fréquence centrale fc = 510
4 Hz, Nx =
Ny=200 points de calcul et CFL=0.69. Les cartes de la pression acoustique à l’instant t1 =
1.25 10−4 s ne sont pas proposées : les diffractions parasites observées au cours des exemples
précédents sont toujours présentes, mais sont ici mélangées aux multiples ondes réfléchies et
transmises. Ces diffractions paraistes sont alors indiscernables vue la palette de couleurs choisie.
Par contre, les coupes proposées en figure 10.16 sont sans équivoque : en l’absence de méthode
d’interface, les défauts accumulés à chaque pas de temps dans le domaine intermédiaire Ω1
conduisent à une erreur très importante. Au contraire, les courbes obtenues en couplant les
schémas numériques et l’ESIM sont très proches de la solution analytique. Les résultats de
convergence, non proposés ici, confirment le maintien de l’ordre des schémas par couplage avec
l’ESIM.
Contrastes extrêmes. Soit un domaine rempli d’eau (ρ0 = 1000 kg/m
3, c0 = 1500 m/s), de
dimension Lx = Ly = 0.4 m, rempli de 20 bulles d’air (ρ0 = 1.3 kg/m
3, c0 = 340 m/s) en forme
d’ellipse. Celles-ci sont aléatoirement placées et inclinées sur leur axe ; les tailles moyennes des
grands axes et petits axes sont a = 810−3 m et b = 610−3 m. Pour une fréquence centrale
fc = 510
4 Hz, la longueur d’onde centrale dans l’eau est λc = 310
−2 m, soit approximativement
la taille des hétérogénéités.
Les expériences numériques sont réalisées avec Nx × Ny = 400 × 400 points de calcul et CFL
=0.69. Les calculs sont initialisés par une onde cylindrique centrée en (xs = 0.2,ys = 0.24) à
l’instant t0 = 510
−5 s (figure 10.17). Nous présentons en figure 10.18 les cartes et coupes de la
pression acoustique à t1 = 1.4 10
−4 s, calculées par les schémas de Lax-Wendroff et de volumes
finis couplés à l’ESIM.
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Même si le cas présenté ici n’est pas forcément très représentatif de situations concrètes (bulles
d’air elliptiques...), il montre que l’on peut accéder à des expériences intéressantes d’un point
de vue physique. De plus, cet exemple démontre numériquement la stabilité du couplage des
schémas et de l’ESIM, et ce pour des interfaces de forme quelconque. Sans méthode d’interface,
ou avec l’IIM, des instabilités apparaissent au niveau des interfaces, invalidant le calcul.
10.3.3 Interface parfaite solide-solide
Nous illustrons enfin le cas de deux solides parfaitement collés. Pour cela, nous considérons un
milieu solide 2D, de dimensions Lx = Ly = 0.3 m. Les paramètres physiques sont discontinus et
constants par morceaux de part et d’autre de la droite Γ, d’angle θ = 80 degrés avec l’axe Ox,
avec M(x0 = 0.1,y0 = 0) appartenant à Γ, soit
(10.23) (ρ,cp,cs) =


ρ0 = 1800 kg/m
3, cp0 = 1900m/s, cs0 = 750m/s si F (x,y) ≤ 0,
ρ1 = 2600 kg/m
3, cp1 = 6400m/s, cs1 = 3200m/s si F (x,y) > 0.
Les propriétés élastiques (10.23) correspondent à celles du Plexiglass et de l’aluminium, et défi-
nissent un premier angle critique
(10.24) θc = arcsin
cp1
cp0
= 17.1 degrés.
Les calculs sont initialisés par une onde plane P incidente, dont le vecteur d’onde fait l’angle
θf = 7 degrés avec l’axe Ox, soit θ
′
f = 17 degrés < θc avec la normale à la droite Γ. Dans cette
configuration, l’onde SV réfléchie est très faible, et est à peine visible sur les cartes théoriques de
σ11 (première composante du tenseur des contraintes élastiques) à l’instant initial t0 = 8.4 10
−5
s (figure 10.19).
Les expériences numériques sont alors réalisées avec Nx ×Ny = 300× 300 points de calcul, pour
une fréquence centrale fc = 510
4 Hz, soit environ 38 points par longueur d’onde centrale dans
le milieu Ω0, et CFL=0.69 dans le milieu Ω1.
En figure 10.20, nous présentons les cartes et coupes de σ11 à t1 = 9.6 10
−5 s, calculées numérique-
ment par le schéma de Lax-Wendroff, couplé ou non à l’ESIM. Sans méthode d’interface (figure
10.20 a-c), les artefacts numériques introduits par l’interface sont très importants, alors que
l’onde s’est propagée sur moins d’une longueur d’onde centrale dans le milieu Ω1. Au contraire,
la solution numérique calculée avec l’ESIM ne présente pas d’artefacts, et est très bien résolue.
Les calculs mettant en oeuvre l’ESIM ont été effectués en ne considérant que les conditions de
saut naturelles (voir chapitre 6). Les cartes et coupes obtenues en utilisant les conditions de saut
supplémentaires sont indiscernables de celles présentées en figure 10.20 b-d. Par ailleurs, nous
avons mesuré numériquement les ordres de convergence (résultats non présentés ici). L’ordre
du schéma de Lax-Wendroff, sans méthode d’interface, s’effondre. Par contre, le couplage avec
l’ESIM permet de maintenir l’ordre 2.
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10.4 Conclusion
Les expériences numériques présentées ici démontrent les propriétés de la méthode d’interface
construite au cours des chapitres précédents. L’ordre de convergence des schémas numériques,
fortement dégradé en présence d’interfaces, est maintenu si les schémas sont couplés à l’ESIM. Ce
couplage est particulièrement robuste, conduisant à des schémas stables même pour des contrastes
élevés des paramètres physiques. Les artefacts d’origine géométrique, dus à la représentation en
“marches d’escalier” des interfaces, sont fortement atténués. Enfin, l’ESIM permet de décrire très
simplement des situations physiques complexes, comme la modélisation d’un contact imparfait,
que les schémas ne peuvent décrire directement. Cela conduit à la réalisation d’expériences nu-
mériques intéressantes pour le physicien (comme la visualisation du comportement passe-bande
d’une succession finie d’interfaces imparfaites).
L’implémentation informatique et la validation de plusieurs configurations exposées précédem-
ment est actuellement en cours. Dans l’ordre croissant des priorités, citons le couplage de l’ESIM
à
– WENO 5, dans tous les cas 2D,
– volumes finis, dans les cas solides 2D,
– tous les schémas, pour une interface solide-solide imparfaite décrite par des conditions de
type masse-ressort.
Précisons que l’ESIM a été appliquée avec succès au cas de l’interface fluide-solide. Néanmoins,
les résultats étant récents, ils ne sont pas présentés ici.
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Fig. 10.10 – Cartes et coupes de p à l’initialisation : (a-c) en-dessous de l’angle critique, (b-d)
au-dessus de l’angle critique.
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Fig. 10.11 – Incidence sous-critique. Pression acoustique à t1 = 210
−4 s. Lax-Wendroff : pas de
méthode d’interface (a-c) ; couplage avec l’ESIM (b-d).
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Fig. 10.12 – Incidence sous-critique. Pression acoustique à t1 = 210
−4 s. Volumes finis avec
limiteur de flux : pas de méthode d’interface (a-c) ; couplage avec l’ESIM (b-d).
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Méthode N Erreur L∞ Ordre L∞ Erreur L1 Ordre L1
Lax-Wendroff 100 1.79e+1 - 7.73e-1 -
200 7.46e00 1.26 2.75e-1 1.39
400 2.39e00 1.64 9.00e-2 1.61
800 8.18e-1 1.54 3.45e-2 1.38
1600 4.18e-1 0.96 1.46e-2 1.24
3200 1.97e-1 1.08 6.31e-3 1.21
Lax-Wendroff 100 2.51e+1 - 8.33e-1 -
200 8.73e00 1.52 2.48e-1 1.74
+ 400 2.61e00 1.74 6.01e-2 2.04
800 6.31e-1 2.04 1.50e-2 2.00
ESIM 1600 1.54e-1 2.03 3.76e-3 1.99
3200 3.89e-2 1.98 9.46e-4 1.97
Volumes finis 100 1.30e+1 - 3.55e-1 -
200 5.51e00 1.23 1.45e-1 1.29
400 2.22e00 1.31 6.12e-2 1.24
800 7.64e-1 1.53 2.67e-2 1.19
1600 3.18e-1 1.26 1.12e-2 1.25
3200 1.44e-1 1.13 5.33e-3 1.07
Volumes finis 100 1.05e+1 - 3.15e-1 -
200 4.08e00 1.36 8.56e-2 1.88
+ 400 1.33e00 1.61 2.02e-2 2.08
800 4.42e-1 1.59 5.30e-3 1.93
ESIM 1600 1.45e-1 1.61 1.32e-3 2.00
3200 4.83e-2 1.58 3.41e-4 1.95
Tab. 10.4 – Ordres de convergence. Interface parfaite 2D entre deux fluides.
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Schémas Nombre de points Prétraitement (s) Itération (s)
irréguliers
Lax-Wendroff 398 10.4 0.6
Volumes finis 856 28.2 2.5
Tab. 10.5 – Temps de calcul : interface plane entre deux fluides parfaits.
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Fig. 10.13 – Incidence sur-critique. Pression acoustique à t1 = 1.1 10
−4 s. Schéma de Lax-
Wendroff : pas de méthode d’interface (a-c) ; couplage avec l’ESIM (b-d).
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Fig. 10.14 – Incidence sur-critique. Pression acoustique à t1 = 1.1 10
−4 s. Volumes finis avec
limiteur de flux : pas de méthode d’interface (a-c) ; couplage avec l’ESIM (b-d).
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(a) (b)
Fig. 10.15 – Cartes théoriques de p à t0 = 10
−4 s (a) et à t1 = 1.25 10
−4 s (b). La droite
horizontale en pointillés repère l’ordonnée y = 0.12 m où sont effectuées les coupes en figure
10.16.
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Fig. 10.16 –Milieu tricouche fluide. Valeurs exactes (traites pleins) et numériques (pointillés) de
la pression acoustique à t1 = 1.25 10
−4 s. Lax-Wendroff : pas de méthode d’interface (a) ; couplage
avec l’ESIM (b). Volumes finis avec limiteur de flux : pas de méthode d’interface (c) ; couplage
avec l’ESIM (d).
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Fig. 10.17 – Carte et coupe théoriques de p à t0 = 510
−5 s.
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Fig. 10.18 – Cartes et coupes numériques de p à t1 = 1.4 10
−4 s. Lax-Wendroff + ESIM (a-c) ;
volumes finis + ESIM (b-d).
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Fig. 10.19 – Carte théorique de σ11 à t0 = 8.4 10
−5 s.
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Fig. 10.20 – Cartes et coupes de σ11 à t1 = 9.6 10
−4 s (traits pleins : solution exacte ; pointillés :
valeurs numériques). Lax-Wendroff (a-c), Lax-Wendroff + ESIM (b-d).
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Chapitre 11
Conclusion et perspectives
11.1 Bilan
11.1.1 Méthode proposée
Au terme de cette étude, rappelons l’objectif qui nous a motivé : il s’agissait d’offrir au physicien
intéressé par un problème de propagation d’ondes en présence d’interfaces un outil fiable pour
réaliser ses expériences numériquement. Les difficultés inhérentes à cette entreprise sont de deux
types. D’une part, les interfaces conduisent à une irrégularité de la solution qui se répercute sur
les qualités des schémas numériques, ces qualités étant dégradées, voire anéanties. D’autre part,
on se heurte à un problème de description des interfaces dans les schémas numériques, tant pour
leur représentation géométrique que pour la prise en compte des conditions de saut physiques.
Une réponse incomplète à un seul de ces problèmes invalide la portée des expériences numé-
riques, transformant ce qui doit être un outil de haute précision en un logiciel de démonstration
vaguement qualitatif.
La méthode que nous proposons consiste en la construction d’une méthode numérique, l’Explicit
Simplified Interface Method (ESIM) [64, 53]. Cette méthode maintient, en présence d’interfaces,
les propriétés numériques qu’ont les schémas en milieu homogène. A la différence des autres
méthodes d’interface, l’ESIM s’adapte automatiquement à une large gamme de schémas numé-
riques explicites en temps, ne nécessitant pas l’écriture explicite d’un nouveau schéma près des
interfaces (avec les difficultés que cela comporte). Au contraire, la méthode consiste à modifier
certaines valeurs numériques sur lesquelles s’appuie le schéma pour l’avancée en temps. Ces va-
leurs modifiées sont des estimations numériques de prolongements réguliers de la solution, de
part et d’autre des interfaces. Ces prolongements sont construits à partir des conditions de saut
vérifiées par la solution et ses dérivées spatiales, en des points (de “projection”) des interfaces.
Ces points de projection ne coïncident pas forcément avec un noeud du maillage régulier. L’ESIM
est robuste même pour des contrastes extrêmes des paramètres physiques. Enfin, en imposant à
la solution numérique le respect des conditions de saut du problème exact, la méthode permet
de prendre en compte la géométrie de l’interface en chaque point de projection.
De façon schématique, l’ESIM procède en trois étapes, modulaires. A partir des conditions de saut
vérifiées par la solution, la première étape consiste à calculer les conditions de saut vérifiées par les
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dérivées spatiales successives de cette solution. L’ordre maximal de dérivation nécessaire dépend
de l’ordre de convergence des schémas en milieu homogène. A des ordres élevés, ce calcul peut
facilement être réalisé en utilisant des langages de calcul formel, comme MAPLE. La deuxième
étape consiste à préparer le calcul des valeurs modifiées : recherche des points irréguliers, inversion
des matrices de conditions de saut. Cette étape dépend de l’ordre de convergence des schémas
et du nombre de points qu’ils utilisent pour l’avancée en temps, mais pas de leur expression,
ce qui simplifie grandement la procédure. Le temps de calcul associé à cette étape, effectuée en
prétraitement, est négligeable. La troisième étape est réalisée à chaque pas de temps : au voisinage
des interfaces, le schéma s’applique sur les valeurs modifiées, déduites des deux premières étapes.
Le surcoût informatique induit par le calcul et l’utilisation des valeurs modifiées est négligeable
devant le coût des schémas numériques.
11.1.2 Démarche suivie
Pour proposer cette méthode, nous sommes passés par plusieurs étapes. Tout d’abord, nous
avons recensé les problèmes induits par la présence d’une interface dans un schéma numérique ;
cet examen s’est aussi porté sur des méthodes classiques pour résoudre le problème, à savoir les
méthodes d’interface comme l’IIM. Il nous a conduit à un “cahier des charges” de ce qu’est, à
notre sens, une méthode d’interface optimale. La suite du travail a consisté à la construire.
Nous avons commencé par régler la question des schémas numériques, en proposant une palette
de schémas aux propriétés remarquables en milieu homogène. Le choix de ces schémas, issus de
la mécanique des fluides numérique, ne restreint en rien la généralité du propos.
Après quoi, nous avons abordé différents cas d’interfaces entre milieux fluides et/ou solides,
modélisant des contacts simples : contact parfait, contact imparfait (décrit par des conditions de
saut de type masse-ressort). Dans chaque cas, nous avons étudié les conditions de saut vérifiées
par les dérivées spatiales successives de la solution exacte. Pour faire face à un problème majeur
en dimensions deux et trois, à savoir un déficit de conditions de saut, nous avons proposé une
nouvelle stratégie. Au lieu de rechercher des conditions de saut supplémentaires (stratégie de
l’IIM), nous proposons de n’utiliser que les conditions de saut données par la physique, ce qui
conduit à la résolution de systèmes sous-déterminés. Cette stratégie a pour avantage de rendre
possible l’étude de configurations où les conditions de saut supplémentaires n’existent pas : c’est
le cas pour l’interface fluide-solide.
Nous avons ensuite exposé le principe de la nouvelle méthode d’interface, présentant les algo-
rithmes sous une forme directement programmable. Nous avons montré certaines propriétés de
l’ESIM, comme le maintien de l’ordre local de troncature des schémas. Nous avons aussi examiné
l’inversibilité des matrices permettant le calcul des valeurs modifiées.
En vue des expériences numériques, nous avons calculé différentes solutions analytiques cor-
respondant à des problèmes de propagation d’ondes en présence d’interfaces, dans le domaine
temporel. Certaines solutions sont originales, à notre connaissance (contact imparfait en 1D,
onde de surface en 2D). D’autres solutions analytiques apportent un éclairage particulier à la
discussion sur les conditions de saut supplémentaires.
Enfin, nous avons réalisé des expériences numériques de propagation d’ondes en présence d’inter-
faces, couplant l’ESIM aux schémas numériques. Nous avons alors mesuré la qualité des résultats
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obtenus.
11.2 Perspectives
Cette thèse est la photographie, à un instant donné, d’un travail. Il nous semble important de
préciser dans quelle direction nous nous dirigeons maintenant. Pour cela, nous indiquons ici des
axes de recherche liés aux problèmes de propagation d’ondes en présence d’interfaces. Certains
axes sont des généralisations du travail effectué, ou un examen plus approfondi de questions
restées en suspens. D’autres axes, plus aventureux, sont en particulier consacrés à des interfaces
dont les propriétés et la position peuvent varier avec le temps. Dans tous les cas, il s’agit d’explorer
des voies et de développer des outils directement utilisables par le physicien.
Avant d’aborder ces axes, une certaine prudence est de mise. Comme toute méthode, celle que
nous proposons ne prétend pas à l’universalité, et a certainement ses limites : “si ma théorie
s’applique à tous les problèmes, c’est qu’elle n’est pas bonne” (Kachanov).
11.2.1 Approfondissement de la méthode
Analyse numérique. Même dans le cas simple 1D avec des propriétés physiques constantes par
morceaux et une interface parfaite, la méthode d’interface ne nous paraît pas encore totalement
aboutie. Nous pensons (croyons? espérons?...) que des améliorations sont possibles. Pour réaliser
ces dernières, l’analyse doit être poussée plus loin. Le premier point, laissé en suspens, concerne
une démonstration de stabilité. Ce point est d’autant plus important qu’il conditionne les es-
timations théoriques d’ordres de convergence globale (théorème de Lax-Richtmyer) et d’erreurs
commises. A la différence de l’IIM, nous avons observé une grande robustesse de l’ESIM, même
pour de très forts contrastes des paramètres physiques. Cependant, dans le cas de contrastes ex-
trêmes et d’une interface très proche d’un point de calcul, des instabilités peuvent apparaître. En
1D, nous avons proposé une technique permettant d’éviter ce défaut. Cette technique demande
elle aussi à être justifiée.
Le deuxième point concerne la conservativité des schémas couplés à l’ESIM. Ces schémas étant
conservatifs en milieu homogène, certaines grandeurs sont alors conservées (les “variables ca-
ractéristiques”). Sans précautions particulières, les schémas conservatifs ne garantissent pas la
conservation des variables caractéristiques en présence d’interfaces. Cela peut d’ailleurs expli-
quer les instabilités observées alors dans le cas de contrastes extrêmes. Nous pensons que l’ESIM
permet de conserver les variables caractéristiques, à un ordre de précision près. Pour étayer cette
idée, nous nous basons sur un argument simple : la méthode d’interface que nous proposons im-
pose à la solution numérique le respect des conditions de saut aux interfaces, lesquelles conditions
de saut ne sont qu’une expression des lois de conservation à l’interface même. La question de la
conservativité est importante, car elle conditionne l’application de l’ESIM à des problèmes non
linéaires, comme ceux rencontrés en mécanique des fluides, où il n’y a pas unicité de la solution.
Dans ces cas, la conservativité d’un schéma numérique garantit la convergence vers la bonne
solution (ou solution entropique) du problème.
La construction de l’ESIM a été essentiellement réalisée en partant d’une critique systématique
de l’IIM. Insistons une dernière fois sur le fait que cette critique systématique a été faite dans
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un bon esprit, les avancées de l’IIM ayant été majeures. Il reste un aspect que nous n’avons pas
encore remis en cause en 2D (et a fortiori en 3D), par défaut d’une meilleure idée. La construction
de chaque valeur modifiée en chaque point de calcul proche de l’interface nécessite de considérer
un point P de l’interface : comme l’IIM, l’ESIM choisit comme point P la projection orthogonale
du point de calcul étudié. Rien ne justifie ce choix, ce qui ne nous satisfait pas. Cette question
mérite d’être creusée plus en avant.
Cas 3D. Pour aborder des problèmes concrets et non académiques, il est nécessaire de poursuivre
cette étude en 3D. Du point de vue des schémas numériques, le problème est résolu ; en particulier,
nous avons étudié la parallélisation en 3D des schémas présentés au cours de cette étude. Par
contre, l’écriture en 3D des conditions de saut, puis de l’ESIM, constituent une tâche importante.
Pour mener à terme cette tâche, certains points techniques, mais importants, doivent être résolus.
Citons en particulier la parallélisation des algorithmes couplant la méthode d’interface et les
schémas numériques. A priori, ce problème semble bien posé, au sens où le traitement que nous
proposons est local à chaque point de l’interface. Cependant, il reste à montrer que la méthode
d’interface ne dégrade pas les performances de la parallélisation, ce qui peut survenir si trop de
données doivent être transférées d’un process à l’autre.
Représentation géométrique. L’étude de cas 3D amène à considérer en détail les problèmes de
description des interfaces (ce qui s’avère aussi utile en 2D). Au cours du présent travail, nous avons
considéré des interfaces planes ou elliptiques, décrites par leur représentation paramétrée. Que se
passe-t-il si nous ne disposons que de points de contrôle décrivant l’interface, issus par exemple
d’un scanner? Il s’agit alors d’examiner l’influence de représentations approchées (comme des
splines) sur la qualité de la méthode d’interface. Voyons un intérêt immédiat de cet examen.
Le calcul des conditions de saut vérifiées par les dérivées spatiales de la solution, à un ordre donné,
mettait en jeu les dérivées spatiales de la représentation de l’interface, à l’ordre suivant. Pour un
schéma d’ordre élevé, on est ainsi amené à définir des dérivées d’ordre élevé de la représentation
géométrique, ce qui peut faire sourire l’expérimentateur : quel sens donner à la dérivée sixième
de la courbure d’une pièce, lorsque l’on dispose, au maximum, de la dérivée première de sa
courbure?... Une technique consiste dans ce cas à annuler les dérivées spatiales à partir d’un
certain ordre. Une technique non brutale consiste peut-être à utiliser systématiquement des
représentations approchées des interfaces, les dérivées de ces représentations s’annulant toutes à
partir d’un certain ordre.
Milieux continûment variables. Une autre voie de recherche consiste à examiner le cas des
milieux de propagation plus complexes. Nous pensons en particulier au cas des milieux continû-
ment variables, comme la couche d’eau océanique. Les schémas numériques, puis la dérivation
des conditions de saut, sont à reprendre entièrement.
Dans le cas de milieux de propagation aux propriétés physiques constantes par morceaux, nous
avons seulement prolongé la solution numérique d’un milieu à l’autre milieu. Dans le cas de
milieux continument variables, il se peut qu’il faille aussi prolonger les propriétés physiques de
chaque milieu de part et d’autre des interfaces, conduisant à une modification profonde de l’ESIM.
En tout cas, cette étude se doit de commencer par un examen approfondi de configurations 1D.
Sources numériques. L’étude de milieux continûment variables nous amène à une question,
apparemment déconnectée du problème, mais pourtant essentielle, à savoir : comment initialiser
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proprement les calculs? Dans le cas de milieu constants par morceaux, nous rencontrons déjà
une difficulté. Par exemple, comment fabriquer un paquet d’ondes représentant le plus fidèlement
possible le signal émis par un transducteur?
De façon générale, l’examen de la littérature nous amène à la réflexion suivante : la modélisation
numérique de sources pour des problèmes de propagation tient souvent plus de la cuisine (et pas
la meilleure...) que de la science, et ce aussi bien dans le domaine fréquentiel (exemple : start-up
de l’équation parabolique) que dans le domaine temporel. Dans le cas de milieux continûment
variables, le problème est rendu encore plus ardu par le fait que nous ne disposons pas, à notre
connaissance, de sources élémentaires simples. Une solution consiste à modéliser directement
le phénomène qui donne naissance à une onde, à savoir le mouvement vibratoire d’une struc-
ture. Nous avons examiné, à titre préliminaire et non développé ici, comment utiliser l’ESIM
pour décrire une structure vibrante dans un fluide avec des propriétés physiques constantes par
morceaux. L’approfondissement de cette voie conduirait, en retour, à de nouveaux problèmes
d’analyse numérique.
11.2.2 Voies de recherche
Couplage fluide-structure. Une fois le cas d’une interface fluide-solide 3D résolu, il est possible
d’aborder le cas de deux interfaces fluide-solide en vis-à-vis. Si le nombre de points de calcul dans
la structure solide intermédiaire est suffisant, le travail ne revient qu’à des problèmes de gestion
informatique. Par contre, si les deux interfaces sont plus proches l’une de l’autre que le pas de
discrétisation en espace, une méthode consiste à développer une technique vue en 1D : dans ce
cas, nous avons adapté l’ESIM pour prendre en compte la propagation des ondes dans le milieu
intermédiaire, sans avoir à raffiner le maillage. Ces idées sont une façon originale d’envisager le
couplage fluide-structure dans le domaine temporel, sans avoir à calculer d’opérateurs de plaque
ou de coque mince.
Ondes et contacts imparfaits. La littérature consacrée à la simulation numérique de la pro-
pagation des ondes dans le domaine temporel est abondante lorsqu’il s’agit d’étudier des milieux
aux propriétés physiques complexes. Par contre, cette même littérature devient fort discrète pour
décrire des degrés de contact complexes entre les milieux. Cette lacune est d’autant plus grave
que la propagation des ondes dépend fortement de la nature des contacts aux interfaces, et per-
met de caractériser le degré d’adhésion des milieux. Pour combler cette lacune, une possibilité
consiste à étendre l’ESIM à des lois de contact connues en mécanique des solides.
L’étude menée ici en 1D de la propagation des ondes à travers un contact imparfait, décrit par
un modèle rhéologique simple et indépendant du temps, n’est qu’un prélude à l’étude de lois
de contact plus complexes. Nous pensons en particulier à des lois décrivant un degré d’adhésion
dépendant du temps et de l’état d’usure, modélisant des interfaces fibre-matrice.
Ondes thermoélastiques et interfaces. Le cas d’interfaces en mouvement et dont la position
dépend de la solution est un domaine où les méthodes d’interface sont essentielles. Rappelons
que les méthodes d’interface ont été développées, à l’origine, pour traiter numériquement sur un
maillage régulier des interfaces mobiles (problème de Stefan [52], membrane élastique dans un
fluide de Stokes [50]...). L’étude de la propagation des ondes thermoélastiques en présence d’un
front de fusion est un exemple qui nous tient particulièrement à cœur.
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Avant d’aborder un tel problème couplé, il convient déjà de définir des méthodes numériques effi-
caces pour calculer la propagation des ondes thermoélastiques avec une interface fixe. Pour cela,
une méthode consiste à appliquer en tout point de calcul des schémas de volumes finis avec limi-
teur de flux (les mêmes que ceux que nous utilisons, à une modification près), en homogénéisant
les propriétés physiques au voisinage des interfaces [9].
Au lieu d’homogénéiser les coefficients, il serait intéressant d’appliquer les idées présentées au
cours de cette thèse, et ainsi de prendre en compte précisément les conditions de saut mécaniques
et thermiques aux interfaces. Cette description de la physique à l’interface doit améliorer la qualité
de la solution numérique du problème à interface fixe, et ainsi s’avérer utile pour le problème à
interface mobile.
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Annexe A
Matrices de saut 2D
A.1 Objet de l’annexe
Dans cette annexe, nous écrivons les composantes des matrices de saut, déduites des calculs menés
au chapitre 6. Les indices des différentes matrices découlent directement du lemme 1 présenté
au chapitre 3. Pour chque type d’interface, nous précisons uniquement les composantes non
nulles des différentes matrices. Celles-ci permettent une programmation directe des algorithmes
présentés aux chapitre 6 et 8.
A.2 Interface parfaite fluide-fluide
Nous commençons par écrire les conditions de saut naturelles. La condition (6.9) implique
(A.1)
C[1,1] = y
′
C[2,3] = 1
C[1,2] = −x′
La condition (6.11) implique
(A.2)
C[3,1] = y
′′
C[4,6] = x
′
C[3,2] = −x′′ C[4,9] = y′
C[3,4] = x
′
y
′
C[3,5] = −x′2
C[3,7] = y
′2
C[3,8] = −x′y′ .
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La condition (6.13) implique
(A.3)
C[5,6] = −y
′
ρ
C[6,4] = ρ c2
C[5,9] =
x
′
ρ
C[6,8] = ρ c2.
La condition (6.18) implique
(A.4)
C[7,1] = y
′′′
C[8,6] = x
′′
C[7,2] = −x′′′ C[8,9] = y′′
C[7,4] = 2x
′
y
′′
+ x
′′
y
′
C[8,12] = x
′2
C[7,5] = −3x′x′′ C[8,15] = 2x′y′
C[7,7] = 3 y
′
y
′′
C[8,18] = y
′2
C[7,8] = −
(
2x
′′
y
′
+ x
′
y
′′
)
C[7,10] = x
′2y
′
C[7,11] = −x′3
C[7,13] = 2x
′
y
′2
C[7,14] = −2x′2y′
C[7,16] = y
′3
C[7,17] = −x′y′2.
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La condition (6.20) implique
(A.5)
C[9,6] = −y
′′
ρ
C[10,10] = ρ c2 x
′
C[9,9] =
x
′′
ρ
C[10,13] = ρ c2 y
′
C[9,12] = −x
′
y
′
ρ
C[10,14] = ρ c2 x
′
C[9,15] =
x
′2 − y′2
ρ
C[10,17] = ρ c2 y
′
C[9,18] =
x
′
y
′
ρ
.
La condition (6.22) implique
(A.6)
C[11,10] = c2 y
′
C[12,12] = c2
C[11,13] = −c2 x′ C[12,18] = c2
C[11,14] = c2 y
′
C[11,17] = −c2 x′ .
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On continue le remplissage de C avec les conditions de saut supplémentaires. Les conditions
(6.28), (6.32) et (6.33) impliquent
(A.7)
C[13,1] = ρ x
′
C[14,1] = ρ x
′′
C[15,1] = ρ x
′′′
C[13,2] = ρ y
′
C[14,2] = ρ y
′′
C[15,2] = ρ y
′′′
C[14,4] = ρ x
′2 C[15,4] = 3 ρ x
′
x
′′
C[14,5] = ρ x
′
y
′
C[15,5] = ρ
(
2x
′
y
′′
+ x
′′
y
′
)
C[14,7] = ρ x
′
y
′
C[15,7] = ρ
(
2x
′′
y
′
+ x
′
y
′′
)
C[14,8] = ρ y
′2 C[15,8] = 3 ρ y
′
y
′′
C[15,10] = ρ x
′3
C[15,11] = ρ x
′2y
′
C[15,13] = 2 ρ x
′2y
′
C[15,14] = 2 ρ x
′
y
′2
C[15,16] = ρ x
′
y
′2
C[15,17] = ρ y
′3.
A.3 Interface parfaite solide-solide
Nous commençons par les conditions de saut naturelles. La condition (6.39) conduit à
(A.8)
C[1,1] = y
′
C[2,1] = x
′
C[3,3] = y
′2 C[4,3] = x
′
y
′
C[1,2] = −x′ C[2,2] = y′ C[3,4] = −2x′y′ C[4,4] = −
(
x
′2 − y′2
)
C[3,5] = x
′2 C[4,5] = −x′y′ .
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La condition (6.44) conduit à
(A.9)
C[5,1] = y
′′
C[6,1] = x
′′
C[7,3] = 2 y
′
y
′′
C[8,3] = x
′′
y
′
+ x
′
y
′′
C[5,2] = −x′′ C[6,2] = y′′ C[7,4] = −2
(
x
′′
y
′
+ x
′
y
′′
)
C[8,4] = −2
(
x
′
x
′′ − y′y′′
)
C[5,6] = x
′
y
′
C[6,6] = x
′2 C[7,5] = 2x
′
x
′′
C[8,5] = −
(
x
′′
y
′
+ x
′
y
′′
)
C[5,7] = −x′2 C[6,7] = x′y′ C[7,8] = x′y′2 C[8,8] = x′2y′
C[5,11] = y
′2 C[6,11] = x
′
y
′
C[7,9] = −2x′2y′ C[8,9] = −
(
x
′3 − x′y′2
)
C[5,12] = −x′y′ C[6,12] = y′2 C[7,10] = x′3 C[8,10] = −x′2y′
C[7,13] = y
′3 C[8,13] = x
′
y
′2
C[7,14] = −2x′y′2 C[8,14] = −
(
x
′2y
′ − y′3
)
C[7,15] = x
′2y
′
C[8,15] = −x′y′2.
La condition (6.48) conduit à
(A.10)
C[9,8] =
y
′
ρ
C[10,8] =
x
′
ρ
C[11,6] = x
′2λ+ y
′2 (λ+ 2µ) C[12,6] = 2x
′
y
′
µ
C[9,9] = −x
′
ρ
C[10,9] =
y
′
ρ
C[11,7] = −2x′y′µ C[12,7] = −
(
x
′2 − y′2
)
µ
C[9,14] =
y
′
ρ
C[10,14] =
x
′
ρ
C[11,11] = −2x′y′µ C[12,11] = −
(
x
′2 − y′2
)
µ
C[9,15] = −x
′
ρ
C[10,15] =
y
′
ρ
C[11,12] = y
′2λ+ x
′2 (λ+ 2µ) C[12,12] = −2x′y′µ.
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La condition (6.52) conduit à
(A.11)
C[13,1] = y
′′′
C[14,1] = x
′′′
C[13,2] = −x′′′ C[14,2] = y′′′
C[13,6] = x
′′
y
′
+ 2x
′
y
′′
C[14,6] = 3x
′
x
′′
C[13,7] = −3x′x′′ C[14,7] = x′′y′ + 2x′y′′
C[13,11] = 3 y
′
y
′′
C[14,11] = 2x
′′
y
′
+ x
′
y
′′
C[13,12] = −
(
2x
′′
y
′
+ x
′
y
′′
)
C[14,12] = 3 y
′
y
′′
C[13,16] = x
′2y
′
C[14,16] = x
′3
C[13,17] = −x′3 C[14,17] = x′2y′
C[13,21] = 2x
′
y
′2 C[14,21] = 2x
′2y
′
C[13,22] = −2x′2y′ C[14,22] = 2x′y′2
C[13,26] = y
′3 C[14,26] = x
′
y
′2
C[13,27] = −x′y′2 C[14,27] = y′3,
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et
(A.12)
C[15,3] = 2
(
y
′′2 + y
′
y
′′′
)
C[16,3] = x
′′′
y
′
+ 2x
′′
y
′′
+ x
′
y
′′′
C[15,4] = −2
(
x
′′′
y
′
+ 2x
′′
y
′′
+ x
′
y
′′′
)
C[16,4] = −2
(
x
′′2 + x
′
x
′′′ − y′′2 − y′y′′′
)
C[15,5] = 2
(
x
′′2 + x
′
x
′′′
)
C[16,5] = −
(
x
′′′
y
′
+ 2x
′′
y
′′
+ x
′
y
′′′
)
C[15,8] = x
′′
y
′2 + 4x
′
y
′
y
′′
C[16,8] = 3x
′
x
′′
y
′
+ 2x
′2y
′′
C[15,9] = −2
(
3x
′
x
′′
y
′
+ 2x
′2y
′′
)
C[16,9] = −
(
5x
′2x
′′ − x′′y′2 − 3x′y′y′′
)
C[15,10] = 5x
′2x
′′
C[16,10] = −
(
3x
′
x
′′
y
′
+ 2x
′2y
′′
)
C[15,13] = 5 y
′2y
′′
C[16,13] = 2x
′′
y
′2 + 3x
′
y
′
y
′′
C[15,14] = −2
(
2x
′′
y
′2 + 3x
′
y
′
y
′′
)
C[16,14] = −
(
4x
′
x
′′
y
′
+ x
′2y
′′ − 5 y′2y′′
)
C[15,15] = 3x
′2x
′′
+ 2x
′
x
′′
y
′
C[16,15] = −
(
2x
′′
y
′2 + 3x
′
y
′
y
′′
)
C[15,18] = x
′2y
′2 C[16,18] = x
′3y
′
C[15,19] = −2x′3y′ C[16,19] = −
(
x
′4 − x′2y′2
)
C[15,20] = x
′4 C[16,20] = −x′3y′
C[15,23] = 2x
′
y
′3 C[16,23] = 2x
′2y
′2
C[15,24] = −4x′2y′2 C[16,24] = −2
(
x
′3y
′ − x′y′3
)
C[15,25] = x
′3y
′
+ x
′4 C[16,25] = −2x′2y′2
C[15,28] = y
′4 C[16,28] = x
′
y
′3
C[15,29] = −2x′y′3 C[16,29] = −
(
x
′2y
′2 − y′4
)
C[15,30] = x
′3y
′
C[16,30] = −x′y′3.
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La condition (6.56) conduit à
(A.13)
C[17,8] =
y
′′
ρ
C[18,8] =
x
′′
ρ
C[17,9] = −x
′′
ρ
C[18,9] =
y
′′
ρ
C[17,14] =
y
′′
ρ
C[18,14] =
x
′′
ρ
C[17,15] = −x
′′
ρ
C[18,15] =
y
′′
ρ
C[17,18] =
x
′
y
′
ρ
C[18,18] =
x
′2
ρ
C[17,19] = −x
′2
ρ
C[18,19] =
x
′
y
′
ρ
C[17,23] =
y
′2
ρ
C[18,23] =
x
′2 + y
′2
ρ
C[17,25] = −x
′2
ρ
C[18,24] =
x
′
y
′
ρ
C[17,29] =
y
′2
ρ
C[18,25] =
x
′
y
′
ρ
C[17,30] = −x
′
y
′
ρ
C[18,29] =
x
′
y
′
ρ
C[18,30] =
y
′2
ρ
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et
(A.14)
C[19,6] = 2
(
x
′
x
′′
λ+ y
′
y
′′
(λ+ 2µ)
)
C[20,6] = 2
(
x
′′
y
′
+ x
′
y
′′
)
µ
C[19,7] = −2
(
x
′′
y
′
+ x
′
y
′′
)
µ C[20,7] = −2
(
x
′
x
′′ − y′y′′
)
µ
C[19,11] = −2
(
x
′′
y
′
+ x
′
y
′′
)
µ C[20,11] = −2
(
x
′
x
′′ − y′y′′
)
µ
C[19,12] = 2
(
y
′
y
′′
λ+ x
′
x
′′
(λ+ 2µ)
)
C[20,12] = −2
(
x
′′
y
′
+ x
′
y
′′
)
µ
C[19,16] = x
′
y
′2 (λ+ 2µ) + x
′3λ C[20,16] = 2x
′2y
′
µ
C[19,17] = −2x′2y′µ C[20,17] = −
(
x
′3 − x′y′2
)
µ
C[19,21] = x
′2y
′
(λ− 2µ) + y′3 (λ+ 2µ) C[20,21] =
(
3x
′
y
′2 − x′3
)
µ
C[19,22] = x
′
y
′2 (λ− 2µ) + x′3 (λ+ 2µ) C[20,22] = −
(
3x
′2y
′ − y′3
)
µ
C[19,26] = −2x′y′2µ C[20,26] = −
(
x
′2y
′ − y′3
)
µ
C[19,27] = y
′3λ+ x
′2y
′
(λ+ 2µ) C[20,27] = −2x′y′2µ.
La condition (6.60) conduit à
(A.15)
C[21,16] = y
′ λ+ 2µ
ρ
C[22,16] = x
′ λ+ 2µ
ρ
C[21,17] = −x′ µ
ρ
C[22,17] = y
′ µ
ρ
C[21,21] = −x′ λ+ µ
ρ
C[22,21] = y
′ λ+ µ
ρ
C[21,22] = y
′ λ+ µ
ρ
C[22,22] = x
′ λ+ µ
ρ
C[21,26] = y
′ µ
ρ
C[22,26] = x
′ µ
ρ
C[21,27] = −x′ λ+ 2µ
ρ
C[22,27] = y
′ λ+ 2µ
ρ
,
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et
(A.16)
C[23,18] =
1
ρ
(
x
′2λ+ y
′2 (λ+ 2µ)
)
C[24,18] = 2x
′
y
′ µ
ρ
C[23,19] = −2x′y′ µ
ρ
C[24,19] = −
(
x
′2 − y′
) µ
ρ
C[23,23] = −2x′y′ µ
ρ
C[24,23] = −
(
x
′2 − y′2
) µ
ρ
C[23,24] = 2
(
x
′2 + y
′2
) λ+ µ
ρ
C[24,25] = −
(
x
′2 − y′2
) µ
ρ
C[23,25] = −2x′y′ µ
ρ
C[24,29] = −
(
x
′2 − y′2
) µ
ρ
C[23,29] = −2x′y′ µ
ρ
C[24,30] = −2x′y′ µ
ρ
C[23,30] =
1
ρ
(
y
′2λ+ x
′2 (λ+ 2µ)
)
.
Nous continuons le remplissage de C avec les conditions de saut supplémentaires. La condition
(6.67) conduit à
(A.17)
C[25,3] = x
′2α1 + y
′2α2
C[25,4] =
x
′
y
′
µ
C[25,5] = x
′2α2 + y
′2α1.
A.3. INTERFACE PARFAITE SOLIDE-SOLIDE 279
La condition (6.72) conduit à
(A.18)
C[26,3] = 2
(
x
′
x
′′
α1 + y
′
y
′′
α2
)
C[26,4] =
1
µ
(
x
′
y
′′
+ x
′′
y
′
)
C[26,5] = 2
(
x
′
x
′′
α2 + y
′
y
′′
α1
)
C[26,8] = x
′3α1 + x
′
y
′
α2
C[26,9] =
x
′2y
′
µ
C[26,10] = x
′3α2 + x
′
y
′2α1
C[26,13] = x
′2y
′
α1 + y
′3α2
C[26,14] =
x
′
y
′2
µ
C[26,15] = x
′2y
′
α2 + y
′3α1.
280 ANNEXE A. MATRICES DE SAUT 2D
Suivant que ∂ t∂ τ 6= 0 ou ∂ t∂ τ = 0, la condition (6.76) ou la condition (6.80) implique
(A.19)
si
∂ t
∂ τ
6= 0 si ∂ t
∂ τ
= 0
C[27,3] = x
′′2α1 + y
′′2α2 C[27,8] = x
′2y
′
(α1 − 2α2)− y′3α2
C[27,4] =
x
′′
y
′′
µ
C[27,9] = −x
′3
µ
C[27,5] = x
′′2α2 + y
′′2α1 C[27,10] = x
′2y
′
(α2 − 2α1)− y′3α1
C[27,8] =
(
2x
′
y
′
y
′′ − x′′y′2
)
α2 + x
′2x
′′
α1 C[27,13] = x
′2y
′
(2α1 − α2) + x′3α1
C[27,9] =
x
′2y
′′
µ
C[27,14] =
y
′3
µ
C[27,10] =
(
2x
′
y
′
y
′′ − x′′y′2
)
α1 + x
′2x
′′
α2 C[27,15] = x
′2y
′
(2α2 − α1) + x′3α2
C[27,13] =
(
2x
′
x
′′
y
′ − x′2y′′
)
α1 + y
′2y
′′
α2
C[27,14] =
x
′′
y
′2
µ
C[27,15] =
(
2x
′
x
′′
y
′ − x′2y′′
)
α2 + y
′2y
′′
α1.
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La condition (6.81) implique
(A.20)
C[28,3] = 2
((
x
′′2 + x
′
x
′′′
)
α1 +
(
y
′′2 + y
′
y
′′′
)
α2
)
C[28,4] =
1
µ
(
x
′
y
′′′
+ 2x
′′
y
′′
+ x
′′′
y
′
)
C[28,5] = 2
((
x
′′2 + x
′
x
′′′
)
α2 +
(
y
′′2 + y
′
y
′′′
)
α1
)
C[28,8] = 5x
′2x
′′
α1 +
(
x
′′
y
′2 + 4x
′
y
′
y
′′
)
: α2
C[28,9] =
3
µ
(
x
′
x
′′
y
′
+ x
′2y
′′
)
C[28,10] = 5x
′2x
′′
α2 +
(
x
′′
y
′2 + 4x
′
y
′
y
′′
)
α1
C[28,13] =
(
4x
′
x
′′
y
′
+ x
′2y
′′
)
α1 + 5 y
′2y
′′
α2
C[28,14] =
1
µ
(
3x
′
y
′
y
′′
+ 2x
′′
y
′2
)
C[28,15] = 5 y
′2y
′′
α1 +
(
4x
′
x
′′
y
′
+ x
′2y
′′
)
α2
C[28,18] = x
′4α1 + x
′2y
′2α2
C[28,19] =
x
′3y
′
µ
C[28,20] = x
′4α2 + x
′2y
′2α1
C[28,23] = 2
(
x
′3y
′
α1 + x
′
y
′3α2
)
C[28,24] =
2x
′2y
′2
µ
C[28,25] = 2
(
x
′3y
′
α2 + x
′
y
′3α1
)
C[28,28] = x
′2y
′2α1 + y
′4α2
C[28,29] =
x
′
y
′3
µ
C[28,30] = x
′2y
′2α2 + y
′4α1.
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Si ∂
2
∂ τ2
t 6= 0, la condition (6.83) implique
(A.21)
C[29,3] = x
′′′2α1 + y
′′′2α2
C[29,4] =
x
′′′
y
′′′
µ
C[29,5] = x
′′′2α2 + y
′′′2α1
C[29,8] = 3
(
x
′
x
′′
x
′′′
α1 −
(
x
′
y
′′
y
′′′
+ x
′′
y
′
y
′′′
+ x
′′′
y
′
y
′′
)
α2
)
C[29,9] =
3x
′
x
′′
y
′′′
µ
C[29,10] = 3
((
x
′
y
′′
y
′′′
+ x
′′
y
′
y
′′′ − x′′′y′y′′′
)
α1 + x
′
x
′
x
′′′
α2
)
C[29,13] = 3
((
x
′
x
′′′
y
′′
+ x
′′
x
′′′
y
′ − x′x′′y′′′
)
α1 + y
′
y
′
y
′′′
α2
)
C[29,14] =
3x
′′′
y
′
y
′′
µ
C[29,15] = 3
(
y
′
y
′′
y
′′
α1 +
(
x
′′
x
′′′
y
′
+ x
′
x
′′′
y
′′ − x′x′′y′′′
)
α2
)
C[29,18] = x
′3x
′′′
α1 + 3x
′2y
′
y
′′′
α2
C[29,19] =
x
′3y
′′′
µ
C[29,20] = x
′3x
′′′
α2 + 3x
′2y
′
y
′′′
α1
C[29,23] =
(
3x
′2x
′′′
y
′ − x′3y′′′
)
α1
C[29,24] =
(
3x
′
y
′2y
′′′ − x′′′y′3
)
α2
C[29,25] =
(
3x
′
y
′2y
′′′ − x′′′y′3
)
α1 +
(
3x
′2x
′′′
y
′ − x′3y′′′
)
α2
C[29,28] = 3x
′
x
′′′
y
′2α1 + y
′3y
′′′
α2
C[29,29] =
x
′′′
y
′3
µ
C[29,30] = 3x
′
x
′′′
y
′2α2 + y
′3y
′′′
α1.
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Si ∂
2
∂ τ2
t = 0, la condition (6.85) implique
(A.22)
C[29,8] = 3
(
x
′
x
′′
y
′
α1 −
(
x
′
x
′′
y
′
+ x
′2y
′′
+ y
′2y
′′
)
α2
)
C[29,9] = −3x
′2x
′′
µ
C[29,10] = −3
((
x
′
x
′′
y
′
+ x
′2y
′′
+ y
′2y
′′
)
α1 − x′x′′y′α2
)
C[29,13] = 3
((
x
′2x
′′
+ x
′′
y
′2 + x
′
y
′
y
′′
)
α1 − x′y′y′′α2
)
C[29,14] =
3 y
′2y
′′
µ
C[29,15] = −3
(
x
′
y
′
y
′′
α1 −
(
x
′2x
′′
+ x
′′
y
′2 + x
′
y
′
y
′′
)
α2
)
C[29,18] = x
′3y
′
α1 − 3x′3y′α2
C[29,23] =
(
x
′4 + 3x
′2y
′2
)
α1 −
(
y
′4 + 3x
′2y
′2
)
α2
C[29,25] = −
((
y
′4 + 3x
′2y
′2
)
α1 −
(
x
′4 + 3x
′2y
′2
)
α2
)
C[29,28] = 3x
′
y
′3α1 − x′y′3α2
C[29,29] =
y
′4
µ
C[29,30] = 3x
′
y
′3α2 − x′y′3α1.
A.4 Interface imparfaite solide-solide
La matrice C est identique à celle présentée en section 6.3 et n’est donc pas répétée ici. Pour
KN = +∞, KT = +∞, MN = 0 et MT = 0, la matrice K est identiquement nulle : on retrouve
alors le cas de deux solides parfaitement collés. On écrit maintenant explicitement K pour k = 1.
Pour alléger les notations, nous posons
(A.23)
β1 =
1
KN
1√
x′2 + y′2
, β3 = MN
√
x′2 + y′2,
β2 =
1
KT
1√
x′2 + y′2
, β4 = MT
√
x
′2 + y
′2.
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Les conditions (6.90) conduisent à
(A.24)
K[1,6) = β1
((
x
′2 + y
′2
)
λ0 + 2 y
′2µ0
)
K[2,6) = β22x
′
y
′
µ0
K[1,7) = β1
(
−2x′y′µ0
)
K[2,7) = β2
(
y
′2 − x′2
)
µ0
K[1,11] = β1
(
−2x′y′µ0
)
K[2,11] = β2
(
y
′2 − x′2
)
µ0
K[1,12] = β1
((
x
′2 + y
′2
)
λ0 + 2x
′2µ0
)
K[2,12] = β2
(
−2x′y′µ0
)
et
(A.25)
K[3,8) = β3
y
′
ρ0
K[4,8) = β4
x
′
ρ0
K[3,9) = β3
(
−x
′
ρ0
)
K[4,9) = β4
y
′
ρ0
K[3,14] = β3
y
′
ρ0
K[4,14] = β4
x
′
ρ0
K[3,15] = β3
(
x
′
ρ0
)
K[4,15] = β4
y
′
ρ0
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La condition (6.94) conduit à
(A.26)
K[5,6] = β1
((
x
′
x
′′
+ y
′
y
′′
)
λ0 +
(
4 y
′
y
′′ − 2 x
′
x
′′
+ y
′
y
′′
x
′2 + y
′2
y
′2
)
µ0
)
K[5,7] = β1
(
−2 x
′′
y
′3 + x
′3y
′′
x
′2 + y
′2
µ0
)
K[5,11] = β1
(
−2 x
′′
y
′3 + x
′3y
′′
x
′2 + y
′2
µ0
)
K[5,12] = β1
((
x
′
x
′′
+ y
′
y
′′
)
λ0 +
(
4x
′
x
′′ − 2 x
′
x
′′
+ y
′
y
′′
x
′2 + y
′2
x
′2
)
µ0
)
K[5,16] = β1
((
x
′3 + x
′
y
′2
)
λ0 + 2x
′
y
′2µ0
)
K[5,17] = β1
(
−2x′2y′µ0
)
K[5,21] = β1
((
x
′2y
′
+ y
′3
)
λ0 + 2
(
y
′3 − x′2y′
)
µ0
)
K[5,22] = β1
((
x
′3 + x
′
y
′2
)
λ0 + 2
(
x
′3 − x′y′2
)
µ0
)
K[5,26] = β1
(
−2x′y′2µ0
)
K[5,27] = β1
((
x
′2y
′
+ y
′3
)
λ0 + 2
(
y
′3 − x′2y′
)
µ0
)
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et
(A.27)
K[6,6] = β2 2
x
′3y
′′
+ y
′′
y
′3
x
′2 + y
′2
µ0
K[6,7] = β2
(
−x
′3x
′′ − 3x′2y′y′′ + 3x′x′′y′2 − y′3y′′
x
′2 + y
′2
µ0
)
K[6,11] = β2
(
−x
′3x
′′ − 3x′2y′y′′ + 3x′x′′y′2 − y′3y′′
x
′2 + y
′2
µ0
)
K[6,12] = β2
(
−2 x
′3y
′′
+ y
′′
y
′3
x
′2 + y
′2
µ0
)
K[6,16] = β2 2x
′2y
′
µ0
K[6,17] = β2
(
x
′
y
′2 − x′3
)
µ0
K[6,21] = β2
(
x
′
y
′2 − x′3
)
µ0
K[6,22] = β2
(
y
′3 − 3x′2y′
)
µ0
K[6,26] = β2
(
y
′3 − 3x′2y′
)
µ0
K[6,27] = β2
(
−2x′y′2µ0
)
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et
(A.28)
K[7,8] = β3
(
y
′′
ρ0
+
x
′
x
′′
+ y
′
y
′′
x
′2 + y
′2
y
′
ρ0
)
K[8,8] = β4
(
x
′′
ρ0
+
x
′
x
′′
+ y
′
y
′′
x
′2 + y
′2
x
′
ρ0
)
K[7,9] = β3
(
−x
′′
ρ0
− x
′
x
′′
+ y
′
y
′′
x
′2 + y
′2
x
′
ρ0
)
K[8,9] = β4
(
y
′′
ρ0
+
x
′
x
′′
+ y
′
y
′′
x
′2 + y
′2
y
′
ρ0
)
K[7,14] = β3
(
y
′′
ρ0
+
x
′
x
′′
+ y
′
y
′′
x
′2 + y
′2
y
′
ρ0
)
K[8,14] = β4
(
x
′′
ρ0
+
x
′
x
′′
+ y
′
y
′′
x
′2 + y
′2
x
′
ρ0
)
K[7,15] = β3
(
−x
′′
ρ0
− x
′
x
′′
+ y
′
y
′′
x
′2 + y
′2
x
′
ρ0
)
K[8,15] = β4
(
y
′′
ρ0
+
x
′
x
′′
+ y
′
y
′′
x
′2 + y
′2
y
′
ρ0
)
K[7,18] = β3
x
′
y
′
ρ0
K[8,18] = β4
x
′2
ρ0
K[7,19] = β3
(
−x
′2
ρ0
)
K[8,19] = β4
x
′
y
′
ρ0
K[7,23] = β3
y
′2
ρ0
K[8,23] = β4
x
′
y
′
ρ0
K[7,24] = β3
(
−x
′2
ρ0
)
K[8,24] = β4
x
′2 + y
′2
ρ0
K[7,29] = β3
y
′2
ρ0
K[8,25] = β4
x
′
y
′
ρ0
K[7,30] = β3
(
−x
′
y
′
ρ0
)
K[8,29] = β4
x
′
y
′
ρ0
K[8,30] = β4
y
′2
ρ0
.
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La condition (6.98) conduit à
(A.29)
K[9,18] =
β1
ρ0
((
x
′2 + y
′2
)
λ0 + 2 y
′2µ0
)
K[10,18] = β2 2x
′
y
′ µ0
ρ0
K[9,19] =
β1
ρ0
(
−2x′y′µ0
)
K[10,19] = β2
(
y
′2 − x′2
)
µ0
ρ0
K[9,23] =
β1
ρ0
(
−2x′y′µ0
)
K[10,23] = β2
(
y
′2 − x′2
)
µ0
ρ0
K[9,24] =
β1
ρ0
(
2
(
x
′2 + y
′2
)
λ0 +
(
x
′2 + y
′2 − x′y′
)
µ0
)
K[10,24] = β2
(
y
′2 − x′2
)
µ0
ρ0
K[9,29] =
β1
ρ0
(
−2x′y′µ0
)
K[10,29] = β2
(
y
′2 − x′2
)
µ0
ρ0
K[9,30] =
β1
ρ0
((
x
′2 + y
′2
)
λ0 + 2x
′2µ0
)
K[10,30] = β2
(
−2x′y′ µ0ρ0
)
et
(A.30)
K[11,16] = β3 y
′ λ0 + 2µ0
ρ0
K[12,16] = β4 x
′ λ0 + 2µ0
ρ0
K[11,17] = β3
(
−x′ µ0
ρ0
)
K[12,17] = β4 y
′ µ0
ρ0
K[11,21] = β3
(
−x′ λ0 + µ0
ρ0
)
K[12,21] = β4 y
′ λ0 + µ0
ρ0
K[11,22] = β3 y
′ λ0 + µ0
ρ0
K[12,22] = β4 x
′ λ0 + µ0
ρ0
K[11,26] = β3 y
′ µ0
ρ0
K[12,26] = β4 x
′ µ0
ρ0
K[11,27] = β3
(
−x′ λ0 + 2µ0
ρ0
)
K[12,27] = β4 y
′ λ0 + 2µ0
ρ0 .
A.5 Interface parfaite fluide-solide
Commençons par les conditions de saut.
Ordre 0. Les deux premières équations de (6.104) impliquent
(A.31)
C0[1,1] = y
′
, C1[1,1] = y
′
,
C0[1,2] = −x′ , C1[1,2] = −x′ ,
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et
(A.32)
C0[2,3] = −y′2, C1[2,3] =
(
x
′2 + y
′2
)
,
C0[2,4] = 2x
′
y
′
,
C0[2,5] = −x′2.
Ordre 1. L’équation (6.105) implique
(A.33)
C0[3,1] = y
′′
, C1[3,1] = y
′′
,
C0[3,2] = −x′′ , C1[3,2] = −x′′ ,
C0[3,6] = x
′
y
′
, C1[3,4] = x
′
y
′
,
C0[3,7] = −x′2, C1[3,5] = −x′2,
C0[3,11] = y
′2, C1[3,7] = y
′2,
C0[3,12] = −x′y′ , C1[3,8] = −x′y′ .
L’équation (6.106) implique
(A.34)
C0[4,3] = −2 y′y′′ , C1[4,3] = 2
(
x
′
x
′′
+ y
′
y
′′
)
,
C0[4,4] = 2
(
x
′′
y
′
+ x
′
y
′′
)
, C1[4,6] = x
′3 + x
′
y
′2,
C0[4,5] = −2x′x′′ , C1[4,9] = x′2y′ + y′3,
C0[4,8] = −x′y′2,
C0[4,9] = 2x
′2y
′
,
C0[4,10] = −x′3,
C0[4,13] = −y′3,
C0[4,14] = 2x
′
y
′2,
C0[4,15] = −x′2y′ .
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L’équation (6.108) implique
(A.35)
C0[5,8] =
y
′
ρ0
, C1[5,6] = − y
′
ρ1
,
C0[5,9] = −x
′
ρ0
, C1[5,9] =
x
′
ρ1
,
C0[5,14] =
y
′
ρ0
,
C0[5,15] = −x
′
ρ0
.
L’équation (6.109) implique
(A.36)
C0[6,6] = −
((
x
′2 + y
′2
)
λ0 + 2 y
′2µ0
)
, C1[6,4] = −
(
x
′2 + y
′2
)
ρ1 c
2
1,
C0[6,7] = 2x
′
y
′
µ0, C1[6,8] = −
(
x
′2 + y
′2
)
ρ1 c
2
1,
C0[6,11] = 2x
′
y
′
µ0,
C0[6,12] = −
((
x
′2 + y
′2
)
λ0 + 2x
′2µ0
)
.
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Ordre 2. L’équation (6.111) implique
(A.37)
C0[7,1] = y
′′′
, C1[7,1] = y
′′′
,
C0[7,2] = −x′′′ , C1[7,2] = −x′′′ ,
C0[7,6] = 2x
′
y
′′
+ x
′′
y
′
, C1[7,4] = 2x
′
y
′′
+ x
′′
y
′
,
C0[7,7] = −3x′x′′ , C1[7,5] = −3x′x′′ ,
C0[7,11] = 3 y
′
y
′′
, C1[7,7] = 3 y
′
y
′′
,
C0[7,12] = −2x′′y′ − x′y′′ , C1[7,8] = −2x′′y′ − x′y′′ ,
C0[7,16] = x
′2y
′
, C1[7,10] = x
′2y
′
,
C0[7,17] = −x′3, C1[7,11] = −x′3,
C0[7,21] = 2x
′
y
′2, C1[7,13] = 2x
′
y
′2,
C0[7,22] = −2x′2y′ , C1[7,14] = −2x′2y′ ,
C0[7,26] = y
′3, C1[7,16] = y
′3,
C0[7,27] = −x′y′2, C1[7,17] = −x′y′2.
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L’équation (6.112) implique
(A.38)
C0[8,3] = −2
(
y
′′2 + y
′
y
′′′
)
C1[8,3] = 2
(
x
′′2 + x
′
x
′′′
+ y
′′2 + y
′
y
′′′
)
,
C0[8,4] = 2
(
x
′′′
y
′
+ 2x
′′
y
′′
+ x
′
y
′′′
)
, C1[8,6] = 5x
′2x
′′
+ 4x
′
y
′
y
′′
+ x
′′
y
′2,
C0[8,5] = −2
(
x
′′2 + x
′
x
′′′
)
C1[8,9] = 5 y
′2y
′′
+ 4x
′
x
′′
y
′
+ x
′2y
′′
,
C0[8,8] = −
(
x
′′
y
′2 + 4x
′
y
′
y
′′
)
, C1[8,12] = x
′4 + x
′2y
′2,
C0[8,9] = 2
(
3x
′
x
′′
y
′
+ 2x
′2y
′′
)
, C1[8,15] = 2
(
x
′3y
′
+ x
′
y
′3
)
,
C0[8,10] = −5x′2x′′ , C1[8,18] = x′2y′2 + y′4,
C0[8,13] = −5 y′2y′′ ,
C0[8,14] = 2
(
3x
′
y
′
y
′′
+ 2x
′′
y
′2
)
,
C0[8,15] = −
(
x
′2y
′′
+ 4x
′
x
′′
y
′
)
,
C0[8,18] = −x′2y′2,
C0[8,19] = 2x
′3y
′
,
C0[8,20] = −x′4,
C0[8,23] = −2x′y′3,
C0[8,24] = 4x
′2y
′2,
C0[8,25] = −2x′3y′ ,
C0[8,28] = −y′4,
C0[8,29] = 2x
′
y
′3,
C0[8,30] = −x′2y′2.
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L’équation (6.114) implique
(A.39)
C0[9,8] =
y
′′
ρ0
, C1[9,6] = −y
′′
ρ1
,
C0[9,9] = −x
′′
ρ0
, C1[9,9] =
x
′′
ρ1
,
C0[9,14] =
y
′′
ρ0
, C1[9,12] = −x
′
y
′
ρ1
,
C0[9,15] = −x
′′
ρ0
, C1[9,15] =
x
′2 − y′2
ρ1
,
C0[9,18] =
x
′
y
′
ρ0
, C1[9,18] =
x
′
y
′
ρ1
,
C0[9,19] = −x
′2
ρ0
,
C0[9,23] =
y
′2
ρ0
,
C0[9,25] = −x
′2
ρ0
,
C0[9,29] =
y
′2
ρ0
,
C0[9,30] = −x
′
y
′
ρ0
.
294 ANNEXE A. MATRICES DE SAUT 2D
L’équation (6.115) implique
(A.40)
C0[10,6] = −2
((
x
′
x
′′
+ y
′
y
′′
)
λ0 + 2 y
′
y
′′
µ0
)
, C1[10,4] = −2
(
x
′
x
′′
+ y
′
y
′′
)
ρ1 c
2
1,
C0[10,7] = 2
(
x
′′
y
′
+ x
′
y
′′
)
µ0, C1[10,8] = −2
(
x
′
x
′′
+ y
′
y
′′
)
ρ1 c
2
1,
C0[10,11] = 2
(
x
′′
y
′
+ x
′
y
′′
)
µ0, C1[10,10] = −
(
x
′3 + x
′
y
′2
)
ρ1 c
2
1,
C0[10,12] = −2
((
x
′
x
′′
+ y
′
y
′′
)
λ0 + 2x
′
x
′′
µ0
)
, C1[10,13] = −
(
x
′2y
′
+ y
′3
)
ρ1 c
2
1,
C0[10,16] = −
((
x
′3 + x
′
y
′2
)
λ0 + 2x
′
y
′2µ0
)
, C1[10,14] = −
(
x
′3 + x
′
y
′2
)
ρ1 c
2
1,
C0[10,17] = 2x
′2y
′
µ0, C1[10,17] = −
(
x
′2y
′
+ y
′3
)
ρ1 c
2
1,
C0[10,21] = −
((
x
′2y
′
+ y
′3
)
λ0 − 2
(
x
′2y
′ − y′3
)
µ0
)
,
C0[10,22] = −
((
x
′
y
′2 + x
′3
)
λ0 − 2
(
x
′
y
′2 − x′3
)
µ0
)
,
C0[10,26] = 2x
′
y
′2µ0,
C0[10,27] = −
((
x
′2y
′
+ y
′3
)
λ0 + 2x
′2y
′
µ0
)
.
L’équation (6.117) implique
(A.41)
C0[11,16] = y
′
c2p0, C1[11,10] = y
′
c21,
C0[11,17] = −x′c2s0, C1[11,11] = −x
′
c21,
C0[11,21] = −x′
(
c2p0 − c2s0
)
, C1[11,16] = y
′
c21,
C0[11,22] = y
′ (
c2p0 − c2s0
)
, C1[11,17] = −x′c21,
C0[11,26] = y
′
c2s0,
C0[11,27] = −x′c2p0.
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L’équation (6.118) implique
(A.42)
C0[12,18] = −
((
x
′2 + y
′2
)
c2p0 − 2x
′2c2s0
)
, C1[12,12] =
(
x
′2 + y
′2
)
c21,
C0[12,19] = 2x
′
y
′
c2s0, C1[12,18] =
(
x
′2 + y
′2
)
c21,
C0[12,23] = 2x
′
y
′
c2s0,
C0[12,24] = −2
(
x
′2 + y
′2
) (
c2p0 − c2s0
)
,
C0[12,25] = 2x
′
y
′
c2s0,
C0[12,29] = 2x
′
y
′
c2s0,
C0[12,30] = −
((
x
′2 + y
′2
)
c2p0 − 2 y
′2c2s0
)
,
Examinons enfin les conditions aux limites.
Ordre 0. La troisième équation de (6.104) implique
(A.43)
L0[1,3] = x
′
y
′
,
L0[1,4] = y
′2 − x′2,
L0[1,5] = −x′y′ .
Ordre 1. L’équation (6.107) implique
(A.44)
L0[2,3] = x
′′
y
′
+ x
′
y
′′
,
L0[2,4] = 2
(
y
′
y
′′ − x′x′′
)
,
L0[2,5] = −
(
x
′′
y
′
+ x
′
y
′′
)
,
L0[2,8] = x
′2y
′
,
L0[2,9] = x
′
y
′2 − x′3,
L0[2,10] = −x′2y′ ,
L0[2,13] = x
′
y
′2,
L0[2,14] = y
′3 − x′2y′ ,
L0[2,15] = −x′y′2.
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L’équation (6.110) implique
(A.45)
L0[3,6] = 2x
′
y
′
,
L0[3,7] = y
′2 − x′2,
L0[3,11] = y
′2 − x′2,
L0[3,12] = −2x′y′ .
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Ordre 2. L’équation (6.113) implique
(A.46)
L0[4,3] = x
′′′
y
′
+ 2x
′′
y
′′
+ x
′
y
′′′
,
L0[4,4] = 2
(
y
′′2 + y
′
y
′′′ − x′′2 − x′x′′′
)
,
L0[4,5] = −
(
x
′′′
y
′
+ 2x
′′
y
′′
+ x
′
y
′′′
)
,
L0[4,8] = 3x
′
x
′′
y
′
+ 2x
′2y
′′
,
L0[4,9] = x
′′
y
′2 + 4x
′
y
′
y
′′ − 5x′2x′′ ,
L0[4,10] = −
(
3x
′
x
′′
y
′
+ 2x
′2y
′′
)
,
L0[4,13] = 2x
′′
y
′2 + 3x
′
y
′
y
′′
,
L0[4,14] = 5 y
′2y
′′ − 4x′x′′y′ − x′2y′′ ,
L0[4,15] = −
(
2x
′′
y
′2 + 3x
′
y
′
y
′′
)
,
L0[4,18] = x
′3y
′
,
L0[4,19] = x
′2y
′2 − x′4,
L0[4,20] = −x′3y′ ,
L0[4,23] = 2x
′2y
′2,
L0[4,24] = 2
(
x
′
y
′3 − x′3y′
)
,
L0[4,25] = −2x′2y′2,
L0[4,28] = x
′
y
′3,
L0[4,29] = y
′4 − x′2y′2,
L0[4,30] = −x′y′3.
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L’équation (6.116) implique
(A.47)
L0[5,6] = 2
(
x
′′
y
′
+ x
′
y
′′
)
,
L0[5,7] = 2
(
y
′
y
′′ − x′x′′
)
,
L0[5,11] = 2
(
y
′
y
′′ − x′x′′
)
,
L0[5,12] = −2
(
x
′′
y
′
+ x
′
y
′′
)
,
L0[5,16] = 2x
′2y
′
,
L0[5,17] = x
′
y
′2 − x′3,
L0[5,21] = 3x
′
y
′2 − x′3,
L0[5,22] = y
′3 − 3x′2y′ ,
L0[5,26] = y
′3 − x′2y′ ,
L0[5,27] = −2x′y′2.
L’équation (6.119) implique
(A.48)
L0[6,18] = 2x
′
y
′
,
L0[6,19] = y
′2 − x′2,
L0[6,23] = y
′2 − x′2,
L0[6,25] = y
′2 − x′2,
L0[6,29] = y
′2 − x′2,
L0[6,30] = −2x′y′ .
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