The zeta-regularization allows to establish a connection between Feynman's path integral and Fourier integral operator zeta-functions. This fact can be utilized to perform the regularization of the vacuum expectation values in quantum field theories. In this proceeding, we will describe the concept of the zeta-regularization, give a simple example and demonstrate that quantum computing can be employed to numerically evaluate zeta-regulated vacuum expectation values on a quantum computer.
Introduction
One of the most fundamental concepts in theoretical physics is the path integral (or partition function in statistical physics) introduced by Feynman [1, 2] which can provide expectation values
tr (U(0, T )) (1.1) of important observables Ω in high energy physics, statistical mechanics and beyond, e.g. in turbulence [3] . In eq. (1.1) U(0, T ) is the time evolution operator of a given physical system
with Texp denoting time ordered exponential and H the Hamiltonian of the considered physical model. A major drawback of the path integral as written in eq. (1.1) is, however, that it is ill defined in general. A well known way out is to formulate the path integral on a discrete space-time lattice in Euclidean time, see e.g. the textbooks in [4, 5] . Although this approach of lattice field theory has been and is still extremely successful in computing physical quantities in QCD and other models of high energy physics, it is very limited in addressing e.g. real time phenomena, questions with a non-zero baryon density or CP violation related to matter anti-matter asymmetry of the universe. These are very important physical questions where, however, a sign problem appears such that standard Markov chain Monte Carlo methods are not suitable. It would therefore be very important and useful to find a regularization of the path integral in a Lorentzian background metric which holds non-perturbatively and which leads to a practical way to evaluate expectation values in the path integral formalism. If such a formalism could be extended to even more general metrics, e.g. curved space, then it would lead to an even more powerful exploitation of the path integral. In this proceeding, following refs. [6, 7, 8] , we present a proposal to provide exactly such a setup. In particular, there are two main messages to convey:
• By a suitable ζ -regularization of the path integral we will obtain a mathematically sound, non-perturbative definition of the path integral which holds in very general metrics and, vacuum expectation values computed within this framework are physical expectation values.
• For the evaluation of the so defined expectation values quantum computations can be used on newly emergent quantum devices.
ζ -regularization
In order to pave the way towards the path integral in the ζ -regularization, we remind the reader of the Riemann ζ -function ζ R (z) which is given by
(2.1)
If we analytically continue ζ R (z), e.g. through the Γ-function, we receive a mathematically well defined definition of ζ R (z) for z = 1. In particular, we can choose z = −1 to find
Although this is clearly a mathematically sound and well controlled result, it is rather counter intuitive. At z = −1 the series in eq. (2.1) is obviously divergent, but nevertheless we obtain a finite number at z = −1. This is surprising and we will come back to this "mystery" when we discuss the physical meaning of expectation values of observables in the ζ -regularized path integral. The concept of the Riemann ζ -function can be extended to operators. Let us look for example at a simple infinite dimensional derivative operator on the torus R/2πZ,
where we performed a Fourier transformation (F.T.) to obtain the sum on the right hand side representing the trace of the operator. Again, being divergent, the series in eq. (2.3) is ill defined. It is, however, possible to define a ζ -trace by introducing a holomorphic family of operators
which for Re(z) < −2 has as a trace
As in the example of the Riemann ζ -function, the series in eq. (2.5), which represents the trace of the operator ϕ(z), can be extended analytically to define the operator ζ -function ζ (ϕ)(z) and tr|∂ | can be evaluated using the induced ζ -trace
Again, we obtain a well defined value for the ζ -trace of the derivative operator but it is certainly not clear at all what the physical interpretation of this result would be. Let us, in the next step, apply the above ideas to the quantity we are interested in, i.e. the time evolution operator
This time evolution operator has a Fourier integral kernel k(x, y) = dr dω(ξ )e ih 2 (x,y,ξ )r 2 +ih 1 (x,y,ξ )r a(x, y, r, ξ )
where we integrate over the spherical coordinates (dω(ξ )) and the radial components (dr) separately. In eq. (2.8) h 1 (h 2 ) correspond to first (second) order differential operators in the Hamiltonian and the a(x, y, r, ξ ) represent the "Fourier coefficients". Using the time evolution operator of eq. (2.8) we can formally define the trace tr(U(0, T )) = dx dr dω(ξ )e ih 2 (x,x,ξ )r 2 +ih 1 (x,x,ξ )r a(x, x, r, ξ ) (2.9) which in general is ill defined since the trace can be (and usually is) divergent. However, following the spirit of the previous examples, we can introduce a family of holomorphic functions g(z) obeying g(0) = 1 which will eventually be used to define the ζ -trace of the Fourier integral kernel. Examples of such functions are the choices g(z) ∝ r z . But, in principle, g(z) can have a much more general form, see e.g. section (2.2). In mathematical language, introducing g(z) means to "gauge" the integral kernel k g (x, y)(z) = dr dω(ξ )e ih 2 (x,y,ξ )r 2 +ih 1 (x,y,ξ )r (ag(z)(x, y, r, ξ )) (2.10)
which allows to define the ζ -trace of the Fourier integral kernel and hence, in turn, the time evolution operator
In a more general setup, as shown in ref. [6] , a family of operators G(z) with the property G(0) = 1 is introduced, gauging the time evolution operator to be of the form U(T, 0)G(z). This too leads to the gauged Fourier integral kernel of eq. (2.10) with the corresponding ζ -trace of eq. (2.11), which in turn allows us to define a ζ -regulated vacuum expectation value
tr (U(0, T )G(z)) .
(2.12)
As proven in [6] the expectation value in eq. (2.12) is now mathematically well defined. However, if we remember the somewhat counter intuitive example of the Riemann ζ -function for z = −1, eq. (2.2), the physical meaning of the so evaluated expectation value Ω in eq. (2.12) is completely unclear at this point.
Main result
The main -and somewhat surprising -result shown in [7] is that we actually obtain the physical vacuum expectation value in eq. (2.12). This statement can be summarized in the following equations where we denote by |ψ 0 the ground state and with |ψ 0 n a discretized version of it, see in particular section 3:
Eq. (2.13) tells us that we obtain the physical expectation value as the limit n → ∞ from the expectation value taken in a Hilbert space H evaluated in a suitable discretization scheme. Eq. (2.14) says that this is equivalent to the expectation value of the gauged observable taken at z = 0 in the n → ∞ limit. Eq. (2.15) states that this is in turn equivalent to the ζ -trace of the path integral, i.e. the ratio of the gauged observable and time evolution operator. Finally, eq. (2.16) connects this to the definition of the ζ -regulated vacuum expectation value. Moreover, the main result given above is independent from the choice of the gauge assuming the assumptions in refs. [6, 7] are fulfilled.
The free Dirac operator example
In order to illustrate the steps that lead to the ζ -regulated vacuum expectation value let us take the example of the free Dirac operator in the continuum
where in the second step we have taken the Fourier transform expressed in radial (r) and spherical (ξ ) coordinates. As a (very simple) gauge, we now consider the holomorphic function
Other choices of gauges gauges are certainly possible. For example, using a positive number δ , one may choose with the second term on the right hand side being zero in the limit z → 0 and T → ∞. Hence, we obtain for free Dirac fermions H = mc 2 . Maybe, this appears to be a most complicated way to obtain the ground state energy of the free Dirac operator, but this simple computation illustrates the steps involved in obtaining ζ -regulated vacuum expectation values through solving -possibly very high dimensional -spherical integrals. More examples can be found in [6, 7, 8 ].
Sketch of proof
In this section, we want to provide a sketch of the proof of the statement that we obtain physical vacuum expectation values. A more detailed and mathematically rigorous proof can be found in ref. [7] which is based on the results in [6] . We start with a separable Hilbert space H and consider the time evolution operator
where H is the Hamiltonian and Texp denotes the time ordered exponential. Our goal is to compute the vacuum expectation value of an observable Ω in the ground state ψ 0 of the Hamiltonian H:
The proof of eq. (3.2) proceeds by introducing nested, n-dimensional subspaces P n [H ] corresponding to orthogonal projections of H (i.e. measurements). These nested sequences are to be taken from a discretization scheme which can be a finite or infinite lattice, a complete set of continuous functions or more general using a Schauder basis [9] . The orthogonal projections P n are to be constructed such that the topology of H is respected (think about topological sectors in QCD). Next, we construct a Hilbert space H 1 which is densely embedded in H . The subspaces P n [H ] are to be contained in H 1 and the gauge G(z) as a well as the gauged observable operator G(z)Ω are to be bounded operators from H 1 to H provided that Re(z) is less than some positive real number.
If we consider a Hilbert space H as a L 2 -space, then H 1 will in general be a Sobolev space W s 2 , i.e. a space of functions that admit derivatives up to order s -where s is to be taken sufficiently large-and have an (integral) norm of order 2, i.e. in one dimension
Sobolov spaces are commonly used in the field of differential equations and we may think of taking the differential operator there (e.g. the Laplace operator) to play the role of the Hamiltonian in our problem.
Having constructed H 1 , we need the orthogonal projections Q n onto P n [H ] in H 1 . This finally allows us to discretize the observable Ω of interest
and correspondingly the discretized time evolution operator
which is then in P n [H ]. Note that by "discretization" we mean here a very general discretization scheme which can be a finite or infinite lattice, a function basis (think of Fourier modes) or elements of a Schauder basis which can can be considered "generalized" Fourier modes once the basis is orthonormalized.
The discretized ground state wave function is obtained by the minimum of the energy, i.e.
where H n = P n HQ n living in P n [H ]. It is then possible to show [6, 7] that the discretized ground state ψ 0 n converges to the true ground state ψ 0 .
In other words, eq. (3.6) states, fairly untrivially, that the discretized theory reproduces the infinite dimensional continuum theory in the limit n → ∞ for a suitably chosen discretization scheme.
In order for this statement to hold, we need the underlying quantum field theory to have an energy gap, that H is self-adjoint, and that H plays the role of a generator of the exponential function in the time evolution operator. In a more general language, the one parameter (here the time t) exponential of an operator is considered as a semi-group and the time-dependent Hille-Yosida theorem (see theorem 5.3.1 in [10] ) states under which condition the operator valued exponential has a well defined meaning, which is based on the spectrum of the considered operator.
In the discretized setup the expectation value of an observable Ω n is given by
which takes over to the discretized gauged observable
Now, through the gauging procedure the operators U(T, 0)G(z)Ω and U(T, 0)G(z) are of trace class in H for Re(z) 0. Furthermore, through the construction of H 1 and H satisfying the Hille-Yosida theorem we can deduce that we can take the limits
tr (U n (T, 0)G(z) n ) → tr(U(T, 0)G(z)) .
(3.9)
These limits allow us now for Re(z) 0 to identify the ζ -regularized vacuum expectation values
(3.10)
In the steps above we needed the condition that Re(z) 0 because (3.9) only holds for traceclass operators. As a last step in the proof we need to extend eq. (3.10) to all values of z with Re(z) < ε when ε > 0 is chosen 1 . For this to be true, we need that G and GΩ are bounded operators for Re(z) bounded by the same positive real number ε again. A second requirement is that the norms G(z)ΩΨ 0 n n∈N and G(z)Ψ 0 n n∈N are bounded for Re(z) < ε with the same ε as above. Under these conditions, the limit in eq. (3.10) holds for all values of z in a subset D ⊆ {z ∈ C; Re(z) < ε} such that the set {z ∈ C; Re(z) < ε and z / ∈ D} contains only isolated points which guarantees the uniqueness of the analytical continuation. In more general terms, the convergence in eq. (3.10) follows from the so-called Vitali Porter theorem 2 see [11] chapter 2.4 which is a convergence theorem, well known in the mathematical literature which, applied to our problem at hand, guarantees the convergence in eq. (3.10). In particular, as we show in [7] , the here proposed ζ -regularized vacuum expectation value fulfills the conditions of the Vitali Porter theorem and hence the convergence in eq. (3.10) holds.
A subtlety in the proof is, whether z = 0 is indeed in the subset D. However, in [7] it was proven that this is indeed the case. As stated in the main result, the fact that we have the convergence of eq. (2.13) we finally can relate the ζ -trace of the gauged, ζ -regulated path integral to the physical expectation value.
A note on the anomaly
The claim of our result in eq. (2.15) is that we can use the path integral in continuous Minkowski space time and obtain finite, well defined expectation values that correspond to the desired physical vacuum expectation values. This leads to the interesting question how the axial anomaly appears in this setup and how chiral gauge theories can be constructed within this approach. The short answer is that, if gauges are used that respect the (chiral) symmetry of the original theory, then the anomaly will appear through the fact that the measure is not invariant. In other words, the derivation of the anomaly will follow closely the construction of Fujikawa in [15] . To make this statement more solid and put it on a rigorous mathematical ground is subject to a work we plan to carry out in the future.
Quantum Computing ζ -regulated vacuum expectation values
The theoretical notion of a mathematically well defined vacuum expectation value in the path integral or in a suitably chosen discretization scheme leaves open the question, how the so obtained vacuum expectation values can be computed in practice. One direction would be to develop highly efficient methods for solving high dimensional integrals in spherical coordinates, along the line of refs. [16, 17, 18, 19, 20] . Another, very appealing and intriguing possibility is to employ quantum computations for this purpose.
In the last years, quantum computers have emerged as promising novel technologies that could be used to solve problems that are extremely difficult or even impossible to address classically. The usage of quantum computers has changed in the last years and superconducting qubit architectures such as the ones at Rigetti [21] , IBM [22] , or D-Wave [23] are now remotely accessible devices which can be programmed in Python with software libraries supplied by the companies. Example programs and instructions can be found on the corresponding web-pages. Also simulators are provided which can be used locally. This makes it easy to develop and test programs for correctness. The simulators also have the option to switch on noise which provides good estimates of the performance on the real hardware.
Such a setup allows to use quantum computers "easily" nowadays and provides the opportunity to test the potential of quantum computing for the particular problem one is interested in. For our case of ζ -regularized vacuum expectation values we will employ the method of variational quantum simulation, as explained in more detail below, for the problem of the 1-dimensional hydrogen atom. For the calculation we will actually employ eq. (2.13) of the main result stated above. This means that we will use a suitable discretization scheme to quantum compute the expectation value of the Hamiltonian of the 1-dimensional hydrogen atom in the ground state. 
One dimensional hydrogen atom
As anticipated above, as an example for a quantum computation we will consider here the 1-dimensional hydrogen atom with the Hamiltonian
where we restrict ourselves to the interval (−π, π). The Hilbert space is L 2 (−π, π) and the orthogonal projection P n maps onto the finite dimensional linear space
and where ϕ k (x) = 1 √ 2π e ikx . The matrix elements of the 1-dimensional Hamiltonian of the hydrogen atom can be computed analytically and we obtain for k = l ϕ k , Hϕ k = k 2 2m + qπ 4 (4.3)
and for k = l ϕ l , Hϕ k =
Having these matrix elements at hand, we can construct the full matrix which can be exactly diagonalized, if the dimension n is not too large. In fig. 1 we show the relative error of the lowest eigenvalue, i.e. the ground state energy, with respect to the largest dimension n = 1024 we have used. The nice result of fig. 1 is that we see an exponentially fast convergence to the n = ∞ ground state energy. This is a promising result since it points to the possibility that in practice only a small number of qubits are required to obtain the ground state energy and wave function to a good accuracy.
In order to write the Hamiltonian of the hydrogen atom in a form that can be used on a quantum computer, we need to write it in terms of the Pauli matrices σ 1 = σ x , σ 2 = σ y , σ 3 = σ z , and σ 0 = 1 2⊗2 such that the set σ 0 , σ 1 , σ 2 , σ 3 span a Pauli basis
with the exponent of four appearing because we have, in general, the possibility of all four matrices from the set σ 0 , σ 1 , σ 2 , σ 3 .
Having the matrix elements of eq. (4.4) at our disposal we can now project them onto the Pauli basis, and obtain the qubit Hamiltonian H Q . Note that H Q corresponds to H n with n = 2 Q in eq. (3.3)
H Q is now suited to be implemented on a quantum computer. The steps described above and the qubit Hamiltonian in eq. (4.6) are very general and can be used when the matrix elements ϕ l , Hϕ k can be evaluated for a given Hamiltonian H. However, it needs to be stressed that in simpler cases, e.g. when employing the Ising or the Heisenberg model, the qubit Hamiltonian can be constructed in a much more direct and simpler way.
Variational quantum simulation
One frequently used way to obtain the ground state energy and wave function on a quantum computer is the method of variational quantum simulations see, e.g. [24] . In this approach, an initial state vector |Ψ init is generated first. On this state vector a sequence of gate operations is applied which are single qubit unitary operations e −iSθ depending on a parameter θ and with S being the Pauli matrices or, e.g., a Hadamard gate. Moreover, we can have entanglement gates such as a (parametric) CNOT gate.
In this way, a state vector |Ψ( θ ) depending on all parameters of the applied unitary gate operations is generated,
(4.7)
Defining R j := e −iS ( j) θ j a (energy) cost function C can be computed
The goal is then to minimize this cost function over the vector of parameters θ . The employed strategy is to evaluate the cost function on the quantum computing hardware while the minimization over the variational parameters is performed on a classical computer.
In our original work [7] , we tried to use the libraries that were provided in the python software package of Rigetti to minimize the cost function built form the 1-dimensional hydrogen Hamiltonian, see refs. [25, 26] for a discussion of variational eigensolvers within the Rigetti framework. However, in todays NISQ (Noisy Intermediate Scale Quantum computers) area, we were not successful to obtain any meaningful result on the real hardware.
We therefore resorted to a more straightforward method consisting of a sequential update of single parameters θ k . In particular, we divided each θ k ∈ [0, 2π] into N steps
with ε < π/N some random noise. We then visited each θ k separately, minimized the energy for this θ k and proceeded to the next angle. Sweeping in this way several times over all angles θ k allowed us to eventually obtain the targeted minimum of the cost function in eq. (4.8).
For the quantum hardware computations we used Rigetti's 8 qubit Agave chip. In particular, we selected the qubit with the best measured fidelity and implemented the qubit Hamiltonian of eq. (4.6). While this approach worked for 1 qubit successfully and we could obtain an about 95% accuracy for the ground state energy, we were not able to achieve a significant result for 2 qubits.
In order to improve this -rather disappointing-result we implemented a gradient descent algorithm to find the minimum of the cost function in eq. (4.8). The gradient of the cost function can be obtained through the differentiation with respect to the parameters θ k and the gradient vector can then actually be computed on the quantum hardware itself.
Let us for illustration purposes consider the cost function for 2 unitaries only
Then the gradient vector is obtained as
(4.11) E.g., the derivative with respect to θ 1 is given by
where we commuted the Pauli matrix σ 1 through the unitaries, when necessary. This means that we can re-use the already generated state vector and measure (iσ 1 ) † H + H(iσ 1 ) directly on the quantum hardware. A gradient descent algorithm can then be constructed to obtain a new state vector θ new through
with a tunable learning rate η. Note that the steps above can be generalized to much more complicated circuits. For example, when a CNOT gate is used, it can be expressed in terms of Pauli matrices again. Hence, the Pauli matrix originating from a differentiation can again be commuted through the CNOT entanglement gate and we find a similar structure as in eq. (4.12), although with a more complicated operator to be measured for the evaluation of the gradient. With the approach of this global gradient descent algorithm and Rigetti's new hardware [21] we could get results also for 2 qubits with a 90% fidelity for the ground state wave function. However, the 3-qubit case was unfortunately not successful. In addition, the global algorithm sketched above is suitable for a small number of qubits only. For many qubits, the measurements become very difficult since the scaling of the algorithm is exponential. Hence, alternative new methods and algorithms need to be developed and work in this direction is in progress.
Conclusion
In this proceeding we have shown that the ζ -regularization leads to a mathematically well defined, non-perturbative expression of Feynman's path integral in a Minkowski (or more general) metric. Within this ζ -regularization vacuum expectation values can be computed and we sketched a proof that these are the physical vacuum expectation values.
From a practical side, a vacuum expectation value can be computed in two ways based on our main result, eqs. (2.13)-(2.16). When using eq. (2.15) in the Fourier integral kernel representation a high dimensional spherical integral needs to be solved. When employing eq. (2.13) the vacuum expectation value is obtained through a limit procedure of an appropriate discretization scheme. Here, the ground state energy and wave function can be computed -at least in principle-either by tensor network methods or by employing a quantum computer, see ref. [27] and ref. [28] for applications in high energy physics, respectively.
In the present work we evaluated the ground state energy of a 1-dimensional hydrogen atom on a quantum computer through the hybrid classical-quantum approach of a variational quantum eigensolver. Although we could demonstrate that this method works in practice to compute the energy as a vacuum expectation value, the number of qubits that we could use has been very small.
The here presented framework of the ζ -regularization of the path integral is still novel and only very first steps have been taken to explore this approach to quantum field theories. In order to develop both, the conceptual as well as the practical aspects of the ζ -regularization further, a number of main steps (our "wishlist") need to be developed in the future:
• It would be very desirable to explore more problems where the ζ -regularization can be exploited from a theoretical point of view. Examples are the application in perturbation theory, curved space-time, or looking at chiral gauge theories.
• From a practical side, in order to evaluate the ζ -regulated path integral, efficient methods are needed to solve high-dimensional spherical integrals to obtain expectation values of physical observables in a quantitative way.
• Working in a Hamiltonian approach using a suitable discretization scheme, novel algorithms for tensor networks and quantum computations need to be developed. In particular, in the latter case algorithms are needed which are efficient, scalable, and robust against errors of the used quantum device.
• Finally, better quantum hardware need to be built with a high qubit fidelity and optimally even with error correction.
