Abstract: In this study, three anti-inflammatory agents, namely ibuprofen, indomethacin and naproxen, were titrated potentiometrically using tetrabutylammonium hydroxide in acetonitrile solvent under a nitrogen atmosphere at 25 °C. MATLAB 7.0 software was applied for data treatment as a multivariate calibration tool in the potentiometric titration procedure. An artificial neural network (ANN) was used as a multivariate calibration tool in the potentiometric titration to model the complex non-linear relationship between ibuprofen, indomethacin and naproxen concentrations and the millivolt (mV) of the solutions measured after the addition of different volumes of the titrant. The optimized network predicted the concentrations of agents in synthetic mixtures. The results showed that the employed ANN can precede the titration data with an average relative error of prediction of less than 2.30 %.
INTRODUCTION
Ibuprofen, indomethacin and naproxen are widely used clinically as non-steroidal anti-inflammatory agents. Their chemical structures are presented in Fig. 1 . Several analytical methods have been reported in the literature for the determination of ibuprofen, indomethacin and naproxen in pharmaceutical preparations, including: flow-injection analysis -FTIR, 1 high performance liquid chromatography 2 and a potentiometric titration method for ibuprofen; spectrofluorimetry, 3 titrimetric methods 4, 5 and spectrophotometric methods 6, 7 for indomethacin; chemiluminescence, 8 capillary electrophoresis, 9,10 spectrofluorometry 11 and high performance liquid chromatography 12, 13 for naproxen.
The European Pharmacopoeia describes methods for the routine analysis of these anti-inflammatory agents in pure form or in pharmaceutical formulations. The described volumetric methods, however, have some disadvantages. They are time consuming with poor precision and sensitivity and chemical indicators 14 are used for the end-point determination in the presence of colored or non-soluble excipients in the drug formulations. Potentiometric titrations are usually accurate but rather time-consuming and not suitable for the determination of very small quantities. A frequently encountered difficulty lies in the end-point determination, which arises from unstable electrode potentials.
Cl
Artificial neural networks (ANN) analyses are currently recognized as an effective and advantageous way to handle complex data and solve problems of non-linear calibration, pattern recognition, classification, prediction, and other related fields in analytical chemistry. [15] [16] [17] [18] [19] [20] [21] The corresponding non-linear multivariate maps use a non-linear transformation of the input variable to project inputs on to the designated attribute values in the output space. The strength of modeling with layered, feed-forward ANN lies in the flexibility of the distributed soft model defined by the weights of the network. Both linear and non-linear mapping functions can be modeled by suitably configuring the network. Multilayer, feed-forward neural networks trained with a back-propagation learning algorithm have become an increasingly popular technique. [22] [23] [24] The non-linear relationship between mV and analyte concentration can be modeled by an ANN. In this study, a three-layer ANN was used with a back-propagation of error algorithm for modeling the complex relationship between mV and concentration through a multi-component titration. In order to decrease the number of data points, the data were factor analyzed before entering into the ANN. The original data were used as the input of the neural network. The method was applied to the simultaneous determination of ibuprofen, indomethacin and naproxen in their ternary mixtures and satisfactory results were obtained.
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There are a number of publications on multivariate analysis, including: PLS and ANN for ibuprofen; 25, 26 PLS and ANN for indomethacin 27, 28 and PLS for naproxen. 29, 30 However, no reports dealing with artificial neural networks of multicomponent analysis for ibuprofen, indomethacin and naproxen together have hitherto appeared.
EXPERIMENTAL

Apparatus
The electrode potentials were measured using a Hanna 9321 Microprocessor pH meter. A glass-silver chloride electrode system was used and the silver-silver chloride electrode was modified by replacing the saturated aqueous KCl solution with a saturated solution of KCl in methanol. All titrations were performed manually, under a nitrogen atmosphere at 25 °C.
Materials
Ibuprofen, indomethacin and naproxen, obtained from Refik Saydam Hygiene Centre (Ankara, Turkey), were chemically pure laboratory working standards having a purity of 99.6, 99.9 and 99.2 %, respectively.
Ibu-600 (Sifar) was labeled as containing 600 mg ibuprofen per tablet. Endol (Deva) was labeled as containing 25 mg indomethacin per capsule. Approwell Fort (Ali Raif) was labeled as containing 550 mg naproxen per tablet.
Potentiometric titration procedure
In a typical titration, a suitable amount of an individual drug agent or a mixture was placed in a 50 ml vessel and 5 ml 2-propanol was added to the solution. The solution was stirred and titrated with 0.0200 M tetrabutylammonium hydroxide solution using a micro-burette. The mV was recorded after each 0.02 ml addition of the titrant. For each solution, at least 70 data points were recorded.
Solutions of the pharmaceutical formulations
Capsule: Ten Endol capsules were weighed, and their average contents were calculated. The contents were pooled and powdered, and the required amount of this powder was accurately weighed and dissolved in 20 ml of acetonitrile as solvent.
Tablets: Ten or twenty Approwell Fort or Ibu-600 tablets were weighed and their averages were calculated. All the tablets were pooled and powdered, and the required amount of this powder was accurately weighed and dissolved in 20 ml of acetonitrile.
Methodology
A feed-forward ANN model with four layers of nodes was constructed as in Fig. 2 . An artificial neuron is the building component of an ANN designed to simulate the function of a biological neuron. The arriving signals, called inputs, multiplied by the connection weighted (adjusted) are first summed (combined) and then passed through a transfer function to the output of that neuron. The activation function is the weighed sum of the neuron's inputs and the most commonly used transfer function is a sigmoid function (Fig. 2) .
A logistic function was used as the activation function in the neural network. The training and testing data sets must be normalized into the range 0.1-0.9. The input and the output data sets were normalized using the following equation:
where X N is the normalized value of a variable (the network input or the network output), X is the original value of a variable, and X max and X min are the maximum and minimum original values of the variables, respectively. In order to produce sufficient data for training and testing of the model shown in Fig. 2, 9 different standard solutions were prepared using different concentrations of the agent and each standard solution was subjected to potentiometric titration. Randomly chosen 945 data pairs from these 1260 data pairs were used in the training of the neural network and the rest of the data were used in the testing. The root mean square error values were calculated from the following equation to prove quantitatively the accuracy of the testing results of the neural network models:
where N is the number of testing data and ' X 1 is the target value. MATLAB 7.0 software was used to construct the ANN models which have a sigmoidal logistic function with a back propagation of error algorithm. For this neural network modeling, an input layer, one or two hidden layers and an output layer were used.
RESULTS AND DISCUSSION
Ibuprofen, indomethacin and naproxen were directly titrated potentiometrically in acetonitrile with tetrabutylammonium hydroxide as the titrant. The mV titration curves of these agents and their mixtures are shown in Figs. 3 and 4 . It is obvious that the titration curves of these three agents seriously overlap. To obtain the best network performance, the optimal network architecture and parameters must be chosen. Studies of the network structure include the selection of the number of layers and number of nodes in each layer. The number of layers used for this neural network modeling was three, i.e., an input layer, one or two hidden layers and an output layer. As can be seen from Fig. 2 , two neurons were used in the input layer, i.e., the mV and volume of the titrant (ml), and those of the hidden layer were optimized for each solution of the agents and mixtures. The titrant volume and mV value of the solution were considered as independent variables of the potentiometric titration method. Therefore, these variables were used as input variables in the network architecture. Various neural network models, which have the logistic function, were trained and tested. In this step, the number of the hidden layer units of the network was determined by performance evaluation of the network models, defined in Table I . According to the RMS errors given in Table I , the NN5 2-16-8-3 model which performs best on a testing data set was selected as neural network model to predict the concentrations of the agent. Parity plots of the predicted values of the acid concentrations from the NN5 model and those experimentally observed for the training data set are shown in Fig. 5 . The correlation between the outputs of the NN5 model and the target values from the actual values for the testing data set are presented in Fig. 6 . Predictions with a RMS error of less than 0.001 for all acids indicated that each agent concentration in a given solution was accurately predicted using the NN5 model. In addition, there is a good agreement between experimentally observed results and predicted results from the model structured (see Figs. 5 and 6). Furthermore, several additional solutions were prepared and titrated to validate the selected model. Experimental results and estimated results from the model are given in Table II , from which it can be seen that the error in the obtained estimation was at a negligible level. The percent relative standard error of prediction varied between -7.9 and 5.6. The low average relative error of prediction (< 2.30 %) indicates that the employed networks can properly process the titration data and model the complex relationship between the concentration of the agents in the mixture and the mV data at different volumes of the titrant. 
