Due to posture, blurring, occlusion, and other problems, person re-identification(Re-ID) remains a challenging task at present. In this paper, we combine the advantages of pose estimation and attention mechanism to better solve these problems with better performance, which combines pose and attention with two-stream network. Our proposed method mainly consists of two parts. 1) Spatial Features with Fusion Multi-Layer Features and Attention: the same pedestrian presents different gestures under different camera angles, indicating that the simple spatial information is no longer reliable. Therefore, it becomes important to distinguish view invariant features from multiple semantic levels. As a consequence, we fusion the mid-level and high-level features, and then correlate global information through self-attention. Due to fusion the mid-level and high-level features, semantic information is more abundant, which enables the attention mechanism to better focus on the important areas of the picture; 2) Aggregation Attention Stream and Pose Estimation Stream Features: although self-attention mechanism can automatically pay attention to the important areas of the image, it may pay too much focus on the prominent parts of the body and ignore the edge information of the body. Hence, the guidance of pedestrian posture is needed to make self-attention better able to pay attention to all parts of the body. Finally, we use bilinear pooling aggregates the features of two-stream as the final features. We do not use any data enhancement and re-ranking methods to achieve the rank = 1 accuracy of 93.3% and 85.5% in Market1501 and DukeMTMC-reID datasets, respectively, which indicates the effectiveness of our method.
I. INTRODUCTION
Person re-identification(Re-ID) is a technology that use computer vision technology to judge whether there is a specific pedestrian in the image or video sequence. Person re-identification is widely considered as a sub-problem of image retrieval. Given a pedestrian image under a camera, the retrieval of the pedestrian image under a cross-camera is performed. Person re-identification aims to make up for the visual limitations of the current fixed cameras, and can be combined with pedestrian detection/tracking technology, which can be widely used in video monitoring security and other fields.
In recent years, with the continuous development of deep learning, the related work of person re-identification task using deep learning method is emerging one after another. But
The associate editor coordinating the review of this manuscript and approving it for publication was Jia Wu. in the real environment as surveillance cameras in wide-angle mode, resolution is very low, and unstable lighting condition, and the change of the human body posture, and occlusions, makes the Re-ID is still a challenging task. The human body has a large number of degrees of freedom, a single arm has seven degrees of freedom, determines the flexibility of the person. But it is precisely because of this reason that the range of human posture changes under the camera is too large, which greatly increases the difficulty of Re-ID. Occlusion makes network pay attention to the wrong location information and learn a lot of noise, leading to the wrong identification of pedestrians. Fig. 1 introduces some typical challenges.
Pose-variation is a big problem for Re-ID, the same identity presents significantly different poses in different camera views, which suggests that the simple spatial information is not reliable any more. Therefore, Re-ID learning to discriminate view-invariant features becomes very important Overview of the model. The network architecture mainly contains a two-stream network and a bilinear pooling. In attention stream, we concatenate the features of inception-3b, inception-4d, and inception-4e layer of GoogleNet, and then through self-attention to extract appearance features is denoted as α. The features of the part extracted by pose estimation stream through the front three stages of OpenPose is denoted as β. After, the appearance features α and the part features β by bilinear pooling are denoted as f 1 . Finally, the features f 1 is by 2 -norm to get the final features f 2 .
from multiple semantic levels: low-level semantic information (such as color and texture, etc.) is equally important as high-level semantic information (such as backpack and gender, etc.). However, most existing Re-ID models only utilize the output of the high layer feature.
In this paper, our goal is to extract locally prominent potential properties from the selected middle layer to obtain richer cross-domain image matching representation. The middle layer feature map contains valid domain-invariant discriminate features. The separate middle layer feature is complementary to the final output layer and can be directly fused with it.
The attention mechanism can automatically focus on important regions, with the fusion of the mid-level and highlevel features, semantic information is more abundant, which enables attention to better focus on important areas. But it may focus too much on prominent regions of the body, such as coats and trousers, and not enough on other parts of the body, such as the feet and hands. Therefore, the guidance of pedestrian posture is needed to make attention can better pay attention to parts of the whole body and improve the accuracy.
Hence, in this paper, we combine the advantages of pose and attention to better solve these problems. Our model by a two-stream network and an aggregation of module: 1) These two-stream network includes the attention stream and the pose estimation stream, respectively; 2) The aggregation module first generates the body part-aligned features by calculating the bilinear pooling of the appearance and part descriptors at each location, and then spatially averages the local part-aligned descriptors. Fig. 2 shows the framework of the proposed model.
The main contributions of this paper are as follows: 1)The combination of appearance features and pose features can solve the problem of pedestrian misalignment; 2)The midlevel and high-level features are fused to capture the distinguishing features of different semantic layers to solve the problem of spatial information failure caused by too much change in pedestrian posture; 3)Combine pose and attention to solve the problem of too much attention to noise caused by the lack of guidance from body parts.
The rest of this paper is introduced as follows: Sec.2, we will introduce some related work. Sec.3, we will introduce the main parts that constitute the model architecture. Sec.4, we will analyze a series of experimental results. Sec.5, we will make a summary of the paper. Sec.6, is acknowledgement.
II. RELATED WORK A. REPRESENTATION-BASED RE-ID
Often seen as classification/identification or verification problems: 1) The classification/identification problem was the use of pedestrian ID or attribute as the label to training model; 2) The verification problem was to input a pair of pedestrian images and let the network learn whether the two images belong to the same pedestrian. Geng et al. [22] used classification/identification loss and verification loss to train the network. Lin et al. [23] believed that pedestrian ID information alone was not enough to learn a model with strong generalization ability. They added attributes such as gender, backpack, and clothing to the pedestrian images. The representation-based approach was a very commonly used and robust pedestrian recognition approach [24] . However, representation-based approach was easy to overfit in the domain of the datasets, and it becomes weak when the pedestrian ID increases to a certain extent.
B. ATTENTION-BASED RE-ID
The attention mechanism allows the network to automatically focus on important regions, but it may focus too much on prominent regions of the body, such as coats and trousers, and not enough on other parts of the body, such as the feet and hands. Li et al. [4] proposed a novel Harmonious Attention CNN model for jointing learning of hard regional attention and soft pixel attention along with simultaneous optimisation of feature representations, dedicated to optimise misalignment images of the Re-ID datasets. Si et al. [6] formulated a dual attention mechanism, in which both intersequence and intra-sequence attention techniques are used for feature alignment and feature refinement, respectively. Xu et al. [11] represented body parts by confidence maps, which were estimated using attention mechanism. However, this method lacks guidance on the position of body parts in the training process and cannot always pay attention to some parts of the body.
C. POSE-BASED RE-ID
In order to solve the problem that different parts of the body were not aligned in space in the images of different people, a relatively new method was to detect the parts of the body (trunk, limbs, etc.) before matching, so as to reduce position error. SpindleNet [14] used 14 key points of human body to extract local features, and directly used these key points to find out the Region of interest (ROI).
Wei et al. [3] proposed a global-local-alignment Descriptor to solve the problem of pedestrian posture change. Similar to SpindleNet, GLAD used the extracted body key points to divide the image into three parts: head, upper body, and lower body. Zheng et al. [15] employed the pose invariant embedding(PIE) to reduce pedestrian misalignment problem. To handle the same problem, Sarfraz et al. [13] integrated both the coarse and fine pose information of the person to learn a discriminative embedding. But Re-ID standard datasets did not have sufficient data for pedestrian pose transformation. As a result, Liu et al. [12] proposed a method to use several predefined common postures to generated more training data. That were valid for the insufficient images of the Re-ID datasets, but the model structure was too complex.
D. METRIC-BASED RE-ID
The Metric-based method was widely used in image retrieval. Different from representation-based approach, it aims to learn the similarity of two images through the network. In terms of pedestrian recognition, the similarity of different pictures of the same pedestrian was greater than that of different pictures of different pedestrians. Finally, the loss function of the network makes the distance of the same pedestrian image(positive sample pair) as small as possible, and the distance of different pedestrian image(negative sample pair) as large as possible. Common methods for measuring learning loss include Contrastive loss [25] , Triplet loss [10] , Quadruplet loss [26] , Margin sample mining loss (MSML) [27] .
E. DATA AUGMENTATION BASED RE-ID
A very big problem for Re-ID is the difficulty of data acquisition. The largest Re-ID dataset at present was only a few thousand pedestrian ids, with tens of thousands of pictures (the sequence is assumed to be only one). Therefore, Zheng et al. [28] was the first paper that used GAN to did Re-ID work. Although the paper was relatively simple, the image quality generated was not very high and can even be described as miserable. Another problem was that the image was generated randomly, that was to say, no label can be used. However, as the first paper, GAN was used to generate pedestrian images to make up for Re-ID insufficient dataset, which leaded to a series of good work later. Zhong et al. [29] was an improvement on the previous one. GAN graph in the previous paper was still random, but in this paper it became a controllable graph. Another problem for Re-ID was that different cameras have bias, which may come from various factors such as light and angle. In order to overcome this problem, GAN was used to transfer pictures from one camera to another. In addition to camera bias, Re-ID also had a problem that the dataset had bias, which was largely caused by the environment. To overcome this bias, Wei et al. [30] used GAN to transfer pedestrians from one dataset to another. Generally speaking, GAN's mapping was designed to solve Re-ID's difficulties from a certain angle.
If there was something missing, GAN should make up for it, which was a means of data enhancement.
III. OUR APPROACH A. SPATIAL FEATURES WITH FUSION MULTI-LAYER FEATURES AND ATTENTION
Pose-variation is a big problem for Re-ID, the same identity presents significantly different poses in different camera views, which suggests that the simple spatial information is not reliable any more. Therefore, Re-ID learning to discriminate view-invariant features becomes very important from multiple semantic levels: low-level semantic information (such as color and texture, etc.) is equally important as high-level semantic information (such as backpack and gender, etc.). However, most existing Re-ID models only utilize the output of the high layer feature.
We finally fusion inception-3b, inception-4d, and inception-4e layer features has the best performance, and Fig. 3 shows the details, which can be expressed in the following equation.
where, f (x 3b ), f (x 4d ), and f (x 4e ) represent the features of inception-3b, inception-4d, and inception-4e layer respectively, and ξ represents the featre of 1840 dimension of concatenating threse three layers. The ϕ(ξ ) represents the 1 × 1 convoution layer. Through the ϕ(ξ ), the feature is reduced to 512 dimension in (2) . The function of the self-attention mechanism is to focus on important areas in the image automatically and to learn the long-range dependency between pixels, and consider global information instead of local information like the convolution layer. Due to fusion the mid-level and high-level features x, semantic information is more abundant, which enables selfattention to better focus on important areas.
The features from the previous layer x ∈ R C×N are first transform into two feature spaces f (x), g(x) to calculate the attention, and γ j,i indicates the extent to which the model attends to the i th location when synthesizing the j th region. Then the output of the self-attention layer is o = Firstly, self-attention is to divide x of fusion the mid-level and high-level features into three branches through the 1 × 1 convolution layer respectively to get f (x), g(x), and h(x), whose sizes are respectively (C/8, H , W ), (C/8, H , W ), and (C, H , W ). C, H , and W represents the number of channels, height of features and width of features, respectively.
Secondly, the height and width of f (x) and g(x) flatten as an N-dimensional vector (N = H × W ). Then, the f (x) transpose and g(x) matrix times, get an N × N matrix as S ij . That is, H × W feature map on each pixel associated matrix, and after softmax attention map as γ j,i in (3).
Finally, the final self-attention map is obtained by multiplying the attention map and h(x) as o j in (4). That is, each pixel is associated with the entire feature map.
B. AGGREGATION ATTENTION STREAM AND POSE ESTIMATION STREAM FEATURES
The self-attention can automatically focus on important regions, but it may focus too much on prominent regions of the body, such as coats and trousers, and not enough on other parts of the body, such as the feet and hands. Therefore, the guidance of pedestrian posture is needed to make self-attention can better pay attention to parts of the whole body and improve the accuracy.
Algorithm 1 Framework of the Proposed Algorithm Input:
A probe person image p; A gallery person image q; The total of epoch E; e = 0.; Output:
Parameter θ ; 1: for e < E do 2: Solve (1) and (2) to obtain x of fusion the mid-level and high-level features; 3: Solve (3) and (4) to obtain the feature o j that relates the entire feature map through self-attention; 4: Extract appearance features in attention stream is denoted as α and extract part features in pose estimation stream is denoted as β; 5: Solve (5) and (6) to get the final features f 2 ; 6: e + 1 ← e; 7: Solve (7) to obtain L th (θ); 8: Update the gradients of ∂L th (θ) ∂θ ;
9:
Update the parameters θ. 10: end for
The input images are re-scale to 192 × 96, obtain the 24 × 12 sized 512 dimension features by attention stream is denoted as α. In terms of the speed of the model, we use OpenPose [8] trained parameter matrix for initialization to extract pose features in pose estimation stream, with the purpose of assisting the appearance features to better define the body parts. The part extracted obtain 24 × 12 sized 128 dimension features by pose estimation stream through the front three stages of OpenPose network is denoted as β.
After bilinear pooling [18] , the features of appearance feature α and part feature β to aggregate the two feature maps into 512 dimension features are denoted as f 1 in (5). Finally, the features f 1 is by 2 -norm to get the final features f 2 in (6), Fig. 2 shows the details. The results in Table 3 and Table 4 show that our idea of combining attention and pose through a two-stream network is correct and good accuracy is achieved.
We use the standard triplet loss to train the network in this paper. Where q a , q p , and q n represent the query images, the positive image and the negative image in each batch, respectively. Where (q a , q p ) are a pairs of the same pedestrian images and (q a , q n ) are a pairs of different pedestrian images. The triplet loss function is formulated as follows.
where m represents margin, N represents the pedestrian images in each batch and D(:, :) function represents the Euclidean distance of a pair of pedestrian images.
IV. EXPERIMENTS A. DATASETS
We train and test a two-stream network end-to-end on two holistic person datasets, including Market1501 [20] and DukeMTMC-reID [2] . Market1501 contains 32,668 annotated bounding boxes of 1,501 person identities captured by six cameras(including 5 high-resolution cameras, and one low-resolution camera) in front of a supermarket in Tsinghua University. The provided pedestrian bounding boxes are detected by Deformable Part Model (DPM) [5] . The training set contains 12,936 images from 751 identities and testing set contains the other 19,732 images from 750 identities.
DukeMTMC-reID contains 36,411 images from 1,812 person identities captured by eight different high-resolution cameras. There are 1,404 identities appear in more than two cameras and the other 408 identities are regarded as distractors. Training set contains 702 identities and testing set contains the rest 702 identities, with an average of 23.5 pieces of training data for each person. The DukeMTMC-reID dataset is a large-scale heavily labeled multi-target multicamera tracking dataset. With the access to all information (full frames, frame level ground truth, calibration information, etc.), this dataset has a lot of protentials.
B. EVALUATION METRICS
In order to evaluate the performance of the model, we use both the cumulative matching characteristics(CMC) and mean average precision(mAP) to evaluate the accuracy. This is the mainly performance evaluation method in the field of Re-ID. The CMC score measures the quality of identifying the correct match at each rank. Nonetheless, CMC cannot measure how well all the images are ranked, for multiple ground truth matches. Hence, we report the mAP scores for Market1501 and DukeMTMC-reID, where more than one ground truth images are in the gallery. The mAP is calculated by averaging the area under the precision-recall curve over all probe images.
C. IMPLEMENTATION DETAILS
We implement our model using the PyTorch framework and our model are train and test on Linux with NVIDIA TITAN V. In this paper, we do not use any data enhancement methods to ensure the fairness and effectiveness of the experiment. The backbone network in attention stream is the GoogleNet [21] model pre-trained on ImageNet [7] and in pose estimation stream is use OpenPose [8] network pre-trained weights for initialization, which are trained from a standard pose estimation dataset. In the actual training process, only the attention stream of network is gradient propagated, so the human key point dataset is not required. In training phase, the input image is re-scaled to 192 × 96, the 24 × 12 spatial features are generated by attention stream. At the same time, the 480 dimension features of the inception-3b layer, the 528 dimension features of the inception-4d layer, and concatenate the 832 dimension features of the inception-4e layer, the 1840 dimension features are obtained. Finally, by the 1 × 1 convolution layer is reduce the dimension to 512, and then through self-attention is denoted as α, show in Fig. 3 . The part extracted obtain 24 × 12 sized 128 dimension features by pose estimation stream through OpenPose network is denoted as β. Visualization of the attention stream maps and pose estimation stream maps, show in Fig. 4 . After bilinear pooling [18] , the features of appearance feature α and part feature β to aggregate the two feature maps into 512 dimension features are denoted as f 1 . Finally, the features f 1 is by 2 -norm to get the final features f 2 show in Fig. 2 .
In addition, the mini-batch size is set to 180, in which each identity has 10 images, and the insufficient ones repeat the person's existing pictures. What's more, we use the SGD optimizer with the momentum is set 0.9 and triplet loss [10] margin is set to 0.2 based on experience and weight decay is set to 2 × 10-4. The initial learning rate is 0.01, the learning rate decrease 5 times per 200 epoch, and the total training takes 750 epochs.
D. RESULTS AND ANALYSIS 1) COMPARISON ON DIFFERENT SIZE OF INPUT IMAGES
The input images is 160 × 80 in baseline [9] , we change it to the size of 192 × 96, and finally we can get a larger feature to help improve the performance of the model. We can see from Table 1 that when the input picture is slightly expanded from 160 × 80 to 192 × 96, mAP significantly increases by 1.4% and rank = 1 increases by 0.4% on the Market1501 dataset. Similarly, the improvement in DukeMTMC-reID dataset mAP also significantly increased by 1.1%, and rank = 1 increased by 0.6%. When the input picture is 192 × 96, a 24 × 12 feature map is obtained through the network; when the input picture is slightly expanded to 160 × 80, TABLE 1. Comparison on different size of input images (r = 1 : rank = 1 and mAP : mean average precision). a 20 × 10 feature map is obtained through the network. You can see that the last feature can be significantly improved by just expanding it a little bit. So all the experimental input images in this paper is 192 × 96. Theoretically, the input images can be changed to a larger size, but the GPU memory limit is not expanded. Table 1 shows the modified result details.
2) RESULTS IN FUSING DIFFERENT LAYERS
In attention stream, we only use the front four layers of GoogleNet. In the first step, we compare the third layer (inception-3a and inception-3b) and the fourth layer (inception-4a, inception-4b, inception-4c, and inception-4d) by concatenate the features of inception-4e layer, and then the dimension reduction by 1×1 convolution. The fusion results of inception-3a, inception-3b, and inception-4a with inception-4e are the greatest improvement of baseline compared with other layers. In the second step, we focus on the fusion of other layers on the basis of the relatively good effect of the first step, and find that the rank = 1 of the results of the fusion of inception-3b, inception-4d, and inception-4e reaches 93.3%, and the mAP reaches 81.6%. In the third step, we try to the results better in the first step with inception-3a, inception-3b, and inception-4a layer of fusion with inception-4e, as well as the highest rank = 1 and mAP in the second step the intersection of two kinds of the fusion results are compared, the results without further improvement and when the fusion layer too much GPU memory consumption is too large, so we do not have to try more layers. Finally, we select the highest fusion mode rank = 1. Although the fusion result of mAP is 0.1% lower than that of inception-3b, inception-4a, and inception-4e, but rank = 1 improves 1.1%. The fusion results of inception-3b, inception-4d, and inception-4e levels improved by 0.8% and 1.1% compared with rank = 1 of baseline, which is sufficient to demonstrate that the integration of mid-level and high-level features can significantly improve the accuracy of the model. We conduct a series of experiments on it and select the highest fusion mode with rank = 1. Our final model concatenate the features of inception-3b, inception-4d, and inception-4e layer. It is to learn a feature representation containing both the mid-level and high-level semantic information which are beneficial for Re-ID. In Table 2 , we use the input images of 192 × 96 and add self-attention on the basis of baseline. Table 2 shows the fusion results of different layers. Table 3 shows the results of our method on the Market1501 dataset in single query. Single query means that only one VOLUME 7, 2019 image per person exists in the probe set. As for the SVDNet [17] and APR [19] methods that only use the highlevel feature information, our method has obvious advantages, which indicates that it is difficult to achieve a relatively high of recognition accuracy without other auxiliary means only relying on the high-level feature. For a series of methods based on pose correction for pedestrian position, compared with the method only using the high-level features, there is a certain improvement, which shows the effectiveness of the pose based Re-ID method. For attention-based methods, the model can better focus on useful positions, and the performance has been further improved compared with the previous two methods, but the marginal position of human body may be neglected. Therefore, we choose to combine the advantages of the two ways of pose and attention, and find the shortcomings of the first method, the lack of information of low-level features. Hence, compared with the other methods in the table, our final method achieves the best performance 81.6%, 93.3%, 97.3%, and 98.3% on mAP, rank = 1, rank = 5, and rank = 10. And relative to baseline, our final method achieves the improvement of 0.9% mAP and 1.5% rank = 1 accuracy. In addition, compared with the baseline, our model add self-attention, although the accuracy decreased by 0.2% on mAP, but improved by 0.7% on rank = 1, which is still show the effectiveness of self-attention. On the basis Table 4 shows the results of our method on the DukeMTMC-reID dataset in detail. The result of Market1501 dataset is the same as that of SVDNet [17] and APR [19] , which do not use auxiliary means such as pose and attention, and their identification accuracy is much lower than that of other methods, which once again shows that there is a great bottleneck in the identification only by high-level features. The accuracy of pose guidance method based on spatial features is improved to some extent, which indicates the feasibility of using pose to assist the search for body parts. Using attention method on the basis of spatial features can make the model pay more attention to human body parts, and further improve the performance of the method which only uses high-level feature information. However, attention mechanism may pay too much attention to the prominent areas of human body and ignore the edge information. Therefore, our final model combines the advantages of pose and attention, and fusion the information of low-level features into high-level features to enhance the expression ability of the model. The experimental results prove the effectiveness of this method. Compared with the baseline, our final method have a 1.0% and 0.9% increase in mAP and rank = 1, reaching an accuracy of 70.9% and 85.5%, respectively. What's more, compared with baseline, selfattention is added to our model, and the improvement in mAP and CMC are sufficient to demonstrate the effectiveness of self-attention. After the features of concatenate in inception-3b, inception-4d, and inception-4e layer are taken into our final model, mAP and rank = 1 are further improved, indicating that the information of other layers of concatenate is helpful to the performance improvement of the model.
3) RESULTS IN MARKET1501

5) RESULTS IN OTHER CHANGES
In addition to the above experiments, we also try to make some changes to the basis of loss. Since a batch of images input into the network are randomly sampled from the entire FIGURE 5. Show the result images of a person. On the far left, it is the query image, and the right images are ten query results obtained. The green font above the query results indicates that the query results are correct, and the red font indicates that the query results are wrong. In most cases, our model works well, but when the clothes are very similar and the pictures are blurry, our method may make some mistakes. However, it is difficult for the human eye to tell the difference. dataset, it is not guaranteed that D(q a , q p ) is always less than D(q a , q n ) in the entire dataset. As a consequence, the triplet loss in (7) may ignore its absolute value. For example, when D(q a , q p ) = 0.1, D(q a , q n ) = 0.2, m = 0.2, and triplet loss is 0.1. But, when D(q a , q p ) = 1.1, D(q a , q n ) = 1.2, m = 0.2, and triplet loss also is 0.1. Therefore, center loss [31] is introduced to make up for its deficiency. Center loss learns the depth features and class centers of each class and penalizes the distance between them, which, combined with triplet loss, can reduce the intra-class distance and increase the inter-class distance. In the experiment in Table 5 , loss = L th + εL ce , ε = 0.0005 is adopted. On the DukeMTMC-reID dataset, we first double the final output feature from 512 dimension to 1024 dimension, and the other accuracy is slightly improved except that rank = 1 accuracy rate remained unchanged. Then, we change the original triplet loss into a combination of two kinds of loss, and the accuracy is greatly improved. Rank = 1 is increase by 0.9% from 85.5% to 86.4%, and mAP is increase by 1.3% from 70.9% to 72.2%. Rank = 5 and rank = 10 are both improve to some extent, and the effect is very good. However, in the Market1501 dataset, we finally extend the feature into 1024 dimension and combined the center loss. Although the mAP, rank = 5, and rank = 10 reach the best effect, but, the result of rank = 1 is reduce by 0.5%. Therefore, our model do not adopt the result of this change. The reason may be that the Market1501 dataset is collect in summer, with obvious gender characteristics, and the gap between different classes is relatively large, while the DukeMTMC-reID dataset is collect in winter, and the gender difference is not particularly obvious, and the gap between different classes is relatively small. The use of center loss can increase the gap between classes.
V. CONCLUSION
In this paper, we propose a novel framework aiming at person re-identification. Through a series of experiments and comparisons, we found that the attention mechanism can automatically focus on the prominent areas of the human body, but may ignore some edge parts of the human body, and pose can effectively guide attention to the right parts of the body, so we combine pose and attention through a two-stream network. What's more, in order to improve the expression of attention, we fusion the mid-level features into high-level features management and then extract the features through attention. In short, the two-stream network consists of two streams: Attention stream, which concatenates the mid-level and high-level features, associates the global features with self-attention; Pose estimation stream, which estimates pedestrian poses through openpose. The bilinear pooling aggregates the features of two streams as the final features. We are the first to combine pose and attention through two-stream network, and achieve a good result. The experimental results show better performance compared with other methods on person re-identification. Rank = 1 scores of 93.3% and 85.5% are achieve on Mrket1501 and DukeMTMC-reID datasets without any data enhancement and re-ranking methods, which is sufficient to demonstrate the effectiveness of our method. Based on this model, our future work plans to combine GAN and consider some ways of data enhancement, and continue to modify loss, hoping to achieve state-of-the-art.
