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Beta-turn is an important element of protein structure; it plays a significant role in protein 
configuration and function. There are several methods developed for prediction of beta-turns 
from protein sequences. The best methods are based on Neural Networks (NNs) or Support 
Vector Machines (SVMs). Although Kernel Logistic Regression (KLR) is a powerful 
classification technique that has been applied successfully in many classification problems, 
however it is often not found in beta-turns classification, mainly because it is computationally 
expensive. Fixed-Size Kernel Logistic Regression (FS-KLR) is a fast and accurate approximate 
implementation of KLR for large-scale data sets. It uses trust-region Newton’s method for large-
scale Logistic Regression (LR) as a basis, to solve the approximate problem, and Nystrom 
method to approximate the features' matrix. In this paper we used FS-KLR for beta-turns 
prediction and the results obtained are compared to those obtained with SVM. Secondary 
structure information and Position Specific Scoring Matrices (PSSMs) are utilized as input 
features. The performance achieved using FS-KLR is found to be comparable to that of SVM 
method. FS-KLR has an advantage of yielding probabilistic outputs directly and its extension to 
the multi-class case is well-defined. In addition its evaluation time is less than that of SVM 
method. 
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Proteins are an important class of biological macromolecules present in all organisms. They play 
a key role in almost all biological processes. Protein structures describe the various levels of 
organization of protein molecules. There are four levels of protein structures, these levels are 
Primary structure, Secondary structure, Tertiary structure, and Quaternary structure. Turns are 
one of the basic elements in proteins secondary structure. Different turns are classified according 
to the separation between the two end residues. Beta-turns are the most common found type of 
turns that constitute approximately 25% of the residue in protein [1,2,3,4]. They play a 
significant role in protein configuration and function, and its formation is a vital stage during the 
protein folding. They were found to be more helpful in the context of molecular recognition and 
in modeling interactions between peptide substrates receptors, because they tend to be more 
turns are further classified into different types according to -]. Beta5solvent exposed than buried [
classification scheme proposed by ) of the central two residues. The and the dihedral angles (
Hutchinson and Thornton [6] recognizes nine distinct types of  beta-turn: Types I, I’, II, II’, VIa1, 
VIa2, VIb, VIII, IV. In this classification, the most frequently occurring type is type IV which 
constitute approximately (35%) of the beta-turns. Types VIa1,VIa2, and VIb are rare types. A 
classifier that can be extended straight forwardly will be useful in predicting the different types 
of beta-turns.  
Several prediction methods have been designed for beta-turns prediction. This is because beta-
turns identification in protein is found to be helpful in fold recognition and drug design [7]. The 
beta-turn prediction methods can be divided into two main categories; machine learning 
approaches and statistical approaches. The machine learning approaches include BTPRED [8], 
BetaTPred2 [3, 9], MOLEBRNN [10], and NetTurnP [11], which are based on Artificial Neural 
Networks (ANN), Kim’s method [12] based on K-nearest neighbor (KNN). The most recent 
prevailing methods are based on Support Vector Machines (SVMs) [7,13-16]. The statistical 
based approaches include the Chou-Fasman method [17], Thornton’s algorithm [18], GORBYURN 
[19], the 1-4 & 2-3 correlation models [20], and the sequence-coupled model [21].  
 
 
In general, the machine learning approaches outperform the statistical based methods. Almost all 
the current successful  
machine learning approaches for beta-turns prediction utilize position specific scoring matrices 
and secondary structure information as features for  
prediction. The best machine learning approaches devised for beta-turns prediction are based on 
ANN or SVM. 
SVM is one of the kernel-based machine learning algorithms developed for binary classification. 
It was first proposed by Vapnik and Cortes based on statistical learning theory. It delivers state-
of-the-art performance in real-world applications [22]. The SVM method requires solving a 
 nwhere  3( )O ncomplexity of  computationalconstrained quadratic optimization problem with a 
is the number of training instances. An iterative chunking method, where the overall problem is 
divided into small active training set was designed to implement SVMs in large scale-dataset. 
The extreme form of chunking is the Sequential Minimal Optimization (SMO)[23]. LIBSVM, 
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been used by many of the current beta-turns prediction methods that are based on SVM, and it 
delivers high performance in predicting beta-turns [26,27]. However, SVM methods have 
weakness in that the training time for large-scale data sets such as beta-turns data sets sometimes 
is unrealistic. 
Kernel Logistic Regression (KLR) is another type of kernel-based machine learning algorithms. 
It is the kernel version of Logistic Regression (LR), a well-known classifier in the field of 
statistical learning theory. It can be obtained by constructing the LR in higher-dimensional space 
using the kernel function. Unlike NNs and SVMs, KLR includes the probabilities of occurrences 
as a natural extension. Moreover KLR can be extended straight forwardly to handle multi-class 
classification problems, and it requires solving an only unconstrained optimization problem. 
However, KLR is not used in beta-turns prediction, because of its computational complexity. 
Karsmakers [28,29] proposed a fast and accurate approximate implementation of KLR for 
Automatic Speech Recognition (ASR). He described a different practical technique suited for 
large data sets, based on Fixed-Size Least Squares Support Vector Machines (FS-LSSVMs) [29] 
which he named Fixed Size Kernel Logistic Regression (FS-KLR). FS-KLR approximates the 
KLR  
 
problem using Nystrom method, the approximate problem is solved using Newton’s method for 
large-scale LR [30].  
In this study FS-KLR is used for beta-turns prediction and the results compared to those obtained 
by the SVM. Secondary structure information predicted using four prediction methods and 
multiple sequence alignment in the form of PSI-BLAST-generated position-specific scoring 
matrices (PSSMs) [31] are utilized as input features.  The results show that FS-KLR is as 
effective as SVM in predicting Beta-turns. In addition FS-KLR has the advantage of yielding 
probabilistic outputs, and its extension to multi-class classification is well-defined. This is 
appropriate for beta-turns’ types prediction. Moreover, FS-KLR provides sparse solution which 
as a consequence relatively short evolution time.  
State-of-the-Art Methods in beta-Turns Prediction  
 The state of the art beta-turns prediction methods are based on machine learning, namely 
ANN and SVMs. Shepherd  et al (1999) used ANN to predict beta-turns in, they incorporated 
secondary structure information in the input data. In their method the total percentage of residues 
correctly classified as beta-turn or not-beta-turn was around 75% with predicted secondary 
structure information. Their method gave a Matthews correlation coefficient (MCC) of around 
0.35 [8]. Kaur H et al (2003) developed a neural network-based method for the prediction of 
beta-turns in proteins by using multiple sequence alignment. Two feed-forward back-propagation 
networks with a single hidden layer were used where the first-sequence structure network was 
trained with PSSMs. The initial predictions from the first network and PSIPRED-predicted 
secondary structure [32] were used as input to the second structure-structure network to refine 
the predictions obtained from the first net. The final network produced an overall prediction 
accuracy of 75.5% when tested by seven-fold cross-validation on a set of 426 nonhomologous 
protein chains. The corresponding Matthews correlation coefficient value is 0.43 [9]. Kirschner 
A et al (2008) presented a bidirectional Elman-type recurrent neural network with multiple output 
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demonstrated its efficiency in recognizing three aspects of protein structure: beta-turns, beta-turn 
types, and secondary structure.  
 
 
In a seven-fold cross-validation experiment on a standard test dataset their method exhibited the 
total prediction accuracy of 77.9% and the Mathew's Correlation Coefficient of 0.45 [10]. Bent 
Petersen et al (2010) presented a neural network method, which they called NetTurnP, for 
prediction of two-class b-turns and prediction of the individual b-turn types, by use of 
evolutionary information and predicted protein sequence features. Their method achieved Qtotal 
of 78.2, and MCC of 0.50 on BT426 data set [11]. Pham TH et al (2003) introduced a SVM 
approach for prediction and analysis of beta-turns. They have investigated two aspects of 
applying SVM to the prediction and analysis of beta-turns. Their developed SVM method was 
called BTSVM, which predicts beta-turns of a protein from its sequence. The prediction results 
on the dataset of 426 non-homologous protein chains by seven-fold cross-validation technique 
achieved Qtotal of 75.8, and MCC of 0.44 using PSSMs [14]. Zhang Qet al (2005) developed a 
method of beta-turn prediction that uses the SVM algorithm together with predicted secondary 
structure information. Their SVM method achieved a MCC of 0.45 and Qtotal of 77.3% using a 
seven-fold cross-validation on a database of 426 non-homologous protein chains [15]. Hu X, and 
Li Q (2008) proposed SVM algorithm for predicting beta-turns and gamma-turns in the proteins 
by using the composite vector with increment of diversity, position conservation scoring 
function, and predictive secondary structures to express the information of sequence. They 
achieved overall prediction accuracy and the MCC in seven-fold cross-validation of 79.8% and 
0.47, respectively on The 426 non-homologous protein chains dataset [16]. Ce Zheng and 
Kurgan (2008) proposed a method for the prediction of beta-turns based on SVM. Their method 
used features extracted from a window over the three state secondary structure predicted by an 
ensemble of four methods. they used feature selection to reduce the dimensionality of the feature 







Support Vector Machines 
 The Support Vector Machine (SVM) is a relatively new and promising classification and 
regression technique proposed by Vapnik and Cortes at AT&T Bell Laboratories. It classifies 
data by constructing a hyperplane or set of hyperplanes in a high or infinite dimensional space. 
Its theory follows the classical empirical risk minimization approach, which determines the 







R f x y
l 





Gezira Journal of Engineering and Applied Sciences vol (01) num-0-20 50  
 
Gezira Journal of Engineering and Applied Sciences vol (01) num-0-20 50  
 
of examples and the classification decision function, respectively.  numberare the fand lhere w
The primary concern of the SVM is to determine an optimal separating hyperplane that gives low 
generalization error. Usually, the classification decision function in the linearly non-separable 
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ymmetric s nby  nis a Qound of all variables, is the upper bc is the vector of all ones, eWhere 
is the kernel function. ( , )i jK x xand  ( , )ij i j i jQ y y K x xmatrix with  
there are  memory;for large scale data is too large to be stored in the computer  QThe matrix 
many decomposition methods that are designed to solve this problem [33-35]. Unlike most 
in each step of an iterative process, the  optimization methods which update the whole vector 
s the per iteration. This subset, denoted a decomposition method modifies only a subset of 
iteration. An extreme case   problem to be minimized in each-, leads to a small subBsetworking 
to have only two elements. Bwhich restricts (SMO), is the Sequential Minimal Optimization 
Then in each iteration one does  
 
 
not require any optimization software in order to solve a simple two-variable problem. LIBSVM, 
which has gained wide popularity in machine learning and many other areas, is designed based 
on the above SMO [24]. 
There are many kernels are available that can be chosen; the popular ones are the following 
statistical kernels [33]. 
 ' '( , ) TK x x x xkernel: Linear 
 ' '( , ) ( ) , 0, 0T dK x x c x x c d   : kernel Polynomial 
2
' ' 2( , ) exp( / 2 )K x x x x   : Radial Basis Function (RBF) kernel  
Fixed-Size Kernel Logistic Regression 
 Kernel Logistic Regression (KLR) is the kernel version of logistic regression, which is a 
well-known statistical model for classification. Unlike LR, KLR enables the classification of 
linearly non-separable problems by transferring the input features to a higher-dimensional space, 
via the kernel trick. The kernel is a transformation function that must satisfy Mercer’s necessary 
and sufficient conditions,  which state that a kernel function must be expressed as an inner 
product and must be positive semi-definite.  Similar to LR, KLR can be fitted using Maximum 
Likelihood Estimate (MLE) [28]. 
Iteratively Reweighted Least Square (IRLS) algorithm is one of the most popular techniques 
used to find the MLE of the LR models. IRLS is a nonlinear optimization algorithm that uses a 
series of Weighted Least Squares (WLS) sub-problems to search for the MLE. It is a special case 
of Fisher's scoring method, a quasi-Newton algorithm that replaces the objective function's 
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which each iteration finds the WLS estimates for a given set of weights, which are used to 
construct a new set of weights. KLR also can be fitted effectively using IRLS [29]. 
Unlike SVMs, KLR does not use risk minimization principle, but it is based on conditional 
maximum likelihood inference, which results in estimates of a posteriori class probabilities via 
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In the dual representation the function values f(x) in the KLR logit models can be computed as 
follows 
1
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( , ) ( ) ( )Ti iK x x x x  Where  
The IRLS method is suitable for small size problems, but for large scale problems this methods 
become computationally expensive. Based on Fixed-Size Least Squares Support Vector 
Machines (FS-LSSVMs) Karsmakers  [29, 30] implemented a Fixed-Size variant of the standard 
KLR formulation (FS-KLR) which does easily scale to very large data sets. In his method he 
adopted Nystrom approximation method.  
In Nystrom approximation the kernel matrix will be decomposed into eigenvalues/eigenvectors 
matrices in the form. 
T
n n n n nK U U    ………………………………………………………(6) 
is the matrix 
nUare the eigenvalues of the matrix K,  1 2 ... 0n      ), and i=diag(nWhere 
is the number of the data points.  nespond to the eigenvalues, and of the eigenvectors that corr
can be  respectively and  Ueigenvectors and eigenvalues form the matrices phe first T
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p ≤ n, to approximate the kernel matrix. This approximation is motivated by it is widely usage 
e.g. principal component analysis. Using this approximation can reduce the computational cost 
drastically. However computing the eigen-decomposition is also computationally expensive. To 
reduce the computational cost of computing the eigen-decomposition we can select small sample 
of size m ≤ n from the features matrix to construct the following eigen-problem: 
)7(………………………………………………………... Tm m m m mK U U   
following to all points using the 
m mK Now we can extend the eigenvalues/ eigenvectors of the
Nystrom approximation. 
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is  





.K sub matrix of n mthe appropriate  
). PVscan be called Prototype Vectors (matrix  from the feature mThe selected sample of size 
These PVs can be selected using K-center clustering. The use of K-center clustering is justified 
in [36], which observed that the Nystrom low-rank approximation depends crucially on the 
quantization error induced by encoding the sample set with landmark points. This suggests that 
one can simply use the clusters obtained with a k-center (such as k-means) algorithm, which 
finds a local minimum of the quantization error (Note that using this technique the PVs do not 
necessarily coincidence with the training data). The PVs selection methods using K-center 
clustering, suffer from the fact that they will select outliers as prototypes. In cases where the 
number of PVs is relatively small, the fraction of prototypes chosen to represent the non-outlier 
and outlier data is unbalanced and therefore the classification performance will not be optimal. 




that of KLR. Hence taking into account outliers can result in a sparser model. The sparse kernel 
logistic regression problem is solved in the primal space using the Newton’s based method. 
Newton trust region algorithm, which is given in [37]. This algorithm yielded the best 
performance compared to state-of-the-art alternatives. A good balance between convergence 
speed and cost per iteration is found in that low cost approximate Newton steps are taken in the 
beginning of the algorithm and full Newton directions at the end for fast convergence. 
 
 
MATERIAL AND METHODS 
 Data Sets  
 The SVM and FS-KLR were trained and tested on three non-redundant data sets BT426, 
 /BTNpredhttp://biomine.ece.ualberta.ca /, they were downloaded from BT823, and BT547
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crystallographic resolution better than 2.0. All protein chains have less than 25% sequence 
similarity, to ensure that there is very little homology in the training. The dataset BT426 consists 
of 426 protein chains. It was created by Guruprasad and Rajkumar [38], and consists of 96339 
amino acids. In total 23,580 amino acids, corresponding to 24.9% of all amino acids, have been 
assigned to be located in b-turns. The data set BT426 has been used by the majority of recent b-
turn prediction methods and, therefore it can be a good benchmark for comparing different beta-
turns prediction methods. BT547 and BT823 data sets contain 547 and 823 protein sequences 
respectively. The total number of residue is 104522, and 150969 in BT547, and BT823 
respectively. They were constructed for training and testing COUDES [4]. 
 Features Vector 
 The features in the above mentioned data sets include PSSMs, and secondary structure 
information. It has been shown that the PSSMs contributed significantly to the accuracy of beta-
represents the sequence M, where 20*M are in the form of PSSMsThe ]. 7[prediction turns 
length, they can be generated using the Position-Specific Iterative Basic Local Alignment Search 
Tool (PSI-BLAST) program against National Center for  
 
 
Biotechnology Information (NCBI) non-redundant (nr) sequence database. PSI-BLAST is a 
sequence similarity search method, in which a query protein or nucleotide sequence is compared 
to nucleotide or protein sequences in a target database to identify regions of local alignment and 
report those alignments that score above a given score threshold. The PSSMs values are scaled to 
values between 0 and 1. The secondary structures were predicted as three structures: helix, strand 
and coils using Four secondary structure prediction methods, PSIPRED v2.5 [32, 39], JNET [40], 
TRANSSEC [41], and PROTEUS2 [41]. These secondary structures information were encoded 
using unary encoding scheme, in which the helix are encoded as (1 0 0), the coils as       (0 1 0), 
and the strands as (0 0 1). The feature vector is computed using a window of size seven over the 
PSSMs and the predicted secondary structures that are centered on the predicted residue. So the 
total number of the features that are based on PSSMs and secondary structure information is 
(20*7+4*3=152). Another 64 features were added to the features, 4 of them are the confidence 
score of the central amino acid using the four prediction methods, 48 features representing a 
binary value for a specific configuration of the secondary structure using the four methods for 
the central and two adjacent residue, and 12 features representing the ratio between the number 
of residues in a given secondary structure and the window size. Thus the total number of features 
is 216. Features selection methods based on information gain and CHI-squared were employed to 
reduce the features to 90. 
Experimental Setup 
 For the SVM we used LIBSVM software package for the training and testing. The 
and gamma of  cThe two parameters used as a kernel function.  ) isRBFRadial Basis Function (
the SVM were optimized using the default grid search approach. For the FS-KLR we used the 
, which was downloaded from KLR-FSpackage 
-FSparameter of index.html. The  ftp://ftp.esat.kuleuven.ac.be/pub/sista/karsmakers/ software /
KLR is optimized based on cross validation approach. Selecting the number of PVS from the 
feature matrix is an important task in FS-KLR, as mentioned above this number of PVs will be 
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performance where as a big number of PVS will increase the evaluation time. To select the 
optimum number of PVs we used cross  
 
 
validation approach starting with relatively small number, and adding more vectors to the PVs 
until a point where adding more vectors does not improve the classification performance 
significantly reached. 
In order to evaluate a prediction method it is necessary to have different data sets for training and 
testing. The jackknife test is the most objective and rigorous cross validation method compared 
proteins,  Nest of In a full jackknife t]. 42[data set test -with independent data set test and sub
proteins and the  1N ing is done on the remaining one protein is removed from the set, the train
imes by removing protein in t Ntein. This process is repeated test is done on the removed pro
turn. Since this training technique is very time consuming most of the recent beta-turns 
prediction methods use seven-fold cross-validation to assess their performances. Also we used 
seven-fold cross- validation to assess the accuracy of SVM and FS-KLR.  
In seven-fold cross-validation, the data sets will be divided into seven subsets, each containing 
equal number of proteins. Each set is an unbalanced set that retains the naturally occurring 
proportion of beta-turns. Six of the seven subsets were merged together to form a training set that 
was used to train both the SVM and the FS-KLR methods, and the seventh was used for 
validation. This process was repeated seven times in order to have a different set for validation 
each time. The final prediction results are taken as the average of the results from the seven 
testing sets. 
Performance Measures 
 The measures that are used in this study can be divided in the following two categories: 
Threshold dependent measures, these measures relies on the following quantities: TP (true 
positives) is the number of correctly classified beta-turn residues, TN (true negatives) is the 
number of correctly classified non beta -turn residues, FP (false positives) is the number of non -
beta turn incorrectly classified as beta -turn residues, and FN (false negatives) is the number of 
beta -turn incorrectly classified as non -beta -turn residues. The threshold dependent measures 
that are used in this study are: Qtotal (prediction accuracy), Qpred (Probability of correct 
prediction), Qobserved(sensitivity or coverage),  and Matthews Correlation Coefficient (MCC). 






TP TN FP FN

 
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Qpredicted or Probability of correct prediction, it is the percentage of correctly predicted beta-







Qobserved, it is the percentage of correctly predicted beta-turns among the observed (true) beta-
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Because of the imbalanced dataset (25% beta-turns), Qtotal is a poor measure by itself, as it is 
possible to achieve a Qtotal of 75% if all residues were predicted to be non-beta-turns. As a 
result, MCC is very important measure that takes into account true and false positives and 
negatives and is generally regarded as a balanced measure which can be used even if the classes 
are of very different sizes. The MCC is in essence a correlation coefficient between the observed 
and predicted binary classifications. 
 
( ) ( ) ( ) ( )
TP TN FP FN
MCC
TP FP TP FN TN FP TN FN
  

      
    …………(13)
 
 
One of the problems with the threshold dependent measures is that they measure the performance 
on a given threshold. They fail to use all the information provided by a method for evaluation. 
For this reason we employed a threshold independent measure, which is the Receiver Operating 
Characteristic (ROC) or simply ROC curve. From the ROC curve we can calculate the area 
under the curve (AUC), which measures the ability of a method to correctly classify beta-turns 





As mentioned in the experimental setup section,   the set of features that are composed of PSSMs 
and secondary structure information were used as the input to the optimized FS-KLR and SVM 
classifiers to perform prediction of beta-turns. The evaluation of the quality of these predictions 
was performed based on seven-fold cross-validation on the BT426 dataset, see Table 1. The table 
shows that FS-KLR results in high MCC value. It can be seen from the table that the difference 
in the Qtotal (prediction accuracy) is relatively small as both of the FS-KLR and SVM provide 
the accuracy which is close to 80.5%, but it is higher for the SVM.   
 
Table 1.Performance comparison between the FS-KLR and the SVM based on the seven-fold 
cross-validation test on theBT426 dataset 
Method MCC Qtotal Qpredicted Qobserved AUC 
FS-KLR 0.48 80.5 60.0 63.0 0.861 
SVM 0.46 80.9 62.8 53.8 0.847 
 
Although Qtotal favors SVM, but because of the unbalanced data set (25% beta-turns), Qtotal is 
a poor measure by itself, as it is possible to achieve Qtotal of 75% by predicting all residues to be 
non-beta-turns. Instead FS-KLR achieved a relatively large MCC, which will also regarded as a 
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SVM. The Qobserved value obtained by the FS-KLR method shows that 63% of actual β- turns 
were correctly predicted. We note that Qpredicted value of FS-KLR is 2.2% lower than the 
Qpredicted of the SVM method, but from the definition of the Qobserved and the Qpredicted, the 






Table 2.Performance comparison between the FS-KLR and the SVM based on the seven-fold 
cross-validation test on theBT547 dataset 
Method MCC Qtotal Qpredicted Qobserved AUC 
FS-KLR 0.48 80.4 59.4 63.3 0.860 
SVM 0.45 80.9 63.0 50.5 0.847 
 
 
Table 3.Performance comparison between the FS-KLR and the SVM based on the seven-fold 
cross-validation test on theBT823 dataset 
Method MCC Qtotal Qpredicted Qobserved AUC 
FS-
KLR 
0.47 81.1 58.2 61.0 0.860 
SVM 0.45 81.3 60.3 54.2 0.842 
 
Besides BT426 dataset used for training and testing, we utilized two additional datasets, i.e. 
BT547 and BT823 datasets, to validate the performance of the FS-KLR and SVM. Table 2 
shows the results obtained based on the seven-fold cross-validation with these datasets. These 
results show that for the BT547 dataset, the FS-KLR method obtains 0.5% lower Qtotal,3% 
higher MCC,12.8% better Qobserved, and 3.6% lower Qopredicted  
when compared with the SVM method. The Qobserved of FS-KLR shows that more than 63% of 
the observed beta-turns are correctly predicted, we emphasize that this is a high percentage in 
beta-turns prediction and can compensate the percentage of correctly predicted beta-turns among 
the predicted beta-turns (Qpredicted) given that the difference in Qpredicted between FS-KLR 
and SVM is relatively small, while the difference in Qobserved is relatively high, and it fevours 
FS-KLR. Similarly, for the BT823 dataset, FS-KLR obtains 2% and 6.8% higher MCC and 
Qobserved, respectively, and 0.2% decrease in Qtotal and 2.1 decreases in Qpredicted as shown 
in Table 3.  
We observe that the FS-KLR is very stable over all the three data sets. The Qtotal values range 
between 81.1% and 80.5%. The same trend of stable prediction is seen for all other performance 
measures as well;  as we see that the Qpredicted values range between 60.0% and 58.2%, 
Qobserved between 61.0% and 63.3%, and MCC between 0.47 and 0.48, see Tables1, 2, and 3.  
 
 




Gezira Journal of Engineering and Applied Sciences vol (01) num-0-20 50  
 
Gezira Journal of Engineering and Applied Sciences vol (01) num-0-20 50  
 
It can be seen from the Tables 1, 2, and 3 that SVM has higher Qtotal and lower MCC, the same 
can be seen for Qpredicted and Qobserved.It is obviously not possible to compare the methods 
objectively, therefore, Besides using the above measures, we calculated the area under the ROC 
curve in the b-turn prediction, as mentioned is a threshold independent measure. The 
performance of both FS-KLR and SVM has been assessed using the ROC curve as shown in 
Figure 1, the corresponding areas under the ROC curves are 0.861, 0.860 and 0.860 for the FS-
KLR on the BT426, BT547, and BT832, respectively. And the areas under the ROC curves for 






















Figure 1. (a) The ROC curve for BT426 data set, (b) The ROC curve for BT547data set, (c) The ROC curve for 
BT823 data set 
 
Figure 2 shows the average execution time of FS-KLR and SVM in function of the number of 
training instances. The input data used for the figure is from BT426. It is clear that the execution 
time of support vector machine increases rapidly as the number of training instances increases, 
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Figure 2. average execution time of FS-KLR and SVM in function of the number of training instances 
 
DISCUSSIONS 
Performance comparison of different methods plays a vital role in the development of any field 
of science. In this study we compared the performance of FS-KLR and SVM for beta-turn 
prediction in protein. Beta-turns play and important roles due to the following facts: (i) it is 
important for a polypeptide chain to fold into compact globular folds; (ii) beta-turns usually 
occur on the exposed surface of a protein and hence it is involved in molecular recognition 
process; (iii) also play important role in protein folding and stability; and (iv) beta-turns are also 
involved in the biological activity of peptides as the bioactive structures that interact with other  
 
molecules such as receptors, enzymes, or antibodies. Recent years have seen interest in 
mimicking beta-turns for the synthesis of medicines. Thus, beta-turn is an important component 
of protein structure whose prediction can provide enormous information to the researchers 
working in the field of protein structure prediction, so the prediction of beta-turns would not only 
aid in overall tertiary structure prediction but also assists in fold recognition studies. 
 Throughout the preceding research on beta-turn prediction, predictors based on machine 
learning method emphasize selecting proper features to improve prediction performance. Now 
secondary structures and PSSMs are widely used in the predictions, and have been proven to be 
the most helpful features. Using these features FS-KLR acheives comparable results to the SVM 
method. To design a method that can be applied in beta-turn prediction, there are four main 
concerns, these concerns are: (1) the size of the data set which the method  is processing , (2) the 
need for dealing with input examples of variable length, (3) the desire to have probabilistic 
outcomes, and (4) the need to perform multiclass classification. When the dataset is very large 
such as the beta-turns data, people neglect the last two concerns and concentrates on selecting 
classifier that deal with large datasets effectively. Since SVM methods are designed in a way that 
can handle large scale data sets they become the choice for most of the beta-turns classification 
purpose. However, SVM do not address the last two concerns. KLR is not used in large scale data 
sets such as beta-turns data classification although it provides elegant solution to the last two 
concerns, simply because it is inapplicable in such data sets. The last two concerns are very 
important for beta-turns classification, since there is a need for multiclass classification for the 
beta-turns type. FS-KLR extends the applicability of KLR for large scale data sets.  This way FS-
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As stated in the experimental setup subsection, selecting the number of PVs from the features 
matrix using K-means clustering algorithm is an important task in FS-KLR. Figure 3 shows that 
with small number of PVs we can achieve good accuracy. It shows also that selecting large 
number of PVs will not increase the accuracy much; it will rather increase the processing time. 
The input data used for the figure is from BT426 data set. In general Figure 3 shows that we can 
select a number of vectors from the feature matrix that is by far less than the number of instances 




















This paper provides a benchmarking of FS-KLR and SVM methods for beta-turns prediction. FS-
KLR is proposed by Karsmakers to obtain a fast and accurate approximate implementation of 
KLR for Automatic Speech Recognition (ASR). FS-KLR has not been applied before in beta-turns 
prediction. These two methods are trained and tested on three data sets using seven-fold cross-
validation. PSSMs and secondary structure predicted using four different prediction methods are 
used as input for both of the FS-KLR and SVM methods. The MCC of FS-KLR is better than 
SVM; where as the accuracy of SVM is slightly better than that of FS-KLR. The ROC curve is the 
same for both of the methods. FS-KLR has an advantage of yielding probabilistic output, and its 
extension to multi-class prediction is well defined. In addition the evaluation time of FS-KLR is 
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 في اف بيتاالتفتقدير  فيالات المتجه الداعم و اللوجستى المبنى على الكيرنال ثابت الحجم انحدارلا لطريقتيدراسة مقارنة 
 البروتين
 مرتضى خلف الله البشير
 الجزيرة, ود مدنى , السودانكلية العلوم الرياضية والحاسوب, جامعة 
 moc.oohay@rihsabadatrum
 للتنبؤ تطويرهاتم  هناك عدة طرق ظيفته. و و البروتين  تكوين في هاما   دورا   يلعبو بنية البروتين  في هو عنصر مهم جدا   التفاف بيتا
وعلى ).  sMVS(الات المتجه الداعم أو  )SNN( الشبكات العصبية على أفضل الطرق  البروتين. وتعتمد سلسة من التفاف بيتاب
 العديد من مشاكل تطبيقه بنجاح في قوى وتم تصنيف هو أسلوب) RLKأن الانحدار اللوجستى المبنى على الكيرنال ( الرغم من
سرعة  ذيمعالج و  ذاكرة حاسوب كبيرة يلأنه يحتاج ال، وذلك  بيتا فافتفي التنبؤ أو تصنيف اللكنه لم يستخدم التصنيف، و 
رنال اللوجستى المبنى على الكي نحدارلاااللوجستى المبنى على الكيرنال يدعى  نحدارللاودقيق  سريع تقريبيهنالك تطبيق  عالية.
للانحدار  نيوتن لمنطقة الثقة أسلوب ويستخدمالبيانات ذات الحجم الكبير.  فييمكن أن يستخدم  )RLK-SFثابت الحجم (
قمنا  في هذه الورقة .الصفات مصفوفة لتقريب نيستروم وطريقة التقريب، مشكلةلحل  كأساسالكبيرة  للبيانات)  RLاللوجستى (
التي تم  النتائجتم مقارنة و ا لتنبؤ بالتفاف بيت) لRLK-SF(    اللوجستى المبنى على الكيرنال ثابت الحجم نحدارلاابإستخدام 
  sMSSP الثانوية للبروتين و مصفوفات البنية معلومات. )MVS(  الداعم لة المتجهآ باستخدام تلك التي حصلتمع  الحصول عليها
ت الحجم اللوجستى المبنى على الكيرنال ثاب نحدارلااتحصلنا عليه بإستخدام  ذىكصفات مدخلة للطريقتين. الاداء ال استخدمت
اللوجستى المبنى على الكيرنال ثابت الحجم لديه  نحدارلاا. )MVS( الة المتجه الداعمتحصلنا عليه بإستخدام  بالذيكان مقارنا 
نفيذه الى أن زمن ت بالإضافةحالات اصناف متعددة معرف بصورة جيدة  ليغطي وامتدادهمباشرة  احتماليةميزة انتاج مخرجات 
 ).MVS( الة المتجه الداعم أقل من الزمن المطلوب لتنفيذ
 
 
 
