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RESUMO
Neste t.rabalho estudamos um problema de Controlabilidade Exat.a para
urna equacáo do tipo
U" + 6,.2pu = O
em um domínio nao cilíndrico.
PALAVRAS CHAVES :
Equacáo da energía. Desígualdade diret.a e inversa. Solucáo ultrafraca. Con-
trolabilidade exat.a.
1. Introducáo e Preliminares
Seja n um domínio limitado de R" coro fronteira de classe C4P e suponharnos
que O contém a origero de R", Consideramos a funcáo contínua k : (O, +oo[ --+ R
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veri fi( -ando:
o < 1.:0 =inf k(t), Á:1 =sup k(t) < +00
I.~O t~O (U)
Slip ¡k'(I.)¡ = r < i¡, 1\1 = slIp{llxll;.¡; E n}
1;;:0 .
LI = lo"" Ik'(t)¡ di, L~ = [0">0 Ik"(I)1 dt.
Est.ndamos a cont.rolabilidade exat.a na Ironteira para o problema:
Lui = O ern Q
~u~' = O, j = 0,1, ... ,2(p - 1) sobre 1::
( 1.2)
¿¡2p-1W 1"~p.::T = 9 so .ire e:
I
1 w(O) = wo, 111'(0) = 1111 emn
ollde
o problema de controlabilidade exat.a na Ironteira do sistema (1.2) formula-se da
Dado T > 0, ~ara cada {wO, wl} em um espaco adequado, queremos deter mi-
nar um controle na fronteira, denotado por g, de modo que a solucáo w do sistema
(1 2) satisfaz a condicáo final:
w(T) = w'(T) = O em D.
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o estudo do problema de controlabilidade exata do sistema (1.1) será feit.o
aplicando o método HUM o qual foi introduzido pOI' J.L. Lions. Isto é possível
pois o sistema (1. 1) tem unicidade, reversi bilidade e unicidade de solucóes.
Diversos autores estudararn o problema de controlabilidade exat.a na fronteira
de equacóes em derivadas parciais, dentre eles podemos mencionar: R. Fuentes
[4]. L.A. Medeiros e R. Fuentes [5]. J.A. Soriano [12], J.P. Filho [2], J.P. Pue] [91.
C. Fabre [3], M.M. Cavalcante [1], M. Milla Miranda e L.A. Medeiros [8] e IvI.
Milla Miranda [7], as idéias deste último t.rabalho nos permit.e analisar de forma
apropriada o problema de controlabilidade exata, do sistema (1.1).
Se XO E H" fixo qualquer. Definimos
Por COIlVe!1f;aOcada índice repetido indica urna soma. Por exemplo
"O( ou) o( ou)E- o..j- = - aij- .i,)=1OXi OXj oX; OXj
Denotamos por AO o primeiro valor próprio do problema:
W E Hg(O)
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Analognment.e, seja 1/·0 O primeiro valor próprio do problema:
w E HJ(rl).
16wl2 _




Seja L' o operador adjunto de L definido por:
b &z' f 1 &. f'&- + cz + c.,&- + z.y, y,
Lernbrando, também o operador
resulta que, em HJ (0,) nH2 (D), a norma usual é equivalente a norma definida por
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isomctria. Dado q1le n é de «lasse C·l,., em forma similar lJ1I(> para o oper-
ador -6., Iazcndo uso de resultados de regularidade (ver [11]), resulta que cm
¡¡~"(n)n H"P(D), a norma definida por I6.JluIU(fl) é cquivalcnt.e a norma usual.
2. Resultado Principal e Aplicacáo de H. U .M.
COIIl as not.acóes e hipót.eses consideradas no presente cont.ext.o ternos o resultado
central deste t.rabalho.
Teorema 2.1. Para T > To e cada par de dados iniciais {wO,wI} E U(D) x
H-2P(D) existe 11m controle 9 E L2(E) tal que a solucáo ultrafraca ou definida
por r.ransposicáo do problema (1.2) verifica:
w(T) = w' (T) = O.
Demonstracáo: Dado {¡po, ¡pl} E TJ x TJ definimos o problema misto homogéneo
seguinte: .
L'¡p = O ern Q
~- b ~.- (-)av' - O so re L, t - O, 1, ... : 2 p 1
rp = ¡po, rp'(O) = rpI em n
(2.1)
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A única solucáo fraca 'P = 'P (x, t) de (2.1) sat.isfaz f::,."'P E U (E), conferir secño 4.
Usando a solucáo 'P 'P (x, t) de (2.1), consideramos o seguint.e problema
retardado:
L 1/J= O em Q
~-{)v' - O sobre L, i=0,1, ... ,2(p-l)
(2.2)
iPp-llj, "-P ~
av'iv-l = w 'P em '-'
1/J(T) = O, 1/J'(T) = O ern D.
o Teorema 5.1 da secáo 5, garante que existe Ul11aúnica solucáo ultrafraca
',p = '0(x, t) tal que
o Operador A
Pelas consideracáo anteriores, podemos definir o operador
A : D x D -; H-2p(D) x L2(D)
A{'P~, 'P1} = {1/J'(O) - 2:;6~)Yl~(0), -1j;(0)}
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Dado que 1/; é solucáo ultrafraca, ternos que
o =< 1/;'(0) - 2Z;6~)Y;~(O), <po > - (1jJ(O), <p1)
- fE b(t)16P<p12 dE
equivale:
(2.3)
Em V x V ternos a forma quadrática:
Pelas desigualdades direta e inversa, resulta que 11 IIF é norma equivalente a
norma usual em HgP(0.) x L2(0.), concluímos que:
Podemos estender A : F -> F', sendo coercivo por (2.3) resulta ser um isomorfismo
entre F e F'.
{
1 k'(O) awo o}




3. O Problerna Homogéneo
Definamos algumas notacóes a usar neste trabalho: No espaco ['2 (í2) dcnot.emos
corn ( . , .) e I lo produto interno e norma. Analogament.e denotamos (( . , . )) e
11 . 110 produto int.eruo e norma do espaco J-J61'(0.), (p E Z+). Os espa\,os [2(0),
entre o espaco ti e seu dual \1' é denotada por < . , . .>.
Definamos o operador
Rz = Z" -t- b.0.2pz -t- ~ {a,]~z} -t- h,!L;/ -j cz' + -: z + fz
ay, ay) ay, y,
oude os coeficieut.es do operador verificarn:
• bE \/\'2,+0.:.([0, -t-ooD r.al que &(t) > ° para todo t 2: O, e
0< bO = inf{b(t); t 2: O}Y = sup{b(t); t 2: O} < +00.
• ai) E C1(Q) tal que aij = aj' e a:~ E Loo(Q) í,j = 1,2, ... ,n
• bi,c,d"f E W1.+oo(O,T;Loo{0.)), aO b, E LOO(Q).y,
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Queremos acliar a 5011\\-aodo seguinte problema:
Rz == h em Q
> .:». _ _ {)21'- I > _ O
- - lh,z - ... - {).¡'lp-I - - sobre E (3.1)
sendo
Observacáo 3.1:
~(bt:.,.Pz, 6Pz) = b'J6PzJ2 + 2b(6Pz, 6Pzl) se z , Z' E HgP, bE \11/2,+00.
dt
(i)
(ii) Aplicando a fórmula de Creen, obt.ernos
urna única solucáo forte z do Problema (3.1) na classe:
e satisfaz:
35
A demonsr.racáo do Teorema 3.1 se faz aplicando o Método de Galerkin, e a
Observacáo 3.1. Est.e resultado nos leva ao seguint.e resultado.
(i) Existe lima única solucáo fraca z do Problema. (3.1), na classe:
(ii) A aplicacáo linear: .
é continua, sendo z solucáo fraca do Problema (3.1).
(iii) A solucáo z do Problema (3.1) satisfaz:
E(t) = E(O) = ~J~b'(s)I.6.°z(s)j2 ds - J~(a~i [atJa~) z] ,z') ds +
+4 J~({j~ib, Z', z,) ds - J~(p z , z') ds + J~(h, z') ds
onde
, é) fP': = ez + di-;:¡z + Z,
UYi
E(t) = ~1z'(t)l2 + ~b(t)I.6.Pz(tW
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Na demonstracño do Teorema 3.2 usamos o fato que os espacos H-: n H4p,
Agora consideremos o seguint.e problema:
Rz = h' em Q
IJ 1J2p-1 O b "Z :::: a;¡Z :::: ..• = Ih¡!lp- ¡Z = so re L. (3.2)
z(O) = zO, z'(O) = Zl em n
Observacáo 3.2: No Problema (3.2) se h' E U (O,T; L2) entño a solucáo fraca z
está na classe (i) do Teorema 3.2.
Obtemos o seguinte result.ado
Teorema 3.3. Se h E L2(0, T; H~P) e h' E L2(0, Ti L2) com h(O) = O; entáo toda
solucáo fraca z do Problema (3.2) satisfaz:
IZ/(t) - h(t)l + IAPz(t)1 S e foT IAPh(t)1 di (3.3)
para todo t E [O,T], onde e é urna constante independente de z e h.
Observa«;ao 3.3. O Problema (3.1) também tem solu<;8.0 se substituirmcs t = O
por t = T nos dados iniciais.
4. Desigualdade Direta e Inversa




{J {J'p-I Oz: = &;¡ z: = , , . = (J,/2p -1 Z = sobre E (4,1)
z(O) = z", z'(O) = zl em n
onde o operador L' é definido 11<\ secáo 1, Observemos que os coeficientes do
operador L' verific-an: as condicóes que caracterizam os coeficientes do operador
R. Nesse caso todos os resultados obtidos no itern 3 sáo válidos para o Problema
(4,1) .
Denotemos
= '[k' (t)) 2




b, = - 2 k (t) Y¡·
Lago, depois de fazer alguns cálculos, obtemos que
A energia do sistema (4.1) é definido:
1 2 1 2
E(t) = 2Iz'(t)1 + 2b(t)I.6.P(t)1 (·1.3)
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logo, se t. zz: U cm (-13), obt.emos
(4.-1)
Teorema 4.1. Se z é urna solucáo fraca do Problema (4.1), enráo
(i) SI' h == () em (4.1), obremos
Eoe-c' S E(t) S Eo eCo para todo t E [O, -t-co]
(ii) se h f O em (4.1), obt.emos
E(t) S {Eo + [laT Ih(t)1 dtf} eCo para todo t E [O, T]
onde a const.aute c' é definido por
{ '1k-l Mk4p-1 \p/2k-1 \P/2k4P-l}L+ nCOJl "o +nco 1 +11./10"0 +11./10"1 2,
Lembramos algumas notacóes:
0< ko = inf{ k(t); t ~ O}, k¡ = sup{k(t)lt ~ O}, T = sup{k'(t); t ~ O}
L1 = ft>o Ik'(t)1 dt, L2 = fo+oo Ik"(t)1 di, M = sup{llxll; x E O}
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A seguir enunciamos 1I111lema, que é fundamental para a desigualdade diret.a
e inversa.
Lema 4.2. Seja q = (q() E [C2p(n)]" 11m campo vetorial. Ent.áo toda 801l\(;aO
frac-a z = z(x, t) do problema (4.1) verifica:
~ 1I:b(t)q(lltl6.PzI2dL: = (z' + ~D¡(b.z),qtDlZ)I~ +
+ In b(t)6.Pz(6.Pq{ o.. + e,D¡(6.p-1qt)D¡(Dtz) + ...
+Cp Diq, DdllP-1(Dtz)]) - ~ In b(t)DeqtlllPzI2 +
+4.U Dtqt(Z'2 - a.j D,: Djz) + (n + 1) JJ (iff y¡q{ Ir.: D{z +
+ JJ a.JD)z D¡qe o.. + ~IJ o». D{l qt z' + ~JJ Deb, Del qe z' +
+~JJ z Deb¡ Deqt z' + 4 Jf b, D.z Dtqt z' - ~ IJ b¡z' D¡qt Dez -
- ~ 11 n2 (ifr Deqe z2 - 1J h qeo.;
Observa<;ao 4.1. Na prova do lema, usamos o multiplicador qeDez. na equacáo
(4.1)1, tendo em conta as condicóes de fronteira o termo (b(t)/~ ..2Pz,qeDez) estima-
se como segue:
Da propriedade: ,d6.P-1(qeDtz)] = Qent6.p¡; em E, tem-se
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Pela regra de Lcibuiz para derivadas, resulta que
b.P(qtD,z) = b.Pqt Dtz + C),D.(b.p-1qt)D¡(Dtz) + ...
.. .+ CI'D,qt D.[b.I'-l(Dez)] + qt b.I'(D1z)
onde CI' É' IlJlIH constante que depende de p.
Portanto,
(b(t)b.2Pz, qtDtz) = (b(t)b.Pz, {b.Pqt Dcz +
+CpD.(b.P-1qe)D¡(Dtz) + ... + CpDpDiq( Ddb.p-1(Dtz)] + qt b.P(Dtz)})-
- lE b(t)q{ntlb.PzI2 dI:..
Observacáo 4.2. Ternos que q{b.I'(Dez) é o último termo do desenvolvimento de
f).P(qCDcz), estimamos a expressáo (b(t)b.Pz, qeb.P(Dez)) como segue:
(b(t)b.Pz, q,b.P{Dez)) = In b(t)b.Pz qeDt{b.Pz) =
= In b{t)qdDllb.PzI2 = -~ In b(t)D¡q¡Ib.PzI2 +
+~In b(t)qenelb.zI2.
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Usamos istona \\ltiOla.igualdade da Obset"va~8:ól,··tém-,se: ,..
(b(t)á2pz¡qtlhl:) == (b(t);6Pz, {t1PqtDiz +.
+CpD;(áP-IIJt}Di{DtZ}+ ... + CpD;q(Bi{A"'-~(Dtz))}-
- ~ In b(t)DlQtlAPzI2 - !In b(t)qt1]tláPzr~ dE.
Ob$erva~iiQ4.3,Penot,amospor S a soma seguinte:
s = (b(t)á"z, SPqt DtZ +CpDláfl~lql}Di(Dtz) + ...:
... +CpD,qt Di(áP-1{Dtz)]).
Observamos que o termo com derivada de maior ordem para z é 2p,dado que
z E H~P.~fi},·~iE 02p{ñ), tere'rnosqHe
C(p"q) urna censtente quedependedo campo q e p.
O¡¡'servac;aQ 4.4. Se coasíderamos qt=1'J1" ,dado. que D¡(qt) = 1, se i= e ezero
para i';:' e, portanto.as.decívadas de ordern maior ou igual a 2 valem~ero"a soma
S redue-se ao termo:
42
. ..~.
L1(O,T¡Ll(O)), entáo a solucáo fraca do problema (4.1) sat.ísfaz a desigualdade:
onde e independe de z e Ea .
Observacáo 4.5. Na prova fazemos as estimativas standard, usando estimativas
da energía e Observacáo 4.3.
Teorema 4',3. Para T > To(p), a solucáo fraca do problema (4.1) corn h = 0,
satisfaz:
ande
To(p) = {n#LI + [(Cp - ~) + 2L1 (R(yO)2 >'02 + (n~1)2 1l(2)] +
+k~ >'01[(11. + l)llijl + 2R(yO)(nrllijl + >'(1) + ea + CI + C2 + C3}e2c•.
4. Regularidade de Solucáo Ultrafraca
Nesta secáo consideramos o operador (definido por:
/1 2 a { aw } aw' awLui = w +b(t)6 "u:+ - aij- +bi- + Ci-,ay; ay j . ay, ay;
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L11I = o eui Q
~ = o sobre '"' ; O 1 2( 1)o,,, ¿, • = , , ... , p-
(5.1 )
w(O) = tL/l, w'(O) = wi CIlI n
onde os dados iniciais wO e w' nao sáo regulares. Iutroduzirnos o couceito de
solucáo ultrafraca 011 definida por transposicáo, motivados pela seguint.e análise.
Procedemos formalmente, multiplicamos (5.1), pela funcáo z = z(y,t), y E n,
t E]O, T[ e integrando sobre Q, resulta:
Jf Lio z = JJwoz + JJb(t)6.2/'w z+ J1"a~, {a,J::J z'+
8w' aw
-r JJb,~Z + JJ C'-a z ,
vy, YI
Usando a fórmula de Green e integrando adequadamente, obternos:
11 u» z = - in w'(O)z(O)dy + in w(O)z'(O)dy- (5.2)
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onde z é solucáo do problema:
LOz = h em Q
~=O b ~'(j.,' ,so re '-', t = 0,1, ' .. ,2p - 1 (5.3)
z(T) = O, z'(T) = O em 11.
Sabe-se que se n e L1(O,T;L2(11)), z é lima solucáo fraca de (5.2) tal que z E
C([O, T); HGP(l1)) n C1([O, Tj;¡}(l1)). Motivados pela igualdade (5.2), introdnzi-
mos a seguinte definicáo.
w E LOO(O, T; L2(0)) é urna solucáo ultrafraca ou definida por transposicáo do
problema (5.1), se verifica a igualdade
¡¿(w,h)dt;:< wl,z(O) > -(wD,z'(O))- < 2:;b~)Y;~~,z(O) >-
- fE 9 b(t)!:.Pz dE
para todo z = z(x, t) solucáo fraca do sist.ema (5.3).




AO$ profs. L.A. Medeiros e LJd. Miranda por seus valiosos comentarios ao
trabalho,
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