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1 Einleitung 
1.1 Einführung in das Thema 
Die vorliegende Arbeit befasst sich mit dem Zusammenhang zwischen Internationalität und 
Unternehmenserfolg. Im Zentrum steht dabei die Analyse der Heimatlandfaktoren. Ziel ist 
es, den Einfluss der Rahmenbedingungen im Heimatland auf den Zusammenhang zwischen 
Internationalität und Unternehmenserfolg zu quantifizieren. 
In den vergangenen Jahrzehnten haben der Austausch von Waren und Dienstleistungen 
sowie die Höhe der ausländischen Direktinvestitionen stark zugenommen. Der weltweite 
Warenexportwert stieg von 58,6 Milliarden US-Dollar im Jahr 1948 auf 18,94 Billionen US-
Dollar im Jahr 2014 (vgl. UNCTAD 2015a). Auch das Bestandsvolumen von 
Direktinvestitionen wuchs in den vergangenen Jahrzehnten von 0,55 Billionen US-Dollar in 
1980 (vgl. UNCTAD 2015b) auf 25,87 Billionen US-Dollar in 2014 (vgl. UNCTAD 2015c).  
Vor diesem Hintergrund stellt sich für Unternehmen die Frage, welche Folgen steigende 
Exporte und Direktinvestitionen auf den Erfolg haben. Insbesondere der Effekt einer 
zunehmenden Internationalisierung auf den Erfolg eines Unternehmens ist hierbei von 
betriebswirtschaftlichem Interesse. Forscher untersuchen bereits seit weit mehr als 40 
Jahren den Zusammenhang zwischen Internationalität und Unternehmenserfolg (vgl. 
Glaum/Oesterle 2007, S. 307). Trotz vieler Veröffentlichungen in diesem Bereich sind die 
Befunde der empirischen Studien nicht eindeutig (vgl. Bausch/Krist 2007; Eckert 2010; Kirca 
et al. 2011; Oesterle/Richta 2013; Yang/Driffield 2012). Forscher finden sowohl statische 
(vgl. Bühner 1987) als auch dynamische (vgl. Johnson et al. 2009) Zusammenhänge zwischen 
Internationalität und Unternehmenserfolg. Diese beiden Verlaufsformen können weiter 
differenziert werden. Die empirischen Befunde zu monotonen Zusammenhängen trennen 
zwischen positiv (vgl. Bühner 1987) und negativ (vgl. Majocchi/Zucchella 2003) linear. Die 
Ergebnisse zu den dynamischen Verläufen sind noch heterogener. Forscher weisen dabei U- 
(vgl. Johnson et al. 2009) und gespiegelte U-Kurven (vgl. Geringer et al. 1989) sowie S- (vgl. 
Bobillo et al. 2010) und gespiegelte S-Kurven (vgl. Ruigrok et al. 2007) nach. 
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Warum die bisherigen Studien so stark voneinander abweichen, ist nicht geklärt. Trotz 
zunehmend komplexerer Untersuchungsmethoden und aufwändiger Operationalisierung 
der Variablen sind die Befunde nicht eindeutig (vgl. Hennart 2007, S. 445). Ein Grund für 
diese unterschiedlichen Ergebnisse ist die unzureichende Berücksichtigung von 
Kontextvariablen, wie beispielsweise der Eigenschaften der Heimatländer (vgl. Kirca et al. 
2012a, S. 118). Elango/Sethi (2007), Wan/Hoskisson (2003) sowie Bobillo et al. (2010) stellen 
in ihren Arbeiten die Relevanz des Heimatlandeffektes bzw. Country-of-Origin-Effektes (COE) 
auf den Zusammenhang zwischen Internationalität und Unternehmenserfolg heraus. In 
diesen Studien wird deutlich, dass die Herkunft eines Unternehmens den Erfolg einer 
internationalen Expansion beeinflusst. 
Diese bisherigen Studien zum Heimatlandeffekt fokussieren sich auf die Untersuchung der 
Zusammenhänge zwischen Internationalität und Unternehmenserfolg in jeweils 
verschiedenen Ländergruppen. Für die Clusterung der Länder verwenden die Forscher 
Ländereigenschaften, wie das Bruttoinlandsprodukt (BIP) oder die Offenheit des Handels 
(vgl. Elango/Sethi 2007, S. 371). In den daraus resultierenden Ländergruppen wird die 
Wirkung der Internationalität auf den Unternehmenserfolg untersucht. Die Forscher ziehen 
aus dem qualitativen Vergleich der Zusammenhänge zwischen Internationalität und 
Unternehmenserfolg in diesen Länderclustern Rückschlüsse auf den COE. Dieses Vorgehen 
ermöglicht jedoch keine Quantifizierung der Auswirkungen der einzelnen 
Ländereigenschaften auf den Zusammenhang zwischen Internationalität und 
Unternehmenserfolg. Die Ergebnisse von Elango/Sethi (2007) erlauben beispielsweise keine 
Aussage darüber, wie stark die Offenheit des Handels oder das BIP den genannten 
Zusammenhang beeinflussen. 
Die vorliegende Arbeit setzt an dieser Stelle mit dem Ziel an, den Heimatlandeffekt weiter zu 
differenzieren und zu quantifizieren. In den folgenden Kapiteln werden landesspezifische 
Einflussfaktoren identifiziert und deren moderierender Einfluss auf den Zusammenhang 
zwischen Internationalität und Unternehmenserfolg in einer späteren empirischen 
Untersuchung quantifiziert. Basis für die Analyse bilden das Diamanten-Modell von Porter 
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(1990), die neue Institutionsökonomik von North (1990) und die 
Intraregionalisierungshypothese von Rugman (2003). 
1.2 Aufbau der Arbeit 
Im Zentrum der Arbeit steht zunächst die Aufarbeitung des Stands der Forschung. Kapitel 2 
umfasst die Analyse der bisherigen Veröffentlichungen über den untersuchten 
Zusammenhang. Die Auswertung der Forschungsergebnisse dieser Arbeiten erfolgt unter 
anderem basierend auf den verwendeten Erfolgs- und Internationalitätsmaßen. Ziel dieser 
Analyse ist eine Aussage darüber zu treffen, inwieweit die verwendete Operationalisierung 
einen Einfluss auf den Zusammenhang zwischen Internationalität und Unternehmenserfolg 
hat. In Kapitel 2 sind zudem die Befunde von Forschern zu verschiedenen Theorien und 
Kontextfaktoren dargestellt, so beispielsweise Ergebnisse zum Einfluss des monopolistischen 
Vorteils, der Intraregionalisierung und der Kontextfaktoren, wie der Produktdiversifikation 
der Unternehmen oder der Heimatlandbedingungen. In Kapitel 3 werden Hypothesen über 
die Wirkungen der Rahmenbedingungen im Heimatland wie z.B. Nachfrage und Wettbewerb 
im Kontext der Untersuchung hergeleitet. Die Basis hierfür bilden das Diamanten-Modell von 
Porter (1980), die neue Institutionsökonomik von North (1990) und die 
Intraregionalisierungshypothese von Rugman (2003). Die Untersuchungsmethodik für die 
empirische Analyse ist in Kapitel 4 dargestellt. In diesem Kapitel werden die 
Stichprobenauswahl und die Operationalisierung der Variablen im Detail erklärt. Darauf 
aufbauend erfolgt die Vorstellung der Untersuchungsergebnisse in Kapitel 5. Hier werden die 
Resultate der empirischen Analyse des Einflusses der Heimatlandfaktoren auf den 
Zusammenhang zwischen Internationalität und Unternehmenserfolg vorgestellt und 
diskutiert. Im Anschluss erfolgt in Kapitel 6 eine Zusammenfassung der gesamten Arbeit 
sowie ein Ausblick für die Forschung und die Unternehmenspraxis. 
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2 Stand der Forschung 
Im Folgenden werden anhand einer Literaturrecherche die empirischen 
Forschungsergebnisse über den Zusammenhang zwischen Internationalität und 
Unternehmenserfolg aufgearbeitet. Dabei stellt ein systematischer Literaturrückblick die 
effizienteste und qualitativ hochwertigste Methode zur Identifikation und Auswertung von 
Literatur dar (vgl. Mulrow 1994, S. 597). Dieses Vorgehen ermöglicht es, Forschungslücken 
herauszuarbeiten, die die Grundlage der späteren empirischen Analyse bilden. Die Methode 
in der vorliegenden Arbeit folgt dem Muster von Tranfield et al. (2003). 
2.1 Datengrundlage und Auswahlkriterien 
Der Zusammenhang zwischen Internationalität und Unternehmenserfolg hat in den letzten 
40 Jahren zu einer großen Anzahl von Veröffentlichungen geführt. Hierzu existiert bereits 
eine Reihe von Metaanalysen (vgl. Bausch/Krist 2007; Kirca et al. 2011; Kirca et al. 2012a; 
Kirca et al. 2012b; Yang/Driffield 2012) und Reviews (vgl. Eckert 2010; Oesterle/Richta 2013). 
Die Ergebnisse dieser Metaanalysen und Reviews unterscheiden nur bedingt zwischen den 
markt- und rechnungslegungsbasierten Erfolgsindikatoren. Eine derartige Differenzierung ist 
jedoch wichtig, da sich diese Kennzahlen inhaltlich stark unterscheiden (vgl. Oesterle/Richta 
2013, S. 215). 
Marktbasierte Erfolgsmaße geben den erwarteten Erfolg eines Unternehmens in der Zukunft 
wieder (vgl. Kothari 2001, S. 109). Derartige Kennzahlen wie der Shareholder Value messen 
damit das Einkommen bzw. die Vermögensvermehrung der Aktionäre. Verbreitet ist der 
Einsatz dieser Erfolgsmaße insbesondere in Studien aus dem anglo-amerikanischen Raum 
(vgl. Glaum 2013, S. 133). Da der Großteil der Veröffentlichungen im Forschungsfeld zum 
Zusammenhang zwischen Internationalität und Unternehmenserfolg auch aus diesem Raum 
stammt, wird die Forschung zum Werteffekt der Internationalität durch die anglo-
amerikanische Literatur dominiert (vgl. Eckert 2010, S. 14; Glaum 2013, S. 133). Einen 
detaillierten Literaturüberblick in diesem Bereich zeigt Eckert (2010).  
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Entsprechend weniger stark erforscht sind die rechnungslegungsbasierten Erfolgsmaße. 
Diese Indikatoren bemessen den Unternehmenserfolg anhand von bilanziellen Kennzahlen 
und stellen damit den Unternehmenserfolg in der zurückliegenden Periode dar (vgl. 
Oesterle/Richta 2013, S. 216). Beispiele für derartige Erfolgsindikatoren sind die 
Gesamtkapital- oder Umsatzrendite. Im Gegensatz zu den kapitalmarktbasierten Kennzahlen 
können die bilanziellen Erfolgsmaße durch Unternehmen im Rahmen ihrer buchhalterischen 
Möglichkeiten beeinflusst werden (vgl. Hutzschenreuter/Voll 2007, S. 826). Insbesondere im 
internationalen Umfeld mit unterschiedlichen nationalen Regelungen zur Rechnungslegung 
kann diese Beeinflussbarkeit zu Verzerrungen führen (vgl. Oesterle/Richta 2013, S. 217). 
Vorteil der bilanziellen Erfolgsmaße gegenüber den kapitalmarktbasierten Erfolgsmaßen ist 
deren Verfügbarkeit. Die Berechnung des Shareholder Values ist per Definition auf 
Unternehmen beschränkt, deren Anteile über den Kapitalmarkt gehandelt werden (vgl. 
Glaum 2013, S. 133). Im Gegensatz dazu können bilanzorientierte Erfolgsmaße unabhängig 
von der Gesellschaftsform berechnet werden und umfassen damit eine größere 
Grundgesamtheit. Rückschlüsse hinsichtlich des Zusammenhangs zwischen Internationalität 
und bilanziellem Unternehmenserfolg sind somit auf vergleichsweise viele Unternehmen 
übertragbar, dennoch ist dieser Bereich weniger stark erforscht. Ziel der folgenden 
Literaturrecherche ist es, diesen Zusammenhang strukturiert aufzuarbeiten. 
Die Grundlage für die Aufarbeitung des Forschungsstandes bildet eine Literaturrecherche in 
der Datenbank Business Source Premier von Ebsco. Für die Suche nach relevanten Beiträgen 
werden Schlüsselwörter für Rentabilitätsmaße und Internationalität kombiniert.  
Als Begriffe für rechnungslegungsbasierte Erfolgsmaße werden „Return on Assets“ (ROA), 
„Return on Equity“ (ROE), „Return on Investment“ (ROI) und „Return on Sales“ (ROS) sowohl 
in abgekürzter als auch in ausgeschriebener Form verwendet. Diese Begriffe werden in allen 
Textbereichen gesucht, um auch Studien zu identifizieren, die diese Begriffe nicht in den 
Zusammenfassungen oder den Schlüsselwörtern verwendet haben, sondern lediglich im 
Volltext. 
Die Schlagworte für den Bereich der Internationalität sind „international“, „multinational“, 
„global“, „globalization“, „globalisation“, „geographical diversification“, „geographic 
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diversification“, „global diversification“, „internationality“, „multinationality“, 
„internationalisation“ und „internationalization“. Es wird sowohl nach „globalization“ als 
auch nach „globalisation“ bzw. nach „internationalisation“ und „internationalization“ 
gesucht, um die amerikanische und die britische Schreibweise zu berücksichtigen.1 Die Suche 
mittels dieser Begriffe beschränkt sich auf die Zusammenfassungen von Studien, unter 
anderem um Treffer zu verhindern, die sich auf den Namen des Magazins beziehen, wie 
„International Financial Law Review“ oder „International Journal of Training & 
Development“. Die Artikelauswahl wird zudem auf unabhängig geprüfte Veröffentlichungen 
beschränkt. Diese Beschränkung kann zwar nicht grundsätzlich eine hohe Qualität der 
Studienauswahl sicherstellen (vgl. Hirschauer 2004, S. 62), gewährleistet aber die Einhaltung 
der Mindestanforderungen beispielsweise in Bezug auf die Kriterien der 
Wissenschaftlichkeit, Originalität und wissenschaftlicher Relevanz (vgl. Goldbeck-Wood 
1999, S. 44). Ein weiteres Selektionsmerkmal ist das Veröffentlichungsdatum. Die 
Literaturrecherche ist auf Studien beschränkt, die nach 1980 publiziert wurden, um die 
Menge der Rechercheergebnisse auf ein praktikables Maß zu reduzieren. Das Resultat dieser 
verschiedenen Selektionskriterien sind 2.644 Arbeiten, die in den folgenden Unterkapiteln 
auf inhaltliche Relevanz geprüft werden. 
                                                     
1
 In Tabelle 2.2 wird deutlich, dass es bei der Suche nach amerikanischer und englischer Schreibweise in Ebsco 
zu der gleichen Anzahl von Ergebnissen kommt. Offenbar berücksichtigt die Datenbanksuche die lokalen 
Besonderheiten der Schreibweise. 
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2.2 Selektion der Zusammenfassungen und Volltexte 
Im Folgenden sind die Ergebnisse der Analyse der Zusammenfassungen und der Volltexte 
angegeben. Anhand der Zusammenfassungen wird zunächst geprüft, ob eine Studie für die 
weitere Untersuchung relevant ist. Die Gründe für den Ausschluss von Artikeln sowie die 
Anzahl betroffener Artikel sind in Tabelle 2.1 aufgelistet. 
Hauptgrund für den Ausschluss von Rechercheergebnissen ist, dass die 
Themenschwerpunkte der betreffenden Aufsätze in anderen Forschungsbereichen liegen, 
wie beispielsweise „Customer Relationship Management“, „International Policy“, 
„Terrorism“ oder „International Law“. Ursache hierfür ist unter anderem, dass die 
Erfolgsmaße (ROA, ROE, ROI und ROS) auch dann zu einem Treffer in der Datenbank führen, 
wenn der Suchbegriff lediglich Bestandteil eines im Text verwendeten Wortes ist. Die Suche 
nach „ROS“ ergibt somit Treffer bei Studien, die das Wort „prospect“ enthalten. Analog dazu 
werden auch Studien angezeigt, bei denen der Suchbegriff im Namen der Autoren enthalten 
ist, wie z.B. Ros Grady oder Terry Roe. 
Ziel des Literaturüberblicks ist insbesondere die Aufarbeitung der empirischen Ergebnisse. 
Artikel, die nicht auf einer empirischen Untersuchung basieren, werden daher im Folgenden 
nicht weiter betrachtet. Darüber hinaus werden Beiträge aussortiert, die sich ausschließlich 
mit Finanzmarktthemen befassen, wie dem Forecasting oder der Bestimmung von 
Tabelle 2.1: Kriterien für den Ausschluss von Studien auf Basis der Analyse der Abstracts  
Grund für den Ausschluss von Artikeln  Anzahl der betroffenen Artikel 
Fremdes Themengebiet  1.604 
Fehlende empirische Analyse 298 
Fokus auf Finanzmarktthemen  186 
Bewertungsmethoden Top Management Team 88 
Finanzkrisen 68 
Reine Export Betrachtung  55 
Einführung von IFRS 37 
Book Reviews 31 
ISO-Richtlinien 10 
Betrachtung spezieller Zielländer 7 
Summe der aussortierten Artikel auf Basis des Abstracts 2.384 
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Wechselkursen. Insgesamt können durch die Analyse der Abstracts über 2.300 Artikel 
ausgeschlossen werden. 
Die restlichen 260 Veröffentlichungen werden anhand des Volltextes tiefergehend 
untersucht. Das Vorgehen ist analog zu der Analyse der Abstracts. Die verschiedenen 
Selektionsgründe und die betroffene Studienanzahl sind in Tabelle 2.2 aufgeführt. Die 
Hauptursache für den Ausschluss einer Studie ist das Fehlen einer empirischen 
Untersuchung (89 Artikel). Dieses Merkmal wurde bereits bei der Vorauswahl der Abstracts 
verwendet. Allerdings ist anhand der Abstracts nicht in jedem Fall erkennbar, ob der Artikel 
tatsächlich auf einer empirischen Untersuchung basiert. In Tabelle 2.1 und Tabelle 2.2 ist 
somit der Punkt „Fehlende empirische Analyse“ als Selektionsmerkmal benannt. Die 
weiteren Gründe für den Ausschluss von Artikeln sind in Tabelle 2.2 angegeben. 
Tabelle 2.2: Kriterien für den Ausschluss von Studien auf Basis der Volltextanalyse  
Grund für die Selektion von Artikeln  Anzahl der Artikel 
Fehlende empirische Analyse 89 
Erfolg von Eintrittsform  39 
Corporate Governance 37 
Werteffekt der Internationalität 35 
Internationalität als abhängige Variable 2 
Nationale Diversifikation 1 
Summe der aussortierten Artikel auf Basis des Volltextes 203 
Insgesamt werden 203 Veröffentlichungen anhand der Analyse der Volltexte 
ausgeschlossen. Ausgehend von den 260 Studien nach Auswertung der Abstracts resultieren 
57 Studien für die weitere Untersuchung. 
Um einen möglichst vollständigen Literaturrückblick zu gewährleisten, werden die 57 Artikel 
gezielt nach Verweisen auf weitere Aufsätze untersucht, die einen empirischen 
Zusammenhang belegen. Insgesamt resultieren aus diesem Vorgehen acht zusätzliche 
Studien. Die Analyse der Volltexte führt zu einem Ausschluss von fünf Veröffentlichungen, da 
als abhängige Variable ein kapitalmarktbasiertes Erfolgsmaß verwendet wird. Die 
Auswertung der Querverweise führt somit zu drei weiteren Untersuchungen für die 
Literaturrecherche. 
 
9 
 
 
Abbildung 2.1: Zusammenfassung des Rechercheprozesses 
In Abbildung 2.1 ist die Studienauswahl zusammengefasst. Von den ursprünglich 2.644 
Aufsätzen werden 60 im Folgenden detailliert untersucht. 
2.3 Eigenschaften der Stichproben 
2.3.1 Untersuchungszeitraum, Stichprobenumfang und Erklärungsgehalt der 
untersuchten Veröffentlichungen 
Der folgende Abschnitt gibt einen Überblick über die 60 Studien, die einen empirischen 
Nachweis über den Zusammenhang zwischen Internationalität und Unternehmenserfolg 
belegen sollen. Die Aufsätze werden basierend auf den minimalen und maximalen 
Ausprägungen der Beobachtungszeiträume und der Stichprobenumfänge ausgewertet. 
Zudem erfolgt eine Betrachtung des Erklärungsgehaltes. 
In Tabelle 2.3 sind die Beobachtungszeiträume der Studien aufgeführt. Die aktuellsten Daten 
in den Studien stammen aus dem Jahr 2006. Die ältesten Beobachtungen sind hingegen aus 
dem Jahr 1966. Insgesamt umfasst die vorliegende Aufarbeitung des Stands der Forschung 
damit empirische Ergebnisse über einen Zeitraum von 40 Jahren. 
Die untersuchten Veröffentlichungen unterscheiden sich zudem stark hinsichtlich des 
Untersuchungszeitraums. In 11 Aufsätzen wurden Querschnittstudien durchgeführt und 
entsprechend nur einzelne Beobachtungsjahre analysiert. Dieses Vorgehen kann zu 
Fehleinschätzungen führen, z.B. aufgrund außergewöhnlicher konjunktureller Umstände wie 
etwa Wirtschaftskrisen (vgl. Shan et al. 2001, S. 443). In den restlichen 49 Artikeln wurden 
Ebscosuche:  
Resultat der Literaturrecherche 2.644 Studien 
Analyse der Abstracts:  
Verdichtung auf 260 Studien 
Analyse der Volltexte: 
Verdichtung auf 57 Studien 
Aufnahme von Querverweisen: 
Erweiterung auf 60 Studien 
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Längsschnittuntersuchungen durchgeführt. Der längste Untersuchungszeitraum umfasst eine 
Periode von 26 Jahren. 
Tabelle 2.3: Auswertung der analysierten Studien nach den Kriterien des Beobachtungszeitraumes (Länge 
des Beobachtungszeitraumes und Zeitpunkt der Beobachtung)  
Kategorie Zeitraum Autor(en) 
Früheste Beobachtung 1966-1981 Bühner (1987) 
Jüngste Beobachtung 2004-2006 Banalieva/Robertson (2010) 
Kürzester Zeitraum 1 Jahr Chen/Sternquist (1995); Delios/Beamish (1999); Han et al. (1998); 
Johnson et al. (2009); Kim/Park (2000); Majocchi/Zucchella (2003); 
Sambharya (1995); Shiue et al. (2005); Tallman/Li (1996); 
Waheeduzzaman/Dube (2002); Zahra et al. (2000)  
Längster Zeitraum 26 Jahre 
(1967-1992) 
Barkema/Vermeulen (2002) 
Die Größe der 60 Stichproben wird auf Basis der Anzahl der Datensätze und der 
untersuchten Unternehmen ausgewertet. Ein Unterschied zwischen diesen Zahlenwerten 
kann sich insbesondere durch die Verwendung von Paneldaten ergeben, in denen 
Unternehmen über mehrere Jahre untersucht werden, sodass sie in einer Stichprobe 
mehrfach vertreten sind. In Tabelle 2.4 sind die minimalen und maximalen Ausprägungen für 
die Anzahl der Datensätze und Unternehmen aus den 60 untersuchten Studien aufgeführt. 
Der Umfang der Beobachtungen in den Studien variiert von 45 bis zu 12.708 Datensätzen. 
Die Betrachtung der untersuchten Unternehmen ergibt eine Spannweite von 22 bis 1.059 
Firmen. 
Tabelle 2.4: Auswertung der analysierten Studien nach den Kriterien Anzahl der untersuchten Datensätze 
und Anzahl der untersuchten Unternehmen  
Kategorie Autor(en) Anzahl 
Geringste Anzahl an Datensätzen Chen/Sternquist (1995) 45 
Höchste Anzahl an Datensätzen Lu/Beamish (2004) 12.708 
Minimale Anzahl an Unternehmen Barkema/Vermeulen (2002) 22 
Maximale Anzahl an Unternehmen Lu/Beamish (2004) 1.059 
Große Unterschiede in den einzelnen Studien ergeben sich auch bei einem Vergleich des 
Erklärungsgehaltes, gemessen durch das korrigierte Bestimmtheitsmaß. Der Anteil der 
korrigierten erklärten Varianz reicht von 4,7% in der Studie von Grant (1987) bis zu 56% in 
der Untersuchung von Qian (2002). Es wird deutlich, dass große Unterschiede zwischen den 
verwendeten Regressionsmodellen in Bezug auf die Modellgüte existieren. 
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2.3.2 Auswertung der Unternehmenseigenschaften in den untersuchten 
Veröffentlichungen 
Die Eigenschaften der Unternehmen in den 60 Studien unterscheiden sich deutlich in den 
Bereichen Unternehmensgröße, Branche und Herkunftsland. Hinsichtlich der 
Unternehmensgröße findet sich in den Studien jedoch keine konkrete Definition zu Umsatz 
oder Mitarbeiterzahl, nach denen Unternehmen generell in kleine, mittlere und große 
Unternehmen differenziert werden. In einem Großteil der untersuchten Studien wird nur 
darauf verwiesen, dass in die Stichprobe nur große Unternehmen aufgenommen wurden. So 
begrenzen Gomez-Mejia/Palich (1997) ihre Untersuchung beispielsweise auf die größten 500 
amerikanischen Unternehmen auf Basis der Fortune 500-Liste. 
In lediglich drei Studien wurden gezielt kleine und mittlere Unternehmen untersucht 
(Lu/Beamish 2001; Majocchi/Zucchella 2003; Qian 2002). Der Grund für die Fokussierung auf 
große Unternehmen liegt unter anderem in der Verfügbarkeit der Daten (vgl. Michaelas et 
al. 1999, S. 114). In Deutschland beispielsweise ist nach §267 Handelsgesetzbuch die 
Offenlegungspflicht von der Bilanzsumme, dem Umsatzerlös und der Arbeitnehmerzahl 
abhängig. Für große Unternehmen ergibt sich daher eine bessere Datenverfügbarkeit. 
In einigen Studien wird die Branche als weiteres Selektionsmerkmal verwendet. Die 
Beschränkung auf bestimmte Wirtschaftszweige ermöglicht die Berücksichtigung 
industriespezifischer Zusammenhänge zwischen Internationalität und Unternehmenserfolg 
(vgl. Qian 2002; Qian et al. 2003; Capar/Kotabe 2003). Die untersuchten Industrien sowie die 
absoluten Häufigkeiten sind in Tabelle 2.5 aufgeführt. In 25 Artikeln wird die Auswahl nicht 
beschränkt. In drei weiteren Artikeln schließen Forscher Unternehmen aus dem Finanzsektor 
aus. Diese Begrenzung der Stichproben wird unter anderem vorgenommen, da 
Finanzunternehmen anderen Bilanzierungsregeln unterliegen (vgl. Grant et al. 1988, S. 780). 
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Tabelle 2.5: Auswertung der analysierten Studien nach dem Kriterium Branchenzugehörigkeit der 
untersuchten Unternehmen
Industrie-/ Wirtschaftssektor Anzahl 
Kein Fokus 25 
Produzierendes Gewerbe 23 
Keine Finanzunternehmen
2
 3 
Service ohne Finanzunternehmen 2 
Einzelhandel 1 
Elektronik 1 
Medien 1 
Pharmazeutik 1 
Service 1 
Software 1 
Versicherung  1 
Am häufigsten werden Unternehmen des produzierenden Gewerbes untersucht. Der 
Großteil der Veröffentlichungen im gesamten Forschungsfeld zum Zusammenhang zwischen 
Internationalisierung und Erfolg entstammt diesem Sektor (vgl. Contractor et al. 2003, S. 9). 
Als Grund für den Fokus auf das produzierende Gewerbe wird unter anderem die 
Vergleichbarkeit mit früheren Studien genannt (vgl. Ravichandran et al. 2009, S. 218). Die 
Forscher führen zudem an, dass das produzierende Gewerbe stärker internationalisiert ist 
als der Dienstleistungssektor (vgl. Contractor et al. 2003, S. 9). Ein Grund dafür ist, dass 
Dienstleistungen nur schwer über Exporte im Ausland angeboten werden können, sondern 
in der Regel Direktinvestitionen erfordern (Buckley et al. 1999, S. 48). Produzierende 
Unternehmen haben hingegen sowohl die Option, ihre Waren zu exportieren, als auch 
weitere Standorte im Ausland aufzubauen. Damit bietet sich auch die Möglichkeit einer 
schrittweisen Internationalisierung, zunächst durch Exporte und später über 
Direktinvestitionen (vgl. Johanson/Vahlne 1977, S. 23). Tabelle 2.5 verdeutlicht, dass in nur 
einem Artikel ausschließlich Serviceunternehmen betrachtet werden. In zwei weiteren 
Untersuchungen von Unternehmen der Dienstleistungsbranche wird die Stichprobe weiter 
reduziert, z.B. Serviceunternehmen exklusive der Finanzunternehmen in der Studie von Li 
(2005). 
                                                     
2
 In diesen Studien wurde keine spezielle Industrie untersucht, es wurden jedoch explizit Unternehmen des 
Finanzsektors ausgeschlossen.  
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Ein weiteres Unterscheidungsmerkmal der Studien ist das Heimatland der Unternehmen. In 
Tabelle 2.6 sind die 11 verschiedenen Länder und Regionen aufgeführt, aus denen die 
untersuchten Unternehmen stammen. In einigen der 60 Artikel werden mehrere 
Stichproben bestehend aus Unternehmen verschiedener Länder untersucht, sodass die 
Anzahl der Stichproben die Studienanzahl übersteigt. Insgesamt werden 74 verschiedene 
Stichproben in den 60 Artikeln analysiert. 
 
                                                     
3 
Buckley et al. (1984); Daniels/Bracker (1989); Elango/Ma (2008); Gomes/Ramaswamy (1999); Gomez-
Mejia/Palich (1997); Haar (1989); Han et al. (1998); Hsu/Boggs (2003); Kim et al. (1993); Kim/Park (2000); 
 
Tabelle 2.6: Auswertung der analysierten Studien nach dem Kriterium Heimatland der untersuchten 
Unternehmen  
Herkunft der Unternehmen Anzahl der Untersuchungen 
USA
3
 27 
Japan
4
 7 
Vereinigtes Königreich
5
 5 
Deutschland
6
 4 
Taiwan
7
 4 
Indien
8
 3 
Frankreich
9
 2 
Italien
10
 2 
Kanada
11
 2 
Spanien
12
 2 
USA und Europa
13
 2 
Verschiedene Länder (Schwerpunkt USA)
14
 2 
k.A.
15
 1 
Schweiz
16
 1 
Niederlande
17
 1 
Hong Kong
18
 1 
Australien, Belgien, Brasilien, Deutschland, Frankreich, Italien, Japan, Kanada, 
Niederlande, Südafrika, Vereinigtes Königreich
 19
 
1 
Belgien, Deutschland, Dänemark, Finnland, Frankreich, Italien, Kanada, 
Niederlande, Norwegen, Österreich, Schweden, Schweiz, Vereinigtes 
Königreich
20
 
1 
Belgien, Frankreich, Italien, Niederlande, Norwegen, Schweden, Schweiz, 
Vereinigtes Königreich, West Deutschland
21
 
1 
Dänemark, Deutschland, Finnland, Frankreich, Irland, Japan, Kanada, 
Niederlande, Norwegen, Schweden, Schweiz, USA, Vereinigtes Königreich
22
 
1 
Dänemark, Deutschland, Vereinigtes Königreich
23
 1 
Frankreich, Schweden, Vereinigtes Königreich
24
 1 
Irland, Italien, Portugal
25
 1 
Japan, USA
26
 1 
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Die Untersuchung der BRIC-Staaten27 beschränkt sich bisher auf Indien28 und Brasilien. 
Brasilien ist dabei auch nur Teil einer gemischten Stichprobe, in der Buckley et al. (1984) 
neben Brasilien zehn weitere Länder untersuchen. Laut der Weltbankdaten aus dem Jahr 
2010 gehören die BRIC-Staaten zu den größten Volkswirtschaften der Welt. China nahm 
Platz zwei, Brasilien Platz sieben, Indien Platz neun und Russland Platz elf in der Rangliste ein 
(vgl. The World Bank 2011). Diese Länder werden in der bisherigen Forschung kaum 
berücksichtigt, trotz ihrer Größe und ihres Wachstumspotenzials. Der Großteil der 
Forschungsergebnisse geht auf amerikanische, japanische und britische Unternehmen 
zurück. 
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2.4 Verwendete Erklärungsansätze für den Zusammenhang zwischen 
Internationalität und Unternehmenserfolg 
Für die Erklärung des Zusammenhangs zwischen Internationalität und Unternehmenserfolg 
existiert eine Vielzahl verschiedener Theorien und Argumente (vgl. Hennart 2007, S. 424).  
Ein häufig verwendetes Argument für die Erklärung eines positiven Erfolgseffektes der 
Internationalisierung sind Größenvorteile bzw. Economies of Scale (vgl. Capar/Kotabe 2003, 
S. 346; Contractor et al. 2003, S. 8). Die Ausweitung der Geschäftstätigkeit ins Ausland 
ermöglicht den Zugang zu neuen Märkten und damit eine Steigerung des Absatzpotenzials 
(vgl. Hennart 2007, S. 431). Stückkosten können durch eine Expansion gesenkt werden29, da 
beispielsweise die Kosten für Produktionsanlagen auf mehr Einheiten umgelegt werden (vgl. 
Brunner/Kehrle 2012, S. 280). Dies gilt insbesondere für Exporte30, da auf diese Weise eine 
optimale Auslastung von Produktionsanlagen erreicht werden kann (vgl. Glaum 2013, S. 59). 
Aber auch eine Internationalisierung durch ausländische Direktinvestitionen ermöglicht 
Größenvorteile. Die Innovationen aus Forschung und Entwicklung (F&E) können 
beispielsweise auch in die Produktion im Ausland einfließen, sodass die Investitionen in den 
Bereich F&E auf mehr Einheiten umgelegt werden können (vgl. Hennart 2007, S. 431). 
Weitere Größenvorteile, die sowohl Exporte als auch Direktinvestitionen betreffen, ergeben 
sich beispielsweise im Einkauf (vgl. Andrew/Knapp 2001, S. 2ff; Falk/Fischer 2005, S. 5f; 
Killen/Kamauff 1995, S. 2f). Auf der einen Seite kann ein größeres Volumen im Sourcing 
gebündelt werden und damit ein besserer Preis erzielt werden (vgl. Schiele et al. 2009, S. 
318). Auf der anderen Seite entstehen durch die Bündelung Aufwände für Verhandlung und 
Vergabe nur einmal. 
Operationale Flexibilität ist ein weiteres Argument für einen positiven Effekt der 
Internationalisierung auf den Unternehmenserfolg und basiert auf der Annahme, dass ein 
                                                     
29 
Voraussetzung ist, dass die produzierte Menge der Unternehmen unter der mindestoptimalen Betriebsgröße 
liegt (vgl. Brunner und Kehrle 2012, S. 280). 
30
 Hennart (2007) argumentiert gegen diese Vorteile auf Basis von Handelsbarrieren. Hemmnisse wie Zölle 
können solche Größenvorteile ausgleichen (vgl. Hennart 2007, S. 434). 
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Unternehmen durch die Internationalisierung über flexible Ressourcen verfügt (vgl. Kogut 
1985a, S. 27). Die Verteilung der Geschäftsaktivität auf verschiedene Länder erweitert 
demnach die Handlungsmöglichkeiten der Unternehmen. Es ergeben sich Arbitrage- und 
Leveragestrategien für internationale Unternehmen (vgl. Kogut 1985a, S. 33f). 
Arbitragestrategien ermöglichen Vorteile durch das Ausnutzen von Unterschieden zwischen 
Ländern, wie z.B. der verschiedenen Zinssätze für Fremdkapital (vgl. Kogut 1985a, S. 33). 
Leveragestrategien hingegen basieren auf der hohen Markt- und Verhandlungsmacht von 
internationalen Unternehmen (vgl. Kogut 1985a, S. 34), die unter anderem eine 
internationale Preisdifferenzierung und damit eine gewinnoptimierte Preisgestaltung in 
Abhängigkeit von der Situation in den einzelnen Ländern ermöglicht (vgl. Kogut 1985a, S. 
34). 
In der Theorie des monopolistischen Wettbewerbsvorteils werden Direktinvestitionen ins 
Ausland durch Vorteile begründet, über die andere Unternehmen nicht verfügen (vgl. Hymer 
1976, S. 32). Die Argumentation von Hymer (1976) geht darauf zurück, dass ausländische 
Unternehmen bei der Expansion in ein Gastland Markteintrittsbarrieren gegenüberstehen, 
etwa durch die Anpassung an das kulturelle Umfeld oder eine Diskriminierung ausländischer 
Unternehmen (vgl. Hymer 1976, S. 32ff). Diese Barrieren stellen einen natürlichen 
Wettbewerbsnachteil gegenüber einheimischen Unternehmen dar. Um diese Nachteile 
ausgleichen zu können, müssen Unternehmen über unternehmensspezifische Vorteile 
verfügen (vgl. Hymer 1976, S. 43). Häufig handelt es sich bei diesen Vorteilen um 
immaterielle Ressourcen, wie Patente, Managementfähigkeiten, Markennamen und den 
sogenannten Goodwill (vgl. Lu/Beamish 2004, S. 601). Nur auf Basis dieser Ressourcen 
können international expandierende Unternehmen die höheren Kosten der Aktivität im 
Ausland kompensieren (vgl. Hymer 1976, S. 33). Hymers (1976) Ausführungen verdeutlichen, 
dass Wettbewerbsvorteile die Grundlage für den Erfolg einer Internationalisierung bilden. 
Kindleberger (1969) führt die Existenz monopolistischer Vorteile grundsätzlich auf 
Marktunvollkommenheiten zurück, z.B. auf dem Gütermarkt (Monopolstellung) oder auf 
dem Faktormarkt (Patente) (vgl. Kindleberger 1969, S. 13ff). 
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Marktunvollkommenheit und die resultierenden Transaktionskosten sind auch Grundlage für 
die Internalisierungstheorie (vgl. Buckley/Casson 1976). Nach dieser Theorie entscheiden 
sich Unternehmen immer dann für eine Direktinvestition, wenn eine Transaktion nicht oder 
nur zu sehr hohen Transaktionskosten über den Markt abgewickelt werden kann (vgl. 
Buckley/Casson 1976, S. 36ff). Dies gilt insbesondere für den Handel von wissensintensiven 
Gütern (vgl. Buckley/Casson 1976, S. 39). Um einen marktgerechten Preis einschätzen zu 
können, muss ein potenzieller Käufer eines Patentes beispielsweise den Inhalt des Patentes 
bereits kennen (vgl. Teece 1986, S. 28). Auf diese Weise kann er kalkulieren, wie hoch dessen 
Wert ist. Dies kann jedoch bereits die Grundlage für den Handel verändern, da der Käufer in 
diesem Fall bereits über das Wissen verfügt (vgl. Teece 1986, S. 29). Sollte der Verkäufer sich 
daher entscheiden, den Inhalt des Patentes nicht transparent zu machen, hat dies negative 
Auswirkungen auf den möglichen Preis (vgl. Teece 1986, S. 29). Zudem erfordert der Transfer 
von Wissen ein gleiches Verständnis zwischen dem Verkäufer und Käufer, damit die 
Informationen richtig gedeutet und verwendet werden (vgl. Teece 1986, S. 29). Immaterielle 
Güter sind damit in der Regel nur schwer über einen Markt handelbar, sodass für 
Unternehmen die internationale Verwertung des Wissens häufig nur durch Direktinvestition 
möglich ist. 
Ein weiterer Vorteil der Internationalisierung ist die Risikoreduktion durch Streuung der 
Unternehmensaktivitäten auf verschiedene Länder (vgl. Rugman 1976, S. 75). Basierend auf 
der Portfolio-Theorie von Markowitz (1952) wird erwartet, dass Unternehmen durch die 
geografische Diversifizierung einem geringeren Risiko ausgesetzt sind (vgl. Rugman 1976, S. 
75). Im Fall einer nationalen Wirtschaftskrise kann ein international diversifiziertes 
Unternehmen etwa auf Produktionsstätten in anderen Ländern ausweichen (vgl. Duhnkrack 
1984, S. 218ff). Je geringer die wirtschaftlichen Entwicklungen der Gastländer eines 
Unternehmens miteinander korrelieren, desto stärker fällt die Risikoreduktion aus (vgl. 
Agmond/Lessard 1977, S. 1049). 
Ein weiterer Aspekt zur Erklärung eines positiven Effektes der Internationalisierung auf den 
Unternehmenserfolg ist die Konfrontation mit einem diversifizierten Umfeld (vgl. Ghoshal 
1987, S. 431). Diese Diversität setzt die Unternehmen verschiedensten Anreizen aus und 
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verbessert damit das organisationale Lernen (vgl. Ghoshal 1987, S. 431). Beispielsweise 
werden international agierende Unternehmen von verschiedenen Kulturen beeinflusst (vgl. 
Ruigrok/Wagner 2003, S. 70). Diese kulturelle Diversität führt zu verschiedenen Einflüssen, 
Denkansätzen und Ideen für die Herausbildung von Innovationen (Hitt et al. 1997, S. 774). Je 
stärker ein Unternehmen im Ausland diversifiziert ist, desto stärker ist die organisationale 
Lernfähigkeit ausgeprägt, die den Erfolg des Unternehmens positiv beeinflusst (vgl. Hennart 
2007, S. 437). 
Neben diesen Argumenten und Theorien, die für einen positiven Effekt der 
Internationalisierung auf den Unternehmenserfolg sprechen, existieren auch Ansätze, die 
einen negativen Einfluss begründen, wie die Kosten der Fremdartigkeit bzw. „Liabilities of 
Foreignness“ (vgl. Zaheer 1995, S. 343). Ein Unternehmen wird durch die Expansion in ein 
fremdes Land mit einem neuen Umfeld unter anderem im Hinblick auf Kultur, Rechtslage 
oder Wirtschaft konfrontiert. Die Anpassung an die jeweiligen Rahmenbedingungen ist mit 
Kosten verbunden (vgl. Zaheer 1995, S. 341). Liabilities of Foreignness werden definiert als 
Nachteile ausländischer gegenüber lokal ansässigen Unternehmen (vgl. Zaheer 1995, S. 343). 
Diese Kosten sind insbesondere bei geringen Internationalisierungsgraden relativ hoch (vgl. 
Contractor et al. 2003, S. 7). In dieser Situation fehlen den Unternehmen Erfahrungen z.B. im 
Umgang mit den fremden Kulturen (vgl. Johnson et al. 2009; S. 141; Li 2005, S. 40). Mit 
zunehmender Internationalisierung verringert der Erfahrungskurveneffekt die Kosten für die 
Anpassung (vgl. Zaheer/Mosakowski 1997, S. 446). Die Mitarbeiter bauen Wissen und 
Erfahrungen durch die Auslandsaktivitäten auf (vgl. Johanson/Vahlne 1977, S. 28). Bei einer 
weiteren Internationalisierung kann das erlernte Wissen erneut angewendet werden. Die 
Kosten der Fremdartigkeit variieren in Abhängigkeit von der Region, in die ein Unternehmen 
expandiert (vgl. Rugman 2003). Rugman (2003, S. 3) unterscheidet zwischen der Expansion 
in die eigene Region (intraregional) und der Expansion in eine fremde Region (interregional). 
Die intraregionale Expansion ermöglicht es den Unternehmen, die Vorteile der 
Internationalisierung zu nutzen, ohne mit den hohen Risiken eines fremden Umfeldes 
konfrontiert zu werden. Die Unterschiede zwischen Zielland und Stammland sind geringer, 
wenn das Zielland in der Heimatregion liegt (vgl. Rugman/Verbeke 2007, S. 200). Die 
Unternehmen müssen bei der intraregionalen Expansion nur geringfügige Anpassungen 
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vornehmen, sodass die Liabilities of Foreignness geringer ausfallen. Im Gegensatz dazu sind 
die Kosten der Fremdartigkeit bei einer interregionalen Expansion höher. 
Einen weiteren negativen Einfluss auf den Zusammenhang zwischen Internationalität und 
Unternehmenserfolg stellen Koordinationskosten dar. Durch die internationale 
Diversifizierung steigt die Komplexität im Unternehmen, da die Informations- und 
Warenflüsse zwischen den Tochtergesellschaften und der Unternehmenszentrale 
sicherzustellen sind (vgl. Gomes/Ramaswamy 1999, S. 178). Bei Entscheidungen, die alle 
Standorte eines Unternehmens betreffen, müssen zudem die Besonderheiten in den 
verschiedenen Gastländern berücksichtigt werden, wie z.B. kulturelle Aspekte. Die Führung 
eines Unternehmens wird daher mit wachsender Internationalität komplexer und 
aufwändiger (vgl. Grant et al. 1988, S. 776). Den hohen Anforderungen an die Leitung eines 
internationalen Unternehmens steht eine begrenzte Aufnahmefähigkeit der Führungskräfte 
gegenüber (vgl. Cohen/Levinthal 1990, S. 128f). Wenn diese Aufnahmefähigkeit 
überschritten wird, sind die Führungskräfte nicht mehr in der Lage, alle Informationen richtig 
zu verarbeiten und zu beurteilen. In dieser Situation steigt die Wahrscheinlichkeit von 
Fehlentscheidungen (vgl. Ruigrok et al. 2007, S. 357). Zusätzlich wird die Koordination eines 
internationalen Unternehmens durch die zunehmende räumliche Distanz zwischen dem 
Stammsitz und der Tochtergesellschaft erschwert (vgl. Gomes/Ramaswamy 1999, S. 174). 
Beobachtung, Kontrolle und Koordination wird mit wachsender Internationalisierung 
aufwändiger, da das Management unter anderem längere Wege zurücklegen muss (vgl. 
Gomes/Ramaswamy 1999, S. 174). Das Resultat sind steigende Kosten. Der Gesamtaufwand 
für die Kontrolle und Koordination eines Unternehmens steigt mit dem Grad der 
Internationalität (vgl. Hsu/Boggs 2003, S. 28). 
Des Weiteren begründet die Prinzipal-Agent-Beziehung zwischen Eigentümern und 
Führungskräften einen negativen Effekt der Internationalisierung auf den 
Unternehmenserfolg (vgl. Kirchner 1991, S. 92ff). Ziele der Unternehmensführung weichen 
teilweise von denen der Eigentümer ab. Manager streben häufig nach 
Unternehmenswachstum, da die Unternehmensgröße einen Einfluss auf das Gehalt hat (vgl. 
Brenner/Schwalbach 2003, S. 290f). Zudem existieren soziale Motive, wie das Ansehen in der 
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Öffentlichkeit durch die Erschaffung eines großen, international verzweigten Unternehmens 
(vgl. Tichy 1990, S. 455). Diese verschiedenen Anreize führen dazu, dass Manager Gewinne 
reinvestieren, obwohl keine marktgerechten Renditen zu erwarten sind (vgl. Jensen 1986, S. 
324). 
2.5 Zusammenhänge zwischen Internationalität und Unternehmenserfolg 
In der Literatur wurde bisher eine Vielzahl von möglichen Kurvenverläufen für den 
Zusammenhang zwischen Internationalität auf den Unternehmenserfolg identifiziert. Diese 
Kurvenverläufe lassen sich grundsätzlich in zwei Gruppen differenzieren: in statische und 
dynamische Zusammenhänge. 
Statische Zusammenhänge sind dadurch gekennzeichnet, dass die Steigung des 
Zusammenhangs zwischen Internationalität und Unternehmenserfolg konstant ist. 
Unabhängig vom Grad der Internationalisierung führt eine weitere Expansion ins Ausland zu 
einem konstant positiven oder negativen Effekt auf den Unternehmenserfolg. Die Existenz 
dieser linearen Zusammenhänge wurde zwar empirisch nachgewiesen, jedoch sind diese 
Befunde teilweise auf die ausschließliche Betrachtung linearer Effekte in den 
Regressionsmodellen sowie auf die Stichprobenauswahl zurückzuführen (vgl. Contractor et 
al. 2003, S. 7). Wenn beispielweise lediglich Unternehmen mit einem geringen 
Internationalisierungsgrad betrachtet werden, führen die Kosten der Fremdartigkeit, die 
nach der 3-Phasen-Theorie von Contractor et al. (2003) insbesondere bei geringen 
Internationalisierungsgraden auftreten, zu einem negativ linearen Zusammenhang (vgl. 
Majocchi/Zucchella 2003, S. 249). 
Im Gegensatz zu den statischen Verläufen beeinflusst bei dynamischen Zusammenhängen 
der Internationalisierungsgrad der Unternehmen den Erfolgseffekt einer weiteren Expansion 
ins Ausland. Daraus resultieren verschiedene Zusammenhangsformen. In der Literatur 
werden U- und gespiegelt U-förmige Zusammenhang sowie der S- und gespiegelt S-förmige 
Zusammenhang betrachtet. In den folgenden beiden Abschnitten werden diese 
dynamischen Verläufe zwischen Internationalität und Unternehmenserfolg im Detail 
vorgestellt. 
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2.5.1 Erläuterung des U- und gespiegelten U-Zusammenhangs zwischen 
Internationalität und Unternehmenserfolg 
Die U- und gespiegelten U-Zusammenhänge zwischen Internationalität und 
Unternehmenserfolg unterteilen sich in einen Abschnitt mit positivem und einen mit 
negativem Verlauf. Diese dynamischen Kurvenverläufe sind darauf zurückzuführen, dass die 
positiven und negativen Einflüsse der Internationalität auf den Unternehmenserfolg vom 
Grad der Internationalisierung abhängig sind (vgl. Contractor et al. 2003, S. 7). 
2.5.1.1 Gespiegelt U-förmiger Zusammenhang zwischen Internationalität und 
Unternehmenserfolg 
Der Internationalisierungsprozess wird von der geografischen und kulturellen31 Distanz 
zwischen Heimat- und Gastland beeinflusst (vgl. Johanson/Vahlne 1977, S. 23). 
Unternehmen expandieren zunächst in Länder, die geringe Unterschiede zum Heimatland in 
diesen beiden Dimensionen aufweisen (vgl. Gomes/Ramaswamy 1999, S. 175). In diesen 
Regionen weichen beispielsweise die Vorstellungen und „Geschmäcker“ der Kunden sowie 
das institutionelle Umfeld nur marginal von denen des Heimatlandes ab (vgl. Davidson 1983, 
S. 439f). Die Unternehmen müssen sich daher bei einer Internationalisierung nur geringfügig 
an diese Regionen anpassen und können dennoch auf dem nun größeren Markt 
Wettbewerbsvorteile nutzen. Die Expansion in ähnliche Märkte ermöglicht die Nutzung von 
Größenvorteilen mit marginalen Anpassungskosten (vgl. Gomes/Ramaswamy 1999, S. 176). 
Die weitere Internationalisierung in Länder, die eine höhere kulturelle und geografische 
Distanz zum Heimatland aufweisen, erfordert hingegen eine starke Anpassung der internen 
Prozesse, Systeme und Abläufe (vgl. Ruigrok/Wagner 2003, S. 68). Gleichzeitig steigen mit 
der Internationalisierung die Kosten für die Steuerung des Unternehmens (vgl. Hsu/Boggs 
2003, S. 27). Bei hohen Internationalisierungsgraden nimmt die Komplexität der 
Informations- und Warenflüsse im Unternehmen stark zu, unter anderem durch die 
                                                     
31
 Eine Diskussion zu kultureller und psychischer Distanz findet sich bei Schmid (1996, S. 277ff). 
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wachsende kulturelle und räumliche Distanz sowie rechtliche und sprachliche Barrieren (vgl. 
Grant et al. 1988, S. 776). 
In der Literatur wird aus diesem Zusammenspiel der positiven und negativen Effekte ein 
umgekehrter oder gespiegelter U-Zusammenhang zwischen Internationalität und 
Unternehmenserfolg abgeleitet (vgl. Hitt et al. 1997, S. 772f). Nach Erreichen des Maximums 
der gespiegelten U-Kurve übersteigen die negativen Aspekte der Internationalisierung die 
Vorteile einer weiteren Expansion ins Ausland. Dieser Punkt wird als „Internationalization 
Threshold“ (Internationalisierungsgrenze) (Geringer et al. 1989, S. 119) bezeichnet. Eine 
weitere Internationalisierung über diesen Punkt hinaus führt zu einem Rückgang des 
Unternehmenserfolges. Aufgrund der hohen Kosten für die Koordination bzw. Steuerung der 
Geschäftsabläufe können die Unternehmen nicht von einer weiteren Internationalisierung 
profitieren (vgl. Siddharthan/Lall 1982, S. 3ff). Somit übersteigen die Kosten einer weiteren 
Expansion ins Ausland den Nutzen. 
Dieser Erklärungsansatz für einen gespiegelt U-förmigen Zusammenhang wurde unter 
anderem von Ruigrok/Wagner (2003) kritisiert. Die beiden Wissenschaftler bemängeln, dass 
der Ansatz indirekt auf den Internationalisierungsprozess von Johanson/Vahlne (1977) 
zurückgreift, die Internationalisierungsgrenze aber dem Lern- und Anpassungsprozess von 
Johanson/Vahlne (1977) zuwiderläuft (vgl. Ruigrok/Wagner 2003, S. 70). Unternehmen 
lernen durch eine schrittweise Internationalisierung zunehmend mehr über Auslandsmärkte 
und Auslandsaktivitäten (vgl. Johanson/Vahlne 1977, S. 30). Dieses Wissen bildet die Basis 
für eine erfolgreiche Internationalisierung in entferntere Regionen (vgl. Ruigrok/Wagner 
2003, S. 70). Die Internationalisierungsgrenze der gespiegelten U-Kurve hingegen 
widerspricht diesem Prozess. 
2.5.1.2 U-förmiger Zusammenhang zwischen Internationalität und Unternehmenserfolg 
Aufbauend auf ihre Kritik an dem gespiegelt U-förmigen Verlauf erklären Ruigrok/Wagner 
(2003) einen U-förmigen Zusammenhang zwischen Internationalität und 
Unternehmenserfolg. Bei geringer Internationalisierung beeinflussen die Kosten der 
Fremdartigkeit den Kurvenverlauf (vgl. Contractor et al. 2003, S. 7). Dieser Nachteil der 
 
23 
 
Fremdartigkeit wird durch zunehmende Erfahrungen im Ausland abgeschwächt (vgl. 
Lu/Beamish 2001, S. 569). Unternehmen bauen Wissen über die Auslandsmärkte und 
Auslandsaktivitäten auf. Die Anpassungskosten fallen durch die schrittweise 
Internationalisierung geringer aus (vgl. Gomes/Ramaswamy 1999, S. 176). Die 
Unternehmen und Mitarbeiter lernen aus den Erfahrungen in anderen Ländern und 
können sich zunehmend besser an andere kulturelle Umfelder anpassen (vgl. 
Thomas/Eden 2004, S. 91). Auf der anderen Seite profitieren die Unternehmen vom 
Zugang zu unterschiedlichen Kulturen, indem sie immaterielle Vermögensgegenstände in 
den verschiedenen Kulturkreisen generieren, kombinieren und transferieren (vgl. 
Ruigrok/Wagner 2003, S. 70). Damit erzeugt die kulturelle Diversität ein innovatives 
Umfeld, das die Basis für weitere Wettbewerbsvorteile bildet (vgl. Hitt et al. 1997, S. 774). 
Hennart (2007) kritisiert die Annahme, dass kulturelle Diversität einen Vorteil hinsichtlich 
der Innovativität hat. Der Argumentation von Ruigrok/Wagner (2003) liegt eine Vielzahl von 
Annahmen zugrunde, die nicht bewiesen sind. Unklar ist beispielsweise, inwieweit ein 
internationales Unternehmen tatsächlich relevantes Wissen in den verschiedenen 
Kulturkreisen identifizieren bzw. nutzen kann und ob Tochtergesellschaften den 
Unternehmen einen Zugang zu diesem Wissen bieten (vgl. Hennart 2007, S. 437). 
2.5.2 Erläuterung des S- und gespiegelten S-Zusammenhangs zwischen 
Internationalität und Unternehmenserfolg 
S- und gespiegelte S-Kurven ermöglichen die Darstellung komplexerer Zusammenhänge 
zwischen Internationalität und Unternehmenserfolg verglichen mit linearen und U- bzw. 
gespiegelten U-Kurven. Diese S- bzw. gespiegelten S-Verläufe unterteilen sich in drei 
verschiedene Abschnitte mit sowohl positiven als auch negativen Verläufen (vgl. Riahi-
Belkaoui 1998, S. 317). 
2.5.2.1 S-förmiger Zusammenhang zwischen Internationalität und Unternehmenserfolg 
Die S-Kurve beruht auf der 3-Phasen-Theorie von Contractor et al. (2003) und ist grafisch in 
Abbildung 2.2. dargestellt. 
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Der Kurvenverlauf bei geringen Internationalisierungsgraden begründet sich bei diesem 
Ansatz durch das Vorliegen von Liabilities of Foreignness. Diese Nachteile führen zu hohen 
Lern- und Anpassungskosten, durch fehlende Erfahrungen mit den neuen Märkten, Kulturen 
und Rahmenbedingungen im Ausland (vgl. Contractor et al. 2003, S. 7). Bei mittleren 
Internationalisierungsgraden können die Unternehmen zunehmend von den Aktivitäten im 
Ausland profitieren. Der Zugang zu verschiedenen Ländern ermöglicht beispielsweise die 
Durchsetzung einer Preisdifferenzierungsstrategie, die Arbitrage von Gütern (vgl. Kogut 
1985a, S. 34) und in einigen Fällen auch die Erlangung von Marktmacht (vgl. Grant 1987, S. 
81). Bei hohen Internationalisierungsgraden führt eine weitere Expansion ins Ausland zu 
einem Erfolgsrückgang (vgl. Contractor et al. 2003, S. 8). Bei starker Auslandsaktivität nimmt 
die Komplexität der Unternehmenssteuerung zu und erhöht damit Aufwände für die 
Koordination des Unternehmens (vgl. Gomes/Ramaswamy 1999, S. 174). Als weiteren Grund 
für den negativen Zusammenhang bei hohen Internationalisierungsgraden nennen 
Contractor et al. (2003) die Expansionsstrategie vieler Unternehmen. Zunächst erschließen 
diese Unternehmen hoch profitable Märkte, mit weiterer Internationalisierung expandieren 
sie jedoch in weniger lukrative Regionen (vgl. Contractor et al. 2003, S. 8). Die Profitabilität 
der Erschließung eines neuen Marktes sinkt mit der Anzahl der Gastländer. 
Viele der Argumente von Contractor et al. (2003) beruhen auf der impliziten Annahme, dass 
mehr Internationalität auch die Aktivität in mehr Gastländern bedeutet. So wird 
beispielsweise bei mittleren Internationalisierungsgraden mit den positiven Auswirkungen 
Abbildung 2.2: S-förmiger Zusammenhang zwischen Internationalität und Unternehmenserfolg 
 (Quelle: eigene Darstellung) 
Grad der Internationalisierung 
Unternehmenserfolg 
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einer steigenden Anzahl an Auslandmärkten argumentiert (vgl. Contractor et al. 2003, S. 8). 
Dies ist nicht zwangsläufig immer gegeben. Eine weitere Internationalisierung kann sich 
beispielsweise auch auf den Ausbau der Aktivitäten in bereits erschlossenen Märkten 
beziehen (vgl. Hennart 2007, 443). Auch der empirische Beweis in der Arbeit von Contractor 
et al. (2003) basiert nicht auf der Anzahl der Gastländer, sondern auf einem Index bestehend 
aus relativem Auslandsumsatz, Anteil der Mitarbeiter im Ausland und Anteil der 
Auslandsniederlassungen. 
2.5.2.2 Gespiegelte S-Kurve 
Die gespiegelte S-Kurve stellt einen gegenläufigen Verlauf zur S-Kurve dar (vgl. Ruigrok et al. 
2007, S. 352). Ruigrok et al. (2007) argumentieren, dass die S-Kurve nur für Unternehmen 
aus bestimmten Ländern gilt (vgl. Ruigrok et al. 2007, S. 350ff). Voraussetzung für diesen S-
Zusammenhang zwischen Internationalität und Unternehmenserfolg ist nach Ruigrok et al. 
(2007) ein relativ großer Heimatmarkt (vgl. Ruigrok et al. 2007, S. 352). Zudem verfügen 
diese Länder kaum über Nachbarländer mit ähnlichen Rahmenbedingungen, wie z.B. der 
gleichen Amtssprache (vgl. Ruigrok et al. 2007, S. 353). Des Weiteren haben Länder mit 
einem S-förmigen Verlauf keinen Zugang zu einer Wirtschaftsgemeinschaft wie etwa der 
Europäischen Union (vgl. Ruigrok et al. 2007, S. 353). Die Schweiz hingegen erfüllt keines 
dieser Kriterien. Ruigrok et. (2007) gehen daher von einem Verlauf aus, der sich von der S-
Kurve unterscheidet. Insbesondere erwarten die Forscher einen positiven Zusammenhang 
zwischen Internationalität und Unternehmenserfolg bei geringen 
Internationalisierungsgraden. Unternehmen aus einem Land, das eine geringere kulturelle 
Distanz zu einem großen Absatzmarkt aufweist, haben die Möglichkeit, hohe Umsätze im 
Ausland zu generieren, ohne mit hohen Kosten der Fremdartigkeit konfrontiert zu werden 
(vgl. Ruigrok et al. 2007, S. 355). Unter der Annahme, dass Unternehmen zunächst in diese 
ähnlichen Regionen expandieren, ist der Erfolgseffekt einer weiteren Internationalisierung 
bei geringen Internationalisierungsgraden positiv (vgl. Johanson/Vahlne 1977, S. 26f). Für die 
Schweiz sind beispielweise Deutschland oder Österreich als große Absatzmärkte mit geringer 
kultureller Distanz zum Heimatland zu nennen (vgl. Ruigrok et al. 2007, S. 352). Eine weitere 
Expansion in andere Regionen steigert die Anpassungskosten für die Unternehmen durch 
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größere Unterschiede zwischen Heimat- und Gastland (vgl. Ruigrok et al. 2007, S. 352). Diese 
interregionalen Liabilities of Foreignness führen zu einem negativen Zusammenhang 
zwischen Internationalität und Unternehmenserfolg bei mittleren 
Internationalisierungsgraden. Die Mitarbeiter können aus den Erfahrungen im Ausland 
lernen, z.B. den Umgang mit unterschiedlichen Kulturen und Rechtssystemen (vgl. Ruigrok et 
al. 2007, S. 352). Diese Lerneffekte ermöglichen es den Unternehmen bei hohen 
Internationalisierungsgraden, von einer weiteren Expansion ins Ausland zu profitieren. Die 
von Ruigrok et al. (2007) eingeführten Heimatlandeigenschaften, wie die Größe des 
Heimatmarktes, führen zu einer Phasenverschiebung der S-Kurve (vgl. Ruigrok et al. 2007, S. 
362) und damit einer gespiegelten S-Kurve. In Abbildung 2.3 ist dieser Zusammenhang 
grafisch dargestellt. 
Kritisch an diesem theoretischen Ansatz der gespiegelten S-Kurve ist, dass dieser sehr 
speziell auf eine kleine Gruppe von Ländern zugeschnitten ist. Zudem liegt keine eindeutige 
Definition der Länder vor, für die dieser Zusammenhang gilt. Die Voraussetzungen für diesen 
Zusammenhang sind von Ruigrok et al. (2007) nicht quantifiziert worden, sodass unklar ist, in 
welchem Fall ein derartiger Zusammenhang zu erwarten ist. Wann gilt ein Heimatmarkt 
beispielsweise als groß, oder anders gefragt, wie groß muss der Markt in einem kulturell-
ähnlichen Gastland sein, damit ein gespiegelt S-förmiger Zusammenhang zwischen 
Internationalität und Unternehmenserfolg resultiert? 
Grad der Internationalisierung 
Unternehmenserfolg 
Abbildung 2.3: Gespiegelt S-förmiger Zusammenhang zwischen Internationalität und Unternehmenserfolg 
 (Quelle: eigene Darstellung) 
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Die Betrachtung der Modelle zeigt, dass es an einer Gesamttheorie für die Erklärung 
kurvilinearer Zusammenhänge fehlt. Wissenschaftler versuchen Erklärungsansätze für diese 
dynamischen Kurvenverläufe zu finden, wie die 3-Phasen-Theorie von Contractor et al. 
(2003). Bei diesen Theorien handelt es sich jedoch lediglich um eine Aneinanderreihung der 
bekannten Einzeltheorien. Bisherige Erklärungsansätze gehen nicht auf die 
Wechselwirkungen zwischen den verschiedenen Einflüssen der Einzeltheorien ein (vgl. 
Oesterle/Richta 2009, S. 64). 
2.6 Analyse der Zusammenhänge zwischen Internationalität und 
Unternehmenserfolg auf Basis der Operationalisierung von Erfolg und 
Internationalität 
2.6.1 Analyse des Einflusses des Erfolgsmaßes auf den Zusammenhang zwischen 
Internationalität und Unternehmenserfolg 
In Abschnitt 2.1 wurde bereits der Unterschied zwischen markt- und 
rechnungslegungsbasierten Erfolgsmaßen erläutert. Aufgrund der starken Abweichungen 
zwischen diesen Maßen bezieht sich die vorliegende Untersuchung lediglich auf 
rechnungslegungsbasierte Kennzahlen. Deskriptive Statistiken in der Literatur weisen auf 
eine signifikante Korrelation zwischen diesen Erfolgsmaßen hin (vgl. beispielsweise 
Sambharya 1995, S. 209 oder Sullivan 1994a, S. 334). Dennoch sind die Maßzahlen aufgrund 
verschiedener Einflüsse kritisch zu unterscheiden. So beeinflussen die eingesetzten 
Abschreibungsrichtlinien z.B. die Gesamtkapitalrendite eines Unternehmens und 
ermöglichen damit eine aktive Beeinflussung dieses Erfolgsmaßes (vgl. Gomes/Ramaswamy 
1999, S. 182). Um zu prüfen, ob darüber hinaus auch die verschiedenen 
rechnungslegungsbasierten Kennzahlen den Zusammenhang zwischen Internationalität und 
Unternehmenserfolg beeinflussen, wird dieser in den Studien auf Grundlage der 
verschiedenen rechnungslegungsbasierten Erfolgskennzahlen untersucht. In der Auswertung 
kann es zu Doppelnennungen kommen, da in einigen Veröffentlichungen verschiedene 
Erfolgsmaße verwendet werden. 
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2.6.1.1 Return on Assets als Erfolgsmaß 
Die Kapitalrendite (Return on Assets – ROA) errechnet sich als Gewinn im Verhältnis zum 
Gesamtkapital. In 42 Artikeln wird die Kapitalrendite als Erfolgsmaß verwendet. ROA ist 
damit das am häufigsten verwendete Erfolgsmaß in den untersuchten Studien. Alle Artikel, 
die ROA verwenden, sind in Tabelle 2.7 aufgelistet. In der zweiten Spalte sind die Ergebnisse 
des Zusammenhangs zwischen Internationalität und ROA angegeben. 
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 Delios/Beamish (1999) verwenden einen Mischindex aus ROA, ROE und ROS. 
Tabelle 2.7: Auswertung des Zusammenhangs zwischen Internationalität und Unternehmenserfolg in den 
untersuchten Studien auf Basis des Return on Assets  
Autor(en) Zusammenhang zwischen Internationalität und Unternehmenserfolg 
Banalieva/Robertson (2010) Negativ (n.s.) 
Barkema/Vermeulen (2002) Negativ/ Positiv 
Bobillo et al. (2010) S-Kurve 
Buckley et al. (1984) Quadratischer Einfluss (Richtung nicht geprüft) 
Bühner (1987) Positiv 
Chen/Sternquist (1995) Keine signifikanten Unterschiede zwischen heimischen und 
internationalen Unternehmen 
Chittoor et al. (2009) Erste Hälfte der gespiegelten U-Kurve 
Daniels/Bracker 1989 Positiv 
Delios/Beamish (1999)
32
 Positiv 
Elango/Ma (2008) Linear positiv /Quadratischer Term (n.s.) 
Geringer et al. 1989  Gespiegelte U-Kurve 
Gomes/Ramaswamy (1999) Positiv/ Gespiegelte U-Kurve 
Gomez-Mejia/Palich (1997) Positiv (n.s.) 
Grant (1987) Positiv 
Grant et al. (1988) Positiv/ Quadratischer Term (n.s.) 
Haar 1989 Positiv/ Erste Hälfte der U-Kurve 
Hitt et al. (1997) Negativ (n.s.)/ Gespiegelte U-Kurve 
Hsu/Boggs (2003) Positiv/ Gespiegelte U-Kurve 
Johnson et al. (2009) Positiv/ U-Kurve 
Jung/Chan-Olmsted (2005) Negativ/ Gespiegelte U-Kurve 
Kim et al. (1993) Positiv 
Kotabe et al. (2002) Negativ (n.s.) 
Kudina et al. (2009) Gespiegelte S-Kurve 
Kumar (1984) Zweite Hälfte der gespiegelten U-Kurve 
Kuo et al. (2006) Negativ 
Lavie/Miller (2008) Positiv/ S-Kurve 
Li/Qian (2005) Erste Hälfte der gespiegelten U-Kurve 
Lu/Beamish (2001) U-Kurve 
Fortsetzung auf Folgeseite… 
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Der Großteil der Studien enthält mehrere Regressionsanalysen. So werden beispielsweise 
lineare und nicht-lineare Modelle betrachtet (vgl. u.a. Lu/Beamish 2004, S. 604), oder die 
Forscher verwenden unterschiedliche Internationalitätsmaße (vgl. u.a. Hsu/Boggs 2003, S. 
36). In Tabelle 2.7 sind alle unterschiedlichen Zusammenhangsformen zwischen 
Internationalität und Unternehmenserfolg aus den Aufsätzen angegeben. Wenn 
verschiedene Internationalisierungsmaße oder Stichproben zum gleichen Ergebnis führen, 
wird das Ergebnis nur einmal aufgeführt. Insignifikante Ergebnisse sind mit „n.s.“ 
gekennzeichnet. In der Studie von Banalieva/Robertson (2010) ergibt sich beispielsweise ein 
negativer Zusammenhang zwischen Internationalität und Unternehmenserfolg, der jedoch 
nicht signifikant ist. 
In der Tabelle wird deutlich, dass die Zusammenhänge sehr heterogen sind. Die Forscher 
weisen linear positive (vgl. z.B. Wan/Hoskisson 2003, S. 38), linear negative (vgl. z.B. Kuo et 
al. 2006, S. 12f), U-förmige (vgl. z.B. Lu/Beamish 2001, S. 576f), gespiegelt U-förmige (z.B. 
Geringer et al. 1989, S. 117), S-förmige (z.B. Bobillo et al. 2010, S. 615) und gespiegelt S-
förmige Zusammenhänge (z.B. Kudina et al. 2009, S. 135) nach. 
Des Weiteren sind Ergebnisse in Tabelle 2.7 aufgeführt, die nur Teilabschnitte der normalen 
und gespiegelten U-Kurven aufweisen. Im Fall der gespiegelten U-Kurve erreichen 
Unternehmen in einigen Fällen beispielsweise nicht das Maximum des Kurvenverlaufs, da 
Fortsetzung Tabelle 2.7:  
Autor(en) Zusammenhang zwischen Internationalität und 
Unternehmenserfolg 
Lu/Beamish (2004) Negativ / U-Kurve/ S-Kurve 
Majocchi/Zucchella (2003) Negativ 
Mathur et al. (2001) Negativ/ U-Kurve (n.s.) 
Olusoga (1993) Positiv/ Negativ 
Qian (1997) Positiv 
Ramírez-Alesón/Espitia-Escuer (2001) Negativ (n.s.) 
Ravichandran et al. (2009) Positiv (n.s.) 
Riahi-Belkaoui (1998) S-Kurve 
Ruigrok/Wagner (2003) U-Kurve 
Ruigrok et al. (2007) Negativ/ gespiegelte U-Kurve/ gespiegelte S-Kurve 
Sambharya (1995) Positiv/ Negativ (n.s.) 
Shiue et al. (2005) Positiv/ Negativ (n.s.) 
Sullivan (1994b) Gespiegelte U-Kurve/ S-Kurve 
Thomas/Eden (2004) Positiv/ Negativ/ Quadratischer Term (n.s.) 
Wan/Hoskisson (2003) Positiv 
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der „Internationalization Threshold“ (Geringer et al. 1989, S. 119) theoretisch bei einem 
Internationalisierungsgrad größer als 100% liegt. Für die Unternehmen gelten nur die 
Befunde über den Zusammenhang zwischen Internationalität und Unternehmenserfolg, die 
innerhalb der Internationalisierungsspanne von 0% bis 100 % liegen. Die Studie von Li/Qian 
(2005) z.B. belegt den ersten Abschnitt der gespiegelten U-Kurve. Eine Expansion ins Ausland 
hat somit einen positiven Effekt auf die Gesamtkapitalrendite. Der positive Effekt nimmt mit 
steigender Internationalisierung ab und weist einen negativen Grenzertrag auf. Der 
Zusammenhang zwischen Internationalität und Unternehmenserfolg wird jedoch nicht 
negativ. Der grafische Verlauf, der aus den Studienergebnissen von Li/Qian (2005) resultiert, 
ist in Abbildung 2.4 dargestellt. Das Maximum erreicht die gespiegelte U-Kurve in der Grafik 
bei einem Internationalisierungsgrad größer als 1. Dieser Punkt ist jedoch praktisch nicht 
erreichbar, da der maximale Internationalisierungsgrad bei einem Wert von 1 liegt. 
 
Abbildung 2.4: Zusammenhang zwischen Internationalität und Unternehmenserfolg bei Li/Qian (2005) – 
Internationalitätsindex = (FATA + FSTS + FETE)/3 (Quelle: Li/Qian 2005, S. 24ff; eigene Darstellung) 
Die Ergebnisse von Delios/Beamish (1999) stellen einen Sonderfall in Tabelle 2.7 dar. Die 
Forscher haben sich aufgrund der hohen Korrelation zwischen ROA, ROE und ROS dazu 
entschieden, einen Mischindex aus diesen drei Erfolgsmaßen zu bilden (vgl. Delios/Beamish 
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1999, S. 717).33 Der Zusammenhang zwischen Internationalität und dem verwendeten 
Erfolgsindex ist linear positiv und signifikant. 
Die Ergebnisse zum Zusammenhang zwischen Internationalität und Unternehmenserfolg 
variieren trotz isolierter Betrachtung des Zusammenhangs zwischen Internationalität und 
Kapitalrendite. Ein Grund hierfür kann sein, dass ROA durch die Unternehmen im Rahmen 
von Abschreibungen beeinflusst werden kann (vgl. Gomes/Ramaswamy 1999, S. 182). 
Unternehmen sind in der Lage, die Kapitalrendite durch verschiedene Strategien zu erhöhen 
oder zu senken. Insbesondere sind die Regeln zu Abschreibungen landespezifisch (vgl. 
Murphy 2000, S. 471f), sodass auch die Tatsache der verschiedenen Heimatländer die 
unterschiedlichen Zusammenhänge erklären könnte. Andere Gründe für die verschiedenen 
Kurvenverläufe sind beispielsweise die Analyse verschiedener Heimatländer und Branchen. 
Ruigrok et al. (2007) weisen für Schweizer Unternehmen einen gespiegelten S-
Zusammenhang nach. Im Gegensatz dazu ergibt die Analyse einer amerikanischen 
Stichprobe durch Riahi-Belkaoui (1998) eine „normale“ S-Kurve. Die Unterschiede zwischen 
den beiden Ländern wie das Bruttoinlandsprodukt können zu unterschiedlichen Verläufen 
führen (vgl. Elango/Sethi 2007, S. 382). Die gegensätzlichen Befunde lassen keinen 
Rückschluss auf eine grundsätzliche und allgemeingültige Beziehung zwischen 
Internationalität und Kapitalrendite zu. 
2.6.1.2 Return on Equity als Erfolgsmaß 
Die Eigenkapitalrentabilität (Return on Equity – ROE) setzt den Gewinn ins Verhältnis zum 
Eigenkapital eines Unternehmens. In der Literaturrecherche haben 15 Artikel ROE als 
Erfolgsmaß verwendet. In Tabelle 2.8 sind diese Studien aufgeführt sowie deren Ergebnisse 
über den Zusammenhang von Internationalität und Eigenkapitalrendite. Die Wissenschaftler 
weisen verschiedene Zusammenhänge zwischen Internationalität und dem ROE eines 
Unternehmens nach (vgl. Tabelle 2.8). Es ergeben sich linear positive (z.B. Bühner 1987) und 
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 Die stärksten Korrelationen wurden von Delios/Beamish (1999) zwischen ROA/ROE sowie ROA/ROS 
nachgewiesen. Die Studienergebnisse von Delios/Beamish (1999) werden daher unter den ROA-Ergebnissen 
aufgeführt. 
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negative Zusammenhänge (z.B. Kuo et al. 2006), gespiegelte U-Zusammenhänge (z.B. 
Chiang/Yu 2005) und gespiegelte S-Zusammenhänge (z.B. Chiang/Yu 2005). In einigen 
Studien werden auch Teilabschnitte der gespiegelten U-Kurve nachgewiesen (z.B. Hsu/Boggs 
2003; Elango/Pattnaik 2009). Die gegensätzlichen beziehungsweise widersprüchlichen 
Kurvenverläufe in den Studien lassen keine Aussagen über einen generellen Zusammenhang 
zwischen der Internationalität und der Eigenkapitalrendite zu. 
Tabelle 2.8: Auswertung des Zusammenhangs zwischen Internationalität und Unternehmenserfolg in den 
untersuchten Studien auf Basis des Return on Equity  
Autor(en) Zusammenhang zwischen Internationalität und Unternehmenserfolg 
Bühner (1987) Positiv 
Chen/Sternquist (1995) Unterschiede zwischen national und international tätigen Unternehmen (n.s.) 
Chiang/Yu (2005) Negativ / Gespiegelte U-Kurve/ Gespiegelte S-Kurve 
Elango/Pattnaik (2009) Negativ (n.s.)/ Erste Hälfte der gespiegelten U-Kurve/kubischer Term (n.s.) 
Grant (1987) Positiv 
Han et al. (1998) Negativ (n.s.)/ Positiv (n.s.) 
Hsu/Boggs (2003) Positiv/ Zweite Hälfte der gespiegelten U-Kurve 
Kim/Park (2000)
34
 Negativ (n.s.) 
Kuo et al. (2006) Negativ 
Mathur et al. (2001) Negativ/ U-Kurve 
Qian (1997) Positiv 
Qian (1998) Negativ (n.s.)/ Positiv 
Sambharya (1995) Negativ/ Positiv 
Thomas/Eden (2004) Positiv/ Negativ (n.s.)/ U-Kurve (n.s.) 
Wan (1998) Gespiegelte U-Kurve (n.s.) 
Zahra et al. (2000) Negativ/ Positiv 
Grund für dieses uneinheitliche Ergebnis ist unter anderem die Beeinflussbarkeit der 
Eigenkapitalrendite durch das Unternehmen. Der ROE wird maßgeblich von der 
Kapitalstruktur bestimmt (vgl. Collier et al. 2010, S. 26). Durch die Veränderung des 
Fremdkapitalanteils kann ein Unternehmen die Eigenkapitalrendite aktiv beeinflussen. Der 
Effekt wird als Leverageeffekt bezeichnet (vgl. Hutchison/Raymond 2007, S. 1). Die mögliche 
Beeinflussung des Return on Equity kann dazu führen, dass der Einfluss der Internationalität 
nicht eindeutig gemessen werden kann, da die Unternehmen die Eigenkapitalrendite 
individuell, in einer für sich optimalen Weise aktiv steuern. 
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 Kim/Park (2000) haben als Einzige in den 60 Studien den Return on Investment als Erfolgsmaß verwendet. 
Die Studie wurde daher unter den Punkt Eigenkapitelrendite subsummiert. Die Messung erfolgte bei Kim/Park 
(2000) durch eine Befragung der Leiter ausgewählter internationaler Unternehmen. 
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2.6.1.3 Return on Sales als Erfolgsmaß 
Die Umsatzrendite (Return on Sales) errechnet sich als Gewinn geteilt durch den Umsatz 
eines Unternehmens. In Spalte eins der Tabelle 2.9 sind alle 21 Studien aufgeführt, in denen 
der Return on Sales (ROS) als Erfolgsmaß verwendet wurde. In der zweiten Spalte der 
Tabelle ist das Ergebnis über den Zusammenhang zwischen Internationalität und 
Umsatzrendite angegeben. 
Tabelle 2.9: Auswertung des Zusammenhangs zwischen Internationalität und Unternehmenserfolg in den 
untersuchten Studien auf Basis des Return on Sales  
Autor(en) Zusammenhang zwischen Internationalität und Unternehmenserfolg 
Banalieva/Robertson (2010) Positiv/ Negativ (n.s.) 
Capar/Kotabe (2003) Negativ/ U-Kurve 
Chittoor et al. (2009) Erste Hälfte der gespiegelten U-Kurve 
Contractor et al. (2003) U-Kurve/ Gespiegelte und normale S-Kurve 
Daniels/Bracker 1989 Positiv 
Elango/Sethi (2007) Positiv/ Gespiegelte U-Kurve 
Gaur/Kumar (2009) Positiv/ Zweite Hälfte der U-Kurve 
Geringer et al. (1989) gespiegelte U-Kurve 
Geringer et al. (2000) Negativ 
Grant (1987) Positiv 
Jung/Chan-Olmsted (2005) Negativ/ Gespiegelte U-Kurve 
Li (2005) U- und S-Kurve/ Negativ (n.s.) 
Li/Qian (2005) Erste Hälfte der gespiegelten U-Kurve 
Mathur et al. (2001) Negativ/ Erste Hälfte der U-Kurve 
Olusoga (1993) Positiv  
Qian (2002) Positiv/ Gespiegelte U-Kurve (n.s.) 
Qian et al. (2003) Positiv 
Sambharya (1995) Negativ (n.s.)/ Positiv 
Sullivan (1994b) Gespiegelte U-Kurve/ S-Kurve 
Tallman/Li (1996) Negativ (n.s.)/ Positiv 
Waheeduzzaman/Dube (2002) Positiv (n.s.) 
Aus der Tabelle wird ersichtlich, dass es keinen eindeutigen Zusammenhang gibt. Die 
Forscher finden sowohl positiv lineare Effekte (z.B. Grant 1987), negativ lineare Effekte (z.B. 
Geringer et al. 2000), gespiegelte U-Zusammenhänge (z.B. Qian 2002), normale U-
Zusammenhänge (z.B. Capar/Kotabe 2003), sowie S- und gespiegelte S-Zusammenhänge 
(z.B. Contractor et al. 2003). Zusätzlich weisen einige Forscher nur Teilabschnitte der Kurven 
nach, wie z.B. Li/Qian (2005) oder Gaur/Kumar (2009). 
Im Gegensatz zu den zuvor dargestellten Erfolgsmaßen ROA und ROE, wird die 
Umsatzrendite weniger stark durch die Kapitalstruktur des Unternehmens beeinflusst. Die 
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heterogenen Ergebnisse in der Forschung können damit nicht unmittelbar auf die 
Beeinflussbarkeit der Erfolgsvariablen zurückgeführt werden. Die widersprüchlichen 
Zusammenhänge in Tabelle 2.9 gehen auf andere Einflussfaktoren zurück, wie etwa die 
unterschiedlichen Heimatländer und Branchen. Capar/Kotabe (2003) weisen eine U-Kurve 
für Dienstleistungsunternehmen aus Deutschland nach. Im Gegensatz dazu gleicht der 
Kurvenverlauf bei Geringer et al. (1989) einem gespiegelten U-Zusammenhang. Geringer et 
al. (1989) analysieren industrieübergreifend die größten Unternehmen aus den USA und 
Europa. Die begrenzte Kontrolle von Heimatlandeinflüssen, aber auch weitere Faktoren wie 
industriespezifische Zusammenhänge erklären die unterschiedlichen Ergebnisse zum Teil. 
2.6.2 Analyse des Einflusses des Internationalisierungsmaßes auf den Zusammenhang 
zwischen Internationalität und Unternehmenserfolg 
In den vorliegenden 60 Untersuchungen haben die Wissenschaftler eine Vielzahl von 
Indikatoren verwendet, um die Internationalität zu operationalisieren. Die Messung der 
Internationalität wurde bereits von verschiedenen Forschern debattiert (vgl. Sullivan 1994a; 
Hennart 2007; Ramaswamy et al. 1996; Gomes/Ramaswamy 1999). Ein Konsens über die 
Messung durch eine einzige Maßzahl oder einen Index fehlt bis heute. Der Grund hierfür 
liegt in den verschiedenen Dimensionen der Internationalität. Internationalität kann 
beispielsweise auf Basis der Anzahl der Länder gemessen werden, in denen ein 
Unternehmen über Tochtergesellschaften verfügt oder über den relativen 
Auslandsumsatzanteil. Eine hohe Anzahl von Gastländern ermöglicht es unter anderem, 
Vorteile durch die operationale Flexibilität zu generieren (vgl. Kogut 1985a, S. 34). 
Unternehmen mit einem hohen relativen Auslandsumsatzanteil hingegen können 
theoretisch ihren gesamten Auslandsumsatz in einem Land generieren, sodass die 
operationale Flexibilität nur marginal steigt. Ein Unternehmen kann in diesem Fall 
beispielsweise bei der Standortarbitrage und der Preisdifferenzierung nur einen 
Auslandsmarkt nutzen (vgl. Kogut 1985a, S. 34). Der Zusammenhang zwischen 
Internationalität und Unternehmenserfolg wird damit theoretisch durch die analysierte 
Dimension der Internationalität beeinflusst. Ob diese Dimensionen Einfluss auf den 
Zusammenhang zwischen Internationalität und Unternehmenserfolg haben, wird auf Basis 
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der Untersuchung der verschiedenen Internationalitätsmaße in den folgenden Unterkapiteln 
geklärt. 
2.6.2.1 Relatives Auslandsvermögen als Internationalisierungsmaß 
Der Anteil der Auslandsaktiva an den gesamten Aktiva (Foreign Assets to Total Assets – 
FATA) eines Unternehmens zeigt die Abhängigkeit des Unternehmens von der 
Auslandsproduktion (vgl. Gomes/Ramaswamy 1999, S. 181). In sieben Artikeln wird dieses 
Maß der Internationalität verwendet. Die Studien sind in Tabelle 2.10 aufgeführt. 
Tabelle 2.10: Auswertung des Zusammenhangs zwischen Internationalität und Unternehmenserfolg in den 
untersuchten Studien auf Basis des relativen Auslandsvermögens  
Autor(en) Zusammenhang zwischen Internationalität und Unternehmenserfolg 
Chiang/Yu (2005) Negativ/ gespiegelte U-Kurve/ gespiegelte S-Kurve 
Daniels/Bracker (1989) Positiv 
Johnson et al. (2009) Positiv/ U-Kurve/ kubischer Term (n.s.) 
Kuo et al. (2006) Positiv 
Mathur et al. (2001) Negativ (n.s.)/ U-Kurve 
Sambharya (1995) Positiv 
Thomas/Eden (2004) Negativ 
In Spalte zwei finden sich negativ (z.B. Thomas/Eden 2004) und positiv lineare 
Zusammenhänge (z.B. Daniels/Bracker 1989). Die Analyse von nicht-monotonen 
Zusammenhängen zeigt U-förmige (z.B. Mathur et al. 2001), gespiegelt U-förmige (z.B. 
Chiang/Yu 2005), sowie gespiegelt S-förmige Zusammenhänge (z.B. Chiang/Yu 2005). Die 
Studie von Johnson et al. (2009) verdeutlicht, dass das kubische Modell den Zusammenhang 
zwischen Internationalität und Unternehmenserfolg im Vergleich zum quadratischen Modell 
nicht in jedem Fall besser erklären kann. Eine solche Vermutung stellen Contractor et al. 
(2003) auf. In Tabelle 2.10 wird deutlich, dass das relative Auslandsvermögen keinen 
eindeutigen Effekt auf den Erfolg hat. Forscher weisen auf Basis des FATA widersprüchliche 
Zusammenhänge nach, z.B. linear positive und linear negative Verläufe sowie U- und 
gespiegelte U-Kurven.  
Ein Grund für diese heterogenen Ergebnisse ist die Beeinflussbarkeit von FATA durch die 
Abschreibungsmethode. Regeln für die Abschreibung von Vermögen werden im Allgemeinen 
landesspezifisch festgelegt (vgl. Murphy 2000, S. 471f). Abhängig vom Heimatland variieren 
damit ggf. die Abschreibungsmethode und damit die Höhe von FATA. Die Untersuchung zeigt 
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jedoch, dass Sambharya (1995), Thomas/Eden (2004) und Daniels/Bracker (1989) 
amerikanische Unternehmen betrachten und dennoch unterschiedliche Zusammenhänge 
zwischen Internationalität und Unternehmenserfolg nachweisen. Ähnlich analysieren 
Johnson et al. (2009), Kuo et al. (2006) und Chiang/Yu (2005) Stichproben aus Taiwan und 
erhalten widersprüchliche Ergebnisse. Ein weiterer Kontextfaktor, der die heterogenen 
Zusammenhänge erklären könnte, ist die untersuchte Branche. Nur Thomas/Eden (2004) 
und Chiang/Yu (2005) grenzen ihre Stichproben ein. Thomas/Eden (2004) betrachten 
lediglich Unternehmen des produzierenden Gewerbes und Chiang/Yu (2005) begrenzen ihre 
Untersuchung auf Unternehmen außerhalb des Finanzsektors. Der Zusammenhang zwischen 
Internationalität und Unternehmenserfolg ist branchenabhängig, wie die Untersuchung von 
Contractor et al. (2003) zeigt. In der Untersuchung von Contractor et al. (2003) wird deutlich, 
dass Unternehmen aus wissensbasierten Dienstleistungsbranchen einen gegensätzlichen 
Kurvenverlauf aufweisen gegenüber Unternehmen aus kapitalbasierten 
Dienstleistungsbranchen. Unter anderem verursacht damit die mangelnde Kontrolle der 
Branche die heterogenen Ergebnisse in Tabelle 2.10. 
2.6.2.2 Relativer Auslandsumsatz als Internationalisierungsmaß 
Der Auslandsumsatzanteil errechnet sich aus dem Umsatz im Ausland geteilt durch den 
gesamten Umsatz eines Unternehmens (Foreign Sale to Total Sales – FSTS). Diese Definition 
beinhaltet grundsätzlich alle Umsätze im Ausland inklusive der Umsätze aus Exporten. Einige 
Studien schließen Exporte explizit aus (z.B. Buckley et al. 1984; Geringer et al. 1989; Geringer 
et al. 2000; Grant 1987; Kumar 1984; Ruigrok/Wagner 2003; Sullivan 1994b). Der Grund liegt 
darin, dass Exporte und Umsätze durch ausländische Tochtergesellschaften zu 
unterschiedlichen Effekten auf den Unternehmenserfolg führen können. Die 
Internationalisierung durch Exporte ermöglicht beispielsweise keinen Zugang zu Ressourcen 
im Ausland, wie Rohstoffen oder Arbeitskräften, verursacht dafür aber ggf. zusätzliche 
Kosten durch Handelsbarrieren wie Zölle. Die Berücksichtigung von Exporten in FSTS erhöht 
beispielsweise die Kosten der Internationalisierung durch Handelsbarrieren. Der 
Zusammenhang zwischen Internationalität und Unternehmenserfolg kann somit davon 
abhängen, ob die Kennzahl FSTS Exporte einschließt. 
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In der vorliegenden Studienauswahl ist der Anteil des Auslandsumsatzes am gesamten 
Umsatz das am häufigsten verwendete Konzept für die Messung der Internationalität. In 
Tabelle 2.11 sind die 33 Studien aufgeführt, in denen FSTS verwendet wird.  
Tabelle 2.11: Auswertung des Zusammenhangs zwischen Internationalität und Unternehmenserfolg in den 
untersuchten Studien auf Basis des relativen Auslandsumsatzes  
Autor(en) Zusammenhang zwischen Internationalität und Unternehmenserfolg 
Banalieva/Robertson (2010) Negativ (n.s.)/ Positiv (n.s.) 
Bobillo et al. (2010) S-Kurve 
Buckley et al. (1984) Quadratischer Einfluss (Richtung nicht geprüft) 
Capar/Kotabe (2003) Gespiegelte U-Kurve 
Chittoor et al. (2009) Erste Hälfte der gespiegelten U-Kurve 
Daniels/Bracker (1989) Positiv 
Elango/Ma (2008) Positiv/ quadratischer Term (n.s.) 
Elango/Pattnaik (2009) Negativ (n.s.)/ erste Hälfte der gespiegelten U-Kurve/ kubischer Einfluss (n.s.) 
Elango/Sethi (2007) Positiv/ gespiegelte U-Kurve/ kubischer Einfluss (n.s.) 
Gaur/Kumar (2009) Positiv/ zweite Hälfte der U-Kurve 
Geringer et al. 1989 Gespiegelte U-Kurve 
Geringer et al. (2000) Negativ 
Grant (1987) Positiv 
Grant et al. (1988) Positiv/ quadratsicher Term (n.s.) 
Haar 1989 Positiv/ erste Hälfte der U-Kurve 
Han et al. (1998) Positiv (n.s.)/ Negativ (n.s.) 
Hsu/Boggs (2003) Positiv 
Kim/Park (2000) Negativ (n.s.) 
Kudina et al. (2009) Gespiegelte U-Kurve (n.s.)/ gespiegelte S-Kurve 
Kumar (1984) Zweite Hälfte der gespiegelten U-Kurve 
Li (2005) Negativ (n.s.)/ U-Kurve/ S-Kurve 
Olusoga (1993) Positiv 
Qian (1998) Negativ (n.s.)/ Positiv 
Qian (2002) Positiv/ quadratischer Term (n.s.) 
Qian et al. (2003) Positiv 
Riahi-Belkaoui (1998) S-Kurve 
Ruigrok et al. (2007) Negativ/gespiegelte U-Kurve/ gespiegelte S-Kurve 
Ruigrok/Wagner (2003)  U-Kurve 
Sambharya (1995) Positiv 
Sullivan (1994b) Gespiegelte U-Kurve 
Tallman/Li (1996) Negativ (n.s.) 
Thomas/Eden (2004) Positiv (n.s.) 
Waheeduzzaman/Dube (2002) Positiv (n.s.) 
Es zeigen sich linear positive (z.B. Grant 1987) und negative Zusammenhänge (vgl. Geringer 
et al. 2000). Die Untersuchung des quadratischen Effektes der Internationalität auf den 
Erfolg führt sowohl zu einer U- (z.B. Ruigrok/Wagner 2003) als auch zu einer gespiegelten U-
Kurve (z.B. Capar/Kotabe 2003). Auch die Untersuchung eines kubischen Zusammenhangs 
ergibt gegenläufige Ergebnisse. Li (2005) weist eine S-Kurve in seinen Daten nach. Im 
Gegensatz dazu zeigen Kudina et al. (2009) einen gespiegelten Verlauf der S-Kurve. Die 
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grafische Untersuchung der Kurvenverläufe verdeutlicht zudem, dass sich in einigen Studien 
nur Teilabschnitte der komplexen U- und S-Kurven ergeben, z.B. die zweite Hälfte der 
gespiegelten U-Kurve in der Untersuchung von Kumar (1984).  
Die empirischen Ergebnisse des Zusammenhangs zwischen Auslandsumsatzanteil und 
Unternehmenserfolg sind stark heterogen. Ein Grund kann die oben angeführte Trennung 
zwischen Exporten und Umsätzen von Auslandstöchtern sein. Aber auch die Ergebnisse der 
Studien, die explizit Exporte in der Messung der Internationalität ausschließen, divergieren. 
Sullivan (1994b) und Ruigrok/Wagner (2003) finden trotz gleicher Operationalisierung von 
FSTS gegenläufige Ergebnisse. 
Die Stichprobeneigenschaften der Studien in Tabelle 2.11 unterscheiden sich teilweise stark. 
Die Forscher untersuchen in den 33 Studien unterschiedlichste Branchen, so betrachten 
beispielweise Capar/Kotabe (2003) Dienstleistungsunternehmen, Chittoor et al. (2009) 
pharmazeutische Unternehmen und Elango/Ma (2008) Versicherungen. Die Betrachtung der 
Ergebnisse zu einer einzelnen Branche zeigt jedoch auch hier Heterogenität. Bobillo et al. 
(2010) und Ruigrok et al. (2007) analysieren jeweils Unternehmen des produzierenden 
Gewerbes, finden aber gegenläufige Zusammenhänge zwischen Internationalität und 
Unternehmenserfolg. Auch der Kontextfaktor Heimatland kann die unterschiedlichen 
Ergebnisse nicht erklären. Han et al. (1998) und Capar/Kotabe (2003) untersuchen jeweils 
deutsche Unternehmen in ihren Studien, dennoch sind die Resultate heterogen. 
2.6.2.3 Entropie und Herfindahl-Index als Internationalisierungsmaß 
Streuungsmaße ermitteln die Verteilung der Unternehmenstätigkeit auf die Regionen bzw. 
Länder in der Welt. Diese Regionen setzen sich aus verschiedenen Ländern zusammen. 
Regionen werden voneinander abgegrenzt auf Basis von Merkmalen, wie der Zugehörigkeit 
zu Handelszonen oder zu Kulturräumen (vgl. Bühner 1987, S. 28). Die Streuung der 
internationalen Tätigkeit gibt an, wie stark ein Unternehmen seine Aktivität auf diese 
Ländergruppen verteilt. In den untersuchten Studien werden zwei ähnlich aufgebaute 
Streuungsmaße verwendet: der Herfindahl-Index und die Entropie.  
Gleichung (1) zeigt die Zusammensetzung des Herfindahl-Index. 
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(1) 𝐻 =  1 ( ∑ 𝑝𝑗
2
𝑛
𝑗
 
Der Herfindahl-Index (H) berechnet sich als quadrierter relativer Anteil der Geschäftsaktivität 
p des Unternehmens in Region j (vgl. Bühner 1987, S. 28), z.B. quadrierter Anteil des 
Umsatzes in Region „Europäische Union“ in Relation zum Gesamtumsatz des Unternehmens. 
Diese Anteile werden für alle n Regionen berechnet und aufsummiert. Die Summe wird von 
eins abgezogen, sodass der Indexwert steigt, wenn ein Unternehmen seine Aktivitäten 
weiter streut. Wenn der gesamte Umsatz in nur einer Region generiert wird, ist der 
Indexwert gleich null. Der Maximalwert richtet sich nach der Anzahl der Regionen. 
Ausgehend von sechs Regionen ergibt sich die maximale Streuung bei einem Wert von ca. 
0,83. 
Die Zusammensetzung der Entropie (E) ist in Gleichung (2) dargestellt (vgl. Hitt et al. 1997, S. 
780). 
(2) 𝐸 = ∑ 𝑝𝑗𝑙𝑛 (
1
𝑝𝑗
)
𝑛
𝑗
 
Der Anteil der Geschäftsaktivität p in Region j wird mit dem logarithmierten Kehrwert 
gewichtet. Die Werte werden über alle n Regionen aufsummiert. Ein Indexwert von null 
ergibt sich für Unternehmen, die nur in ihrer Heimatregion tätig sind. Höhere Indexwerte 
spiegeln eine stärkere Streuung der Aktivitäten über die Weltregionen wider. Der 
Maximalwert ist wiederum abhängig von der Anzahl der betrachteten Regionen. Bei der 
Einteilung der Welt in sechs Regionen und einer gleichmäßigen Verteilung der 
internationalen Aktivitäten ergibt sich beispielsweise ein Wert von rund 1,8.  
In Tabelle 2.12 sind die Studien aufgelistet, in denen die Entropie oder der Herfindahl-Index 
zur Messung der Internationalität verwendet wird. Neben den Autoren sind in der Tabelle 
auch der Zusammenhang zwischen Streuungsmaß und Erfolg, die Anzahl der betrachteten 
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Weltregionen, das verwendete Streuungsmaß sowie das Maß der Geschäftsaktivität 
aufgeführt.  
                                                     
35
 Zusammenhang zwischen Internationalität und Unternehmenserfolg 
36 
Europäische Wirtschaftsgemeinschaft 
37
 Europäische Union 
38
 Europäische Freihandelsassoziation 
39
 Organisation für wirtschaftliche Zusammenarbeit und Entwicklung 
Tabelle 2.12: Auswertung des Zusammenhangs zwischen Internationalität und Unternehmenserfolg in den 
untersuchten Studien auf Basis der Entropie und des Herfindahl-Index 
Autor(en) 
Zusammen-
hang
35
  Verwendete Weltregionen Maß 
Maß der 
Geschäfts-
aktivität 
Bühner (1987) Positiv Deutschland, EWG
36
, Lateinamerika, USA, Sonstige 
europäische Länder, Sonstige 
H Umsatz 
Hitt et al. 
(1997) 
Gespiegelte U-
Kurve 
Afrika, Amerika, Asien, pazifischer Raum, Europa E Umsatz 
Jung/Chan-
Olmsted (2005) 
Negativ/ 
Gespiegelte U-
Kurve 
Afrika, angloamerikanischer Raum, arabischer 
Raum, Asien, lateinamerikanischer Raum, 
Osteuropa, Westeuropa 
H Länder 
Kim et al. 
(1993) 
Positiv Heutige und ehemalige Planwirtschaften, Länder der 
Europäischen Gemeinschaft, gering entwickelte 
Länder, Japan, Schwellen- und Entwicklungsländer, 
USA und Kanada, sonstige entwickelte Länder 
E Umsatz 
Li/Qian (2005) Gespiegelte U-
Kurve 
EU
37
-Mitglieder, Nordamerika, andere entwickelte 
Länder, Lateinamerika und Karibik, Afrika ohne 
Südafrika, Asien ohne Japan, pazifischer Raum, 
Mittel- und Osteuropa, andere Entwicklungsländer 
Europas, andere westeuropäische Länder 
E Umsatz 
Qian (1997) Positiv EFTA
38
, Länder der EU, Nordamerika, Osteuropa, 
China und ähnliche Länder, sonstige entwickelte 
Länder, aonstige Entwicklungsländer 
E Tochter-
gesellschaften 
Ramírez-
Alesón/Espitia-
Escuer (2001) 
Negativ (n.s.) EU, USA, sonstige Mitgliedsländer der OECD
39
, 
Lateinamerika, Steueroasen, Rest der Welt 
E Tochter-
gesellschaften 
Sambharya 
(1995) 
Negativ Nordamerika, Westeuropa, Pazifischer Raum, 
Schwellenländer, Planwirtschaften, gering 
entwickelte Länder 
E Tochter-
gesellschaften 
Wan (1998) Gespiegelte U-
Kurve (n.s.) 
k.A. E Umsatz 
Zahra et al. 
(2000) 
Positiv (n.s.) USA, Kanada, Europa, Asien, Australien, 
Lateinamerika, Afrika 
E Umsatz 
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In Tabelle 2.12 sind die zehn Studien aufgeführt, in denen Internationalität durch ein 
Streuungsmaß gemessen wird. In der Tabelle wird deutlich, dass die Entropie (E) häufiger zur 
Messung der Streuung verwendet wird als der Herfindahl-Index (H).  
Die Analyse des linearen Effektes der Streuung auf den Unternehmenserfolg ergibt sowohl 
positive (vgl. z.B. Kim et al. 1993) als auch negative Zusammenhänge (vgl. z.B. Sambharya 
1995). Zusätzlich führen auch Untersuchungen eines kurvilinearen Verlaufs zu keinen 
eindeutigen Ergebnissen. So weisen beispielsweise Hitt et al. (1997) und Li/Qian (2005) eine 
gespiegelte U-Kurve nach, die jedoch von Wan (1998) nicht bestätigt werden kann. 
Ein Grund für die unterschiedlichen Ergebnisse ist, dass die Einteilung der Welt in Regionen 
in den Studien auf Basis verschiedener Ansätze erfolgt. Grundsätzlich sind zwei 
Anforderungen bei der Clusterung von Ländern zu beachten. Zum einen sollen die 
resultierenden Ländergruppen in sich homogen sein (vgl. Jung/Chan-Olmsted 2005, S. 192), 
d.h. die Länder in einer Gruppe sollten einander sehr ähnlich sein. Zum anderen sollten die 
verschiedenen Gruppen in ihren Eigenschaften zueinander hochgradig heterogen sein (vgl. 
Jung/Chan-Olmsted 2005, S. 192). Trotz dieser klaren Anforderungen teilen die Forscher in 
den Studien die Welt in verschiedene Regionen. Der Grund für die unterschiedliche 
Einteilung ist in den Kriterien zu sehen, auf deren Basis die Wissenschaftler die Länder 
einteilen. Bei Kim et al. (1993) basieren die Regionen beispielsweise auf den wirtschaftlichen 
und politischen Situationen in den Ländern. Im Gegensatz dazu verwenden Jung/Chan-
Olmsted (2005) für die Einteilung kulturelle Merkmale. Aus den unterschiedlichen 
Kategorisierungen folgen unterschiedliche Regionen. Die Anzahl der verwendeten 
Ländergruppen variiert in den Studien zwischen vier und zehn. Die Verwendung 
verschiedenartiger Einteilungen erschwert den Vergleich der Ergebnisse. 
Ein weiterer Grund für die heterogenen Ergebnisse ist, dass die Wissenschaftler für die 
Messung der Geschäftsaktivität unterschiedliche Indikatoren heranziehen. Als Indikatoren 
verwenden Forscher die Anzahl der Länder, die Anzahl der Tochtergesellschaften oder die 
Umsätze. Abhängig vom Maß der Geschäftsaktivität können die Erfolgseffekte variieren. 
Umsatz im Ausland kann beispielsweise rein über Exporte generiert werden, hingegen 
erfordert die Anzahl der Regionen mit Tochtergesellschaften ausländische 
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Direktinvestitionen (ADI). Die Erfolgseffekte von Exporten und ADI unterscheiden sich, wie 
oben bereits angeführt, und damit unterscheiden sich ggf. auch die resultierenden 
Zusammenhänge zwischen Internationalität und Unternehmenserfolg. 
2.6.2.4 Anzahl der Gastländer als Internationalisierungsmaß 
Zehn Studien verwenden als Internationalitätsmaß die Anzahl der Länder, in denen ein 
Unternehmen über Tochtergesellschaften verfügt. Diese Veröffentlichungen sind in Tabelle 
2.13 aufgeführt. Die Forscher finden linear positive (vgl. Tallman/Li 1996) und negative (vgl. 
Barkema/Vermeulen 2002) sowie U- (vgl. Lu/Beamish 2001) und gespiegelt U-förmige (vgl. 
Hsu/Boggs 2003) Zusammenhänge. Die Auswertung zeigt, dass die Ergebnisse zum Teil 
gegenläufig sind. Zu jedem nachgewiesenen Zusammenhang zwischen Internationalität und 
Unternehmenserfolg konnten Forscher auch einen dazu gespiegelten Kurvenverlauf 
nachweisen. Die Ergebnisse sind insgesamt nicht einheitlich. 
Tabelle 2.13: Auswertung des Zusammenhangs zwischen Internationalität und Unternehmenserfolg in den 
untersuchten Studien auf Basis der Anzahl der Gastländer  
Autor(en) Zusammenhang zwischen Internationalität und Unternehmenserfolg 
Barkema/Vermeulen (2002) Negativ 
Hitt et al. (1997) Positiv (n.s.) 
Hsu/Boggs (2003) Gespiegelte U-Kurve 
Lu/Beamish (2001) U-Kurve 
Ravichandran et al. (2009) Positiv (n.s.) 
Shiue et al. (2005) Negativ (n.s.) 
Tallman/Li (1996) Positiv 
Thomas/Eden (2004) Positiv 
Wan/Hoskisson (2003) Positiv 
Zahra et al. (2000) Positiv 
Die Stichproben der 10 Studien in Tabelle 2.13 stammen aus verschiedenen Heimatländern. 
Hsu/Boggs (2003), Ravichandran et al. (2009), Tallman/Li (1996), Thomas/Eden (2004) sowie 
Zahra et al. (2000) betrachten amerikanische Unternehmen. Die Ergebnisse dieser 
Untersuchungen weisen auf einen signifikant positiven Verlauf hin, bis auf die Studie 
Hsu/Boggs (2003). Nur Hsu/Boggs (2003) untersuchen einen kurvilinearen Effekt und können 
diesen durch eine gespiegelte U-Kurve bestätigen. Dieser Verlauf ist darauf zurückzuführen, 
dass Unternehmen zunächst in Länder mit hohem Gewinnpotenzial expandieren. Die 
weiteren Internationalisierungsschritte erfolgen dann in weniger profitable Länder und 
Märkte (vgl. Contractor et al. 2003, S. 8). Dieser Effekt wird in den übrigen Studien 
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vernachlässigt. Aus den Studien, die Unternehmen außerhalb der USA analysieren, lässt sich 
kein landesspezifischer Zusammenhang ableiten, da in den zugehörigen Stichproben 
unterschiedliche Länder betrachten werden. Grundsätzlich könnten die gemischten 
Ergebnisse mit dem Einfluss des Heimatlandes auf den Zusammenhang zwischen 
Internationalität und Unternehmenserfolg begründet werden. 
2.6.2.5 Tochtergesellschaften und ausländische Direktinvestitionen als 
Internationalisierungsmaße 
Artikel, in denen Wissenschaftler als Maß der Internationalität Tochtergesellschaften oder 
ADI verwenden, sind in Tabelle 2.14 aufgeführt. Die Forscher verwenden in ihren 
Untersuchungen diese Maße zum einen als stetige Indikatoren, mit denen die Intensität der 
Internationalisierung gemessen wird. Zum anderen setzen einige von ihnen binär-kodierte 
Dummies ein, um national von international agierenden Unternehmen zu trennen. Verfügt 
ein Unternehmen über ADI oder Tochtergesellschaften im Ausland, nimmt die binär-kodierte 
Dummy-Variable den Wert eins an, andernfalls ist der Wert null.  
In drei Veröffentlichungen aus Tabelle 2.14 werden derartige Dummy-Variablen verwendet. 
Im Ergebnis weisen internationale Unternehmen im Vergleich zu nationalen Unternehmen 
keinen größeren Erfolg auf. Im Gegenteil zeigt sich, dass die Internationalität negativ auf das 
Unternehmensergebnis wirkt. 
In den verbleibenden fünf Untersuchungen wird der lineare bzw. quadratische Effekt der 
Internationalität auf den Unternehmenserfolg betrachtet. Nur zwei der fünf Analysen zeigen 
signifikante Ergebnisse. Barkema/Vermeulen (2002) weisen in ihrer Stichprobe einen 
positiven Zusammenhang nach. Eine Expansion in weitere Länder hat damit einen positiven 
Effekt auf den Erfolg. Die Ergebnisse von Lu/Beamish (2001) zeigen hingegen, dass der 
Zusammenhang U-förmig ist.  
Der Wirkung dieser Internationalitätsmaße auf den Unternehmenserfolg sind Tabelle 2.14 
zufolge nicht eindeutig. Ein Grund für die heterogenen Ergebnisse in der Tabelle könnte die 
unterschiedliche Operationalisierung sein. Dummy-Variablen messen, ob ein Unternehmen 
über ADI bzw. Tochtergesellschaften im Ausland verfügt oder nicht. Die Zahl der 
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Tochtergesellschaften ermöglicht hingegen eine Unterscheidung zwischen diesen 
internationalen Unternehmen, beispielsweise eine Differenzierung in schwach oder stark 
internationalisierte Unternehmen. Die separate Betrachtung der verschiedenen Maße in 
Tabelle 2.14 führt jedoch auch zu widersprüchlichen Ergebnissen, z.B. ergibt die Auswertung 
der Studien auf Basis der Anzahl der Tochtergesellschaften positive und negative 
Kurvenverläufe. 
Tabelle 2.14: Auswertung des Zusammenhangs zwischen Internationalität und Unternehmenserfolg in den 
untersuchten Studien auf Basis der Anzahl der Tochtergesellschaften und der Anzahl ausländischer 
Direktinvestitionen (ADI) 
Autor(en) Internationalitätsmaß Befund 
Barkema/Vermeulen (2002) Anzahl der Tochtergesellschaften Positiv 
Chen/Sternquist (1995) Dummy (1, wenn das Unternehmen eine 
Filiale im Ausland hat) 
Kein signifikanter Unterschied 
zwischen nationalen und 
internationalen Unternehmen 
Gomez-Mejia/Palich (1997) Anzahl der Tochtergesellschaften Positiv (n.s.) 
Lavie/Miller (2008) Anzahl der Tochtergesellschaften Positiv (n.s.) 
Lu/Beamish (2001) Anzahl der ADI, bei denen das Unternehmen 
mindestens 10% des Eigenkapitals besitzt 
U-Kurve 
Majocchi/Zucchella (2003) Dummy (1, wenn das Unternehmen ADI hat) Negativ 
Mathur et al. (2001) Dummy (1, wenn Kapital im Ausland 
gebunden ist) 
Negativ 
Sambharya (1995) Anzahl der Tochtergesellschaften Negativ (n.s.) 
Zudem deuten die Daten auch nicht auf einen rein heimatlandspezifischen Zusammenhang 
hin. Gomez-Mejia/Palich (1997), Lavie/Miller (2008) und Sambharya (1995) betrachten 
jeweils amerikanische Unternehmen. Die Ergebnisse der drei Studien weisen jedoch keinen 
einheitlichen Zusammenhang zwischen Internationalität und Unternehmenserfolg auf. 
Ähnliches gilt für Lu/Beamish (2001) sowie Chen/Sternquist (1995), die japanische 
Stichproben auswerten. 
Als Einflussfaktor auf den Kurvenverlauf identifizieren Contractor et al. (2003) den 
analysierten Wirtschaftszweig (vgl. Contractor et al. 2003, S. 14). Bis auf Lu/Beamish (2001) 
und Majocchi/Zucchella (2003) untersuchen alle Studien verschiedene Branchen. Die 
Ergebnisse von Lu/Beamish (2001) und Majocchi/Zucchella (2003) weichen jedoch trotz der 
Untersuchung des gleichen Wirtschaftszweiges voneinander ab. Ein Grund für die 
unterschiedlichen Ergebnisse ist, dass Majocchi/Zucchella (2003) im Gegensatz zu 
Lu/Beamish (2001) den kurvilinearen Effekt nicht betrachten. Insgesamt erklärt der 
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Brancheneinfluss damit nicht eindeutig die heterogenen Zusammenhänge zwischen 
Internationalität und Unternehmenserfolg. 
2.6.2.6 Mischindizes als Internationalisierungsmaße 
Die bisher vorgestellten Maße erfassen jeweils nur eine Dimension der Internationalität. Die 
Gefahr der Verwendung dieser eindimensionalen Maße liegt darin, dass nicht alle Vor- und 
Nachteile der Internationalität auf den Unternehmenserfolg berücksichtigt werden (vgl. 
Sullivan 1994a, S. 326). Wird Internationalität beispielsweise nur durch FSTS gemessen, wird 
der Vorteil der operationalen Flexibilität nur begrenzt berücksichtigt (vgl. Hennart 2007, S. 
443). Forscher haben daher Mischindizes eingeführt, um mehrere Dimension der 
Internationalität durch einen Indikator abzubilden zu können. Multidimensionale 
Kennzahlen basieren auf verschiedenen Indikatoren der Internationalität, die gewichtet und 
addiert werden. 
In Tabelle 2.15 sind alle Studien aus der Recherche aufgeführt, die ein multidimensionales 
Maß für Internationalität verwendet haben. Die Anzahl der Internationalisierungsmaße in 
Tabelle 2.15: Auswertung des Zusammenhangs zwischen Internationalität und Unternehmenserfolg in den 
untersuchten Studien auf Basis von Internationalitätsindizes 
Autor(en) Bestandteile des Internationalisierungsindex Zusammenhang 
Contractor et al. 
(2003) 
Auslandumsatzanteil 
Anteil der Auslandsbeschäftigten 
Anteil der Auslandsbüros 
U-Kurve/ S-Kurve/ gespiegelte S-Kurve 
Delios/Beamish 
(1999) 
Anzahl der Direktinvestitionen  
Anzahl der Länder 
Linear positiv 
Gomes/Ramaswamy 
(1999) 
Auslandumsatzanteil 
Anteil des Auslandsvermögens 
Anzahl der Länder 
Gespiegelte U-Kurve 
Li/Qian (2005) Auslandumsatzanteil 
Anteil des Auslandsvermögens 
Anteil der Auslandsbeschäftigten 
Erste Hälfte der gespiegelten U-Kurve 
Lu/Beamish (2004) Anzahl der ausländischen 
Tochtergesellschaften 
Anzahl der Länder 
S-Kurve mit negativer Neigung 
Sullivan (1994b) Auslandumsatzanteil 
Anteil des Auslandsvermögens 
Anteil der Auslandstöchter 
Internationale Erfahrung der Manager  
Psychische Distanz 
S-Kurve 
Thomas/Eden (2004) Auslandumsatzanteil 
Anteil des Auslandsvermögens 
Anzahl der Länder 
Quadratischer Einfluss nicht nachweisbar 
 Linear positiver Einfluss 
 
46 
 
den Indizes variiert von zwei bis fünf. Am häufigsten wird der relative Auslandsumsatz als 
Bestandteil verwendet. Der Zusammenhang zwischen Internationalität und 
Unternehmenserfolg ist in der dritten Spalte abgebildet.  
In der Tabelle wird deutlich, dass die Forscher vorrangig quadratische und kubische Modelle 
testen. Nur Delios/Beamish (1999) beschränken sich auf die Untersuchung eines linearen 
Zusammenhangs. Der Grund für die überwiegende Analyse nicht-linearer Modelle ist unter 
anderem im Fortschritt der Forschung zu sehen. Der älteste Beitrag in der Tabelle stammt 
von Sullivan (1994b). Sullivan (1994a) hat im selben Jahr die Diskussion um die 
mehrdimensionale Messung der Internationalität mit seinem Artikel „Measuring the Degree 
of Internationalization of a Firm“ angestoßen (vgl. Hennart 2007). Er legte damit den 
Grundstein für die Messung der Internationalität durch Indizes, auf den die restlichen in 
Tabelle 2.15 aufgeführten Artikel basieren. 
Wissenschaftler weisen in ihren Untersuchungen U-Kurven (z.B. Contractor et al. 2003), 
gespiegelte U-Kurven (z.B. Gomes/Ramaswamy 1999), S-Kurven (z.B. Sullivan 1994b) und 
gespiegelte S-Kurven (z.B. Contractor et al. 2003) nach. Die Daten von Li/Qian (2005) 
belegen zudem einen Teilabschnitt einer gespiegelten U-Kurve. Die Regressionsanalyse der 
Forscher ergibt einen positiven, aber abnehmenden Effekt der Internationalität auf den 
Unternehmenserfolg.  
Trotz der Verwendung von Internationalisierungsindizes resultieren heterogene Ergebnisse 
für den Zusammenhang zwischen Internationalität und Unternehmenserfolg. Entgegen der 
Erwartung von Sullivan (1994a) führt die Verwendung von Indizes zu keinem eindeutigen 
Kurvenverlauf. Ein Grund für die verschiedenen Ergebnisse kann die Zusammensetzung der 
Kennzahlen sein. In den Arbeiten verwenden die Forscher unterschiedlichste Erfolgsmaße 
für die Bildung eines multidimensionalen Internationalitätsmaßes. Lediglich 
Gomes/Ramaswamy (1999) und Thomas/Eden (2004) verwenden die gleichen Bestandteile, 
wobei die Forscher wiederum eine unterschiedliche Gewichtung dieser Bestandteile 
vornehmen. 
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Gomes/Ramaswamy (1999), Li/Qian (2005), Sullivan (1994b) und Thomas/Eden (2004) 
analysieren jeweils amerikanische Unternehmen. Trotz Betrachtung des gleichen 
Heimatlandes ergeben sich heterogene Ergebnisse. Analog dazu zeigt auch eine 
branchenspezifische Betrachtung verschiedene Verläufe. Beispielsweise betrachten 
Delios/Beamish (1999), Gomes/Ramaswamy (1999), Sullivan (1994b) und Thomas/Eden 
(2004) produzierende Unternehmen. Die Analysen zeigen dennoch abweichende 
Kurvenverläufe. Auch die Kombination von Industrie- und Landeseffekten kann die 
verschiedenen Zusammenhänge nicht erklären. Sullivan (1994b) und Thomas/Eden (2004) 
verwenden Stichproben bestehend aus amerikanischen Unternehmen des verarbeitenden 
Gewerbes, dennoch resultieren auch hier keine eindeutigen Ergebnisse. Insgesamt könnte 
das gemischte Ergebnis in Tabelle 2.15 auf die gleichzeitige Betrachtung verschiedener 
Heimatländer, Branchen und Operationalisierungen zurückgeführt werden. 
2.6.2.7 Weitere Internationalisierungsmaße 
In den 60 untersuchten Studien verwenden die Forscher neben den bisher betrachteten 
Internationalisierungsmaßen weitere Indikatoren.  
Kotabe et al. (2002) messen Internationalität in ihrer Studie durch den Anteil des 
Auslandseinkommens am Gesamteinkommen (Foreign Income to Total Income). Der 
Zusammenhang zwischen Internationalität und Erfolg ist in der Untersuchung negativ linear 
und nicht signifikant.  
Ramírez-Alesón/Espitia-Escuer (2001) nutzen zwei verschiedene Maße zur 
Operationalisierung der Internationalität. Die beiden Forscher messen die Dimensionen 
Breite und Tiefe der Expansion ins Ausland. In Anlehnung an die Messung der 
Produktdiversifikation von Varadarajan (1986) entwickeln sie zwei verschiedene Maße, die 
„International Broad Spectrum Diversity“ (IBSD) und die „International Mean Narrow 
Spectrum Diversity“ (IMNSD). IBSD gibt die Anzahl der Regionen an, in denen ein 
Unternehmen aktiv ist. Ramírez-Alesón/Espitia-Escuer (2001) teilen die Welt dazu anhand 
politischer und wirtschaftlicher Merkmale in folgende Regionen ein: EU, USA, andere OECD-
Länder, Lateinamerika, Steueroasen und Rest der Welt. IMNSD misst hingegen, wie stark ein 
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Unternehmen durchschnittlich in diesen Weltregionen aktiv ist. Für die Berechnung setzen 
Ramírez-Alesón/Espitia-Escuer (2001) die Anzahl der Gastländer in Relation zur Anzahl der 
Regionen, in denen ein Unternehmen aktiv ist. In der Auswertung vergleichen die Forscher 
mehr und weniger internationale Unternehmen im Rahmen der Untersuchung von 
Teilstichproben. Ramírez-Alesón/Espitia-Escuer (2001) teilen dazu die Unternehmen anhand 
der Mittelwerte von IBSD und IMNSD ein. Die Auswertung zeigt für beide 
Internationalisierungsmaße, dass Unternehmen mit einem höheren Grad an Internationalität 
keinen signifikant höheren Erfolg aufweisen. 
Olusoga (1993) verwendet als Maß der internationalen Diversifikation die Anzahl der 
Weltregionen, in denen ein Unternehmen Umsätze generiert. Die Einteilung der Welt basiert 
auf der Kategorisierung der Compustat-Datenbank, wonach Afrika, Asien und der mittlere 
Osten, Europa, der pazifische Raum, Südamerika und Nordamerika als Weltregionen 
ausgewiesen sind. Olusoga (1993) kann nachweisen, dass Unternehmen, die in mehr als 
einem ausländischen Markt aktiv sind, einen signifikant höheren Erfolg generieren.  
Zahra et al. (2000) gehen in ihrer Studie ähnlich vor wie Olusoga (1993). Die Forscher bilden 
basierend auf Hofstede (1984b) elf Ländergruppen. Als Indikator für die Internationalität 
verwenden Zahra et al. (2000) die kulturelle Diversität, die über die Anzahl der 
Ländergruppen gemessen wird, in denen ein Unternehmen aktiv ist. In der Untersuchung ist 
der Zusammenhang zwischen diesem Internationalitätsmaß und dem Unternehmenserfolg 
linear positiv. 
2.6.3 Auswirkung der verwendeten Operationalisierung von Erfolg und 
Internationalität auf den Zusammenhang zwischen Internationalität und 
Unternehmenserfolg 
In den Kapiteln 2.6.2 und 2.6.3 wurden die Ergebnisse der 60 untersuchten Arbeiten über 
den Zusammenhang zwischen Internationalität und Unternehmenserfolg abhängig von der 
verwendeten Operationalisierung für Erfolg und Internationalität analysiert. 
Rechnungslegungsbasierte Maße unterscheiden sich voneinander, unter anderem durch den 
Einfluss, den Unternehmen auf diese Maße nehmen können. Die Gesamtkapitalrendite ist 
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beispielsweise stärker durch die verwendete Abschreibungsmethode beeinflussbar (vgl. 
Gomes/Ramaswamy 1999, S. 182). Der Erfolgseffekt der Internationalität kann somit bei 
einer Messung durch ROA gegenüber einer Messung durch ROS abweichen. Analog dazu 
haben Forscher die Operationalisierung der Internationalität kritisch diskutiert (vgl. Sullivan 
1994a; Hennart 2007; Ramaswamy et al. 1996; Gomes/Ramaswamy 1999). 
Internationalitätsmaße erfassen verschiedene Dimensionen der Auslandsaktivität, wie Breite 
oder Tiefe. Je nach Operationalisierung der Internationalität unterscheiden sich die 
betrachteten Dimensionen und somit auch die Auswirkungen auf den Unternehmenserfolg. 
Für die Analyse der Vorteile durch operationale Flexibilität eignen sich beispielsweise der 
Herfindahl-Index und weniger der Auslandsumsatzanteil (vgl. Hennart 2007, S. 443). Das 
Internationalitätsmaß beeinflusst damit ggf. den Zusammenhang zwischen Internationalität 
und Unternehmenserfolg. Ziel dieser Analyse war es herauszustellen, ob das verwendete 
Erfolgs- oder Internationalitätsmaß einen Effekt auf den Zusammenhang zwischen 
Internationalität und Unternehmenserfolg hat. 
In Tabelle 2.16 sind die Kombinationen der Erfolgs- und Internationalitätsmaßen in den 60 
untersuchten Studien zusammengefasst.40 Der Großteil der Ergebnisse in der Tabelle deutet 
auf nicht eindeutige Zusammenhänge zwischen Internationalität und Unternehmenserfolg 
hin. Forscher können in den meisten Fällen mehr als einen Kurvenverlauf für die spezifischen 
Erfolgs- und Internationalitätsindikatoren nachweisen. Lediglich die Kombination des 
Erfolgsmaßes ROS und des Internationalisierungsmaßes FATA sowie die Kombination von 
ROS und der Anzahl der ADI bzw. Tochtergesellschaften zeigen ähnliche Kurvenverläufe. 
Hierbei sind jedoch nur die Zusammenhänge zwischen ROS und FATA signifikant. Forscher 
konnten in zwei Regressionsmodellen eine linear positive Beziehung zwischen diesen beiden 
Variablen nachweisen. Die übrigen Kombinationen von Erfolgs- und 
Internationalitätskennzahlen führen zu nicht eindeutigen Zusammenhangsformen. In vielen 
                                                     
40
 Eine Mehrfachnennung von Studien ist möglich, da Forscher teilweise mehrere Regressionsmodelle in einer 
Studie untersuchen. 
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Fällen widersprechen sich die Ergebnisse in der Tabelle, z.B. die Kombination von ROA und 
FSTS führt zu U- und gespiegelten U-Kurven sowie S- und gespiegelten S-Kurven. 
Tabelle 2.16: Auswertung der Zusammenhänge zwischen Internationalität und Unternehmenserfolg in den 
untersuchten Studien in Abhängigkeit der Operationalisierung von Internationalität und Unternehmenserfolg 
– Absolute Häufigkeit der nachgewiesenen Zusammenhänge ist angegeben (davon sign. Befunde in 
Klammern) 
 ROE ROA ROS Erfolgsindex 
FATA  Dummy + 1 (1) 
 Gesp. S-Kurve 2 (2) 
 Gesp. U-Kurve 2 (2) 
 Linear – 5 (4) 
 Linear + 1 (1) 
 U-Kurve 1 (1) 
 Dummy 2 (1) 
 Linear – 3 (2) 
 Linear + 3 (3) 
  S-Kurve 1 (0) 
 U-Kurve 3 (1) 
 Linear + 2 (2)  
FSTS  Dummy +1 (1) 
 Gesp. S-Kurve 1 (0) 
 Gesp. U-Kurve 1 (1) 
 Linear – 5 (0)41 
 Linear + 11 (5) 
 Gesp. S-Kurve 2 (2)  
 Gesp. U-Kurve 6 (5) 
 Linear – 3 (1) 
 Linear + 11 (10) 
 S-Kurve 4 (4) 
 U-Kurve 4 (2) 
 Gesp. U-Kurve 4 (2) 
 Linear – 7 (2) 
 Linear + 7 (5) 
 S-Kurve 2(2) 
 U-Kurve 4 (4) 
 
Streuungs-
maße 
 Dummy + 1 (1) 
 Gesp. U-Kurve 2 (0) 
 linear – 3 (3) 
 Linear + 2 (1) 
 Dummy 1 (1)  
 Gesp. U-Kurve 2 (2) 
 Linear – 3 (2) 
 Linear + 2 (2) 
 Linear – 2 (1) 
 Gesp. U-Kurve 1(1) 
 
Internationali-
tätsindex 
 U-Kurve 1 (0) 
 Linear + 1 (1) 
 U-Kurve 2 (1) 
 S-Kurve 2 (2) 
 Linear + 2(2) 
 Gesp. U-Kurve mit 
abnehmenden 
Grenzertrag 2 (2) 
 Linear – 1(1) 
 Gesp. S-Kurve 2 (2) 
 S-Kurve 2 (2) 
 U-Kurve 3 (3) 
 Linear + 2 (2) 
 Linear – 1 (0) 
Anzahl der 
Länder 
 Linear + 3 (3) 
 Gesp. U-Kurve 1 (1) 
 Linear + 4 (2) 
 Linear – 3 (1) 
 Gesp. U-Kurve 1(1) 
 U-Kurve 1 (1) 
 Linear + 3 (2) 
 Dummy + 1 (1) 
 
Anzahl ADI 
oder 
Tochtergesell- 
schaften  
 Dummy – 1 (0) 
 Linear – 1 (0) 
 Linear – 1 (0) 
 Linear + 4 (1)  
 U-Kurve 1 (1) 
 Dummy – 1 (1) 
 Linear – 1 (0)  
Weitere 
Internationali-
sierungsmaße 
 Kulturelle 
Diversifikation 
Linear + 1 (1) 
 FITI - Linear – 1 (0) 
 IBSD Vergleich - 2 (0) 
 IMNSD – 1 (0) 
 Weltregionen 1 (1) 
  
                                                     
41
 Inklusive der Befunde von Kim/Park (2000) zum Zusammenhang zwischen ROI und FSTS. 
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2.7 Empirische Befunde zu Internationalisierungstheorien 
In Kapitel 2.4 wurden die in den Studien verwendeten Internationalisierungstheorien 
vorgestellt. Die empirischen Belege dieser Erklärungsansätze werden in diesem Kapitel 
zusammengefasst. 
2.7.1 Befunde über den Effekt des monopolistischen Wettbewerbsvorteils 
Nach dem monopolistischen Wettbewerbsvorteil von Hymer (1976) können Unternehmen, 
die über einen unternehmensspezifischen Wettbewerbsvorteil verfügen, diesen durch 
Direktinvestitionen auch im Ausland verwerten und damit die Liabilities of Foreignness 
kompensieren (vgl. detaillierte Argumentation in Kapitel 2.4.). 
Die Herausforderung in der Untersuchung der Effekte des monopolistischen 
Wettbewerbsvorteils liegt zunächst in der Ermittlung der Höhe dieses Vorteils. Die direkte 
und objektive Messung des monopolistischen Vorteils ist schwierig, weil es sich in der Regel 
um immaterielle Vermögensgegenstände handelt. Details zu diesen firmenspezifischen 
Vorteilen sind unternehmensinterne und strategische Informationen, sodass die relevanten 
Daten für eine Untersuchung in der Regel nicht öffentlich zugänglich sind. Der tatsächliche 
Wert dieser Güter ist damit nur schwer quantifizierbar. 
Aufgrund dieser Messprobleme werden die monopolistischen Wettbewerbsvorteile anhand 
öffentlich zugänglicher Daten approximiert. Die Forscher verwenden hierzu größtenteils 
Werte aus den Unternehmensbilanzen (vgl. Lu/Beamish 2004, S. 603). Monopolistische 
Vorteile im Bereich F&E werden beispielsweise durch die Ausgaben der Unternehmen für 
F&E approximiert. Die Ausgaben werden ins Verhältnis zur Größe der Unternehmen gesetzt, 
um eine Vergleichbarkeit zwischen unterschiedlich großen Unternehmen zu erreichen. In der 
Regel wird hierzu der Umsatz als Bezugsgröße verwendet. Der Einfluss dieser immateriellen 
Ressourcen auf den Zusammenhang zwischen Internationalität und Erfolg wird in den 
untersuchten Studien durch moderierende Variablen abgebildet. In der moderierenden 
multiplen Regression werden für die Erklärung der Rentabilität nicht nur Prädiktoren wie die 
„Internationalität“ (INT) und der „monopolistische Wettbewerbsvorteil“ (MW) verwendet, 
sondern auch der zugehörige Interaktionsprädiktor „INT x MW“ (vgl. Bortz 2005, S. 463). Die 
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Analyse erlaubt eine Aussage darüber, wie stark die Ausprägung des monopolistischen 
Wettbewerbsvorteils den Effekt der Internationalität auf den Unternehmenserfolg 
beeinflusst. 
Am häufigsten werden die Wirkungen von monopolistischen Wettbewerbsvorteilen in den 
Bereichen Marketing sowie F&E auf den Zusammenhang zwischen Internationalität und 
Unternehmenserfolg in den 60 Artikeln untersucht. Die Befunde zu diesen monopolistischen 
Vorteilen sind in Tabelle 2.17 angegeben. Die Forschungsintensität hat in den 
Veröffentlichungen einen positiv moderierenden Einfluss auf den Zusammenhang von 
Internationalität und Erfolg. Die Untersuchung von Lu/Beamish (2004) zeigt sogar, dass nur 
im Fall von überdurchschnittlich hohen relativen F&E-Ausgaben der Zusammenhang positiv 
ist.42 Dieser positive Effekt einer hohen Forschungsintensität wird durch die Ergebnisse von 
Kotabe et al. (2002) bestätigt. Die Autoren weisen einen positiven, aber nicht signifikant 
moderierenden Effekt nach. In der Untersuchung von Elango/Pattnaik (2009) wird der 
moderierende Einfluss gänzlich negiert, weil bereits der lineare Effekt der F&E-Intensität auf 
den Unternehmenserfolg insignifikant ist. 
Angesichts der Ergebnisse kann der positive Effekt des monopolistischen 
Wettbewerbsvorteils auf Basis der Forschung- und Entwicklungsintensität eindeutig belegt 
werden.  
                                                     
42
 Lu/Beamish (2004) geben als Durchschnitt für die relativen Ausgaben in F&E-Bereich einen Wert von 0,01 an. 
Bei dieser Intensität ergibt sich bei keinem Internationalisierungsgrad ein positiver Erfolgseffekt einer weiteren 
Expansion ins Ausland. Positive Effekte stellen sich in der Stichprobe erst ab einer F&E-Intensität von über 0,02 
ein. 
Tabelle 2.17: Auswertung der moderierenden Effekte der Forschungs- und Entwicklungs- sowie der 
Marketingintensität auf den Zusammenhang zwischen Internationalität und Unternehmenserfolg in den 
untersuchten Studien  
Studie Forschungs- und Entwicklungsintensität Marketingintensität 
Kotabe et al. (2002) Positiver Einfluss (n.s.) Negativer Einfluss 
Lu/Beamish (2004) Positiver Einfluss Positiver Einfluss (n.s.) 
Elango/Pattnaik (2009) Nicht untersucht, da der direkte Effekt der F&E-Intensität 
auf den Unternehmenserfolg nicht signifikant war. 
Negativer Einfluss 
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Der Effekt der Marketingintensität auf den Zusammenhang zwischen Internationalität und 
Unternehmenserfolg wird in drei Artikeln untersucht. In zwei Untersuchungen kann ein 
negativ moderierender Effekt nachgewiesen werden (Kotabe et al. 2002; Elango/Pattnaik 
2009). Im Gegensatz dazu finden Lu/Beamish (2004) einen positiven nicht signifikanten 
Effekt der Marketingintensität. Die Ergebnisse deuten insgesamt auf einen negativ 
moderierenden Effekt der Marketingintensität. Die Theorie des monopolistischen 
Wettbewerbsvorteils im Bereich Marketing kann auf dieser Basis nicht bestätigt werden. 
Eine Ursache für den negativen Einfluss ist die mangelnde Übertragbarkeit von 
Marketingkonzepten in andere Länder bzw. Kulturräume (vgl. Özsomer/Simoni 2004, S. 401; 
Agrawal 1995, S. 26). Die verschiedenen Landeskulturen führen dazu, dass 
Marketingkonzepte nicht eins zu eins ins Ausland übertragen werden können. Zwischen 
Kulturen existieren unterschiedliche Auffassungen und Vorstellungen, sodass diese Konzepte 
an nationale und internationale Zielgruppen angepasst werden müssen (vgl. Rau und Preble 
1987, S. 18ff). Wettbewerbsvorteile im Marketing können somit nicht direkt von einem Land 
auf ein anderes übertragen werden. 
In den 60 analysierten Artikeln werden weitere Quellen eines unternehmensspezifischen 
Vorteils untersucht. Elango/Pattnaik (2009) sehen Kosteneffizienz als einen 
monopolistischen Vorteil. Die beiden Forscher stellen die Hypothese auf, dass Unternehmen 
mit einem starken Fokus auf Kosteneffizienz in der Lage sind Eigenschaften zu entwickeln, 
die sie international verwerten können (vgl. Elango/Pattnaik 2009, S. 74). Die Kosteneffizienz 
wird durch den Umsatz in Relation zu den Kosten gemessen. In der Untersuchung ergibt sich 
für diesen Wettbewerbsvorteil ein signifikant negativer Einfluss auf den Zusammenhang 
zwischen Internationalität und Unternehmenserfolg. Die Forscher vermuten, dass das 
Ergebnis auf die Besonderheiten der Stichprobe zurückzuführen ist. Elango/Pattnaik (2009) 
betrachten in ihrer Untersuchung indische Unternehmen. Diese verfügen über veraltete 
Routinen und geringe Erfahrungen im internationalen Umfeld (vgl. Elango/Pattnaik 2009, S. 
80). 
Ravichandran et al. (2009) untersuchen den Effekt der Ausgaben im Bereich der 
Informationstechnologie (IT) in Relation zum Umsatz als Quelle eines möglichen 
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monopolistischen Vorteils. Die Forscher erwarten einen zweigeteilten Effekt. Bei geringen 
Internationalisierungsgraden beeinflussen die relativen Ausgaben im Bereich der IT den 
Zusammenhang zwischen Internationalität und Unternehmenserfolg positiv. Bei hohen 
Graden erwarten Ravichandran et al. (2009) hingegen keinen Einfluss. Die Daten bestätigen 
den positiven Einfluss bei geringer Internationalisierung. Die zweite Hypothese der Forscher 
muss jedoch verworfen werden, denn bei hohen Internationalisierungsgraden ergibt sich ein 
signifikant negativ moderierender Effekt der relativen IT-Ausgaben auf den Zusammenhang 
zwischen Internationalität und Unternehmenserfolg.  
Jüngere Untersuchungen stellen die Vermutung auf, dass der moderierende Effekt der 
monopolistischen Vorteile auch vom Grad der Internationalisierung abhängt, analog der 
Vermutung von Ravichandran et al. (2009). Ral-Trebacz et al. (2013) konnten zeigen, dass 
der Effekt von immateriellen Vermögensgegenständen in den Bereichen Marketing und F&E 
vom Grad der Internationalisierung beeinflusst wird. Bei hohen Internationalisierungsgraden 
ist der moderierende Effekt entsprechend stärker oder schwächer verglichen mit den 
Effekten bei geringen Internationalisierungsgraden. 
2.7.2 Effekt der operationalen Flexibilität und Standortarbitrage 
Die Expansion in andere Länder steigert die operationale Flexibilität eines Unternehmens 
(vgl. detaillierte Argumentation in Kapitel 2.4.). Durch die Internationalisierung steigen die 
Handlungsmöglichkeiten eines Unternehmens verglichen mit national agierenden 
Unternehmen (vgl. Kogut 1985a, S. 27). Es ergeben sich Arbitrage- und Leveragestrategien 
durch die Expansion in weitere Länder (vgl. Kogut 1985a, S. 33f). Viele Forscher verweisen in 
der theoretischen Fundierung des Zusammenhangs zwischen Internationalität und 
Unternehmenserfolg auf das Argument der operationalen Flexibilität als Erfolgstreiber. In 
ihren empirischen Analysen verwenden die Wissenschaftler jedoch ungeeignete 
Internationalitätsmaße für den Nachweis dieses Effektes, wie den Anteil des 
Auslandsumsatzes oder den Anteil der Auslandsaktiva (z.B. Chiang/Yu 2005; Elango/Sethi 
2007; Li 2005; Elango/Pattnaik 2009; Qian 1998; Ruigrok/Wagner 2003). Der relative 
Auslandsumsatz und das relative Auslandsvermögen lassen nur Aussagen darüber zu, wie 
stark das Unternehmen im Ausland aktiv ist und nicht, wie stark diese Aktivitäten 
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international gestreut sind (vgl. Hennart 2007, S. 443). Die Flexibilität wird vor allem durch 
die Anzahl der Länder oder die Streuung der Aktivität im Ausland mitbestimmt. Einem 
Unternehmen ermöglicht die Aktivität in mehreren Ländern beispielsweise viele Optionen 
für die Verlagerung der Produktion im Krisenfall. Hoher relativer Auslandsumsatz oder hohes 
relatives Auslandsvermögen kann auch bei einer Konzentration der Aktivitäten auf ein 
bestimmtes Gastland entstehen. In diesem Fall kann ein Unternehmen seine Aktivitäten 
jedoch in nur ein weiteres Land verlagern und verfügt damit über eine vergleichsweise 
geringe Flexibilität. Die operationale Flexibilität ist zudem Grundvoraussetzung für die 
Standortarbitrage (vgl. Kogut 1985a und Kogut 1985b). Die Standortarbitrage wird häufig 
von Forschern als Vorteil der Internationalisierung angeführt (z.B. Chiang/Yu 2005; Geringer 
et al. 2000; Gomes/Ramaswamy 1999). Jedoch wird in keiner der vorliegenden 60 Studien 
die operationale Flexibilität bzw. die Standortarbitrage untersucht. Anhand der Ergebnisse 
über den Zusammenhang von Internationalität und Erfolg auf Basis der Streuungsmaße und 
der Anzahl der Länder kann eine indirekte Analyse der Effekte der operationalen Flexibilität 
durchgeführt werden. Diese Internationalisierungsmaße zeigen, wie stark die 
Unternehmenstätigkeit auf verschiedene Länder verteilt ist. Somit erlauben diese Maße 
einen begrenzten Rückschluss auf den Effekt der Flexibilität. 
In Tabelle 2.12 (siehe Seite 40) sind die Ergebnisse über den Zusammenhang zwischen 
Internationalität und Unternehmenserfolg auf Basis von Streuungsmaßen zusammengefasst. 
In acht der insgesamt zehn Studien wird ein positiver Effekt einer weiteren Diversifikation 
auf die Rentabilität nachgewiesen, wovon sechs Zusammenhänge signifikant sind. Diese 
Ergebnisse umfassen auch positive Teilzusammenhänge, wie z.B. die gespiegelte U-Kurve in 
der Untersuchung von Li/Qian (2005). In dieser Untersuchung ergibt sich nur bei geringen 
Internationalisierungsgraden ein positiver Zusammenhang zwischen Internationalität und 
Unternehmenserfolg. Die Betrachtung der Studien, in denen Forscher die Anzahl der Länder 
als Internationalitätsmaß (vgl. Tabelle 2.13) verwenden, ergibt ein identisches Bild. In acht 
von zehn Untersuchungen führt die Expansion in weitere Länder zu einem positiven Effekt 
auf den Unternehmenserfolg. Sechs dieser Studienergebnisse sind signifikant. 
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Die geografische Verteilung der Unternehmensaktivität hat zumindest teilweise einen 
positiven Effekt auf den Unternehmenserfolg. Die Vorteilhaftigkeit der Internationalisierung 
durch operationale Flexibilität und Standortarbitrage kann damit nicht verworfen werden. 
2.7.3 Befunde über den Effekt der Koordinationskosten 
Die Forscher argumentieren in den 60 Artikeln häufig mit dem Argument der 
Koordinationskosten (z.B. Contractor et al. 2003; Li/Qian 2005; Ruigrok/Wagner 2003). Diese 
Kosten sollen den Rückgang des Erfolges bei hohen Graden der Internationalisierung 
erklären (vgl. detaillierte Argumentation in Kapitel 2.4.). Lediglich Gomes/Ramaswamy 
(1999) und Ruigrok/Wagner (2003) analysieren die Kosten abhängig von der 
Internationalität. In zwei weiteren Studien wird die operative Performance betrachtet, die 
ebenfalls durch die Kosten beeinflusst wird (vgl. Kotabe et al. 2002; Shiue et al. 2005). In den 
übrigen Studien wird nur der Gewinn als abhängige Variable betrachtet. 
Gomes/Ramaswamy (1999) sowie Ruigrok/Wagner (2003) betrachten die Kosten als 
operative Kosten im Verhältnis zum Umsatz. In der Analyse wird diese Relation als abhängige 
Variable und die Internationalität als unabhängige Variable verwendet. Gomes/Ramaswamy 
(1999) weisen eine U-förmige Beziehung zwischen Internationalität und den Kosten nach. 
Dieses Ergebnis bestätigt die Theorie der steigenden Koordinationskosten bei hohen 
Internationalisierungsgraden. Im Gegensatz dazu finden Ruigrok/Wagner (2003) einen 
gespiegelt U-förmigen Zusammenhang zwischen der Internationalität und den Kosten. Bei 
einer Internationalisierung von über 54% des Umsatzes im Ausland sinken die Kosten einer 
weiteren internationalen Expansion. Dieses Ergebnis spricht gegen das Argument hoher 
Koordinationskosten bei starker Internationalisierung.  
Neben diesen beiden Untersuchungen von quadratischen Zusammenhängen existieren in 
den 60 Aufsätzen zwei Studien, die den linearen Effekt der Internationalität auf die Kosten 
indirekt untersuchen. Kotabe et al. (2002) sowie Shiue et al. (2005) analysieren den 
Zusammenhang zwischen Internationalität und operationaler Performance. Dieses 
Performancemaß errechnet sich aus dem Umsatz in Relation zu den operativen Kosten. Die 
operative Performance ist damit der Kehrwert des oben verwendeten Kostenindikators von 
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Gomes/Ramaswamy (1999) und Ruigrok/Wagner (2003). Kotabe et al. (2002) weisen einen 
signifikant negativen Effekt der Internationalität auf die operationale Performance nach. Für 
den Zusammenhang zwischen Internationalität und Kosten resultiert daraus eine positiv 
lineare Beziehung. Shiue et al. (2005) weisen hingegen einen gegenläufigen Effekt nach. Eine 
weitere Internationalisierung hat demnach einen linear negativen Kosteneffekt und führt 
somit zu einem signifikanten Rückgang der Kosten. 
In den vier Untersuchungen wird deutlich, dass der Zusammenhang zwischen 
Internationalität und Kosten stark heterogen ist. Bei hohen Internationalisierungsgraden ist 
der Effekt nicht eindeutig. Es werden sowohl positive als auch negative Zusammenhänge 
zwischen Internationalität und Kosten nachgewiesen. Die Ergebnisse lassen keine Aussagen 
darüber zu, ob bei hohen Graden der Internationalität die Kosten einer weiteren Expansion 
ins Ausland steigen. 
Zudem stellen Ruigrok et al. (2007) in ihrer Stichprobe fest, dass die Streuung der 
Rentabilität bei hohen Internationalisierungsgraden zunimmt. Basierend auf einer Einteilung 
der untersuchten Unternehmen in verschiedene Gruppen abhängig vom 
Internationalisierungsgrad43 weisen die Forscher nach, dass bei Unternehmen mit einem 
hohen Grad der Internationalisierung (90 bis 99% FSTS) die Streuung des Erfolges zwischen 
den Unternehmen sehr hoch ist. Mit 0,139 ist die Standardabweichung in dieser Gruppe die 
zweithöchste44 in Relation zu den anderen acht Gruppen. Im Vergleich dazu liegt die 
Standardabweichung der Rentabilität in der Gesamtstichprobe bei 0,108. Der 
durchschnittliche ROA ist zudem bei den Unternehmen mit einem FSTS über 90% am 
zweitniedrigsten45 in der gesamten Stichprobe. Ruigrok et al. (2007) begründen den starken 
Anstieg der Standardabweichung mit dem erheblichen Koordinationsbedarf bei hohen 
Internationalisierungsgraden (vgl. Ruigrok et al. 2007, S. 363f). Die Fähigkeiten des 
                                                     
43
 Ruigrok et al. (2007) verwenden folgende Gruppen: 0-19% FSTS, 20-29% FSTS, 30-39% FSTS, 40-49% FSTS, 50-
59% FSTS, 60-69% FSTS, 70-79% FSTS, 80-89% FSTS und 90-99% FSTS. 
44
 Die höchste Standardabweichung von ROA weisen Unternehmen mit einem Internationalitätsgrad von 0-19% 
auf. 
45
 Den geringsten ROA weisen Unternehmen mit einem Internationalitätsgrad zwischen 0-19% auf. 
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Managements in den verschiedenen Unternehmen variieren in Bezug auf die 
Aufnahmefähigkeit. Diese Unterschiede werden besonders bei hohen 
Internationalisierungsgraden deutlich (vgl. Ruigrok et al. 2007, S. 357). In dieser Situation 
sind Manager sehr hohen Belastungen ausgesetzt. Durch die hohe Komplexität gelangen 
Manager an die Grenze ihrer Aufnahmefähigkeit. Die kognitiven Fähigkeiten sind in dieser 
Situation ausgeschöpft, Informationen können nicht mehr aufgenommen und in strategische 
Entscheidungen umgesetzt werden (vgl. Ruigrok et al. 2007, S. 357). Das Ergebnis sind 
Fehlentscheidungen, die sich auch in steigenden Kosten widerspiegeln. Die Höhe der 
Koordinationskosten ist damit abhängig vom jeweiligen Unternehmen. Bei hoher 
Auslandsaktivität zeigen sich daher starke Unterschiede im Erfolg der Unternehmen. 
Die unterschiedlichen Effekte in den bisherigen vier Untersuchungen können somit auch auf 
die verschiedenen Stichproben zurückzuführen sein. Wie Ruigrok et al. (2007) zeigen, 
variieren die Koordinationsfähigkeiten der Unternehmen bzw. Manager bei hohen 
Internationalisierungsgraden besonders stark. 
2.7.4 Befunde über den Effekt der Liabilities of Foreignness und der Erfahrungskurve 
Die Liabilities of Foreignness bzw. die Kosten der Fremdartigkeit sind Nachteile, mit denen 
ausländische Unternehmen im Unterschied zu lokal ansässigen Unternehmen konfrontiert 
werden (vgl. Zaheer 1995, S. 343). Mit zunehmender Internationalisierung verringert der 
Erfahrungskurveneffekt die Kosten der Fremdartigkeit (vgl. Zaheer/Mosakowski 1997, S. 
446). In Kapitel 2.4. wurden die Liabilities of Foreignness und der Erfahrungskurveneffekt im 
Detail dargestellt. Diese beiden Effekte werden in keinem der 60 Artikel explizit untersucht. 
Für die Analyse dieser beiden Aspekte werden daher wieder die in Kapitel 2.7.3 
herangezogenen Untersuchungen von Gomes/Ramaswamy (1999), Ruigrok/Wagner (2003). 
Kotabe et al. (2002) und Shiue et al. (2005) verwendet. 
Die Kosten der Fremdartigkeit sind bei geringen Internationalisierungsgraden relativ stark 
ausgeprägt (vgl. Contractor et al. 2003, S. 7), daher werden im Folgenden insbesondere die 
Zusammenhänge zwischen Internationalität und Kosten bei geringen 
Internationalitätsgraden betrachtet. Ruigrok/Wagner (2003) sowie Kotabe et al. (2002) 
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weisen beispielsweise in ihren Untersuchungen bei geringer Internationalisierung einen 
positiven Effekt der Internationalität auf die Kosten nach. Die Kosten steigen durch die 
Internationalisierung an. Diese Ergebnisse sprechen für das Argument der Liabilities of 
Foreignness bei geringen Internationalisierungsgraden. Zudem deutet der gespiegelt U-
förmige Zusammenhang zwischen Internationalität und Kosten in dem Artikel von 
Ruigrok/Wagner (2003) auf einen Lerneffekt hin. Die Grenzkosten sinken bei weiterer 
Internationalisierung.  
Gegen diesen Nachweis der Erfahrungskurve und der Liabilities of Foreignness sprechen die 
Ergebnisse von Gomes/Ramaswamy (1999). Die Forscher weisen in ihrer Studie einen U-
Zusammenhang zwischen der Internationalität und den operativen Kosten nach. Die Kosten 
sinken demnach bei geringen Internationalisierungsgraden und nehmen bei starker 
Internationalisierung wieder zu. Auch das Ergebnis von Shiue et al. (2005) spricht gegen die 
Zunahme der Kosten der Fremdartigkeit bei geringen Internationalisierungsgraden, vielmehr 
weisen die Forscher einen stetigen Rückgang der Kosten bei Internationalisierung nach. 
Aufgrund der unterschiedlichen Ergebnisse in den bisherigen Studien können weder die 
Kosten der Fremdartigkeit noch der Effekt der Erfahrungskurve eindeutig nachgewiesen 
werden.  
Der Grund für diese heterogenen Befunde hinsichtlich der Liabilities of Foreignness könnte 
nach Ruigrok et al. (2007) in der Herkunft der Unternehmen liegen. Ruigrok et al. (2007) 
behaupten, dass die Kosten der Fremdartigkeit je nach dem Heimatland eines 
Unternehmens erst bei höheren Internationalisierungsgraden entstehen können (Ruigrok et 
al. 2007, S. 353). Die Forscher argumentieren am Beispiel der Schweiz, dass der Zugang zum 
deutschen und österreichischen Markt aufgrund der kulturellen und räumlichen Nähe dazu 
führt, dass die Kosten der Fremdartigkeit erst bei höheren Internationalisierungsgraden 
auftreten. Die Auswertung der vorliegenden Ergebnisse auf Basis der Heimatländer zeigt, 
dass Gomes/Ramaswamy (1999) und Kotabe et al. (2002) jeweils Unternehmen aus den USA 
analysiert haben. Die Ergebnisse in den beiden Studien widersprechen sich jedoch in Bezug 
auf die Liabilities of Foreignness. Unterschiedliche Heimatländer können damit nicht der 
Grund für die widersprüchlichen Zusammenhänge sein. Auch der untersuchte 
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Wirtschaftszweig kann die abweichenden Ergebnisse nicht erklären, da in allen vier Studien 
Unternehmen des produzierenden Gewerbes betrachtet werden. 
2.7.5 Befunde über den Effekt der Intraregionalisierung 
Die Kosten der Fremdartigkeit variieren je nach Region, in die ein Unternehmen expandiert. 
Zu unterscheiden ist die Expansion in die eigene von der Expansion in eine andere Region 
(vgl. Rugman 2003, S. 3). Die Liabilities of Foreignness sind größer bei einer interregionalen 
Expansion (vgl. detaillierte Argumentation in Kapitel 2.4.). Grant (1987), Chiang/Yu (2005) 
sowie Li (2005) untersuchen den Effekt der unterschiedlichen Kosten der Fremdartigkeit in 
ihren Studien. Die Autoren verwenden neben der geringen räumlichen Distanz zwischen den 
Ländern auch kulturelle Aspekte, um Länder in Regionen zu clustern (vgl. Grant 1987). 
Grant (1987) betrachtet Direktinvestitionen britischer Unternehmen in den europäischen 
Raum, die USA und den Rest der Welt. Der Vergleich zwischen den verschiedenen 
Investitionszielen zeigt keine signifikanten Unterschiede in der Rentabilität. Grant (1987) 
kann die erwarteten Vorteile der räumlichen Nähe zum europäischen Raum sowie den 
Vorteil der ähnlichen Kultur und Sprache in den USA in seiner Untersuchung nicht 
nachweisen.  
Chiang/Yu (2005) analysieren den Intraregionalisierungseffekt auf Basis einer Dummy-
Variable. Die Untersuchung taiwanesischer Unternehmen zeigt, dass die Investition in den 
asiatischen Raum einen signifikant positiven Effekt auf das Niveau der Rentabilität hat. Die 
Expansion in den europäischen oder amerikanischen Raum hat dagegen einen schwachen46 
und insignifikanten Effekt auf den Erfolg. Die Studie von Chiang/Yu (2005) bestätigt die 
Vorteile der Expansion in die Heimatregion. 
Li (2005) verwendet zur Analyse des Effektes der Intraregionalisierung eine 
Moderatorvariable, die den Zusammenhang zwischen Internationalität und 
Unternehmenserfolg beeinflusst. Als Maß für die Aktivität in der Heimatregion setzt Li (2005) 
                                                     
46
 Europa-Dummy von 0,01 bis 0,02; Amerika-Dummy von -0,02 bis -0,01; Asien-Dummy 0,20 bis 0,22. 
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den Anteil der Umsätze in der Heimatregion in Relation zu den gesamten Auslandsumsätzen. 
Die Analyse amerikanischer Unternehmen ergibt einen signifikant positiv moderierenden 
Einfluss einer Expansion in die Heimatregion. Je höher der Anteil der Umsätze in Nord- und 
Südamerika ist, desto höher ist der Erfolg der Internationalisierung. Der positive Effekt einer 
intraregionalen Expansion wird bestätigt. 
In der Auswertung der drei Studien wird deutlich, dass der Vorteil der intraregionalen 
Expansion nicht verworfen werden kann. Es zeigen sich positive Effekte für Unternehmen 
aus den USA und Taiwan. Die abweichenden Ergebnisse von Grant (1987) sind unter 
anderem auf die verwendete Stichprobe zurückzuführen. Die von Grant (1987) analysierten 
britischen Unternehmen stehen bei einer Expansion in die USA geringeren Liabilities of 
Foreignness gegenüber, verglichen mit einer Expansion in die Heimatregion Europa (Grant 
1987, S. 82). Die Ähnlichkeit in Sprache und Kultur zwischen Großbritannien und den USA 
(Grant 1987, S. 82) führt zu vergleichbaren intra- und interregionalen Kosten der 
Fremdartigkeit, sodass die Intraregionalisierungshypothese für britische Unternehmen 
verworfen werden muss. 
2.8 Empirische Befunde zu Kontextfaktoren auf den Zusammenhang zwischen 
Internationalität und Unternehmenserfolg 
2.8.1 Befunde zum Einfluss der Branche 
In den untersuchten Artikeln werden industriespezifische Effekte auf den Zusammenhang 
zwischen Internationalität und Unternehmenserfolg mithilfe der Stichprobenauswahl oder 
der Verwendung von Dummy-Variablen kontrolliert. Auf diesem Weg soll eine Verzerrung 
der Messergebnisse durch unterschiedliche Profitabilitätsniveaus der verschiedenen 
Industrien vermieden werden. Die eingesetzten Dummy-Variablen zeigen in der Regel einen 
signifikanten Einfluss der Industriezugehörigkeit auf den Erfolg (z.B. Haar 1989; Kumar 1984).  
Die Verwendung von Branchen-Dummy-Variablen in der Analyse des Zusammenhangs 
zwischen Internationalität und Unternehmenserfolg setzt voraus, dass alle Industrien einer 
Stichprobe einen identischen Zusammenhang aufweisen. Unabhängig vom Grad der 
Internationalisierung ist beispielsweise der Erfolg für ein Pharmaunternehmen immer um 
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einen bestimmten Wert (Dummy-Parameter) größer als der Erfolg eines 
Automobilherstellers (vgl. Abbildung 2.5). 
 Der Branchen-Dummy hat keinen Einfluss auf den Zusammenhang zwischen 
Internationalität und Erfolg, sondern nur auf das Rentabilitätsniveau. Wenn die Form des 
Zusammenhangs jedoch industriespezifisch ist, reicht die Verwendung von Dummy-
Variablen somit nicht mehr aus (vgl. Oesterle/Richta 2013, S. 212). Würden demnach die 
Pharmaindustrie einem U-förmigen Internationalität-Rentabilitäts-Zusammenhang folgen 
und die Automobilhersteller einem gespiegelten U-Zusammenhang, dann könnten diese 
Unterschiede nicht durch die Verwendung der Dummy-Variablen kontrolliert werden. Es 
würde zu einer Verzerrung der Messergebnisse kommen. 
Die Untersuchung industrieabhängiger Gesamtzusammenhänge zwischen Internationalität 
und Rentabilität erfolgt in den vorliegenden Studien durch eine separate Analyse der 
Zusammenhänge in branchenspezifischen Stichproben. In drei Veröffentlichungen wählen 
die Forscher ein solches Vorgehen. Contractor et al. (2003), Daniels/Bracker (1989) sowie Li 
(2005) teilen ihre Gesamtstichproben auf Basis der Branchen. Die Analyse der 
Teilstichproben und der Gesamtstichproben zeigt signifikante Unterschiede im 
Zusammenhang zwischen Internationalität und Unternehmenserfolg. 
Grad der Internationalisierung 
Unternehmenserfolg 
Pharmaindustrie 
Automobilindustrie 
Dummy-
Wert 
Abbildung 2.5: Erläuterung der Effekte von Branchen-Dummy-Variablen auf den Zusammenhang zwischen 
Internationalität und Unternehmenserfolg am fiktiven Beispiel der Pharma- und Automobilindustrie 
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Contractor et al. (2003) teilen ihre Unternehmensbeobachtungen in kapitalintensive und 
wissensintensive Industrien ein. Für kapitalintensive Branchen47 weisen die Wissenschaftler 
einen gespiegelten S-Zusammenhang zwischen Internationalität und Unternehmenserfolg 
nach. Die Analyse der wissensintensiven Industrien48 ergibt dagegen eine S-Kurve. Beide 
Industriegruppen zeigen somit einen gänzlich unterschiedlichen Verlauf. Die Analyse der 
Gesamtstichprobe resultiert in einer gespiegelten S-Beziehung zwischen Internationalität 
und Erfolg. In der Untersuchung der Gesamtstichprobe wird durch die fehlende Kontrolle der 
branchenspezifischen Zusammenhänge das Ergebnis der wissensintensiven Unternehmen 
überlagert.  
Die Untersuchung von Daniels/Bracker (1989) bestätigt die Industrieabhängigkeit der 
Zusammenhänge zwischen Internationalität und Unternehmenserfolg. In ihrer Studie finden 
die Forscher für alle Industrien in der Stichprobe 49  einen positiven Effekt der 
Internationalisierung. Nur Unternehmen aus den Bereichen „Spezialausrüstung und 
Material“ sowie „Luft-, Raumfahrt und Verteidigung“ weisen einen anderen Zusammenhang 
auf (vgl. Daniels/Bracker 1989, S. 51f). 
Li (2005) untersucht in seinem Artikel Serviceunternehmen außerhalb des Finanzsektors. Die 
Analyse der gesamten Stichprobe resultiert in einem S-Zusammenhang zwischen 
Internationalität und Erfolg. In einem zweiten Schritt teilt Li (2005) die Unternehmen in die 
Bereiche „computernahe Serviceindustrien“ und „andere Serviceindustrien“. Die 
Zusammenhänge zwischen Internationalität und Unternehmenserfolg weichen in beiden 
Industriegruppen stark voneinander ab. Für Unternehmen aus den computernahen 
Servicebereichen ergibt sich ein U-Zusammenhang und für alle übrigen Firmen ein linear 
                                                     
47
Contractor et al. (2003) kategorisieren Lufttransport, Baugewerbe, Hotellerie, Gastronomie und 
Schnellimbissketten, Einzelhandel, Großhandel und Transportgewerbe (ohne Schienentransport) als 
kapitalintensive Industrien. 
48
 Contractor et al. (2003) kategorisieren Werbung, Marktforschung, Verlagswesen und wertpapierbezogene 
sowie Finanzdienstleistungen als wissensintensive Industrien. 
49
 Autozulieferer, Hersteller von elektrischen Bauteilen, Unternehmen des Gesundheitswesen, Unternehmen 
aus der Luft- und Raumfahrtindustrie sowie aus dem Bereich Verteidigung, Pharmaunternehmen, Hersteller 
von Produktionsanlagen, Hersteller von spezieller Ausrüstung und Material sowie Markenhersteller von 
Nahrungsmitteln  
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negativer Zusammenhang (insignifikant) zwischen Internationalität und Unternehmenserfolg 
(vgl. Li 2005, S. 50f). Die Ergebnisse in den beiden Teilstichproben weichen stark vom S-
Zusammenhang der Gesamtstichprobe ab. Eine gemeinsame Betrachtung der verschiedenen 
Industrien führt zu einer unzureichenden Berücksichtigung der Brancheneffekte und damit 
zu einer Verzerrung des Zusammenhangs zwischen Internationalität und 
Unternehmenserfolg für die unterschiedlichen Industriezweige. 
Contractor et al. (2003), Daniels/Bracker (1989) sowie Li (2005) machen deutlich, dass die 
verschiedenen Industrien unterschiedliche Zusammenhänge zwischen Internationalität und 
Erfolg aufweisen. Die Ergebnisse in den Teilstichproben weichen von denen der 
Gesamtstichprobe ab. Die Industrie hat damit einen Einfluss auf den Zusammenhang 
zwischen Internationalität und Unternehmenserfolg. Ein Grund für diesen Brancheneffekt ist 
die unterschiedliche strategische Ausrichtung in den verschiedenen Industrien. 
Wissensbasierte Dienstleistungsunternehmen folgen nach Contractor et al. (2003) 
beispielsweise häufig ihren Kunden ins Ausland. Diese Unternehmen verfügen damit bereits 
über Kunden im Ausland, sodass die Anpassungskosten an einen neuen Geschäftspartner 
relativ gering ausfallen bzw. gänzlich entfallen. Diese geringen Anpassungskosten führen 
bereits bei niedrigen Internationalisierungsgraden zu einem positiven Zusammenhang 
zwischen Internationalität und Unternehmenserfolg verglichen mit kapitalbasierten 
Dienstleistungsunternehmen, die zunächst mit hohen Anpassungskosten konfrontiert 
werden (Contractor et al. 2003, S. 11). 
2.8.2 Befunde zum Einfluss der Produktdiversifikation 
Der Einfluss der Produktdiversifikation auf den Zusammenhang zwischen Internationalität 
und Unternehmenserfolg wird in acht der 60 Arbeiten untersucht. Die Produktdiversifikation 
beschreibt die Branchenstruktur eines Unternehmens, indem sie die Verteilung der Umsätze 
auf die verschiedenen Industriesparten angibt. Die Anzahl der Branchen und die Streuung 
der Umsätze über diese Industrien bestimmen das Ausmaß der Produktdiversifikation. 
In den Artikeln werden unterschiedliche theoretische Argumente angeführt, die einen 
positiven oder negativen moderierenden Effekt der Produktdiversifikation begründen. Der 
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positive Einfluss der Produktdiversifikation auf den Zusammenhang zwischen 
Internationalität und Erfolg geht darauf zurück, dass produktdiversifizierte Unternehmen 
stärker von Größenvorteilen profitieren können durch den Zugang zu einem größeren 
Absatzmarkt im Rahmen der Internationalisierung (vgl. Li/Qian 2005, S. 12). Ein 
Unternehmen mit großem Produktportfolio kann den Absatz für jede seiner Produktgruppen 
durch die Expansion ins Ausland vergrößern, sodass der Erfolg bei Internationalisierung für 
diese Unternehmen größer ist. 
Ein weiterer positiver Effekt der Produktdiversifikation für den Zusammenhang zwischen 
Internationalität und Unternehmenserfolg ist, dass Manager hierdurch bereits Erfahrungen 
mit unternehmensinterner Diversität sammeln können. Ein Beispiel ist die Verwendung und 
Berechnung von internen Transferpreisen im Unternehmen (vgl. Hitt et al. 1997, S. 775). Die 
Erfahrungen und das Wissen aus dem Umgang mit Produktdiversität können teilweise auf 
den Internationalisierungsprozess übertragen werden und steigern so den Erfolg (vgl. Hitt et 
al. 1997, S. 775; Geringer et al. 2000, S. 58). 
Ein negativer moderierender Effekt der Produktdiversifikation ist der Anstieg des 
Koordinationsbedarfs. Die Aktivität eines Unternehmens in verschiedenen Branchen erhöht 
die Beanspruchung des Managements. Die Informationsmenge und der Koordinationsbedarf 
wachsen mit dem Grad der Produktdiversifikation (vgl. Barkema/Vermeulen 2002, S. 640f). 
Die hohen Anforderungen stehen einer begrenzten Aufnahmefähigkeit des Managements 
gegenüber (vgl. Cohen/Levinthal 1990, S. 128f). Auch die Internationalisierung beansprucht 
die kognitive Kapazität der Manager stark, wie in Kapitel 2.4 am Beispiel der 
Koordinationskosten erläutert. Eine hohe Produktdiversifikation und eine zeitgleich starke 
Internationalisierung können diese Koordinationskosten potenzieren (vgl. Tallman/Li 1996, 
S. 186). Die Aufnahmefähigkeit ist in diesem Fall schneller erschöpft und die 
Wahrscheinlichkeit von Fehlentscheidungen der Manager nimmt zu. 
In den vorliegenden Arbeiten wird die Produktdiversifikation durch Streuungsmaße 
gemessen. Die Forscher verwenden dazu entweder die Entropie oder den Herfindahl-Index. 
Der Aufbau ist analog zu den Streuungsmaßen in Kapitel 2.6.2.3. Anstelle der Regionen 
werden die gewichteten Umsätze in den verschiedenen Industriezweigen aufsummiert. Die 
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Entropie und der Herfindahl-Index ermöglichen eine Aussage über die Verteilung der 
Unternehmenstätigkeit auf die verschiedenen Industrien. Für die Messung des Einflusses der 
Produktdiversifikation auf den Zusammenhang zwischen Internationalität und Erfolg 
verwenden die Forscher diese Streuungsmaße als Moderatorvariablen. Diese 
Vorgehensweise der Wissenschaftler ist analog zu der Methode, die in Kapitel 2.7.1 
vorgestellt wurde. 
Einige Forscher vermuten, dass die Richtung des moderierenden Effektes vom Grad der 
Internationalisierung abhängig ist (vgl. Li/Qian 2005, S. 14; Hitt et al. 1997, S. 775; Wan 1998, 
S. 210). Bei geringen Internationalisierungsgraden hat die Produktdiversifikation einen 
positiven Effekt, weil Manager bereits erste Erfahrungen mit interner Diversität sammeln 
konnten (vgl. Hitt et al. 1997, S. 775). Zusätzlich profitiert ein internationales und 
produktdiversifiziertes Unternehmen stärker vom Zugang zu einem größeren Markt und hat 
damit die Möglichkeit, Synergien zwischen den Produkten zu nutzen (vgl. Li/Qian 2005, S. 
15). Diesem Effekt stehen die Koordinationskosten gegenüber, die mit wachsender 
internationaler Diversifikation steigen und durch die Produktdiversifikation verstärkt werden 
(vgl. Barkema/Vermeulen 2002, S. 641). Bei einem hohen Grad der Internationalität hat 
Produktdiversifikation damit einen negativ moderierenden Effekt.  
In Tabelle 2.18 sind die Studien aufgeführt, in denen der moderierende Effekt der 
Produktdiversifikation auf das Verhältnis zwischen Internationalität und Erfolg untersucht 
werden.  
Neben den Autoren sind der Einfluss der Produktdiversifikation auf den Zusammenhang 
zwischen Internationalität und Erfolg, das Internationalitätsmaß und das Maß der 
Produktdiversifikation angegeben. In der Regel verwenden die Forscher die „Standard 
Industrial Classification“ (SIC) zur Identifikation verschiedener Branchen. In der Tabelle sind 
zwei verschiedene Ergebnisse aus dem Artikel von Li/Qian (2005) aufgeführt. Li/Qian (2005) 
verwenden zwei Internationalisierungsmaße in ihrer Untersuchung, den Durchschnitt aus 
Anteil der Auslandsaktiva (FATA), Auslandsmitarbeiter (FETE) und Auslandsumsatz (FSTS), 
sowie die Entropie. Beide Maße führen zu unterschiedlichen Ergebnissen, sodass beide 
Ergebnisse aufgeführt sind. 
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Tabelle 2.18: Auswertung der moderierenden Effekte der Produktdiversifikation auf den Zusammenhang 
zwischen Internationalität und Unternehmenserfolg in den untersuchten Studien  
Autor(en) Moderierender Effekt Internationalitäts- 
maß 
Produktdiversifikationsmaß 
(Klassifizierungsmethode) 
Geringer et al. (2000) Positiv linear FSTS Herfindahl (SIC) 
Hitt et al. (1997) Gespiegelter U-Zusammenhang – 
bei hoher Internationalität 
negativer Einfluss 
Entropie Entropie (SIC) 
Li/Qian (2005) Positiv linear (U-Zusammenhang 
insignifikant) 
FATA, FSTS, FETE Entropie (SIC) 
Li/Qian (2005) Gespiegelter U-Zusammenhang – 
bei hoher Internationalität 
negativer Einfluss 
Entropie Entropie (SIC) 
Elango/Ma (2008) Negativ linear FSTS  Herfindahl (k.A.) 
Sambharya (1995) Negativ linear FSTS, FATA Entropie (SIC) 
Tallman/Li (1996) Negativ linear Anzahl der Länder  Herfindahl (SIC) 
Barkema/Vermeulen 
(2002) 
Negativ linear Anzahl der 
Tochter-
gesellschaften 
Anzahl zusätzlicher Industrien 
(SBI
50
) 
Wan (1998) Einfluss auf den linearen und 
quadratischen Zusammenhang 
nicht signifikant 
Entropie  Entropie (k.A.) 
Wan/Hoskisson (2003) Negativ linear Anzahl der Länder Gedajlovic–Shapiro-Maß
51
 
(SIC) 
Die Forscher finden sowohl negativ (vgl. z.B. Barkema/Vermeulen 2002) als auch positiv 
moderierende Effekte der Produktdiversifikation auf den Zusammenhang zwischen 
Internationalität und Unternehmenserfolg (vgl. z.B. Geringer et al. 2000). Diese 
unterschiedlichen Ergebnisse könnten auf einen komplexeren Einfluss der 
Produktdiversifikation zurückzuführen sein, der vom Grad der Internationalisierung abhängt. 
Um einen solchen Effekt näher zu untersuchen, betrachten Li/Qian (2005), Hitt et al. (1997) 
sowie Wan (1998) den Einfluss der Produktdiversifikation auf den Zusammenhang zwischen 
dem quadrierten Internationalitätsterm und dem Unternehmenserfolg. Li/Qian (2005) sowie 
Hitt et al. (1997) zeigen, dass der moderierende Effekt der Produktdiversifikation bei 
geringen Internationalisierungsgraden positiv und bei hohen Internationalitätsgraden 
negativ ist. In der Studie von Wan (1998) muss hingegen sowohl der Einfluss der 
Produktdiversifikation auf den linearen als auch auf den quadratischen 
Internationalisierungsterm verworfen werden. Li/Qian (2005) verdeutlichen in ihrer Studie 
                                                     
50
 SBI – niederländisch: Standaard Bedrijfsindeling – niederländisches Äquivalent zur SIC.  
51
 Siehe Wan/Hoskisson (2003) für weitere Erläuterung zum Gedajlovic–Shapiro-Maß. 
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die Relevanz des eingesetzten Internationalisierungsmaßes für den Interaktionseffekt. Je 
nach verwendetem Maß der Internationalität ergibt sich ein anderer Einfluss der 
Produktdiversifikation. 
Die Befunde zur moderierenden Wirkung der Produktdiversifikation auf den Zusammenhang 
zwischen Internationalität und Unternehmenserfolg sind nicht eindeutig. Es ergibt sich eine 
Vielzahl verschiedener moderierender Effekte, sodass keine grundsätzliche Aussage über 
den Einfluss der Produktdiversifikation auf den Zusammenhang zwischen Internationalität 
und Unternehmenserfolg getroffen werden kann. 
2.8.3 Befunde zum Einfluss des Heimatlandes 
Nach dem Diamanten-Ansatz von Porter (1990) hat das Heimatlandumfeld einen Effekt auf 
den Wettbewerbsvorteil von Unternehmen. Unternehmen verfügen bedingt durch die 
Rahmenbedingungen im Heimatland über Wettbewerbsvorteile gegenüber Unternehmen 
aus anderen Ländern. Diese Theorie von Porter wird häufig von Wissenschaftlern genutzt, 
um Abweichungen zwischen den Forschungsergebnissen zu begründen (vgl. hierzu Ruigrok 
et al. 2007; Capar/Kotabe 2003; Chiang/Yu 2005). Als Ursache für unterschiedliche 
Zusammenhänge zwischen Internationalität und Unternehmenserfolg führen Forscher 
beispielsweise die Größe des Heimatmarktes an (vgl. Bühner 1987), die Existenz von 
Freihandelsabkommen (vgl. Capar/Kotabe 2003), die Größe des ausländischen Marktes mit 
ähnlichen Marktbedingungen (vgl. Chiang/Yu 2005, S. 131) oder die kulturelle Vielfalt im 
Heimatland (vgl. Ruigrok et al. 2007). 
Aufbauend auf den unterschiedlichen Landescharakteristika und deren Einfluss auf die 
Unternehmen untersuchen Bobillo et al. (2010), Elango/Sethi (2007) und auch 
Wan/Hoskisson (2003) den Effekt der Internationalität auf den Erfolg abhängig von 
bestimmten Eigenschaften im Heimatland. Für die Untersuchung differenzieren die Forscher 
ihre Stichproben anhand verschiedener Kriterien. Im nächsten Schritt werden die 
resultierenden Teilstichproben separat in Bezug auf den Zusammenhang zwischen 
Internationalität und Unternehmenserfolg analysiert. Die Forscher vergleichen die 
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Ergebnisse der Teilstichproben miteinander, um eine Aussage über landespezifische 
Zusammenhänge zu treffen. 
Tabelle 2.19: Auswertung der untersuchten Studien über den Einfluss des Heimatlandeffektes hinsichtlich 
des Zusammenhangs zwischen Internationalität und Unternehmenserfolg  
Autor(en) Gruppierungs-
merkmale 
Resultierende Ländergruppen Befunde über den 
Zusammenhang zwischen 
Internationalität und 
Unternehmenserfolg 
Wan/ 
Hoskisson 
(2003) 
Faktorausstattung 
und Qualität der 
Institutionen  
Positives Heimatumfeld (Frankreich, 
Großbritannien und Schweden) 
Positiv linear 
Weniger positives Heimatumfeld (Irland, 
Italien und Portugal) 
Positiv linear (n.s.) 
Bobillo et 
al. (2010) 
Interne und 
externe 
Wettbewerbs-
vorteile 
Interner Wettbewerbsvorteil (Frankreich) S-Kurve 
Externer Wettbewerbsvorteil (Spanien) S-Kurve 
Mittlere Ausprägung interner und externer 
Wettbewerbsvorteile (Dänemark, Deutschland 
und Großbritannien) 
S-Kurve 
Elango/ 
Sethi 
(2007) 
Größe des 
Heimatmarktes
52
 
und Offenheit der 
Volkswirtschaft
53
 
Große und moderat geöffnete 
Volkswirtschaften (Japan und USA) 
Gespiegelte U-Kurve  
Kleine und offene Volkswirtschaften 
(Australien, Belgien, Dänemark, Deutschland, 
Finnland, Frankreich, Großbritannien, Italien, 
Kanada, Niederlande, Norwegen, Österreich 
und Schweden) 
Positiv linear 
Wan/Hoskisson (2003) differenzieren die Länder anhand der Ressourcenausstattung und der 
Qualität der institutionellen Rahmenbedingungen. Die Forscher vernachlässigen dabei 
Hybridformen.54 Analysiert werden damit zwei Kategorien: auf der einen Seite Länder mit 
reichlicher Ressourcenausstattung und guten institutionellen Rahmenbedingungen und auf 
der anderen Seite Länder mit schlechterer Ressourcenausstattung und schlechteren 
institutionellen Rahmenbedingungen. Die Untersuchung der Teilstichproben zeigt einen 
linear positiven Zusammenhang zwischen Internationalität und Unternehmenserfolg in 
beiden Ländergruppen. Nur die Unternehmen aus einem Heimatland mit guten 
Rahmenbedingungen und guter Ressourcenausstattung weisen hierbei einen signifikanten 
                                                     
52
 Die Größe wurde durch das Bruttoinlandsprodukt bestimmt. 
53
 Die Intensität des Außenhandels errechnet sich aus der Summe von Importen und Exporten von Gütern und 
Dienstleistungen in Relation zum Bruttoinlandsprodukt (BIP). 
54
 Mit Hybridformen meinen Wan/Hoskisson (2003) die Mischung guter und schlechter Bedingungen: schlechte 
Ressourcenausstattung und hohe Qualität der Institutionen; gute Ressourcenausstattung und geringe Qualität 
der Institutionen. 
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Effekt auf. Die zusätzliche Untersuchung eines quadratischen Zusammenhangs resultiert für 
beide Ländergruppen in insignifikanten Ergebnissen. 
Bobillo et al. (2010) verwenden in ihrer Studie als Merkmale für die Gruppierung der Länder 
interne und externe Wettbewerbsvorteile. Interne Wettbewerbsvorteile werden durch die 
Wissensintensität 55  und die Ergebnisse der Firmeninnovationen 56  bestimmt. Externe 
Wettbewerbsvorteile werden anhand der Ausstattung mit Kapital57 und Arbeit58 gemessen. 
Auf Basis der verschiedenen Ausprägungen dieser Wettbewerbsvorteile teilen die Forscher 
die Länder in drei Kategorien ein. Diese Gruppen sind Länder mit starken internen 
Wettbewerbsvorteilen, Länder mit starken externen Wettbewerbsvorteilen und Länder mit 
einer mittleren Ausprägung der beiden Vorteile. Für alle drei Teilstichproben ist der 
Zusammenhang zwischen Internationalität und Rentabilität S-förmig. Auf den ersten Blick 
sind die Zusammenhänge damit sehr ähnlich. Die grafische Analyse oder die Betrachtung der 
Extremstellen macht die Unterschiede deutlich. In Abbildung 2.6 wurden die Ergebnisse der 
Regressionen von Bobillo et al. (2010) grafisch dargestellt. Aus praktischen Gründen wird in 
der Gruppe United Kingdom (UK), Dänemark und Deutschland der Internationalitätsgrad 
(DOI) auf 23% begrenzt. Ohne diese Annahme sind die drei Kurven nicht gemeinsam 
darstellbar. Unternehmen aus Spanien (Gruppe mit ausgeprägten externen 
Wettbewerbsvorteilen) und Frankreich (Gruppe mit ausgeprägten internen 
Wettbewerbsvorteilen) zeigen einen fast identischen Verlauf. Die S-Kurven erstrecken sich 
über das gesamte Internationalisierungsspektrum von 0 bis 100% FSTS. Im Vergleich dazu 
zeigt die gemischte Ländergruppe (UK, Dänemark und Deutschland) einen dominant 
negativen Effekt der Expansion ins Ausland, da das Maximum der S-Kurve bereits bei einem 
Internationalisierungsgrad von 12% FSTS erreicht wird. Ab diesem Niveau führt eine 
Erhöhung der Internationalität zu einem Erfolgsrückgang.  
                                                     
55
 Ausgaben für F&E im Verhältnis zum Gesamtvermögen 
56
 Anlagevermögen ohne F&E-Ausgaben im Verhältnis zum Gesamtvermögen 
57
 Durchschnittliches Verhältnis von Netto-Anlagevermögen zum Gesamtvermögen 
58
 Durchschnittliches Verhältnis von Bruttolöhnen und -gehältern zum Umsatz 
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Abbildung 2.6: Grafische Darstellung des Zusammenhangs zwischen Internationalität und 
Unternehmenserfolg aus der Studie von Bobillo et al. (2010) (Quelle: Bobillo et al. 2010, S. 615; eigene 
Darstellung) 
Im Vergleich dazu liegt das Maximum für Unternehmen aus Spanien und Frankreich bei 
einem Internationalisierungsgrad von 0% FSTS. Die Abbildung verdeutlicht, dass die 
Zusammenhänge nicht identisch sind, obwohl die Forscher in allen drei Fällen eine S-Kurve 
nachweisen. Insbesondere die Gruppe UK, Dänemark und Deutschland weist eine stark 
abweichende Kurve auf. 
Elango/Sethi (2007) gruppieren die Länder nach der Größe des Heimatmarktes und der 
Intensität des Außenhandels. Die Größe des Heimatmarktes wird durch die Höhe des 
Bruttoinlandsproduktes (BIP) gemessen. Die Außenhandelsintensität berechnen 
Elango/Sethi (2007) basierend auf der Summe von Importen und Exporten von Gütern und 
Dienstleistungen in Relation zum BIP. Das Ergebnis der Einteilung sind zwei Gruppen: große 
moderat geöffnete Volkswirtschaften und kleine offene Volkswirtschaften. Aus der Analyse 
der Teilstichproben resultiert ein invertierter U-Zusammenhang für große, weniger offene 
Volkswirtschaften. Der Effekt einer weiteren Internationalisierung auf die Rentabilität ist 
somit abhängig vom Grad der Internationalität des Unternehmens. Der große Heimatmarkt 
bewirkt, dass die Unternehmen vergleichsweise spät international expandieren, da sie 
ausreichend Absatz im Heimatland generieren können. Die späte Internationalisierung führt 
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zu einer starken nationalen Prägung der Unternehmensroutinen. Die Anpassung dieser 
Routinen ist erforderlich, sobald die Unternehmen in Regionen mit größerer kultureller 
Distanz expandieren und führt aufgrund der starken Prägung zu einem erhöhten Aufwand 
(vgl. Elango/Sethi 2007, S. 375). Diese Effekte bewirken einen negativen Zusammenhang 
zwischen Internationalität und Unternehmenserfolg bei hohen Internationalisierungsgaden. 
Die Analyse kleiner offener Volkswirtschaften zeigt hingegen einen positiv linearen Effekt, 
der somit vom Grad der Internationalisierung unabhängig ist. Elango/Sethi (2007) 
untersuchen auch den quadratischen Zusammenhang in dieser Ländergruppe, finden aber 
keinen signifikanten Effekt.  
Die Untersuchungen zum Ländereffekt zeigen, dass der Zusammenhang zwischen 
Internationalität und Erfolg vom Heimatland mitbestimmt wird. Rahmenbedingungen im 
Heimatland beeinflussen die Unternehmen. Dieser Einfluss wird auch im Zusammenhang 
zwischen Internationalität und Unternehmenserfolg deutlich. 
Das Vorgehen in den Untersuchungen ist jedoch kritisch zu sehen, denn die Gruppierung von 
Ländern kann zu einer Überlagerung der landesspezifischen Effekte führen. Dies ist 
beispielsweise der Fall, wenn die Ländereigenschaften in einer Gruppen stark voneinander 
abweichen und demnach eine weitere Differenzierung erforderlich wäre. Es kann zu einer 
Verzerrung der Ergebnisse kommen analog zu den Ergebnissen auf Basis fehlender 
branchenspezifischer Unterteilung (siehe Kapitel 2.8.1). In der Studie von Elango/Sethi 
(2007) wird dies besonders deutlich. Zur Veranschaulichung zeigt Abbildung 2.7 die 
Merkmalsausprägung der beiden Kriterien, die die beiden Forscher für die Kategorisierung 
der Länder verwenden. Auf der horizontalen Achse ist die Intensität des Außenhandels und 
auf der vertikalen das Bruttoinlandsprodukt abgetragen. Die Betrachtung der 
Außenhandelsintensität verdeutlicht die Heterogenität in der Gruppe der kleinen offenen 
Volkswirtschaften. Belgien ist mit einem Anteil von ca. 130% der Ex- und Importe am 
Bruttoinlandsprodukt die offenste Volkswirtschaft in der Stichprobe. Das Land mit der 
drittniedrigsten Außenhandelsintensität ist Australien. Dort beträgt der Anteil 31,5%. Die 
gemeinsame Untersuchung dieser Länder in einer Stichprobe ist fragwürdig, da Australien 
und Belgien eine unterschiedlich starke Ausprägung des Außenhandels aufweisen. Die hohe 
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Varianz in der Außenhandelsintensität führt dazu, dass die Gruppe kleiner offener 
Volkswirtschaften heterogen wird und entsprechend weiter aufgeteilt werden sollte. 
 
Abbildung 2.7: Grafische Darstellung der Ländergruppierung in der Studie von Elango/Sethi (2007) auf Basis 
der Kriterien Bruttoinlandsprodukt und prozentualer Anteil der Ex- und Importe von Waren und 
Dienstleistungen am Bruttoinlandsprodukt (Quelle: Elango/Sethi 2007, S. 378) 
Die Unterstellung eines identischen Zusammenhangs zwischen Internationalität und 
Unternehmenserfolg für diese Länder kann zu einer Fehleinschätzung führen. Eine 
Einzelbetrachtung der Länder in der Gruppe der „kleinen offenen Volkswirtschaften“ auf 
Basis der bisherigen Befunde verdeutlicht, dass diese nicht den Ergebnissen von Elango/Sethi 
(2007) entsprechen. In einer Vielzahl von Studien wiesen diese Länder dynamische 
Zusammenhänge auf.59 In Untersuchungen von deutschen (z.B. Ruigrok/Wagner 2003) und 
kanadischen Unternehmen (z.B. Mathur et al. 2001) resultieren aus den Regressionsanalysen 
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 Von italienischen und niederländischen Unternehmen werden in den 60 Artikeln nur lineare 
Zusammenhänge untersucht. 
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U-Zusammenhänge. Für Gesellschaften aus der Schweiz und Frankreich können S-förmige-
Verläufe zwischen Internationalität und Erfolg nachgewiesen werden. Ruigrok et al. (2007) 
zeigen einen gespiegelten S-Zusammenhang für Schweizer Unternehmen. Bobillo et al. 
(2010) weisen einen S-Zusammenhang für französische Unternehmen nach. Die Gruppierung 
der Länder in der Studie von Elango/Sethi (2007) kann ein Grund dafür sein, dass in der 
Gruppe der kleinen offenen Volkswirtschaften die quadratischen und kubischen Effekte 
insignifikant sind. Die gemeinsame Untersuchung von Ländern mit unterschiedlicher 
Ausprägung von Heimatlandcharakteristika führt zu einem verzerrten Rückschluss auf den 
Zusammenhang zwischen Internationalität und Unternehmenserfolg. 
Die Forscher verwenden in den drei vorgestellten Studien jeweils unterschiedliche Kriterien 
für die Einteilung der Länder. Dementsprechend weisen alle drei Untersuchungen 
unterschiedliche Gruppierungen auf. In der Studie von Elango/Sethi (2007) sind Frankreich 
und Italien beispielsweise in einer Gruppe vertreten, während die Einteilung von 
Wan/Hoskisson (2003) die beiden Länder verschiedenen Gruppen zuweist. 
Ein weiterer Kritikpunkt in der Frage der Studiendesigns ist die fehlende Aussagekraft 
hinsichtlich der Effekte der einzelnen Ländereigenschaften. In den Forschungsarbeiten wird 
gezeigt, dass länderspezifische Zusammenhänge zwischen Internationalität und Erfolg 
existieren. Nicht geklärt wurde jedoch, wie die einzelnen Gruppierungskriterien den 
Zusammenhang beeinflussen. In der Untersuchung von Wan/Hoskisson (2003) 
beispielsweise bleibt unklar, wie sich die Ressourcenausstattung und die Qualität der 
Institutionen auf den Zusammenhang zwischen Internationalität und Unternehmenserfolg 
auswirken. Die Gruppierungsmerkmale werden für die Analyse nicht als stetige Variable 
verwendet, sondern nur in diskreter Form betrachtet. Beispielsweise verwenden 
Elango/Sethi (2007) unter anderem die Größe des Heimatmarktes, um die Länder in große 
und kleine Volkswirtschaften zu unterteilen. Der eigentliche Effekt der Größe wird nicht 
ausgewertet. Das Studiendesign erlaubt nur einen qualitativen Vergleich der 
unterschiedlichen Stichproben. Zusätzlich verwenden die Forscher mindestens zwei 
Merkmale zur Gruppierung. Die Ergebnisse der Teilstichproben können damit nicht nur einer 
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Eigenschaft zugeschrieben werden, sondern sind auf ein Bündel von Merkmalen 
zurückzuführen. 
Ein weiteres Problem der drei Studien zum Ländereffekt liegt darin, dass verschiedene 
Industrien gemeinsam in einer Stichprobe betrachtet werden. Wan/Hoskisson (2003) 
nehmen keine Einschränkung der Stichprobe vor. Bobillo et al. (2010) sowie Elango/Sethi 
(2007) betrachten lediglich Unternehmen des verarbeitenden Gewerbes und unterstellen 
somit für die Vielzahl der verarbeitenden Branchen einen identischen Zusammenhang 
zwischen Internationalität und Unternehmenserfolg. Diese Mischung verschiedener 
Branchen in einer Stichprobe ist problematisch. Frühere Studienergebnisse konnten bereits 
zeigen, dass es abhängig von der betrachteten Industrie zu unterschiedlichen 
Zusammenhängen zwischen Internationalität und Erfolg kommt (vgl. Contractor et al. 2003; 
Daniels/Bracker 1989; Li 2005). Für die Analyse eines Ländereffektes ist es wichtig, die 
Stichprobe auf bestimmte Branchen zu beschränken, damit industriespezifische Effekte den 
Zusammenhang zwischen Internationalität und Rentabilität nicht verzerren. Bereits Porter 
(1990) wies in seiner Arbeit darauf hin, dass die Eigenschaften im Heimatland auf jede 
Branche anders wirken können (vgl. Porter 1990, S. 71). 
2.8.4 Befunde zur moderierenden Wirkung der Geschwindigkeit, des Rhythmus und 
der geografischen Streuung der Internationalisierung 
Barkema/Vermeulen (2002) untersuchen den moderierenden Einfluss der Geschwindigkeit, 
des Rhythmus und der geografischen Streuung auf den Zusammenhang zwischen 
Internationalität und Unternehmenserfolg. Die Wissenschaftler betrachten in ihrer Arbeit, 
„wie“ Unternehmen international expandieren. Barkema/Vermeulen (2002) analysieren 
dazu verschiedene Eigenschaften der Internationalisierung. In der Studie untersuchen die 
Forscher vier Charakteristika: Geschwindigkeit, Rhythmus, geografische Breite und 
Produktdiversifikation. Die Geschwindigkeit wird durch die Anzahl der Tochtergesellschaften 
im Verhältnis zu der Anzahl der Jahre gemessen, die seit der ersten internationalen 
Expansion vergangen sind. Für die Berechnung des Internationalisierungsrhythmus wird die 
Kurtosis der ersten Ableitung der Expansionsgeschwindigkeit verwendet. Die geografische 
Breite operationalisieren Barkema/Vermeulen (2002) durch die Anzahl der Länder. Die 
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Produktdiversifikation, deren moderierender Einfluss bereits in Kapitel 2.8.2 ausgewertet 
wurde, wird durch die Anzahl der dreistelligen Industriecodes gemessen.  
Barkema/Vermeulen (2002) vermuten, dass Geschwindigkeit, Unregelmäßigkeit, sowie 
geografische und industrielle Diversität einen negativ moderierenden Einfluss auf den 
Zusammenhang zwischen Internationalität und Erfolg haben (vgl. Barkema/Vermeulen 2002, 
S. 640f). Der moderierende Effekt wird analog zum Vorgehen in Kapitel 2.7.1 analysiert. 
Internationalität messen Barkema/Vermeulen (2002) durch die Zahl der ausländischen 
Tochtergesellschaften. 
Die Ergebnisse der Forscher zeigen, dass diese vier Eigenschaften des 
Internationalisierungsprozesses einen negativen Einfluss auf den Zusammenhang zwischen 
Internationalität und Erfolg haben. Die Autoren schlussfolgern daraus, dass eine geringe und 
stabile Expansionsgeschwindigkeit sowie die Konzentration auf wenige Regionen und 
Produkte den Zusammenhang zwischen Internationalität und Unternehmenserfolg positiv 
beeinflussen (vgl. Barkema/Vermeulen 2002, S. 648ff). 
Die Studie von Tallman/Li (1996) bestätigt, dass eine geringe Breite der Internationalisierung 
(Anzahl der Länder) einen positiv moderierenden Einfluss auf den Zusammenhang zwischen 
Internationalität und Unternehmenserfolg hat. 
2.8.5 Befunde zum Effekt der Mitgliedschaft in einem Unternehmensverbund 
Einen weiteren moderierenden Effekt untersuchen Gaur/Kumar (2009). Sie betrachten die 
Wirkung einer Mitgliedschaft in einem Unternehmensverbund auf den Zusammenhang 
zwischen Internationalität und Unternehmenserfolg (vgl. Gaur/Kumar 2009, S. 177). Der 
Begriff Unternehmensverbund wird von Khanna/Rivkin (2001) als Zusammenschluss 
rechtlich voneinander unabhängiger Unternehmen definiert, die durch formelle und 
informelle Regelungen zusammengehalten werden (vgl. Khanna/Rivkin 2001, S. 47f). 
Beispiele sind die japanischen Keiretsu oder die südkoreanischen Chaebols. Diese Bündnisse 
sind besonders in Entwicklungs- und Schwellenländern von hoher Bedeutung (vgl. 
Khanna/Rivkin 2001, S. 45). In diesen Regionen kompensieren diese Gruppen institutionelle 
Defizite und ermöglichen den Unternehmen, effizienten Handel zu betreiben (vgl. 
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Gaur/Kumar 2009, S. 177). Die Mitglieder dieser Bündnisse profitieren von einer besseren 
Verfügbarkeit von Ressourcen, wie z.B. Kapital, Arbeit und Rohstoffen (vgl. Khanna/Rivkin 
2001, S. 48). 
Neben diesen positiven Effekten stehen die Gruppenmitglieder auch negativen Effekten 
gegenüber, wie der Fehlallokation von Ressourcen (vgl. Gaur/Kumar 2009, S. 177). In den 
Verbänden verfügen die größten Unternehmen häufig auch über den stärksten Einfluss. Dies 
führt für kleine Mitgliedsunternehmen ggf. zum Prinzipal-Agent-Problem (vgl. Chu 2004, S. 
394). Die Mehrheitseigner haben einen Anreiz, Ressourcen in ihre eigenen Unternehmen zu 
transferieren, um die eigene Situation zu verbessern. Der Erfolg der gesamten Gruppe kann 
negativ beeinflusst werden, wenn unprofitable Unternehmen innerhalb einer Gruppe 
quersubventioniert werden (vgl. Gaur/Kumar 2009, S. 177). Einen weiteren negativen 
Einfluss der Mitgliedschaft in einem Unternehmensverbund stellen die steigenden 
Anforderungen an das Management dar (vgl. Chu 2004, S. 394). Die Mitgliedsunternehmen 
können verschiedenen Industriezweigen angehören, deren Leitung unterschiedliches Wissen 
erfordert oder industriespezifischen Besonderheiten unterliegt. Durch eine derartige 
Heterogenität in dem Unternehmensverbund steigen die Kosten für die Koordination (siehe 
hierzu Produktdiversifikation in Kapitel 2.8.2.). 
Die Mitgliedschaft in einem solchen Unternehmensverbund verliert im Rahmen der 
Internationalisierung die Grundlage ihrer Vorteile. Der Nutzen der Mitgliedschaft in der 
Gruppe beschränkt sich in der Regel auf die Defizite im Heimatland (vgl. Gaur/Kumar 2009, 
S. 177). Die Firmennetzwerke sind nicht in der Lage, den international expandierenden 
Unternehmen die gleichen Vorteile im Ausland wie im Heimatland zu verschaffen, wie etwa 
den bevorzugten Zugang zu Land oder anderen Ressourcen.  
Die negativen Effekte der Mitgliedschaft werden durch eine zunehmende internationale 
Diversität verstärkt. Die hohe internationale Diversifikation und die zeitgleiche Konfrontation 
mit verschiedenen Industrien im Unternehmensverbund steigert beispielsweise die 
Koordinationskosten, weil das Management hohen Anforderungen ausgesetzt ist (analog der 
Produktdiversifikation in Kapitel 2.8.2). Die Koordinationskosten potenzieren sich im 
Rahmen der Internationalisierung durch die Mitgliedschaft im Unternehmensverbund. 
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Insgesamt ist ein negativ moderierender Effekt der Mitgliedschaft auf den Zusammenhang 
zwischen Internationalität und Unternehmenserfolg zu erwarten. Die Untersuchung von 
Gaur/Kumar (2009) bestätigt diese Annahme. 
2.9 Fazit der Literaturrecherche 
Die Zusammenfassung der bisherigen Forschungsarbeiten macht deutlich, dass der 
Zusammenhang zwischen Internationalität und Unternehmenserfolg bis heute noch nicht 
eindeutig geklärt werden konnte. Die Auswertung der Ergebnisse auf Basis der verwendeten 
Internationalisierungs- und Erfolgsmaße zeigt, dass die heterogenen Studienergebnisse nicht 
auf die unterschiedlichen Operationalisierungen zurückzuführen sind. Für jede der 
betrachteten Kennzahlen existieren verschiedene Zusammenhänge zwischen 
Internationalität und Unternehmenserfolg. 
Aus den Ergebnissen der Literaturrecherche geht hervor, dass die 
Intraregionalisierungsstrategie einen positiven Effekt auf den Unternehmenserfolg hat. Die 
Expansion in die Heimatregion hat in zwei von drei Untersuchungen einen positiven Effekt 
auf den Erfolg. Auch das Argument der operationalen Flexibilität kann auf Basis der 
Untersuchungen nicht verworfen werden. Die Auswertung der Studienergebnisse weist 
einen überwiegend positiven Effekt der Breite der Internationalisierung auf den 
Unternehmenserfolg nach und deutet auf einen Vorteil durch die gestiegene Flexibilität hin. 
Die untersuchten Veröffentlichungen lassen jedoch keinen eindeutigen Rückschluss auf die 
Koordinationskosten, die Liabilities of Foreignness, die Erfahrungskurve und die Theorie des 
monopolistischen Wettbewerbsvorteils auf den Zusammenhang zwischen Internationalität 
und Unternehmenserfolg zu. Zu diesen vier Ansätzen sind sowohl Studien vorhanden, die 
den erwarteten Effekt bestätigen, als auch solche, die ihn widerlegen. Unklar ist 
insbesondere, bei welchem Internationalisierungsgrad diese positiven oder negativen 
Erfolgseffekte greifen. Eine tiefergehende Analyse der einzelnen Kosten- und Nutzenaspekte 
der Internationalisierung ist notwendig, da diese Effekte die Grundlage für die Erklärung des 
Zusammenhangs zwischen Internationalität und Unternehmenserfolg bilden. 
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In den Arbeiten wird deutlich, dass bisher die theoretische Fundierung eines nicht linearen 
Zusammenhangs zwischen Internationalität und Erfolg fehlt. In den Artikeln werden nicht 
monotone Kurvenverläufe durch die Verwendung von verschiedenen 
Internationalisierungstheorien begründet. Die Erfolgseffekte, die aus diesen Theorien 
resultieren, sind abhängig vom Internationalitätsgrad. Die Forscher lassen dabei jedoch die 
Wechselwirkungen zwischen den einzelnen Theorien unberücksichtigt (vgl. Oesterle/Richta 
2009, S. 65). Der Forschungsschwerpunkt der Studien liegt in der empirischen Untersuchung 
des Gesamtzusammenhangs zwischen Internationalität und Erfolg. In den analysierten 
Artikeln bleibt in vielen Fällen unklar, warum eine weitere internationale Expansion bei 
einem bestimmten Grad der Internationalisierung zu einem positiven oder negativen 
Erfolgseffekt führt. 
Die Stichproben der bisherigen Forschungsarbeiten umfassen hauptsächlich große 
Unternehmen. Nur drei Veröffentlichungen betrachten kleinere Betriebe. Es ist unklar, ob 
die Effekte, die für große Unternehmen gelten, auch auf kleine und mittlere Unternehmen 
übertragbar sind. Des Weiteren konzentriert sich die Forschung auf amerikanische und 
japanische Stichproben. Jedoch ist die Übertragbarkeit der resultierenden Erkenntnisse auf 
Unternehmen aus anderen Ländern unklar. Insgesamt zeigt sich, dass viele Forscher die 
Zusammenhänge zwischen Internationalität und Unternehmenserfolg auf nationale 
Besonderheiten zurückführen (siehe hierzu Ruigrok et al. 2007; Ruigrok/Wagner 2003; 
Chiang/Yu 2005). Jedoch wird die Wirkung der Rahmenbedingungen im Heimatland auf den 
Erfolg der Internationalisierung nur in drei Untersuchungen betrachtet. Unklar bleibt aber 
auch in diesen Arbeiten, wie welche nationalen Gegebenheiten den Zusammenhang 
zwischen Internationalität und Unternehmenserfolg beeinflussen. Zudem wird in den drei 
Studien zum Ländereffekt der Einfluss der Industrie nicht ausreichend berücksichtigt, da die 
Forscher Stichproben nicht oder nur in geringem Umfang einschränken. Aufgrund der 
fehlenden Quantifizierung des Heimatlandeffektes und der methodischen Schwächen in den 
vergangenen Studien hierzu wird im Folgenden der Effekt des Heimatlandes detaillierter 
analysiert. 
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3 Theoretische Betrachtung des Country-of-Origin-Effektes – Herleitung 
der Hypothesen 
Der Country-of-Origin-Effekt oder Heimatlandeffekt beschreibt den Einfluss der 
Rahmenbedingungen im Heimatland auf den Zusammenhang zwischen Internationalität und 
Unternehmenserfolg (vgl. Elango/Sethi 2007, S. 371).60 Unternehmen werden von den 
Eigenschaften im Heimatumfeld beeinflusst, und dieser Einfluss kann sich auch auf den 
Erfolg einer Expansion ins Ausland auswirken. Je nach Heimatland stehen Unternehmen 
beispielsweise unterschiedliche Ressourcen zur Verfügung. Ruigrok et al. (2007) begründen 
einen von der S-Kurve abweichenden Verlauf beispielsweise mit den besonderen 
Rahmenbedingungen in der Schweiz. Unter anderem führen die Größe des Landes und die 
kulturelle sowie sprachliche Vielfalt im Land zu einer gespiegelten S-Kurve (Ruigrok et al. 
2007, S. 353). Das Heimatland eines Unternehmens beeinflusst somit den Zusammenhang 
zwischen Internationalität und Unternehmenserfolg. 
In den bisherigen Arbeiten zum Ländereffekt von Elango/Sethi (2007), Wan/Hoskisson (2003) 
und Bobillo et al. (2010) bilden zwei verschiedene Theorien die Grundlage für die 
Hypothesen der Forscher: das Diamanten-Modell von Porter (1990) und die neue 
Institutionsökonomik nach North (1990). Analog zu diesem Vorgehen werden im Folgenden 
diese beiden Ansätze verwendet, um Hypothesen zu entwickeln. Des Weiteren wird die 
Theorie zur Regionalisierung von Rugman (2003) betrachtet. Diese Theorie besagt, dass die 
Internationalisierungskosten geringer ausfallen, wenn Unternehmen in die eigene Region 
expandieren. 
                                                     
60
 Der Begriff Country-of-Origin-Effekt stammt primär aus dem internationalen Marketing. Der Effekt 
beschreibt, wie sich das Heimatland auf das Image oder die Wahrnehmung eines Produktes auswirkt (vgl. 
Hausruckinger/Helm 1995). Elango/Sethi haben diesen Begriff für den Forschungsbereich internationales 
Management adaptiert (vgl. Elango/Sethi 1997; Elango/Sethi 1999). 
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3.1 Auswahl einer Branche 
Die Literaturrecherche verdeutlicht, dass die Industrie den Zusammenhang zwischen 
Internationalität und Unternehmenserfolg beeinflusst. Die Differenzierung der Stichproben 
nach Industrien führt zu branchenabhängigen Forschungsergebnissen unter anderem bei 
Contractor et al. (2003), Daniels/Bracker (1989) und Li (2005). Contractor et al. (2003) zeigen 
etwa, dass Unternehmen aus wissensintensiven Industrien einen U-Zusammenhang 
zwischen Internationalität und Unternehmenserfolg aufweisen und Unternehmen aus 
kapitalintensiven Industrien eine linearen Zusammenhang. Auch Li (2005) findet einen 
derartigen industriespezifischen Zusammenhang. Abhängig von dem jeweils analysierten 
Wirtschaftszweig kann der Zusammenhang zwischen Internationalität und 
Unternehmenserfolg variieren (vgl. Oesterle/Richta 2013, S. 212). Auch Porter (1990) 
unterstellt die Abhängigkeit der Wettbewerbsvorteile seines Diamanten-Modells von der 
betrachteten Industrie (vgl. Porter 1990, S. 71). Aufgrund des moderierenden Einflusses der 
Branche auf den Zusammenhang zwischen Internationalität und Unternehmenserfolg und 
der branchenspezifischen Wettbewerbsvorteile von Porters Diamanten-Modell wird die 
Stichprobe auf eine Industrie beschränkt. Die zu untersuchende Branche sollte über 
bestimmte Eigenschaften verfügen, die im Folgenden erläutert werden. 
Internationalität: Die Basis für die Analyse bildet der Zusammenhang zwischen 
Internationalität und Unternehmenserfolg. Die betrachtete Branche sollte daher stark 
internationalisiert sein. Der Fokus der Auswertung liegt auf der Untersuchung des Einflusses 
der Rahmenbedingungen im Heimatland hinsichtlich des Zusammenhangs zwischen 
Internationalität und Unternehmenserfolg. Für eine umfassende Analyse dieses 
Heimatlandeffektes sollten die Unternehmen der zu untersuchenden Branche aus möglichst 
vielen verschiedenen Ländern stammen. 
Homogenität der Branche: Branchen unterteilen sich häufig in eine hohe Zahl von 
Untersparten, z.B. setzt sich die Elektroindustrie aus mehr als acht Unterkategorien 
zusammen (vgl. Gontermann 2012, S. 23). Wichtig für die Untersuchung ist, dass die 
untersuchte Branche trotz dieser Unterteilung ein hohes Maß an Homogenität aufweist. 
Ohne diese Homogenität besteht die Möglichkeit, dass ein branchenspezifischer 
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Zusammenhang zwischen Internationalität und Unternehmenserfolg überlagert wird. 
Contractor et al. (2003) finden beispielsweise zwischen den Untersparten der 
Dienstleistungsindustrie verschiedene Zusammenhänge (vgl. Contractor et al. 2003, S. 14f). 
3.1.1 Internationalität  
Die Internationalität der Branche sollte anhand eines Branchenrankings betrachtet werden. 
Bei der Recherche nach einem derartigen Ranking konnte keine entsprechende Auswertung 
gefunden werden. Es existiert aktuell kein Ranking, das Industrien offiziell nach ihrem Grad 
der Internationalität differenziert. Im Folgenden werden daher verschiedene Kriterien 
betrachtet, um eine Branche mit einer geeigneten Internationalitätsstruktur zu 
identifizieren. Die Auswertung verschiedener Maße der Internationalität ist wichtig, da die 
isolierte Betrachtung eines einzigen Internationalitätskriteriums in der Forschung bereits 
kritisch diskutiert wurde (vgl. Sullivan 1994a, S. 336ff). Nachfolgend werden das 
Auslandsvermögen der Industrien sowie die internationale Verteilung der größten Branchen 
als Maß der Auslandsaktivität betrachtet. 
3.1.1.1 Internationalität der Unternehmen 
Ausgangspunkt der Analyse ist die Liste der 100 am stärksten internationalisierten 
Unternehmen (TOP 100 TNCs) der „United Nations Conference on Trade and Development“ 
(UNCTAD). UNCTAD ermittelt weltweit die Gesellschaften mit dem höchsten absoluten 
Auslandsvermögen. Die bekanntere Fortune Global 500-Liste bezieht sich hingegen nicht auf 
die internationalsten, sondern die umsatzstärksten Unternehmen (vgl. UNCTAD 1999, S. 84). 
Die Erhebung der UNCTAD enthält keine Unternehmen aus dem Finanzsektor. 
Finanzunternehmen sind durch einige Besonderheiten gekennzeichnet, sodass die Daten 
nicht mit Unternehmen anderer Branchen vergleichbar sind (vgl. McGahan/Porter 1997, S. 
21). 
Die Analyse der Internationalität einer Branche basiert im Folgenden auf dem 
Auslandsvermögen der TOP 100 TNCs. Diese Unternehmen unterteilen sich auf insgesamt 21 
verschiedene Branchen (Stand: 2008). Zunächst erfolgt eine Betrachtung der Verteilung der 
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100 Unternehmen auf die Branchen. Im Anschluss wird das gesamte Auslandsvermögen in je 
nach Wirtschaftszweig analysiert. 
Die 21 Branchen der TOP 100 TNCs sind in Tabelle 3.1 aufgelistet. Die Tabelle gibt die Anzahl 
der Unternehmen an, die einer bestimmten Industriegruppe angehören, sowie das gesamte 
Auslandsvermögen der Branche. 
Tabelle 3.1: Zusammenfassung der Branchen der größten 100 transnationalen Unternehmen weltweit nach 
Anzahl und Auslandsvermögen (Quelle: UNCTAD 2012a und eigene Berechnung) 
Industrie Anzahl der Unternehmen 
in dieser Industrie  
Auslandsvermögen 
in Mio. Dollar 
Automobilhersteller 11 840.572 
Mineralölunternehmen 10 1.092.935  
Versorgungsunternehmen (Elektrizität, Gas und Wasser) 10 687.266 
Elektro-/ Elektronikunternehmen 9 798.900 
Pharmaunternehmen 9 358.041 
Lebensmittel- und Tabakunternehmen 7 304.978 
Telekommunikationsunternehmen 7 572.264 
Hersteller nicht metallischer Mineralprodukte 6 215.604  
Diverse 4 207.690 
Bergbauunternehmen 4 178.097 
Einzelhandelsunternehmen 4 148.661 
Großhandelsunternehmen 4 159.310 
Luftfahrtunternehmen 3 126.686 
Metallunternehmen 3 185.522 
Chemieunternehmen 2 72.867 
Transport und Lagerunternehmen 2 58.830 
Dienstleistungsunternehmen 1 31.567 
Bau- und Immobilienunternehmen 1 54.322 
Ingenieursdienstleister 1 26.875 
Andere Hersteller 1 26.377 
Andere Dienstleister 1 24.821 
Unternehmen aus der Automobil-, der Mineralöl-, der Versorgungs-, der Elektro-/ Elektronik- 
und der Pharmaindustrie sind am häufigsten unter den TOP 100 TNCs und weisen auch in 
Summe das größte Auslandsvermögen auf. Diese Branchen werden damit, basierend auf der 
Liste der 100 am stärksten internationalisierten Unternehmen, als die internationalsten 
Industrien betrachtet und im Folgenden näher analysiert. Rugman/Oh (2010) erhalten ein 
vergleichbares Ergebnis für die Fortune Global 500 bei Betrachtung des durchschnittlichen 
relativen Auslandsvermögens (FATA) und der durchschnittlichen relativen Auslandsumsätze 
(FSTS) (vgl. Rugman/Oh 2010, S. 482). 
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Von diesen fünf internationalsten Industrien weisen die Mineralöl-, Versorgungs- und 
Pharmaindustrie Besonderheiten auf, die zu einem Ausschluss in der weiteren Analyse 
führen. Die Gründe für den Ausschluss werden im Folgenden erläutert. 
Mineralölindustrie: In der Mineralölindustrie dominieren Kartelle wie die OPEC den Handel 
und die Produktion von Mineralöl (vgl. Alhajji/Huettner 2000, S. 32). Die ölexportierenden 
Länder und Unternehmen stimmen die Preise und Fördermengen für Mineralöl ab (vgl. 
Desta 2003, S. 547ff). Diese Beeinflussung des Marktes führt zu einer Marktverzerrung (vgl. 
Erdmann/Zweifel 2008, S. 193). Die gemeinsame Abstimmung der OPEC-Länder erschwert 
die Identifizierung eines landesspezifischen Wettbewerbsvorteils. Über 80-90% der 
weltweiten Ölreserven sind im Besitz staatlicher Ölgesellschaften (vgl. Analoui et al. 2015 S. 
24). Die OPEC beeinflusst damit die Weltmarktpreise für Mineralöl. Durch die Festlegung des 
Preises entsteht kein Preiswettbewerb zwischen den Mineralölunternehmen der OPEC-
Staaten. Aufgrund dieses Kartells und dessen Folgen ist die Verallgemeinerbarkeit 
empirischer Ergebnisse auf Basis dieser Branche kritisch, sodass die Mineralölunternehmen 
in der folgenden Analyse nicht berücksichtigt werden. 
Versorgungsindustrie: Die Versorgungsindustrie wird durch eine starke staatliche 
Reglementierung beeinflusst (vgl. Jamasb/Pollitt 2000, S. 107f; Zhang et al., 2008, S. 173f). 
Zhang et al. (2008) zeigen am Beispiel der Energieversorger, dass diese Reglementierungen 
die Leistung der gesamten Branche beeinflussen. Insbesondere der Energiesektor vollzieht 
einen weltweiten Wandel vom natürlichen Monopolisten hin zu mehr Wettbewerb (vgl. 
Joskow 1997, S. 119). Trotz dieses Wandels bestimmen in verschiedenen Ländern noch 
immer Oligopole oder reine Staatsunternehmen den Markt. In Deutschland beispielsweise 
bilden die wenigen Energieversorger ein Oligopol (vgl. Weigt/Von Hirschhausen 2005, S. 
4228f). Im Gegensatz dazu produziert und verteilt in Frankreich ein Staatsunternehmen die 
Energie (vgl. Crastan 2014, S. 6). Aufgrund der hohen Heterogenität der nationalen 
Rahmenbedingungen der Versorgungsunternehmen eignen sich Unternehmen dieser 
Branche besser für landesspezifische Fallstudien. Die Versorgungsindustrie wird daher in der 
folgenden Untersuchung nicht berücksichtigt. 
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Pharmaindustrie: Die Unternehmen der Pharmaindustrie teilen sich grundsätzlich in 
forschende und nicht forschende Unternehmen auf (vgl. Danzon/Towse 2003, S. 183). Die 
erste Gruppe investiert in die Erforschung und Entwicklung neuer Wirkstoffe (vgl. Kaitin et al. 
1993, S. 412). Die zweite Gruppe legt hingegen den Schwerpunkt auf die Herstellung von 
Generika (vgl. Reiffen/Ward 2005, S. 40). Aufgrund der hohen Strukturunterschiede 
zwischen diesen beiden Gruppen, speziell durch die unterschiedlich hohen Ausgaben für 
Forschung und Entwicklung, müssen forschende und nicht forschende Unternehmen 
getrennt betrachtet werden. Eine Trennung der Pharmaunternehmen in diese beiden 
Untergruppen ist jedoch nicht möglich, da zum einen keine offizielle 
Industrieklassifizierungen zu den beiden Gruppen existiert, z.B. in der Standard Industry 
Classification. Die Trennung der beiden Unternehmenstypen müsste daher auf 
Verbandslisten oder einer unternehmensspezifischen Analyse basieren. Zum anderen ist die 
Trennung in forschende und nicht forschende Unternehmen aufgrund von Mischformen 
nicht in jedem Fall eindeutig (vgl. Granier/Trinquard 2012, S. 2171). Einige forschende 
Pharmaunternehmen besitzen Tochtergesellschaften, die sich auf die Produktion von 
Generika spezialisiert haben. Beispielsweise stellt Sandoz, eine Tochter des forschenden 
Pharmakonzerns Novartis, ausschließlich Generika her (vgl. Sandoz 2014). Aufgrund der 
fehlenden Differenzierbarkeit der verschiedenen Typen von Pharmaunternehmen werden 
auch diese Unternehmen in der folgenden Untersuchung nicht berücksichtigt. 
Die weitere Auswahl einer geeigneten Industrie für die empirische Analyse konzentriert sich 
somit auf die Automobil- und die Elektro-/ Elektronikindustrie. Nach Ausschluss der 
Mineralöl-, Versorgungs- und Pharmaindustrie erfolgt eine detailliertere Betrachtung dieser 
beiden stark internationalisierten Branchen. 
3.1.1.2 Internationale Verteilung und Größe der Unternehmen 
Die Analyse der internationalen Verteilung der Industrien basiert auf den Herkunftsländern 
der Fortune Global 500. In Tabelle 3.2 sind die weltweit umsatzstärksten Automobil- und 
Elektro-/ Elektronikproduzenten sowie deren Heimatländer aufgeführt (vgl. Fortune 2015). 
Die 23 Automobilhersteller der Fortune Global 500 stammen aus neun verschiedenen 
Ländern. Den Schwerpunkt bilden chinesische Unternehmen. In der Elektro-/ 
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Elektronikproduktion hingegen konzentrieren sich die Hersteller in Japan. Die insgesamt 16 
umsatzstärksten Elektro-/ Elektronikunternehmen stammen aus acht verschiedenen 
Ländern. Basierend auf der Liste Fortune Global 500 verteilen sich die 
Automobilunternehmen auf mehr Länder verglichen mit den Elektro-/ 
Elektronikproduzenten. Eine höhere Anzahl von Heimatländern ermöglicht eine breitere 
Datengrundlage für die Analyse der Heimatlandeffekte. 
Zudem existieren mehr Automobilhersteller als Elektro-/ Elektronikproduzenten in der Liste 
Fortune Global 500. Die Anzahl der großen Unternehmen wirkt sich potenziell positiv auf die 
Datenverfügbarkeit aus, beispielsweise bestimmen in Deutschland die Bilanzsumme, der 
Umsatzerlös und die Arbeitnehmerzahl die Offenlegungspflicht von Kapitalgesellschaften 
(vgl. §267 HGB). Für große Unternehmen ergibt sich daher in der Regel eine bessere 
Tabelle 3.2: Heimatländer der umsatzstärksten Elektro-/ Elektronik- und Automobilunternehmen weltweit 
 (Quelle: Fortune Global 500) 
 Länder Automobilproduzenten Elektro-/ Elektronikproduzenten 
China - Beijing Automotive Group  
- China FAW Group 
- Dongfeng Motor Group  
- Guangzhou Automobile Industry Group 
- SAIC Motor  
- Zhejiang Geely Holding Group 
- Amer International Group 
Deutschland - BMW 
- Daimler 
- Volkswagen 
- Siemens 
Frankreich - Peugeot  
- Renault 
- Schneider Electrics 
Indien - Tata Motors - 
Italien - EXOR Group - 
Japan - Fuji Heavy Industries 
- Mazda Motor 
- Nissan Motor 
- Suzuki Motor 
- Toyota Motor 
- Hitachi 
- Mitsubishi Electric 
- Panasonic 
- Sharp 
- Sony 
- Sumitomo Electric Industries 
Niederlande - - Royal Philips 
Schweden - Volvo - - 
Südkorea - Hyundai Motor 
- Kia Motors 
- LG Display 
- LG Electronics  
- Samsung Electronics 
Taiwan - - Hon Hai Precision Industry 
USA - Ford Motor 
- General Motors 
- Emerson Electric 
- Honeywell International 
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Datenverfügbarkeit. Auch die höhere Zahl der Automobilproduzenten verglichen mit den 
Elektro-/ Elektronikproduzenten wirkt sich potenziell positiv auf die Datenverfügbarkeit aus. 
3.1.2 Homogenität in der Branche – Verteilung des Umsatzes auf Industriesparten 
Für die Klassifikation von Industrien verwenden Forscher häufig die Standard Industry 
Classification (SIC) (siehe z.B. Geringer et al. 2000, S. 55; Hitt et al. 1997, S. 789; Li/Qian 
2005, S. 10). Der SIC-Code besteht aus vier Stellen und ist numerisch (vgl. The Worldwide 
Business Directory 2015). Die erste Ziffer benennt den Bereich; die zweite Stelle bestimmt 
die Hauptgruppe in einem Bereich; die ersten drei Stellen zeigen die Branchengruppe und 
der gesamte vierstellige Code gibt die Branche an. 
Der SIC-Code von Automobilherstellern 3711 setzt sich zusammen aus  
Bereich     3000  - Produzierendes Gewerbe 
Hauptgruppe   3700  -  Transportgeräte 
Branchengruppe 3710   -  Fahrzeuge und Fahrzeugzubehör 
Branche     3711  - Fahrzeuge und Fahrzeugkarossen  
(vgl. The Worldwide Business Directory 2015). 
Der SIC-Code von Elektro-/ Elektronikunternehmen 3600 setzt sich zusammen aus: 
Bereich     3000   Produzierendes Gewerbe 
Hauptgruppe   3600  - Elektronik und andere elektrische Geräte und Komponenten  
          (ohne Computer) 
(vgl. The Worldwide Business Directory 2015). 
Bei der Elektro-/ Elektronikindustrie handelt es sich im Gegensatz zur Industrie der 
Fahrzeughersteller nach der SIC-Definition um eine Hauptgruppe. Unter diesen 
Hauptgruppen befinden sich weitere acht Branchengruppen, die sich aus 40 verschiedenen 
Branchen zusammensetzen. Elektro-/ Elektronikunternehmen unterscheiden sich teilweise 
stark voneinander. Diese Branche unterteilt sich beispielsweise in die Hersteller von 
Batterien (SIC 3691) und Waschgeräte (SIC 3633). Die Produkte und Unternehmen der 
Elektro-/ Elektronikindustrien weichen verglichen mit der Automobilindustrie stark 
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voneinander ab. Basierend auf der Industrieklassifikation SIC ist die Heterogenität der 
Produkte in der Elektro-/ Elektronik Branche größer als in der Automobilindustrie. 
Die gemeinsame Analyse von heterogenen Unternehmen in einer Stichproben kann zu einer 
Verzerrung der Ergebnisse führen (vgl. Contractor et al. 2003, S. 16). Contractor et al. (2003) 
untersuchen Unternehmen aus dem Bereich Dienstleistungen (SIC 70-89). Die Analyse der 
gesamten Dienstleistungsunternehmen führt zu einem anderen Zusammenhang zwischen 
Internationalität und Unternehmenserfolg als die Betrachtung von industriebasierten 
Teilstichproben (vgl. Abbildung 3.1). 
 
Abbildung 3.1: Darstellung des Industrieeinflusses auf den Zusammenhang zwischen Internationalität und 
Unternehmenserfolg in der Studie von Contractor et al. (2003) (Quelle: Contractor et al. 2003, S. 14f; eigene 
Darstellung) 
Aus den Ergebnissen von Contractor et al. (2003) lässt sich ableiten, dass die gemeinsame 
Analyse von verschiedenen Industrien in einer Stichprobe zu Rückschlüssen über den 
Zusammenhang zwischen Internationalität und Unternehmenserfolg führen, die nicht auf die 
einzelnen Branchen übertragbar sind. Die Heterogenität der Produkte der Elektro-/ 
Elektronikindustrie verhindert eine Übertragung der potenziellen Analyseergebnisse auf die 
einzelnen Elektro-/ Elektronikindustrien. 
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3.1.3 Fazit der Industrieauswahl  
Von den fünf internationalsten Industrien eignen sich zwei für die Analyse der Ländereffekte 
auf den Zusammenhang zwischen Internationalität und Unternehmenserfolg: die Elektro-/ 
Elektronik- sowie die Automobilbranche. Die Auswertung der Heimatländer der Fortune 
Global 500 zeigt, dass die Fahrzeugproduzenten aus mehr verschiedenen Heimatländern 
stammen als die Elektro-/ Elektronikhersteller. Mehr Heimatländer bedeuten für die Analyse 
der Rahmenbedingungen der Herkunftsländer auf den Zusammenhang zwischen 
Internationalität und Unternehmenserfolg eine breitere Datenbasis. Zudem existieren im 
Vergleich zu den Elektro-/ Elektronikunternehmen mehr Fahrzeughersteller unter den 
Fortune Global 500. Die Vielzahl großer Unternehmen wirkt sich potenziell positiv auf die 
Datenverfügbarkeit aus. 
Innerhalb der beiden Industrien variiert die Homogenität stark. Die Elektro-/ 
Elektronikindustrie umfasst 40 einzelne Branchen mit unterschiedlichsten Produkten. Im 
Vergleich zu den Automobilherstellern weisen die Elektro-/ Elektronikunternehmen 
basierend auf der Standard Industrieklassifikation SIC eine höhere Heterogenität auf. Eine 
gemeinsame Analyse der 40 Elektro-/ Elektronikbranchen verhindert ggf. korrekte 
Rückschlüsse auf den Zusammenhang zwischen Internationalität und Unternehmenserfolg 
einzelner Industrien. 
Auf Basis der Analyse des Auslandsvermögens, der Unternehmensanzahl unter den TOP 100 
TNCs, der Anzahl der Heimatländer und der Branchenhomogenität eignen sich 
Automobilunternehmen am besten für die Analyse von Heimatlandeffekten. 
3.2 Einfluss des Diamanten von Porter 
In seinem Buch „The Competitive Advantage of Nations“ beschreibt Porter (1990) den Effekt, 
den die Rahmenbedingungen im Heimatland eines Unternehmens auf die Herausbildung 
internationaler Wettbewerbsvorteile haben. Ein kleiner Heimatmarkt kann beispielsweise 
dazu führen, dass Manager aufgrund der frühen Marktsättigung entsprechend frühzeitig 
internationale Expansionsstrategien erarbeiten. Unternehmen aus solchen Märkten suchen 
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frühzeitig neue Absatzmärkte, um ihre Kapazitäten voll auszulasten und damit ihr 
Produktionsoptimum zu erreichen (vgl. Porter 1990, S. 96). 
Porter unterscheidet zwischen vier Haupteinflussbereichen des Heimatlandes:  
 Faktorbedingungen 
 Nachfragebedingungen 
 Verwandte und unterstützende Branchen  
 Unternehmensstrategie, Struktur und Konkurrenz.  
Diese vier Komponenten beeinflussen die Unternehmen eines Landes. Die Effekte der 
einzelnen Bereiche sind abhängig von der analysierten Branche (vgl. Porter 1990, S. 71). Die 
Determinanten und die resultierenden Wettbewerbseffekte sind damit landes- und 
industriespezifisch. 
Die vier Hauptdeterminanten des nationalen Wettbewerbsvorteils sind in Abbildung 3.2 
dargestellt. In der Darstellung wird nicht nur deutlich, dass die vier Einflussfaktoren die 
Wettbewerbsfähigkeit beeinflussen, sondern auch, dass jede Determinante einen Effekt auf 
die anderen drei Determinanten hat. Dieses System aus Determinanten wird von Porter als 
Diamanten-Modell bezeichnet (vgl. Porter 1990, S. 72). 
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Abbildung 3.2: Diamanten-Modell von Porter (1990)(Quelle: Porter 1990, S. 127; eigene Darstellung) 
Die Nachfrage hat beispielsweise einen Effekt auf den Wettbewerb. Wenn die Nachfrage 
ceteris paribus sinkt, intensiviert sich der Wettbewerb. Die gleiche Anzahl von Anbietern 
konkurriert in diesem Fall um einen kleineren Markt. Porter berücksichtigt durch diese 
Abhängigkeiten zwischen den Determinanten den indirekten Einfluss der drei anderen 
Determinanten auf die Wettbewerbsfähigkeit. Diese Einflüsse werden in der Forschung 
vernachlässigt (siehe hierzu Rugman/Verbeke 1993; Rugman/D'Cruz 1993; Bellak/Weiss 
1993). Die Betrachtung der Interdependenzen erhöht die Komplexität der Untersuchung, da 
jede der vier Determinanten von den anderen Determinanten beeinflusst werden kann (vgl. 
Porter 1990, S. 132). Für die Analyse der indirekten Effekte müssten alle sechs 
bidirektionalen Verbindungen in ein Untersuchungsmodell einfließen. Für die Analyse der 
Nachfragebedingungen auf den Zusammenhang zwischen Internationalität und 
Unternehmenserfolg bedeutet dies beispielsweise, dass der Effekt der drei weiteren 
Determinanten auf die Nachfrage ermittelt werden muss und zwar unter Berücksichtigung 
der Interaktion zwischen den drei Determinanten. So beeinflusst das Zusammenspiel 
zwischen Wettbewerb, Faktorbedingungen und verwandten/ unterstützenden Branchen im 
Heimatland die Nachfragebedingungen (vgl. Porter 1990, S. 136). Aufgrund dieser 
Komplexität werden im Folgenden nur die direkten Effekte und deren Wirkung auf den 
Zusammenhang zwischen Internationalität und Unternehmenserfolg betrachtet. 
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3.2.1 Nachfragebedingungen 
Porter (1990) legt in der Betrachtung der Determinante Nachfragebedingung den 
Schwerpunkt auf das Volumen der Nachfrage. Insbesondere der Umsatz im Heimatland hat 
einen Einfluss auf die Internationalisierung der Unternehmen. Ein kleiner Heimatmarkt führt 
nach Porter (1990) zu einer frühen Marktsättigung. Die Unternehmen können ihre optimale 
Größe daher nicht im Heimatmarkt erreichen (vgl. Porter 1990, S. 96). 
Produktionsmaschinen können beispielsweise auf Basis der Nachfrage im Heimatland nicht 
voll ausgelastet werden. Die Effektivität der Unternehmen kann in diesem Fall durch einen 
höheren Absatz im Rahmen der Internationalisierung gesteigert werden. Der begrenzte 
Heimatmarkt führt auf diese Weise zu einer Expansion ins Ausland. Unternehmen aus einem 
kleinen Heimatmarkt expandieren aufgrund der frühen Marktsättigung früher ins Ausland 
(vgl. Bengtsson 2000, S. 445). Die Größe des Heimatmarktes beeinflusst damit den Zeitpunkt 
der Internationalisierung der Unternehmen (vgl. Porter 1993, S. 120).  
Die Expansion ins Ausland bedeutet für Unternehmen eine Konfrontation mit einem neuen 
Umfeld (vgl. Ghoshal 1987, S. 431). Die kulturellen und rechtlichen Rahmenbedingungen im 
Gastland weichen von denen im Heimatland ab. Die Unternehmen passen sich an diese 
neuen Gegebenheiten an (vgl. Elango/Sethi 2007, S. 374). Die Fähigkeit sich anzupassen wird 
von verschiedenen Faktoren beeinflusst, unter anderem davon, wie stark 
Unternehmensroutinen und Abläufe von den Mitarbeitern bereits verinnerlicht wurden. Die 
Fähigkeit, neues Wissen zu identifizieren, wird durch das bereits erlernte Wissen beeinflusst 
(vgl. Autio et al. 2000, S. 911). Je länger eine Organisation in einem Markt aktiv ist, desto 
stärker werden die marktspezifischen Routinen verinnerlicht (vgl. Hannan/Freeman 1984, S. 
158). Es bildet sich eine „dominant logic“ bei den Mitarbeitern (vgl. Cohen/Levinthal 1990, S. 
136). Diese Logik beeinflusst die Aufnahme von neuem Wissen (vgl. Eriksson et al. 1997, S. 
345). Sachverhalte werden nicht mehr unvoreingenommen betrachtet, sondern in Relation 
zum bereits Erlernten. Der Zugang zu neuem Wissen wird damit erschwert (vgl. 
Cohen/Levinthal 1990, S. 136f). Das Neuerlernen von Wissen wird umso schwieriger, je 
länger ein Unternehmen und seine Mitarbeiter durch ein Umfeld geprägt wurden (vgl. 
Bettis/Prahalad 1995, S. 11). Das „Verlernen“ oder Anpassen von Wissen ist zwar auch 
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möglich, wenn Mitarbeiter bereits eine ausgeprägte „dominant logic“ aufweisen, jedoch nur 
langsam verglichen mit Mitarbeitern, die weniger stark durch ein bestimmtes Umfeld 
geprägt wurden (vgl. Autio et al. 2000, S. 912). 
Eine späte Internationalisierung von Unternehmen aus einem großen Heimatmarkt führt bei 
den Mitarbeitern zu einem hohen Spezialisierungsgrad auf das heimische Umfeld. Routinen 
und Abläufe sind auf das nationale Umfeld ausgerichtet und werden von den Mitarbeitern 
verinnerlicht. Die Anpassung dieses Wissens ist nur langsam möglich, sodass vergleichsweise 
hohe Anpassungskosten an das neue Umfeld entstehen. Daraus resultiert ein negativer 
Effekt auf den Unternehmenserfolg (vgl. Ghoshal 1987, S. 499). Mitarbeiter aus jungen 
Unternehmen, die früh international expandieren, unterliegen keiner ausgeprägten 
„dominant logic“ und müssen somit weniger bestehende Routinen anpassen (vgl. Autio et al. 
2000, S. 912). Die Metaanalyse von Bausch/Krist (2007) bestätigt einen solchen Effekt. Das 
Unternehmensalter hat einen negativen Einfluss auf den Zusammenhang zwischen 
Internationalität und Erfolg (vgl. Bausch und Krist 2007, S. 336).  
Demgegenüber weisen vergleichsweise junge Unternehmen eine geringe nationale Prägung 
auf. Routinen und Betriebsabläufe können aufgrund des geringen Alters schneller auf ein 
neues Umfeld abgestimmt werden. Diese Unternehmen können sich damit schneller an die 
neue Situation anpassen, sodass geringere Kosten für die Anpassung an das neue 
internationale Umfeld entstehen. Insgesamt ergibt sich damit ein positiv moderierender 
Effekt einer geringen Nachfrage im Heimatland auf den Zusammenhang zwischen 
Internationalität und Unternehmenserfolg. Im Umkehrschluss hat eine hohe Nachfrage 
einen negativ moderierenden Effekt. Ein großer Fahrzeugmarkt im Heimatland beeinflusst 
den Zusammenhang zwischen Internationalität und Unternehmenserfolg von 
Automobilherstellern negativ. 
Hypothese 1: Die Nachfrage im Heimatland beeinflusst den Zusammenhang zwischen 
Internationalität und Unternehmenserfolg von Automobilherstellern negativ. 
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3.2.2 Faktorbedingungen 
Bereits das Heckscher-Ohlin-Theorem verdeutlicht die Relevanz der Heimatlandbedingungen 
(vgl. Siebert 2000, S. 47). Die schwedischen Wissenschaftler Eli Heckscher und Bertil Ohlin 
zeigten, dass unterschiedliche relative Faktorausstattungen in zwei Ländern zu einer 
Spezialisierung der Produktion führt (vgl. Siebert 2000, S. 47). Ein Land verfügt über einen 
Produktionsvorteil bei einem Produktionsgut, bei dessen Herstellung die Ressource 
verwendet wird, die in diesem Land relativ reichlich vorhanden ist. Die Bedingungen im 
Heimatland führen somit zu einem komparativen Vorteil für die heimischen Unternehmen. 
Ein Vorteil in der Faktorausstattung kann durch eine internationale Expansion auch im 
Ausland genutzt werden. Die internationale Verwertung des Vorteils führt zu einem höheren 
Erfolg im Vergleich zu Unternehmen aus Ländern mit einer schlechteren Faktorausstattung. 
Porter (1990) nennt grundsätzlich fünf Arten von Faktoren (vgl. Porter 1990, S. 74f): 
 Materielle Ressourcen 
 Kapitalressourcen 
 Infrastruktur 
 Wissensressourcen 
 Humankapital. 
Die Quellen von Materiellen Ressourcen wie beispielsweise Kohlevorkommen sind immobil. 
Wenn Unternehmen ihre Produktion ins Ausland verlagern, bleiben diese Quellen in der 
Regel im Heimatland. Unternehmen können im Fall der Internationalisierung nicht bzw. nur 
mit zusätzlichem Kostenaufwand auf diese materiellen Ressourcen im Heimatland zugreifen. 
Der Wettbewerbsvorteil geht durch die Expansion ins Ausland verloren oder wird reduziert. 
Bleibt die Produktion im Heimatland bestehen und die Unternehmen exportieren ihre 
Produktionsgüter, so besteht weiterhin Zugriff auf die Ressourcen, aber es entstehen höhere 
Transportkosten. Der Wettbewerbsvorteil wird durch die erhöhten Kosten reduziert. 
Materielle Ressourcen sind folglich kein geeigneter Faktor für die Analyse internationaler 
Wettbewerbsvorteile. Rohstoffe sind zudem grundsätzlich handelbar. Unternehmen können 
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materielle Ressourcen über internationale Märkte beziehen und in anderen Ländern zur 
Produktion einsetzen. Eine umfangreiche materielle Ressourcenausstattung im Heimatland 
ist damit kein Alleinstellungsmerkmal und hat nur einen geringen Einfluss auf den 
internationalen Wettbewerbsvorteil von Unternehmen (vgl. Porter 1990, S. 77). 
Kapitalressourcen ermöglichen Unternehmen beispielsweise die Finanzierung von 
Produktionsanlagen oder Forschungsprojekten. Heute ist Kapital durch die ausgereiften 
internationalen Kapitalmärkte über Landesgrenzen hinweg verfügbar. Banken versorgen 
auch ausländische Unternehmen mit Fremdkapital. Aktionäre finanzieren Unternehmen 
weltweit mit Eigenkapital. Unternehmen haben somit die Möglichkeit, sich unabhängig vom 
Heimatland über internationale Finanzmärkte zu finanzieren. Die Kapitalmobilität macht 
Kapital grundsätzlich in jeder Region weltweit verfügbar (vgl. Buch/Pierdzioch 2000). Die 
Relevanz der nationalen Kapitalausstattung für den internationalen Wettbewerbsvorteil ist 
somit gering. 
Eine gute Infrastruktur beeinflusst Unternehmen positiv in ihrem Heimatland. Die 
Produktivität der Unternehmen wird beispielsweise durch gut ausgebaute Informationsnetze 
gesteigert. Der Informationsaustausch mit anderen Geschäftspartnern, aber auch innerhalb 
des Unternehmens kann schneller ablaufen. Expandiert ein Unternehmen ins Ausland, 
verliert es diese Vorteile (vgl. Porter 1990, S. 77). Im Gastland muss die lokal vorhandene 
Infrastruktur genutzt bzw. eine eigene neue Infrastruktur aufgebaut werden. Der Vorteil der 
Infrastruktur im Heimatland kann nicht übertragen werden. 
Humankapital lässt sich in zwei Kategorien einteilen, in gering und hoch qualifiziertes 
Humankapital. Eine hohe Verfügbarkeit an gering qualifizierten Arbeitskräften in einem Land 
führt in der Regel zu geringen Lohnkosten. Die Produktionskosten reduzieren sich 
dementsprechend, sodass die Unternehmen einen Kostenvorteil haben. Verlagern die 
Unternehmen ihre Produktion ins Ausland, geht dieser Vorteil verloren. Beim Export dieser 
Güter entstehen wiederum erhöhte Transportkosten. Zudem können auch Unternehmen aus 
Hochlohnländern ihre Lohnkosten durch Produktionsverlagerung senken (vgl. Porter 1990, S. 
77). Diese Ressource bietet damit keinen internationalen Wettbewerbsvorteil auf Basis des 
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Heimatlandes. Der Einfluss der hochqualifizierten Mitarbeiter wird im nächsten Absatz 
gemeinsam mit dem Faktor Wissen betrachtet. 
Wissen gehört nach Porter zu den fortschrittlichen Faktoren (vgl. Porter 1990, S. 77). Das 
Besondere der Ressource Wissen liegt darin, dass dieser Heimatlandfaktor auch nach der 
Internationalisierung der Unternehmen einen starken Wettbewerbsvorteil darstellt. Der 
Schwerpunkt der Forschungs- und Entwicklungsarbeit bleibt auch bei hohen 
Internationalisierungsgraden im Heimatland (vgl. Dunning/Lundan 2009, S. 28; Yao-su 1992, 
S. 119; Barthel et al. 2010, S. 21). Zwar steigt der Anteil der Forschung und Entwicklung im 
Ausland durch die Internationalisierung an, aber dieser Anteil übersteigt häufig nicht die 
Quote von 15-25% (vgl. Cantwell 1995; Patel/Pavitt 1991). Der Vorteil von 
Wissensressourcen im Heimatland bleibt damit auch bei hohen Internationalisierungsgraden 
bestehen. 
Die hoch qualifizierten Mitarbeiter im Heimatland bilden die Grundlage für die Entwicklung 
von Innovationen und Wissen. Innovationen und Wissen haben einen positiv moderierenden 
Effekt auf den Zusammenhang zwischen Internationalität und Unternehmenserfolg. Der 
positiv moderierende Effekt von Wissen in Form von immateriellen 
Vermögensgegenständen auf diesen Zusammenhang konnte unter anderem bereits von 
Eckert et al. (2010) nachgewiesen werden. Der Zugang zu diesen Wettbewerbsvorteilen ist 
für ausländische Unternehmen eingeschränkt, da Arbeit einen vergleichsweise immobilen 
Faktor darstellt (vgl. Farmer/Vlk 2008, S. 298). Für Unternehmen ist es schwierig, gut 
ausgebildete Arbeitskräfte aus dem Ausland zu gewinnen.  
O’Malley/O’Gorman (2001) konnten diesen positiven Zusammenhang zwischen der 
Verfügbarkeit von qualifizierten Arbeitskräften und der internationalen 
Wettbewerbsfähigkeit bereits belegen. Das Wissen im Heimatland stellt einen 
internationalen Wettbewerbsvorteil dar (vgl. Bobillo et al. 2010, S. 610), der den 
Zusammenhang zwischen Internationalität und Unternehmenserfolg positiv beeinflusst.  
Die Nachfrage nach Akademikern variiert je nach Branche, beispielsweise ist der Bedarf an 
Ingenieuren in Finanzunternehmen gering verglichen mit dem Bedarf in der 
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Automobilindustrie. Industriespezifisch differenziert sich die Nachfrage nach den 
unterschiedlichen Fachrichtungen. In der Automobilindustrie zeigt sich aufgrund der hohen 
Forschungs- und Entwicklungsintensität (vgl. Belitz et al. 2011, S. 1; European Commission 
2010) ein tendenziell höherer Mitarbeiterbedarf für den Bereich F&E (vgl. VDA – Verband 
der Automobilindustrie 2010, S. 21). In diesen Bereichen sind in erster Linie die 
Fachrichtungen Mathematik, Informatik, Naturwissenschaften und Technik (kurz: MINT) von 
Bedeutung (vgl. Erdmann/Koppel 2010, S. 5), daher wird ein positiv moderierender Effekt 
der MINT-Akademiker auf den Zusammenhang erwartet.  
Hypothese 2: Die Ausstattung mit MINT-Akademikern im Heimatland beeinflusst den 
Zusammenhang zwischen Internationalität und Unternehmenserfolg von 
Automobilherstellern positiv. 
3.2.3 Verwandte und unterstützende Branchen 
Als weiteren Vorteil nennt Porter (1990) verwandte und unterstützende Branchen im 
Heimatland (vgl. Porter 1990, S. 71). Die nationale Präsenz einer international 
wettbewerbsfähigen Zuliefererindustrie oder einer Industrie, die ähnliche Technologien 
einsetzt, kann zu einem Wettbewerbsvorteil führen (vgl. Porter 1990, S. 100). Als 
unterstützende und verwandte Industrien der Automobilindustrie identifiziert Sledge (2005) 
beispielsweise die Unternehmen der Öl-, Gas-, Metall-, und Chemieindustrie (vgl. Sledge 
2005, S. 26). Im Gegensatz zu Sledge (2005) basiert die vorliegende Untersuchung auf den 
Fahrzeugherstellern und umfasst damit beispielsweise keine Zulieferbetriebe. Zulieferer 
bilden eine eigene Sparte der Automobilindustrie. Sie gelten als Innovationsträger für die 
Automobilhersteller (vgl. Bächstädt/Fröhlich 2010, S. 1). Diese Innovationen können die 
Basis für einen internationalen Wettbewerbsvorteil bilden (vgl. Porter 1990, S. 100). Die 
Automobilzulieferer werden damit im Folgenden als die zentrale unterstützende Branche für 
die Automobilhersteller betrachtet. 
Hersteller profitieren insbesondere von Lieferanten, die in ihrem räumlichen Umfeld 
angesiedelt sind (vgl. Porter 1990, S. 105). Eine geringe räumliche Distanz erlaubt den 
Geschäftspartnern, sich häufiger und kurzfristiger persönlich zu treffen (vgl. Porter 1990, S. 
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103). Diese persönlichen Treffen reduzieren Missverständnisse und ermöglichen es, 
Probleme schneller zu lösen (vgl. Kotabe et al 2003, S. 297). 
Zudem tendieren Unternehmen zu einer Zusammenarbeit mit Partnern, zu denen eine 
geringe räumliche Distanz besteht (vgl. Hoekman 2010 et al., S. 662). Die Wahrscheinlichkeit 
einer Forschungskooperation sinkt mit wachsender räumlicher Entfernung, sodass lokale 
ansässige Zulieferer die Entstehung einer Kooperation positiv beeinflussen. Die Forschungs- 
und Entwicklungsaktivitäten der Automobilindustrie konzentrieren sich zudem auf die 
jeweiligen Heimatländer (vgl. Belitz 2010, S. 4). Die räumliche Nähe ermöglicht eine 
intensivere Zusammenarbeit mit den Lieferanten, die die Grundlage für neue Ideen sind (vgl. 
Porter 1990, S. 103). Hersteller kooperieren im Bereich F&E stark mit den Zulieferern (vgl. 
Kinkel/Lay 2004, S. 4; Barthel et al. 2010, S. 18). Diese Kooperationen beeinflussen den 
Innovationsprozess positiv und damit auch die Schaffung eines Wettbewerbsvorteils (vgl. 
Clark/Fujimoto 1991; S. 136ff; Womack et al. 1990, S. 150; Schiele 2006, S. 925). Die 
Grundlage für den Erfolg solcher Kooperationen bildet Vertrauen (vgl. Zaheer et al. 1998, S. 
157), das wiederum von der räumlichen Nähe zwischen Zulieferer und Fahrzeughersteller 
profitiert (vgl. Newlands 2003, S. 425). Insgesamt wirkt die geringe räumliche Distanz 
zwischen Zulieferern und Herstellern positiv auf den Innovationsprozess und trägt damit zur 
Fähigkeit der Hersteller bei, Innovationen hervorzubringen (vgl. Schiele 2006, S. 928). 
Neben der Nähe beeinflusst auch die Innovativität der Zulieferer den Erfolg einer 
Zusammenarbeit gemessen an möglichen Innovationen (vgl. Porter 1990, S. 104). 
Innovativere Lieferanten verfügen über ein umfangreicheres Wissen, das sie in die 
Kooperationen einbringen. Diese Innovativität beeinflusst das Ergebnis einer 
Zusammenarbeit im Bereich F&E positiv. Die Internationalisierung ermöglicht auch die 
internationale Verwertung dieser Vorteile, sodass die Präsenz einer innovativen 
Zulieferindustrie im Heimatland einen positiven Effekt auf den Zusammenhang zwischen 
Internationalität und Unternehmenserfolg hat. 
Hypothese 3: Die Innovativität der Zulieferindustrie im Heimatland beeinflusst den 
Zusammenhang zwischen Internationalität und Unternehmenserfolg von 
Automobilherstellern positiv. 
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3.2.4 Unternehmensstrategie, Struktur und Wettbewerb 
Die vierte Determinante von Porters Diamanten-Modell umfasst den Einfluss der drei 
Schlüsselfaktoren Unternehmensstrategie, Struktur und Wettbewerb auf die internationale 
Wettbewerbsfähigkeit eines Unternehmens (vgl. Sledge 2005, S. 25). Die Determinante 
beschreibt das heimische Umfeld, in dem die Unternehmen gegründet, organisiert und 
gemanagt werden und umfasst dabei insbesondere den Wettbewerb (vgl. Porter 1990, S. 
107). 
Chandler (1962) definiert Unternehmensstrategie als die Festlegung der langfristigen Ziele 
und Grundsätze sowie den Einsatz von Maßnahmen und Ressourcen, um diese Ziele zu 
erreichen (vgl. Chandler 1962, S. 13). „Unternehmensstrategie“ ist ein umfangreiches 
Forschungsgebiet und umfasst eine Vielzahl verschiedener Aspekte, wie die 
Industriestruktur, die Organisation und das Unternehmertum (vgl. Müller-Stewens/Lechner 
2011, S. 15f). Beispiele für Unternehmensstrategien sind Marktdurchdringungs-, 
Markterweiterungs-, Produktdiversifizierungs- und Diversifikationsstrategien (vgl. Ansoff 
1965, S. 109ff). Nach Porter (1990) existieren in der strategischen Ausrichtung nationale 
Tendenzen. Unternehmen aus gleichen Ländern weisen ähnliche Strategien und Strukturen 
auf. Porter nennt als Beispiel Unternehmen aus Italien, die sich häufig auf Nischen-Produkte 
spezialisieren (vgl. Porter 1990, S. 108). Diese Betriebe fokussieren sich auf die Herstellung 
von Kleinserien oder individuell gefertigten Produkten. In diesen Bereichen können durch die 
geringen Mengen kaum Größenvorteile generiert werden. Dennoch ist diese Strategie 
erfolgreich, dies zeigt sich beispielsweise in der Produktion von Möbeln oder Schuhen (vgl. 
Porter 1990, S. 108). Ein weiteres Beispiel für eine Unternehmensstrategie und Struktur ist 
der Ausbildungshintergrund. Porter (1990) weist auf den technischen Bildungshintergrund 
deutscher Topmanager hin und erklärt damit den Erfolg in den technischen Industriesparten 
wie Chemie und Maschinenbau (vgl. Porter 1990, S. 108). 
Der Schwerpunkt der Analyse der Determinante Unternehmensstrategie, Struktur und 
Wettbewerb liegt bei Porter (1990) auf der Konkurrenz, der ein Unternehmen im 
Heimatmarktumfeld ausgesetzt ist (vgl. Porter 1990, S. 117). Porter (1990) fand in seiner 
empirischen Untersuchung den stärksten Zusammenhang zwischen dem Wettbewerb in 
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einem Land und der Herausbildung von Wettbewerbsvorteilen (vgl. Porter 1990, S. 117). Der 
Großteil der Unternehmen mit einem internationalen Wettbewerbsvorteil wies einen 
starken Wettbewerb im Heimatmarkt auf. Konkurrenz im Heimatmarkt erhöht den Druck auf 
die Marktteilnehmer, sich zu verbessern und innovativ zu sein (vgl. Porter 1990, S. 117). Die 
Unternehmen investieren in Verbesserungsmaßnahmen und Innovationen, um ihren Umsatz 
und Gewinn zu halten bzw. zu steigern (vgl. Schumpeter/Dockhorn 1961, S. 113). Der 
Wettbewerb führt somit unter anderem zu einer Verbesserung von Service und Qualität, zu 
einer Kostenreduzierung und zu neuen Produkten und Prozessen (vgl. Porter 1990, S. 117). 
Diese Fortschritte ermöglichen den Innovatoren, Monopolpreise zu fordern oder im Rahmen 
effizienterer Produktionsverfahren Kosten einzusparen. Auf diese Weise sind die 
Unternehmen in der Lage, eine Monopolrendite zu erwirtschaften. Die Mehrgewinne 
können jedoch nur kurzfristig generiert werden, da Wettbewerber die Innovationen 
imitieren oder weiterentwickeln (vgl. Schumpeter/Dockhorn 1961, S. 113). 
Eine starke Konkurrenz hat somit unter anderem zur Folge, dass Unternehmen ihre Produkte 
oder Prozesse ständig weiterentwickeln. Empirische Untersuchungen konnten bereits einen 
positiven Zusammenhang zwischen der Wettbewerbsintensität und der 
Innovationsintensität belegen (siehe hierzu Geroski 1990; Uchida/Cook 2007). Die 
Konkurrenz im Heimatland beeinflusst damit die Innovativität der Unternehmen positiv (vgl. 
Porter 1980, S. 107). Je größer der Wettbewerb im Heimatland ist, desto mehr Innovationen 
werden entwickelt. Diese Innovationen stellen national einen Wettbewerbsvorteil 
gegenüber anderen Marktteilnehmern dar. Diese Vorteile können durch die 
Internationalisierung auch im Ausland genutzt werden. Die Innovativität und das Wissen 
beeinflussen nach Hymer (1976) den Zusammenhang zwischen Internationalität und 
Unternehmenserfolg. Die positive Wirkung des Wettbewerbs im Heimatland auf den 
Zusammenhang zwischen Internationalität und Unternehmenserfolg belegen die Studien 
von Porter (1990) und O’Malley/O’Gorman (2001). Für Fahrzeugproduzenten folgt daraus, 
dass die Streuung der Marktanteile auf die Automobilhersteller den Zusammenhang 
zwischen Internationalisierung und Unternehmenserfolg positiv beeinflusst. 
 
101 
 
Hypothese 4: Der Wettbewerb im Heimatmarkt beeinflusst den Zusammenhang zwischen 
Internationalität und Unternehmenserfolg von Automobilherstellern positiv. 
3.2.5 Modellerweiterung – Staat und Zufall 
Porter (1990) erweitert sein Grundmodell durch die Aufnahme der Faktoren Staat und Zufall 
in seine Analyse. Nach Porter haben beide Determinanten nur einen indirekten Effekt (vgl. 
Porter 1990, S. 124ff). Staat und Zufall beeinflussen den Wettbewerbsvorteil somit nicht 
unmittelbar, sondern verändern die Wirkung der vier Hauptdeterminanten auf die 
Herausbildung eines Wettbewerbsvorteils. Der direkte Einfluss des Staates auf die 
Herausbildung eines internationalen Wettbewerbsvorteils wird von Porter bezweifelt (vgl. 
Porter 1990, S. 126). Dieser Auffassung widerspricht die neue Institutionsökonomik. North 
(1990) beschreibt einen direkten Einfluss des Staates auf die Wettbewerbsfähigkeit. Im 
Rahmen der Analyse von institutionellen Rahmenbedingungen zeigt sich ein positiver 
Einfluss der Qualität der Institutionen auf die Herausbildung von Wettbewerbsvorteilen (vgl. 
North 1990, S. 95). Niedrigere Transaktionskosten, die durch stärkere Institutionen erreicht 
werden (vgl. North 1990, S. 65), führen hier zu entsprechenden Vorteilen. Der Handel 
zwischen Unternehmen wird durch Institutionen abgesichert, sodass Transaktionen auch 
zwischen unbekannten Parteien ohne höheres Risiko erfolgen können. 
Die Qualität der rechtlichen Rahmenbedingungen stellt einen Investitionsanreiz dar. In 
Ländern mit einem hohen Schutz des immateriellen Vermögens haben Unternehmen einen 
höheren Anreiz in Forschung und Entwicklung zu investieren, da Innovationen durch Gesetze 
geschützt werden. Das resultierende Wissen bildet einen internationalen 
Wettbewerbsvorteil. Der Einfluss formeller Institutionen wird in Kapitel 3.3.1 detailliert 
betrachtet. 
Der Zufall umfasst zum Beispiel Kriege, Katastrophen oder Finanzkrisen (vgl. Porter 1990, S. 
124). Diese Ereignisse beeinflussen die vier Determinanten des Diamanten und haben auf 
diese Weise einen indirekten Einfluss auf die Wettbewerbsvorteile (vgl. Porter 1990, S. 124). 
Diese Sondereffekte sind schwierig zu quantifizieren und werden in der vorliegenden 
Untersuchung zum Teil über die Verwendung von Jahreskontrollvariablen abgefangen. Der 
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Fokus der vorliegenden Arbeit liegt auf einer möglichst allgemeingültigen Untersuchung, 
sodass diese Sondereffekte nicht im Einzelnen analysiert werden. Für die Analyse der 
Determinanten Zufall eignet sich tendenziell eine Fallstudie, die den Zusammenhang 
zwischen Internationalität und Unternehmenserfolg für ein einzelnes Unternehmen genauer 
betrachtet. Im Folgenden wird dem Effekt des Zufalls nicht weiter nachgegangen. 
3.3 Institutionelle Rahmenbedingungen 
Porter (1990) berücksichtigt im Diamanten-Modell Institutionen nur als indirekte 
Einflussvariablen. Er betrachtet den Einfluss des Staates als eine Modellerweiterung, die die 
Wirkung der anderen Determinanten beeinflusst (vgl. Porter 1990, S. 127). Der direkte 
Einfluss des Staates wird somit von Porter (1990) explizit vernachlässigt (vgl. Porter 1990, S. 
126).  
Die institutionsökonomische Sichtweise hingegen betrachtet Institutionen als maßgebliches 
Bestimmungsmerkmal der Unternehmen (vgl. North 1990, S. 32ff). Der Staat nimmt 
demnach direkten Einfluss auf den Zusammenhang zwischen Internationalität und 
Unternehmenserfolg (vgl. Wan/Hoskisson 2003, S. 30). North (1990) definiert Institutionen 
als „[…] Spielregeln einer Gesellschaft […]“ (North 1990, S. 3). Diese Regeln beeinflussen das 
Umfeld der Unternehmen. Institutionen bestimmen die Strategien und Möglichkeiten, die 
sich für Unternehmen ergeben. Nach North (1990) finden ohne Institutionen komplexe 
Geschäfte aufgrund der hohen Transaktionskosten nur zwischen Unternehmen statt, die 
einander bekannt sind (vgl. North 1990, S. 32). Institutionen geben Unternehmen durch 
festgelegte Regeln Sicherheit in der Zusammenarbeit mit anderen Partnern. Durch diese 
Sicherheit steigt die Bereitschaft, auch mit bisher unbekannten Partnern 
zusammenzuarbeiten. Institutionen teilen sich grundsätzlich in zwei Kategorien, in formlose 
und formgebundene (vgl. North 1990, S. 4). Formlose Institutionen sind nicht schriftlich 
festgehalten und werden auch als interne Institutionen bezeichnet. Im Gegensatz dazu sind 
formgebundene bzw. externe Institutionen schriftlich fixiert. 
Der Verstoß gegen eine der beiden Regelarten wird durch monetäre und nicht monetäre 
Sanktionen geahndet. Der Unterschied zwischen den beiden Regelarten liegt hier in der 
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Durchsetzung der Sanktionen (vgl. North 1990, S. 55). Bei informellen Institutionen wird die 
Sanktion durch die Gesellschaft durchgesetzt, bei formellen Institutionen geschieht dies 
durch den Staat (vgl. North 1990, S. 33). 
3.3.1 Formgebundene Regeln 
Formgebundene Regeln haben sich langfristig mit der Gesellschaft entwickelt (vgl. North 
1990, S. 55). Sie entstanden durch die zunehmend komplexer werdenden Transaktionen 
unserer Gesellschaft (vgl. North 1991, S. 100). Die Formalisierung von Regeln senkt die 
Tauschkosten für diese komplexen Transaktionen. Beispiele für formelle Institutionen sind 
politische Regeln, juristische Entscheidungen und Verträge (vgl. Peng 2002, S. 252). Unter 
diesen Institutionen existiert eine Hierarchie vom Allgemeinen hin zum Speziellen. Formelle 
Regeln reichen somit von Verfassungen über einfache Gesetze bis hin zu individuellen 
Verträgen (vgl. North 1990, S. 52). Formelle und formlose Institutionen können parallel 
existieren. Die formellen können die Wirkung der formlosen Regeln ergänzen und erweitern, 
aber auch abschwächen und aufheben (vgl. North 1990, S. 46). Eine hohe Qualität der 
formellen institutionellen Rahmenbedingungen ermöglicht sichere Transaktionen mit neuen, 
bislang unbekannten Vertragspartnern (vgl. Wan/Hoskisson 2003, S. 29). Damit verringern 
schriftliche Verträge und Gesetze die Transaktionskosten. Bei Streitigkeiten setzt der Staat 
als Sanktionsinstanz die Regelungen durch (vgl. North 1990, S. 70ff).  
Diese festen Rahmenbedingungen und insbesondere die Sanktionsinstanz Staat vereinfachen 
die Zusammenarbeit und den Austausch zwischen den Vertragspartnern. In Ländern mit 
stark formgebundenen Institutionen ist die Zusammenarbeit daher offener. Der Austausch 
über Innovationen ermöglicht den Kooperationspartnern die Weiterentwicklung von 
Produkten und Prozessen. 
Ein weiterer Vorteil formeller Institutionen ist, dass die Unternehmen durch die erhöhte 
Rechtssicherheit stärker in Innovationen investieren. Beispielsweise erhöht der Schutz des 
geistigen Eigentums den Anreiz für Investitionen in neue Ideen (vgl. Belloc 2006, S. 17; Teece 
1986, S. 304). Insgesamt unterstützt die Qualität der rechtlichen Rahmenbedingungen die 
Innovationstätigkeit der Unternehmen (vgl. Teece 1986, S. 304). 
 
104 
 
Eine hohe Qualität formeller Institutionen im Heimatland fördert die Entwicklung von 
Innovationen (vgl. Wan/Hoskisson 2003, S. 31). Formelle Regeln steigern die Effizienz von 
Transaktionen, indem sie es ermöglichen, auch mit bislang unbekannten, aber sehr 
innovativen Unternehmen zusammenzuarbeiten (vgl. Greif 1993, S. 538). Ohne Institutionen 
würden Vertragspartner vor der eigentlichen Zusammenarbeit in langwierige 
Vertragsverhandlungen gehen, um eine für beide Seiten ideale Lösung zu erarbeiten (vgl. 
Wan/Hoskisson 2003, S. 31). Dies steigert die Kosten und die Komplexität der 
Zusammenarbeit. Ein ausgeprägter rechtlicher Rahmen hingegen fördert die 
Zusammenarbeit mit neuen, aber ggf. innovativeren Partner durch formelle Institutionen 
wie Gesetze. In diesen Kooperationen entstehen Innovationen, die Unternehmen auch 
international verwerten können (vgl. Wan/Hoskisson 2003, S. 31).  
Hypothese 5: Die Qualität der Regierungsinstitutionen beeinflusst den Zusammenhang 
zwischen Internationalität und Unternehmenserfolg von Automobilherstellern positiv. 
3.3.2 Formlose Regeln 
In einer Gesellschaft existieren auch formlose Regeln. Diese Regeln bestimmen den täglichen 
Umgang miteinander und bilden die Grundlage für formgebundene Institutionen (vgl. North 
1990, S. 43). Formlose Institutionen, wie z.B. Verhaltenskodizes, Sitten und Bräuche, 
bestimmen den Großteil unserer gesellschaftlichen Beziehungen (vgl. North 1990, S. 36).  
Die Sanktionen bei einer Regelübertretung sind nicht formal festgehalten (vgl. North 1990, S. 
33ff). Trotz der fehlenden formellen Sanktionen verfügen diese Institutionen über eine hohe 
Bindekraft (vgl. Peng 2002, S. 252). Die Mitglieder einer Gesellschaft halten sich aufgrund 
der internen Sanktionen an die Regeln. Informelle Strafen reichen von „[…] 
nachbarschaftlichen Unmutsäußerungen und Schamgefühlen bis zum ‚Verlust der Ehre‘ oder 
zu sozialer Exklusion […]“ (Josten 2007, S. 203).  
Die Kultur stellt die wichtigste formlose Institution dar (vgl. North 1990, S. 44). Porter (1990) 
schließt im Diamanten-Modell die Kultur als direkten Einflussfaktor auf die Herausbildung 
eines internationalen Wettbewerbsvorteils aus. Ihm zufolge beeinflusst die Kultur nur die 
vier Hauptdeterminanten des Modells (vgl. Porter 1990, S. 129). Diese Annahme wird im 
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Diskurs der Analyse internationaler Wettbewerbsvorteile kritisch diskutiert. Van den 
Bosch/van Prooijen (1992) betrachten in ihrem Artikel die nationale Kultur als fünfte 
Determinante des Diamanten. Die Forscher schlussfolgern aus ihrer Analyse, dass die Kultur 
lediglich die vier Hauptdeterminanten beeinflusst und keinen direkten Effekt auf die 
Herausbildung eines Wettbewerbsvorteils hat (vgl. Van den Bosch/van Prooijen 1992, S. 
176). Dieses Ergebnis entspricht Porters (1990) Sichtweise (vgl. Porter 1990, S. 12). 
Sowohl Porter (1990) als auch van den Bosch/van Prooijen (1992) vernachlässigen jedoch die 
Betrachtung des Managements in ihren Analysen. Die nationale Kultur prägt den 
Managementstil, sodass kulturbedingte Unterschiede in der Unternehmensführung 
existieren (vgl. Morris et al. 1998, S. 729; Zagorsek et. al 2004, S. 16). Der Erfolg der 
unterschiedlichen Führungsstile variiert (vgl. Ogbonna/Harris 2000, S. 767), sodass die Kultur 
im Heimatland zu einem mehr oder weniger erfolgreichen Managementstil führen kann. 
Forscher wie Franke et al. (1991) oder Thurley/Wirdenius (1991) heben die Relevanz der 
Kultur als Einflussfaktor auf den Erfolg besonders hervor. Sie kritisieren, dass der Einfluss der 
Kultur auf die Unternehmen in Porters Diamanten-Modell unterschätzt wird. Franke et al. 
(1991) behaupten beispielsweise, dass es die unterschiedlichen kulturellen Werte sind und 
nicht die strukturellen und materiellen Bedingungen in einem Land, die den Erfolg 
beeinflussen (vgl. Franke et al. 1991, S. 165). Damit stellen die Forscher den Diamanten von 
Porter in Frage. In ihrer empirischen Untersuchung zeigen Franke et al. (1991), dass durch 
die verschiedenen kulturellen Ausprägungen rund die Hälfte der Unterschiede im 
wirtschaftlichen Wachstum von Ländern erklärt werden kann. 
In der Literatur existieren verschiedene Ansätze, um die Kultur darzustellen, jedoch 
ermöglichen nur zwei dieser Ansätze die Quantifizierung der Kultur: die Analysen von 
Hofstede (1984b) und House et al. (2004). Andere Ansätze zur Beschreibung von Kultur 
diskutieren dagegen lediglich die Grundannahmen in einer Kultur, ohne die Unterschiede der 
verschiedenen Kulturen zu messen (vgl. Schmid/Kutschker 2008, S. 700). 
Die Ergebnisse von Hofstede (1984b) basieren auf einer Befragung von 117.000 IBM-
Angestellten aus 67 verschiedenen Ländern (vgl. Hofstede 1984b, S. 45). Die Probanden der 
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Umfrage unterteilen sich in sieben verschiedene Berufsgruppen, von denen sich zwei 
Gruppen aus leitenden Angestellten zusammensetzen (vgl. Hofstede 1984b, S. 78). Auf Basis 
von Korrelations- und Faktorenanalysen identifizierte Hofstede vier Dimensionen, die 
insgesamt 49% der Varianz in den Daten erklären. Die Dimensionen bezeichnete Hofstede 
als Individualismus, Machtdistanz, Maskulinität und Unsicherheitsvermeidung (vgl. Hofstede 
1984b, S. 11). 
Die GLOBE-Studie von House et al. (2004) baut unter anderem auf den Ergebnissen von 
Hofstede auf. Basis für die Untersuchung bilden 17.370 Personen des mittleren 
Managements aus 951 lokalen Unternehmen (vgl. House et al. 2004 S. 91). Die Stichprobe 
umfasst Unternehmen aus der Lebensmittel-, der Telekommunikations- und der Finanz- 
branche (vgl. House et al. 2004, S. 9). Die befragten Personen stammen aus 62 
verschiedenen Kulturen in 59 Ländern. 61  Aus der Studie resultieren folgende neun 
Kulturdimensionen: Zukunftsorientierung, Gleichberechtigung, Bestimmtheit, 
Humanorientierung, gruppenbasierter Kollektivismus, institutioneller Kollektivismus, 
Leistungsorientierung, Machtdistanz und Unsicherheitsvermeidung (vgl. House et al. 2004, S. 
3). 
Hofstede (2006) stellt den Fortschritt dieser Studie verglichen mit seinen Ergebnissen in 
Frage (vgl. Hofstede 2006, S. 882). House et al. (2004) befragten im Gegensatz zu Hofstede 
(1984b) ausschließlich Angestellte des mittleren Managements. Die Beurteilung und 
Kategorisierung des Führungsstils auf die Befragung von Führungskräften zu reduzieren, 
kann problematisch sein (vgl. Hofstede 2006, S. 884). Die Wahrnehmung von Mitarbeitern 
mit und ohne Führungsverantwortung weicht teilweise stark ab (vgl. Sadler/Hofstede 1972, 
S. 43). Eine reine Managementbefragung kann damit zu einer Fehleinschätzung des 
Führungsstils führen. Ein weiterer Kritikpunkt betrifft die Größe der Stichprobe. Hofstedes 
Untersuchung umfasst in der IBM-Studie fast siebenmal so viele Personen wie die GLOBE-
Studie. Die Untersuchung von Hofstede weist einen Umfang auf, den bis heute keine andere 
                                                     
61
 In einigen Ländern existieren verschiedene Kulturen, in Deutschland ist die west- und ostdeutsche Kultur 
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Studie in diesem Bereich erreicht hat (vgl. Schmid/Kutschker 2008, S. 731). Zudem 
korrelieren die verschiedenen Dimension der GLOBE-Studie stark miteinander (vgl. Hofstede 
2006, S. 884f). Unter Berücksichtigung dieser Korrelation zwischen den Variablen ergibt sich 
eine deutlich geringere Anzahl an Dimensionen (vgl. Hofstede 2006, S. 882).  
An der Untersuchung von Hofstede kritisieren Forscher, dass sich die Stichprobe lediglich aus 
Mitarbeitern eines Unternehmens zusammensetzt. Die starke Unternehmenskultur von IBM 
kann zu einer Verzerrung der Ergebnisse führen (vgl. Schmid 1996, S. 261). Aufgrund der 
Befragung nur eines Unternehmens stellen Forscher die Allgemeingültigkeit der Ergebnisse 
in Frage (vgl. Müller/Gelbrich 2004, S. 157). Auf Basis einer Metanalyse von 61 Folgestudien 
konnten die Befunde von Hofstede jedoch nicht widerlegt werden (vgl. Sondergaard 1994, S. 
447ff). Ein weiterer Kritikpunkt der Forscher ist die unklare Kulturebene in der Arbeit von 
Hofstede. Sein Fokus liegt auf der Analyse der kulturellen Werte. Die eigentliche Befragung 
bezieht sich aber auf das Verhalten der Probanden, aus dem Hofstede Rückschlüsse auf die 
kulturellen Werte zieht (vgl. McSweeney 2002, S. 97).62 
Trotz der angeführten Kritik wird die Kultur im Folgenden durch die Ergebnisse von Hofstede 
(2006) quantifiziert. Tatsächlich sind seine Ergebnisse stark verbreitet, viele Studien 
beziehen sich auf die Arbeit von Hofstede (siehe hierzu bspw. Taylor/Wilson 2012, Shane 
1992 und Goncalo/Staw 2006), sodass die Verwendung dieser Kulturdimensionen es 
ermöglicht, die Ergebnisse in Relation zu einer Vielzahl früherer Studien zu stellen. 
3.3.2.1 Machtdistanz 
Machtdistanz beschreibt die erwartete und akzeptierte soziale Ungleichheit zwischen 
führenden und geführten Mitarbeitern (vgl. Hofstede 2006, S. 887). Im Zentrum dieser 
Dimension steht die Wahrnehmung von Hierarchie (vgl. Hofstede et al. 2011, S. 73). In 
Ländern mit einer geringen Machtdistanz werden Vorgesetzte und Mitarbeiter als 
gleichgestellt betrachtet (vgl. Hofstede et al. 2011, S. 73). Die unterschiedlichen Stellungen in 
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der Hierarchie sind kaum wahrnehmbar, die Mitarbeiter der verschiedenen 
Hierarchieebenen sehen sich als gleichwertig an. Das Verhältnis zwischen Vorgesetzten und 
Mitarbeitern ist durch einen konsultativen Führungsstil geprägt (vgl. Hofstede et al. 2011, S. 
57), d.h. Mitarbeiter werden aktiv in die Entscheidungsprozesse involviert. In Ländern mit 
einer geringen Machtdistanz berät sich der Vorgesetzte ungeachtet der 
Unternehmenshierarchie mit seinen Mitarbeitern. Das Einbeziehen der Mitarbeiter 
ermöglicht eine umfassendere Betrachtung von Problemstellungen im Arbeitsablauf. Die 
geringe Wahrnehmung der Hierarchie führt dazu, dass Manager direkt auf 
Fehlerproblematiken hingewiesen werden (vgl. Hofstede et al. 2011, S. 57). Oudenhoven et 
al. (1998) zeigen, dass Mitarbeiter diese Möglichkeit der direkten Ansprache von Problemen 
auch tatsächlich nutzen (vgl. Oudenhoven et al. 1998, S. 453). Durch die direkte Meldung der 
Mitarbeiter werden Fehler somit möglicherweise früher erkannt und die Folgekosten dieser 
Fehler und Probleme fallen vergleichsweise gering aus.  
Im Rahmen der Internationalisierung steigt die Komplexität im Unternehmen (vgl. 
Gomes/Ramaswamy 1999, S. 178). Manager müssen beispielsweise Auswirkungen ihrer 
Entscheidungen auf die verschiedenen Auslandsstandorte berücksichtigen, sodass der 
Koordinationsaufwand mit der Internationalisierung steigt (vgl. Gomes/Ramaswamy 1999, S. 
174). Diesem Aufwand steht eine begrenzte Aufnahmefähigkeit der Manager gegenüber 
(vgl. Cohen/Levinthal 1990, S. 128f). In dieser Situation wächst die Wahrscheinlichkeit von 
Fehlentscheidungen (vgl. Ruigrok et al. 2007, S. 357). Der konsultative Führungsstil in 
Ländern mit geringer Machtdistanz mindert dieses Risiko durch die frühzeitige 
Kommunikation erkannter Fehler oder Probleme durch die Mitarbeiter. Auf der anderen 
Seite nimmt durch das Feedback der Mitarbeiter auch die Menge der Informationen zu, die 
durch die Manager verarbeitet werden muss. Dieser Informationslast steht wiederum die 
begrenzte Aufnahmefähigkeit gegenüber, sodass es teilweise auch negative Effekte dieses 
konsultativen Führungsstils geben kann. Insgesamt wird jedoch erwartet, dass die positiven 
Effekte der geringen Machtdistanz überwiegen. 
Im Rahmen der internationalen Expansion werden die Kosten durch Fehlentscheidungen 
gesenkt, dies steigert den Unternehmenserfolg. In Unternehmen aus Ländern mit hoher 
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Machtdistanz fallen die Kosten entsprechend höher aus, sodass der Zusammenhang 
zwischen Internationalität und Unternehmenserfolg negativ beeinflusst wird. 
Hypothese 6: Die Machtdistanz im Heimatland beeinflusst den Zusammenhang zwischen 
Internationalität und Unternehmenserfolg von Automobilherstellern negativ. 
3.3.2.2 Maskulinität 
Maskulinität ist eine Orientierung, in der vor allem Durchsetzungsvermögen und 
Wettbewerbsfähigkeit zählen. Das Rollenverständnis in maskulinen Gesellschaften ist stark 
traditionell geprägt (vgl. Franke et al. 1991, S. 167). In diesen Gesellschaften haben somit 
Selbstbewusstsein, Karriere, Leistungsorientierung und Wettbewerb einen hohen 
Stellenwert. Das Karrierestreben und der ständige Vergleich mit Wettbewerbern führen zu 
intensiven Bemühungen, besser als andere zu sein (vgl. Mai/Müller 2011, S. 462). In 
Gesellschaften mit einer stärkeren weiblichen Orientierung stehen hingegen andere Werte 
im Mittelpunkt, hierzu gehören Fürsorglichkeit, Harmonie und Zurückhaltung (vgl. Franke et 
al. 1991, S. 167). In diesen Gesellschaften ist es typisch, dass Konflikte durch Verhandlungen 
und Kompromisse gelöst werden (vgl. Hofstede et al. 2011, S. 192).  
Es fehlt in der Literatur an sachlogischen Argumenten dafür, dass eine bestimmte 
Ausprägung des Maskulinitätsindizes positiv oder negativ auf den Erfolg wirkt. In einem 
Unternehmen können sowohl weibliche Werte wie Harmonie, aber auch männliche Werte 
wie Leistungsorientierung den Unternehmenserfolg bestimmen. Dies gilt auch für die 
Wirkung der Maskulinität auf den Zusammenhang zwischen Internationalität und 
Unternehmenserfolg, sodass der moderierende Effekt nicht eindeutig zu bestimmen ist.  
Hofstede et al. (2011) weist in seiner Untersuchung darauf hin, dass der Maskulinitätsindex 
nicht mit dem Wohlstand eines Landes korreliert (vgl. Hofstede et al. 2011, S. 159). Im 
Gegensatz zu den übrigen Dimensionen von Hofstede ist es bei der Maskulinität nicht 
möglich, eine Wirkung auf den Wohlstand eines Landes nachzuweisen. Hofstede (1984b) 
verdeutlicht in seiner Untersuchung, dass in wohlhabenden Ländern sowohl maskuline als 
auch feminine Gesellschaften existieren. Japan beispielsweise weist die zweithöchste 
Punktzahl im Maskulinitätsindex der Stichprobe von Hofstede auf und ist damit als sehr 
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maskulin klassifiziert. Am anderen Ende des Index steht Schweden, als Land mit dem 
geringsten Indexwert. Beide Länder gehören jedoch nach dem Bruttosozialprodukt pro Kopf 
zu der Gruppe der reichen Länder (vgl. Franke et al. 1991, S. 167).  
Aufgrund der fehlenden Korrelation und der mangelnden sachlogischen Argumente wird 
diese Kulturdimension in der Analyse nicht weiter betrachtet. 
3.3.2.3 Unsicherheitsvermeidung 
Die Dimension Untersicherheitsvermeidung umschreibt die Einstellung einer Gesellschaft zu 
nicht eindeutigen Situationen (vgl. Hofstede et al. 2011, S. 225). In Kulturen mit einer hohen 
Unsicherheitsvermeidung weichen die Menschen Situationen aus, in denen sie potenziell 
Unsicherheit ausgesetzt sind. Sie bevorzugen ein kalkulierbares Umfeld mit festen Regeln 
(vgl. Hofstede et al. 2011, S. 231). Unsicherheitsvermeidung entspricht hierbei nicht der 
Risikovermeidung. In der Regel wird Risiko im Gegensatz zur Unsicherheitsvermeidung durch 
eine Eintrittswahrscheinlichkeit für ein bestimmtes Ereignis quantifiziert (vgl. Hofstede et al. 
2011, S. 225). Manager aus Gesellschaften mit einer hohen Unsicherheitsvermeidung sind 
nicht gleichzeitig risikoavers, sondern scheuen damit nur Situationen, deren Folgen nicht 
eindeutig abgeschätzt werden können. 
In Ländern mit einer hohen Unsicherheitsvermeidung sind die Unternehmensabläufe und die 
Handlungen der Mitarbeiter durch eine hohe Präzision und Formalisierung gekennzeichnet 
(vgl. Hofstede et al. 2011, S. 244). Diese Eigenschaften ermöglichen es Unternehmen, 
Innovationen erfolgreicher in neue Produkte oder Dienstleistungen umzusetzen (vgl. 
Hofstede et al. 2011, S. 244). Diese Fähigkeiten steigern den Erfolg der Unternehmen aus 
diesen Ländern. Als Beispiel führt Hofstede (2011) an, dass es mehr britische als japanische 
Nobelpreisträger gibt. Trotzdem haben japanische Unternehmen mehr Produktinnovationen 
erzeugt als britische (vgl. Hofstede et al. 2011, S. 244). Forscher in Großbritannien meiden 
nicht das unkalkulierbare Risiko von Fehlschlägen. Die geringe Unsicherheitsvermeidung in 
Großbritannien führt unter anderem dazu, dass – verglichen mit japanischen Unternehmen – 
mehr Forschung betrieben wird (vgl. Hofstede et al. 2011, S. 244). Diese Vermutung 
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bestätigt die Untersuchung von Shane (1995). Unternehmen aus Gesellschaften mit hoher 
Unsicherheitsvermeidung weisen eine geringere Innovativität auf (vgl. Shane 1995, S. 47). 
Für die Umsetzung von Innovationen sind jedoch Eigenschaften erforderlich, die sich vor 
allem in unsicherheitsvermeidenden Gesellschaften wie Japan wiederfinden. Als Beispiele 
nennen Hofstede et al. (2011) Genauigkeit und Pünktlichkeit (vgl. Hofstede et al. 2011, S. 
244). Weitere Eigenschaften sind Insistenz und Strukturiertheit (vgl. Erez/Nouri 2010, S. 
358). Unternehmen mit einer hohen Unsicherheitsvermeidung setzen ihr Wissen 
erfolgreicher in der Verbesserung und Entwicklung von Produkten und Dienstleistungen ein. 
Diese Fähigkeit ermöglicht den Unternehmen Innovationen zu entwickeln, die sie national 
und international verwerten können. 
Ein weiterer Effekt der Unsicherheitsvermeidung besteht darin, dass Mitarbeiter mögliche 
Risiken besser identifizieren und analysieren können (vgl. Hofstede et al. 2011, S. 225). Für 
den Fall der Internationalisierung bedeutet dies, dass alle kritischen Aspekte betrachtet und 
quantifiziert werden. Durch die Vermeidung von unkalkulierbarem Risiko analysieren die 
Mitarbeiter alle möglichen Folgen einer Expansion ins Ausland. Erst nach dieser Analyse 
entscheiden Unternehmer über die weitere Internationalisierung. Die tiefgehende Analyse 
aller Risiken ermöglicht eine sachlich fundierte Entscheidung über die Expansion ins Ausland. 
Für Gesellschaften mit einem hohen Maß an Unsicherheitsvermeidung wird insgesamt ein 
positiv moderierender Einfluss auf den Zusammenhang zwischen Internationalität und 
Unternehmenserfolg erwartet. 
Hypothese 7: Die Unsicherheitsvermeidung im Heimatland beeinflusst den Zusammenhang 
zwischen Internationalität und Unternehmenserfolg von Automobilherstellern positiv. 
3.3.2.4 Individualismus 
Die Dimension Individualismus beschreibt die Relevanz zwischenmenschlicher Bindungen 
(vgl. Hofstede 2006, S. 883). Die beiden Extreme sind der Individualismus und der 
Kollektivismus. In Gesellschaften, die durch einen starken Individualismus geprägt sind, hat 
Karriere eine sehr hohe Bedeutung. Das Leistungsprinzip rückt in den Vordergrund, sodass 
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Mitarbeiter die Erfüllung von gestellten Aufgaben priorisieren (vgl. Mai/Müller 2011, S. 453). 
Das Wohl der Gruppe ist zweitrangig. Mitarbeiter sprechen in individualistischen 
Gesellschaften Fehler direkt an, ungeachtet einer etwaigen Beeinträchtigung der Harmonie 
in der Gruppe (vgl. Hofstede et al. 2011, S. 132f). In Unternehmen bedeutet es, dass 
Mitarbeiter Konflikte nicht meiden (vgl. Mai/Müller 2011, S. 453). Missstände werden sofort 
benannt und verbleiben nicht im Unsichtbaren, ungeachtet der Gruppenharmonie (vgl. 
Hofstede et al. 2011, S. 132). 
Im Individualismus wird im Gegensatz zum Kollektivismus die Meinung des Einzelnen stärker 
toleriert (vgl. Hofstede et al. 2011, S. 142). Die persönliche Verwirklichung ist in diesem 
Umfeld wichtig. Diese Freiheit fördert kreatives Denken und Handeln (vgl. Taylor/Wilson 
2012, S. 237). In kollektivistischen Gesellschaften hingegen bestimmt die 
Gruppenzugehörigkeit die Handlung des Einzelnen (vgl. Hofstede et al. 2011, S. 142). Dies 
führt dazu, dass kreative Ideen und Ansätze, die Grundlage späterer Innovationen, behindert 
werden können (vgl. Goncalo/Staw 2006, S. 97). Im Gegensatz dazu fördern die 
Rahmenbedingungen für Kreativität in individualistischen Gesellschaften die Entwicklung 
von Innovationen. Analog dazu steigert auch das Leistungsprinzip in diesen Ländern (vgl. 
Mai/Müller 2011, S. 453) die Neu- bzw. Weiterentwicklung von Produkten und Prozessen. 
Unternehmen entlohnen in diesen Gesellschaften leistungsgerecht. Innovative und 
leistungsbereite Mitarbeiter erhalten ein vergleichsweise hohes Gehalt (vgl. Taylor/Wilson 
2012, S. 237). Diese finanziellen Anreize fördern die Motivation der Mitarbeiter, 
Innovationen zu generieren. Individualistisch geprägte Unternehmen weisen somit durch 
eine höhere Kreativität und das Leistungsprinzip eine höhere Innovativität auf. Diesen 
Zusammenhang konnten unter anderem Taylor/Wilson (2012), Shane (1992) und 
Goncalo/Staw (2006) bestätigen. Unternehmen aus einem individualistischen Umfeld 
verfügen entsprechend über mehr Innovationspotenzial, das sie auch international 
verwerten können. 
Mitarbeiter werden in individualistischen Gesellschaften gleichbehandelt (vgl. Mai/Müller 
2011, S. 453). Bei Karriereentscheidungen wählen Manager die Kandidaten unabhängig von 
deren bisherigen Beziehungen zum Unternehmen aus (vgl. Hofstede et al. 2011, S. 129). In 
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kollektivistischen Gesellschaften hingegen bevorzugen Führungskräfte Personen, die bereits 
in einer Beziehung zum Unternehmen stehen, z.B. Angehörige von Mitarbeitern. Die 
Einstellung von Familienangehörigen hat den Vorteil, dass die Familie als Gruppe für das 
Fehlverhalten von Gruppenmitgliedern einsteht und dieses korrigiert (vgl. Hofstede et al. 
2011, S. 129). Diese Personalauswahl führt nach Hofstede jedoch dazu, dass – verglichen mit 
der Personalauswahl in individualistischen Gesellschaften – auch Mitarbeiter mit geringeren 
Kompetenzen eingestellt werden (vgl. Hofstede et al. 2011, S. 134). 
Ein weiterer Aspekt in kollektivistischen Gesellschaften ist, dass Vorgesetzte bei 
Fehlverhalten oder schlechten Leistungen in der Regel keine disziplinarischen Maßnahmen 
einsetzen (vgl. Hofstede et al. 2011, S. 129). Selbst eine direkte Konfrontation unter 
Benennung der schwachen Leistungen oder des Fehlverhaltens wird in diesen Kulturen 
vermieden, da eine solche Konfrontation gleichbedeutend wäre mit einem Gesichtsverlust 
für den Mitarbeiter. In kollektivistischen Gesellschaften setzen die Führungskräfte indirekte 
Sanktionsmethoden ein, wie z.B. den Entzug von Vergünstigungen (vgl. Hofstede et al. 2011, 
S. 132). In individualistischen Gesellschaften hingegen konfrontieren Manager die 
Arbeitnehmer direkt mit ihren schlechten Leistungen (vgl. Hofstede et al. 2011, S. 132). 
Führungskräfte weisen Mitarbeiter im Rahmen von Bewertungsgesprächen auf ihre Fehler 
oder Defizite hin. Sie setzen disziplinarische Maßnahmen bei Fehlverhalten ein, die bis zu 
einer Kündigung reichen können (vgl. Hofstede et al. 2011, S. 130). Durch die objektivere 
Auswahl von Mitarbeitern in individualistischen Gesellschaften verfolgen Unternehmen das 
Ziel, die Person mit der besten Qualifikation einzustellen. Wenn Manager ihre Angestellten 
bei schlechten Leistungen direkt konfrontieren, können Ursachen der Defizite 
möglicherweise gemeinsam identifiziert und bearbeitet werden. Mitarbeiter nehmen dies 
auch als Chance zur persönlichen Verbesserung war, sodass diese Aspekte insgesamt einen 
positiven Einfluss auf die Produktivität der Mitarbeiter haben. 
In kollektivistisch geprägten Gesellschaften ist das Wohl der Gruppe ein wichtiges Ziel (vgl. 
Hofstede et al. 2011, S. 96). Die einzelnen Mitglieder fühlen sich für ihre Gruppe 
verantwortlich. Durch dieses Verantwortlichkeitsgefühl ist das „soziale Faulenzen“ geringer 
ausgeprägt (vgl. Goncalo/Staw 2006, S. 97). Dieses sozialpsychologische Phänomen 
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beschreibt die sinkende Leistung von Einzelnen, wenn diese nicht alleine, sondern als Teil 
einer Gruppe agieren (vgl. Earley 1983, S. 565). Die fehlende Motivation, den Gruppenerfolg 
zu steigern, führt zu einem negativen Effekt auf den Erfolg der Gruppe (vgl. Wagner 1995, S. 
155). Ein weiterer Effekt, der die Leistung von kollektivistisch geprägten Teams steigert, ist 
die höhere Kooperationsbereitschaft (vgl. Wagner 1995, S. 155). In diesen Gruppen setzen 
sich die Mitglieder für den Erfolg der Gruppe ein, auch wenn sie alleine mehr erreichen 
könnten, im Gegensatz zu individualistisch geprägten Teams (vgl. Wagner 1995, S. 155). In 
kollektivistischen Gesellschaften generieren Gruppen daher einen höheren Erfolg. 
Empirische Untersuchungen bestätigen diesen positiven Effekt (vgl. Earley 1994; 
Earley/Gibson 1998; Kirkman/Shapiro 1997; Kirkman/Shapiro 2001; Kirkman et al. 2001; 
Stone-Romero/Stone 2002; Wagner/Moch 1995; Chen et al. 1998). In den Studien von 
Cohen/Bailey (1997), De Dreu/Weingart (2003) und Osterman (2000) konnte zudem gezeigt 
werden, dass der Gruppenerfolg sich positiv auf den Unternehmenserfolg auswirkt. 
Ein weiterer positiver Effekt des Kollektivismus resultiert aus dem Führungsstil. In 
Gesellschaften mit einem hohen Grad an Kollektivismus setzen Führungskräfte häufig einen 
transformationalen Führungsstil ein (vgl. Jung et al. 1995, S. 3). Im transformationalen 
Führungsstil agieren Manager aus einem persönlichen Wertesystem heraus, das auf Werten 
wie Gerechtigkeit und Integrität basiert (vgl. Kuhnert/Lewis 1987, S. 650). Transformationale 
Führungskräfte beeinflussen die Mitarbeiter durch ihre Persönlichkeit. Sie steigern 
beispielsweise den Zusammenhalt im Team und sind in der Lage, Ziele und Überzeugungen 
ihrer Mitarbeiter zu konstruktiv zu beeinflussen (vgl. Kuhnert/Lewis 1987, S. 650). Die 
Mitarbeiter können sich mit der Gruppe und dem Vorgesetzten identifizieren (vgl. Bass/ 
Avolio 1994, S. 541ff). Der stärkere Zusammenhalt und die Verfolgung der gleichen Ziele 
wirken positiv auf den Erfolg der Gruppe. Dieser positive Effekt transformationaler Führung 
wurde unter anderem von Bass (1985) und Howell/Avolio (1993) belegt. 
Unternehmen aus individualistischen Gesellschaften verfügen über Vorteile wie eine höhere 
Innovativität und die Präferenz zur Einstellung qualifizierter und motivierter Mitarbeiter. 
Demgegenüber stehen Nachteile wie der geringere Erfolg von Gruppen. Insgesamt wird ein 
positiv moderierender Effekt des Individualismus einer Gesellschaft auf den Zusammenhang 
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zwischen Internationalität und Unternehmenserfolg erwartet aufgrund der positiven 
Auswirkungen auf die Innovativität. Denn Innovationen sind die Quelle 
unternehmensspezifischer Wettbewerbsvorteile, die im Rahmen der Internationalisierung 
weiter verwerten werden können. Unternehmen können die Kosten der 
Internationalisierung überwinden, indem sie unternehmensspezifische Wettbewerbsvorteile 
im Ausland verwerten (vgl. Hymer 1976, S. 33). Die Existenz dieser Vorteile ist damit von 
zentraler Relevanz für den Erfolg der Internationalisierung. Es wird erwartet, dass der 
positive Effekt der Innovationen die oben angeführten negativen Einflüsse überkompensiert 
und zu einem positiv moderierenden Effekt des Individualismus auf den Zusammenhang 
zwischen Internationalität und Unternehmenserfolg führt. 
Hypothese 8: Die Stärke der individualistischen Prägung der Gesellschaft im Heimatland 
beeinflusst den Zusammenhang zwischen Internationalität und Unternehmenserfolg von 
Automobilherstellern positiv. 
3.4 Differenzierung zwischen Intra- und Interregionalisierung 
Eine Vielzahl von Autoren kritisieren das Diamanten-Modell von Porter (1990) (vgl. Dunning 
1993; Bellak/Weiss 1993). Als zentralen Kritikpunkt führen die Forscher an, dass Porters 
Modell ausschließlich das Heimatland betrachtet (vgl. Dunning 1993, S. 8; Bellak/Weiss 1993, 
S. 117). Die Wirkung der Wettbewerbsvorteile ist jedoch auch abhängig von der Beziehung 
zwischen dem Heimatland und dem Gastland (vgl. Bellak/Weiss 1993, S. 117). Der 
empirische Zusammenhang zwischen Internationalität und Unternehmenserfolg wird zum 
Teil durch die psychische Distanz zwischen Heimat- und Gastland erklärt (vgl. Ruigrok et al. 
2007; Chiang/Yu 2005; Capar/Kotabe 2003). Johanson/Wiedersheim-Paul (1975) definieren 
psychische Distanz als Summe der Faktoren, die den Informationsfluss von und zu Märkten 
behindern (vgl. Johanson/Wiedersheim-Paul 1975, S. 308). Steigende psychische Distanz 
zwischen Heimat- und Gastland erschwert den Austausch von Informationen. Faktoren, die 
die psychische Distanz beeinflussen, sind etwa Sprache, Ausbildung, 
Unternehmenspraktiken, Kulturausprägung und wirtschaftliche Entwicklung (vgl. 
Johanson/Vahlne 1977, S. 24). Der Einfluss dieser Faktoren kann durch die Theorie des 
organisationalen Lernens erklärt werden. Neues Wissen wird nach dieser Theorie am 
 
116 
 
effizientesten aufgenommen, wenn es sich nur gering vom bisherigen Wissen unterscheidet 
(vgl. Cohen/Levinthal 1990, S. 128). Eine Organisation kann marginale Änderungen einfacher 
und schneller wahrnehmen bzw. umsetzen als starke Änderungen. Es gilt somit: Je größer 
die erforderlichen Anpassungen an ein neues Umfeld sind, desto schwieriger und 
langwieriger ist der Anpassungsprozess (vgl. Ruigrok et al. 2007, S. 352). Die Kosten der 
Fremdartigkeit steigen daher mit der Heterogenität der Kulturen und lokalen Gegebenheiten 
zwischen Heimat- und Gastland (vgl. Arenius 2005, S. 123). 
Der Ansatz von Rugman (2003) baut unter anderem auf dieser Erkenntnis auf. Der Erfolg der 
Internationalisierung hängt von den Unterschieden zwischen Heimat- und Gastland ab. 
Rugman/Verbeke (2004a) argumentieren, dass Unternehmen über spezifische Vorteile, wie 
z.B. Wissen über bestimmte Produktionstechnologien oder Markennamen verfügen, deren 
Übertragbarkeit ins Ausland jedoch mitunter begrenzt ist (vgl. Rugman/Verbeke 2004a, S. 6). 
Begrenzt wird die Übertragbarkeit durch die ökonomischen, kulturellen und institutionellen 
Unterschiede sowie die geografische Distanz zwischen Heimat- und Gastland (vgl. Rugman et 
al. 2011, S. 770), wobei Rugman nicht einzelne Gastländer betrachtet, sondern 
Ländercluster. Er verwendet den Triadenansatz von Ohmae (1985). Ohmae differenziert die 
Länder der Welt anhand der drei wichtigsten internationalen Wirtschaftsregionen Europa, 
Asien und Nordamerika. Diese werden als Triaden bezeichnet. Die Länder dieser Regionen 
verfügen über ähnliche Eigenschaften wie Wirtschaftswachstum, Technologieinfrastruktur, 
Präsenz von großen kapital- oder wissensintensiven Unternehmen und Homogenität der 
Nachfrage (vgl. Rugman/Verbeke 2004a, S. 4). Eine Region setzt sich somit aus Ländern 
zusammen, deren kulturelle, administrative, geografische und ökonomische 
Rahmenbedingungen nur marginal voneinander abweichen (vgl. Rugman/Verbeke 2007, S. 
203). Die Zuordnung der Gastländer in verschiedene Gruppen ermöglicht eine differenzierte 
Analyse der unterschiedlichen Kosten der Fremdartigkeit. Diese Kosten unterteilen sich in 
zwei Kategorien, intra- und interregionale Liabilities of Foreignness. Eine Expansion 
innerhalb der eigenen Region (intraregional) führt aufgrund der wenigen Unterschiede zu 
geringen Anpassungskosten (vgl. Rugman/Verbeke 2007, S. 201). Die Ähnlichkeit zwischen 
Heimat- und Gastland erfordert nur marginale Änderungen im Unternehmen (vgl. 
Rugman/Verbeke 2007, S. 201). Aufgrund der ökonomischen, kulturellen und institutionellen 
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Gemeinsamkeiten und der geografischen Nähe zwischen den Ländern der eigenen Region, 
sind die meisten unternehmensspezifischen Vorteile mit geringen Anpassungen in der 
Heimatregion einsetzbar und verwertbar (vgl. Rugman et al. 2011, S. 770). Es sind nur 
geringe Investitionen nötig, um nationale unternehmensspezifische Vorteile an die 
Besonderheiten anderer Länder der Heimatregion anzupassen (vgl. Rugman/Verbeke 2005, 
S. 14). Im Gegensatz dazu ist die Expansion in eine fremde Region (interregional) mit 
höheren Anpassungskosten verbunden (vgl. Rugman/Verbeke 2007, S. 201). Beispielsweise 
sind hohe Investitionen nötig, um unternehmensspezifische Vorteile an die Gegebenheiten 
einer anderen Region anzupassen (vgl. Rugman/Verbeke 2005, S. 14). 
Aufgrund der geringeren Liabilities of Foreignness und der besseren Übertragbarkeit 
unternehmensspezifischer Vorteile innerhalb der eigenen Region wird erwartet, dass der 
Anteil der Auslandsumsätze in der Heimatregion einen positiven Einfluss auf den 
Zusammenhang zwischen Internationalität und Unternehmenserfolg hat. In bisherigen 
Forschungsarbeiten wurde ein positiv moderierender Effekt nachgewiesen, unter anderem 
bei Li (2005).  
Für Fahrzeughersteller folgt daraus, dass die Fokussierung auf den Markt in der 
Heimatregion den Zusammenhang zwischen Internationalität und Unternehmenserfolg 
positiv beeinflusst. 
Hypothese 9: Der Anteil der intraregionalen Expansion beeinflusst den Zusammenhang 
zwischen Internationalität und Unternehmenserfolg von Automobilherstellern positiv. 
Die Expansion in die Heimatregion hat nach Hypothese 9 einen positiven Einfluss auf den 
Zusammenhang zwischen Internationalität und Unternehmenserfolg. Die intraregionale 
Expansion stellt jedoch keinen landesspezifischen Vorteil im Sinne der vorliegenden Arbeit 
dar. Grundsätzlich verfügen alle Unternehmen unabhängig von ihrem Heimatland über die 
Möglichkeit, ihren gesamten ausländischen Umsatz in der Heimatregion zu generieren. Ein 
heimatlandspezifischer Unterschied besteht jedoch in der Größe der Heimatregion. Die 
Heimatregion bietet Unternehmen z.B. Zugang zu Lieferanten aus einem ähnlichen 
kulturellen und institutionellen Umfeld (vgl. Mol et al. 2004, S. 604). Die geringfügigen 
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kulturellen und institutionellen Unterschiede zu diesen regionalen Lieferanten verringern die 
Barrieren und führen zu einer besseren Zusammenarbeit verglichen mit einem Lieferanten 
aus einer anderen Region (vgl. Mol et al. 2004, S. 604). Für diese Annahme spricht, dass 
Unternehmen tendenziell bevorzugt Lieferanten aus der Heimatregion wählen (vgl. Mol 
2001, S. 206). Eine große Heimatregion bietet Unternehmen damit potenziell Zugang zu 
mehr Lieferanten, wodurch die Wahrscheinlichkeit für die Identifikation eines innovativen 
Lieferanten steigt. Mit diesem Lieferanten kann das Unternehmen Wettbewerbsvorteile 
generieren, die im Ausland verwertet werden können. Ein weiterer positiver Aspekt der 
Heimatregion ist der Zugang zu Humankapital. In den Triaden existieren häufig Richtlinien 
oder Gesetze, die die Mobilität von Arbeitnehmern fördern, beispielsweise die 
Arbeitnehmerfreizügigkeit (vgl. Art. 45 AEUV) und die Niederlassungsfreiheit (vgl. Art. 49 
AEUV) in der EU oder das North American Agreement on Labor Cooperation in der NAFTA. 
Diese Regeln ermöglichen eine höhere Mobilität von Humankapital innerhalb der Region. 
Für Unternehmen stehen durch eine große Heimatregion potenziell mehr Mitarbeiter zur 
Verfügung. In der Folge steigt die verfügbare Anzahl an potenziellen Fachkräften, die ebenso 
die Basis für die Entwicklung eines internationalen Wettbewerbsvorteils darstellen. 
Einen derartigen Effekt der Heimatregion betrachtet Porter (1990) nicht. In seinem Ansatz 
fokussiert er sich auf das Heimatumfeld und vernachlässigt beispielsweise die Interaktion mit 
benachbarten Ländern oder zwischen Mitgliedern einer Handelsgemeinschaft (z.B. NAFTA). 
Um diese Lücke zu schließen, haben Forscher den Diamanten von Porter zum 
Doppeldiamanten erweitert (vgl. Rugman/Verbeke 1993, S. 78; Rugman/D’Cruz 1993, S. 31). 
Dieser Ansatz berücksichtigt die Interaktion der Diamanten von zwei Ländern, z.B. USA und 
Kanada (vgl. Rugman/D’Cruz 1993, S. 31). Die Verbundenheit dieser Länder durch die NAFTA 
stellt einen Wettbewerbsvorteil dar, da die Unternehmen aufgrund der geringeren 
Handelsbarrieren über einen größeren Gesamtmarkt verfügen. Diese Doppeldiamanten 
erfassen jedoch nur einen Teil des Marktes, sodass im Folgenden der gesamte Markt der 
Heimatregion betrachtet wird. 
Hypothese 10: Die Größe des Marktes in der Heimatregion beeinflusst den Zusammenhang 
zwischen Internationalität und Unternehmenserfolg von Automobilherstellern positiv.  
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3.5 Abschwächung des Heimatlandeffektes durch Internationalisierung 
Porter (1990) konzentriert sich in seiner Analyse auf Wettbewerbsvorteile, die ein national 
agierendes Unternehmen vor einer Internationalisierung im Heimatland generiert (vgl. 
Porter 1990, S. 70). Die Aktivität im Ausland ermöglicht jedoch die Generierung von weiteren 
unternehmensspezifischen Wettbewerbsvorteilen, die Porter (1990) in seinem Modell 
vernachlässigt (vgl. Rugman/D’Cruz 1993, S. 32). 
Internationale Unternehmen erzeugen unter anderem Wettbewerbsvorteile, indem sie ihre 
ausländischen Tochtergesellschaften in den Innovationsprozess einbinden (vgl. Dunning 
1996, S. 22). Diese Integration ermöglicht die Herausbildung von „locally leveraged 
innovations“ und „globally linked innovations“ (vgl. Bartlett/Ghoshal 2002, S. 133). Die erste 
Form dieser Innovationen zeichnet sich dadurch aus, dass eine Neuentwicklung an dem 
Standort lokalisiert wird, der über die besten Ressourcen hierfür verfügt. Internationale 
Unternehmen können diese lokal entwickelten Innovationen im gesamten Unternehmen 
verwerten (vgl. Bartlett/Ghoshal 2002, S. 136). Bei „globally linked innovations“ hingegen 
führen Unternehmen die besten Ressourcen der einzelnen Auslandsstandorte zusammen. 
Hier sind die qualifiziertesten Tochtergesellschaften am Innovationsentstehungsprozess 
beteiligt (vgl. Bartlett/Ghoshal 2002, S. 137f). Internationale Unternehmen sind damit in der 
Lage, das Wissen in den Gastländern für die Generierung von Wettbewerbsvorteilen zu 
nutzen. 
Die Internationalisierung ermöglicht es Unternehmen, Wettbewerbsvorteile durch den 
Zugang zu Ressourcen in den Gastländern zu schaffen. Diese Vorteile können unabhängig 
von den Bedingungen im Heimatland generiert werden, denn sowohl bei locally leveraged 
als auch bei globally linked Innovationen werden der Standort/ die Standorte mit der besten 
Ressourcenausstattung in den Innovationsprozess eingebunden. Durch die 
Internationalisierung gewinnen die Rahmenbedingungen in den Gastländern an Bedeutung. 
Unternehmen aus Ländern mit wenigen qualifizierten Fachkräften können dieses potenzielle 
Defizit kompensieren, indem sie die Forschung und Entwicklung beispielsweise in 
entsprechend ausgestattete Gastländer auslagern (vgl. Lewin et al. 2009, S. 902f). 
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Insgesamt ist damit bei steigender Internationalisierung ein rückläufiger Einfluss der 
Rahmenbedingungen im Heimatland auf die Generierung von Wettbewerbsvorteilen zu 
erwarten (vgl. Mueller 1994, S. 414; Harzing/Sorge 2003, S. 194). Hingegen steigt die 
Relevanz der Bedingungen in den Gastländern (vgl. Nachum 2001, S. 77). 
Trotz dieser Abschwächung des Country-of-Origin-Effektes durch die Internationalisierung 
bleibt dieser Heimatlandeinfluss grundsätzlich bestehen. Die Defizite, mit denen 
Unternehmen im Heimatland konfrontiert werden, können nicht vollständig durch eine 
Expansion ins Ausland abgebaut werden. Durch die Internationalisierung erreicht ein 
Unternehmen nicht die gleichen Wettbewerbsvorteile, die auf Basis eines optimalen 
Heimatlandumfeldes entstehen (vgl. Yao-su 1992, S. 118). Ein innovatives Umfeld ermöglicht 
beispielsweise den Aufbau eines Wissensvorsprungs. Dieser Vorsprung kann nur schwer 
durch Unternehmen aus einem weniger innovativen Umfeld im Rahmen der 
Internationalisierung ausgeglichen werden. 
Hypothese 11: Je höher der Grad der Internationalisierung ist, desto schwächer ist der 
Effekt der Heimatlandbedingungen auf den Zusammenhang zwischen Internationalität und 
Unternehmenserfolg von Automobilherstellern. 
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4 Methodik 
4.1 Erhebungszeitraum  
Der Untersuchungszeitraum wurde durch die Datenverfügbarkeit und die Krise der 
Automobilindustrie definiert. Die Berechnung der Nachfrage und des Wettbewerbs im 
Heimatland basiert auf Informationen aus der Polk-Datenbank. In dieser Datenbank sind die 
Zulassungszahlen jedoch in der Regel nicht vor dem Jahr 1988 verfügbar, sodass das Jahr 
1988 das erste Beobachtungjahr in der Stichprobe ist. Die jüngsten Daten in der 
Untersuchung stammen aus dem Jahr 2006. Zu diesem Zeitpunkt begann eine Krise auf dem 
Automobilmarkt. Ab dem Jahr 2007 gingen die Absätze der Automobilhersteller deutlich 
zurück (vgl. VDA – Verband der Automobilindustrie 2009, S. 3). Infolge dieses 
Absatzrückgangs initiierten einige Länder nationale Förderprogramme, wie die 
„Abwrackprämie“ in Deutschland (vgl. BAFA 2010, S. 1) oder „Cash for Clunkers“ in den USA 
(vgl. CARS 2009, S. 1). Diese Förderprogramme beeinflussten den Unternehmenserfolg unter 
anderem abhängig vom jeweiligen Produktportfolio. In Deutschland hatte die 
„Abwrackprämie“ beispielsweise nur einen marginalen Effekt auf die Sparten mittlere 
Oberklasse, Oberklasse und Sportwagen (vgl. BAFA 2010, S. 19). Hersteller mit einem 
derartigen Portfolio waren gegenüber Produzenten von Klein- und Kompaktwagen 
benachteiligt. Aufgrund der Krise und der sich anschließenden Subventionsprogramme 
erfolgt eine Betrachtung der Fahrzeughersteller lediglich bis 2006. Die empirische 
Untersuchung der Automobilhersteller erstreckt sich damit über einen Zeitraum von 19 
Jahren von 1988 bis 2006. 
4.2 Operationalisierung der Variablen 
Die Messung der landespezifischen Einflussfaktoren und der unternehmensspezifischen 
Kennzahlen basiert auf verschiedenen Datenquellen. Die unternehmensbezogenen 
Kennzahlen stammen aus der Worldscope-Datenbank. Worldscope bietet Informationen 
über Unternehmen aus insgesamt 75 verschiedenen Ländern (vgl. Worldscope Database 
 
122 
 
2013, S. 27). Die Operationalisierung landespezifischer Rahmenbedingungen basiert 
hingegen auf verschiedenen Quellen, wie der Polk-Datenbank für Informationen über den 
Fahrzeugmarkt. Die Messung der verschiedenen Variablen wird im Folgenden erläutert. 
4.2.1 Internationalität und Unternehmenserfolg  
In den bisherigen Veröffentlichungen über den Zusammenhang zwischen Internationalität 
und rechnungslegungsbasiertem Unternehmenserfolg konzentrieren sich die Forscher auf 
zwei Erfolgskennzahlen, die Kapital- und die Umsatzrendite (vgl. Kapitel 2.6.1). Grundlage für 
die folgende Analyse bildet die Kapitalrendite, da es sich hierbei um das am häufigsten 
verwendete Erfolgsmaß handelt. Die Umsatzrendite wird verwendet, um die Robustheit der 
Ergebnisse bei Änderung des Erfolgsmaßes zu prüfen. 
Analog dazu verwenden Forscher in diesem Bereich als Maß der Internationalisierung häufig 
das relative Auslandsvermögen und den relativen Auslandsumsatz (vgl. Kapitel 2.6.2). Die 
Analyse basiert daher auf dem relativen Auslandsumsatzanteil, dem am häufigsten 
verwendeten Internationalitätsmaß in den bisherigen Studien. Die anschließende 
Robustheitsprüfung erfolgt anhand des relativen Auslandsvermögens. 
4.2.2 Nachfrage 
Die Messung der Nachfrage (DEM) in einem Land basiert auf der logarithmierten Anzahl der 
Neuzulassungen. Neuzulassungen umfassen alle Anmeldungen von fabrikneuen Fahrzeugen 
bei einer Zulassungsstelle (vgl. KBA 2015). Die Daten für Neuzulassungen stammen 
grundsätzlich aus der Polk-Datenbank (vgl. Polk 2010). Diese Datenbank enthält 
Zulassungszahlen aus China erst ab dem Jahr 2002. Daten aus früheren Jahren konnten nicht 
durch alternative Quellen erhoben werden, sodass die Nachfrage in diesem Fall durch 
Absatzzahlen approximiert wurde. Dieses Vorgehen ist durch die hohe Anzahl chinesischer 
Hersteller zu rechtfertigen: Aus China stammen sechs Unternehmen der größten 
Automobilunternehmen weltweit (vgl. Tabelle 3.2). 
Die Zulassungs- und Absatzzahlen können innerhalb eines Landes differieren. Grund für die 
Unterschiede sind mögliche Grauimporte bzw. Grauexporte. Diese Im- und Exporte 
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resultieren aus international unterschiedlichen Preisniveaus der Hersteller. Die 
Preisdifferenzen werden von Kunden genutzt, indem sie ein Fahrzeug in einem anderen Land 
kaufen und importieren. Je nach Preisniveau liegt die Zahl der Neuregistrierungen in einem 
Land über oder unter den offiziellen Verkaufszahlen der Hersteller. Trotz des Risikos einer 
Abweichung zwischen den beiden Zahlen erfolgt die Messung der Nachfrage für chinesische 
Unternehmen approximativ durch die Verkaufszahlen. Die Absatzzahlen von Fahrzeugen in 
China stammen von der Korea Automobile Manufacturers Association (vgl. KAMA 2011). 
4.2.3 Wissensressourcen 
In früheren Arbeiten wurden nationale Wissensressourcen beispielsweise durch die 
Einschulungsquote gemessen. Auf Basis dieses Indikators konnte Barro (1991) einen 
Zusammenhang zwischen der Einschulungsquote und der Wachstumsrate des BIP pro Kopf 
nachweisen. Die vorliegende Untersuchung fokussiert sich im Gegensatz zu Barro (1991) auf 
eine spezifische Branche, die Automobilindustrie. Für eine genauere Analyse des Effektes der 
Wissensressourcen auf den Zusammenhang zwischen Internationalität und Erfolg von 
Fahrzeugherstellern werden Fachrichtungen analysiert, die insbesondere für die 
Automobilindustrie von zentraler Relevanz sind. Für die Operationalisierung werden die 
Absolventen der Fachrichtungen Mathematik, Informatik, Naturwissenschaften und Technik 
herangezogen, die ein mindestens 3-jähriges Studium absolviert haben. Durch diese MINT-
Absolventen werden die nationalen Wissensressourcen der Automobilhersteller (MINT) 
operationalisiert. Quelle der Informationen ist die Datenbank der OECD. 
4.2.4 Wettbewerb 
Wettbewerb kann durch verschiedene Konzentrationsmaße gemessen werden, z.B. mithilfe 
von Konzentrationsraten oder des Herfindahl-Index. Konzentrationsraten CRj ergeben sich 
aus dem kumulierten Marktanteil der j-größten Unternehmen (vgl. Woeckener 2011, S. 83). 
Die Raten messen den Marktanteil dieser Unternehmen. Der Herfindahl-Index HF betrachtet 
hingegen alle Marktteilnehmer (vgl. Woeckener 2011, S. 84). Die Verwendung des 
Herfindahl-Index ist weit verbreitet. Der Index wird beispielsweise durch 
Wettbewerbsaufsichtsbehörden in der EU und den USA verwendet, um die 
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Wettbewerbskonzentration zu ermitteln (vgl. Shapiro 2010, S. 704). Zudem wird diese 
Kennzahl insbesondere in der Finanzliteratur häufig verwendet, beispielsweise bei 
Petersen/Rajan (1995), Degryse/Ongena (2005) oder Berger et al. (2009).  
Der Herfindahl-Index berechnet sich wie folgt: 
(3) 𝐻𝐹 =  ∑ 𝑚𝑖
2
𝑛
𝑖=1
. 
Für die Berechnung werden die Marktanteile m aller n Marktteilnehmer quadriert und 
aufsummiert. Der Index reicht von 0 bis 1. Je größer der HF ist, desto stärker konzentriert 
sich der Markt auf einzelne Marktteilnehmer gemessen an der Verteilung der Marktanteile. 
Der Index quantifiziert die Marktkonzentration und nicht das Gegenteil, die 
Wettbewerbsintensität. Die Operationalisierung der Wettbewerbsintensität erfolgt durch 
die Subtraktion des HF von 1. Die Wettbewerbsintensität COMP berechnet sich durch: 
(4) 𝐶𝑂𝑀𝑃 = 1 −  ∑ 𝑚𝑖
2
𝑛
𝑖=1
 
Der Index der Wettbewerbsintensität COMP reicht ebenfalls von 0 bis 1. Im Gegensatz zum 
HF bedeutet ein hoher Wert einen starken Wettbewerb im Markt.  
Aufgrund der Beschränkung der Konzentrationsraten auf die j-größten Unternehmen in 
einem Markt und der damit unvollständigen Aussagekraft über den Wettbewerb im 
Gesamtmarkt, erfolgt die Analyse der Wettbewerbsintensität im Folgenden auf Grundlage 
des Wettbewerbsindex COMP. 
Der Marktanteil basiert auf den Neuzulassungs- und Verkaufszahlen (vgl. hierzu auch Kapitel 
4.2.2). Die Neuzulassungs- und Verkaufszahlen der verschiedenen Hersteller in einem Land 
werden ins Verhältnis zum Gesamtmarkt gesetzt. Die Datenbasis für Neuzulassungen bildet 
die Polk-Datenbank. Wie oben ausgeführt, enthält diese Datenbank chinesische Daten nur 
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bedingt. Die Zahlen für den chinesischen Markt basieren daher auf den Verkaufszahlen der 
Korea Automobile Manufacturers Association (vgl. KAMA 2011). 
4.2.5 Innovativität der Zulieferer 
Die Messung der Innovativität der nationalen Zulieferbranche basiert auf den absoluten 
Ausgaben der Zulieferer für Forschung und Entwicklung (RD_supplier). Durch diese Summe 
kann näherungsweise gemessen werden, wie viel die Unternehmen in Innovationen 
investieren. Ein Teil der Ausgaben kann im Rahmen der Internationalisierung der Zulieferer 
ins Ausland fließen, der Großteil wird aber im Heimatland investiert (vgl. Dunning und 
Lundan 2009, S. 28). Basis für die Berechnung bilden die Unternehmensdaten der 
Zulieferbetriebe sowie der Reifenhersteller (ICB-CODE 3355 und 3357) aus der Worldscope 
Datenbank. 
4.2.6 Institutionelle Rahmenbedingungen 
4.2.6.1 Formlose Regeln 
Die formlose Institution Kultur wird auf Basis von Individualismus (IND), 
Unsicherheitsvermeidung (UA) und Machtdistanz (PD) betrachtet. Für die Analyse der 
Effekte dieser Kulturdimensionen auf den Zusammenhang zwischen Internationalität und 
Unternehmenserfolg erfolgt die Quantifizierung der drei Dimensionen auf Basis der 
Ergebnisse von Hofstede (2001). Die Dimensionen der ursprünglichen Studie von Hofstede 
(1984b) reichen von 0 bis 100 basierend auf 40 Ländern (vgl. Hofstede 1983, S. 78). In 
Folgestudien wie bei Hofstede (2001) konnte die Ausprägung der Dimensionen in weitere 
Länder quantifiziert werden, sodass der Index teilweise Werte über 100 Punkte erreicht (vgl. 
De Mooij/Hofstede 2002, S. 63). 
4.2.6.2 Formgebundene Regeln 
Es existiert eine Vielzahl von Indikatoren für die Messung der Qualität von 
Regierungsinstitutionen, z.B. der Global Competitive Index, der Business Environmental Risk 
Intelligence Index oder der Indicator of Quality of Governance. Tabelle 4.1 umfasst 
ausgewählte Indizes für die Messung der Regierungsqualität. 
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Tabelle 4.1: Kennzahlen zur Evaluation der Qualität von Regierungen und Institutionen (Quelle: Worldbank 
2013) 
Index  Gemessene Aspekte der Regierung 
(nicht vollständig) 
Spezifität Abdeckung 
der Länder 
Abdeck-
ung der 
Zeit 
Verwendung 
in publizierten 
Studien 
WDR97 (Private 
sector survey) 
Unberechenbarkeit der Politik, Qualität 
des öffentlichen Dienstes, Korruption 
und Bürokratie, Unberechenbarkeit der 
Justiz 
Medium Medium Niedrig Niedrig 
CPIA (World 
Bank) 
Wirtschaftsführung, Strukturpolitik, 
Politik der sozialen Eingliederung und 
Gleichstellung, Führung des öffentlichen 
Sektors und der Institutionen  
Medium Hoch Niedrig Keine 
KKZ (Kaufmann, 
Kraay and 
Zoido-Lobaton) 
Korruption, Rechtstaatlichkeit, 
Mitspracherecht und Verantwortlichkeit, 
politische Instabilität und Gewalt, 
Wirksamkeit der Regierung, 
Bürokratismus 
Niedrig Hoch Niedrig Niedrig 
TI (Transparency 
International) 
Korruptionswahrnehmungsindex Niedrig Medium Niedrig Medium 
Freedom House Politische Rechte,  
bürgerliche Freiheiten 
Niedrig Hoch Hoch Hoch 
International 
Country Risk 
Guide (ICRG) 
Korruption in der Regierung, Recht und 
Ordnung, Bürokratismus 
 
Niedrig Hoch Hoch Hoch 
BERI (Business 
Environmental 
Risk 
Intelligence) 
Bürokratie bedingte Verzögerungen,  
Durchsetzbarkeit von Verträgen, 
nationales Risiko, politische Stabilität 
Niedrig Niedrig Hoch Medium 
Heritage Eigentumsrechte, 
Schwarzmarktregulierung 
Niedrig Hoch Niedrig Niedrig 
GCR (Global 
Competitiveness 
Report 
Unabhängigkeit öffentlicher 
Dienstleistungen von der Politik, 
Kompetenz der 
Beschäftigten des öffentlichen Dienstes, 
Steuerhinterziehung,  
Effektivität der Polizei 
Medium Niedrig Niedrig Niedrig 
WCY (World 
Competitiveness 
Yearbook) 
Bestechung und Korruption, 
Steuerhinterziehung,  
Abhängigkeit des öffentlichen Sektors 
von der Politik,  
persönliche Sicherheit, Eigentumsrechte 
Medium Niedrig Niedrig Niedrig 
CIM (Contract 
intensive 
Money) 
Durchsetzbarkeit von Verträgen, 
Eigentumsrechte 
Medium Hoch Hoch Niedrig 
Policy volatility 
Data 
Glaubwürdigkeit der Politik, 
Haushaltspolitik 
Hoch Medium Medium Keine 
Telephone 
delays 
Servicequalität des öffentlichen Dienstes Medium Niedrig Medium Niedrig 
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Die Auswertung in Tabelle 4.1 basiert auf einer Veröffentlichung der Worldbank (2013). In 
dem Aufsatz stufen die Forscher der Weltbank die Indizes nach vier Kriterien ein: Spezifität, 
zeitliche und geografische Abdeckung sowie Verwendung in veröffentlichten Studien.  
Bereits an den weitreichenden Kriterien wird deutlich, dass die Kennzahlen sehr heterogen 
sind. Diese Messkriterien reichen von der Servicequalität des öffentlichen Sektors bis zur 
Korruptionsbekämpfung. 
Einige der Indizes fokussieren sich auf einen kleinen Aspekt der Leistung und Qualität von 
Regierungen, z.B. Telephone delays. Dieser Eindruck spiegelt sich in der Spezifität der Indizes 
wider. Messkriterien mit einer hohen Spezifität beziehen sich auf bestimmte Bereiche der 
Regierungsqualität, so ist z.B. ein Korruptionsindex weniger spezifisch als ein 
Korruptionsindex in der Bürokratie (vgl. Worldbank 2013, S. 3). Der Index für die geplante 
Analyse sollte einen möglichst geringen Grad der Spezifität aufweisen, um nicht nur spezielle 
Aspekte der Regierung zu messen. Die Kennziffer soll vielmehr die Qualität der Regierung im 
Allgemeinen operationalisieren. Der Index muss zudem relativ viele Länder abdecken, sodass 
für alle Heimatländer in der Stichprobe Beobachtungen zur Qualität der Regierung vorliegen. 
Gleiches gilt für die Verfügbarkeit der Daten über einen großen Zeitraum. Die Betrachtung 
über eine große Zeitspanne ermöglicht die Analyse der Effekte abhängig von der Zeit. Ziel ist 
es daher, einen Index auszuwählen, der für viele Beobachtungsjahre die Werte der 
Regierungsqualität bietet. 
Nach Betrachtung der Spezifität sowie der Abdeckung von Ländern und Zeit verbleiben zwei 
Indizes, die für die Analyse geeignet sind: der ICRG und der Freedom House Index. Nur diese 
Indizes verfügen über eine geringe Spezifität und eine hohe Abdeckung von Ländern und 
Beobachtungsjahren. Die Auswertung der Messkriterien dieser beiden Indizes zeigt, dass der 
Freedom House Index einen rein politisch gerichteten Fokus aufweist. Der ICRG hingegen ist 
allgemeiner gefasst und deckt die Bereiche Korruption, Recht und Ordnung sowie 
Bürokratismus ab. Der Freedom House Index fokussiert sich auf den Schutz der Bürgerrechte 
und der ICRG auf die Unterstützung von Unternehmen (vgl. Davis et al. 2012, S. 167). 
Aufgrund des Ziels der vorliegenden Arbeit, der tieferen Analyse des Zusammenhangs 
zwischen Internationalität und Erfolg von Unternehmen, erfolgt die Messung der Qualität 
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der Regierungsinstitutionen im Folgenden durch den ICRG. Dieser Index reicht von 0 bis 1. Je 
höher der Wert des Index ist, desto höher ist die Qualität der Regierung in einem Land. 
4.2.7 Intraregionale Internationalisierung 
Die Messung der unterschiedlichen Effekte von intra- und interregionalen Liabilities of 
Foreignness basiert auf der Segmentberichterstattung in der Worldscope-Datenbank. Die 
Segmentberichterstattung enthält die Umsätze der Unternehmen in den jeweiligen 
Hauptabsatzmärkten. Gesellschaften, deren Eigen- oder Fremdkapitaltitel öffentlich 
gehandelt werden, müssen diese Information in den Geschäftsbericht mitaufnehmen (vgl. 
IAS 14.3). 
Die Regionen Nordamerika, Europa und Asien bilden die Heimatregionen in der vorliegenden 
Arbeit. Diese Einteilung basiert auf den Triaden von Ohmae (1985). Für die Bestimmung des 
Grades der Intraregionalisierung werden die Umsätze, die ein Unternehmen in seiner 
Heimatregion generiert, manuell aufsummiert. Diese Summen enthalten nicht die Umsätze 
im Heimatland. Der Ausschluss des Heimatlandes ermöglicht eine Differenzierung zwischen 
nationaler und intraregionaler Expansion (vgl. Li 2005, S. 44). Der Umsatz in der 
Heimatregion wird in Relation zum Auslandsumsatz (HSFS) gesetzt und zeigt damit, welcher 
Anteil des Auslandsumsatzes in der Heimatregion erzielt wird. Das Verhältnis von Umsatz in 
der Heimatregion zum Auslandsumsatz wurde bereits von Banalieva/Eddleston (2011), 
Banalieva/ Dhanaraj 2014, Delios/Beamish (2005), Li (2005) sowie Rugman/Verbeke (2008) 
verwendet. 
4.2.8 Größe der Heimatregion 
Die Operationalisierung der Größe der Heimatregion (GDP_HT) erfolgt basierend auf dem 
Bruttoinlandsprodukt (BIP) (vgl. Rugman/Verbeke 2004, S. 7). Vom BIP in der Heimatregion 
wird das BIP des Heimatlandes separiert. Die Exklusion des Heimatlandes ermöglicht eine 
Differenzierung zwischen nationaler und intraregionaler Marktgröße (vgl. Li 2005, S. 44). Die 
Daten zum BIP entstammen der Weltbank (vgl. Worldbank 2014). Die regionale Einteilung 
basiert auf dem Triadenansatz von Ohmae (1985) und resultiert in den drei Regionen Asien, 
Europa und Nordamerika. 
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4.2.9 Kontrollvariablen 
Der Unternehmenserfolg wird durch eine Vielzahl von Effekten beeinflusst. Um diese 
Einflüsse in der vorliegenden Untersuchung zu kontrollieren, werden folgende 
Kontrollvariablen verwendet: Unternehmensgröße, Verschuldungsgrad, Kapitalintensität, 
F&E-Intensität, Marketingintensität, Produktdiversifikation und die Jahresdummy-Variablen.  
Durch die Verwendung der Unternehmensgröße (SIZE) im Untersuchungsmodell sollen 
Skaleneffekte kontrolliert werden. Der Einfluss der Unternehmensgröße auf den Erfolg der 
Unternehmen ergab in der bisherigen Forschung zum Zusammenhang zwischen 
Internationalität und Unternehmenserfolg keinen eindeutigen Effekt. Sowohl 
Gomes/Ramaswamy (1999) als auch Elango/Ma (2008) beispielsweise konnten einen 
signifikant positiven Einfluss der Größe auf den Unternehmenserfolg nachweisen. Auf der 
anderen Seite zeigen Kumar (1984) sowie Lu/Beamish (2001) einen signifikant negativen 
Effekt der Größe. Operationalisiert wird die Unternehmensgröße analog Ruigrok/Wagner 
(2003) durch das Anlagevermögen. 
Eine hohe Unternehmensverschuldung reduziert den buchhalterischen Gewinn und steigert 
gleichzeitig das Unternehmensrisiko (vgl. Palich et al. 2000, S. 47), sodass nachfolgend eine 
Kontrolle des Verschuldungsgrades (TDTA) erfolgt. Forscher belegen sowohl einen negativen 
Einfluss des Verschuldungsgrades auf den Unternehmenserfolg (z.B. Delios/Beamish 1999; 
Geringer et al. 2000; Grant et al. 1988) als auch einen positiven Einfluss (z.B. 
Majocchi/Zucchella 2003; Wan/Hoskisson 2003). Der Verschuldungsgrad wird als 
Kontrollvariable in die empirische Analyse aufgenommen und durch die Gesamtschulden im 
Verhältnis zum Gesamtvermögen operationalisiert.  
Forscher berücksichtigen in früheren Studien den Effekt der Kapitalintensität (CETS) auf den 
Unternehmenserfolg (vgl. Eckert et al. 2010; Denis et al. 2000; Kim/Mathur 2008). Durch 
diese Variable werden der Effekt der technologischen Ausstattung (vgl. Lepak et al. 2003, S. 
690) und der Effekt von Größenvorteilen auf den Unternehmenserfolg kontrolliert (vgl. 
Eckert et al. 2010, S. 567). Beispielsweise verwenden Ravichandran et al. (2009) die 
Kapitalintensität und zeigen einen positiven, aber insignifikanten Einfluss auf den 
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Unternehmenserfolg. Die Variable CETS berechnet sich im Folgenden als Kapitalkosten in 
Relation zum Umsatz. 
Die Kontrolle des Effektes des immateriellen Vermögens und dessen moderierender Einfluss 
auf den Zusammenhang zwischen Internationalität und Unternehmenserfolg erfolgt durch 
die Verwendung von zwei Kontrollvariablen. In der Regel werden die immateriellen 
Firmenwerte durch die relativen Ausgaben für F&E sowie die relativen Ausgaben für 
Marketing approximiert (vgl. Kapitel 2.7.1). Für die Messung der F&E-Intensität werden die 
Ausgaben für Forschung und Entwicklung in Relation zu den Umsätzen (RDS) des 
Unternehmens gesetzt. Ähnlich erfolgt die Berechnung der Marketingintensität. Da die 
Geschäftsberichte in der Regel die Marketingausgaben nicht enthalten, verwenden Forscher 
stattdessen die Ausgaben für Vertrieb und Verwaltung (vgl. Eckert et al. 2012, S. 11). Im 
Folgenden werden daher auch die Ausgaben für Vertrieb und Verwaltung in Relation zum 
Umsatz (SAS) verwendet. Die Ausstattung eines Unternehmens mit diesen immateriellen 
Vermögensgegenständen hat einen positiven Effekt auf den Zusammenhang zwischen 
Internationalität und Unternehmenserfolg (vgl. Kirca et al. 2011, S. 52). Die Ergebnisse der 
Literaturrecherche in Kapitel 2.7.1 verdeutlichen jedoch, dass diese Annahme insbesondere 
hinsichtlich der Marketingintensität nicht immer zutrifft. Der moderierende Effekt der 
Marketingintensität ist häufig insignifikant und teilweise negativ signifikant (vgl. Lu/Beamish 
2004; Shiue et al. 2005). Die kundenspezifische Ausrichtung von Marketing erschwert 
insbesondere die Nutzung von Vorteilen im Ausland, da die Kundenpräferenzen im Ausland 
von einheimischen Präferenzen abweichen können (vgl. Özsomer/Simoni 2004, S. 401). Die 
Forschungs- und Entwicklungsintensität beeinflusst den Zusammenhang zwischen 
Internationalität und Unternehmenserfolg in bisherigen Studien positiv (vgl. Gomez-
Mejia/Palich 1997; Li/Qian 2005; Shiue et al. 2005). 
Die Aktivität eines Unternehmens in verschiedenen Branchen beeinflusst den 
Unternehmenserfolg (vgl. Geringer et al 2000, S. 54). Der Einfluss der Produktdiversifikation 
(PDiv) auf den Erfolg kann sowohl positiv als auch negativ sein (vgl. Hitt et al. 1997, S. 775f). 
Die Aktivität in ähnlichen Branchen ermöglicht es Unternehmen, Vorteile durch Synergien zu 
generieren (vgl. Geringer et al 2000, S. 52). Auf der anderen Seite erhöht sich durch die 
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industrielle Differenzierung die Komplexität der Organisation, wodurch die Kosten für 
Koordination steigen (vgl. Hitt et al. 1997, S. 768). Lu/Beamish (2001, 2004) zeigen einen 
entsprechend negativen Einfluss der Produktdiversifikation auf den Erfolg.  
Die Produktdiversifikation berechnet sich in der vorliegenden Arbeit auf Basis des 
Herfindahl-Index, analog zu Tallman/Li (1996). Für die Berechnung wird die Summe der 
quadrierten Umsatzanteile U eines Unternehmens in den Produktsparten i bis n von 1 
subtrahiert. 
(5) 𝑃𝐷𝑖𝑣 = 1 − ∑ 𝑈𝑖
2
𝑛
𝑖=1
 
Die Kontrolle von Periodeneffekten erfolgt auf Basis von binär kodierten Variablen für die 
verschiedenen Untersuchungsjahre. Die Einführung von diesen Zeitdummies (YD) verhindert, 
dass besondere Ereignisse wie z.B. die deutsche Wiedervereinigung oder die Einführung des 
Euros die Regressionsergebnisse beeinflussen. 
Alle Kontrollvariablen bzw. die zugrunde liegenden Daten stammen aus der Worldscope-
Datenbank.  
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4.2.10 Zusammenfassung der Variablen 
In Tabelle 4.2 sind die verwendeten Variablen dargestellt.  
Tabelle 4.2: Zusammenfassung der in der empririschen Untersuchung verwendeten Variablen  
Bezeichnung  Beschreibung Quelle der Daten 
ROA Kapitalrendite Worldscope-Datenbank 
FSTS Anteil des Auslandsumsatzes am Gesamtumsatz Worldscope-Datenbank 
lnROS Logarithmierte Umsatzrendite Worldscope-Datenbank 
FATA Anteil des Auslandsvermögens am Gesamtvermögen Worldscope-Datenbank 
INT Internationalisierungsmaß (FSTS oder FATA) Worldscope-Datenbank 
lnPerf Unternehmenserfolgsmaß (lnROA oder lnROS) Worldscope-Datenbank 
DEM Nachfrage gemessen durch die Höhe der Zulassungen bzw. 
Verkaufszahlen der einzelnen Hersteller 
POLK-Datenbank, KAMA 
(2011), eigene Berechnung 
COMP Die Höhe des Wettbewerbs in einem Land wird ermittelt, 
indem die Summe der quadrierten Marktanteile der 
verschiedenen Hersteller von 1 abgezogen wird. 
POLK-Datenbank, KAMA 
(2011), eigene Berechnung 
MINT Anzahl der MINT Absolventen OECD-Datenbank 
RD_supplier Summe der Ausgaben der Zulieferindustrie für Forschung und 
Entwicklung. Die Zulieferindustrie wird definiert durch die ICB-
Codes 3355 (Zulieferer) und 3357 (Reifen). 
Worldscope Datenbank 
und eigene Berechnung 
IND Grad des Individualismus in einer Gesellschaft Hofstede (2001) 
UA Grad der Unsicherheitsvermeidung in einer Gesellschaft  Hofstede (2001) 
PD Grad der Machtdistanz in einer Gesellschaft Hofstede (2001) 
ICRG Qualität der Regierung auf Basis der Kriterien: Korruption in der 
Regierung, Recht und Ordnung, Bürokratismus 
http://www.qog.pol.gu.se 
HSFS Anteil der Umsätze in der Heimatregion (ohne Heimatland) in 
Relation zu Auslandsumsätzen 
Worldscope-Datenbank 
und eigene Berechnung 
HATA Anteil des Vermögens in der Heimatregion (ohne Heimatland) 
in Relation zum Auslandsvermögen 
Worldscope-Datenbank 
und eigene Berechnung 
GDP_HT Summe des Bruttoinlandsproduktes in der Heimatregion (ohne 
Heimatland) 
Worldbank (2014) und 
eigene Berechnung 
SIZE Unternehmensumsatz Worldscope-Datenbank 
und eigene Berechnung 
TDTA Relation von Schulden zu Vermögen Worldscope Datenbank 
CETS Relation von Kapitalausgaben zum Umsatz  Worldscope-Datenbank 
RDS Ausgaben für Forschung und Entwicklung in Relation zum 
Umsatz 
Worldscope-Datenbank 
SAS Ausgaben für Vertrieb und Verwaltung in Relation zum Umsatz Worldscope-Datenbank 
PDiv Quadrierter Umsatzanteil der Produkte abgezogen von 1 Worldscope-Datenbank 
und eigene Berechnung 
YD Jahresdummies zur Kontrolle von jahresspezifischen Effekten Eigene Berechnung 
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5 Empirische Untersuchung 
5.1 Stichprobenbeschreibung 
Die ursprüngliche Stichprobe der Worldscope-Datenbank umfasst 41 
Automobilunternehmen aus 13 verschiedenen Ländern. Die detaillierte Verteilung der 
Unternehmen über die Heimatländer ist in Tabelle 5.1 dargestellt. In der Tabelle wird 
deutlich, dass in der Worldscope-Datenbank auch Unternehmen als Automobilhersteller 
klassifiziert sind, die anderen Branchen angehören oder lediglich Prototypen entwickeln. Aus 
der Stichprobe wird entsprechend die Rücker AG, Pininfarina und die Mindset AG entfernt. 
Bei der Rücker AG handelt es sich um einen Entwicklungsdienstleister der 
Automobilindustrie ohne eigene Produktion (vgl. Rücker 2014). Pininfarina produziert 
lediglich Fahrzeugkomponenten wie Dachmodule und berät Fahrzeughersteller, 
insbesondere im Design-Bereich (vgl. Pininfarina 2015). Aufgrund der fehlenden 
Fahrzeugproduktion entfällt das Unternehmen in der weiteren Analyse. Mindset war eine 
Schweizer Aktiengesellschaft, die kurz vor Marktreife des ersten Fahrzeugmodells Insolvenz 
anmeldete (vgl. Autoblog 2012). 
Aus der Stichprobe wird ebenfalls das portugiesische Unternehmen Toyota Caetano 
entfernt. Der Grund dafür liegt in der engen Verbindung zu Toyota Motors Corporation (vgl. 
Toyota Caetano Portugal 2014). Diese Verbindung kann zu einer Beeinflussung des 
Verhaltens und der Eigenschaften von Toyota Caetano führen. Dieser japanische Einfluss 
verhindert eine eindeutige Klassifizierung von Toyota Caetano als portugiesisch. 
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Tabelle 5.1: Zusammenfassung der untersuchten Unternehmen geordnet nach dem jeweiligen Heimatland 
(vor Bereinigung/ Ergänzung der Daten) 
Heimatland (Anzahl 
der Beobachtungen) Unternehmensname Anzahl der Beobachtungen 
China (22) 
BEIQI FOTON MOTOR COMPANY LIMITED 4 
BRILLIANCE CHINA AUTOMOTIVE HOLDINGS LIMITED 2 
CHINA JIALING INDUSTRIAL CO LIMITED (GROUP) 6 
CHONGQING JIANSHE MOTORCYCLE COMPANY LIMITED 2 
GEELY AUTOMOBILE HOLDINGS LIMITED 5 
GREAT WALL MOTOR COMPANY LIMITED 2 
JINAN QINGQI MOTORCYCLES 1 
Deutschland (80) 
AUDI AG 14 
BAYERISCHE MOTOREN WERKE AKTIENGESELLSCHAFT 17 
DAIMLER AG 9 
HYMER AG 14 
RUECKER AG 7 
VOLKSWAGEN AG 19 
Frankreich (36) 
PEUGEOT S.A. 18 
RENAULT (REGIE NATIONALE DES USINES) SA 18 
Hongkong (5) G.A. HOLDINGS LTD 5 
Indien (5) HINDUSTAN MOTORS LIMITED 5 
Italien (41) 
FIAT SPA 19 
IMMSI SPA 4 
PIAGGIO NC SPA 2 
PININFARINA S.P.A. 16 
Japan (142) 
DAIHATSU MOTOR COMPANY LIMITED 15 
FUJI HEAVY INDUSTRIES LTD 15 
HONDA MOTOR CO., LTD. 19 
MAZDA MOTOR CORPORATION 15 
MITSUBISHI MOTORS CORPORATION 14 
NISSAN MOTOR CO LTD 15 
SUZUKI MOTOR CORPORATION 15 
TOYOTA MOTOR CORPORATION 15 
YAMAHA MOTOR CO LTD 19 
Südkorea (10) 
HYUNDAI MOTOR COMPANY LIMITED 6 
KIA MOTORS CORPORATION 4 
Malaysia (37) 
PROTON HOLDINGS BERHAD 9 
TAN CHONG INTERNATIONAL LIMITED 7 
TAN CHONG MOTOR HOLDINGS BERHAD 3 
UMW HOLDINGS BERHAD 18 
Österreich (4) KTM POWER SPORTS AG 4 
Portugal (13) Toyota Caetano 13 
Schweiz (13) MINDSET HOLDING AG 13 
USA (36) 
FORD MOTOR COMPANY 19 
HARLEY-DAVIDSON INCORPORATED 17 
Gesamtergebnis 
 
444 
In der Erhebung fehlen verschiedene Hersteller, unter anderem General Motors. Aufgrund 
der Größe und der Relevanz von General Motors erfolgt eine manuelle Erhebung auf Basis 
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der Geschäftsberichte. Die Jahresberichte sind nur für einen begrenzten Zeitraum verfügbar. 
Die Beobachtungen für General Motors beschränken sich daher auf die Unternehmensjahre 
zwischen 1993 und 2004. 
In einem Fall kam es zu einer Umfirmierung während des Beobachtungszeitraumes. Das 
Unternehmen Tan Chong Motor Holdings Berhad existierte bis 1997 in der Stichprobe. Im 
Zeitraum zwischen 1997 und 1999 erfolgte die Umfirmierung in Tan Chong International 
Limited (vgl. Tan Chong Motor Holdings Bhd 2014). Diese Änderung hatte keine Verlegung 
des Firmensitzes in ein anderes Land zur Folge und ist damit für die Analyse unkritisch. 
Die Stichprobe wird in Bezug auf Ausreißer bereinigt, um Fehler zu korrigieren, die bei der 
Erstellung der Jahresberichte oder beim Übertrag der Daten in die Datenbank aufgetreten 
sein können. Diese Ausreißer würden zu einer Verzerrung der Stichprobe und damit auch der 
Ergebnisse führen. Für den Hersteller Geely ergeben sich beispielsweise Werte von 300% für 
die Kapitalintensität und 346% für die Marketingintensität. Das Maximum liegt in der 
Stichprobe ohne die Werte von Geely bei 44% bzw. 57%. Diese Beobachtungen werden 
daher aus der Stichprobe entfernt. Nach Bereinigung der Stichprobe ergibt sich die in 
Abbildung 5.1 aufgeführte Verteilung der verbliebenen Beobachtungen der 37 Unternehmen 
über die Länder. 
 
Abbildung 5.1: Häufigkeitsverteilung der Heimatländer in der Stichprobe 
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Der Großteil der Beobachtungen stammt aus Japan und Deutschland. Dieses Ergebnis ist 
zum einen auf die Vielzahl der japanischen und deutschen Automobilhersteller 
zurückzuführen. Die Stichprobe umfasst fünf deutsche und neun japanische Unternehmen, 
wobei der Mittelwert bei 3,5 Herstellern je Land liegt. Zum anderen liegen die Gründung der 
japanischen und deutschen Automobilproduzenten verglichen mit chinesischen Produzenten 
weit zurück, sodass Daten ab 1988 auch potenziell verfügbar sind. Die Gründung von Beiqi 
Foton Motors und Geely erfolgte beispielsweise in den Jahren 1996 und 1997. 
Beobachtungen liegen daher für diese Unternehmen maximal für den Zeitraum 1997-2006 
bzw. 1996-2006 vor. 
5.2 Deskriptive Statistik 
In Tabelle 5.2 ist die deskriptive Statistik für die Variablen der Stichprobe dargestellt. Die 
Auswertung beinhaltete insgesamt 402 Datensätze. Aus der Tabelle wird deutlich, dass nur 
ein geringer Teil dieser Datensätze komplett ist. Die Absolventenzahlen der OECD stehen 
erst ab dem Jahr 1998 zur Verfügung, sodass insgesamt 10 Jahre in der Untersuchung fehlen. 
Zudem finden sich in den Daten der OECD keine Angaben für Malaysia und Hongkong.  
Tabelle 5.2: Deskriptive Statistik der Stichprobe 
 
N 
Mittelwert Median 
Standard-
abweichung 
Minimum Maximum 
Gültig Fehlend 
lnROA 370 32 1,38 1,40 0,73 -0,78 3,00 
lnROS 358 44 1,28 1,32 0,72 -0,89 3,08 
FSTS 402 0 0,42 0,43 0,23 0,00 0,98 
FATA 239 163 0,31 0,31 0,19 0,00 0,91 
RDS 284 118 3,54 3,54 2,09 0,00 28,29 
SAS 329 73 12,99 12,87 6,03 0,01 56,52 
CETS 379 23 7,11 5,72 5,46 0,24 44,25 
TDTA 401 1 33,94 33,42 18,62 0,00 98,40 
SIZE 402 0 7,62E+09 5,77E+07 2,97E+10 5,77E+03 1,94E+11 
PDiv 326 76 0,6547 0,6172 0,40537 0,00 1,83 
DEM 372 30 3,52E+06 3,74E+06 2,06E+06 1,85E+04 9,10E+06 
MINT 187 215 4,75E+04 3,02E+04 4,70E+04 2,03E+03 2,01E+05 
RD_supplier 351 51 1,49E+10 1,42E+08 2,65E+10 1,00E+04 9,29E+10 
COMP 376 26 0,84 0,85 0,10 0,44 0,96 
ICRG 397 5 0,81 0,83 0,14 0,44 1,00 
PD 402 0 55,96 54,00 19,74 11,00 104,00 
UA 402 0 70,08 75,00 22,23 29,00 92,00 
IND 402 0 55,13 46,00 21,09 18,00 91,00 
HSFS 166 236 0,53 0,58 0,30 0,03 1,00 
HAFA 239 163 0,31 0,31 0,19 0,00 0,91 
GDP_HT 402 0 6,33E+12 6,69E+12 3,47E+12 5,00E+11 1,54E+13 
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Des Weiteren weisen die Kennzahlen zur Intraregionalisierung HSFS und HAFA eine 
vergleichsweise hohe Anzahl fehlender Daten auf, weil Unternehmen in ihren 
Abschlussberichten die Umsätze im Heimatland nicht separat ausgewiesen haben. Nationale 
Umsätze können in diesem Fall nicht von intraregionalen Umsätzen getrennt werden. Ein 
Beispiel für diese gemischte Berichterstattung ist Peugeot S.A. Im Unternehmensbericht wird 
zwischen den folgenden Regionen unterschieden: Western Europe, Rest of the World, Rest 
of Europe und Latin America. Auf dieser Basis kann nicht ermittelt werden, wie viel Umsatz 
der Hersteller in seiner Heimatregion Europa exklusiv Frankreich generiert hat. Ein anderes 
Beispiel ist China Jialing Industrial, hier wurde lediglich zwischen lokalem und ausländischem 
Umsatz unterschieden. 
5.3 Untersuchungsergebnisse 
Die Untersuchung basiert auf einer log-linearen Regression. Das Logarithmieren der 
abhängigen Variablen verringert hierbei das Risiko von Heteroskedastizität (vgl. Manning 
1998, S. 283). Neben der Freiheit von Heteroskedastizität sind Linearität, Vollständigkeit des 
Modells, Freiheit von Autokorrelation, Freiheit von exakter Multikollinearität sowie 
normalverteilte Störgrößen die Prämissen für die Effizienz einer linearen Regression (vgl. 
Backhaus et al. 2008, S. 83).  
Die Prüfung auf Homoskedastizität erfolgt durch den Breusch-Pagan-Test. Für diesen Test 
wird das quadrierte nicht standardisierte Residuum als abhängige Variable des eigentlichen 
Regressionsmodells verwendet (vgl. Breusch/Pagan 1979, S. 1291ff). Heteroskedastizität 
liegt bei diesem Test vor, wenn das resultierende Modell signifikant ist. Bei Vorliegen von 
Heteroskedastizität kann es zu einer Verfälschung der Standardfehler der Methode der 
kleinsten Quadrate kommen (vgl. Backhaus et al. 2008, S. 85). Die angegebenen 
Signifikanzen sind damit verzerrt. Im Fall von Heteroskedastizität werden die Hubert-White 
Standardfehler verwendet (vgl. Backhaus et al. 2008, S. 86). 
Das Vorliegen von Autokorrelation wird durch den Durbin-Watson-Test (DW) geprüft. Ein 
Testergebnis von DW≈2 weist auf keine Autokorrelation hin (vgl. Cohen et al.2003, S. 137). 
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Ein Koeffizient zwischen 1,5 und 2,5 gilt als akzeptabel und impliziert ein unkritisches 
Ausmaß an Autokorrelation (vgl. Urban/Mayerl 2011, S. 266).  
Die Prüfung auf Vorliegen von Multikollinearität basiert auf der Auswertung des Varianz-
Inflationsfaktors (VIF). Liegt der VIF eines Regressionskoeffizienten über dem Wert von 10, 
liegt starke Multikollinearität vor (vgl. Cohen et al. 2003, S. 423). 
Die Normalverteilung der Störgrößen wird mit dem Shapiro-Wilk-Test geprüft (vgl. 
Shapiro/Wilk 1965, S. 591ff). Ein signifikantes Testergebnis deutet auf eine Verteilung hin, 
die sich signifikant von der Normalverteilung unterscheidet. 
5.3.1 Untersuchungsmodell 
Die Form des Zusammenhangs zwischen Internationalität und Unternehmenserfolg wird in 
der bisherigen Literatur intensiv diskutiert (vgl. Kapitel 2.5). Empirische Studien belegen 
unterschiedlichste Zusammenhänge, beispielsweise U- und S-förmige Kurven (vgl. Kapitel 
2.6). Aktuell besteht in der Forschung kein Konsens über den Effekt der Internationalität auf 
den Unternehmenserfolg (vgl. Hennart 2007, S. 424). Es erfolgt daher zunächst eine 
Betrachtung des Zusammenhangs zwischen Internationalität und Unternehmenserfolg der 
Fahrzeughersteller, um das Basismodell für die weiteren Untersuchungen zu definieren.  
Betrachtet werden in Tabelle 5.3 ein Modell ohne Internationalisierungsterm sowie Modelle 
mit linearem, quadratischem und kubischem Internationalisierungsterm. Modell 5 
ermöglicht zudem einen Vergleich mit den Ergebnissen basierend auf einer nicht 
logarithmierten Kapitalrendite als abhängiger Variablen. 
Der Test auf Normalverteilung der Residuen zeigt in Modell 3 und Modell 4 eine Verteilung, 
die signifikant von der Normalverteilung abweicht. Nicht-normalverteilte Residuen führen zu 
einer Ungültigkeit des Signifikanztests (vgl. Backhaus et al. 2008, S. 90). Bei ausreichend 
großen Stichproben ist die Annahme von Normalverteilung aufgrund des zentralen 
Grenzwertsatz unproblematisch (vgl. Backhaus et al. 2008, S. 90). Als große Stichproben 
werden in der Literatur verschiedene Beobachtungszahlen genannt. Die Angaben der 
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Tabelle 5.3: Vergleich von Regressionsmodellen mit linearem und nicht linearem Einfluss der 
Internationalität auf den Unternehmenserfolg  
 Modell 1 Modell 2 Modell 3 Modell 4 Modell 5 
(Konstante) 
2,49 
(8,17)*** 
0,52 
(8,74)*** 
0,51 
(8,63)*** 
4,22 
(7,57)*** 
18,00 
(5,61)*** 
RDS 
-0,06 
(-1,60) 
-0,34 
(-3,98)*** 
-0,19 
(-2,10)* 
-0,31 
(-3,00)** 
-1,44 
(-2,25)* 
SAS 
-0,02 
(-1,96) 
-0,12 
(-4,28)*** 
-0,08 
(-2,70)** 
-0,07 
(-2,43)* 
-0,15 
(-0,87) 
CETS 
-0,01 
(-0,61) 
-0,00 
(-0,25) 
-0,02 
(-1,71)+ 
-0,02 
(-1,92)+ 
-0,07 
(-0,96) 
FSTS*RDS 
 
0,55 
(3,53)** 
0,35 
(2,18)* 
0,57 
(3,14)** 
2,48 
(2,17)* 
FSTS*SAS 
 
0,20 
(3,51)** 
0,10 
(1,59) 
0,07 
(1,25) 
0,05 
(0,13) 
TDTA 
-0,01 
(-3,46)** 
-0,01 
(-3,19)** 
-0,01 
(-3,61)*** 
-0,01 
(-3,47)** 
-0,08 
(-4,08)*** 
SIZE 
-0,00 
(-1,07) 
-0,00 
(-0,80) 
-0,00 
(-0,89) 
-0,00 
(-1,20) 
0,00 
(0,60) 
PDiv 
-0,34 
(-3,23)** 
-0,37 
(-3,17) 
-0,47 
(-4,11)*** 
-0,47 
(-4,14)*** 
-1,94 
(-2,77)** 
FSTS 
 
-4,29 
(-4,46)*** 
-6,14 
(-5,85)*** 
-0,87 
(-0,36) 
-7,96 
(-0,54) 
(FSTS)2 
  
4,24 
(3,76)*** 
-9,23 
(-1,63) 
-39,42 
(-1,14) 
(FSTS)3 
   
9,06 
(2,43)* 
46,60 
(2,03)* 
F-Wert 2,859*** 3,687*** 4,329*** 4,503*** 3,758*** 
N 201 201 201 201 201 
Max. VIF 2,13 28,36 35,32 848,53 793,20 
DW-Statistik 1,862 2,065 2,106 2,175 1,886 
Korr. R2 0,182 0,266 0,318 0,337 0,271 
Breusch-Pagan Test 1,271 1,706* 2,782*** 1,781** 1,772* 
Shapiro-Wilk-Test 0,996 0,995 0,983* 0,982* 0,945*** 
Abhängige Variable (Modell 1 bis Modell 4): Logarithmierter Return on Assets; Abhängige Variable (Modell 5): Return on Assets; p-Wert 
in Klammern; p-Wert in Klammern; ***Signifikanzniveau p≥99,9%, **Signifikanzniveau p≥99%; *Signifikanzniveau p≥95%; 
+Signifikanzniveau p≥90%; a Dieser Parameter wird auf null gesetzt, weil er redundant ist, Jahreskontrollvariablen siehe Anhang 7.1) 
Wissenschaftler variieren beispielsweise zwischen 30 (vgl. Poddig et al. 2003, S. 90), 40 (vgl. 
Mosler/Schmid 204, S. 218) und 50 (vgl. Anderson et. al 2013, S. 105). Da die Modelle mehr 
als 200 Beobachtungen aufweisen, kann eine Normalverteilung unterstellt werden. 
Der Breusch-Pagan-Test auf Heteroskedastizität ist in Modell 2, Modell 3 und Modell 4 
signifikant, sodass keine Homoskedastizität vorliegt. Um daraus resultierende Ineffizienzen 
der Schätzung zu vermeiden, werden die heteroskedastie-robusten Standardfehler von 
Hubert-White verwendet (vgl. Backhaus et al. 2008, S. 86).  
Der F-Wert und das korrigierte Bestimmtheitsmaß steigen von Modell 1 bis Modell 4 
kontinuierlich an. Modell 4 erklärt von den vier Modellen in Tabelle 5.3 den größten Teil der 
Varianz in den Daten, wobei lediglich der kubische Internationalisierungsterm den 
Unternehmenserfolg in dieser Regressionsanalyse signifikant beeinflusst. Der Grund für die 
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fehlenden Signifikanzen des linearen und des quadratischen Internationalisierungsterms ist 
unter anderem die starke Multikollinearität. Eine hohe Korrelation zwischen Regressoren 
erschwert durch die Multikollinearität die Unterscheidung der Einflüsse der einzelnen 
Regressoren auf die abhängige Variable (vgl. Assenmacher 2013, S. 32). Die Varianz der 
Koeffizientenschätzfunktion steigt bei Kollinearität, was zu sinkenden t-Werten führt (vgl. 
Assenmacher 2013, S. 33). Diese sinkenden t-Werte erschweren das Erreichen üblicher 
Signifikanzniveaus. 
Der Vergleich zwischen ROA und lnROA als abhängige Variable zeigt, dass durch das 
Logarithmieren der Kapitalrendite der Erklärungsgehalt und der F-Wert steigen. Die Modelle 
mit logarithmierter Kapitalrendite erklären den Zusammenhang in der Stichprobe besser. 
Aufgrund des hohen F-Wertes und des hohen korrigierten Bestimmtheitsmaßes bildet 
Modell 4 die Grundlage für die folgenden Untersuchungen. 
Das Regressionsmodell für die Prüfung der Hypothese 1 bis Hypothese 10 sieht am Beispiel 
der Nachfrage (Modell 6) wie folgt aus: 
(6) lnROAi = β0 + β1 * RDSi + β2 * SASi + β3 * CETSi + β4 * FSTSi * RDSi + β5 * FSTSi *SASi 
+ β6 TDTAi + β7 * SIZEi + β8 * PDivi + β9 * FSTSi + β10 * FSTSi
2 + β11 * FSTSi
3 + β12 * 
DEMi + β13 * DEMi * FSTSi + ∑
k
j βj YDij + εi. 
Neben den verschiedenen Kontrollvariablen beeinflussen die Unternehmensinternationalität 
und die Nachfrage im Heimatland sowie das Produkt aus diesen Kennzahlen die 
Kapitalrendite. Der moderierende Einfluss der Nachfrage auf den Zusammenhang zwischen 
Internationalität und Unternehmenserfolg zeigt sich in Gleichung (6) in Form von DEMi * 
FSTSi. In den folgenden Regressionen werden analog dazu anstelle der Nachfrage die 
verbleibenden, identifizierten Einflussfaktoren des Heimatlandes eingesetzt. 
Der Test von Hypothese 11, der Rückgang des Heimatlandeffektes bei hohen 
Internationalisierungsgraden, basiert auf einer Untersuchung von Teilstichproben. Der Effekt 
der nationalen Rahmenbedingungen auf den Zusammenhang zwischen Internationalität und 
Unternehmenserfolg wird geprüft, indem die moderierenden Effekte bei geringen 
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Internationalisierungsgraden den Effekten bei hohen Internationalisierungsgraden 
gegenübergestellt werden. Die Gruppierung der Daten in geringe und hohe 
Internationalisierung erfolgt anhand des Medians des relativen Auslandsumsatzes bei einem 
Wert von 43%. 
5.3.2 Untersuchungsergebnisse 
In Tabelle 5.4, Tabelle 5.5 und Tabelle 5.6 sind die Ergebnisse zu den einzelnen 
Heimatlandeffekten dargestellt. Die Testergebnisse der Untersuchung abnehmender 
Heimatlandeffekte sind in Tabelle 5.7, Tabelle 5.8 und Tabelle 5.9 angegeben. 
Die Datengrundlage der Regressionen variiert zwischen 30 und 201 Beobachtungen. Ein 
Grund für die geringe Anzahl der Datensätze ist das listenweise Ausschlussverfahren. Wenn 
nur ein Wert nicht vorhanden ist, dann wird ein kompletter Datensatz in der Regression 
nicht weiter berücksichtigt. Aus Tabelle 5.2 geht hervor, dass bei einigen Variablen mehr als 
die Hälfte der Beobachtungen fehlt, sodass sich die Datengrundlage entsprechend reduziert. 
Ein weiterer Grund für die geringe Anzahl von kompletten Datensätzen ist die Teilung der 
Stichprobe zur Untersuchung von Hypothese 11. 
Die Annahme der Normalverteilung der Residuen muss in Modell 14 bei Verwendung der 
gering internationalisierten Unternehmen verworfen werden. In diesem Fall erlauben weder 
der Shapiro-Wilk-Test noch der zentrale Grenzwertsatz den Rückschluss auf normalverteilte 
Residuen. Der Shapiro-Wilk-Test ist hoch signifikant und die Beobachtungen liegen mit 30 
Datensätzen unter dem kritischen Niveau von 40 (vgl. Mosler/Schmid 204, S. 218) bzw. 50 
(vgl. Anderson et. al 2013, S. 105) Datensätzen. In der Folge werden diese Ergebnisse nicht 
weiter betrachtet, da bei nicht normalverteilten Störgrößen die Prüfgrößen nicht anwendbar 
sind und der Signifikanztest seine Gültigkeit verliert (vgl. Backhaus et al. 2008, S. 90). 
Der minimale VIF-Wert liegt in jedem der Modelle deutlich über dem kritischen Grenzwert 
von 10 (vgl. Cohen et al. 2003, S. 423). Multikollinearität ist häufig ein Problem in 
moderierenden multiplen Regressionen (vgl. Aguinis 1995, S. 1149). Eine Maßnahme zur 
Verringerung der Multikollinearität ist die Erweiterung der Stichprobe um weitere 
Beobachtungen (vgl. Urban/Mayerl 2011, S. 225ff). Dies ist aufgrund fehlender Verfügbarkeit 
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von weiteren Beobachtungen nicht möglich. Die Abhängigkeit der Daten verhindert zudem 
das methodische Ersetzen der fehlenden Daten durch multiple Imputation. Der MCAR-Test 
nach Little zeigt, dass die Daten nicht nach einem zufälligen Muster fehlen, sodass die Daten 
nicht durch statistische Methoden ersetzt werden sollten (vgl. Enders 2010, S. 18). Einige 
Forscher empfehlen, Multikollinearität durch die Zentrierung der unabhängigen Variablen zu 
verringern (vgl. West et al 1996, S. 16; Bagozzi et al. 1992 S. 511; Cronbach 1987, S. 414; 
Müller 2007, S. 248). Dieses Vorgehen wird kritisch diskutiert, denn die lineare 
Transformation hat keinen Effekt auf die Multikollinearität (vgl. Echambadi/Hess 2007, S. 
444; Belsley 1984, S. 73). Jedoch beeinflusst die Zentrierung den VIF, sodass dieser verzerrt 
wird (vgl. Gatignon/Vosgerau 2005, S. 7). Im Folgenden wird auf diese Transformation 
verzichtet. Die starke Korrelation der unabhängigen Variablen erschwert damit im Folgenden 
das Erreichen von signifikanten Ergebnissen, wobei die Schätzer dennoch erwartungstreu 
sind und interpretiert werden können (vgl. Assenmacher 2013, S. 32f). 
Der Durbin-Watson-Test zeigt für alle Modelle eine Ausprägung zwischen 1,5 und 2,5, die als 
unkritisch gilt (vgl. Urban/Mayerl 2011, S. 266). Es besteht damit keine Abhängigkeit 
zwischen den Fehlertermen. 
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Tabelle 5.4: Regressionsergebnisse zur Untersuchung der Heimatlandeffekte basierend auf der Theorie von 
Porter (1990) 
 Modell 4 Modell 6 Modell 7 Modell 8 Modell 9 
(Konstante) 
4,22 
(8,08)*** 
3,78 
(5,40)*** 
3,15 
(2,32)* 
3,84 
(5,98)*** 
-2,26 
(-1,72)+ 
RDS 
-0,31 
(-3,00)** 
-0,24 
(-2,07)* 
-0,08 
(-0,48) 
0,00 
(0,03) 
-0,37 
(-3,33)** 
SAS 
-0,07 
(-2,43)* 
-0,10 
(-3,26)** 
-0,10 
(-2,11)* 
-0,03 
(-0,92) 
-0,14 
(-4,64)*** 
CETS 
-0,02 
(-1,92)+ 
-0,00 
(-0,43) 
-0,00 
(-0,09) 
-0,01 
(-0,53) 
0,00 
(0,03) 
TDTA 
-0,01 
(-3,47)** 
-0,01 
(-3,45)** 
-0,02 
(-4,04) 
-0,01 
(-4,26)*** 
-0,01 
(-3,74)*** 
FSTS*RDS 
0,57 
(3,14)** 
0,47 
(2,32)* 
0,20 
(0,74) 
-0,03 
(-0,16) 
0,50 
(2,64)** 
FSTS*SAS 
0,07 
(1,25) 
0,15 
(2,32)* 
0,14 
(1,56) 
0,03 
(0,52) 
0,20 
(3,22)** 
SIZE 
-0,00 
(-1,20) 
0,00 
(2,12)* 
0,00 
(1,66) 
0,00 
(1,14) 
-0,00 
(-0,06) 
PDiv 
-0,47 
(-4,14)*** 
-0,31 
(-2,52)* 
-0,42 
(-3,42)** 
-0,63 
(-5,86)*** 
-0,47 
(-4,28)*** 
FSTS 
-0,87 
(-0,36) 
-5,91 
(-1,76)+ 
-3,78 
(-0,80) 
-3,88 
(-1,22) 
8,85 
(1,92)+ 
(FSTS)2 
-9,23 
(-1,63) 
6,52 
(0,90) 
5,08 
(0,60) 
0,42 
(0,06) 
9,08 
(1,30) 
(FSTS)3 
9,06 
(2,43)* 
-2,69 
(-0,56) 
-2,19 
(-0,41) 
3,13 
(0,72) 
-2,15 
(-0,47) 
DEM 
 
0,00 
(4,64)***    
FSTS*DEM 
 
-0,00 
(-3,44)**    
MINT 
  
0,00 
(5,29)***   
FSTS*MINT 
  
-0,00 
(-2,94)**   
RD_supplier 
   
-0,00 
(-6,64)***  
FSTS*RD_supplier 
   
0,00 
(6,28)***  
COMP 
    
9,71 
(6,20)*** 
FSTS*COMP 
    
-22,67 
(-5,36)*** 
F-Wert 4,503*** 4,705*** 7,34*** 5,806*** 5,643*** 
N 201 187 143 183 196 
Max. VIF 848,53 981,46 1935,23 1435,25 1063,31 
DW-Statistik 2,175 2,169 2,137 2,233 2,266 
Korr. R2 0,337 0,379 0,464 0,450 0,436 
Breusch-Pagan Test 1,781** 1,550* 1,629+ 0,997 2,487*** 
Shapiro-Wilk-Test 0,982* 0,978** 0,983+ 0,976** 0,985* 
Abhängige Variable: Logarithmierter Return on Assets; p-Wert in Klammern; ***Signifikanzniveau p≥99,9%, **Signifikanzniveau p≥99%; 
*Signifikanzniveau p≥95%; +Signifikanzniveau p≥90%; a Dieser Parameter wird auf null gesetzt, weil er redundant ist, Jahreskontroll-
variablen siehe Anhang 7.2). 
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Tabelle 5.5: Regressionsergebnisse zur Untersuchung der Heimatlandeffekte basierend auf der Theorie von 
North (1990) 
 Modell 4 Modell 10 Modell 11 Modell 12 Modell 13 
(Konstante) 
4,22 
(8,08)*** 
2,97 
(2,65)** 
6,57 
(7,53)*** 
4,91 
(9,34)*** 
2,21 
(3,21)** 
RDS 
-0,31 
(-3,00)** 
-0,27 
(-2,26)* 
-0,2 
(-2,25)** 
0,18 
(0,95) 
-0,29 
(-2,85)** 
SAS 
-0,07 
(-2,43)* 
-0,10 
(-3,19)** 
-0,12 
(-3,74)*** 
0,04 
(1,96)+ 
-0,11 
(-3,93)*** 
CETS 
-0,02 
(-1,92)+ 
-0,01 
(-0,68) 
-0,00 
(-0,23) 
-0,00 
(-1,07) 
-0,00 
(0,44) 
TDTA 
-0,01 
(-3,47)** 
-0,01 
(-3,15)** 
-0,01 
(-3,44)** 
-0,01 
(-3,08)** 
-0,01 
(-4,78)*** 
FSTS*RDS 
0,57 
(3,14)** 
0,48 
(2,34)* 
0,38 
(1,85)+ 
-0,31 
(-0,96) 
0,37 
(2,08)* 
FSTS*SAS 
0,07 
(1,25) 
0,15 
(2,20)* 
0,17 
(2,60)* 
-0,14 
(-3,11)** 
0,14 
(2,34)* 
SIZE 
-0,00 
(-1,20) 
-0,00 
(1,60) 
0,00 
(1,11) 
-0,00 
(-3,95)*** 
0,00 
(-0,53) 
PDiv 
-0,47 
(-4,14)*** 
-0,49 
(-3,90)*** 
-0,51 
(-4,25)*** 
-0,34 
(-2,70)** 
-0,44 
(-4,22)*** 
FSTS 
-0,87 
(-0,36) 
-2,37 
(-0,59) 
-9,34 
(-2,59)* 
-4,58 
(0,27) 
-0,55 
(-0,18) 
(FSTS)2 
-9,23 
(-1,63) 
0,39 
(0,05) 
-2,30 
(-0,31) 
-12,01 
(-4,50)*** 
6,43 
(0,97) 
(FSTS)3 
9,06 
(2,43)* 
3,25 
(0,62) 
6,62 
(1,31) 
11,92 
(5,54)*** 
-2,79 
(-0,64) 
ICRG 
 
2,66 
(2,08)*    
FSTS*ICRG 
 
-5,08 
(-2,28)*  
 
 
PD 
  
-0,03 
(-3,30)**   
FSTS*PD 
  
0,07 
(3,99)***   
UA 
   
-0,06 
(-8,39)***  
FSTS*UA 
   
0,13 
(8,22)***  
IND 
    
0,04 
(7,78)*** 
FSTS*IND 
    
-0,10 
(-6,40)*** 
F-Wert 4,503*** 4,257*** 4,754*** 8,337*** 6,524*** 
N 201 201 201 201 201 
Max. VIF 848,53 993,61 935,85 963,19 912,31 
DW-Statistik 2,175 2,202 2,280 2,223 2,233 
Korr. R2 0,337 0,309 0,353 0,511 0,491 
Breusch-Pagan 1,781** 2,121*** 2,308*** 1,304 1,711*** 
Shapiro-Wilk 0,982* 0,978** 0,978** 0,992 0,984* 
Abhängige Variable: Logarithmierter Return on Assets; p-Wert in Klammern; ***Signifikanzniveau p≥99,9%, **Signifikanzniveau p≥99%; 
*Signifikanzniveau p≥95%; +Signifikanzniveau p≥90%; a Dieser Parameter wird auf null gesetzt, weil er redundant ist, 
Jahreskontrollvariablen siehe Anhang 7.3). 
 
145 
 
 
Tabelle 5.6: Regressionsergebnisse zur Untersuchung der Heimatlandeffekte basierend auf der Theorie von 
Rugman (2003) 
 Modell 4 Modell 14 Modell 15 
(Konstante) 
4,22 
(8,08)*** 
2,53 
(1,12) 
5,55 
(7,91)*** 
RDS 
-0,31 
(-3,00)** 
-0,19 
(-0,61) 
-0,13 
(-1,09) 
SAS 
-0,07 
(-2,43)* 
-0,14 
(-1,89)+ 
-0,10 
(-3,07)** 
CETS 
-0,02 
(-1,92)+ 
0,00 
(-0,01) 
-0,00 
(-0,09) 
TDTA 
-0,01 
(-3,47)** 
-0,01 
(-1,90)+ 
-0,01 
(-4,00)*** 
FSTS*RDS 
0,57 
(3,14)** 
0,31 
(0,67) 
0,25 
(1,18) 
FSTS*SAS 
0,07 
(1,25) 
0,21 
(1,62) 
0,15 
(2,22)* 
SIZE 
-0,00 
(-1,20) 
0,00 
(1,30) 
0,00 
(1,13) 
PDiv 
-0,47 
(-4,14)*** 
-0,43 
(-2,49)* 
-0,34 
(-2,76)** 
FSTS 
-0,87 
(-0,36) 
2,18 
(0,26) 
-9,05 
(-2,52)* 
(FSTS)2 
-9,23 
(-1,63) 
-8,26 
(-0,54) 
8,33 
(1,10) 
(FSTS)3 
9,06 
(2,43)* 
5,38 
(0,55) 
-3,25 
(-0,64) 
HSFS 
 
0,91 
(1,95)+  
FSTS*HSFS 
 
-1,33 
(-0,91)  
GDP_HT 
  
-0,00 
(-3,46)** 
FSTS*GDP_HT 
  
0,00 
(1,89)+ 
F-Wert 4,503*** 2,030* 4,945*** 
N 201 96 201 
Max. VIF 848,53 3168,98 966,27 
DW-Statistik 2,175 2,046 2,235 
Korr. R2 0,337 0,267 0,351 
Breusch-Pagan 1,781** 1,031 2,010** 
Shapiro-Wilk 0,982* 0,971* 0,979** 
Abhängige Variable: Logarithmierter Return on Assets; p-Wert in Klammern; ***Signifikanzniveau p≥99,9%, **Signifikanzniveau p≥99%; 
*Signifikanzniveau p≥95%; +Signifikanzniveau p≥90%; a Dieser Parameter wird auf null gesetzt, weil er redundant ist; Jahreskontroll-
variablen siehe Anhang 7.4). 
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Tabelle 5.7: Regressionsergebnisse zur Untersuchung der abnehmenden Heimatlandeffekte basierend auf 
der Theorie von Porter (1990) 
 Modell 4 Modell 6 Modell 7 Modell 8 Modell 9 
Teil-
stichprobe 
FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 
(Kon-
stante) 
4,54 
(4,93)*** 
-14,45 
(-1,29) 
4,64 
(5,84)*** 
1,45 
(0,15) 
-0,05 
(-0,02) 
-7,99 
(-0,80) 
2,86 
(2,50)* 
-2,13 
(-0,24) 
2,59 
(1,40) 
-2,55 
(-0,15) 
RDS 
-0,67 
(-3,42)* 
-0,33 
(-0,77) 
-0,46 
(-2,40)* 
-0,21 
(-0,65) 
-0,46 
(-1,94)+ 
-0,07 
(-0,19) 
-0,40 
(-1,08) 
0,17 
(0,51) 
-0,39 
(-1,91)+ 
0,15 
(0,48) 
SAS 
-0,13 
(-1,58) 
-0,08 
(-0,59) 
-0,08 
(-1,20) 
-0,09 
(-0,78) 
-0,09 
(-1,21) 
-0,03 
(-0,24) 
-0,14 
(-1,80)+ 
-0,05 
(-0,52) 
-0,31 
(-5,18)*** 
-0,17 
(-1,58) 
CETS 
-0,04 
(-1,50) 
-0,01 
(-0,39) 
-0,07 
(-2,26)* 
-0,01 
(-0,42) 
-0,09 
(-3,67)** 
-0,00 
(-0,23) 
-0,08 
(-3,24)** 
0,00 
(0,16) 
-0,11 
(-5,36)*** 
0,02 
(1,03) 
TDTA 
-0,02 
(-2,71)** 
-0,01 
(-1,64) 
-0,02 
(-2,23)* 
-0,01 
(-1,75)+ 
-0,01 
(-2,92)** 
-0,02 
(-2,47)* 
-0,02 
(-4,24)*** 
-0,01 
(-1,19) 
-0,02 
(-4,67)*** 
-0,01 
(-1,57) 
FSTS*RDS 
2,29 
(2,78)* 
0,52 
(0,83) 
1,10 
(1,45) 
0,38 
(0,78) 
1,78 
(1,86)+ 
0,17 
(0,32) 
1,33 
(1,01) 
-0,23 
(-0,46) 
0,96 
(1,27) 
-0,27 
(-0,56) 
FSTS*SAS 
0,24 
(1,04) 
0,10 
(0,41) 
0,30 
(1,49) 
0,13 
(0,68) 
0,13 
(0,53) 
0,05 
(0,20) 
0,34 
(1,25) 
0,08 
(0,44) 
1,06 
(5,34)*** 
0,24 
(1,34) 
SIZE 
0,00 
(-0,88) 
0,00 
(0,38) 
-0,00 
(-3,99)*** 
0,00 
(1,64) 
-0,00 
(-2,57)* 
0,00 
(1,24) 
-0,00 
(-0,64) 
0,00 
(0,55) 
-0,00 
(-3,02)** 
-0,00 
(-0,83) 
PDiv 
-0,22 
(-1,05) 
-0,58 
(-2,95)** 
-0,11 
(-0,40) 
-0,56 
(-3,47)** 
0,16 
(0,91) 
-0,78 
(-4,38)*** 
-0,68 
(-2,93)** 
-0,56 
(-3,61)** 
0,01 
(0,09) 
-0,46 
(-3,17)** 
FSTS 
18,57 
(2,22)* 
80,62 
(1,55) 
-5,01 
(-0,57) 
2,84 
(0,06) 
44,53 
(1,57) 
43,82 
(0,97) 
49,01 
(2,55)* 
17,08 
(0,40) 
-15,28 
(-1,05) 
30,61 
(0,619 
(FSTS)2 
-131,71 
(-2,79)** 
-123,40 
(-1,55) 
-6,84 
(-0,14) 
-3,57 
(-0,05) 
-208,04 
(-2,13)* 
-63,10 
(-0,92) 
-251,58 
(-2,82)** 
-25,81 
(-0,39) 
-191,86 
(-4,73)*** 
-30,10 
(-0,48) 
(FSTS)3 
164,88 
(2,32)* 
60,98 
(1,53) 
15,87 
(0,22) 
1,63 
(0,04) 
266,36 
(2,28)* 
31,29 
(0,92) 
321,73 
(2,88)** 
13,71 
(0,42) 
281,93 
(4,87)*** 
16,71 
(0,529 
DEM 
  
0,00 
(1,67) 
0,00 
(0,56)  
     
FSTS*DEM 
  
-0,00 
(-0,64) 
-0,00 
(-0,64)  
     
MINT 
    
0,00 
(5,66)*** 
0,00 
(0,87) 
    
FSTS* 
MINT     
-0,00 
(-3,33)*** 
-0,00 
(-0,75) 
    
RD_ 
supplier      
 
-0,00 
(-2,91)** 
-0,00 
(-0,79) 
  
FSTS*RD_ 
supplier      
 
0,00 
(1,29) 
0,00 
(1,09) 
  
COMP 
     
   
4,22 
(1,57) 
1,74 
(0,14) 
FSTS* 
COMP      
   
39,87 
(2,48)* 
-15,04 
(-0,78) 
F-Wert 3,825*** 1,563+ 4,812*** 1,911* 20,624*** 3,038*** 4,340*** 2,160** 10,294*** 2,671*** 
N 81 117 67 117 47 95 67 113 76 117 
Max. VIF 1097,56 39109,08 1645,32 141,21 12531,42 45805,50 3993,83 55343,56 1695,59 59178,60 
DW-
Statistik 
2,147 2,058 2,090 2,115 2,206 1,816 2,016 2,045 2,130 2,172 
Korr. R2 0,506 0,156 0,626 0,185 0,900 0,313 0,611 0,231 0,782 0,295 
Breusch-
Pagan 
1,456 1,376 1,129 1,331 2,290* 0,000 1,530 1,282 2,119* 1,141 
Shapiro-
Wilk 
0,989 0,965** 0,989 0,970* 0,989 0,974+ 0,982 0,977* 0,974 0,985 
Abhängige Variable: Logarithmierter Return on Assets; p-Wert in Klammern; ***Signifikanzniveau p≥99,9%, **Signifikanzniveau p≥99%; 
*Signifikanzniveau p≥95%; +Signifikanzniveau p≥90%; a Dieser Parameter wird auf null gesetzt, weil er redundant ist; Jahreskontroll-
variablen siehe Anhang 7.5). 
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Tabelle 5.8: Regressionsergebnisse zur Untersuchung der abnehmenden Heimatlandeffekte basierend auf 
der Theorie von North (1990) 
 Modell 4 Modell 10 Modell 11 Modell 12 Modell 13 
Teil-
stichprobe 
FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 
(Kon-
stante) 
4,54 
(4,93)*** 
-14,45 
(-1,29) 
2,64 
(1,75)+ 
-1,49 
(-0,14) 
10,41 
(6,38)*** 
3,59 
(0,45) 
4,90 
(7,81)*** 
2,63 
(0,34) 
3,30 
(3,76)*** 
-14,48 
(-1,59) 
RDS 
-0,67 
(-3,42)* 
-0,33 
(-0,77) 
-0,85 
(-3,91)*** 
-0,19 
(-0,59) 
-1,26 
(-5,75)*** 
0,02 
(0,08) 
0,16 
(0,91) 
0,16 
(0,52) 
-0,80 
(-4,45)*** 
-0,10 
(-0,32) 
SAS 
-0,13 
(-1,58) 
-0,08 
(-0,59) 
-0,15 
(-1,98)+ 
-0,12 
(-1,19) 
-0,14 
(-2,03)* 
-0,21 
(-2,20)* 
0,08 
(1,17) 
-0,13 
(-1,03) 
-0,11 
(-1,64) 
0,00 
(0,04) 
CETS 
-0,04 
(-1,50) 
-0,01 
(-0,39) 
-0,05 
(-1,99)+ 
-0,00 
(-0,25) 
-0,05 
(-2,27)* 
0,00 
(0,23) 
-0,06 
(-3,25)** 
0,03 
(1,56) 
-0,04 
(-1,70)+ 
0,01 
(0,54) 
TDTA 
-0,02 
(-2,71)** 
-0,01 
(-1,64) 
-0,01 
(-2,46)* 
-0,01 
(-1,71)+ 
-0,01 
(-2,83)** 
-0,02 
(-3,27)** 
-0,01 
(-3,10)** 
-0,01 
(-2,10)* 
-0,02 
(-3,17)** 
-0,01 
(-1,53) 
FSTS*RDS 
2,29 
(2,78)* 
0,52 
(0,83) 
3,10 
(3,59)** 
0,34 
(0,69) 
4,57 
(5,09)*** 
-0,01 
(-0,02) 
-0,51 
(-0,75) 
-0,34 
(-0,72) 
2,49 
(3,23)*** 
0,07 
(0,15) 
FSTS*SAS 
0,24 
(1,04) 
0,10 
(0,41) 
0,31 
(1,35) 
0,18 
(1,02) 
0,23 
(1,10) 
0,30 
(1,86)+ 
-0,24 
(-1,10) 
0,16 
(0,77) 
0,13 
(0,61) 
-0,05 
(-0,27) 
SIZE 
0,00 
(-0,88) 
0,00 
(0,38) 
-0,00 
(-1,18) 
0,00 
(1,52) 
-0,00 
(-1,16) 
0,00 
(0,97) 
-0,00 
(-3,55)** 
-0,00 
(-1,00) 
-0,00 
(-0,89) 
0,00 
(0,06) 
PDiv 
-0,22 
(-1,05) 
-0,58 
(-2,95)** 
-0,24 
(-1,12) 
-0,56 
(-3,28)** 
-0,03 
(-0,15) 
-0,55 
(-3,80)*** 
0,24 
(1,57) 
-0,49 
(-3,40)** 
-0,20 
(-1,06) 
-0,40 
(-2,58)* 
FSTS 
18,57 
(2,22)* 
80,62 
(1,55) 
29,44 
(3,28)** 
22,62 
(0,51) 
-10,47 
(-1,06) 
-24,13 
(-0,59) 
8,50 
(1,48) 
2,42 
(0,06) 
7,65 
(1,00) 
59,53 
(1,50) 
(FSTS)2 
-131,71 
(-2,79)** 
-123,40 
(-1,55) 
-123,24 
(-2,66)* 
-38,69 
(-0,59) 
-111,49 
(-2,69)* 
50,46 
(0,74) 
-75,31 
(-2,31)* 
-17,68 
(-0,29) 
-54,61 
(-1,26) 
-72,24 
(-1,22) 
(FSTS)3 
164,88 
(2,32)* 
60,98 
(1,53) 
158,96 
(2,30)* 
20,07 
(0,61) 
140,51 
(2,26)* 
-27,99 
(-0,80) 
107,19 
(2,23)* 
11,34 
(0,36) 
79,02 
(1,25) 
36,17 
(1,22) 
ICRG 
  
3,50 
(1,61) 
-0,55 
(-0,12)  
     
FSTS*ICRG 
  
-20,89 
(-2,51)* 
0,28 
(0,04)  
     
PD 
    
-0,07 
(-4,19)*** 
0,11 
(2,60)* 
    
FSTS*PD 
    
0,32 
(4,21)* 
-0,14 
(-2,15)* 
    
UA 
     
 
-0,06 
(-5,50)*** 
-0,03 
(-0,70) 
  
FSTS*UA 
     
 
0,14 
(3,01)** 
0,10 
(1,45) 
  
IND 
     
   
0,05 
(4,18)*** 
0,09 
(2,63)* 
FSTS*IND 
     
   
-0,14 
(-2,92)** 
-0,18 
(-2,91)* 
F-Wert 3,825*** 1,563+ 4,167*** 1,891* 5,330*** 2,641*** 10,071*** 2,880*** 5,693*** 2,462*** 
N 81 117 81 117 81 117 81 117 81 117 
Max. VIF 1097,56 39109,08 1143,87 44988,84 1107,61 56842,79 1108,60 56266,40 1221,49 46787,47 
DW-
Statistik 
2,147 2,058 2,001 2,058 2,392 2,167 2,137 2,151 2,132 1,947 
Korr. R2 0,506 0,156 0,551 0,182 0,627 0,291 0,779 0,320 0,645 0,268 
Breusch-
Pagan 
1,456 1,376 1,543+ 1,288 1,220 1,437 1,988* 1,121 1,490 1,147 
Shapiro-
Wilk 
0,989 0,965** 0,991 0,965** 0,991 0,986 0,997 0,976* 0,994 0,970* 
Abhängige Variable: Logarithmierter Return on Assets; p-Wert in Klammern; ***Signifikanzniveau p≥99,9%, **Signifikanzniveau p≥99%; 
*Signifikanzniveau p≥95%; +Signifikanzniveau p≥90%; a Dieser Parameter wird auf null gesetzt, weil er redundant ist; Jahreskontrollvariablen 
siehe Anhang 7.6). 
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Tabelle 5.9: Regressionsergebnisse zur Untersuchung der abnehmenden Heimatlandeffekte basierend auf 
der Theorie von Rugman (2003) 
 Modell 4 Modell 14 Modell 15 
Teilstichprobe FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 
(Konstante) 
4,54 
(4,93)*** 
-14,45 
(-1,29) 
-91,47 
-10,97 
(-0,82) 
6,08 
(6,77)*** 
-12,60 
(-1,45) 
RDS 
-0,67 
(-3,42)* 
-0,33 
(-0,77) 
11,38 
-0,35 
(-0,73) 
-0,53 
(-3,11)** 
-0,21 
(-0,69) 
SAS 
-0,13 
(-1,58) 
-0,08 
(-0,59) 
1,68 
-0,09 
(-0,52) 
-0,10 
(-1,56) 
-0,18 
(-1,86)+ 
CETS 
-0,04 
(-1,50) 
-0,01 
(-0,39) 
0,27 
-0,01 
(-0,26) 
-0,01 
(-0,41) 
0,01 
(0,31) 
TDTA 
-0,02 
(-2,71)** 
-0,01 
(-1,64) 
-0,03 
-0,01 
(-1,60) 
-0,01 
(-2,12)* 
-0,00 
(-0,80) 
FSTS*RDS 
2,29 
(2,78)* 
0,52 
(0,83) 
-34,65 
0,55 
(0,81) 
1,79 
(2,54)* 
0,31 
(0,66) 
FSTS*SAS 
0,24 
(1,04) 
0,10 
(0,41) 
-5,29 
0,12 
(0,41) 
0,21 
(1,06) 
0,25 
(1,51) 
SIZE 
0,00 
(-0,88) 
0,00 
(0,38) 
0,00 
0,00 
(0,58) 
-0,00 
(-2,05)* 
0,00 
(0,14) 
PDiv 
-0,22 
(-1,05) 
-0,58 
(-2,95)** 
0,30 
-0,55 
(-2,56)* 
0,36 
(1,53) 
-0,47 
(-3,08)** 
FSTS 
18,57 
(2,22)* 
80,62 
(1,55) 
488,40 
64,47 
(1,03) 
2,58 
(0,31) 
73,86 
(1,78)+ 
(FSTS)2 
-131,71 
(-2,79)** 
-123,40 
(-1,55) 
-1163,69 
-100,07 
(-1,05) 
-70,53 
(-1,66) 
-117,23 
(-1,84)+ 
(FSTS)3 
164,88 
(2,32)* 
60,98 
(1,53) 
1445,52 
49,68 
(1,06) 
89,93 
(1,44) 
62,40 
(1,93)+ 
HSFS 
  
6,06 
0,18 
(0,24)  
 
FSTS*HSFS 
  
- 
0,13 
(0,06)  
 
GDP_HT 
    
-0,00 
(-3,03)** 
0,00 
(2,50)* 
FSTS*GDP_HT 
    
0,00 
(1,35) 
-0,00 
(-2,84)** 
F-Wert 3,825*** 1,563+ 
 
1,413 5,727*** 2,405** 
N 81 117 30 80 81 117 
Max. VIF 1097,556 39109,078 124,828 56800,476 1171,967 43909,229 
DW-Statistik 2,147 2,058 1,346 2,252 2,162 1,927 
Korr. R2 0,506 0,156 
 
0,128 0,647 0,260 
Breusch-Pagan 1,456 1,376 
 
1,085 2,251** 1,259 
Shapiro-Wilk 0,989 0,965** 0,865** 0,972+ 0,992 0,968** 
Abhängige Variable: Logarithmierter Return on Assets; p-Wert in Klammern; ***Signifikanzniveau p≥99,9%, **Signifikanzniveau p≥99%; 
*Signifikanzniveau p≥95%; +Signifikanzniveau p≥90%; a Dieser Parameter wird auf null gesetzt, weil er redundant ist; Jahreskontrollvariablen 
siehe Anhang 7.7). 
5.3.3 Befunde zu Kontrollvariablen 
Die relativen Ausgaben der Unternehmen für Forschung und Entwicklung beeinflussen die 
Kapitalrendite signifikant negativ. Dieser Befund entspricht unter anderem den Ergebnissen 
von Shiue et al. (2005) und Kuo et al. (2006). Im Gegensatz dazu zeigen Untersuchungen von 
Elango/Sethi (2007) und Gomez-Mejia/Palich (1997) einen signifikant positiven Einfluss der 
relativen Ausgaben für Forschung und Entwicklung. 
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Der moderierende Einfluss der Ausgaben für Forschung und Entwicklung auf den 
Zusammenhang zwischen Internationalität und Unternehmenserfolg ist hingegen positiv. 
Dieser Befund entspricht den Ergebnissen von Lu/Beamish (2004) und der Theorie des 
monopolistischen Wettbewerbsvorteils von Hymer (vgl. Hymer 1976, S. 33). Die Ergebnisse 
verdeutlichen, dass die Hersteller bei rein nationaler Präsenz (FSTS=0) nicht von 
Investitionen im Bereich Forschung und Entwicklung profitieren. Durch die 
Internationalisierung sind die Unternehmen hingegen in der Lage, aus den Investitionen 
resultierende immaterielle Vermögensgegenstände auch im Ausland zu verwerten. Die 
Unternehmen profitieren nur von den Investitionen in F&E, wenn sie ins Ausland 
expandieren. 
Der Einfluss der relativen Ausgaben für Vertrieb und Verwaltung auf den 
Unternehmenserfolg ist grundsätzlich negativ. Dieser Befund stimmt mit den Ergebnissen 
von Lu/Beamish (2001) und Shiue et al. (2005) überein. Der moderierende Einfluss der 
relativen Ausgaben für Vertrieb und Verwaltung ist positiv, ähnlich zu den Befunden von 
Lu/Beamish (2004), die jedoch keinen signifikanten Einfluss nachweisen konnten. 
Abweichend von den restlichen Ergebnissen zeigt sich in einem Modell (Modell 12) ein 
positiver direkter Erfolgseffekt von SAS und ein negativ moderierender Einfluss auf den 
Zusammenhang zwischen Internationalität und Unternehmenserfolg. Dieser Befund 
entspricht den Ergebnissen von Pattnaik/Elango (2009). 
Die Kapitalintensität beeinflusst den Unternehmenserfolg negativ. Dieses Ergebnis stimmt 
mit den Ergebnissen von Li (2005) überein. Steigende Ausgaben für Kapital führen ceteris 
paribus zu einem Rückgang des Gewinns. 
Analog dazu führt ein steigender Verschuldungsgrad zu einer signifikanten Reduktion der 
Rendite. Ein hoher Anteil Fremdkapital führt zu steigendem Ausfallrisiko und entsprechend 
höheren Fremdkapitalkosten (vgl. Charitou et al. 2010, S. 63). Dieser negative Effekt 
entspricht unter anderem den Ergebnissen von Bühner (1987), Qian (2002) und Geringer et 
al. (2000). Dem entgegenstehen unter anderem die Befunde von Wan/Hoskisson (2003) 
sowie Majocchi/Zucchella (2003), die einen positiven Effekt nachweisen konnten. 
 
150 
 
Die Unternehmensgröße hat einen negativen Einfluss auf den Erfolg und bestätigt damit 
etwa die Befunde von Bühner (1987) und Riahi-Belkaoui (1998). Hersteller können entgegen 
der Erwartung einiger Forscher (siehe u.a. Barkema/Vermeulen 2002, S. 644) keine 
Größenvorteile generieren. Die negativen Effekte, wie die Kosten für Koordination und 
Bürokratie im Unternehmen (vgl. Canbäck et al. 2006, S. 29f), scheinen zu überwiegen. Dem 
vorliegenden Ergebnis stehen unter anderem die Befunde von Kudina et al. (2009) und 
Kotabe et al. (2002) gegenüber, die einen Größenvorteil nachweisen konnten. 
Der Einfluss der Produktdiversität ist negativ. Dieses Ergebnis entspricht den Ergebnissen 
früherer Untersuchungen wie Lu/Beamish (2001, 2004). Die Produktdiversifikation führt 
durch die zunehmende Streuung der Unternehmensaktivität auf verschiedene Branchen zu 
steigender Komplexität in einer Organisation. Dies hat steigende Kosten für die Koordination 
zur Folge und senkt ceteris paribus die Kapitalrendite (vgl. Hitt et al. 1997, S. 768). 
5.3.4 Zusammenhang zwischen Internationalität und Unternehmenserfolg 
Zum Vergleich mit früheren Forschungsergebnissen wird der Zusammenhang zwischen FSTS 
und ROA herangezogen. In der vorliegenden Untersuchung ergibt sich ohne Kontrolle der 
Ländereffekte grundsätzlich ein gespiegelt S-förmiger Zusammenhang analog zu den 
Ergebnissen von Ruigrok et al. (2007) und Kudina et al. (2009). Die grafische Darstellung in 
Abbildung 5.2 verdeutlicht jedoch, dass im Gegensatz zu den Ergebnissen von Ruigrok et al. 
(2007) und Kudina et al. (2009) bei geringen Internationalisierungsgraden kein positiver 
Zusammenhang zwischen Internationalität und Unternehmenserfolg nachweisbar ist. 
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Abbildung 5.2: Grafische Darstellung des Zusammenhangs zwischen Internationalität und 
Unternehmenserfolg (Modell 5) (Quelle: eigene Darstellung) 
Grafisch ist der Verlauf tendenziell mit einer U-Kurve vergleichbar, wie sie beispielsweise 
auch Ruigrok/Wagner (2003) nachgewiesen haben. Grundsätzlich zeigt sich, dass mit der 
Expansion ins Ausland ein Erfolgsrückgang bis zu einem relativen Auslandsumsatz von ca. 
65% verbunden ist. Ab diesem Internationalisierungsgrad ist der Zusammenhang zwischen 
Internationalität und Unternehmenserfolg positiv. 
Anhand der Befunde aus den verschiedenen Untersuchungsmodellen zeigt sich auch die 
Relevanz der nationalen Rahmenbedingungen. Der Einfluss der Heimatlandeffekte ist in 
Abbildung 5.3 und Abbildung 5.4 anhand des Beispiels der Nachfrage im Heimatland 
dargestellt. Ohne die Kontrolle der Nachfrage in Modell 4 gleicht der Kurvenverlauf in 
Abbildung 5.3 einer S-Kurve. Wenn der Heimatlandfaktor durch eine Moderatorvariable 
berücksichtigt wird (vgl. Modell 6), resultiert daraus ein gänzlich anderer Zusammenhang. 
Dieser gleicht tendenziell einem gespielten S-Verlauf. 
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Abbildung 5.3: Grafische Darstellung des Zusammenhangs zwischen Internationalität und 
Unternehmenserfolg (Modell 4 – ohne Kontrolle des Nachfrageeffektes) (Quelle: eigene Darstellung)  
 
Abbildung 5.4: Grafische Darstellung des Zusammenhangs zwischen Internationalität und 
Unternehmenserfolg (Modell 6 – mit Kontrolle des Nachfrageeffektes) (Quelle: eigene Darstellung) 
Dieser Vergleich verdeutlicht die Relevanz des Heimatlandes in der Analyse des 
Zusammenhangs zwischen Internationalität und Unternehmenserfolg. Ohne die Kontrolle 
der nationalen Rahmenbedingungen kommt es zu einem anderen Kurvenverlauf verglichen 
mit dem Zusammenhang bei einer Berücksichtigung der Heimatlandeffekte. Die Analyse des 
Zusammenhangs zwischen Internationalität und Unternehmenserfolg in Stichproben 
bestehend aus Unternehmen verschiedener Länder kann ohne Kontrolle des 
Heimatlandeinflusses zu verzerrten Ergebnissen führen. Analog dazu zeigten Contractor et 
al. (2003) die Relevanz der Industrie für den Zusammenhang zwischen Internationalität und 
Unternehmenserfolg auf. Die Ergebnisse für die Gesamtstichprobe wichen in der 
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Untersuchung von denen der Teilstichproben ab, in denen ein Industrieeffekt kontrolliert 
wurde (vgl. Contractor et al. 2003, S. 14f). 
Diese Ergebnisse bestätigen grundsätzlich die Relevanz der nationalen Rahmenbedingungen 
in der Analyse des Erfolgseffektes der Internationalität und damit auch die Bedeutung der 
vorliegenden Arbeit. 
5.3.5 Ergebnisse und Diskussion der Heimatlandeffekte 
5.3.5.1 Ergebnisse und Diskussion der Heimatlandeffekte nach Porter 
Die Ergebnisse zu den Heimatlandeffekten basierend auf der Theorie von Porter (1990) sind 
in Tabelle 5.4 zusammengefasst. Die Befunde zu den direkten und insbesondere den 
moderierenden Einflüssen der vier Rahmenbedingungen Nachfrage, Verfügbarkeit von 
MINT-Akademikern, Innovativität der Zulieferindustrie und Wettbewerbsintensität werden 
in den folgenden Unterkapiteln aufgezeigt und im Detail diskutiert. 
5.3.5.1.1 Befunde zum Einfluss der Nachfrage im Heimatland 
Der Einfluss der Größe des Fahrzeugmarktes im Heimatland auf den Unternehmenserfolg 
der Hersteller ist positiv (siehe Modell 6). Unternehmen profitieren von einem großen 
nationalen Markt, indem sie ohne eine internationale Expansion ihre optimale 
Unternehmensgröße erreichen (vgl. Hennart 2007, S. 434). Die optimale Größe stellt dabei 
die produzierte Menge dar, bei der die durchschnittlichen Herstellkosten am geringsten 
ausfallen (vgl. Hennart 2007, S. 432). Gesellschaften aus kleinen Märkten können diese 
Stückzahlen nur durch eine Expansion ins Ausland erreichen (vgl. McNaughton 2001, S. 99). 
Durch die Internationalisierung entstehen den Unternehmen jedoch zusätzliche Kosten, wie 
die Liabilities of Foreignness und die Kosten für die Anpassung von Produkten und Prozessen 
(vgl. Hennart 2007, S. 434). 
Im Gegensatz dazu ist der moderierende Effekt der Nachfrage auf den Zusammenhang 
zwischen Internationalität und Unternehmenserfolg negativ. Hersteller aus kleinen Märkten 
profitieren stärker von einer internationalen Expansion. Dieser Befund bestätigt Hypothese 
1. Ein kleiner Markt führt zu einer frühen Internationalisierung, was sich wiederum positiv 
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auf Anpassungsfähigkeiten auswirkt. McNaughton (2001) konnte nachweisen, dass 
Unternehmen aus kleinen Märkten ins Ausland expandieren, um ihre optimale Größe zu 
erreichen (vgl. McNaughton 2001, S. 99). Diese frühe Internationalisierung führt zu einem 
positiven Einfluss auf den Zusammenhang zwischen Internationalität und 
Unternehmenserfolg. Hintergrund ist, dass die frühe Expansion zu einer geringen 
Ausprägung der „dominant logic“ führt und somit die Aufnahme von neuem Wissen 
erleichtert (vgl. Cohen/Levinthal 1990, S. 136f). Wu/Voss (2015) konnten entsprechend 
nachweisen, dass diese frühe Internationalisierung einen positiven Einfluss auf den Erfolg 
eines Unternehmens hat (vgl. Wu/Voss 2015, S. 344ff). 
Die Nachfrage im Heimatland wurde als Einflussfaktor auf den Zusammenhang zwischen 
Internationalität und Unternehmenserfolg zuvor nur von Elango/Sethi (2007) berücksichtigt. 
Die beiden Wissenschaftler belegen für Unternehmen aus kleinen offenen Volkswirtschaften 
einen positiven linearen Zusammenhang zwischen Internationalität und 
Unternehmenserfolg. Gesellschaften aus großen moderat geöffneten Volkswirtschaften 
weisen hingegen einen gespiegelten U-Zusammenhang auf. Diese Ergebnisse von 
Elango/Sethi (2007) wurden in Abbildung 5.5 grafisch dargestellt. Ab einem 
Internationalisierungsgrad von 23% profitieren Unternehmen aus kleinen geöffneten 
Volkswirtschaften stärker von einer weiteren Expansion ins Ausland. Bis zu diesem relativen 
Auslandsumsatz weisen Gesellschaften aus großen und moderat geöffneten 
Volkswirtschaften einen stärkeren Erfolgsanstieg im Rahmen der Internationalisierung auf. 
Ein derartig zweigeteilter Effekt der Nachfrage abhängig vom Internationalisierungsgrad 
kann in der vorliegenden Studie nicht nachgewiesen werden. Der Grund liegt in den 
unterschiedlichen Untersuchungsmethoden. Elango/Sethi (2007) teilen ihre Stichprobe auf 
Basis der Heimatlandkriterien, untersuchen diese Stichproben separat und vergleichen die 
Befunde. In der vorliegenden Arbeit wurde hingegen der Heimatlandeffekt in Form von 
moderierenden Einflussvariablen auf den Zusammenhang zwischen Internationalität und 
Unternehmenserfolg untersucht. Der Vorteil der vorliegenden Methode besteht zum einen 
in der Quantifizierbarkeit der einzelnen Heimatlandeffekte auf den Kurvenverlauf und zum 
anderen in der Differenzierbarkeit der Einflüsse der verschiedenen Landescharakteristika, so 
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kann beispielsweise zwischen dem Effekt der Nachfrage und dem Effekt des Wettbewerbs 
unterschieden werden. 
 
Abbildung 5.5: Grafische Darstellung des Zusammenhangs zwischen Internationalität und 
Unternehmenserfolg der Ländergruppen aus der Untersuchung von Elango/Sethi (2007) (Quelle: 
Elango/Sethi 2007, S. 383; eigene Darstellung) 
Die in der vorliegenden Arbeit verwendete Operationalisierung der Nachfrage umfasst nur 
einen Teilaspekt der ursprünglichen Nachfrage-Determinante von Porter (1990). Porter 
nennt viele weitere Einflussfaktoren der Nachfrage, wie z.B. die Zusammensetzung der 
Nachfrage (vgl. Porter 1990, S. 94ff), die in folgenden Arbeiten betrachtet werden sollten. 
Auch verspricht eine umfassendere Betrachtung der Nachfragehöhe weitere Erkenntnisse. 
Eine Untersuchung aufgeteilt nach Fahrzeugsegmenten ermöglicht beispielsweise ein 
detaillierteres Verständnis über den Einfluss der Nachfrage. 
5.3.5.1.2 Befunde zum Einfluss der Ausstattung mit MINT-Akademikern im Heimatland 
Die Anzahl der MINT-Akademiker im Heimaland beeinflusst den Unternehmenserfolg positiv 
(vgl. Modell 7). Dieser positive Effekt ist unter anderem auf geringere Personalkosten 
zurückzuführen. Eine vergleichsweise hohe Verfügbarkeit von MINT-Akademikern verringert 
den Druck auf die Reallöhne, sodass die Unternehmen vergleichsweise geringen Lohnkosten 
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gegenüberstehen (vgl. Gehrig et al. 2010, S. 39). Die geringen Lohnkosten steigern wiederum 
den Unternehmensgewinn. 
Für den moderierenden Einfluss der MINT-Akademiker im Heimatland auf den 
Zusammenhang zwischen Internationalität und Unternehmenserfolg wird in Hypothese 2 ein 
positiver Effekt erwartet. Die Untersuchung in Modell 7 zeigt jedoch einen negativen 
Einfluss. Dieser Befund widerlegt Hypothese 2 und widerspricht dem Ergebnis der Arbeit von 
Wan/Hoskisson (2003). Diese beiden Forscher quantifizieren das Konstrukt Bildung mithilfe 
eines Index. In diesen Index gehen die Kriterien Schulabschluss, Qualität der Ausbildung und 
Forschungsintensität ein. Die daraus resultierende Kennzahl für Bildung fassen 
Wan/Hoskisson (2003) mit weiteren Faktoren zusammen und leiten daraus die Güte der 
Heimatlandbedingungen ab (vgl. Kapitel 2.8.3). Aus der folgenden Untersuchung der beiden 
Forscher geht hervor, dass Unternehmen aus einem weniger guten Umfeld einen 
insignifikant positiven Zusammenhang zwischen Internationalität und Unternehmenserfolg 
aufweisen. Für Unternehmen aus Ländern mit guten Rahmenbedingungen ist der positive 
Einfluss dagegen signifikant. Nur für Unternehmen mit guten Rahmenbedingungen, inklusive 
dem Faktor Bildung, ist der positive Zusammenhang signifikant. Durch die verschiedenen 
Einteilungskriterien in der Arbeit von Wan/Hoskisson (2003) ist ein eindeutiger Rückschluss 
auf den moderierenden Effekt der Bildung auf den Zusammenhang zwischen 
Internationalität und Unternehmenserfolg jedoch nicht möglich. 
Der negative moderierende Effekt der MINT-Akademiker im Heimatland in der vorliegenden 
Arbeit kann zum Teil durch die Lokalisierung der Forschungs- und Entwicklungsaktivität im 
Ausland begründet werden. Unternehmen verlagern unter anderem aufgrund des 
Fachkräftemangels ihre Forschungs- und Entwicklungsaktivitäten ins Ausland (vgl. Contractor 
2010, S. 1422). Je weniger MINT-Akademiker ein Unternehmen im Heimatland akquirieren 
kann, desto stärker muss das Unternehmen auf Mitarbeiter aus dem Ausland ausweichen, 
um seinen Bedarf zu decken (vgl. Winkelmann 2001, S. 2). Ausländische Mitarbeiter können 
im Bereich F&E zu einem Wettbewerbsvorteil führen (vgl. Chung/Yeaple 2008, S. 1207). 
Unternehmen, die über einen Zugang zu nationalem und auch internationalem Wissen 
verfügen, sind in der Lage, dieses Wissen zu kombinieren und daraus einen Mehrwert zu 
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generieren (vgl. Chung/Yeaple 2008, S. 1208). Dieser Mehrwert stellt einen 
monopolistischen Wettbewerbsvorteil im Sinne Hymers dar und kann damit den 
vorliegenden negativ moderierenden Einfluss zum Teil erklären (vgl. Hymer 1976, S. 33). 
Für weitere Forschungen empfiehlt sich eine Unterscheidung zwischen den verschiedenen 
MINT-Fachbereichen. Eine Aufschlüsselung der Absolventen in die vier Fachrichtungen 
Mathematik, Informatik, Naturwissenschaften und Technik und eine darauf aufbauende 
Analyse ermöglicht genauere Aussagen über die hier betrachteten Effekte. Der Bedarf für 
technische Ingenieure ist beispielsweise in der Automobilindustrie größer als für die übrigen 
drei Fachrichtungen (vgl. Bartsch 2014, S. 10). Damit hat die Verfügbarkeit dieser 
Absolventen wahrscheinlich auch einen stärkeren Einfluss auf den Zusammenhang zwischen 
Internationalität und Unternehmenserfolg von Automobilherstellern. 
5.3.5.1.3 Befunde zum Einfluss der Innovativität der Zulieferindustrie im Heimatland 
Die Investitionen der heimischen Zulieferindustrie in Forschung und Entwicklung führen zu 
einem Rückgang der Kapitalrendite der Hersteller. Dieser negative Effekt in Modell 8 kann 
ein Indiz dafür sein, dass Zulieferer in der Lage sind, höhere Preise für ihre Innovationen 
einzufordern (vgl. Schiele et al. 2002, S. 6). Die Lieferanten legen ihre F&E-Aufwände 
dementsprechend indirekt über höhere Teile- und Werkzeugpreise auf die Hersteller um 
(vgl. Gilbert/ Cvsa 2003, S. 617f). Diese partielle Umlage der F&E-Investitionen führt zu einer 
Steigerung der Kosten und senkt ceteris paribus den Gewinn der Automobilproduzenten. Im 
Gegensatz zu dem negativen Befund in der vorliegenden Arbeit zeigt Sledge (2005), dass die 
Zulieferindustrie einen positiven Effekt auf den Erfolg hat. Der abweichende Befund im 
Vergleich zur vorliegenden Studie ist unter anderem darauf zurückzuführen, dass Modell 8 
einen direkten und indirekten (moderierenden) Erfolgseffekt der Innovativität der Zulieferer 
umfasst. Der indirekte Effekt ist dabei positiv und abhängig vom Grad der 
Internationalisierung. Ab einem Internationalisierungsgrad von 61% übersteigt der positiv 
moderierende indirekte Erfolgseffekt den negativen direkten Erfolgseffekt der Investitionen 
der Zulieferer in F&E. Bei hohen Internationalisierungsgraden zeigt sich damit ein positiver 
Gesamteffekt der Zulieferindustrie auf den Erfolg der Hersteller analog Sledge (2005). In der 
Untersuchung der Teilstichproben mit schwach und stark internationalisierten Unternehmen 
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in Tabelle 5.7 ist dieser geteilte Effekt jedoch nicht nachweisbar. Ein weiterer Grund für die 
abweichenden Ergebnisse zwischen den Befunden von Sledge (2005) und der vorliegenden 
Arbeit liegt in der unterschiedlichen Operationalisierung. Sledge (2005) misst den Effekt der 
Zulieferindustrie durch die relative Größe gemessen am Umsatz, während in der 
vorliegenden Arbeit die Investitionen in F&E als Maß verwendet wurden. 
Der positiv moderierende Einfluss der Investitionen der lokalen Zulieferbetriebe in 
Forschung und Entwicklung bestätigt Hypothese 3. Automobilunternehmen profitieren von 
hohen Investitionen der heimischen Zulieferindustrie in diesem Bereich. Basis für diesen 
positiven Effekt bildet die Tendenz von Unternehmen, mit nationalen Zulieferern 
zusammenzuarbeiten (vgl. Hoekman 2010 et al., S. 662). Derartige nationale Kooperationen 
zeigen die höchste Wahrscheinlichkeit, Wettbewerbsvorteile zu generieren, wenn die 
beteiligten Partner innovativ sind (vgl. Clark/Fujimoto 1991, S. 136ff; Womack et al. 1990, S. 
150). Die Zusammenarbeit mit innovativen Zulieferern ermöglicht den Herstellern etwa von 
Lieferanten zu lernen (vgl. Audretsch/Feldman 1996, S. 630f) und gemeinsame Innovationen 
zu entwickeln (vgl. Schiele 2006, S. 926). Diese Innovationen stellen monopolistische 
Wettbewerbsvorteile dar, die die Automobilunternehmen im Rahmen der 
Internationalisierung im Ausland verwerten können. Den positiv moderierenden Effekt von 
monopolistischen Wettbewerbsvorteilen auf den Zusammenhang zwischen Internationalität 
und Unternehmenserfolg weisen unter anderem Lu/Beamish (2004) und Kirca et al. (2011) 
nach. 
In der vorliegenden Arbeit wurde die Betrachtung der Zulieferindustrie auf den Aspekt 
Innovativität beschränkt. Folgende Untersuchungen sollten weitere Einflüsse der 
verwandten und unterstützenden Branchen berücksichtigen, wie etwa die 
Globalisierungsstrategie (vgl. Bacchiocchi et al. 2008, S. 3f). Eine international aktive 
Zulieferindustrie im Heimatland kann beispielsweise einen Vorteil für die 
Automobilunternehmen darstellen, da die Unternehmen auch im Ausland auf diese 
Lieferanten zugreifen können (vgl. Bacchiocchi et al. 2008, S. 3). Durch die Nutzung bereits 
bestehender Lieferbeziehungen entfallen unter anderem zusätzliche Anbahnungskosten für 
neue Zulieferer (vgl. Friedl/Wagner 2012, S. 3066f). Zudem beeinflusst die Internationalität 
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die Innovativität der Lieferanten positiv aufgrund des Zugangs zu neuem Wissen und 
zusätzlichen Kompetenzen (vgl. Chung/Yeaple 2008, S. 1207f), wodurch der Mehrwert dieser 
Zulieferer für die Hersteller steigt. 
5.3.5.1.4 Befunde zum Einfluss der Wettbewerbsintensität im Heimatland 
Der Wettbewerb im Heimatland beeinflusst den Erfolg der Hersteller in Modell 9 positiv. 
Unternehmen profitieren von einer geringen Konzentration der Wettbewerber im 
Fahrzeugmarkt. Dieses Ergebnis widerspricht der Annahme, dass Unternehmensgewinne mit 
steigendem Wettbewerb sinken (vgl. Nickell 1996, S. 724). Herstellern sollte es durch eine 
hohe Konkurrenz nur kurzfristig möglich sein, Monopolrenditen zu generieren (vgl. 
Schumpeter/Dockhorn 1961, S. 113). In der vorliegenden Untersuchung weisen Hersteller 
aber grundsätzlich eine höhere Rendite bei starkem Wettbewerb im Heimatland auf. 
In Hypothese 4 wird ein positiv moderierender Einfluss des Wettbewerbs im Heimatmarkt 
auf den Zusammenhang zwischen Internationalität und Unternehmenserfolg erwartet. Die 
empirischen Befunde zeigen jedoch das Gegenteil. Der moderierende Einfluss des 
Wettbewerbs ist signifikant negativ, sodass Hypothese 4 widerlegt wird. Die hohe 
Konkurrenz im Heimatland führt nicht zu einem internationalen Wettbewerbsvorteil. Eine 
mögliche Ursache für dieses Ergebnis liegt in der Beanspruchung der kognitiven Ressourcen 
der Manager. Der Wettbewerb im Heimatland beansprucht die kognitiven Ressourcen von 
Managern ggf. analog der Produktdiversifikation (vgl. Barkema/Vermeulen 2002, S. 640f). So 
verwenden Führungskräfte bei hohem Wettbewerb möglicherweise einen Großteil ihrer 
Kapazität darauf, Strategien zu entwickeln, die zum Erhalt oder Ausbau des Marktanteils 
führen sollen. Die hier stark beanspruchten kognitiven Ressourcen sind jedoch begrenzt (vgl. 
Simon 1972, S. 161f). Neben dem Wettbewerb benötigt unter anderem auch die 
Internationalisierung eines Unternehmens entsprechende Managerkapazitäten. Der hohe 
Wettbewerb und die internationale Aktivität eines Unternehmens konkurrieren 
entsprechend um die begrenzten kognitiven Ressourcen. Die Manager sind in dieser 
komplexen Situation nicht mehr in der Lage, alle relevanten Informationen richtig zu 
verarbeiten, mit der Folge, dass die Wahrscheinlichkeit von Fehlentscheidungen steigt (vgl. 
Chewning/Harrell 1990, S. 527). Entscheidungen werden unter anderem aufgrund fehlender 
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Informationen sowie hoher Komplexität in der Folge nur begrenzt rational getroffen (vgl. 
Simon 1972, S. 163f). 
Aufgrund der vorliegenden Ergebnisse ist eine tiefergehende Analyse der Effekte des 
Wettbewerbs auf den Zusammenhang zwischen Internationalität und Unternehmenserfolg 
zu befürworten. Der moderierende Effekt des Wettbewerbs ist entgegen der Erwartung 
negativ. Ein Weg, um die tatsächlichen Hintergründe dieses Zusammenhangs zu 
identifizieren, könnte eine detaillierte Betrachtung eines Unternehmens im Rahmen einer 
Einzelfallstudie sein. 
5.3.5.2 Ergebnisse und Diskussion der Heimatlandeffekte nach North 
5.3.5.2.1 Befunde zum Einfluss der Regierungsqualität im Heimatland 
Die Regierungsqualität beeinflusst den Unternehmenserfolg positiv. Mit dem ICRG-Index 
steigt in Modell 10 die Kapitalrendite eines Unternehmens. Dieses Ergebnis bestätigt den 
Befund von Naceur/Omran (2011). Die beiden Forscher zeigen, dass die beiden Teilindizes 
des ICRG Recht/Ordnung sowie Korruption zu einem Anstieg der Kapitalrendite führen (vgl. 
Naceur/Omran 2011, S. 15). Unternehmen profitieren bei hoher Regierungsqualität 
beispielsweise von sinkenden Transaktionskosten (vgl. North 1990, S. 39). So führt der 
stärkere Schutz von Innovationen durch entsprechende Gesetze zu sinkenden 
Transaktionskosten und damit zu potenziellen Investitionsanreizen im Bereich F&E (vgl. 
Teece 1986, S. 304). Eine entsprechend positive Korrelation zeigt sich zwischen dem 
Gesamtvolumen der F&E-Investitionen der Zulieferer und der Kennzahl für 
Regierungsqualität (vgl. Anhang 7.8). Eine starke Qualität der Regierung geht häufig mit 
hohen Investitionen im Bereich F&E einher. 
Im Gegensatz dazu ist der moderierende Einfluss der Regierungsqualität signifikant negativ. 
Dieses Ergebnis widerlegt Hypothese 5, in der behauptet wurde, dass die Qualität der 
formgebundenen Institutionen den Zusammenhang zwischen Internationalität und 
Unternehmenserfolg positiv beeinflusst. Das Ergebnis steht damit auch im Kontrast zu den 
Ergebnissen von Wan/Hoskisson (2003). Die beiden Forscher verwendeten neben der 
Qualität von politischen und rechtlichen Institutionen weitere Landescharakteristika (z.B. 
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Faktorausstattung wie Infrastruktur, Rohstoffe, Kapital), um Länder nach 
Heimatlandbedingungen zu clustern. Wan/Hoskisson (2003) zeigten in ihrer Arbeit, dass 
Länder mit guten Heimatlandbedingungen einen positiven signifikanten Zusammenhang 
zwischen Internationalität und Unternehmenserfolg aufweisen. Dieser Effekt war bei 
Ländern mit schlechteren Heimatlandbedingungen nicht signifikant. Aufgrund der 
verschiedenen Merkmale, die in der Studie von Wan/Hoskisson (2003) verwendet wurden, 
kann der Effekt jedoch nicht eindeutig auf die Qualität der formgebundenen Institutionen 
zurückgeführt werden. 
In zukünftigen Arbeiten sollten in der Operationalisierung der formellen Institutionen 
weitere Aspekte Berücksichtigung finden, wie die Rechtstradition im Heimatland. Hier 
konnten beispielsweise Eckert et al. (2012) nachweisen, dass die verschiedenen 
Rechtstraditionen unterschiedliche Effekte auf den Zusammenhang zwischen der 
Internationalität und dem Unternehmenswert haben. 
5.3.5.2.2 Befunde zum Einfluss der Machtdistanz im Heimatland 
Die Machtdistanz in einer Gesellschaft hat in Modell 11 einen negativen Effekt auf den 
Unternehmenserfolg. Dieses Ergebnis stützt die bisherigen Erkenntnisse auf 
makroökonomischer Ebene von Hofstede (1984) und Tang/ Koveos (2008). Die Forscher 
weisen einen negativen Zusammenhang zwischen Machtdistanz und BIP pro Kopf nach. Bei 
hohen Internationalisierungsgraden ist der Effekt der Machtdistanz hingegen positiv (vgl. 
Tabelle 5.8). 
Der moderierende Einfluss der Machtdistanz auf den Zusammenhang zwischen 
Internationalität und Unternehmenserfolg ist positiv und widerlegt damit Hypothese 6. 
Entgegen der Erwartung führen die stärkere Wahrnehmung von Hierarchie und der häufig 
autoritäre Führungsstil in Gesellschaften mit hoher Machtdistanz zu keinem negativ 
moderierenden Einfluss. Die Untersuchung der Teilstichproben zeigt, dass die Machtdistanz 
in schwach internationalisierten Unternehmen einen positiv moderierenden Einfluss hat und 
dass lediglich bei hohen Graden von FSTS der moderierende Effekt negativ ist. 
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Der positiv moderierende Effekt ist auf weitere Eigenschaften zurückzuführen, die neben der 
starken Wahrnehmung von Hierarchie mit der Dimension Machtdistanz einhergehen. So 
weisen Unternehmen aus Ländern mit hoher Machtdistanz einen höheren Grad an 
Zentralisierung und ein entsprechend stärker ausgeprägtes Berichtswesen auf (vgl. Hofstede 
et al. 2011, S. 71ff). Die Zentralisierung der Verwaltung und Führung ermöglicht den 
Unternehmen, schneller Entscheidungen zu treffen (vgl. Bartlett/Ghoshal 2002, S. 183) und 
damit direkt auf Veränderungen des internationalen Umfeldes zu reagieren. Zudem 
ermöglicht die Zentralisierung eine verstärkte Nutzung von Größenvorteilen, da nicht alle 
Unternehmensfunktionen in den einzelnen Tochtergesellschaften vertreten sind, sondern 
nach Möglichkeit eine Konzentration der Funktionen am Hauptsitz erfolgt (vgl. 
Bartlett/Ghoshal 2002, S. 183). Diese Vorteile schwächen sich jedoch mit zunehmender 
Internationalisierung ab, wenn die Informationsmenge aus den Tochtergesellschaften in der 
Zentrale zunimmt. Die Mitarbeiter erreichen eine Grenze, ab der sie Informationen nicht 
mehr richtig verarbeiten können oder Entscheidungen zu spät treffen (vgl. Bartlett/Ghoshal 
2002, 183; Cohen/Levinthal 1990, S. 128f). Die Ergebnisse der Untersuchung der 
zweigeteilten Stichproben bestätigen eine derartige Abschwächung. Bei geringen 
Internationalisierungsgraden ist der moderierende Effekt der Machtdistanz positiv und bei 
hohen Internationalisierungsgraden negativ. 
Zukünftige Arbeiten in diesem Bereich sollten das Ziel verfolgen, die Kulturdimensionen 
durch alternative Quelle zu operationalisieren. Die Messung der Kultur in der vorliegenden 
Arbeit basiert auf Hofstede et al. (2011). Der jüngste Datensatz in der Hofstede-Studie 
stammt damit aus dem Jahr 1972. Der in der vorliegenden Arbeit verwendete 
Beobachtungszeitraum lag hingegen zwischen 1988 und 2006. Somit liegen mindestens 15 
Jahre zwischen der Erhebung der Kulturdimensionen der Hofstede-Studie und den hier 
verwendeten Daten. Innerhalb dieses Zeitraumes kann es bereits zu einer Veränderung der 
Kulturausprägung gekommen sein. So zeigen Taras et. al (2012) beispielsweise, dass sich die 
Kulturdimensionen von Hofstede bereits innerhalb von 10 Jahren verändern (vgl. Taras et al. 
2012, S. 339). Ein weiterer Kritikpunkt an der Messung von Kultur auf Basis von Hofstede ist 
die Verallgemeinerung von der Kultur einer Gesellschaften auf die einzelnen Individuen oder 
Gruppen dieser Gesellschaft (vgl. Kirkman et al. 2006, S. 297f). So geben die Kulturwerte von 
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Hofstede die Ausprägungen der Kultur einer ganzen Gesellschaft wider. Eine Verwendung 
dieser Werte für einzelne Gruppen oder Individuen ist vertretbar und wird häufig 
verwendet, ist aber umstritten (vgl. Kirkman et al. 2006, S. 298). 
5.3.5.2.3 Befunde zum Einfluss der Unsicherheitsvermeidung im Heimatland 
Der Effekt der Unsicherheitsvermeidung auf die Kapitalrendite in Modell 12 ist negativ. Mit 
steigendem Grad an Unsicherheitsvermeidung im Heimatland eines Unternehmens sinkt der 
Unternehmenserfolg. Dieses Ergebnis widerspricht den Erkenntnissen von Swierczek/Ha 
(2003). Basierend auf einem Ländervergleich zeigen die beiden Forscher, dass Unternehmen 
aus Ländern mit hoher Unsicherheitsvermeidung einen höheren Erfolg aufweisen (vgl. 
Swierczek/Ha 2003, S. 54). Die abweichenden Befunde verglichen zur vorliegenden Studie 
können unter anderem durch das Vorgehen in der Studie von Swierczek/Ha (2003) erklärt 
werden. Die beiden Forscher betrachten beispielsweise den Erfolgseffekt der 
Unsicherheitsvermeidung auf Basis eines Vergleichs von thailändischen und vietnamesischen 
Unternehmen. Swierczek/Ha (2003) versuchen Differenzen im Unternehmenserfolg lediglich 
durch die Unsicherheitsvermeidung zu erklären, da diese Kulturdimension am stärksten 
zwischen diesen beiden Ländern differiert (vgl. Swierczek/ Ha 2003, S. 48). Unterschiede in 
den Dimensionen Maskulinität, Machtdistanz und Individualismus sowie Effekte durch 
weitere Rahmenbedingungen im Heimatland werden somit nicht betrachtet (vgl. 
Swierczek/Ha 2003, S. 49). Die Vernachlässigung der weiteren drei Kulturkriterien kann ein 
Grund für die abweichenden Ergebnisse sein. 
Der moderierende Effekt der Unsicherheitsvermeidung in Modell 12 ist positiv. Dieser 
Befund bestätigt die Erwartung in Hypothese 7, dass Unsicherheitsvermeidung den 
Zusammenhang zwischen Internationalität und Unternehmenserfolg positiv beeinflusst. Der 
positiv moderierende Effekt der Unsicherheitsvermeidung ist unter anderem darauf 
zurückzuführen, dass in diesen Gesellschaften Eigenschaften vorherrschen, die die Neu- und 
Weiterentwicklung von Produkten positiv beeinflussen, wie Genauigkeit, Pünktlichkeit (vgl. 
Hofstede et al. 2011, S. 244), Insistenz und Strukturiertheit (vgl. Erez/Nouri 2010, S. 358). 
Unternehmen aus diesen Ländern weisen zwar eine geringere Innovativität auf (vgl. Shane 
1995, S. 47), sind aber in der Umsetzung von Ideen in neue Produkte erfolgreicher (vgl. 
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Hofstede et al. 2011, S. 244). Die internationale Expansion ermöglicht den Unternehmen die 
Verwertung der Produktinnovationen im Ausland (vgl. Hymer 1976, S. 33), sodass 
Unsicherheitsvermeidung unter anderem über die steigenden Produktinnovationen den 
Zusammenhang zwischen Internationalität und Unternehmenserfolg positiv moderiert. 
Wie im vorherigen Unterkapitel bereits ausführlich beschrieben wurde, basieren die 
Ergebnisse von Hofstede et al. (2011) verglichen mit dem hier verwendeten 
Erhebungszeitraum auf alten Daten. Ein weiterer Kritikpunkt, der auch für 
Unsicherheitsvermeidung auf Basis der Erhebung von Hofstede (1980) gilt, wurde bereits im 
vorherigen Unterkapitel angeführt. So kann die Verwendung von länderspezifischen 
Kulturwerten für einzelne Personengruppen zu einem Fehler in der Messung führen (vgl. 
Kirkman et al. 2006, S. 298).  
5.3.5.2.4 Befunde zum Einfluss des Individualismus im Heimatland 
Der Individualismus beeinflusst den Unternehmenserfolg positiv. Unternehmen aus Ländern 
mit einem hohen Grad an Individualismus weisen in Modell 13 eine vergleichsweise hohe 
Kapitalrendite auf. Dieser Effekt kann unter anderem auf das Leistungsprinzip in diesen 
Gesellschaften und den resultierenden Anreiz für die Entwicklung von Innovationen 
zurückgeführt werden (vgl. Mai/Müller 2011, S. 453). In individualistischen Gesellschaften 
steht die Leistung des Einzelnen im Mittelpunkt, so erfolgt häufig eine erfolgsabhängige 
Vergütung, die einen zusätzlichen Anreiz für hohe Leistungen darstellt. Der positive Effekt 
des Individualismus entspricht den Befunden von Hofstede et al. (2011). 
Der moderierende Effekt des Individualismus ist hingegen negativ. In Hypothese 8 wurde ein 
positiv moderierender Effekt erwartet, sodass die vorliegenden Befunde diese Hypothese 
widerlegen. Die positiven Aspekte des Individualismus wie der stärkere Anreiz zur 
Innovativität führen wider Erwarten nicht zu einer positiven Beeinflussung des 
Zusammenhangs zwischen Internationalität und Unternehmenserfolg. Ein Grund für dieses 
Ergebnis kann der Führungsstil sein, der abhängig von der Ausprägung des Individualismus 
variiert. In Gesellschaften mit geringer individualistischer Prägung setzen Manager häufig 
einen transformationalen Führungsstil ein (vgl. Jung et al. 1995, S. 3). Mitarbeiter können 
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sich bei dieser Form der Führung besser mit der Gruppe und dem Vorgesetzten 
identifizieren, da der Vorgesetzte gemeinsame Werte schafft und Visionen formuliert (vgl. 
Bass/Avolio 1994, S. 541ff). Dadurch erzeugt dieser Führungsstil ein hohes Maß an Loyalität 
(vgl. Avolio et al. 2004, S. 953). Der Aufbau von Mitarbeiterloyalität ist insbesondere im 
Rahmen der Internationalisierung relevant (vgl. Li et al. 1999, S. 66). Durch die höhere 
Loyalität und die Unterstützung der Mitarbeiter im Gastland kann ein expandierendes 
Unternehmen ggf. schneller die Liabilities of Foreignness überwinden. 
In folgenden Arbeiten sollte die Dimension Individualismus nicht durch die etablierten 
Erhebungen von Hofstede, wie Hofstede et al. (2011), operationalisiert werden, da mit 
diesen Daten eine Reihe von Einschränkungen einhergehen (vgl. Kapitel 5.3.5.2.2). 
5.3.5.3 Ergebnisse und Diskussion der Heimatlandeffekte nach Rugman 
5.3.5.3.1 Befunde zum Einfluss der Intraregionalisierung 
Die Intraregionalisierung beeinflusst den Unternehmenserfolg positiv. Mit steigendem 
Umsatz in der Heimatregion in Relation zum gesamten Auslandumsatz steigt in Modell 14 
der Unternehmenserfolg. Unternehmen profitieren bei einer Expansion in die Heimatregion 
von geringeren Liabilities of Foreignness verglichen mit einer Expansion über die Grenzen 
der Heimatregion hinaus. Die geringen Unterschiede zwischen Heimat- und Gastland führen 
zu vergleichsweise geringen Kosten der Intraregionalisierung (vgl. Rugman/Verbeke 2007, S. 
201). Zudem können unternehmensspezifische Vorteile durch geringe Anpassung und damit 
geringe Zusatzkosten auch in anderen Ländern der eigenen Region verwertet werden (vgl. 
Rugman/Verbeke 2005, S. 14). Ceteris paribus steigt damit die Rendite der Unternehmen. 
Auf Basis der gleichen Operationalisierung wie in der vorliegenden Arbeit kann Li (2005) den 
Einfluss der Intraregionalisierung auf den Erfolg nicht nachweisen, der Einfluss ist 
insignifikant. Im Gegensatz dazu bestätigen die Befunde von Chiang/Yu (2005) den positiven 
Effekt der Intraregionalisierung auf den Unternehmenserfolg. Die beiden Forscher zeigen auf 
Basis einer Dummy-Variablen, dass lediglich Direktinvestitionen in die Heimatregion zu 
einem positiven Erfolgseffekt führen. Abweichend zu den vorliegenden Befunden zeigt 
Elango (2004) auf Basis von 130 der 500 größten multinationalen Unternehmen, dass 
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Gesellschaften stärker von einer interregionalen Expansion als von einer intraregionalen 
Expansion profitieren. Ein Grund für das abweichende Ergebnis ist ggf. die starke 
internationale Präsenz dieser multinationalen Unternehmen. Der Median des 
Internationalisierungsgrades FSTS liegt in der Studie von Elango (2004) bei 60% verglichen 
mit 43% in der vorliegenden Untersuchung. Durch den sehr hohen 
Internationalisierungsgrad sind diese Unternehmen ggf. bereits in allen Regionen der Welt 
aktiv, sodass nur geringe Anpassungen der Prozesse und Produkte bei einer weiteren 
Internationalisierung nötig sind. Dadurch fallen die interregionale Liabilities of Foreignness 
bei einer weiteren Expansion in diese Regionen vergleichsweise gering aus. 
Der moderierende Einfluss auf den Zusammenhang zwischen Internationalität und 
Unternehmenserfolg ist negativ und nicht signifikant. Der unterstellte positiv moderierende 
Effekt der Intraregionalisierung auf den Zusammenhang zwischen Internationalität und 
Unternehmenserfolg in Hypothese 9 kann damit nicht bestätigt werden. Aus der 
Literaturrecherche (vgl. Kapitel 2.7.5) geht hervor, dass Li (2005) einen positiven Einfluss der 
Intraregionalisierung auf den Zusammenhang zwischen Internationalität und 
Unternehmenserfolg nachweist. Trotz der Operationalisierung der Intraregionalisierung 
analog zu Li (2005) ist der Effekt in der vorliegenden Arbeit nicht signifikant. Ein Grund 
hierfür kann die unterschiedliche Definition der Heimatregion sein. Li (2005) analysiert US-
amerikanische Unternehmen, wobei er alle Mitgliedsländer des Freihandelsabkommen FTAA 
(Free Trade Area of the Americas) als Heimatregion definiert. Die vorliegende Arbeit umfasst 
hingegen lediglich die Länder Nordamerikas als Heimatregion amerikanischer Unternehmen, 
analog der Definition der Triaden von Ohmae (1985). Das Vorgehen von Li (2005) entspricht 
damit nicht den Regionen von Rugman/Verbeke (2004b) sowie weiteren Studien zur 
Interregionalisierung (siehe beispielsweise Elango/Wieland 2014 sowie Oh/ Contractor 
2014). 
Ein weiterer Grund für die insignifikanten Effekte im Vergleich zu Li (2005) liegt ggf. in der 
untersuchten Branche. Die Stichprobe der vorliegenden Arbeit besteht aus Unternehmen 
des produzierenden Gewerbes, wohingegen Li (2005) Serviceunternehmen untersucht. Diese 
beiden Branchen weisen grundsätzlich unterschiedliche Ausprägungen der 
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Intraregionalisierung auf. Dienstleistungsunternehmen sind stärker in der Heimatregion aktiv 
als produzierende Unternehmen (vgl. Rugman/Verbeke 2008, S. 397), da die 
unternehmensspezifischen Vorteile von Serviceunternehmen, wie die Marketingfähigkeiten 
oder der Unternehmensname, mit steigender kultureller, ökonomischer und institutioneller 
Distanz zwischen Heimat- und Gastland an Wert verlieren (vgl. Rugman/Verbeke 2008, S. 
406ff). Unternehmensspezifische Vorteile von Herstellern sind hingegen weniger stark von 
dieser Abschwächung betroffen und die Kosten für die Anpassung fallen entsprechend 
geringer aus (vgl. Rugman/Verbeke 2008, S. 402ff). 
Hersteller profitieren damit grundsätzlich von einem hohen Anteil HSFS, jedoch hat dieser 
Anteil keinen nachweisbaren Einfluss auf den Zusammenhang zwischen Internationalität und 
Unternehmenserfolg. 
5.3.5.3.2 Befunde zum Einfluss der Größe der Heimatregion 
Die Größe des Marktes in der Heimatregion beeinflusst die Kapitalrendite negativ. In Modell 
15 führt ein Anstieg des BIP in der Heimatregion zu einem Rückgang des 
Unternehmenserfolgs. Die Analyse der geteilten Stichprobe verdeutlicht, dass dieser Effekt 
abhängig vom Internationalisierungsgrad der Unternehmen ist. Nur bei geringen 
Internationalisierungsgraden beeinflusst das BIP in der Heimatregion die Rendite negativ, 
stark internationalisierte Unternehmen hingegen können von der Größe der Heimatregion 
profitieren (vgl. Tabelle 5.9). Ein Grund hierfür ist, dass lediglich stärker internationalisierte 
Unternehmen durch mögliche Skalenvorteile von einem großen Binnenmarkt profitieren. 
Diese Unternehmen nutzen das zusätzliche Marktpotenzial und generieren daraus 
Größenvorteile. Eine große Heimatregion umfasst in der Regel auch mehr Unternehmen und 
damit auch mehr Konkurrenten, die den Wettbewerb in der Heimatregion aber auch im 
Heimatland erhöhen (vgl. Breuss 2001, S. 655). Der erhöhte Wettbewerb hat insbesondere 
auf weniger international aktive Betriebe einen negativen Effekt. Der Wettbewerb senkt 
tendenziell die Gewinne der Unternehmen im Heimatland, gleichzeitig profitieren wenig 
internationalisierte Gesellschaften nur geringfügig vom größeren Markt in der Heimatregion. 
Insgesamt verzeichnen Unternehmen mit einem geringen Internationalisierungsgrad durch 
eine große Heimatregion einen Erfolgsrückgang. Der negative Einfluss des Wettbewerbs 
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steht im Gegensatz zum positiven Einfluss der Wettbewerbsintensität, der in Kapitel 
5.3.5.1.4 nachgewiesen wurde. Hintergrund für diesen Effekt kann sein, dass Wettbewerber 
in der Untersuchung von Hypothese 4 nicht unterteilt wurden nach den Regionen, aus denen 
sie stammen. Wettbewerber mit ähnlichem kulturellem Hintergrund aus der Heimatregion 
können einen stärker negativen Einfluss auf den Erfolg haben als Wettbewerber aus anderen 
Regionen. Dies kann eine Erklärung für die abweichenden Ergebnisse des Wettbewerbs in 
Kapitel 5.3.5.1.4 sein. 
Die Größe der Heimatregion moderiert den Zusammenhang zwischen Internationalität und 
Unternehmenserfolg positiv. Dieser Befund bestätigt die Erwartung aus Hypothese 10. 
Unternehmen profitieren im Rahmen der Internationalisierung von einem großen Markt in 
der Heimatregion. Eine große Heimatregion bietet Unternehmen beispielsweise weiteren 
Zugang zu Lieferanten, die einem ähnlichen kulturellen und institutionellen Umfeld 
entstammen (vgl. Mol et al. 2004, S. 604). Eine Zusammenarbeit mit diesen Lieferanten wird 
aufgrund der geringen kulturellen und institutionellen Barrieren vereinfacht (vgl. Mol et al. 
2004, S. 604). Für Unternehmen besteht durch eine große Heimatregion die Möglichkeit, mit 
vergleichsweise vielen Lieferanten zusammenzuarbeiten, die einem Umfeld mit geringer 
kultureller Distanz zum Heimatland entstammen (vgl. Schmitt/van Biesebroeck 2013, S. 493). 
Durch die Vielzahl potenzieller Lieferanten steigt die Wahrscheinlichkeit, innovative 
Entwicklungspartner zu identifizieren, mit denen Wettbewerbsvorteile generiert werden 
können. Ein weiterer positiver Aspekt ist der Zugang zu einem größeren Arbeitsmarkt. Die 
geringfügigen Unterschiede zwischen den Kulturen verringern die Barrieren einer Anstellung 
von Arbeitskräften aus der Heimatregion. Dies wird unterstützt durch Gesetze zur Förderung 
der Arbeitnehmermobilität innerhalb der Regionen (vgl. Art. 45 und Art. 49 AEUV). Dieser 
Zugang zu Fachkräften gibt den Unternehmen ebenfalls die Möglichkeit zur Herausbildung 
von Wettbewerbsvorteilen, die international verwertet werden können und damit den 
Zusammenhang zwischen Internationalität und Unternehmenserfolg positiv beeinflussen 
(vgl. Hymer 1976, S. 33). 
Aus der Analyse der geteilten Stichprobe in Tabelle 5.9 geht hervor, dass der moderierende 
Einfluss des BIPs der Heimatregion bei hohen Internationalisierungsgraden negativ ist. 
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Hintergrund hierfür ist, dass Unternehmen zunächst in ähnliche Länder expandieren und sich 
sukzessive weiter vom Heimatland entfernen, gemessen an der kulturellen und räumlichen 
Distanz (vgl. Johanson/Vahlne 1977, S. 23). Je größer der Markt in der Heimatregion ist, 
desto mehr Umsatz kann dort potenziell erreicht werden. Basierend auf dem Ansatz von 
Johanson/Vahlne (1977) expandieren Unternehmen nach Ausschöpfung des intraregionalen 
Marktpotenzials in andere Regionen, die sich stärker vom Heimatland unterscheiden. Je 
größer der Markt in der Heimatregion ist, desto später expandieren die Unternehmen 
interregional. Die späte interregionale Expansion hat einen Einfluss auf den Anpassungs- und 
Lernprozess in der Organisation (vgl. Cohen/Levinthal 1990, S. 136f). Durch eine lange 
Aktivität in einem bestimmten Umfeld bildet sich eine „dominant logic“, die den 
Anpassungs- und Lernprozess von neuem Wissen negativ beeinflusst (vgl. Eriksson et al. 
1997, S. 345). Je größer die Heimatregion ist, desto länger können sich Unternehmen auf 
eine intraregionale Expansion fokussieren und entsprechend stark ist die Prägung durch die 
Heimatregion. Diese starke „dominant logic“ könnte der Grund dafür sein, dass für stark 
internationalisierte Unternehmen ein großer Heimatmarkt einen negativ moderierenden 
Effekt hat, da es zu einer vergleichsweise späten interregionalen Expansion kommt und 
damit auch zu erhöhten Anpassungs- und Lernkosten.  
In Folgestudien sollten die Treiber für die positiven Effekte des BIP der Heimatregion auf den 
Zusammenhang zwischen Internationalität und Unternehmenserfolg identifiziert und deren 
moderierender Effekt untersucht werden. In diesem Rahmen könnte die hier unterstellten 
Einflüsse der Lieferantenstruktur und der Verfügbarkeit von Humankapital empirisch geprüft 
werden. 
5.4 Abnehmender Heimatlandeffekt 
In Hypothese 11 wurde die Vermutung aufgestellt, dass der Einfluss des Heimatlandes im 
Rahmen der Internationalisierung abnimmt. Geprüft wird diese Vermutung durch die 
separate Betrachtung von schwach und stark internationalisierten Unternehmen. Ein 
schwächerer Einfluss des Heimatlandes bei hohen Internationalisierungsgraden wird als 
Bestätigung von Hypothese 11 gewertet. Die Analyse basiert auf allen verwendeten 
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Heimatlandeinflüssen in der vorliegenden Untersuchung und umfasst alle Einflüsse, die 
sowohl bei geringen als auch bei hohen Internationalisierungsgraden signifikant sind. 
In der Untersuchung schwach und stark internationalisierter Unternehmen in Tabelle 5.7 
weisen lediglich der moderierende Einfluss der Machtdistanz und des Individualismus einen 
signifikanten Effekt in beiden Teilstichproben auf. In den übrigen Modellen ist der jeweilige 
Heimatlandeffekt in mindestens einer der Teilstichproben nicht signifikant. Ein Hauptgrund 
für die nicht signifikanten Effekte ist die hohe Multikollinearität in den Modellen. In den 
Untersuchungen wird der kritische VIF-Grenzwert 10 deutlich überschritten (vgl. Cohen et al. 
2003, S. 423). Das hohe Maß an Multikollinearität erschwert in der Folge das Erreichen der 
verwendeten Signifikanzniveaus (vgl. Assenmacher 2013, S. 33). 
Machtdistanz weist einen positiv moderierenden Effekt bei geringen 
Internationalisierungsgraden auf und einen negativen Einfluss auf den Zusammenhang 
zwischen Internationalität und Unternehmenserfolg bei Unternehmen mit einem 
Auslandsumsatzanteil über 43%. Der Vorzeichenwechsel deutet auf Vor- bzw. Nachteile der 
Machtdistanz, die vom Grad der Internationalisierung abhängen (vgl. hierzu auch Kapitel 
5.3.5.2.2). Die vermutete Abschwächung des moderierenden Einflusses der Machtdistanz bei 
hohen Internationalisierungsgraden kann nicht bestätigt werden, da die Richtung des 
Effektes gegensätzlich ist in den Teilstichproben. Der Effekt der Individualismus auf den 
Zusammenhang zwischen Internationalität und Unternehmenserfolg nimmt bei hohen 
Internationalisierungsgraden nicht ab, sondern zu. Verglichen mit geringen 
Internationalitätsgraden wird der negativ moderierende Effekt bei Unternehmen mit hohem 
Auslandsumsatzanteil (FSTS>0,43) stärker, sodass Hypothese 11 widerlegt wird. 
Ähnlich zu den vorliegenden Befunden zum Individualismus weisen auch die 
Studienergebnisse von Elango/Sethi (2007) und Bobillo et al. (2010) auf einen zunehmenden 
Effekt der Heimatlandcharakteristika bei hohen Internationalisierungsgraden hin. In beiden 
Forschungsarbeiten erfolgt die Untersuchung des Heimatlandeffektes auf Basis eines 
Vergleichs verschiedener Stichproben. Elango/Sethi (2007) sowie Bobillo et al. (2010) bilden 
Teilstichproben, bestehend aus Unternehmen verschiedener Länder. Zur Einteilung der 
Beobachtungen in die Teilstichproben werden die Ausprägungen verschiedener 
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Heimatlandeigenschaften verwendet. Die Verläufe des Zusammenhangs zwischen 
Internationalität und Unternehmenserfolg der Teilstichproben der Studie von Elango/Sethi 
(2007) sind in Abbildung 5.6 dargestellt. Die Abbildung umfasst zudem die Differenz der 
beiden Kurvenverläufe. Diese Differenz steigt mit zunehmender Internationalisierung, d.h. je 
stärker die Unternehmen international aktiv sind, desto stärker beeinflussen die 
Unterschiede in den Heimatlandcharakteristika den Zusammenhang zwischen 
Internationalität und Unternehmenserfolg. Elango/Sethi (2007) stellen fest, dass sich 
insbesondere bei hohen Internationalisierungsgraden die Folgen der unterschiedlichen 
Heimatlandeigenschaften zeigen (vgl. Elango/Sethi 2007, S. 385). 
 
Abbildung 5.6: Grafische Darstellung der Differenz hinsichtlich der Zusammenhänge zwischen 
Internationalität und Unternehmenserfolg der Ländergruppen aus der Untersuchung von Elango/Sethi (2007) 
(Quelle: Elango/Sethi 2007, S. 383; eigene Darstellung/ Berechnung) 
Den Verlauf der Zusammenhänge zwischen Internationalität und Unternehmenserfolg in der 
Untersuchung von Bobillo et al. (2010) zeigt Abbildung 5.7. Die Forscher untersuchen drei 
verschiedene Länderstichproben bestehend aus französischen, spanischen sowie englischen, 
dänischen und deutschen Unternehmen. 
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Abbildung 5.7: Grafische Darstellung der Zusammenhänge zwischen Internationalität und 
Unternehmenserfolg der Ländergruppen aus der Untersuchung von Bobillo et al. (2010) (Quelle: Bobillo et al. 
2010, S. 615; eigene Darstellung; Darstellung der Stichprobe UK, Dänemark, Deutschland begrenzt aufgrund 
der Darstellbarkeit auf 0 - 24% FSTS) 
Die Differenzen zwischen den Kurvenverläufen sind in den Diagrammen in Abbildung 5.8 
aufgeführt. Die Steigung dieser Kurven nimmt bei hohen Internationalisierungsgraden (FSTS 
> 67%) kontinuierlich zu. Die Abweichungen zwischen den Ländern und damit der Einflüsse 
 
Abbildung 5.8: Grafische Darstellung der Differenzen hinsichtlich der Zusammenhänge zwischen 
Internationalität und Unternehmenserfolg der Ländergruppen aus der Untersuchung von Bobillo et al. (2010) 
(Quelle: Bobillo et al. 2010, S. 615; eigene Darstellung/ Berechnung) 
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der Heimatlandeigenschaften steigen bei hohen Internationalisierungsgraden. Sowohl die 
Ergebnisse von Elango/Sethi (2007) als auch von Bobillo et al. (2010) bestätigen die 
vorliegenden Befunde zur steigenden Relevanz der Heimatlandeigenschaften bei hohen 
Internationalisierungsgraden. 
Die Untersuchung der Abschwächung des Heimatlandeffektes basiert in der vorliegenden 
Arbeit auf der Teilung der Stichprobe. Aus den Analysen der Ergebnisse von Elango/Sethi 
(2007) und Bobillo et al. (2010) geht jedoch hervor, dass der Einfluss der 
Heimatlandeigenschaften komplexer sein kann und der angewandte Mediansplit in der 
vorliegenden Arbeit eine derartige Komplexität nicht abdecken kann. Forscher sollten die 
Nichtlinearität der Heimatlandeffekte auf den Zusammenhang zwischen Internationalität 
und Unternehmenserfolg zukünftig in den multivariaten Modellen berücksichtigen. Ein 
solches Vorgehen erlaubt eine genauere Analyse dieses Effektes. Explizit sollten die 
moderierenden Effekte der Heimatlandcharakteristika auf den quadratischen oder 
kubischen Internationalisierungsterm betrachtet werden. 
Manager sollten sich bewusst machen, dass der Einfluss des Heimatlandes auf den 
Zusammenhang zwischen Internationalität und Unternehmenserfolg mit dem Grad der 
Internationalisierung variiert. Im Rahmen der Planung der weiteren Expansionsstrategie 
muss berücksichtigt werden, dass der Heimatlandeffekt durch die Internationalisierung 
beeinflusst wird. Eine mangelnde Berücksichtigung dieses Einflusses in der Extrapolation des 
Zusammenhangs zwischen Internationalität und Unternehmenserfolg führt ggf. zu einer 
Fehleinschätzung durch die Manager (vgl. Kilmann 1984, S. 2 sowie Pillai 2010, S. 299). 
5.5 Robustheitsprüfung 
5.5.1 Robustheit der Operationalisierung 
Die Untersuchungen in den vorherigen Abschnitten basieren auf den am häufigsten 
verwendeten Operationalisierungen für Unternehmenserfolg und Internationalität: der 
Kapitalrendite und dem relativen Auslandumsatzanteil (vgl. Kapitel 2.6). Für die Prüfung der 
Robustheit der Modelle werden statt dieser Indikatoren die Umsatzrendite und das relative 
Auslandsvermögen verwendet. In den bisherigen Arbeiten über den Zusammenhang 
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zwischen Internationalität und Rentabilität werden diese Kennzahlen am zweithäufigsten 
verwendet (vgl. Kapitel 2.6). Analog zum vorliegenden Vorgehen der Robustheitsprüfung 
haben Sullivan (1994b), Chittoor et al. (2009) und Olusoga (1993) ROS anstelle von ROA zum 
Nachweise der Robustheit verwendet. In den Arbeiten von Sambharya (1995), 
Daniels/Bracker (1989) sowie Eckert/Dittfeld (2009) wird entsprechend dazu das 
Internationalitätsmaß FSTS durch FATA ersetzt, das am häufigsten verwendete Erfolgsmaß in 
den bisherigen Arbeiten zum Zusammenhang zwischen Internationalität und 
Unternehmenserfolg (vgl. Kapitel 2.7). Die Ergebnisse der Robustheitsprüfung sind in  
Anhang 7.9 bis Anhang 7.14 angegeben. 
Die Befunde zum Einfluss der Anzahl der MINT-Akademiker, der Investitionen der Zulieferer 
in Forschung und Entwicklung, der Qualität der Regierung, der Unsicherheitsvermeidung, 
des Individualismus und der Größe der Heimatregion stimmen mit den bisherigen 
Ergebnissen in Kapitel 5.3.2 überein. Der Einfluss der Nachfrage und des Wettbewerbs ist bei 
Verwendung von FATA und ROS nicht mehr nachweisbar, wohingegen der positiv 
moderierende Effekt der Intraregionalisierung (Hypothese 9) erst in der Robustheitsprüfung 
nachweisbar ist. 
Lediglich die Befunde zur Machtdistanz und zu den abnehmenden Heimatlandeffekten 
weichen bei Verwendung von FATA und ROS von den Ergebnissen in Kapitel 5.3.2 ab. Der 
Einfluss der Machtdistanz auf den Zusammenhang zwischen Internationalität und 
Unternehmenserfolg ist negativ und damit gegensätzlich zu den Befunden auf Basis von FSTS 
und ROA.  
Die Untersuchung abnehmender Heimatlandeinflüsse bei hohen 
Internationalisierungsgraden widerspricht ebenfalls den Ergebnissen in Kapitel 5.3.2. Die 
Abnahme der Heimatlandeinflüsse wird nicht widerlegt, sondern bestätigt sich bei 
Verwendung von FATA und ROS. Die Unsicherheitsvermeidung und der Individualismus sind 
die einzigen Heimatlandeffekte, die sowohl bei gering als auch bei stark internationalisierten 
Unternehmen einen signifikanten Einfluss auf den Zusammenhang zwischen FATA und ROS 
aufweisen. Beide Heimatlandeffekte zeigen bei stark internationalisierten Unternehmen 
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eine vergleichsweise geringe Effektstärke, sodass die Effekte bei hohen 
Internationalisierungsgraden schwächer ausfallen. 
Insgesamt sind die bisherigen Ergebnisse auch bei Verwendung einer alternativen 
Operationalisierung robust und können nicht widerlegt werden. Lediglich Machtdistanz und 
abnehmende Heimatlandeffekte weisen abweichende Ergebnisse auf. 
5.5.2 Robustheit bei Verzögerungseffekten  
Die Prüfung der Kausalität stellt sicher, dass der nachgewiesene Zusammenhang zwischen 
Internationalität und Unternehmenserfolg auf den Effekt der Internationalität auf den 
Unternehmenserfolg zurückzuführen ist und nicht vice versa. 
Für diesen Nachweis wird ein zeitverzögerter Effekt (Time-Lag) für die abhängigen Variablen 
eingesetzt. Die Wirkung der Internationalität beeinflusst den Erfolg demnach nicht direkt, 
sondern mit einer gewissen Verzögerung. Der Nachweis eines Time-Lags würde die in den 
vorherigen Regressionen angenommene Kausalität bestätigen. 
Die Größe dieses Zeitverzugs ist bisher nicht eindeutig bestimmt worden, so verwenden 
Lu/Beamish (2004) beispielsweise eine Verzögerung von einem, zwei und drei Jahren, 
wohingegen Grant (1987) ein Time-Lag von vier Jahren betrachtet. In den vorliegenden 
Daten erklärt die Regression mit einem Time-Lag von drei Jahren den größten Anteil der 
Varianz, verglichen mit Modellen mit einem Verzögerungseffekt von einem, zwei und vier 
Jahren (vgl. Anhang 7.15). Der Zeitverzug von drei Jahren bildet die Basis zur Prüfung der 
bisherigen Befunde. Die Regressionsergebnisse zeigen, dass auch bei einer zeitverzögerten 
Wirkung der Internationalität auf den Erfolg der Zusammenhang signifikant ist (siehe Anhang 
7.16, Anhang 7.17, Anhang 7.18, Anhang 7.19, Anhang 7.20 und Anhang 7.21). Dieser Befund 
bestätigt die unterstellte Kausalität, dass die Internationalität eines Unternehmens den 
Erfolg beeinflusst. 
Auch die bisherigen Befunde zu den Effekten der Rahmenbedingungen im Heimatland 
bestätigen sich weitgehend. Die einzigen Abweichungen zeigen sich im moderierenden 
Einfluss der MINT-Absolventen und im Effekt der Intraregionalisierung auf den 
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Unternehmenserfolg. Beide Effekte sind gegenüber den Modellen ohne Zeitverzug nicht 
mehr signifikant. 
Insgesamt wird die Kausalität zwischen Internationalität und Unternehmenserfolg bestätigt 
und es zeigt sich eine zeitverzögerte Wirkung der Internationalität und der 
Heimatlandeffekte auf den Unternehmenserfolg. 
6 Zusammenfassung 
6.1 Zentrale Ergebnisse 
6.1.1 Stand der Forschung 
Die Untersuchung des Zusammenhangs zwischen Internationalität und Unternehmenserfolg 
war in der Vergangenheit bereits Mittelpunkt vieler Forschungsarbeiten. In der Aufarbeitung 
des Forschungsstandes zu Beginn dieser Arbeit wurde deutlich, dass sich in den letzten vier 
Jahrzehnten alleine 60 Studien mit dem Zusammenhang zwischen Internationalität und 
rechnungslegungsbasiertem Unternehmenserfolg auseinandersetzten. Trotz der vielen 
Veröffentlichungen in diesem Forschungsbereich ist der Zusammenhang bis heute nicht 
eindeutig geklärt. So finden sich in der Literatur neben den linearen auch nicht-lineare 
Zusammenhänge zwischen Internationalität und Unternehmenserfolg, wie beispielsweise S- 
oder gespiegelt S-förmige Kurvenverläufe. 
In den betrachteten Studien zeigt sich, dass die Erklärung des Zusammenhangs zwischen 
Internationalität und Unternehmenserfolg auf einer Vielzahl von Theorien basiert. Diese 
theoretischen Ansätze wurden aber bisher nur zum Teil empirisch validiert. Ein Beispiel dafür 
ist die Standortarbitrage. Dieses Argument taucht in vielen Erklärungen des Erfolgseffektes 
der Internationalisierung auf, wurde jedoch in keiner der 60 analysierten Studien empirisch 
untersucht. Darüber hinaus zeigt auch die theoretische Basis für die Erklärung der nicht 
linearen Zusammenhänge Defizite. Diese dynamischen Kurvenverläufe werden durch die 
Kombination von Einzeltheorien erklärt, wobei die Forscher Wechselwirkungen zwischen 
diesen Ansätzen jedoch nicht betrachten (vgl. Oesterle/Richta 2009, S. 65). 
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Der Stand der Forschung verdeutlicht, dass nur wenige Studien Kontextfaktoren, wie 
Spezifika der Industrie und des Heimatlandes berücksichtigen. Diese Rahmenbedingungen 
beeinflussen nachweislich signifikant den Zusammenhang zwischen Internationalität und 
Unternehmenserfolg, wie in verschiedenen Untersuchungen gezeigt wurde (vgl. Contractor 
et al. 2007, S. 14; Elango/Sethi 2007, S. 385). Dummy-Variablen kontrollieren in einem 
Großteil der Studien die Industrieeffekte auf den Erfolg, erfassen dabei aber nicht den 
Einfluss der Industrie auf den Zusammenhang zwischen Internationalität und 
Unternehmenserfolg. Auch der Einfluss der Rahmenbedingungen im Heimatland wurde in 
den bisherigen Studien unzureichend betrachtet. Die Studien von Elango/Sethi (2007), 
Wan/Hoskisson (2003) und Bobillo et al. (2010) belegen zwar, dass die Zusammenhänge 
zwischen Internationalität und Unternehmenserfolg je nach den Rahmenbedingungen im 
Heimatland variieren, aber nicht, welchen Effekt die einzelnen Heimatlandeigenschaften 
haben. Grundlage für den Nachweis von Heimatlandeffekten war in allen drei Studien der 
Vergleich verschiedener Ländergruppen, die nach den Kriterien Offenheit und Größe des 
Heimatmarktes (Elango/Sethi 2007), Faktorausstattung und Qualität der Institutionen 
(Wan/Hoskisson 2003) sowie internen und externen Wettbewerbsvorteilen (Bobillo et al. 
2010) gebildet wurden. Diese Methodik bewirkt grundsätzliche Probleme in der Auswertung. 
So führt beispielsweise die Einteilung der Länder anhand mehrerer Kriterien dazu, dass eine 
Aussage über die Effekte der einzelnen Landeseigenschaften nicht möglich ist. Die 
Klassifizierung nach Größe und Offenheit der Volkswirtschaften in der Arbeit von 
Elango/Sethi (2007) verhindert somit eine Aussage darüber, inwieweit der resultierende 
Zusammenhang zwischen Internationalität und Unternehmenserfolg auf die Größe, die 
Offenheit oder eine Interaktion der beiden Faktoren zurückzuführen ist. Zudem beschränkt 
das Vorgehen in den drei Studien zum Heimatlandeffekt die Analyse auf einen qualitativen 
Vergleich der Teilstichproben aus verschiedenen Ländern und verhindert eine 
Quantifizierung der einzelnen Effekte, da in den Regressionsgleichungen der Einfluss der 
Heimatländer nicht berücksichtigt wird. Auch wenn Elango/Sethi (2007) nur die Größe der 
Volkswirtschaften als Kriterium verwendet hätten, hätten sie keine direkte Aussage darüber 
treffen können, wie stark die Größe den Zusammenhang zwischen Internationalität und 
Unternehmenserfolg beeinflusst. 
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6.1.2 Empirische Erkenntnisse  
Das Ziel der vorliegenden Arbeit war es, die bestehenden Defizite der bisherigen Ansätze zur 
Analyse der Heimatlandeffekte zu beheben, indem der Einfluss der Ländercharakteristika auf 
den Zusammenhang zwischen Internationalität und Unternehmenserfolg direkt gemessen 
wird. Anstelle der bisher durchgeführten Vergleiche von Teilstichproben erfolgte die Analyse 
anhand der moderierenden Einflüsse der Heimatlandeigenschaften. Ein derartiger Ansatz zur 
detaillierten Analyse des Heimatlandeffektes auf den Zusammenhang zwischen 
Internationalität und Unternehmenserfolg ist neu und wurde in keiner der früheren 
Untersuchungen verwendet. 
Die Basis für die empirische Untersuchung bildeten Automobilhersteller aufgrund ihres 
hohen Internationalisierungsgrades. Die Unternehmen in der Stichprobe stammen aus 11 
verschiedenen Ländern und wurden über einen Zeitraum vom 1988 bis 2006 betrachtet. 
Insgesamt sind 402 Datensätze von 37 Fahrzeugherstellern in die Untersuchungen 
eingegangen. 
Die aufgestellten Hypothesen zum Heimatlandeffekt basierten auf dem Diamanten-Modell 
von Porter (1990), der neuen Institutionsökonomie von North (1990) und der 
Intraregionalisierungshypothese von Rugman (2003). Insgesamt wurden 11 Hypothesen in 
der vorliegenden Arbeit empirisch geprüft. In der Untersuchung konnte die Wirkung von vier 
Länderfaktoren bestätigt werden. Die Nachfrage, die F&E-Investitionen der Zulieferindustrie, 
die Unsicherheitsvermeidung und die Größe der Heimatregion beeinflussen nachweislich 
den Zusammenhang zwischen Internationalität und Unternehmenserfolg entsprechend der 
Erwartungen. Grundsätzlich bestätigen aber auch die signifikanten Einflüsse der widerlegten 
Hypothesen die Relevanz des Heimatlandes in der Analyse des Zusammenhangs zwischen 
Internationalität und Unternehmenserfolg. Neben den Ländercharakteristika wurde auch 
eine Hypothese über abnehmende Heimatlandeffekte im Rahmen der weiteren 
Internationalisierung aufgestellt, die sich in den Daten jedoch nicht bestätigt. In der 
vorliegenden Untersuchung sowie in den Arbeiten von Elango/Sethi (2007) und Bobillo et al. 
(2010) zeigt sich, dass die Heimatlandeigenschaften auch bei hohen 
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Internationalisierungsgraden einen starken Einfluss auf den Zusammenhang zwischen 
Internationalität und Unternehmenserfolg haben. 
6.2 Konsequenzen für Forschung und Unternehmenspraxis 
Die vorliegende Arbeit belegt die hohe Relevanz des Heimatlandes in der Analyse des 
Zusammenhangs zwischen Internationalität und Unternehmenserfolg. Heimatlandeffekte 
können eine Erklärung dafür sein, dass sich in der akademischen Literatur der letzten 40 
Jahre so heterogene Befunde über den Erfolgseffekt der Internationalisierung finden. Die 
Vor- und Nachteile, die sich aus den nationalen Rahmenbedingungen ableiten lassen, 
können zum Teil erklären, warum Forscher zu unterschiedlichen Befunden über den 
Zusammenhang zwischen Internationalität und Unternehmenserfolg gekommen sind. Das 
Umfeld im Heimatland von Schweizer und US-amerikanischen Unternehmen ist 
beispielsweise so verschieden, dass dies die unterschiedlichen Befunde über den 
Zusammenhang zwischen Internationalität und Unternehmenserfolg erklären könnte. So 
finden Riahi-Belkaoui (1998) für amerikanische Unternehmen eine S-Kurve und Ruigrok et al. 
(2007) im Gegensatz dazu für Schweizer Unternehmen einen gespiegelten S-Zusammenhang. 
Eine gemeinsame Untersuchung von Unternehmen dieser beiden Länder kann daher ohne 
Kontrolle der nationalen Rahmenbedingungen in einem Zusammenhang zwischen 
Internationalität und Unternehmenserfolg resultieren, der weder für amerikanische noch für 
Schweizer Unternehmen den Kurvenverlauf widerspiegelt. Für zukünftige Arbeiten auf 
diesem Forschungsgebiet gilt daher die Empfehlung, den Einfluss des Heimatlandes zu 
berücksichtigen, z.B. durch den Einsatz von Moderatorvariablen oder die Analyse einzelner 
Länder. 
Die vorliegende Untersuchung stellt lediglich den ersten Schritt in der detaillierten 
Betrachtung des Heimatlandes als Kontextfaktor in der Analyse des Zusammenhangs 
zwischen Internationalität und Unternehmenserfolg dar. Aus den Ergebnissen resultieren 
weitere Forschungsfragen. So wird in der Analyse beispielsweise ersichtlich, dass der Einfluss 
des Heimatlandes nicht konstant ist, sondern abhängig vom Internationalisierungsgrad 
teilweise zunimmt. Zukünftige Arbeiten sollten diese nicht Linearität in der Modellierung der 
 
180 
 
Untersuchung des Zusammenhangs zwischen Internationalität und Unternehmenserfolg 
berücksichtigen. 
Verantwortliche in Unternehmen sollten sich bei der Internationalisierung nicht nur der 
Gegebenheiten im Gastland bewusst sein, sondern auch der Rahmenbedingungen im 
Heimatland. Die vorliegende Arbeit zeigt, dass das nationale Umfeld eines Unternehmens 
einen signifikanten Einfluss auf den Zusammenhang zwischen Internationalität und Erfolg 
hat. Für Unternehmen stellt der Einfluss des Heimatlandes somit beispielsweise einen 
wichtigen Faktor in der strategischen Planung dar. Die Berücksichtigung der vorliegenden 
Befunde ermöglicht eine genauere Unternehmensplanung in Bezug auf den optimalen 
Internationalisierungsgrad in Relation zur Rendite. Dieser optimale 
Internationalisierungsgrad wird unter anderem durch die nationalen Rahmenbedingungen 
beeinflusst, sodass Unternehmen bei Kenntnis des landesspezifischen Zusammenhangs 
zwischen Internationalität und Unternehmenserfolg auf einen optimalen 
Internationalisierungsgrad hinarbeiten können, bei dem die höchste Rendite erreicht wird. 
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Anhang 7.1: Binäre Kontrollvariablen für die Kalenderjahre (Fortsetzung Tabelle 5.3) 
 Modell 1 Modell 2 Modell 3 Modell 4 Modell 5 
YD87 0a 0a 0a 0a 0a 
YD88 0,36 (0,52) 0,06 (0,10) 0,29 (0,46) 0,20 (0,32) 3,75 (0,93) 
YD89 0,14 (0,20) -0,23 (-0,35) 0,07 (0,11) -0,04 (-0,07) 1,28 (0,32) 
YD90 -0,12 (-0,32) -0,13 (-0,38) 0,00 (0,01) -0,02 (-0,06) 0,43 (0,21) 
YD91 -0,18 (-0,54) -0,25 (-0,79) -0,08 (-0,26) -0,10 (-0,32) -2,53 (-1,39) 
YD92 -0,33 (-0,92) -0,42 (-1,19) -0,45 (-1,32) -0,27 (-0,79) -3,62 (-2,09)* 
YD93 -0,37 (-1,00) -0,43 (-1,19) -0,26 (-0,75) -0,26 (-0,76) -2,80 (-1,50) 
YD94 0,09 (0,25) 0,00 (-0,01) 0,15 (0,43) 0,18 (0,54) 1,42 (0,67) 
YD95 -0,39 (-1,48) -0,42 (-1,61) -0,26 (-1,02) -0,28 (-1,12) -0,11 (-0,07) 
YD96 -0,13 (-0,46) -0,12 (-0,44) 0,03 (0,13) 0,02 (0,07) 0,54 (0,34) 
YD97 0,03 (0,12) 0,03 (0,12) 0,20 (0,83) 0,19 (0,78) 1,04 (0,71) 
YD98 -0,11 (-0,44) -0,11 (-0,49) 0,03 (0,12) 0,03 (0,11) 1,17 (0,83) 
YD99 -0,20 (-0,83) -0,31 (-1,36) -0,15 (-0,66) -0,13 (-0,58) 0,14 (0,10) 
YD00 -0,16 (-0,69) -0,30 (-1,31) -0,14 (-0,65) -0,16 (-0,74) -0,82 (-0,61) 
YD01 -0,16 (-0,70) -0,18 (-0,77) -0,06 (-0,26) -0,04 (-0,20) -0,95 (-0,71) 
YD02 -0,45 (-2,09) -0,51 (-2,44)* -0,42 (-2,10)* -0,41 (-2,05)* -1,08 (-0,87) 
YD03 -0,29 (-1,41) -0,34 (-1,68)+ -0,28 (-1,44) -0,28 (-1,44) 0,21 (0,17) 
YD04 -0,34 (-1,59) -0,37 (-1,82)+ -0,33 (-1,69)+ -0,32 (-1,66)+ -0,52 (-0,43) 
YD05 -0,21 (-1,03) -0,28 (-1,42) -0,26 (-1,38) -0,28 (-1,50) -0,45 (-0,38) 
YD06 0a 0a 0a 0a 0a 
Abhängige Variable (Modell 1 bis Modell 4, S. Logarithmierter Return on Assets; Abhängige Variable (Modell 5, S. Return on Assets; p-Wert 
in Klammern; ***Signifikanzniveau p≥99,9%, **Signifikanzniveau p≥99%; *Signifikanzniveau p≥95%; +Signifikanzniveau p≥90%; a Dieser 
Parameter wird auf null gesetzt, weil er redundant ist. 
 
Anhang 7.2: Binäre Kontrollvariablen für die Kalenderjahre (Fortsetzung Tabelle 5.4) 
 Modell 4 Modell 6 Modell 7 Modell 8 Modell 9 
YD87 0a 0a 0a 0a 0a 
YD88 0,20 (0,32) 0a 0a 0,35 (0,65) 0a  
YD89 -0,04 (-0,07) 0a 0a 0,12 (0,22) 0a 
YD90 -0,02 (-0,06) -0,22 (-0,72) 0a -0,08 (-0,27) -0,14 (-0,47) 
YD91 -0,10 (-0,32) -0,30 (-0,97) 0a -0,17 (-0,58) -0,30 (-1,02) 
YD92 -0,27 (-0,79) -0,01 (-0,03) 0a 0,01 (0,04) -0,03 (-0,08) 
YD93 -0,26 (-0,76) -0,38 (-1,09) 0a -0,33 (-0,98) -0,22 (-0,67) 
YD94 0,18 (0,54) -0,13 (-0,39) 0a 0,04 (0,13) -0,08 (-0,23) 
YD95 -0,28 (-1,12) -0,58 (-2,30)* 0a -0,60 (-2,47)* -0,46 (-1,95)+ 
YD96 0,02 (0,07) -0,31 (-1,17) 0a -0,31 (-1,24) -0,15 (-0,59) 
YD97 0,19 (0,78) 0,06 (0,27) 0a 0,08 (0,35) 0,21 (0,97) 
YD98 0,03 (0,11) -0,03 (-0,14) 0,00 (-0,02) 0,01 (0,05) 0,10 (0,48) 
YD99 -0,13 (-0,58) -0,26 (-1,25) -0,19 (-0,91) -0,24 (-1,15) -0,21 (-1,02) 
YD00 -0,16 (-0,74) -0,29 (-1,38) -0,14 (-0,68) -0,10 (-0,47) -0,12 (-0,63) 
YD01 -0,04 (-0,20) -0,12 (-0,62) -0,02 (-0,12) -0,03 (-0,19) -0,06 (-0,30) 
YD02 -0,41 (-2,05)* -0,35 (-1,88) + -0,14 (-0,78) -0,28 (-1,61) -0,24 (-1,35) 
YD03 -0,28 (-1,44) -0,35 (-1,96) + -0,30 (-1,76)+ -0,26 (-1,51) -0,31 (-1,81)+ 
YD04 -0,32 (-1,66)+ -0,32 (-1,79)+ -0,26 (-1,51) -0,25 (-1,48) -0,24 (-1,42) 
YD05 -0,28 (-1,50) -0,27 (-1,59) -0,27 (-1,59) -0,22 (-1,35) -0,25 (-1,55) 
YD06 0a 0a 0a 0a 0a  
Abhängige Variable: Logarithmierter Return on Assets; p-Wert in Klammern; ***Signifikanzniveau p≥99,9%, **Signifikanzniveau p≥99%; 
*Signifikanzniveau p≥95%; +Signifikanzniveau p≥90%; a Dieser Parameter wird auf null gesetzt, weil er redundant ist. 
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Anhang 7.3: Binäre Kontrollvariablen für die Kalenderjahre (Fortsetzung Tabelle 5.5) 
 Modell 4 Modell 10 Modell 11 Modell 12 Modell 13 
YD87 0a 0a 0a 0a 0a 
YD88 0,20 (0,32) 0a 0a 0a 0a 
YD89 -0,04 (-0,07) 0a 0a 0a 0a 
YD90 -0,02 (-0,06) -0,08 (-0,22) 0,06 (0,20) 0,10 (0,37) -0,28 (-1,00) 
YD91 -0,10 (-0,32) -0,20 (-0,57) -0,10 (-0,33) -0,12 (-0,44) -0,39 (-1,39) 
YD92 -0,27 (-0,79) 0,08 (0,21) 0,16 (0,46) 0,07 (0,24) -0,14 (-0,45) 
YD93 -0,26 (-0,76) -0,31 (-0,77) -0,17 (-0,47) -0,31 (-1,00) -0,30 (-0,93) 
YD94 0,18 (0,54) 0,04 (0,11) 0,12 (0,34) 0,24 (0,78) -0,26 (-0,83) 
YD95 -0,28 (-1,12) -0,57 (-1,93)+ -0,42 (-1,63) -0,44 (-1,97)+ -0,56 (-2,47)* 
YD96 0,02 (0,07) -0,26 (-0,84) -0,09 (-0,34) -0,16 (-0,69) -0,27 (-1,15) 
YD97 0,19 (0,78) 0,16 (0,63) 0,26 (1,11) 0,17 (0,82) 0,11 (0,52) 
YD98 0,03 (0,11) 0,07 (0,29) 0,13 (0,60) 0,08 (0,42) 0,01 (0,06) 
YD99 -0,13 (-0,58) -0,19 (-0,82) -0,16 (-0,74) -0,10 (-0,53) -0,26 (-1,33) 
YD00 -0,16 (-0,74) -0,17 (-0,74) -0,11 (-0,53) -0,07 (-0,38) -0,13 (-0,67) 
YD01 -0,04 (-0,20) -0,08 (-0,38) -0,02 (-0,08) 0,06 (0,32) -0,10 (-0,54) 
YD02 -0,41 (-2,05)* -0,37 (-1,85)+ -0,27 (-1,43) -0,24 (-1,47) -0,27 (-1,63) 
YD03 -0,28 (-1,44) -0,33 (-1,72)+ -0,28 (-1,51) -0,22 (-1,38) -0,32 (-1,96)+ 
YD04 -0,32 (-1,66)+ -0,31 (-1,65) -0,23 (-1,27) -0,16 (-0,98) -0,26 (-1,59) 
YD05 -0,28 (-1,50) -0,28 (-1,55) -0,21 (-1,20) -0,16 (-1,05) -0,18 (-1,18) 
YD06 0a 0a 0a 0a 0a 
Abhängige Variable: Logarithmierter Return on Assets; p-Wert in Klammern; ***Signifikanzniveau p≥99,9%, **Signifikanzniveau p≥99%; 
*Signifikanzniveau p≥95%; +Signifikanzniveau p≥90%; a Dieser Parameter wird auf null gesetzt, weil er redundant ist. 
 
Anhang 7.4: Binäre Kontrollvariablen für die Kalenderjahre (Fortsetzung Tabelle 5.6) 
 Modell 4 Modell 14 Modell 15 
YD87 0a 0a 0a 
YD88 0,20 (0,32) 0a 0a 
YD89 -0,04 (-0,07) 0a 0a 
YD90 -0,02 (-0,06) -0,28 (-1,00) -0,32 (-0,96) 
YD91 -0,10 (-0,32) -0,39 (-1,39) -0,44 -1,33) 
YD92 -0,27 (-0,79) -0,14 (-0,45) -0,16 (-0,42) 
YD93 -0,26 (-0,76) -0,30 (-0,93) -0,56 (-1,50) 
YD94 0,18 (0,54) -0,26 (-0,83) -0,34 (-0,90)  
YD95 -0,28 (-1,12) -0,56 (-2,47)* -0,71 (-2,63)* 
YD96 0,02 (0,07) -0,27 (-1,15) -0,44 (-1,56) 
YD97 0,19 (0,78) 0,11 (0,52) -0,09 (-0,37) 
YD98 0,03 (0,11) 0,01 (0,06)  -0,18 (-0,76) 
YD99 -0,13 (-0,58) -0,26 (-1,33) -0,43 (-1,77)+ 
YD00 -0,16 (-0,74) -0,13 (-0,67) -0,41 (-1,68)+ 
YD01 -0,04 (-0,20) -0,10 (-0,54) -0,28 (-1,24) 
YD02 -0,41 (-2,05)* -0,27 (-1,63) -0,55 (-2,56)* 
YD03 -0,28 (-1,44) -0,32 (-1,96)+ -0,48 (-2,37)* 
YD04 -0,32 (-1,66)+ -0,26 (-1,59) -0,38 (-2,02)* 
YD05 -0,28 (-1,50) -0,18 (-1,18) -0,28 (-1,61) 
YD06 0a 0a 0a 
Abhängige Variable: Logarithmierter Return on Assets; p-Wert in Klammern; ***Signifikanzniveau p≥99,9%, **Signifikanzniveau p≥99%; 
*Signifikanzniveau p≥95%; +Signifikanzniveau p≥90%; a Dieser Parameter wird auf null gesetzt, weil er redundant ist. 
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Anhang 7.5: Binäre Kontrollvariablen für die Kalenderjahre (Fortsetzung Tabelle 5.7)  
 Modell 4 Modell 6 Modell 7 Modell 8 Modell 9 
Teil-
stichprobe 
FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 
YD87 0a 0a 0a 0a 0a 0a 0a 0a 0a 0a 
YD88 0,44 
(0,60) 
0a 0a 0a 0a 0a 
0,19 
(0,32) 
0a 0a 0a 
YD89 0,50 
(0,66) 
0a 0a 0a 0a 0a 
0,54 
(0,89) 
0a 0a 0a 
YD90 0,03 
(0,06) 
-0,39 
(-0,59) 
-1,13 
(-1,93)+ 
-0,06 
(-0,12) 
0a 0a 
-0,05 
(-0,10) 
0,01 
(0,02) 
-0,07 
(-0,17) 
-0,19 
(-0,44) 
YD91 -0,33 
(-0,54) 
-0,09 
(-0,14) 
-1,02 
(-1,98)+ 
-0,12 
(-0,28) 
0a 0a 
-0,23 
(-0,45) 
-0,16 
(-0,29) 
-0,13 
(-0,29) 
-0,42 
(-1,06) 
YD92 -0,11 
(-0,16) 
1,11 
(1,69)+ 
-1,55 
(-2,51)* 
0,26 
(0,62) 
0a 0a 
-0,35 
(-0,56) 
0,29 
(0,69) 
-0,45 
(-0,82) 
-0,06 
(-0,14) 
YD93 -0,15 
(-0,26) 
0,74 
(0,99) 
-0,39 
(-0,65) 
-0,16 
(-0,35) 
0a 0a 
0,04 
(0,06) 
-0,25 
(-0,56) 
-0,15 
(-0,40) 
-0,50 
(-1,12) 
YD94 0,49 
(0,89) 
0a 
-0,21 
(-0,32) 
-0,05 
(-0,11) 
0a 0a 
0,05 
(0,08) 
0,03 
(0,07) 
0,44 
(1,20) 
-0,28 
(-0,71) 
YD95 -0,01 
(-0,03) 
-0,39 
(-0,80) 
-0,60 
(-1,51) 
-0,44 
(-1,22) 
0a 0a 
-0,22 
(-0,55) 
-0,74 
(-1,73)+ 
0,19 
(0,62) 
-0,61 
(-1,78) + 
YD96 0,38 
(0,85) 
-0,07 
(-0,14) 
-0,23 
(-0,59) 
-0,12 
(-0,35) 
0a 0a 
0,23 
(0,56) 
-0,31 
(-0,73) 
0,65 
(2,11)* 
-0,26 
(-0,77) 
YD97 0,66 
(1,53) 
-0,17 
(-0,34) 
0,01 
(0,02) 
0,14 
(0,46) 
0a 0a 
0,41 
(0,98) 
0,17 
(0,55) 
0,75 
(2,59)* 
-0,03 
(-0,10) 
YD98 0,50 
(1,07) 
-0,15 
(-0,46) 
0,15 
(0,35) 
-0,01 
(-0,05) 
1,11 
(3,83)** 
0,00 
(0,01) 
0,55 
(1,28) 
0,05 
(0,21) 
0,63 
(1,98)+ 
-0,10 
(-0,43) 
YD99 0,19 
(0,43) 
-0,28 
(-0,80) 
-0,13 
(-0,35) 
-0,11 
(-0,41) 
0,67 
(2,71)* 
-0,05 
(-0,20) 
-0,25 
(-0,65) 
-0,01 
(-0,04) 
0,07 
(0,25) 
-0,19 
(-0,76) 
YD00 0,12 
(0,27) 
-0,30 
(-0,89) 
-0,09 
(-0,23) 
-0,26 
(-1,01) 
0,67 
(2,65)* 
-0,11 
(-0,42) 
0,17 
(0,41) 
-0,11 
(-0,41) 
0,26 
(0,85) 
-0,26 
(-1,05) 
YD01 0,04 
(0,09) 
-0,14 
(-0,43) 
-0,20 
(-0,54) 
-0,20 
(-0,80) 
0,46 
(1,91)+ 
-0,13 
(-0,52) 
0,09 
(0,25) 
-0,14 
(-0,55) 
0,02 
(0,08) 
-0,20 
(-0,83) 
YD02 -0,64 
(-1,61) 
-0,19 
(-0,60) 
-0,68 
(-1,99)+ 
-0,28 
(-1,24) 
0,18 
(0,73) 
-0,22 
(-0,96) 
-0,28 
(-0,79) 
-0,26 
(-1,14) 
-0,49 
(-1,79)+ 
-0,37 
(-1,71) + 
YD03 -0,34 
(-0,82) 
-0,40 
(-1,53) 
-0,40 
(-1,14) 
-0,34 
(-1,61) 
0,05 
(0,23) 
-0,26 
(-1,23) 
-0,31 
(-0,90) 
-0,34 
(-1,58) 
-0,34 
(-1,25) 
-0,35 
(-1,75)+ 
YD04 -0,33 
(-0,84) 
-0,47 
(-1,78)+ 
-0,34 
(-1,02) 
-0,40 
(-1,91)+ 
0,16 
(0,82) 
-0,37 
(-1,78)+ 
-0,43 
(-1,26) 
-0,33 
(-1,60) 
-0,43 
(-1,64) 
-0,36 
(-1,80)+ 
YD05 -0,43 
(-1,10) 
-0,25 
(-1,04) 
-0,39 
(-1,24) 
-0,27 
(-1,36) 
-0,04 
(-0,21) 
-0,33 
(-1,61) 
-0,49 
(-1,54) 
-0,20 
(-1,01) 
-0,34 
(-1,32) 
-0,23 
(-1,24) 
YD06 0a 0a 0a 0a 0a 0a 0a 0a 0a 0a 
Abhängige Variable: Logarithmierter Return on Assets; p-Wert in Klammern; ***Signifikanzniveau p≥99,9%, **Signifikanzniveau p≥99%; 
*Signifikanzniveau p≥95%; +Signifikanzniveau p≥90%; a Dieser Parameter wird auf null gesetzt, weil er redundant ist. 
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Anhang 7.6: Binäre Kontrollvariablen für die Kalenderjahre (Fortsetzung Tabelle 5.8) 
 Modell 4 Modell 10 Modell 11 Modell 12 Modell 13 
Teil-
stichprobe 
FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 
YD87 0a 0a 0a 0a 0a 0a 0a 0a 0a 0a 
YD88 0,44 
(0,60) 
0a 
0,99 
(1,34) 
0a 
0,78 
(1,21) 
0a 
0,18 
(0,36) 
0a 
0,23 
(0,35) 
0a 
YD89 0,50 
(0,66) 
0a 
1,03 
(1,34) 
0a 
0,91 
(1,35) 
0a 
0,26 
(0,52) 
0a 
0,30 
(0,47) 
0a 
YD90 0,03 
(0,06) 
-0,39 
(-0,59) 
0,20 
(0,32) 
-0,06 
(-0,12) 
-0,86 
(-1,56) 
0,17 
(0,40) 
-0,63 
(-1,57) 
0,13 
(0,30) 
-0,49 
(-0,93) 
-0,23 
(-0,53) 
YD91 -0,33 
(-0,54) 
-0,09 
(-0,14) 
-0,08 
(-0,12) 
-0,11 
(-0,25) 
-0,60 
(-1,09) 
0,07 
(0,18) 
-1,00 
(-2,38)* 
-0,10 
(-0,26) 
-0,89 
(-1,66) 
-0,22 
(-0,55) 
YD92 -0,11 
(-0,16) 
1,11 
(1,69)+ 
-0,33 
(-0,43) 
0,33 
(0,71) 
-1,04 
(-1,60) 
-0,17 
(-0,42) 
-1,32 
(-2,81)** 
0,22 
(0,56) 
-1,30 
(-2,08)* 
0,19 
(0,49) 
YD93 -0,15 
(-0,26) 
0,74 
(0,99) 
0,21 
(0,36) 
-0,08 
(-0,16) 
0,08 
(0,15) 
-0,48 
(-1,11) 
-0,60 
(-1,53) 
-0,18 
(-0,42) 
-0,20 
(-0,41) 
-0,24 
(-0,56) 
YD94 0,49 
(0,89) 
0a 
0,93 
(1,64) 
0,00 
(0,00) 
0,80 
(1,62) 
-0,08 
(-0,19) 
0,17 
(0,46) 
-0,08 
(-0,21) 
0,35 
(0,71) 
-0,14 
(-0,36) 
YD95 -0,01 
(-0,03) 
-0,39 
(-0,80) 
0,50 
(0,96) 
-0,37 
(-0,95) 
0,26 
(0,62) 
-0,38 
(-1,14) 
-0,43 
(-1,40) 
-0,36 
(-1,07) 
-0,12 
(-0,32) 
-0,32 
(-0,93) 
YD96 0,38 
(0,85) 
-0,07 
(-0,14) 
0,91 
(1,75)+ 
-0,05 
(-0,13) 
0,64 
(1,57) 
-0,08 
(-0,23) 
-0,05 
(-0,16) 
-0,02 
(-0,07) 
0,26 
(0,66) 
0,00 
(-0,01) 
YD97 0,66 
(1,53) 
-0,17 
(-0,34) 
1,13 
(2,41)* 
0,17 
(0,52) 
1,14 
(2,78)** 
0,03 
(0,12) 
0,29 
(1,00) 
0,16 
(0,57) 
0,61 
(1,58) 
0,16 
(0,55) 
YD98 0,50 
(1,07) 
-0,15 
(-0,46) 
0,92 
(1,84)+ 
0,01 
(0,03) 
0,93 
(2,11)* 
-0,17 
(-0,71) 
0,20 
(0,62) 
0,03 
(0,10) 
0,51 
(1,21) 
0,07 
(0,29) 
YD99 0,19 
(0,43) 
-0,28 
(-0,80) 
0,58 
(1,26) 
-0,10 
(-0,35) 
0,54 
(1,33) 
-0,19 
(-0,77) 
-0,12 
(-0,41) 
-0,09 
(-0,37) 
0,26 
(0,66) 
-0,05 
(-0,21) 
YD00 0,12 
(0,27) 
-0,30 
(-0,89) 
0,45 
(0,99) 
-0,22 
(-0,84) 
0,32 
(0,80) 
-0,29 
(-1,19) 
-0,01 
(-0,03) 
-0,17 
(-0,66) 
0,32 
(0,83) 
-0,08 
(-0,31) 
YD01 0,04 
(0,09) 
-0,14 
(-0,43) 
0,28 
(0,63) 
-0,18 
(-0,71) 
0,32 
(0,79) 
-0,23 
(-1,00) 
-0,25 
(-0,84) 
-0,11 
(-0,46) 
0,01 
(0,02) 
-0,07 
(-0,31) 
YD02 -0,64 
(-1,61) 
-0,19 
(-0,60) 
-0,42 
(-1,08) 
-0,27 
(-1,17) 
-0,14 
(-0,37) 
-0,27 
(-1,29) 
-0,79 
(-2,98)** 
-0,25 
(-1,18) 
-0,53 
(-1,50) 
-0,21 
(-0,96) 
YD03 -0,34 
(-0,82) 
-0,40 
(-1,53) 
-0,12 
(-0,30) 
-0,31 
(-1,47) 
-0,02 
(-0,07) 
-0,31 
(-1,59) 
-0,50 
(-1,82)+ 
-0,26 
(-1,30) 
-0,27 
(-0,75) 
-0,22 
(-1,07) 
YD04 -0,33 
(-0,84) 
-0,47 
(-1,78)+ 
-0,09 
(-0,24) 
-0,39 
(-1,86)+ 
0,00 
(0,00) 
-0,40 
(-2,03)* 
-0,42 
(-1,62) 
-0,29 
(-1,48) 
-0,24 
(-0,70) 
-0,28 
(-1,37) 
YD05 -0,43 
(-1,10) 
-0,25 
(-1,04) 
-0,29 
(-0,77) 
-0,26 
(-1,29) 
-0,21 
(-0,62) 
-0,23 
(-1,22) 
-0,42 
(-1,63) 
-0,14 
(-0,75) 
-0,23 
(-0,68) 
-0,16 
(-0,85) 
YD06 0a 0a 0a 0a 0a 0a 0a 0a 0a 0a 
Abhängige Variable: Logarithmierter Return on Assets; p-Wert in Klammern; ***Signifikanzniveau p≥99,9%, **Signifikanzniveau p≥99%; 
*Signifikanzniveau p≥95%; +Signifikanzniveau p≥90%; a Dieser Parameter wird auf null gesetzt, weil er redundant ist. 
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Anhang 7.7: Binäre Kontrollvariablen für die Kalenderjahre (Fortsetzung Tabelle 5.9) 
 Modell 4 Modell 14 Modell 15 
Teilstichprobe FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 
YD87 0a 0a 0a 0a 0a 0a 
YD88 
0,44 
(0,60) 
0a 0a 0a 
-0,24 
(-0,33) 
0a 
YD89 
0,50 
(0,66) 
0a 0a 0a 
-0,17 
(-0,26) 
0a 
YD90 
0,03 
(0,06) 
-0,39 
(-0,59) 
0a 
-0,38 
(-0,56) 
-0,82 
(-1,55) 
-0,75 
(-1,44) 
YD91 
-0,33 
(-0,54) 
-0,09 
(-0,14) 
0a 
-0,11 
(-0,15) 
-1,22 
(-2,16)* 
-0,73 
(-1,58) 
YD92 
-0,11 
(-0,16) 
1,11 
(1,69)+ 
0a 
1,01 
(1,35) 
-1,41 
(-2,20)* 
-0,17 
(-0,40) 
YD93 
-0,15 
(-0,26) 
0,74 
(0,99) 
0a 
0,63 
(0,79) 
-0,92 
(-1,76)+ 
-0,58 
(-1,27) 
YD94 
0,49 
(0,89) 
0a 0a 
0a 
 
-0,13 
(-0,26) 
-0,59 
(-1,26) 
YD95 
-0,01 
(-0,03) 
-0,39 
(-0,80) 
0a 
-0,42 
(-0,82) 
-0,77 
(-1,83)+ 
-0,78 
(-2,10)* 
YD96 
0,38 
(0,85) 
-0,07 
(-0,14) 
0a 
-0,02 
(-0,05) 
-0,37 
(-0,85) 
-0,46 
(-1,23) 
YD97 
0,66 
(1,53) 
-0,17 
(-0,34) 
0a 
-0,16 
(-0,32) 
0,11 
(0,27) 
-0,29 
(-0,88) 
YD98 
0,50 
(1,07) 
-0,15 
(-0,46) 
0a 
-0,14 
(-0,39) 
-0,10 
(-0,21) 
-0,45 
(-1,52) 
YD99 
0,19 
(0,43) 
-0,28 
(-0,80) 
0a 
-0,27 
(-0,73) 
-0,44 
(-1,02) 
-0,58 
(-1,88)+ 
YD00 
0,12 
(0,27) 
-0,30 
(-0,89) 
0a 
-0,29 
(-0,84) 
-0,40 
(-0,95) 
-0,69 
(-2,33)* 
YD01 
0,04 
(0,09) 
-0,14 
(-0,43) 
0a 
-0,13 
(-0,39) 
-0,56 
(-1,27) 
-0,62 
(-2,15)* 
YD02 
-0,64 
(-1,61) 
-0,19 
(-0,60) 
0a 
-0,18 
(-0,54) 
-1,03 
(-2,64)* 
-0,75 
(-2,71)** 
YD03 
-0,34 
(-0,82) 
-0,40 
(-1,53) 
0a 
-0,40 
(-1,47) 
-0,71 
(-1,85)+ 
-0,65 
(-2,78)** 
YD04 
-0,33 
(-0,84) 
-0,47 
(-1,78)+ 
0a 
-0,48 
(-1,77)+ 
-0,45 
(-1,25) 
-0,56 
(-2,67)** 
YD05 
-0,43 
(-1,10) 
-0,25 
(-1,04) 
0a 
-0,24 
(-1,01) 
-0,31 
(-0,92) 
-0,35 
(-1,81)+ 
YD06 0a 0a 0a 0a 0a 0a 
Abhängige Variable: Logarithmierter Return on Assets; p-Wert in Klammern; ***Signifikanzniveau p≥99,9%, **Signifikanzniveau p≥99%; 
*Signifikanzniveau p≥95%; +Signifikanzniveau p≥90%; a Dieser Parameter wird auf null gesetzt, weil er redundant ist. 
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Anhang 7.8: Bivariate Korrelation 
 lnROA lnROS FSTS FATA RDS SAS CETS TDTA SIZE Pdiv DEM MINT 
RD_sup
plier 
COMP ICRG PD UA IND HAFA HSFS GDP_HT 
lnROA 1,00 0,51** -0,218* -0,03 0,61** -0,04 -0,29** -0,13* -0,24** -0,26** -0,26** -0,04 -0,14* -0,06 -0,07 0,06 0,02 -0,17** -0,09 -0,03 -0,08 
lnROS  1,00 0,17* -0,11* 0,71** -0,12 -0,19** -0,26** -0,48** -0,41** -0,22** -0,15** -0,10 -0,01 -0,04 -0,13* 0,18** -0,34** -0,04 -0,01 -0,09 
FSTS   1,00 0,44** 0,20* -0,15 0,33** -0,20* -0,49** 0,14 -0,34** -0,03 0,76** -0,24** -0,12 0,05 -0,12 -0,35** 0,01 0,64** 0,61** 
FATA    1,00 -0,09 0,31** -0,05 -0,04 0,00 0,20** -0,21** 0,63** 0,91** -0,20** 0,08 0,38** -0,60** 0,26** 0,26** 0,71** 0,85** 
RDS     1,00 -0,08 -0,14* -0,25** -0,43** -0,37** -0,18** -0,10 -0,07 0,03 0,01 -0,11 0,14* -0,27** 0,03 0,01 -0,06 
SAS      1,00 -0,27** 0,03 0,02 0,01 0,03 0,30** 0,17** -0,02 0,13* 0,11 -0,20** 0,12* 0,13* 0,05 0,18** 
CETS       1,00 -0,08 0,14* -0,05 0,29** 0,02 0,22** 0,00 0,18** -0,04 0,01 0,44** 0,15** 0,06 0,14* 
TDTA        1,00 0,48** 0,57** -0,01 0,37** -0,10 0,02 0,24** 0,10* -0,14** -0,13** 0,22** -0,17** -0,13* 
SIZE        
 
1,00 0,41** 0,45** 0,55** 0,07 0,23** 0,51** 0,29** -0,22** 0,61** 0,48** -0,18** 0,09 
Pdiv        
 
 1,00 0,17** 0,30** 0,17** 0,21** 0,01 0,16** -0,24** 0,06 0,16** 0,00 0,13* 
DEM        
 
 
 
1,00 0,29** -0,01 0,56** 0,43** -0,05 -0,11* 0,38** 0,23** -0,15** 0,00 
MINT        
 
 
 
 1,00 0,65** 0,36** 0,53** 0,46** -0,59** 0,44** 0,52** 0,25** 0,63** 
RD_ 
supplier 
       
 
 
 
 
 
1,00 -0,188** 0,256** 0,29** -0,53** 0,33** 0,41** 0,84** 0,99** 
COMP        
 
 
 
 
 
 1,00 0,17** 0,20** -0,31** -0,02 0,03 -0,47** -0,25** 
ICRG        
 
 
 
 
 
 
 
1,00 0,03 -0,05 0,43** 0,62** 0,14** 0,31** 
Pdiv        
 
 
 
 
 
 
 
 1,00 -0,69** 0,41** 0,10 0,00 0,27** 
UA        
 
 
 
 
 
 
 
  1,00 -0,33** -0,04 -0,28** -0,44** 
IND        
 
 
 
 
 
 
 
   1,00 0,42** 0,14** 0,37** 
HAFA        
 
 
 
 
 
 
 
    1,00 0,23** 0,46** 
HSFS        
 
 
 
 
 
 
 
    
 
1,00 0,84** 
GDP_HT        
 
 
 
 
 
 
 
    
 
 1,00 
** Die Korrelation ist auf dem Niveau von 0,01 (2-seitig) signifikant. *Die Korrelation ist auf dem Niveau von 0,05 (2-seitig) signifikant. 
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Anhang 7.9: Robustheitsprüfung: Heimatlandeffekte basierend auf Porter (1990) 
 Modell 16 Modell 17 Modell 18 Modell 19 Modell 20 
(Konstante) 3,46 (7,21)*** 3,57 (3,05)** 1,17 (2,08)* 2,55 (6,25)*** 1,13 (0,92) 
RDS -0,15 (-1,64) -0,03 (-0,22) 0,04 (0,41) 0,11 (1,41) -0,02 (-0,19) 
SAS -0,09 (-3,90)*** -0,11 (-2,03)+ -0,02 (-0,85) -0,02 (-0,75) -0,05 (-2,33)* 
CETS 0,02 (1,43) 0,02 (1,48) 0,02 (1,72)+ 0,01 (1,07) 0,01 (1,05) 
TDTA -0,01 (-2,52)* -0,02 (-2,40)* -0,01 (-3,21)** -0,01 (-2,98)** -0,01 (-2,70)** 
FATA*RDS 0,55 (2,58)* 0,13 (0,48) 0,10 (0,54) -0,05 (-0,27) 0,18 (0,90) 
FATA*SAS 0,10 (1,40) 0,18 (1,21) -0,07 (-1,15) -0,08 (-1,34) -0,03 (-0,47) 
SIZE 0,00 (1,82)+ 0,00 (2,46)* 0,00 (4,30)*** 0,00 (2,81)** 0,00 (2,35)* 
PDiv -0,47 (-3,45)** 0,05 (0,33) -0,10 (-0,95) -0,36 (-2,80)** -0,21 (-1,63) 
FATA -3,54 (-1,82)+ -9,26 (-1,66) -0,64 (-0,22) -6,22 (-2,97)** -5,51 (-0,95) 
(FATA)2 -1,16 (-0,21) 16,20 (1,24) 5,21 (0,76) 11,65 (2,00)* 15,76 (2,86)** 
(FATA)3 2,17 (0,38) -8,95 (-0,81) -0,56 (-0,10) -3,47 (-0,67) -6,63 (-1,36) 
DEM  -0,00 (-0,44)    
FATA*DEM  -0,00 (-0,33)    
MINT-Akademiker   0,00 (4,96)***   
FATA*MINT  
 
-0,00 (-3,35)**   
RD_supplier  
 
 -0,00 (-2,77)**  
FATA* RD_supplier    0,00 (2,63)*  
Wettbewerbsintensität     2,12 (1,55) 
FATA*COMP     -3,54 (-0,62) 
YD87 0a 0a 0a 0a 0a 
YD88 0,18 (0,32) 0a 0a 0,23 (0,51) 0a 
YD89 0,38 (0,70) 0a 0a 0,82 (1,86)+ 0a 
YD90 0,19 (0,58) 0,24 (0,55) 0a 0,28 (0,98) 0,42 (1,49) 
YD91 0,14 (0,48) 0,70 (1,57) 0a 0,21 (0,81) 0,41 (1,65) 
YD92 0,25 (0,76) 0,75 (1,74)+ 0a 0,18 (0,62) 0,41 (1,52) 
YD93 0,12 (0,36) 0,33 (0,67) 0a 0,27 (0,91) 0,48 (1,71)+ 
YD94 0,12 (0,31) 0a 0a 0,19 (0,58) 0,42 (1,28) 
YD95 0,46 (1,69)+ 0,30 (0,80) 0a 0,36 (1,34) 0,66 (2,91)** 
YD96 0,35 (1,17) 0a 0a 0,42 (1,58) 0,63 (2,53)* 
YD97 0,40 (1,46) 0a 0a 0,58 (2,35)* 0,72 (3,14)** 
YD98 0,26 (1,00) 0,24 (0,83) 0,44 (2,37)* 0,30 (1,30) 0,42 (1,98)+ 
YD99 0,15 (0,61) 0,22 (0,74) 0,34 (1,93)+ 0,27 (1,22) 0,40 (1,96)+ 
YD00 -0,04 (-0,17) -0,01 (-0,04) 0,00 (0,02) -0,05 (-0,23) 0,13 (0,71) 
YD01 0,12 (0,58) 0,40 (1,45) 0,12 (0,76) 0,18 (1,05) 0,23 (1,30) 
YD02 -0,11 (-0,59) 0,23 (0,92) -0,02 (-0,12) -0,02 (-0,10) 0,07 (0,47) 
YD03 -0,08 (-0,42) -0,27 (-1,31) -0,16 (-1,09) -0,08 (-0,51) 0,00 (0,00) 
YD04 -0,02 (-0,09) -0,11 (-0,53) 0,02 (0,13) 0,03 (0,15) 0,10 (0,57) 
YD05 -0,13 (-0,69) -0,01 (-0,08) -0,16 (-1,20) -0,11 (-0,72) -0,07 (-0,43)  
YD06 0a 0a 0a 0a 0a 
F-Wert 4,606*** 3,349** 13,385*** 7,806*** 7,469*** 
N 133 130 98 130 128 
Max. VIF 505,47 536,86 924,27 570,25 942,02 
DW-Statistik 1,926 1,820 1,784 1,857 1,753 
Korr. R2 0,442 0,531 0,728 0,621 0,596 
Breusch-Pagan Test 1,556+ 1,511+ 3,044 1,028 1,410 
Shapiro-Wilk-Test 0,973** 0,988 0,991 0,983 0,987 
Abhängige Variable: Logarithmierter Return on Sales; p-Wert in Klammern; ***Signifikanzniveau p≥99,9%, **Signifikanzniveau p≥99%; 
*Signifikanzniveau p≥95%; +Signifikanzniveau p≥90%; a Dieser Parameter wird auf null gesetzt, weil er redundant ist. 
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Anhang 7.10: Robustheitsprüfung: Heimatlandeffekte basierend auf North (1990) 
 Modell 16 Modell 21 Modell 22 Modell 23 Modell 24 
(Konstante) 3,46 (7,21)*** -0,03 (-0,04) 2,86 (4,61)*** 4,03 (9,94)*** 0,78 (1,61) 
RDS -0,15 (-1,64) -0,08 (-1,07) -0,02 (-0,24) 0,06 (0,83) -0,13 (-1,86)+ 
SAS -0,09 (-3,90)*** -0,06 (-3,16)** -0,07 (-2,82)** 0,01 (0,43) -0,03 (-1,73)+ 
CETS 0,02 (1,43) 0,02 (1,42) 0,00 (0,03) 0,01 (0,73) 0,01 (1,16) 
TDTA -0,01 (-2,52)* -0,01 (-2,76)** -0,01 (-2,67)** -0,01 (-3,22)** -0,01 (-3,42)** 
FATA*RDS 0,55 (2,58)* 0,37 (2,13)* 0,31 (1,41) 0,07 (0,38) 0,40 (2,41)* 
FATA*SAS 0,10 (1,40) 0,01 (0,10) 0,05 (0,70) -0,08 (-1,21) -0,01 (-0,20) 
SIZE 0,00 (1,82)+ 0,00 (3,12)** 0,00 (3,18)** 0,00 (4,03)*** 0,00 (4,40)*** 
PDiv -0,47 (-3,45)** -0,28 (-2,41)* -0,38 (-2,94)** -0,46 (-4,21)*** -0,28 (-2,56)* 
FATA -3,54 (-1,82)+ 0,54 (0,32) -4,19 (-2,31)* 0,88 (0,52) -0,07 (-0,04) 
(FATA)2 -1,16 (-0,21) 13,88 (2,78)** 11,08 (1,81)+ -13,06 (-2,45)* -0,16 (-0,04) 
(FATA)3 2,17 (0,38) -6,73 (-1,42) -5,28 (-0,95) 11,81 (2,35)* 3,04 (0,71) 
ICRG  3,92 (4,42)***    
FATA*ICRG  -10,76 (-6,97)***    
PD   0,01 (0,86)   
FATA*PD  
 
-0,06 (-3,36)**   
UA  
 
 -0,04 (-6,65)***  
FATA*UA    0,06 (3,03)**  
IND     0,03 (8,70)*** 
FATA*IND     -0,04 (-2,51)* 
YD87 0a 0a 0a 0a 0a 
YD88 0,18 (0,32) 0,44 (0,93) 0,15 (0,28) -0,17 (-0,35) -0,03 (-0,06) 
YD89 0,38 (0,70) 0,59 (1,31) 0,73 (1,41) 0,39 (0,89) 0,42 (1,00) 
YD90 0,19 (0,58) 0,27 (0,95) 0,45 (1,43) -0,08 (-0,28) -0,09 (-0,36) 
YD91 0,14 (0,48) 0,29 (1,12) 0,36 (1,28) -0,14 (-0,59) -0,04 (-0,16) 
YD92 0,25 (0,76) 0,30 (1,02) 0,41 (1,34) -0,04 (-0,14) 0,01 (0,02) 
YD93 0,12 (0,36) 0,49 (1,60) 0,41 (1,28) -0,12 (-0,44) 0,12 (0,47) 
YD94 0,12 (0,31) 0,43 (1,28) 0,19 (0,53) -0,09 (-0,28) 0,16 (0,52) 
YD95 0,46 (1,69)+ 0,58 (2,53)* 0,66 (2,56)* 0,17 (0,74) 0,29 (1,31) 
YD96 0,35 (1,17) 0,51 (1,96)+ 0,51 (1,82)+ 0,13 (0,54) 0,32 (1,40) 
YD97 0,40 (1,46) 0,69 (2,98)** 0,65 (2,50)* 0,37 (1,66)+ 0,50 (2,39)* 
YD98 0,26 (1,00) 0,35 (1,66) 0,48 (1,94)+ 0,29 (1,39) 0,32 (1,60) 
YD99 0,15 (0,61) 0,39 (1,98)+ 0,34 (1,49) 0,18 (0,92) 0,22 (1,21) 
YD00 -0,04 (-0,17) 0,12 (0,65) 0,04 (0,17) -0,01 (-0,03) 0,04 (0,21) 
YD01 0,12 (0,58) 0,23 (1,33) 0,15 (0,77) 0,07 (0,42) 0,14 (0,89) 
YD02 -0,11 (-0,59) 0,10 (0,60) -0,07 (-0,38) -0,20 (-1,25) 0,04 (0,24) 
YD03 -0,08 (-0,42) 0,03 (0,17) -0,05 (-0,25) -0,21 (-1,32) -0,08 (-0,55) 
YD04 -0,02 (-0,09) 0,08 (0,50) 0,01 (0,07) -0,12 (-0,69) 0,00 (0,02) 
YD05 -0,13 (-0,69) -0,06 (-0,42) -0,14 (-0,81) -0,19 (-1,20) -0,10 (-0,71) 
YD06 0a  0a 0a  0a  0a  
F-Wert 4,606*** 8,365*** 5,623*** 8,403*** 9,918*** 
N 133 133 133 133 133 
Max. VIF 505,49 605,68 695,92 693,76 511,06 
DW-Statistik 1,926 1,694 1,816 1,746 1,725 
Korr. R2 0,442 0,634 0,521 0,635 0,677 
Breusch-Pagan Test 1,556+ 1,521+ 1,430 1,431 1,031 
Shapiro-Wilk-Test 0,973** 0,994 0,992 0,982+ 0,990 
Abhängige Variable: Logarithmierter Return on Sales; p-Wert in Klammern; ***Signifikanzniveau p≥99,9%, **Signifikanzniveau p≥99%; 
*Signifikanzniveau p≥95%; +Signifikanzniveau p≥90%; a Dieser Parameter wird auf null gesetzt, weil er redundant ist. 
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Anhang 7.11: Robustheitsprüfung: Heimatlandeffekte basierend auf Rugman (2003) 
 Modell 16 Modell 25 Modell 26 
(Konstante) 3,46 (7,21)*** 2,88 (7,45)*** 4,04 (9,51)* 
RDS -0,15 (-1,64) 0,07 (0,90) -0,14 (-1,76)+ 
SAS -0,09 (-3,90)*** -0,05 (-2,31)* -0,09 (-4,15)*** 
CETS 0,02 (1,43) 0,01 (1,23) 0,03 (2,21)* 
TDTA -0,01 (-2,52)* -0,01 (-2,93)** -0,01 (-3,83)*** 
FATA*RDS 0,55 (2,58)* 0,01 (0,05) 0,41 (2,19)* 
FATA*SAS 0,10 (1,40) -0,04 (-0,68) 0,09 (1,39) 
SIZE 0,00 (1,82)+ 0,00 (3,25)** 0,00 (2,58)* 
PDiv -0,47 (-3,45)** -0,21 (-1,84)+ -0,20 (-1,57) 
FATA -3,54 (-1,82)+ -9,99 (-5,74)*** -4,64 (-2,62)* 
(FATA)2 -1,16 (-0,21) 10,41 (2,22)* 1,31 (0,27) 
(FATA)3 2,17(0,38) -9,99 (-2,11)* 0,02 (0,00) 
HAFA  0a  
FATA*HAFA  10,47 (7,89)***  
BIP   -0,00 (-6,14)*** 
FATA* BIP  
 
0,00 (3,46)** 
YD87 0a 0a 0a 
YD88 0,18 (0,32) 0,29 (0,65) -0,17 (-0,30) 
YD89 0,38 (0,70) 0,98 (2,23)* 0,07 (0,14) 
YD90 0,19 (0,58) 0,49 (1,83)+ -0,10 (-0,30) 
YD91 0,14 (0,48) 0,45 (1,92)+ -0,13 (-0,45) 
YD92 0,25 (0,76) 0,48 (1,82)+ -0,04 (-0,13) 
YD93 0,12 (0,36) 0,49 (1,80)+ -0,03 (-0,08) 
YD94 0,12 (0,31) 0,39 (1,24) -0,15 (-0,37) 
YD95 0,46 (1,69)+ 0,69 (3,18)** 0,23 (0,89) 
YD96 0,35 (1,17) 0,68 (2,85)** 0,12 (0,42) 
YD97 0,40 (1,46) 0,75 (3,40)** 0,27 (1,01) 
YD98 0,26 (1,00) 0,43 (2,07)* 0,18 (0,69) 
YD99 0,15 (0,61) 0,44 (2,25)* -0,04 (-0,16) 
YD00 -0,04 (-0,17) 0,13 (0,75) -0,15 (-0,69) 
YD01 0,12 (0,58) 0,23 (1,37) -0,06 (-0,30) 
YD02 -0,11 (-0,59) 0 ,04 (0,25) -0,22 (-1,08) 
YD03 -0,08 (-0,42) 0,01 (0,05) -0,20 (-1,05) 
YD04 -0,02 (-0,09) 0,12 (0,75) -0,05 (-0,25) 
YD05 -0,13 (-0,69) -0,09 (-0,61) -0,18 (-1,10) 
YD06 0a  0a  0a 
F-Wert 4,606*** 9,174*** 7,017*** 
N 133 133 133 
Max. VIF 505,49 560,43 513,51 
DW-Statistik 1,926 1,898 1,833 
Korr. R2 0,442 0,650 0,586 
Breusch-Pagan Test 1,556+ 1,471+ 1,391 
Shapiro-Wilk-Test 0,973** 0,989 0,988 
Abhängige Variable: Logarithmierter Return on Sales; p-Wert in Klammern; ***Signifikanzniveau p≥99,9%, **Signifikanzniveau p≥99%; 
*Signifikanzniveau p≥95%; + Signifikanzniveau p≥90%; a Dieser Parameter wird auf null gesetzt, weil er redundant ist. 
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Anhang 7.12: Robustheitsprüfung: Test abnehmender Heimatlandeffekte basierend auf Porter (1990) 
 Modell 16 Modell 17 Modell 18 Modell 19 Modell 20 
Teilstichprobe FATA<0,31 FATA>0,31 FATA<0,31 FATA>0,31 FATA<0,31 FATA>0,31 FATA<0,31 FATA>0,31 FATA<0,31 FATA>0,31 
(Konstante) 
4,20 
(4,75)*** 
0,72 
(0,46) 
3,84 
(5,10)*** 
0,83 
(0,50) 
3,15 
(1,44) 
-1,88 
(-0,95) 
3,62 
(3,88)** 
-0,37 
(-0,22) 
0,07 
(0,03) 
-20,48 
(-2,43)* 
RDS 
-0,37 
(-2,22)* 
0,02 
(0,09) 
-0,56 
(-3,03)** 
0,00 
(0,01) 
-0,57 
(-1,66) 
0,31 
(1,12) 
-0,20 
(-1,23) 
0,10 
(0,50) 
-0,88 
(-3,60)** 
0,10 
(0,59) 
SAS 
0,00 
(0,04) 
-0,11 
(-2,30)* 
-0,01 
(-0,23) 
-0,12 
(-2,34)* 
-0,09 
(-1,48) 
-0,04 
(-0,61) 
0,04 
(0,88) 
-0,09 
(-1,75)+ 
-0,06 
(-1,00) 
0,02 
(0,24) 
CETS 
-0,06 
(-2,65)* 
0,04 
(2,93)** 
-0,12 
(-4,12)*** 
0,04 
(2,69)** 
-0,06 
(-2,22)* 
0,04 
(2,38)* 
-0,05 
(-2,14)* 
0,05 
(2,92)** 
-0,09 
(-2,32)* 
0,04 
(3,00)** 
TDTA 
-0,00 
(-0,65) 
-0,02 
(-3,37)** 
-0,01 
(-1,24) 
-0,02 
(-3,11)** 
-0,01 
(-1,15) 
-0,01 
(-2,20)* 
-0,01 
(-1,44) 
-0,02 
(-3,39)** 
-0,01 
(-0,94) 
-0,02 
(-4,21)*** 
FATA*RDS 
3,09 
(2,81)* 
0,03 
(0,08) 
4,20 
(3,63)** 
0,06 
(0,17) 
4,34 
(2,32)* 
-0,44 
(-0,91) 
2,47 
(2,41)* 
-0,15 
(-0,39) 
5,84 
(4,16)*** 
-0,17 
(-0,49) 
FATA*SAS 
-0,20 
(-0,82) 
0,16 
(1,31) 
0,07 
(0,31) 
0,18 
(1,38) 
0,00 
(-0,01) 
0,04 
(0,26) 
-0,42 
(-1,37) 
0,13 
(1,00) 
0,17 
(0,48) 
-0,08 
(-0,50) 
SIZE 
-0,00 
(-0,03) 
0,00 
(3,13)** 
-0,00 
(-1,80)+ 
0,00 
(3,10)** 
0,00 
(0,83) 
0,00 
(3,21)*** 
0,00 
(0,66) 
0,00 
(2,48)* 
-0,00 
(-1,11) 
0,00 
(3,07)** 
PDiv 
0,05 
(0,21) 
-0,19 
(-1,25) 
-0,02 
(-0,12) 
-0,20 
(-1,26) 
-0,13 
(-0,75) 
-0,21 
(-1,19) 
-0,28 
(-1,09) 
-0,29 
(-1,78)+ 
-0,11 
(-0,47) 
-0,28 
(-1,86)+ 
FATA 
-22,63 
(-3,54)** 
3,68 
(0,51) 
-14,48 
(-2,54)* 
3,89 
(0,53) 
-0,63 
(-0,04) 
11,27 
(1,41) 
-11,01 
(-1,43) 
8,14 
(1,08) 
0,84 
(0,03) 
42,30 
(2,55)* 
(FATA)2 
42,54 
(2,56)* 
-3,63 
(-0,27) 
9,40 
(0,58) 
-3,91 
(-0,29) 
-13,41 
(-0,64) 
-14,92 
(-1,03) 
4,03 
(0,22) 
-8,30 
(-0,62) 
3,59 
(0,22) 
-5,94 
(-0,47) 
(FATA)3 
-42,64 
(-2,57)* 
0,59 
(0,06) 
-7,98 
(-0,48) 
0,61 
(0,07) 
-34,71 
(-1,22) 
9,47 
(0,92) 
18,37 
(0,70) 
1,43 
(0,15) 
15,83 
(0,65) 
1,33 
(0,15) 
DEM   
0,00 
(2,70)* 
-0,00 
(-0,03) 
      
FATA*DEM   
-0,00 
(-1,41) 
-0,00 
(-0,14) 
      
MINT     
0,00 
(3,00)** 
0,00 
(0,05) 
    
FATA*MINT     
0,00 
(-3,48)** 
0,00 
(0,02) 
    
RD_supplier       
-0,00 
(-2,79)* 
-0,00 
(-1,56) 
  
FATA*RD_suppli
er 
      
0,00 
(2,07)+ 
0,00 
(1,60) 
  
COMP         
7,08 
(2,54)* 
21,63 
(2,56)* 
FATA*COMP         
-30,79 
(-1,05) 
-37,72 
(2,53)* 
YD87 
0a 0a 0a 0a 0a 0a 0a 0a 0a 
21,63 
(2,56)* 
YD88 
0a 
0,31 
(0,75) 
0a 0a 0a 0a 0a 
0,27 
(0,63) 
0a 
-37,72 
(-2,53)* 
YD89 1,15 
(2,16)* 
0a 0a 0a 0a 0a 
0,59 
(1,19) 
0a 0a 0a 
YD90 -0,45 
(-0,84) 
0,90 
(2,63)* 
-1,53 
(-2,76)* 
0,94 
(2,67)* 
0a 0a 
-0,85 
(-1,74)+ 
0,91 
(2,65)* 
-1,41 
(-2,85)* 
0a 
YD91 -0,27 
(-0,51) 
0,72 
(2,54)* 
-1,27 
(-2,25)* 
0,75 
(2,57)* 
0a 0a 
-0,79 
(-1,57) 
0,69 
(2,37)*) 
-1,22 
(-2,43)* 
0a 
YD92 -0,63 
(-1,30) 
0,72 
(2,33)* 
-1,31 
(-2,64)* 
0,72 
(2,27)* 
0a 0a 
-0,91 
(-1,99)+ 
0,65 
(1,98)+ 
-1,11 
(-2,52)* 
1,22 
(3,44)** 
YD93 0,48 
(0,80) 
0,32 
(0,95) 
0,11 
(0,20) 
0,28 
(0,81) 
0a 0a 
-0,18 
(-0,33) 
0,27 
(0,77) 
0,05 
(0,10) 
1,00 
(3,38)** 
YD94 
0a 
0,41 
(1,40) 
0a 
0,52 
(1,58) 
0a 0a 0a 
0,32 
(1,04) 
0a 
0,99 
(3,11)** 
YD95 0,56 
(1,24) 
0,67 
(2,46)* 
0,06 
(0,12) 
0,64 
(2,28)* 
0a 0a 
-0,07 
(-0,16) 
0,48 
(1,40) 
0,07 
(0,19) 
0,56 
(1,67) 
 Fortsetzung auf Folgeseite… 
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Fortsetzung Anhang 7.12 
 Modell 16 Modell 17 Modell 18 Modell 19 Modell 20 
Teilstichprobe FATA<0,31 FATA>0,31 FATA<0,31 FATA>0,31 FATA<0,31 FATA>0,31 FATA<0,31 FATA>0,31 FATA<0,31 FATA>0,31 
YD96 0,87 
(2,27))* 
0,06 
(0,15) 
0,52 
(1,47) 
0,07 
(0,18) 
0a 0a 
0,24 
(0,60) 
0,01 
(0,01) 
0,64 
(1,84)+ 
0,47 
(1,66) 
YD97 0,91 
(2,22)* 
0,45 
(1,62) 
0,64 
(1,67) 
0,43 
(1,51) 
0a 0a 
0,33 
(0,78) 
0,43 
(1,43) 
0,65 
(1,82)+ 
0,88 
(3,20)** 
YD98 0,69 
(1,25) 
0,39 
(1,54) 
0,91 
(1,87)+ 
0,35 
(1,32) 
0,96 
(2,00)+ 
0,29 
(1,06) 
0,41 
(0,81) 
0,38 
(1,37) 
0,93 
(1,88)+ 
0,13 
(0,34) 
YD99 0,37 
(1,23) 
0,43 
(1,58) 
0,28 
(1,08) 
0,42 
(1,55) 
0,45 
(1,89)+ 
0,39 
(1,36) 
-0,01 
(-0,04) 
0,41 
(1,45) 
0,34 
(1,30) 
0,58 
(2,11)* 
YD00 0,08 
(0,29) 
0,02 
(0,10) 
-0,11 
(-0,44) 
0,03 
(0,10) 
0,25 
(1,04) 
-0,05 
(-0,19) 
-0,22 
(-0,68) 
0,08 
(0,28) 
0,09 
(0,32) 
0,48 
(1,94)+ 
YD01 -0,02 
(-0,05) 
0,28 
(1,28) 
-0,21 
(-0,79) 
0,27 
(1,23) 
0,00 
(-0,01) 
0,20 
(0,86) 
-0,33 
(-1,14) 
0,31 
(1,39) 
-0,25 
(-0,96) 
0,44 
(1,69)+ 
YD02 -0,37 
(-1,33) 
0,12 
(0,59) 
-0,56 
(-2,35)* 
0,12 
(0,57) 
-0,23 
(-0,90) 
0,08 
(0,36) 
-0,59 
(-2,15)* 
0,12 
(0,61) 
-0,42 
(-1,71) 
0,15 
(0,60) 
YD03 -0,14 
(-0,49) 
0,02 
(0,12) 
-0,34 
(-1,40) 
0,02 
(0,10) 
-0,30 
(-1,39) 
0,02 
(0,12) 
-0,37 
(-1,24) 
0,02 
(0,09) 
-0,35 
(-1,43) 
0,37 
(1,74)+ 
YD04 0,06 
(0,21) 
0,10 
(0,50) 
0,02 
(0,10) 
0,10 
(0,50) 
0,14 
(0,68) 
0,12 
(0,58) 
-0,05 
(-0,18) 
0,13 
(0,64) 
0,06 
(0,27) 
0,18 
(0,93) 
YD05 -0,08 
(-0,28) 
-0,06 
(-0,35) 
-0,16 
-0,70) 
-0,06 
(-0,32) 
-0,12 
(-0,53) 
-0,07 
(-0,38) 
-0,25 
(-0,98) 
-0,06 
(-0,34) 
-0,12 
(-0,50) 
0,05 
(0,27) 
YD06 
0a 0a 0a 0a 0a 0a 0a 0a 0a 
0,13 
(0,65) 
F-Wert 7,277*** 4,929*** 10,657*** 4,502*** 13,601*** 5,259*** 8,218*** 4,789*** 9,680*** 5,296*** 
N 53 76 51 75 38 57 51 75 49 75 
Max. VIF 3231,88 1746,19 4714,78 1761,94 809,55 1689,71 215,94 1809,15 3544,79 2883,00 
DW-Statistik 2,058 2,033 2,020 1,995 1,840 2,209 2,166 1,939 2,071 1,999 
Korr. R2 0,765 0,595 0,844 0,579 0,877 0,615 0,807 0,606 0,835 0,627 
Breusch-Pagan 
Test 
0,865 2,447** 0,358 2,670** 2,151+ 2,451** 0,997 1,948* 0,408 1,941* 
Shapiro-Wilk-
Test 
0,978 0,991 0,965 0,988 0,982 0,981 0,980 0,987 0,970 0,987 
Abhängige Variable: Logarithmierter Return on Sales; p-Wert in Klammern; ***Signifikanzniveau p≥99,9%, **Signifikanzniveau p≥99%; 
*Signifikanzniveau p≥95%; + Signifikanzniveau p≥90%; a Dieser Parameter wird auf null gesetzt, weil er redundant ist. 
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Anhang 7.13: Robustheitsprüfung: Test abnehmender Heimatlandeffekte basierend auf North (1990) 
 Modell 16 Modell 21 Modell 22 Modell 23 Modell 24 
Teilstichprobe FATA<0,31 FATA>0,31 FATA<0,31 FATA>0,31 FATA<0,31 FATA>0,31 FATA<0,31 FATA>0,31 FATA<0,31 FATA>0,31 
(Konstante) 
4,20 
(4,75)*** 
0,72 
(0,46) 
1,64 
(1,26) 
2,33 
(1,14) 
8,02 
(4,88)*** 
1,87 
(1,00) 
4,63 
(6,38)*** 
3,70 
(2,01)+ 
2,74 
(3,73)** 
-6,81 
(-2,79)** 
RDS 
-0,37 
(-2,22)* 
0,02 
(0,09) 
-0,79 
(-3,49)** 
0,08 
(0,45) 
-0,88 
(-3,57)** 
0,05 
(0,25) 
-0,14 
(-0,84) 
0,10 
(0,58) 
-0,73 
(-4,96)*** 
0,26 
(1,54) 
SAS 
0,00 
(0,04) 
-0,11 
(-2,30)* 
-0,07 
(-1,32) 
-0,16 
(-3,07)** 
-0,07 
(-1,36) 
-0,10 
(-1,54) 
0,07 
(1,80)+ 
0,03 
(0,46) 
-0,02 
(-0,63) 
0,02 
(0,32) 
CETS 
-0,06 
(-2,65)* 
0,04 
(2,93)** 
-0,08 
(-3,24)** 
0,04 
(2,85)** 
-0,08 
(-3,15)** 
0,05 
(3,14)** 
-0,05 
(-2,11)* 
0,04 
(2,93)** 
-0,06 
(-3,00)** 
0,04 
(3,51)** 
TDTA 
-0,00 
(-0,65) 
-0,02 
(-3,37)** 
-0,01 
(-1,43) 
-0,03 
(-4,40)*** 
-0,01 
(-1,33) 
-0,02 
(-3,48)** 
-0,01 
(-1,24) 
-0,02 
(-4,42)*** 
-0,01 
(-1,37) 
-0,02 
(-4,49)*** 
FATA*RDS 
3,09 
(2,81)* 
0,03 
(0,08) 
5,39 
(3,95)** 
-0,11 
(-0,34) 
5,97 
(4,07)*** 
-0,06 
(-0,18) 
2,02 
(1,90)+ 
-0,16 
(-0,48) 
5,04 
(5,52)*** 
-0,41 
(-1,27) 
FATA*SAS 
-0,20 
(-0,82) 
0,16 
(1,31) 
0,12 
(0,45) 
0,21 
(1,70)+ 
0,14 
(0,46) 
0,13 
(0,88) 
-0,67 
(-2,58)* 
-0,11 
(-0,72) 
-0,21 
(-0,90) 
-0,04 
(-0,34) 
SIZE 
-0,00 
(-0,03) 
0,00 
(3,13)** 
0,00 
(1,11) 
0,00 
(2,07)* 
-0,00 
(-0,12) 
0,00 
(2,34)* 
0,00 
(1,52) 
0,00 
(3,17)** 
0,00 
(1,36) 
0,00 
(4,48)*** 
PDiv 
0,05 
(0,21) 
-0,19 
(-1,25) 
-0,13 
(-0,57) 
-0,53 
(-2,60)* 
-0,20 
(-0,75) 
-0,25 
(-1,52) 
-0,04 
(-0,17) 
-0,30 
(-1,98)+ 
-0,09 
(-0,45) 
-0,25 
(-1,83)+ 
FATA 
-22,63 
(-3,54)** 
3,68 
(0,51) 
-23,79 
(-2,45)* 
4,47 
(0,64) 
-33,83 
(-4,28)*** 
0,27 
(0,04) 
-15,87 
(-2,27)* 
-0,59 
(-0,08) 
-7,16 
(-1,15) 
17,96 
(2,34)* 
(FATA)2 
42,54 
(2,56)* 
-3,63 
(-0,27) 
26,06 
(1,58) 
-5,39 
(-0,43) 
25,13 
(1,53) 
-2,02 
(-0,15) 
10,39 
(0,66) 
-4,19 
(-0,34) 
2,22 
(0,15) 
-8,28 
(-0,71) 
(FATA)3 
-42,64 
(-2,57)* 
0,59 
(0,06) 
-22,15 
(-1,25) 
1,23 
(0,14) 
-31,84 
(-1,80)+ 
-0,30 
(-0,03) 
-15,90 
(-1,04) 
0,86 
(0,10) 
1,97 
(0,13) 
2,76 
(0,34) 
ICRG   
5,48 
(2,62)* 
-2,30 
(-1,64) 
      
FATA*ICRG   
-6,44 
(-0,82) 
2,02 
(2,61)* 
      
PD     
-0,03 
(-2,09)* 
-0,03 
(-1,04) 
    
FATA*PD   
 
 
0,08 
(0,65) 
0,07 
(1,24) 
    
UA   
 
   
-0,04 
(-3,76)** 
-0,06 
(-2,84)** 
  
FATA*UA       
0,18 
(2,97)** 
0,11 
(2,60)* 
  
IND         
0,03 
(4,51)*** 
0,08 
(3,60)** 
FATA*IND         
-0,16 
(-3,25)** 
-0,12 
(-2,84)** 
YD87 
0a 0a 0a 0a 0a 0a 0a 0a 0a 
0a 
 
YD88 
0a 
0,31 
(0,75) 
0a 
0,51 
(1,19) 
0a 
0,36 
(0,87) 
0a 
0,05 
(0,12) 
0a 
 
-0,02 
(-0,05) 
YD89 1,15 
(2,16)* 
0a 
0,73 
(1,41) 
0a 
1,09 
(2,19)* 
0a 
 
0,69 
(1,52) 
0a 
0,73 
(1,77)+ 
0a 
 
YD90 -0,45 
(-0,84) 
0,90 
(2,63)* 
-1,26 
(-2,16)* 
1,28 
(3,58)** 
-0,96 
(-1,77)+ 
1,01 
(2,54)* 
-0,82 
(-1,84)+ 
1,03 
(3,18)** 
-1,28 
(-2,90)** 
0,49 
(1,56) 
YD91 -0,27 
(-0,51) 
0,72 
(2,54)* 
-1,03 
(-1,80)+ 
1,09 
(3,52)** 
-0,73 
(-1,36) 
0,79 
(2,50)* 
-0,76 
(-1,67) 
0,78 
(2,92)** 
-1,11 
(-2,47)* 
0,39 
(1,49) 
YD92 -0,63 
(-1,30) 
0,72 
(2,33)* 
-1,22 
(-2,44)* 
1,13 
(3,17)** 
-0,89 
(-1,95)+ 
0,78 
(2,33)* 
-0,91 
(-2,22)* 
0,84 
(2,84)** 
-1,03 
(-2,63)* 
0,44 
(1,56) 
YD93 0,48 
(0,80) 
0,32 
(0,95) 
-0,03 
(-0,04) 
0,99 
(2,30)* 
0,25 
(0,46) 
0,32 
(0,92) 
0,14 
(0,28) 
0,47 
(1,48) 
0,13 
(0,28) 
0,15 
(0,50) 
YD94 
0a 
0,41 
(1,40) 
0a 
0,57 
(1,82)+ 
0a 
0,44 
(1,48) 
0a 
0,30 
(1,03) 
0a 
0,22 
(0,82) 
YD95 0,56 
(1,24) 
0,67 
(2,46)* 
0,00 
(-0,01) 
1,09 
(3,55)** 
0,28 
(0,65) 
0,69 
(2,37)* 
0,13 
(0,33) 
0,80 
(3,06)** 
0,08 
(0,22) 
0,44 
(1,74)+ 
YD96 0,87 
(2,27))* 
0,06 
(0,15) 
0,51 
(1,35) 
0,54 
(1,22) 
1,01 
(2,80)* 
0,11 
(0,28) 
0,34 
(1,01) 
0,17 
(0,43) 
0,54 
(1,84)+ 
-0,02 
(-0,04) 
Fortsetzung auf Folgeseite… 
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Fortsetzung Anhang 7.13 
 Modell 16 Modell 21 Modell 22 Modell 23 Modell 24 
Teilstichprobe FATA<0,31 FATA>0,31 FATA<0,31 FATA>0,31 FATA<0,31 FATA>0,31 FATA<0,31 FATA>0,31 FATA<0,31 FATA>0,31 
YD97 0,91 
(2,22)* 
0,45 
(1,62) 
0,75 
(1,96)+ 
0,82 
(2,72)** 
1,03 
(2,75)* 
0,45 
(1,53) 
0,46 
(1,28) 
0,62 
(2,28)* 
0,63 
(2,04)+ 
0,39 
(1,56) 
YD98 0,69 
(1,25) 
0,39 
(1,54) 
0,54 
(1,07) 
0,69 
(2,53)* 
0,89 
(1,66) 
0,37 
(1,34) 
0,42 
(0,93) 
0,52 
(2,10)* 
0,86 
(2,04)+ 
0,23 
(0,98) 
YD99 0,37 
(1,23) 
0,43 
(1,58) 
0,57 
(1,97)+ 
0,62 
(2,32)* 
0,59 
(1,94)+ 
0,41 
(1,44) 
0,12 
(0,47) 
0,46 
(1,81)+ 
0,30 
(1,32) 
0,23 
(0,95) 
YD00 0,08 
(0,29) 
0,02 
(0,10) 
0,27 
(0,91) 
0,24 
(0,91) 
0,32 
(1,09) 
0,08 
(0,30) 
-0,07 
(-0,30) 
0,25 
(0,97) 
0,07 
(0,32) 
0,17 
(0,73) 
YD01 -0,02 
(-0,05) 
0,28 
(1,28) 
0,00 
(0,00) 
0,35 
(1,67) 
-0,04 
(-0,14) 
0,34 
(1,51) 
-0,21 
(-0,81) 
0,42 
(1,99)+ 
-0,20 
(-0,84) 
0,32 
(1,69)+ 
YD02 -0,37 
(-1,33) 
0,12 
(0,59) 
-0,28 
(-1,06) 
0,20 
(1,03) 
-0,21 
(-0,80) 
0,14 
(0,66) 
-0,53 
(-2,29)* 
0,20 
(1,04) 
-0,40 
(-1,90)+ 
0,13 
(0,71) 
YD03 -0,14 
(-0,49) 
0,02 
(0,12) 
-0,10 
(-0,36) 
0,14 
(0,77) 
-0,16 
(-0,60) 
0,03 
(0,14) 
-0,26 
(-1,10) 
0,08 
(0,43) 
-0,28 
(-1,31) 
0,04 
(0,22) 
YD04 0,06 
(0,21) 
0,10 
(0,50) 
0,08 
(0,30) 
0,15 
(0,75) 
0,14 
(0,54) 
0,11 
(0,52) 
-0,02 
(-0,07) 
0,13 
(0,70) 
0,05 
(0,24) 
0,12 
(0,68) 
YD05 -0,08 
(-0,28) 
-0,06 
(-0,35) 
-0,11 
(-0,42) 
-0,05 
(-0,33) 
-0,03 
(-0,10) 
-0,05 
(-0,27) 
-0,23 
(-0,98) 
-0,05 
(-0,32) 
-0,15 
(-0,71) 
-0,07 
(-0,45) 
YD06 0a 0a 0a 0a 0a 0a 0a 0a 0a 0a 
F-Wert 7,277*** 4,929*** 8,324*** 5,310 8,476*** 4,658*** 10,887*** 5,479*** 13,113*** 6,619*** 
N 53 76 53 76 53 76 53 76 53 76 
Max. VIF 3231,88 1746,19 4423,07 1758,94 4438,28 1759,84 4320,08 1747,62 4672,34 1768,09 
DW-Statistik 2,058 2,033 2,078 1,937 2,011 2,016 2,322 2,134 2,264 2,102 
Korr. R2 0,765 0,595 0,803 0,633 0,807 0,594 0,846 0,642 0,871 0,692 
Breusch-Pagan 
Test 
0,865 2,447** 0,514 2,421** 0,567 2,322** 0,805 2,000* 0,574 2,183** 
Shapiro-Wilk-
Test 
0,978 0,991 0,967 0,993 0,984 0,990 0,984 0,991 0,981 0,991 
Abhängige Variable: Logarithmierter Return on Sales; p-Wert in Klammern; ***Signifikanzniveau p≥99,9%, **Signifikanzniveau p≥99%; 
*Signifikanzniveau p≥95%; +Signifikanzniveau p≥90%; a Dieser Parameter wird auf null gesetzt, weil er redundant ist. 
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Anhang 7.14: Robustheitsprüfung: Test abnehmender Heimatlandeffekte basierend auf Rugman (2003) 
 Modell 16 Modell 25 Modell 26 
Teilstichprobe FATA<0,31 FATA>0,31 FATA<0,31 FATA>0,31 FATA<0,31 FATA>0,31 
(Konstante) 4,20 (4,75)*** 0,72 (0,46) 4,15 (5,32)*** 0,90 (0,48) 5,64 (6,16)*** 0,29 (0,17) 
RDS -0,37 (-2,22)* 0,02 (0,09) -0,30 (-1,99)+ 0,02 (0,10) -0,58 (-3,55)** 0,01 (0,07) 
SAS 0,00 (0,04) -0,11 (-2,30)* -0,01 (-0,13) -0,11 (-2,19)* -0,03 (-0,67) -0,11 (-2,06)* 
CETS -0,06 (-2,65)* 0,04 (2,93)** -0,05 (-2,15)* 0,04 (2,85)** -0,09 (-2,96)** 0,04 (2,62)* 
TDTA -0,00 (-0,65) -0,02 (-3,37)** -0,00 (-0,34) -0,02 (-3,34)** -0,01 (-1,46) -0,02 (-2,91)** 
FATA*RDS 3,09 (2,81)* 0,03 (0,08) 2,50 (2,53)* 0,02 (0,06) 4,43 (4,08)*** 0,05 (0,13) 
FATA*SAS -0,20 (-0,82) 0,16 (1,31) -0,14 (-0,64) 0,16 (1,24) -0,18 (-0,85) 0,17 (1,19) 
SIZE -0,00 (-0,03) 0,00 (3,13)** 0,00 (0,12) 0,00 (3,05)** 0,00 (0,97) 0,00 (3,16)** 
PDiv 0,05 (0,21) -0,19 (-1,25) 0,03 (0,13) -0,20 (-1,24) -0,22 (-0,82) -0,20 (-1,20) 
FATA -22,63 (-3,54)** 3,68 (0,51) -24,49 (-4,32)*** 2,41 (0,24) -22,75 (-3,84)** 4,15 (0,57) 
(FATA)2 42,54 (2,56)* -3,63 (-0,27) 7,31 (0,38) -4,43 (-0,31) 14,05 (0,80) -4,35 (-0,32) 
(FATA)3 -42,64 (-2,57)* 0,59 (0,06) -7,66 (-0,40) -1,06 (-0,08) -13,53 (-0,77) 0,80 (0,09) 
HAFA   0a 0a   
FATA*HAFA   35,12 (2,87)** 3,45 (0,18)   
BIP     -0,00 (-2,98)** 0,00 (0,31) 
FATA* BIP    
 
0,00 (2,40)* -0,00 (-0,01) 
YD87 0a 0a 0a 0a 0a 0a 
YD88 0a 0,31 (0,75) 0a 0,32 (0,75) 0a 0,62 (1,12) 
YD89 1,15 (2,16)* 0a 1,24 (2,65)* 0a 0,96 (1,58) 0a 
YD90 -0,45 (-0,84) 0,90 (2,63)* -0,51 (-1,07) 0,89 (2,60)* -0,86 (-1,46) 1,13 (2,61)* 
YD91 -0,27 (-0,51) 0,72 (2,54)* -0,38 (-0,79) 0,72 (2,51)* -0,67 (-1,12) 0,94 (2,49)* 
YD92 -0,63 (-1,30) 0,72 (2,33)* -0,34 (-0,79) 0,73 (2,31)* -0,81 (-1,51) 0,89 (2,38)* 
YD93 0,48 (0,80) 0,32 (0,95) 0,36 (0,68) 0,32 (0,96) 0,37 (0,56) 0,47 (1,20) 
YD94 0a 0,41 (1,40) 0a 0,42 (1,39) 0a 0,68 (1,61) 
YD95 0,56 (1,24) 0,67 (2,46)* 0,42 (1,06) 0,68 (2,41)* 0,36 (0,67) 0,79 (2,41)* 
YD96 0,87 (2,27))* 0,06 (0,15) 0,74 (2,17)* 0,07 (0,16) 0,80 (1,76)+ 0,21 (0,46) 
YD97 0,91 (2,22)* 0,45 (1,62) 0,70 (1,90)+ 0,47 (1,60) 0,91 (1,82)+ 0,58 (1,74) 
YD98 0,69 (1,25) 0,39 (1,54) 0,82 (1,68) 0,40 (1,52) 1,28 (2,02)+ 0,51 (1,64) 
YD99 0,37 (1,23) 0,43 (1,58) 0,33 (1,21) 0,44 (1,57) 0,42 (1,03) 0,57 (1,67) 
YD00 0,08 (0,29) 0,02 (0,10) 0,08 (0,33) 0,03 (0,10) 0,14 (0,45) 0,18 (0,56) 
YD01 -0,02 (-0,05) 0,28 (1,28) -0,05 (-0,20) 0,28 (1,27) 0,01 (0,02) 0,41 (1,44) 
YD02 -0,37 (-1,33) 0,12 (0,59) -0,39 (-1,56) 0,12 (0,59) -0,43 (-1,37) 0,25 (0,87) 
YD03 -0,14 (-0,49) 0,02 (0,12) -0,28 (-1,07) 0,03 (0,14) -0,21 (-0,70) 0,12 (0,47) 
YD04 0,06 (0,21) 0,10 (0,50) 0,04 (0,16) 0,11 (0,51) 0,03 (0,10) 0,16 (0,68) 
YD05 -0,08 (-0,28) -0,06 (-0,35) -0,16 (-0,63) -0,06 (-0,35) -0,14 (-0,52) -0,03 (-0,14) 
YD06 0a 0a 0a 0a 0a  0a 
F-Wert 7,277*** 4,929*** 9,344*** 4,662*** 9,000*** 4,518*** 
N 53 76 53 76 53 76 
Max. VIF 3231,88 1746,19 5477,47 3636,84 4649,22 1835,87 
DW-Statistik 2,058 2,033 2,502 2,028 2,221 2,032 
Korr. R2 0,765 0,595 0,818 0,586 0,817 0,585 
Breusch-Pagan Test 0,865 2,447** 1,105 2,443** 0,726 2,269** 
Shapiro-Wilk-Test 0,978 0,991 0,973 0,991 0,971 0,986 
Abhängige Variable: Logarithmierter Return on Sales; p-Wert in Klammern; ***Signifikanzniveau p≥99,9%, **Signifikanzniveau p≥99%; 
*Signifikanzniveau p≥95%; +Signifikanzniveau p≥90%; a Dieser Parameter wird auf null gesetzt, weil er redundant ist. 
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Anhang 7.15: Kausalitätsprüfung: Ermittlung des Zeitverzugs 
 Modell 4 Modell 27 Modell 28 Modell 29 Modell 30 
Abhängige Variable ROA t ROA t+1 ROA t+2 ROA t+3 ROA t+4 
(Konstante) 4,22 (8,08)*** 3,93 (5,96)*** 3,86 (5,12)*** 1,60 (1,66)+ 2,77 (3,72)*** 
RDS -0,31 (-3,00)** -0,27 (-2,20)* -0,29 (-2,18)* -0,45 (-3,26)** -0,33 (-1,93)+ 
SAS -0,07 (-2,43)* -0,09 (-2,60)* -0,08 (-2,11)* -0,09 (-2,30)* -0,03 (-0,63) 
CETS -0,02 (-1,92)+ -0,02 (-1,15) -0,02 (-1,31) -0,00 (-0,28) -0,03 (-1,60) 
TDTA -0,01 (-3,47)** -0,01 (-3,28)** -0,01 (-3,07)** -0,01 (-2,83)** -0,02 (-3,71)*** 
FSTS*RDS 0,57 (3,14)** 0,57 (2,54)* 0,73 (2,90)** 1,08 (3,80)*** 0,76 (2,11)* 
FSTS* SAS 0,07 (1,25) 0,15 (1,94)+ 0,14 (1,62) 0,19 (2,19)* 0,07 (0,71) 
SIZE -0,00 (-1,20) 0,00 (-0,86) 0,00 (-1,35) 0,00 (0,28) 0,00 (1,50) 
PDiv -0,47 (-4,14)*** -0,57 (-4,39)*** -0,68 (-5,12)*** -0,77 (-5,46)*** -0,78 (-4,66)*** 
FSTS -0,87 (-0,36) -1,92 (-0,65) 0,38 (0,12) 0,27 (0,09) 8,70 (2,00)* 
(FSTS)2 -9,23 (-1,63) -7,62 (-1,12) -14,26 (-1,90)+ -15,94 (-2,17)* -33,45 (-2,70)** 
(FSTS)3 9,06 (2,43)* 7,06 (1,56) 11,82 (2,32)* 11,16 (2,20)* 27,06 (2,78)** 
YD87 0a 0a 0a 0a 0a 
YD88 0,20 (0,32) 0,00 (0,01) -0,54 (-0,78) 1,44 (1,57) 0a 
YD89 -0,04 (-0,07) 0,05 (0,07) -0,80 (-1,17) 0a 0,19 (0,28) 
YD90 -0,02 (-0,06) 0,45 (1,23) 0,20 (0,49) 2,05 (2,73)* 0,96 (2,31)* 
YD91 -0,10 (-0,32) 0,27 (0,74) -0,64 (-1,79)+ 3,14 (4,31)*** -0,03 (-0,08) 
YD92 -0,27 (-0,79) -0,38 (-1,12) 0,61 (1,65) 2,37 (3,32)** 0,25 (0,68) 
YD93 -0,26 (-0,76) 1,30 (3,11)** 0,06 (0,19) 2,77 (3,77)*** 0,60 (1,44) 
YD94 0,18 (0,54) -0,28 (-0,76) -0,53 (-1,28) 2,40 (3,36)** 0,24 (0,58) 
YD95 -0,28 (-1,12) 0,45 (1,59) 0,33 (1,26) 2,87 (4,11)*** 0,11 (0,41) 
YD96 0,02 (0,07) 0,65 (2,40)* 0,52 (1,95)+ 2,70 (3,91)*** 0,39 (1,44) 
YD97 0,19 (0,78) 0,51 (2,02)* 0,08 (0,32) 2,74 (4,02)*** -0,10 (-0,37) 
YD98 0,03 (0,11) 0,35 (1,39) 0,25 (1,00) 2,35 (3,46)** 0,07 (0,27) 
YD99 -0,13 (-0,58) 0,39 (1,60) -0,14 (-0,58) 2,50 (3,69)*** -0,15 (-0,61) 
YD00 -0,16 (-0,74) 0,11 (0,47) 0,01 (0,03) 2,52 (3,74)*** 0,00 (-0,02) 
YD01 -0,04 (-0,20) 0,33 (1,41) 0,16 (0,71) 2,78 (4,07)*** 0,20 (0,85) 
YD02 -0,41 (-2,05)* 0a 0,00 (-0,02) 2,63 (3,91)*** 0a 
YD03 -0,28 (-1,44) 0,24 (1,14) 0a 2,69 (3,99)*** -2,77 (-3,90)*** 
YD04 -0,32 (-1,66)+ 0,17 (0,81) -0,02 (-0,10) 0a 0a 
YD05 -0,28 (-1,50) 0,27 (1,27) 0a 0a 0a 
YD06 0a 0a 0a 0a 0a 
F-Wert 4,503*** 3,775*** 3,912*** 4,940*** 3,955*** 
N 201 178 157 137 110 
Max. VIF 848,53 821,30 846,27 719,458 1087,98 
DW-Statistik 2,175 2,154 2,119 1,630 1,065 
Korr. R2 0,337 0,305 0,335 0,430 0,404 
Abhängige Variable: Logarithmierter Return on Assets t+3; p-Wert in Klammern; ***Signifikanzniveau p≥99,9%, **Signifikanzniveau p≥99%; 
*Signifikanzniveau p≥95%; +Signifikanzniveau p≥90%; a Dieser Parameter wird auf null gesetzt, weil er redundant ist. 
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 Anhang 7.16: Kausalitätsprüfung: Heimatlandeffekte basierend auf Porter (1990) 
 Modell 29 Modell 31 Modell 32 Modell 33 Modell 34 
(Konstante) 1,60 (1,66)+ 3,21 (4,23)*** 3,33 (1,99)+ 3,72 (4,40)*** -5,05 (-3,03)** 
RDS -0,45 (-3,26)** -0,63 (-4,19)*** -0,59 (-2,76)** -0,29 (-1,63) -0,79 (-5,01)*** 
SAS -0,09 (-2,30)* -0,11 (-2,94)** -0,19 (-3,33)** -0,03 (-0,68) -0,13 (-3,59)** 
CETS -0,00 (-0,28) 0,01 (0,67) 0,02 (1,08) -0,00 (-0,08) -0,00 (-0,09) 
TDTA -0,01 (-2,83)** -0,01 (-2,05)* -0,02 (-3,35)** -0,01 (-2,92)** -0,01 (-2,69)** 
FSTS*RDS 1,08 (3,80)*** 1,52 (4,83)*** 1,22 (3,04)** 0,74 (1,94)+ 1,61 (5,19)** 
FSTS* SAS 0,19 (2,19)* 0,24 (2,91)** 0,42 (3,61)** 0,08 (0,79) 0,28 (3,40)** 
SIZE 0,00 (0,28) 0,00 (1,10) 0,00 (0,85) -0,00 (0,16) -0,00 (-0,30) 
PDiv -0,77 (-5,46)*** -0,48 (-3,08)** -0,77 (-4,73)*** -0,79 (-4,83)*** -0,72 (-5,42)*** 
FSTS 0,27 (0,09) -0,36 (-0,12) -8,45 (-1,36) -0,37 (-0,08) 8,54 (1,41) 
(FSTS)2 -15,94 (-2,17)* -8,35 (-1,19) 1,59 (0,13) -8,45 (-0,77) -11,05 (-1,60) 
(FSTS)3 11,16 (2,20)* 3,33 (0,67) -2,45 (-0,31) 5,18 (0,67) 7,25 (1,47) 
DEM  0,00 (5,23)***    
FSTS*DEM  -0,00 (-4,10)***    
MINT   0,00 (1,88)+   
FSTS*MINT   -0,00 (-0,88)   
RD_supplier    -0,00 (-3,40)**  
FSTS*RD_supplier    0,00 (3,10)**  
COMP    
 
9,39 (4,75)*** 
FSTS*COMP    
 
-14,65 (-2,44)* 
YD87 0a 0a 0a 0a 0a 
YD88 1,44 (1,57) 0a 0a -1,26 (-1,87) 0a 
YD89 0a 0a 0a 0a 0a 
YD90 2,05 (2,73)* -0,58 (-1,56) 0a -0,84 (-2,05)* 2,14 (3,11)** 
YD91 3,14 (4,31)*** 0,43 (1,31) 0a 0,54 (1,32) 3,18 (4,76)*** 
YD92 2,37 (3,32)** -0,51 (-1,81)+ 0a -0,39 (-1,16) 2,30 (3,49)** 
YD93 2,77 (3,77)*** -0,31 (-0,95) 0a -0,05 (-0,15) 2,73 (4,05)*** 
YD94 2,40 (3,36)** -0,39 (-1,03) 0a -0,38 (-0,92) 2,43 (3,69)*** 
YD95 2,87 (4,11)*** -0,03 (-0,13) 0a -0,02 (-0,07) 2,91 (4,54)*** 
YD96 2,70 (3,91)*** -0,26 (-0,99) 0a -0,19 (-0,58) 2,77 (4,38)*** 
YD97 2,74 (4,02)*** -0,12 (-0,51) 0a -0,15 (-0,52) 2,84 (4,52)*** 
YD98 2,35 (3,46)** -0,50 (-2,20)* 2,39 (3,37)** -0,50 (-1,86)+ 2,44 (3,90)*** 
YD99 2,50 (3,69)*** -0,27 (-1,15) 2,46 (3,50)** -0,32 (-1,14) 2,52 (4,05)*** 
YD00 2,52 (3,74)*** -0,41 (-1,88)+ 2,59 (3,68)*** -0,23 (-0,94) 2,55 (4,11)*** 
YD01 2,78 (4,07)*** 0,01 (0,03) 2,85 (3,97)*** 0,03 (0,15) 2,86 (4,56)*** 
YD02 2,63 (3,91)*** -0,01 (-0,07) 2,88 (4,02)*** -0,04 (-0,18) 2,86 (4,61)*** 
YD03 2,69 (3,99)*** 0a 2,76 (3,91)*** 0a 2,83 (4,55)*** 
YD04 0a 0a 0a 0a 0a 
YD05 0a 0a 0a 0a 0a 
YD06 0a 0a 0a 0a 0a 
F-Wert 4,940*** 5,488*** 5,507*** 3,93*** 6,496*** 
N 137 127 86 123 135 
Max. VIF 719,46 724,95 1507,31 1402,21 749,97 
DW-Statistik 1,630 1,681 1,823 1,595 1,730 
Korr. R2 0,430 0,483 0,502 0,393 0,525 
Breusch-Pagan Test 1,303 1,574+ 1,151 1,138 1,052 
Shapiro-Wilk-Test 0,986 0,975* 0,960** 0,965** 0,968** 
Abhängige Variable: Logarithmierter Return on Assets t+3; p-Wert in Klammern; ***Signifikanzniveau p≥99,9%, **Signifikanzniveau p≥99%; 
*Signifikanzniveau p≥95%; +Signifikanzniveau p≥90%; a Dieser Parameter wird auf null gesetzt, weil er redundant ist. 
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Anhang 7.17: Kausalitätsprüfung: Heimatlandeffekte basierend auf North (1990) 
 Modell 29 Modell 35 Modell 36 Modell 37 Modell 38 
(Konstante) 1,60 (1,66)+ -2,47 (-1,60) 4,21 (3,79)*** 2,39 (2,74)** -0,34 (-0,35) 
RDS -0,45 (-3,26)** -0,61 (-4,22)*** -0,60 (-4,15)*** -0,15 (-1,10) -0,67 (-4,96)*** 
SAS -0,09 (-2,30)* -0,09 (-2,51)* -0,11 (-2,96)** 0,02 (0,55) -0,10 (-2,79)** 
CETS -0,00 (-0,28) -0,01 (-0,36) -0,00 (-0,26) -0,00 (-0,18) 0,00 (0,14) 
TDTA -0,01 (-2,83)** -0,01 (-2,65)** -0,01 (-2,67)** -0,01 (-2,79)** -0,01 (-3,18)** 
FSTS*RDS 1,08 (3,80)*** 1,38 (4,90)*** 1,26 (4,33)*** 0,45 (1,52) 1,36 (4,96)*** 
FSTS* SAS 0,19 (2,19)* 0,20 (2,40)* 0,22 (2,73)** -0,08 (-0,80) 0,21 (2,50)* 
SIZE 0,00 (0,28) -0,00 (-0,05) 0,00 (0,00) -0,00 (-1,00) 0,00 (-0,37) 
PDiv -0,77 (-5,46)*** -0,72 (-4,83)*** -0,75 (-5,65)*** -0,55 (-4,17)*** -0,64 (-4,78)*** 
FSTS 0,27 (0,09) 9,46 (2,31)* -4,01 (-1,25) 0,57 (0,20) 3,39 (1,10) 
(FSTS)2 -15,94 (-2,17)* -19,09 (-2,41)* -20,68 (-2,77)** -26,15 (-3,76)*** -13,28 (-1,96)+ 
(FSTS)3 11,16 (2,20)* 13,79 (2,44)* 16,36 (2,95)** 18,98 (3,80)*** 7,71 (1,65) 
ICRG 
 
5,41 (3,10)** 
 
 
 
FSTS*ICRG 
 
-11,22 (-4,06)*** 
 
 
 
PD 
 
 -0,04 (-4,01)***  
 
FSTS*PD 
 
 0,09 (4,09)***  
 
UA 
 
 
 
-0,05 (-5,37)*** 
 
FSTS*UA 
 
 
 
0,13 (4,55)*** 
 
IND 
 
 
 
 0,04 (4,75)*** 
FSTS*IND 
 
 
 
 -0,06 (-3,07)** 
YD87 0a 0a 0a 0a 0a 
YD88 1,44 (1,57) 1,27 (1,47) 1,27 (1,48) 1,29 (1,57) 1,16 (1,40) 
YD89 0a 0a 0a 0a 0a 
YD90 2,05 (2,73)* 2,13 (2,98)** 2,20 (3,14)** 1,97 (2,93)** 2,05 (3,02)** 
YD91 3,14 (4,31)*** 3,17( 4,58)*** 3,20 (4,72)*** 2,99 (4,58)*** 3,11 (4,74)*** 
YD92 2,37 (3,32)** 2,13 (3,08)** 2,20 (3,30)** 2,18 (3,39)** 2,33 (3,60)*** 
YD93 2,77 (3,77)*** 2,53 (3,59)*** 2,66 (3,88)*** 2,46 (3,73)*** 2,68 (4,04)*** 
YD94 2,40 (3,36)** 2,42 (3,58)** 2,41 (3,62)*** 2,16 (3,36)** 2,35 (3,63)*** 
YD95 2,87 (4,11)*** 2,73 (4,12)*** 2,84 (4,38)*** 2,61 (4,16)*** 2,87 (4,56)*** 
YD96 2,70 (3,91)*** 2,60 (3,96) 2,70 (4,21)*** 2,39 (3,86)*** 2,72 (4,37)*** 
YD97 2,74 (4,02)*** 2,75 (4,28)*** 2,77 (4,36)*** 2,48 (4,03)*** 2,79 (4,52)*** 
YD98 2,35 (3,46)** 2,36 (3,70) 2,36 (3,73)*** 2,08 (3,40)** 2,40 (3,92)*** 
YD99 2,50 (3,69)*** 2,48 (3,89)*** 2,45 (3,88)*** 2,26 (3,71)*** 2,53 (4,13)*** 
YD00 2,52 (3,74)*** 2,49 (3,93)*** 2,47 (3,94)*** 2,31 (3,82)*** 2,62 (4,31)*** 
YD01 2,78 (4,07)*** 2,77 (4,30)*** 2,79 (4,39)*** 2,54 (4,13)*** 2,85 (4,61)*** 
YD02 2,63 (3,91)*** 2,68 (4,22)*** 2,73 (4,36)*** 2,43 (4,01)*** 2,81 (4,61)*** 
YD03 2,69 (3,99)*** 2,70 (4,22)*** 2,71 (4,32)*** 2,47 (4,06)*** 2,82 (4,61)*** 
YD04 0a 0a 0a 0a 0a 
YD05 0a 0a 0a 0a 0a 
YD06 0a 0a 0a 0a 0a 
F-Wert 4,940*** 5,785*** 5,968*** 6,752*** 6,585*** 
N 137 137 137 137 137 
Max. VIF 719,46 947,67 861,96 805,15 750,50 
DW-Statistik 1,630 1,701 1,716 1,661 1,757 
Korr. R2 0,430 0,496 0,506 0,542 0,535 
Breusch-Pagan Test 1,303 1,284 1,468+ 1,557+ 1,095 
Shapiro-Wilk-Test 0,986 0,986 0,982+ 0,968** 0,963** 
Abhängige Variable: Logarithmierter Return on Assets t+3; p-Wert in Klammern; ***Signifikanzniveau p≥99,9%, **Signifikanzniveau p≥99%; 
*Signifikanzniveau p≥95%; +Signifikanzniveau p≥90%; a Dieser Parameter wird auf null gesetzt, weil er redundant ist. 
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Anhang 7.18: Kausalitätsprüfung: Heimatlandeffekte basierend auf Rugman (2003) 
 Modell 29 Modell 39 Modell 40 
(Konstante) 1,60 (1,66)+ 7,29 (1,71)+ 3,35 (3,38)** 
RDS -0,45 (-3,26)** -0,78 (-1,06) -0,50 (-3,75)*** 
SAS -0,09 (-2,30)* -0,27 (-2,04)+ -0,12 (-3,12)** 
CETS -0,00 (-0,28) 0,01 (0,53)  0,01 (0,58)  
TDTA -0,01 (-2,83)** 0,01 (0,51) -0,01 (-2,90)**  
FSTS*RDS 1,08 (3,80)*** 1,93 (1,60) 1,29 (4,51)*** 
FSTS* SAS 0,19 (2,19)* 0,53 (2,24)* 0,27 (3,25)** 
SIZE 0,00 (0,28) -0,00 (-0,23) -0,00 (-0,54 
PDiv -0,77 (-5,46)*** -0,37 (-1,45) -0,55 (-3,83)*** 
FSTS 0,27 (0,09) -8,86 (-0,73) -7,15 (-2,10)* 
(FSTS)2 -15,94 (-2,17)* -12,50 (-0,65) -5,80 (-0,809 
(FSTS)3 11,16 (2,20)* 6,68 (0,55) 1,77 (0,34 
HSFS 
 
-0,13 (-0,18) 
 
FSTS*HSFS 
 
1,98 (0,82) 
 
BIP 
 
 -0,00 (-4,46)*** 
FSTS*BIP 
 
 0,00 (3,74)*** 
YD87 0a 0a 0a 
YD88 1,44 (1,57) 0a 1,11 (1,30) 
YD89 0a 0a 0a  
YD90 2,05 (2,73)* -1,30 (-2,96)** 2,07 (2,97)** 
YD91 3,14 (4,31)*** 0,11 (0,24) 3,08 (4,57)*** 
YD92 2,37 (3,32)** -0,65 (-1,06) 2,17 (3,27)** 
YD93 2,77 (3,77)*** 0a  2,40 (3,51)** 
YD94 2,40 (3,36)** 0a 2,21 (3,33)** 
YD95 2,87 (4,11)*** -0,33 (-0,88) 2,70 (4,16)*** 
YD96 2,70 (3,91)*** -0,55 (-1,36) 2,48 (3,87)*** 
YD97 2,74 (4,02)*** -0,16 (-0,41) 2,59 (4,09)*** 
YD98 2,35 (3,46)** -0,59 (-1,86)+ 2,22 (3,51)** 
YD99 2,50 (3,69)*** -0,08 (-0,24) 2,39 (3,819*** 
YD00 2,52 (3,74)*** -0,67 (-2,21)* 2,42 (3,88)*** 
YD01 2,78 (4,07)*** -0,38 (-1,20) 2,72 (4,30)*** 
YD02 2,63 (3,91)*** 0,01 (0,02) 2,63 (4,21)*** 
YD03 2,69 (3,99)*** 0a 2,63 (4,18)*** 
YD04 0a 0a 0a 
YD05 0a 0a 0a 
YD06 0a 0a 0a 
F-Wert 4,940*** 3,347** 6,051*** 
N 137 53 137 
Max. VIF 719,46 2785,30 807,88 
DW-Statistik 1,630 1,919 1,775 
Korr. R2 0,430 0,520 0,510 
Breusch-Pagan Test 1,303 1,389 1,427 
Shapiro-Wilk-Test 0,986 0,985 0,980* 
Abhängige Variable: Logarithmierter Return on Assets t+3; p-Wert in Klammern; ***Signifikanzniveau p≥99,9%, **Signifikanzniveau p≥
99%; *Signifikanzniveau p≥95%; +Signifikanzniveau p≥90%; a Dieser Parameter wird auf null gesetzt, weil er redundant ist. 
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Anhang 7.19: Kausalitätsprüfung: Test abnehmender Heimatlandeffekte basierend auf Porter (1990) 
 Modell 29 Modell 31 Modell 32 Modell 33 Modell 34 
Teilstichprobe FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 
(Konstante) 
1,31 
(0,94) 
-2,97 
(-0,28) 
4,13 
(2,88)** 
-7,31 
(-0,60) 
23,79 
(2,27)* 
-7,35 
(-0,46) 
3,79 
(1,95)+ 
-4,07 
(-0,31) 
-0,84 
(-0,23) 
-15,58 
(-0,58) 
RDS 
-0,21 
(-0,80) 
-0,68 
(-1,35) 
0,11 
(0,30) 
-0,94 
(-1,78)+ 
-1,63 
(-2,62)* 
-0,67 
-0,96) 
0,14 
(0,20) 
-0,79 
(-1,26) 
-0,32 
(-0,63) 
-0,22 
(-0,38) 
SAS 
-0,12 
(-1,00) 
-0,38 
(-3,67)** 
-0,21 
(-1,48) 
-0,31 
(-2,49)* 
-0,22 
(-1,10) 
-0,38 
(-2,63)* 
-0,15 
(-0,98) 
-0,52 
(-2,93)** 
-0,24 
(-1,84)+ 
-0,34 
(-2,32)* 
CETS 
-0,06 
(-1,76)+ 
0,03 
(1,80)+ 
-0,17 
(-1,97)+ 
0,04 
(1,89)+ 
0,02 
(0,34) 
0,05 
(2,37)* 
-0,15 
(-2,89)** 
0,04 
(1,95)+ 
-0,08 
(-2,06)* 
0,04 
(2,21)* 
TDTA 
-0,04 
(-4,89)*** 
0,00 
(0,75) 
-0,04 
(-3,20)** 
0,00 
(0,10) 
-0,06 
(-4,34)** 
-0,00 
(-0,27) 
-0,05 
(-4,50)*** 
0,01 
(0,87) 
-0,03 
(-4,11)*** 
0,01 
(0,77) 
FSTS*RDS 
1,06 
(0,97) 
1,58 
(1,91)+ 
0,35 
(0,22) 
2,03 
(2,30)* 
8,11 
(2,82)* 
1,53 
(1,34) 
1,23 
(0,57) 
1,73 
(1,65) 
1,04 
(0,52) 
0,74 
(0,76) 
FSTS* SAS 
0,19 
(0,51) 
0,70 
(3,85)*** 
0,62 
(1,37) 
0,57 
(2,73)** 
1,13 
(1,54) 
0,73 
(2,94)** 
0,46 
(0,85) 
0,92 
(3,02)** 
0,62 
(1,46) 
0,63 
(2,66)* 
SIZE 
0,00 
(2,69)* 
-0,00 
(-0,30) 
-0,00 
(-1,95)+ 
-0,00 
(-0,62) 
0,00 
(3,48)** 
-0,00 
(-0,60) 
0,00 
(1,51) 
-0,00 
(-1,28) 
0,00 
(1,78)+ 
-0,00 
(-0,48) 
PDiv 
-0,92 
(-3,68)** 
-0,45 
(-2,71)** 
-1,40 
(-2,21)* 
-0,52 
(-3,03)** 
0,27 
(0,49) 
-0,49 
(-2,37)* 
-1,65 
(-3,63)** 
-0,47 
(-2,67)* 
-0,86 
(-3,20)** 
-0,38 
(-2,25)* 
FSTS 
24,25 
(1,84)+ 
44,04 
(0,81) 
13,39 
(0,88) 
55,48 
(0,89) 
-243,90 
(-2,11)+ 
68,66 
(0,83) 
17,60 
(0,46 
51,68 
(0,74) 
12,86 
(0,56) 
60,18 
(0,86) 
(FSTS)2 
-122,41 
(-1,73)+ 
-92,49 
(-1,07) 
-55,30 
(-0,62) 
-100,70 
(-1,00) 
789,24 
(2,00)+ 
-135,18 
(-1,03) 
-89,77 
(-0,51) 
-104,79 
(-0,92) 
-123,30 
(-1,55) 
-71,12 
(-0,79) 
(FSTS)3 
142,79 
(1,36) 
45,13 
(1,04) 
51,47 
(0,38) 
47,18 
(0,92) 
-966,00 
(-2,06)+ 
67,71 
(1,03) 
88,36 
(0,41) 
49,57 
(0,85) 
147,74 
(1,22) 
37,42 
(0,82) 
DEM   
0,00 
(0,66) 
0,00 
(1,27) 
      
FSTS*DEM   
-0,00 
(-0,69) 
-0,00 
(-1,10) 
      
MINT    
 
0,00 
(2,31)* 
-0,00 
(-0,34) 
    
FSTS*MINT    
 
-0,00 
(-0,91) 
0,00 
(0,43) 
    
RD_supplier       
-0,00 
(-1,27) 
0,00 
(1,18) 
  
FSTS*RD_suppl
ier 
      
0,00 
(0,09) 
-0,00 
(-0,99) 
  
COMP         
4,44 
(0,79) 
16,66 
(0,65) 
FSTS*COMP         
6,74 
(0,20) 
-33,61 
(-0,84) 
YD87 0a 0a 0a 0a 0a 0a 0a 0a 0a 0a 
YD88 
0,47 
(0,48) 
0a 0a 0a 0a 0a 
-1,84 
(-1,99)+ 
0a 0a 0a 
YD89 0a 0a 0a 0a 0a 0a 0a 0a 0a 0a 
YD90 
2,61 
(2,68)* 
-1,58 
(-3,99)*** 
-0,52 
(-0,45) 
-1,85 
(-4,11)*** 
0a 0a 
0,13 
(0,13) 
-1,62 
(-3,68)** 
2,67 
(2,87)** 
-1,59 
(-3,90)*** 
YD91 
3,90 
(3,74)** 
-0,50 
(-1,45) 
2,78 
(2,00)+ 
-0,51 
(-1,34) 
0a 0a 
2,43 
(2,05)+ 
-0,11 
(-0,23) 
4,17 
(4,14)*** 
-0,64 
(-1,79)+ 
YD92 
2,71 
(3,43)** 
-0,78 
(-2,28)* 
0,93 
(1,21) 
-0,58 
(-1,60) 
0a 0a 
0,77 
(1,10) 
-0,46 
(-1,12) 
2,73 
(3,19)** 
-0,92 
(-2,58)* 
YD93 
2,81 
(3,47)** 
-0,92 
(-2,02)* 
0,98 
(1,46) 
-0,92 
(-2,01)+ 
0a 0a 
0,84 
(1,47) 
-0,63 
(-1,25) 
2,82 
(3,38)** 
-1,01 
(-2,19)* 
YD94 
1,37 
(1,62) 
-0,35 
(-0,94) 
-0,77 
(-0,71) 
-0,42 
(-1,08) 
0a 0a 
-1,34 
(-1,39) 
-0,22 
(-0,54) 
1,36 
(1,67) 
-0,39 
(-1,03) 
YD95 
3,08 
(4,02)*** 
-0,19 
(-0,62) 
1,32 
(1,82)+ 
-0,10 
(-0,32) 
0a 0a 
1,18 
(1,88)+ 
-0,01 
(-0,01) 
3,07 
(4,04)*** 
-0,34 
(-1,09) 
YD96 
2,82 
(3,80)** 
-0,27 
(-0,90) 
1,17 
(1,56) 
-0,23 
(-0,78) 
0a 0a 
0,97 
(1,50) 
0,15 
(0,36) 
2,87 
(3,91)*** 
-0,38 
(-1,25) 
Fortsetzung auf Folgeseite… 
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Fortsetzung Anhang 7.19 
 Modell 29 Modell 31 Modell 32 Modell 33 Modell 34 
Teilstichprobe FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 
YD97 
2,90 
(3,96)*** 
-0,40 
(-1,58) 
1,09 
(1,52) 
-0,32 
(-1,19) 
0a 0a 
0,83 
(1,26) 
-0,16 
(-0,52) 
2,89 
(4,13)*** 
-0,46 
(-1,82)+ 
YD98 
2,30 
(2,99)** 
-0,59 
(-2,82)** 
0,38 
(0,55) 
-0,51 
(-2,27)* 
2,19 
(2,76)* 
-0,67 
(-3,04)** 
0,10 
(0,15) 
-0,38 
(-1,41) 
2,25 
(3,05)** 
-0,61 
(-2,93)** 
YD99 
2,12 
(2,82)** 
-0,28 
(-1,23) 
0,54 
(0,79) 
-0,22 
(-0,90) 
2,57 
(3,29)** 
-0,37 
(-1,58) 
0,08 
(0,14) 
-0,09 
(-0,32) 
2,03 
(2,82)** 
-0,30 
(-1,36) 
YD00 
2,55 
(3,41)** 
-0,49 
(-2,53)* 
0,88 
(1,24) 
-0,49 
(-2,51)* 
2,65 
(3,22)** 
-0,50 
(-2,48)* 
0,58 
(1,00) 
-0,39 
(-1,79)+ 
2,42 
(3,32)** 
-0,46 
(-2,36)* 
YD01 
2,67 
(3,40)** 
-0,25 
(-1,27) 
1,03 
(1,87)+ 
-0,22 
(-1,09) 
1,97 
(2,51)* 
-0,23 
(-1,13) 
1,02 
(2,12)* 
-0,24 
(-1,16) 
2,63 
(3,49)** 
-0,24 
(-1,19) 
YD02 
2,16 
(2,90)** 
-0,06 
(-0,34) 
0,47 
(0,90) 
-0,02 
(-0,12) 
1,54 
(1,97)+ 
-0,05 
(-0,28) 
0,50 
(1,02) 
-0,04 
(-0,23) 
2,34 
(3,27)** 
-0,10 
(-0,52) 
YD03 
1,85 
(2,36)* 
0a 0a 0a 
1,76 
(2,24)+ 
0a 0a 0a 
1,92 
(2,55)* 
0a 
YD04 0a 0a 0a 0a 0a 0a 0a 0a 0a 0a 
YD05 0a 0a 0a 0a 0a 0a 0a 0a 0a 0a 
YD06 0a 0a 0a 0a 0a 0a 0a 0a 0a 0a 
F-Wert 3,890*** 5,803*** 2,815** 5,565*** 5,856** 5,827*** 2,913** 4,909*** 4,369*** 5,542*** 
N 61 73 50 73 32 53 51 69 59 73 
Max. VIF 1538,13 59109,16 2278,62 82642,05 31308,70 108506,26 9267,41 80017,59 2100,06 64529,00 
DW-Statistik 1,646 1,864 1,712 1,905 1,567 2,247 2,014 1,978 1,758 1,694 
Korr. R2 0,556 0,616 0,491 0,622 0,748 0,626 0,508 0,599 0,611 0,621 
Breusch-Pagan 
Test 
1,139 1,007 1,474 1,087 0,850 1,477 1,096 0,838 1,031 0,916 
Shapiro-Wilk-
Test 
0,984 0,992 0,979 0,993 0,948 0,986 0,972 0,982 0,962+ 0,990 
Abhängige Variable: Logarithmierter Return on Assets t+3; p-Wert in Klammern; ***Signifikanzniveau p≥99,9%, **Signifikanzniveau p≥99%; 
*Signifikanzniveau p≥95%; +Signifikanzniveau p≥90%; a Dieser Parameter wird auf null gesetzt, weil er redundant ist. 
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Anhang 7.20: Kausalitätsprüfung: Test abnehmender Heimatlandeffekte basierend auf North (1990) 
 Modell 29 Modell 35 Modell 36 Modell 37 Modell 38 
Teilstichprobe FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 
(Konstante) 
1,31 
(0,94) 
-2,97 
(-0,28) 
-2,85 
(-1,13) 
-3,12 
(-0,21) 
3,76 
(1,74)+ 
-0,27 
(-0,02) 
1,13 
(0,84) 
5,61 
(0,50) 
0,47 
(0,32) 
-7,48 
(-0,66) 
RDS 
-0,21 
(-0,80) 
-0,68 
(-1,35) 
-0,67 
(-1,94)+ 
-0,65 
(-1,23) 
-0,48 
(-1,38) 
-0,31 
(-0,56) 
0,11 
(0,40) 
-0,20 
(-0,34) 
-0,39 
(-1,11) 
-0,53 
(-1,01) 
SAS 
-0,12 
(-1,00) 
-0,38 
(-3,67)** 
-0,09 
(-0,71) 
-0,36 
(-3,16)** 
-0,16 
(-1,34) 
-0,39 
(-3,70)** 
-0,07 
(-0,43) 
-0,19 
(-1,16) 
-0,14 
(-1,08) 
-0,26 
(-1,88)+ 
CETS 
-0,06 
(-1,76)+ 
0,03 
(1,80)+ 
-0,06 
(-1,63) 
0,03 
(1,79)+ 
-0,08 
(-2,28)* 
0,04 
(2,16)* 
-0,05 
(-1,42) 
0,05 
(2,46)* 
-0,05 
(-1,50) 
0,04 
(1,90)+ 
TDTA 
-0,04 
(-
4,89)*** 
0,00 
(0,75) 
-0,03 
(-2,78)** 
0,00 
(0,60) 
-0,02 
(-2,78)** 
0,00 
(0,36) 
-0,03 
(-3,58)** 
0,01 
(0,87) 
-0,03 
(-
4,25)*** 
0,01 
(0,80) 
FSTS*RDS 
1,06 
(0,97) 
1,58 
(1,91)+ 
2,36 
(1,87)+ 
1,55 
(1,81)+ 
1,44 
(1,03) 
0,90 
(0,98) 
-0,58 
(-0,46) 
0,66 
(0,67) 
1,29 
(0,84) 
1,28 
(1,44) 
FSTS* SAS 
0,19 
(0,51) 
0,70 
(3,85)*** 
0,15 
(0,41) 
0,67 
(3,36)** 
0,41 
(1,13) 
0,72 
(3,95)*** 
0,11 
(0,19) 
0,36 
(1,37) 
0,25 
(0,58) 
0,50 
(2,07)* 
SIZE 
0,00 
(2,69)* 
-0,00 
(-0,30) 
0,00 
(1,00) 
-0,00 
(-0,24) 
0,00 
(0,65) 
-0,00 
(-0,24) 
0,00 
(1,47) 
-0,00 
(-0,19) 
0,00 
(2,12)* 
0,00 
(0,02) 
PDiv 
-0,92 
(-3,68)** 
-0,45 
(-2,71)** 
-0,61 
(-1,96)+ 
-0,50 
(-2,63)* 
-0,74 
(-3,03)** 
-0,46 
(-2,76)** 
-0,60 
(-2,21)* 
-0,39 
(-2,38)* 
-0,79 
(-2,92)** 
-0,39 
(-2,17)* 
FSTS 
24,25 
(1,84)+ 
44,04 
(0,81) 
24,54 
(1,31) 
45,90 
(0,74) 
21,97 
(1,37) 
32,33 
(0,57) 
25,10 
(1,56) 
17,40 
(0,31) 
20,51 
(1,55) 
47,98 
(0,88) 
(FSTS)2 
-122,41 
(-1,73)+ 
-92,49 
(-1,07) 
-101,11 
(-1,41) 
-94,90 
(-1,02) 
-123,23 
(-1,82)+ 
-80,51 
(-0,86) 
-116,29 
(-1,49) 
-70,40 
(-0,79) 
-94,04 
(-1,12) 
-84,27 
(-0,97) 
(FSTS)3 
142,79 
(1,36) 
45,13 
(1,04) 
107,34 
(1,01) 
47,20 
(1,00) 
148,21 
(1,45) 
42,55 
(0,89) 
147,90 
(1,25) 
38,99 
(0,87) 
106,94 
(0,83) 
41,98 
(0,96) 
ICRG 
 
 
5,94 
(1,94)+ 
-0,28 
(-0,04)  
 
 
 
 
 
FSTS*ICRG 
 
 
-9,34 
(-0,74) 
-0,68 
(-0,06)  
 
 
 
 
 
PD 
 
 
 
 
-0,02 
(-1,22) 
-0,02 
(-0,42)  
 
 
 
FSTS*PD 
 
 
 
 
-0,06 
(-0,45) 
0,06 
(0,66)  
 
 
 
UA 
 
 
 
 
 
 
-0,03 
(-1,11) 
-0,10 
(-1,56)  
 
FSTS*UA 
 
 
 
 
 
 
0,04 
(0,35) 
0,19 
(1,81)+  
 
IND 
 
 
 
 
 
 
 
 
0,02 
(1,23) 
0,07 
(1,27) 
FSTS*IND 
 
 
 
 
 
 
 
 
-0,06 
(-0,63) 
-0,11 
(-1,26) 
YD87 0a 0a 0a 0a 0a 0a 0a 0a 0a 0a 
YD88 
0,47 
(0,48) 
0a 
0,57 
(0,59) 
0a 
0,81 
(0,86) 
0a 
0,61 
(0,65) 
0a 
0,51 
(0,53) 
0a 
YD89 0a 0a 0a 0a 0a 0a 0a 0a 0a 0a 
YD90 
2,61 
(2,68)* 
-1,58 
(-
3,99)*** 
2,47 
(2,54)* 
-1,44 
(-2,98)** 
3,38 
(3,00)** 
-1,44 
(-3,49)** 
2,56 
(2,75)* 
-1,53 
(-3,45)** 
2,61 
(2,60)* 
-1,70 
(-
4,16)*** 
YD91 
3,90 
(3,74)** 
-0,50 
(-1,45) 
3,67 
(3,53)** 
-0,39 
(-0,94) 
3,93 
(4,02)*** 
-0,45 
(-1,24) 
3,80 
(3,79)** 
-0,50 
(-1,41) 
3,95 
(3,89)*** 
-0,54 
(-1,55) 
YD92 
2,71 
(3,43)** 
-0,78 
(-2,28)* 
2,10 
(2,47)* 
-0,65 
(-1,43) 
2,42 
(3,17)** 
-0,82 
(-2,25)* 
2,66 
(3,33)** 
-0,76 
(-2,30)* 
2,55 
(3,08)** 
-0,93 
(-2,55)* 
YD93 
2,81 
(3,47)** 
-0,92 
(-2,02)* 
2,21 
(2,52)* 
-0,80 
(-1,51) 
2,53 
(3,29)** 
-0,87 
(-1,91)+ 
2,85 
(3,56)** 
-0,84 
(-1,86)+ 
2,72 
(3,23)** 
-0,92 
(-2,00)+ 
YD94 
1,37 
(1,62) 
-0,35 
(-0,94) 
1,36 
(1,64) 
-0,22 
(-0,48) 
1,51 
(1,90)+ 
-0,27 
(-0,73) 
1,47 
(1,82)+ 
-0,27 
(-0,74) 
1,42 
(1,72)+ 
-0,36 
(-0,93) 
YD95 
3,08 
(4,02)*** 
-0,19 
(-0,62) 
2,54 
(3,03)** 
-0,10 
(-0,27) 
2,79 
(3,86)** 
-0,23 
(-0,76) 
3,06 
(4,07)*** 
-0,22 
(-0,77) 
3,00 
(3,84)** 
-0,21 
(-0,70) 
YD96 
2,82 
(3,80)** 
-0,27 
(-0,90) 
2,36 
(2,92)** 
-0,17 
(-0,49) 
2,65 
(3,79)** 
-0,29 
(-0,96) 
2,79 
(3,78)** 
-0,26 
(-0,89) 
2,77 
(3,68)** 
-0,27 
(-0,92) 
Fortsetzung auf Folgeseite… 
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Fortsetzung Anhang 7.20 
 Modell 29 Modell 35 Modell 36 Modell 37 Modell 38 
Teilstichprobe FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 
YD97 
2,90 
(3,96)*** 
-0,40 
(-1,58) 
2,75 
(3,80)** 
-0,32 
(-1,09) 
2,77 
(4,04)*** 
-0,39 
(-1,57) 
2,86 
(4,07)*** 
-0,34 
(-1,38) 
2,89 
(4,01)*** 
-0,42 
(-1,66) 
YD98 
2,30 
(2,99)** 
-0,59 
(-2,82)** 
2,10 
(2,76)** 
-0,54 
(-2,28)* 
2,16 
(3,00)** 
-0,61 
(-2,85)** 
2,34 
(3,14)** 
-0,51 
(-2,39)* 
2,30 
(3,00)** 
-0,59 
(-2,80)** 
YD99 
2,12 
(2,82)** 
-0,28 
(-1,23) 
1,99 
(2,70)* 
-0,23 
(-0,91) 
1,99 
(2,82)** 
-0,30 
(-1,36) 
2,15 
(2,99)** 
-0,22 
(-1,01) 
2,14 
(2,89)** 
-0,27 
(-1,20) 
YD00 
2,55 
(3,41)** 
-0,49 
(-2,53)* 
2,38 
(3,25)** 
-0,47 
(-2,28)* 
2,35 
(3,32)** 
-0,48 
(-2,47)* 
2,63 
(3,64)** 
-0,41 
(-2,13)* 
2,62 
(3,50)** 
-0,45 
(-2,26)* 
YD01 
2,67 
(3,40)** 
-0,25 
(-1,27) 
2,65 
(3,45)** 
-0,24 
(-1,15) 
2,59 
(3,51)** 
-0,24 
(-1,21) 
2,77 
(3,67)** 
-0,20 
(-1,00) 
2,68 
(3,44)** 
-0,24 
(-1,20) 
YD02 
2,16 
(2,90)** 
-0,06 
(-0,34) 
2,33 
(3,18)** 
-0,06 
(-0,31) 
2,26 
(3,23)** 
-0,08 
(-0,45) 
2,35 
(3,28)** 
-0,07 
(-0,40) 
2,32 
(3,15)** 
-0,07 
(-0,39) 
YD03 
1,85 
(2,36)* 
0a 
2,11 
(2,70)* 
0a 
1,93 
(2,63)* 
0a 
2,11 
(2,79)** 
0a 
2,01 
(2,60)* 
0a 
YD04 0a 0a 0a 0a 0a 0a 0a 0a 0a 0a 
YD05 0a 0a 0a 0a 0a 0a 0a 0a 0a 0a 
YD06 0a 0a 0a 0a 0a 0a 0a 0a 0a 0a 
F-Wert 3,890*** 5,803*** 3,953*** 5,183*** 4,386*** 5,535*** 4,226*** 5,843*** 3,991*** 5,378*** 
N 61 73 61 73 61 73 61 73 61 73 
Max. VIF 1538,13 59109,16 1665,53 66525,33 1620,91 69927,53 2088,19 66486,97 2298,14 59493,95 
DW-Statistik 1,646 1,864 1,725 1,876 1,706 1,864 1,737 1,732 1,752 1,849 
Korr. R2 0,556 0,616 0,579 0,602 0,612 0,621 0,601 0,636 0,583 0,613 
Breusch-Pagan 
Test 
1,139 1,007 1,183 1,047 1,111 0,952 1,160 0,898 1,153 0,885 
Shapiro-Wilk-
Test 
0,984 0,992 0,973 0,994 0,964 0,992 0,958* 0,985 0,967+ 0,987 
Abhängige Variable: Logarithmierter Return on Assets t+3; p-Wert in Klammern; ***Signifikanzniveau p≥99,9%, **Signifikanzniveau p≥99%; 
*Signifikanzniveau p≥95%; +Signifikanzniveau p≥90%; a Dieser Parameter wird auf null gesetzt, weil er redundant ist. 
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Anhang 7.21: Kausalitätsprüfung: Test abnehmender Heimatlandeffekte basierend auf Rugman (2003) 
 Modell 29 Modell 39 Modell 40 
Teilstichprobe FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 FSTS<0,43 FSTS>0,43 
(Konstante) 1,31 (0,94) -2,97 (-0,28) -32,48 5,80 (0,23) 2,78 (1,50) -4,93 (-0,41) 
RDS -0,21 (-0,80) -0,68 (-1,35) -8,11 -1,98 (-1,78)+ -0,28 (-1,03) -0,72 (-1,36) 
SAS -0,12 (-1,00) -0,38 (-3,67)** 3,66 -0,47 (-1,52) -0,12 (-1,03) -0,37 (-3,34)** 
CETS -0,06 (-1,76)+ 0,03 (1,80)+ -0,63 0,07 (2,46)* -0,03 (-0,71) 0,03 (1,73)+ 
TDTA -0,04 (-4,89)*** 0,00 (0,75) 0,88 -0,00 (-0,20) -0,03 (-2,86)** 0,00 (0,31) 
FSTS*RDS 1,06 (0,97) 1,58 (1,91)+ 58,49 3,92 (2,26)* 0,99 (0,84) 1,63 (1,84)+ 
FSTS* SAS 0,19 (0,51) 0,70 (3,85)*** -18,16 0,89 (1,75)+ 0,20 (0,56) 0,68 (3,52)** 
SIZE 0,00 (2,69)* -0,00 (-0,30) -0,00 0,00 (0,06) 0,00 (1,20) -0,00 (-0,61) 
PDiv -0,92 (-3,68)** -0,45 (-2,71)** 0a -0,37 (-1,26) -0,50 (-1,28) -0,47 (-2,68)* 
FSTS 24,25 (1,84)+ 44,04 (0,81) 0a 18,09 (0,16) 10,58 (0,65) 55,65 (0,93) 
(FSTS)2 -122,41 (-1,73)+ -92,49 (-1,07) 0a -72,21 (-0,43) -81,57 (-1,07) -109,65 (-1,16) 
(FSTS)3 142,79 (1,36) 45,13 (1,04) 0a 35,11 (0,42) 94,68 (0,82) 52,77 (1,11) 
HSFS 
 
 0a -0,38 (-0,36) 
 
 
FSTS*HSFS 
 
 0a 3,97 (1,12) 
 
 
GDP_HT 
 
 
 
 0,00 (-1,82)+ 0,00 (-0,43) 
FSTS* GDP_HT 
 
 
 
 0,00 (1,10) 0,00 (0,32) 
YD87 0a 0a 0a 0a 0a 0a 
YD88 0,47 (0,48) 0a 0a 0a 0,62 (0,64) 0a 
YD89 0a 0a 0a 0a 0a 0a 
YD90 2,61 (2,68)* -1,58 (-3,99)*** 0a -2,31 (-3,33)** 2,45 (2,48)* -1,78 (-3,41)** 
YD91 3,90 (3,74)** -0,50 (-1,45) 0a -0,77 (-0,93) 3,87 (3,78)** -0,59 (-1,38) 
YD92 2,71 (3,43)** -0,78 (-2,28)* 0a -0,45 (-0,50) 2,35 (3,00)** -0,79 (-2,02)* 
YD93 2,81 (3,47)** -0,92 (-2,02)* 0a 0a 2,46 (3,01)** -1,02 (-2,07)* 
YD94 1,37 (1,62) -0,35 (-0,94) 0a 0a 1,35 (1,65) -0,51 (-1,09) 
YD95 3,08 (4,02)*** -0,19 (-0,62) 0a 0,07 (0,15) 2,80 (3,61)** -0,22 (-0,66) 
YD96 2,82 (3,80)** -0,27 (-0,90) 0a -0,07 (-0,11) 2,54 (3,43)** -0,32 (-0,96) 
YD97 2,90 (3,96)*** -0,40 (-1,58) 0a 0,08 (0,15) 2,78 (3,88)*** -0,44 (-1,50) 
YD98 2,30 (2,99)** -0,59 (-2,82)** 0a -0,39 (-1,04) 2,18 (2,88)** -0,63 (-2,50)* 
YD99 2,12 (2,82)** -0,28 (-1,23) 0a -0,07 (-0,18) 2,02 (2,76)** -0,32 (-1,16) 
YD00 2,55 (3,41)** -0,49 (-2,53)* 0a -0,66 (-2,13)* 2,41 (3,27)** -0,53 (-2,32)* 
YD01 2,67 (3,40)** -0,25 (-1,27) 0a -0,29 (-0,98) 2,59 (3,38)** -0,29 (-1,21) 
YD02 2,16 (2,90)** -0,06 (-0,34) 0a -0,01 (-0,03) 2,21(3,01)** -0,08 (-0,36) 
YD03 1,85 (2,36)* 0a 0a 0a 2,01 (2,54)* 0a 
YD04 0a 0a 0a 0a 0a 0a 
YD05 0a 0a 0a 0a 0a 0a 
YD06 0a 0a 0a 0a 0a 0a 
F-Wert 3,890*** 5,803*** 
 
4,285** 4,055*** 5,220*** 
N 61 73 65 43 61 73 
Max. VIF 1538,13 59109,16 1,808 142741,46 1947,12 68277,22 
DW-Statistik 1,646 1,864 1,415 1,996 1,731 1,844 
Korr. R2 0,556 0,616 
 
0,652 0,588 0,604 
Breusch-Pagan Test 1,139 1,007 1,552 0,816 1,226 1,032 
Shapiro-Wilk-Test 0,984 0,992 
 
0,953+ 0,963+ 0,994 
Abhängige Variable: Logarithmierter Return on Assets t+3; p-Wert in Klammern; ***Signifikanzniveau p≥99,9%, **Signifikanzniveau p≥99%; 
*Signifikanzniveau p≥95%; +Signifikanzniveau p≥90%; a Dieser Parameter wird auf null gesetzt, weil er redundant ist. 
 
