ABSTRACT Recently, more and more people have the preference for obtaining the latest news and posting their views relying on social media. In this way, some opinion leaders would ultimately get a large number of followers. Because of the significant influence imposed by their social accounts, some of them start to post native advertisements in their articles, and the articles that fall within the scope of such a category are generally known as content marketing articles. However, the content marketing articles have the tendency of going viral for the lack of supervision. For instance, some of them include misleading information, which, as a result, would do great harm to the benefits of ordinary consumers. In this paper, we take the initiative to deal with this problem and propose a fundamental approach for the purpose of detecting the content marketing articles based on the semantic features. In accordance with the characteristics shown by the content marketing articles, a novel approach is proposed to enhance the detection based on the sentence and word graph analysis. We extract both the graph-related and community-related features from the graphs of the two types, respectively. After that, a supervised classifier is trained based on a manually labeled dataset, and the evaluation is also conducted for its effectiveness by employing extensive experiments. Finally, the results show that the combination of features of different kinds can improve detection accuracy and recall significantly. Apart from that, an algorithm is also developed to extract the advertising content in a detected content marketing article for the aim of helping remove illegal advertisements from social platforms. Finally, relevant analysis is carried out for the writing patterns of content marketing articles on WeChat Subscription, and some interesting findings are discovered.
it. Benefitting greatly from the significant influence imposed by WeChat Subscription, some opinion leaders obtain tens of thousands of followers accordingly. However, at the same time, some accounts start to post content marketing articles containing native advertisements [1] with the purpose of marketing promotion. In addition, the advertising content is usually embedded in normal articles in a concealed way and thus it would impose influence on readers unconsciously. Moreover, the false information that is contained in some content marketing articles may mislead consumers or even do great harm to their economic interest as a consequence. Besides, the advertising content can make a difference to the reading experience and accordingly harm ecosystem of VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ the platform. In addition, the advertising content would also affect the accuracy of the analysis models of social networks related to public opinion. Therefore, it is quite necessary to identify content marketing articles accurately and extract the advertising content for the purpose of supervision, which will be beneficial to both the users and the platforms. Content marketing (CM) article is a new form of popular on-line mode for ''advertorials'' and it is manifested with a specific purpose for the promotion of a product. They usually attract people's attention through the employment of an interesting topic, and then they turn to the advertising content secretly by using a specific sentence, which is followed by the promotion of products. Accordingly, such a transition would lead to the inconsistence existing in the topics of CM articles, which makes it possible for the detection of them.
It is widely acknowledged that many methods have been put forward for the purpose of detecting advertisements related to marketing promotion. For instance, Zhang et al. [2] built up an account-graph to detect promotion campaigns and spams on Twitter based on many features extracted from URLs. Bhosale et al. [3] carried out relevant studies on the differences of writing styles between promotional and normal articles on Wikipedia by adopting language models on the basis of both the n-grams model and the Probabilistic Context-Free Grammars (PCFGs) model. Additionally, Guo and Iwaihara [4] took the initiative to convert documents to vectors with a deep learning method as the basis and then trained an SVM classifier for the purpose of detecting advertising promotion on Wikipedia. More than that, Kalyanam and Mackey [5] applied a topic model to the extraction of semantic features and also trained a logistic regression classifier for the aim of detecting product promotion campaigns on Twitter. However, these methods employed are unable to detect CM article for the reason that the advertising content is usually mixed with regular content. As a consequence, the mixture of normal and advertising content makes the detection of CM articles a challenging problem.
In this paper, a naïve approach is firstly proposed for the aim of detecting CM articles with semantic features as the basis. After that, we calculate the TF-IDF values of words in an article on the basis of the training corpus. However, the performance achieved by the method is moderate. In order to improve the performance and increase the cost to evade our method, a graph-based method is then proposed to extract structural features for the detection of CM article. We construct a weighted SentenceGraph containing both the semantic and chronological relationships of sentences and establish a WordGraph to capture the connections between words. In the process, the chronological relationships of sentence pairs in an article are used for the calculation over their weights in a SentenceGraph, which is able to embody the inconsistencies of the topics in CM articles accurately. Moreover, the cooccurrence and frequency of the words are also utilized for the aim of calculating the edge weight between two words in the WordGraph. In order to make a comparison of the differences between CM and normal articles, several graph-related and community-related features are extracted to distinguish CM articles from normal ones. Then, a supervised classifier is trained for the purpose of validating the effectiveness shown by these extracted features on the basis of an article dataset for real WeChat Subscription. In addition, an algorithm for advertising content extraction is proposed in CM articles and the proposed method is then compared with three state-ofthe-art methods. The results obtained from the experiment display the superiority shown by our method. Finally, several common writing patterns of CM articles are retrieved.
The main contributions made by this paper are listed as follows:
1) A graph-based method is proposed so as to enhance the detection for the CM article. Our method is able to construct a sentence graph and a word graph from an article. Apart from that, a novel approach is put forward for the aim of calculating the edge weights of the SentenceGraph on the basis of both the chronological relationships of sentences and semantic similarity, which accordingly helps improve the accuracy of the results obtained from detection. 2) Several graph-related and community-related features of an article are extracted to distinguish CM articles from normal ones accurately. 3) A new score function is also developed to accurately extract the advertising content from a CM article. Finally, relevant analysis and summarization are carried out from two common writing patterns of CM articles on WeChat Subscription. As for the rest of this paper, the organization of it is as follows. In Section II, the CM detection problem is defined, the dataset is described, and the basic detection approach is also introduced on the basis of the TF-IDF weighting features. In Section III, the graph model of an article is presented and both the graph-related and community-related features extracted from the graphs are specified in detail. In Section IV, the description of the topic detection and advertisement extraction model is paid attention to. In Section V, experiments are conducted for the aim of evaluating the effectiveness shown by our method. In Section VI, the related work is reviewed. Finally,the conclusion about the work is made in Section VII.
II. BASIC APPROACH
This section firstly focuses on the definition of the content marketing articles, and then the description of the dataset collected from WeChat Subscription. Then the task of CM articles detection is modeled by us as a problem for text classification and then the TF-IDF weighting features are employed as a baseline to train five supervised machine classifiers, and the best one is then selected from them.
A. PROBLEM DEFINITION
It is generally assumed that all the sentences in a normal article have a close relationship with a central topic. It is usually said that an article is regarded as content marketing if most content is relevant to the central topic while some sentences far diverged from the central topic and it aims mainly at sharing some information related to the promotion or attracting readers to purchase commodities. These sentences would result in significant topic inconsistence in the article, but it can be easily recognized by humans.
B. DATASET DESCRIPTION
A dataset of articles is then collected from the WeChat Subscription. Moreover, a total of six volunteers are recruited for the purpose of collecting a dataset of 800 articles, 400 CM articles and 400 normal articles included. If five volunteers mark the same article as CM, then the article would be then labeled as a ground-truth CM article ultimately. Table 1 shows a summary of the dataset. It is worth noting that it is a labor-intensive task to label CM articles manually, and benchmark datasets of Chinese content marketing articles are not publicly available. It is usually known that CM articles only occupy a tiny part in the hundreds of thousands of articles published in modern social media. For instance, a total of 400 ground-truth CM articles are obtained from 7,000 WeChat Subscription articles, which indicates the fact that only 5.7% of all the articles are relevant to content marketing. Therefore, the work of collecting a sufficiently large number of ground-truth CM articles is difficult. Hence, 400 CM articles and 400 normal articles are labeled as our initial training dataset. It is noteworthy that adding more normal articles do not lead to the improved performance of our model.
C. BASIC DETECTION APPROACH ON THE TF-IDF
Then, a naïve approach is proposed to train a supervised classifier based on the TF-IDF features. It is generally regarded that TF-IDF (Term-Frequency Inverse-DocumentFrequency) is a typical and effective measure that is employed for term weighting in the field of information retrieval and text classification. In terms of TF-IDF, it would assign each word a weight which is usually employed to measure the importance of the word to the article in a corpus. As far as the TF (Term-Frequency) is concerned, it is known as the frequency of a word which would appear in an article, and usually, the normalization of TF is carried out for the purpose of preventing the value from being too large in a long article. TF is mainly adopted to measure the importance of a word in a certain article:
where #(w, A) is the frequency of word w in an article A, N w is the total number of words in A. The IDF (Inverse Document Frequency) is recognized as the logarithm for the inverse probability of a word existing in a dataset. More than that, the IDF has the capability of measuring the ability of a word for the purpose of distinguishing an article from others in a corpus:
where D is an article dataset, |D| is the total number of the articles, I (w, A) is an indicator function, if w appears in an article A, I (w, A) = 1, if otherwise I (w, A) = 0. If a word only makes its appearance within a particular category of articles, then it is able to classify articles of this kind well. TF-IDF is able to integrate the effects of both TF and IDF, and the formula is listed in detail as follows:
The IDF of words is stored as parts of the classifier. When a new article outside the corpus comes into existence, then the relevant calculation would then be conducted for the TF of each word in the article and the IDF of the words would be queried directly from the storage. If a query fails, log(|D|) would then be employed as the IDF value.
D. CLASSIFIER SELECTION
After the calculation is conducted for the TF-IDF values of words in an article, a TF-IDF vector is then generated for each article and they are used to train five traditional supervised machine learning classifiers, including 1) LG (Logistic Regression), 2) SVM (Support Vector Machine), 3) NB (Naïve Bayes), 4) KNN (K-nearest neighbor), and 5) RF (Random Forest). After that, we compare the accuracy of these methods on the dataset, and Fig. 1 shows the results obtained. It is finally concluded that the SVM is able to achieve the highest accuracy. However, the TF-IDF weighting features only use the semantic characteristics of an article and thus it is unable to capture the topic inconsistency of CM articles effectively. For the purpose of dealing with this problem, it is proposed that graph-related and community-related features are then extracted to improve the detection of CM articles.
III. MODELS
CM articles have the tendency of starting with an interesting topic and then it subtly transits to an advertisement through some words or sentences, which accordingly results in the significant topic inconsistency in the article. Then, the graph VOLUME 7, 2019 FIGURE 1. Accuracy of traditional methods.
structure is adopted for the aim of capturing the inconsistency. In our graphs, the nodes refer to sentences or words. Thus, the edges are employed to represent the semantic similarity between two nodes, and the weights show the strength of the similarity. Hence, sentences or words related to some topics have the tendency of forming the densely connected clusters while the irrelevant sentences or words have the tendency of forming a relatively independent cluster. Through the method of extracting a series of features to characterize this nature, we are able to distinguish CM articles from normal ones accurately. Not the same as other algorithms, a novel method is proposed for calculating the edge weights of the SentenceGraph on the basis of both the semantic similarity and the chronological relationships of sentences. Additionally, some graph-related and community-related features extracted from these graphs are also described to make a comparison of the differences between CM and normal articles.
A. DEFINITIONS
Given an article A which contains a sequence of N sentences < s 1 , s 2 , . . . , s N >, we associate each sentence a sequential number i to indicate its order of appearance in A. We define two types of graphs, including SentenceGraph and WordGraph. We denote a SentenceGraph as SG = (S, E s ), where S is the set of nodes and E s is the set of edges. Each node is a tuple s i = (i, s), where s is a sentence contained in A, and i is the order of s in the sentence list. Each edge in E s is associated with a weight w s to indicate the similarity between the two sentences. We denote a WordGraph as WG =< W , E w >, where W is a set of words and E w is a set of edges between words. Each edge in E w is also associated with a weight w w to indicate the relationships between two words.
B. GRAPH CONSTRUCTION
We construct the two types of graphs as follows.
1) SENTENCEGRAPH
The construction of a SentenceGraph is as follows: 1. Sentence extraction. We split an article into a sentence sequence S =< s 1 , s 2 , s 3 , . . . , s N >, where N is the total number of sentences. We use both Chinese symbols and English symbols ''. '', ''? '', ''! '' as indicators of a sentence.
2. Word segmentation. We use ''Jieba'' Chinese word segmentation tool [6] . Each sentence is represented by s i =< w 1 , w 2 , w 3 , . . . , w n >, where n is the number of words contained in the sentence. 3. Edge construction and weight calculation. For each sentence pair (s i , s j ), we calculate the weight of the edge between s i and s j from twofold, including semantic similarity and chronological distance in the article.
• We use the cosine similarity to calculate the semantic similarity between s i and s j :
where #(w t , s i ) is the frequency of w t in s i .
• We assume that chronologically closer sentences in an article have stronger relations about the same topic. Accordingly, we calculate the weight of a sentence pair as:
• If the weight w s of a sentence pair is higher than a threshold θ , we connect the two sentences with an edge. We set θ = 0.1 in this paper.
2) WORDGRAPH
We construct a WordGraph as follows: 1. We first extract a set W = {w 1 , w 2 , . . . , w t } of words from an article, where t is the total number of words. We exploit the part of speech method to extract the words from an article. We extract the words belong to the nouns, verbs, adjectives, adverbs, time, and English alphabet. 2. Then we construct the edges between each pair of words which appear in the same sentence. We calculate the edge weight as follows:
• We count the co-occurrences of two words w i and w j in the same sentence as:
where I ((w i , w j ), s t ) is an indicator function, if both w i and w j appear in s t , I ((
• Then we calculate the weight of the edge as:
where N w i = #(w i , A) is the frequency of w i in A. To construct the two types of graphs, we need to traverse an article only once. Assume that an article has N sentences, we need to do N (N − 1)/2 comparisons of sentences to calculate the similarity of different sentence pairs. Thus, the time complexity of constructing the SentenceGraph is O(N (N − 1)/2). To construct the word graph, we only need to count the co-occurrences of two words and calculate their frequencies, which can be done when we are traversing the article. Therefore, the time complexity of constructing the WordGraph is O(N ). As shown in Table 1 , the number of sentences and distinct words in an article are at hundred magnitudes. Therefore, our graph model has high computational efficiency and low storage cost.
C. FEATURE EXTRACTION
For the purpose of distinguishing CM articles from normal ones, several features are then extracted based on the two types of graphs. Table 2 shows the features which are extracted from the graphs of two types. After the calculation that is carried out for the number of nodes, the number of edges, network density, and the number of connected components, as well as the number of communities, a total of 10 features are finally obtained. With regard to the features extracted from a single node or community such as clustering coefficient, degree centrality, closeness centrality, betweenness centrality, and community-connectivity, the four statistical numbers including the maximum, minimum, average, and median values are employed as features, and thus a total of 40 features are obtained from graphs of the two kinds. In the process, only the modularity of WordGraph is adopted for the reason that our experiments indicate that the modularity of SentenceGraph has a marginal benefit to the detection. Finally, a 51-dimensional feature vector is gained. In terms of the analysis of the effects of these features, they are listed as follows.
1) CLUSTERING COEFFICIENT
In graph theory, the clustering coefficient is regarded as a parameter to measure the extent to which nodes in a graph tend to cluster together. As for the clustering coefficients of the SentenceGraph and WordGraph, they mainly reflect the extent to which sentences and words are closely connected. Fig. 2 displays the empirical Cumulative Distributions Function (CDF) of node clustering coefficients in the SentenceGraph and WordGraph existing in the two randomly selected articles. It is finally shown by the results that the distributions of clustering coefficient for CM and normal articles are rather distinct. The clustering coefficients of the majority nodes (about 90%) in a normal article are concentrated within the range between 0.6 and 1.0. However, the clustering coefficients existing in a CM article span a much more significant range from 0.3 to 1.0. In the WordGraph, it is shown that almost all nodes in the normal article were greater than 0, while 10% of nodes in the CM article are equal to 0.
2) CENTRALITY
In network analysis, centrality is known as a common concept which is adopted to assess the importance of a node in the network. As far as degree centrality is concerned, it is a parameter employed to measure the cohesiveness of a node, and it is calculated through the way of counting the number of neighbors connecting to the node. With regard to the closeness centrality, it refers to the proximity of a node to others. It is easy to come to the conclusion that the larger the value, the closer the node to the ''center'' of the graph. Betweenness centrality is mainly applied to calculate the fraction of shortest paths which pass through a node, indicating the extent to which it plays a role in the connection of the whole network.
Through the measurements are conducted for the centrality of nodes of SentenceGraph and WordGraph in an article, the effects of a sentence or word could be evaluated in the graphs of two types. Fig. 3 to Fig. 5 show the empirical CDF obtained from different centrality metrics of a CM article and a normal article in the graphs of two types. It is shown in Fig. 3 and Fig. 4 that the degree and closeness centrality gained from the nodes in the normal articles are higher than that of the nodes in CM. It can be observed from Fig. 5 that the betweenness centrality obtained from many nodes in the CM article are higher than that of nodes in normal ones. A possible interpretation is that CM articles contain more topics in comparison with normal ones. Sentences or words of the same topic are closely connected with each other, but the relations across topics are weak. This results then show the fact that more critical nodes are inclined to have higher betweenness centrality.
3) MODULARITY
In addition, modularity is generally employed to measure the quality of a community structure belonging to a network quantitatively. In this paper, the modularity of the SentenceGraph and WordGraph for CM and normal articles are optimized through the employment of the Louvain method for community detection. Then, the modularity function Q is defined as follows:
where W ij is a matrix that represents the edge weight between node i and j, k i and k j are the sum of the weights of the edges attached to nodes i and j, respectively. 2m is the sum of the weights of all edges in the network; c i and c j are the communities of the node i and j belong to; and the function δ is equa1s to 1 if c i = c j , and 0 if otherwise. It is then obtained that the higher the modularity, the better the mined community structure. For the reason that the articles on WeChat Subscription are usually short, the contrast of modularity is not evident in the SentenceGraphs. Hence, the comparison is made for the modularity of WordGraphs between CM and normal articles. The results show that the modularity of CM articles obtained is generally higher than that of normal ones, which verifies that weak connections are available in the topics in CM articles.
4) COMMUNITY-CONNECTIVITY
It is known that each community represents a certain topic in the graphs of both types. In normal articles, close connections are usually discovered in different topics. However, the topic of advertising content rarely has connections with other topics in CM articles. For the purpose of verifying this speculation, a Community-Connectivity metric is then defined in order to capture the relations between different communities. The Community-Connectivity is then formulated as follows:
where n ij means the edges number between the community i and community j, n i is the number of nodes in the community i and n j is the nodes number in the community j. In Fig. 6 , the comparisons are made between the community-connectivity of a CM article and that of a normal one. It is finally shown that the community-connectivity obtained from normal articles is obviously higher than that of CM articles. Specifically, the median of the normal article in the SentenceGraph is around 6.5, while the value obtained from the CM article is around 2.5. In WordGraph, the median of the CM article is around 0.8, while the value obtained from the normal article is around 2.2.
IV. TOPIC DETECTION AND ADVERTISEMENT EXTRACTION
The WordGraph of an article is a network of words in which the co-occurrence of two words represents the topical relationship between them, and the word collection of a community is generally employed to describe the topic in detail. The advertisement in a CM article is a relatively independent topic, and therefore words of the advertising content would form a separate community structure of the WordGraph. For the purpose of representing the topic concisely, the top essential keywords are then extracted from the word collection of a community. Through the way of integrating the importance of a word in an article with the influence imposed by a word in the community of the network, we use the TF-IDF value of a word and the degree of a node demonstrate the importance of a word in the community. In terms of the score function, it is defined as follows:
where tfidf (w i ) is the TF-IDF values of word w i , d w i is the degree of w i in WG, and N c is the total number of nodes in the community that contains w i . The score for every word in a community is then calculated and sort out in descending order. In terms of CM articles, for the reason that the length of the advertising content is usually short, the top-5 keywords are then chosen as the final representation of community topics. Fig. 7 shows the results obtained from topics extraction of a CM article, and the determination over the size of the node is dependent on Score(w i ). In Fig. 7 , the green nodes in the circle are used to represent the part of advertisement.
V. EXPERIMENTS A. FEATURES COMPARISON
For the aim of proving the performance and the effectiveness of our extracted features, a series of feature comparisons are then carried out for both CM and normal articles. After that, the analysis of the results is shown as follows. Fig. 8 shows the comparison between the average clustering coefficients of CM and normal articles. It is shown by the results that the average clustering coefficients of normal articles are obviously higher than that of CM articles in graphs of both types. It further indicates that graphs constructed from CM articles exert less cohesiveness in comparison with the ones constructed from normal ones. One possible reason for this may be that the nodes representing the content of the advertising part further decrease the cohesiveness of the network on the whole. Fig. 9 to Fig. 11 jointly show the metrics of average degree, closeness, and betweenness centrality of CM and normal articles, respectively. Fig. 9 and Fig. 10 demonstrate that the average degree and closeness centrality shown by normal articles are significantly much higher than that of CM, which further shows that the cohesiveness reflected by the networks of normal article is stronger than that of the networks for CM article. This is mainly for the reason that the topic of advertisement is quite different from the other topics in the CM articles, and it would ultimately lead to a weaker connection between them. It can be observed from Fig. 11 that the average betweenness centrality obtained from CM articles are significantly higher than normal ones, which indicates that nodes in the CM article networks are able to impose more significant effects on the connectivity of networks. This finding also shows the topic dispersion of CM articles, and it would finally lead some nodes to have higher connectivity within the network. 3) MODULARITY Fig. 12 shows in detail the modularity of the WordGraph. It is shown that the modularity of normal article networks obtained is generally lower in comparison with that of the networks for CM article. It is mainly for the reason that the topics of the normal article are interrelated with each other, and therefore more edges are available between different communities. As far as CM articles are concerned, it is observed that the advertising content has a weak connection with other topics, which would ultimately result in the high modularity for the networks CM article. However, there is no significant difference between the modularity obtained from SentenceGraphs of normal articles and that of CM articles. Fig. 13 shows the average community-connectivity obtained from CM and normal articles. The average communityconnectivity obtained from normal articles is higher than that of CM in both SentenceGraph and WordGraph, which accordingly indicates that the connections between topics in the normal articles are closer in comparison with that in CM. In a normal article, the author would always develop the article around the central topic, and therefore there is a close relation between the sub-topics, which consequently enable the community-connectivity of normal articles to be higher than that of CM articles. In addition, the advertising content generally has a weak correlation with other communities in the CM articles, and therefore the community-connectivity obtained from the CM articles is evidently lower than that of normal articles.
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B. EFFECTIVENESS EVALUATION
More than that, a supervised classifier is trained for the evaluation of the performance of features extracted from SentenceGraph and WordGraph. Moreover, a relevant comparison is also made between the two state-ofthe-art features including Word2vec [8] and Doc2vec [9] . A total of twelve kinds of features are evaluated as follows: 1) Word2vec features, which represents words in 300-dimensional vectors; 2) Word2vec+Community, which is the combination of the community-related features and Word2vec features; 3) Word2vec+Graph, which is the combination of Word2vec and graph-related features; 4) Word2vec+Graph+Community, which employs Word2vec, graph-related and community-related features; 5) Doc2vec features, which represents articles in 300-dimensional feature vectors; 6) Doc2vec+Community, which is the combination of the community-related features and Doc2vec; 7) Doc2vec+Graph, which is the combination of the graph-related features and Doc2vec; 8) Doc2vec+Graph+ Community, which employs Doc2vec, graph-related and community-related features; 9) TF-IDF, which is a benchmark that only uses the traditional word-based information; 10) TF-IDF+Community, which is the combination of the community-related features and TF-IDF ones; 11) TF-IDF+Graph, which is the combination of TF-IDF features and graph-related features; 12) TF-IDF+ Graph+Community, which employs TF-IDF, graph-related and community-related features for the convenience of classification. Then, the dataset described in Section II is utilized for the purpose of evaluating the performance of these features. After that, we calculate the four metrics, including accuracy, precision, recall, and F1-score in accordance with these formulas [10] as follows: • Recall = TP/(TP+FN)
where TP (True Positive) is the number of CM articles correctly classified as CM; TN (Ture Negative) is the number of normal articles correctly classified as normal; FN (False Negative) is the number of CM articles mistakenly classified as normal; FP (False Positive) is the number of normal articles mistakenly classified as CM. Table 3 displays in detail the results obtained. It is easy to come to the conclusion that the community-related features are able to improve the performances of Word2vec, Doc2vec, and TF-IDF by 3.5%, 2.8%, and 4.3%, respectively. When the graph-related features are included in the process, it could then be obtained that the performances are improved by 5.7%, 4.6%, and 6.6%, respectively. When both the graph-related and community-related features are included in the process, the results show that the accuracies obtained from Word2vec, Doc2vec, and TF-IDF are improved by 7.8%, 6.8%, and 10.8%, respectively. It is quite evident that the results obtained from experiments are able to verify the effectiveness of graph-based features.
For the aim of verifying our model, a total of 10,021 articles are also crawled from the WeChat Subscription as the test dataset. At the same time, our trained model is then applied to the test dataset, and it costs 9014s in total, with an average cost of 0.9s every article. Our model detects a total of 918 CM articles, and the six volunteers are responsible for verifying 628 articles as content marketing. In other words, our model is able to detect CM articles in the wild with an accuracy of 68.40%. In the work that will be carried out in the future, these detected CM articles will be added to our training dataset accordingly.
At present, our model is not suitable for the analysis on high-dimensional and sparse data for the reason that most testing articles only have hundreds of sentences and thus can be processed efficiently. However, importing the analysis on high-dimensional and sparse data [11] , [12] into our model is one of the future researches which are able to improve efficiency further.
C. ADVERTISING CONTENT EXTRACTION EXPERIMENT
On the basis of the algorithm proposed in Section IV, we extract the advertising content from 400 CM articles.
The method proposed by us is evaluated through the comparison between it and three classical methods:
• LDA. Firstly, an article is divided into a collection of sentences, and a sentence is then viewed as a document. Thus, a collection of documents is obtained. Then the method of LDA is employed to extract the advertising topic, with the Dirichlet parameters α being set to be 0.05 and β being set to be 0.01. In addition, the number of topics of a CM article is set to be 6, and a total of five keywords are available for each topic. Finally, 30 associated keywords are available for each article.
• TextRank. Then, a graph of word co-occurrences in a window size of 2 is constructed, and the score of the word is equal to the sum of the weighted scores obtained from all the words that have a connection with the word. The damping factor d was set to 0.85. Finally, we selected the top 30 keywords according to the scores.
• RAKE. The method is mainly adopted for the purpose of extracting critical phrases from an article. Given an article, we can employ the stop words as separators so as to divide an article into different phrases and then select the key phrases through the way of sorting out the scores of those phrases. In terms of the score of a phrase, it is equal to the sum of the words that make up the phrase. As far as the score function of a word is concerned, it refers to the degree of the word is divided by the word frequency. Finally, the top 30 keywords are selected. Then, the results extracted by the employment of four methods are combined together and the duplicate words are then removed for the purpose of getting a list of keywords. After that, six volunteers are recruited to evaluate the results. In the process, they make a comparison between the keyword list and that of corresponding CM articles, and then the advertising words and brands that they think are extracted correctly are labeled. Then, the six results are combined with each other and the duplicate words are removed. In this paper, the advertising words marked by volunteers are used as the standard in order to check the accuracy of these four methods. If the extraction result obtained from a method contains corresponding labeled advertising brands and half of the labeled words, then it is deemed that the extracted result is correct. Otherwise, it is incorrect. Fig. 14 shows the accuracy of each method. It is concluded that TextRank and the method proposed by us outperform significantly the other models. In particular, both of the two methods benefit from the graph analysis. In addition, the method proposed by us shows better performance in comparison with TextRank and thus our method is more suitable for extracting the advertising topics from the CM articles. TextRank extracts the keywords mainly through employing the co-occurrence relationships between words, and the method proposed by us is able to combine the importance of a word in an article with the influence of a node in the community, and therefore the extraction result is more accurate than TextRank. 
D. CASE STUDY
In the experiments mentioned above, it is easy to find out that the content of the CM articles is rich, and the writing styles are diverse. In this part, we focus on the writing patterns of CM articles. Fig. 15 shows the two writing pattern heat maps found by us and they account for 56.54% and 43.46%, respectively. With regard to the heat map, it is centered on the node of advertising brand, and it is easy to come to the conclusion that the lighter the color, the larger the distance from the node of advertising brand. In figures, the dotted line is used to indicate the content related to advertising promotion. Fig. 15(a) shows that many topics are available in this CM article. The links between the topics are sparse, but the internal connections are relatively dense. In particular, fewer edges are discovered in the advertising part circled by the dotted line with other topics. These findings obtained are consistent with the results of the experiments obtained by us previously. The marketing content in articles of this kind is only composed of two or three sentences. Moreover, the transition from normal content to advertising content is abrupt. Fig. 15(b) shows the second pattern in detail. Firstly, the article is divided into a large cluster and a small one. Close relationships are available in the large cluster and they are all around the central topic. In terms of the small cluster, it is the content related to advertising marketing, and there are few links with the large cluster, which further indicates that the two topics are irrelevant to each other. The marketing content in articles of this kind is much longer, and usually, a paragraph is cleverly embedded in the article.
VI. RELATED WORK
Our work is closely related to three research directions in the field of natural language processing, including promotion detection, text classification, and topic detection and keyword extraction.
A. PROMOTION DETECTION
Researchers have proposed many methods for the purpose of carrying out promotion detection in social networks. Lee et al. [13] proposed a content-driven graph framework in order to detect promotion campaigns in social networks. To carry out this study, they firstly constructed a message-graph on the basis of the messages posted by users and they also connected the messages pairs based on similar content. From the graph, they extracted coherent campaigns and identified promotions through the employment of loose, strict, and cohesive methods. In addition, Chen et al. [14] adopted a method for detecting commercial promotion existing in community question and answer (CQA). The method detects potential campaign answers by employing semantic similarities. Apart from that, Li et al. [15] also attached importance to the promotion in CQA. Differently, they identified promotion campaigns with the answers and QA pairs as the basis. They observed from the study three kinds of popular promotion channels as well. Li et al. [16] dealt with the problem of promotion detection through the identification of promoter accounts. They formulated the detection as a relational classification problem and improved the detection accuracy by employing the method of Markov Random Fields. Additionally, Liu et al. [17] observed a new phenomenon of the promotion campaign in Query Auto-Completion (QAC). A query-user bipartite graph from query logs was constructed by them for the purpose of identifying promotion targets. Ferrara et al. [18] focused on detecting promoted campaigns from organic ones. They characterized the campaigns discussed on Twitter according to specific features, including network structure, sentiment, content, timing, and the behaviors of users. These studies do provide our CM article detection with some useful enlightenment. However, more difficulty will be encountered by CM article detection for the reason that the promotion content is mixed with regular content, and therefore it is difficult for us to capture the topic insistency of CM articles by using the features mentioned above. Therefore, it is quite necessary for us to extract more useful features to detect CM articles accurately. Moreover, the advertising part only occupies a tiny fraction of the whole article, and it will also increase the difficulty encountered by the detection of CM article.
B. TEXT CLASSIFICATION
Detecting CM articles is formulated as a problem related to text classification, and it has been widely studied for a long period of time. With the development of the methods of machine learning, the classifier is able to learn and classify text autonomously with high accuracy. Many standard algorithms for classification, K-nearest neighbors, Naïve Bayes, and Support Vector Machine for instance, have been employed for the text classification. Zhang et al. [19] put forward two efficient and adaptive approaches related to feature weighting for Naïve Bayes text classifiers. Forman [20] showed better performance in accuracy and F-measure for a Support Vector Machine (SVM) through the way of replacing IDF with Bi-Normal Separation (BNS). Along with the development of deep learning, many researchers aim to achieve this goal through neural networks [21] - [25] . Texts are usually translated into vectors of words or characters for text classification. In the meanwhile, the text classification based on the graph has turned into a new hot field for research, and it mainly extracts certain features from graphs [26] - [28] . Angelova and Weikum [29] also worked out a graph-based approach which laid emphasis on the hyperlinked text documents. The method is established on the basis of the iterative relaxation labeling and it aims to improve the accuracy of text classification through the combination with an SVM classifier. Jiang et al. [30] proposed a weighted-graph mining algorithm and extracted the frequently used subgraphs for creating the feature vectors so as to classify texts by the way of converting the document sets into graph sets. Malliaros and Skianis [31] introduced a method of graph-based term weighting and it improves the task of text categorization through utilizing the node centrality of graph theory. However, these methods are not quite fit for the detection of CM articles for the reason that advertising content is always mixed with regular content. Moreover, the topics of the advertising parts are usually inconsistent with that of the normal parts. Therefore, some useful features could be extracted from both sentence and word graphs for the aim of distinguishing CM articles.
C. TOPIC DETECTION AND KEYWORD EXTRACTION
In this paper, we would also like to extract the topics of the advertising content to help social platforms to supervise the CM articles. For more than a decade, the method of latent Dirichlet allocation (LDA) [32] , a Bayesian-based topic model, has been regarded as one of the approaches adopted for traditional topic detection. Additionally, the method has been improved by many researchers so as to adjust to different situations [33] , [34] . Many researchers also conducted topic detection by using the graph-based method. Sayyadi and Raschid [35] proposed a KeyGraph model which is able to translate text data into a keyword graph on the basis of the co-occurrence relation between words for detecting topics. Hachaj and Ogiela [36] detected the most popular topics and implemented topics trending in microblogging posts by employing the method of community generation. Ma et al. [37] put forward a novel keyword filtering model and detected topics related to natural disasters by applying a method used for graph analysis. With regard to keyword extraction, Rose et al. [38] gave the description over a method for rapid automatic keyword extraction named 'RAKE'. This method focuses mainly on extracting critical phrases from an article. 'RAKE' calculates the scores of words based on both word frequency and degree, and the score obtained by a phrase is the sum of the words making up the phrase. Lynn et al. [39] came up with a stochastic statistical approach which can be employed to rank keywords and identify meaningful sentences for a single document. In addition, Mihalcea and Tarau [40] implemented a graph-based ranking model named 'TextRank' for calculating the score of words recursively. Liu et al. [41] established a topical PageRank on word graph on the basis of TextRank so as to measure word importance reflected by different topics. Most of the methods mentioned above are based on a large document set for topic detection and the relationships between words are usually adopted for keyword extraction. Different from the methods mentioned above, we focus more on the extraction of the advertising part from a CM article with accuracy in order to help the platform manage the advertisements well. Besides, for the reason that the advertising part of CM articles is usually concise, it is quite difficult to extract such content from the articles. To deal with this problem effectively, a new algorithm is proposed for advertisement extraction. In the process, the importance of a node in the community is combined with the importance of this word in a CM article, which as a result can extract keywords of the advertisement effectively.
VII. CONCLUSION
For most people, social network platforms have already turned into an essential way through which information can be obtained. However, the appearance of CM articles has done great harm to the benefits of both ordinary users and platforms. Therefore, to deal with this problem, an effective method for detection is desirable. In this paper, a naïve approach is proposed to detect CM articles on the basis of the TF-IDF features and obtains a moderate result. In order to improve the detection accuracy, a graph-based method is then put forward to enhance the detection for content marketing articles. Firstly, two kinds of graphs are designed, and they are composed of SentenceGraph and WordGraph. After that, a novel algorithm is proposed for the calculation of the edge weights in SentenceGraph, which integrates semantic similarity with chronological relationships of sentences. With graphs of the two types as the basis, both the graph-related and community-related features are then extracted. Then, a supervised classifier is trained based on a manually labeled dataset. Furthermore, the results of the evaluation experiments show that the graph-based features extracted from the graphs are able to improve the baseline approach significantly. Then, a novel algorithm is defined to extract the advertising content from the CM articles, and our method outperforms stateof-the-art approaches. Apart from that, the writing patterns of CM articles are then analyzed and two common writing patterns are found consequently. 
