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Abstract
The optimal policy of a reinforcement learning
problem is often discontinuous and non-smooth.
I.e., for two states with similar representations,
their optimal policies can be significantly different.
In this case, representing the entire policy with a
function approximator (FA) with shared parameters
for all states may be not desirable, as the gener-
alization ability of parameters sharing makes rep-
resenting discontinuous, non-smooth policies dif-
ficult. A common way to solve with this prob-
lem, known as Mixture-of-Experts, is to repre-
sent the policy as the weighted sum of multiple
components, where different components perform
well on different parts of the state space. Fol-
lowing this idea and inspired by a recent work
called advantage-weighted information maximiza-
tion, we propose to learn for each state weights of
these components, so that they entail the informa-
tion of the state itself and also the preferred action
learned so far for the state. The action preference
is characterized via the advantage function. In this
case, the weight of each component would only be
large for certain group of states whose representa-
tions are similar and preferred action representa-
tions are also similar. Therefore each component
is easy to be represented. We call a policy param-
eterized in this way an Advantage Weighted Mix-
ture Policy (AWMP) and apply this idea to improve
soft-actor-critic (SAC), one of the most competi-
tive continuous control algorithm. Experimental
results demonstrate that SAC with AWMP clearly
outperforms SAC in four commonly used contin-
uous control tasks and achieve stable performance
across different random seeds.
1 Introduction
Many interesting reinforcement learning(RL) problems has
large state space such as go[Silver et al., 2017], atari
games[Mnih et al., 2015] and robotic manipulation control
[Levine et al., 2016; Xu et al., 2018]. For these problems, it
∗Equal contribution
is impossible for the agent to visit all states and therefore tab-
ular approaches in classic reinforcement learning would not
be helpful [Sutton and Barto, 2018; Wan et al., 2019]. It is
therefore necessary for the agent to use function approxima-
tion (FA) to represent its value, policy or model and share
parameters for different inputs. Sharing parameters gives the
FA generalization ability, which loosely speaking, means that
the FA’s outputs are similar given similar inputs. The gener-
alization ability makes it possible to generate reliable outputs
for inputs that are not used to train the FA. Meanwhile, it also
makes it hard to approximate functions that are discontinu-
ous, or not smooth.
A method called Mixture-of-Experts (MoE)[Xu et al.,
1995] was commonly used to deal with the above issue. This
method approximates a function with a group of experts.
Each expert only approximates the function locally. The ra-
tionale is that although the function to be approximated may
be discontinuous and non-smooth for all possible inputs, it
could still be smooth and continuous for a some inputs and
therefore easy to be represented only for those inputs. As
long as the ensemble of experts covers the entire input space,
the approximated function can then be the weighted sum of
these experts [Shazeer et al., 2017]. The only unsolved prob-
lem is the determination of weights of experts, for different
inputs. A reasonable idea is each expert’s weight should be
high only for a part of the input space where the function is
easy to be represented.
In this paper, we use MoE to represent the agent’s policy.
For concreteness, let’s call each expert a policy component
and the entire policy the mixture policy. The weights of pol-
icy components are learned by a method called advantage-
weighted information maximization, which cleverly assigns
weights so that each policy component is simple to represent.
This method was originally proposed in [Osa et al., 2019] as a
way to learn policy-over-options for temporal abstraction[Ba-
con et al., 2017]. However, we note that this method by itself
is a way to generate for each state a probability distribution
and is not limited to the use of temporal abstraction. In this
paper, we apply it to learn the weights of the mixture pol-
icy. We call a mixture policy whose weights are learned via
advantage-weighted information maximization an advantage
weighted mixture policy (AWMP).
In AWMP, given a state, the weights of policy compo-
nents are generated by a neural network, called the prior
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Figure 1: Systematic of AWMP
network that takes the given state as input. Parameters of
the prior network are learned through maximizing the mutual
information(MI)[Chen et al., 2016; Houthooft et al., 2016]
between the state-action pair under the policy induced by
the advantage function learned so far and the policy com-
ponent sampled from the probability distribution induced by
the weights of policy components. Due to the generalization
ability of the prior network, for similar state-action pair in-
puts, the corresponding weights output would also likely to be
similar. Meanwhile, in order to maximize the MI, state-action
pairs whose representations are different by large degree are
likely to produce different weights. In this way, each policy
component would have high weight, only for a group of states
whose representations are similar and representations of pre-
ferred actions for these states, learned so far, are also similar.
For this reason, the policy component for these states is much
simpler and requires less capacity to represent.
AWMP in general can be combined with any policy-
based RL algorithm, including both state-of-the-art on-policy
method PPO[Schulman et al., 2017] and the most popular
off-policy method TD3[Fujimoto et al., 2018]. In this paper,
we combine it with one of the state-of-the-art off-policy con-
tinuous control algorithm, soft-actor-critic(SAC)[Haarnoja et
al., 2018a], which has achieved the start-of-the-art efficiency
and stability performance on several continuous control Mu-
joco tasks and challenging real-world robotic tasks[Haarnoja
et al., 2018b]. SAC aims to learn a stochastic Gaussian policy
based on the maximum entropy objective through maximiz-
ing both the given reward and an augmented entropy term
[Ziebart et al., 2008]. Therefore, as in Figure 1, we pro-
pose a Gaussian mixture policy with several stochastic pol-
icy components as the mixture policy, each policy compo-
nent estimates an independent Gaussian policy. The resulting
algorithm is called soft-actor-critic with advantage-weighted
mixture policy(SAC-AWMP). We show empirically the re-
sulting algorithm clearly outperforms the standard SAC and
TD3 in four commonly used continuous control domains, in
terms of both the learning efficiency and the stability. The
rest of the paper is arranged as follows: section. 2 introduces
the necessary background, including maximum entropy RL
and mutual information, section. 3 first introduce the prior
network and SAC-AWMP algorithm. In section. 4 we empir-
ically compare SAC-AWMP with the standard SAC, which
shows the proposed SAC-AWMP could improve the perfor-
mance of SAC.
2 Background
In this section, we define the notation and derive the soft pol-
icy iteration of maximum entropy RL.
2.1 Preliminaries
The tasks with continuous state and action space addressed by
RL generally is formulated as a MDP
(S,A, T,R), consist of
a state space S, a action space A, a state transition function
T : S × A → S and a reward function R : S × A → R.
At each environment step t, based on the state of environ-
ment st ∈ S , the agent select an action at ∈ A generated
by the policy pi(at|st) : S → A, then the agent will re-
ceive a reward Rt+1 : E[Rt+1] = R(st,at) and the envi-
ronment transit to next state st+1 ∈ S . A trajectory denotes
as τ = (s0,a0, · · · , sT ) given an initial state distribution d0,
which starts from an initial state s0 ∼ d0(s0) and follows the
action under the policy pi(·|·). The standard RL objective to
learn the policy is maximizing the received expected return
J = Eτ [Gt], return Gt =
∑T
i=tRt denotes the cumulative
reward of one episode from t to the terminal time step T .
2.2 Maximum entropy RL
Compared to the standard RL objective, the maximum en-
tropy RL objective augmented with the the entropy of the
stochastic policy is formulated as:
J (pi) =
∫ ∫
Ppi(a, s) (Qpi(s,a) + αH(pi(·|s))) dads
(1)
where Qpi(s,a) : S × A → R denotes the action value
function to approximate the expected return. Ppi(a, s) =
dpi0 (s)pi(a|s) denotes the probability of state-action pair
tracking the trajectory induced by policy pi. dpi0 (s) denotes the
visitation frequency of s. α denotes the temperature to bal-
ance the importance of the stochasticity of the optimal policy
against the cumulative reward.
2.3 Soft policy iteration
To learn the optimal maximum entropy policy with the con-
vergence guarantee, soft policy iteration is derived similar as
in [Haarnoja et al., 2018a], which repeats soft policy evalu-
ation and soft policy improvement alternately. In soft policy
evaluation iteration, given a fixed policy pi, the soft action
value Qpi is calculated iteratively via a designed soft Bellman
backup operator T pi as:
T piQpi(st,at) , Rpi(st,at)
+ γEst+1,at+1∼Ppi [Qpi(st+1,at+1)]
(2)
where Rpi(st,at) , R(st,at) + Est+1∼Ppi [H(pi(·|st+1))]
denotes the entropy reward; γ denotes a practical discount
factor.
Lemma 1. (Soft Policy Evaluation). Consider the soft Bell-
man backup operator T pi and the initial soft action value
Qpi0 : S × A → R with |A| <∞. Define Qk+1 = T piQk, as
k →∞, Qk will converge to the soft action value Qpi of pi.
Proof. With the assumption |A| < ∞ to guarantee the en-
tropy augmented reward Rpi(st,at) is bounded, then the
convergence of soft policy evaluation updated as in Equa-
tion.(2) can be proofed as standard policy evaluation[Sutton
and Barto, 2018].
In soft policy improvement iteration, the policy pik+1 is up-
dated to minimize the Kullback-Leibler(KL) divergence be-
tween the next policy and the target distribution induced by
the soft action value function Qpik , as:
pik+1 = argmin
pi′∈Π
DKL
(
pi′(·|st)
∣∣∣∣∣∣exp(Qpik(st, ·))
Φpik(st)
)
(3)
Lemma 2. (Soft Policy Improvement). Consider pik ∈ Π
and let pik+1 be the optimizer of the minimization objective in
Equation. (3). Then Qpik+1(st,at) ≥ Qpik(st,at) for all the
(st,at) ∈ S ×A with assumption |A| <∞.
Proof. See Supplementary Material. A.1.
The full soft policy iteration(Theorem. 1) is derived simi-
lar as SAC [Haarnoja et al., 2018a] to replace the soft policy
evaluation and soft policy improvement. To perform the con-
tinuous control tasks, the soft action value and policy of SAC
need to be estimated by the function approximation.
Theorem 1. (Soft Policy Iteration). Repeat soft policy eval-
uation and soft policy improvement alternately, start from
any initial policy pi ∈ Π will converges to a optimal policy
pi∗ with Qpi
∗
(st,at) ≥ Qpi(st,at) for all pi ∈ Π and all
(st,at) ∈ S ×A with assumption |A| <∞.
Proof. See Supplementary Material. A.2.
2.4 Mutual information
MI maximization has been researched to learn the inter-
pretable representation[Chen et al., 2016] and achieve effec-
tive exploration for continuous control RL[Houthooft et al.,
2016]. MI I(X,Y ) denotes the amount of information be-
tween random variable X and Y , calculated as:
I(X,Y ) = H(Y )−H(Y |X) (4)
where H(Y ) and H(Y |X) represents the entropy and condi-
tional entropy, respectively.
3 SAC-AWMP
Some previous work aims to learn the hierarchical policy with
the latent variable through dividing the state space. Instead,
in this paper, the state-action space is divided corresponding
to the mode of advantage function. Firstly, the prior net-
work is implemented to learn the weights of AWMP based
on a advantage-weighted information maximization objec-
tive. Secondly, we introduce how to learn the AWMP on off-
policy data with the designed maximum entropy objective.
3.1 Prior network
The prior network P(h|s,a;η) with a softmax output layer
is parameterized by η to obtain the weights h ∈ RO, O is
the number of policy components in AWMP. To maximize
the MI of state-action pairs and weights, the parameters η are
updated through minimizing a regularized objective[Krause
et al., 2010], as:
Jη(η) = `(η)− ζI(h, (s,a);η) (5)
where the regularization term `(η) generally is calculated via
DKL
(P(h|s˜, a˜;η)||P(h|s,a;η)) to penalize the instability
against the perturbation. ζ is a coefficient to balance the per-
formance. The improvement of regularization term trick has
been verified in many learning representation tasks[Osa et al.,
2019].
The MI in Equation. (5) denotes as:
I(h, (s,a);η) = H(h;η)−H(h|s,a;η) (6)
where the entropyH(h;η) is estimated by:
H(h;η) = −
∫
P(h;η) logP(h;η)dh (7)
where P(h;η) denotes the probability of weights derived
from the probability density PA(s,a), as:
P(h;η) =
∫
PA(s,a)P(h|s,a;η)dads (8)
where PA(s,a) denotes the probability density of state-
action pair (s,a) induced by a policy piA based on the mode
of advantage function as z(Api(s,a)). We consider a formu-
lation asz(Api(s,a)) = exp (Api(s,a))/Φ(s,a), which can
meet the requirement that the state-action pair with larger ad-
vantage value given a higher probability. Φ(s,a) denotes the
partition function.
Likewise, the conditional entropy H(h|s,a;η) is esti-
mated by:
H(h|s,a;η) =
∫
PA(s,a)P(h|(s,a);η) logP(h|(s,a);η)dads
(9)
In practice, it is not available to estimate the probability
density PA(s,a) from past experience, to solve this issue,
the advantage-weighted importance sampling approach is in-
troduced. µ(a|s) denotes the behavior policy to generate
the experience. We assume that the state distribution only
changes sufficiently small resulting in dpi
A
(s) ≈ dµ(s), The
advantage-weighted importance sampling weights are calcu-
lated as:
$(s,a) =
PA(s,a)
Pµ(s,a) =
dpi
A
(s)piA(s,a))
dµ(s)µ(a|s) ≈
z(Api(s,a))
µ(a|s)
(10)
To improve the training stability, the advantage-weighted
importance sampling weights are normalized as:
$ˆ(s,a) =
z(Api(s,a))
µ(a|s)∑N
i
z(Api(si,ai))
µ(ai|si)
(11)
where N is size of samples in replay buffer D. Based on
advantaged-weights importance sampling in Equation. (11),
then probability of weights in Equation. (8) can be estimated
by:
Pˆ(h;η) = E(s,a)∼D[$ˆ(s,a)P(h|(s,a);η)] (12)
Therefore, the parameterized entropy is estimated by:
Hˆ(h;η) = −
∫
Pˆ(h;η) log Pˆ(h;η)dh (13)
Likewise, the parameterized conditional entropy
Hˆ(h|(s,a);η) is estimated by:
E(s,a)∼D[$A(s,a)P(h|(s,a);η) logP(h|(s,a);η)]
(14)
3.2 AWMP
The AWMP network pi(a|s;θ) is comprised of G policy com-
ponents parameterized by θ. The maximum entropy objective
to learn the AWMP denotes as:
J (pi) =
∫ ∫
dpi(s)pi(a|s,θ) (Qpi(s,a) + αpiH(pi(·|s,θ))) dads
(15)
where Qpi(s,a) denotes the soft action value function in-
duced by AWMP pi; pi(a|s;θ) = ∑g∈G ρ(g|s)pig(a|s, g;θ),
here G is set possible value of g; ρ(g|s) denotes a gating pol-
icy. pig(a|s, g;θ) ∈ R|A| denotes a single policy component
given g, a stochastic Gaussian policy; αpi denotes the entropy
temperature to control the stochasticity of the AWMP.
At each environment step, the action is sampled from the
AWMP and executed to interact with environment. Given the
state s, the softmax gating policy ρ(g|s) is calculated by:
ρ(g|s) = exp(Q
pi
G(s, g))∑
g∈G exp
(
QpiG(s, g)
) (16)
where QpiG(s, g) named as soft option value [Bacon et al.,
2017] represents the conditional expectation of return follow-
ing a given policy component pig(a|s, g;θ), as:
QpiG(s, g) = Ea∼pig(·|s,g)[Rt|st = s, gt = g]
=
∫
pig(a|s, g;θ)
(
Qpi(s,a)− αpi log pig(a|s, g;θ)
)
da
(17)
The soft state value induced by AWMP pi is derived as:
V pi(s) =Eg∼ρ(·|s)
[
QpiG(s, g)− αg log ρ(g|s)
]
=
∫
ρ(g|s)(QpiG(s, g)− αg log ρ(g|s))dg (18)
where αg denotes the entropy temperature of the gating pol-
icy. The advantage value is calculated as:
Api(s,a) = Qpi(s,a)− V pi(s) (19)
The function approximators are applied to estimate both
the soft state-value V pi(s) and soft action value Qpi(s,a).
Based on the soft policy iteration theorem, the soft state value
network V (s;ψ) with parameters ψ and the soft action value
network Q(s,a;w) with parameters w can be learned alter-
natively through stochastic gradient descent(SGD).
The soft state value network V (s;ψ) is trained through
minimizing the following error:
JV (ψ) = Est∼D
[
1
2
(
V (st;ψ)− Vˆ (st)
)2]
(20)
where state st is sampled from the replay buffer D and the
target value Vˆ (st) is calculated by:
Eh∼ρ [Ea∼pih [Q(st,a;w)− αpi log pih(a|st, h;θ)]− αh log ρ(h|s)]
(21)
where the corresponding action a is sampled from the current
AWMP. In particular, we implement two independent soft ac-
tion value network {Q(s,a;w1), Q(s,a;w2)} and select the
minimal one to calculate the target value Vˆ (st), which has
been demonstrated to reduce the effect of positive bias and
improve the sample-efficiency in previous value-based work
[Fujimoto et al., 2018; Zhang et al., 2019]. The parameter
w ∈ {w1,w2} soft action value function is updated through
minimizing the soft Bellman residual error:
JQ(w) = E(st,at)∼D
[
1
2
(
Q(st,at;w)− Qˆ(st,at)
)2]
(22)
where (st,at) is sampled from replay buffer D; the target
value Qˆ(st,at) is calculated by:
Qˆ(st,at) = R(st,at) + γEst+1∼P
[
V (st+1; ψ¯)
]
(23)
where V (st+1; ψ¯) is calculated from the target soft state value
network parameterized by ψ¯.
Instead of minimizing the objective in Equation. (15)
through the gradient backpropagating, we apply the likeli-
hood ratio gradient estimator to learn the AWMP based on
the off-policy data in replay buffer[Williams, 1992; Haarnoja
et al., 2018a]. The objective is rewritten as:
Jpi(θ,w) = Est∼D
[
DKL
(
pi(·|st;θ)||exp(Q(st, ·;w,θ))
Φ(st;w)
)]
(24)
which is utilized to minimize the expected KL-divergence
with the target density induced by Q(st,a); st is sampled
from the replay buffer D and a is derived from the cur-
rent AWMP pi(·|st;θ); the weights h for AWMP is de-
rived from the prior network P(·|st,a;η); Φ(st;w) =∫
pi(a|st;θ) exp(Q(st,a;w))da denotes the partition func-
tion. The soft action value network can be differentiated sim-
ilar as the deterministic policy gradient(DPG) theorem [Sil-
ver et al., 2014]. Therefore, a transformation trick is imple-
mented to represent the AWMP with the weight h from the
prior network, as:
at = F(t; st,θ) =
O∑
i
hifi(t; st,θ) (25)
where the action ait is derived from ith policy component and
hi is the ith element of the weight. t is the input noise sam-
pled from a fixed Gaussian distribution N (0, I) ∈ R|A|×O.
(a) (b) (c) (d)
Figure 2: MuJoCo tasks. (a) Walker2d-v2, (b) Ant-v2, (c) Hopper-
v2, (d) HalfCheetah-v2.
The objective function in Equation. (24) is rewritten as:
Jpi(θ,w) = Est∼D,t∼N
[
log pi(F(t; st,θ)|st)
−Q(st,F(t; st,θ);w) + log Φ(st;w)
] (26)
The gradient of partition function Φ(·) can be omitted due
to be independent of parameters θ, the gradient with respect
to the parameters θ is calculated as:
∇ˆθJpi(θ,w) = ∇θ log pi(at|st;θ)
+ (∇at log pi(at|st;θ)−∇atQ(st,at;w)∇θF(t; st,θ)
(27)
3.3 Practice training
Each policy component of the AWMP network will output
the action from unbounded Gaussian distribution pig(·), in
practice, an invertible squashing function (tanh) is applied to
bound the Gaussian samples u ∈ R|A| elementwise. There-
fore, the action a = tanh (u) will be restricted in [−1, 1]|A|.
The density of action a induced by the Jacobian of the trans-
formation, denotes as:
pig(a|s, g) = µ(u|s, g)
∣∣∣ det (da
du
)∣∣∣−1 (28)
Therefore, the action sampled from the AWMP weighted by
the weights from prior network is still restricted in [−1, 1]|A|.
Our proposed algorithm is summarised in Algorithm. 1.
At each gradient step, the soft action-value network, the soft
state-value network and the AWMP network are trained on
the mini-batch off-policy samples Boff from replay buffer
D. To improve the training stability, the prior network is
trained on semi off-policy data, therefore we sample the mini-
batch Bon from the most recent M samples generated by the
most recent behavior policies. Additionally, to sufficiently
update the AWMP, a target soft state-action value network
Q(s,a; w¯) is implemented to obtain a less frequent gating
policy. The exponentially moving average with a smoothing
constant τV and τQ is applied to update the target networks,
respectively.
4 Experiments
Our proposed SAC-AWMP is evaluated to understand sam-
ple complexity and stability compared to the previous state-
of-the-art RL algorithms on four commonly used continuous
control tasks of OpenAI Gym (see Fig. 2)[Todorov et al.,
2012; Brockman et al., 2016].
Algorithm 1 SAC-AWMP
1: Input: Number of policy components O, size of replay
buffer D, size of mini-batch Bon and Boff
2: Initialize: P(·|· , · ;η), pi(· |· ;θ);Q(· , · ;ω),Q(· , · ; ω¯);
Vψ(· ;ψ), Vψ¯(· ; ψ¯)
3: for each iteration do
4: for each environment step do
5: at = pi(at|st;θ) =
∑
g∈G ρ(g|st)pig(at|st, g;θ)
6: Rt+1, st+1 ∼ T (st+1|st,at)
7: D ← D⋃(st,at, Rt+1, st+1)
8: end for
9: for each prior network update step do
10: Semi off-policy sample Bon from D
11: η ← η − αη∇ˆηJη(η)
12: end for
13: for each gradient step do
14: Off-policy samples si ∈ Boff from D
15: ai ∼ pi(·|si;θ)
16: h(i) = P(·|si,ai;η)
17: ψ ← ψ − αψ∇ˆψJV (ψ)
18: ω ← ω − αω∇ˆωJQ(ω)
19: θ ← θ − αθ∇ˆθJpi(θ)
20: Target network update
21: ψ¯ ← τVψ + (1− τV )ψ¯
22: ω¯ ← τQω + (1− τQ)ω¯
23: end for
24: end for
4.1 Settings
The sample complexity of off-policy RL such as TD3 and
SAC compared to the state-of-the-art on-policy algorithm
PPO [Schulman et al., 2017] has been done in TD3 and
SAC[Fujimoto et al., 2018; Haarnoja et al., 2018a]. There-
fore, in this paper, our proposed SAC-AWMP is only im-
plemented compared to TD3 and SAC, which are imple-
mented with the provided code of authors. Most specifi-
cally, each policy component of SAC-AWMP has the same
network architecture with SAC. Each algorithm for all the
tasks is trained for five trials with different seed(0, 1, 2, 3,
4), each trial with 1 million steps, and the expected return is
estimated via ten evaluation episodes every 1000 experiment
steps. All hyperparameters used in our experiments refers to
the original papers of SAC and TD3[Fujimoto et al., 2018;
Haarnoja et al., 2018a], which are listed in Supplementary
Material B and the source code is available on github1.
4.2 Results and Comparisons
As shown in Figure 3, the solid curves represents the mean
of the average evaluation and the shaded region corresponds
to half a standard deviation of the evaluation over five seed.
SAC-AWMP with four separate policy components can out-
perform than SAC in term of learning efficiency and stabil-
ity(on Ant-v2, Walker2d-v2 and Hopper-v2), Halfcheetah-
2 can be solved easily by all RL methods. However, on
the harder task Ant-v2, SAC-AWMP will outperform than
1Code: https://github.com/hzm2016/SAC-AWMP.git
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Figure 3: Learning curves for the Mujoco continuous control tasks.
Entropy temperature term αpi = 0.2 and αg = 0.001. Number of
policy components O = 4.
0.0 2.5 5.0 7.5 10.0
Time steps (1×105)
Hopper-v2
0
1000
2000
3000
Te
st 
re
wa
rd
SAC-AWMP(=2) SAC
0.0 2.5 5.0 7.5 10.0
Time steps (1×105)
Hopper-v2
0
1000
2000
3000
Te
st 
re
wa
rd
SAC-AWMP(=4) SAC
0.0 2.5 5.0 7.5 10.0
Time steps (1×105)
Hopper-v2
0
1000
2000
3000
Te
st 
re
wa
rd
SAC-AWMP(=8) SAC
0 2 4
Time steps (1×105)
Hopper-v2
0
1000
2000
3000
Te
st 
re
wa
rd
SAC-AWMP
=2
=4
=8
Figure 4: Learning curves for SAC-AWMP with different number
of policy components. Entropy temperature term αpi = 0.2 and
αg = 0.001.
SAC and TD3 largely. Obviously, SAC-AWMP and SAC can
achieve better stability than TD3 on all the four tasks without
any hyperparameters tuning.
The number of policy components in SAC-AWMP need to
be given, which is similar as the number of options and la-
tent variables in hierarchical RL(HRL) [Bacon et al., 2017;
Osa et al., 2019; Zhang and Whiteson, 2019]. How to dis-
cover the meaningful policy components and option poli-
cies corresponding to each latent variable is a long stand-
ing open question. The number of policy components should
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Figure 5: Learning curves for SAC-AWMP with different smoothing
coefficient.
be tasks-dependent, which has not been investigated clearly.
In previous HRL work, for all the continuous control tasks,
two or four option policies were tested in [Osa et al., 2019;
Zhang and Whiteson, 2019]. In this paper, our proposed
SAC-AWMP is implemented with four different number of
policy components O = 1, 2, 4, 8 · · · . When only one single
policy component is applied, the proposed SAC-AWMP will
degenerate as SAC [Haarnoja et al., 2018a]. As shown in Fig-
ure 4, SAC-AWMP can outperform the SAC with three dif-
ferent number of policy components, and SAC-AWMP with 8
policy components could result in small variance during train-
ing.
The performance of maximum entropy RL largely depends
on the entropy temperature, which is replaced by the reward
scale in [Haarnoja et al., 2018a]. The automating entropy
adjustment varying across the different tasks and different
learning stages proposed in [Haarnoja et al., 2018b], how-
ever, it has not achieved too much improvement compared to
fixed entropy given in [Haarnoja et al., 2018a]. In this pa-
per, the entropy temperature for each task is fixed same as
in [Haarnoja et al., 2018a](αpi = 0.2 see Figure 3). Target
network is a commonly used trick to slowly track the chang-
ing value updated via a smoothing coefficient[Lillicrap et al.,
2015], which has largely improved learning stability of RL
algorithms. As depicted in Algorithm 1, the AWMP could be
learned on off-policy data, however the prior network need to
be learned on semi off-policy data(generated by most recent
policies). In addition to the target network for soft state value
function, we implement a independent target network for soft
action value to derive the gating policy. The smoothing coef-
ficient τQ = 0.001 is applied for the above experiments, ad-
ditionally, as Figure 5, we test other two different smoothing
coefficientsτQ = 0.1, 0.0001. Large smoothing coefficient
τQ may result in instability and divergence, but small value
will lead to slower learning.
5 Conclusion and discussion
In this article, we proposed a soft actor-critic with ad-
vantage weighted mixture policy(SAC-AWMP), an off-
policy maximum entropy RL algorithm. Without any spe-
cific hyperparameters tuning, we empirically demonstrate
that the proposed SAC-AWMP with wights learned via
advantage-weighted information maximization can achieve
more smooth policy approximation and stable learning than
TD3, and improve the sample-efficiency performance of the
typical SAC on three Mujoco tasks.
Compared to the typical SAC with single stochastic Gaus-
sian policy, the AWMP hold the promise to solve the complex
tasks with high dimensional continuous state and action space
or the real-world tasks with hierarchical structures. Actually
our proposed AWMP can combine with any policy-gradient
methods, such as PPO and TD3. Additionally, in this paper,
the prior network could only be learned via ’semi off-policy’
data. For better sample-efficiency and applicability, further
investigation could be done in these directions.
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A Proofs
A.1 Lemma 2
Lemma. (Soft Policy Improvement). Consider pik ∈ Π and
let pik+1 be the optimizer of the minimization problem in
Equation(3). Then Qpik+1(st,at) ≥ Qpik(st,at) for all the
(st,at) ∈ S ×A with |A| <∞.
Proof. Let pik, Qpik and V pik denote the old policy, the soft
state-action value and soft state value, and then pik+1 as new
policy is defined as Equation. (3), rewritten as:
pik+1(·|st) = argmin
pi′∈Π
Jpik(pi
′
(·|st)) (29)
With pik+1 ∈ Π, it must be satisfied that Jpik(pik+1(·|st)) ≤Jpik(pik(·|st)). Hence
Eat∼pik+1 [log pik+1(at|st)−Qpik(st,at) + log Φpik(st)]
≤ Eat∼pik [log pik(at|st)−Qpik(st,at) + log Φpik(st)]
(30)
Since partition function Φpik(st) only depends on the state,
the inequality reduces to:
Eat∼pik+1 [Qpik(st,at)− log pik+1(at|st)] ≥ V pik(st)
(31)
Then, consider the soft Bellman equation:
Qpik(st,at) = R(st,at) + γEst+1∼P [V pik(st+1)]
≤ R(st,at) + γEst+1∼P
[
Eat∼pik+1 [Qpik(st,at)
− log pik+1(at|st)]]
...
≤ Qpik+1(st,at)
(32)
where we expand the Qpik(st,at) repeatedly by applying the
soft Bellman equation and the bound in Equation. (31). Fi-
nally convergence to Qpik+1(st,at) follows Lemma 1.
A.2 Theorem 1
Theorem. (Soft Policy Iteration). Repeat soft policy evalua-
tion and soft improvement policy alternately, start from any
initial policy pi ∈ Π will converges to optimal policy pi∗
with Qpi
∗
(st,at) ≥ Qpi(st,at) for all pi ∈ Π and all the
(st,at) ∈ S ×A with |A| <∞.
Proof. Let pik denote the policy at iteration k. Based on
Lemma 2, the sequence Qpik is monotonically increasing.
The sequence pik will converge to some pi∗ due to Qpi is
bounded above for pi ∈ Π. At convergence, it must be case
that Jpi∗(pi∗(·|st)) ≤ Jpi∗(pi(·|st)) for all pi ∈ Π. Based
on the proof of Lemma 2, Qpi
∗
(st,at) ≥ Qpi(st,at) for all
(st,at) ∈ S × A. Hence, it must be case that pi∗ is optimal
in Π.
B Details of Experiments
Table 1: Mujoco Environments Settings
Description Action Dimensions Entropy αpi
Ant-v2 8 0.2
HalfCheetah-v2 6 0.2
Walker2d-v2 6 0.2
Hopper-v2 3 0.2
Table 2: Hyper-parameters of SAC
Description Symbol Value
Batch size for critic 100
Number of hidden layers (400, 400)
Activation function Relu, Relu, tanh
Target smoothing coefficient τV 0.005
Learning rate 3e-4
Gradient Steps 1
Replay buffer size 1e6
Entropy term αpi 0.2
Optimizer Adam
Discount factor γ 0.99
Table 3: Additional hyper-parameters of SAC-AWMP
Description Symbol Value
Batch size for critic 100
Batch size for policy 200(O = 2)
400(O = 4)
Batch size for prior network 50
Target smoothing coefficient τQ 0.001
Prior network update steps M 5000
Learning rate 3e-4
Noise for MI regularization 0.04
Coefficient for MI 0.1
Entropy term αg 0.001
