Abstract-This paper addresses the problem of binaural speech sound source localization (SSL) in noisy and reverberant environments. For the binaural setup, the array response corresponding to the direct-path sound propagation of a single source is a function of the source direction. In practice, this response is contaminated by noise and reverberation. The direct-path relative transfer function (DP-RTF) is defined as the ratio between the direct-path acoustic transfer function (ATF) of the two channels, and it is an important feature for SSL. We propose a method to estimate the DP-RTF from the noisy and reverberant sensor signals in the short time Fourier transform (STFT) domain. First, the convolutive transfer function (CTF) approximation is adopted to accurately represent the impulse response of the sensor array in the STFT domain. The first element of the CTF is mainly composed of the direct-path ATF. The DP-RTF is then estimated by using the auto and cross power spectral density (PSD) of multiple STFT frames at each frequency. In the presence of stationary noise, an inter-frame spectral subtraction algorithm is proposed, which enables to achieve the estimation of noise-free auto and cross PSD. Finally, the estimated DPRTFs are concatenated across frequency and used as a feature vector for SSL. Experiments show that the resulting SSL method performs well even under severe adverse acoustic condition, and outperforms the comparison methods under most of the acoustic conditions. Index Terms-binaural source localization, direct-path relative transfer function, inter-frame spectral subtraction.
I. INTRODUCTION
Sound source localization (SSL) is important for many applications, e.g., robot audition, video conferencing, hearing aids, etc. For a human-inspired binaural setup, two interaural cues, i.e. interaural time (or phase) difference (ITD or IPD) and interaural level difference (ILD), are widely used for SSL [1] , [2] , [3] , [4] , [5] , [6] . The interaural cues are frequencydependent because of the frequency-dependent effects of the head, outer ear and torso on sound propagation [7] . When calculated using the short time Fourier transform (STFT), the ILD and IPD identify with the magnitude and phase of the (2-channel) relative transfer function (RTF), which is the ratio between the acoustic transfer function (ATF) of the two sensors [8] . The interaural cues / RTF that correspond to the direct-path sound propagation are a function of the source direction, which is to be estimated from the sensor signals in a SSL system.
In an anechoic and quiet environment, the interaural cues and RTF can be easily estimated using the sensor signals. However, in practice, noise and reverberation are often present and contaminate the estimation of the direct-path sound propagation. Many techniques have been proposed for time difference of arrival (TDOA) estimation in noisy and reverberant environments [9] , [10] , [11] , [12] , [13] . These approaches are generally applied to a free field sensor setup, in which the TDOA is frequency-independent.
In noisy environment, an RTF estimation method based on the stationarity of the noise and the non-stationarity of the desired signal has been proposed in [8] . This method has the limitation that a significant amount of noise frames are included in the estimation. An RTF identification method based on speech presence probability and spectral subtraction was proposed in [14] , which takes into account only the frames that have large speech presence probability. In our previous work [15] , we proposed an unbiased RTF estimator based on segmental PSD matrix subtraction, which removes the influence of noise more efficiently than in the above approaches.
In the above RTF estimators, the multiplicative transfer function (MTF) approximation [16] is assumed, i.e. the sourceto-sensor filtering process is assumed to transform into a multiplicative process in the STFT domain. Unfortunately, this is justified only when the length of the filter impulse response is shorter than the length of the STFT window, which is rarely the case in realistic audio setups. Moreover, the RTF estimated above is the ratio between two ATFs that include the reverberations, rather than the ratio between two ATFs that are represent only the direct-path sound propagation. Therefore, the RTF estimate is poorly suitable for SSL in reverberant environment. The influence of reverberation on the interaural cues is analyzed in [17] . Techniques have already been proposed to extract the interaural cues or RTF that correspond to the direct-path sound propagation, e.g. based on the detection of time frames with less reverberations. The precedence effect [18] is widely modeled for SSL, which relies on the principle that the onset wavefront is dominated by the direct-path wavefront. Based on the frequency decomposition using a band-pass filterbank, at each frequency, the localization cues are extracted only from the reliable frames, such as the onset frames in [19] , the frames preceding a remarkable maximum [20] , the frames weighted by the precedence model [21] , etc. Based on Fourier transform, the coherence test [22] and the direct-path dominance test [23] are proposed to detect the frames dominated by one active source, from which the localization cues can be estimated.
In this paper, we propose a direct-path RTF estimator suitable for single speech source localization in noisy and reverberant environment. We build on the crossband filter proposed in [24] for system identification in the STFT domain. This filter characterizes the impulse response in the STFT domain by a crossband convolutive transfer function instead of the MTF approximation. We actually consider the use of a simplified convolutive transfer function (CTF) approximation, as proposed in [25] . The first coefficient of the CTF at different frequencies represents the STFT of the first segment of the channel impulse response, which is composed of the impulse response of the direct-path propagation and possibly a few reflections. In particular, if the initial time delay gap (ITDG) is large, less reflections are included. Therefore, we refer to the first coefficient of the CTF as the direct-path ATF, and the ratio between the coefficients from the two channels as the direct-path RTF (DP-RTF). Inspired by [9] , based on the relation of the CTFs between the two channels, we construct a set of linear equations using the auto and cross power spectral density (PSD) estimated on multiple STFT frames, at each frequency, in which the DP-RTF is an unknown variable. Thence the DP-RTF can be estimated from this set of linear equations with the classical least square (LS) estimator. In the presence of noise, an inter-frame spectral subtraction algorithm is proposed, extending our previous work [15] . The auto and cross PSD density estimated on a frame with low speech power are subtracted from ones estimated on a frame with high speech power. After power spectral subtraction, low noise power and high speech power is left due to the stationarity of the noise and the non-stationarity of the speech signal. The above LMS DP-RTF estimator is then calculated with the remaining signal auto and cross power spectra. This spectral subtraction process does not require an explicit estimation of the noise PSD. Hence it does not suffer from the influence of noise PSD estimation error. Finally, the estimated DP-RTFs are concatenated over frequency, and used for SSL based on lookup table. Experiments are conducted under various acoustic conditions, for instance various reverberation time T 60 , sourceto-sensor distance, and signal-to-noise ratio (SNR). The experimental results show that the proposed method performs well even under adverse acoustic conditions, and outperforms the MTF-based method [15] and the coherence test method [22] under most of the tested acoustic conditions. The remainder of this paper is organized as follows. Section II formulates the sensor signals based on the crossband filter. Section III presents the DP-RTF estimator in a noisefree environment. The DP-RTF estimator in the presence of noise is presented in Section IV. In Section V, the SSL algorithm based on look-up table is described. Experimental results are presented in Section VI, and Section VII draws some conclusions.
II. CROSSBAND FILTER AND CONVOLUTIVE TRANSFER FUNCTION Let us consider a non-stationary source signal (e.g., a speech source) s(t) in the time domain. In a noise-free environment, the received binaural signal is written as
where * denotes convolution, a(n) and b(n) are the room impulse responses from the source to the binaural sensors, respectively. Let T denote the length of a(n) and b(n).
Applying the STFT, (1) is approximated in the time-frequency (TF) domain as
where x p,k , y p,k and s p,k are the STFT of the corresponding signals, p and k are the indexes of time frame and frequency bin, respectively. Let N denote the length of the STFT window (frame). Eq. (2) is based on the MTF approximation, which is only valid when the impulse response length T is lower than the STFT window length N . For a non-stationary acoustic signal, such as speech, a small window length N (around 20 ms) is typically chosen to assume 'local' stationarity, i.e. in each frame. Therefore the MTF approximation (2) is questionable in a (strongly) reverberant environment, since the room impulse response length T is significantly larger than the frame length N . To address this problem, the crossband filters was introduced in [24] to more accurately represent a linear system with long impulse response in the STFT domain. Letω(n) and ω(n) denote the analysis and synthesis STFT windows respectively, and let L denote the frame step. The crossband filter model consists in representing the STFT coefficient x p,k in (2) as a summation of multiple convolutions across frequency bands:
The TF-domain impulse response a p ,k ,k is related to the timedomain impulse response a(n) by:
which represents the convolution with respect to the time index n evaluated at frame steps, with
A convolutive transfer function (CTF) approximation is further introduced in [25] to simplify the analysis, i.e. only band-to-band filters (i.e. k = k ) is considered. In that case, (3) is rewritten as
where the index k is discarded in the filter notation for simplicity, and where convolution applies on the time variable p. The frequency dependent CTF length Q k is related to the reverberation at the kth frequency band, which will be discussed in the experiments section. From [24] , if the frame step L is less than frame length N , the filter a p,k is noncausal, with N/L − 1 non-causal coefficients. However, in this paper, we assume that L is not less than N much, hence we disregard the non-causal coefficients.
In the next section, the cross band filter and CTF formalism is used to extract the impulse response of the direct-path propagation.
III. DIRECT-PATH RELATIVE TRANSFER FUNCTION
A. Definition of DP-ATF and DP-RTF based on CTF In the CTF approximation (Eq.(9)), using (4) and (5) with k = k and at p = 0, the first coefficient of a p ,k can be derived as
where
Therefore, a 0,k can be interpreted as the k-th Fourier transform coefficient of the impulse response segment a(n)|
). In the sense of transfer function identification, without loss of generality, we assume that the room impulse response a(n) begins with the impulse response of the direct-path sound propagation. If the frame length N is properly chosen, a(n)| N −1 n=0 is composed of the impulse responses of the direct-path propagation and a few reflections. Particularly, if the ITDG is large compared to the frame length N , a(n)| N −1 n=0 is mainly composed of the direct-path impulse response. Thence we refer to a 0,k as the direct-path ATF.
Similarly, the CTF approximation of y p,k is written as
and b 0,k is assumed to represent the direct-path ATF from the source to the second sensor. By definition, the direct-path RTF (DP-RTF) is given by:
Let us remind that this DP-RTF is assumed to be a relevant cue for binaural SSL.
B. DP-RTF estimation
Since both channels are assumed to follow the CTF model, we can write:
In [9] , this relation is proposed in time domain for TDOA estimation. Eq.(10) can be written in vector form as
where T denotes vector or matrix transpose, and
Dividing both sides of (11) by a 0,k and reorganizing the terms, we can write:
We see that the DP-RTF appears as the first entry of g k . Hence, in the following, we base the estimation of the DP-RTF on the construction of y p,k and z p,k statistics. More specifically, multiplying both sides of (13) by y * p,k ( * denotes complex conjugation) and taking the expectation (denoted by E{·}), we obtain:
is a vector which is composed of cross PSD terms between the elements of z p,k and y p,k 1 . In practice, these auto and cross PSD terms can be estimated by averaging the corresponding auto and cross STFT spectra over a number D of frames, i.e.:
The elements in ϕ zy (p, k) can be estimated by using the same principle. Consequently, (15) is approximated aŝ
Let P denote the total number of the STFT frames. Q k is the minimum index of p to guarantee that the elements in z p,k are available from the STFT coefficients of binaural signals. For PSD estimation, the previous D−1 frames of the current frame are utilized as shown in (17) . Therefore, p f = Q k + D − 1 is the minimum index of p to guarantee that all the frames for computingφ zy (p, k) are available from the STFT coefficients of binaural signals. By concatenating the frames from p f to P , (18) can be written in matrix form:
wherê
matrix, respectively. Finally, a least square (LS) solution to (19) is given aŝ
where H denotes matrix conjugate transpose. Finally, the first element ofĝ k is an estimation of the DP-RTF.
In this section, the binaural signal was supposed to be noise free. However, noise always exists in real-world configurations. In the presence of noise, part of frames in (19) are dominated by noise. Besides, the PSD estimate of speech signals are deteriorated by noise. In the next section, a speech frame selection process and a noise reduction algorithm will be presented.
IV. DIRECT-PATH RELATIVE TRANSFER FUNCTION IN THE PRESENCE OF NOISE A. Noisy binaural signal and PSD estimates
In practice, noise is added to the binaural signal (1) which thus becomes
where u(n) and v(n) are the noise signals in each sensor, respectively, which are supposed to be stationary and uncorrelated to the speech signal s(n). Note that the spatial correlation of noise signals is not limited in this paper. Applying the STFT to the binaural signals in (21) leads tõ
which each quantity is the STFT coefficient of its corresponding time-domain signal. Similarly to z p,k , we definẽ
Let us define the PSD ofỹ p,k as φỹỹ(p, k). Let us define the PSD vector ϕzỹ(p, k), which is composed of the auto or cross PSD between the elements ofz p,k andỹ p,k . Following the principle in (17), by averaging the auto or cross STFT spectra over D frames, these PSDs can be estimated using the STFT coefficients of input signals asφỹỹ(p, k) andφzỹ(p, k).
Because the speech and noise signals are uncorrelated, we can writeφỹỹ
whereφ vv (p, k) is an estimation of the PSD of v p,k , and ϕ wv (p, k) is a vector composed of the estimated auto or cross PSD between the entries of w p,k and v p,k .
B. Spectral Subtraction over Frames
Subtracting the estimated PSDφỹỹ(p, k) and the estimated PSD vectorφzỹ(p, k) of frame p 2 from the the ones of frame p 1 , respectively, we obtain
where e vv (p 1 , k) and e wv (p 1 , k) represent the differences between the noise auto or cross PSD of two frames, which are relatively small (in absolute value) due to the stationarity of the noise signal. Conversely, the fluctuations of speech signal are large because of its non-stationarity and sparsity, i.e. the power spectrum of speech signal can vary significantly over frames. Thence, by properly choosing the frame index p 1 and p 2 , for instance in such a way that the speech powerφ yy (p 1 , k) is high and the speech powerφ yy (p 2 , k) is low, the relation φ (25) and (26), we havê
where e(p 1 , k) = e vv (p 1 , k) − e T wv (p 1 , k)g k is the noise PSD subtraction error, i.e. noise residual brought by spectral subtraction (25) and (26) .
The choice of the frame index necessitates to classify the frames into two classes p 1 and p 2 , which have high speech power and very low speech power, respectively. This is done in the next subsection using the minimum and maximum statistics of noise spectrum. Then, (27) is applied for each frame p 1 ∈ p 1 , taking the corresponding frame p 2 (denoted as p 2 (p 1 )) as its nearest frame in p 2 , since in practice, the closer the two frames are, the smaller is the difference of their noise PSD and transfer function.
C. Frame Classification
We classify frames based on the estimation of y PSD, i.e. φỹỹ(p, k). This is to makeφ s yy (p 1 , k) in (27) large compared to e(p 1 , k), thus making (27) match the noise-free case well.
As shown in (24) , the PSD estimationφỹỹ(p, k) is composed of the speech power and noise power. The minimum statistics approach has been proposed in [26] , where the minimum value of the smoothed periodograms with respect to the index p, multiplied by a bias correction factor, is used as the estimation of noise PSD. In this paper, we introduce an equivalent sequence length for analyzing the minimum and maximum statistics of noise spectra, and propose to use two classification thresholds (for two classes p 1 and p 2 ) defined from ratios between the maximum and minimum statistics. In short, we classify the segments by using the minimum controlled maximum border.
Formally, the noise power inφỹỹ(p, k) is
For a stationary signal, the probability density function (pdf) of periodogram |v p,k | 2 obeys the exponential distribution [26] 
where λ = E{|v p,k | 2 } is the noise PSD. Assume that |v p,k | 2 at different frames are i.i.d. random variables. The averaged periodogram ξ p,k obeys the Erlang distribution [27] with scale parameter µ = λ/D and shape parameter D:
We are interested in characterizing and estimating the ratio between the maximum and minimum statistics. Since the maximum and minimum statistics are both linearly proportional to µ [26] , without loss of generality we assume µ = 1.
Consequently the mean value of ξ p,k equals D.
As mentioned in Section III-B, the frame index of the estimated PSDsφ yy (p, k) and ξ p,k goes from p f to P . Let R denote the increment of the frame index p of the estimated PSDs. If R is equal to or larger than D, for two adjacent estimated PSD ξ p,k and ξ p+R,k , there is no frame overlap. The sequence ξ p,k , p = p f : R : P is then an independent random sequence. The length of this sequence isP =
. The pdfs of the minimum and maximum of theseP independent variables are [28] :
where F (·) denotes the cumulative distribution function (cdf) associated with the pdf (30) . Conversely, if R < D, ξ p,k is a correlated sequence, and the correlation coefficient is linearly proportional to the frame overlap. In order to make (31) valid for the correlated sequence, simulations over a large dataset show that an approximate equivalent sequence length
can replaceP in (31) . Then, the expectation of the minimum can be approximately computed asξ
where ξ i ∈ {0, 0.1D, 0.2D, . . . , 3D} is a grid used to approximate the integral operation, which covers well the support of Erlang distribution with shape D and scale 1. Similarly, the cdf of the maximum can be estimated as
Finally, we define two classification thresholds that are two specific values of the maximum to minimum ratios, namely
where ξ Fmax(ξ)=0.95 and ξ Fmax(ξ)=0.5 are the values of ξ for which the cdf of the maximum is equal to 0.95 and 0.5, respectively. Classes p 1 and p 2 are then obtained as
where min{·} denotes the minimum value with respect to the frame index p. These two thresholds are set to ensure that the frames in p 1 involve considerable speech power and the frames in p 2 involve negligible speech power. The speech power for the other frames are probabilistically uncertain, making them unsuitable for either p 1 or p 2 . For two near frames, there is a big overlap between the periodograms used for estimating their y PSDφỹỹ(p, k). Since their y PSD are close to each other, and will be not classified into p 1 and p 2 respectively due to the gap between two thresholds. Note that if there are no frames with speech content (e.g., during long speech pause), Class p 1 will be empty with a probability of 0.95 due to threshold r 1 .
As an illustration of (32), Fig. 1 shows the cdf for D = 12. The empirical curves are simulated using white Gaussian noise (WGN), and the analytical curves are computed using the equivalent sequence length in (32) . The minimum cdf and maximum cdf of two groups of simulations are shown, for which the equivalent sequence lengthP are fixed as 20 and 100, respectively. For each equivalent sequence lengthP , two empirical curves with frame increment R = 1 and R = 6 are simulated using WGN, whose corresponding original sequence length areP = 69 andP = 24 forP = 20, andP = 344 andP = 118 forP = 100, respectively. This shows that the equivalent sequence length in (32) is accurate for the minimum and maximum statistics.
D. DP-RTF Extraction
Let P 1 = |p 1 | denote the cardinal of p 1 . The PSD subtraction described in (25) and (26) 
respectively. It is the noisy version of (19) , and similarly to (20) , the LS solution is given bŷ
Here again, the estimation of the DP-RTF
is provided by the first element ofĝ k , denoted asĝ 0,k . To improve the robustness of the estimation, we also calculate an estimatê g 0,k of the inverse DP-RTF
by simply exchanging the role of the two sensors, and revise the DP-RTF estimation as
As mentioned in Section IV-B, the noise PSD subtraction error is e(p 1 , k) = e vv (p 1 , k) − e T wv (p 1 , k)g k . Due to the properties of the stationary noise, e(p 1 , k) is supposed to be independently and identically distributed over frames, which indicates that the covariance matrix of e(k) can be written as σ 2 k I, where σ 2 k and I are the variance of e(p 1 , k) and the identity matrix, respectively. Thence the covariance matrix of g k is given by [29] 
Based on the statistical analysis of auto and cross PSD estimates [29] , the variance σ 2 k is inversely proportional to the number of smoothing frames D. Thence using a large D leads to a small error variance σ 2 k . However, the fluctuation of the estimated speech PSD among frames will decrease with the increase of D, which makes the quantity of speech spectrum in Ψ s zỹ (k) HΨs zỹ (k) small. Therefore, a proper value of D should be chosen to achieve a good trade-off between smoothing the noise spectrum and preserving the fluctuation of speech spectrum.
In the next section, we present the sound source localization method based on the estimated DP-RTF.
V. SOUND SOURCE LOCALIZATION METHOD
The amplitude and the phase of DP-RTF represent the amplitude ratio and phase difference between the two sourceto-sensor direct-path ATFs, respectively. In other words, the DP-RTF is equivalent to the interaural cues ILD and IPD corresponding to the direct-path propagation. We denote the
2-channel DP-RTF vector asc
T , where 1 represents the estimation of a 0,k a 0,k . As in [30] , [31] , we normalize the DP-RTF vector to unit-norm, i.e.
where · denotes l 2 -norm. Compared with amplitude ratio, the normalized DP-RTF is more robust to the estimation error. Especially when the reference transfer function a 0,k is much smaller than b 0,k , the amplitude ratio estimation is sensitive to the noise in the reference channel. By concatenating the normalized DP-RTF vectors across frequencies, we obtain a global feature vector in
T , where K denotes the number of frequencies involved for SSL.
In order to perform SSL based on the global DP-RTF vector c, we adopt a basic supervised "look-up table" approach: We have available a dictionary D c,q of I pairs {c i ,
, where c i is a DP-RTF vector of a sound source and q i is the corresponding source direction vector. Then, for any new DP-RTF vector c extracted from the recorded sensor signals, the direction of the source is estimated by selecting the closest vector in D c,q : q = q i0 with i 0 = argmin i∈ [1,I] c − c i .
As is well known, speech signals are sparse in the STFT domain. Thence it is possible that there are only a few speech frames with notable energy at frequency k, especially in the case of low SNR. Consequently, the row number P 1 of matrix Ψ s zỹ (k) in (38) would be small. If we have P 1 < 2Q k − 1, the linear system (38) becomes underdetermined, and the LS solution is unreliable. In that case, to achieve a small DP-RTF estimation error, the normalized DP-RTF vector c k for frequency k is set to a zero vector. By doing so, the contribution of the k-th frequency is discarded in the lookup procedure. Indeed, the subvectors c i,k in the lookup dataset are all unit vectors. Therefore, the zero subvector c k has the same distance to all of these unit subvectors c i,k , i.e. 1, and this distance in non informative in the overall distance calculation. This makes the proposed localization based on normalized DP-RTF particularly robust to the sparsity of speech signals: Only vectors with a sufficient number of energetic speech frames at frequency k intervene in the SSL process.
VI. EXPERIMENTS
In this section, we report the results of experiments that were conducted to evaluate the efficiency of the proposed method. These experiments were conducted with various experimental conditions in terms of noise and reverberation.
A. The Dataset
The binaural room impulse responses (BRIRs) are generated by using the ROOMSIM simulator [32] onto the head related transfer function (HRTF) measurements of a KEMAR dummy head [33] . The responses are measured in a rectangular room with the width, length and height of 5, 8 and 3 m, respectively. The KEMAR dummy head is located at (1, 4, 1.5 m) . The The absorption coefficients of 6 wall surfaces are set to be equal, and adjusted to control the reverberation time T 60 as 0.22, 0.5 and 0.79 s, respectively. Two other quantities, i.e. ITDG and direct-reverberation ratio (DRR), are also important to measure the intensity of the reverberation. In general, the larger the sensors-source distance is, the less ITDG and DRR will be. The speech recording from the TIMIT dataset [34] are taken as the speech source signals, which are convolved with the simulated BRIRs to generate the sensor signals. Each BRIR is convoled with 10 different speech signal for experimental test to achieve a reliable SSL result. Note that the elevations of the speech sources are always 0 in the BRIR dataset, thence the source direction always means azimuth hereinafter. The DP-RTF feature vector in the look up table
are computed by the anechoic HRTF measurements of the KEMAR dummy head.
Two types of noise signal are generated: 1) In Fig. 2 , the horizontal plane projection of a noise source is shown. The noise source is placed beside the wall with azimuth of 120 o , elevation of 30 o and distance of 2.2 m, whose BRIR is convolved with a single channel WGN signal. This noise is named as "directional noise". 2) Two uncorrelated WGN signals are generated as two channels of noise, which is named as "uncorrelated noise". Noise signals are added into speech sensor signals with various SNRs.
B. Parameters Setup
The sampling rate of sensor signal is set to 16 kHz. The window length of STFT is 16 ms (256 samples) with overlap 8 ms (128 samples). Only the frequency band from 0 to 4 kHz is considered for speech source localization, i.e. the frequency bins k is from 0 to K = 63.
For each acoustic condition, the localization error is taken as the performance metric, which is computed by averaging all the absolute errors between the localized directions and their corresponding ground truth (in degrees).
Two parameters: the length of CTF Q k and the frame numbers D for PSD estimation should be selected carefully since they are critical to the DP-RFT estimate and SSL performance. Intuitively, Q k should be relevant to T 60 at the kth frequency bin. However, in practice we set Q k to be equal for all the frequency bins for simplicity, and denote it as Q. Table II shows the localization errors for various Q from 0.1T 60 to 0.4T 60 under the condition of T 60 =0.5 s. When the SNR is high (the first 4 lines with SNR of 10 dB), the influence of noise is small, and the DRR plays a dominant role. By comparing the localization errors between 1 m and 2 m sensors-source distance, we can see that the smallest localization errors are obtained by a smaller Q for 1 m, and a larger Q for 2 m, which indicates that, for a given T 60 , the CTF length Q should be enlarged with the decreasing of DRR. Since the CTF should cover the most of the energy of the room impulse response. By comparing the results for the uncorrelated noise 10 and -5 dB (the second and fifth line, the source distance is 2 m), we observe that the smallest localization error is achieved by a smaller Q for the low SNR case compared to the high SNR case. Since a larger Q has a geater model complexity, which needs more reliable data to estimate. The intense uncorrelated noise degrades the data reliability, thence a smaller Q is required. By contrast, for the directional noise, a large Q is also suitable for the low SNR case (the sixth line). The reason is possibly that the directional noise signal has a similar convolution structure with the speech signal, and the noise residual e(k) also has the similar convolution structure. Thence the data reliability is not degraded much in the sense of convolution. In conclusion, the optimal Q varies with the variety of T 60 , DRR, noise character and intensity. In practice, it is difficult to obtain these informations automatically, thence in this paper we assume that T 60 is known, and set Q to 0.25T 60 as a compromise for different acoustic conditioins.
The frame numbers D for PSD estimation is important for the spectral subtraction introduced in Section IV-B. A large D will get a small noise residual. However, the remaining speech power after spectral subtraction will also be small because of the small speech fluctuation among frames. Table  II shows the localization errors for various D from 6 to 20 frames under different conditions. Note that only the results for low SNR case (-5 dB) are shown, for which the effect of noise suppression plays a more important role. It can be seen from the first line that a large D obtains the smallest localization error, which means that removing noise power is more important than retaining speech power for this condition. The reason is that the DRR is large for the case of 1 m sensorssource distance, so the direct-path speech power is relatively great. Along with the increasing of D, the remaining directpath speech power will just decrease slightly compared to the noise residual decreasing. By contrast, a small D obtains the smallest localization error for the fourth line, which means that retaining speech power is more important than removing noise power for this condition. The reason is 1) as described above, the data reliability is not degraded much by the directional noise in the sense of convolution. 2) the direct-path speech power is small for the case of 2 m sensors-source distance. The conditions of the second and third lines fall in between the first line and the fourth line, and their results don't show a TABLE II: Localization errors for various D at different conditions. T 60 =0.5 s. The condition "Distance" means sensors-source distance. The CTF length Q is fixed as 0.25T 60 . The bold value is the minimum localization error at each condition.
strong relevance to D. It is difficult to choose a D that is the optimal choice for different acoustic conditions. In this paper, D is set to 12 frames as a compromise.
C. DP-RTF Estimation
In this subsection, we give several representative examples to exposit the influence of reverberation and noise on DP-RTF estimate. In Fig. 3 , the phase and normailized amplitude of the estimated DP-RTF for three acoustic conditions are shown in three columns, respectively. We first discuss Fig. 3 (a) and (b) . Their SNRs are both 30 dB, for which the noise is negligible. We denote the difference between the estimated phase and the ground truth as the phase estimation error. It can be seen that, for most of frequency bins, the mean value of the ten phase estimation errors is nonzero, which indicates that the estimated phase is biased. Similarly, the estimated amplitude is also biased. As mentioned in Section III-A, the impulse response segment a(n)| . Thence these early reflections lead the bias between the estimated DP-RTF and the ground truth. In addition, as mentioned in the last subsection, if the DRR becomes samller, a longer CTF is required to cover the room impulse response. However, the CTF length Q is set to a constant, i.e. 0.25T 60 . This improper Q also causes the DP-RTF estimate bias. When the sensorssource distance increases, the ITDG and DRR become smaller. Therefore, for both phase and amplitude, the estimation bias of Fig. 3 (b) (2 m sensors-source distance) is bigger than Fig.  3 (a) (1 m sensors-source distance) .
By comparing Fig. 3 (a) and (c), unsurprisingly, we observe that the estimation error will increase along with the increasing of noise intensity. When the SNR is low, in the high frequency band, less reliable speech frames are available due to the intense noise. Therefore, there is no DP-RTF estimation for the frequency bins that satisfying the condition P 1 < 2Q k − 1.
D. Localization Results
In this subsection, we evaluate the localization efficiency of the proposed method under various acoustic conditions. We compare the proposed method with two baselines: (1) An unbiased RTF identification method proposed in our previous work [15] , in which the spectral subtraction procedure (similar to the algorithm described in the Section IV-B) is adopted to suppress noise. This RTF estimator is based on the MTF approximation, and is verified in [15] to be better for SSL than other MTF-based RTF estimators, such as the one in [14] . We simply refer to this method as MTF. (2) The SSL method in [22] based on a coherence test (CT). The coherence test is used for searching the rank-1 time-frequency bins, which are supposed to be dominated by one active source. In this paper, it is adopted for single speaker localization, in which one active source denotes the direct-path source signal. The TF bins that involve considerable reflections have low coherence. We first detect the maximum coherence over all the frames at each frequency bin, and then set the coherence test threshold for each frequency bin to 0.9 times its maximum coherence. In our experiments, this threshold achieves the best performance. The covariance matrix is estimated by taking a 120 ms (15 adjacent frames) averaging. The auto and cross PSD of all the frames that have a coherence larger than the threshold are applied the spectral subtraction with the similar principle described in the Section IV-B, and then are averaged over frames for DP-RTF estimate. We refer to this method as CT. In real world, the sourced noise (such as air conditioin, fridge, etc.) and the diffuse background noise exist simultaneously. Thence, in this experiment, the noise signal is generated by summing the directional noise and uncorrelated noise with the energy ratio of 0 dB. Fig. 4 shows the localization results for the proposed and two comparison methods. Fig. 4(a) shows the results for T 60 =0.22 s, generally speaking, which is a low reverberation time. When the DRR is high (black curves for 1 m sensorsource distance), compared with the proposed method, MTF has a comparable performance under high SNR conditions, and a better performance under low SNR conditions (lower Note that in this experiment, the noise signal is generated by summing the directional noise and uncorrelated noise with the energy ratio of 0 dB. than 0 dB). This indicates that when the reverberation is mild, the MTF approximation is proper. When less reliable data are available (under low SNR conditioins), the proposed method perform worse than MTF due to its greater model complexity. CT achieves the worst performance. This indicates that when the direct-path impulse response is slightly contaminated by the reflections, employing all the data (by MTF and the proposed method) will obtain a smaller DP-RTF estimation error than employing only the data selected by the coherence test. In general, for the mild reverberation case, the performance gap between the three methods are small, and the noise level plays a decisive role to the localization performance.
When the DRR decreases (gray curves for 2 m sensorsource distance and black dashed curves for 3 m sensor-source distance), the performances of MTF degrade dramatically. Under the condition of 10 dB SNR, the localization error of MTF increases from 0.07 to 1.51 and 6.35 degrees along with the sensors-source distance increases from 1 to 2 and 3 m, respectively. Since the direct-path impulse response is severely contaminated by the reflections. CT selects the frames that involve less reverberations for the DP-RTF estimate, which improves the performance evidently under high SNR conditions. However, when the noise level increases, the precision of coherence test descend. The performance of CT is influenced not only by the residual noise and also the decline of the coherence test precisioin, which thence falls even faster than MTF along with the decreasing of SNR. It can be seen that, when the source distance is 2 m or 3 m, CT achieves a similar performance with MTF at 0 dB, and a larger localization error at -5 and -10 dB. As illustrated in Fig. 3 , the proposed method have a larger DP-RTF estimate bias when the source distance increase. However, the proposed DP-RTF is only influenced by the increased early reflections in the impulse response segment a(n)| N n=0 and the effect of the improper Q. Consequently, the performance of the proposed method degrades much slower than MTF when the source distance increases. Under the condition of 10 dB SNR, the localization error of the proposed method increases from 0.06 to 0.16 and 1.19 degrees along with the source distance increases from 1 to 2 and 3 m, respectively. It can be seen that the performance of the proposed method also fall faster than MTF along with the decreasing of SNR, since less reliable data are available. The localization error of the proposed method is larger than MTF at -10 dB. From Fig. 4(a) , we observe that the proposed method prominently outperforms CT. It is shown that the coherence test is influenced by the coherent reflections (i.e. very early reflections) of the source signal in [23] . Moreover, it is difficult to automatically set a coherence test threshold that could perfectly select the desired frames. Many frames that have a coherence larger than the threshold include reflections. Fig. 4(c) shows the results for T 60 =0.79 s, generally speaking, which is a high reverberation time. Obviously, the performances of all the three methods degrade compared with Fig. 4(a) . Since the MTF approximation is more inaccurate for MTF. The time-frequency bins with a rank-1 coherence become less for CT. A bigger Q is utilized in the proposed method, for which the reliable data is more insufficient. In contrast to Fig. 4(a) , it can be seen that the proposed method is better than CT, and CT is better than MTF for any SNR condition and sensors-source distance. It proves that the DP-RTF estimate error brought by the MTF approximation increases even faster than the proposed and CT along with the increasing of T 60 . However, the fact remains valid that the performance of the proposed method and CT have a faster decline speed than MTF along with the decreasing of SNR, which indicates that the localization errors of the proposed method and CT will be higher than MTF at a SNR value lower than -10 dB. Simliarly, the proposed method still prominently outperforms CT. Fig. 4(b) shows the results for T 60 =0.5 s. We can see that the performance shown in this figure falls in between Fig. 4(a) and (c) , and the trend of performance changing is consistent with our comments above.
In summary, the proposed method outperforms the two comparison methods under most of the acoustic conditions. Despite under an adverse acoustic condition, the proposed method achieves an acceptable localization performance. For example, under the condition with 0.5 s T 60 , 3 m sensorssource distance and 0 dB SNR, the localization error is 9.01 o , under the condition with 0.79 s T 60 , 2 m sensors-source distance and 0 dB SNR, the localization error is 6.51 o .
We test the influence of the speech duration to the localization performance in the following experiment. Apparently, the number of the available frames that constructs the Equation (38) depends on the speech duration, which is crucial for the LS DP-RTF estimation in (39). Table III shows the localization errors for the speech signals with an duration of 1, 2, 3 and 4 s, respectively. We can see that all the three methods achieve a smaller localization error along with the increasing of the speech duration under both 10 dB and 0 dB conditions. However, the proposed method and CT are more sensitive to the speech duration compared with MTF. For example, when SNR is 10 dB, the localization error is reduced by 66% (from 
VII. CONCLUSION
We have proposed a direct-path RTF estimator for binaural SSL in this paper. Instead of the MTF approximation, the method takes the CTF approximation, which is more precise when the impulse response is too long. Moreover, compared with the conventional RTF, the ratio between two directpath ATFs is more reliable for SSL. The inter-frame spectral subtraction mechanism has no use for a noise PSD estimator, and averts the influence of noise PSD estimation error. Because the look-up table generated by using the anechoic HRTF is irrelevant to the room configuration, the SSL system can work in any room. Experiments have shown the proposed method performs well under various acoustic conditions. Section VI-B has shown that the two parameters Q and D play an important role. They are set to constant in the present work, which makes the present SSL performance worse than the case that the optimal parameters are used. Besides, the reverberation time is assumed to be known in the present work. Future work will address the algorithm that adaptively setting the parameters, which needs to estimate the acoustic conditions by using the sensor signals.
This paper focuses on estimating the direct-path RTF, thence a naive localization method, i.e. look-up table, is adopted. The performance can be easily improved by utilizing a sophisticated localization algorithm based on the estimated direct-path RTF. In addition, we will test the applicability of the proposed direct-path RTF estimator to the case that multiple speakers exist simultaneously in future work.
