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Abstract--Cagniard problem refers to the class of linear reflection and transmission problem for 
pulsed line and point sources, which have solution methods leading to exact algebraic representations 
of the wave fields. All previous methods have relied heavily on integral or differential transforms. 
We present in this paper a new and direct approach to the problem which involves only the wave 
equation and its associated characteristic equation. We illustrate the new method by applying it to 
the problem of the reflection and transmission of acoustic waves radiating from a line source in the 
vicinity of a plane boundary separating two uniform acoustic media. (~) 1999 Elsevier Science Ltd. 
All rights reserved. 
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1. INTRODUCTION 
It is well known that certain linear wave propagation problems for pulsed line sources have exact 
algebraic solutions for reflected and transmitted wave fields. Special analytical methods were 
developed to extract the solutions. Although it is now recognised that Lamb's [1] pioneering 
paper of 1904 contained many of the principal ideas underlying these methods, most of the credit 
is still given to Cagniard [2], who formalised the approach. The basic idea of Cagniard was first 
to obtain a plane wave integral representation f the wave fields. There are many variations of 
this representation, but a common one is to take a Fourier transform in x (the space variable 
parallel to boundaries) and a Laplace transform in time t. Next, a similarity transformation i  the 
transform variables, coupled with clever manipulations of the integrals, reduce the representation 
to one in which the exact solution can be obtained by inspection. That is, no integrations are 
actually carried out. The situation for point sources is a little different, in that the final wave 
field representations do require an integration. Garnir [3] applied the method to acoustic waves 
and Garvin [4] to elastic waves. An improved transformation for point sources was published by 
de Hoop [5] and most later developments employed e Hoop's modification. Included in these were 
the 3D elastic wave solution of Johnson [6] and the 2D elastodynamic Green's tensor solution 
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of Buchen [7]. The method was given yet another twist with the approach of Ungar [8], who 
formalised the method in the framework of the operational calculus. He named this operational 
technique the differential transform. Among several applications, Ungar and Murrel [9] applied 
the differential transform to the elastic wave problem. 
The new approach adopted in this paper avoids all reference to integral and differential trans- 
forms. Wave solutions of the generality required to satisfy source and boundary conditions are 
built from what we call elementary waves. These are simultaneous solutions of the governing 
wave equation and its associated characteristic equation. An example of such elementary waves 
is the family of plane waves, and just as they play an important role in Cagniard's approach (and 
all others for that matter), they do so in this work as well. For, by the method described, these 
methods, most of the credit is still given to Cagniard [2], who formalised the approach. The basic 
idea of Cagniard in this paper has its roots in a number of theorems, which are stated in the next 
section. 
2. BAS IC  THEOREMS 
We shall be concerned in this paper with both 2D and 3D fields. So let x denote the 2D space 
vector (x, z) or the 3D space vector (x, y, z) and t the time. Suppose u(x, t) is a scalar function 
of x and t belonging to the class of (possibly complex valued) generalised functions. 
Define the wave-operator by 
1 2 [u] = yu , t  - vu  (1) 
and its associated characteristic-operator by 
(~>= 1 2 rVur2, (2) 
c--~ut -
where c is the wave speed (assume constant) and V is the 2D gradient operator with respect o x 
and y. We observe that [u] is a linear second-order operator and (u} is a nonlinear first-order 
operator. 
We shall say that u is a wave if [u] = 0 and that u is a characteristic if (u) = 0. The 
characteristics are loci of singular solutions of the wave equations. That is, they describe the 
propagation of discontinuities in the solutions, such as occur across wavefronts. If both [u] = 0, 
and (u) = 0, we shall refer to u as an elementary wave. We shall see that elementary waves are 
the building blocks for more general solutions of the wave equation. For example, all plane waves 
are elementary wave solutions. However, as the following theorems demonstrate, they are by no 
means the only elementary solutions. 
THEOREM 1. Let F(u) be any generalised function of u, whose derivatives exist (in the distri- 
butional sense). Then, 
[F(u)] = F'(u)[u] + F"(~)(~), (3) 
(F(~)> = F'2(~)(~>. (4) 
COROLLARY 1. / f  U is an elementary wave, then so is F(u). 
THEOREM 2. Let v = v(x, t;p) with Ov = Vp • O. Assume v = 0 defines p -- p(x, t) implicitly. 
Then, 
1 0 v 1 Iv] + ~v~</ ,  (5) ~o] = -v- ;  
1 
<p> = ~7<v>. (~) 
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COROLLARY 2. ffV(X, t; p) is a one-parameter family of  2D elementary waves, then p(x, t) deftned 
implicit ly by v = 0 is also a 2D elementary wave. Note that p may be complex valued even if v 
is real. 
Since (u / is nonlinear in u, a superposition of elementary waves is not elementary. Combining 
Corollaries 1 and 2, we are led to our main theorem. 
THEOREM 3. Let F and v(x, t;p) be as defined in Theorems 1 and 2 and let l)  be a lirlear 
differential operator in x and t. Then, 
t) = (7) 
is a real valued 2D wave (i.e., a real solution of  the 2D wave equation). 
COROLLARY 3. For the 3D case, there exist two-parameter famines of  elementary waves. Let 
v(x, t; p, a) be such a family and let v = 0 implicitly define a = a(x,  t; p). Then a is a one- 
parameter family of 3D elementary waves and a general 3D wave solution has the representar, ion 
w(x,t) = Re [g f {F(p)}v:o dp] . (8) 
This last result explains why the 3D case requires a final integration. 
PROOFS. All proofs involve nothing more than standard ifferential calculus. However, note that 
in Theorem 3, F(p)  will be an elementary wave and since :D is a linear operator, it commutes 
with the wave-operator (1), but not with the characteristic-operator (2). It follows that ~9F(p) 
will be wave, but not an elementary wave. Since F(p) will generally be complex valued, its :real 
(or imaginary) part will represent a real valued wave solution. 
It transpires that the wave solution (7) has the required generality to solve a wide class of wave 
propagation problems with pulsed sources and plane reflection and transmission boundaries. In 
particular, we shall see that :D turns out to be the simple operator o ,  and for 2D line source 
problems v(x, t; p) can be chosen as a one-parameter family of plane waves. The parameter p may 
be chosen in any of a number of ways. For example, if p is an angle describing the orientation of 
the plane waves, we get a representation 
v(x , t ;p)  = A(p) f [xs inp  + zcosp - ct + 0(p)], (9) 
where f( .)  is an arbitrary wave profile and A(p), O(p) are arbitrary amplitude and phase terms. 
We shall, however, prefer a representation popular in theoretical seismology, where p stands for 
the wave slowness 1 in the x-direction. In this representation, 
v(x , t ;p)  = A(p) f [px  + qz - t + 0(p)], (10) 
where 
q(p) = _ p2; Re(q) >_ 0. rill) 
The vector (p, q) is called the slowness vector. It has the property that its magnitude is equal 
to c -1, independent of p. It is a simple matter to verify that both representations (8) and (9) 
are elementary waves for a medium characterised by wave-speed c, for any choice of p. 
1 Slowness has the dimensions of an inverse velocity. 
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3. ACOUSTIC  L INE  SOURCE PROBLEM 
We consider here a classic wave propagation problem which lends itself to the solution method 
described in the previous ection. Let M1, M2 be two uniform acoustic half-spaces occupying the 
regions z < 0 and z > 0, respectively. The two media have a common plane boundary z = 0, 
across which the acoustic pressure and normal particle velocity are assumed continuous. Let 
ci, Pi (i = 1, 2) denote the acoustic velocity and density of each medium, and let u(x, z,t)  be 
the acoustic pressure at any point and time, due to the presence of a line source situated at 
h = (0 , -h )  in M1. The line source runs perpendicular to the xz-plane and has time dependence 
given by the Dirac delta function 5(t). Mathematically, u(x, t) satisfies the equations 
1 
[u]l = -~utt - V2u = ~(x - h, t), in y < 0, 
al 
1 
[u]2 = -:~utt - V2u = 0, in y > 0. 
c 2 
(12) 
The source term 5(x -h ,  t) denotes the factor 5(x)5(z+h)5(t) .  The boundary conditions require u 
and ( l /p)  Ou to be continuous across z = 0. 
Using the method of images, we can write u -- uo + ul in z < 0 and u -- u2 in z > 0, where 
uo, ul, and u2 are the direct, reflected, and transmitted waves, respectively. The reflected wave 
will appear to come from an image source located in M2 at (0, h). 
3.1. P lane  Wave So lut ion  
Ignoring the source term for the present, we construct 2D plane wave solutions of the form 
vi(x, t) = Ai(p)f[Ti(x; p) -- t] (13) 
with 
TO = px + ql[z + h[, T1 = px -- ql(z -- h), T2 = px + q2z + qlh. (14) 
The ~-i have a simple physical interpretation; they are the source-receiver travel-times for the 
three wave types. The common x-slowness of all three waves is actually a disguised form of 
Snell's laws. The phases in TO and T1 are chosen to ensure they reduce to zero at the physical 
source and image source, respectively. The phase in T2 is chosen to ensure that all ~-i reduce to 
the same value on the boundary z = 0. Further insight is provided by defining slowness vectors 
s~ = (p, ±qi) (i = 1, 2). Then we have the equivalent expression 
ro ---- s~.  (x -  h), T1 ---- S +" x - -  s~-" h, T2 = s+'x - -  s~-" h, (15) 
where the ± in To is chosen according to the sign of (z + h). This implies for ~-1, that the wave 
leaves the source h in M1 in the negative direction (towards the boundary) and arrives at the 
receiver x in M1 in the positive direction (away from the boundary). Similar interpretations 
apply to 70 and T2. 
Application of the boundary conditions leads to 
AI(p) p2/q2 - p l /q l  (16) 
Ao(p) -R (p)  = P2 /q2~Pl /q l '  
A2(p) 2p2/q2 (17) 
Ao(p) -T (p )  = P2 /q2+Pl /q l '  
where R(p),  T(p) denote the usual plane wave reflection and transmission coefficients. 
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3.2. Line Source Solution 
Traditional methods ynthesise the line source solution from the plane wave solution by inte- 
grating over p and Laplace transforming intime. However, equation (7) allows us to write clown 
solutions derived from elementary (plane) waves in the form 
u,(x, tl = Re[V{A,(p)}T,=,] , ( i=0,1,2).  (I8) 
Theorem 3 guarantees that these ui are real solutions of the wave equation, for any choice of 
linear operation :D and functions Ai(P). In the above, p = p(x, t) is defined implicitly by the 
travel-time quations ri(x;p) = t. It remains to determine D and A~(p) so that the source and 
boundary conditions are satisfied. 
It is well known that the field radiated from a delta-function line source is given by 
uo(x,t) = g( t  - r/cl) 2 x/t  - (19) 
where r - I x -  h[ is the source-receiver distance. On the other hand, the equation T(x;p) = t 
defines p and ql as the following complex valued functions of x, t: 
p(x,t) = (xt + ilz + hit1 ) (I z + ht t -  ixtl) 
r2 , ql (x, t) = r2 , (20) 
where tl = x/t2 - r2/c21 •With these we also find the relation 
019 iql 
= = t-- i  (21) 
Comparing (18) and (21), we have the identity 
u0(x,t) = Im { P~} . (22) 
To~t 
It follows that we do have the representation (17) for the direct wave u0, by choosing 
0 .;Io(p) = 1 / dp (23) z) = q l (p )  
Then DAo(p) = pt/27rql and we have replaced the real part by an equivalent imaginary part. 
The remaining unknown functions A~(p), (i = 1, 2) are obtained from the plane wave reflection 
and transmission coefficients defined in (15) and (16). The results are 
2~l(p) = ~__~1 / q-~R(P) dp, -42(p) = ~1 /~T(P)  dp. (24) 
The final exact line-source solution is then given by 
{ } } 1 {T(p)p,~ 1 Im~R(p)Pt u2=~Im - -  (25) 1 Pt ul = ~ I.---~1 r,=t' qx )~2=t uo~-/Im ~ ~'o=t' 
4. NUMERICAL  EXAMPLE 
In this section, we illustrate the new method by applying it to the problem of reflection and 
transmission of acoustic waves radiating from a line source in the top half space of a medium 
which comprises two half spaces eparated by a plane boundary. The upper half space has a 
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Figure 1. 
velocity of vi = 1000 m/sec and density Pl = .001 g /m 3. The lower half space parameters are 
v2 = 2000 m/sec and density P2 = .001 g /m 3. The source is located at x = 1000 m and z = 700 m, 
the boundary is along z = 0, and the lower half space occupies the negative z region. 
Figure 1 shows the upper half space after 1.1 seconds. Three major features of Cagniard's 
solution could be observed in this figure. 
1. Direct wave. This wave propagates at the velocity of the upper half space and is the wave 
which propagates directly from the source. It has a radial geometry with the source at 
the centre. 
2. Reflected wave. This wave results from the reflection of the direct wave at the boundary 
(z = 0). This wave propagates at the same velocity as the direct wave, but it does not 
appear until the direct waves have reached the boundary. 
3. Head wave. This wave is seen in the vicinity of the boundary between the reflected and 
the direct waves. It is distinctive in two ways. It is propagating velocity of the lower half 
space and is linear in shape. The amplitude of the head wave is small compared with the 
direct and reflected waves. 
Figure 2 shows the transmitted wave. This wave propagates with the velocity of the lower half 
space and though it is formed after the direct wave has reached the boundary, it has propagated 
further along the boundary due to the higher velocity it possesses. 
It is also worthwhile noticing that the refracted wave is connecting the wave fronts of the 
transmitted and the reflected wave such that continuity of the wave fronts exist. The different 
colours in Figure 2 correspond to different amplitudes which means that the amplitude is not 
zero in the region behind the wave front. This is in agreement with the well-known 2D Green 
function which predicts a "tailed" solution. This could also be observed in Figure 1, but for 
reasons of graphic clarity a different scaling scheme was used and the contrast is not as obvious 
as in Figure 2. 
N 
- ~ v v v  
o 
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5. D ISCUSSION 
We conclude this paper with a brief discussion of the results obtained and possible extensions. 
1. The solution for a pulse line source with general t ime function F( t )  can be obtained from 
(25) by t ime convolution with F(t ) .  
2. The interesting case is Cl < c2 when an addit ional diffracted wave, called the head wave,  
makes an appearance in M1. It is seen to arise in the expression for ul ,  when the factor q2 
in R(p)  changes from a real to a pure imaginary quantity, as p crosses the real value c -2. 
Physically, the reflected waves become super-critical nd 'detaches' from the t ransmit ted 
wave on the boundary. The head wave is a plane wave (conical wave in 3D) which connects 
with the t ransmit ted wave on the boundary and is tangential  to the reflected wave front. 
3. If the line source is replaced by a point source, a 3D t reatment  of the problem is required. 
4. Other wave propagation problems of the same genre will submit  to the solution method 
described in this paper. These include all linear nondissipative models such as elastic 
waves in multi layered media and electro-magnetic waves in nondielectric media. 
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