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If a liquid is cooled rapidly to form a glass, its structural relaxation becomes retarded, producing a drastic
increase in viscosity. In two dimensions, strong long-wavelength fluctuations persist, even at low tempera-
ture, making it difficult to evaluate the microscopic structural relaxation time. This Letter shows that, in a 2D
glass-forming liquid, relative displacement between neighbor particles yields a relaxation time that grows in
proportion to the viscosity. In addition to thermal elastic vibrations, hydrodynamic fluctuations are found to
affect the long-wavelength dynamics, yielding a logarithmically diverging diffusivity in the long-time limit.
In many two-dimensional ordering phenomena, fluctua-
tions at long wavelengths are so strong that perfect order
is destroyed. For example, the transition between a liq-
uid and a crystalline solid is continuous or nearly continu-
ous [1–6]. Recently, large-scale molecular dynamics (MD)
simulations [7, 8] and colloidal experiments [9, 10] have re-
vealed that such long-wavelength fluctuations also exist in
two-dimensional (2D) liquids that are rapidly cooled toward
the glass transition. Although retaining a random amorphous
structure, elastic vibrations appear as the rigidity emergeswith
the decrease in temperature. The excess of low-frequency
phonons in two dimensions [7, 11] leads to enhanced thermal
elastic vibrations at long wavelengths. Even in the presence of
these long-wavelength fluctuations, the structural relaxation in
2D and 3D supercooled liquids appears to be similar, once the
effect of these fluctuations has been eliminated by introducing
quantities that characterize the local switching between neigh-
bor particles [7, 9, 10].
The glass transition is marked by a drastic increase in
macroscopic viscosity, which is intimately related to the di-
vergence of the microscopic structural relaxation time. As
such, theoretical and computational studies have focused on
the dynamical mechanism of growth in the microscopic struc-
tural relaxation time, most typically the α-relaxation time [12–
15], which is defined as the decay time of the autocorrela-
tion function for the local density i.e., the intermediate scat-
tering function. However, in two dimensions, the decay time
is strongly suppressed by the long-wavelength thermal elastic
vibrations [7–10], preventing the α-relaxation time from re-
flecting the microscopic structural relaxation time. Therefore,
to enhance our understanding of 2D glass formation, it is es-
sential to identify the relaxation time related to the viscosity
divergence by taking the mechanical properties into account.
When a liquid approaches the glass transition via rapid
cooling, a transient elastic response emerges, giving rise to an
intermediate plateau in the shear stress relaxation function and
an increase in the overall viscosity. In a recent study, while the
viscosity enhancement is similar between 2D and 3D glass-
forming liquids, the plateau in the stress relaxation function
turns out to be less clear in two dimensions under light super-
cooling just below the onset of slow dynamics [16]. This re-
sult implies that other mechanisms besides the emerging elas-
ticity may underlie the stress relaxation in two dimensions,
which motivates us to investigate long-wavelength hydrody-
namic fluctuations that may influence the long-time relaxation
of 2D glass-forming liquids. That is, while the transient elas-
tic vibrations cause an anomalous divergence of thermal fluc-
tuation amplitudes, as discovered recently [7], an anomalous
logarithmic divergence of transport coefficients, including dif-
fusivity and viscosity, may possibly be induced by the long-
time diffusive relaxation of hydrodynamic fluctuations, as in
normal 2D liquids [17–22]. Although this logarithmic diver-
gence is weak compared to the viscosity enhancement associ-
ated with vitrifcation and remains difficult to be observed [23–
25], if it exists, it would be easier to see by measuring the
diffusivity of single particle trajectories, rather than by mea-
suring the viscosity from the stress relaxations.
In this Letter, large-scale MD simulations of a 2D glass-
forming liquid are used to examine how the growth of var-
ious relaxation times is related to the divergence of macro-
scopic viscosity in the presence of long-wavelength fluctu-
ations. The simulations are performed with a particular fo-
cus on how the dynamics depend on the system size, so that
the anomalous enhancement of elastic and hydrodynamic re-
sponses can be characterized. Simulations are performed for a
2D variant of binary Kob–Andersen Lennard–Jones mixtures,
in which the composition is 65:35 [8, 16, 25, 26]. The mixture
is annealed for a sufficiently long time (maximum of 4 × 109
simulation steps) after rapid cooling to target temperatures in
the range 0.4 ≤ T ≤ 1.0 in the presence of Langevin heat
baths. The production runs are then performed as Newtonian
(NVE) dynamics simulations to prevent the damping of long-
wavelength fluctuations. The data presented in the remainder
of this Letter are averaged over four or eight independent sim-
ulations [27].
First, we revisit three relaxation functions that have been
considered in recent studies [7–10, 16]. The first is the stan-
dard self-intermediate scattering function (SISF) Fs(k, t) =
(1/N)〈
∑N
j=1 exp{ik · [r j(t + t0) − r j(t0)]}〉, with the wavevec-
tor set to |k| = 2π/σ11 so that its decay represents particle
2movement over a distance of the particle diameter σ11. How-
ever, in two dimensions, long-wavelength elastic vibrations
persist, and these enhance the mean-squared thermal displace-
ment δ2 [7, 28]. Figure 1 shows the SISF for a fixed temper-
ature T = 0.4, where the size-dependent behavior is in agree-
ment with previous studies [7, 8]. The plateau heights rep-
resent the Debye–Waller factor fp ∼ exp(−k
2δ2/2) [27, 29],
and tend toward zero as the system size increases. Therefore,
the α-relaxation time (the decay time of the SISF) is strongly
influenced by long-wavelength fluctuations and cannot repre-
sent the microscopic structural relaxation time.
The other two functions are the “neighbor-relative” SISF
(also known as the “cage-relative” SISF [9, 10, 16, 30]) and
bond relaxation function [26, 31, 32]. These are also plot-
ted in Fig. 1. The latter two functions represent relaxations
in the sense that the long-wavelength thermal vibrations are
removed. The former is defined by
FRs (k, t) = (1/N)
〈∑N
j=1 exp{ik · ∆r
rel
j
(t)}
〉
. (1)
We here introduce the neighbor-relative displacement
∆rrel
i
(t) = (1/Nn.n.)
∑
j∈n.n.[∆ri(t) − ∆r j(t)] (also known as the
“cage-relative” displacement [9, 10, 33]), where the summa-
tion is over Nn.n. initially neighboring pairs of particles, in-
dicating the changes in the relative positions. A similar dis-
placement was considered in previous studies on 2D melting
for the same purpose of eliminating long-wavelength fluctua-
tions [3, 34, 35]. The bond relaxation function FB(t), in con-
trast, does not involve displacements of the particles, but sim-
ply characterizes the proportion of initially neighboring pairs
that have survived after a certain time [27]. From the ob-
servation that neither function is strongly dependent on the
system size, contrary to the standard SISF, the effect of long-
wavelength fluctuations is marginal for these relaxation func-
tions, as expected from their definitions.
Along with our aim to relate these relaxations with the me-
chanical properties, Fig. 1 also shows the stress relaxation
function (or “dynamic modulus” [16])
G(t) =
V
kBT
〈σxy(t)σxy(0)〉, (2)
where σxy(t) is the off-diagonal stress tensor (the data are
normalized with respect to the instantaneous shear modulus
G∞ = G(0)). G(t) exhibits a stretched plateau modulus and no
system size dependence at a low temperature of T = 0.4, as
shown in Fig. 1. In a recent paper, the plateau was found to
become unclear, rendering it difficult to evaluate the plateau
modulus, for higher temperatures at the onset of slow dynam-
ics, T ≥ 0.7 [16].
Next, we compare the transport coefficients with the relax-
ation times τα, τR, and τB that can be determined from the
three relaxation functions [27]. For this purpose, we refer to
the inverse proportionality Dη/T = const. between the diffu-
sivity D and the viscosity η. This Stokes–Einstein (SE) rela-
tion holds in normal liquids at high temperatures, but is vio-
lated in the deeply supercooled regime [24, 25, 32, 36, 37]. In
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FIG. 1. Relaxation functions Fs(k, t), F
R
s (k, t), and FB(t) are plotted
for system sizes N = 256000, 64000, 16000, 4000, and 1000 at
T = 0.40. The corresponding stress relaxation function G(t) is also
plotted (normalized with respect to the instantaneous shear modulus
G∞).
simulation studies of glass-forming liquids, because the mi-
croscopic structural relaxation time is expected to grow pro-
portionally with the viscosity, the left-hand quantity Dη/T
(the so-called SE ratio) is often replaced by the product of the
diffusivity and the relaxation time Dτα, and changes in this
quantity are usually examined. This assumption may break
down in two dimensions because τα is robustly suppressed
by the long-wavelength fluctuations. Thus, we calculate the
temperature-dependence of the generalized SE ratio Dτ to ex-
amine how the three time scales τ = τα, τR, and τB change
with respect to the diffusivity D as vitrification proceeds. We
further compare these time scales with the original SE ratio
Dη/T to examine the relationship with the diffusivity. This
is done by explicitly calculating the shear viscosity η via the
Green–Kubo formula η =
∫
G(t) dt [16, 25], for which we
require an error estimate because of the slow convergence of
this integral [27].
In Fig.2 (a)–(c), the usual standard SE ratio Dη/T is shown
for system sizes of N = 1000, 16000, and 256000 as func-
tions of the inverse temperature; the generalized SE ratios
Dτα, DτR, and DτB are also shown. Although the diffusiv-
ity D has a logarithmic dependence on the system size N, the
generalized SE ratios can be meaningfully compared across
different values of N because of their similar temperature de-
pendence [27]. Firstly, the standard SE ratio increases as
vitrification proceeds, as in 3D systems. However, Dτα ex-
hibits system-size dependence and nonmonotonic dependence
on the inverse temperature, and is clearly decorrelated from
the standard SE ratio, which is consistent with the results of
a previous study [25]. In contrast, DτR collapses to the stan-
dard SE ratio for all system sizes, showing that the neighbor-
relative relaxation time τR grows in proportion to the viscosity,
satisfying τR ∼ η/T (see also Fig. 2(d)). This relation pro-
vides an alternative to τα ∼ η/T [36–39], and thus τR clearly
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FIG. 2. (a)–(c) SE ratios for (a) N = 1000, (b) 16000, and (c)
256000 are shown as functions of the inverse temperature. Error
bars indicate the standard deviation arising from the variation in η
between independent runs. (d) η/T is plotted as a function of the
neighbor-relative relaxation time τR for different N.
takes the role of the microscopic structural relaxation time.
We also find that the generalized SE ratio for bond relaxation
is preserved, i.e., D ∝ τ−1
B
, indicating that the bond relaxation
function is a descriptor for the 2D diffusive motion in a similar
manner to other 3D supercooled liquids [32, 39].
Thus far, we have seen that the diffusivity and viscosity are
linked to time scales associated with local particle motion that
is irrelevant to the long-wavelength fluctuations. However,
this is not the end of our discussion, and we further investi-
gate the effect of long-wavelength fluctuations on the diffu-
sivity by thoroughly examining the dependence on the system
size. As shown in Fig. 3(a) for T = 0.4, the mean-squared dis-
placements (MSDs) 〈|∆r(t)|2〉 = (1/N)〈
∑N
i=1 |ri(t+t0)−ri(t0)|
2〉
exhibit linear growth and remain dependent on the system size
in the long-time limit. For temperatures 0.4 ≤ T ≤ 1.0, we
further estimate the diffusivity D by fitting D = 〈|∆r(t)|2〉/4t
in the long-time region 10 ≤ 〈|∆r(t)|2〉 ≤ 20 for different
system sizes. The result is shown as a function of the box
length L in Fig. 3(b). The diffusivity D grows logarithmically
with system size, even at low temperatures. Because the long-
wavelength Mermin–Wagner fluctuations are transient elastic
thermal vibrations, this size dependence should be attributed
to another origin related to diffusive relaxation.
As a statistical measure for the motion of individual par-
ticles, the velocity autocorrelation function (VACF) Z(t) =
(1/d)〈v(t) · v(0)〉 [17] contains information regarding the de-
lay in the viscoelastic responses of liquids. Importantly,
VACF is related to the diffusivity via the Green–Kubo for-
mula D =
∫ ∞
0
Z(t) dt, and should provide clues as to the
system-size dependence. However, calculating the full res-
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FIG. 3. (a) MSDs are plotted for system sizes N =
256000, 64000, 16000, 4000, 1000, and 250 at T = 0.40. (b)
Diffusivity D as a function of box length L, evaluated from the
long-time MSDs. The corresponding particle number ranges over
250 ≤ N ≤ 1024000. For each temperature, the data are normalized
with respect to D0, the diffusivity at N = 4000.
olution of VACF for a glass-forming liquid is a difficult task,
because random motions of the caged particles blur the slow
process of diffusion. In a 3D liquid at high densities under su-
percooling [20, 40] or in equilibrium [41], VACF is negative
because of the oscillations of caged particles, and its overall
decay becomes non-monotonic. Hence, for the present dense
2D liquid, we focus on a high temperature to demonstrate the
crossover from elastic to hydrodynamic responses over a full
time range. Figure 4(a) shows the VACF for different sys-
tem sizes N at T = 1.0. Negative correlations exist for all N,
indicating backward motion originating from vibrations (see
the plot for N = 256000 in the inset). However, VACF does
not simply decay from negative values to zero, but becomes
positive over a longer time range for sufficiently large system
sizes, such as N ≥ 256000. By examining a much larger sys-
tem size (N = 4096000), the long-time limiting behavior is
found to be consistent with the hydrodynamic t−1 tail that ap-
pears in normal 2D liquids [17–22]. Because the kinematic
viscosity is large, i.e., ν = η/(nm)≫ D, the analytical expres-
sion can be simplified to Z(t) = (kBT/8πη)t
−1. Both the mag-
nitude and power-law exponent of VACF coincide with this
expression. Therefore, the diffusive relaxation is attributed to
the purely hydrodynamic origin in the long-time limit where
the transient elastic response vanishes.
Notably, the VACF itself exhibits system-size dependence
at times before the t−1 power-law tail. For each N, the VACF
exhibits a systematic decrease before becoming uncorrelated.
In Fig. 4(b), we show the size dependence of the finite-time
diffusivity
D′(t) =
∫ t
0
Z(t) dt (3)
in which the long-time limit yields the long-time diffusivity
D = limt→∞ D
′(t). This finite-time diffusivity D′(t) is in good
agreement with the diffusivity D evaluated from MSD in the
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FIG. 4. (a) Absolute value of VACF |Z(t)| for different system sizes
at T = 1.0. The solid and dotted lines indicate that the corresponding
VACFs assume positive and negative values, respectively. The data
are only displayed over short time periods for small N, for ease of
visibility. The straight line indicates the hydrodynamic long-time tail
Z(t) = (kBT/8πη)t
−1. Inset: Semi-log plot of the raw value of VACF
for N = 256000. (b) Time-dependent diffusivity, calculated by the
Green–Kubo formula D′(t) =
∫
Z(t) dt for different system sizes.
Dotted lines indicate the diffusivity D evaluated from the MSD in
Fig. 3(b).
long-time limit. At the same time, it exhibits size dependence
in an earlier time range, before converging to the long-time
diffusivity D. Therefore, quite reasonably, the VACF Z(t) it-
self is affected by the hidden hydrodynamic long-time tail,
which has been difficult to find in simulations of 2D glass-
forming liquids [16, 23–25].
We now address the relevance of our results in terms of re-
cent studies on 2D glass-forming liquids. A recent simulation
study on the same 2D Kob–Andersen liquid reported that the
mean-square of the neighbor-relative displacement (i.e., cage-
relative MSD) asymptotically approaches the normal MSD in
the long-time limit [16]. Together with our observation of
the finite size effects in the MSD, their result implies that
the neighbor-relative displacement is also system-size depen-
dent, finally approaching the linear behavior of the usual MSD
and giving rise to the same diffusivity. However, this system-
size dependence appears on a time scale long enough that the
neighbor-relative SISF has decayed to zero, and so the mag-
nitude of the relative displacement |∆rrel
j
(t)| exceeds several
times the size of the particle. Notably, the neighbor-relative
displacement does not merely characterize the motion rela-
tive to the fluctuating cages, but rather captures uncorrelated
motion between neighbor particles over distances as large as
a few times the particle diameter. The neighbor-relative dis-
placement is not significantly affected up to such lengths but it
is affected over one or two orders of magnitude larger length
scales. As the neighbor-relative SISF is defined using this
neighbor-relative displacement, our present results fully jus-
tify the usage of the equivalent cage-relative SISF in recent
colloidal experiments [9, 10].
Secondly, hydrodynamic theories indicate that a t−1 hy-
drodynamic long-time tail is expected to underlie the stress
correlation function, in addition to the VACF [17]. In the
present simulation, such a tail was not observed, which is
consistent with a previous study [16]. However, simulations
over larger spatial scales may not only detect these power-
law relaxations—there is a possibility that the stress relaxation
function G(t) is affected by the hidden hydrodynamic fluctu-
ations at long wavelengths, similar to the VACF. This may
explain why the plateau modulus evaluated in a 2D liquid is
intrinsically different from the 3D case at high temperatures
[16]; this is left for future investigations. Although this ef-
fect leads to logarithmically enhanced viscosity, its effect is
expected to be small compared to the drastic increase in vis-
cosity with cooling, and thus does not change the role of local
density fluctuations in 2D glass formation.
Finally, we note that our results rely on the use of the NVE
ensemble to conserve the total momentum. Both the elas-
tic Mermin–Wagner fluctuations and the long-time hydrody-
namic fluctuations are suppressed by using the Brownian dy-
namics [8] or specialized Monte Carlo algorithms [42]. It has
long been assumed that glassy dynamics are unaffected by the
choice of ensembles, as in 3D liquids [43], but this is not the
case in two dimensions for quantities that are affected by long-
wavelength elastic and hydrodynamic fluctuations, including
the standard SISF and the MSD.
In conclusion, the dynamics of a 2D glass-forming liquid
are covered by hydrodynamic power-law correlations that lead
to the logarithmic divergence of diffusivity, in addition to the
recently revealed Mermin–Wagner fluctuations arising from
the emerging rigidity of the liquid. Both the elastic and hy-
drodynamic fluctuations persists at long-wavelengths to pro-
duce a concerted effect on the transport properties. Moreover,
associated with the decrease of the temperature, the neighbor-
relative relaxation time grows in proportion to η/T , implying
that local density fluctuations govern the drastic increase in
viscosity. The combined elastic and hydrodynamic anomalies
are expected to be relevant to both the existence of the 2D
glass transition [42] and the dynamical features of 2D crystal
melting, although further clarification is required in forthcom-
ing studies.
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I. SIMULATION SETTINGS AND MODELS
Simulations were performed for a 2D variant of binary Kob–Andersen Lennard–Jones mixtures in which the composition was
65:35 [S1–S4]. The pairwise potential was computed as a function of the interparticle distance r:
vαβ(r) = 4ǫαβ
[(σαβ
r
)12
−
(σαβ
r
)6]
(S1)
and was truncated and shifted at r = 2.5σαβ. The parameters ǫαβ and σαβ were set to standard values for arbitrary combinations
of particle species {α, β} ∈ {1, 2} [S5]. The number density was fixed at n = N/L2 = 1.2, where N and L denote the total particle
number and the box length, respectively. Hereafter, the length, energy, and time are presented in units reduced by σ11, ǫ11/kB,
and σ11(m/ǫ11)
1/2, respectively, and the Boltzmann constant kB is assumed to be unity. A liquid at a high temperature (T = 2.5)
was rapidly cooled to target temperatures in the range 0.4 ≤ T ≤ 1.0. The mixture was annealed for a sufficiently long time
(4×109 time steps for the minimum temperature T = 0.4) in the presence of a Langevin heat bath. Subsequently, production runs
were performed. In this step, we performed Newtonian (NVE) dynamics simulations to avoid the damping of long-wavelength
fluctuations. The simulations were performed for system sizes 250 ≤ N ≤ 256000 and temperatures T =0.4, 0.45, 0.5, 0.6,
0.7, 0.8, and 1.0, with a time step of 10−3. The results were averaged over eight independent runs for each N and T , except for
T = 0.4, where only four runs were averaged. For N = 1024000 and 4096000, additional simulations (four runs for each) were
performed for 0.45 ≤ T ≤ 1.0 and T = 1.0, respectively.
II. PLATEAU HEIGHT OF THE SELF-INTERMEDIATE SCATTERING FUNCTION
As a standard relaxation function that is used for characterizing the glassy relaxation, the self-intermediate scattering function
(SISF) Fs(k, t), with the wavevector k = 2π/σ11, was calculated (see Fig. 1 of the main text). If a plateau appears in the SISF, its
height corresponds to the so-called Debye–Waller factor [S6]
fp = exp
(
−
k2δ2
d
)
, (S2)
which indicates the strength of the thermal vibrations of a single particle, taking place inside the cage formed by its neighbor
particles. Herein, δ2 and d represent the mean-squared thermal displacement (MSTD) and spatial dimensionality, respectively.
Owing to the Gaussian nature of the thermal fluctuation, MSTD is half its squared amplitude A2, that is, A2 = 2δ2. In a
two-dimensional (2D) glass-forming liquid, the short-time dynamics are dominated by the solid-like elastic response during
supercooling. The MSTD in the plateau region is given by [S7]
δ2 ≃
kBT
2πmn
 1
c2
L
+
1
c2
T
 ln
(
L
σ11
)
. (S3)
This is a consequence of the Debye asymptote giving rise to an abundance of phonon densities of state at low frequencies (i.e.,
at long wavelengths).
For the present 2D Kob–Andersen binary mixture, the longitudinal (cL) and translational (cT) sound velocities are estimated
to be cL = 10.24 and cT = 3.68. In Fig. S1, the system-size dependence of the squared vibration amplitude A
2 = 2δ2 is evaluated
from the plateau height of SISF. Its increase with system size coincides with Eq. (S3), which clearly accounts for the origin of
the size dependence of SISF.
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FIG. S1. Squared vibration amplitude A2p = 2δ
2, evaluated from the plateau height of SISF, as a function of the linear box length L. The broken
line is an estimation from the phonon density of states in Eq. (S3).
III. DEFINITION OF BOND RELAXATION FUNCTION AND EVALUATION OF RELAXATION TIMES
In addition to the SISF and the neighbor-relative SISF, we employ the bond relaxation function [S3, S7–S10], which char-
acterizes changes in the number of neighbor particles. We first count the number of neighbor pairs at the initial time NB(t0)
satisfying
ri j(t0) = |ri(t0) − r j(t0)| < 1.2σαβ, (S4)
where ri j(t0) is the distance between particles i and j at time t0. At a later time t + t0, we count the number of pairs of particles
NB(t0 + t; t0) that have become separated:
ri j(t0 + t) = |ri(t0 + t) − r j(t0 + t)| > 1.5σαβ. (S5)
Using these numbers, the bond relaxation function can be defined as
FB(t) = 1 −
NB(t0 + t; t0)
NB(t0)
(S6)
Based on the SISF, neighbor-relative SISF, and the bond relaxation function, we evaluated the relaxation times using the
following procedures. First, the α-relaxation time τα was defined as the decay time of standard SISF Fs(k, t). For the present
2D liquid, the decay in the SISF becomes faster as the system size becomes larger, thus deviating from the stretched exponential
form. Therefore, we employ the criterion
Fs(k, τα) = 0.1 (S7)
for the determination of the α-relaxation time τα. The results in the main text do not change appreciably if Fs(k, τα) = 1/e
is employed, as in a previous study [S4]. For the neighbor-relative SISF FRs (k, t), however, the relaxation behavior is well
approximated by a double stretched exponential function [S1]
FRs (k, t) = (1 − fc) exp
(
−
t
τs
)
+ fc exp
[
−
(
t
τR
)γ]
, (S8)
where τs, τR, and γ are fitting parameters. This yields a proper evaluation of the neighbor-relative relaxation time τR. The bond
relaxation time τB [S8, S9] is evaluated by the usual single stretched exponential fit of the bond relaxation function FB(t):
FB(t) = exp
−
(
t
τB
)β , (S9)
where τB and β are fitting parameters.
IV. ERROR ESTIMATION OF THE VISCOSITY
In evaluating the viscosity η using the Green–Kubo formula
η =
∫
G(t) dt, G(t) =
V
kBT
〈σxy(t)σxy(0)〉, (S10)
3the stress autocorrelation function G(t) is calculated from the trajectory of each independent run and is numerically integrated
over time. We set the upper limit of the integration to the time at which G(t) becomes less than zero for the first time (in each
run). We averaged the resulting values of η over eight (or four for T = 0.4) independent simulation runs, and estimated the
standard deviation.
There is a possibility that the t−1 long-time tail will emerge in the stress autocorrelation function G(t) if we employ far larger
system sizes. However, the variance of η mainly arises from the plateau-like regions of G(t), rather than from the longer-time
relaxation close to the cutoff where such behavior might exist. The viscosity (in terms of the Green–Kubo formula) does not
vary significantly with the long-time tail of G(t), even if it exists, but is instead determined by the local properties.
V. TEMPERATURE DEPENDENCE OF THE DIFFUSIVITY
In the 2D glass-forming liquids under consideration, diffusivity D is found to be influenced by long-wavelength hydrodynamic
fluctuations that are dependent on the system size, contrary to the behavior in higher dimensions. Although this situation is
beyond what is assumed in the Stokes–Einstein (SE) relation, the temperature dependence of diffusivity itself remains similar
at different system sizes as the temperature decreases, as shown in Fig. S2. Therefore, the SE ratios (Dη/T or Dτ) can still be
employed to examine the relationship between the diffusivity and the viscosity.
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FIG. S2. Diffusivity D evaluated from the MSDs as functions of inverse temperature for system sizes 250 ≤ N ≤ 1024000.
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