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ABSTRACT
We present new results on the evolution of rest-frame blue/UV sizes and Se´rsic in-
dices of Hα-selected star-forming galaxies over the last 11 Gyrs. We investigate how
the perceived evolution can be affected by a range of biases and systematics such as
cosmological dimming and resolution effects. We use GALFIT and an artificial red-
shifting technique, which includes the luminosity evolution of Hα-selected galaxies,
to quantify the change on the measured structural parameters with redshift. We find
typical sizes of 2 to 3 kpc and Se´rsic indices of n ∼ 1.2, close to pure exponential
disks all the way from z = 2.23 to z = 0.4. At z = 0 we find typical sizes of 4 − 5 kpc.
Our results show that, when using GALFIT, cosmological dimming has a negligible
impact on the derived effective radius for galaxies with < 10 kpc, but we find a ∼ 20%
bias on the estimate of the median Se´rsic indices, rendering galaxies more disk-like.
Star-forming galaxies have grown on average by a factor of 2 − 3 in the last 11 Gyrs
with re ∝ (1 + z)−0.75. By exploring the evolution of the stellar mass-size relation we
find evidence for a stronger size evolution of the most massive star-forming galaxies
since z ∼ 2, as they grow faster towards z ∼ 0 when compared to the lower stellar mass
counterparts. As we are tracing the rest-frame blue/UV, we are likely witnessing the
growth of disks where star formation is ongoing in galaxies while their profiles remain
close to exponential disks, n . 1.5, across the same period.
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1 INTRODUCTION
Ever since the first classification schemes based on the vi-
sual appearance of galaxies were created (e.g. Hubble 1926;
de Vaucouleurs 1959), the ways we study galaxy morphology
have evolved dramatically. On one hand, we have improved
on the quantification of the light distribution in galaxies ei-
ther using parametric surface brightness profiles (e.g. Caon
et al. 1993; Simard 1998; Peng et al. 2002, 2010) or non-
parametric approaches (e.g. Abraham et al. 1994; Conselice
2003; Lotz et al. 2004; Law et al. 2007; Freeman et al. 2013).
On the other hand, there was the need to create new classifi-
cations as galaxies become more and more irregular towards
higher redshift (e.g. Delgado-Serrano et al. 2010; Huertas-
Company et al. 2015).
? E-mail: aafonso@oal.ul.pt
Although the observed morphology may not be directly
linked with intrinsic properties of the stellar populations and
dust/gas content of galaxies (see e.g. Conselice 2014 and ref-
erences therein), early studies have shown that rest-frame
optical morphology correlates with color and star-formation
activity (e.g. Holmberg 1958) and there is a marked differ-
ence in the prevalence of different morphological populations
in different environments (e.g. Dressler 1980). These effects
are seen both in the local (e.g. Ball et al. 2008; Bamford
et al. 2009) and in the higher redshift Universe (e.g. Pe´rez-
Gonza´lez et al. 2008; Viero et al. 2012; Bassett et al. 2013).
Additionally, there was significant work regarding correla-
tions between the shape of a galaxy and other physical prop-
erties such as stellar populations, mass and star formation
(e.g. Roberts & Haynes 1994; Conselice 2003; Blanton et al.
2003; Wuyts et al. 2011; Whitaker et al. 2015). Processes
such as galaxy mergers, in-situ star formation and accretion
c© 2016 The Authors
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of inter-galactic gas can be revealed by a detailed structural
analysis of galaxy samples.
The peak of star formation in the Universe occurred at
z ∼ 2 (∼ 11 Gyrs ago, e.g. Madau & Dickinson 2014 and
references therein) and it is also since this peak of activity
that most of the structures (disk and spheroidal galaxies)
that we observe today have been formed (e.g. Buitrago et al.
2013; Mortlock et al. 2013). However, to understand how
the baryonic structures grew between different cosmological
epochs it is not only necessary to study morphology, but also
couple that with kinematic information.
In the recent years, it has been possible to study the in-
terplay between galaxy morphology and kinematics by mak-
ing use of the new available Integral Field Unit (IFU) instru-
ments. These allowed for large galaxy surveys either in the
local Universe (e.g. CALIFA Sa´nchez et al. (2012), SAMI
Bryant et al. (2015); MaNGA Bundy et al. (2015)) and at
high redshift (e.g. KROSS Stott et al. (2016), KMOS3D Wis-
nioski et al. (2015)), and added valuable information that
will provide key insights on the physics that drive galaxy
evolution.
Despite the large potential for progress, to connect ob-
served properties across a large span of time we need to
account for biases and systematics which can arise either
due to selection or instrumental and/or cosmological effects.
To overcome these problems we need both large and ho-
mogeneous surveys at various cosmic epochs to minimize
the impact of cosmic variance and to probe a wide range
of galaxy properties and environments. This is now possi-
ble when using surveys based on well known and calibrated
physical properties over a wide range of redshifts, such as
Hα in narrow band-surveys (see e.g. Moorwood et al. 2000;
Geach et al. 2008; Villar et al. 2008; Sobral et al. 2009; Ly
et al. 2011; Sobral et al. 2011) and in spectroscopic/grism
surveys (see e.g. McCarthy et al. 1999; Yan et al. 1999; Hop-
kins et al. 2000; Shim et al. 2009; Atek et al. 2010; van
Dokkum et al. 2011).
Nonetheless, even with an ideal, homogeneous sample,
we still need to account for all effects that have a depen-
dence on redshift as they could mimic and/or influence evo-
lutionary trends that we observe. One of the strongest ef-
fects that impacts the study of galaxy morphology is the
surface brightness dimming (Tolman 1930). Between z ∼ 0
and z ∼ 2 this effect impacts the observed fluxes by two or-
ders of magnitude. The first attempts to describe the impact
of the surface brightness dimming on how galaxies would be
observed at high redshift if they were as we see them to-
day were conducted by Weedman & Huenemoerder (1985).
Later on, studies on the impact on galaxy visual morphology
(e.g. Giavalisco et al. 1996; Hibbard & Vacca 1997) and on
the morphology quantifiers (e.g. Trujillo et al. 2007; Barden
et al. 2008; Petty et al. 2009; Weinzirl et al. 2011; Mosleh
et al. 2013) were also carried out and find no systematics
and errors . 15% on the derived sizes at z ∼ 1. Nonetheless,
these studies are often limited to small samples and compar-
ison between two distinct epochs (one local and one at high
redshift).
There are numerous studies reporting on size and struc-
tural evolution of galaxies (e.g. Ferguson et al. 2004; Ravin-
dranath et al. 2004; Trujillo et al. 2006; Buitrago et al.
2008; Cimatti et al. 2008; Franx et al. 2008; van Dokkum
et al. 2010; Wuyts et al. 2011; Mosleh et al. 2011; Ichikawa
et al. 2012). For star-forming galaxies (SFGs) in the range
0.5 < z . 3 studies find moderate (e.g. re ∝ (1+ z)α; Buitrago
et al. 2008; van der Wel et al. 2014; Morishita et al. 2014
with α = −0.82,−0.75,−0.57, respectively) to negligible size
evolution (Stott et al. 2013) and light profiles close to ex-
ponential disks (e.g. Morishita et al. 2014; Shibuya et al.
2015). For 2 < z < 4.5, it was shown that the trend on size
evolution (measured from rest-frame UV) depends on the
method used to derive galaxy sizes (Ribeiro et al. 2016).
And, at even higher redshifts (4 < z < 8), Curtis-Lake et al.
(2016), using FUV rest-frame galaxy sizes, show that the
derived evolution depends on the statistical estimators one
uses. These evolutionary trends of galaxy growth and the
relation of sizes with stellar masses are also found in large
scale cosmological simulations (e.g. Genel et al. 2014; Fur-
long et al. 2015). However, we do not know yet if such dif-
ferences can be explained by different selection methods for
the definition of the SFGs samples (e.g. Oteo et al. 2015).
Although there are existing studies on the morphologies
of SFGs (e.g. van der Wel et al. 2014; Morishita et al. 2014;
Shibuya et al. 2015) and on the quantification of systematic
differences of structural properties at low and high redshift
(e.g. Barden et al. 2008; Petty et al. 2009; Weinzirl et al.
2011; Mosleh et al. 2013), it is still unclear what the role
of potential biases and systematics may be. In this paper,
we take advantage of a unique Hα selection, along with the
largest IFU samples, to make further progress on the current
open questions.
This paper is organized as follows. In Section 2 we de-
scribe the samples of SFGs that will be used throughout
the paper. We present our methodology to simulate galax-
ies at high redshift and to study their structural parameters
in Sections 3 and 4. The results obtained for our low and
high redshift SFGs and simulations are reported in Section
5. We discuss the implications of our results in the con-
text of galaxy evolution in the last ∼11 Gyrs in Section 6.
Finally, in Section 7 we summarize our conclusions. Mag-
nitudes are given in the AB system (Oke & Gunn 1983).
All the results assume a ΛCDM cosmological model with
H0=70.0 km s−1Mpc−1, Ωm=0.3 and ΩΛ=0.7 and a Chabrier
(2003) initial mass function.
2 GALAXY SAMPLES
The main sample of SFGs that we use in this paper comes
from the High-Z Emission Line Survey (HiZELS, Sobral
et al. 2013a). Being the largest Hα narrow-band survey at
high-redshift it provided targets to be observed with IFU in-
struments such as VLT/SINFONI (Swinbank et al. 2012a,b)
and VLT/KMOS (Sobral et al. 2013b; Stott et al. 2014,
2016). Other samples are selected from the currently on-
going IFU surveys in the local Universe (see Section 2.1).
However, local samples differ from a simple Hα selection as
done in HiZELS. To ensure that we are studying compara-
ble populations, we apply simple sample selection based on
stellar mass and Hα luminosity:
log10(M?/M) > 9 ∧ LHα > 0.1L∗Hα(z), (1)
where the luminosity cut is taken from the equation for the
redshift evolution of L∗Hα derived by Sobral et al. (2013a)
log10(L
∗
Hα(z)) = 0.45z + 41.87 (2)
MNRAS 000, 1–17 (2016)
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Sample z˜ Ntot[Nsubsample] log10(M?/M) log10(LHα) LHα/L∗Hα(z)
L
o
ca
l
CALIFA 0.015 [0.016] 541 [137] 10.44 [10.53] 41.08 [41.22] 0.16 [0.22]
SAMI 0.039 [0.049] 2349 [422] 10.06 [10.26] 40.38 [41.22] 0.03 [0.21]
MaNGA 0.030 [0.037] 8492 [1536] 9.85 [9.91] 40.25 [41.14] 0.02 [0.18]
NYU-VAGC 0.041 [0.041] 1285 [412] 9.73 [10.08] 40.74 [41.05] 0.07 [0.14]
H
iZ
E
L
S
NB921 0.400 460 [33] 8.25 [9.83] 40.39 [41.31] 0.02 [0.18]
NBJ 0.840 425 [309] 9.69 [9.96] 41.43 [41.45] 0.15 [0.16]
NBH 1.470 313 [250] 9.65 [9.89] 42.11 [42.12] 0.38 [0.38]
NBK 2.230 572 [526] 9.71 [9.74] 42.19 [42.19] 0.21 [0.21]
Table 1. Samples studied in this paper. The median redshift, median stellar mass and median observed aperture corrected (for SAMI,
MaNGA and NYU-VAGC) Hα luminosity (in ergs s−1) for all samples. The last column shows the ratio of the median observed aperture
corrected (for SAMI, MaNGA and NYU-VAGC) Hα luminosity to the L∗Hα at the median redshift. The value in brackets shows the
median values for each subsample after applying the selection criteria defined in Section 2.
We choose to focus our study by selecting samples through
their Hα luminosities since such samples should be repre-
sentative of the full star-forming population (e.g. Oteo et al.
2015). Note that for the local Universe samples, with the
exception of the CALIFA survey, we only have available
Hα luminosities measured inside a 3” fiber. We thus apply
aperture corrections following e.g. Garn & Best (2010) by
computing the flux ratio of the total and fiber magnitudes
in the Sloan Digital Sky Survey (SDSS) r-band (the filter
that contains Hα) and applying that correction to the ob-
served fiber-based Hα luminosity. These correction factors
vary from ∼ 1.5 up to ∼ 40. Our samples and the selection
criteria are shown in Figure 1. For a quick summary we refer
the reader to Table 1.
2.1 The low-redshift samples
2.1.1 The CALIFA sample
The Calar Alto Legacy Integral Field spectroscopy Area
(CALIFA, Sa´nchez et al. 2012) survey is a program con-
ducted using the Potsdam Multi-Aperture Spectrophotome-
ter with PMAS fiber PAcK (PMAS/PPAK) integral field
spectrophotometer mounted on the 3.5m Calar Alto tele-
scope. The survey aims at observing ∼ 600 galaxies in the
local Universe (redshift range 0.005 < z < 0.03), which are
selected from the SDSS as a sample limited in apparent di-
ameter (45” < D < 80”). This constraint assures that galaxies
are observed within the large field of view (∼ 1 arcmin2) with
a large covering fraction and high spectral resolution.
We use the reported values by Catala´n-Torrecilla et al.
(2015) for the Hα luminosities of this sample, which are
available for 270 galaxies. By taking the selection criteria
defined in equation 1 we reach a final sample of 137 CAL-
IFA galaxies (see Figure 1).
2.1.2 The SAMI target sample
The Sydney-AAO Multi-object Integral field spectrograph
(SAMI, Bryant et al. 2015) Galaxy survey proposes to tar-
get 3400 galaxies with the SAMI instrument mounted on
the Anglo-Australian Telescope (AAT). This survey targets
galaxies in the redshift range 0.004 < z < 0.095, SDSS mag-
nitudes rpet < 19.4, from low (107M) to high stellar mass
(1012M), both isolated, in groups or members of clusters
with halo masses of ∼ 1015M. Most of the targets (with the
exception of few cluster objects) have available SDSS cov-
erage and are selected from the Galaxy and Mass Assembly
survey (GAMA, Driver et al. 2009).
We use the GAMA Data Release 2 (Liske et al. 2015)
to obtain Hα luminosities for the SAMI sample. By taking
the selection criteria defined in equation 1 we reach a final
sample of 422 SAMI galaxies (see Figure 1). We note that
the SAMI sample is stellar-mass complete for our mass limit
only at z < 0.5. We include higher redshift galaxies but do
not expect it to have a great impact on our derived results.
2.1.3 A MaNGA-like sample
The Mapping Nearby Galaxies at Apache point observatory
(MaNGA, Bundy et al. 2015) survey is part of the SDSS-IV
program and aims to study kinematics and internal composi-
tion of a sample of ∼ 10000 galaxies. It will do so with fiber-
bundle IFUs with diameters ranging from 12′′ to 32′′ and
will provide spectral information in the full optical range.
The MaNGA sample is derived from an extended version
of the NASA Sloan-Atlas (NSA), based on the SDSS DR7
Main Galaxy Sample (Abazajian et al. 2009) with the addi-
tions and improvements detailed by Blanton et al. (2011)1.
It will observe galaxies at redshifts 0.01 < z < 0.15 with stel-
lar masses above ∼ 109M and it will make use of redshift
and i-band luminosity to achieve a homogeneous radial cov-
erage (see Figure 8 of Bundy et al. 2015), flat stellar mass
distributions and a diversity of environments. An additional
selection on color space will enhance the targeting of rarer
galaxies (green valley, low mass red, and massive blue galax-
ies).
Using the available data from NSA we attempt to mimic
the MaNGA selection by applying the selection bands as de-
scribed in Bundy et al. (2015). We use the published version
of the NSA table (restricting our galaxies to z < 0.055) and
pre-select all galaxies that fall inside the selection bands of
Figure 8 by Bundy et al. (2015). We randomly select ∼ 6000
galaxies (with uniform sampling up to 1.5re, primary selec-
tion criteria) and ∼ 2500 galaxies (with uniform sampling
1 http://www.nsatlas.org
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Figure 1. The stellar masses and aperture corrected observed
Hα luminosities of the parent samples used in this paper. The
contour lines for SAMI, MaNGA and NYU-VAGC show the limits
that contain 68% and 95% of the sample for two-dimensional
histograms with 0.25 width bins in both stellar mass and Hα
luminosity. The vertical dashed line shows the stellar mass cut
used for the final sample selection. We see that most our samples
are above the stellar mass limit imposed in our selection and
that the local redshift samples overlap. The horizontal dotted
lines show the Hα limits at z = 0.01 (lower line) and at z = 2.23
(upper line). This shows that the Hα luminosity selection as a
great impact on the final samples that we study.
up to 2.5re, secondary selection criteria) to roughly match
the sample numbers of MaNGA (Bundy et al. 2015). We
neglect the color enhanced selection. By taking the selection
criteria defined in equation 1 we reach a final sample of 1536
MaNGA galaxies (see Figure 1).
2.1.4 The NYU-VAGC sample
This sample is based on the New-York University Value
Added Galaxy Catalog (NYU-VAGC, Blanton et al. 2005a).
A subset of the catalog, which was constructed as a volume
limited sample with well defined selection criteria (see Blan-
ton et al. 2005b), was chosen as a control sample so that we
may inspect if the IFU samples are biased against a mag-
nitude selected sample. To complement the information we
matched the catalog with the Max Planck for Astronomy &
Johns Hopkins University Data Release 7 catalogs (MPA-
JHU DR7) (Kauffmann et al. 2003; Tremonti et al. 2004;
Salim et al. 2007), which have spectroscopic information for
SDSS DR7 galaxies (Abazajian et al. 2009).
We first do a pre-selection of SFGs with stellar masses
9 < log10(M?/M) < 12 and Hα luminosities greater than
LHα > 1039.5ergs s−1 to exclude both low and high stellar
masses and match the HiZELS detection limits. This results
in a total of ∼ 13000 galaxies. From this sample, we have
randomly selected 10% (1285) of all galaxies. This selection
was performed by randomly picking galaxies with a proba-
bility matched to the magnitude, radius and Se´rsic indices
distribution available from the NYU-VAGC catalog. With
this method we guarantee that we probe the full morpho-
logical parameter space using this subset.
We then restrict our sample to 412 NYU-VAGC galaxies
(see Figure 1) with aperture corrected Hα luminosities and
stellar masses matching our sample selection criteria defined
in equation 1.
2.2 The high-redshift Universe
By using four narrow-band filters in the z, J, H and K-bands,
(HiZELS, Sobral et al. 2013a) has detected thousands of Hα
emitters in four distinct redshifts intervals centered at 0.4,
0.84, 1.47 and 2.23. Such large samples, selected in an uni-
form way, allow one to probe galactic evolution across these
slices of our Universe that map the decline since the peak
of star formation activity. To ensure that the selection is
effective in picking up Hα emitters, the observations were
conducted on well studied extragalactic fields (UDS, COS-
MOS, SA22, ELAIS N1, Boo¨tes and Lockman Hole), where
the ancillary broad band data helps at pinpointing Hα emit-
ters by means of color selections and photometric redshifts
to allow for the control of the contamination rates (Sobral
et al. 2013a).
In this paper we make use of the list of emitters that are
found in the COSMOS field (Sobral et al. 2013a) for which
we have extensive coverage of F814W imaging obtained with
the Hubble Space Telescope (Scoville et al. 2007). After ap-
plying the selection cuts defined in equation 1 we reach final
samples with 33 galaxies at z = 0.4, 309 galaxies at z = 0.84,
250 galaxies at z = 1.47 and 526 galaxies at z = 2.23 (see
Table 1).
3 ARTIFICIAL REDSHIFTING GALAXIES
To understand how the perceived structural parameters have
changed across cosmic time we study how our local galaxies
would look like if they were at high redshift. We explore
and evaluate the effects of cosmological dimming on various
properties of galaxies (e.g. size/shape measurements) taking
into account that these are prone to resolution and bandpass
issues.
By artificially redshifting galaxy images, we aim to ad-
dress the biases and systematics of the parent sample and
to build a coherent vision of the galaxies’ structural evolu-
tion. To do that we translate the core algorithm of FER-
ENGI (Barden et al. 2008) into python and we include
a more general treatment of the intrinsic luminosity evo-
lution of galaxies as a function of redshift. This treatment
ensures that we are using an artificially redshifted sample
that closely matches, in brightness, the sample that we have
at higher redshifts. The core of the algorithm is shown as a
diagram in Figure 2 and is briefly summarized in the follow-
ing steps:
(i) We re-scale our image (preserving their total flux) to
match the pixel-scale of the high redshift observations while
preserving the physical scale of the galaxy.
(ii) We apply a flux correction to the image that is the
combination of two factors: the dimming factor that scales as
the inverse of the luminosity distance to the galaxy, and the
luminosity evolution factor which account for the average
MNRAS 000, 1–17 (2016)
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Figure 2. Schematic diagram of the algorithm for artificially redshift galaxies. Each step is described in Section 3.
evolution in brightness across different redshifts and is taken
from Sobral et al. (2013a). Since we are studying rest-frame
blue/NUV, we assume light scales with SFR/Hα.
(iii) We compute a transformation PSF following the pre-
scription described by Barden et al. (2008) applied to the
PSFs of the used instruments.
(iv) We convolve the re-scaled image with the PSF com-
puted in the previous step and then we place the image on
an empty region of the target high redshift survey.
Note that we study rest-frame blue/NUV light for a
sample of galaxies which are star-forming by selection. So,
we expect that at these wavelengths the light will be dom-
inated by young stars and we do not expect great dif-
ferences across the rest-frame wavelengths that we cover
(2500 − 5800A˚).
As an example, we show the final result of this algo-
rithm applied in 4 different galaxies redshifted into 4 differ-
ent redshifts is shown in Figure 3. We show that most of
the fine substructures at low redshift are suppressed. The
galaxies are still visible, albeit at a low surface brightness
level, across all redshifts.
4 PARAMETRIC MORPHOLOGICAL
ANALYSIS
One of the most common ways of characterizing the struc-
ture of galaxies is to fit a Se´rsic (1968) profile to the surface
brightness distribution of galaxy images (e.g. Davies et al.
1988; Caon et al. 1993; Andredakis et al. 1995; Moriondo
et al. 1998; Simard 1998; Khosroshahi et al. 2000; Graham
2001; Mo¨llenhoff & Heidt 2001; Trujillo et al. 2001; Peng
et al. 2002; Blanton et al. 2003; Trujillo et al. 2007; Wuyts
et al. 2011; van der Wel et al. 2014). This profile is charac-
terized by the functional form
I(r) = Ie exp[−κ(r/re)1/n + κ],
where the Se´rsic index n describes the shape of the light
profile, re is the effective radius of the profile, Ie is the surface
brightness at radius r = re and κ is a parameter coupled to n
such that half of the total flux is enclosed within re. An index
of n = 1 corresponds to a typical exponential disk galaxy,
whereas n = 4 corresponds to the classical de Vaucouleurs
profile associated to elliptical galaxies.
To conduct this parametric analysis we make use of
GALFIT (Peng et al. 2002, 2010), which is a public al-
gorithm designed to perform a detailed two-dimensional de-
composition of galaxies using mathematical models.
On 2D images, each Se´rsic model has potentially seven
free parameters: the position of the center, given by xc and yc,
the total magnitude of the model, mtot, the effective radius,
re, the Se´rsic index, n, the axis ratio of the ellipse, b/a, and
the position angle, θPA, which refers to the angle between
the major axis of the ellipse and the vertical axis and it has
the sole purpose of rotating the model to match the galaxy’s
image.
Since GALFIT requires an initial set of parameters
from which to start evaluating the model, it is necessary
to provide it with realistic guesses. For that reason, we use
the source extraction software SExtractor (Bertin & Arnouts
1996), which allows one to directly obtain a set of param-
eters that will serve as input to GALFIT and to find the
model that best fits the data faster and with reliable values.
We use 10”×10” cutouts of the HST ACS F814W (Scov-
ille et al. 2007; Koekemoer et al. 2007) centered on each
HiZELS galaxy. The cutouts are downloaded from the COS-
MOS HST archive. These images have a typical PSF FWHM
of ∼ 0.09′′, a pixel scale of 0.03′′/pixel and a limiting point-
MNRAS 000, 1–17 (2016)
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Figure 3. Artificial redshifted examples for 4 galaxies from the samples used in this paper. The leftmost panel is the original SDSS
g-band image. The next 4 panels show the effect of artificial redshifting the galaxy to 4 different redshifts, increasing from left to right.
The contours show the 3σ level detection in each image. In each image the color map ranges from -3σ to 10σ. We observe that the
fainter/external regions of the galaxies observed in the local Universe completely disappear as we move towards higher redshifts. All
images have the same physical scale. The observed scale is shown for each panel to compare angular sizes at different redshifts.
source depth AB(F814W) = 27.2 (5 σ). For the low-redshift
samples, we use images from SDSS DR9 (Ahn et al. 2012)
g-band imaging data. These are characterized by a median
PSF FWHM of ∼ 1.3′′, a pixel scale of 0.396′′/pixel and a 95%
completeness for point sources at a magnitude of g = 22.2.
For each SDSS image, the cutout size is proportional to the
extent of the galaxy we want to fit in order to accommodate
a reasonable amount of sky area (at least 50% of the total
region). This is done so that GALFIT can simultaneously
fit the residual sky emission.
We masked galaxy neighbors by use of the segmenta-
tion map output by SExtractor. All sources that fall out-
side the galaxy of interest are masked. To account for the
instrumental PSF, in the case of SDSS data we use interpo-
lated PSF models (Lupton et al. 2001) reconstructed with
sdss psfrec.pro2. For HST F814W images, the PSF was one
of the TinyTim (Krist 1995) models as described by Rhodes
et al. (2006, 2007).
Irregular, complex and/or sources detected at low S/N
are excluded from the final sample as GALFIT failed to
converge on meaningful structural parameters (see Figures
A1 and A2 for a comparison between those and the full
sample). These cases amount from 8% (in the NYU-VAGC
sample) up to 40% (in the z ∼ 2.23 HiZELS sample) of our
samples which are distributed in both stellar masses and Hα
luminosities in the same way as the full sample. Thus, this
rate of failure does not introduce any bias against stellar
masses or Hα luminosities (see Appendix A).
2 http://www.sdss.org/dr12/algorithms/read_psf/
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5 RESULTS
5.1 The impact of surface brightness dimming
We focus our attention on the impact of surface brightness
dimming on two structural parameters that are often used
to describe the global morphology of galaxies: the effective
radius (re) and the Se´rsic index (n) (see e.g. van der Wel
et al. 2014; Morishita et al. 2014; Shibuya et al. 2015).
We investigate the ratio of fractional error for re for
all samples described in Section 2.1 and at the four redshifts
slices observed with HiZELS. We show (in Figure 4) that the
effective radius is, on average, recovered with success (within
an error margin of ∼ 10%) for galaxies with re,z≈0 < 10 kpc.
For larger galaxies we reach a saturation value, i.e., galaxies
with re,z≈0 > 10 kpc are recovered, on average, with re ∼ 10−20
kpc (thus the ratio declines for larger radii). This effect is
seen on the CALIFA and MaNGA subsamples which are the
ones where we have galaxies in this range of sizes. It is also
noticeable that for the smaller galaxies we have a higher
chance of recovering the value observed at z ≈ 0.
We also investigate the impact on the derived Se´rsic
indices. We show in Figure 5 that we recover the value of the
Se´rsic index at a smaller value (by ∼ 5 − 20%) than the one
that is observed at z ≈ 0. This effect is larger at larger nz≈0
and it shows in all samples at all redshifts. There does not
seem to be any systematic offset between different redshifts.
We show in Appendix B the impact of dimming on
the recovered total magnitudes (corrected for the luminosity
evolution) and axis ratio of the profiles of individual galax-
ies. Our results are consistent with those exploring artificial
redshifting up to z ∼ 1 (Barden et al. 2008; Mosleh et al.
2013) and also for artificial redshifting of massive galaxies
from z ∼ 0 to z ∼ 2.5 (Weinzirl et al. 2011).
The success of the recovery of the structural parame-
ters for the highest redshift galaxies is directly linked to the
counter-balance of the luminosity evolution and the cosmo-
logical surface brightness dimming. We have tested a sce-
nario where galaxies undergo no luminosity evolution and
the recovery of galaxies (at the largest radius) is severely
affected. This would imply that we would not be able to
observe large galaxies at higher redshifts and thus, our dis-
tributions would be skewed towards smaller sizes potentially
mimicking an evolution scenario.
That impact is explored in Table 2 where we compare
the median values of the distributions in re and n at each
redshift compared to the observed median value at z ≈ 0.
As somewhat expected from the comparison of individual
galaxies, we observe no systematic trend induced by the cos-
mological dimming on the recovered median values. For re
we see that we slightly underestimate sizes for galaxies in
the CALIFA sample (∼ 90% of the original). For the other
samples, we get the same median value within . 10% at all
redshifts. As for the value of n, we systematically underes-
timate the median value at a level of 11 − 27% of the value
observed at z ≈ 0 with all artificially redshifted samples. This
value does not seem to change as a function of redshift.
We discuss the dependence of the fractional error of
sizes and Se´rsic indexes on the input magnitude in Appendix
B. The reader is also referred to Appendix B for a discussion
on the possible explanations for a systematic overestimation
of sizes due to dimming.
5.2 The structure and sizes of galaxies
We plot the histograms of sizes (re) and Se´rsic indices (n)
in figures 6 and 7 and we summarize the median values in
Table 3. For the local samples we see that galaxies have, on
average, re ∼ 9 kpc for the CALIFA sample and re ∼ 4 − 5
kpc for the other three samples. We want to stress that the
CALIFA sample is diameter selected to match the diameter
of the IFU field of view and that is what is driving the larger
sizes with respect to the other samples, which have lesser to
no constraints on galaxy size in their selection. As for the
values of n, we see that the distributions are similar, but
peaking at increasing values of n for NYU-VAGC, MaNGA,
SAMI and CALIFA, respectively. Again, the CALIFA sam-
ple shows an increased fraction of galaxies with high value
of n, which is likely due to the morphological constraint to
cover the entire Hubble diagram.
As we examine the high redshift galaxies from HiZELS
(Figure 7) we see that galaxies have increasingly smaller
sizes as we move towards higher redshifts with median val-
ues ranging from re ∼ 2 kpc at z = 2.23 up to re ∼ 4 kpc
at z = 0.40. As for the values of the Se´rsic indices, we see
that it is rather stable at these redshifts with median values
around n ∼ 1.1, close to exponential disk profiles character-
istic of SFGs in the local Universe. We do not observe an
enhancement of the fraction of higher n galaxies at any red-
shift probed with HiZELS. We note that this is not driven
by observational biases.
There are some cases of SFGs with large sizes and/or
Se´rsic indices seen in Figure 7. However, these generally
come from poorly constrained fits, which involve large er-
rors on both re and n.
5.3 The evolution of the structure and sizes of
galaxies
After obtaining the structural parameters of our samples we
can see how they compare in terms of their evolution. In
Figure 8 we show how the measured sizes and Se´rsic indices
depend on redshift. We fit the equation
X ∝ (1 + z)αX (3)
for X = re, n to quantify the rate of change of these quan-
tities across cosmic time. We compute these quantities by
considering, or not, the impact of dimming in terms of the
overestimate/underestimate average ratios shown in Table
2. Theses results are summarized on Table 4.
From an overall perspective on the Hα-selected sample
the scenario of size growth is compatible with mild evolu-
tion (αre ≈ −0.7 ± 0.11) between redshifts 2.2 and 0.4. We
see in Table 4 that considering the entire redshift range (by
including the local samples in the fit) increases slightly the
value of the slope to αre ≈ −0.75± 0.20, which is fully consis-
tent with the result obtained using only the higher redshift
samples from HiZELS. We can also see that including the
dimming correction has virtually no impact on the derived
value of αre , as expected from what we see in Table 2. These
slopes deviate more than 3σ from the no evolution scenario
(α = 0) and thus it is very unlikely that galaxies experience
no growth across this period.
We also investigate any potential evolution of the me-
dian value of the Se´rsic index of galaxies where we get
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Figure 4. The fraction difference between the recovered and input effective radius, (re,z − re,z≈0)/re,z≈0, for each of the local subsamples
and each redshift (one per column). Each symbol represent the median values in bins (with a minimum of 10 galaxies) of width of the
horizontal error bar. The vertical error bar shows the error on the median value. The black dashed line pinpoints a fractional difference of
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Figure 5. The fraction difference between the recovered and input Se´rsic index, (nz −nz≈0)/nz≈0, for each of the local subsamples and each
redshift (one per column). Each symbol represent the median values in bins (with a minimum of 10 galaxies) of width of the horizontal
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re,z
re,z≈0 |
nz
nz≈0
z = 0.40 z = 0.84 z = 1.47 z = 2.23
CALIFA 0.885 | 0.805 0.918 | 0.828 0.863 | 0.829 0.918 | 0.839
SAMI 1.006 | 0.869 1.166 | 0.763 1.096 | 0.812 1.052 | 0.789
MaNGA 1.031 | 0.856 1.037 | 0.848 1.039 | 0.851 1.037 | 0.832
NYU-VAGC 1.107 | 0.729 1.011 | 0.841 0.989 | 0.832 1.001 | 0.887
Average 1.007 | 0.815 1.033 | 0.820 0.997 | 0.831 1.002 | 0.837
Table 2. Ratio of the median values, re and n, for each simulated redshift to the observed values at z≈0. This dimensionless value
quantifies the over/under estimation of each parameter as a function of the simulated redshift. The average values derived from the 4
samples are used for correction.
MNRAS 000, 1–17 (2016)
Structural and size evolution of Hα-selected SFGs 9
re[kpc] n
Sample median mean mode median mean mode
CALIFA 8.94+11.13−4.60 14.30 ± 1.83 7.08 1.93+2.34−0.85 2.57 ± 0.19 1.53
SAMI 5.18+5.54−2.51 8.40 ± 0.62 4.65 1.41+1.89−0.67 2.05 ± 0.09 1.06
MaNGA 4.79+3.94−2.24 7.34 ± 0.30 4.03 1.27+1.83−0.56 1.88 ± 0.05 0.95
NYU-VAGC 4.23+3.30−1.50 5.72 ± 0.34 4.05 1.11+1.07−0.45 1.51 ± 0.07 0.89
z = 0.40 3.98+2.34−1.30 5.88 ± 1.49 3.67 1.04+0.49−0.47 1.29 ± 0.23 0.69
z = 0.84 3.72+2.45−1.87 4.77 ± 0.35 3.50 1.05+1.49−0.55 1.55 ± 0.08 0.64
z = 1.47 2.79+2.89−1.55 3.78 ± 0.25 2.26 1.16+1.62−0.72 1.58 ± 0.11 0.91
z = 2.23 2.17+2.35−1.11 2.89 ± 0.16 1.47 1.15+1.92−0.76 1.73 ± 0.10 0.58
Table 3. Median, mean and modal values for the effective radius (re) and Se´rsic index (n) for all samples described in Section 2. The
errors on the median denote the 16th (lower bound) and 84th (upper bound) percentiles of the variables distribution.
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Figure 8. Structural evolution of SFGs as parameterized by Se´r-
sic profiles. Top: the evolution of galaxies’ median (observed) ef-
fective radius as a function of the median redshift. Bottom: same
as top but for the galaxies’ median Se´rsic index. The colored
points show the values (after dimming correction for HiZELS)
derived from this study. The triangles show reported values from
Stott et al. (2013); van der Wel et al. (2014); Morishita et al.
(2014); Shibuya et al. (2015). The points from Stott et al. (2013)
have been horizontally offset for viewing purposes. The solid line
shows the fit to equation 3 after dimming correction.
Variable Correction All samples High-z only
αre
w/o dimm. −0.74 ± 0.20 −0.71 ± 0.11
w/ dimm. −0.75 ± 0.20 −0.70 ± 0.09
αn
w/o dimm. −0.25 ± 0.21 0.15 ± 0.04
w/ dimm. −0.07 ± 0.19 0.12 ± 0.04
Table 4. Median values of αX after fitting through all samples
and for fitting only the HiZELS high-z sample.
Sample αM?
CALIFA 0.05 ± 0.17
SAMI 0.37 ± 0.07
MaNGA 0.44 ± 0.05
NYU-VAGC 0.32 ± 0.09
z = 0.40 0.15 ± 0.36
z = 0.84 0.11 ± 0.11
z = 1.47 −0.03 ± 0.14
z = 2.23 0.05 ± 0.11
Table 5. Slope of the stellar mass-size relation for all the samples
described in Section 2.
slightly different solutions if we look only at the higher
redshift samples (decreasing Se´rsic index with time, αn ≈
0.15 ± 0.04) or include all the samples in the fit (increas-
ing Se´rsic index with time, αn ≈ −0.25 ± 0.21). However, we
note that the slopes are very shallow and point to almost
no evolution. These two slightly contrasting scenarios are
appeased when we include the impact of dimming in the de-
rived value of n derived in Table 2. With that correction we
obtain αn ≈ −0.07 ± 0.19 for all samples and αn ≈ 0.12 ± 0.04
when only considering the HiZELS samples. Considering the
full range in redshifts, our derived evolution encompasses the
value α = 0 within the 1σ error. This supports a scenario
where SFGs maintain their surface brightness distribution
close to pure exponential disks at all times.
5.4 The size-mass relation across cosmic time
The other aspect to retain from the morphological analysis
is the relation of the structural parameters with the stellar
mass, which is displayed in figures 9 and 10. There, we show
the median values in bins of stellar mass and their dispersion
on the stellar mass-size relation alongside with the individual
measurements for all galaxies. In order to parameterize this
relation we use the functional form
re ∝ MαM?? (4)
which is over plotted as a red solid line in those figures. The
slopes of this relation are summarized in Table 5.
To fit the stellar mass-size relation we perform a Monte
Carlo Markov Chain simulation (using the emcee package,
Foreman-Mackey et al. 2013) where all individual galaxies
are considered for the fit. The first guess is computed from
a simple fit to the binned points. We use a total of 50 chains
with initial guesses randomly deviated from the simple fit.
Each chain then runs for 2000 steps and we exclude the first
500 steps for each chain to erase the influence of the initial
first guesses. The reported errors on the slope are the width
of the posterior distribution.
We show that for the local samples, apart from CAL-
IFA, there is a more evident correlation of sizes with stellar
masses as that measured from the HiZELS samples. Again,
for the CALIFA sample, the marked difference against the
other local Universe samples is related to the size constraint
imposed for the parent selection of CALIFA. This results
in a flatter stellar mass-size relation as galaxies were cho-
sen to have similar sizes within the sample and stresses the
MNRAS 000, 1–17 (2016)
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Figure 9. The stellar mass-size relation for the local Universe
samples described in Section 2. Each gray pentagon represents
an individual galaxy, the large black diamonds are the median
values in a stellar mass bin of width indicated by the horizontal
error bar. The vertical error bar denotes the error on the median.
The red solid line shows the best fit of equation 4 to the data
(see also Table 5). We include the fits from Shen et al. (2003) as
a solid dashed line. We note that the reason for the differences
between our fits and those by Shen et al. (2003) is mainly due to
the use of different size estimator. We use the major axis effective
radius and they use the ciruclarized effective radius. When using
the latter in our data we find a better agreement. See Sect. 6 for
more details.
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Figure 10. The stellar mass-size relation for 4 redshifts probed
by HiZELS. Each gray pentagon represents an individual galaxy,
the large black diamonds are the median values in a stellar mass
bin of width indicated by the horizontal error bar. The vertical
error bar denotes the error on the median. The red solid line
shows the best fit of equation 4 to the data (see also Table 5). We
include the fits from van der Wel et al. (2014) as a solid dashed
line (from top to bottom, the redshift bins from that paper are:
0.0 < z < 0.5, 0.5 < z < 1.0, 1.0 < z < 1.5, 2 < z < 2.5).
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Figure 11. The value of the slope of the stellar mass-size relation
as a function of the median redshift of each sample. Larger full
colored symbols are for the samples studied in this paper. The
semi-transparent triangles are from other reports from the liter-
ature: Shen et al. (2003); Guo et al. (2009); van der Wel et al.
(2014); Morishita et al. (2014). Shen et al. (2003) symbols corre-
spond to the low (0.14 at < 1010.6M) and high (0.39 at > 1010.6M)
stellar mass end. Values from Stott et al. (2013) are shown as red
pentagons and a horizontally shift was applied for viewing pur-
poses
. The solid line shows the best fit through our data points of
αM? = A log10(1 + z) + B, with A = 0.8 ± 0.2 and B = 0.40 ± 0.05.
importance of sample selection whenever we study a galaxy
population. Due to this selection effect, we disregard the
CALIFA sample when establishing comparisons between lo-
cal and high-redshift morphologies. Nonetheless, despite the
apparent inversion of the relation for z = 1.47, we observe
that on average the most massive galaxies are larger than
their lower mass counterparts.
We compare our best fit relations with those found in
the literature for SFGs and find that in the local Universe
the CALIFA sample is the one that deviates the most from
what is found in SDSS by Shen et al. (2003) and Guo et al.
(2009). This deviation from CALIFA is expected since it
is a size-selected sample and thus a flatter correlation with
stellar mass is unsurprising. As we move towards higher red-
shifts, we observe that the HiZELS sample changes its slope
to shallower values. This is in contrast with the apparent
constancy in the stellar mass-size relation slopes found by
van der Wel et al. (2014) and Morishita et al. (2014). We
note that their selection of SFGs is based on a color-color
diagram, and not on Hα. On top of that, we measure our
relation on bluer wavelengths than those studies which are
based on rest-frame optical data on smaller areas of the sky.
We go further in the investigation of the evolution of
this stellar mass-size relation across cosmic time and plot
the values of the slope as a function of redshift in Figure 11.
Again, if one excludes CALIFA sample (due to its selection
bias), the relation is becoming steeper as we move towards
the local Universe. We note also that the steepening appears
to occur mostly between z = 0.4 and z ≈ 0 as when we
look only at the HiZELS samples the rate of change on the
value of αM? is smaller. We have attempted to improve the
robustness of our fits by relaxing the Hα luminosity cut and
down to 0.01L∗Hα for z = 0.4. We have 95 galaxies in this
scenario and derive a slope of αM = 0.17 ± 0.26, consistent
with what we have but with a slightly smaller error.
By using the fits derived in equation 4 it is possible to
derive the effective radius at a given stellar mass for all the
samples we are studying in this paper. We have computed
the sizes of galaxies at log10 M?/M = 10, 10.5 and find that
they follow a similar trend as displayed in Figure 8 and Ta-
ble 3. The evolution one would derive from this quantity
is similar to that of using the median sizes for the galaxy
population. Additionally one can see that the more mas-
sive galaxies tend to grow faster with cosmic time as the
differences between consecutive redshift slices is larger at
log10 M?/M = 10.5 than at log10 M?/M = 10.
5.5 Impact of cosmological dimming on the
stellar-mass-size relation
We attempt to quantify the impact that dimming may have
on the derived stellar mass-size relations by exploring the
dependence of the fractional error on the effective radius on
the stellar mass of the input galaxy. In Figure B5 we see
that there is no strong correlation between the two quanti-
ties. However, we do find that galaxies at the highest masses
(log10(M?/M) & 10.5) are more likely to have their sizes un-
derestimated at a level of . 20%. We do not find any depen-
dence on the effect of dimming with simulated redshift slice.
These two results imply that it is unlikely that the shallow
slopes that we observe for our stellar mass-size relations are
caused by the cosmological dimming.
Thus, we believe that the differences we observe are due
to our selection based on Hα and to the weaker correlation
between rest-frame UV light and stellar mass which is mea-
sured mostly from rest-frame NIR.
6 DISCUSSION
In order to infer the true evolution of galaxies we need to ac-
count for any observational bias that may affect our observed
results. Regarding morphology, and its evolution with red-
shift, the strongest bias could come from cosmological sur-
face brightness dimming. The impact of this dimming was
already extensively explored out to z ∼ 1 − 2.5 by Barden
et al. (2008) (see also Trujillo et al. 2007; Franx et al. 2008;
Weinzirl et al. 2011; Mosleh et al. 2013), where they find
that to have little impact on GALFIT based measurements
in this redshift range. Nevertheless due to the strong depen-
dence of dimming on redshift and the luminosity evolution
of galaxies with redshift, any evolutionary trend must be
taken with care. For instance, Ichikawa et al. (2012) found
a small evolution on galaxy sizes in optical rest-frame, but
consistent with the expected effect from cosmological dim-
ming. We show in Section 5 that indeed the cosmological
dimming has a small impact on the derived sizes and it is
more important on the derived Se´rsic indices.
As for the local samples we find galaxies that are 2-
3 times larger, depending on the local sample we consider,
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when compared to other studies based on late-type galax-
ies in SDSS. For example, Shen et al. (2003) find values of
the half-light Petrosian radius r50 ∼ 2.5 (3.2) kpc at stel-
lar masses of log10(M?/M) = 10 (10.5). Guo et al. (2009)
study central galaxies in SDSS, and find that late-type
galaxies have
√
b/are ∼ 2.45 (4.78) kpc at stellar masses of
log10(M?/M) = 10 (10.5).
The differences that we find in the typical sizes of galax-
ies are a reflection of differences in the overall stellar mass-
size relation. Shen et al. (2003) fitted a double power law
and finds slopes of αM? = 0.14 for log10(M?/M) < 10.6 and
αM? = 0.39 for log10(M?/M) > 10.6. Note that we use the
major axis effective radius in all our plots to be comparable
to those reported by the literature at high-redshift, namely
the values from Stott et al. (2013). However, the values re-
ported by Shen et al. (2003) refer to the circularized effec-
tive radius. When using this size estimate we get a much
better agreement between our results and those reported by
Shen et al. (2003), especially on the control NYU-VAGC
sample. We do, however, still find a bias that IFU samples
have slightly larger galaxies at high masses. This small bias
may be perceived as an attempt to maximize the covering
factor of IFU instruments. We computed the absolute dif-
ference between between our best fit model and the quoted
best fit by Shen et al. (2003) in the stellar mass interval
9 < log(M?/M) < 11.5 we find that difference to be a factor
of 2-3 smaller when using the circularized effective radius.
Guo et al. (2009) finds a steeper slope of the stellar
mass-size relation with αM? = 0.47 ± 0.03, which is slightly
higher but statistically compatible with our observed slopes
for the local samples. We note that our SFGs are lying in
between the slopes that are found but have larger sizes at
the same stellar masses. However, we stress that the selec-
tion of late-type galaxies in SDSS is different than what
we have applied (see Section 2). They are based in either
visual inspection (Guo et al. 2009) and structural separa-
tion (using the concentration c < 2.86 and n < 2.5, Shen
et al. 2003). We also exclude low mass galaxies from the fit
(log(M?/M) < 9), which influence the stellar mass-size rela-
tion by Shen et al. (2003). We are also missing very massive
galaxies (log(M?/M) & 11), which could influence our slopes
to shallower values if they populate a lower size than what is
predicted from our fits. We note however that we agree with
the results from the literature at a ∼ 2σ level and that our
shallower slopes could be driven by our smaller sample size
or that we are measuring sizes in the blue-NUV rest-frame
region.
As for the size evolution our derived trends are con-
sistent with the slopes found by van der Wel et al. (2014),
αre = −0.75 and slightly steeper than what was found by
Morishita et al. (2014), αre = −0.57. Both these studies tar-
get SFGs selected from the UVJ diagram (Williams et al.
2009) at redshifts z < 3.0. They also focus on the stellar
mass-size relation and find a consistent slope of αM? = 0.22
(van der Wel et al. 2014) and αM? ∼ 0.2 (Morishita et al.
2014) at all redshifts. This slopes are within the errors of
the slope found at z < 0.84, but we find consistently shal-
lower slopes at higher redshifts and a possible hint of evolu-
tion with increasingly shallow slopes as we move to higher
redshifts.
These shallow slopes are more consistent with those de-
rived by Stott et al. (2013), using the same HiZELS sam-
ple but measuring sizes in rest-frame ground-based opti-
cal images. They do not find any evolution at the same
redshifts and find remarkably constant sizes with re(M? =
1010M) ∼ 3.6 kpc in the same redshifts we probe here. The
small change in sizes found by Stott et al. (2013) may seem
contradictory to the evolution we find which is mostly an-
chored on the larger difference in sizes observed at z = 2.23.
We believe that the different findings may be caused by a
different sample selection but more importantly by the dif-
ferent resolution and rest-frame bands that we use. Stott
et al. (2013) use of K band imaging data (covers the region
6800 − 15700A˚ rest-frame) and can be less prone to a mor-
phological k-correction than the use of F814W which covers
the region 2500 − 5800A˚ rest-frame). This is especially true
for galaxies with a strong Dn4000A˚ break and for galaxies
with spatially disparate young and old stellar populations.
However, for strong SFGs, the break is expected to be small
(e.g. Figure 2 of Li et al. 2015 and references therein). Ad-
ditionally, it has been shown that for galaxies with domi-
nant star-forming population the morphological k-correction
is small (e.g. Conselice et al. 2000; Windhorst et al. 2002;
Taylor-Mager et al. 2007). Nonetheless, it is possible that
we are seeing a different path of evolution for the young
star-forming regions when compared to the older underlying
stellar population. This points to a scenario where star for-
mation happens from inside-out and we are witnessing the
star formation activity extending to the outer regions of the
galactic disk (see e.g. Hagen et al. 2016).
van der Wel et al. (2014) finds that late-type galax-
ies are smaller at longer wavelengths and that this trend is
stronger for the most massive galaxies. This trend is weaker
as we move towards higher redshifts. When applied to the
HiZELS sample, where the provided corrections can be ap-
plied, these two effects combined could contribute to shal-
lower stellar mass-size relation slopes as the most-massive,
lower redshift galaxies would be the ones with the largest
decrease in size. However, we already find shallower slopes
than those reported by other studies and these effects would
only contribute to a more consistent, no-evolution scenario,
of the slope of the stellar mass-size relation which would
then be consistent with what is found by Stott et al. (2013).
We can also compare our results to other typical selec-
tions of high-redshift galaxies, namely those based on the
Lyman Break Galaxies (LBGs, Steidel et al. 1996). For ex-
ample, (Ferguson et al. 2004; Mosleh et al. 2011; Shibuya
et al. 2015) find stronger evolution of these populations with
slopes αre < −1. Mosleh et al. (2011) also finds steeper slopes
for galaxies with UV bright selections. This hints at the
fact that despite tracing part of a star-forming population,
the LBG selection misses the global picture of star-forming
galaxies that should be the dominant population at high
redshifts.
There are also studies using galaxies selected by their
photometric redshift (e.g Trujillo et al. 2006, 2007; Buitrago
et al. 2008; Franx et al. 2008) and they find a global size evo-
lution scaling with αre = −0.40, −0.82,∼ −0.59 at 0 < z . 3,
respectively, and also a stronger size evolution going from
low to high mass galaxies. However, they have not specifi-
cally targeted the star-forming population at these redshifts.
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7 CONCLUSIONS
We present the morphological characterization of SFGs se-
lected through their Hα luminosity and we compare their
evolution across the last 11 Gyrs of the Universe (z < 2.23).
We compare the correlation of the structural parameters
with the stellar mass and derive evolutionary trends for
galaxy sizes (parameterized as the effective radius) and Se´r-
sic indices including the effect of cosmological dimming in
the analysis. Our main results are:
• Cosmological surface brightness dimming (when using
GALFIT) has a negligible impact (. 10%) on the derived ef-
fective radius for all galaxies with re < 10 kpc. We show that
it impacts the derivation of the Se´rsic index, where we find a
systematic underestimation of ∼ 20% at the higher redshifts
in the artificially redshifted samples compared to the ones
observed at z ≈ 0. This underestimation does not change
the fact that the observed galaxies have surface brightness
profiles similar to exponential disks.
• Effective radii of SFGs show moderate evolution (αre ≈
0.7 ± 0.2) from z = 2.23 down to z ≈ 0. They have a range of
galaxy sizes that grow from ∼ 2 kpc at z = 2.23 up to 4 − 9
kpc at z ≈ 0.
• We find that SFGs have typically disk-like profiles with
a median value of n ∼ 1.2. Their Se´rsic indices show negligible
evolution (αn is consistent with 0) across the same period
with a median value of 1 < n < 1.5, close to exponential disk
profiles.
• The stellar mass-size relation becomes steeper as we
move towards lower redshifts. This hints at a stronger size
evolution of the most massive SFGs when compared to the
lower mass counterparts.
We use 4 different samples in the local Universe, 3 of
them based on ongoing IFU surveys and one selected from
SDSS as a control sample, to compare local to high red-
shift morphologies. Due to its diameter selected sample, the
SFGs in the CALIFA survey are the most biased against
a dynamic range in galaxy sizes. This limits the interpreta-
tions of the results if it is to be used as a local counterpart to
the high-redshift samples being gathered with near-infrared
IFU instruments. As for the SAMI and MaNGA samples,
they seem to provide a representative morphological range
of the local Universe, when compared to our NYU-VAGC
control sample and, therefore, are more suitable for such
comparisons.
Our results reveal that cosmological dimming plays a
negligible role in the derivation of evolutionary trends on
galaxy morphology for SFGs (and when using GALFIT).
We show that SFGs grow in size, as seen from blue to UV
rest-frame regions, by a factor of 2-3 since z ∼ 2.23 while their
profile shapes remain the same (close to exponential disks).
Interestingly, this growth is not observed in the same sam-
ple as seen from red-NIR regions (Stott et al. 2013) and the
observed differences are not due to sampling issues. This can
also be linked to a scenario of inside-out star-formation as
seen by Nelson et al. (2015). Although selection effects may
play a role, it is possible that we are witnessing two distinct
evolution paths for active star-forming regions and the un-
derlying older stellar population across these redshifts. Al-
ternatively, investigating new non-parametric size measure-
ments, which fully account for cosmological surface bright-
ness dimming (Ribeiro et al. 2016), might provide new hints
at size evolution trends. Moreover, our results put into per-
spective the galaxy morphologies of ongoing local IFU sur-
veys and serve as a reference for future comparisons of local
and high redshift IFU galaxy surveys.
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APPENDIX A: FAILURE RATE OF
CONVERGENCE OF GALFIT
We summarize in figures A1 and A2 the impact of the GAL-
FIT failures to converge on the final stellar mass and Hα lu-
minosities distributions, respectively. It is evident that there
is no bin in either in stellar mass or Hα luminosity that is
preferentially affected by a large failure rate when compared
to other bins. This means that excluding galaxies for which
GALFIT failed to converge from our final samples, from
which we derive median structural parameters, does not in-
troduce any additional bias in both stellar masses or Hα
luminosities.
APPENDIX B: FURTHER REMARKS ON THE
IMPACT OF COSMOLOGICAL DIMMING
We show in Figure B1 the impact of the artificial redshift on
the derived total magnitude of each galaxy. We compare ab-
solute magnitudes and not the direct result from GALFIT,
the apparent magnitudes, because it is the only way to com-
pare magnitudes across different redshifts. We note that for
comparison of the two quantities we correct the output abso-
lute magnitude for the luminosity evolution that we impose
for each redshift following the fit by Sobral et al. (2013a). We
show that the impact is close to zero (< 1%), which makes
it the more stable parameter against cosmological dimming.
10
20
30
40
N
ga
l
CALIFA
2. 5
5. 0
7. 5
10. 0
z=0: 400
30
60
90
120
N
ga
l
SAMI
20
40
60
80
z=0: 840
100
200
300
400
N
ga
l
MaNGA
15
30
45
60
z=1: 470
9. 6 10. 4 11. 2
30
60
90
120
N
ga
l
NYU-VAGC
9. 6 10. 4 11. 2
30
60
90
120
z=2: 230
log10(M⋆ =M¯ )
Figure A1. The distribution of galaxies for which GALFIT con-
verged (as diagonally hatched histogram) compared to the total
sample (solid black line) that was analyzed as a function of their
stellar mass.
As for the axis ratio of galaxies (Figure B2) we recover, on
average, the observed value at z ≈ 0, within an error of . 5%.
We observe a slight trend of overestimation of the axis ratio
at smaller (b/a)z≈0 and underestimation of the axis ratio at
higher (b/a)z≈0.
We investigate further the impact of cosmological dim-
ming by comparing our fractional errors on the effective ra-
dius and Se´rsic index to the input galaxy magnitude. In Fig-
ure B3 we show that the brightest local galaxies are the ones
most likely to have their sizes underestimated. The largest
galaxies are the ones for which our sizes are not being re-
covered accurately as shown in Figure 4 and they are also
more likely to be the brightest galaxies in our sample which
helps to explain partly our results. The size overestimation
that we observe on the faint end is possibly explained due to
the likelihood of local galaxies having a bulge+disk structure
which can prevent a single Se´rsic profile to estimate the total
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Figure A2. The distribution of galaxies for which GALFIT con-
verged (as diagonally hatched histogram) compared to the total
sample (solid black line) that was analyzed as a function of their
Hα luminosity.
extent of the galaxy. As we move the galaxy to higher red-
shifts the substructures tend to no-longer be resolved by the
instrument PSF and GALFIT can more successfully mea-
sure sizes for the entire galaxy, hence estimating a larger
size than the one measured at low redshift for the same
galaxy. On the other hand, if the bulge-to-total light ratio is
large, it may imply that we completely loose the disk com-
ponent of the galaxy and end up underestimating the size
of the galaxy. This latter effect is expected to happen on
the brighter galaxies since those are the ones we expected
to have more likely experienced at least one major merger
which induces the formation of a prominent central bulge.
Since both effective parameters are linked through the
same equation, we expect that a failure to reproduce the
original effective radius leads in turn to a large error on
the Se´rsic index of the corresponding profile. And since the
Se´rsic index is the most unstable parameter of the profile we
are likely witnessing in Figure B4 a simple consequence of
the results shown before for the effective radius.
We have further separated the sample in two axis ratio
bins (below and above b/a = 0.5) and re-did Figures B4 and
B4. The results we find in these case are qualitatively the
same and so we conclude that the axis ratio as no major
impact on our ability to recover sizes and Se´rsic indexes.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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Figure B3. The fraction difference between the recovered and input effective radius, (re,z − re,z≈0)/re,z≈0, for each of the local subsamples
and each redshift (one per column) as a function of input magnitude. Each symbol represent the median values in bins (with a minimum
of 10 galaxies) of width of the horizontal error bar. The vertical error bar shows the error on the median value σ/
√
Ngal,bin. The black
dashed line pinpoints the accurate recovery. Small horizontal offsets were applied to improve the readability of the plot.
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Figure B4. The fraction difference between the recovered and input Se´rsic index, (nz − nz≈0)/nz≈0, for each of the local subsamples and
each redshift (one per column) as a function of input magnitude. Each symbol represent the median values in bins (with a minimum
of 10 galaxies) of width of the horizontal error bar. The vertical error bar shows the error on the median value σ/
√
Ngal,bin. The black
dashed line pinpoints the accurate recovery. Small horizontal offsets were applied to improve the readability of the plot.
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Figure B5. The fraction difference between the recovered and input effective radius, (re,z − re,z≈0)/re,z≈0, for each of the local subsamples
and each redshift (one per column) as a function of input stellar mass. Each symbol represent the median values in bins (with a minimum
of 10 galaxies) of width of the horizontal error bar. The vertical error bar shows the error on the median value. The black dashed
line pinpoints a fractional difference of 0, i.e., when the recovered effective radius is the same as input. We do not observe a strong
trend of fractional error deviation as a function of stellar mass. Nonetheless, the most massive galaxies are expected to have their sizes
underestimated at a level of . 20%. Small horizontal offsets were applied to improve the readability of the plot. On the z = 0.40 panel
there is one point from the SAMI survey at (re,z − re,z≈0)/re,z≈0 ∼ 40% for log10(M?/M) ∼ 9.75 that was excluded for visualization purposes.
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