Abstract. For the problem ρ t +(ρu)x=0, (ρu) t +(ρu 2 +p(ρ))x=0, (ρ, u) t=0, x<0 = (ρ − , u − ), (ρ, u) t=0, x>0 = (ρ + , u + ) one shows the existence and uniqueness of a solution obtainable as a limit as ε tends to zero of the bounded self-similar solutions of the regularized problem with additional viscosity term εtuxx, ε > 0, in the second equation. The structure of the solutions is described in detail, in particular, when they contain vacuum states.
Introduction
Consider the problem ρ t + (ρu) x = 0, (ρu) t + (ρu 2 + p(ρ)) x = εtu xx (1) with initial condition ρ(0, x) = ρ + , x > 0, ρ − , x < 0, u(0, x) = u + , x > 0,
where ρ + , ρ − ∈ R + and u + , u − ∈ R. We are interested in bounded self-similar (that is, depending only on the variable x/t) solutions of the problem (1), (2) and their convergence as ε ↓ 0.
Within the framework of isentropic gas dynamics in Eulerian coordinates solutions (ρ, u) : (t, x) ∈ R + × R → (ρ(t, x), u(t, x)) ∈ R + × R correspond to the gas density and velocity, p is the pressure of the gas, and ε > 0 is the viscosity coefficient. In what follows we assume that ρ ± > 0 and p( · ) is a continuous strictly increasing function on R + normalized by the condition p(0) = 0. Solutions of the problem (1), (2) may contain points with density ρ equal to 0; in this case we shall say that the solution 'contains a vacuum'.
Recently, the problem (1), (2) has been treated in [1] on the basis of ideas of [2] (see also [3] ). Under additional assumptions prohibiting the vacuum in solutions, the solubility of the problem (1), (2) was proved. An estimate of the variation of solutions uniform in ε > 0 was obtained and the wave-fan structure of the limit functions as ε ↓ 0 was described.
In the present paper, for a broad class of functions p( · ) we give a description of solutions of (1), (2) in which a vacuum is allowed.
In § 3 we consider the system ρ t + (ρu) x = 0, (ρu) t + (ρu 2 + p(ρ)) x = 0 (3) and using the hulls of p( · ) defined below (see Definition 1) we give a formula for the unique solution of the Riemann problem (3), (2) , which can be obtained as a limit of bounded self-similar solutions of (1), (2) with ε = ε n for a sequence ε n ↓ 0. The approach through self-similar viscosity limits was used in [4] - [10] in the context of the admissibility of weak solutions of the Riemann problem for hyperbolic systems of conservation laws. Following [11] we call the corresponding admissibility criterion the wave-fan criterion. It has been successfully tested on various special systems and viscous regularizations; see [12] , [3] for a survey of results. In particular, an analysis of the problem (3), (2) regularized with self-similar viscosity εt ρ ρu is carried out in [13] , covering also cases when a vacuum is allowed. Special attention to the formation of vacuum in this problem is paid in [14] . In [3] the existence of an admissible solution in the sense of the wave-fan criterion was proved for a large class of strictly hyperbolic systems with sufficiently close Riemann data with the use of the identity viscosity matrix.
The main result of this paper (Theorem 2) is as follows: in the case of the viscosity matrix 0 0 0 1 and under the additional assumption p(ρ) → +∞ as ρ → +∞.
the Riemann problem for the non-strictly hyperbolic system (3) has a unique admissible weak solution in the sense of the wave-fan criterion (Definition 3). We describe the structure of this solution in § 3. Let us introduce the notation and definitions used in what follows. For points a, b ∈ {−∞} ∪ R ∪ {+∞} we denote the interval (min{a, b}, max{a, b}) by I(a, b) and its closure by I(a, b).
A function F ( · ) on an interval I ⊂ R is called the convex (respectively, concave) hull of a function f( · ) on I if it is the greatest convex function F f on I (respectively, the smallest concave function F f on I).
We consider the transformation
and denote by T −1 the transformation inverse to T . In the gas dynamics model T corresponds to the transition from the Eulerian to the Lagrangian representation. The problem in Lagrangian coordinates equivalent to (1), (2) for solutions without a vacuum was studied in detail in [2] and [15] (results on the admissibility of solutions for the problem without viscosity in Lagrangian coordinates were obtained in [16] , [17] ). The present paper is essentially based on the analysis carried out in [15] . 
(ii ) the function F = T −1 P is convex on (1/a, 1/b); (7) (iii ) for each function Q( · ) satisfying (i ) and (ii ) one has P Q on [b, a]. For a = 0 we set formally 1/a = +∞ in (6) . Note that for all a, b ∈ R + there exists a unique hull P ( · ) of the function p( · ) on I(a, b). For a, b = 0 we have P = T F , where F ( · ) is the concave (respectively, convex) hull of
For a = 0 we construct P ( · ) as the decreasing limit of the functions
; the properties (6) follow easily by the monotonicity and the continuity of P ( · ). § 1. Some properties of viscous approximations
We fix ε > 0.
for all R > 0, where ρ(0, · ) and u(0, · ) are defined by (2).
We shall denote x/t by ξ and use the same notation for a self-similar function of the variables (t, x) and the corresponding function of ξ. Lemma 1. A pair (ρ, u) is a solution of (1), (2) in the sense of Definition 2 if and only if the following conditions are fulfilled:
(i) there exist continuous bounded functions ρ, u : R → R with continuous u ( · ) and
In addition, there exists a unique ξ 0 such that u(ξ 0 ) = ξ 0 .
In the case ρ(ξ 0 ) > 0 there exist ξ ± ∈ R such that ξ − ξ 0 ξ + and both ρ( · ), and u( · ) are constant on (ξ − , ξ + ) and strictly monotone on (−∞, ξ − ) and (ξ + , +∞).
In the case ρ(ξ 0 ) = 0, ξ 0 is the unique vacuum point of the solution, ξ ± = ξ 0 , and the same monotonicity properties hold.
Moreover, u (ξ) = 0 for all ξ ∈ (−∞, ξ − ) ∪ (ξ + , +∞), u (ξ 0 ) = 0 in the case ρ(ξ 0 ) > 0, and 0 u (ξ 0 ) < 1 in the case ρ(ξ 0 ) = 0. Remark 1. We see from Lemma 1 that for ε > 0 solutions of (1), (2) contain at most one vacuum point. Note that the absence of intervals with density zero for solutions of the system (1) regularized with the more conventional viscosity term εu xx in the second equation has been proved in [18] for solutions of the Cauchy problem with general initial data.
Proof. The proof consists of four steps.
(I) Let (ρ, u) be a solution of (1), (2) . Then (ρ, u)(t, x) = (ρ, u)(x/t) and we have
and u ∈ C(R). Thus, ρu and (ρu)u are well defined in D (R), therefore so are ρ u and ρ u 2 , and we obtain
and
It now follows that (ξ − u)ρ = ξ 0 ρ(ζ) dζ + const ∈ C(R). Consequently, we have
(II) Consider now the function ξ → ξ − u(ξ). It is continuous and approaches ±∞ as ξ → ±∞. Hence there exist finite quantities η − := min{ξ : u(ξ) = ξ} and η + := max{ξ : u(ξ) = ξ}. One has ξ − u(ξ) < 0 on (−∞, η − ) and ξ − u(ξ) > 0 on (η + , +∞). By (13) , ρ ∈ L ∞ loc on each of these intervals. It follows that ρ is continuous on these intervals; so are also u by (15) and ρ by (13) .
We now claim that ρ and u are monotone on (−∞, η − ) and (η + , +∞). We set ξ + := sup{ξ η + : ρ| (η+,ξ] ≡ const}. We show first that u is strictly monotone on (ξ + , +∞). Indeed, assume the contrary. Then there exist c ∈ (ξ + , +∞) and δ, 0 < δ < c−ξ + , such that u (c) = 0 and u = 0 on (c−δ, c). For definiteness, assume that u > 0 on (c − δ, c). Then we see from (13) 
Hence by (13) and (14) we obtain
where O( · ) is a bounded function. As n → ∞, we obtain ε 0, which is a contradiction. We conclude that u is strictly monotone on (ξ + , +∞); by (13) and the definition of ξ + , ρ is strictly monotone on (ξ + , +∞). In a similar way there exists ξ − η − such that u and ρ are strictly monotone on (−∞, ξ − ) and ρ ≡ const on [ξ − , η − ). We have ρ ≡ const on (η + , ξ + ] and [ξ − , η − ); by (14) , u is constant on either of these intervals. Taking into account the continuity of u at ξ ± we conclude that u is monotone on (−∞, η − ) and (η + , +∞).
(III) We now investigate the behaviour of ρ and u on the interval [η − , η + ]. Note first that there exist finite limits ρ(η ± ±0); by (15) there exist finite limits u (η ± ±0). Note also that u (η + + 0) = 0 in the case of ρ(η + + 0) > 0 and 0 u (η + + 0) < 1 if ρ(η + + 0) = 0. The same relation exists between u (η − − 0) and ρ(η − − 0). Indeed, assume that ρ(η + + 0) > 0. By (13) we obtain
The integral on the left-hand side converges, therefore the limit u (η + 0) must be zero. Further, let ρ(η + + 0) = 0. Then ρ is non-decreasing on (η + , +∞), therefore u (η + + 0) 0 by (13) . On the other hand, the definition of η + immediately shows that u (η + + 0) 1. Assume that u (η + + 0) = 1. From (14) and (13) we obtain
for all ξ ∈ (η + , +∞). Since ρu is continuous on this interval and approaches zero as ξ ↓ η + , there exists δ > 0 such that
This contradicts the definition of η + . Thus, finally, 0 u (η + + 0) < 1. The proof for η − − 0 in place of η + + 0 is similar.
We now analyse separately three cases: (a) η − = η + =: ξ 0 and one of the limits ρ(ξ 0 ± 0) is non-zero. Then these two limits are equal. For assume that ρ(ξ 0 + 0) > 0. We assume first that ρ(ξ 0 − 0) > 0; in this case u (ξ 0 ± 0) = 0, so that ρ(ξ 0 ± 0) are equal by (15) . Further, let ρ(ξ 0 − 0) = 0. In this case p(ρ(ξ 0 + 0)) − εu (ξ 0 + 0) = p(ρ(ξ 0 + 0)) > 0 and p(ρ(ξ 0 − 0)) − εu (ξ 0 − 0) = −εu (ξ 0 − 0) 0, which contradicts (15). Hence we see that both ρ and u are continuous on R and (13), (14) can be written in the form (9), (10) .
We see that in this case there exists a unique ξ 0 such that u(ξ 0 ) = ξ 0 , and we have ρ(ξ 0 ) > 0 and u (ξ 0 ) = 0. Moreover, with ξ ± defined as above we see that ρ and u are constant on [ξ − , ξ + ] and that u -and therefore also ρ -is non-zero on (−∞, ξ − ) ∪ (ξ + , +∞).
(b) η − = η + =: ξ 0 and ρ(ξ 0 ± 0) = 0. Then ρ and u are continuous on R, which yields (9), (10) . Further, ξ = ξ 0 is the unique vacuum point. Indeed, let ξ + = sup{ξ : ρ(ξ) = 0}. We have
but the integral on the left-hand side diverges.
We see that in this case there exists a unique ξ 0 such that u(ξ 0 ) = ξ 0 , and we have ρ(ξ 0 ) = 0 and 0 u (ξ 0 ) < 1; moreover, u and ρ are non-zero on R \ {ξ 0 }.
(c) η − < η + . We shall show that this case is actually impossible. Indeed, from equality (13) (14); taking into account the equality u(η ± ) = η ± we see that u (η ± ∓ 0) = 1. Furthermore, 0 u (η ± ± 0) < 1 in all cases; arguing as in case (a) we arrive at a contradiction with (15) .
We conclude that ρ( · ) and u( · ) satisfy (9), (10) and have all the continuity and monotonicity properties indicated in Lemma 1. It immediately follows from the monotonicity of ρ and u that (11) holds if and only if the self-similar functions ρ( · , · ) and u( · , · ) satisfy (8) .
(IV) Conversely, (9)-(11) in combination with the continuity of ρ( · ), u( · ), u ( · ), and ( · − u( · ))ρ ( · ) show that (ρ, u)(t, x) := (ρ, u)(x/t) is a solution of (1), (2) . Indeed, (12) is straightforward. Furthermore, (9), (10) yield the monotonicity of ρ( · ) and u( · ) at infinity. Thus, (8) also holds.
Using the results of Lemma 1 we set ρ 0 := ρ(ξ 0 ) and k := u (ξ 0 ); let σ := ρ 0 − k. Note that σ ∈ (−1, +∞) and
Next, we partition R into the three (possibly empty) intervals (−∞, ξ − ), (ξ − , ξ + ), and (ξ + , ∞). We invert ρ( · ) on (−∞, ξ − ) and (ξ + , +∞) and consider the functions
in what follows we shall use the same notation for the function ρ( · ) and the independent variable ρ ∈ R + . We set
for ρ ∈ I(ρ 0 , ρ ± ), where C = εu (ξ 0 ) − p(ρ 0 ). We shall use the simplified notation Π ± ( · ) for Π ε ± ( · ; σ) in the case when ε and σ are fixed; we also denote by a dot differentiation with respect to ρ. We can now write (9) in the following form:
Since 0 / ∈ I(ρ 0 , ρ ± ) and u (ξ) is shown to be non-zero on (−∞, ξ − ) and (ξ + , +∞) we conclude that Π ± ∈ C 2 (I(ρ 0 , ρ ± )) and
Further, Π ± can be extended to I(ρ 0 , ρ ± ) by continuity. By (19) and Lemma 1, Π ± ( · ) have finite limits at ρ 0 and we can set
where ρ 0 and k are defined by relation (17) . Furthermore,
Indeed, the right-hand side of (19) has finite limits as ρ(ξ) → ρ ± because in the case when ρ 0 < ρ ± the functions Π ± ( · ) are increasing and bounded above, while in the case when ρ 0 > ρ ± they are concave and bounded below. We see that u (ξ) → 0 as ξ → ±∞ since u has finite limits at ±∞. In addition, to cover the case ξ − = −∞ (that is, of ρ 0 = ρ − ) and/or ξ + = +∞ (that is, ρ 0 = ρ + ), we merely define Π − ( · ) and/or Π + ( · ) by means of (22).
Finally, (18) and (10) 
, it follows by (11) that
and the integrals on the right-hand side of (23) are finite.
We have established the following result.
Proposition 1. Let (ρ, u) be a solution of (1), (2) in the sense of Definition 2.
Then there exist σ ∈ (−1, +∞) and functions
The converse result is also true. Proposition 2. Let σ ∈ (−1, +∞) and let ρ 0 and k be as defined by (17) . Let Π ± ∈ C(I(ρ 0 , ρ ± )) ∩ C 2 (I(ρ 0 , ρ ± )) be functions satisfying (20)-(23). Then there exists a solution (ρ, u) of the problem (1), (2) in the sense of Definition 2; it is described by the formulae
where
and the ξ ± are defined by the formulae
Proof. The cases ρ 0 = ρ + and ρ 0 = ρ − are trivial; assume that ρ 0 = ρ ± . Let U ε ± and Ξ ε ± be defined by relations (26), (27) . Note that both integrals in (26) must converge as ρ → ρ 0 , ρ ∈ I(ρ 0 , ρ ± ). Indeed, if ρ 0 = 0, then both integrals are positive, and therefore finite, by (23). If, on the other hand, ρ 0 > 0 then the functionsΠ ± are bounded as ρ → ρ 0 by the monotonicity of ρ 2Π ± , which is obvious from (20). Hence U ε ± (ρ 0 ) are well defined; by (23) they are equal. Note also that the functionṡ
are continuous and non-zero on I(ρ 0 , ρ ± ), so that there exist well-defined quantities ξ ± , and the functions Ξ ε ± −1 : I(ξ ± , ±∞) → R + are also well defined in the sense of graphs. We see from (23), (26), and (27) that
Clearly, ρ, u ∈ C(R) ∩ C 1 (R \ {ξ − , ξ + }); furthermore, (24)-(27), (29), and (22) yield (11) and (19) for all ξ = ξ ± . In fact, we can show that (22) and (20) yield the relation Π ± (ρ) → +∞ as ρ → ρ ± , ρ ∈ I(ρ 0 , ρ ± ), so that the Ξ ε ± map I(ρ 0 , ρ ± ) onto (ξ + , +∞) and (−∞, ξ − ), respectively. However, even if we admit that Ξ ε ± can be bounded, equality (22) yields (19) for ξ outside the range of Ξ ε ± . Furthermore, by (29), (19) , (27), and (24), (25) for all ξ = ξ ± we obtain
hence (10) follows for ξ = ξ ± . Consider now two possible cases.
(a) ρ 0 > 0. Then u (ξ ± ± 0) = 0 by (19) and (21), while if ξ − < ξ + , then we obtain u (ξ ± ∓ 0) = 0 from (25). Thus, u ∈ C 1 (R) and by (31), ( · − u( · ))ρ ( · ) is continuous on R. It now follows that (9) and (10) hold everywhere; the property (11) is obvious.
(
By (21) and (17) it follows that ε/(p(r) − Π ± (r))
Hence the last integral diverges and lnΠ ± (ρ) → −∞ as ρ → ρ 0 , ρ ∈ I(ρ 0 , ρ ± ). We conclude from (30) that ξ − = ξ + ; from (19) and (21) we see that u (ξ ± ± 0) = k. Thus, u ( · ) and ( · − u( · ))ρ ( · ) are continuous on R again and (9)- (11) hold. By Lemma 1, (ρ, u) is a solution of (1), (2). § 2. Existence and uniqueness of viscous approximations
In § 1 we reduced the problem (1), (2) to finding σ ∈ (−1, +∞), ρ 0 , k and a pair of functions Π ± ∈ C(I(ρ 0 , ρ ± )) ∩ C 2 (I(ρ 0 , ρ ± )) satisfying (17) and (20)-(23). In this section we prove that such σ, ρ 0 , k, Π ± ( · ) (uniquely) exist if p( · ) satisfies (4) (see Proposition 3 and Lemmas 4-6). We also prove two preliminary convergence results (see Lemma 3 and Proposition 4).
We start by fixing σ ∈ [−1, +∞) and b ∈ (0, +∞). We set a := (σ) + , k := (σ) − and consider the problem of finding a function Π ∈ C(I(a, b) ) ∩ C 2 (I(a, b)) such that
Proposition 3. The problem (32) is uniquely soluble.
Let Π ε ( · ) be the solution of (32) corresponding to fixed positive ε. For the proof of these results note first that a maximum principle holds for the equation in (32). We state it in the case a < b.
(a) Assume that G(ρ, z, w) < H(ρ, ζ, w) for all ρ ∈ (a, b) such that Π(ρ) < Υ(ρ) and all z, ζ, w such that z < ζ. Then Π Υ on [a, b] whenever Π(a) Υ(a) and Π(b) Υ(b).
(b) Assume that G(ρ, z, w) coincides with H(ρ, z, w) and strictly increases in z;
The proof is standard.
Secondly, we point out the following result which will be particularly important in § 3. Let T be the transformation defined by (5); similarly to Definition 1 we set 1/a = +∞ for a = 0. 
Then the Ξ ε ± ( · ) are monotone functions defined a.e. on (a, b), so that Ξ ε ± −1 are well-defined monotone set-valued functions. Proof. Since the functions F ε = T −1 P ε are concave, they are differentiable almost everywhere. Moreover, the convergence of the P ε (ρ) to P 0 (ρ) shows that the 
This is a monotone function because d dV F ε is monotone; this yields (c). Property (d) follows from the continuity and the convergence of the F ε ( · ) at V = 1/b. Indeed, for ρ > c > 0 one has
We fix δ > 0 and integrate 
for sufficiently small ε n . Hence the left-hand side of (34) can be made arbitrarily small uniformly in ρ ∈ [c, d]. Moreover, if a > 0, then we can set c = a in the above argument and prove (d). . It is well known in basic probability theory that the convergence a.e. of a sequence of monotone functions (interpreted as random variables) implies the pointwise convergence of their inverse functions (interpreted as their distribution functions) at the continuity points of the limit. This proves (e).
The case of convex functions F ε is similar.
Proof of Proposition 3. The case a = b is trivial; for definiteness assume that a < b, which is the most complex case. The uniqueness is immediate by Lemma 2. For each a > 0 we could prove the solubility directly by penalization of the right-hand side of (32), applying Lemmas 2, 3 and following the corresponding proof in [15] . Instead, we perform the transformation
It reduces the equation in (32) to the following one: 
2 (a, b) and Π satisfies (32).
For a = 0, first, we find for each δ Finally, we note the following property of solutions of (32). Proof. We shall prove that the integral S(σ) converges (at the lower limit of integration). We set κ = 1 − (1 − k)/2 ∈ [1/2, 1). Since Π and p are continuous on (24)- (26) with u + = 0. Writing (32) in terms of ξ, ρ, and u we obtain ρ(ξ + ) = 0, ξ + − u(ξ + ) = 0, u (ξ + + 0) = 1, and
for all ξ > ξ + . As shown in part (III) of the proof of Lemma 1, these properties are incompatible.
For σ ∈ (−1, +∞) we denote by S The next step consists in finding σ such that (23) holds, that is,
which we have shown above to be a meaningful condition. We claim that for fixed ρ ± and ε equality (23) establishes a bijection between σ ∈ (−1, +∞) and u + − u − ∈ R, provided that p( · ) satisfies (4). For ρ 0 = (σ) + ∈ [0, +∞) let P ± ( · ; ρ 0 ) be the hulls of p( · ) on I(ρ 0 , ρ ± ), respectively. It will be convenient to extend Π ε ± ( · ; σ) and P ± ( · ; ρ 0 ) to continuous functions on R + by setting them constant on each component of R + \ I(ρ 0 , ρ ± ).
Lemma 5. With the above notation the following assertions hold for σ∈(−1, +∞),
(a) for all ρ ∈ R + and ε > 0 the functions σ → Π ε ± (ρ; σ) do not decrease; nor do the functions ρ 0 → P ± (ρ; ρ 0 ); (b) for all ρ ∈ R + and ε > 0 the functions σ → sign(ρ ± − ρ 0 )Π ε ± (ρ; σ) do not increase; nor do the functions ρ 0 → sign(ρ ± − ρ 0 )Ṗ ± (ρ; ρ 0 ); It is sufficient for the proof to pass to Lemma 6. For fixed ρ ± and u ± assume that (4) holds. Then
Proof. Assume that S + (σ) is bounded below by a constant −M ∈ R − . We set (4) . Hence the convexity of Φ( · ; V 0 ) means that Φ(V + /2; V 0 ) → −∞ as V 0 → 0; on the other hand,
. Thus, the family of functions {Φ( · ; V 0 )} V0∈(0,V+/2) has the following properties: Combining Propositions 1-3 and Lemmas 4-6 we deduce easily the main result of this section. Theorem 1. Let p( · ) be a continuous strictly increasing function on R + and assume that (4) holds. Then the problem (1), (2) is uniquely soluble in the sense of Definition 2 for all ρ ± > 0, u ± ∈ R, and ε > 0.
Remark 3. It is easy to see that if p( · ) fails to satisfy condition (4), then in the general case the problem (1), (2) has no bounded self-similar solution for arbitrary data ρ ± , u ± . By Lemma 6(b) the precise condition for the difference u + − u − ensuring the solubility for positive ε in some non-empty neighbourhood of 0 is as follows: In this section we study the global (with respect to the data ρ ± , u ± ) solubility of the problem (3), (2) in the class of admissible solutions in the sense of the wave-fan criterion (see [9] , [11] , [3] ).
Definition 3. Let (ρ, u) be a pair of functions such that ρ ∈ L ∞ (R + × R; R + ) and u ∈ L ∞ ({ρ > 0}; R), where {ρ > 0} := {(t, x) ∈ R + × R : ρ(t, x) > 0}, ρ being an almost everywhere defined representative of ρ. Then (ρ, u) is a wave-fan admissible solution of (3), (2) if (i) the equations ρ t + q x = 0 and q t + (e + p(ρ)) x = 0 hold in D (R + × R), where q = ρu, e = ρu 2 on the set {ρ > 0} and q = 0, e = 0 on its complement;
where ρ(0, · ) and u(0, · ) are defined in (2); (iii) in addition, there exists a sequence {ε n } n∈N ⊂ (0, +∞), ε n → 0 as n → ∞, such that ρ εn → ρ, ρ εn u εn → q, and ρ εn (u εn ) 2 → e almost everywhere on R + × R as n → ∞, where (ρ εn , u εn ) is a solution of (1), (2) in the sense of Definition 2.
Note that in accordance with (i) of Definition 3, u remains undefined within the vacuum state. While (i) and (ii) define a weak solution, (iii) is an additional selection criterion, which is more restrictive than (i) unless p( · ) degenerates on a subinterval of R + to p(ρ) = const/ρ. If there is no degeneration, one can construct infinitely many solutions that are not admissible (cf. [17] ).
In view of (iii), a wave-fan admissible solution is actually self-similar. By formulae (38)-(43) and Theorem 2 below it is unique and has the following wave-fan structure. The solution contains at most three 'main' constant states: (ρ − , u − ) at −∞; the vacuum state ρ ≡ 0 or a constant state (ρ 0 , u 0 ), ρ 0 > 0, in a neighbourhood of the unique point ξ 0 such that there exists a limit lim ξ→ξ0 u(ξ) = ξ 0 (in the case when there is no vacuum state); and (ρ + , u + ) at +∞. These states are separated by the two wave fans of the first and second families, respectively (see [19] ). Each wave fan is a sequence of shocks, rarefactions, contact discontinuities, and (if p( · ) is not smooth) constant states that are in fact degenerate rarefaction waves. There is no vacuum state in the solution unless the intermediate 'main' state is one. In that case u(ξ) − ξ → 0 as ξ enters the vacuum state from any side (see (39), (41) and (46) below). A necessary and sufficient condition for the existence of a vacuum state is as follows:
where the P ± ( · ; 0) are defined below. All these properties can be deduced from the following formulae for the wave-fan admissible solution:
ξ ± are defined by the formulae 
ρ 0 = 0 if (37) holds, and ρ 0 is the unique point in the interval (0, +∞) satisfying the relation
if (37) fails; finally, P ± ( · ; ρ 0 ) are the hulls of the graph of p( · ) on I(ρ 0 , ρ ± ), respectively (see Definition 1).
We now prove the main result of this paper.
Theorem 2. Let p( · ) be a continuous strictly increasing function satisfying (4).
Assume that ρ ± > 0 and let u ± ∈ R. Then as ε ↓ 0 the solution (ρ ε , u ε ) of the problem (1), (2) approaches (in the sense of Definition 3(iii)) the pair (ρ, u) defined by formulae (38)-(43). The pair (ρ, u) is the unique solution of the Riemann problem (3), (2) in the sense of Definition 3.
Proof. We fix ε > 0. By Theorem 1 the problem (1), (2) is uniquely soluble. Let (ρ ε , u ε ) be its solution. By Propositions 1 and 2, (ρ ε , u ε ) corresponds to some σ ε ∈ (−1, +∞) and Π ε ± ( · ; σ ε ) such that (20)- (23) and (24)- (28) hold. We consider now the set {(σ ε ) + } ⊂ R + ; it has an accumulation point ρ 0 in R + . Consider a sequence ε n ↓ 0 such that σ εn → σ 0 as n → ∞; we shall drop the subscript n because we shall show below that σ 0 does not depend on the choice of the particular subsequence. We consider separately the three possible cases ρ 0 ∈ (0, +∞), ρ 0 = +∞, and ρ 0 = 0.
(a) ρ 0 ∈ (0, +∞). As in [15] , it follows from Proposition 4 and Lemma 5(a), (c) that
where the functions Π ε ± and P ± are extended in R + as in Lemma 5. In a similar way we extend U 
, respectively, one arrives at (43). It follows by Lemma 5 that in case (a) ρ 0 is uniquely determined by p( · ), ρ ± , and u ± .
Further, Ξ ± (ρ 1 ) ξ − U − (ρ 0 ) = U + (ρ 0 ) ξ + Ξ + (ρ 2 ) for all ρ 1 ∈ I(ρ 0 , ρ − ) and ρ 2 ∈ I(ρ 0 , ρ + ) by Lemma 3(c) and (41), (42). By a separate consideration of the cases ρ 0 > ρ + , ρ 0 = ρ + , and ρ 0 < ρ + , using Lemma 3(e) one deduces from (44), (24), and (38) that ρ ε ( · ) → ρ( · ) a.e. on (ξ − , +∞). In a similar way ρ ε ( · ) → ρ( · ) a.e. on (−∞, ξ + ), so that the convergence holds actually for almost all ξ ∈ R. Consequently, u ε ( · ) → u( · ) a.e. on R. 
Note that since case (b) is impossible and in case (a) the right-hand side of (45) must be greater than u + − u − , the accumulation point ρ 0 is unique and finite. We claim that ρ ε → ρ, ρ ε u ε → ρu, and ρ ε (u ε ) 2 → ρu 2 on the set {ξ : ρ(ξ) > 0} and that ρ ε → 0, ρ ε u ε → 0, and ρ ε (u ε ) 2 → 0 on its complement.
Assume first that we have equality in ( Assume next that we have strict inequality in (45). By (46) we obtain the inequalities Ξ − (ρ 1 ) ξ − = U − (0) < U + (0) = ξ + Ξ + (ρ 2 ) with ρ 1 and ρ 2 as above. In a similar way we establish the convergence of ρ ε and u ε to ρ and u, respectively, a.e. on (−∞, ξ − ) ∪ (ξ + , +∞). Note that the Ξ ± (ρ) are strictly monotone at ρ = 0 since the P ± ( · ; 0) are strictly increasing andṖ ± (+0; 0) = 0. Hence ρ(ξ) → 0 as ξ ↑ ξ − or ξ ↓ ξ + . For ε sufficiently small ρ ε has no points of maximum on R, so that for all δ > 0 we have max ξ∈[ξ− −δ,ξ++δ] ρ ε (ξ) = max{ρ ε (ξ − − δ), ρ ε (ξ + + δ)}. It follows that ρ ε → 0 uniformly on [ξ − , ξ + ]. In addition, the u ε are non-decreasing functions on R for sufficiently small ε, therefore they are uniformly bounded, so that ρ ε u ε → 0 and ρ ε (u ε ) 2 → 0 on [ξ − , ξ + ].
We have thus shown that (ρ, u)(·, ·) has properties (i), (iii) in Definition 3. Moreover, (ρ, u)(±∞) = (ρ ± , u ± ) by (38)-(40). Since ρ( · ) and u( · ) are both monotone on ±∞, property (ii) in Definition 3 also holds.
