Paley–Wiener theorem for the q-Bessel transform and associated q-sampling formula  by Dhaouadi, Lazhar et al.
Expo. Math. 27 (2009) 55–72
www.elsevier.de/exmath
Paley–Wiener theorem for the q-Bessel transform and
associated q-sampling formula
Lazhar Dhaouadia, Wafa Binousb, Ahmed Fitouhic,∗
aIPEB, 7021 Zarzouna, Bizerte, Tunisia
bInstitut Biotechnologie Bèja, 9000 Bèja, Tunisia
cFaculté des sciences de Tunis, 1060 Tunis, Tunisia
Received 16 November 2007; received in revised form 19 June 2008
Abstract
This paper establishes a Paley–Wiener theorem related to the q-Bessel transform and gives the
associated q-sampling formula with qn, n ∈ Z as sampling points.
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1. Introduction
In many fields, such as telecommunication, the Whittaker–Shannon–Kotel’nikov sam-
pling theorem plays a central role. It is known that sampling is the process of converting a
signal (e.g., a function of continuous time or space) into a numeric sequence (a function of
discrete time or space). This theorem asserts that every function in the cosine Paley–Wiener
space
PW−1/2a =
{
f (x) =
√
2

∫ a
0
u(t) cos(xt)dt, u ∈ Da
}
,
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can be written as
f (x) =
√
2

∑
n∈Z
f
(
a
n
) sin(ax − n)
ax − n .
HereDa is the space of even functions infinitely derivable with compact support in [−a, a].
Every element f of PW−1/2a is called a bandlimited signal and it has the following
characterization:
f is a bandlimited signal if and only if it is an entire even function, and for every positive
n there is a constant cn such that for all z ∈ C,
| f (z)| cn
1 + |z|2n e
a|I m(z)|
.
Recently, several authors [1,2,8] have produced several papers concerning this subject
in quantum calculus. For example, Abreu [1] gave a q-sampling formula related to the
q-Bessel Fourier transform using as sequence of the sampling points the zeros of the third
q-Bessel function (called Hahn–Exton q-Bessel function in some literature [11]). These
zeros are given in the following form
{q−n+n }n∈N,
where 0< n < 1, but they are not explicitly evaluated.
The aim of this paper is first to establish as in [5] the q-Paley–Wiener theorem associated
with the q-Bessel Fourier transform studied in [4,6,11], second to characterize the space
PWvq,a from the properties of the q-Bessel Fourier transform. Finally, and as an application,
we give a constructive q-sampling formula having as sampling points qn , n ∈ Z, inde-
pendent of a, in contrast to the classical case, where the sampling points {
a
n}n∈Z depend
intimately on a, which causes a phenomenon called aliasing.
We point out that the classical cosine sampling theorem can be treated in the L2-functions
case, where the cosine Paley–Wiener space is
PW−1/2a =
{
f (x) =
√
2

∫ a
0
u(t) cos(xt)dt, u ∈ L2[0, a]
}
.
A q-Bessel version of this L2-treatment was considered in [1,3]. The reader can easily see
that the q-sampling theorem presented in [3] is similar to the one obtained in the present
paper, but it was shown in the L2 case and was proved in a different way.
2. Notations and preliminaries
Throughout this paper, we consider 0< q < 1 and v > − 1. We adopt the standard
conventional notations of [7]. We put
Rq = {∓qn, n ∈ Z}, R+q = {qn, n ∈ Z}.
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and for complex a
(a; q)0 = 1, (a; q)n =
n−1∏
i=0
(1 − aqi ), n = 1, . . . ,∞.
The q-shifts are
q f (x) = f (qx) and −1q f (x) = f (q−1x).
Jackson’s q-derivative of a function f is defined for x  0 by (see [9])
Dq f (x) = f (x) − f (qx)(1 − q)x ,
and Dq f (0) = f ′(0) provided f ′(0) exists.
Jackson’s q-integrals from 0 to a and from 0 to ∞ are defined by (see [10])∫ a
0
f (x)dq x = (1 − q)a
∞∑
n=0
qn f (aqn),
∫ ∞
0
f (x)dq x = (1 − q)
∞∑
n=−∞
qn f (qn).
We define the q-Bessel operator by
q,v f (x) = 1
x2
[ f (q−1x) − (1 + q2v) f (x) + q2v f (qx)]. (1)
It is easy to show that for all n ∈ N, there exists a sequence {um(n, q)}−nmn of real
numbers such that
nq,v f (x) =
(−1)n
x2n
n∑
m=−n
um(n, q)mq f (x). (2)
In the sequel, we need the following q-function spaces:
• Lq,p,v the space of even functions f defined on Rq such that
‖ f ‖q,p,v =
[∫ ∞
0
| f (x)|px2v+1 dq x
]1/p
<∞.
• Dq and Dq,a , the spaces of even functions f defined on Rq , such that for all k ∈ N,
Dkq f is continuous at 0, which are, respectively, with compact support and with compact
support in [−a, a]. These spaces are equipped with the topology of uniform convergence
and we put
‖ f ‖q,∞ = sup
x∈Rq
| f (x)|.
The spaces Dq and Dq,a are not complete with respect to this norm.
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• Sq the space of even functions f defined onRq such that for all k ∈ N, Dkq f is continuous
at 0, and for all k, n ∈ N there exists a constant cn,k > 0, such that
|kq,v f (x)|
cn,k
1 + x2n , ∀n, k ∈ N, ∀x ∈ Rq .
These inequalities for general n and k = 0, together with the requirements for f , imply
the inequalities for general k, n.
• Cq,0 the space of even functions defined onRq tending to 0 as x → ±∞ and continuous
at 0 equipped with the topology of uniform convergence. The space Cq,0 is complete
with respect to the norm ‖.‖q,∞.
3. Elements of q-Bessel harmonic analysis
The third Jackson’s q-Bessel function of order v is defined by (see [14])
Jv(x, q) = (q
v+1; q)∞
(q; q)∞
xv11(0; qv+1; q, qx2),
and its normalized form is given by
jv(x, q) = (q; q)∞(qv+1; q)∞
x−v Jv(x, q) = 11(0; qv+1; q, qx2)
=
∞∑
n=0
(−1)n q
n(n+1)/2
(q; q)n(qv+1; q)n
x2n .
In the following we give some properties of the q-Bessel operator and the normalized
q-Bessel function.
Lemma 1. The q-Wronskian of two functions f and g is defined as follows:
Wx ( f, g) = q−1(1 − q)2[Dq f (q−1x)g(x) − f (x)Dq g(q−1x)].
Then we have
Dq [yy2v+1Wy( f, g)](x) = {q,v f (x)g(x) − f (x)q,vg(x)}x2v+1.
Note that the q-Wronskian defined here is slightly different from the q-Wronskian
introduced in [15].
Proof. Formula (1) for q,v f (x) can be rewritten as
q,v f (x) = q−1(1 − q)2x−2v−1 Dq (yy2v+1 Dq f (q−1 y))(x). (*)
The product rule for the q-derivative
Dq (uw)(x) = Dqu(x)w(x) + u(qx)Dqw(x)
leads to the result. 
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Lemma 2. If f (x) = o(1) and Dq f (x) = o(xv) as x ↓ 0 then f (x) = o(xv+1) as x ↓ 0.
Proof. In fact we have
f (x) =
∫ x
0
Dq f (t)dq t ,
then
x−v−1 f (x) = x−v−1
∫ x
0
Dq f (t)dq t = (1 − q)
∞∑
n=0
q(v+1)n[(qn x)−vDq f (qn x)].
If |x |< 1, then there exist c> 0 such that |(qn x)−vDq f (qn x)|< c for all n ∈ N. The fact
that
∞∑
n=0
q(v+1)n <∞
leads to the result. 
Proposition 1.
1. Let f, g ∈Lq,2,v such that q,v f,q,vg ∈Lq,2,v then
Wx ( f, g) = o(x−2v−1) as x ↓ 0 (3)
if and only if
〈q,v f, g〉 = 〈 f,q,vg〉,
where 〈., .〉 denote the inner product on the Hilbert spaceLq,2,v .
2. For  ∈ C, the function
x jv(x, q2)
is the unique even solution of the q-difference equation
q,v f (x) = −2 f (x), f (0) = 1.
3. For a > 0 and y, z ∈ C\{0} we have∫ a
0
jv(yt, q2) jv(zt, q2)t2v+1 dq t
= 1−q
1−q2v+2 a
2v+2 y2 jv+1(ay, q2) jv(aq−1z, q2) − z2 jv+1(az, q2) jv(aq−1 y, q2)
y2−z2 .
The formula, in the form given here, also holds if y = 0 or z = 0, but one has to exclude
y = z (although this is a removable pole).
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4.
| jv(qn, q2)| (−q
2; q2)∞(−q2v+2; q2)∞
(q2v+2; q2)∞
{
1 if n0
qn2−(2v+1)n if n < 0 .
In particular, jv(., q2) is bounded on Rq .
5. For n,m ∈ Z, we have
c2q,v
∫ ∞
0
jv(qn x, q2) jv(qm x, q2)x2v+1 dq x = q
−2n(v+1)
1 − q nm ,
where cq,v = 11 − q
(q2v+2; q2)∞
(q2; q2)∞
.
Proof. (1) In fact from Lemma 1 we obtain that∫ b
a
{q,v f (x)g(x) − f (x)q,vg(x)}x2v+1 dq x = b2v+1Wb( f, g) − a2v+1Wa( f, g).
As f, g,q,v f,q,vg ∈Lq,2,v , we have
lim
b→∞
lim
a↓0
∫ b
a
{q,v f (x)g(x) − f (x)q,vg(x)}x2v+1 dq x <∞.
On the other hand f (x) = o(x−v−1) and g(x) = o(x−v−1) as x → ∞, then we have
lim
b→∞
b2v+1Wb( f, g) = 0.
This implies that lima↓0 a2v+1Wa( f, g) exist. Hence, 〈q,v f, g〉= 〈 f,q,vg〉 if and only if
lima↓0a2v+1Wa( f, g) = 0.
(2) See [14, Theorem 4.3] and [11, (2,12)].
(3) See [12, Proposition 3.1].
(4) See [11, Proposition 2.1 and Remark 2.4].
(5) See [11, Proposition 2.6]. 
Corollary 1. The condition (3) is satisfied if we moreover require that
Dq f (x) = O(x−v) and Dq g(x) = O(x−v)
as x ↓ 0. In particular this is true if v1.
Proof. In fact if f, g ∈Lq,2,v then f (x) = o(x−v−1) and g(x) = o(x−v−1) as x ↓ 0. This
implies that Wx ( f, g) = o(x−2v−1) when Dq f (x) = O(x−v) and Dq g(x) = O(x−v).
Now we assume that v1. From q,v f ∈Lq,2,v and (∗) we obtain that
Dq (yy2v+1 Dq f (q−1 y))(x) = o(xv),
and from f ∈Lq,2,v we obtain that
x2v+1 Dq f (q−1x) = o(xv−1) = o(1)
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as x ↓ 0. Hence, from Lemma 2 we see that x2v+1 Dq f (q−1x)=o(xv+1) and then Dq f (x)=
o(x−v). Similarly, Dq g(x) = o(x−v). 
Remark 1.
• Note that if f,q,v f ∈Lq,2,v then
Dq f (t) = o(t−2v−1) ⇔ Dq f (t) = o(t−v) ⇔ Dq f (t) = O(t−v)
as t ↓ 0.
• Note that condition (3) is satisfied for 0v < 1 if we moreover require that f (t)= O(1)
and g(t) = O(1) as t ↓ 0.
• The condition (3) is satisfied for v < 1 if we moreover require that Dq f (t) = O(t) and
Dq g(t) = O(t) as t ↓ 0.
• One has to observe that Dq sends f ∈ Dq to an odd function which otherwise satisfies
the properties of Dq and that limt↓01/t Dq f (t) exists. In particular Dq f (t) = O(t) as
t ↓ 0.
• Also observe that from the definition of Dq and q,v written with a term involving D2q
and Dq , we have for f ∈ Dq that kq,v f ∈Lq,2,v .
• Let g : t jv(xt, q2), where |x |< 1. From the following formula
Dq [ jv(., q2)](t) = − q
2
(1 − q)(1 − q2v+2) t jv+1(qt, q
2),
we deduce that Dq g(t) = O(t) as t ↓ 0.
In [4,11], the q-Bessel Fourier transformFq,v (also called q-Hankel transform) is defined
onLq,1,v by
Fq,v f (x) = cq,v
∫ ∞
0
f (t) jv(xt, q2)t2v+1 dq t, x ∈ Rq .
It satisfies the following properties (see [4]).
Proposition 2. If f ∈Lq,1,v thenFq,v f ∈ Cq,0 and
‖Fq,v f ‖q,∞Bq,v‖ f ‖q,1,v ,
where
Bq,v = 11 − q
(−q2; q2)∞(−q2v+2; q2)∞
(q2; q2)∞
.
Theorem 1.
1. For f ∈Lq,1,v , we have
F2q,v f (x) = f (x), x ∈ R+q .
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2. For f ∈Lq,1,v such thatFq,v f ∈Lq,1,v , we have
‖Fq,v f ‖q,2,v = ‖ f ‖q,2,v .
The q-Bessel translation operator is defined onLq,1,v as follows (see [4]):
T vq,x f (y) = cq,v
∫ ∞
0
Fq,v( f )(t) jv(xt, q2) jv(yt, q2)t2v+1 dq t, x, y ∈ Rq .
Remark 2. The function
zT vq,z f (y),
initially defined onRq , can be extended as an analytic function onC ifFq,v f is sufficiently
decreasing at infinity. Indeed the following function
zFq,v( f )(t) jv(zt, q2) jv(yt, q2)t2v+1
is analytic on C, for all y, t ∈ Rq . On the other hand if |z|R then
|Fq,v( f )(t) jv(zt, q2) jv(yt, q2)t2v+1|‖ jv(., q2)‖q,∞|Fq,v( f )(t)| jv(i Rt, q2)t2v+1.
So, if∫ ∞
0
|Fq,v( f )(t)| jv(i Rt, q2)t2v+1 dq t <∞,
then zT vq,z f (y) is analytic for |z|< R. In particular, this phenomena holds for all R > 0,
ifFq,v( f ) is with compact support.
Proposition 3. For all z ∈ C, we have
T vq,z jv(x, q2) = jv(z, q2) jv(x, q2), ∀x,  ∈ Rq .
Proof. This is an immediate consequence of Proposition 1, part 5 and the definition of the
q-Bessel translation operator. 
Proposition 4. Given f, g ∈Lq,1,v such that
z
∫ ∞
0
T vq,z f (y)g(y)y2v+1 dq y, z
∫ ∞
0
f (y)T vq,zg(y)y2v+1 dq y
are entire functions, then for all z ∈ C∫ ∞
0
T vq,z f (y)g(y)y2v+1 dq y =
∫ ∞
0
f (y)T vq,zg(y)y2v+1 dq y.
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Proof. The equality is valid for all z ∈ Rq , in fact:∫ ∞
0
T vq,z f (y)g(y)y2v+1 dq y
=
∫ ∞
0
[
cq,v
∫ ∞
0
Fq,v( f )(t) jv(zt, q2) jv(yt, q2)t2v+1 dq t
]
g(y)y2v+1 dq y
=
∫ ∞
0
Fq,v( f )(t)
[
cq,v
∫ ∞
0
g(y) jv(yt, q2)y2v+1 dq y
]
jv(zt, q2)t2v+1 dq t
=
∫ ∞
0
Fq,v( f )(t)Fq,v(g)(t) jv(zt, q2)t2v+1 dq t
=
∫ ∞
0
f (y)T vq,zg(y)y2v+1 dq y.
We can permute the sum and integral signs because∫ ∞
0
[
cq,v
∫ ∞
0
|Fq,v( f )(t)‖ jv(zt, q2)‖ jv(yt, q2)|t2v+1 dq t
]
|g(y)|y2v+1 dq y

cq,v
|z|2(v+1) ‖Fq,v( f )‖q,∞‖g‖q,v,1‖ jv(., q
2)‖q,v,1‖ jv(., q2)‖q,∞ <∞.
So, the fact that 0 is an accumulation point of Rq ∪ {0} gives the result. 
4. q-Bessel Paley–Wiener theorem
In [5], the authors gave a q-Cosine version of the Paley–Wiener theorem and characterized
the corresponding q-Paley–Wiener space. In what follows, we prove a q-Bessel version of
the Paley–Wiener theorem, which coincides with the q-Cosine version in the case v=−1/2.
Definition 1. The q-Bessel Paley–Wiener space PWvq,a (a ∈ R+q , v >− 1) is defined by
PWvq,a =
{
f (x) =
∫ a
0
u(t) jv(xt, q2)t2v+1 dq t, u ∈ Dq,a
}
.
Every element f of PWvq,a is called a q-Bessel bandlimited signal.
Remark 3. From the inversion formula in Theorem 1, it is easy to see that
Fq,v : Dq,a → PWvq,a
is an isomorphism . On the other hand the fact that z jv(zt, q2) is analytic implies that any
function in the q-Bessel Paley–Wiener space PWvq,a is also analytic. Indeed, by Theorem 1
we see that if f ∈ Lq,1,v such thatFq,v( f ) = 0 then f = 0. As Dq,a ⊂ Lq,1,v the map
Fq,v : Dq,a → PWvq,a is injective. The fact thatFq,v is surjective is immediate.
Now, if f ∈ PWvq,a then there exists u ∈ Dq,a such that
f (z) =
∫ a
0
u(t) jv(zt, q2)t2v+1 dq t .
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For t ∈ R+q and 0< ta, the function z → u(t) jv(zt, q2)t2v+1 is analytic. Moreover,
if |z|R we get
|u(t) jv(zt, q2)t2v+1|‖u‖q,∞| jv(iaR, q2)|a2v+1.
So, z f (z) is analytic.
Example 1. From the following formula (see [13], Section 5)
Jx−v(, q2) = −v
∞∑
i=0
(q−2v, q2)i
(q2, q2)i
qi(2+x) Jx (qi , q2),
“which can be proved in a straightforward way by substitution of the defining series for
the q-Bessel functions on both sides, by interchanging summations, and by evaluating the
q-binomial series which occurs” we have for R(x)>− 1 and R(x − v)>− 1,
(1 − q)cq,x−v jx−v(, q2) = (1 − q)cq,x
∞∑
i=0
(q−2v, q2)i
(q2, q2)i
qi(2+2x) jx (qi , q2).
So, using the identity
(a, q2)i =
(a, q2)∞
(aq2i , q2)∞
,
one can write
(1 − q)cq,x−v jx−v(, q2)
= (q
−2v, q2)∞
(q2, q2)∞
(1 − q)cq,x
∞∑
i=0
(q2q2i , q2)∞
(q−2vq2i , q2)∞
qi(2+2x) jx (qi , q2)
= (q
−2v, q2)∞
(q2, q2)∞
cq,x
∫ 1
0
(q2t2, q2)∞
(q−2vt2, q2)∞
jx (t, q2)t2x+1 dq t
=Fq,vWq,v(),
where
Wq,v(t) = (q
−2v, q2)∞
(q2, q2)∞
(q2t2, q2)∞
(q−2vt2, q2)∞
	[0,1](t).
This proves that
(1 − q)cq,x−v jx−v(., q2) ∈ PWxq,1.
By the way, formula (46) in the paper [6] is the case v=−
− 12 and x=− 12 of the formula in
Example 1 of the present paper. This formula can also be written as a q-Riemann–Liouville
integral.
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Theorem 2. The q-Bessel Paley–Wiener space PWvq,a is the subspace of Sq consisting of
functions satisfying:
∀n ∈ N, ∃cn > 0, such that
∀x ∈ Rq , ∀k ∈ N, |kq,v f (x)|
cn
1 + x2n a
2k
. (4)
Proof. If f ∈ PWvq,a , then
f (x) = cq,v
∫ a
0
u(t) jv(xt, q2)t2v+1 dq t, u ∈ Dq,a ,
and for all k ∈ N,
kq,v f (x) = cq,v(−1)k
∫ a
0
u(t)t2k jv(xt, q2)t2v+1 dq t .
So, for all k, n ∈ N,
(−1)n x2nkq,v f (x) = cq,v(−1)n+k
∫ a
0
u(t)t2k[nq,v jv(xt, q2)]t2v+1 dq t
= cq,v(−1)n+k
∫ ∞
0
u(t)t2k[nq,v jv(xt, q2)]t2v+1 dq t .
For i ∈ N, the function tiq,v[u(t)t2k] is in Dq : one has to observe that q,v sends
f ∈ Dq to an even function which is in Dq . Indeed, by the following identity
q,v[u(t)t2] = q−2−1q u(t) − (1 + q2v)u(t) + q2v+2qu(t),
and the fact that u,−1q u,qu ∈ Dq we see that this function tu(t)t2 is in Dq ,
and then tu(t)t2k is also in Dq .
For all i,m ∈ N, the following functions
tiq,v[u(t)t2k], tmq,v jv(xt, q2) = (−1)m x2m jv(xt, q2)
satisfy the conditions of Proposition 1, part 1 (see Remark 1); then we have
(−1)n x2nkq,v f (x) = cq,v(−1)n+k
∫ ∞
0
nq,v[u(t)t2k] jv(xt, q2)t2v+1 dq t .
From (2) we obtain
(−1)nnq,v[u(t)t2k] =
1
t2n
n∑
m=−n
um(n, q)mq [u(t)t2k].
Since the function
m : t
m
q [u(t)t2k], −nmn,
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has a compact support in [−q−ma, q−ma], then for kn∣∣∣∣∣ 1t2n
n∑
m=−n
um(n, q)mq [u(t)t2k]
∣∣∣∣∣ 
{
n∑
m=−n
|um(n, q)|q2mk |t |2(k−n)|u(qmt)|
}
 ‖u‖q,∞
{
n∑
m=−n
|um(n, q)|q2mk(q−ma)2(k−n)
}
 ‖u‖q,∞
{
n∑
m=−n
|um(n, q)|q2mn
}
a2(k−n),
which implies∣∣∣∣cq,v(−1)n+k ∫ ∞
0
nq,v[u(t)t2k] jv(xt, q2)t2v+1 dq t
∣∣∣∣
cq,v‖u‖q,∞
{
n∑
m=−n
|um(n, q)|q2mn
}
a2(k−n)‖ j(., q2)‖q,∞
∫ q−na
0
t2v+1 dq t=cna2k .
Hence for kn
(1 + x2n)|kq,v f (x)|(c0 + cn)a2k .
For every k < n there existe bn,k > 0 such that∣∣∣∣cq,v(−1)n+k ∫ ∞
0
nq,v[u(t)t2k] jv(xt, q2)t2v+1 dq t
∣∣∣∣ bn,k .
This follows because, the function tnq,v[u(t)t2k] is in Dq .
Hence, for k < n,
(1 + x2n)|kq,v f (x)|(c0 + bn,ka−2k)a2k .
Hence, for all k we have
(1 + x2n)|kq,v f (x)| c˜na2k ,
where c˜n is the maximum of c0 + cn and c0 + bn,ka−2k for k = 0, 1, . . . , n − 1.
Conversely, suppose that f satisfies (4) and let x ∈ Rq , such that x > a.
Then we have for all k ∈ N,
Fq,v ◦ kq,v f (x) = (−1)k x2kFq,v f (x).
On the other hand, for all k ∈ N,
|Fq,v ◦ kq,v f (x)|cq,v
∫ ∞
0
|kq,v f (t)|| jv(t x, q2)|t2v+1 dq t
 cq,v‖ jv(., q2)‖q,∞a2k
∫ ∞
0
t2v+1
1 + t2n dq t .
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Then for all k ∈ N,
|Fq,v f (x)|
[
cq,v‖ jv(., q2)‖q,∞
∫ ∞
0
t2v+1
1 + t2n dq t
] (a
x
)2k
.
As x > a, we obtain by letting k → +∞,Fq,v f (x) = 0. 
Theorem 3. The q-Bessel Paley–Wiener space PWvq,a is the subspace ofLq,1,v consisting
of functions satisfying
zT vq,z f (x),
is analytic on C for all x ∈ Rq , and for all n ∈ N there exists cn > 0, such that
|T vq,z f (x)|
cn
1 + x2n jv(ia|z|, q
2), ∀x ∈ Rq , ∀z ∈ C.
Proof. Let f ∈ PWvq,a , then from Theorem 2, we see that for all n ∈ N there existe cn > 0,
such that
∀x ∈ Rq , ∀k ∈ N, |kq,v f (x)|
cn
1 + x2n a
2k
. (5)
Now, we can write for all x ∈ Rq , z ∈ C
T vq,z f (x) = cq,v
∫ ∞
0
Fq,v( f )(t) jv(xt, q2) jv(zt, q2)t2v+1 dq t
= cq,v
∫ ∞
0
Fq,v( f )(t) jv(xt, q2)
×
[ ∞∑
k=0
(−1)k q
k(k+1)
(q2; q2)k(q2v+2; q)k
(zt)2k
]
t2v+1 dq t
=
∞∑
k=0
qk(k+1)
(q2; q2)k(q2v+2; q2)k
z2k
×
[
cq,v(−1)k
∫ ∞
0
Fq,v( f )(t) jv(xt, q2)t2k t2v+1 dq t
]
=
∞∑
k=0
qk(k+1)
(q2; q2)k(q2v+2; q2)k
z2kkq,v f (x).
We can permute the sum and integral signs becauseFq,v( f ) is with compact support. Now,
|T vq,z f (x)|
∞∑
k=0
qk(k+1)
(q2; q2)k(q2v+2; q2)k
|z|2k |kq,v f (x)|
cn
1 + x2n jv(ia|z|, q
2).
Conversely, suppose that for all n ∈ N there exists cn > 0, such that
|T vq,z f (y)|
cn
1 + y2n jv(ia|z|, q
2), ∀y ∈ Rq , ∀z ∈ C.
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Let n >v + 1 and b ∈ R+q , b> a, we put
 : zcq,v
∫ ∞
0
T vq,z f (y)
[∫ b
0
jv(yt, q2)t2v+1 dq t
]
y2v+1 dq y.
The function  is analytic and there exist c1 > 0 such that
|(z)|c1 jv(ia|z|, q2), ∀z ∈ C. (6)
In fact,
c1 = cq,v‖ jv(., q2)‖q,∞b2v+2
∫ ∞
0
cn
1 + y2n y
2v+1 dq y <∞
because n >v + 1. By Proposition 4 we can write, for all x ∈ R+q ,
(z) = cq,v
∫ ∞
0
f (y)T vq,z
[∫ b
0
jv(yt, q2)t2v+1 dq t
]
y2v+1 dq y
= cq,v
∫ ∞
0
f (y)
[∫ b
0
jv(yt, q2) jv(zt, q2)t2v+1 dq t
]
y2v+1 dq y
=
∫ b
0
Fq,v f (t) jv(zt, q2)t2v+1 dq t .
Also, in order to apply Proposition 4, one has to show that the function
y
∫ b
0
jv(yt, q2)t2v+1 dq t
is in Lq,1,v . This property follows from Proposition 1, part 3. From the inequality (6),
we obtain∣∣∣∣∫ b
0
Fq,v f (t) jv(zt, q2)t2v+1 dq t
∣∣∣∣ c1 jv(ia|z|, q2), ∀z ∈ C.
By the previous inequality and the definition of the q-Jackson integral, we have∣∣∣∣∣(1 − q)b
∞∑
n=0
q(2v+2)nFq,v f (bqn) jv(bzqn, q2)
∣∣∣∣∣ c1 jv(iqb|z|, q2), ∀z ∈ C.
Using the fact thatFq,v f ∈ Cq,0 and the relation
| jv(bzqn, q2)| jv(iqb|z|, q2), ∀z ∈ C, ∀n ∈ N∗,
we obtain
|Fq,v f (b)|c2 jv(iqb|z|, q
2)
| jv(bz, q2)| , ∀z ∈ C.
Now, replace in the previous inequality z by i x and get
|Fq,v f (b)|c2 jv(iqbx, q
2)
jv(ibx, q2) , ∀x ∈ R
+
q .
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On the other hand, since
x−2[ jv(i x, q2) − 1] =
∞∑
n=1
qn(n+1)
(q2, q2)n(q2v+2, q2)n
x2(n−1)
=
∞∑
n=0
q(n+1)(n+2)
(q2, q2)n+1(q2v+2, q2)n+1
x2n
 q2 jv(iqx, q2)
and
lim
x→∞ jv(i x, q
2) = ∞,
then
lim
x→∞
jv(i x, q2) − 1
jv(i x, q2) = 1 and limx→∞
jv(iqbx, q2)
jv(ibx, q2) = 0.
Thus,
Fq,v f (b) = 0.
To prove thatFq,v f ∈ Dq (i.e., that for all m ∈ N, Dmq Fq,v f is continuous at 0 ) we write
Dmq Fq,v f (x) = cq,v
∫ ∞
0
f (t)Dmq (x jv(xt, q2))t2v+1 dq t .
This function
x f (t)Dmq (x jv(xt, q2))t2v+1
is continuous at 0. From Remark 1, we see that there exist 
m > 0 such that for |x |< 1
|Dmq (x jv(xt, q2))|< 
mtm, ∀t ∈ R+q .
Let n > (v + m + 1), then there exist cn > 0 such that
| f (t)| = |Tq,0 f (t)| cn1 + t2n , ∀t ∈ R
+
q .
This implies for |x |< 1
| f (t)Dmq (x jv(xt, q2))t2v+1|
mcn
tm+2v+1
1 + t2n ∈Lq,1,v ,
which leads to the result. 
5. q-Sampling theorem
In this section, we establish, for the q-Bessel bandlimited signal, a q-sampling formula
having as sampling points qn, n ∈ Z. The main result is as follows:
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Theorem 4. For f ∈ PWvq,a , we have
f (z) = (1 − q)
2
1 − q2v+2 c
2
q,va
2v+2 ∑
n∈Z
qn(2v+2) f (qn)
×
[
q2n jv+1(aqn, q2) jv(aq−1z, q2) − z2 jv+1(az, q2) jv(aq−1qn, q2)
q2n − z2
]
,
∀z ∈ C.
Proof. Let f ∈ PWvq,a , then from Remark 3, f is analytic on C and from Theorem 2, there
exist n >v + 1 and cn > 0, such that
| f (y)| cn
1 + y2n , ∀y ∈ R
+
q , (7)
which implies that
f ∈Lq,1,v .
So, by Theorem 1, we get
F2q,v f (x) = f (x), ∀x ∈ R+q ,
and we can write
f (x) = cq,v
∫ a
0
Fq,v f (t) jv(t x, q2)t2v+1 dq t, x ∈ Rq .
Now, put
g(x) = c2q,v
∫ ∞
0
f (y)
[∫ a
0
jv(t y, q2) jv(t x, q2)t2v+1 dq t
]
y2v+1 dq y,
then
f (x) = g(x), ∀x ∈ R+q . (8)
Now we will show by using (7) that g is analytic. In fact, for t ∈ Rq and 0< t < a the
following function is analytic
z jv(t y, q2) jv(t z, q2)t2v+1.
As
| jv(t y, q2) jv(t z, q2)t2v+1|a2v+1‖ jv(., q2)‖q,∞ jv(ia R, q2), ∀|z|R,
then for all y ∈ R+q ,
zs(z, y) =
∫ a
0
jv(t y, q2) jv(t z, q2)t2v+1 dq t
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is analytic. On the other hand
|s(z, y)|a2v+2‖ jv(., q2)‖q,∞ jv(ia R, q2).
Now, the function
z f (y)s(z, y)y2v+1
is also analytic, and we have
| f (y)s(z, y)y2v+1| cn
1 + y2n a
2v+2‖ jv(., q2)‖q,∞ jv(ia R, q2),
which is inLq,1,v . Hence g is analytic. From (8) we deduce that
f (z) = g(z), ∀z ∈ C.
Finally, Proposition 1, part 3 completes the proof. 
Example 2. Take v = −1/2, a ∈ R+q and consider the following basic trigonometric
functions:
cos(x, q2) = j−1/2(x, q2)
and
sin(x, q2) = x
1 − q j1/2(x, q
2).
For f ∈ PW−1/2q,a , we have
f (z) = (1 − q)2c2q,−1/2
∑
n∈Z
qn f (qn)
×
[
qn sin(qna, q2) cos(q−1za, q2) − z sin(za, q2) cos(q−1qna, q2)
q2n − z2
]
,
In particular, for a = 1 and
f (x) = (1 − q)cq,−1/2 sin(x, q
2)
x
= cq,−1/2
∫ 1
0
cos(t x, q2)dq t ,
we illustrate the q-sampling formula for this signal by the following figures, where the
sampling points are, respectively, (Fig. 1),
qn, n = −1 . . . 1
qn, n = −1 . . . 4
qn, n = −1 . . . 7
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