In this paper we discuss the ongoing research on the problem of shape description, and decomposition of complex objects in range images. We propose a paradigm for part description and segmentation by integration of contour, surface, and volumetric primitives. Unlike previous approaches, we use geometric properties derived from both bpundary-based (surface contours and occluding contours), and primitive-based (biquadratc patches and superquadric models) representations to define and recover part-whole relationships, without a priori knowledge about the objects or the object domain. The descriptions thus obtained are independent of position, orientation, scale, domain and domain properties, and are based purely on geometric considerations. We pose the problem of integration in terms of evaluation of the intermediate descriptions and segmentation of the objects in a closed loop process. We present algorithms for superquadric edge detection and apparent contour generation. The criteria for the evaluation of the superquadric models is discussed and examples of real objects supporting our approach are presented.
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INTRODUCTION
In this paper we propose a paradigm for decomposition of complex objects in range images into the constituent parts based on the shape, using contour, surface, and volumetric primitives. Decomposition into parts, units or primitives is the basis of scientific methodology. Because of the limits on how much information we can process at a time, we have to simplify and view the world at various levels of abstraction. Many reasons have been advanced in favor of such a decomposition. A recognition-by-parts approach is not sensitive to occlusion and is extremely powerful in handling countless configurations of articulated objects. A description in terms of basic shape primitives is more efficient, parsimonious in space consumption, and facilitates structured description of the world.
In computer vision literature the partitioning of images and description of individual parts is called segmentation and shape representation. We havepresented arguments in Bajcsy, Solina, and Gupta (1988) that the problems of segmentation and representation are related and have to be treated simultaneously. Solving any one of the two problems separately is very difficult. Since neither of them can be easily solved by purely sequential processing, we argue that they should interact to guide and correct each other. This paper is a collection of intermediate results obtained for our segmentation paradigm. The paper is organized as follows. The shape primitives are introduced in the next section. Our approach to object segmentation is summarized in section 2 with instances of how contours and surfaces interact with superquadrics. Superquadric edge extraction and segmentation algorithms are briefly described. Finally, the criteria for the complete evaluation of the superquadric models are discussed briefly with examples of real range images in section 3. We derive a novel interpretation of the modified superquadric inside-outside function using the concept of superquadric expansion/dilation, and also a close initial guess for the numerical procedure computing the minimum Euclidean distance of a point from a superquadric model. Analytical solution and techniques for the contour generator on superquadric models are presented.
Shape Primitives
Since the objects in the world are of arbitrary complexity, it is not possible to include primitives for all the different shapes as it will never be a complete set. Thus we have to make a judicious choice of primitives that have the capability of describing data at various levels (dimensions), so that description at some level is always possible and computability of primitives is assured. We propose that for obtaining a global shape description from singleviewpoint 3-D data requires addressing shape at following levels:
Dense Depth Map ( Range Points) Figure 1 : The Hierarchical Model : Edge and contour models are of lower granularity : It is difficult to conclude from occluding contour model that the object is roughly in a shape of cube. Surface models are more global, requiring less reasoning to infer the global shape. Superquadric 3-D models capture the global shape in a few parameters. This hierarchy of shape primitives (figure 1) allows one to obtain shape descriptions at volumetric, surface and occluding contour level. Since, both boundary-based and primitive-based primitives are included in our vocabulary, the representation is expressive and robust. It is clear that no one primitive will always capture all the details of shape. For example, if it is not possible to model parts with the selected volumetric primitive, an approximation at volumetric level can be obtained, with more detailed description at surface level. Thus, completeness requirement for a general representation is satisfied by obtaining hierarchical descriptions.
Low level models like contours and edges have low granularity (figure 1) and are too local to capture or make use of the gross structure of the world. They are sensitive to local changes and difficult to put together in a global context. However, this characteristic allows them to capture local details ofshape that would be missed or smoothed out by more global primitives. Points of interest include positive curvature maxima, negative curvature minima, and inflection points on the contour. We demonstrate that the regions of overestimation help in localization of the concavities which can constrain the superquadric recovery procedure.
The next level ofshape description is achieved by describing local and overall surface characteristics. Surfaces play important role in human perception of shape. A lot of effort in computer vision has been spent on describing complex surfaces as piecewise continuous patches. In order to arrive at a global interpretation, a surface representation scheme that combines relevant surface contours with the surface patches is needed. Concave tangent discontinuities (C1 type) in the occluding contour and surfaces provide partitioning rules for them. Zero-crossing contours on surfaces partition smooth surfaces into piecewise-continuous quadric patches. Reliable computation of these discontinuities is still an open problem in computer vision. Their detection can be helped by extracting superquadric edges as discussed later.
Three dimensional primitives like generalized cylinders and cones, polyhedral models, 3-D Smoothed local symmetries (Brady and Asada, 1984) , and 3-D symmetric axis transform (Nackman 1985) have been used by model based vision systems. However, the power of representation varies from model to model. A model allowing deformations is likely to describe objects with fewer primitives than a rigid model which will need more instances to approximate the object. Volumetric primitives are essential to generate compact object-centered descriptions and to define global part-structure. Superquadric models, our choice of volumetric primitives, provide object centered descriptions, thus allowing surface and contour level descriptions to aflach to the local coordinate system, facilitating ease in representation and model-based matching.
The problem then is how to use the primitives to segment the objects into part-structure. In the context of shape recognition, the problem of segmentation can be defined as matching the right kind of shape model with the right parts of data in an image. This brings up the crucial question of facilitating this matching process. Each of the shape primitive can independently describe the data. The occluding contour-based segmentation is widely studied in pattern recognition and computer vision as 2-D shape recognition problem (Pavlidis 1977 , Shapiro 1980 , and Asada and Brady 1986). Surface based approaches have been popular with model-based vision systems, as they have local support, and allow 3-D objects to be modeled as collection of surfaces. Volumetric models have proved to be most difficult to recover from image data. Some researchers have used a combination of features to model domain specific objects (Brooks 1983) , exploiting the robustness achieved by combining descriptions at different levels. To facilitate segmentation we believe that for a general purpose vision system one needs volumetric, surface and boundary shape primitives. Our input is a dense depth map, scanned by an active range scanner from a single viewpoint. No information about scanner geometry or viewpoint is required.
OBJECT SEGMENTATION: AN INTEGRATED APPROACH
Given the three different modules for extracting volume, surface and boundary properties, how should they be invoked, evaluated and integrated? The sequential application of the shape description modules is not the best solution since interaction between primitives is required for a robust procedure. Another approach is to apply all three modules simultaneously. We follow a combined approach where all three methods interact. This opens up the problem of evaluating and comparing information embedded in models built by different aggregation methods. How to evaluate the models individually and collectively by comparing against one another? What do you do when different types of models do not reinforce each other? Some method of resolving the conflicts has to be devised that assigns confidence levels to each primitive.
The detailed flow diagram of our proposed approach is shown in the figure 2. The past research of 3-D part segmentation has been mostly theoretical. To satisfy the practical constraints of computability and robustness we propose a parallel closed-loop segmentation process with active feedback between different description modules.
To incorporate the best of the coarse to fine and fine to coarse segmentation strategy we propose to perform volume, surface, and boundary fitting in parallel on the input data. The volumetric shape recovery is a global method, going from very coarse to fine fitting on the part level while surface and boundary detection going from fine to coarse. Thus, it is the local processing by the Occluding contour and the Surface modules that is done in parallel and has to be done only once. The global description at the contour and surface level is obtained by refining these initial measures in a closed-loop feedback. The Curve Segmentation module and the Surface Segmeniation module perform the refinements in a typical fine to coarse manner through an internal feedback as well as an external feedback from the confrol module (figure 2). For example, fitting global second order patches on the surface needs intra-primiiive feedback from the surface level itself, while detecting surface boundaries also needs inter-primitive feedback from the occluding contour. The segmented descriptions are evaluated and integrated at the inter-primitive level by the control module along with the evaluation of superquadric model to combine the descriptions. Since the superquadric model estimation treats data globally, the initial estimation may not be acceptable whenever the object has parts. Once the control module (the global segmentor) generates hypotheses about parts, the superquadric procedure gives the best fitting models for verification of the hypotheses. Thus the model recovery procedure works as the hypotheses verifier at the volumetric level.
During the segmentation process the control module has also to decide on part/whole (or part/detail) relationships. This requires determining the scale of a potential part given the overall size of the object and deciding to consider it a part or just a detail of the object that can be ignored (implying that current description is adequate). This requires that the global control program must have the resolution of the parameters and thresholds predetermined, or if possible, adjusted during the process. Some of those parameters are the following. 1) The size (or range of sizes) of the local neighborhood for local processing. 2) Acceptable tolerance for error in model evaluation, keeping in view the limitations of shape models.
3) The size and shape of models. 4) The thresholds for partitioning and aggregation, and 5) the level of details that we wish to explain.
Surfaces and Superquadric Edges
To achieve an effective segmentation of a single viewpoint scene, the control structure has to determine the reliability of information obtained from each primitive. Superquadrics being part-models, need to be compared with the bounding contour and available surface points to evaluate suitability of the recovered model. Surfaces, for most part, complement the information provided by bounding contours. Bounding contours are viewpoint dependent and may not account for all relevant contours needed for complete segmentation or description. This is obviously the case when viewpoint is not general. For some objects, it may not be possible to obtain data from a viewpoint such that the object can be segmented by analyzing only the contour. In such a case, if surface information strongly suggests segmentation along a surface discontinuity, bounding contour should not lower our confidence in surface information. On the other hand, if contour suggests a possible segmentation and there is no support from surfaces, a decision will have to be made about the possibility of segmentation assuming a possible smooth join between part and object body.
Superquadrics essentially provide global description of individual parts and give the feedback as to the possibility of a further segmentation of that part. They lack the local information needed to suggest possible segmentation sites. An acceptable superquadric model can, however, reliably predict edges in the range data. This information can be used to refine or aid surface segmentation. We now present an algorithm for edge extraction on deformable superquadrics. On a non-deformed superquadric, the two 2-D cross-section contours (corresponding to ij = 0 and = an edge. Typically, a shape parameter value of more than 0.5 indicates smooth surface, otherwise an edge exists. Interestingly, the edges do noi change (though their location changes) in terms of angles, when tapering and bending deformations are applied to the model. This means that we need only consider the non-deformed case to extract angles corresponding to the edge location. An edge exists where the curvature is maximum or equivalently the rate of change of curvature is zero. Since the superquadric equation is differentiable everywhere on the surface, the first, second and third derivatives are computed and plugged into the 2-D curvature and rate of curvature equations:
Curvature
Regions of Overestimation and Underestimation
Some means of evaluating the intermediate descriptions are required to either terminate the process or to suggest refinements for further iterations. The global feedback loop between the individual descriptors and the control module gives a set of "difference measures" at the contour and surface level. We want to use this feedback for evaluation of the intermediate descriptions as well as for further segmentation. The differences can be interpreted as "overestimation" or "underestimation" of actual data by recovered models. Since superquadrics tend to undersegment, and bring in symmetry considerations, the difference patterns generated by them consist of overestimated and underestimated regions. We now discuss, with an example of a range image of a T-shaped object (figure 3), the role of contours and "difference measures" in guiding segmentation.
Typically, using the superquadric model recovery procedure for part segmentation is difficult, since it cannot be guided by a global fit-error measure to recover part structure. Pentland (1988) used matched filters to extract non-deformable parts. Franc Solina (1986) attempted segmentation by first shrinking the superquadric and then expanding it into a part. The technique is not general and needs a pre-determined threshold (as a function of the fit-error) to include or reject points in the final model. Our approach is to guide the global model recovery procedure using the information gathered by the occluding contour as well as the regions of underestimation and overestimation.
Model recovery is sensitive to the orientation of the major axis. Currently, the longest axis is chosen as the major axis of the superquadric model. This may not always be right, for example, if the diameter of a cylinder is greater than its length, the choice of the major axis will be incorrect. Then surface processing can guide the orientation of the major axis. Surface processing also performs surface level segmentation, thus performing initial volumetric segmentation as well, with superquadric models combining the individual patches in a global context. For example, in figure 4(b) , the curved part of the cylinder and planar patches can be segmented at surface level, simplifying the task of volumetric segmentation. Most difficult instances of object segmentation occur when surface processing does not provide much help, for example in figure 3 , the T-shaped object has all planar patches. However, the occluding contour of the object does show concavities at which object can be segmented (There are more than one decomposition possible, we decompose the "bigger" part first, as determined by the orientation of the major axis). The problem is much like the 2-D segmentation of the shape. Utilizing 2-D concavity information to segment objects has proved to be very difficult, unreliable and not always possible. Also, in some simple situations like that in figure 4(b) (a cylinder attached to a box) contours may not give exact site for segmentation. True, the pair of concavities in the contour segment the contour into two parts belonging to two distinct parts in 3-D, they do not provide a mechanism to segment the 3-D object as such. Indeed, partitioning into relevant parts requires surface boundaries. This example presents the case for noi relying entirely on 2-D contour information for 3-D segmentation, although contour level segmentation from the same information is correct. Also, discontinuities in surfaces may not project as discontinuities in the planar contour. Thus, the control module has to account for disagreement among 
(d)
primitives, by choosing the one that is most plausible under single viewpoint. We therefore make use of the fact that such concavities in the contour result in overesiimation of the object by the superquadric model. It is therefore possible to localize them in the regions of overestimation (figure 3). If the major axis approximately coincides with the major axis of a part of the object (as in the T-shaped object), it is possible to constrain the size parameter of the superquadric in the orthogonal direction (Y axis, in this case).
The model recovery procedure was applied to the complete object, with a biased inside-outside function, such that outlying points contributed more to the error function than the points inside the model. This has two desirable results. Firstly, it forces the global model to include all the points and secondly, it reduces the effect of both, the internal points and self-occlusion which results in points being present on one side of the object, but not on the symmetrically opposite side. By downplaying their presence, the model is encouraged to follow the global shape. Tapering (but not bending) deformation was enabled for the global shape extraction. The recovered model was then evaluated by generating different measures (discussed in section 3) , and regions of underestimation and overestimation were labeled. The pair of concavities were localized by simple contour processing, and used to constrain the dimension along Y-axis for the model refinement process. The recovery procedure was run again, (with and without tapering deformation) starting with the initial model (with tapering parameters initialized to 0). The result after 15 iterations is shown in figure 3 . The choice of that particular part was solely made by the inherent characteristic of the recovery procedure to select the longer axis as the major axis. While this technique for segmentation needs refinement, it nonetheless demonstrates one way contours and superquadrics can exchange information and guide each other.
EVALUATION CRITERIA FOR SUPERQUADRIC MODELS
In this section we briefly discuss the evaluation criteria for superquadric models recovered from the range data. For a comprehensive discussion on this topic the reader is referred to Gupta, Bogoni and Bajcsy (1989) . By evaluation we mean the process of determining the suitability of a recovered model given the original data. Superquadrics are a family of parametric shapes that have been used as primitives for shape representation in computer vision (Pentland 1987 , Solina 1987 ,Boult 1987 ) and computer graphics (Barr 1981,84) . A superquadric surface is defined as the closed surface spanned by the vector S having x,y and z components specified as functions of the angles ij and in the given intervals
The parameters a1 , a2 , and a3 determine the size of the superquadric in the x,y and z directions (in objectcentered coordinate system) respectively; while ei and 2 represent the squareness parameters in the latitude and in the longitude plane. The representational power of superquadrics is augmented by the application of tapering and bending deformalions in the following order to the basic model (Solina, 1987 ).
5' = Translation(Rotation(Bending(Tapering(S))))
Bending and tapering introduce two parameters each in the final superquadric equation, requiring a total of 15 parameters to be recovered by the minimization procedure.
The superquadric model recovered by a minimization procedure formulated in terms of average values of distance or the inside-outside function may not be acceptable even if the global fitting error is acceptable. The reason being that the model imposes symmetry and gives an overconstrained estimation of a large set of points in terms of a few parameters. While an object with a model in the superquadric model vocabulary will result in an acceptable global fitting error, the converse is not necessarily true. We present arguments to support our belief that both quantitative (global) and qualitative (local) measures are required in order to evaluate a superquadric fit. We discuss two quantitative (global) measures and three qualitative measures: 1) The Goodness-of-fit measure, , based on the inside-outside function.
2) The Mean-distance measure, M , based on the true minimum Euclidean distance of individual points from the model surface.
3) The Mm-distance map produced by mapping the magnitude of the minimum Euclidean distance of individual points from the model surface in image coordinate system. 4) The Contour-difference map produced by comparing the apparent contour formed by the model in the viewpoint direction with the occluding contour of the object. 5) The Z-distance map produced by measuring the distance of the points in the range image and the superquadric surface in the viewing direction.
Goodnessof-fit measure
The modified inside-outside function for an object-centered superquadric model is given by F(x, y, z) = F(x, y, z; a1, a2, a3, e1,2, , 0, t,b,P,Py,Pz, Kr, K, k, )
Where 4, 0, b define the orientation and p , p, , Pz define position of superquadric in space. The 1 value for a superquadric model reflects how well the model fits the data. It is not related to the true Euclidean distance in the sense that two points equidistant from the model have different values of F in general. We now provide an interpretation for the modified inside-outside function F.
The outermost exponent e in the inside-outside function F was added by Solina (1987) to cancel out the effect of Cl in the equation. This modification resulted in a better recovery of cylindrical objects. We provide an explanation which gives an intuitive meaning to the values of the inside-outside function, and makes it possible to use this measure for model evaluation. Consider a superquadric S = (X, Y, Z) defined in terms of the explicit superquadric equation. Let P = (x, y, z) be an arbitrary point in space. Now we can scale the three axes of S by a factor/3 such that the point P will lie on the scaled superquadric S' = (X', Y', Z') fla1 cosEl () cose2(w) < < z S'(ij,w) = a2cosE1(r)sint2() 
Euclidean distance measure
The formulation of the superquadric recovery procedure does not require the computation of the Euclidean measure at any stage. The distance of an arbitrary point in 3 space from a given superquadric model is difficult to compute because a closed-form solution does not exist. We have posed the problem in terms of an iterative procedure to minimize the distance d for a given point and a given (deformed) superquadric. The problem is formulated as The point Q in Cartesian coordinate system can be written as Qo (iio, wO) in the parametrized form. Thus, an initial approximation of j and w is easily obtained. If the superquadric in consideration is deformed, then deformations are also applied to the point P. A quasi-Newton method is used to minimize the distance function. The method converges quickly due to good initial guess. Mean-disiance measure M (S), for a given superquadric is defined as the average of the minimum distance over all the points. M = ;:
The individual values of the distance are used to generate the minimum distance map, which can be used as a qualitative measure. We will not discuss the details here.
Viewpoint-dependent Qualitative Measures
Measures that are less global than the quantitative values are most important for the complete evaluation of superquadric models. The two qualitative measures are the coniour-difference map and the z-distance map. These measures are easy to compute and analyze, and provide local analysis of regions of underestimation and overestimation along the viewing direction.
The contour-difference map is obtained by comparing the occluding contour of the object with the projected apparent contour of the superquadric model. The z-depth difference map encodes the distance of each point from the model in z direction. It is computed by simply projecting the superquadric in the image coordinate system. It differs from the mm-distance map in the sense that it is not the minimum distance and is available only if the image point has a corresponding point on the model in the given direction. = tan1 f ( --( cos22(w) + sin22(w)
\\ Vz \ai a2
When V = 0, the contour generator becomes
For the degenerate case (V = V,, = 0) the contour is given by ij = 0; -ir w < ir. Figure 3 (a and b) shows the apparent contours of superquadrics generated by the above equation. Unfortunately, there is no closed-form solution for a general deformed superquadric. To trace the apparent contour of a deformed superquadric, the angles 7) and w are varied systematically on the superquadric Surface. Points on the contour are accumulated in such a way that a closed contour is formed (see figure 3(c) ). This contour is then orthographically projected on the image-coordinate system to make comparisons with the image contour.
Quantitative v/s Qualitative measures
We now present examples of real objects of varying complexity, which highlight the need for different measures for the complete evaluation of the fit of the superquadric models. For all the objects (figure 4) the superquadric model and occluding contour, projected superquadric model and its occluding contour, the contour-difference map, and the z-depth-difference map are computed.
Although models can have acceptable overall goodness-of-fit, like the volumetric model for the box with cut-out (figure 4(a)), they need not be the acceptable representations of the objects. On the other hand, for value of the goodness-of-fit in same range, volumetric model for the vase (figure 4 c) is an acceptable volumetric representation of the actual object. In this particular example, as we have seen, it is possible to further account for the irregularity of the surface. The qualitative measure obtained by comparing the local boundary of the object in the range image with the boundary of the recovered volumetric model can point out the limitations of the volumetric model and suggest improvements in segmentation or refinement in shape representation. For the arch example (figure 4 a) , contour and z-depth maps provide ample evidence for an unacceptable volumetric model. The z-distance map provides enough information to model the missing part of the box as negative volume by fitting a superquadric model for it.
The vase in figure 4(c) is formed by three second-order surface patches, collectively organized in a cylindrical shape. At the volumetric level, a cylindrical model is sufficient to decribe the overall shape. Contour analysis signals the presence of details on the object and accepts the superquadric model. However, the superquadric model is accepted only after the surface comparison yields acceptable error. Thus, both qualitative measures are essential for model evaluation. The mm-distance map may be incorporated at this point to account for these irregularities in the surface and guide both the surface-fitting modules as well as give directions for both further deformations or object segmentation. For objects with parts ( figure 4 b and d) , both quantitative and qualitative measures will indicate unacceptable superquadric model. Based on difference measures and other considerations discussed earlier, part segmentation needs to be performed in order to describe individual parts in terms of superquadrics. 
