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We present a detailed study of the charmonium spectrum using anisotropic lattice QCD. We
rst derive a tree-level improved clover quark action on the anisotropic lattice for arbitrary quark
mass by matching the Hamiltonian on the lattice and in the continuum. The heavy quark mass
dependence of the improvement coecients, i.e. the ratio of the hopping parameters  = Kt=Ks
and the clover coecients cs,t, are examined at the tree level, and eects of the choice of the
spatial Wilson parameter rs are discussed. We then compute the charmonium spectrum in the
quenched approximation employing  = as=at = 3 anisotropic lattices. Simulations are made with
the standard anisotropic gauge action and the anisotropic clover quark action with rs = 1 at four
lattice spacings in the range as=0.07-0.2 fm. The clover coecients cs,t are estimated from tree-level
tadpole improvement. On the other hand, for the ratio of the hopping parameters , we adopt both
the tree-level tadpole-improved value and a non-perturbative one. The latter employs the condition
that the speed of light calculated from the meson energy-momentum relation be unity. We calculate
the spectrum of S- and P-states and their excitations using both the pole and kinetic masses.
We nd that the combination of the pole mass and the tadpole-improved value of  to yield the
smoothest approach to the continuum limit, which we then adopt for the continuum extrapolation
of the spectrum. The results largely depend on the scale input even in the continuum limit, showing
a quenching eect. When the lattice spacing is determined from the 1P −1S splitting, the deviation
from the experimental value is estimated to be 30% for the S-state hyperne splitting and 20%
for the P-state ne structure. Our results are consistent with previous results at  = 2 obtained by
Chen when the lattice spacing is determined from the Sommer scale r0.
We also address the problem with the hyperne splitting that dierent choices of the clover
coecients lead to disagreeing results in the continuum limit. Making a leading order analysis
based on potential models we show that a large hyperne splitting 95 MeV obtained by Klassen
with a dierent choice of the clover coecients is likely an overestimate.
I. INTRODUCTION
Lattice study of heavy quark physics is indispensable for determining the standard model parameters such as the
quark masses and CKM matrix elements, and for nding signals of new physics beyond it. Obtaining accurate results
for heavy quark observables, however, is a non-trivial task. Since lattice spacings of order a  (2GeV)−1 currently
accessible is comparable or even larger than the Compton wavelength of heavy quark given by 1=mq for charm and
bottom, a naive lattice calculation with conventional fermion actions suers from large uncontrolled systematic errors.
For this reason, eective theory approaches for heavy quark have been pursued.
One of the approaches is the lattice version of the non-relativistic QCD (NRQCD), which is applicable for a > 1=mq
[1,2]. Since the expansion parameter of NRQCD is the quark velocity squared v2, lattice NRQCD works well for
suciently heavy quark such as the the bottom (v2  0:1), and the bottomonium spectrum [3{6] and the bbg hybrid
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spectrum [7{10] have been studied successfully using lattice NRQCD. An serious constraint with the approach,
however, is that the continuum limit cannot be taken due to the condition a > 1=mq. Thus scaling violation from the
gauge and light quark sectors should be suciently small. In practice it is often dicult to quantify the magnitude of
systematic errors arising from this origin. Another diculty is that there are a number of parameters in the NRQCD
action which have to be determined. Since in the present calculations the tuning of parameters is made at the tree
level (or tadpole improved tree level) of perturbation theory, the accuracy achieved is rather limited.
Another approach for heavy quark uses a space-time asymmetric quark action, aiming to implement the O(a)
improvement for arbitrary quark mass [11]. With appropriate parameter tunings, this action is unitarily equivalent
to the NRQCD action up to higher order corrections for a > 1=mq, and goes over into the light quark Sheikholeslami-
Wohlert (SW) action [12] for amq  1. This approach has been originally proposed by the Fermilab group and the
action is hence called the \Fermilab action", whose rst application is found in [13]. Since the necessary tuning of mass-
dependent parameters is in general dicult, in practice one uses the usual SW quark action even for a > 1=mq, where
the SW action is unitarily equivalent to NRQCD. This simplied approach, called the \non-relativistic interpretation"
for the SW quark, has been widely used in current lattice simulations of heavy quark, such as the calculation of the
B meson decay constant [14{17]. Toward the continuum limit a ! 0 the lattice action approaches the usual O(a)-
improved action and the systematic error becomes smaller as (amq)2. However, the amq dependence at amq>1 is
quite non-linear, and it is not trivial how the systematic error could be controlled.
Recently use of the anisotropic lattice for heavy quark simulations has been proposed [18,19] as a possible alternative
to solve the diculties of the eective approach. On an anisotropic lattice, where the temporal lattice spacing at is
smaller than the spatial one as, one can achieve atmq  1 while keeping asmq  1. Therefore, using anisotropic
lattices, one can reduce O((atmq)n) (n = 1; 2;   ) discretization errors while the computer cost is much less than that
needed for the isotropic lattice at the same at. Naively it is expected that the reduction of O((atmq)n) errors entails
the reduction of most of discretization errors due to large quark mass, since the on-shell condition ensures that the
large energy scale flows only into the temporal direction as far as one considers the static particle, with zero or small
spatial momentum. If such a naive expectation is correct, the discretization error is controlled by a small parameter
atmq as it is for light quarks, and one can achieve even better accuracy by taking a continuum limit.
Another advantage of the anisotropic lattice, which is more practical, is that a ner temporal resolution allows us
to determine large masses more accurately. This has been already demonstrated in simulations of the glueball [20,21]
and the hybrid meson [8].
Klassen calculated the charmonium spectrum in the quenched approximation, employing lattices with the ratio of
the temporal and spatial lattice spacings   as=at = 2 and 3, as a feasibility study of the anisotropic approach [18,19].
He tuned the ratio of the temporal and spatial hopping parameters   Kt=Ks non-perturbatively by demanding the
relativistic dispersion relation for mesons. For the spatial clover coecient cs, he adopted two choices, the tree level
tadpole improved value correct for any mass (atmq  0) and that correct only in the massless (atmq = 0) limit, in
order to make a comparison. He mainly studied the spin splitting of the spectrum, and obtained an unexpected result
that two dierent choices of the clover coecients lead to two dierent values of the S-state hyperne splitting even in
the continuum limit [18,19]. The continuum limit is of course unique, and clearly, at least one of the two continuum
extrapolations is misleading. Since the hyperne splitting is sensitive to the clover coecients, it is plausible that the
disagreement is due to a large discretization error arising from the choice of the clover coecients. In an unpublished
paper [19], he pointed out the possibility that the O((atmq)n) = O((asmq)n) errors still remain with his choice of
the parameters, which we review in the next section. A similar statement can be found in some recent studies [22,23].
In fact, he adopted rather coarse lattice spacings as ’ 0:17−0.30 fm where asmq  1. It is then questionable whether
the reliable continuum extrapolation is performed at such coarse lattice spacings.
Using the same anisotropic approach as Klassen, Chen has recently calculated the quenched charmonium spectrum
[24]. She employed  = 2 and ner (as ’ 0:10−0.25 fm) lattices, and adopted the tree level tadpole improved
clover coecient cs correct for any mass, which is expected to be better than the other choice that is correct only
in the massless limit. She computed not only the ground state masses but also the rst excited state masses, and
extrapolated them to the continuum limit. Her results at  = 2 are consistent with Klassen’s results at  = 2 and 3
with the same choice of the clover coecients.
Since Chen’s calculation was performed only at  = 2, similar calculations at dierent values of  using ne lattices
are needed to check the reliability of the continuum limit from the anisotropic approach. In addition, the complete
P-state ne structure has not yet obtained in this approach so far, since the mass of 3P2(c2) state has not been
measured in previous studies.
In this work, we present a detailed study of the charmonium spectrum from the anisotropic lattice QCD. We perform
simulations in the quenched approximation at  = 3, employing ne lattice spacings in the range as = 0:07−0.2 fm.
We attempt to determine the ground state masses of all the S- and P-states (including 3P2) as well as their rst
excited state masses. To estimate the systematic errors accurately, we adopt both the tree level tadpole improved
value and non-perturbative one for , and both the pole mass and kinetic mass for Mlat(1 S) which is tuned to the
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experimental value. We focus on the lattice spacing dependence and continuum limit of the mass splittings. We
compare our results with the previous anisotropic results by Klassen and Chen to check the consistency, and with
experimental values [25] to estimate the quenching eect.
In addition, to understand the discrepancy of the hyperne splitting mentioned above, we make a leading order
analysis using the potential model. To examine the eect of clover coecients, we estimate the hyperne splitting at
leading order. Comparing the leading order estimates with numerical results for the hyperne splitting, we attempt
to nd a probable solution for this problem. Our preliminary results are already reported in Refs. [26,27].
This paper is organized as follows. In Section II, we summarize and discuss the theoretical aspect of the anisotropic
lattice QCD. In Section III, we give details of our simulation. Our results for the charmonium spectra are shown in
Section IV, where we attempt to take the continuum limit and estimate the quenching eect. We address the problem
of the discrepancy of the hyperne splitting and study the eect of clover coecients in Section V. Section VI is
devoted to our conclusions.
II. ANISOTROPIC LATTICE QCD ACTION
In this section we rst dene the anisotropic lattice action used in this work and x notations. We then derive the
tree level values of bare parameters in our massive quark action, and discuss eects of the anisotropy. Although it was
already discussed in earlier papers [22,23], we briefly describe the outline of derivations in order to be self-contained.
We also consider the tadpole improvement of bare parameters and see how tree level values are modied.
A. Anisotropic gauge action













where  = 6=g2 is the gauge coupling, and Pss′ (x) and Pst(x) are the spatial and temporal plaquettes with Pµν(x) =
1
3Re Tr Uµν(x). The anisotropy is introduced by the parameter 0 and we call this the \bare anisotropy". We
denote spatial and temporal lattice spacings as as and at and dene the \renormalized anisotropy"   as=at. We
have  = 0 at the tree level, and the  = (0; ) at nite  can be determined non-perturbatively by Wilson loop
matching [28{30]. In numerical simulations, there are two methods for anisotropy tuning, either varying 0 to keep
 constant or vice versa. Since the former is more convenient for keeping the physical size constant, and easier for
performing the continuum extrapolation, we adopt it in this work.
B. Anisotropic quark action





 xQ x; (2)



















where 0 = 1 and m0  atmq0 is the bare quark mass, and W^µγµ  aµWµγµ and F^µν  aµaνFµν with (a0; ai) =
(at; as). The Wilson operator Wµ is dened by
Wµγµ  Dµγµ − aµ2 rµD
2
µ ( = 0; 1; 2; 3) (4)
with the Wilson coecients (r0; ri) = (rt; rs) and
3
Dµ x  12aµ
[







Uµ,x x+µˆ + U
y
µ,x−µˆ x−µˆ − 2 x
]
: (6)
For the eld tensor Fµν , we adopt the standard clover leaf denition. Note that, in Eq. (3), the factors in front of spatial
Wilson and clover operators include 0 rather than . This is merely a convention and there is no deep theoretical
reason. This action is essentially the same as the one employed by Klassen [19] and Chen [24]. In Chen’s work,
however, 0 was a tuning parameter with  = 1 xed. The two parameterizations are related to each other by a eld
rescaling  x *)  x=
p
. Therefore fm0; 0; !; !0g1 corresponds to fm0=; 1=; !=; !0=g in our convention. Among
these six parameters fm0; ; rs; rt; !; !0g, at least one is redundant, so that we take rt as a redundant parameter and
use it to remove the fermion doublers. Although rs may not be taken arbitrary in the O(a) improved anisotropic
quark action [23] for the matrix elements, it can be taken arbitrary for the hadron mass calculation. Therefore we
always set rt = 1 and leave rs free in this work. The remaining parameters fm0; ; !; !0g are used to tune the quark
mass and reduce the lattice discretization error.
For convenience in numerical simulations, we also present the quark action in a dierent form. Rescaling the elds












 xijF^ij(x) x + iKsct
∑
x,i
 x0iF^0i(x) x; (7)
where Ks,t and cs,t are the spatial and temporal hopping parameters and the clover coecients, respectively. The
hopping parameters Ks,t are related to the bare quark mass m0 = atmq0 through
atmq0  1=(2Kt)− 3rs= − 1;   Kt=Ks: (8)
The form Eq. (7) on the anisotropic lattice is the same as that on the isotropic lattice in Ref. [11]. Note however that
Ref. [11] uses the inverse of our denition for . We refer to their denition as F  Ks=Kt = 1=. Using Eq. (8) one
can convert fmq0; g to fKs;Ktg. In our convention, the relation between f; !; !0g and f; cs; ctg is given by
 = 0=; cs = !=; ct = 0!0= (9)
or equivalently,
 = 0=; ! = cs; !0 = ct=0: (10)
Following Ref. [11], we call the quark action Eq. (3) as the \mass form" and Eq. (7) as the \hopping parameter
form".
C. Tree level tuning of bare parameters for arbitrary mass
To derive the tree level value of bare parameters, we follow the Fermilab method and calculate the lattice Hamil-
tonian [11]. After some algebra (see appendix A for details), we obtain the lattice Hamiltonian Eq. (A9). Using the
FWT transformation Eq. (A17), we then transform it to the non-relativistic form, in which the upper components of











− γ0 [γ D; γ E]8m2E
+   
)
Ψ^ (11)
1More precisely, Chen used the language fm^0; t; CsSW; CtSWg instead of fm0; 0; !; !0g
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s and c0s are dened in Eq. (A8). The Σ  B term gives the leading order contribution to the hyperne
splitting, while [γ D; γ E] term yields the ne structure splitting.
The matching condition H^U = H^NR +O(a2s) is equivalent to
m1 = m2 = mB = mE = mq: (16)
This yields the tree level value of bare parameters for massive quark:






















We note that cs is independent of the quark mass, while  and ct have complicated mass dependences. The term
0m0 ’ asmq0 seems to exist in Eq. (17) and (19). To see this explicitly, we expand  and ct in m0. This gives
 = 1 +
1
2










(−2− 30rs + 3(0rs)2)m0 +O(m20): (21)
The asmq0 term, which is O(1) for heavy quarks at currently accessible lattice spacings of a−1s  2 GeV, appears in
 and ct even at the tree level. Since 0m0 = asmq0 is always multiplied with the spatial Wilson coecient rs in
Eqs. (20) and (21), one can eliminate the asmq0 term at the tree level by choosing
rs = 1=0: (22)
However, this choice has the disadvantage that the mass splitting between unphysical doubler states and the physical
state decreases as 0 increases. Moreover, the hopping terms in the quark action are no longer proportional to the
1 γµ projection operators. It is also doubtful that, beyond the tree level, the asmq0 term can be still eliminated by
this choice.
If one adopts the conventional choice
rs = 1; (23)
the asmq0 term remains, but the unphysical doubler states decouple. This choice also has the practical merit that
the quark action has the full projection property, so that the coding is easier and the computational cost is lower.
The tree-level full mass dependences of  and ct for rs = 1=0 and rs = 1 are shown in Figs. 1 and 2. In order to
compare at the same as, we choose m1as as the horizontal axis instead of m1at where m1 is the pole mass. Since
a−1s >1 GeV and m1  mbottom  4:5 GeV in current typical simulations, we plot results for m1as  4.
For rs = 1=0 shown in Fig. 1, both  and ct are monotonic functions in mass, and they converge to their massless
values as 0 increases at any xed values of m1as. Hence, the asmq0 dependence can be controlled by increasing 0. At
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 = 100 the mass dependences of  and ct completely disappear with the cost that the physical and unphysical states
are almost degenerate. In actual simulations with rs = 1=0, taking 2  0  1 to decouple unphysical doublers,
one is allowed to use the massless values for  and ct, since their mass dependences are monotonic and very weak. In
this case mass dependent parameter tuning can be avoided even at asm0  1.
For rs = 1, on the other hand, the mass dependences of  and ct are complicated and non-negligible even for large
0. Indeed  and ct do not converge to their massless values as 0 increases at xed m1as, as shown in Fig. 2. The
deviation from the massless values at 0 = 2 is smaller than the one at 0 = 1, but it becomes larger again as 0
increases. Therefore, taking 0 = 2-3 in simulations with rs = 1, one needs to perform a mass dependent parameter
tuning.
For both choices of rs, it is better to use a moderate value of 0, rather than excessively large values. In our
numerical study of the charmonium spectra, we adopt the choice rs = 1, and make a mass dependent parameter
tuning, due to the practical reasons mentioned above.
Finally we show the tree level value of the parameters in the massless limit. By taking atmq0 ! 0 in Eqs. (17)-(19),
one obtains




in the mass form, or




in the hopping parameter form. Note that there is an ambiguity in the tree level value of as=at, since 0 =  at the
tree level but 0 6=  in the simulation. Fortunately, this ambiguity almost disappears after the tadpole improvement,
as shown in the next subsection.
D. Tadpole improvement
In this section we apply the tadpole improvement [31] to the parameters of the anisotropic lattice action at tree level
in order to partially include higher order corrections. One rst rewrites the lattice action using a more continuum-like
link variable ~Ui,0 = Ui,0=us,t, where us,t = hUi,0i is the expectation value of the spatial or temporal link variable, i.e.
one replaces
Ui,0 ! us,t ~Ui,0; (26)
and then repeats the tree-level calculations. We will show below how the tree-level values of bare parameters are
modied.
1. Gauge action







~Pss′ + ~0 ~Pst + const: independent of ~Uµ
]
; (27)
where ~Pµν = 13Re Tr ~Uµν , and ~g












Requiring space-time symmetry for the action Eq. (27) in the classical limit, one obtains the tree-level tadpole-
improved value of the anisotropy (denoted by an index ‘TI’),
TI = ~0 = (ut=us)0: (29)
In practice TI in Eq. (29) agrees with the renormalized anisotropy  within a few % accuracy at g2  1. Therefore one
can replace the factor (ut=us)0 by  in the following equations. This simplies the tree level expression. Moreover,
the arbitrariness for the choice of anisotropy disappears.
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2. Fermion action
When the fermion action is rewritten in terms of ~Ui and ~U0 instead of Ui and U0, the action keeps the same form
with
~Ks = usKs; ~Kt = utKt; (30)
~cs = u3scs; ~ct = usu
2
t ct: (31)
Then  = Kt=Ks and the bare quark mass atmq0 = 1=2Kt − (1 + 3rs=) are modied to











− 1 + (3rs=)1 − us
ut
: (33)
Using parameters with the tilde, one can repeat the derivation in the previous subsection. For a massless quark, one
obtains
~ = ~0 ’ ; ~cs = rs; ~ct = 1 +
~0rs
2
’ 1 + rs
2
: (34)
Therefore, tadpole-improved (TI) tree-level estimates are
TI = (us=ut) ~0 = 0; (35)














As can be seen in Eqs. (35) and (36), the tadpole improvement eliminates the uncertainty of choice of anisotropy (i.e.
whether to chose 0 or ) at tree level. Converting to the f; !; !0g convention, one obtains









Note that TI is normalized to 1 since  equals 0= and not =, hence the former denition is practically more
convenient than the latter one. Note also that tadpole factors in cTIt and !TI0 are dierent because !0 equals ct=0
and not ct=.
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where ~m0 = at ~mq0.
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III. SIMULATIONS
We proceed to calculate the charmonium spectrum in the quenched approximation as our rst numerical study
using the anisotropic lattice. In this section we describe the computational details of our quenched charmonium
calculation.
A. Choice of simulation parameters
For the gauge sector, we use the anisotropic Wilson gauge action given in Eq. (1). Throughout this paper, we
employ  = 3, where  is the renormalized anisotropy. In order to achieve  = 3, we tune the bare anisotropy 0,
using the parameterization of   =0 given by Klassen [29]:










where a0 = −0:77810, a1 = −0:55055 and
^1() =
1:0025033 + 0:391002 + 1:47130 − 0:19231
3 + 0:262872 + 1:59008− 0:18224 : (42)
We perform simulations in the quenched approximation, at four values of gauge coupling  = 5:70, 5,90, 6.10 and
6.35. These couplings correspond to as = 0:07−0.2 fm and atmcharm = 0:16−0.48 for mcharm = 1:4 GeV. The spatial
lattice size L is chosen so that the physical box size is about 1.6 fm, while the temporal lattice size T is always set to
be T = 2L = 6L.
For the charm quark, we use the anisotropic clover quark action Eq. (7) with the conventional choice of the spatial
Wilson coecient, rs = 1, as mentioned in Sec.II C. We take two values for the bare quark mass m0 = (m10;m20) at
each  in order to interpolate (or extrapolate) results in m0 to the charm quark mass mcharm0 . The charm quark mass
mcharm0 is xed from the experimental value of the spin averaged 1S meson mass. In this procedure, we use both the
pole mass Mpole and kinetic mass Mkin for the 1S meson. For , the ratio of the hopping parameters, we adopt both
the tree-level tadpole-improved value TI, and a non-perturbative value NP determined from the meson dispersion
relation. We describe our method of tuning  in detail in Sec.III C. For the spatial clover coecient cs, we employ the
tree-level tadpole-improved value for massive quarks Eq. (39). Note that cs has no mass dependence at the tree level.
On the other hand, we adopt the tree-level tadpole-improved value in the massless limit Eq. (36) for the temporal
clover coecients ct. We discuss possible systematic errors arising from our choice of the parameters  and cs,t in
Sec.III E. The tadpole factors us,t in Eqs. (36) and (39) are estimated by the mean plaquette prescription:
us = hPss′ i1/4; ut = 1: (43)
If we adopted the alternative denition ut = (hPsti=hPss′ i)1/2 instead, ut would be greater than 1. We use  instead
of (ut=us)0 in Eq. (36).
Gauge congurations are generated by a 5-hit pseudo heat bath update supplemented by four over-relaxation
steps. These congurations are then xed to the Coulomb gauge at every 100-400 sweeps. On each gauge xed
conguration, we invert the quark matrix by the BiCGStab algorithm to obtain the quark propagator. We always
perform the iteration of the BiCGStab inverter by T times, where T is the temporal lattice size. By changing the
stopping condition for the quark propagator, we have checked that this criterion is sucient to achieve the desired
numerical accuracy. We accumulate 400-1000 congurations for hadronic measurements.
Our simulation parameters are compiled in Tables I and II. In Table III, we compare some of the parameters used
in our simulation (labeled by \set A") with those in the previous studies by Klassen (\set B" and \set D") [18,19]
and by Chen (\set C") [24] for later references.
B. Meson operators
In this work, we calculate all of S- and P-state meson masses of charmonia, namely 1S0(c), 3S1(J= ), 1P1(hc),
3P0(c0), 3P1(c1) and 3P2(c2). For this computation, we measure the correlation function of the operators which
have the same quantum number as one of above particles. In Table IV we give the operators for the S- and P-state
mesons. There are two types of operators, those of the form  Γ and of  Γ , where Γ represents a combination of
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γ matrices and  the spatial lattice derivative. We call them the Γ operator and the Γ operator, respectively. The
latter appears only for the P-state mesons. Note that there are two lattice representations for the 3P2 state (E and
T representations) due to breaking of rotational symmetry.














where f sx is a source smearing function, and we always adopt a point sink. We employ the point source (s = 0) with
fs=0x = x,0 and an exponentially smeared source (s = 1) with f
s=1
x = Ase
−Bsjxj, where As and Bs are smearing
parameters. Therefore we have three source combinations, ss0 = 00, 01 and 11, for the Γ operators. The smearing
parameters As and Bs at each  are chosen so that the eective mass of the 1S meson for ss0 = 01 has a wide plateau.














where i x,t =  x+iˆ,t −  x−iˆ,t is the discretized derivative at the sink, and we employ a smeared derivative source
(s = 2) given by
fs=2i,x = Ase
−Bsjx+iˆj −Ase−Bsjx−iˆj (i = 1; 2; 3) (46)








Γi = γi. For the Γ operators, we have two source combinations, ss0 = 02 and 12. In total, S-state mesons have
ss0 = 00, 01 and 11 source combinations, and P-state mesons have 00, 01, 11, 02 and 12 source combinations except
for 3P2. Since there is no Γ operator for 3P2, it has only 02 and 12 source combinations.
To calculate the dispersion relation of S-state mesons, we measure correlation functions for four lowest non-zero
momenta,
asp = (2=L) f(1; 0; 0); (1; 1; 0); (1; 1; 1); (2; 0; 0)g; (47)
in addition to those at rest. Correlation functions with the same value of jpj but dierent orientations are averaged
to increase the statistics.
C. Tuning bare quark mass m0 and fermion anisotropy 
Let us describe our method of tuning  and m0 in detail. We determine the input parameters m0(= m10;m
2
0) and
(= TI; NP) as follows. First we x  =  = 3 and choose m10 and m
2
0 where the 1S meson mass roughly agrees with
the experimental value. Then we determine both the tree-level tadpole-improved value TI and the nonperturbative
value NP at m0 = m10 and m
2
0.
To obtain TI at xed m0 , we use Eqs. (33) and (38). We replace the factor ut=us in Eq. (38) with =0, using
Eq. (29). On the other hand, NP is obtained by demanding that the relativistic dispersion relation is restored at
small momenta for the 1S meson. The dispersion relation on a lattice is given by







where c is called the ‘speed of light’, and Mpole and Mkin are the pole and kinetic masses of the 1S meson. Throughout
this paper, a capital letter M denotes the meson mass, while a small one m the quark mass. Generally c is not equal
to one due to lattice artifacts. We extract the speed of light c by tting E(p)2 linearly in p2 for three or four lowest
momenta, since the linearity of E(p)2 in p2 is well satised. We identify NP with a point where c = 1 or equivalently
Mpole = Mkin for the 1S meson. To determine NP, we perform preparatory simulations and calculate c for  = 2:8,
3.0 and 3.2 at m0 = m10 and m
2
0 using 100-200 gauge congurations. Then we nd  = 
NP, where c = 1, from an
interpolation of . As shown in Table II, the speed of light c at NP is indeed equal to 1 within 1%, which is roughly
the size of the statistical error.
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Production runs for the charmonium spectrum described in Sec.III A are performed at m0 = (m10;m
2
0) and  =
(TI; NP) for each . Accidentally, for  = 5:90 and 6.35, TI = NP holds within our numerical accuracy, so we use
the same data for the analysis at these .
Finally we linearly interpolate or extrapolate results at m0 = (m10;m
2
0) to those at m0 = m
charm
0 , with xed  (= 
TI
or NP). As already mentioned, we identify mcharm0 with a point where the spin-averaged 1S meson mass Mlat(1 S) in







with Mexp(1 S) = 3067:6 MeV for charmonium. In this work, we adopt the Sommer scale r0 and the spin-averaged
mass splittings M(1 P −1 S) M(1 P )−M(1 S) and M(2 S−1 S) M(2 S)−M(1 S) as the scale quantity Q. The
spin-averaged masses are dened by
M(n S) = [3M(n3S1) +M(n1S0)]=4; (51)
M(n P ) = [3M(n1P1) + 5M(n3P2) + 3M(n3P1) +M(n3P0)]=12 (52)
with n(= 1; 2;   ) the radial quantum number. The experimental values of the mass splittings M(1 P − 1 S) and
M(2 S− 1 S) are 457.9 MeV and 595.4 MeV, respectively. The experimental values of r0 is not known, and we use a
phenomenological estimate r0 = 0:50 fm. For the denition of the lattice meson mass Mlat in Eq. (50), we have two
choices in the case of  = TI: one is the pole mass Mpole and the other is the kinetic mass Mkin. On the other hand,
in the case of  = NP, Mpole = Mkin should hold by denition. In practice, there can be small deviations due to the
statistical error. Therefore we have 4(=22) choices for (Mlat; ) in total.
D. Mass fitting
From meson correlation functions we extract the meson mass (energy) by standard2 tting with a multi-hyperbolic-












where ss0 represents the source combination (00, 01, etc.), t is the time separation from the source, and nfit is the
number of states included in the t.
We determine the mass of the ground state and the rst radial excited state for each particle, and the mass splittings
such as M(1P − 1S) and M(2S − 1S), from a 2-cosh t using several correlation functions with dierent source
combinations simultaneously. Here we use the correlation functions of ss0 = 00, 01 and 11 sources for S-states, while
00, 11, 02 and 12 sources are used for P-states except for 3P2. For 3P2, we use the correlation functions of 02 and
12 sources. The 2-cosh t for each S-state always gives the ground state mass consistent with that from the 1-cosh
t. On the other hand, for the P-state, the 2-cosh t is preferred over the 1-cosh t because the 1P mass from the
1-cosh t using the correlation function of 11 and 12 sources occasionally disagrees by a few , due to excited state
contaminations. To determine the mass of the rst excited state accurately, it is better to adopt results from the
3-cosh t. However, we do not perform the 3-cosh t systematically because of the instability of it, and adopt results
from the 2-cosh t for the rst excited state mass. This may cause an overestimation of the rst excited state mass
due to a contamination from higher excited states.
To determine the spin-averaged 1S mass and the 1S energy at p 6= 0, and the spin mass splittings such as M(13S1−
11S0) and M(13P1 − 13P0), we perform a 1-cosh t (nfit = 1) using the source combination which gives the widest
plateau in the eective mass. We use the 01 source for the S-state, and the 12 source for the P-state. We always
check that the spin mass splitting from a simultaneous 2-cosh t mentioned above agrees with that from the 1-cosh
t within 1-2 . We also check that the splitting M(13P1 − 13P0) from a 1-cosh t using the 11 source agrees with
that using the 12 source.
In these analyses, we perform both the uncorrelated t, and the correlated t which takes account of the correlation
between dierent time slices and dierent sources. The uncorrelated t is always stable and gives 2=NDF<0:5 (Q 
1). The correlated t with 1-cosh ansatz is also stable and produces results consistent with those from the uncorrelated
t. However, the correlated 2-cosh t is often unstable, either failing to invert the covariance matrix or giving large
2=NDF  1 even if it converges. Therefore we adopt the uncorrelated t for our nal analysis.
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The tting range [tmin; tmax] for the nal analysis is determined as follows. From an inspection of the eective mass
plot, we determine tmax which roughly has the same physical length independent of . We repeat the 1- and 2-cosh
ts for each , varying tmin with xed tmax, and nd a range of tmin where the ground state mass and the rst excited
state mass (for 2-cosh t) are stable against tmin. We also check that it has reasonable value of 2=NDF . The nal
tmin is then chosen from the region accepted above so that its physical length is roughly equal independent of .
Typical examples of the eective mass plot and tmin-dependence of the tted mass are shown in Figs. 3-4, and
in Fig. 5, respectively. Our nal tting ranges are summarized in Table V. Statistical errors of masses and mass
splittings are estimated by the jack-knife method. The typical bin size dependences of jack-knife errors for the ground
state masses are shown in Figs. 6 and 7. We always adopt a bin size of 10 congurations, i.e. 1000-4000 sweeps.
E. Scaling violation and the continuum limit
We discuss scaling violation for our action and how the results at nite as are extrapolated to the continuum limit
as ! 0. Since we use the anisotropic Wilson gauge action with nonperturbatively tuned 0, the scaling violation from
the gauge sector starts at O((asQCD)2).
For the quark sector, we use the anisotropic clover quark action with tadpole-improved clover coecients cs,t,
and either the tadpole-improved value TI or nonperturbative value NP for . Since we adopt the tree-level tadpole-
improved value of cs for massive (asmq  0) quarks, the scaling violation arising from the choice of cs is O((asQCD)2)
and O(asQCD). On the other hand, for ct, we adopt the tree-level tadpole-improved value correct only in the
massless (asmq = 0) limit, which generates an additional O(asQCD  asmq) = O(a2sQCDmq) error. Recall that the
asmq (not only atmq) dependence of the parameter remains with our choice of the spatial Wilson coecient rs = 1 at
the tree level, as discussed in Sec.II. In the case of  = NP, therefore, the scaling violations are O((asQCD)2) and
O(a2sQCDmq) at leading order, and O(asQCD) at next-to-leading order. The size of these errors are estimated to
be O((asQCD)2) = 7−1%, O(a2sQCDmq) = 37−4% and O(asQCD) = 4−1% for  = 5:70−6.35 corresponding to
a−1s  1:0−2.8 GeV. Here we took QCD = 250 MeV (’ Nf=0MS ) and mq = 1:4 GeV (’ mcharm), and the renormalized
coupling constant  is estimated from Eq. (28). It is expected that the O(asQCD) errors are largely eliminated by
the tadpole improvement.
When the tree level tadpole improved value TI is used instead of NP, we have additional O() and O(asmq)
errors, since the kinetic term is a dimension four operator. The size of the additional errors is estimated to be
O() = 15−12% and O(asmq) = 22−6%. Again we expect that the dominant part of this error is eliminated by the
tadpole improvement.
In this work we adopt an a2s-linear extrapolation for the continuum limit, because the leading order scaling violation
is always O((asQCD)2; a2sQCDmq) irrespective of the choice of . We also perform an as-linear extrapolation to
estimate systematic errors. In practice we use results at three nest lattice spacings i.e.  = 5:90-6.35 (asmq  1) for
the continuum extrapolation, excluding results at  = 5:70 (asmq > 1), which appear to have larger discretization
errors as expected from the naive order estimate. Performing such extrapolations for all sets of Mlat = (Mpole;Mkin)
and  = (TI; NP), we adopt the choice which shows the smoothest scaling behavior for the nal value, and use others
to estimate the systematic errors.
IV. RESULTS
Now we present our results of the quenched charmonium spectrum obtained with the anisotropic quark action. In
this section, we rst compare results of NP with TI. Second, we determine the lattice scale, and study the eect of
(Mlat; ) tuning. We then show the results of charmonium masses and mass splittings, and estimate their continuum
limit.
A. Dispersion relation and NP
In Fig. 8, we plot a typical example of the dispersion relation and the speed of light. As shown in the left gure,







has a wide plateau as shown in the right gure. Therefore we employ the linear t in p2 to extract the speed of light
c from E2. This gure also illustrates that the speed of light c for 1S0 agrees well with that for 3S1 within errors.
This is indeed the case for all data points as observed in Table II. The speed of light c seems universal for all mesons
as pointed out in Ref. [24].
The nonperturbative value of , NP, is obtained by demanding that the speed of light c is equal to 1 within 1%.
On the other hand, the tree-level tadpole-improved value, TI, gives c deviating from 1 by 2−4% i.e. 2−4  at most,
which is much smaller than the size of the O(; asmq) error (12−15%, 6−22%) estimated in the previous section.
This suggests that O(; asmq) errors associated with TI are almost eliminated by the tadpole improvement, as
expected.
In Fig. 9, NP = 0=NP and TI = 0=TI at m0 = m10 and m
2
0 are plotted as a function of ~m0 = atm
TI
q0 . We
nd that NP (circles) and TI (squares and solid line) agree within errors at ~m0  0:3 but deviate from each other
at ~m0 ’ 0:5 ( = 5:7). The latter is one of the reasons why we exclude this point in the continuum extrapolation.
One also notices that the slope of  approaching the value  = 1 in the continuum limit is steep, and in addition, the
dierence NP− TI for our data does not have a smooth dependence in atmTIq0 . As discussed in Sec.V, these features
of NP bring complications in the scaling behavior of the hyperne splitting.
B. Lattice scale
In this work, we determine the lattice spacing via the Sommer scale r0 [32], the 1 P − 1 S meson mass splitting, and
the 2 S− 1 S splitting. We compare the results obtained with these dierent scales, in order to estimate the quenching
errors.
1. Scale from the Sommer scale r0
In order to calculate the static quark potential needed for the extraction of r0, additional pure gauge simulations
listed in Table VI are performed. Using Las  1:4 fm lattices, we measure the smeared Wilson loops at every 100-200
sweeps at six values of  in the range  = 5:70−6.35. Details of the smearing method [33,34] are the same as those
in Ref. [35]. We determine the potential V (r^) at each  from a correlated t with the ansatz
W (r^; t^) = C(r^)eatV (rˆ)tˆ; (55)
where r^ = r=as and t^ = t=at are the spatial and temporal extent of the Wilson loop in lattice units. The tting range
of t^ is chosen by inspecting the plateau of the eective potential atVeff(r^; t^) = log(W (r^; t^)=W (r^; t^+ 1)): A correlated
t to V (r^) is then performed with the ansatz
atV (r^) = atV0 + (atas)r^ − (e=)1
r^































We extract r0=as from the condition that r2
d(V −δV )






with c = 1:65. The error of r0=as is estimated by adding the jack-knife error with bin size 5 and the variation over the
tting range of r^. Keeping to the ansatz Eq. (56), we attempt three dierent ts: (i) 2-parameter t with e = =12
and l = 0 xed, (ii) 3-parameter t with e = =12 xed, and (iii) 4-parameter t. We check that r0=as from these
three ts agree well within errors (See Fig. 10). We adopt r0=as from the 2-parameter t as our nal value. Results
of r0=as at each  are summarized in Table VI.
Next we t r0=as as a function of  with the ansatz proposed by Allton [36],
12
(as=r0)() = f() ( 1 + c2 a^()2 + c4 a^()4 )=c0 ; a^()  f()
f(1)
; (59)
where 1 = 6:00 and f() is the two-loop scaling function of SU(3) gauge theory,












and cn(n = 2; 4) parameterize deviations from the two-loop scaling. From this t, we obtain that
c0 = 0:01230(29); c2 = 0:163(54); c4 = 0:053(22) (61)
with 2=NDF = 0:51. As shown in Fig. 10, the t curves reproduce the data very well. We use Eq. (61) in our later
analysis. Finally, we obtain as from the input of r0 = 0:50 fm. The values of as at each  are given in Table I.
2. Scale from charmonium mass splittings
The quarkonium 1P − 1S and 2S − 1S splittings are often used to set the scale in heavy quark simulations since
the experimental values are well determined and they are roughly independent of quark mass for charm and bottom.
Here we take the spin average for 1S, 1P and 2S masses, so that the most of the uncertainties from the spin splitting
cancel out. The lattice spacing at m0 = mcharm0 is given by
aQs = Q^lat=Qexp (Q = M(1 P − 1 S); M(2 S − 1 S)); (62)
where Q^lat denotes the value in the temporal lattice unit. We use the data of (Mpole; TI) and check that other
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s holds for  = 5:70−6.35. To






s as a function of a
r0
s . Deviations
from unity are about −5% for a1P¯−1S¯s =ar0s , +(10−15)% for a2S¯−1S¯s =ar0s and hence +(10−25)% for a2S¯−1S¯s =a1P¯−1S¯s at
our simulation points. The major source of discrepancy among the lattice spacings from dierent observables is the
quenching eect. Another source is the uncertainty of input value of r0 = 0:50 fm, which is only a phenomenological
estimate. Other systematic errors are expected for a2S¯−1S¯s for the following reasons. Our tting for 2S masses may
be contaminated by higher excited states. In addition, the lattice size 1.6 fm may be too small to avoid nite size
eects for 2S masses. On the other hand, the tting for 1P masses are more reliable, and we have checked that the
nite size eects are negligible for M(1 P − 1 S) in preparatory simulations (see also Ref. [24]). For these reasons,
we consider a1P¯−1S¯s to be the most free from the systematic uncertainties except for quenching eects. Therefore we
focus mainly on the results with a1P¯−1S¯s when comparing with experimental values. In order to make a comparison
with the results by Klassen and Chen, who employ r0 to set the scale, we use the results with ar0s .
C. Effect of (Mlat; ) tuning
In Fig. 12, we plot the results of spin-averaged mass splittings and spin mass splittings for each choice of (Mlat; ).
The upper two gures show the spin-averaged splittings M(1 P − 1 S) and M(2 S − 1 S), while the lower two show
the S-state hyperne splitting M(13S1 − 11S0) and the P-state ne structure M(13P1 − 13P0). Numerical values
for each choice at  = 6:1 are given in Table VIII. Here we set the scale with r0 because it has the smallest statistical
error.
For all of mass splittings in Fig. 12, the results for (Mpole; NP) ’ (Mkin; NP) well agree with those for (Mkin; TI),
suggesting that the mass splittings are independent of the choice of  whenever the Mkin tuning is adopted. This
can be understood as follows [11]. Setting the measured kinetic mass to the experimental value Mkin = Mexp for the
meson roughly corresponds to setting m2 = mcharm for the quark, where the kinetic mass for the quark m2 is given
by Eq. (13) at the tree level. Since the spin-averaged splitting is dominated by m2, setting m2 = mcharm for each 
results in the same value for this splitting. With our choice of the spatial clover coecient cs = rs, mB = m2 also
holds independent of  at the tree level. Hence the spin splitting takes approximately the same value because it is
dominated by the magnetic mass mB given by Eq. (14).
As a result, we practically have only two choices for (Mlat; ), i.e. (Mpole; TI) and (Mpole; NP) ’ (Mkin; NP) ’
(Mkin; TI). As observed in Fig. 12, however, the results for (Mpole; TI) agree with those for the other choices at
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three nest as, within a few  for the hyperne splitting and 1 for other mass splittings. This shows that the choice
(Mpole; TI) is as acceptable as any other, with our numerical accuracy, for the lattices we adopted. Since the hyperne
splitting for the choice (Mpole; TI) has a smoother lattice spacing dependence (at   5:9) and a smaller error than
that for other choices in Fig. 12, we decide to use the data with (Mpole; TI) for the continuum extrapolations. The
results for other choices are used to estimate the systematic errors. A slight bump in the lattice spacing dependence
of the hyperne splitting for (Mpole; NP) is in part ascribed to the statistical error of NP itself, as discussed in Sec.V.
D. The charmonium spectrum
The results for charmonium spectrum, obtained for (Mpole; TI), for the three choices of scale are plotted in Fig. 13
together with the experimental values, and numerical values are listed in Tables IX-XI. As observed in Fig. 13, the
gross features of the mass spectrum are consistent with the experiment. For example, the splittings among the c
states are resolved well and with the correct ordering (c0 < c1 < c2). Statistical errors for the 1S, 1P and 2S state
masses are of 1 MeV, 10 MeV and 30 MeV, respectively. When we set the scale from the 1 P − 1 S (2 S− 1 S) splitting,
the spin structure and the 2 S − 1 S (1 P − 1 S) splittings are predictions from our simulations.
E. S-state hyperfine splitting
We now discuss our results for the S-state hyperne splitting M(13S1 − 11S0), which is the most interesting
quantity in this work. The hyperne splitting (HFS), arising from the spin-spin interaction between quarks, is very
sensitive to the choice of the clover term, as noticed from Eqs. (11) and (14). Since the clover term also controls the
lattice discretization error of the fermion sector, the calculation of the HFS is a good testing ground for the lattice
quark action.
In Fig. 14 we plot our results for the S-state HFS with (Mpole; TI) for each scale input by lled symbols. From the
a2s-linear continuum extrapolation using 3 points at  = 5:90-6.35, we obtain
M(13S1 − 11S0) =


72:6(0:9)(+1:2)(−3:8) MeV (r0 input)
85:3(4:4)(+5:7)(−2:5) MeV (1 P − 1 S input)
53:9(5:8)(−1:5)(−2:0) MeV (2 S − 1 S input)
117:1(1:8) MeV (experiment)
; (63)
where the rst error is the statistical error. The second error represents the ambiguity in the continuum extrapolation,
estimated as the dierence between the a2s-linear and the as-linear ts. The third error is the systematic error
associated with the choice of (Mlat; ). We estimate it from the maximum dierence at the continuum limit between
the choice of (Mpole; TI) and the other three choices. Our estimate of the S-state HFS is smaller than the experimental
value by 27 % if the 1 P − 1 S splitting is used to set the scale. A probable source for this large deviation is quenching
eects.
In this gure, we also plot previous anisotropic results by Klassen (set B in Table III) [19] and Chen (set C) [24] at
 = 2 and 3 with the same choice of the clover coecients cs,t and using r0 to set the scale. The dierence between
our simulation and theirs is the choice of  and the tadpole factor for cs,t, as noted in Table III. We use TI and the
tadpole factor estimated from the plaquette uP , while they used NP and tadpole estimate from the mean link in the
Landau gauge uL. As shown in this gure, our result in the continuum limit with r0 input agrees with the results by
Klassen [19] and Chen [24]. The results with a different choice of the clover coecients cs,t by Klassen (set D) will
be shown in Sec.V, where we will study the eect of cs to the HFS.
F. P-state fine structure
Results for the P-state ne structure are shown in Figs. 15 and 16. The value of the P-state ne structure in the
continuum limit and the systematic errors are estimated in a similar manner to the case of the S-state HFS. For
13P1 − 13P0 splitting, we obtain
M(13P1 − 13P0) =


68:4(5:0)(+11:8)(−3:0) MeV (r0 input)
79:2(6:6)(+16:5)(−2:4) MeV (1 P − 1 S input)




Note that the systematic errors from the choice of the t ansatz (second error) are rather large here, due to the
large scaling violation seen in Fig. 15. The result with the 1 P − 1 S input yields a 17% (2.5) smaller value than the
experiment. Our result with the r0 input is consistent with the previous results by Klassen [19] and Chen [24].
For 13P2 − 13P1 splitting, we obtain
M(13P2 − 13P1) =


31:1(8:4)(+8:1)(−1:0) MeV (r0 input)
35:0(9:0)(+9:6)(−0:7) MeV (1 P − 1 S input)
23:7(6:1)(+5:6)(−0:8) MeV (2 S − 1 S input)
45:7(0:2) MeV (experiment)
; (65)
where we use the result from the E representation operator for 3P2. As observed in Tables IX-XI, the mass dierence
M(13P2T − 13P2E) is always consistent with zero, suggesting that the rotational invariance for this quantity is
restored well in our approach. The value of M(13P2− 13P1) is smaller than the experimental one by 23% (1) with
the 1 P − 1 S input. There is no lattice result from the anisotropic relativistic approach to be compared with.
Next we consider the ratio of the two ne structures, M(13P2− 13P1)=M(13P1− 13P0). In Fig. 17, we plot the
lattice spacing dependence of this ratio. As shown in this gure, the scaling violation of the ratio is smaller than that
for the individual splittings (Figs. 15 and 16). Moreover, results are always consistent with the experimental value
within errors. Presumably this is in part due to a cancellation of systematic errors such as the discretization eect
and the quenching eect in the ratio. Our continuum estimate of this ratio is
M(13P2 − 13P1)




0:45(14)(+05) (1 P − 1 S input)
0:49(13)(+06) (2 S − 1 S input)
0:48(00) (experiment)
: (66)
Our results agrees well with the experimental value. We omit the systematic error arising from the choice of (Mlat; ),
which is found to be much smaller than others.
Another interesting quantity is the P-state hyperne splitting, M(11P1 − 13P ), where M(13P )  [5M(13P2) +
3M(13P1) + M(13P0)]=9. This should be much smaller than the S-state hyperne splitting because the P-state
wavefunction vanishes at the origin. The lattice spacing dependence is shown in Fig. 18 and the continuum estimate
is
M(11P1 − 13P ) =


−1:4(4:0)(+0:6) MeV (r0 input)
−1:5(4:6)(+0:7) MeV (1 P − 1 S input)
−1:5(2:6)(+0:3) MeV (2 S − 1 S input)
+0:9(0:3) MeV (experiment)
: (67)
The sign is always negative at nite as and in the continuum limit, but within errors the continuum value is consistent
with the experimental value. We do not observe sizable dierences between results using dierent scale inputs for this
quantity.
G. 1P − 1S splitting
The mass splittings between the orbital (radial) exited state and the ground state such as the 1P − 1S (2S − 1S)
splitting are dominated by the kinetic term in the non-relativistic Hamiltonian Eq. (11). Since the dependence on
the choice of (Mlat; ) is small compared to the statistical error, as shown in Fig. 12, we ignore the systematic error
from the choice of (Mlat; ) in this and next subsections. Results of the spin-averaged and spin-dependent 1P − 1S
splittings are shown in Figs. 19 and 20. In the continuum limit, the spin-averaged 1P − 1S splitting is
M(1 P − 1 S) =


413(14)(−15) MeV (r0 input)
351(21)(−20) MeV (2 S − 1 S input)
458(01) MeV (experiment)
: (68)
The spin-dependent 1P − 1S splitting deviates from the experimental value by 0-10% (1-5) with the r0 input and
15-25% (3-5) with the 2S − 1S input, as shown in Fig. 20. The result of the 11P1 − 1 S splitting with the r0 input
agrees with the result by Chen within a few  in the continuum limit.
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H. 2S − 1S and 2P − 1P splittings
In Figs. 21 and 22, we show the results of the spin-averaged and spin-dependent 2S−1S splittings. In the continuum
limit, these splittings deviate from the experimental values by 20% (2.5) with the r0 input and 30% (4) with
the 1 P − 1 S input. For the spin-averaged 2S − 1S splitting, we obtain
M(2 S − 1 S) =


701(40)(+13) MeV (r0 input)
772(47)(+35) MeV (1 P − 1 S input)
595(01) MeV (experiment)
: (69)
Besides quenching eects, possible sources of the deviations are nite size eects and the mixing of the 2S with higher
excited states. Figure 23 shows the result for 2P − 1P splittings. Note that there is no experimental value for this
splitting at present. Our results of 2S − 1S and 2P − 1P splittings are consistent with previous results by Chen. We
also calculate mass splittings such as M(23S1− 21S0) and M(2 P − 2 S), but these suer from large statistical and
systematic errors. We leave accurate determinations of the excited state masses for future studies.
I. The charmonium spectrum in the continuum limit
We summarize the continuum results for the charmonium spectra obtained with the data of (Mpole; TI) and the
a2s-linear t ansatz in Fig. 24. Numerical values are listed in Tables IX-XI, where the errors are only statistical. Among
three dierent scales, results with the 1P − 1S input are the closest to the experimental value for the ground state
masses. The spin splittings such as the hyperne splitting M(13S1−11S0) and the ne structure M(13P1−13P0)
are always smaller than the experimental values irrespective of the choice of the scale input, which is considered to
be quenching eects.
V. EFFECT OF CLOVER COEFFICIENT FOR HYPERFINE SPLITTING
We now come back to the issue of the hyperne splitting. In Sec.IVE, we have shown that our result of the HFS
(set A in Table III) agrees with previous results by Klassen (set B) and Chen (set C) in the continuum limit, with the
same choice of the clover coecients Eqs. (39) and (36). However, as mentioned in the Introduction, when Klassen
made a dierent choice of the clover coecients (set D), he obtained apparently dierent values of the HFS in the
continuum limit. This choice is given by 2 ~cs = 1= where the tilde denotes the tadpole improvement, ~cs = u3scs.
Since  ! 1 as asmq ! 0, it agrees with the correct choice ~cs = 1 in the limit as ! 0 with xed mq, but is incorrect
at nite as. The quark action then generates an additional O(a2sQCDmq) error. Even with such a choice, if asmq is
small enough, the result should converge to a universal value after the continuum extrapolation. However, in Refs.
[18,19], Klassen obtained HFS(as = 0; r0 input)  95 MeV with ~cs = 1=, which is much larger than the result
HFS(as = 0; r0 input)  75 MeV with ~cs = 1 both by Klassen and in the present work.
A possible source of this discrepancy is a large mass-dependent error of O(asQCD  (asmq)n) (n = 1; 2;   ) for the
results with ~cs = 1=. In fact, Klassen adopted rather coarse lattices with asmq  1−2, for which such errors may
not be negligible. Because the HFS is sensitive to the spatial clover term, the choice of ~cs = 1= may then result in a
non-linear as dependence for the HFS. In the following, in order to study the eect of the choice of the spatial clover
coecient cs to the HFS, we make a leading order analysis motivated by the potential model [37] and compare it with
numerical results, which will give us a better understanding of the above problem of the HFS.












where mq = mq¯ for the quarkonium, Sq,q¯ are quark and anti-quark spins, and Ψ(0) is the wavefunction at origin.
HFScont is the hyperne splitting in the continuum quenched (nf = 0) theory, which is not necessarily equal to
the experimental value. In non-relativistic QCD, the Sq  Sq¯ interaction arises from the Σ  B term for quark and
2This choice corresponds to ~! = 1 in the mass form notation Eq. (3), while the correct choice ~cs = 1 corresponds to ~! = .
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anti-quark. Giving the non-relativistic interpretation to our anisotropic lattice action, we expect that the lattice HFS












where mB is the magnetic mass Eq. (14) in the eective Hamiltonian. Therefore, in our approach, HFS is dominated













generally deviates from 1 at nite as, and should approach 1 as as ! 0. At the leading order in , jΨ(0)j2cont / mq,
while jΨ(0)j2lat / m2 with m2 the kinetic mass Eq. (13). Since m2 does not depend on the spatial clover coecient cs
at the tree level, we neglect the lattice artifact for jΨ(0)j2lat and set jΨ(0)j2lat=jΨ(0)j2cont = 1 in the following, which is












as a measure of lattice artifacts for the HFS, where the tilde denotes the tadpole improvement. In the continuum
limit, RHFS = 1. Since mq is constant independent of as, we identify mq with ~m1 for the pole mass tuning (i.e. when
setting the measured pole mass to the experimental value Mpole = Mexp for the meson), and with ~m2 for the kinetic
mass tuning (Mkin = Mexp).
At the tree level with the tadpole improvement, the pole mass ~m1, the kinetic mass ~m2 and the magnetic mass ~mB
for the quark are given by



















where  = 0=, ~cs = u3scs, and ~m0 = at ~mq0 is given by Eq. (33). To obtain Eqs. (75) and (76), we use the formula
 = ~0 = (ut=us)0. In the following we present the asmq dependence of RHFS in the case of ~cs = 1 (set A,B,C) and
~cs = 1= (set D), and compare them with the corresponding numerical data for the S-state HFS. For the denition
of  (or ), there are two choices adopted so far, the tree level tadpole improved value TI and nonperturbative one
NP. At  = TI, ~m1 = ~m2 for the quark, but Mpole 6= Mkin for the measured meson. On the other hand, at  = NP,
~m1 6= ~m2 though Mpole = Mkin. Thus in the case of  = NP, i.e. Mpole = Mkin tuning, the identication of mq
(= ~m1 or ~m2) in RHFS Eq. (73) mentioned above is ambiguous. Although such an ambiguity should vanish in the
continuum limit, we present RHFS with both mq = ~m1 and mq = ~m2 to check consistency. For actual numerical data
of the HFS, we focus on the results with the r0 input because Klassen has adopted r0 for the scale setting.
A. The case of ~cs = 1=
First we consider the case of ~cs = 1= (set D), which is correct only for asmq = 0 at the tree level. In Fig. 25 we
plot the (asmq)2 dependence of RHFS at  = 3 and 2 for ~cs = 1= with  = NP = 0=NP. Numerical values of NP
were taken from Ref. [19]. Because of the ambiguity for mq mentioned above, we show the results with mq = ~m1 and
mq = ~m2; the dierence between them decreases as as ! 0, as expected. We have checked that plotting RHFS as a
function of a2s, instead of (asmq)2, does not change the gure qualitatively. We also plot the results with ~cs = 1= but
 = TI = 0=TI, where ~m1 = ~m2 holds, as a dotted line ( = 3) and a dashed line ( = 2) for a guide to the eye. As
shown in this gure, RHFS has a non-linear a2s dependence toward the continuum limit (=1), indicating that the mass
dependent error is large for the region asmq = 1−2. RHFS is larger than 1 even at (asmq)2  1, which suggests that
the actual HFS should rapidly decrease toward a2s ! 0, and data at (asmq)2 < 1 are needed for a reliable continuum
extrapolation for the HFS.
Now let us compare RHFS with numerical results of HFS. In Fig. 26, we plot corresponding results of HFS by
Klassen for ~cs = 1= [19]. The results at  = 3 for ~cs = 1= are clearly larger than the results for ~cs = 1 (see lled
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circles in Fig. 14), and the results at  = 3 and 2 appear to converge to  95 MeV in the continuum limit with
an a2s-linear scaling. However, comparing Fig. 25 and Fig. 26, we nd that the lattice spacing dependence of the
numerical data of HFS qualitatively agrees with that of RHFS: for both HFS and RHFS, data at  = 3 are larger than
data at  = 2, and the dierence between  = 3 and 2 decreases as as ! 0. From an a2s-linear extrapolation of RHFS
using the nest three data points, we obtain RHFS  1:2−1.3 at as = 0. Because the correct continuum limit of RHFS
is 1, this suggests a 20−30% overestimate from the neglect of non-linear dependence of RHFS on a2s. Hence the result
with ~cs = 1=, HFS(as = 0)  95 MeV, reported in Refs. [18,19] is likely an overestimate by 20−30%.
These analyses indicate that the origins of this overestimate are, rst, the choice for the spatial clover coecient
~cs = 1= (= 1=NP), and second, the use of coarse lattices with asmq > 1. As shown in Fig. 9,  (= 1= ~cs in this case)
should eventually start to move up to 1 linearly around atmTIq0<0:3, which corresponds to (asmq)2<0:6 in Fig. 25, but
Klassen’s data of NP (open diamonds) do not reach such a region. We conclude that the continuum extrapolation
for the HFS should not be performed using the data on such coarse lattices, and results at ner lattice spacing are
required.
B. The case of ~cs = 1
Next we consider the case of ~cs = 1 (set A, B and C), which is correct for any asmq at the tree level. In this case,
there are two choices for , TI and NP. As mentioned in Sec.IVC, ~mB = ~m2 holds for both choices of , with ~cs = 1.
In the case of  = TI, which is adopted only in our work (set A) so far, RHFS = 1 is always satised, since
~m1 = ~m2 = ~mB by denition. This suggests that the scaling violation of HFS for ~cs = 1 should be much smaller than
that for ~cs = 1=. The numerical result for the HFS with the pole mass tuning has already been shown in Fig. 14
and re-plotted in Fig. 28 by lled circles, which gives our best estimate, HFS(as = 0) = 73 MeV.
We next consider the case of  = NP, where Mpole = Mkin for the measured meson. When we identify mq = ~m2,
RHFS = 1 is always satised again because ~m2 = ~mB even at  = NP. When we identify mq = ~m1, RHFS 6= 1 in
general, due to the deviation of NP from TI. The results of RHFS with mq = ~m1 at  = NP are shown in Fig. 27,
and corresponding numerical results for the HFS are shown in Fig. 28. Comparing Fig. 27 with Fig. 28 we again note
that the lattice spacing dependence of the HFS qualitatively agrees with that of RHFS, i.e., for both HFS and RHFS,
data at  = 3 by Klassen (open diamonds, set B) and those at  = 2 by Chen (open triangles, set C) are close to each
other and larger than our data at  = TI. An a2s-linear extrapolation using the nest three data points gives HFS
 70−75 MeV and RHFS  0:9−1.0 at as = 0. The latter conrms that a continuum estimate of HFS with ~cs = 1 is
more reliable than that with ~cs = 1=.
Concerning our results at  = 3, as shown in Fig. 27, RHFS for  = NP (stars) does not scale smoothly around
(asmq)2<1, while that for  = TI (lled circles) is always unity. This behavior is caused by the fact that the dierence,
NP−TI, is not monotonic in asmq (see Fig. 9). Correspondingly the numerical value of the HFS, displayed in Fig. 28,
also shows a slightly non-smooth lattice spacing dependence near a2s  0, which qualitatively agrees with the (asmq)2
dependence of RHFS in this region. A possible source of this behavior is the statistical error of NP itself, because
HFS (RHFS) is also sensitive to the value of  as well as cs. Due to this reason, we have not used the results with
 = NP for our main analysis in Sec.IV.
VI. CONCLUSION
In this article, we have investigated the properties of anisotropic lattice QCD for heavy quarks by studying the
charmonium spectrum in detail. From the tree-level analysis for the eective Hamiltonian, we found that the mass
dependent tuning of parameters is essentially important. In particular, with the choice of rs = 1 for the spatial Wilson
coecient, an explicit asmq0 dependence remains for the parameters  and ct even at the tree level. Moreover we
have shown in the leading order analysis that, unless the spatial clover coecient ~cs is correctly tuned, the hyperne
splitting has a large O((asmq)n) errors, which can explain a large value of the hyperne splitting in the continuum
limit from rather coarse lattices in the previous calculation by Klassen. On the other hand, if ~cs is mass-dependently
tuned, the continuum extrapolation is expected to be smooth for the hyperne splitting.
Based on these observations, we employed the anisotropic clover action with rs = 1 and tuned the parameters
mass-dependently at the tree level combined with the tadpole improvement. We then computed the charmonium
spectrum in the quenched approximation on  = 3 lattices with spatial lattice spacings of asmq < 1. A ne resolution
in the temporal direction enabled a precise determination of the masses of S- and P- states which is accurate enough
to be compared with the experimental values. Our results are consistent with previous results at  = 2 obtained by
Chen [24], and the scaling behavior of the hyperne splitting is well explained by the theoretical analysis. We then
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conclude that the anisotropic clover action with the mass-dependent parameters at the tadpole-improved tree level is
suciently accurate for the charm quark to avoid large discretization errors due to heavy quark. We note, however,
that asmq < 1 is still necessary for a reliable continuum extrapolation.
We found in our results that the gross features of the spectrum are consistent with the experiment. Quantitatively,
however, the S-state hyperne splitting deviates from the experimental value by about 30% (7), and the P-state ne
structure diers by about 20% (2.5), if the scale is set from the 1 P − 1 S splitting. We consider that a major source
for these deviations is the quenched approximation.
Certainly further investigations are necessary to conclude that the anisotropic QCD can be used for quarks heavier
than the charm. In particular it is important to determine the clover coecients as well as other parameters non-
perturbatively, since the spin splittings are very sensitive to the clover coecients. It is also interesting to calculate
the spectrum with rs = 1= and compare the result with the current one in this paper, since the notorious asmq0
dependence vanishes from the parameters with this choice at the tree level. Finally full QCD calculations includ-
ing dynamical quarks are needed to establish the theoretical prediction without systematic errors for an ultimate
comparison with the experimental spectrum.
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APPENDIX A: DERIVATION OF HAMILTONIAN ON THE ANISOTROPIC LATTICE
The lattice Hamiltonian H^ is identied with the logarithm of the transfer matrix T^ :
H^ = − log T^ : (A1)
T^ and H^ for the asymmetric clover quark action on the isotropic lattice have been derived in Ref. [11]. An extension to
the anisotropic lattice is straightforward. Using the elds Ψ^ and ^Ψ = Ψ^yγ0 which satisfy canonical anti-commutation







(rsD2 + icsΣ B)− iFf1(m0)as− 2Ff2(m0)a2s2
]
Ψ^ +O(p3a3s); (A2)
where (i; i) = (− 12ijkjk;−i0i), (Bi; Ei) = (12ijkFjk; F0i) and
atm1 = log(1 +m0); (A3)
 = i(γ D + 1
2
(1− ct)at E); (A4)
and
f1(x) =
































0F = 0F; r
0
s = 0rs; c
0
s = 0cs: (A8)
Note that Eq. (A7) for the anisotropic lattice is the same as that for the isotropic lattice except for use of fat; 0F; r0s; c0sg
instead of fa; F; rs; csg. Thus one can repeat the derivation of the tree level value of bare parameters (F and cs,t) in
Ref. [11] even for the anisotropic lattice, after replacing fa; F; rs; csg by fat; 0F; r0s; c0sg.
When the lattice Hamiltonian is expressed in more continuum-like form
1
at
H^ = ^Ψ[b0mq + b1γ D + atb2D2 + iatbBΣ B + atbE E + a2t bsoγ0[γ D; γ  E] +   ]Ψ^; (A9)
the coecients b are given by
b0 = m1=mq; (A10)
b1 = 0Ff1(m0); (A11)





















(1 − ct)0Ff1(m0); (A14)





In order to determine tree level parameters, the lattice Hamiltonian should be matched to the continuum one to the
desired order in as. The continuum Hamiltonian to which the lattice one is matched is either the Dirac Hamiltonian
H^Dirac = at ^Ψ(mq + γ D)Ψ^, or the non-relativistic Hamiltonian H^NR = at ^Ψ(mq + γ0A0 − D22mq +   )Ψ^. Both choices
give the same tree level parameters.
In the Hamiltonian formalism, the unitary transformation U is possible because the eigenvalues of H^ are invariant
under it. For example, consider a unitary transformation,
Ψ^ ! UΨ^; Ψ^y ! Ψ^yU−1 (A16)
with
U = exp(−at1γ D− a2t E  E); (A17)
where 1 and E are parameters. This is called the Foldy-Wouthuysen-Tani (FWT) transformation, whose element is
a spin o-diagonal matrix. After this transformation the coecients b become
bU0 = b0; (A18)
bU1 = b1 − 2mqatb01; (A19)
bU2 = b2 − 2b11 + 2mqatb021 ; (A20)
bUB = bB − 2b11 + 2mqatb021 ; (A21)
bUE = bE − 1 − 2mqatb0E ; (A22)
bUso = bso −
1
2
21 + bE1 + b1E − 2mqatb01E : (A23)
The transformed Hamiltonian H^U with bU is matched to either H^Dirac or H^NR so as to obtain tree level parameters.
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  0 cs ct a
r0
s [fm] L
3  T Las[fm]
5.70 3 2.346 1.966 2.505 0.204 83  48 1.63
5.90 3 2.411 1.840 2.451 0.137 123  72 1.65
6.10 3 2.461 1.762 2.416 0.099 163  96 1.59
6.35 3 2.510 1.690 2.382 0.070 243  144 1.67
TABLE I. Simulation parameters. Las is calculated using a
r0
s , the lattice spacing determined from r0.
21
 L3  T atmq0  sweep/conf #conf cPS cV
5.70 83  48 0.320 2.88 (NP) 100 1000 1.005(10) 1.008(11)
5.70 83  48 0.253 2.85 (NP) 100 1000 1.005(10) 1.008(11)
5.70 83  48 0.320 3.08 (TI) 100 1000 0.962(9) 0.965(10)
5.70 83  48 0.253 3.03 (TI) 100 1000 0.966(9) 0.969(10)
5.90 123  72 0.144 2.99 (NP/TI) 100 1000 0.991(8) 0.993(9)
5.90 123  72 0.090 2.93 (NP/TI) 100 1000 0.991(8) 0.994(9)
6.10 163  96 0.056 3.01 (NP) 200 600 0.997(9) 0.997(9)
6.10 163  96 0.024 2.96 (NP) 200 600 0.997(9) 0.997(9)
6.10 163  96 0.056 2.92 (TI) 200 600 1.017(9) 1.018(9)
6.10 163  96 0.024 2.88 (TI) 200 600 1.017(9) 1.016(10)
6.35 243  144 -0.005 2.87 (NP/TI) 400 400 1.006(11) 1.011(11)
6.35 243  144 -0.035 2.81 (NP/TI) 400 400 1.007(12) 1.009(11)
TABLE II. Simulation parameters continued. In fourth column, ‘NP’ and ‘TI’ denote the nonperturbative and tree level
tadpole improved values for  respectively. cPS,V are the speed of light obtained from the t for the pseudoscalar (
1S0) and
vector (3S1) mesons.
set   cs ct us,t Mlat(1 S) scale input HFS(as = 0; r0)
A. this work 3 TI(m  0), NP TI(m  0) TI(m = 0) uP Mpole;Mkin r0, 1 P − 1 S, 2 S − 1 S  75 MeV
B. Klassen [19] 2,3 NP TI(m  0) TI(m = 0) uL Mpole(’Mkin) r0  75 MeV
C. Chen [24] 2 NP TI(m  0) TI(m = 0) uL Mpole(’Mkin) r0  75 MeV
D. Klassen [18,19] 2,3 NP TI(m = 0) TI(m = 0) uL Mpole(’Mkin) r0  95 MeV
TABLE III. Comparison of simulation parameters in various anisotropic lattice studies of the cc spectrum. In the third to
fth columns, TI(m  0), TI(m = 0) and NP respectively denote the tree level tadpole improved value for massive quarks, that
are correct only in the massless limit and the non-perturbative value. The sixth column shows which method is used for the
estimation of the tadpole factors us,t (the plaquette prescription u
P or the Landau mean link prescription uL). The seventh
column shows which 1 S mass is tuned to the experimental value. The eighth column denotes quantities used for the scale
setting. The nal column is the continuum estimate of the hyperne splitting from the a2s-linear t with the scale set by r0.
2S+1LJ J
PC name Γ operator Γ operator
1S0 0
−+ c  γ5 
3S1 1
−− J=  γi 
1P1 1
+− hc  ij  γ5i 
3P0 0





++ c1  γiγ5  fγij − γjig 
3P2 2
++ c2  fγii − γjjg (E rep)
 fγij + γjig (T rep)
TABLE IV. S- and P-state operators. In the rst and second columns, the state is labeled by 2S+1LJ and J
PC respectively.
The third column shows the particle name for the charmonium family. In the fourth and fth columns, we give the corresponding
Γ operator and Γ operator.
22
state t form source t range (tmin=tmax)
 = 5:70  = 5:90  = 6:10  = 6:35
1S; 2S 2-cosh 00+01+11 11/24 17/36 22/48 32/72
1P; 2P 2-cosh 00+11+02+12 7/18 11/25 15/35 21/50
1 S;S 1-cosh 01 13/24 19/36 26/48 38/72
1S(p 6= 0) 1-cosh 01 13/22 20/32 26/45 40/66
P 1-cosh 12 11/18 17/25 23/35 33/50
TABLE V. Fit ranges we adopted. In the rst column, S and P denote the S- and P-state spin mass splitting respectively.
 r0=as L
3  T Las[fm] smear# conf sweep/conf
5.70 2.449(35) 123  72 2.45 4 150 100
5.90 3.644(36) 123  36 1.65 5 220 100
6.00 4.359(51) 123  48 1.38 6 150 100
6.10 5.028(35) 163  48 1.59 6 150 100
6.20 5.822(33) 163  64 1.37 10 220 100
6.35 7.198(52) 243  72 1.67 12 150 200
TABLE VI. Simulation parameters and results for the Sommer scale r0. The fth column shows the number of smearing
steps we adopted.












5.70 0.2843(3) 0.2037(0) 0.2994(115) 0.2077(30) 0.3782(190) 0.2272(45)
5.90 0.1106(2) 0.1374(0) 0.0972(58) 0.1333(18) 0.1664(150) 0.1544(44)
6.10 0.0319(1) 0.0991(0) 0.0155(60) 0.0934(21) 0.0632(110) 0.1099(37)
6.35 −0:0179(1) 0.0697(0) −0:0301(43) 0.0650(18) 0.0115(84) 0.0808(30)
TABLE VII. Bare charm quark mass mcharm0 and lattice spacing a
Q
s for Q = r0; 1 P − 1 S and 2 S − 1 S.
(Mlat; ) M(1 P − 1 S) M(2 S − 1 S) M(13S1 − 11S0) M(13P1 − 13P0)
(Mpole; 
TI) 426.7(104) 676(30) 71.6(7) 57.3(37)
(Mpole; 
NP) 423.1(96) 671(29) 68.8(6) 55.3(34)
(Mkin; 
TI) 424.1(97) 671(31) 69.2(14) 55.2(38)
(Mkin; 
NP) 423.6(97) 672(30) 69.2(13) 55.7(37)
TABLE VIII. Comparison of mass splittings for dierent choices of (Mlat; ) at  = 6:10. The results are presented in units
of MeV, and the scale is set by r0.
23
state  = 5:70  = 5:90  = 6:10  = 6:35 as ! 0 Exp.
11S0 3020.9(7) 3013.8(8) 3014.0(10) 3012.7(9) 3012.7(11) 2979.8
13S1 3082.0(7) 3083.1(8) 3085.1(8) 3083.7(8) 3084.6(10) 3096.9
11P1 3526.6(79) 3506.7(57) 3489.7(66) 3483.8(83) 3474.2(94) 3526.1
13P0 3496.0(94) 3462.4(65) 3438.7(58) 3420.2(86) 3408.5(95) 3415.0
13P1 3526.7(84) 3506.6(61) 3490.5(62) 3480.8(80) 3472.3(91) 3510.5
13P2E 3555.2(106) 3515.6(116) 3509.8(199) 3506.7(219) 3503.6(250) 3556.2
13P2T 3555.0(100) 3512.4(115) 3508.9(179) 3502.5(213) 3501.2(238) 3556.2
1 S 3067.6(0) 3067.6(0) 3067.6(0) 3067.6(0) 3067.6(0) 3067.6
1 P 3536.0(85) 3506.7(73) 3494.0(104) 3487.3(120) 3480.4(137) 3525.5
11P1 − 1 S 459.9(79) 440.9(59) 422.4(67) 417.8(84) 407.2(95) 458.5
13P0 − 1 S 429.2(93) 396.7(66) 371.3(61) 354.2(87) 341.2(97) 347.4
13P1 − 1 S 459.9(84) 440.9(62) 423.2(64) 414.9(81) 405.2(93) 442.9
13P2 − 1 S 488.5(106) 449.9(117) 442.5(198) 440.7(218) 436.6(249) 488.6
1 P − 1 S 469.3(85) 441.0(74) 426.7(104) 421.3(121) 413.4(138) 457.9
13S1 − 11S0 61.9(4) 70.4(6) 71.6(7) 72.0(8) 72.6(9) 117.1
13P1 − 13P0 32.3(34) 46.7(34) 57.3(37) 62.7(42) 68.4(50) 95.5
13P2 − 13P1 18.1(43) 18.2(41) 20.4(68) 30.4(72) 31.1(84) 45.7
13P2T − 13P2E -0.8(23) -2.3(28) -2.6(33) -2.0(41) -2.2(47) 0.0
11P1 − 13P -6.0(18) -3.5(21) -0.7(29) -3.5(36) -1.4(40) 0.9
13P2−13P1
13P1−13P0 0.56(13) 0.39(9) 0.36(12) 0.49(11) 0.47(14) 0.48
21S0 3719(22) 3700(28) 3699(32) 3746(40) 3739(46) 3594
23S1 3767(20) 3773(27) 3758(31) 3786(34) 3777(40) 3686
21P1 4248(68) 4411(70) 4214(70) 4161(79) 4053(95) -
23P0 4175(93) 4226(89) 4148(94) 4049(100) 4008(122) -
23P1 4228(75) 4388(77) 4256(90) 4140(84) 4067(105) -
23P2E 4238(109) 4254(99) 4190(144) 4023(148) 3992(175) -
23P2T 4230(111) 4281(100) 4223(157) 4082(146) 4047(177) -
2 S 3755(20) 3755(27) 3744(30) 3776(34) 3768(40) 3663
2 P 4233(74) 4324(68) 4209(86) 4089(86) 4027(105) -
2 P − 2 S 478(73) 569(70) 466(90) 313(88) 256(107) -
23S1 − 21S0 48(9) 74(16) 60(17) 40(22) 34(25) 92
21S0 − 11S0 698(22) 686(28) 685(32) 733(40) 726(46) 614
23S1 − 13S1 685(20) 690(27) 673(31) 702(34) 692(40) 589
21P1 − 11P1 721(68) 904(69) 724(69) 678(79) 579(94) -
23P0 − 13P0 679(95) 763(90) 709(95) 629(103) 601(124) -
23P1 − 13P1 701(76) 881(77) 766(90) 659(84) 595(105) -
23P2 − 13P2 683(109) 738(93) 681(129) 516(136) 490(160) -
2 S − 1 S 688(20) 689(27) 676(30) 710(34) 701(40) 595
2 P − 1 P 697(75) 817(66) 715(81) 602(83) 547(100) -
TABLE IX. Results of charmonium masses M and mass splittings M in units of MeV at  = TI using the pole mass
tuning. The scale is set by r0.
24
state  = 5:70  = 5:90  = 6:10  = 6:35 as ! 0 Exp.
11S0 3023.0(16) 3010.3(16) 3007.1(27) 3004.3(33) 3003.0(35) 2979.8
13S1 3081.4(8) 3084.0(10) 3087.1(12) 3086.0(12) 3087.5(14) 3096.9
11P1 3515.6(29) 3523.3(46) 3520.7(88) 3519.9(98) 3518.6(106) 3526.1
13P0 3486.6(49) 3476.2(51) 3464.0(91) 3446.4(92) 3441.6(104) 3415.0
13P1 3515.8(35) 3523.5(44) 3522.3(96) 3516.8(102) 3516.8(112) 3510.5
13P2E 3543.2(40) 3532.9(60) 3541.3(128) 3544.9(139) 3548.9(151) 3556.2
13P2T 3543.0(38) 3529.3(69) 3539.8(122) 3540.0(155) 3546.0(160) 3556.2
1 S 3067.6(0) 3067.6(0) 3067.6(0) 3067.6(0) 3067.6(0) 3067.6
1 P 3524.7(7) 3523.4(7) 3525.0(9) 3523.4(8) 3524.1(9) 3525.5
11P1 − 1 S 448.8(29) 457.8(46) 453.6(89) 454.3(100) 452.0(108) 458.5
13P0 − 1 S 419.8(47) 410.6(51) 396.9(93) 380.9(95) 375.2(106) 347.4
13P1 − 1 S 448.9(34) 457.9(44) 455.3(98) 451.3(104) 450.3(114) 442.9
13P2 − 1 S 476.4(40) 467.4(58) 474.2(126) 479.4(136) 482.4(148) 488.6
1 P − 1 S 457.9(0) 457.9(0) 457.9(0) 457.9(0) 457.9(0) 457.9
13S1 − 11S0 59.2(18) 74.9(21) 80.4(34) 82.7(42) 85.3(44) 117.1
13P1 − 13P0 30.6(37) 49.9(39) 64.6(45) 72.6(65) 79.2(66) 95.5
13P2 − 13P1 17.4(41) 19.2(43) 22.3(75) 34.7(81) 35.0(90) 45.7
13P2T − 13P2E -0.8(22) -2.5(30) -3.2(39) -2.1(51) -2.7(53) 0.0
11P1 − 13P -5.9(17) -3.7(22) -0.8(35) -3.7(44) -1.5(46) 0.9
13P2−13P1
13P1−13P0 0.57(12) 0.39(9) 0.35(13) 0.48(12) 0.45(14) 0.48
21S0 3704(22) 3722(30) 3746(39) 3801(45) 3806(50) 3594
23S1 3749(21) 3800(29) 3811(41) 3847(43) 3849(49) 3686
21P1 4217(70) 4458(75) 4294(79) 4238(87) 4159(100) -
23P0 4146(95) 4260(95) 4222(105) 4121(124) 4114(138) -
23P1 4196(78) 4434(83) 4339(100) 4222(96) 4179(114) -
23P2E 4203(107) 4303(96) 4263(145) 4096(155) 4091(173) -
23P2T 4194(111) 4329(98) 4287(163) 4147(153) 4131(177) -
2 S 3738(21) 3781(29) 3794(39) 3836(42) 3839(47) 3663
2 P 4200(76) 4371(68) 4286(81) 4165(88) 4132(100) -
2 P − 2 S 462(72) 590(72) 492(95) 329(97) 290(112) -
23S1 − 21S0 45(9) 78(18) 65(20) 47(27) 43(29) 92
21S0 − 11S0 681(23) 712(30) 738(40) 797(46) 803(51) 614
23S1 − 13S1 668(21) 716(29) 723(40) 762(43) 762(48) 589
21P1 − 11P1 701(69) 935(73) 773(76) 718(84) 641(97) -
23P0 − 13P0 659(96) 783(96) 758(106) 674(122) 671(137) -
23P1 − 13P1 681(77) 910(82) 817(99) 705(94) 662(111) -
23P2 − 13P2 660(107) 770(93) 722(135) 551(147) 543(164) -
2 S − 1 S 671(21) 715(28) 727(39) 770(42) 772(47) 595
2 P − 1 P 675(76) 847(68) 761(81) 641(87) 608(100) -
TABLE X. The same as Table IX, but the scale is set by 1 P − 1 S splitting.
25
state  = 5:70  = 5:90  = 6:10  = 6:35 as ! 0 Exp.
11S0 3032.3(21) 3026.4(30) 3024.9(33) 3028.6(38) 3027.4(45) 2979.8
13S1 3079.1(8) 3079.8(10) 3082.0(13) 3079.5(12) 3080.5(15) 3096.9
11P1 3467.1(113) 3446.7(139) 3440.5(158) 3415.3(170) 3412.6(208) 3526.1
13P0 3445.3(112) 3412.8(124) 3398.6(130) 3370.2(128) 3361.5(165) 3415.0
13P1 3467.8(117) 3446.1(142) 3440.1(158) 3412.4(168) 3409.7(207) 3510.5
13P2E 3490.4(124) 3453.4(153) 3460.0(198) 3433.8(200) 3437.7(244) 3556.2
13P2T 3490.1(120) 3451.6(155) 3460.0(185) 3431.2(180) 3435.3(226) 3556.2
1 S 3067.6(0) 3067.6(0) 3067.6(0) 3067.6(0) 3067.6(0) 3067.6
1 P 3475.2(114) 3446.5(140) 3445.0(164) 3418.5(170) 3418.2(209) 3525.5
11P1 − 1 S 399.7(114) 380.2(141) 372.8(159) 348.5(172) 345.1(210) 458.5
13P0 − 1 S 377.9(113) 346.4(126) 330.8(131) 303.4(131) 294.2(168) 347.4
13P1 − 1 S 400.4(118) 379.7(144) 372.3(159) 345.6(171) 342.2(210) 442.9
13P2 − 1 S 423.0(126) 386.9(155) 392.2(199) 367.0(202) 370.4(246) 488.6
1 P − 1 S 407.8(116) 380.1(142) 377.3(164) 351.7(173) 350.8(212) 457.9
13S1 − 11S0 47.4(25) 54.4(38) 57.7(43) 51.5(48) 53.9(58) 117.1
13P1 − 13P0 23.2(29) 35.2(35) 45.8(46) 43.9(54) 50.5(62) 95.5
13P2 − 13P1 14.1(32) 14.4(30) 17.3(51) 22.2(52) 23.7(61) 45.7
13P2T − 13P2E -1.0(15) -1.7(17) -1.6(23) -1.9(24) -1.8(29) 0.0
11P1 − 13P -5.4(12) -2.7(14) -0.6(21) -3.0(23) -1.5(26) 0.9
13P2−13P1
13P1−13P0 0.60(12) 0.41(8) 0.38(11) 0.50(10) 0.49(13) 0.48
21S0 3637(6) 3618(8) 3624(10) 3641(11) 3644(13) 3594
23S1 3671(2) 3676(3) 3676(3) 3669(4) 3669(4) 3686
21P1 4078(59) 4241(69) 4087(70) 4015(76) 3930(95) -
23P0 4020(77) 4103(76) 4031(80) 3914(88) 3877(108) -
23P1 4057(66) 4222(73) 4125(82) 3985(81) 3929(103) -
23P2E 4049(85) 4078(85) 4076(120) 3884(106) 3872(134) -
23P2T 4037(87) 4109(84) 4120(128) 3958(104) 3948(133) -
2 S 3663(1) 3662(1) 3663(1) 3662(1) 3663(1) 3663
2 P 4056(61) 4157(65) 4087(79) 3945(73) 3900(93) -
2 P − 2 S 393(61) 495(65) 424(79) 283(73) 237(93) -
23S1 − 21S0 34(7) 59(11) 52(13) 29(14) 26(17) 92
21S0 − 11S0 605(5) 592(8) 600(10) 612(10) 616(13) 614
23S1 − 13S1 592(2) 597(3) 594(3) 590(3) 588(4) 589
21P1 − 11P1 611(57) 794(63) 647(64) 600(73) 517(88) -
23P0 − 13P0 575(77) 690(74) 633(79) 543(86) 514(105) -
23P1 − 13P1 589(64) 776(67) 685(78) 573(76) 520(96) -
23P2 − 13P2 559(85) 624(77) 616(109) 450(104) 443(128) -
2 S − 1 S 595(0) 595(0) 595(0) 595(0) 595(0) 595
2 P − 1 P 581(60) 710(58) 642(72) 526(70) 487(87) -
TABLE XI. The same as Table IX, but the scale is set by 2 S − 1 S splitting.
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FIG. 1. Tree level full mass dependences of  and ct for rs = 1= = 1=0. Horizontal axis is the pole mass in spatial lattice
units m1as =  log(1 +m0). Vertical axis is normalized to be 1 in the massless limit.




































FIG. 2. The same as Fig. 1, but for rs = 1.
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FIG. 3. S-state eective masses at  = 5:90, atmq0 = 0:144 and  = 2:99. The left gure shows the 1
1S0 masses at p 6= 0;
while the right shows the 11S0 and 1
3S1 masses for the source ss
0 = 00, 01 and 11.
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11P1  Γ ope. 1
1P1  Γ∆ ope.
FIG. 4. P-state (11P1) eective masses at  = 5:90, atmq0 = 0:144 and  = 2:99. The left gure shows the masses from the
Γ operator, while the right shows those from the Γ operator.
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1S0 (1−cosh fit, 01)
13S1 (1−cosh fit, 01)
11S0 (2−cosh fit, 00+01+11)
13S1 (2−cosh fit, 00+01+11)












2−cosh fit, 00+01+11 sources














1−cosh fit, 12 source















23P2E  (2−cosh fit, 02+12)
2−cosh fit, 00+11+02+12 sources
FIG. 5. Fit range (tmin) dependence of masses at  = 5:90, atmq0 = 0:144 and  = 2:99. The legend denotes the state (t
ansatz, quark source).
29



















FIG. 6. Bin size dependence of jack-knife error of atM(1
1S0) with p = 0 and p 6= 0 at  = 6:10, atmq0 = 0:024 and  = 2:88.
















FIG. 7. Bin size dependence of jack-knife error of atM(1
























FIG. 8. Dispersion relation (left) and speed of light (right) of S-state at  = 5:90, atmq0 = 0:144 and  = 2:99. On the right,
we show the eective speed of light ceff (p) and the speed of light c from the t.

















FIG. 9. The tadpole improved bare mass ~m0  atmTIq0 versus  = 0= at  = 3. ‘TI’ and ‘NP’ denote the tree level tadpole




0 ( mcharm0 ) for
 = 5:7-6.35. The error bars for the circles denote the statistical uncertainty of NP = 0=
NP. We also plot Klassen’s data at
m0 = m
charm
0 for  = 5:5-5.8 as open diamonds.
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FIG. 10. Results of r0=as. The left gure shows typical t range (rmin) dependence of r0=as and its averaged value. The
right is the result of as=r0 as a function of  and its t curve Eq. (59).































FIG. 11. The left-hand side shows -dependence of the lattice spacing. The solid line is the t curve Eq. (59), while dotted

































































































FIG. 12. Comparison of results for various (Mlat; ) tunings. The scale is set by r0. The data points are slightly shifted






















































































FIG. 13. Charmonium spectrum at nite . The scale is xed from r0, M(1 P − 1 S) and M(2 S − 1 S).
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ξ=3, ζTI, uP, r0ξ=3, ζTI, uP, 1P−1S
ξ=3, ζTI, uP, 2S−1S
ξ=3, ζNP, uL, r0 (Klassen)ξ=2, ζNP, uL, r0 (Chen)
FIG. 14. S-state hyperne splitting M(13S1 − 11S0). Results obtained with ~cs = u3scs = 1 are collected here. Our results
are shown by lled symbols for each input, while results by Klassen (set B) and Chen (set C) with the r0 input are shown by
open symbols. In the legend, we give the choice of the anisotropy ,  tuning, tadpole factor and scale input. These captions
also apply to the gures that follow.


























ξ=3, ζTI, uP, r0ξ=3, ζTI, uP, 1P−1S
ξ=3, ζTI, uP, 2S−1S
ξ=3, ζNP, uL, r0 (Klassen)ξ=2, ζNP, uL, r0 (Chen)
FIG. 15. P-state ne structure splitting M(13P1 − 13P0).
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FIG. 16. P-state ne structure splitting M(13P2 − 13P1).




























FIG. 17. Fine structure ratio M(13P2 − 13P1)=M(13P1 − 13P0).
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FIG. 18. Splitting M(11P1 − 13P ).

























FIG. 19. Spin averaged 1 P − 1 S splitting. In the gures, we always omit the bar for the spin average.
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r0 input (ξ=2, Chen)

















































































E rep. for 3P2
FIG. 20. Spin dependent 1P − 1 S splittings.
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FIG. 21. Spin averaged 2 S − 1 S splitting.


























r0 input (ξ=2, Chen)


























r0 input (ξ=2, Chen)
FIG. 22. Spin dependent 2S − 1S splittings.
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r0 input (ξ=2, Chen)































r0 input (ξ=2, Chen)































r0 input (ξ=2, Chen)































E rep. for 3P2











































FIG. 25. RHFS with ~cs = 1= and  = 
NP at  = 3 and 2. The thick symbols are the results with mq = ~m1, while the thin
symbols are those with mq = ~m2. The results with ~cs = 1= but  = 
TI (where mq = ~m1 = ~m2) are also shown by the dotted
line ( = 3) and dashed line ( = 2).

























=1/ν, ζNP, r0 input (Klassen)
FIG. 26. Klassen’s results of S-state hyperne splitting M(13S1 − 11S0) with ~cs = 1= and  = NP (set D). The scale is



















FIG. 27. RHFS with ~cs = 1. Here mq = ~m1. The stars are slightly shifted along the horizontal axis for the distinguishability.




























FIG. 28. The results of S-state hyperne splitting M(13S1 − 11S0) with ~cs = 1. The scale is set by r0.
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