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INTEGRAL MAPPINGS BETWEEN BANACH SPACES
IGNACIO VILLANUEVA
Abstract. We consider the classes of “Grothendieck-integral” (G-inte-
gral) and “Pietsch-integral” (P-integral) linear and multilinear operators
(see definitions below), and we prove that a multilinear operator between
Banach spaces is G-integral (resp. P-integral) if and only if its lineariza-
tion is G-integral (resp. P-integral) on the injective tensor product of
the spaces, together with some related results concerning certain canon-
ically associated linear operators. As an application we give a new proof
of a result on the Radon-Nikodym property of the dual of the injective
tensor product of Banach spaces. Moreover, we give a simple proof of a
characterization of the G-integral operators on C(K,X) spaces and we
also give a partial characterization of P-integral operators on C(K,X)
spaces.
1. Introduction
In [9], Grothendieck introduced the integral operators, which we call G-
integral, between Banach spaces (in the more general context of locally con-
vex spaces). Later on, Pietsch presented another (more restrictive) definition
of integral operators, which we call P-integral, closely related to the previous
one. Both notions have been deeply studied and applied by many authors
in the theory of Banach spaces. More recently, Alencar [1] extended the
definition of P-integral operators to multilinear operators and polynomials,
and that notion has been studied by several authors since then. In Section 2,
we introduce a generalization of G-integral operators modelled on Alencar’s,
and we show that a multilinear operator on a product of Banach spaces is
P-integral (resp. G-integral) if and only if its linearization is a P-integral
(resp. G-integral) operator on the injective tensor product of the spaces,
together with some related results concerning certain canonically associated
linear operators. As an application we obtain, with a completely new ap-
proach, a result on the Radon-Nikodym property of the dual of the injective
tensor product of Banach spaces which had already been obtained in [13].
In Section 3 we use the previous results to obtain a simple proof of a
result of [14], characterizing the G-integral operators on spaces of vector
valued continuous functions in terms of their representing measures, and we
1991 Mathematics Subject Classification. 46B28,46G10.
Key words and phrases. integral operators, multilinear operators, spaces of continuous
functions, injective tensor product.
Partially supported by DGICYT grant PB97-0240.
1
2 IGNACIO VILLANUEVA
present a similar result partially characterizing the P-integral operators on
these same spaces.
The notations and terminology used along the paper will be the standard
in Banach space theory, as for instance in [6] or [7]. However, before going
any further, we shall clear out some terminology: Lk(X1 . . . , Xk;Y ) will be
the Banach space of all the continuous k-linear mappings from X1×· · ·×Xk
into Y . When Y = K or k = 1, we will omit them. If T ∈ Lk(X1 . . . , Xk;Y )
we shall denote by Tˆ : X1 ⊗ · · · ⊗ Xk → Y its linearization. As usual,
X1⊗ˆ · · · ⊗ˆXk stands for the injective tensor product of the Banach spaces
X1, . . . , Xk and X1⊗ˆpi · · · ⊗ˆpiXk stands for their projective tensor product.
The sign ≈ between two Banach spaces indicates that they are isomorphic.
If X is a Banach space and Σ is a σ-algebra, bvrca(Σ;X) denotes the Banach
space of the regular measures with bounded variation µ : Σ −→ X endowed
with the variation norm. For any Banach space X, BX∗ is a compact set
when we endow it with the weak∗ topology; we write ΣX∗ for the Borel σ-
algebra of BX∗ . For any Banach space X, kX : X ↪→ C(BX∗) and iX : X ↪→
X∗∗ will denote the canonical isometric inclusions. We will often use that,
if K1,K2 are compact Hausdorff spaces, then C(K1 × K2), C(K1, C(K2))
and C(K1)⊗ˆC(K2) are isometrically isomorphic. Throughout the paper
the expression j : C(K) −→ L1(µ) will denote that µ is a scalar regular
Borel measure on a compact set K and j is the canonical mapping. This
mapping is known to be G-integral, equivalently P-integral, in the sense of
Definitions 2.2 and 2.3 below.
2. Integral mappings
There are several definitions of “integral” applications which have already
been used in the literature. We state presently those which we will need.
Definition 2.1. A multilinear form T ∈ Lk(X1, . . . , Xk) is integral if Tˆ
(i.e., its linearization) is continuous for the injective () topology on X1 ⊗
· · ·⊗Xk. Its norm (as an element of (X1⊗ˆ · · · ⊗ˆXk)∗) is the integral norm
of T , ‖T‖int := ‖Tˆ‖.
Definition 2.2. An operator T ∈ L(X;Y ) is G-integral (G for Grothen-
dieck) if the associated bilinear form
BT : X × Y ∗ −→ K
(x, y) 7→ y(T (x))
is integral. In that case the G-integral norm of T , ‖T‖Gint := ‖BT ‖int.
I(X;Y ) denotes the Banach space of the integral operators from X into Y ,
endowed with the integral norm.
It is known ([6, Theorem 5.6]) that T : X −→ Y is G-integral if and only
if for any weak∗ compact norming subset K ⊂ BX∗ , there exists a scalar
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regular measure µ on K such that T admits a factorization
X
T−→ Y iY↪→ Y ∗∗
↓ k ↑ b
C(K)
j−→ L1(µ)
where k is the natural isometric isomorphism defined by k(x)(x∗) = x∗(x).
This is equivalent to the existence of a regular Borel measure of bounded
variation G defined on K and with values in Y ∗∗ such that, for every x ∈ X.
T (x) =
∫
K
x(x∗)dG(x∗).
In that case, ‖T‖Gint = inf{v(G); where G represents T as above}. It
follows from the proof of [6, Theorem 5.6] that this factorization result
remains true if K is any compact set (not necessarily contained in BX∗)
such that X is isometrically contained in C(K). If X is isomorphically (but
not isometrically) contained in C(K), then the result remains true except
for the statement about the norm.
Since j is always G-integral, it follows trivially from the ideal property of
G-integral operators that the result is also true if there exists one such K
for which the previous factorization holds.
We will also use later the known fact, that, for any T ∈ I(Y ;Z∗), the
bilinear form BT : Y × Z −→ K given by BT (y, z) = T (y)(z) is integral.
Definition 2.3. An operator T ∈ L(X;Y ) is said to be P-integral (P for
Pietsch) if there exists a regular Y-valued Borel measure G of bounded vari-
ation on BX∗ such that, for every x ∈ X,
T (x) =
∫
BX∗
x∗(x)dG(x∗).
In that case the P-integral norm of T , ‖T‖Pint := inf{v(G), where G rep-
resents T as above}. PI(X;Y ) denotes the Banach space of the P-integral
operators from X into Y , endowed with the P-integral norm.
It is known ([6, p. 99]) that T is P-integral if and only if for any weak∗
compact norming subset K ⊂ BX∗ there exists a scalar regular measure µ
on K such that T admits a factorization
X
T−→ Y
↓ k ↑ b
C(K)
j−→ L1(µ)
This is equivalent to the existence of a regular Borel measure of bounded
variation G defined on K and with values in Y such that, for every x ∈ X.
T (x) =
∫
K
x(x∗)dG(x∗).
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As in the case of G-integral operators, the result remains true if K is any
compact set such that X is contained in C(K). Again, it is clear that T is
P-integral if and only if there exists one K and µ as above.
It follows immediately from these comments the existence of a norm one
surjective operator q : bvrca(ΣX∗ ;Y ) −→ PI(X;Y ).
It is obvious from the definitions that C(K) spaces play a prominent role
in the study of integral operators. It is known (and we will often use it) that,
on these spaces, P-integral, G-integral and absolutely summing operators co-
incide (see [7, Chapter VI], [6]) and that, given a compact Hausdorff spaceK
and a Banach space X, an operator T ∈ L(C(K);X) is P-integral (equiv-
alently G-integral) if and only if its representing measure µ has bounded
variation, and, in that case, v(µ) = ‖T‖Pint = ‖T‖Gint.
P-integral operators are obviously G-integral. If the image space is com-
plemented in its bidual (for example if it is a dual space), then the converse
is easily seen to be true, but in the general there are G-integral, not P-
integral operators, although there seem to be no easy examples of this. In
[8] (see also [5, Appendix D]), the authors show the existence of a G-integral
operator failing to be P-integral. Their example relies on the existence of a
Banach space with the Approximation Property but without the Bounded
Approximation Property.
In [1], Alencar introduced the following extension of the previous defini-
tion
Definition 2.4. A multilinear operator T ∈ Lk(X1, . . . , Xk;Y ) is said to
be P-integral if there exists a regular Y-valued Borel measure G of bounded
variation on the product BX∗1 × · · · ×BX∗k such that
T (x1, . . . , xk) =
∫
BX∗1×···×BX∗k
x∗1(x1) · · ·x∗k(xk)dG(x∗1, . . . , x∗k)
for all (x1, . . . , xk) ∈ X1 × · · ·Xk. The space of P-integral multilinear op-
erators LkPI(X1, . . . , Xk;Y ) is a Banach space with the norm ‖T‖Pint =
inf{v(G), where G represents T as above}.
Looking at Definition 2.4 and the comments following Definition 2.2, the
following extension of Definition 2.2 seems to be natural.
Definition 2.5. A multilinear operator T ∈ Lk(X1, . . . , Xk;Y ) is said to be
G-integral if there exists a regular Y ∗∗-valued Borel measure G of bounded
variation on the product BX∗1 × · · · ×BX∗k such that
T (x1, . . . , xk) =
∫
BX∗1×···×BX∗k
x∗1(x1) · · ·x∗k(xk)dG(x∗1, . . . , x∗k)
for all (x1, . . . , xk) ∈ X1 × · · ·Xk. The space of G-integral multilinear op-
erators LkGI(X1, . . . , Xk;Y ) is a Banach space with the norm ‖T‖Gint =
inf{v(G), where G represents T as above}.
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Clearly, as in the linear case, every P-integral multilinear operator T
is G-integral, and ‖T‖Gint ≤ ‖T‖Pint; moreover, if Y is complemented in
its bidual, then, LkGI(X1, . . . , Xk;Y ) and LkPI(X1, . . . , Xk;Y ) are identical
spaces with identical norms.
We state now a first result.
Proposition 2.6. Let X1, . . . , Xk, Y be Banach spaces and consider a mul-
tilinear operator T ∈ Lk(X1, . . . , Xk;Y ). Then T is G-integral if and only if
its linearization Tˆ its continuous for the injective topology and
Tˆ ∈ I(X1⊗ˆ · · · ⊗ˆXk;Y ). In that case ‖T‖Gint = ‖Tˆ‖Gint, so
LkGI(X1, . . . , Xk;Y ) and I(X1⊗ˆ · · · ⊗ˆXk;Y ) are isometrically isomorphic.
The result remains true word by word if we replace “G-integral” for “P-
integral” throughout.
Proof. If T is G-integral, then T factorizes as
X1 × · · · ×Xk T−→ Y iY−→ Y ∗∗
kX1 × · · · × kXk ↓ ↑ b
C(BX∗1 )⊗ˆ · · · ⊗ˆC(BX∗k )
j−→ L1(µ)
where kX1 × · · · × kXk is the multilinear operator given by kX1 × · · · ×
kXk(x1, . . . , xk) = kX1x1 ⊗ · · · ⊗ kXkxk. Therefore, Tˆ factorizes as
X1⊗ˆ · · · ⊗ˆXk Tˆ−→ Y iY−→ Y ∗∗
kX1 ⊗ · · · ⊗ kXk ↓ ↑ b
C(BX∗1 )⊗ˆ · · · ⊗ˆC(BX∗k )
j−→ L1(µ)
Since kX1 ⊗ · · · ⊗ kXk : X1⊗ˆ · · · ⊗ˆXk −→ C(BX∗1 )⊗ˆ · · · ⊗ˆC(BX∗k ) is an
isometry, we get that Tˆ is G-integral and ‖Tˆ‖Gint = ‖T‖Gint (see the com-
ments after Definition 2.2). For the converse implication we just need to
follow backwards this same reasoning. The case of P-integral operators is
entirely analogous. 
This proposition is crucial for the rest of the paper. It also provides
a plentiful of examples of integral multilinear operators. For example, let
X1, . . . , Xn+1 be Banach spaces, and consider any S ∈ (X1⊗ˆ · · · ⊗ˆXn+1)∗.
Define now
T : X1 × · · · ×Xn −→ X∗n+1
by
T (x1, . . . , xn)(xn+1) = S(x1 ⊗ · · · ⊗ xn+1).
Since Tˆ : X1⊗ˆ · · · ⊗ˆXn −→ X∗n+1 is G-integral (Definition 2.2), using
Proposition 2.6 we get that T is a G-integral multilinear operator. In fact,
since it takes values in a dual space, it is also P-integral.
We can also prove the following
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Corollary 2.7. Let X1, . . . , Xk, Y be Banach spaces, T ∈ Lk(X1, . . . , Xk;Y )
and let K1, . . . ,Kk be compact Hausdorff spaces such that Xi is isomorphi-
cally contained in C(Ki) (1 ≤ i ≤ k). Call ki : Xi −→ C(Ki) to the
embeddings. Then T is G-integral (resp P-integral) if and only if there ex-
ists a regular Borel measure G of bounded variation defined on K1×· · ·×Kk
and with values in Y ∗∗ (resp. with values in Y ) such that
T (x1, . . . , xk) =
∫
K1×···×Kk
j1(x1)(t1) · · · jk(xk)(tk)dG(t1, . . . , tk).
Moreover, if every ki is an isometry, then ‖T‖Gint = inf{v(G), where G
represents T as above }, and the same holds for ‖T‖Pint.
Proof. If T is G-integral, then Tˆ is G-integral. Since
k1 ⊗ · · · ⊗ kk : X1⊗ˆ · · · ⊗ˆXk −→ C(K1)⊗ˆ · · · ⊗ˆC(Kk)
is an isomorphic embedding (and an isometry if every ki is an isometry), we
get that Tˆ factorizes as
X1⊗ˆ · · · ⊗ˆXk Tˆ−→ Y iY−→ Y ∗∗
k1 ⊗ · · · ⊗ kk ↓ ↑ b
C(K1)⊗ˆ · · · ⊗ˆC(Kk) j−→ L1(µ)
so T factorizes as
X1 × · · · ×Xk T−→ Y iY−→ Y ∗∗
k1 × · · · × kk ↓ ↑ b
C(K1)⊗ˆ · · · ⊗ˆC(Kk) j−→ L1(µ)
which proves what we wanted. For the converse implication we just have
to follow the reasoning backwards. The result about the norms in the iso-
metric case is easy. The case of P-integral multilinear operators is entirely
analogous. 
Recall that in [1], Alencar defines a k-homogeneous polynomial P between
X and Y to be P-integral if there exists a measure Y -valued regular Borel
measure of bounded variation defined on BX∗ such that, for every x ∈ X,
P (x) =
∫
BX∗
x∗(x)kdG(x∗),
and he proves in [2, Proposition 2] that P is P-integral if and only if its as-
sociated symmetric multilinear operator T ∈ Lk(X;Y ) is P-integral. Using
this and Proposition 2.6 we get
Corollary 2.8. A k-homogeneous polynomial P between X and Y is P-
integral if and only if its associated linear operator Tˆ ∈ L(⊗ˆk,sX;Y ) is
P-integral.
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Similarly we could define G-integral polynomials and obtain a similar
result for them.
We recall that an operator T : X −→ Y is called nuclear if there exists
sequences (x∗n) ⊂ X∗, and (yn) ⊂ Y such that
∑∞
n=1 ‖x∗n‖‖yn‖ < ∞ and
such that
T (x) =
∞∑
n=1
x∗n(x)yn
for all x ∈ X. The known relations between nuclear and integral operators
which we use in this paper are the following (X and Y Banach spaces)
X∗ has the Radon-Nikodym property if and only if, for every Y , each
T ∈ PI(X;Y ) is nuclear [1, Theorem 1.3]
Let X be such that X∗ has the approximation property. Then X∗ has the
Radon-Nikodym property if and only if, for every Y , every T ∈ I(X;Y ) is
nuclear [7, Theorem VIII.4.6].
Y has the Radon-Nikodym property if and only if for every X, every
T ∈ PI(X;Y ) is nuclear [7, Theorem VI.4.8] or [5, D7].
Using results of [1] we obtain the following corollary to Proposition 2.6,
a result which had been already obtained, with a totally different approach,
in [13, Theorem 1.9]
Corollary 2.9. Given X and Y Banach spaces, X∗ and Y ∗ have the Radon-
Nikodym property if and only if (X⊗ˆY )∗ also has the Radon-Nikodym prop-
erty.
Proof. Suppose X∗ and Y ∗ have the Radon-Nikodym property. According
to [1, Theorem 1.3], it suffices to see that, for every Banach space Z, every
P-integral operator Tˆ : X⊗ˆY −→ Z is nuclear. Let then Tˆ be one such
operator. According to Proposition 2.6, T : X × Y −→ Z is P-integral.
Then, [1, Theorem 2.3] states that T is nuclear (for the definition of nuclear
bilinear operator see [1]). It follows immediately from the definitions that,
in that case, Tˆ is nuclear, which finishes one half of the proof. The other
implication is clear since the Radon-Nikodym property is stable under closed
subspaces. 
G-integral operators form an operator ideal. This ideal is not injective,
but, if Y, Z are Banach spaces and iZ : Z −→ Z∗∗ is the canonical injection,
then an operator T : Y −→ Z is integral if and only if iZ ◦ T : Y −→ Z∗∗ is
integral, and, in that case, the integral norms of T and iZ ◦ T coincide ([7,
Theorem VIII.2.8]). Hence, we can define an isometric isomorphism into
h : I(Y ;Z) −→ I(Y ;Z∗∗)
by
h(T ) = iZ ◦ T.
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If T : X × Y −→ Z is a bilinear operator, then we can consider a lin-
ear operator T1 : X −→ L(Y ;Z) given by T1(x)(y) = T (x, y). With this
notation, we can state the following result.
Proposition 2.10. Let X,Y, Z be Banach spaces and let T ∈ L2(X,Y ;Z).
Consider the following statements:
(a) T1 is I(Y ;Z)-valued and G-integral when considering with values in
this space
(b) Tˆ is continuous for the  topology and Tˆ : X⊗ˆY −→ Z is G-integral
(c) T : X × Y −→ Z is G-integral
(d) T1 is I(Y ;Z)-valued and h ◦ T1 : X −→ I(Y ;Z∗∗) is G-integral.
Then, (b), (c) and (d) are equivalent and (a) implies all of them.
If (b) holds, then ‖Tˆ‖Gint = ‖T‖Gint = ‖h ◦ T1‖Gint, and, if (a) holds,
then ‖T‖Gint ≤ ‖T1‖Gint.
Moreover, consider the following conditions
(1) X is an L∞ space
(2) Y ∗ has the approximation property and the Radon Nikodym property
(3) Z is complemented in its bidual.
Then, any of them suffices to guarantee that (d) implies (a).
Proof. Clearly (a) implies (d)
Suppose now that (d) holds. Then, the form T2 : X⊗ˆ(Y ⊗ˆZ∗) −→ K
associated to h ◦ T1 is continuous for the -topologies. So, the operator
T3 : X⊗ˆY −→ Z∗∗ is G-integral, and clearly T3 = iZ ◦ Tˆ . So, according to
the comments preceding this proposition, Tˆ is G-integral and that is (b).
Now, if (b) holds, we can define the associated (continuous) operator
T2 : X⊗ˆY ⊗ˆZ∗ −→ K.
Now we can consider the G-integral operator
T3 : X −→ (Y ⊗ˆZ∗)∗ ≈ I(Y ;Z∗∗)
canonically associated to T2. It is easy to check that, for every x ∈ X and
y ∈ Y , T3(x)(y) = iZ(T1(x)(y)). Hence, T1 is I(Y ;Z)-valued, and h◦T1 = T3
is G-integral, so (d) holds, and
‖Tˆ‖Gint = ‖T2‖Gint = ‖T3‖Gint = ‖h ◦ T1‖Gint.
The equivalence between (c) and (b) together with the equality ‖Tˆ‖Gint =
‖T‖Gint follows from Proposition 2.6.
For the rest of the proof, if (1) holds, then [12, Theorem III.3] states that
the G-integral operators on X are exactly the absolutely summing operators
on X. Since absolutely summing operators are an injective operator ideal,
if (d) holds, then j ◦T1 is absolutely summing, so T1 is absolutely summing,
hence G-integral.
Suppose that (2) holds and let us call N (Y ;Z) to the space of nuclear
operators between Y and Z. Then
I(Y ;Z) = N (Y ;Z) ≈ Y ∗⊗ˆpiZ
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and
I(Y ;Z∗∗) = N (Y ;Z∗∗) ≈ Y ∗⊗ˆpiZ∗∗
(see [7, Theorem VIII.4.6] and [5, Corollary 1, p. 65]).
Let us recall that if B : E × F −→ K is a bilinear form, we can define
canonically an extension B : E × F ∗∗ −→ K, so that B is weak∗ continuous
in the second variable and ‖B‖ = ‖B‖ (see, f.i., [7, VIII.2]). Hence, if we
consider T : E⊗ˆpiF −→ K, we can canonically extend T to T : E⊗ˆpiF ∗∗ −→
K, with ‖T‖ = ‖T‖
So, we can define the operator
e : Y ∗⊗ˆpiZ∗∗ −→ (Y ∗⊗ˆpiZ)∗∗
by
e(g)(T ) = T (g), for every g ∈ Y ∗⊗ˆpiZ∗∗ and T ∈ (Y ∗⊗ˆpiZ)∗.
It is easy to see that e is continuous and ‖e‖ ≤ 1. Moreover, it is clear that
the restriction of e to Y ∗⊗ˆpiZ is the canonical inclusion of Y ∗⊗ˆpiZ into its
bidual.
So, if we consider e as an operator from I(Y ;Z∗∗) into I(Y ;Z)∗∗, e ◦ h :
I(Y ;Z) −→ I(Y ;Z)∗∗ (h defined as above) is the canonical injection of a
space into its bidual.
Therefore, if h◦T1 : X −→ I(Y ;Z∗∗) is G-integral, then e◦h◦T1 : X −→
I(Y ;Z)∗∗ is G-integral, and, as follows from the comments preceding this
proposition, T1 : X −→ I(Y ;Z) is integral.
If (3) holds, and pi : Z∗∗ −→ Z is a projection, then the operator p :
I(Y ;Z∗∗) −→ I(Y ;Z) defined by p(T ) = pi ◦ T is also a projection. The
result follows now easily. 
In the next section we will apply this proposition using the fact that C(K)
spaces are L∞ spaces.
After writing a preliminary version of this paper we have learnt that parts
of Proposition 2.10 can be seen in [11].
For P-integral operators we can give a similar result (but not identical;
note that the implication which we can not always prove now is reversed).
Proposition 2.11. Let X,Y, Z be Banach spaces and let T ∈ L2(X,Y ;Z).
Consider the following statements:
(a) T1 is PI(Y ;Z)-valued and P-integral when considered with values in
this space
(b) Tˆ is continuous for the injective topology and Tˆ : X⊗ˆY −→ Z is
P-integral
(c) T : X × Y −→ Z is P-integral
Then (b) and (c) are equivalent and they both imply (a). Moreover, if Z
is complemented in its bidual, then (a) is equivalent to (b) and (c).
Proof. The equivalence between (b) and (c) is Proposition 2.6.
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Let us now suppose that (c) holds. Then T factorizes as
X × Y T−→ Z
kX × kY ↓ ↑ b
C(BX∗)⊗ˆC(BY ∗) j−→ L1(µ)
The operator b ◦ j : C(BX∗)⊗ˆC(BY ∗) −→ Z is P-integral, equivalently G-
integral, so, by Proposition 2.10, the operator S : C(BX∗) −→ I(C(BY ∗);Z)
given by S(f)(g) = b ◦ j(f ⊗ g) is G-integral, hence P-integral. So, T1 =
a ◦ q ◦ S ◦ kX (look at the diagram)
X
kX→ C(BX∗) S→ I(C(BY ∗);Z) ≈ bvrca(ΣY ∗ ;Z) q→ PI(Y ;Z) a→ L(Y ;Z)
where a is the natural mapping and q is the already mentioned quotient.
This proves (a).
Finally, if (a) holds we always have that T1 : X −→ I(Y ;Z) is integral, so
Tˆ is integral by Proposition 2.10. Hence, if Z is complemented in its bidual,
then Tˆ is P-integral, and
‖Tˆ‖Pint = ‖Tˆ‖Gint ≤ ‖T1‖Gint ≤ ‖T1‖Pint,
which finishes the proof. 
Remark 2.12. The difficulty when trying to prove that (a) implies (b) in
Proposition 2.11 above is that, given A ∈ PI(Y ;Z), and a compact set K
with Borel σ-algebra Σ such that Y is contained in C(K), we do not know
how to select linearly a measure G ∈ bvrca(Σ;Z) which represents A. In the
next proposition we show some cases in which we can surpass this difficulty.
Proposition 2.13. With the notation of Proposition 2.11, if any one of the
following conditions holds
(1) Y is isomorphic to a C(K) space
(2) X is isomorphic to a closed subspace of a C(K) space with K scat-
tered
(3) PI(Y, Z) has the Radon-Nikodym property
(4) X∗ has the Radon-Nikodym property
then (a) implies (b) and (c).
Proof. Let us suppose that (a) holds and Y ≈ C(K). T1 factorizes as
X
T1−→ PI(Y ;Z) ≈ I(C(K);Z)
kX ↓ ↑ b
C(BX∗)
j−→ L1(µ)
Since b ◦ j : C(BX∗) −→ I(C(K);Z) is G-integral, we get that the operator
S : C(BX∗)⊗ˆC(K) −→ Z is G-integral, hence P-integral. So, T factorizes
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as
X × Y T−→ Z
kX × i ↓ ↑ b
C(BX∗)⊗ˆC(K) j−→ L1(µ)
where i : Y −→ C(K) is the isomorphism. So T is P-integral.
Suppose now that X is isomorphically contained in C(K) with K scat-
tered. In that case any regular countably additive Borel measure µ defined
on K is purely atomic [10, §8 Theorem 10], hence L1(µ) is isomorphic to `1.
Suppose then that (a) holds. By the definitions and the previous comments,
we get that there exist an operator b and a G-integral operator h such that
T1 = b ◦ h (see the diagram)
bvrca(ΣY ∗ ;Z)
q ↓
X
T1−→ PI(Y, Z)
kX ↓ ↑ b
C(K) h−→ `1
Applying the lifting property of `1, we get that there exists b′ : `1 →
bvrca(ΣY ∗ ;Z) such that q◦b′ = b, where q is the canonical quotient mapping.
So, b′◦h : C(K) −→ bvrca(ΣY ∗ ;Z) ≈ I(C(BY ∗);Z) is G-integral; hence, the
associated operator S : C(K)⊗ˆC(BY ∗) −→ Z is G-integral, equivalently P-
integral. So there exist µ and b˜ such that T factorizes as
X × Y T−→ Z
i× kY ↓ ↑ b˜
C(K)⊗ˆC(BY ∗) j−→ L1(µ)
where i : X −→ C(K) is the isomorphic embedding. So T is P-integral.
Suppose now that PI(Y ;Z) has the Radon-Nikodym property and that
(a) holds. In that case, there exist i, j, b and µ such that T1 = b ◦ j ◦ i (see
the diagram)
bvrca(ΣY ∗ ;Z)
q ↓
X
T1−→ PI(Y, Z)
↓ i ↑ b
C(BX∗)
j−→ L1(µ)
Since PI(Y ;Z) has the Radon-Nikodym property, we know that b is
representable. Representable operators factor through `1, so again the lifting
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property of `1 allows us to assure the existence of an operator b′ : L1(µ) −→
bvrca(ΣY ∗ ;Z) such that q ◦ b′ = b. The proof now proceeds similarly to the
previous cases.
Finally, suppose that X∗ has the Radon-Nikodym property. In that case,
[1, Theorem 1.3] states that, for every Banach space E, every T ∈ PI(X;E)
is a nuclear operator. Suppose then that (a) holds. Then, T1 is nuclear. So,
there exist bounded sequences (x∗n) ∈ X∗ and (Sn) ∈ PI(Y ;Z) such that∑∞
n=1 ‖x∗n‖‖Sn‖Pint <∞ and so that T1 can be written as
T1(x) =
∞∑
n=1
x∗n(x)Sn.
For every n ∈ N, choose µn ∈ bvrca(ΣY ∗ ;Z) such that µn represents Sn and
such that v(µn) < ‖Sn‖Pint+2−n. Then we can define the (clearly nuclear)
operator
S˜ : C(BX∗) −→ bvrca(ΣY ∗ ;Z) = I(C(BY ∗ ;Z)
by
S˜(f) =
∞∑
n=1
δ x∗n
‖x∗n‖
(f)µn,
where δx∗ : ΣX∗ −→ K is the measure given by
δx∗(A) =
{
1 if x∗ ∈ A
0 if x∗ 6∈ A
Then T1 = q◦ S˜ ◦kX . Since S˜ is nuclear, it is G-integral, so the associated
operator
S : C(BX∗)⊗ˆC(BY ∗) −→ Z
is G-integral, equivalently P-integral. So, there exists b such that T factorizes
as
X × Y T−→ Z
kX ⊗ kY ↓ ↑ b
C(BX∗)⊗ˆC(BY ∗) j−→ L1(µ)
and (c) holds. It is easily seen that the measure G associated to S is the only
Borel measure of bounded variation which verifies that, for every A ∈ ΣX
and B ∈ ΣY ,
G(A×B) =
∞∑
n=1
‖x∗n‖δ x∗n
‖x∗n‖
(A)µn(B).
(See [4] for the uniqueness of this measure). 
We leave certain questions without answer
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Question 2.14. In Proposition 2.10, does (d) always imply (a), i.e., is T1
G-integral when considered with values in I(Y ;Z) whenever T1 is I(Y ;Z)-
valued and j ◦ T1 : X −→ I(Y ;Z∗∗) is G-integral?
Question 2.14 would have a positive answer if there was a linear opera-
tor S : I(Y ;Z∗∗) −→ I(Y ;Z)∗∗ such that its restriction to I(Y ;Z) is the
canonical inclusion into the bidual.
The other open question refers to P-integral operators
Question 2.15. In Proposition 2.11, does (a) always imply (b) and (c),
i.e., is T : X × Y −→ Z P-integral whenever T1 is PI(Y ;Z)-valued and
P-integral when considered with values in this space?
It is easy to see that all that needs to be considered to answer this question
in full generality is the case when X is isomorphic to a C(K) space.
Note that the proof of case (4) in Proposition 2.13 above proves that if
T1 : X −→ PI(Y ;Z) is nuclear, then T is P-integral, so a counterexample
providing a negative answer to Question 2.15 should start out by being a
P-integral, not nuclear operator T1 : X −→ PI(Y ;Z).
3. integral mappings on C(K,X) spaces
In this section, K will always be a compact Hausdorff space and Σ will be
its Borel σ-algebra. If X is a Banach space, C(K,X) is the Banach space
of the X-valued continuous functions, endowed with the supremum norm.
S(Σ, X) is the space of the X-valued Σ-simple functions defined on K and
B(Σ, X) is the completion of S(Σ, X) under the supremum norm. It is well
known that C(K,X)∗ = bvrca(Σ;X∗).
If Σ is a σ-algebra, X a Banach space and Y ⊂ X∗, we say that a finitely
additive vector measure m : Σ −→ X is σ(X,Y )-regular if, for every y ∈ Y ,
the measure y ◦m : Σ −→ K is regular. We will later need the following well
known lemma, which can be found, for instance, in [3].
Lemma 3.1. Let Σ be a σ-algebra, X a Banach space and Y ⊂ X∗ a
subspace norming X. If m : Σ −→ X is a strongly additive and σ(X,Y )-
regular measure, then m is regular.
It is well known that C(K,X) ≈ C(K)⊗ˆX (see, f. i., [7, Example
VIII.1.6]). It is also well known that any operator T ∈ L(C(K,X);Y ) can
be canonically represented through a measure m : Σ −→ L(X;Y ∗∗) [7, p.
182].
The following corollary to Proposition 2.10 is the main result of [14]. The
proof given in [14] is much longer and, in our opinion, more complicated,
relying on measure theoretic methods rather than tensor product techniques.
Corollary 3.2. Let T ∈ L(C(K,X);Y ) and let m be its representing mea-
sure. Then T is G-integral if and only if m is I(X;Y )-valued and it has
bounded variation when considered with values in this space.
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Proof. If T is G-integral then, according to Proposition 2.10,
T˜ : C(K) −→ I(X;Y )
is G-integral (and therefore weakly compact). So, if µ : Σ −→ I(X;Y )
is the measure associated to T˜ , then µ has bounded variation and v(µ) =
‖T˜‖Gint = ‖T‖Gint. From regularity it follows that µ = m, which finishes
this part of the proof.
Conversely, let T ∈ L(C(K,X);Y ) be an operator such that its associated
measure m is as in the hypothesis. Let us see that m is regular when
considered with values in I(X;Y ): according to Lemma 3.1, we just have
to check that m is σ(I(X;Y ), D)-regular, with D ⊂ I(X,Y )∗ a subspace
norming I(X;Y ). It is clear that D′ = X ⊗ Y ∗ ⊂ I(X;Y ∗∗)∗ ≈ (X⊗ˆY ∗)∗∗
is a subspace norming I(X;Y ∗∗). If we call h to the canonical isometric
injection of I(X;Y ) into I(X;Y ∗∗), it follows from the properties of m that
h ◦m : Σ −→ I(X;Y ∗∗)
is σ(I(X;Y ∗∗), D′)-regular. If we call D = h∗(D′), thenm is σ(I(X;Y ), D)-
regular, and D ⊂ I(X;Y )∗ is clearly a subspace norming I(X;Y ). So, m is
regular and with bounded variation, and now we can consider the G-integral
operator
T1 : C(K) −→ I(X;Y )
associated to it; then we consider the operator
T2 : C(K)⊗ˆX −→ Y
associated to T1. By Proposition 2.10, T2 is G-integral, and clearly T2 = T ,
which finishes the proof. 
A similar result can be given now (although not in full generality) for
P-integral operators on C(K,X) spaces.
Corollary 3.3. Let T ∈ L(C(K,X);Y ) and let m be its representing mea-
sure. If T is P-integral then m is PI(X;Y )-valued and it has bounded vari-
ation when considered with values in this space. If K is a scattered compact
space or if PI(X;Y ) has the Radon-Nikodym property then the converse
also holds.
Proof. If T is P-integral then, Proposition 2.11 states that
T˜ : C(K) −→ PI(X;Y )
is P-integral. The proof proceeds now as in Corollary 3.2
Conversely, let T ∈ L(C(K,X);Y ) be an operator such that its associated
measure m is as in the hypothesis and let T1 : C(K) −→ L(X;Y ) be the
associated operator. The measure m : Σ −→ PI(X;Y ) defines an operator
Tm : B(Σ) −→ PI(X;Y ) (see [7, Section VI.1]). Since v(m) < ∞, [7,
Corollary VI.1.4] states that Tm is absolutely summing. Now, using the
fact that C(K) is isometrically contained in B(Σ) := B(Σ,K), we define
the operator T ′m = Tm|C(K) : C(K) −→ PI(X;Y ), which is also absolutely
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summing, hence P-integral. Since, for every A ∈ Σ, Tm(χA) = m(A), it
follows that T ′m = T1. Now we just need to apply Proposition 2.13 to finish
the proof. 
The author wishes to thank Fernando Bombal for his continuous help and
advice while writing this paper, Klaus Floret and Jesu´s A´ngel Jaramillo for
some helpful conversations and Pilar Rueda for reference [13].
References
[1] R. Alencar, Multilinear mappings of nuclear and integral type, Proc. Amer. Math.
Soc., 94 (1985), 33–38.
[2] R. Alencar, On reflexivity and basis for P(mE), Proc. Roy. Irish Acad. 85A (1985),
131–138.
[3] F. Bombal, Medidas vectoriales y espacios de funciones continuas, Publicaciones
del Departamento de Ana´lisis Matema´tico, Fac. de Matema´ticas, Universidad Com-
plutense de Madrid 1984.
[4] F. Bombal and I. Villanueva, Integral operators on C(K) spaces, to appear in J.
Math. Anal. Appl.
[5] A. Defant and K. Floret, Tensor Norms and Operator Ideals, North Holland Math.
Studies 176, 1993.
[6] J. Diestel, H. Jarchow y A. Tonge, Absolutely Summing Operators, Cambridge Stud.
Adv. Math. 43, Cambridge Univ. Press, Cambridge 1995.
[7] J. Diestel and J. J. Uhl, Vector Measures, Mathematical Surveys, No. 15. American
Math. Soc., Providence, R.I., 1977.
[8] T. Figiel and W. B. Johnson, The approximation property does not imply the
bounded approximation property, Proc. Amer. Math. Soc. 41 (1973), 197–200.
[9] A. Grothendieck, Produits tensoriels topologiques et espaces nuclaires. Mem. Amer.
Math. Soc. 16 (1955).
[10] H. E. Lacey, The isometric theory of classical Banach spaces, Springer, Berlin 1974.
[11] S. J. Montgomery-Smith and P. Saab, p-Summing operators on injective tensor prod-
ucts of spaces, Proc. Roy. Soc. Edimb. Sect. A 120 (1992), 283–296.
[12] C.P. Stegall and J.R. Retherford, Fully nuclear and completely nuclear operators with
applications to L1- and L∞-spaces, Trans. Amer. Math. Soc. 163 (1972), 457–492.
[13] W. M. Ruess and C. P. Stegall, Extreme points in duals of operator spaces, Math.
Ann. 261 (1982), 535–546.
[14] P. Saab, Integral operators on spaces of continuous vector-valued measures, Proc.
Amer. Math. Soc, 111 (1991), 1003–1013.
E-mail address: ignacio villanueva@mat.ucm.es
Departamento de Ana´lisis Matema´tico, Facultad de Matema´ticas, Univer-
sidad Complutense de Madrid, Madrid 28040
