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Abstract
Time synchronization is a critical piece of software infrastructure in Wire-
less Sensor Network (WSN). Sensor nodes require a concept of global time
for many of their applications, which include data fusion, internal soft-
ware stack functioning, networking stack infrastructural support, etc. Time
synchronization methods can be grouped under three techniques, namely
round-trip synchronization method, Medium Access Control (MAC) layer
time-stamping and receiver-based synchronization. Our proposed methods,
Hierarchical Reference Synchronization (HRS) and Energy Harvesting Time
Synchronization (EH-TS), falls under the last category.
HRS is a proactive time synchronization protocol for multi-hop WSN. Unlike
a flooding mechanism, HRS dynamically selects a subset of helper reference
nodes to broadcast time-sync beacons, reducing unnecessary synchroniza-
tion messages. The beacons serve as common reference points in time for
all sensor nodes to time-stamp using their local timers. The base node will
broadcast its global time at each reference point, thus making it possible for
service nodes to compare their respective times with that of the base node.
i
Border nodes are sensor nodes that help to further extend time synchro-
nization to other hops. In this thesis, HRS is implemented as an underlying
MAC software component to achieve a time-slotted MAC super-frame. In
the super-frame, sync-frames are used for synchronization while subsequent
data-frames are used for data transmission. Unlike most receiver-receiver
synchronization schemes, HRS can synchronize with nodes that are isolated
from other peer nodes. HRS is very scalable as spatial diversity is exploited
to enable simultaneous synchronization across multiple hops. HRS has been
implemented on TelosB motes and has been shown to achieve micro-seconds
time accuracy.
EH-TS is a receiver-based time synchronization protocol for energy har-
vesting nodes. A key consideration for energy harvesting sensor network is
energy optimization. Thus, unlike HRS, it is a passive scheme as it relies
on piggy-backing on packets generated by the application layer. Time syn-
chronization information is encapsulated onto the application packets so no
dedicated time sync packets are created. This piggy backing of synchroniza-
tion packets on data packets helps to conserve energy. A multiple linear
regression method is used to determine clock drift between the base node
and the various sensor nodes.




I hereby would like to express my deepest gratitude to my supervisors,
A/Prof. Tham Chen-Khong, Dr. Kong Peng Yong (I2R) and Dr Tan Hwee
Pink (I2R), for their patient guidance and valuable insights throughout my
postgraduate studies. I am grateful to them for giving me the opportunity
to work in the wireless networking field and thus, making this learning jour-
ney a fruitful one.
I would also like to give my special thanks to my NUS friends and I2R
colleagues who helped me in one way or another in making this journey a
little easier.
Most importantly, I would like to share this joy of achievement with my
parents, brother and girlfriend. I thank them for being supportive of me





1.1 Background and Motivation . . . . . . . . . . . . . . . . . . . 1
1.1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.2 Applications of Time Synchronization . . . . . . . . . 2
1.1.3 Time Synchronization in Wireless Sensor Networks . . 3
1.2 Thesis Objectives . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Main Contributions . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4 Organization of the Thesis . . . . . . . . . . . . . . . . . . . . 7
2 Literature Survey 9
2.1 Delay Uncertainties in Radio Message Delivery . . . . . . . . 9
2.2 Techniques of Time Synchronization . . . . . . . . . . . . . . 10
2.3 Well-known Time Synchronization Schemes . . . . . . . . . . 12
2.3.1 Reference-Broadcast Synchronization . . . . . . . . . . 12
2.3.2 Timing-Sync Protocol for Sensor Networks . . . . . . 13
2.3.3 Flooding Time Synchronization Protocol . . . . . . . . 13
2.3.4 Linear Regression for Time Synchronization . . . . . . 14
2.4 Comparisons . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.5 Applications of HRS and EH-TS . . . . . . . . . . . . . . . . 16
iv
3 Hierarchical Reference Synchronization 17
3.1 Single Hop Environment . . . . . . . . . . . . . . . . . . . . . 18
3.2 Clock Drift Computation . . . . . . . . . . . . . . . . . . . . 24
3.3 Multi-hop Environment . . . . . . . . . . . . . . . . . . . . . 28
4 Empirical Results for HRS 33
4.1 Analysis of HRS . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.1.1 Mean Error . . . . . . . . . . . . . . . . . . . . . . . . 37
4.1.2 Overhead . . . . . . . . . . . . . . . . . . . . . . . . . 39
5 Energy-Harvesting Time Synchronization 40
5.1 Introduction to Energy Harvesting Wireless Sensor Network . 40
5.2 Duty-Cycled Geographical Routing Protocol . . . . . . . . . . 43
5.3 EH-TS Protocol . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.3.1 Illustration of EH-TS process . . . . . . . . . . . . . . 51
5.3.2 Multiple Linear Regression . . . . . . . . . . . . . . . 53
6 Empirical Results for EH-TS 55
6.1 Test-bed Set-up . . . . . . . . . . . . . . . . . . . . . . . . . . 55
6.2 Comparison between non-synchronized method and EH-TS . 56
6.2.1 Packet Delivery Ratio . . . . . . . . . . . . . . . . . . 56
6.2.2 Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . 57
6.2.3 Delay . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
6.3 Effects of varying parameters on performance metrics . . . . 60
6.3.1 Packet Delivery Ratio . . . . . . . . . . . . . . . . . . 60
6.3.2 Packet Delay . . . . . . . . . . . . . . . . . . . . . . . 64
6.3.3 Packet Efficiency . . . . . . . . . . . . . . . . . . . . . 68
v
7 Conclusion 72





2.1 Decomposition of a message delivery over a wireless medium. 10
2.2 Time synchronization techniques . . . . . . . . . . . . . . . . 10
3.1 Software service architecture . . . . . . . . . . . . . . . . . . 17
3.2 HRS synchronization frame . . . . . . . . . . . . . . . . . . . 19
3.3 HRS synchronization frame in a superframe . . . . . . . . . . 20
3.4 Time-sync process for single hop HRS . . . . . . . . . . . . . 20
3.5 Linear regression experimental setup . . . . . . . . . . . . . . 26
3.6 Linear regression estimation error and time drift . . . . . . . 27
3.7 Spatial Diversity in Triple Sync-frame . . . . . . . . . . . . . 31
3.8 Triple Sync-frame Superframe . . . . . . . . . . . . . . . . . . 31
4.1 Effect of increasing the no. of data frames on time error . . . 34
4.2 Single Hop HRS: Time synchronization error . . . . . . . . . 36
4.3 Single Hop HRS: Probability density function . . . . . . . . . 37
4.4 Multi Hop HRS: Time synchronization error . . . . . . . . . . 38
4.5 Multi Hop HRS: Probability density function . . . . . . . . . 38
5.1 Architecture of an energy harvesting system . . . . . . . . . . 42
5.2 Opportunistic geographical routing protocol . . . . . . . . . . 43
5.3 Piggy-backing on battery level against time . . . . . . . . . . 46
vii
5.4 Packet format of a pseudo time-sync packet . . . . . . . . . . 47
5.5 EH-TS synchronization process . . . . . . . . . . . . . . . . . 50
6.1 Test-bed for EH-TS study . . . . . . . . . . . . . . . . . . . . 55
6.2 PDR across hops at 10s event interval . . . . . . . . . . . . . 56
6.3 Packet efficiency across hops at 10s event interval . . . . . . . 57
6.4 Packet delay across hops at 10s event interval . . . . . . . . . 58
6.5 PDR across hops at 10s event interval . . . . . . . . . . . . . 60
6.6 Combined PDR across hops at 10s event interval . . . . . . . 61
6.7 Combined PDR against duty-cycles at 10s event interval . . . 61
6.8 PDR across hops at 10% duty-cycle . . . . . . . . . . . . . . 62
6.9 Combined PDR across hops at 10% duty-cycle . . . . . . . . 62
6.10 Combined PDR against event interval at 10% duty-cycle . . . 63
6.11 Delay across hops at 10s event interval . . . . . . . . . . . . . 64
6.12 Combined delay across hops at 10s event interval . . . . . . . 65
6.13 Combined delay against duty-cycles at 10s event interval . . . 65
6.14 Delay across hops at 10% duty-cycle . . . . . . . . . . . . . . 66
6.15 Combined delay across hops at 10% duty-cycle . . . . . . . . 66
6.16 Combined delay against event interval at 10% duty-cycle . . . 67
6.17 Efficiency across hops at 10s event interval . . . . . . . . . . . 68
6.18 Combined efficiency across hops at 10s event interval . . . . . 69
6.19 Combined efficiency against duty-cycles at 10s event interval 69
6.20 Efficiency across hops at 10% duty-cycle . . . . . . . . . . . . 70
6.21 Combined efficiency across hops at 10% duty-cycle . . . . . . 71
6.22 Combined efficiency against event interval at 10% duty-cycle 71
A.1 Decomposition of delay between two sensor nodes . . . . . . . 76
viii
List of Tables
4.1 Overhead comparison . . . . . . . . . . . . . . . . . . . . . . 39
5.1 Encapsulated time synchronization information from node 4 . 48




1.1 Background and Motivation
1.1.1 Motivation
Distributed systems such as wireless sensor networks (WSNs) have non-
existent global time, with each sensor node having an independent timer,
which is driven by its own internal hardware clock, known commonly as
real-time clocks (RTC). As each node cannot possibly start operating at the
same instant, there will be noticeable differences in their start time.
Moreover, even if the nodes can start their timers at the very same in-
stant, environmental factors (temperature, humidity, etc) or manufacturing
differences can cause the hardware clock crystals to drift up to 15 - 30 parts
per million (ppm) [1], accumulating huge inaccuracies over the lifetime of
a network . Thus, synchronizing once at the onset of the network is in-
sufficient, instead, constant time re-synchronization is required to achieve a
common notion of time among sensor nodes. Therefore, a synchronization
scheme should correct both the clock offsets as well as the clock drifts.
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There are different design models for a time synchronization protocol as
per application requirements. The most challenging and strictest form of
synchronization is where all sensor nodes must maintain their clocks syn-
chronized to a reference clock, typically using a base node’s clock as a global
time, in the network. Thereafter, each node in the network is able to rep-
resent any occurrence of an event in the global time-scale. Other less strin-
gent forms of time synchronization have been proposed in [2], where a right
chronology of events or having a relative time to neighbouring nodes sufficed
as a form of timekeeping.
1.1.2 Applications of Time Synchronization
The need for a synchronized time is evident in many modern systems to
ensure seamless operations of time-sensitive applications. Some domains of
such systems that made use of time synchronization are listed below:
Software Applications
Many computer programs use the clock of the machine it runs on to
time-stamp events for keeping track of changes made to files. For in-
stance, the make command in Unix systems is used to compile new or
modified code without the need to recompile unchanged code. This
function of the make command uses the system clock to determine
which source files need to be recompiled. If the sources reside on a
separate file server and the two machines have unsynchronized clocks,
the make program might not produce the correct results.
Similarly, applications on the web, known commonly as Software as a
Service (SaaS), rely heavily on a synchronized clock to work correctly.
For instance, Dropbox, an online storage tool, uses version control
2
method to synchronize user files. File version control requires the use
of synchronized time to backup the files.
Telecommunication Services
The introduction of digital circuit switches and cross-connect systems
in the 1980s drove the need for network synchronization. Network syn-
chronization and timing are essential to telecommunications networks
to ensure optimal performance and prevent packet loss as any degrada-
tion in quality of service will affect subscribers. Most critical telecom
applications require precise time and frequency and synchronization to
operate properly such as VoIP, video streaming, TDM (time division
multiplex) services, voice switching and mobile services.
In particular, time synchronization in wireless sensor networks is the
main focus of this thesis and it will be discussed in depth in the next few
sections.
1.1.3 Time Synchronization in Wireless Sensor Networks
Time synchronization is a critical piece of infrastructure for wireless sensor
network applications. Applications of physical time can be broadly catego-
rized into two domains: 1) the external interface between the sensor network
and its environment, and 2) internally among the nodes of the sensor net-
work.
Between sensor network and physical environment
Typical functions of a wireless sensor network (WSN) involve the obser-
vation of the physical world by capturing physical phenomena of interest,
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followed by aggregation of distributed observations and then reporting this
information back to the user. A common notion of time is required for the
above functions. Observation and logging of such events necessitate the use
of a common time to make sense of the originating physical events. Multiple
observations of a single event must be aggregated together while different
events must be segregated.
Multiple sensor nodes can observe the same physical event, and the process
of assembling these distributed sensor readings for higher-level application
is known as data fusion. Minute time differences are critical to the appli-
cation in question. For example, target tracking applications use Kalman
filter to estimate the target position [3]. Such signal-processing techniques
require relative synchronization among sensor node clocks, so that a right
chronology of events can be arranged. Time synchronization plays a key role
in many types of data fusion.
Different physical events must be clearly distinguished so as not to con-
fuse them as a single event. Without a form of time synchronization, it will
be difficult to identify each event.
Among sensor nodes
Time is an important component used in intra-network collaboration among
sensor nodes. Typical applications of time in traditional distributed systems
ranges from database queries (e.g. cache and data consistency) [3], security
(e.g. cryptography and authentication) [4], to concurrency control (e.g.
atomicity).
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Focus is placed on concurrency control due to the nature of this work.
Some examples of concurrency control include a time division-multiple ac-
cess (TDMA) schedule and creation of a time slotted frame. In principle,
time is utilized in the creation of time slots to enable multiple access in the
wireless medium. Depending on the scheme being used, time slots are then
assigned to each participating node. To facilitate deployment of MAC pro-
tocols such as TDMA, there might be a need of maintaining a unique and
global time-scale throughout the network. Thus, having a common view of
global time is important for each node so as to reduce packet collision.
1.2 Thesis Objectives
The main objective of this thesis is to resolve the inconsistencies in time
across wireless sensor network (WSN). In this thesis, two time synchroniza-
tion protocols are proposed to enable the formation of time slotted frames
for sensor network. The two proposed schemes are defined as follows:
Hierarchical Reference Synchronization (HRS) is a proactive synchroniza-
tion scheme for wireless sensor networks. This work makes use of the basic
concept of receiver-to-receiver synchronization as used in reference broad-
cast synchronization (RBS) instead of the more commonly used sender-to-
receiver synchronization. However, unlike RBS, our scheme achieves multi-
hop time synchronization on a global time-scale with fewer messages ex-
change. A reference node periodically selects a subgroup of first-hop nodes
as helper nodes to send out messages to both their neighbouring nodes and
the reference node. The messages will create multiple time-of-arrival events
where the recipient nodes can use to compare their local clocks to that of
the reference node. To achieve this, a time-sync frame is used for our time
5
synchronization.
Energy Harvesting Time Synchronization (EH-TS) is a receiver-based time
synchronization protocol for energy harvesting nodes. A key consideration
for energy harvesting sensor network is energy optimization. Thus, unlike
HRS, it is a passive scheme as it relies on piggy-backing on packets generated
by the application layer. Time synchronization information is encapsulated
onto the application packets so no dedicated time sync packets are created.
This piggy backing of synchronization packets on data packets helps to con-
serve energy. A multiple linear regression method is used to determine time
relationship between the base node and the various sensor nodes.
1.3 Main Contributions
In summary, this work presents the following contributions to research in-
volving receiver-receiver based time synchronized sensor nodes:
Global time-scale for a receiver-receiver based synchronization
RBS uses a time-stamp conversion approach to convert a packet’s time-
stamp at each hop into the next hop’s time-scale until it reaches the
final destination. Unlike other receiver-receiver based schemes such as
RBS, the proposed schemes are created with the aim of a having a
common notion of time across the sensor network. As such, the cre-
ation of reference beacons is controlled and thus unnecessary packets
transmissions are reduced.
A source-receiver based time synchronization
Traditional receiver-receiver based time synchronization (RRBTS) re-
quires 2n time-sync packets to synchronize n nodes. Moreover, a
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dedicated node which provides beacon packets, is not synchronized.
Source-receiver time synchronization improves on RRBTS by eliminat-
ing the need to exchange time-sync packets with every receiver node
with the introduction of a source node. The source node provides the
global time in the network. Only 1 single time-sync packet from the
source node is needed to synchronize n receiver nodes. Through a bea-
con node selection process initiated by the source node, any receiver
node can be a beacon node, and thus able to synchronize with the
network.
Time Synchronization Protocol for Energy Harvesting Networks
To the best of our knowledge, no other time synchronization scheme
was designed to work in an Energy Harvesting Wireless Sensor Net-
work (EH-WSN). The greatest problem faced by wireless sensor net-
works is energy. Thus, to enable sensors to operate for a much longer
duration, energy is harvest from the ambient energy from the environ-
ment to power these sensors. EH-TS is an adaptive time synchroniza-
tion protocol that adapts to the energy level of a EH-WSN.
1.4 Organization of the Thesis
Many time synchronization protocols have been developed for WSNs. In
Chapter 2, some existing work on time synchronization will be discussed, in
particular, how each synchronization is done and a brief comparison of our
proposed scheme with each of them.
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The design and algorithm of HRS will be discussed in detail in Chapter
3. In Section 3.3, the extension of HRS to a multi-hop scenario is discussed.
The empirical results on TelosB platform will be analysed in Chapter 4.
The algorithm of EH-TS will be covered in Chapter 5. Both single hop
and multiple hop environments for EH-TS will be discussed. Chapter 6 is





With increasing interest in the field of wireless sensor networks, many time
synchronization protocols have been proposed in recent years. [5] presented
a comprehensive survey on clock synchronization protocols for wireless sen-
sor networks. In their paper, they outlined the requirements of clock syn-
chronization protocols, identify the challenges of sensor networking and the
classification of synchronization protocols. The classification terms in this
paper will be used to describe the time synchronization protocols in the later
sections.
2.1 Delay Uncertainties in Radio Message Deliv-
ery
Before proceeding with the fundamental techniques in time synchronization,
a good understanding of the different delays in a typical radio packet delivery
is necessary. The decomposition of the packet delay between two sensor
nodes is shown in Figure 2.1. As a similar decomposition has already been
presented in [8], [9], [11], the various delay components will not be discussed
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further. However, they will be listed in Appendix A for further reading.
Figure 2.1: Decomposition of a message delivery over a wireless medium.
2.2 Techniques of Time Synchronization
The basic concept of time synchronization involves the elimination of de-
terministic time synchronization errors and reduction of non-deterministic
ones. Three fundamental techniques have been identified upon which many
time synchronization protocols are based.
Figure 2.2: Time synchronization techniques (a) Two-way message ex-
change, (b) MAC layer time-stamping, (c) Receiver-receiver synchronization
Foremost is the round-trip synchronization method. It uses a two-way infor-
mation exchange between a pair of nodes to estimate the round-trip time,
and thus obtain the propagation delay and the time offset as shown in Fig-
ure 2.2(a). This method has the highest overhead in terms of the number
of messages exchanged. An analysis is done to realise how synchronization
is done between a pair of nodes through a two-way message exchange. Fig-
ure 2.2(a) shows this message-exchange between nodes A and B. T1 and T4
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represent the time measured by local clock of A. Similarly T2, T3 represent
the time measured by local clock of B. At time T1, A sends a synchronization
packet to B. The synchronization packet contains the value of T1. Node B
receives this packet at T2, where T2 is equal to T1 + ∆ + d. Here ∆ and
d represents the clock drift between the two nodes and propagation delay
respectively. At time T3, B sends back an acknowledgement packet to A.
The acknowledgement packet contains the values of T1, T2 and T3. Node A
receives the packet at T4. Assuming that the clock drift and the propagation
delay do not change in this small span of time, A can calculate the clock
drift and propagation delay as:
∆ =




(T2 − T1) + (T4 − T3)
2
(2.2)
With the two known values, node A can correct its clock to that of node
B.
The second technique involves time-stamping at the MAC layer to elim-
inate error uncertainties. By time-stamping before the transmission of a
certain byte at the sender and before the reception of the same byte at the
receiver, it is argued that the delay variability can be minimized. Multiple
time-stamps are normalized back to the reference byte and an average read-
ing is obtained before putting it in the payload. This process is shown in
Figure 2.2(b). MAC layer time-stamping can efficiently eliminate variable
delays due to send, access and receive time.
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The last technique makes use of reference broadcasting and is commonly
known as receiver-receiver based synchronization. This technique consists
of a two steps process, involving a third party sender node. The sender node
broadcasts a beacon message to more than one receiver and then exchange
of messages take place between receivers to synchronize each other and com-
pute their offsets based on the difference in reception time. The sender node
does not take part in the synchronization process.
To illustrate each of this technique, three well-known time-synchronization
schemes in WSNs, namely Timing-Sync Protocol for Sensor Networks (TPSN)
[8], Reference Broadcast Synchronization (RBS)[9] and Flooding Time Syn-
chronization Protocol (FTSP)[11], will be reviewed.
2.3 Well-known Time Synchronization Schemes
2.3.1 Reference-Broadcast Synchronization
In RBS, the reference broadcasting approach is used. In a single-hop neigh-
bourhood of a beacon node, the receiver nodes exchange their respective
reception times from reference broadcasts by the beacon node. Thereafter,
each receiver node uses linear regression to compute the relative offsets and
clock drifts to every other node in the network. Thus, a relative time to each
node is maintained instead of a global reference time. In the multi-hop sce-
nario, the network is clustered such that there exists a beacon node in each
cluster to synchronize nodes within the cluster. The RBS solution for the
multi-hop scenario uses gateway nodes that are in two or more clusters to
convert time stamps from one cluster to the other. Whenever time stamps
are exchanged among nodes, they are converted to the receiver’s local time
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using offset and drift parameters. It is clear that maintenance of relative off-
sets and drifts to every neighbouring node incur a high amount of overhead.
In Chapter 3, our proposed solution using source-receiver based time syn-
chronization is an improvement over the traditional receiver-receiver based
synchronization used in RBS.
2.3.2 Timing-Sync Protocol for Sensor Networks
The TPSN uses MAC layer time-stamping, together with round-trip syn-
chronization. It consists of two phases, a hierarchical level discovery and
time synchronization. The aim of the level discovery phase is to create a
hierarchical spanning tree rooted at a master node. This phase is run once
at network deployment. Thus, there is a need to repeat phase one for each
topology change. In the second phase, nodes are synchronized to their par-
ent node by round-trip synchronization. Synchronization is initiated by the
root node, and is performed down the spanning tree. Since TPSN relies on
a two-way message exchange between a pair of nodes, high communication
overheads are incurred in synchronizing every node.
2.3.3 Flooding Time Synchronization Protocol
The FTSP is a proactive flood-based synchronization protocol. The low-
est ID node is dynamically elected as the master node and it provides a
reference time. The master periodically floods the network with a synchro-
nization message, containing the message ID and its current time. Nodes
that have not received this message, will record the included time-stamp and
the time-of-arrival of the message before broadcasting to its neighbouring
nodes. This pair of time-stamps and their corresponding time-of-arrivals,
will be used as a data point in linear regression to estimate the time offset
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and drift to the master’s clock. The protocol uses MAC-layer time-stamping
that is statistically corrected to reduce non-determinism. This implies that
almost all sources of uncertainties in the radio message delivery are com-
pensated for, less the propagation delay. The downside is that the flooding
mechanism causes the convergence time to be longer than other synchro-
nization protocols. In FTSP, a 6-hops 60-nodes network takes 10 minutes
to be synchronized.
2.3.4 Linear Regression for Time Synchronization
Linear regression is used in a number of time synchronization protocols to
establish a linear relationship between clocks of different sensor nodes to
achieve time synchronization. Once clock drift is estimated between the
nodes, each node can predict a target clock based on collected time stamp
data without the need of frequent re-synchronization.
However, a common misunderstanding about linear regression based time
synchronization protocols is that, the higher the time synchronization fre-
quency, the better the synchronization precision, which results in higher
overhead. [14] states that given a prediction interval, if the clock relation-
ship varies slowly over time, more frequent synchronization results in worse
synchronization precision. Their result suggests that a linear regression
based time synchronization protocol can achieve both high precision and
good energy efficiency when operating at a low synchronization frequency.
The computation of clock drift using linear regression method is discussed
more in Section 3.2.
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2.4 Comparisons
In [10], it was argued that there is no need for a global time-scale, which
is usually realised by a master clock. The paper mentions that the syn-
chronization error between two nodes is proportional to the distance away
from a master clock, i.e. two closely-spaced nodes that are far away from
the master clock, will have different synchronization errors that goes back
to the master clock. That is, different synchronization errors, arising from
different routes, are accumulated across hops for each node. This is untrue
as any two neighbouring nodes may have a common ancestor node that is
not the root node. Thus, the observed synchronization error between two
closely-spaced nodes is a variance of time-sync errors obtained from the
nearest ancestor node.
Having a global time-scale eliminates the hassle of converting from one local
time-scale to the other. In RBS, time-stamp in a message is converted to
the local time of each node as the message routes along a network. This
contributes to higher computation overhead, which can be eliminated with
a global time at each node. As such, in HRS, a global time is maintained
without continuous corrections to local clock. This allows the local clock of
each slave node to run unfettered. HRS allows each slave node to have a
pair of clock parameters, offset time and drift, that relate the local time to
that of the reference time.
HRS is a dynamic scheme, allowing dynamic changes in network topology.
Unlike TPSN, HRS does not require a hierarchical discovery phase during
network development. New nodes can join the network by making a join
request during a contention period.
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2.5 Applications of HRS and EH-TS
HRS can be used for applications where users do not have access to the MAC
layer to do low level time synchronization, i.e. MAC layer time-stamping
or PHY synchronization. An example of an application where HRS was
deployed is a multi-hop video streaming application using a Time Division
Multiple Access (TDMA) method.
EH-TS is designed for energy-harvesting sensor networks. As described later
in Chapter 5, an application for this protocol is an outdoor carpark mon-
itoring system where ultra-sound sensors are used to detect carpark lots
availability. An energy harvesting unit consisting of a solar panel and a su-
per capacitor, harvests energy from sunlight and powers each sensor node.
Time synchronization is required to enable correct reporting of lots avail-

































Figure 3.1: Software service architecture
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As discussed in Chapter 1, time synchronization helps in concurrency con-
trol of a node, in particular, at the MAC layer. HRS can be implemented
as a software service component providing time synchronization to both the
MAC and the application layers. In Figure 3.1, a software service architec-
ture is shown. In this thesis, HRS is used to show how a time-slotted MAC
can be achieved. HRS provides a micro-second accuracy time synchroniza-
tion on a network-wide basis, thus slots across the WSN are aligned, making
a time-slotted MAC possible. A super-frame structure is proposed, incor-
porated a sync-frame, followed by several data frames. The sync-frame is
used for HRS while the remaining data frames are utilized by a slotted-MAC
protocol. Note that a generic slotted-MAC protocol is assumed in this thesis.
HRS is an efficient multi-hop time synchronization protocol which aims to
synchronize a WSN to a global reference time. In a typical WSN set-up,
there is a sink node where data is routed to. The sink node acts as a gate-
way to an end user for data distribution, reporting results, etc. In order
to facilitate understanding of captured event reports to the end user, the
time-scale used during occurrence and reporting of the events to the sink
should be the same. Thus, the sink’s clock is used as the global reference
time in HRS. In the following subsection, we will look at the design of HRS
for a single-hop environment.
3.1 Single Hop Environment
At the onset of network deployment, the sink node will start a coarse dis-
covery process to allow neighbouring first hop nodes to join in the network.
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Figure 3.2: HRS synchronization frame
nodes to return a join-request message. To reduce the probability of colli-
sions, nodes will defer their requests for a short randomly-generated time,
constraint to the length of silent period. If a request is successfully received,
the sink will return an acknowledgement message to the requesting node;
else the requesting node will wait for the next advert message. When the
sink has discovered at least two nodes in its vicinity, it will start the HRS
synchronization process.
After the discovery phase, the role of the sink node is to initiate the syn-
chronization process periodically. This is done using a sync-frame as shown
in Figure 3.2. Figure 3.3 shows the sync-frame as part of a super-frame
structure, with data frames appended after the sync-frame.
Synchronization Frame
The synchronization frame is explained in a three steps procedure. That is:
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Figure 3.3: HRS synchronization frame in a superframe





















Figure 3.4: (a) Advert broadcast by sink, (b) Reference time events by
helper nodes, (c) Sink broadcasts its time-stamps
At the start of the synchronization frame, the sink will select two nodes
out of its list of discovered nodes as helper nodes 1 and 2. The selection of
helper nodes is random and occurs such that the same node is not selected
twice for the same helper role. Thus, each neighbouring node will have a fair
chance of being selected as a helper node. I.e. Helper nodes in sync-frame t
and sync-frame t+1 are different. The helper nodes selection is included in
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an advert message which will be broadcast by the sink at the start of each
sync-frame. The advert message also serves as an advertisement to new
nodes, prompting them to make a join-request in the silent period which
that follows.
2. Helper nodes create reference time events where nearby nodes can time-
stamp with their local clocks.
As discussed in [5], receiver-to-receiver synchronization requires a bea-
coning node and the helper node fulfils this role. The role of a helper node
is to broadcast a reference message and thus creating an event where re-
ceiver nodes are able to time-stamp with their local time. As shown in the
sync-frame, helper node 1 broadcasts twice, followed by helper node 2. For
the purpose of illustration, a perfect channel condition is assumed. Thus,
four reference broadcasts would have been received by both the sink and
non-helper nodes. In contrast, the helper nodes will receive two reference
broadcasts each. Upon receipt of a reference broadcast, a node will time-
stamp with its local clock and record the corresponding message ID. In the
end, the helper nodes, the sink and other neighbouring nodes will have two
time-stamps, four time-stamps and four time-stamps respectively.
3. Sink broadcasts its recorded time-stamps to neighbouring nodes.
Thereafter, the sink will broadcast its list of recorded time-stamps. Af-
ter the reception of the sink’s time-stamps, each node will match their local
time-stamps with the global time-stamps using the message ID. A sink’s
time-stamp and a corresponding local time-stamp will form a time tuple,
{Tsink, Tlocal}.
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The synchronization process can be seen in Figure 3.4 where the roles of
the sink and a helper node are shown in a three steps process.
As discussed in Chapter 1, two local clocks do not run at the exact same
speed. A time tuple can accurately relate the clock offsets of two nodes
only at that instant. Subsequently, the accuracy of the synchronization will
degrade as the clocks drift apart. Typical crystal oscillators used in the
field of sensor networks, drift in the range of between 10 and 100 ppm [6],
with a maximum drift rate of +-20 ppm for Berkeley motes [7]. A devia-
tion of 20 ppm amounts to 20µs error every one second. Therefore, time
synchronization needs to be updated periodically, with period depending on
the error budget. Time tuples are used for linear regression computation to
compensate for clock drift and this will be explained in Section 3.2.
As one can observe that being a helper node put that particular node in
a disadvantageous position. While facilitating synchronization for other
nodes, a helper node will remain unsynchronized. Thus, two helper nodes
are proposed for each sync-frame so that there is the possibility of a helper
node helping the other helper node. For instance, assuming nodes are within
range of one another, helper node will get two time tuples instead of none
in a single sync-frame. Thus, the synchronization process will be faster with
two helper nodes, yet putting a cap on the number of synchronization over-
heads required. Furthermore, different helper nodes will be selected at each
sync-frame, allowing a fair accumulation of time tuples at each node.
Receiver-receiver synchronization is dependent on third-party node to drive
the synchronization process. In the absence of third-party nodes, a node
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is said to be isolated. If a node is isolated with only the sink node within
its range, the sink is able to broadcast a beacon packet to allow another
node to synchronized with the isolated node via the sink node. Thus, most
receiver-receiver synchronization such as RBS will not work in such scenario.
However, HRS is still able to work, by fully utilizing the sync-frame.
Isolated node
After five sync-frames and if a node has not obtain any time tuple, it will de-
clare itself as an isolated node to the sink node during the next silent period.
The return acknowledgement message from the sink will serve as a reference
event to the isolated and helper node 1, in which the former will time-stamp
with its local time while the latter will time-stamp with its estimated global
time.
In the first reference broadcast message of helper node 1, it will include
its recorded global time-stamp in the message. Besides time-stamping on
the reception of the reference message, the sink will extract the global time-
stamp with its corresponding message ID into its own list of time-stamps.
As per normal, the sink broadcasts its list of recorded time-stamps after the
last reference broadcast by helper node 2. However, this time round, the list
will include the recorded estimated global time-stamps from helper node 1.
Upon receiving the sink’s broadcast, the isolated node will be able to form a
time tuple using the received estimated global time-stamp and its recorded
local time-stamp. This shows that by leveraging on the existing structure
of the sync-frame, the HRS can be extended to isolated nodes.
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3.2 Clock Drift Computation
Given two sensor nodes 1 and 2 with clock readings, x(ti) and Y (ti), i =
1, 2, ..., n respectively. The regression model is given as
Y (ti) = a+ bx(ti) + εi, (3.1)
where Y (ti) is the actual adjusted time stamp of node 2, a is the y-
intercept, b is the slope of the regression line, x(ti) is the reference time
from node 1 and εi is the random error associated in adjusting each time
stamp.
The time synchronization problem is defined as follows. Given an obser-
vation set of time tuples (x(ti), Y (ti) | i = 1, 2, ..., n), infer a and b in (3.1)
to establish an estimator of Y (ti):
Yˆ (ti) = aˆ+ bˆx(ti), (3.2)
which can translate node 1’s clock to node 2’s clock.






























= Y¯ − bˆx¯ (3.4)
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where aˆ and bˆ is the intercept and slope of a line of best fit respectively.
Time tuples, consisting of a pair of global time and local time, are used
as data points for the linear regression. A line of best fit is fitted through
the data points, by minimizing the square of the difference between the fit-
ted line Yˆ (ti) and the actual data points. The intercept, aˆ, and the slope, bˆ,
of the fitted line give the offset and the drift of the local clock respectively,
with respect to the global clock. Thus, linear regression helps in compen-
sating for clock drift.
Increasing the number of time tuples used for time synchronization requires
a large amount of memory. A set of four time tuples are first used in the lin-
ear regression to achieve a coarse synchronization and for subsequent period,
the last eight time tuples are used to obtain a better time synchronization.
This is done to minimize the time synchronization convergence time because
a set of four time tuples is obtainable in the first sync-frame.
According to [14], frequent synchronization results in worse synchroniza-
tion precision, for a fixed prediction interval (that is, the time difference
when the prediction is made based on the latest time-stamp and the time
of predicted event). This happens when the prediction interval is longer
than the synchronization interval because linear relationship between Y (ti)
and x(ti) does not hold in a larger prediction interval. In this thesis, HRS
is used to align the time slots after each synchronization phase, thus, the
prediction interval is always less or equal to the synchronization interval of
one super-frame. Thus, the clock frequency is assumed to be stable over a
super-frame.
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Figure 3.5: Linear regression experimental setup
To examine the effect of linear regression on clock drift management, an
experiment was carried out as shown in Figure 3.5. In the set-up, HRS
with drift correction is implemented on three sensor nodes, one sink and
two nodes, A and B. The sink maintains the global time. Nodes A and B
estimate the time offset and drift from that of the sink, using linear regres-
sion on the past eight time tuples.
The local clocks are allowed to run uncorrected and global time is estimated
by nodes A and B. A reference broadcast node broadcasts a probe message
every super-frame and all three nodes time-stamp the probe message’s ar-
rival with their respective local time. After which, their recorded time is
sent to a base-station for logging. The linear regression estimation error,
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Figure 3.6: Linear regression estimation error and time drift of the uncor-
rected local clocks
which is the difference between the global time given by the sink and the
estimated global time by nodes A and B, and time drift of the uncorrected
local clocks are computed. Time progression of these results for node A and
B are shown in Figure 3.6.
Synchronization with linear regression helps to keep the absolute error of
the estimated global time to a value of two or less. Time synchronization
was stopped after 16 minutes and the absolute errors started to increase
gradually. This is because of the initial estimation error of the global time
that results in increasing synchronization error over time. Synchronization
was resumed at the 32nd minute and the errors reduced immediately.
The drifts for the estimated global time during the unsynchronized period
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are calculated and compared. It is observed that the uncorrected local clocks
of the two nodes drift between 5 to 7 ppm as compared to between 0.6 to
1.2 ppm for linear regression corrected clocks. This shows that with the
inclusion of linear regression in HRS, clock drift is better managed with less
frequent re-synchronization.
3.3 Multi-hop Environment
Most WSN applications require a network that consists of more than a sin-
gle hop. HRS can be extended to multi-hop networks if network-wide time
synchronization is required. The multi-hop extension of HRS is described
in this section.
A single-hop network is assumed to be synchronized by HRS as described
in Section 3.1. In the multi-hop HRS, two new multi-hop sync-frames are
created, giving a total of three sync-frames, which is termed as triple sync-
frames. The use and implications of the triple sync-frames will be discussed
later.
Helper nodes will not be used for multi-hop HRS, instead a new role, border
node, will be defined. Border node exists to synchronize nodes in a multi-
hop network. A synchronized node in hop x can be chosen as border node
for new node/s in hop x+1. A border node in hop x has a parent node in
hop x-1 and at least one child node in hop x+1. It synchronizes its time
with its parent node while the children nodes synchronize with it. In this
way, time synchronization spreads radially outwards from the sink. Border
nodes can be seen as the interim sink node in a multi-hop environment.
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After a border node is selected, it acts as a beaconing node during its al-
located sync-frame. It starts its sync-frame with a reference broadcast to
all its linked nodes, namely the parent and children nodes. Upon which the
nodes will time-stamp the time of arrival. Note that the parent of the border
node is where the synchronized time is sourced from. Next, the parent node
will send its recorded time-stamps back to the border node, which acts as a
relay to pass the received time-stamps to the children nodes.
After a border node is selected, it will act as a beaconing node during its
allocated sync-frame. This is done by sending a reference broadcast to all
its linked nodes, namely the parent and children nodes. Upon which the
nodes will time-stamp the time of arrival. Note that the parent of the bor-
der node is where the synchronized time is sourced from. Next, the parent
node will send its recorded time-stamp to the border node, which acts as
a relay to pass the received time-stamps to the children nodes. With the
received time-stamps and local time-stamps, the children nodes can form
time tuples for calculation of clock drifts.
Joining of new nodes:
A new node will listen for packets from neighbouring nodes. Join requests
by new nodes follow the following priority:
• If the node can hear a sync-frame from the sink node, it is in the first
hop and will synchronize with the sink.
• If it can hear from a border node (hop i), it will be a child of that
node (hop i + 1 ) and synchronize itself with the border node. A re-
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Algorithm 1 New Nodes :Join requests
while listeningT ime < xframes‖hearNothing do
if !hearNothing then




if overHeard == Sink then
Register with node after hearing the next sync-frame
{Requestsmadeincontentionslot}
else if overHeard == borderNode then
Register with border node after next MH sync-frame
{Requestsmadeincontentionslot}
else if Overheard == otherNode then
Register with node
Node is chosen as border node
end if
quest is made to the border node during the contention period of its
sync-frame.
• Else the new node will listen to the data packet exchanges from the
lowest hop node, and a request-to-join message will be made to that
node at the start of the next super frame. This is possible because there
is a silent period at the start of the time synchronization phase. Upon
hearing the request-to-join message from the new node, the ’relay’ node
will immediately broadcast a ”Border-node” synchronization message.
Upon hearing the ”border-node” message, the sink uses the triple sync-
frame instead. Thus, the new node will be able to synchronize with
its border node every 2nd sync-frame.
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Figure 3.7: Spatial Diversity in Triple Sync-frame
Figure 3.8: Triple Sync-frame Superframe
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Triple Sync-frames
A triple sync-frames is proposed in multi-hop HRS to exploit temporal-
spatial diversity. As seen in Figure 3.7, the first sync-frame is used by hop
1,4,7,..., the second sync-frame by hops 2,5,8,.. and the third sync-frame
is used by 3,6,9, etc. This make the scheme scalable, catering for a huge
multi-hop WSN without the need for extra overhead.
The structure of the multi-hop sync frame is shown in Figure 3.8. It con-
sists of 7 frame slots, the first 4 slots allow a border node to carry out its
beaconing role as described earlier. The 5th, 6th and 7th slots are used
for a packet response from source of synchronization (also known as sync
source), packet relaying by border node and a contention period respectively.
As time synchronization is done radially inward, with nodes in hop x syn-
chronizing with their sync source in the previous hops. Inter-hop spatial
diversity is supported with the use of a triple sync-frame. As mentioned, it
consists of a single hop sync-frame and two multi-hop sync-frames. The key
idea is to allow nodes in different hops to simultaneously utilize the sync-
frames. This is possible by assigning each sync-frame to alternating hops,
i.e. the first sync-frame is used by hops 1, 4, 7, ..., the second sync-frame
is used by hops 2, 5, 8, ... and the third sync-frame is used by hops 3, 6, 9,
etc. Two hops can use the same sync-frame for synchronization as there is
no overlapping radio coverage as depict in Figure 3.7. In this way, the time
synchronization method is made scalable with just three sync-frames.
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Chapter 4
Empirical Results for HRS
There are currently numerous wireless sensor nodes available in the market.
From the early WeC to the popular MICA family and TelosB motes and
to the more recent iMote2, these sensor motes have small storage capacity,
slow processors and limited battery lifetime. Previous time synchroniza-
tion protocols have been implemented on the MICA motes. However, in
recent years, TelosB motes have been gaining popularity due to their higher
processing speeds (16-bit core) yet lower power consumption than all other
MICA motes ([22]) and easier deployment with an in-built USB port. There-
fore, TelosB motes were the motes of our choice in our time synchronization
implementation.
TelosB has a clock granularity of one tick, which is approximately 0.030 µs.
Needless to say, the best possible synchronization accuracy is +- one tick
and the error allowance is also one tick. As re-synchronization is required
periodically and to achieve an error allowance of one tick, an experimen-
tal set-up is carried out to determine the optimal time interval at which
re-synchronization is carried out. This re-synchronization time interval is
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determined by the length of the super-frame (refer to Figure 3.3). In the set-
up, the number of data frames was incremented from 5 to 60. As each data
frame is 60 msec (or 2000 ticks) in duration, 5 to 60 data frames correspond
to a duration of between 300 msec to 3600 msec.
























Figure 4.1: Experimental results showing the effect of increasing the no. of
data frames in a super-frame on time error
The experiment consists of five nodes, sink, n1, n2, p1 and BS (sensor node
functioning as a base-station), running the HRS algorithm in a single hop
network. The reference time is sourced from the sink node and nodes n1,
n2 and p1 have to be synchronized with it. Node p1 is a probing node that
serves a probe event periodically after being synchronized.
To accurately determine the maximum number of data frames that can
adhere to an error allowance of one tick, the probing process is carried out
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as close to the end of each super-frame, specifically in the last four data
frames. In the first of the four data frames, a probe is sent by p1, in which
each node will record their global time-stamps to the arrival of the message.
In the subsequent frames, the sink, node n1 and n2 will in turn broadcast
their recorded time-stamps. BS will record the list of time-stamps based on
probe ID.
For each super-frame length, 500 observations were carried out with the
average and maximum errors plotted as a data point as shown in Figure 4.1.
Thus, a total of 6000 observations over a period of 4 hours were used in ex-
periment. Figure 4.1 shows that in general, errors increase with more data
frames. The average time synchronization error is computed by averaging
the differences in local time of nodes n1 and n2 with the global time of the
sink. With the majority of the time synchronization errors at 0 tick and 1
tick, the average error ranges from 0.5 tick for 5 data frames to 1.18 ticks
for 60 data frames respectively. The length of the super-frame which meets
our criteria, is when 35 or less data frames are used. That is when the av-
erage absolute error stays below our error threshold of one tick. As such, a
super-frame length with 15 data frames is chosen and used in our subsequent
implementation. Therefore, re-synchronization is done approximately every
one second.
HRS is first implemented on a single hop sensor network. The resulting
distribution and the probability density function (PDF) of errors are shown
in Figures 4.2 and 4.3 respectively. The time synchronization experiment is
ran for two hours with 7000 data points, each representing a synchronization
frame. From the figures, majority of the errors appears to be randomly
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Time Synchronization Error (Single Hop)
node 1
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Figure 4.2: Single Hop HRS: Time synchronization error
distributed around the mean of 0.5 ticks, which is about 15 µs. The error
distribution is Gaussian with the resultant mean and variance for single hop
HRS at 0.422 and 1.55 ticks respectively. Thus, the average errors for single
hop HRS is about 13 µs.
Next, on a 3-Hop sensor network, the distribution and pdf of the results
are plotted in Figure 4.4 and Figure 4.5. In the multi-hop scenario, a triple
sync-frame super-frame is used with each hop using their allocated sync-
frame. The experiment is run for two and a half hour with 6000 points.
Hops 1 and 2 have similar results as they obtain their reference time from
the same sync source, the sink node. In comparison, Hop 3 get its reference
time from hop 1. This will degrade the time accuracy with each subsequent
hop, as errors accumulate with each estimation of global time at each hop.
Even so, hop 3 do not differ much in terms of time accuracy. As shown in
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Probability Density Function of Time Synchronization Error (Single Hop)
Figure 4.3: Single Hop HRS: Probability density function of synchronization
error
Figure 4.5, nodes in hops 2 and 3 show a wider variance than nodes in hop
1. This is because time accuracy becomes worse with each further hop as
the magnitude of errors become larger.
4.1 Analysis of HRS
4.1.1 Mean Error
HRS performs well on telosb motes with average error of approximately 15
us for the first 3 hops. The 32 kHz crystal oscillator of telosb limits the
accuracy of HRS. With a higher granularity clock, HRS will perform better.
37
Figure 4.4: Multi Hop HRS: Time synchronization error
Figure 4.5: Multi Hop HRS: Probability density function of synchronization
error
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Protocol No. of messages for n nodes to get one time tuple
RBS 2n + 1
FTSP n
HRS 2
Table 4.1: Table showing the message overhead required for n node to
achieve one time tuple across protocols
4.1.2 Overhead
To compare the overhead needed for synchronization across protocols, the
number of messages needed to obtain one time tuple for each node will be
considered. In RBS, each node is required to make a reference broadcast
and exchange time stamps, resulting in a total of three messages for each
time tuple. The number of messages required will increase exponentially
with more nodes as a relative time is maintained. For FTSP, assuming that
a reference node has been chosen, one message is required to get one time
reading for all nodes within range. However, due to the flooding mecha-
nism, each node will potentially discard up to x-1 messages where x is the
number of nodes in the network. In comparison, HRS uses up to four mes-
sages in each sync-frame to accumulate two time tuples for all nodes within






5.1 Introduction to Energy Harvesting Wireless
Sensor Network
Although WSNs are becoming more prevalent in many areas of deployment
(e.g. Environmental monitoring and transportation systems), one of the
major limitations on performance and lifetime of such networks is the finite
capacity of their power sources. To maintain the working of these WSNs,
these power sources have to be replaced when their energy are depleted.
Recent works [15]-[16] have explored multiple scenarios in which nodes can
harvest energy from their environment (e.g. solar energy harvesting) and
use it to recharge their batteries. However, this sporadic availability of
ambient energy introduces many design challenges about the construction
of such systems. One such challenge is to allow sensor nodes to maintain
their power supply at sufficient levels (energy neutral operation [17]) by
adapting to changing environmental conditions. In this aspect, several algo-
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rithms have been developed for dynamically adapting the nodes’ duty-cycle
[[16],[18],[20]] in anticipation of the harvesting environment.
In [16], it attempts to model the energy source of the nodes and adjust
their duty-cycle according to the availability of energy. It is a non-trivial
task to accurate predict the energy profile without making assumptions on
the dynamics of the energy sources being harvested. [18] resolves this by
presenting a model-free approach using adaptive control techniques and also
addresses duty-cycle stability, resulting in low variance in the duty-cycling
behaviour.
[20] presents a energy-aware duty cycling Media Access Control (MAC)
protocol that periodically checks intermediate nodes’ battery to be above
a threshold voltage before listening for data packets. If an packet is received
by the listening node, it will immediately forward the packet and go back
to sleep. This effectively introduces a sleep-wake cycle that is indirectly
pegged to harvesting rate of the sensor nodes. [21] incorporated this MAC
protocol together with an opportunistic routing scheme and deployed them
in an outdoor car-park monitoring system.
The above discussed schemes used local node information (e.g. Battery
level) to determine the duty-cycle of a node, which is independent of other
nodes in the network. When nodes in a network have different duty-cycles,
they will tend to have uncoordinated sleep-wake cycles, resulting in wasted
transmissions and thus a significantly lower data throughput. Intuitively, if
nodes have global information of their duty-cycles (e.g. common sleep-wake
time), data transmissions can be more coordinated which helps to increase
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the network throughput.
In the second part of this thesis, we proposed a time synchronization proto-
col that resolves the above problem by creating common transmission time
slots and is suitable for EH-WSN. The design details will be discussed in
the next section.
Figure 5.1: Architecture of an energy harvesting system
Figure 5.1 shows the system architecture, illustrating our designed En-
ergy Harvesting Time Synchronization (EH-TS) protocol with the other
components. At the MAC layer, EH-TS helps to enable duty-cycling at the
MAC layer while the routing layer can access energy harvesting parameters
(e.g. battery level and harvesting rate) through the harvesting-aware mod-
ule. This approach is made to be modular such that any upper-layer com-
ponents (upper MAC and Routing) can be changed and yet still work with
the EH-TS protocol. A more important consideration is that the energy-
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aware component of a energy harvesting node can be developed separately
and integrated with the routing or application layer. Thus, we deemed
it unnecessary to include energy-aware features into our EH-TS protocol as
the upper layers would have done so through the hardware abstraction layer.
As part of our implementation, we ported the above opportunistic forward-
ing routing scheme with duty cycling from [21] and run our EH-TS in the
underlying MAC layer. In the next section, the design of the routing proto-
col will be discussed.
5.2 Duty-Cycled Geographical Routing Protocol
With reference to Figure 5.1, the routing protocol uses information from
the harvesting-aware module to determine their operational behaviour. The
routing protocol is duty-cycled; when nodes are awake, they listen for data
packets from other nodes and forward them to the sink using opportunis-
tic forwarding based on geographical routing. It determines the forwarding
node based on reception of data packets and the use of implicit acknowl-
edgements.
Figure 5.2: Opportunistic geographical routing protocol with implicit ac-
knowledgement
As shown above in Figure 5.2, when a data packet is transmitted by
43
a source node, it is broadcasted (with a transmission range of 2 nodes) to
neighbouring nodes. As the nodes are positioned and numbered in a hier-
archical manner (smaller numbers are placed nearer to the sink), the data
packet is dropped by nodes (Nodes 4 & 5) that are further away from the
sink node than the source node while nodes (Nodes 1 & 2) that are nearer
to the sink than the source node will buffer the packet. Implicit acknowl-
edgements are used to propagate the packet towards the sink. This means
that as a relay node (Node 1) rebroadcasts the packet, node 2 & the source
node (with the packet in their buffer queue) will discard the packet if they
are placed further than the relay node. This eliminates the need for explicit
acknowledgements to be sent. The relaying process will continue until that
packet reaches the sink node. This routing scheme allows for bidirectional
traffic. Similarly, a control packet from the sink can traverse through the
network in the same logic.
In battery-powered sensor networks, the duty cycle is usually minimized
to conserve energy. This is not the case for energy-harvesting networks as
excess energy will not be stored and wasted due to limited energy buffer
capacity. A harvesting-aware duty-cycling scheme can be set by the routing
protocol, adjusting the node’s sleep-wake cycle to achieve an energy-neutral
operation. Efficiency of the duty cycle can be maximize by increasing it
when the harvesting rate is higher, and decreasing it when the harvesting
rate is lower. Energy-harvesting rate and battery level are used in the cal-
culation of the duty-cycle. These parameters are easily accessible through
the utility functions exposed by the hardware. However, for the sake of this
empirical study, the harvesting-aware component is removed and a static
duty-cycling is set so as to observe the effects of varying the duty-cycle on
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the various performance metrics.
5.3 EH-TS Protocol
Time synchronization for Energy-Harvesting Wireless Sensor Network (EH-
WSN) is different from that of a typical WSN. Unlike a battery-powered
WSN, EH-WSN will scale their computations according to energy availabil-
ity. This implies that the time synchronization scheme for EH-WSN must be
able to cater to this variation in computation and should not add on to the
computation burden especially in a low-energy mode. There are many time
synchronization protocols for WSN (covered in Section 2), however, none
of them are of low complexity and can dynamically adjust their operations
with energy availability.
EH-TS is a lightweight yet scalable protocol to achieve time synchroniza-
tion for a EH-WSN. It contains several features that makes it suitable for a
EH-WSN:
Receiver-receiver based Synchronization
EH-TS is a Source-Receiver Based Time Synchronization protocol for
energy harvesting nodes. Multiple receivers will synchronize with both
the sink node and its neighbouring nodes but not with the sender. This
receiver-based method is suitable for a broadcast medium and it com-
pletely eliminates the uncertainty at the sender node. Furthermore, it
does not require time-stamping at the MAC layer which increases the
complexity.
Piggy-backing on Higher-level Packets
EH-TS is a passive scheme as it relies on packets generated by the
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Figure 5.3: Graph showing the effect of piggy-backing on battery level
against time
upper layers (e.g. routing or application layer) to perform time syn-
chronization. Time synchronization information is encapsulated onto
the application packets so no dedicated time-sync packets is created.
This piggy-backing of synchronization information on data packets
helps to conserve energy. This is possible because the routing process
requires many relaying packets to be sent throughout the network.
Figure 5.3 shows that it is more energy efficient to piggy-back a 50
bytes payload on a 50 bytes packet than sending two separate 50 bytes
packets. Both Node A and Node B started the experiment with iden-
tical battery level at 2950 mV. Node A is programmed to send a 100
bytes packet at a rate of 10 packets per second, as compared to Node
B which is sending a 50 bytes packet at 20 times per second. Node A
illustrates the positive effect of piggy-backing on battery level. The re-
sults showed that with piggy-backing in place, Node A can last about
8% longer than Node B.
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No Control Packets
No control packets is required to set-up the synchronization process
as the protocol will start once higher-level packets are sent. When
the node is in low-power mode, no additional overheads is needed so
energy can be conserved. More details on the protocol will be discussed
below.
Figure 5.4: Packet format of a pseudo time-sync packet
Eh-TS is a receiver based time synchronization protocol for energy har-
vesting nodes. Pseudo time-sync packet is a higher-layer data packet encap-
sulated with synchronization information from the transmitter node. Fig-
ure 5.4 shows the packet format of a pseudo time-sync packet. These pseudo
time-sync packets act as both a reference beacon as well as providing time
stamps information to carry out the time synchronization process. Similar
to HRS, the reference beacon provides a reference time for receiver nodes
to record their local timestamps. These timestamps will be used to com-
pute the time offset with neighbouring nodes. Synchronization information
is encapsulated in the time-sync packet. It consists of a header, global-time
parameters as well as time-stamp parameters. Information on each synchro-
nization parameters will be covered in the next few paragraphs.
An example of a time-stamp parameter from node 4 is shown in Table 5.1.
These time-stamp parameters are recorded by node 4 and are appended to
data packets as they are transmitted. Receiving nodes make use of these
time-stamp parameters to calculate their time offsets to the transmitter
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node.
Source node Relay Node Packet Sequence No. Time-stamp
5 4 1 100
3 4 1 150
Table 5.1: Table showing encapsulated time synchronization information
from node 4
A time tuple is achieved by combining time synchronization information
from the different relay nodes but originating from the same source node.
An example of a time tuple is shown in Table 5.2. This table of time tuples
is captured by node 3. When a pseudo time-sync packet is broadcasted
by neighbouring nodes (e.g. Node 5), the ID of the source node and the
corresponding packet sequence number is extracted from the encapsulated
synchronization information and node 3 will time-stamp will its local clock.
These information is shown in the first 3 column. Next, node 3 received
another packet with synchronization information from node 4. As indicated
in row 1, the synchronization information showed that the source node is
node 5 with sequence number of 1 (which is what node 3 had received
earlier on). Node 3 added node 4’s time-stamp into the first row. Thus, row
1 represents the timestamps captured by both nodes 3 and 4 when packet
number 1 was transmitted by node 5. This time tuple allows node 3 to
compute its time offset to node 4, which is simply
O34 = T3(t5i)− T4(t5i), (5.1)
where O34 is the time offset between node 3 and 4, T3(t5i) and T4(t5i) are
local timestamps recorded by nodes 3 and 4 respectively upon reception of
packet i from node 5.
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5 1 500 4 100
5 2 551 4 150
4 1 580 2 380
Table 5.2: Table showing time tuples from node 3
A series of 8 time tuples from the same relay node (node 4 in this ex-
ample) will allows the receiving node (node 3) to do a least-squares linear
regression (see Section 3.2) to compute the time offset, Oxy and clock drift,
Dxy, between two neighbouring nodes, x and y. However, the computed
Oxy and Dxy relate time differences between two neighbouring nodes, and
not with the sink node (with global time). To achieve a uniform global
time-scale across the sensor network, a second-stage linear regression must
be computed with respect to the sink node. This is done through synchro-
nized nodes in the reverse direction, from the sink node to the rest of the
network.
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Figure 5.5: EH-TS synchronization process
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5.3.1 Illustration of EH-TS process
To illustrate the whole EH-TS process, Figure 5.5 shows (a) how each node
timestamps upon reception of the time-sync packets, (b) how time tuples
are formed as well as (c) how nodes are synced with the sink node.
(a) Local Node Time Stamping
In Figure 5.5(a), also for Figure 5.5(b) and the others, node 3 encapsulates
time synchronization information onto a data packet from the routing layer
and this pseudo time-sync packet is broadcasts to neighbouring nodes. As
node 3 does not have any time-stamp information of its own, it populates the
TS header frame of the encapsulated synchronization frame in Figure 5.4.
Nodes 1 and 2 receive the pseudo time-sync packet (with sequence number
1) from node 3 and time-stamp the packet arrival with their local clocks.
The timestamps are shown on the right hand side of (a).
(b) Formation of Time Tuples
Next, in (b) of Figure 5.5, as part of the routing process, node 2 routes
the buffered packet from node 3 and relays it to the sink node. Similarly,
node 2 encapsulates its time-stamp information (from (a)) and sends out the
pseudo time-sync packet. Both the sink node and node 3 time-stamp the
arrival of this time-sync packet as shown in the table. Additionally, node 1
extracts the time-stamp information from the time-sync packet and creates
a time tuple with the timestamps from node 2. This is indicated in grey at
the first row of the Node 1’s table. The time offset between node 1 and node
2 is calculated to be 100. Thus, a relative time synchronization is created
between node 1 and node 2.
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(c) Global Time Synchronization
To achieve global time synchronization across the network, nodes nearest to
the sink node have to be synchronized with the sink first. This is illustrated
in (c) of Figure 5.5. As the sink node acknowledges the data packet from
node 2, it encapsulates the time-stamp information it created earlier and
broadcasts the pseudo time-sync-ack packet. Node 1 receives it and creates
another time tuple with respect to the sink node. The calculated time offset
between node 1 and the sink node is 200. Thus, node 1 is synchronized
with the sink. Node 2 receives the same time-sync-ack packet and creates
a second entry in its time-stamp table. At this point in the diagram, only
node 1 is synchronized.
Assumes that node 1 is required to send a data packet to the sink. Once
again, synchronization information from node 1 will be encapsulated to form
a pseudo time-sync packet. However, in this case, since node 1 is a syn-
chronized node, it will populate the global-time parameters in the synchro-
nization frame (refer to Figure 5.4). The two most important global-time
parameters are the global-time offset and drift (not computed in this ex-
ample). Node 1 broadcasts the time-sync packet and both nodes 2 and 3
time-stamp upon reception of this packet, creating a new time-stamp entry
in their respective tables.
For node 2, two time tuples with node 1 are created and the time offset
is -100. For node 2 to be synchronized with the sink’s time, a two-stage
conversion is required to convert from node 2’s time to node 1’s time and
eventually to the sink’s time. Thus, the time offset between node 2 and the
sink is −100 (time offset between node 2 and 1) + 200 (time offset between
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node 1 and sink) = 100. A similar calculation can be carried out for node 3
and the time offset between node 3 and the sink is −300 + 200 = −100.
The above illustration assumes there is no time drift between the nodes.
However, this is not the case in actual implementation so a multiple linear
regression is used in the calculation to obtain the time offset and time drift.
5.3.2 Multiple Linear Regression
To relate a sensor node which is not a neighbour of the sink node, a multiple
linear regression has to been computed.
Given two sensor nodes 2 and 1 and a sink node with clock readings,
x(ti), y(ti) and G(ti), i = 1, 2, ..., n respectively. The regression model r
between the sink and node 1 is given as
G(ti) = aˆ+ bˆy(ti), (5.2)
where (G(ti), y(ti) | i = 1, 2, ..., n) is an observation set of time tuples
between the sink and node 1, aˆ is the clock offset and bˆ is the clock drift.
This equation translate node 1’s clock to that of sink’s clock.
The optimal estimators aˆ and bˆ can be obtained by standard least-
squares linear regression theory, as shown in Equations 3.3 and 3.4.
Similarly to translate node 2’s clock to that of node 1’s clock, the regres-
sion model r′ between node 1 and node 2 is given as
y′(ti) = aˆ′+ bˆ′x(ti), (5.3)
where (y′(ti), x(ti) | i = 1, 2, ..., n) is an observation set of time tuples
between the node 1 and node 2, aˆ′ is the clock offset and bˆ′ is the clock drift.
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Given that y′(ti) and y(ti) are the same set of observations, combining
the two equations together,
G(ti) = aˆ+ bˆ(aˆ′+ bˆ′x(ti)), (5.4)
G(ti) = aˆ+ bˆaˆ′+ bˆbˆ′x(ti), (5.5)
Thus, Equation 5.5 relates a non-synchronized node with the sink node
through a synchronized node.
54
Chapter 6
Empirical Results for EH-TS
6.1 Test-bed Set-up
Figure 6.1: Test-bed for EH-TS study
In this empirical study of the EH-TS protocol, 10 MICAz motes ([22])
are used in a 4-hops WSN test-bed that comprises of a sink, a sniffer and two
nodes in each hop. Figure 6.1 shows the whole set-up in a linear topology.
Each node has a communication range of 2 nodes (e.g. Node 3 can reach
Node 1,2,4 and 5) in both directions.
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6.2 Comparison between non-synchronized method
and EH-TS
In this comparison study between the non-synchronized and EH-TS set-
ups, three performance metrics, i) packet delivery ratio, ii) efficiency, iii)
delay, are investigated against different duty cycles and hops. In each of
the implementation set-ups, 1000 packets are transmitted by each node over
a time period of 3 hours. The results are logged in the computer via the
sniffer node.
Figure 6.2: Packet delivery ratio of various duty cycles across hops at 10s
event interval
6.2.1 Packet Delivery Ratio
Packet delivery ratio (PDR) of each node is calculated by tabulating the
number of acknowledgements sent out by the sink node over 1000 transmit-
ted packets. As observed in Figure 6.2, EH-TS scheme shows a significantly
higher PDR at both 10% & 15% duty-cycles across all 4 hops as compared
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to the non-TS scheme. As the time slots in the EH-TS scheme are syn-
chronized, there are less packet collisions and thus less packet loss than the
non-synchronized scheme. This trend is more evident at the lower hops due
to better synchronized time slots. For both schemes, a better PDR is ob-
served for the 15% duty-cycle than the 10% duty cycle due to a longer wake
time.
6.2.2 Efficiency
Figure 6.3: Packet efficiency rate of various duty cycles across hops at 10s
event interval
Efficiency is defined as the total number of received packets at the sink
node over the number of transmissions required for those received packets.
At 10% duty-cycle, both EH-TS and the non-TS schemes performed simi-
larly in terms of efficiency as shown in Figure 6.3. the TS results performed
much better than the non-TS schemes. However, when the duty-cycle is
increased to 15%, EH-TS performs way better than the non-TS scheme. At
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10% duty cycle as the former has a longer wake time to listen to trans-
mitting packets. All four set-ups show decreasing efficiency across the hops
due to more packet contention at the node level. Node’s own packets take
precedence over relay packets.
6.2.3 Delay
Figure 6.4: Packet delay of various duty cycles across hops at 10s event
interval
Packet delay is the time taken for a packet from a node to be successfully
delivered to the sink node. Non-delivered packets do not contribute to this
delay. An average delay is calculated for each hop as shown in Figure 6.4.
EH-TS scheme shows a significantly lower delay than the non-TS scheme.
This appears so for both the 10% and 15% duty-cycles. An important
reason is that less packets are re-transmitted for the EH-TS than the non-TS
scheme. For both schemes, a lower delay is observed for the 15% duty-cycle
than the 10% duty-cycle. A higher duty-cycle implies that a node is awake
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more frequently and this will aid a faster delivery of packets.
As observed from the above results of the three performance metrics, we
can conclude that time synchronization helps to better coordinate the sleep-
wake schedules of a sensor-network. A non-TS does not have the advantages
of EH-TS, which results in more packet loss as well as unnecessary packet
retransmissions. Thus, EH-TS outperforms the non-TS on all fronts. In the
following sections, we will be comparing the effects of varying duty-cycles,
hops and event intervals on the three performance metrics for the EH-TS
protocol.
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6.3 Effects of varying parameters on performance
metrics
6.3.1 Packet Delivery Ratio
Figure 6.5: Packet delivery ratio of various duty-cycles across hops at 10s
event interval
Figure 6.5 shows the packet delivery ratio (PDR) of various
(5%/10%/15%/20%/30%) duty-cycles across hops at 10s event interval. For
all duty-cycles, the PDR shows a gradual drop across the 4 hops. This
trend can be seen more clearly in Figure 6.6 where the various duty-cycles
are combined to form a single time series. Even at the 4th hop with an
event arrival rate of 10s, the average PDR obtained is above 65%. This
observation can be explained by the higher precedence for own packets as
compared to relay packets as well as the increased in synchronization errors
across hops.
When the PDR is compared against duty-cycles, a less obvious trend is
seen. The PDR shows a dip at 10% duty-cycle before increasing to 90%
at 15% duty-cycle. From 15% to 30% duty-cycle, the PDR shows a minute
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Figure 6.6: Packet delivery ratio (averaged over duty-cycles) across hops at
10s event interval
Figure 6.7: Packet delivery ratio (averaged over 4 hops) against duty-cycles
at 10s event interval
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Figure 6.8: Packet delivery ratio of various event intervals across hops at
10% duty-cycle
Figure 6.9: Packet delivery ratio (averaged over event intervals) across hops
at 10% duty-cycle
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Figure 6.10: Packet delivery ratio (averaged over 4 hops) against event in-
terval at 10% duty-cycle
decline from 90% to 85%. Overall, the PDR for all duty-cycles remain above
69%.
In Figure 6.8, the PDR of various event intervals across 4 hops at 10%
duty cycle is plotted. For event intervals from 5s to 20s, the time series show
a gradual decline over the 4 hops. Figure 6.9 clearly shows this declining
trend when the PDR is averaged over the various event intervals. Across the
various event intervals, 5s event interval shows the highest PDR before the
PDR picks up from 70% at 10s event interval to 80% at 20s event interval.
In general, the PDR is better at lower hops due to better synchronization
and less colliding packets. PDR is generally higher at higher duty-cycle due
to a longer wake period for packet transmissions to take place.
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6.3.2 Packet Delay
Figure 6.11: Packet delay of various duty-cycles across hops at 10s event
interval
Figure 6.11 shows the packet delay of various (5%/10%/15%/20%/30%)
duty-cycles across hops at 10s event interval. For all duty-cycles, the delay
shows a gradual increment across the 4 hops. This increasing trend is more
obvious in Figure 6.12 where the various duty-cycles are combined to form
a single time series. At the 4th hop with an event arrival rate of 10s, the
average delay obtained is as high as 4500ms, which is still below the event
arrival time of 10s. Similarly, this observation can be explained by the higher
precedence for own packets as compared to relay packets as well as the need
for re-transmissions for nodes furthest away from the sink node.
When packet delay is compared against the various duty-cycles from 5%
to 30%, the delay shows a drop with increasing duty-cycle. With an increase
in the wake period, nodes are able to retransmission with their allocation
time slots instead of waiting for their next allocated slots. This shows a
marked improvement in delay as shown in Figure 6.13.
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Figure 6.12: Packet delay (averaged over duty-cycles) across hops at 10s
event interval
Figure 6.13: Packet delay (averaged over 4 hops) against duty-cycles at 10s
event interval
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Figure 6.14: Packet delay of various event intervals across hops at 10%
duty-cycle
Figure 6.15: Packet delay (averaged over event intervals) across hops at 10%
duty-cycle
In Figure 6.14, the packet delay of various event intervals across 4 hops
at 10% duty-cycle is plotted. For all 4 time series with event intervals from
5s to 20s, the time series show an increase in packet delay across the 4 hops.
Figure 6.15 clearly shows this increasing trend when the packet delay is aver-
aged over all four event intervals. At 10% duty-cycle, the delay shows a huge
jump from hop 1 to hop 4. This shows that 10% duty-cycle is insufficient
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Figure 6.16: Packet delay (averaged over 4 hops) against event interval at
10% duty-cycle
for packets from the furthest hop to reach the sink node without repeated
re-transmissions. Across the various event intervals, 5s event interval shows
the lowest delay at 900ms before the delay becomes flat at 5200 ms at both
15s and 20s event intervals.
Intuitively, the packet delay will be higher at hops further from the sink
as packets have to traverse multiple hops before the sink. This relaying of
packets will naturally incur a higher delay as compared to nodes nearer to
the sink. Packet delay is expected to drop at higher duty-cycle due to a long
wake cycle, thus reducing the need for re-transmissions.
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6.3.3 Packet Efficiency
Figure 6.17: Packet efficiency of various duty-cycles across hops at 10s event
interval
Figure 6.17 shows the packet efficiency of various (5%/10%/15%/20%/30%)
duty-cycles across hops at 10s event interval. For all duty-cycles, the effi-
ciency shows a decrease across the 4 hops. This decreasing trend is more
obvious in Figure 6.18 where the various duty-cycles are combined to form
a single time series. At the 4th hop with an event arrival rate of 10s, the
average efficiency obtained is around 3%. Packet efficiency drops with num-
ber of hops because the further the node is away from the sink, the higher
the number of packet transmissions required to reach the sink.
When packet efficiency is compared against duty-cycles from 5% to 15%,
the efficiency shows an increase from 25% to 33%. Subsequently, the effi-
ciency remains flat at 32%. This trend is shown in Figure 6.19. With an
increase in the wake period, nodes are slightly more efficient in their packet
transmissions.
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Figure 6.18: Packet efficiency (averaged over duty-cycles) across hops at 10s
event interval
Figure 6.19: Packet efficiency (averaged over 4 hops) against duty-cycles at
10s event interval
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Figure 6.20: Packet efficiency of various event intervals across hops at 10%
duty-cycle
In Figure 6.20, the packet efficiency of various event intervals across 4
hops at 10% duty-cycle is plotted. For all 4 time series with event intervals
from 5s to 20s, the time series show a decrease in packet efficiency across the
4 hops. Figure 6.21 shows this decreasing trend when the packet efficiency
is averaged over the all four event intervals. At a fixed duty-cycle of 10%,
the efficiency reaches almost 2%. This shows a huge impact of hop count
on efficiency. As a node is placed further from the sink, the number of
packet transmissions increase exponentially. Across the four event intervals,
5s event interval shows the highest efficiency at 38% before the efficiency
dips to about 25% at 20s event interval.
The packet efficiency happens to be severely impacted by increasing
number of hop counts. Duty-cycle and event interval have limited impact
on packet efficiency.
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Figure 6.21: Packet efficiency (averaged over event intervals) across hops at
10% duty-cycle





In this thesis, time synchronization concepts are introduced in Chapter
2. A new concept known as Source-Receiver Based Time Synchronization
(SRBTS ), which is an improvement over the traditional Receiver-Receiver
Based Time Synchronization (RRBTS), was covered. Two time synchroniza-
tion protocols, based on this concept, for two different domains are proposed.
They are Hierarchical Reference Broadcasts (HRS) and Energy Harvesting
Time Synchronization (EH-TS).
HRS is an active synchronizing protocol where a global time is propagated
from a root node towards the outer hops of a wireless network. It is used
in multi-hop wireless networks where a notion of global time is required. In
Chapter 3, the concepts of a sync frame, data frame and a super frame are
discussed. Since clock drift is compensated by a least square linear regres-
sion method, it is argued that frequent re-synchronization is unnecessary,
which is constrained only by the level of clock accuracy required. Experi-
mental results showed that to have a clock accuracy of < 30 µs for TelosB
motes, re-synchronization can be done every 2.2 s. In Chapter 4, empirical
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studies were carried out to determine the clock accuracy in both single and
multi-hop environments. Using a super frame with 15 data frames, the re-
sults show a mean accuracy of 13 µs in a single hop set-up. In the multi-hop
experiment, the mean time error and its variance become larger for nodes
that reside in hops further away from the sink node. Therefore, in terms
of time accuracy, HRS is better than RBS, a protocol using RRBTS, and
comparable to FTSP.
Energy-harvesting concepts were discussed as part of the introduction for
EH-TS. In Chapter 5, an architecture diagram shows how EH-TS can be
implemented as part of an energy harvesting system. EH-TS provides syn-
chronization and helps to enable duty-cycling at the MAC layer. Unlike
HRS, EH-TS is a passive scheme as it piggybacks on packets generated by
the upper layers. It is proven in Figure 5.3 that piggybacking on a data
packet is more energy efficient than sending a dedicated data packet. As
such, with more packets sent at the application layer, the better the time
accuracy EH-TS can achieve. This makes EH-TS suitable for the carpark
monitoring application discussed in Chapter 5, where a higher time accuracy
is required only when there is higher car traffic in a carpark.
A geographical duty-cycled routing protocol was ported from a colleague’s
work in I2R to enable the empirical study of EH-TS. In the empirical study,
three performance metrics, i) packet delivery ratio (PDR), ii) efficiency and
iii) packet delay are analysed. When comparison is done between non-
synchronized method and EH-TS, PDR of EH-TS shows a significant im-
provement at the first 3 hops over the non-synchronized method. In terms
of efficiency, EH-TS shows a marginal improvement. Generally, the results
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show that packet delivery ratio and packet delay become lower across hops.
7.1 Future work
As part of future work for HRS, simulation studies can be carried out to
observe the effect of spatial diversity on a larger network. HRS has been
ported to WARP FPGA Board to provide a video streaming service. Early
results for HRS on this new wireless platform has been promising.
Future work for EH-TS can include implementation of EH-TS for an
actual energy-harvesting platform with a harvesting unit and deployment in
a real environment. This will allow us to better understand the limitations or




delay between two sensor
nodes
75
Figure A.1: Decomposition of packet delay between two sensor nodes
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