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Abstract
A conjectured exponential formula is proved using a recent result of Klyachko [Linear
Algebra Appl. 319 (2000) 37]. Then the exponential formula is applied to confirm the equality
of two types of spectral triples used to describe all homogeneous eigenvalue inequalities for
sum of Hermitian matrices and product of positive definite matrices.
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1. Exponential formula
For Hermitian matrices H and K , the product
eH/2eKeH/2 = (eH/2eK/2)(eH/2eK/2)∗
is a positive definite matrix. Hence there exists a unique Hermitian matrix Z such
that
eH/2eKeH/2 = eZ.
Of course, Z depends on both H and K . Ten years ago [5], it was conjectured that
Z has a very special form:
Conjecture 1.1. For Hermitian matrices H and K, there exist unitary matrices U
and V such that
eH/2eKeH/2 = eUHU∗+VKV ∗ .
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It is obvious that the conjecture is true if HK = KH , since we have eH/2eKeH/2
= eH+K , that is, both U and V are equal to the identity matrix. On the other hand,
if HK /= KH then eH/2eKeH/2 /= eW(H+K)W ∗ for any unitary matrix W . In fact
[4], if tr(eH/2eKeH/2) = tr(eH+K) then HK = KH . Hence, in general, we do need
distinct U and V in the above conjecture.
In [5], the following special case of the conjecture was proved using rank one
perturbation technique, which every linear algebraist is familiar with.
Theorem 1.2. For Hermitian matrices H and K with either H or K being rank
one, there exist unitary matrices U and V such that
eH/2eKeH/2 = eUHU∗+VKV ∗ .
As a consequence, Conjecture 1.1 is true for 2 × 2 matrices. However the authors in
[5] were unable to extend the perturbation technique for general matrices. Conjecture
1.1 remains open for 10 years. A recent result of Klyachko [2] helps to confirm the
conjecture. Let λ(·) : λ1  · · ·  λn denote the spectrum of an n× n matrix with
real eigenvalues only.
Theorem 1.3. Let α, β and γ be three n-tuples of non-increasingly ordered real
numbers. Then the following statements are equivalent:
(i) There exist n× n Hermitian matrices H,K with λ(H) = α, λ(K) = β, and
λ(H +K) = γ.
(ii) There exist n× n positive definite matrices A,B with λ(A) = eα, λ(B) = eβ,
and λ(AB) = eγ .
The above theorem is a special case of the more general result of Klyachko in [2].
The original statement concerns the singular values of product of invertible matrices,
the translation to eigenvalues of positive definite matrix is not difficult and indeed
can be found in [7]. The proof of Theorem 1.3 involves random walks on groups
and symmetric spaces, which is not necessarily in the toolbox of a linear algebra-
ist. Equipped with Theorem 1.3, we are ready to prove Conjecture 1.1 for general
matrices.
Theorem 1.4. For Hermitian matrices H and K, there exist unitary matrices U and
V such that
eH/2eKeH/2 = eUHU∗+VKV ∗ .
Proof. Let λ(H) = α and λ(K) = β. Then the positive definite matrices eH and eK
have spectra λ(eH ) = eα and λ(eK) = eβ respectively. Also let λ(eH eK) = eγ for
some γ . By Theorem 1.3 [(ii) ⇒ (i)], there exist Hermitian matrices H˜ and K˜ with
λ(H˜ ) = α, λ(K˜) = β and λ(H˜ + K˜) = γ . Now λ(H˜ ) = α = λ(H), λ(K˜) = β =
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λ(K) and λ(eH˜+K˜ ) = eγ = λ(eH eK) = λ(eH/2eKeH/2). Hence there exist unitary
matrices U1, V1 and W such that H˜ = U1HU∗1 , K˜ = V1KV ∗1 and eH/2eKeH/2 =
WeH˜+K˜W ∗. Consequently
eH/2eKeH/2 = eW(H˜+K˜)W ∗
= eWU1HU∗1 W ∗+WV1KV ∗1 W ∗
= eUHU∗+VKV ∗
where U = WU1 and V = WV1. 
Note that, in the proof of Theorem 1.4, we only use the implication (ii) ⇒ (i) of
Theorem 1.3. The following shows that the converse also is true.
Theorem 1.5. If Conjecture 1.1 is true, then (ii)⇒ (i) of Theorem 1.3 is also true.
Proof. Suppose that there are positive definite matrices A and B with λ(A) = eα ,
λ(B) = eβ , and λ(AB) = eγ . Then there are unique Hermitian matrices H˜ and K˜
such that A = eH˜ and B = eK˜ . Now by the exponential formula in Conjecture 1.1,
there exist unitary matrices U and V such that
eH˜ /2eK˜eH˜ /2 = eUH˜U∗+V K˜V ∗ .
Hence λ(eUH˜U∗+V K˜V ∗) = eγ and so λ(UH˜U∗ + V K˜V ∗) = γ . Consequently the
matrices H = UH˜U∗, K = V K˜V ∗ and H +K have the required spectra: λ(H) =
λ(H˜ ) = α, λ(K) = λ(K˜) = β, λ(H +K) = λ(UH˜U∗ + V K˜V ∗) = γ . 
Remark 1.6. It can also be proved similarly that the implication (i) ⇒ (ii) of The-
orem 1.3 is true if and only if, for Hermitian matrices H and K , there exist unitary
matrices U and V such that
eH+K = eUHU∗/2eVKV ∗eUHU∗/2.
Remark 1.7. The infinite dimensional extension of Theorem 1.4 to compact opera-
tors in the trace class is done by Friedland and Porta [1].
2. Equality of spectral triples
As an application of Theorem 1.4, we prove the equality of two types of spectral
triples relating to homogeneous eigenvalue inequalities.
Definition 2.1. For strictly increasing sequences of integers I, J and K , 〈I, J,K〉 ∈
Snr is called an additive spectral triple if
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α(I1)+ α(I2)+ · · · + α(Ir )+ β(J1)+ β(J2)+ · · · + β(Jr)
 γ (K1)+ γ (K2)+ · · · + γ (Kr),
where α = λ(H), β = λ(K), and γ = λ(H +K) for any Hermitian matrices H
and K .
From literature, we have the following eigenvalue inequalities for sum of Hermi-
tian matrices:
• Weyl inequalities:
α(i)+ β(j)  γ (i + j − 1),
hence 〈(i), (j), (i + j − 1)〉 ∈Sn1 .
• Lidskii–Wielandt inequalities:
α(I1)+ α(I2)+ · · · + α(Ir )+ β(1)+ β(2)+ · · · + β(r)
 γ (I1)+ γ (I2)+ · · · + γ (Ir ),
hence 〈(I1, . . . , Ir ), (1, . . . , r), (I1, . . . , Ir )〉 ∈Snr ,
α(1)+ α(2)+ · · · + α(r)+ β(J1)+ β(J2)+ · · · + β(Jr)
 γ (J1)+ γ (J2)+ · · · + γ (Jr),
hence 〈(1, . . . , r), (J1, . . . , Jr ), (J1, . . . , Jr )〉 ∈Snr .
• Standard inequalities:
α(I1)+ α(I2)+ · · · + α(Ir )+ β(J1)+ β(J2)+ · · · + β(Jr)
 γ (I1 + J1 − 1)+ γ (I2 + J2 − 2)+ · · · + γ (Ir + Jr − r)
hence 〈(I1, . . . , Ir ), (J1, . . . , Jr ), (I1 + J1 − 1, . . . , Ir + Jr − r)〉 ∈Snr .
Definition 2.2. For strictly increasing sequences of integers I, J and K , 〈I, J,K〉 ∈
Pnr is called a multiplicative spectral triple if
α(I1)α(I2) · · ·α(Ir)β(J1)β(J2) · · ·β(Jr)  γ (K1)γ (K2) · · · γ (Kr),
where α = λ(A), β = λ(B), and γ = λ(AB) for any positive definite matrices A
and B.
From literature, we have the following eigenvalue inequalities for product of pos-
itive definite matrices:
• Weyl inequalities:
α(i)β(j)  γ (i + j − 1),
hence 〈(i), (j), (i + j − 1)〉 ∈ Pn1.
W. So / Linear Algebra and its Applications 379 (2004) 69–75 73
• Lidskii–Wielandt inequalities:
α(I1)α(I2) · · ·α(Ir)β(1)β(2) · · ·β(r)  γ (I1)γ (I2) · · · γ (Ir ),
hence 〈(I1, . . . , Ir ), (1, . . . , r), (I1, . . . , Ir )〉 ∈ Pnr ,
α(1)α(2) · · ·α(r)β(J1)β(J2) · · ·β(Jr)  γ (J1)γ (J2) · · · γ (Jr),
hence 〈(1, . . . , r), (J1, . . . , Jr ), (J1, . . . , Jr )〉 ∈ Pnr .
• Standard inequalities:
α(I1)α(I2) · · ·α(Ir)β(J1)β(J2) · · ·β(Jr)
 γ (I1 + J1 − 1)γ (I2 + J2 − 2) · · · γ (Ir + Jr − r),
hence 〈(I1, . . . , Ir ), (J1, . . . , Jr ), (I1 + J1 − 1, . . . , Ir + Jr − r)〉 ∈ Pnr .
After examining the given examples forSnr andPnr , it is natural to wonderPnr =
Snr . In his 1988 Johns Hopkins lectures, Robert C. Thompson expressed the desire
“Can a good treatment be given of the passage from additive spectral inequalities to
multiplicative ones and then back again?” This problem was considered in a Ph.D.
thesis [3], but the proof is based on the validity of Conjecture 1.1. Now that Conjec-
ture 1.1 is confirmed, the equalityPnr =Snr is proved. For the sake of completeness,
we include the proof from [3].
Theorem 2.3. Pnr =Snr .
Proof. Let 〈I, J,K〉 ∈ Pnr . For any Hermitian matricesH andK withλ(H) = α and
λ(K) = β, consider positive definite matrices etH and etK for t > 0. Even
though the product etH etK may not be positive definite, its eigenvalues are always
positive and so denote the eigenvalues by continuous functions x1(t)  · · ·  xn(t) >
0. By the definition ofPnr , we have
etα(I1) · · · etα(Ir )etβ(J1) · · · etβ(Jr )  xK1(t) · · · xKr (t)
and so
α(I1)+ · · · + α(Ir)+ β(J1)+ · · · + β(Jr)  1
t
[ln xK1(t)+ · · · + ln xKr (t)]
Using the Lie product formula
[
limt→0
(
etH/2etKetH/2
)1/t = eH+K
]
, we deduce
that
α(I1)+ · · · + α(Ir)+ β(J1)+ · · · + β(Jr)  γ (K1)+ · · · + γ (Kr)
where λ(H +K) = γ . It follows that 〈I, J,K〉 ∈Snr and hence Pnr ⊂Snr .
On the other hand, let 〈I, J,K〉 ∈Snr . For any positive definite matrices A and B
with λ(A) = α and λ(B) = β, there exist unique Hermitian matrices H and K such
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that A = eH and B = eK . By Theorem 1.4, there exist unitary matrices U and V
such that
eH/2eKeH/2 = eUHU∗+VKV ∗ .
Now
λ(UHU∗) = (ln(α(1)), . . . , ln(α(n))),
λ(VKV ∗) = (ln(β(1)), . . . , ln(β(n))),
and
λ(UHU∗ + VKV ∗) = (ln(γ (1)), . . . , ln(γ (n))),
where
λ(AB) = λ(eH/2eKeH/2) = γ.
By the definition of Snr , we have
ln(α(I1))+ · · · + ln(α(Ir ))+ ln(β(J1))+ · · · + ln(β(Jr))
 ln(γ (K1))+ · · · + ln(γ (Kr))
and so
α(I1) · · ·α(Ir)β(J1) · · ·β(Jr)  γ (K1) · · · γ (Kr).
It follows that 〈I, J,K〉 ∈ Pnr and hence Snr ⊂ Pnr .
3. Challenge
It is well known that there are high and low roads in linear algebra. Low road
means any part of mathematics that is familiar or understood by a linear algebraist
and high road means anything unfamiliar or not understood. A decade ago, Thomp-
son discussed many such examples in his Auburn talk [6]. In this paper we provide
yet another example using a matrix exponential formula. In Section 1, Conjecture
1.1 is proved using a result of Klyachko which is clearly a high road approach. On
the other hand, a low road approach using perturbation technique was initiated in
[5], but only partial result was achieved. It remains a challenge to prove Conjecture
1.1 using a low road approach (very likely a different low road). Another challenge
from Section 2 is to prove the inclusionSnr ⊂ Pnr without using Theorem 1.4. A final
challenge is to deduce the equalitySnr = Pnr directly from Klyachko’s Theorem 1.3.
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