The Dirichlet-to-Neumann (DN) map Λ g : C ∞ (∂M ) → C ∞ (∂M ) on a compact Riemannian manifold (M, g) with boundary is defined by Λ g h = ∂u/∂ν| ∂M , where u is the solution to the Dirichlet problem ∆u = 0, u| ∂M = h and ν is the unit normal to the boundary. If g t = g + tf is a variation of the metric g by a symmetric tensor field f , then Λ g t = Λ g + tΛ f + o(t). We study the question: how do tensor fields f look like for whichΛ f = 0? A partial answer is obtained for a general manifold, and the complete answer is given in the two cases: for the Euclidean metric and in the 2D-case. The latter result is used for proving the deformation boundary rigidity of a simple 2-manifold.
Introduction
In the recent paper [13] by Pestov-Uhlmann, boundary rigidity of a simple two-dimensional Riemannian manifold is proved. The present article uses the same approach for solving the corresponding linear problem.
Let (M, g) be a (smooth) compact Riemannian manifold with boundary. The boundary rigidity problem asks whether the metric g is determined by the boundary distance function d g uniquely up to isometries that are the identity on the boundary. Here d g : ∂M × ∂M → R, with d g (x, y) the distance in M between x and y. If so, (M, g) is called boundary rigid.
Not all compact manifolds with boundary are boundary rigid. Corresponding examples are presented in [5] . The following conjecture [10] is still open in dimensions ≥ 3: any simple Riemannian manifold is boundary rigid. A compact (M, g) is said to be a simple manifold if (1) M is simply connected, (2) the boundary is strictly convex, i.e., the second fundamental form of the boundary is positive, and (3) there is no pair of conjugate points on any geodesic. A simple n-manifold is diffeomorphic to the ball of R n , and any two points of the manifold are joint by a unique geodesic.
Let us now briefly discuss the linearized version of the boundary rigidity problem. Assume (M, g) to be a simple manifold. Let g t , −ε < t < ε, be a deformation of g preserving the boundary distances, i.e., g A detailed discussion on the relationship between the boundary rigidity problem and the corresponding linear integral geometry problem is presented in Chapter 1 of [14] . The linear problem can be generalized to symmetric tensor fields of higher rank. There is a number of results on the linear problem [14, 18, 12] obtained under some curvature conditions on the metric which are stronger than the simplicity. The problem for generic metrics is solved in [19, 20] . In [21] , the linear problem is considered under some assumption that is weaker than the simplicity. There is also a couple of results for manifolds with nonconvex boundary [16, 6] . In the case of a simple manifold, it is known that the solenoidal part of any tensor field f ∈ Z 2 (S m τ M ) is smooth [4, 17, 20] and the kernel Z ∞ (S m τ M ) of the ray transform has a finite dimension modulo potential fields [15] . Nevertheless, the linear problem remains open for higher dimensional simple manifolds with no curvature restriction.
One of the main results of the present article is the solution of the linear problem for simple 2-manifolds. In our opinion, the main achievement of [13] is discovering a relationship between the boundary distance function and Dirichlet-to-Neumann (DN) map of a simple 2- Theorem 1.1 implies a stability estimate for the problem of recovering the solenoidal part of a tensor field f from the ray transform If , see [19] .
To explain the similarity and difference between the proofs of Theorems 1.2 and 1.3, let us cite the crucial paragraph of [13] :
For an arbitrary given smooth function h 0 * on ∂M we find a solution w ∈ C 
which is the DN map.
We do not present definitions of operators and spaces participating in the citation. The author hopes the next paragraph can be understood without knowing the exact meaning of notations.
Let The second difficulty of our approach is caused by the following fact: a solution to equation (1.7) is not unique. Thus, the existence of a solution w t to equation (1.7) smoothly depending on t is not obvious. The difficulty is overrun as follows. Instead of (1.7), we will solve an analog of the approximate equation
(1.8) See Lemma 7.2 below. The existence of a solution w t to (1.8) smoothly depending on t can be easily proved. The approximate equation (1.8) is enough for our purposes because we are going to differentiate the equation with respect to t at t = 0.
A remark on notations is in order. Unfortunately, notations of [13] do not agree with [14] . For example, the manifold ∂ + ΩM of [14] is denoted by ∂ − Ω(M ) in [13] and vice versa, the Hilbert transform is denoted by H in [13] while H stands for the differentiation with respect to the geodesic flow in [14] , and so on. All notations of the current paper are agreed with [14] as far as possible. In order to avoid misunderstanding, we present carefully all definitions.
The article is organized as follows. In Section 2, following the classical paper [3] by Calderon, we study the derivativeΛ f = dΛ g t /dt| t=0 of the DN map with respect to a variation g t = g + tf of the metric g on a compact Riemannian manifold (M, g) with boundary. Some statements of Section 2 are of independent interest. Such statements are called theorems. We try to describe all tensor fields f satisfyingΛ f = 0. Theorems 2.1 and 2.2 give a partial answer to the question for a general Riemannian manifold, and Theorem 2.3 gives a complete answer in the Euclidean case. Section 2 has many in common with [22] .
In studying the ray transform, an important role is plaid by the decomposition theorem that represents a symmetric tensor field as a sum of potential and solenoidal fields, see Theorem 3.3.2 of [14] . In Section 3, we prove a new version of the theorem which differs from the previous one by distinguishing the spherical part of the field. The author is grateful to the anonymous referee who has detected an incorrectness in the initial proof of Theorem 3.3.
In Section 4, we return to the question of describing tensor fields f satisfyingΛ f = 0. We give a complete answer in the case of a simply connected 2-manifold. The main tool here is an isothermal coordinate system that exists globally on such a manifold.
Section 5 considers the ray transform I on a convex non-trapping manifold. We define the scattering map on such a manifold and introduce the space C ∞ ι (∂ΩM ) that plays an important role in our proof of Theorem 1.3.
Section 6 contains the reduction of Theorem 1.1 to the case of a smooth field f vanishing on the boundary with all derivatives. Here we follow closely papers [8] and [16] .
In Section One of the main tools of [13] is the commutator formula for the Hilbert transform and the operator H of differentiation with respect to the geodesic flow. We present an alternative proof of the formula in Section 8. Probably, our proof is easier understandable for some readers because it does not use the tensor analysis machinery on the unite sphere bundle ΩM .
The ray transform on a simple 2-manifold is considered in Section 9. We discuss the relationship between the ray transform and the Hilbert transform and derive equation (9.7) that is the infinitizemal version of Pestov-Uhlmann's equation (1.6). Theorems 1.3 and 1.1 are proved in the final Section 10. Roughly speaking, we differentiate equation (9.7) with respect to t at t = 0 and combine the results of previous sections.
Concluding the introduction, we emphasize that the linear problem for tensor fields of higher rank ≥ 3 remains open even in the case of a simple 2-manifold with no curvature restriction.
Derivative of the map g → Λ g
Let (M, g) be a compact connected Riemannian manifold with nonempty boundary. The metric g is fixed and all tensor operations are assumed to be done with respect to this metric. We start with calculating the derivative of the Laplace-Beltrami operator
with respect to a variation of the metric g. We use the standard notations |g| = det (g ij ) and (g
. Summation from 1 to n = dim M is assumed over repeating indices. Throughout the paper, the term "smooth" means "C ∞ -smooth". Fix a smooth symmetric tensor field f = (f ij ) on M and consider, for a small t, the metric g
Therefore, up to o(t),
The first two terms in the brackets cancel each other, and we obtain
2)
We transform the first term on the right-hand side of the latter formula in order to write it in a covariant form.
Using the relations 1
where Γ i jk are the Christoffel symbols of the metric g, we obtain
Substituting the latter expression into (2.3), we finally obtaiṅ
In the case of a harmonic function u,
formula (2.4) is simplified to the following one:
Now, we calculate the derivative of the DN-operator Λ g with respect to a variation of the metric g. Let again g
is defined as follows:
where ν g t is the unit outward normal to the boundary with respect to the metric g t and u t is the solution to the Dirichlet problem
First of all we will find coordinates of the vector ν g t . At a boundary point, we define the vector ν t = (ν i t ) by
) is the unit normal with respect to the metric g. We will demonstrate that
) be a vector tangent to M at a boundary point. Then, up to o(t),
We have thus proved the equality
which means that a vector w is orthogonal to the vector ν t in the metric g t iff w is orthogonal to ν in the metric g. In other words, ν t is orthogonal to ∂M in the metric g t . Next, we demonstrate that ν t is a unit vector, up to o(t), with respect to g
We represent the solution to the boundary value problem (2.7) in the form 9) where u is the solution to the unperturbed Dirichlet problem ∆u = 0,
Inserting expressions (2.2) and (2.9) into (2.7), we obtain
Equating the coefficients at t, we arrive to
On the other hand, we derive with the help of (2.6) and (2.8)
The result can be written in the form 10) where the operatorΛ
is defined as follows. Given a function h ∈ C ∞ (∂M ), one solves two boundary value problems ∆u = 0,
and setsΛ
The right-hand side of the second problem on (2.11) is written on the base of (2.5). Thus, Λ f is the value of the differential of the map g → Λ g on the tensor field f , i.e.,Λ f = (d g Λ)f in the standard notation. We do not designate the dependence ofΛ f on g explicitly since the metric g is assumed to be fixed.
We are interested in studying such tensor fields f = (f ij ) thatΛ f = 0.
for any two harmonic functions u and v on M . Here dV
for any two harmonic functions u and v, thenΛ f = 0.
Remark. The left-hand side of (2.13) has the obvious geometric sense. Let i : ∂M ⊂ M be the identical inclusion and i * f be the restriction of f to ∂M . The left-hand side of (2.13) is the trace of the tensor i * f . Proof of Theorem 2.1. Write down the Green formula for the Laplace-Beltrami operator
and apply the formula to the solutions u and w to the boundary value problems (2.11)
.
Express ∂w ∂ν
| ∂M from (2.12) and substitute the expression into the latter formula
We transform the left-hand side of (2.17) as follows:
Substitute the latter expression into (2.17) to obtain
for any harmonic function u. Given a harmonic function u, the function u + 1 is harmonic too. Writing down equation (2.19) with u + 1 on the place of u and subtracting equation (2.19 ) from the result, we obtain
Being valid for any harmonic function u, the latter equation implies
Equation (2.19 ) is now simplified to the following one:
Transforming the boundary integral to an integral over M with the help of the Green formula, we write the result in the form
Considering the left-hand side of (2.20) as a quadratic form on the space of harmonic functions and taking the polarization of the form, we obtain (2.14). This proves the first statement of the theorem.
Repeating the previous arguments, we derive the following bilinear analogous of the quadratic relation (2.18):
which holds for any two harmonic functions u and v with h = u| ∂M and p = v| ∂M . Under condition (2.15), the latter formula is simplified to
This implies the second statement of the theorem.
Theorem 2.2 If f is a potential tensor field
Proof. In this case, f 
for any two harmonic functions u and v.
We transform the first integral of (2.21) as follows:
The first two integrals on the right-hand side are equal to zero since ϕ| ∂M = 0 and u is a harmonic function. We have thus obtained
Two last integrals from (2.21) are transformed in the same way
The last three equations imply (2.21). The theorem is proved.
There is the conjecture that the DN-map Λ g determines the Riemannian manifold (M, g) uniquely up to an isometry in the case of n = dim M ≥ 3. It is known that the boundary C ∞ -jet of the metric g is uniquely determined by Λ g [9] . Therefore, studying a linear version of the conjecture, we can restrict ourselves to considering tensor fields vanishing on the boundary. Thus, in our opinion, the linear version of the conjecture should look as follows:
Until now, the conjecture is proved only in the Euclidean case. Proof. We follow arguments of [22] with some modifications. Represent f as the sum of potential and solenoidal parts
We have to prove thatf is the identical zero. By Theorem 2.2,Λ dv = 0 and thereforeΛf
The conditions v| ∂M = 0 and (2.15) imply that
Thus,f satisfies all the hypotheses of Theorem 2.3 as the initial field f . This means that we can assume without loss of generality the initial field f to be solenoidal
We have to prove that (2.22) andΛ f = 0 imply f ≡ 0. For the Euclidean metric g jk = δ jk , condition (2.22) looks as follows:
By Theorem 2.1, the equationΛ f = 0 together with (2.15) implies that
for any two harmonic functions u and v on M . As Calderon [3] did, we take
We rewrite this in the form n j,k=1
Let us take ζ = (1, 0, . . . , 0) and η = (0, η 2 , . . . , η n ) with |η| = 1. Equation (2.27) giveŝ 
Since (η 2 , . . . , η n ) is an arbitrary (n − 1)-dimensional vector satisfying |η| = 1, the latter equation is equivalent tô
By (2.28),f 11 = 0. Therefore the last equation takes the form
jj (ζ) = trf (ζ) and take the sum of last equalities over j from 2 to n
This means, in the case of n > 2, that trf (ζ) = 0. Now, (2.29) giveŝ
Together with (2.28), the last equality means thatf (ζ) = 0. Rotating coordinates shows thatf (ζ) = 0 for any ζ and therefore f = 0.
Decomposition of a tensor field
Let (M, g) be a compact Riemannian manifold with boundary. By H k (S m τ M ) we denote the Hilbert space of symmetric tensor fields of rank m whose coordinates are square integrable together with all derivatives of order ≤ k, and by · k , one of equivalent norms on the space. Actually we will use only H
We will use the following differential operators on symmetric tensor fields: the symmetrized covariant derivative d and divergence δ.
A section v ∈ C ∞ (τ M ) of the cotangent bundle is said to be a conformal covector field if dv = γg with a scalar function γ. For such v, the corresponding vector field (v
generates the flow of conformal maps. A Riemannian manifold is said to be conformally rigid if it does not admit a nonzero conformal field vanishing on the boundary. The author does not know any example of a compact connected Riemannian manifold with nonempty boundary which is not conformally rigid. A compact connected Riemannian manifold of nonpositive Ricci curvature with nonempty boundary is conformally rigid as follows from Theorem 2.14 of [7] . Two other important classes of conformally rigid manifolds are presented by the following two theorems.
Theorem 3.1 A compact simple Riemannian manifold is conformally rigid.
Proof. Let v be a conformal covector field. It solves the boundary value problem dv = γg, v| ∂M = 0 with a scalar function γ ∈ C ∞ (M ). This implies that Iγ = 0 since γg is a potential tensor field. It is known [11] that, in the case of a scalar function γ on a simple manifold, Iγ = 0 implies γ ≡ 0. Now, dv = 0 and the homogeneous boundary condition v| ∂M = 0 imply that v ≡ 0.
The proof of the following theorem is presented in the next section.
Theorem 3.2 A connected two-dimensional Riemannian manifold with nonempty boundary is conformally rigid.
The main result of the current section is the following
can be uniquely represented as the sum
where
satisfies the boundary condition
The summands on the right-hand side of (3.1) depend continuously on f in the following sense: the estimates
hold with a constant C independent of f .
Proof. Assume (3.1)-(3.3) to be valid. Take the trace of equation (3.1) tr f = tr (dv) + nλ,
On the other hand, applying δ to equation (3.1), we obtain
Substituting value (3.5) for ∇λ into the latter equation, we arrive at the following boundary value problem for the covector field v
Conversely, if we establish that, for any u ∈ H k−1 (τ M ), the boundary value problem
then we shall arrive at the claim of the theorem by putting
We will show that problem (3.6) is elliptic with zero kernel and zero cokernel. After this, applying the standard theorem on normal solvability of an elliptic boundary value problem, we shall obtain existence and uniqueness of the solution to problem (3.6) as well as estimate (3.7).
Let us check the ellipticity of the operator
on the bundle τ M of covector fields. Recall that the principal symbols of d and δ are
where i is the imaginary unit, i ξ is the operator of symmetric multiplication by a covector ξ, and j ξ is the contraction with ξ. From this
Being considered on τ M , the operators i ξ and j ξ satisfy the following commutator formula (see Lemma 3.3.3 of [14] ):
where E is the identity operator. From this
The second summand on the right-hand side is a nonnegative operator for n ≥ 2 as a product of two mutually dual operators. The first summand is a positive operator for ξ = 0. Therefore σ 2 (δd − 1 n dδ)(ξ) is a positive operator for ξ = 0. As is known, the Lopatinskii condition is satisfied for a boundary value problem with the Dirichlet boundary condition if the principal symbol of the differential operator is positive, see Proposition 11.10 of Chapter 5 of [23] . The ellipticity of problem (3.6) is thus proved.
Let us prove that problem (3.6) has the trivial kernel, i.e., that the homogeneous problem
has only zero solution. By ellipticity, v is smooth. Solutions to the boundary value problem (3.8)-(3.9) are exactly conformal fields vanishing on the boundary, i.e., covector fields v = (v i ) satisfying (3.9) and the equation
with a scalar function γ. Indeed, if (3.10) holds, then
i.e., δdv = ∇γ. (3.12) (3.11) and (3.12) imply the validity of (3.8).
Conversely, let v be a solution to the boundary value problem (3.8)-(3.9). Since the operators d and −δ are dual to each other, (3.
Represent the tensor field dv in the form
Taking the trace of the latter equation, we obtain
Since the summands on the right-hand side of (3.14) are orthogonal to each other,
Substituting (3.15) and (3.16) into (3.13), we see that b ≡ 0. This means that v is a conformal field. We have thus shown that the triviality of the kernel of problem (3.6) is equivalent to the conformal rigidity of the manifold.
Finally, let us prove that problem (3.6) has the trivial cokernel. Let a field w ∈ C ∞ (τ M ) be orthogonal to the range of the boundary value problem: 
Applying Green's formula again, we deduce
Since u is arbitrary, this implies that w| ∂M = 0. So, w solves the homogeneous boundary value problem (3.8)-(3.9) and therefore w ≡ 0. This finishes the proof of Theorem 3.3.
DN-map in the two-dimensional case
In the case of a two-dimensional Riemannian manifold (M, g), we will use isothermal coordinates (x 
The Laplace-Beltrami operator is given by
in isothermal coordinates as easily follows from (2.1), and harmonicity of a function u is expressed by the classical Laplace equation
In the case of a connected two-dimensional Riemannian manifold with nonempty boundary, any conformal covector field v is identically zero provided that it vanishes on an open subset of the boundary.
In isothermal coordinates, equation (3.10) looks as follows:
We calculate with the help of (4.2)
Inserting these values into (4.3) and changing notations as (u, v) = (v 1 , v 2 ) for brevity, we arrive to the system
Eliminate the function γ to obtain
The last system can be written in the Cauchy-Riemann form We return to investigation of the DN-operator. The following statement is the linearized version of the well-known fact: in the two-dimensional case, the operator Λ g is invariant under the transformation g → λg of the metric g with a positive scalar function λ satisfying the boundary condition λ| ∂M = 1. 
Indeed, in this case
Therefore conditions (2.15) and (2.16) are satisfied.
The following remark is obvious: the operatorΛ f depends linearly on f , i.e.,Λ (af +bh
In the two-dimensional case, if a tensor field is the sum of a potential and spherical fields, f = dv + λg
vanishing on the boundary where τ is the unit vector tangent to the boundary, as easily follows from (4.4). The converse statement is also true at least in the case of a simply connected manifold. We have to prove thatf is identically zero. Afterf ≡ 0 has been proven, (4.7) would follow from (4.5).
First of all we note that the general case can be easily reduced to the case of identically zero potential v in (4.9). Indeed,Λ dv = 0 by Theorem 2. Thus, the tensor field f = λg +f satisfies all the hypotheses of the theorem as f itself. If the theorem statement is valid for f , then it is valid for f . We can thus simplify (4.9) to the following formula:
As we have mentioned after Theorem 2.1, the left-hand side of (2.13) is the trace of the restriction i * f of f to the boundary. Condition (4.5) means that i * f = 0. Therefore the constant C in Theorem 2.1 is equal to zero, and statement (2.14) is simplified to the following one: 
Therefore (4.12) is simplified to the following statement:
for any two harmonic functions u and v on M . We will show that the latter statement, together with (4.10), implies thatf is the identical zero. We introduce a global isothermal coordinate system (x Therefore conditions (4.10) are written as
14) By Green's formula, the latter integral can be transformed to an integral over the unit 
Since ϕ and ψ are harmonic functions, this gives ϕ ≡ ψ ≡ 0 and thereforef ≡ 0. The theorem is proved.
Ray transform on a CNTM
A compact Riemannian manifold (M, g) with boundary is said to be a CNTM (convex non-trapping manifold) if (1) the boundary is strictly convex, i.e., the second fundamental form of the boundary is positive definite at any boundary point; and (2) for any point x ∈ M and any vector 0 = ξ ∈ T x M , the maximal geodesic γ x,ξ (t) starting at the point x in the direction ξ, γ x,
In what follows, we use the notations γ x,ξ (t) and τ ± (x, ξ) many times; they are always understood in the sense of the above definition. Note also that the term CDRM (compact dissipative Riemannian manifold) is used instead of CNTM in [14] . 
where dV n is the Riemannian volume form on M (n = dim M ) and dω x is the volume form on the unit sphere Ω x M induced by the metric g. To make the reading easier, we follow the rule: functions on M are denoted by small Latin letters u, v, . . . , while functions on ΩM are denoted by capital Latin letters U, W, . . . . The projection π : ΩM → M, π(x, ξ) = x induces the linear operator
The dual operator will be denoted by
Represent the boundary ∂ΩM of the manifold ΩM as the union of two submanifolds ∂ΩM = ∂ + ΩM ∪ ∂ − ΩM of outward and inward unit vectors
where ν is the unit outward normal to the boundary. Both ∂ + ΩM and ∂ − ΩM are compact manifolds with the common boundary ∂(
For a CNTM, the function
is smooth by Lemma 4.1.1 of [14] . We introduce the second diffeomorphism
The maps ι and s are involutions, i.e., ι We introduce the operators
of symmetrization and alternation with respect to the involutions ι and s:
The operators σ ι and σ s commute (as well as α ι and α s ) because the involutions ι and s commute themselves. Now, the definition of the ray transform is in order. First, we define the upper ray transformÎ
The ray transform
is defined by
We will need also the ray transform of covector fields, i.e., of sections of the cotangent bundle τ M . The operator
is defined by 
By the fundamental theorem of calculus,
We endow the space C 
of the ray transform (5.3) with respect to L 2 -products (5.1) and (5.6) can be easily found on the base of Liouville's theorem, see Section 2 of [17] . The result is as follows. Given a function U ∈ C ∞ (∂ + ΩM ), one has to solve the boundary value problem
and then to set
The solutionŨ ∈ C(ΩM ) to the boundary value problem (5.8) is continuous on ΩM and smooth on ΩM \ Ω(∂M ) but in general it is not smooth on ΩM . Therefore the function I * U is continuous on M and smooth on M \ ∂M . The boundary value problem (5.8) can be solved as follows. Define the map
(5.10)
Proof. By (5.10),
We transform the second integral on (5.11) by the change ξ = −ξ of the integration variable. Using the obvious relation
Substitute the latter expression into (5.11)
The lemma is proved.
Introduce the space
of smooth functions on ∂ΩM which are even with respect to the involution ι.
Lemma 5.2 Given a function
holds for every boundary point x ∈ ∂M .
Proof. For x ∈ ∂M , separate the integral on (5.10) into two integrals , ξ) . Therefore the latter formula can be rewritten as follows:
Changing the integration variable in the second integral as ξ = −ξ and using the relation s (x, −ξ) = ι(s(x, ξ) ), we obtain
The latter equality is written on the base of the relation U • ι = U . Since (σ s U )(x, ξ) is an even function in ξ, the right-hand side of the latter formula coincides with the right-hand side of (5.12). The lemma is proved.
The following statement is equivalent to Theorem 1.4 of [13] . 
Remark. Theorem 1.4 is formulated in [13] only in the two-dimensional case. But the same proof works in any dimension.
Lemma 5.4 Let (M, g) be a compact simple Riemannian manifold. Given
Proof. Set U = σ s V | ∂ + ΩM and letŨ be the solution to the boundary value problem (5.8). By Lemma 1.1 of [13] ,Ũ is a smooth function,Ũ ∈ C ∞ (ΩM ). By Lemma 5.1 and (5.9),
SinceŨ is constant on every orbit of the geodesic flow, 
we can assume without loss of generality the initial field f in Theorem 1.1 to be smooth.
We are going to make the further reduction that would allow us to assume the field f to vanish on the boundary together with all normal derivatives.
A Riemannian manifold (M, g) with boundary is said to be convex if every point p ∈ ∂M has a neighborhood U ⊂ ∂M such that, for every point q ∈ U , there exists a geodesic γ : [0, 1] → M joining the points p and q, γ(0) = p, γ(1) = q, whose length is equal to d g (p, q) and such that all inner points of γ belong to M \ ∂M . This convexity is weaker than the strict convexity participating in the definition of a CNTM. We restrict ourselves to considering tensor fields of rank two in the present article. Nevertheless, this lemma is valid for symmetric tensor fields of arbitrary rank. We do not present the proof of the lemma because it is essentially proved in [20] , see Lemma 4 there. The statement is formulated for simple manifolds in [20] but the proof works in the case of a convex manifold.
Let us repeat the main conclusion of the present section: while proving Theorem 1.1, we can assume without loss of generality the tensor field f to be smooth and to have the zero boundary C ∞ -jet.
Variation of the operator I *
We say that a family of functions u t ∈ C ∞ (N ) on a manifold N depends smoothly on −ε, ε) ). In this case we write 
This will be the case of the present section. In such the case we denote Proof. To simplify notations, we will present the proof only in the two-dimensional case, although the same proof with minor modifications works in any dimension.
First of all we will demonstrate that, under hypotheses of Lemma 7.1, the function d 
The left-hand side of (7.2) depends smoothly on (x, ξ, t). Since Exp t is a diffeomorphism smoothly depending on t, equation (7.2) implies smoothness of the function ρ
The boundary δ = ∂M is a smooth closed simple curve. Let δ(l), 0 ≤ l ≤ L, be the parameterization of the curve by the arc length in the metric g t , where L is the length of δ. Note that l and L are independent of t since g t and g induce the same metric on δ. In the parameterization, d l 1 , l 2 , t) ) be the angle between the vectors −γ l 1 ,l 2 ,t (0) andδ(l 1 ) (betweeṅ γ l 1 ,l 2 ,t (1) andδ(l 2 )) with respect to the metric g t . The functions θ i (l 1 , l 2 , t) (i = 1, 2) are smooth for l 1 = l 2 and satisfy the equations
which follow from the fact: the gradient of the function y → ρ t (δ(l 1 ), y) at the point y = δ(l 2 ) coincides with the unit vectorγ l 1 , θ 1 , t), θ 2 (l 1 , θ 1 , t) ). (7.4) This is just the definition of the functions l 2 (l 1 , θ 1 , t) and θ 2 (l 1 , θ 1 , t). Notations in (7.4) agree with (7.3). Thus, the first of relations (7.3) implies the validity of the equation
which holds for the independent variables (l 1 ,
By hypothesis (7.1) of the lemma, the function d(l 1 , l 2 , t) satisfies ∂d/∂t| t=0 = 0. (7.6) Differentiating (7.5) with respect to t at t = 0 and using (7.6), we obtain
The second mixed derivative
is positive for l 1 = l 2 as is seen from the first of equations (7.3) and the inequality
The latter inequality follows from the simplicity of the metric g. Therefore (7.7) implies that ∂l 2 /∂t| t=0 = 0.
(7.8)
Now, we use the second of relations (7.3) to obtain the equation
in three independent variables (l 1 , θ 1 , t). Differentiating the latter equation with respect to t at t = 0 and using (7.6) and (7.8), we obtain
Finally, relations (7.4) and (7.8)-(7.9) imply that the restriction s t : ∂ − ΩM → ∂ + ΩM of the scattering map s t to ∂ − ΩM satisfies
The same is true for the restriction s t : ∂ + ΩM → ∂ − ΩM since s t commutes with the involution ι. This finishes the proof of Lemma 7.1.
The main result of the current section is the following generalization of Lemma 5.3. 
that sends a function V ∈ C ∞ ι (∂ΩM ) to the solutionŨ t = A t V to the boundary value problem H tŨt = 0 in ΩM, (7.12)
We will show that A t depends smoothly on t and calculate the derivativeȦ = dA t /dt| t=0 . Unfortunately, the operators A t take their values in different spaces C ∞ (Ω t M ) for different values of t, and making sense for the derivativeȦ is a little bit problematic. To overrun this difficulty, we introduce the manifold
of nonzero vectors and extend the functionŨ t (x, ξ) to T 0 M to be a positively homogeneous function of zero degree in ξ. Denote the extension byŨ t again. Then equation (7.12) holds on T 0 M . Now, A t can be considered as the operator
with values in the space C ∞ (T 0 M ) independent of t. By (7.11), the operator H t can be represented in the form (7.15) where H is the differentiation with respect to the geodesic flow of the metric g anḋ 
We represent the solutionŨ t ∈ C ∞ (T 0 M ) to the boundary value problem (7.12)-(7.13) in the formŨ t =Ũ + tW + o(t), (7.18) whereŨ is the solution to the unperturbed problem
Substituting the values (7.15) and (7.18)-(7.19) into (7.12)-(7.13), we arrive to the following boundary value problem for the function W :
Formula (7.18) means that operator (7.14) can be represented in the form
with the operatorȦ :
defined byȦV = W , whereŨ and W are the solutions to the boundary value problems (7.19) and (7.20) respectively. The crucial point of the proof is the following observation: For V ∈ C ∞ ι (∂ΩM ), the solutionsŨ and W to the boundary value problems (7.19) and (7.20) are smooth functions, i.e., the operatorȦ takes values in C M . Moreover, F (x, ξ) vanishes at x ∈ ∂M together with all derivatives. The latter is seen from (7.16) since the coefficients of the operatorḢ vanish on the boundary with all derivatives as follows from the hypothesis on the boundary C ∞ -jet of f . We can now prove the smoothness of the solution W to the boundary value problem (7.20) . The solution is expressed by the explicit formula
We differentiate the formula. While doing the differentiation, we do not need to differentiate the integration limit τ − (x, ξ) (which has singularities on T 0 (∂M )) because the integrand vanishes at t = τ − (x, ξ). Eventually we obtain
for any multi-indices α and β. This implies continuity of all derivatives
whereŨ t is the solution to the boundary value problem (7.12)-(7.13). This implies, together with representation (7.18) , that
with the operator
whereŨ and W are the solutions to the boundary value problems (7.19) and (7.20) respectively. Finally, we prove the statement of the lemma. Let v t ∈ C ∞ (M ) be a family of functions smoothly depending on t. We represent the family as
We look for a solution V t ∈ C ∞ ι (∂ΩM ) to equation (7.10) in the form
with some unknown functions V,V ∈ C ∞ ι (∂ΩM ). Substitute expressions (7.23)-(7.25) into equation (7.10)
To validate this equation, it is enough to find V andV satisfying
The both latter equations are solvable by Lemma 5.4. The lemma is proved.
Hilbert transform
In this section, (M, g) is a compact oriented two-dimensional Riemannian manifold. The unit sphere bundle ΩM is the three-dimensional manifold. There are three canonically defined vector fields H, H ⊥ , and ∂ θ = ∂ ∂θ on ΩM which are linearly independent at every point. These fields are defined as follows. H is the vector field generating the geodesic flow. The flow generated by the field ∂ θ is the group of rotations of one-dimensional fibers of the bundle ΩM → M which are defined due to the orientation. Finally, the flow ϕ t of the field H ⊥ is defined as follows. Given a point (x, ξ) ∈ ΩM , let ξ ⊥ ∈ Ω x M be the unit vector orthogonal to ξ whose direction is chosen with the help of the orientation, and γ x,ξ ⊥ be the geodesic determined by the initial conditions γ x,ξ
, where ξ(t) is the result of the parallel transport of the vector ξ along γ x,ξ ⊥ .
Isothermal coordinates exist in a neighborhood of every point of M such that the length element is given by (4.1). Given such coordinate system, the local coordinates (x, y, θ) are defined on ΩM , where θ is the angle from ∂ x to the current vector ξ ∈ Ω (x,y) M . The vector fields H and H ⊥ are expressed in these coordinates as follows:
This can be easily derived on the base of (5.4) and (4.2).
The Hilbert transform
Note that this definition is independent of the choice of the origin θ = 0 on the circle. Observe also that
since r k (cos kθ + i sin kθ) is the holomorphic function. Let us return to considering the unit sphere bundle ΩM of an oriented two-dimensional Riemannian manifold. Given a point x ∈ M , we identify the unit circle Ω x M with the standard circle Ω with the help of an isometry preserving the orientation and define the operator
(Ω x M ) as the pullback of H under the isometry. By the remark in the previous paragraph, the result is independent of the choice of the isometry. H x depends smoothly on x and we obtain the well defined operator
which is also called the Hilbert transform.
Lemma 8.1 The following commutator formula holds
Recall that the operators π * and π * were defined at the beginning of Section 5. I hope the reader is not confused by two different meanings of π on the right-hand side of the latter formula.
is the function on ΩM which is actually independent of ξ. Proof of Lemma 8.1. We use the local coordinates (x, y, θ) on ΩM induced by isothermal coordinates (
Apply operator (8.1) to equations (8.5) and (8.6) 
We transform each of the latter two equations as follows. Distinguish two summands corresponding to k = 1 and k = 2 in the first sum and then change the summation indices in both sums. In such the way we obtain Comparing this equality with (9.10), we get
Since v t | ∂M = h * t , this gives us (9.8). The lemma is proved. Finally, differentiating (9.9) with respect to t at t = 0, we obtaiṅ
Since h is an arbitrary smooth function on ∂M , this means thatΛ f = 0.
Proof of Theorem 1.1. As mentioned at the end of Section 7, we can assume without loss of generality the tensor field f in Theorem 1. uv dxdy (11.12) on L 2 (M ). The norm corresponding to the scalar product is equivalent to the standard norm. Equation (11.11) means that the function χ is orthogonal to all polynomials of z with respect to the scalar product (11.12) . On the other hand, the holomorhic function χ ∈ L 2 (M ) can be approximated in L 2 (M ) by polynomials, namely by partial sums of the Tailor series. This implies that χ is identically equal to zero.
