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Quantum coherent feedback has been proven to be an efficient way to tune the dynamics of
quantum optical systems and, recently, those of solid-state quantum circuits. Here, inspired by
the recent progress of quantum feedback experiments, especially those in mesoscopic circuits, we
prove that superconducting circuit QED systems, shunted with a coherent feedback loop, can change
the dynamics of a superconducting transmission line resonator, i.e., a linear quantum cavity, and
lead to strong on-chip nonlinear optical phenomena. We find that bistability can occur under the
semiclassical approximation, and photon anti-bunching can be shown in the quantum regime. Our
study presents new perspectives for engineering nonlinear quantum dynamics on a chip.
PACS numbers: 42.50.-p, 42.65.Pc, 02.30.Yy, 85.25.-j
I. INTRODUCTION
Feedback, which is the core of modern control the-
ory [1], has been applied to the control of quantum
dynamical systems [2–5] for over twenty years, after
Belavkin’s pioneering work on quantum filtering and con-
trol [6]. Now, it has been extensively studied for vari-
ous problems in quantum system, such as optical squeez-
ing [7–9], spin squeezing [10], quantum state stabiliza-
tion [11–14], quantum error correction and noise suppres-
sion [15–22], entanglement control [23–25], cooling [26–
29], and rapid quantum measurement [30, 31].
There are mainly two different quantum feedback con-
trol methods: the measurement-based feedback [32–35]
and coherent feedback [36–40]. In a typical measurement-
based feedback-control optical system, a probe field usu-
ally transmits through the quantum system to be con-
trolled and then the information is extracted. After-
wards, the extracted information is fed into a classi-
cal controller which generates the desired control signal.
This control signal is then fed back to tune the dynam-
ics of the controlled system. The simplest measurement-
based feedback control protocol is the so-called direct
Markovian feedback [32], in which the measurement out-
put is directly feedback to steer the dynamics of the con-
trolled system. Both the time-delay in the feedback loop
and the filtering effects induced by the integral compo-
nents are omitted, which leads to the so-called Marko-
vian approximation. However, due to the inevitable time
delay and filtering effects in the feedback loop, such a
simplification may not be valid in various cases. To solve
this problem, another measurement-based feedback pro-
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tocol, called “Bayesian feedback”, was proposed [34], in
which the measurement output signal is fed into a clas-
sical state estimator, e.g., a series of integral compo-
nents, to estimate the state of the controlled quantum
system and then fed into a classical controller to obtain
a state-based feedback control. It is worth noting that
both direct Markovian feedback and Bayes feedback have
been experimentally demonstrated in optical cavity sys-
tems [41–49] and solid-state circuits [20].
Although great progress has been achieved for
measurement-based feedback, there are still many prob-
lems left to be solved. The main open problems of the
measurement-based feedback approaches include: (1) the
time scale of the general quantum dynamics is too fast to
be manipulated in real time by currently-available classi-
cal controllers; and (2), more essentially, the back-action
brought by the quantum measurement keeps dumping
entropy into the system before the feedback attempts to
reduce it. One possible way to solve this is to avoid
the introduction of the measurement step and use a fully
quantum feedback loop to control the quantum system,
which leads to a new feedback mechanism called coherent
feedback. The simplest way to introduce coherent feed-
back is to couple directly the controlled quantum system
with the quantum controller [37], which is called “di-
rect coherent feedback”. An alternative approach is the
field-mediated coherent feedback [38–40], in which the
controlled quantum system and the quantum controller
are connected by an intermediate quantum field. The
direction of the information flow in the feedback loop is
naturally determined by the propagation direction of the
quantum field, and thus it is easier to be realized in ex-
periments [50–54].
The existing studies about coherent feedback were
mainly focused on linear quantum systems. This is be-
cause previous studies on coherent feedback are mainly
2focused on quantum optical systems [55], where the non-
linear effects are too weak to be observed. However, re-
cent progress shows that nonlinear quantum optical phe-
nomena induced by the strong interaction between pho-
tons and solid-state components can be observed [56–58]
in solid-state systems, such as quantum dots, supercon-
ducting circuits, and silicon-based waveguides [59–61]. In
our previous study [62], we found that, different from
measurement-based feedback, quantum coherent feed-
back can induce and amplify the quantum nonlinear ef-
fects, and then modulate the dynamics of the controlled
system. We call this “quantum feedback nonlineariza-
tion”. However, in this study, the quantum nonlinear
effects are induced by the nonlinear dissipative coupling
between the controlled quantum system and the interme-
diate quantum field. The quantum feedback loop is just
linear.
In this paper, we propose a different nonlinear coherent
feedback control strategy and apply it to superconduct-
ing circuits. The main difference between this strategy
and our previous study in Ref. [62] is that here a non-
linear component, i.e., a nonlinear superconducting de-
vice [63–73], is embedded in the feedback loop, and the
coupling between the controlled systems and the inter-
mediate quantum field is linear. Such a design is easier
to be realized in experiments [53].
This paper is organized as follows. In Sec. II, we sum-
marize results from the quantum input-output theory
and the theory of coherent feedback-control networks,
which will be used here afterwards. In Sec. III, we
present our design of nonlinear coherent feedback systems
in supercoducting quantum circuits, and then analyze
the dynamics of the controlled systems in the semiclassi-
cal regime (strong-driving regime) to show bistability in
Sec. IV, and the quantum regime (weak-driving regime)
to show quantum nonlinear optical phenomena, such as
photon antibunching effects in Sec. V. Conclusions and
discussions are given in Sec. VI.
II. PRELIMINARIES
The basic model for a quantum input-output system
can be presented by a controlled system driven by an ex-
ternal bath, where the bath consists of different modes
which can be described by a continuum of harmonic oscil-
lators. We assume that ~ = 1 in the following discussions.
The Hamiltonian for such a system can be expressed as
H =Hsys +HB +Hint
HB =
∫ +∞
−∞
ωb†(ω)b(ω)dω
Hint =i
∫ +∞
−∞
[
κ(ω)b†(ω)a− h.c.]dω
(1)
where a is the annihilation operator of the system; and
b†(ω), b(ω) are the creation and annihilation operators of
the bath mode with frequency ω satisfying
[
b(ω), b†(ω˜)
]
= δ (ω − ω˜) . (2)
The commutator [·, ·] is defined as [A,B] = AB − BA.
Hsys is the free Hamiltonian of the system, which in-
teracts with the bath modes with coupling operator a
and coupling strengths κ(ω). In the interaction picture,
Equation (1) can be rewritten as
Heff = Hsys + i
∫ +∞
−∞
[
κ(ω)b†(ω)eiωta− h.c.] dω. (3)
Under the Markov approximation, i.e., the coupling
strength is constant for all frequencies κ(ω) =
√
γ/2pi,
the Hamiltonian Heff can be expressed as
Heff = Hsys + i
[
b†inL− L†bin
]
. (4)
L =
√
γa is the Lindblad operator induced by the cou-
pling between the system and the quantum field. Also,
bin(t) =
1√
2pi
∫ +∞
−∞
b(ω)e−iωtdω (5)
is defined as the input quantum field [75]. Let us consider
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FIG. 1: (Color online) Schematic diagram of the quantum
input-output system with the input field bin and the output
field bout. Here, S, L, H are, respectively, the scattering
matrices, the Lindblad operator, and the Hamiltonian of the
input-output system.
a general input-output model as in Fig. 1. The input
field bin = [b1(t), · · ·, bn(t)]T , where the superscript de-
notes transposition, satisfies the commutation relations
[bi(t), b
†
j(s)] = δij(t− s), and transmits through a beam-
splitter described by an n×n unitary scattering matrix
S, such that S†S = SS† = I. The input field interacts
with the controlled system with the HamiltonianH which
leads to the dissipation channel represented by the Lind-
blad operator L = [L1, · · ·, Ln]T . The unitary evolution
operator U(t) of the total system composed of the con-
trolled system and the input field can be described by the
following quantum stochastic differential equation [62]:
dU(t)
dt
=b†in(t)(S − I)U(t)bin(t) + b†in(t)LU(t)
− L†SU(t)bin(t)−
[
1
2
L†L− iH
]
U(t),
(6)
3with initial condition U(0) = I, where I is the identity
operator. The output field is defined by
bout(t) = U
†(t)SU(t)bin(t) + U †(t)LU(t). (7)
It can be seen that the above quantum input-output
system can be fully determined by a set of operators
(S,L,H). For a quantum Markovian cascaded system
as shown in Fig. 2(a), in which the output field of the
first component (S1, L1, H1) acts as the input field of the
second system (S2, L2, H2), the dynamics of the total sys-
tem can be described by
(S′, L′, H ′) , (8)
with
S′ ≡ S2S1, L′ ≡ L2 + S2L1,
H ′ ≡ H1 +H2 + i
2
(
L†1S
†
2L2 − L†2S2L1
)
.
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FIG. 2: (Color online) Schematic diagram of the cascade sys-
tem with two cascaded-connected components in (a) and the
feedback-control systems in (b), which can be seen as the con-
trolled system cascaded-connected with itself.
In particular, we feed the output of the system
(S,L,H) back and take it as the input of the same sys-
tem to construct a direct coherent-feedback network, as
in Fig. 2(b). From Eq. (8), such a feedback network can
be described by [62]: (
S˜, L˜, H˜
)
, (9)
with
S˜ ≡ S2, L˜ ≡ L+ SL,
H˜ ≡ H + i
2
L†(S† − S)L.
III. NONLINEAR COHERENT FEEDBACK IN
SUPERCONDUCTING CIRCUITS
In Fig. 3 we present our proposed nonlinear coher-
ent feedback system using superconducting circuits. The
controlled system is a one-dimensional transmission line
resonator (TLR) with distributed inductor Ls and ca-
pacitance Cs, which has two input channels and two
output channels. The TLR is driven by the input field
bin through the dissipation channel represented by the
Lindblad operator L =
√
γa. Also a is the annihila-
tion operator of the quantum field in the TLR, and γ is
the corresponding dissipation rate. The output field of
the TLR is then fed into a controller composed of an-
other TLR coupled to a dc-SQUID-based superconduct-
ing charge qubit, which is driven by either a current or
voltage source [76, 77]. The quantum controller inter-
acts with the intermediate field via the dissipation chan-
nel with Lindblad operator Lc. Afterwards, the output
of the quantum controller is fed back to act as the in-
put field b˜in of the controlled system via the dissipation
channel Lf to close the coherent feedback loop.
FIG. 3: (Color online) Schematic diagram of the coherent
feedback network using superconducting quantum circuits.
The controlled system is a TLR which can be considered as a
linear cavity. The controller in the feedback loop is another
TLR coupled with a dc-SQUID-based superconducting charge
qubit which acts as a nonlinear component.
If we assume the inductance of the SQUID to be small,
we can neglect the magnetic energy of the circulating cur-
rents. Under the two-level approximation, the Hamilto-
4nian of the controller can be expressed as [78]
HqT =
1
2
ω0σz + ωcc
†c+ g
(
cσ+ + c
†σ−
)
+Ω
(
σ+e
−iω1t + σ−eiω1t
)
+ ε
(
c†e−iω2t + ceiω2t
)
,
(10)
where c is the annihilation operator of the quantized elec-
tromagnetic field in the TLR coupled to the dc-SQUID
based superconducting charge qubit; Ω is the Rabi fre-
quency describing the interaction between the qubit and
the classical field; g is the coupling strength between the
qubit and the quantized electromagnetic field; and ε is
the strength of the driving field applied to the cavity
mode. If the Rabi frequency Ω is large enough, such that
Ω≫ g2/∆qT , and in the large-detuning regime,
∆qT = ωc − ω0 ≫ g,
we can write an effective Hamiltonian which can be re-
expressed as [78] (see derivations in Appendix A)
Heff = ωcc
†c+Ωσz +
g4
2Ω∆2qT
(
c†c
)2
σz (11)
If the qubit is adiabatically placed in its ground state |−〉,
the effective Hamiltonian in Eq. (11) can be expressed as
H ′qT = ωcc
†c− χ (c†c)2
+ ε
(
c†e−iω2t + ceiω2t
)
,
(12)
where χ = g4/
(
2Ω∆2qT
)
. In the (S,L,H) notation, the
quantized electromagnetic field can be represented by:
(1,
√
κc,H ′qT ), (13)
where κ is the decay rate of the quantized electromag-
netic field. The controlled linear cavity (TLR) can be
described as (1,
√
γa, ωsa
†a), where γ and a are the decay
rate and the annihilation operator of the cavity, respec-
tively.
The total coherent feedback system can be considered
as a cascade system of the subsystem (1,
√
γa, ωsa
†a),
the quantum controller (1,
√
κc,H ′qT ), and the subsystem
(1,
√
γfa, ωsa
†a), which can be written as
(S′′, L′′, H ′′), (14)
with
S′′ = 1, L′′ =
√
κc+ (
√
γ +
√
γf )a,
H ′′ = ωsa†a+H ′qT +
i
2
(
√
κγ −√κγf )(a†c− c†a).
In the rotating reference frame with unitary transforma-
tion V (t) = exp
[
i
(
ω2c
†c+ ω2a†a
)
t
]
, the total Hamilto-
nian can be represented as
Htot =∆sa
†a+∆c†c− χ (c†)2 c2 − ε(c† + c)
+
i
2
(
√
κγ −√κγf )(a†c− c†a),
(15)
where
∆s = ωs − ω2, ∆ = ωc − ω2,
are the detuning frequencies.
With the decrease of the strength of the external driv-
ing field, different optical phenomena can be observed.
In the strong-driving semi-classical regime, semiclassical
nonlinear bistability effects can be found, while in the
weak-driving quantum regime, quantum nonlinear phe-
nomena such as anti-bunching can be observed.
IV. NONLINEAR ON-CHIP OPTICS BY
COHERENT FEEDBACK: SEMI-CLASSICAL
REGIME
We first consider the case when the external field im-
posed on the controller is strong, where we can observe
semiclassical nonlinear phenomena such as optical bista-
bility. Optical bistability is a typical nonlinear phe-
nomenon which has been observed in various systems [79–
84]. It has also been demonstrated that quantum feed-
back can modulate such kinds of nonlinear effects. For
example, the recent experiment [53] showed that two
coupled superconducting tunable Kerr cavities (TKCs)
connected in a feedback configuration can demonstrate
semiclassical on-chip nonlinear optical phenomena. The
reflected phase from the TKC is a nonlinear function of
the driving amplitude and thus the TKC acts as a typ-
ical nonlinear component, which means that both the
controlled system and the controller are nonlinear sys-
tems. In contrast to this design, in our system, as shown
in Fig. 3, the controlled system is a linear system and
the controller is nonlinear. We now want to show how
the nonlinear controller modulates the controlled linear
dynamics, making the controlled system nonlinear.
Based on the Hamiltonian in Eq. (15),the Heisenberg-
Langevin equations of the total system can be described
by:
a˙ = −i∆sa− 1
2
(
√
γ +
√
γf )
2a−√κγfc
−(√γ +√γf )bin, (16)
c˙ = −i∆c+ iχ(2c†cc)− κ
2
c−√κγa
+iε−√κbin, (17)
where bin is the vacuum field with zero mean value
〈bin(t)〉 = 0 and delta correlation 〈bin(t)b†in(t′)〉 = δ(t−t′),
where 〈·〉 represents the average over the equilibrium
state of the environment. The input-output relation of
the total system can be written as
bout =
(√
γf +
√
γ
)
a+
√
κc+ bin. (18)
Using the mean field approximation, the time evolutions
of the mean values of the operators a and c can be given
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FIG. 4: (Color online) Magnitude of the steady field |A0|2 in
the controlled cavity versus the intensity of the driving field
|ε|, with system parameters: ∆s/2pi = 100 MHz, ∆/2pi = 4.9
MHz, χ/2pi = 10 MHz, γ/2pi = 6 MHz, γf/2pi = 8 MHz
and κ/2pi = 3 MHz. In the parameter regime p2 >
√
3p1,
we observe a hysteresis curve, indicating bistability. In the
parameter regime p2 ≤
√
3p1, bistability disappears.
by [85]:
d〈a〉
dt
= −i∆s〈a〉 − 1
2
(
√
γ +
√
γf )
2〈a〉 − √κγf 〈c〉,
d〈c〉
dt
= −i∆〈c〉+ iχ(2〈c†〉〈c〉2)− κ
2
〈c〉
−√κγ〈a〉+ iε. (19)
By assuming that the steady values of 〈a〉 and 〈c〉 are
A0 and C0, we can obtain A0 and C0 by the following
equations:
4χ2|C0|6 − 4p2χ|C0|4 + (p21 + p22)|C0|2 = |ε|2 ,
|A0|2 = 4κγf4∆2s+(√γ+√γf )4 |C0|
2
, (20)
with
p1 =
κ
2
− 2κ
√
γγf (4
√
γ +
√
γf )
2
4∆2s + (
√
γ +
√
γf )4
,
p2 = ∆+
4κ
√
γγf∆s
4∆2s + (
√
γ +
√
γf )4
.
When p2 >
√
3p1, Eq. (20) has two stable solutions cor-
responding to a local maximum and a local minimum,
respectively, which means that the system is in a bistable
regime. Indeed, the maximum of |C0|2 can be found by
∂|C0|2/∂∆ = 0, which leads to
− 2χ |C0|2 + p2 = 0. (21)
Substituting Eq. (21) into Eq. (20), we can obtain
|ε|2 = p21 |C0|2 , (22)
by which we can find the strength of the driving field
that maximizes the intracavity intensity for fixed ∆.
Additionally, we also know that the bifurcation line
with the current drive and detuning parameter which
provides the boundary between the single-solution and
bistable-solution regions is located where the suscepti-
bility ∂C/∂∆ diverges, where C = |C0|2. The bistabil-
ity occurs when ∂∆/∂C = ∂2∆/∂C2 = 0 holds. This
condition leads to 12χ2C2 − 8p2χC + p21 + p22 = 0 and
3χ2C − p2χ = 0. Thus, it is easy to find that the critical
point of bistability p22 = 3p
2
1 (from which we find that
|p2| >
√
3 |p1| and C >
√
3 |p1| /χ) should be satisfied
to remain in the stable region. Substituting these into
Eq. (22), we relate p1 and the driving field intensity ε in
the stable region with a maximum intracavity intensity
as
|ε|2 >
√
3p31
χ
. (23)
From Fig. 4, we find there is a two steady-state rela-
tion between the steady-state solution for the controlled
system and driving intensity, where |ε|2 > √3p31/χ.
And the two steady-state solutions can be lost when
|ε|2 ≤ √3p31/χ.
V. NONLINEAR ON-CHIP OPTICS BY
COHERENT FEEDBACK: QUANTUM REGIME
We now consider the case when the external field im-
posed on the controller is weak. In this case, the con-
trolled system is in the full quantum regime. Under
the Markovian approximation, the evolution of the total
system can be described by the following master equa-
tion [86]:
dρ
dt
= −i[Htot, ρ]+ 1
2
(2LtotρL
†
tot−L†totLtotρ−ρL†totLtot),
(24)
where the Lindblad operator Ltot can be represented as
Ltot = (
√
γ +
√
γf )a+
√
κc.
From Eq. (24), we obtain the steady state ρss by let-
ting dρ/dt = 0, and thus we can calculate the following
normalized second-order correlation function of the con-
trolled system:
g(2)(0) =
〈(a†)2a2〉
〈a†a〉2 ≡
Tr(ρss(a
†)2a2)
[Tr(ρssa†a)]
2 , (25)
which provides the information of the photon number
statistics of the single-mode cavity field in the TLR. Let
us define a new parameter K = ∆/χ + 1, which can be
tuned by adjusting the detuning ∆, where K = 1 and
K = 2 mean that the system is in the single-photon and
two-photon blockade regimes [87]. We compare the nu-
merical and analytical solutions of g(2)(0) in Fig. 5. The
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FIG. 5: (Color online). The numerical and analytical so-
lutions for the second-order correlation function g(2)(0) in
Eq. (25) versus the tunable parameter K. The system pa-
rameters for this simulation are: χ = 10 MHz, ∆s = 50 MHz,
γ/2pi = 2 MHz, γf/2pi = 2.5 MHz, κ = 1 MHz, and ε = 0.1κ.
analytical solution of g(2) (0) is obtained in the following
way. From Eq. (25), we have [88]
g(2)(0) =
∑
n
n(n− 1)Pn
(∑
n
nPn
)2 , (26)
where Pn represents the probability with n photons. In
the weak-driving limit, i.e., ε → 0, it can be shown that
Pn ≫ Pn+1 for n ≥ 2. Thus, we can omit the probability
for three or more photons. In this case, the steady state
of the system can be expressed as:
|ψ〉 =
2∑
np=0
2∑
nc=0
Cnp,nc |np, nc〉 , (27)
where |np〉 and |nc〉 are the states of the controlled sys-
tem and the controller respectively. In order to find the
coefficients Cnp,nc for the steady state, we introduce the
complex Hamiltonian by letting
∆s → ∆s − i(√γ +√γf )2/2,
∆→ ∆− iκ/2
to represent the dissipation effects. Then, the steady
state can be found via d |ψ(t)〉 /dt = 0. The probability
of the np-th occupation number can be expressed as
Pnp =
∑
nc
∣∣Cnp,nc∣∣2 .
Thus, in the weak-driving limit, g(2)(0) can be described
by (see derivations in Appendix B)
g(2)(0) =
∣∣∆s + (K − 2)χ− i2γa
∣∣2 ∣∣(K − 1)χ− i2κ
∣∣2∣∣((K − 2)χ− i2κ) (∆s + (K − 1)χ− i2γa)∣∣2
,
(28)
with
γa = (
√
γ +
√
γ
f
)2 + κ.
In Fig. 5, the analytical result for g(2)(0) fits well with the
numerical solution obtained by the few photon truncation
in the weak-driving regime. It can be shown that
g(2)(0) =
4κ2 (∆s − χ)2 + κ2γ2a
4κ2∆2s + 16χ
2∆2s + (4χ
2 + κ2) γ2a
, (29)
when K = 1. When the dissipation coefficients κ, γ,
and γf are far less than the Kerr nonlinear coefficient
χ and the detunning frequency ∆s, we have g
(2)(0) < 1
which leads to the single-photon blockade. We plot the
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FIG. 6: (a) g(2)(0) for the controlled TLR and (b) g(2)(0)
for the controller versus the parameter K = ∆/χ + 1. The
red dotted curve and the blue curve correspond to different
detuning frequencies ∆s = 50 MHz and ∆s = 10 MHz. The
other system parameters are: χ = 10 MHz γ/2pi = 2 MHz,
γf/2pi = 2.5 MHz, κ = 1 MHz, and ε = 0.1κ.
curve of g(2)(0) for the controlled single-mode cavity in
the TLR in Fig. 6(a). We find that there is a minimum
point of g(2)(0) at K = 1 for each curve, which means
that photon antibunching occurs. This typical nonlinear
quantum phenomenon observed in the linear-controlled
single-mode cavity in the TLR is induced by the Kerr
nonlinearity in the controller by coherent feedback.
However, the curves for different detuning frequencies
∆s are different at K = 2. For ∆s/χ = 1, we can ob-
serve that g(2) (0) < 1 which means that photon blockade
occurs. In this case, it can be shown from K = 2 and
∆s/χ = 1 that ωs = ωc, which means that the controller
and the controlled TLR resonate with each other. When
7the resonance occurs, if one photon enters the controlled
TLR, this photon will be transmitted to the controller
from the feedback loop and then transmitted back. It
will block the next photon to enter the controlled TLR.
In Fig. 6(b), we can find for the curve with ∆s/χ = 5
that g(2) (0) > 1 at K = 2, which means two photons
resonating. This corresponds to a transparency effect.
FIG. 7: (Color online). Second-order correlation function ver-
susK and ∆s, with χ = 10 MHz, γ/2pi = 2 MHz, γf/2pi = 2.5
MHz, κ = 1 MHz and ε = 0.1κ. Note that g(2)(0) < 1 occurs
when ∆s − (K − 1) = 0, namely, ω = ωs and K = 1 with any
∆s.
In Fig. 7, we show how g(2)(0) depends on the pa-
rameters K and ∆s. The photon antibunching occurs at
K = 1 with any ∆s. However, at K = 2 it can only
be observed when ∆s/χ = 1, which means that the con-
trolled TLR and the controller are resonant with each
other.
In Fig. 8, we also study how g(2)(0) depends on the
strength of the driving field. In Fig. 8(a), we find that
g(2)(0) → 1 when increasing the strength of the driving
field. We can also observe that g(2)(0) is minimized when
the resonance occurs, i.e., ∆s/χ = 1. Similar to Fig. 8(a),
in Fig. 8(b) we find that all the curves converge to 1 when
increasing the strength of the driving field. However, we
can obtain a concave curve when the resonance occurs,
i.e., ∆s/χ = 1.
The generated nonlinear effects in the controlled single-
mode field in the TLR can be enhanced by increasing
the nonlinear strength of the controller, and the nonlin-
ear strength χ of the controller can be tuned by adjust-
ing the detuning frequency ∆qT . Thus, we can enhance
the generated nonlinear effects in the controlled TLR by
tuning ∆qT . Indeed, from Fig. 9, we can find that the
antibuching effects in the controlled TLR are enhanced
by decreasing the detuning ∆qT .
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FIG. 8: (Color online). Second-order correlation function ver-
sus the normalized driving strength ε/κ, for different values
of the detuning frequency ∆s. Here the system parameters
are: χ = 10 MHz, γ/2pi = 2 MHz, γf/2pi = 2.5 MHz, and
κ = 1 MHz. (a) for K = 1 and (b) for K = 2.
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FIG. 9: (Color online). Second-order correlation function
versus the nonlinear strength χ of the controller, where the
parameters of the system are: K = 1, γ/2pi = 2 MHz,
γf/2pi = 2.5 MHz, κ = 1 MHz and ε = 0.1κ.
VI. CONCLUSIONS
In summary, we presented a nonlinear coherent
feedback-control system in superconducting circuits in
which a controlled linear transmission line resonator is
modulated by another transmission line resonator cou-
pled to a dc-SQUID-based superconducting charge qubit
in the feedback loop. Such a design changes the lin-
8ear dynamics of the controlled resonator and makes it
nonlinear. This nonlinear coherent feedback-control sys-
tem is used to produce strong nonlinear on-chip optical
phenomena. In the semiclassical regime, we observe in
simulations bistable optical-type phenomena observed in
previous optical experiments, and give the condition to
observe this bistability.
In the quantum regime, we predict a photon anti-
bunching induced by nonlinear coherent feedback, which
is believed to be a typical quantum optics phenomenon
that violates the Cauchy-Schwartz inequality for classical
light. Our study shows that dynamics of linear system
can be switched to nonlinear one by using nonlinear co-
herent feedback in a controllable way. We hope that our
prediction of nonlinear coherent feedback in the quantum
regime can be verified experimentally in the near future.
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Appendix A: qubit-induced nonlinearity
If the detuning frequency ∆qT = ωc − ω0 between the
qubit and the TLR is much lager than the intensity g
between the qubit and the TLR, by making the unitary
transformation
U0 = exp
[
g
∆qT
(
cσ+ − c†σ−
)]
, (A1)
the effective Hamiltonian can be described as
Heff = U0HU
†
0
≈
(
ωc +
g2
∆qT
σz
)
c†c+
1
2
(
ω0 +
g2
∆qT
)
σz
+Ω
(
σ+e
−iω1t + σ−eiω1t
)
(A2)
In the rotating reference frame with frequency ω1 of the
driving field, we let
U1 = exp
[
−iω1σz
2
]
t (A3)
where ω1 = ω0 +
g2
∆qT
, the Hamiltonian can then be de-
scribed by
H ′eff = ωcc
†c+Ωσx +
g2
∆qT
c†cσz (A4)
We set σz → σx, and then
H ′′eff = ωcc
†c+Ωσz +
g2
∆qT
c†c (σ+ + σ−) . (A5)
If the Rabi frequency Ω satisfies the condition Ω ≫
(g2/∆qT ), through the unitary transformation
U2 = exp
[
g2
2Ω∆qT
c†c (σ+ − σ−)
]
, (A6)
the Hamiltonian can be re-expressed by
H ′′′eff = ωcc
†c+Ωσz +
g4
2Ω∆2qT
(
c†c
)2
σz. (A7)
Appendix B: Derivation of the second-order
correlation for the controlled system
In the limit of a weak driving field, the state |ψ〉 can be
derived using perturbation theory. In order to show ex-
plicitly the second-order correlation, up to second order
in |ε|, we set |ψ〉 = C00|00〉+C01|01〉+C02|02〉+C10|10〉+
C11|11〉 + C12|12〉 + C20|20〉 + C21|21〉 + C22|22〉. The
steady solution for the coefficients Cnanc can be given
by the Schro¨dinger equation for |ψ〉, when the limit of
neglecting pure dephasing is neglected,
i
d|ψ〉
dt
= Htot|ψ〉, (B1)
assuming d |ψ(t)〉 /dt = 0 , and
0 = ∆sC10 − εC11 + i
2
(√
κγ −√κγf
)
C01, (B2)
0 = ∆sC10 − εC11 + i
2
(√
κγ −√κγf
)
C01, (B3)
0 = (∆s +∆)C11 − εC10 −
√
2εC12
+
i√
2
(√
κγ −√κγf
)
C02 − i√
2
(
√
κγ −√κγf )C20,
(B4)
0 = (∆s + 2∆− 2χ)C12 −
√
2εC11
− i (√κγ −√κγf)C21, (B5)
0 =− εC00 −
√
2εC02 − i
2
(√
κγ −√κγf
)
C10 +∆C01,
(B6)
0 = (2∆− 2χ)C02 −
√
2εC01 − i√
2
(
√
κγ −√κγf)C11,
(B7)
0 = (2∆s +∆)C21 − εC20 −
√
2εC22
+ i
(√
κγ −√κγf
)
C12,
(B8)
90 =2∆sC20 − εC21 + i√
2
(√
κγ −√κγf
)
C11, (B9)
0 = (2∆s + 2∆− 2χ)C22 −
√
2εC21. (B10)
Due to the weak limit of the driving field, we can assume
C00 → 1. And the equations are now closed (i.e., nine
equations for nine parameters). Thus, it is possible to
obtain the analytical solution of the system. However,
the solution is cumbersome, but we can neglect the higher
order terms in |ε|, obtaining
P1 =|C10|2 + |C11|2 + |C12|2 ≈
| (√κγ −√κγf) ε|2
| (∆− χ)∆s|2
(B11)
P2 =|C20|2 + |C21|2 + |C22|2
≈ |
(√
κγ −√κγf
)
ε|4|∆s − 2χ+∆|2
2| (∆− χ) (∆− 2χ) (∆s +∆− χ)∆2s|2
(B12)
We substitute Eqs. (B11)(B12) into Eq. (26), and then
we can derive the analytical solution of the g(2)(0) in the
form of Eq.(28).
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