Abstract. We determine for which parameters natural enumerations of the Haar system in R d form a Schauder basis or basic sequence on Triebel-Lizorkin spaces. The new results concern the endpoint cases.
Introduction and statements of main results
In this paper we essentially complete the study of the basis properties for the (inhomogeneous) Haar system in the scale of Triebel-Lizorkin spaces F s p,q (R d ). In particular, we describe the behavior at the endpoint cases which was left open in our earlier work [4] . Similar endpoint questions for the family of Besov spaces have been presented in the companion paper [5] . We note that markedly different outcomes occur for each family, in both the non-endpoint situations ( [12, 15, 10, 11, 4] ) and the endpoint ( [5] , [6] ) situations.
We now set the basic notation required to state the results. Given the 
Then, the Haar system is the collection of functions
where we denote Υ = {0, 1} d \ { 0}. Consider F s p,q (R d ) with the usual definition in [13, §2.3.1] or [3, §12] . To investigate the Schauder basis properties of H d , we initially assume that 0 < p, q < ∞ (so that S is dense in F s p,q , and the latter is separable), and that Given an enumeration U = u n = h ǫ(n) k(n),ν(n)
of H d , we consider the corresponding partial sum operators
where the linear functionals u * n are defined by (3) u * n (f ) = 2 k(n)d f, h ǫ(n) k(n),ν(n) , f ∈ S. The condition in (1) ensures that these operators are well-defined and individually bounded in F s p,q (R d ). Also, u * n (u m ) = δ n,m , n, m ≥ 1. The basis properties of U are related to the validity of the bound (4) sup
Indeed, if span H d is dense in F s p,q , then (4) is equivalent to U being a Schauder basis of F s p,q , that is (5) lim
for every f ∈ F s p,q . Moreover, the basis is unconditional if and only if the bound in (4) is uniform in all enumerations U . Finally, if span H d is not assumed to be dense, then (4) still implies that U is a basic sequence of F s p,q , meaning that (5) holds for all f in the F s p,q -closure of span H d . The pentagon P depicted in Figure 1 shows the natural index region for these problems; outside its closure either (1) is imposed. The necessity of condition (7) for unconditionality was established in [10, 11] (for d = 1). On the other hand, we recently showed in [4] that natural enumerations of H d form a Schauder basis of F s p,q (R d ) in the full open pentagon P. Except for a few trivial cases, the behavior at the points (1/p, s) lying in the boundary of P was left unexplored.
In this paper we attempt to fill this gap by giving an answer, positive or negative, depending on the secondary index q. Moreover, when possible, the negative answer is replaced by a suitable basic sequence property.
We first state the complete range for unconditionality, which contains new negative cases and a multivariate extension of the examples in [10] . Theorem 1.1. Let 0 < p, q < ∞ and s ∈ R. Then, H d is an unconditional basis of F s p,q (R d ) if and only if the conditions (6) and (7) are both satisfied. In the next results we drop unconditionality, and consider the Schauder basis property for the following natural orderings of the Haar system H d ; see [4, 5] .
Definition 1.2. (i)
An enumeration U is said to be admissible if for some constant b ∈ N the following holds: for each cube I ν = ν + [0, 1] d , ν ∈ Z d , if u n and u n ′ are both supported in I ν and | supp(u n )| ≥ 2 bd | supp(u n ′ )|, then necessarily n < n ′ .
(ii) An enumeration U is strongly admissible if for some constant b ∈ N the following holds: for each cube I ν , ν ∈ Z d , if I * * ν denotes the five-fold dilated cube with respect to its center, and if u n and u n ′ are supported in I * * ν with | supp(u n )| ≥ 2 bd | supp(u n ′ )| then necessarily n < n ′ . Our next theorem characterizes the Schauder basis property in The special case F 0 1,2 = h 1 is classical, and was established in [1, 17] . The negative results for s = 1 are also new. (i) 1 < p < ∞,
As in [4, 5] , a crucial tool in our analysis will be played by the dyadic averaging operators E N . That is, if D N is the set of all dyadic cubes of length 2 −N ,
then we define
at least for f ∈ S. We shall also need the following companion operators involving Haar functions of a fixed frequency level. Namely, for N ∈ N and
For these operators one looks for estimates that are uniform in a ∞ ≤ 1.
The relation between the partial sums S U R and the operators E N and T N [·, a] is explained in §10 below; see also [4, 5] . In particular, their uniform boundedness in F s p,q implies that (4) holds for all strongly admissible enumerations U . The optimal region for the uniform boundedness for E N and T N [·, a] in F s p,q is given in the next theorem, and depicted in Figure 2 below. Theorem 1.4. Let 0 < p ≤ ∞, 0 < q ≤ ∞ and s ∈ R.
(a) The operators E N admit an extension from S into
if and only if one of the following five conditions is satisfied:
Regarding positive results, the cases (i) and (iii) were established in [4] . The novel cases appear at the end-point lines in (ii) and (iv), and the special point (v); see Figure 2 .
The proof of (ii) will follow from a slightly stronger result which we state next. Let η 0 ∈ C ∞ c (R d ) be supported in {|ξ| < 3/4} with η 0 (ξ) = 1 for |ξ| ≤ 1/4, and let Π N be defined by (10) Π Figure 2 . Region for uniform boundedness of E N (hence for the basic sequence property) in the spaces F s p,q (R d ).
Then we shall actually prove the following.
Using the embeddings F s p,q ⊂ F s p,2 for q ≤ 2, and B s p,r ⊂ F s p,r ⊂ F s p,q for r ≤ min{p, q}, one deduces the uniform bounds in (ii) of Theorem 1.4.
Likewise, for the end-point cases in (iv) and (v) we shall establish the following stronger results. (13) sup
and likewise for the operators
Theorem 1.7. For every r > 0, it holds (14) sup
and likewise for the operators T N [·, a], uniformly in a ℓ ∞ ≤ 1.
Finally, concerning the negative results in Theorem 1.4, the only nontrivial case appears when s = 1, for which we shall establish the following.
This paper. In §2 we set the basic notation. In §3 and §4 we prove, respectively, Theorems 1.5 and 1.6, except for the special case p = d/(d + 1) which is treated in §5. Theorem 1.7 is shown in §6, and Theorem 1.8 in §7. In §8 we gather all these results and complete the proof of Theorem 1.4, explaining as well the meaning of the extensions of the operators E N to the full spaces F s p,q . In §9 we study the failure of density for span H d in the case s = 1. In §10 and 11 we pass to the operators S U R , showing their relation with E N for admissible enumerations, and establishing Theorem 1.3. Finally, §12 is devoted to unconditionality, and the proof of Theorem 1.1.
Preliminaries

2.1.
Besov and Triebel-Lizorkin quasi-norms. Let s ∈ R and 0 < p, q ≤ ∞ be given. Throughout the paper we fix a number A > d/p and an integer (15) M > A + |s| + 2.
Consider two functions
The optimal value of M is irrelevant for the purposes of this paper, and (15) suffices for our results. We let β k := 2 kd β(2 k ·) for each k ≥ 1, and denote
These convolution operators, sometimes called local means, can be used to define equivalent quasi-norms in the B s p,q and F s p,q spaces. Namely,
and if 0 < p < ∞,
see e.g. [14, 2.5.3 and 2.4.6]. For the latter spaces, when p = ∞ (and q < ∞) one defines instead
be supported on {ξ : |ξ| < 3/8} and such that η 0 (ξ) = 1 if |ξ| ≤ 1/4. We define the operators
with convergence in S ′ . Of course, one obtains (the usual) equivalent norms if in (17) , (18) and (19) the operators L k are replaced by Λ k . In particular, if we let
Below we shall be interested in uniformly bounded extensions of the dyadic averaging operators E N defined in (8) . We shall denote
.
Following [4, 5] , we shall prove Theorems 1.5, 1.6 and 1.7 using suitable estimates for the functions L k E N L j g and L k E ⊥ N L j g, for each j, k ≥ 0, some of which will be new in this paper. Let s = 1 and d/(d + 1) < p < 1. For these indices, Theorem 1.5 will be a consequence of the following two results. The first result is contained in [5] (Propositions 3.1 and 3.4), and was also implicit in [4] (proof of inequality (19)).
The second result is new, and it will require a few additional arguments compared to [4, 5] . The conditions on p are also less demanding. Here 3.1. A pointwise estimate. As in [4] we shall use the Peetre maximal functions
In [7] it was shown that for g satisfying (28),
In what follows it will be convenient to use the notation
The following lemma is a variation of [4, (35) ]. The novelty here is that the
In particular, if |y −
These bounds also hold if we replace E ⊥ N with T N (·, a) with a ∞ ≤ 1.
If I ∈ D N is such that y ∈ I, we have
for any y ′ such that |y − y ′ | ∞ ≤ 2 1−N . This shows (30). The last assertion in (31) follows easily from here. Finally, if we replace E ⊥ N with T N [·, a], the cancellation of I h I = 0 implies that, for w ∈ I,
The rest of the proof is then carried out as above.
3.2. Norm estimates. As in [4] , we use the notation
Roughly speaking, this is the set of points at distance O(2 −k ) from
Note (or recall from [4, Lemma 2.
The next two results will be obtained using Lemma 3.3.
Proof. The observation in (33) implies that
Using (31) and the fact that supp β k (x − ·) ⊂ µ2 −N + O(2 −N ) for x ∈ I N,µ , the last term is controlled by
To estimate the first term on the right hand side of (34), observe that we can write
and eachβ i is a primitive of β in the x i -variable (hence with vanishing moments up to order M − 1). Moreover,
using in the last step the cancellation ofβ k ; see [4, Lemma 2.2] . Analogous arguments apply for
Proof.
in combination with Lemma 3.3 to obtain
the last step using the embedding
and the assertion follows by the Peetre inequality for M * * A,N . Analogous arguments apply for
Proof of Proposition 3.2. Using the Lemmas 3.4 and 3.5, and noticing that we may sum in k since
The last quantity can be estimated further, applying to g = ∇f the inequality
, which follows for example using the standard maximal function characterization of the h p norm. This proves (26). The proof for the operators T N [·, a] is exactly analogous.
4. Proof of Theorem 1.6:
we will take up the endpoint case p = d/(d + 1), when s = 1 in §5). For these indices, Theorem 1.6 will be a consequence of the following two results. The first result was already established in [5] (Propositions 3.2 and 3.3), using the same type of analysis as in [4] . The inequality is slightly stronger than needed due to
The second proposition is new, and its proof will require several additional refinements compared to the arguments given in [4] .
The same holds if E N is replaced by T N [·, a] with a ℓ ∞ ≤ 1.
Notation and observations on dyadic cubes.
Recall that every dyadic cube I is contained in a unique parent cube of double side length. Also each dyadic cube has 2 d children cubes of half side length. It will be useful to single out one of the children cubes according to the following definition. Definition 4.3. Let I be a dyadic cube. We denote by ω(I) the unique child of I with the property that its closure contains the center of the parent cube of I.
We need some further notation (taken from [4] ). For each dyadic cube I ∈ D N , we denote by D N (I) the set of all its neighboring 2 −N -cubes, that is,
(ii) Let I ∈ D N , let ℓ 1 , ℓ 2 > N and consider two distinct cubes
Proof. The upper bound in (i) is true for all x ∈ J, by definition of D ℓ [∂I] and the lower bound follows from the definition of ω(J) since the parent cube of J is contained in I or one of its neighbors of equal side length. To see (ii) first observe that J 1 , J 2 are disjoint if ℓ 1 = ℓ 2 (and hence ω(J 1 ) and ω(J 2 ) are disjoint). If ℓ 1 = ℓ 2 then (ii) follows from (i).
Proof of Proposition 4.2.
We make a preliminary observation about maximal functions. If g is continuous, for each j ≥ 0 we let
Then, if a cube J ∈ D j+1 has center c J , we have (41) sup
Proof of (39). Let j, k > N . By (33),
Using the inequality in (41), this in turn implies (since p ≤ 1)
(N −j)dp
N dp
with I * * the five-fold dilation of I with respect to c I . Thus, if we write
, and therefore
we can sum in k > N , and hence the left hand side of (40) is controlled by G p . Now, Peetre's inequalities imply that
Thus,
using the boundedness of the Hardy-Littlewood maximal operator, since σ = A/d < p. This finishes the proof of (39), for the stated version involving E N . The analogous version for T N [·, a] follows similarly, by replacing (42) with the corresponding version for the T N , as in [4] .
Proof of (40). Let j > N and k ≤ N . Again, we shall follow the proof of [4, (26) ], applying the same changes as in the previous subsection. Namely, let
As in [4] , the last term is harmless since
Thus, assuming r ≤ p (as we may), and using the r-triangle inequality,
Hence it remains to prove
Following [4] , and letting Z k,N (x) be as in (36), we write
In [4, p. 1332] , the terms corresponding to the two summands in the integral are estimated differently, but produce essentially the same outcome, namely
see [4, (41) ]. At this point we argue as in the previous subsection. That is, we use (41) to have
and conclude that
with G as in (44), and using the disjointness of the sets ω(J) as before. Thus, integrating the above expression
Therefore, one can sum in k ≤ N , and obtain the desired expression in (48) using the estimate for G p in (46). This finishes the proof of (40). The corresponding version for T N is proved similarly (notice that in (47) the analysis of the last summand becomes unnecessary, due to the additional cancellation of T N ).
5. Proof of Theorem 1.5:
The end-point case p = d/(d + 1) and s = 1, was excluded from the previous proofs because of the restrictions imposed in Propositions 3.1 and 4.1. However, one can use instead Propositions 4.2 and 3.2, which are valid at this endpoint. Namely, they imply the inequalities
and (54) sup
Then, the result stated in Theorem 1.5 follows using additionally the embedding 6. Proof of Theorem 1.7: the case s = 0 and p = ∞ In view of (23), it suffices to prove the following.
One part of the estimates will be derived from the following inequalities, proved in [5, (36a) 
We remark that these same inequalities with k≤N replaced by k>N are only true if r = ∞. This necessitates the use of F 0 ∞,r -norms on the left hand side of (55) To establish the proposition, let f ∈ B 0 ∞,∞ be such that f B 0 ∞,∞ = 1. We shall prove separately each of the two inequalities.
1. By (19) we can write
where A (ℓ)
By (56) we have A (ℓ) I,1
1. For the second term, one can split
Thus, it suffices to show that
We shall show that
This inequality combined with |I ∩ U N,k | ≈ 2 −(d−1)ℓ 2 −k will establish the result, since
It remains to show (60). Let Q ∈ D N be such that I ⊂ Q. By (31)
So, if x ∈ I, then supp β k (x − ·) ⊂ x + O(2 −k ) ⊂ I * , and using (61) and (62) one deduces (60). This completes the proof of (59).
Proof
1. We now must bound
where B
(ℓ)
The cases 0 ≤ ℓ ≤ N are handled with the same argument as in (58), this time using the inequality (57). If ℓ ≥ N and I ∈ D ℓ we shall use
so that it will suffice to show
If Q ∈ D N , then (42) and the argument in (43) (with ω(J) as in §4.1) implies
using in the last step (41). So, summing up in j > N and using the disjointness properties of the sets ω(J) we obtain
Finally, taking the convolution with β k one easily deduces (63). This completes the proof of (55). The corresponding version for the T N [·, a] is proved similarly. Thus the proof of Proposition 6.1 is complete, and so is the proof of Theorem 1.7.
Remark 6.2. The above proof also shows that, if f ∈ B 0 ∞,∞ , and N is fixed, then the series
∞,r , for all r > 0. This is a consequence of the crude bound Here we show the assertion in Theorem 1.8, which corresponds to the optimality of the range of q stated in (ii) of Theorem 1.4. More precisely, we establish the following.
Proof of
On the other hand, the proof of Proposition 3.2 gives
, and by Hölder's inequality one has
Combining the above inequalities one obtains E N F 1
Remark 7.2. If 1 < s < 1/p, the upper bound becomes exponential: 
with ψ ∈ C ∞ c (0, 1), and say ψ = 1 on [1/4, 3/4]. These functions satisfy
This can for instance be proved from Hardy's inequalities and the following lemma Lemma 7.3. Let β k be as in §2, and ψ j (x) = e 2πi2 j x ψ(x). Then
Proof. If k > j, using that β has M -vanishing moments,
We now let s = 1 and
and consider a randomized version of (67), namely
where r j : [0, 1] → {−1, 1} is the sequence of Rademacher functions. Then, by (68), sup
Below we shall show that
The above inequality will be a consequence of the estimate
where β N = 2 N d β(2 N ·) and β is a suitable test function satisfying the conditions in §2.1. Thus for some t 0 ∈ [0, 1] the function
and in particular
By Fubini's theorem and Khintchine's inequality the expression in (72) is equivalent to
If the operator E N is omitted in the left hand side, then this quantity becomes uniformly bounded by Lemma 7.3, so (76) is also equivalent to
Below we fix β such that supp β = (−1/8, 1/8), and denote its primitive by B(x) = 
. Assuming the lemma, the pth power of the left hand side of (77) can be bounded from below by
using in the last step that β (hence B) is not identically null in (0, 1/8). This finishes the proof modulo Lemma 7.4.
Proof of Lemma 7.4. For simplicity we write I + = I N,µ and I − = I N,µ−1 . If x ∈ I N,µ , then supp β N (x − ·) ⊂ I + ∪ I − , and thus
Now, if y ∈ I ± , using the linear Taylor's expansion of ψ j around y and the bound ψ ′′ j ∞ 2 2j , the inner bracketed expression becomes
Putting these quantities into (79), and using the support and the moment condition of β, we are left with
Now, an elementary computation using the primitive, B(u), of β(u) shows that the two integrals substructed above can be written as
since B(2 N x − µ ± 1) = 0 by the support condition. Thus, placing this expression into (80) implies the asserted identity (78).
The
, where g N is the 1-dimensional function in (73), and χ ∈ C ∞ c (0, 1
To do so, in the definition of the F s p,q -quasinorms we shall use suitable test functions of tensor product type; see also [5, §5.1] for a similar argument. Namely, for a fixed M ∈ N we consider a non-negative even function φ 0 ∈ C ∞ c (− 
Then, we define
Clearly,
Finally, let Ψ 0 = φ 0 ⊗ ϕ 0 , and Ψ k (x) = 2 kd Ψ(2 k x), k ≥ 1. Then, if we choose M sufficiently large we have
see e.g. [14, 2.4.6] . Observe that, for k ≥ 1 we can write
where we denote
and likewise for φ 0,k and ϕ 0,k . With this notation the inequality in (81) is easily proved as follows. From (85) and g N ∞ , χ ∞ 1 one obtains
and a similar (simpler) expression when k = 0. Therefore (84) and the compact support of the involved functions imply
1.
In order to prove (82), we let E
N and E (d−1) N be the dyadic averaging operators on R and R d−1 , respectively. For N ≥ 1, we observe that
Indeed, for such x ′ one has
due to the support properties of ϕ 0,N (x ′ − ·) and ϕ N (x ′ − ·). Therefore, (84) and (86) imply that
the last inequality due to (74). This proves (82), and concludes the proof of
Boundedness of the dyadic averaging operators and the proof of Theorem 1.4
We now gather the results from the previous sections to complete the proof of Theorem 1.4. In §8.1 we first explain how the extension of E N , from S into F s p,q , should be defined (which is not obvious for all cases). We discuss sufficient conditions for uniform boundedness in §8.2 using theorems in previous chapters, and necessary conditions in §8.3. The proofs of some of the more tedious details about definability are given in §8.4. The proof of necessary conditions for the individual boundedness of the E N is given in §8.5. In §8.6 we include a discussion when the characteristic function of a bounded interval can be defined as a linear functional on F s p,q .
Extension of the operators E
We claim that this series always converges in the We also remark that when f ∈ F s p,q is locally integrable with polynomial growth then the above extension coincides with the usual operator, that is
see Lemma 8.5 below.
8.2. Sufficient conditions in Theorem 1.4. The uniform boundedness of E N in F s p,q in the cases (i) and (iii) was established in [4] . In the cases (ii), (iv) and (v) it is a consequence of the Theorems 1.5, 1.6 and 1.7, and elementary embeddings; see the discussion following (10) in section 1.
Necessary conditions in Theorem 1.4.
We first identify the range of exponents for the continuity of an individual operator E N . Definition 8.1. Let A be the set of all (s, p, q) for which one of the following three conditions (i), (ii) or (iii) hold: Figure 3 . Range of exponents for the continuity of the in-
The proof of the proposition is based on the fact that ½ [0,1) d must belong to both F s p,q and its dual space. We present the details in §8.5 below. We now turn to the existence of uniformly bounded extensions of the operators E N in the above region. This is equivalent to the uniform boundedness of the numbers This comprises all the cases considered in Theorem 1.4, and completes the proof of all the assertions. Moreover, it also gives the following.
Corollary 8.3. Let N ∈ N 0 be fixed, and (s, p, q) ∈ A. Then the (extended) operator E N , as in (87), satisfies
In particular, the series
Proof. Pick a non-negative function ζ ∈ S(R d ) such that
so that ζ Q ≥ 1 in Q * * (the 5-fold dilate of Q), and ζ Q has support in {|ξ| ≤ (8δ) −1 }. Finally, for j ≥ N + 1, we define (with U N,j as in (32))
This function satisfies the properties
for each M > 0, and
We now follow the proof of Proposition 4.2, with the following modification. If J ∈ D j+1 is such that J ⊂ U N,j , then for all y ∈ J,
One can use this estimate in (43) (or in (50)), so the same arguments which lead to (45) (or to (52)) can be applied with the function Λ ℓ f replaced by ζ ℓ,N Λ ℓ f . That is there exists γ > 0 such that for A k , A k as in (43), (51), resp.,
Since the spectrum of ζ ℓ,N Λ ℓ f is contained in {|ξ| ≤ 2 ℓ }, one can use Peetre's inequality and deduce as in (46) that
and therefore at almost every x ∈ R d . So, the assumption g ∈ F s p,∞ and the Dominated Convergence Theorem imply that 
in the sense of tempered distributions.
Proof. In this lemma we restrict the notation
only to locally integrable functions g with polynomial growth. In particular, E N g is another such function, hence a tempered distribution. We write E N f for the distribution on the left hand side of (92). If ψ ∈ S(R d ), then
The family of operators {Π n = n j=0 L j Λ j } n≥0 is a smooth approximation of the identity, and therefore
by the condition on f . Therefore, using that |E N ψ(x)| (1+|x|) −M , we can pass the sum inside the integral in the last expression of (93), and continuing with Fubini's theorem obtain
Hence E N f coincides with E N f as distributions.
Remark 8.6. One can extend the domain of E N further, dropping the polynomial growth assumption in Lemma 8.5 if in the resolution of the identity (21) we replace the operator L N by suitable compactly supported convolution kernels. Indeed there are, for ε > 0, M < ∞, C ∞ functions φ, φ, ψ, ψ supported in {|x| ≤ ε} such that φ = 1, φ = 1 and 1 − φ, 1 − φ, ψ, ψ all vanish of order M at 0, and such that for distributions f
in the sense of distributions; here L 0 , L 0 are the convolution operators with convolution kernels φ, φ, resp., and for k ≥ 1, L k and L k are the convolution operators with convolution kernels
The resolution in the form (94) is perhaps not widely known; a proof can be found in [9, Lemma 2.1], together with some extensions. For us the use of the nonlocal operators Λ N has the advantage that we may apply the Peetre maximal inequalities in a straightforward way.
, we may assume that N = 0. Then (89) takes the form (95) implies (96)
The validity of this property is well-known. If 0 < p < ∞, then (96) holds iff s < 1/p. If p = ∞, then (96) holds iff s ≤ 0. See e.g. [16, Proposition 2.50 ]. This gives the required upper bounds on s.
We turn to the lower bounds for the exponent s. Consider the classes of test functions
We first show that, if f ∈ F i , i = 1, 2, then
We claim that (102) holds with
Indeed, for such f we have
and since η is odd
Thus, (102) follows. Similarly, let f ∈ F 2 , and denote
and hence (102) holds with h 2 = ½ Q 0 − ½ Q 1 . This completes the proof of (102), and reduces the proof of Proposition 8.2 to the following result.
Then one of the following two conditions must hold
Proof. Let η ∈ C ∞ c (−1/2, 1/2), odd and such that
Observe that g j ∈ F 1 and I g j (x) dx = 1. On the other hand, a standard computation shows that Suppose now that d ≥ 2. Define now the functions 
is absolutely convergent, and there exists a constant
is locally integrable with polynomial growth then
(3) For every ζ ∈ C ∞ c such that ζ ≡ 1 in a neighborhood ofĪ, it holds (102)
Proof. Since F s p,q ֒→ F s p,∞ , it suffices to prove the result for q = ∞. First notice that
Now, using the Peetre maximal functions,
and letting r = min{p, 1}, the last factor is bounded by
So, we are left with proving that
Since j > N , we can use [4, Lemma 2.3 .ii] and inequality (50) to obtain
In the case (b), i.e. s = d/p − d and 0 < p ≤ 1, we argue as in (43) and obtain
In the case (a), i.e. s > max{ Π n (χf ) .
Using distribution theory we can write
The result follows after checking that for
we have lim n→∞ Φ n = 0 in the topology of the Schwartz class.
Let h ∈ H d . The previous result can be applied to define h * as a continuous linear functional in F s p,q . Namely,
Then, Lemmas 8.7 and 8.8 imply the following. 
Proof. The proof of (103) uses the same function f as in [5, Proposition 8.3] . Namely, pick η ∈ C ∞ c (R d ) such that supp η ⊂ ( 
Therefore, (103) follows from here and the embeddings
We next show that (103) implies the failure of the density of span H d in F 1 p,q , for all 0 < q ≤ 2 and d/(d + 1) ≤ p < 1. Indeed, assume for contradiction that such density holds, and given f ∈ S as in (103) and ε > 0, find g ∈ span H d such that f − g F 1 p,q < ε. Let N 0 be large enough so that E N (g) = g for all N ≥ N 0 . Then, the (quasi-)triangle inequality and the uniform boundedness of E N in Theorem 1.4 gives
which contradicts (103).
Remark 9.2. It would be interesting to settle the question whether span H d is dense in the spaces F 1 p,q , when d/(d + 1) ≤ p < 1 and 2 < q < ∞. As the operators E N are not uniformly bounded in this range our current argument is not sufficient to give an answer (cf. also [5, §8.1] for a similar discussion about the Besov space analogue of this question).
Localization and partial sums of admissible enumerations
Let U = {u n } ∞ n=1 be a strongly admissible enumeration of H d , as in Definition 1.2 above. Explicit examples of such enumerations are not hard to construct; see e.g. [5, §11] .
Here we quote a localization lemma for such enumerations, which relates the partial operators S U R and the dyadic averages E N and T N [·, a]. We let ς ∈ C ∞ c be supported in a 10 −2 neighborhood of [0, 1) d and so that Lemma 10.1. Let U be a strongly admissible enumeration of H d . Then, for every R ∈ N and ν ∈ Z d there is an integer N ν = N ν (R) ≥ −1 and
We next recall a localization property of the F s p,q -quasinorms; see [14, 2.4.7] (and [16, 2.4.2] for p = ∞).
Lemma 10.2. Let 0 < p, q ≤ ∞ and s ∈ R. Then it holds
We are now ready to prove the uniform boundedness of the operators S U R . We assume that (s, p, q) ∈ A, as defined in Definition 8.1, so that these operators can be continuously extended to the whole space F s p,q . More precisely, if p, q < ∞, condition (1) holds and S R is well-defined as in section 1 (that is, extended from S to F s p,q by density). In order to include as well the cases p = ∞ or q = ∞, one first considers extensions of the dual functionals u * n to the full space F s p,q as follows
see the details in §8.6. In this way, the identity in (106) remains valid for all g ∈ F s p,q . Proposition 10.3. Let (s, p, q) ∈ A. Suppose that
Then, for every strongly admissible enumeration U it holds
Proof. Consider S R = S U R as a continuous operator in F s p,q (as described in §8.6). Then, the support properties of the extension, see (102), imply that
Then, using (105) and (107), 
Remark 10.4. The equivalence in (107) is also true with ς replaced by
as in that case characteristic functions of cubes are multipliers in F s p,q . In particular, for those indices the assertion in Proposition 10.3 holds as well with the weaker notion of admissible enumeration; see [4, §3] . This is in particular the case when s = 1 and d/(d + 1) < p < 1.
Finally, we conclude with the following observation, which we shall use to transfer negative results between the operators E N and S R . The explicit construction is given in [5, §11] .
Lemma 10.5. There exists a strongly admissible enumeration U with the following property: for every m ≥ 0 there exists an integer R(m) ≥ 1 such that
11. The Schauder basis property: proof of Theorem 1.3
11.1. Necessary conditions. Suppose that every strongly admissible enumeration U of H d is a Schauder basis of F s p,q . This implies that span H d must be dense (hence p, q < ∞), and
Moreover, if we select U as in Lemma 10.5, then we must have Corollary 11.1. Let (s, p, q) be as in (i), (iii) or (iv) in Theorem 1.4. Then, every admissible enumeration U is a Schauder basis of f s p,q . That is,
with convergence in the norm of F s p,q . Remark 11.2. Observe that we have excluded the cases (ii) and (v) in Theorem 1.4. In these cases we can only say that U is a Schauder basis of the subspace span H d The fact that H d is an unconditional basis of F s p,q when (6) and (7) hold was shown by Triebel in [15, Theorem 2.21]. We now indicate references for the negative end-point results, corresponding to the dotted or dashed lines around the green region in Figure 4 .
The trivial cases correspond to the lines p = ∞, s = 1/p, and to the line s = 1/p − 1 with p > 1. In all of them not even the Schauder basis property may hold. Namely, if p = ∞ then F s ∞,q is not separable, and hence span H d is not dense (see however Remark 12.1 below for the validity of unconditionality in the subspace f s ∞,q ). The other two cases are excluded because (s, p, q) ∈ A, and hence (1) fails.
Concerning the horizontal line s = 1, this is a borderline of the unconditionality region when d/(d + 1) ≤ p, q ≤ 1. This case is excluded by Proposition 9.1, since span H d is not dense in F 1 p,q , so the Schauder basis property cannot hold here.
At the line s = d− d/p, for d/(d+ 1) < p ≤ 1, we have a positive Schauder basis result for strongly admissible U , by Theorem 1.3. So we must prove that such a basis cannot be unconditional in F s p,q . This was already shown in [5, Theorem 13.1], based on an explicit example which works well in both the Besov and the Triebel-Lizorkin setting.
Finally, we consider the horizontal lines of the green region which lie inside the open pentagon P. In [10] , the failure of unconditionality in these lines was shown in the case q > 1 and d = 1, indeed for all exponents p ≥ d/(d+1) (by [10, Remark 7.1] ). Here we show how to modify the arguments in that paper to cover as well the cases q ≤ 1, and extend the construction to all d ≥ 1. We recall some notation from [10] . To each finite set E ⊂ H d we associate the projection operator
where h * = 2 kd h is the dual functional of a Haar function h ∈ H d of frequency 2 k . We also write HF(E) for the set of all Haar frequencies 2 k of elements h ∈ E. We first remark that the results in [10, §6] remain valid when q ≤ 1. Namely, for each N ≥ 2, an explicit construction is given of a function f = f N ∈ F 1/q−1 p,q (R) and a set E = E N ⊂ H 1 with #HF(E) ≤ N 4 N such that and that for some t 0 and some E ⊂ H d with HF(E) ⊂ {2 k } 1≤k≤N 4 dN ,
This completes the proof of Theorem 1.1.
Remark 12.1. If p = ∞ one can ask whether the Schauder basis property in the subspace f s ∞,q , for −1 < s < 0, can be upgraded to unconditional basis. This is certainly true when 1/q − 1 < s < 0, by the uniform boundedness of the projection operators P E (which follows by duality from the corresponding result for F −s 1,q ′ ), and by the density of span H d in f s ∞,q . We now show that at the endpoint s = 1/q − 1 unconditionality must fail. If not, the operators P E would be uniformly bounded in f By interpolation one then has, for θ ∈ (0, 1),
But this contradicts the lower bound N 1/q ′ (for the supremum of all such sets E) asserted in [10, Theorem 1.4 .ii]. Similar arguments also disprove the unconditionality for s below the critical 1/q − 1. Finally consider the space f 0 ∞,q for 1 ≤ q < ∞, on which unconditionality fails (since otherwise it would hold on its dual F 0 1,q ′ , see [8, §2.1.5], on which unconditionality fails by [5, Prop. 13.3] ).
Remark 12.2. We now consider the spaces f s p,∞ , when 1 < p < ∞. The Schauder basis property holds for 1/p − 1 < s < 1/p while the unconditional basis property holds only for 1/p − 1 < s < 0, already by the estimates in [15] . The unconditional basis property does not hold on f 0 p,∞ since by duality ([8, §2.1.5]) it would imply it on F 0 p ′ ,1 where it fails by [10] . Finally when p = q = ∞ then F s ∞,∞ = B s ∞,∞ hence f s ∞,∞ = b s ∞,∞ , and the unconditional basis property holds for −1 < s < 0 (for the dual statement see [5] ).
Remark 12.3. It would be interesting to investigate the question of unconditionality of the Haar system as a basic sequence in B 1 p,q and F 1 p,q when d/(d + 1) < p < 1.
