In this paper we introduce a new stochastic variant of the  algorithm. The algorithm combines the principle of multiple imputation and the theory of simulated annealing to deal with cases where the -step and the -step can be intractable or numerically inefficient.
I
The  algorithm (Dempster et al., 1977 ) is a general iterative method for finding the maximum likelihood estimate of the parameters of models with incomplete data. Roughly speaking, the  algorithm shares out the task of maximising a complicated likelihood function by performing a series of maximisations, in the -steps, of simpler functions calculated in the -steps. Clearly the algorithm is best suited for situations where the construction of the functions and their maximisation is straightforward.
When these steps are difficult, various improvements have been proposed; see Meng & van Dyk (1997) for a recent review. Some of them are stochastic variants (Celeux & Diebolt, 1985; Wei & Tanner, 1990; Delyon et al., 1999) that circumvent the computation in closed form of the function in the -step.
In § 3 we introduce a new stochastic variant that combines the multiple imputation principle (Rubin, 1987) and ideas from the simulated annealing theory (van Laarhoven & Aarts, 1987) . This version, called the  algorithm, can be useful when both steps of the  algorithm are intractable. We also show that the  algorithm converges in a weak sense to the set of the global maxima of the target likelihood function. The proof of this result is sketched in the Appendix. In § 4 we point out the possible links between the  algorithm and other stochastic dynamics like Gibbs sampling, and we discuss its relationship with the data augmentation scheme (Tanner & Wong, 1987) . Finally, § 5 provides some illustrations.
T      
Suppose that we are given a parametric family of distributions P h and that the observable vector Y is part of a so-called complete vector X= (Y, Z) . Both Y and X have density 644 C G  J-F Y functions, g(y; h) and f (x; h) say, respectively, with respect to some s-finite measures dy and dx on the corresponding spaces. Here, h is a parameter belonging to some subset H of the Euclidean space Rp. Let y be the observed data. The objective is to compute the maximum likelihood estimator h @ =arg max hµH g(y; h). The  algorithm maximises g(y; h) by iterations of the following stage k. E-step. Given a current estimate h k−1 , compute the conditional expectation function S(h, h k−1 )=E h k−1 {log f (X; h) |Y =y}; the averaging density will be denoted by h(. | y; h k−1 ).
The widespread popularity of the  is largely due to its monotonicity: the likelihood is always increasing. Monotonicity is also guaranteed for the generalised , , algorithm (Dempster et al., 1977) where h k can be any value satisfying
For their  algorithm, Wei & Tanner (1990) proposed a Monte Carlo implementation of the -step, estimating the expectation in S(h, h k−1 ) by
where Z B k,1 , . . . , Z B k,m k are independently and identically distributed random samples from the conditional density h(z | y; h k−1 ). Then, the -step maximises S k . The convergence analysis of the algorithm seems difficult and a central issue is how to choose the sequence (m k ) of Monte Carlo replications so as to guarantee convergence. Wei & Tanner (1990) recommend starting with small values of m k and then increasing m k as h k moves closer to the maximiser of l(h). Recently, Booth & Hobert (1999) proposed a practical rule for choosing (m k ) based on consecutive confidence ellipsoids; see also experiments in Levine & Casella (2000) . However, a well-justified rule for choosing (m k ) so as to guarantee the convergence of the  algorithm remains an open problem.
The  algorithm (Celeux & Diebolt, 1985) , which was the first stochastic version of  algorithm, is a special case of  in which m k =1. The sequence (h k ) generated by  does not converge pointwise. In fact, (h k ) forms a homogeneous Markov chain which is expected to converge weakly to the unique stationary probability distribution y. The asymptotic properties of the  estimator are studied by Celeux & Diebolt (1993) , in the case of finite Gaussian mixtures, and by Chadoeuf et al. (2000) , who deal with censored Boolean segment processes. Nielsen (2000) gives large-sample results for some estimators derived from the sequence (h k ). Note also that an on-line version of  has been proposed by Yao (2000) , where the convergence to a local maximum is established.
The stochastic approximation , , algorithm, proposed by Delyon et al. (1999) , makes use of a stochastic approximation procedure for estimating the conditional expectation of the -step. The basic idea is similar to that of  but the Monte Carlo integration is substituted in the E-step by a stochastic averaging procedure, namely
where Z B k,1 is a random sample from the conditional density h(z | y; h k ) and (c k ) is a decreasing sequence of positive step-sizes. The convergence analysis of  can be based on recent results from the stochastic approximation theory. However, pointwise almost sure convergence of the sequence (h k ) to a local maximum of g(y; h) is proved by Delyon et al. (1999) under conditions satisfied by models from an exponential family. T he EM algorithm 3. A - M     : 
We are interested in a situation where neither of the -and -steps from the  algorithm can be expressed in closed form.
As with , the proposed  algorithm starts by obtaining the Monte Carlo approximation S k of the conditional expectation of the -step. Then, instead of a deterministic maximisation -step of the function S k , we perform a random move in the parameter space according to a Metropolis rule based on the approximation S k . Therefore, h k will be a doubly random function of the current value h k−1 , in the sense that it depends on both the random draws Z B k,j and the random Metropolis-type move. These two random features are chosen to be independent.
The idea is inspired by the theory of simulated annealing (van Laarhoven & Aarts, 1987 ) and the hope is that the Metropolis-type moves not only mimic a -step but can also provide a global maximiser of the target function.
We now define the  algorithm. Let (H, A, n) be the parameter space equipped with a probability measure n on a s-field A. To define a Metropolis rule, we are given a sequence (Q k ) of Markov transition kernels on H. Each Q k is assumed to be symmetric with respect to the reference probability n; that is the measure n(dh)Q k (h, dh∞) is symmetric on the product space H2, so that
for all (A, B)µA2. Let (m k ) kµN be an increasing and unbounded sequence of positive integers, and initialise by setting k=0 and choosing h 0 . Then the kth iterative stage of the  algorithm is as follows.
Step 1: Multiple imputation. Draw m k independently and identically distributed samples
Step 2: Metropolis updating. Propose a tentative value of h∞ from the kth proposal kernel Q k (h k−1 , .) and accept it, so that h k =h∞, with probability
where a m b=min(a, b) and
At stage k, the random proposal h∞ is automatically accepted if S k (h∞)ÁS k (h k−1 ); in this respect,  mimics a step of a  algorithm. On the other hand, the random nature of the Metropolis rule implies that even a proposal h∞ such that S k (h∞)<S k (h k−1 ) could be accepted with a positive probability. This feature is of central importance if the  algorithm is to escape from local maxima.
The  sequence (h k ) forms a time-inhomogeneous Markov chain with transition kernels
where AµA, x A is the indicator function of the set A and the function a k :
is the underlying acceptance probability function
First we prove that each P k has an invariant probability measure p k (dh) proportional to gm k (y, h)n(dh).
Proof. It is sufficient to prove that p k (dh)P k (h, dh∞) is a symmetric measure on H2; that is
for any (A, B)µA2. We have that
For the first term on the right-hand side, it will be sufficient to prove that a k (h, h∞)g(y, h)m k is a symmetric function, since Q k (h, dh∞) is a symmetric kernel. That is the case because
For the second term the symmetry is clear and the claim follows immediately. % Lemma 1 displays the key feature that the  algorithm inherits from simulated annealing theory: at stage k, the multiple imputation and the Metropolis updating direct the algorithm towards the invariant distribution D k gm k (y, h). This target distribution is clearly a tempered version of the final target g(y, h). Therefore, the parameter m k plays the role of an inverse temperature. When m k increases to infinity corresponding to cooling the temperature in simulated annealing, the algorithm is expected to concentrate more and more on the set of global maxima of the final target g(y, h). Indeed, when  converges, the support of the limiting distribution is exactly the set of these maxima.
Theoretical conditions for this convergence are stated in the main theorem below. The proof of the theorem is sketched in the Appendix. T he EM algorithm T 1. Assume that the following conditions (i)-(iv) are satisfied. (i) T he parameter space H is a compact subset of Rp with a nonempty interior; we then take the normalised restriction of L ebesgue measure on H as the reference probability n.
(ii) T he loglikelihood function log g(y, h) is continuous on H taking its maximum value at a finite number of interior points, h* 1 , . . . , h* r say. Moreover the Hessian matrix
is positive definite at each h* i (i=1, . . . , r). (iii) For some sÁ1 and for all kÁ1,
where d(P) is the Dobrushin ergodicity coeYcient of a Markov transition kernel P.
(iv) T here exists eµ(0, 1) such that the sequence (m k ) satisfies one of the following conditions, in which [x] denotes the integer part of x:
(a) m k ∏{log(k+2)}/{(1+e)sD(y)} and the mapping k 1/m k is convex;
of h k converge weakly to the probability measure p 2 defined by
Conditions (i) and (ii) are standard smoothness assumptions fulfilled by most incomplete data models. A standard choice for (m k ) fulfilling condition (iv) is to take a logarithmic sequence m k =C 1 log(k+C 2 ) with positive C j 's. Here, the exact values of the C j 's are only of theoretical importance and in practice any non-extreme values lead to similar performance; see the examples in § 5.
Condition (iii) is the only one that it is not trivial to check. However, note that H is compact and consider a Gaussian kernel as proposal Q k (h, dh∞) defined by h∞=h+e, with some independent zero-mean Gaussian random vector e having a fixed variancecovariance matrix. Then, if we incorporate some reflection at the boundary of the domain H, see Haario & Sacksman (1991) for details, condition (iii) is satisfied. More precisely,
We iterate this reflection process until h◊ i belongs to [a i , b i ]. Finally note that the probability measure p 2 puts more weight on those global modes with smaller values of det J(h* j ) which can be thought as a local Fisher information. As a result the algorithm reaches these modes more frequently.
R  G    
Regard the reference probability n(dh) as a prior on h, and consider the sampling scheme made by iterations of the following two steps: (a) impute the missing data Z from h(z | y; h); (b) sample h from the conditional distribution p(h | y, Z). This represents Gibbs sampling of the joint distribution of Z and h given y.
Now consider whether or not we could turn this sampling algorithm into a maximisation algorithm. A naive method would be to apply the idea of simulated annealing directly, that is to sample from the tempered conditional distributions proportional to h(z | y; h)m and p(h | y, Z)m respectively in the above two steps. However, this will lead to maximising over h and Z jointly, which is inferentially wrong, so the question is whether or not there exists a data-augmented simulated annealing algorithm that maximises only over h.
The Z turns out to be simple in our context. Instead of imputing one copy of Z from the tempered conditional, we do multiple imputation Z B 1 , . . . , Z B m from the untempered conditional h(z | y; h). Then we do posterior sampling of h from
where D is a normalisation constant. We can prove, along the same lines as Lemma 1, that the target distribution of this new Markovian dynamics is proportional to g(y, h)mn(dh), the tempered version of the final target g(y, h); note that the index k has been dropped in this discussion. Moreover, the theory developed in this paper can be adapted to prove the weak convergence of this algorithm to the set of global maxima of g(y, h).
It appears then that the Metropolis transition employed in the  algorithm is not fundamental: any Markovian transition, such as the above-mentioned Gibbsian transition, would achieve the same maximisation provided that its target distribution is the tempered likelihood p(dh).
Lastly, we compare our algorithm with the data augmentation scheme of Tanner & Wong (1987) . Both algorithms rely on the multiple imputation principle. An apparent difference is that we are maximising, whereas Tanner & Wong are interested in posterior sampling. However, there is a major difference in the use of the imputed data: in the posterior sampling step from data augmentation, one fits each copy of complete data (y, Z j ) individually and then combines them by a mixture. Here, we fit the m copies together and use them in the Metropolis or Gibbsian transition.
E
Example 1: An example involving multiple local maxima. This example involves a rather simple model taken from Arslan et al. (1993) in which the likelihood has several wellknown local maxima.
The observed data are y=(−20, 1, 2, 3), assumed to follow a Student's t-distribution with 0·05 degrees of freedom and unknown location parameter h. The loglikelihood is given by
which does not admit a closed-form solution for the maximum likelihood estimate of h. In the complete data x=(y, z), the missing variables z=(z 1 , . . . , z 4 ) are defined so that
. . , 4 and Z i~G a(0·025, 0·025), where Ga(a, b) denotes the Gamma distribution with mean a/b. The complete loglikelihood can be written as
It is not difficult to show that the conditional distribution of Z i given y i is
The loglikelihood function is plotted in Fig. 1 and has four local maxima h @ located at
It is easy to show also that the mapping induced by the  algorithm is defined by
where w i (h)=1·05{0·05+(y i −h)2}−1. In our experiment, we chose five starting values (−30, −18, 1·5, 2·5, 30) . For these values the fixed points of the mapping (5·2) are (−19·993, −19·993, 1·997, 1·997, 1·086) , respectively.
We fixed the number of iterations of  equal to 3000, and used  in a kind of deterministic fashion, in that for each of the five runs the procedure employs the same pseudo-random numbers. The proposal density for h∞ at iteration k was that of a N(h k−1 , 4) distribution and the temperature schedule was the logarithmic rule m k =log(k+2)/3. Figure 2 shows one run of the  algorithm. In particular, we note that the algorithm can escape from local maxima. However, our experience with the algorithm suggests that the choice of the variance in the proposal density requires some care. Choosing small values of the variance, e.g. less than or equal to 1, leads to a slow convergence. fixed effect is u=(u ij ). Conditionally on these effects, the response variables Y =(Y ij ) are independent Bernoulli variables with parameters p ij fulfilling the linear logistic model
. . , n; j=1, . . . , q).
Let h=(b, s2) be the parameters. The missing data are the unobserved random effects Z. For the complete data x=(y, z), the likelihood is
Here j 0,s2 is the N(0, s2) density function. Thus the observed likelihood function is given by a product of q integrals.
which could be computed by numerical integration in this simple case, although it is far from easy to control the numerical error when q is not too small. Since this computation becomes infeasible for a more complex random effect Z, such as Z ij =U i +V j , it is worth applying  family of algorithms to find the maximum likelihood estimates.
McCulloch (1997) solves this problem by using the  algorithm. It turns out that the conditional density h(z | y, h) is as complex as the observed likelihood g, and is hence also unavailable. Then, at stage k, in place of the m k independently and identically distributed samples Z B k,1 , . . . , Z B k,m k , McCulloch (1997) introduces a Markov chain sampler of length m k to evaluate the Monte Carlo mean (2·1). This model is also considered by Booth & Hobert (1999) and Levine & Casella (2000) , where some more efficient versions of the  algorithm are proposed.
Here, we follow McCulloch (1997) for this Monte Carlo step, in using a Metropolis sampler to generate a Markov sample Z B k,1 , . . . , Z B k,m k whose invariant distribution is the conditional distribution h(z | y, h k−1 ). This sample is then used to evaluate the Monte Carlo mean (3·1); see § 4.1 of McCulloch (1997) for more details.
We use the same setting as in the cited references for the simulation experiment, namely b=5, s2=1 2 , n=15, q=10 and u ij =i/15. Indeed, we use the data y listed in Table 2 of Booth & Hobert (1999) to facilitate comparison, since data are not provided in McCulloch (1997) . For these data, the maximum likelihood estimate is found to be (b @ , s @ 2)=(6·132, 1·766) by numerical integration.
We have chosen the parameters of the  algorithm in a way close to that of Booth & Hobert (1999) in their  experiment. The starting point is h 0 =(2, 1). The temperature schedule is a simple-minded logarithmic rule m k =100×log(k+e−1), for kÁ1; this schedule starts with m 1 =100, as in Booth & Hobert (1999) , and belongs to the family for which convergence is guaranteed by Theorem 1. At each stage k, the proposal h∞=(b∞, s2∞) is defined as
) and the e i are independently and identically distributed N(0, 1 10 ). Note that the complexity of both the  algorithm and the  algorithm is proportional not to the total number K of iterations but to the total number of Monte Carlo replications C=m 1 + . . . +m K . Our purpose is to sketch the behaviour of the  algorithm in this important situation rather than to provide an extensive simulation experiment. We generated 20 independent runs of the  algorithm. For each run we set K= 10 000. This large value is counterbalanced by the slowly increasing rate of the Monte Carlo replication number m k , which varies from m 1 =100 to m K =921; for the  application in Booth & Hobert (1999) , K=41 is quite small, while m k is a step function increasing from 100 to 17 536. Figure 3 displays one such run, the others being very similar. Here we concentrate the discussion on the parameter estimates as the likelihood g is not known explicitly, and from Booth & Hobert (1999) we know the exact maximum likeli-652 C G  J-F Y hood estimates. As we can see, the  sequence (h k ) approaches the maximum likelihood estimates effectively, although residual fluctuations are present for large k. We believe that, in the current context, this is caused by the Monte Carlo sampling error from the Markov chain sampler used to evaluate the Monte Carlo mean (3·1) as m k remains relatively small. A simple way of getting rid of these fluctuations is to consider the averaged sequence
which is also displayed. Note that this average sequence can be computed recursively. It is this sequence that should be used in practice. Another way of dealing with these fluctuations is to use Markov chain Monte Carlo error assessing techniques to build confidence intervals from the original sequence (h k ). A We thank the editor, the associate editor and the referees for their comments. In particular we are indebted to a referee for his valuable suggestions about the link between the  algorithm and the posterior sampling by data augmentation which has led to the extensions of § 4. After closing the revision process, Christian Robert pointed out to us T he EM algorithm that the Gibbsian transition suggested in § 4 is related to the  algorithm proposed in Doucet et al. (2002) .
A
Proof of T heorem 1 Our main reference in proving the convergence of the  algorithm is the work of Haario & Sacksman (1991) . However, the  chain (h k ) differs from standard simulated annealing algorithms such as those considered by Haario & Sacksman in that the objective function, namely the observed likelihood function g(y, h), is not explicitly known. For this reason the results of Haario & Sacksman cannot be applied directly to our algorithm. However, their approach is general and our proof is a careful adaptation of it. The necessary modifications are the estimates (A·2) and (A·3) below. The final result then follows.
In the first stage of our proof we study the sequence of invariant probability measures (p k )2 k=1 . We recall the definition (3·5) and without loss of generality we assume that g(y, h)>0 for all hµH. Then we can identify p k as a Boltzmann distribution,
with energy function H(y, h)=−log g(y, h). Let L H (z) be the steepness indicator of the energy function H (Haario & Sacksman, 1991). Then we have the following estimate by applying Theorem 3.2 of Haario & Sacksman:
Next we obtain estimates of the ergodicity coefficient of P k . Let d(P) be the Dobrushin ergodicity coefficient of a transition kernel P(h, dh∞). Set Let D(y)=−log b(y) and, for 1∏n∏k, let P(n,k)=P n+1 . . . P k and Q(n,k)=Q n+1 . . . Q k . It is easy to obtain the following lower bound on the acceptance probabilities: a k (h, h∞)Áe−D(y)m k . Then, following the proof of Lemma 4.1 of Haario & Sacksman (1991) , we obtain the following important inequality which shows how the kernel P(n,k) inherits contraction from Q(n,k): for all n, k (1∏n∏k) we have 
Finally we can complete the proof of Theorem 1 by an application of Theorem 5.7 of Haario & Sacksman (1991) by taking into account the facts that here the cooling schedule is T k =1/m k and the smoothness conditions assumed on the target function g(y, h) imply that, in any sufficiently small neighbourhood of a maximum point h* i , the following quadratic expansion holds:
−{log g(y, h)−log g(y, h* i )}=(h−h* i )TJ(h* i )(h−h* i )+o(dh−h* i d2). 
