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In this paper we consider an extension of the classical facility location problem where
besides n weighted customers, a set of p collection depots are also given. In this setting
the service of a customer consists of the travel of a server to the customer and return
back to the center via a collection depot. We have analyzed the problem and showed that
the collection depots problem using the Euclidean metric can be transformed to O (p2n2)
number of different classical facility location problems and this bound is tight. We then
show the existence of small coresets for these problems. These coresets are then used to
provide (1+ )-factor approximation algorithms which have linear running times for ﬁxed
customer weights and .
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Given is a weighted set of customers or demand points C = {c1, c2, . . . , cn}. The weight wi of each customer is assumed
positive and constant. Also given is a set of collection depots D = {d1,d2, . . . ,dp}. A facility serving a customer dispatches a
vehicle that visits the customer and returns to the facility through the collection depot which provides the shortest route.
The goal is to minimize the travelled weighted Euclidean distance. The objective function to be minimized depends on the
application. One of the widely used objective functions is to locate the facility at the point that minimizes the maximum of
the weighted distances of the round trip to all the customers. That is, the goal is to minimize F (s), where
F (s) = max
i=1,...,n
wi ·
{
dist(s, ci) + min
j=1,...,p
{
dist(ci,d j) + dist(d j, s)
}}
(1)
Here dist(a,b) indicates the Euclidean distance between the points a and b. This problem is known as the 1-center or
MinMax collection depots problem. In this paper we will always assume that the distance metric is Euclidean.
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G(s) =
n∑
i=1
wi ·
{
dist(s, ci) + min
j=1,...,p
{
dist(ci,d j) + dist(d j, s)
}}
(2)
This problem is known as the 1-median or the MinSum collection depots problem.
We see that the depot associated with a customer varies as the service center is moved. Let Is denote the assignment
vector of length n where Is[i] indicates the depot assigned to customer ci when the service facility is at s. In this case F (s)
and G(s) can be rewritten as
F (s) = max
i=1,...,n
wi ·
{
dist(s, ci) +
{
dist
(
ci, Is[i]
)+ dist(Is[i], s)}} (3)
G(s) =
n∑
i=1
wi ·
{
dist(s, ci) +
{
dist
(
ci, Is[i]
)+ dist(Is[i], s)}} (4)
Note that the assignment vector is the same for a particular s for both the objective functions F (s) and G(s).
The MinMax and MinSum collection depots problems are essentially generalized versions of the classical MinMax and
MinSum facility location problems respectively (consider the case where every client also coincides with a collection de-
pot). Different variations of this problem can be deﬁned, depending on the distance metric used. Several applications are
described in [6,11], such as septic tank cleaning, garbage collection, and tree pruning services. In each of these applications,
it may be desirable to minimize the total operation cost, in which case the MinSum objective should be used; alternatively,
the aim may be to minimize the largest service time, in which case the MinMax objective is appropriate.
The collection depots problem was ﬁrst introduced by Drezner and Wesolowsky [11]. They investigated the MinSum
version of the problem, and presented properties of its solutions and an iterative procedure that converges to local minima.
The MinSum problem with both Euclidean and rectilinear distances on the plane as well as on a line were also examined.
Properties of solutions to MinMax and MinSum versions of the collection depots location problem on networks were
investigated by Berman et al. [6].
Tamir and Halman [25] extensively studied various versions of the MinMax version of the problem, with the additional
assumption that the choice of depots available to each customer is restricted to a subset of D . We will refer to this as the
restricted collection depots problem. They investigated two variants of one-way versions, in which one of the round trip’s legs
involving the service center is omitted. They also examined path and tree network versions of the problem. Further results
on tree networks have been reported in [5].
Heuristic techniques for solving the MinSum version of the problem with multiple facilities on a network and properties
of the solutions are presented in [7].
It is natural to ask how many different values for the depot assignment vector Is exist for any placement of the facility
in the plane. An obvious upper bound is O (pn), but tighter bounds should exist. Drezner and Wesolowsky [11] left this
question open. In this paper (Section 2.3) we show that the bound is O (p2n2) when the distance metric is Euclidean, and
it is tight in the worst case. In addition, the depots assignment vectors can be generated in O (p2n2 log∗(pn)) time. Thus
the collection depots problem can be transformed to O (p2n2) classical MinMax and MinSum facility location problems.
Tamir and Halman [25] gave an O (p2n2 log3(pn)) algorithm for the MinMax collection depots problem using the parametric
search technique [20] (in Section 3, we describe the algorithm of Tamir and Halman in this new setting). Classical MinSum
has been shown to be not exactly solvable using compass and rulers [4], though many practical numerical methods exist. In
Section 4, we show how, for the ﬁrst time, the MinSum collection depots problem can be solved using the classical MinSum
algorithm as a subroutine. In Section 5, we show the existence of small coresets for both MinMax and MinSum single
facility collection depots problems. A coreset is a subset of input such that we can get a good approximation to the original
problem by solving the optimization problem directly on the coreset. The concept of coresets was introduced by Agarwal et
alet al. [2], and a survey of the subject can be found in [3]. The small size coreset is computed by ﬁrst computing constant
factor approximation solutions to the MinMax and MinSum problems. We then describe our (1 + )-factor approximation
algorithms for both MinMax and MinSum problems. These algorithms have linear running times for ﬁxed customer weights
and constant  . In Section 6, we consider location problems involving local barriers [19] and an extension to this problem
involving a set of rooms with walls and doors. These problems are examples of the customer one-way model described by
Tamir and Halman [25], and in this paper we show how Voronoi diagrams can be used to solve these problems as well.
2. General properties
In this section some elegant properties of the collection depots problem are described. A customer c and depots d1 and
d2 partition the plane into two regions R1 and R2 in such a way that for any point q in R1, the round trip from q to c
through d1 is smaller than the round trip from q to c through d2, and similarly for any point q in R2, the round trip from
q to c through d2 is smaller than the round trip from q to c through d1.
Deﬁnition. The round trip distance for an ordered set of points (a1, . . . ,ak) is
dist(a1,a2) + dist(a2,a3) + · · · + dist(ak,a1)
and is denoted rtd(a1, . . . ,ak).
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Let the curve that partitions the plane into R1 and R2 be denoted by η. Note that any point q on η must satisfy
rtd(q, c,d1) = rtd(q, c,d2) (5)
which simpliﬁes to
dist(c,d1) + dist(d1,q) = dist(c,d2) + dist(d2,q) (6)
Lemma 2.1. The partitioning curve η will lie on a (possibly degenerate) hyperbola, and if the hyperbola consists of two separate arms,
one arm will contain the customer and the other will contain η.
Proof. Eq. (6) can be rewritten as
dist(d2,q) − dist(d1,q) = dist(c,d1) − dist(c,d2) (7)
Any point q ∈ η that satisﬁes (7) must also satisfy∣∣dist(d2,q) − dist(d1,q)∣∣= ∣∣dist(c,d1) − dist(c,d2)∣∣ (8)
Since the right-hand side of (8) is a constant, it is the equation of a hyperbola with foci at d1 and d2.
If c is equidistant to d1 and d2, then the right-hand side of (8) is zero, the hyperbola does not have two separate arms,
and we’re done. Otherwise, setting q to c will satisfy (8), so c must lie on some arm. Without loss of generality, assume
dist(c,d1) > dist(c,d2). Then both sides of (7) are positive, and any point q ∈ η must be closer to d1 than d2. Since c is
farther from d1 than d2, q = c; thus η cannot lie on the same arm as c. 
Fig. 1 shows an example of a partitioning curve for two depots. Depots are displayed as triangles, and customers are
displayed as squares.
Lemma 2.2. Region R1 will be empty iff d2 lies on the line segment between c and d1 .
Proof. Let L be the described line segment. If d2 lies on L, then assume some q ∈ R1 exists. The smallest round trip between
c, d1, and q must be strictly less than the smallest round trip between c, d2, and q. But d2 lies on L, so any smallest round
trip involving d1 must also be a round trip involving d2, a contradiction. Thus no q exists, and R1 is empty.
If R1 is empty, then assume d2 does not lie on L. Consider q at d1. The shortest round trip between c and q has length
2|L|, and by the triangle inequality, any round trip between c, q, and d2 must have length greater than 2|L|; thus R1 must
contain q, a contradiction. 
Lemma 2.3. If d2 lies on the line segment between c and d1 , and c,d1 and d2 are distinct, then η is the ray at d1 pointing away from c.
Proof. It is easy to show that by the triangle inequality, any point q satisfying (6) must lie on the line containing the depots
and customer. It is also easy to show that only those points on the speciﬁed ray satisfy the lemma. Note that the ray is still
the arm of a degenerate hyperbola, albeit a degenerate one. 
Eq. (6) can be rewritten as
dist(d1,q) + dist(c,d1) = dist(d2,q) + dist(c,d2) (9)
If we let α1 = dist(c,d1) and α2 = dist(c,d2), then (9) becomes
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Since α1 and α2 are both nonnegative, (10) satisﬁes the equation of edges for the additively weighted Voronoi diagram with
sites at the depot locations {d1, . . . ,dp}, and additive weights equal to the distance of each site from the customer c. We
denote such a Voronoi diagram for a customer c and depots D as Vc,D , or as VD when c is clear from the context.
Deﬁnition. The Voronoi region for a depot d is the set of all points in the R2 plane that are at least as close to d as any other
site, according to the round trip distance involving the point, the customer, and the depot. We denote this region as U (d).
Formally,
U (d) = {q ∈R2 ∣∣ ∀d′ ∈ D rtd(q, c,d) rtd(q, c,d′)}
Lemma 2.4. Each U (d) is unbounded.
Proof. Consider the ray from d along cd. Clearly every point q on this ray belongs to U (d), since the line segment from c
to q contains d, and is thus a minimal round trip for a service center located at q. U (d) therefore contains this unbounded
ray. 
With general additively weighted Voronoi diagrams, it is possible for some regions to be empty. For example, if the sites
consist of two distinct points, a and b, and the weights are wa = 0, wb = dist(a,b) +  for some  > 0, then any point q
which is within U (b) must satisfy
dist(q,b) + dist(a,b) +   dist(q,a)
which violates the triangle inequality. We say that b is trivial [18].
Lemma 2.5. In the collection depots location problem, no depots are trivial.
Proof. This is easy to see; consider when the service facility is located at the depot. 
Deﬁnition. A region R is star-shaped if there exists a point f within R such that for every point q in R , the line segment
from f to q lies within R . We also say that R is star-shaped with respect to f .
Lemma 2.6. Each U (d) is star-shaped with respect to d.
Proof. U (d) is the intersection of some number of unbounded regions bounded by hyperbola arcs (see Fig. 1). Since d is
a focus of each of these hyperbolic arms, each unbounded region is star-shaped with respect to d; thus an intersection of
some number of them must be as well. 
We are now ready to establish a bound on the complexity of a Voronoi diagram for a customer.
Lemma 2.7. The complexity of V D is O (|D|).
Proof. Lemma 2.6 ensures that each region of VD is connected. The proof is thus essentially the same as that given for
unweighted Voronoi diagrams in Section 5.3.1 of [21]. 
2.1. Ellipse sets
In [25], Tamir and Halman investigated the role of a union of ellipses in the collection depots location problem. In this
section, we will further examine this geometric object, and will see how it provides an intuition in the next section for an
eﬃcient algorithm for constructing Voronoi diagrams for a customer.
Consider a single customer c and an upper bound r on the length of any round trip involving c, some depot, and a
service center. If a particular depot d j can participate in such a round trip, then from (1) we have
dist(s, c) + dist(c,d j) + dist(d j, s) r (11)
Note that the weighted travel distance is obtained when the round trip distance is multiplied by the weight of the cus-
tomer c. We wish to determine where a service center s can be located that doesn’t violate the bound on r. Note that for
ﬁxed c, d j , and r, dist(c,d j) is a constant, and (11) becomes
dist(s, c) + dist(d j, s) t (12)
where t is a constant.
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If t is less than the distance between the customer and depot, (12) has no solution. Otherwise, (12) is the equation of
an ellipse with foci at c and d j , with round trip distance r = t + dist(c,d j); we will denote this ellipse Ec,d j ,r , or when the
customer location and round trip distance are clear from the context, E j .
Each depot d j is associated with some ellipse E j , or cannot participate in any round trips; in this case, we assume
E j = ∅. The set of all possible service center locations for the customer c that allow a trip length not exceeding r is then
p⋃
j=1
Ec,d j ,r
This is a union of a number of ellipses, each with c as a focus. We will refer to this construct as an ellipse set for customer c
and round trip length r, and will denote it Sc,r (or Sr , if c is clear from the context).
Lemma 2.8. A bounding circle can be drawn around an ellipse set Sc,r such that every ellipse in the set touches the circle. The radius
of this circle is r/2.
Proof. Consider the ray R from c that contains a depot d j . If d j = c, then Ec,d j ,r is equal to the bounding circle. Otherwise,
the farthest point q ∈ R from c that can be part of a round trip with length not exceeding r is the point at distance r/2
from c. Every ellipse E j ∈ S will contain exactly one such point q j ; thus a circle with radius r/2 centered at c will touch
every ellipse. 
Note that the diameter of an ellipse set’s bounding circle is the upper bound on the round trip distance involving the
ellipse set’s customer. See Fig. 2 for an example of an ellipse set.
2.2. Computing Vc,D : The Circle Sweep algorithm
Circle Sweep is an algorithm for producing collection depots Voronoi diagrams, and it is motivated by the relationship
between the ellipse set for a customer and its Voronoi diagram.
The ﬁrst algorithm to generate additively weighted Voronoi diagrams in O (n logn) time was presented, though not well
developed, by Fortune [14]. While his algorithm is capable of generating Vc,D , we can take advantage of the restricted nature
of our additive weights to generate Vc,D in a more intuitive manner while achieving the same time and space complexity.
Deﬁnition. An interface point in the boundary of an ellipse set is a point located at the intersection of two of the boundary’s
elliptic arcs.
The following properties are easy to prove.
Lemma 2.9. The boundary of ellipse set Sc,r contains exactly those points q that satisfy
min
d∈D
rtd(c,d,q) = r
Lemma 2.10. Every point in the R2 plane is contained in the boundary of Sc,r , for exactly one r  0.
Voronoi edges contain exactly those points that belong to two or more Voronoi regions, which leads to the following
lemmas.
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Lemma 2.11. Every point in a Voronoi edge lies on an interface point of some ellipse set Sc,r .
Proof. By Lemma 2.9, all points with minimal round trip distance r will lie on the boundary of Sc,r . For a point q to be on a
Voronoi edge, there must be two or more depots admitting an optimal round trip distance r. Thus there must exist ellipses
E1 = Ec,d1,r and E2 = Ec,d2,r such that q lies on the boundaries of both E1 and E2, as well as being on the boundary of Sc,r :
q ∈ ∂E1 ∩ ∂E2 ∩ ∂ Sc,r
Clearly q can only exist where two ellipses intersect on the boundary of Sc,r . 
Lemma 2.12. The interface points of ellipse set Sc,r will trace out the collection depots Voronoi diagram, as r ranges from 0 . . . + ∞.
Proof. Follows from Lemma 2.11. 
Fig. 3 shows a Voronoi diagram overlaid with ellipse set boundaries for several values of r.
The Circle Sweep algorithm uses the space sweep technique [15] to generate the vertices and edges of the Voronoi
diagram. Instead of using a sweep line or plane, Circle Sweep uses a sweep circle, which represents the radius of an
ellipse set’s bounding circle. As the radius of the sweep circle increases, the algorithm keeps track of the hyperbolic arcs
representing the paths of individual interface points which form the Voronoi edges, and generates Voronoi vertices when
two such arcs intersect.
The algorithm uses the standard data structures for a space sweep, an event queue and frontier. The event queue Q
maintains a list of events, sorted in nondecreasing order according to the radius that the sweep circle will have when the
event is to be processed. The frontier F maintains a list of edges, which are portions of the curve partitioning the plane
between two depots. An edge separating depot da from db is denoted Ha,b .
The Circle Sweep algorithm, which is reminiscent of Guibas and Stolﬁ’s presentation of Fortune’s algorithm for ordinary
Voronoi diagrams [15], manipulates three types of event. Each event is a tuple, and the ﬁrst element of the tuple is the
sweep circle radius value the event is sorted by.
• SITE (radius r, depot d). At the start of the algorithm, the queue is populated with a SITE event for each depot, where
r is the distance of the depot from the customer. When a SITE event is processed, the existing depot de of the region
which contains d is determined, and the partitioning curve of these two depots is constructed and split into two edges
bounding the new region for d. These edges are added to the frontier, and INTERSECT and WRAP events are predicted
for each.
• INTERSECT (radius r, point p, right edge Ha,b , left edge Hb,c). Whenever the frontier is modiﬁed, either by inserting,
deleting, or changing the relative positions of edges, an INTERSECT event is predicted for edges that have become
neighbors. When an INTERSECT event is processed, the two edges involved are examined to see if they are still neigh-
bors. It is possible that the frontier has been modiﬁed since the prediction was made to the extent that the edges are
no longer neighbors; if so, the event is treated as a ‘false alarm’. Otherwise, two edges meet at a Voronoi vertex and
are replaced by a third edge.
• WRAP (radius r, edge H). The frontier maintains a linear list of edges sorted by polar angle, yet the sweep circle
represents a closed curve. WRAP events are predicted and processed to move edges whose leading points have crossed
from one side of the ±π ray to the other.
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When the event queue is empty, any edges remaining in the frontier will never intersect, and thus are unbounded
Voronoi edges. For each of these edges, a point on the hyperbolic arm representing a point at inﬁnity is stored as the ﬁnal
vertex, and the edge is added to the diagram.
Lemma 2.13. The Circle Sweep algorithm constructs Vc in O (p log p) time and O (p) space.
Proof. Omitted. 
2.3. Feasible assignments
Our approach to solving the collection depots location problem relies on enumerating the possible assignments of depots
to customers that can exist for any choice of service center.
Theorem 2.14. At most O (p2n2) different feasible assignments of depots are possible for any choice of a service center in the Euclidean
metric.
Proof. Since Vc,D for each customer has O (p) complexity, and any edge in one such diagram can intersect every edge in
every other diagram at most four times, there are at most O ((pn)2) regions in the merged diagrams. For any point in a
particular region, the depots assignments for the customers of C remains the same. 
Lemma 2.15. All different feasible assignments of depots can be computed in O (p2n2 log∗ pn) time.
Proof. By Lemma 2.13, each Vc,D can be constructed in O (p log p) time. Using the results in [12] one can see that the
complexity of the zone of a hyperbolic arc δ in an arrangement of pn hyperbolic arcs, each pair of which intersects in at
most four points, is λ6(pn). Here the function λ6(pn) is deﬁned as the maximum length of a Davenport–Schinzel sequence
of order six on pn symbols, and it is almost linear in pn. As a matter of fact, λs+2(pn) ∈ O (pn log∗ pn) for any constant
s [12]. Therefore, the n Voronoi diagrams Vc,D can be incrementally merged in O (p2n2 log
∗ pn) time. 
It is possible to construct an example to show that the above bound is tight. First, we start with a vertical line of depots.
A single customer c to the right of the lowest depot produces Vc,D of Fig. 4.
Adding a second customer to the right of the highest depot produces Fig. 5. The idea can be extended by adding addi-
tional customers to the right of the existing customers (Fig. 6). In this way, we can generate an example whose number of
feasible assignments of depots is Θ(p2n2).
3. MinMax problem
Tamir and Halman [25] presented an O (p2n2 log3(pn)) algorithm for the MinMax restricted collection depots problem.
The algorithm is based on the parametric approach of Megiddo [20] which requires an eﬃcient parallel implementation for
the following decision problem (called covering problem): Determine whether there exists a facility location such that the
maximum round trip cost of the customers of C is at most r.
Deﬁnition. The weighted round-trip distance r for a customer c is r/wc , and is denoted rc .
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Fig. 6. Worst case situation.
Recall that Ec,d j ,rc is the ellipse consisting of those service center locations that can participate with customer c and
depot d j in a round trip of length not exceeding rc . The union of the p depots gives us the ellipse set Sc,rc . For the covering
problem, we ask the question: Is
⋂
c∈C Sc,rc empty? It was argued in [25] that the boundary of Sc,rc can have O (p2α(p))
vertices and elliptical arcs where α(p) is the functional inverse of the Ackermann’s function. We can, in fact, show that its
complexity is O (p).
Theorem 3.1. The complexity of an ellipse set of p depots is O (p).
Proof. By Lemma 2.7, Vc,D has O (p) edges. If we start the Circle Sweep algorithm, and interrupt it when the sweep circle
has radius r/2, the frontier F will contain a list of edges from which the set of ellipse segments comprising Sc,r can be
easily extracted. Since Vc,D has O (p) edges, F has O (p) edges; thus there are O (p) segments in Sc,r . 
Theorem 3.2. An ellipse set of p depots can be constructed in O (p log p) time.
Proof. By Lemma 2.13, the frontier F of the proof of Lemma 3.1 can be constructed in O (p log p) time. Extracting the ellipse
segments by iterating through F can be done in O (p log p) time as well. 
Whether
⋂
c∈C Sc,rc is nonempty can be tested in O (p2n2 log(pn)) time using the standard plane-sweep algorithm. The
optimal value of the MinMax collection depots problem is the smallest r of the covering problem for which
⋂
c∈C Sc,rc is
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nonempty. For this the parametric approach of Megiddo [20] is applied with the parallel implementation of the algorithm
described in Agarwal et al. [1] (see also Sharir and Agarwal [23]) is used to test whether
⋂
c∈C Sc,rc is nonempty.
Theorem 3.3. (See [25].) The optimal solution to the MinMax collection depots problem can be computed in O (p2n2 log3(pn)) time.
It is an open problem of whether an intersection of n ellipse sets of p depots can have a complexity of Θ(p2n2). Tamir
and Halman [24] have achieved this complexity for the restricted collection depots problem. Their technique does not extend
to the unrestricted version of the problem, and we conjecture that this complexity is not possible for the unrestricted case.
An interesting question to ask is how many customers are required to determine the optimal location to the MinMax
depots problem, for a given set of customers and depots (in the classical planar MinMax problem, this number is at most
3). Let γC,D represent this number. We conjecture that γC,D is bounded by some small integer.
It is easy to construct examples where γC,D = 4. Fig. 7 is an example where γC,D = 5. The customers are labelled a . . . e,
and the optimal service center location is labelled s∗ . There exist nonempty regions of intersection between every four of
the ﬁve customers’ ellipse sets; these are labelled −q, where q is the excluded customer. If customer cq is removed from C ,
s∗ will move to the interior of −q, and the value of Eq. (1) will decrease.
4. MinSum problem
It was observed in [11] that Eq. (4) can be rewritten as follows:
G(s) =
n∑
i=1
wi · dist(s, ci) +
n∑
i=1
wi · dist
(
ci, Is[i]
)+
n∑
i=1
wi · dist
(
Is[i], s
)= G1(s) + G2(s) + G3(s)
For a given assignment vector Is , G2(s) is constant, so minimizing G(s) is the same as minimizing G1(s) + G3(s) which is
the classical MinSum problem of 2n points (note that a depot may appear more than once in the list). By Lemma 2.15, all
feasible vectors Is can be determined in O (p2n2 log
∗(pn)) time; therefore
Theorem 4.1. The MinSum collection depots problem can be solved in O (p2n2(T (n)+ log∗(pn))) time, where T(n) is the time it takes
to solve the classical MinSum problem of O (n) points.
As observed by [4], an exact solution to the classical MinSum problem in the Euclidean plane is not possible. However, it
is straightforward to calculate an approximation to this problem using an iterative approach in which each step produces a
more accurate approximation. One common approach of this type, called Weiszfeld’s algorithm [26], is a form of iteratively
re-weighted least squares. Other algorithms are mentioned in [9,27].
Bose et al. [8] have proposed deterministic O (n logn) time and randomized O (n) time (1+ )-approximation algorithms
for the classical MinSum problem where the customer weights and  are constants. Har-Peled and Mazumdar [17] proposed
a randomized linear time algorithm to compute a coreset of the input customer set such that the solution using the coreset
realizes a (1+ )-approximation solution to the original problem. The size of the coreset constructed in [17] is a function of
 and the weights associated with the customers. Note that when the customers are unweighted, it is assumed that wi = 1
for all 1 i  n. A further improvement to the coreset construction was proposed in [16]. Thus for ﬁxed customer weights
412 R. Benkoczi et al. / Computational Geometry 42 (2009) 403–418and  , we can compute a (1+ )-approximate solution to the MinSum collection depots problem in O (p2n3) expected time
or in O (p2n3 logn) worst case time.
In the next section we will show how we can compute a (1 + )-approximate solution in linear time for ﬁxed  and
ﬁxed customer weights.
5. Approximation algorithms
The exact algorithms proposed for the MinMax and MinSum problems are expensive for large p and n. We ﬁrst present
here simple constant factor approximation algorithms for both the MinMax and MinSum collection depots problems, and
then employ these solutions to compute a small size -coreset for the MinMax and MinSum collection depots problem.
5.1. The MinSum depots problem
Deﬁnition. The centroid of a set of n points pi ∈R2 with weights wi is
Σni=1(wi · pi)
Σni=1wi
Lemma 5.1. Using the centroid of the customers as the service center location is a 3-approximation to the MinSum depots problem.
Proof. Let t∗ be the optimal MinSum service center location, and t˜ the centroid of the customers. As shown in [22], the
centroid is a 2-approximation solution for the classical MinSum problem. Therefore
n∑
i=1
(
wi · rtd
(
t˜, ci, It˜[i]
))

n∑
i=1
(
wi · rtd
(
t˜, ci, It∗ [i]
))

n∑
i=1
(
wi · rtd
(
ci, t˜, ci, It∗ [i], t∗
))
=
n∑
i=1
(
wi · rtd(ci, t˜)
)+ G(t∗) 3 · G(t∗) 
We now use this 3-approximate solution to the MinSum depots problem to develop a (1+ )-approximation solution to
the MinSum depots problem, based on the concept of coresets. A coreset of an optimization problem is a small represen-
tative set of input, such that one can get a good approximation to the original input by solving the optimization problem
directly on the coreset. To do so, we will use the same construction as that employed by Har-Peled and Mazumdar [17].
Let W =∑ni=1 wi , W˜ = W /wmin, and R∗ = G(t∗)W . Let R˜ = G(t˜)3W , where t˜ is the centroid of the customer set. Observe
that R˜ is a lower bound of R∗ . Note that since the weighted round trip cost between t˜ and any one customer cannot
exceed 3R˜W , no customer can be farther than 32 R˜ W˜ from t˜ . Similar reasoning shows that with the service center at t
∗ , the
distance between a customer and its depot in a shortest round trip cannot exceed 32 R˜ W˜ ; thus we ignore any depot farther
than 3R˜ W˜ from t˜ . Clearly such depots can be identiﬁed and removed in linear time. We now construct an exponential grid
around t˜ similar to the one used in [17].
Let Q j be the axis-parallel square with side length R˜ · 2 j centered at t˜ , with j = 0,1, . . . ,M where M = log6W˜ . Let
V0 = Q 0, and V j = Q j \ Q j−1. We partition V j into a grid with side length r j =  R˜2 j2β for some β to be determined later.
For each grid cell in V j we determine the customers inside the cell. We select an arbitrary point inside the cell as the
representative customer for all customers within the cell, and assign it a weight equal to the sum of the weights of the
customers within the cell. We denote the representative customer for any customer c by c′ . We also select an arbitrary point
inside each cell as the representative depot d′ for all depots d within the cell. Let C ′ and D ′ denote the mapped locations
of the customers C and depots D respectively.
Since each grid cell in V j has sides of length
 R˜2 j
2β , its diagonal distance is bounded above by
 R˜2 j
β
. Hence, for a point q
in a grid cell of V j (in which dist(q, t˜) R˜2 j−2), where j  1,
dist(q,q′)  R˜2
j
β
= 4 R˜2
j−2
β
 4
β
dist(q, t˜)
Lemma 5.2. |C ′| + |D ′| = O ( log W˜
2
).
Proof. Let |V j| be the number of grid cells in V j . Then
|V j|
⌈
R˜2 j
r
⌉2
∈ O
(
1
2
)
j
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log W˜
2
). 
Note that C ′ and D ′ can be computed in linear time once t˜ is known.
Lemma 5.3. The coresets C ′ and D ′ constitute an -coreset for C and D.
Proof. Let q be an arbitrary point in the plane. The error incurred for using C ′ and D ′ instead of C and D when the service
center is located at q is
E 
n∑
i=1
(
wi ·
∣∣rtd(q, c′i, I ′t˜[i]
)− rtd(q, ci, It˜[i])∣∣)
where I ′
t˜
[i] is the representative depot corresponding to It˜[i]. By the triangle inequality,
rtd
(
q, ci, It˜[i]
)= dist(q, ci) + dist(ci, It˜[i])+ dist(It˜[i],q)
 dist(q, c′i) − dist(ci, c′i)
+ dist(c′i, I ′t˜[i]
)− dist(ci, c′i) − dist(It˜[i], I ′t˜[i]
)
+ dist(I ′
t˜
[i],q)− dist(It˜[i], I ′t˜[i]
)
= rtd(q, c′i, I ′t˜[i]
)− 2dist(ci, c′i) − 2dist(It˜[i], I ′t˜[i]
)
and by symmetry we can show
rtd
(
q, c′i, I
′
t˜
[i]) rtd(q, ci, It˜[i])− 2dist(ci, c′i) − 2dist(It˜[i], I ′t˜[i]
)
Thus we have
E  2
n∑
i=1
wi
(
dist(ci, c
′
i) + dist
(
It˜[i], I ′t˜[i]
))
We can write
n∑
i=1
wi dist(ci, c
′
i) =
∑
∀ci∈Q 0
wi dist(ci, c
′
i) +
∑
∀ci /∈Q 0
wi dist(ci, c
′
i) (13)
Clearly
∑
∀ci∈Q 0
wi dist(ci, c
′
i)
n∑
i=1
wi
 R˜20
β
 
β
R˜ · W
Since dist(ci, c′i)
4
β
dist(ci, t˜) for ci ∈ V j , j  1, we have
∑
∀ci /∈Q 0
wi dist(ci, c
′
i)
n∑
i=1
wi
4
β
dist(ci, t˜) = 4
β
n∑
i=1
wi dist(ci, t˜)
Eq. (13) becomes
n∑
i=1
wi dist(ci, c
′
i)

β
R˜ · W + 4
β
n∑
i=1
wi dist(ci, t˜)
Similarly, we can write
n∑
i=1
wi dist
(
It˜[i], I ′t˜[i]
)
 
β
R˜ · W + 4
β
n∑
i=1
wi dist
(
It˜[i], t˜
)
therefore
E  4
β
R˜ · W + 8
β
n∑
i=1
wi
(
dist(ci, t˜) + dist
(
It˜[i], t˜
))
 4
β
R˜ · W + 8
β
3 · R˜ · W
= 28
β
·  · R˜ · W
 28
β
·  · R∗ · W
Thus, for β  28, E   · G(t∗). 
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problem, and can be computed in linear time for ﬁxed   1 and constant customer weights.
Proof. Our -coresets C ′ , D ′ have k = O ( log W˜
2
) elements. By Lemma 5.3, these coresets can be generated in O (n+ p) time,
for which the optimal solution t¯∗ is a (1 + )-factor approximate solution for t∗ . By Lemma 2.15, these coresets yield at
most O (k4) feasible assignments of depots to customers, and these can be generated in O (k4 log∗ k) time. Each feasible
assignment represents a classical MinSum problem, for which a (1 + )-factor approximate solution, t¯ , can be produced in
O (k) expected time [16,17] or O (k logk) deterministic time [8]. Therefore
n∑
i=1
(
wi · rtd
(
t¯, ci, It¯[i]
))
 (1+ ) ·
n∑
i=1
(
wi · rtd
(
t¯∗, ci, It¯∗ [i]
))
 (1+ )2 ·
n∑
i=1
(
wi · rtd
(
t∗, ci, It∗ [i]
))
 (1+ 3) · G(t∗)
for   1. Thus a (1+ 3)-factor approximate solution can be determined in O (n + p) time. 
5.2. The MinMax depots problem
Lemma 5.5. Using the largest-weighted customer as the service center location is a 2-approximation to the MinMax depots problem.
Proof. Let s∗ be the optimal MinMax service center location, and Cm the customer with the largest weight. Then
wi · rtd
(
Cm,Ci, ICm [i]
)
 wi · rtd
(
Cm,Ci, Is∗ [i]
)
 wi · rtd
(
s∗,Cm, s∗,Ci, Is∗ [i]
)
= wi · rtd(s∗,Cm) + wi · rtd
(
s∗, ci, Is∗ [i]
)
 2 · F (s∗) 
We can use this approximation to develop a (1 + )-factor approximation for the MinMax depots problem, just as we
did for the MinSum depots problem.
Let wmax = maxi=1,...,n wi , W˜ = wmax/wmin, and R∗ = F (s∗)wmax . Let R˜ = F (s˜)2wmax , where s˜ is the 2-approximation given above.
Observe that R˜ is a lower bound of R∗ . Note that no customers can be farther than R˜ W˜ from s˜, and that we can ignore
depots farther than 2R˜ W˜ from s˜. We now construct an exponential grid around s˜, just as we did in the previous section,
but with M = log4W˜ . Each grid section V j has side length r j =  R˜2 j2β for some β to be determined later. We construct C ′
and D ′ , sets of representative customers and depots.
The proof of the following lemma is analogous to that of Lemma 5.2.
Lemma 5.6. |C ′| + |D ′| = O ( log W˜
2
).
Lemma 5.7. The coresets C ′ and D ′ constitute an -coreset for C and D.
Proof. Let q be an arbitrary point in the plane. The error incurred for using C ′ and D ′ instead of C and D when the service
center is located at q is
E = max
i=1,...,n
(
wi ·
∣∣rtd(q, c′i, I ′s˜[i])− rtd(q, ci, I s˜[i])
∣∣)
where I ′s˜[i] is the representative depot corresponding to I s˜[i]. By following a procedure similar to that of Lemma 5.3, we
can ultimately show that E   · F (s∗) for a choice of β  20. 
Theorem 5.8. The -coresets C ′ and D ′ realize a (1 + )-approximate solution to the MinMax planar collection depots location
problem, and can be computed in linear time for ﬁxed  and constant customer weights.
Proof. Our -coresets C ′ , D ′ have k = O ( log W˜
2
) elements. By Lemma 5.7, these coresets can be generated in O (n+ p) time.
The optimal solution to the MinMax depots problem for these coreset customers and depots can be calculated in O (k4 log3 k)
time [25]. Thus a (1+ )-factor approximate solution can be determined in O (n + p) time. 
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We will show how the technique of merging Voronoi diagrams to generate a list of feasible depot assignments can be
applied to problems involving line barriers. These involve the customer one-way collection depots problems described by
Tamir and Halman [25].
6.1. The MinSum barrier problem
Klamroth [19] investigated the classical MinSum problem in the presence of a single line barrier, which can represent a
river, highway, or other border.
Let {c1, . . . , cn} represent existing facilities (which we will refer to as customers) in the R2 plane, each associated with
a positive weight wi . Without loss of generality, we assume the barrier is a horizontal line with a set D = {d1, . . . ,dp} of
points on the line representing passages across the barrier.
The objective function to be minimized is
G(s) =
n∑
i=1
wi · dist′(s, ci) (14)
where the distance function dist′(a,b) is deﬁned as the shortest path from a to b that doesn’t cross the barrier except
possibly at one of the passages. Finding s which minimizes (14) is the MinSum barrier problem.
Klamroth points out that the optimal s exists on one of the two sides of the barrier, so the solution to the problem can
be viewed as the best of the solutions of the subproblems to either side. To solve a subproblem, partition the customers
into two sets C1 and C2 according to which side of the barrier they lie on. Then the optimal s will be that which minimizes
one of
G(1)(s) =
∑
ci∈C1
wi · dist(s, ci) +
∑
ci∈C2
wi ·
{
min
j=1,...,p
{
dist(s,d j) + dist(d j, ci)
}}
(15)
G(2)(s) =
∑
ci∈C2
wi · dist(s, ci) +
∑
ci∈C1
wi ·
{
min
j=1,...,p
{
dist(s,d j) + dist(d j, ci)
}}
(16)
Once the assignments of passages to those customers lying on the opposite side of the barrier from s are made, the ﬁnal
distance terms in (15) and (16) become constants, and the problem reduces to the classical MinSum problem.
Klamroth presented an algorithm which reduces the MinSum barrier problem with p passages to O (
(n+p−1
p−1
)
) classi-
cal MinSum subproblems. This is an improvement over a simple enumeration of all possible selection of passages, which
produces O (p2n) subproblems, yet is still exponential in p.
To improve these results, we construct, for each customer c, a Voronoi diagram associating each point s in the halfplane
opposite the customer with the passage di which minimizes dist
′(c, s). We restrict the diagram to the halfplane on the
opposite side of the barrier from c, since these are the only points for which passage assignments are necessary.
The partitioning curve between regions for passages d1 and d2 are the points q which satisfy
dist(c,d1) + dist(d1,q) = dist(c,d2) + dist(d2,q)
which is identical to (6). Thus the Voronoi diagram we seek is exactly that portion of Vc,D which lies on the appropriate
side of the barrier.
A Voronoi diagram for p barriers will consist of p − 1 nonintersecting hyperbolic arcs, as Fig. 8 shows.
Theorem 6.1. The MinSum barrier problem with n customers and p passages can be solved in O (p2n2(T (n)+ log∗(pn))) time, where
T (n) is the time it takes to solve the classical MinSum problem of O (n) points.
Fig. 8. Voronoi diagram for customer, barrier problem.
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Proof. Since the Voronoi diagram for the barrier problem is a subset of Vc,D , we can directly apply Theorems 2.14 and 2.15
to show that at most O (p2n2) different feasible assignments of passages to customers are possible. Each such set of assign-
ments reduces the line barrier problem to the classical MinSum problem. 
The O (p2n2) bound on the number of feasible assignments in the proof of Theorem 6.1 is tight. Using an approach
similar to that employed in Section 2.3, we can construct the example of Fig. 9.
6.2. The MinMax barrier problem
If we replace Eq. (14) with the objective function
F (s) = max
i=1,...,n
wi · dist′(s, ci) (17)
we get the MinMax barrier problem.
As with the MinSum barrier problem, the approach taken to solve the MinMax barrier problem is to search on both sides
of the barrier and choose the best of the two solutions.
To ﬁnd s on a particular side of the barrier, the problem is very similar to the MinMax depots problem of Section 3.
As observed in [25], instead of ellipse sets, here we are concerned with circle sets: a union of circles for each customer. If
the customer is on the same side of the barrier as s, this union will consist of a single circle centered at the customer;
otherwise, it will consist of a set of at most p circles centered at each passage. Each circle in a set has a radius that is
additively weighted by the (negative) distance of its center from the customer, and is multiplicatively weighted by the
inverse of the customer’s weight. In both cases, the circles are cropped to exclude the halfplane which doesn’t contain s.
A circle set represents exactly those points in the halfplane of s that satisfy dist′(q, ci)  r/wi , for customer ci (with
weight wi) and maximum weighted distance r.
Theorem 6.2. (See [25].) The MinMax barrier problem with n customers and p passages can be solved in O (p2n polylog(pn)) time.
6.3. The room problem
In this section, we investigate an extension of the barrier problem. Consider n customers inside a polygon that has been
partitioned into m smaller polygons by a set of linear barriers; see Fig. 10. In this context, we call the smaller polygons
rooms, the barriers walls, and the p passages doors. We assume each room is convex. (The proposed algorithm can also
handle nonconvex rooms; the details are tedious, but straightforward.)
We wish to ﬁnd the location within a particular room that minimizes
G(s) =
n∑
i=1
wi · dist′(s, ci) (18)
which is the same as Eq. (14), but with the distance dist′(a,b) representing the shortest path from a to b that doesn’t cross
any walls at points other than doors. We will call the task of ﬁnding a location s within a particular room that minimizes
Eq. (18) the room problem.
We assume that there exists a network N with p nodes, with edges between two nodes if the corresponding doors share
a room. The convexity of the rooms ensures that the distance represented by each edge is simply the Euclidean distance
between the nodes. In the worst case, the network N has O (p2) edges.
R. Benkoczi et al. / Computational Geometry 42 (2009) 403–418 417Fig. 10. Polygon partitioned by barriers into convex rooms, with customers and doors.
Theorem 6.3. The room problem with n customers and p doors can be solved in O (p2n2(T (n) + log∗(pn))) time, where T (n) is the
time it takes to solve the classical MinSum problem of O (n) points.
Proof. For every customer ci , we determine the single-source shortest paths from ci to every door. This can be done as
follows. We ﬁrst augment the network N by adding the vertex ci and the edges from ci in a room to all the doors of
the room. We then solve the single source shortest path problem in the augmented network with ci as the source node.
Dijkstra’s algorithm [10] can be applied to solve the problem in O (p2) time.
We repeat the process for each customer in C . Therefore, in O (n · p2) time, we can compute the distance of all the
customers to all the doors of the rooms. The storage space requirement is O (p2).
Let h be the room containing s. As in the previous section, we partition the customers C into two sets: C1, the customers
in room h, and C2, those not in room h. We also construct, for each room h, the set of doors that exist in h, and denote
this set Dh (with p(h) = |Dh|). Eq. (18) becomes
G(s) =
∑
ci∈C1
wi · dist(s, ci) +
∑
ci∈C2
wi · min
j=1,...,p(h)
(
dist
(
s,dhj
)+ dist′(dhj , ci)) (19)
Observe that for ﬁxed room h, dist′(dhj , c) is a constant precomputed by the single source shortest path algorithm, and can
be used as an additive weight for customer c when we construct a Voronoi diagram with the doors from room h as sites.
We can construct this diagram for a customer and room in O (p log p) time, once the additive weights have been de-
termined. We then proceed as in the previous section, merging the n diagrams together to get O (p2n2) sets of feasible
assignments of doors to customers. Each of these sets reduces the problem to the classical MinSum problem of n points. 
Note that we can ﬁnd the optimal s over all rooms by choosing the best solution from m room problems.
The MinMax version of the room problem is very similar to the MinMax barrier problem, and can be solved with the
same approach and with the same running time given in Theorem 6.2.
7. Conclusion
In this paper, we examined both MinMax and MinSum variants of the planar Euclidean collection depots location prob-
lem. We have shown how Voronoi diagrams can be used to enumerate candidate solutions to these problems, and how
their use yields an improved algorithm for solving a type of MinSum problem with line barriers and its generalization. We
can draw the following conclusions:
• We have solved an open problem posed by [11] by proving that at most O (p2n2) different feasible assignments of
depots are possible for any choice of service center in the Euclidean metric, and this bound is tight. In addition, these
assignments can be generated in time O (p2n2 log∗(pn)).
• For the ﬁrst time, we have solved the MinSum collection depots problem by showing that it can be reduced in
O (p2n2 log∗(pn)) time to O (p2n2) classical MinSum problems of O (n) points.
• The MinSum barrier and room problems can be reduced to O (p2n2) classical MinSum problems of O (n) points. This
improves the solution proposed by Klamroth [19] for the barrier problem.
• We have presented linear time (1 + )-approximation algorithms for both the MinMax and MinSum collection depots
problems for ﬁxed customer weights and  .
Areas for future research include:
• It is an open problem of whether the intersection of customer ellipse sets has complexity of o(p2n2) for the unrestricted
collection depots problem.
• It is an open problem of whether a constant bound exists on the number of customers that determine the solution to
the MinMax depots problem (as well as the MinMax versions of the barrier and room problems).
418 R. Benkoczi et al. / Computational Geometry 42 (2009) 403–418• The coresets presented in Section 5 are for ﬁxed customer weights. Recently, Feldman et al. [13] showed that a weak
coreset for the classical MinSum for variable weighted customers exists. Whether their results extend to the collection
depots problem is still open.
• We have looked at the collection depots location problem in the rectilinear metric, and preliminary results indicate
that the proposed solutions are more eﬃcient in this metric than in the Euclidean metric. Similar improvements were
observed by Tamir and Halman [25] for the MinMax collection depots problem. Further investigations are needed.
Acknowledgements
The authors would like to thank Qiaosheng Shi for his valuable contributions to discussions of problems studied in this
paper. The authors would also like to thank the referees for their many useful comments and suggestions.
References
[1] P.K. Agarwal, B. Aronov, M. Sharir, S. Suri, Selecting distances in the plane, in: SCG ’90: Proceedings of the Sixth Annual Symposium on Computational
Geometry, New York, NY, USA, ACM, 1990, pp. 321–331.
[2] P.K. Agarwal, S. Har-Peled, K.R. Varadarajan, Approximating extent measures of points, J. ACM 51 (4) (2004) 606–635.
[3] P.K. Agarwal, S. Har-Peled, K.R. Varadarajan, Geometric approximation via coresets, Combin. Comput. Geom. 52 (2005) 1–30.
[4] C. Bajaj, The algebraic degree of geometric optimization problems, Discrete Comput. Geom. 3 (2) (1988) 177–191.
[5] R. Benkoczi, B. Bhattacharya, A. Tamir, Collection depots facility location problems in trees, Networks 53 (1) (2009) 50–62.
[6] O. Berman, Z. Drezner, G.O. Wesolowsky, The collection depots location problem on networks, Naval Research Logistics 49 (2002) 15–24.
[7] O. Berman, R. Huang, Minisum collection depots location problem with multiple facilities on a network, J. Oper. Res. Soc. 55 (2004) 769–779.
[8] P. Bose, A. Maheshwari, P. Morin, Fast approximations for sums of distances, clustering and the Fermat–Weber problem, Comput. Geom. Theory
Appl. 24 (3) (2003) 135–146.
[9] R. Chandrasekaran, A. Tamir, Algebraic optimization: the Fermat–Weber location problem, Math. Program. 46 (2) (1990) 219–224.
[10] T.H. Cormen, C.E. Leiserson, R.L. Rivest, C. Stein, Introduction to Algorithms, MIT Press, Cambridge, MA, 2001.
[11] Z. Drezner, G.O. Wesolowsky, On the collection depots location problem, European J. Oper. Res. 130 (2001) 510–518.
[12] H. Edelsbrunner, L.J. Guibas, J. Pach, R. Pollack, R. Seidel, M. Sharir, Arrangements of curves in the plane – topology, combinatorics, and algorithms, in:
ICALP ’88: Proceedings of the 15th International Colloquium on Automata, Languages and Programming, London, UK, Springer-Verlag, 1988, pp. 214–
229.
[13] D. Feldman, M. Monemizadeh, C. Sohler, A ptas for k-means clustering based on weak coresets, in: SCG ’07: Proceedings of the Twenty-Third Annual
Symposium on Computational Geometry, New York, NY, USA, ACM, 2007, pp. 11–18.
[14] S. Fortune, A sweepline algorithm for Voronoi diagrams, Algorithmica 2 (1987) 153–174.
[15] L.J. Guibas, J. Stolﬁ, Ruler, compass and computer: the design and analysis of geometric algorithms, in: R.A. Earnshaw (Ed.), Theoretical Foundations of
Computer Graphics and CAD, in: NATO ASI Series F, vol. 40, Springer-Verlag, 1988, pp. 111–165.
[16] S. Har-Peled, A. Kushal, Smaller coresets for k-median and k-means clustering, in: SCG ’05: Proceedings of the Twenty-First Annual Symposium on
Computational Geometry, New York, NY, USA, ACM, 2005, pp. 126–134.
[17] S. Har-Peled, S. Mazumdar, On coresets for k-means and k-median clustering, in: STOC ’04: Proceedings of the Thirty-Sixth Annual ACM Symposium
on Theory of Computing, New York, NY, USA, ACM, 2004, pp. 291–300.
[18] M.I. Karavelas, M. Yvinec, Dynamic additively weighted Voronoi diagrams in 2D, in: ESA: Annual European Symposium on Algorithms, 2002.
[19] K. Klamroth, Planar weber location problems with line barriers, Optimization 49 (2001) 517–527.
[20] N. Megiddo, Applying parallel computation algorithms in the design of serial algorithms, J. ACM 30 (4) (October 1983) 852–865.
[21] J. O’Rourke, Computational Geometry in C, Cambridge University Press, New York, NY, USA, 1998.
[22] F. Plastria, How bad can the centroid be? in: European Conference on Operational Research, 2007.
[23] M. Sharir, P.K. Agarwal, Davenport–Schinzel Sequences and their Geometric Applications, Cambridge University Press, 1995.
[24] A. Tamir, N. Halman, Private communication, 2005.
[25] A. Tamir, N. Halman, One-way and round-trip center location problems, Discrete Optim. 2 (2005) 168–184.
[26] E. Weiszfeld, Sur le point pour lequel la somme des distances de n points donnes est minimum, Tohoku Math. J. 43 (1936) 355–386.
[27] G.O. Wesolowsky, The Weber problem: History and perspective, Location Sci. 1 (1993) 5–23.
