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HO¨LDER STABILITY ESTIMATE IN AN INVERSE SOURCE
PROBLEM FOR A FIRST AND HALF ORDER TIME
FRACTIONAL DIFFUSION EQUATION
ATSUSHI KAWAMOTO
Abstract. We consider the first and half order time fractional equation with
the zero initial condition. We investigate an inverse source problem of deter-
mining the time-independent source factor by the spatial data at an arbitrarily
fixed time and we establish the conditional stability estimate of Ho¨lder type in
our inverse problem. Our method is based on the Bukhgeim-Klibanov method
by means of the Carleman estimate. We also derive the Carleman estimate for
the first and half order time fractional diffusion equation.
1. Introduction
Let T > 0, Ω ⊂ Rn be a bounded domain with sufficiently smooth boundary ∂Ω.
We set Q = Ω× (0, T ).
We consider the following equation and the initial condition:
(ρ1∂t + ρ2∂
1
2
t − L)u(x, t) = g(x, t), (x, t) ∈ Q,(1.1)
u(x, 0) = 0, x ∈ Ω,(1.2)
where ρ1 > 0, ρ2 6= 0 are constants, ∂
1
2
t is a Caputo type fractional derivative of
half order:
∂
1
2
t u(x, t) :=
1
Γ
(
1
2
) ∫ t
0
∂tu(x, τ)
(t− τ) 12 dτ, (x, t) ∈ Q,
and L is a symmetric uniformly elliptic operator:
(1.3)
Lu(x, t) :=
n∑
i,j=1
∂i(aij(x)∂ju(x, t)) +
n∑
j=1
bj(x)∂ju(x, t) + c(x)u(x, t), (x, t) ∈ Q.
Throughout this article, we assume that aij ∈ C3(Ω), aij = aji (1 ≤ i, j ≤ n), and
that there exists a constant m > 0 such that
(1.4)
1
m
|ξ|2 ≤
n∑
i,j=1
aij(x)ξiξj ≤ m|ξ|2, ξ = (ξ1, . . . , ξn) ∈ Rn, x ∈ Ω,
and bj ∈ C2(Ω) (1 ≤ j ≤ n), c ∈ C2(Ω). Here and Henceforth we use notations
∂t =
∂
∂t
, ∂i =
∂
∂xi
(i = 1, 2, . . . , n). We also use the multi index α = (α1, α2, . . . , αn)
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with αj ∈ N ∪ {0} (j = 1, 2, . . . , n), ∂αx = ∂α11 ∂α22 · · ·∂αnn , |α| = α1 + α2 + · · ·+ αn.
Let ν = ν(x) be the outwards unit normal vector to ∂Ω at x and let ∂ν = ν · ∇.
Recent years, anomalous diffusion phenomena are actively studied. If we con-
sider the diffusion phenomena in some heterogeneous media, it is known that the
diffusion is different from the classical diffusion and it is called the anomalous diffu-
sion. Their researches are important in various applications such as environmental
problems. Indeed, anomalous diffusion phenomena appear naturally if we study the
pollution in the underground. As a mathematical approach for the anomalous dif-
fusion phenomena, we may consider a homogenization. In this article, we treat the
equation (1.1) which is derived from the homogenization by Amaziane, Pankratov
and Piatnitski [2]. As a micro model, they considered the linear parabolic equation
in thin periodic fractured media, and then, they established a homogenized macro
model for (1.1). Meanwhile, one of the popular model equations for the anoma-
lous diffusion phenomena is a fractional diffusion equation (FDE) derived from the
continuous time random walk model. It may explain field data of the anomalous
diffusion which is slower than the classical one (see e.g., [1, 9, 30]). FDEs and their
applications for inverse problems are investigated intensively (see e.g., [17] and ref-
erences therein). As the other interpretation for our equation, we may regard (1.1)
as the special case of the multi term time FDE which is known as a generalization
of FDEs. Here we call (1.1) a first and half order time fractional diffusion equation.
On the well-posedness results for multi term time FDEs, we may refer to [3, 23, 28].
In this article we consider an inverse problem of determining the time-independent
factor of the source term g of (1.1) by the additional data u(x, t0), x ∈ Ω where
t0 ∈ (0, T ) is an arbitrarily fixed time. We establish the conditional Ho¨lder type
stability estimate in our inverse source problem.
Our methodology is based on the Bukhgeim-Klibanov method. Bukhgeim and
Klibanov proved the global uniqueness in inverse problems by using the Carleman
estimate in [4]. Imanuvilov and Yamamoto [12] established global Lipschitz type
stability estimates in inverse source problems for parabolic equations. As for the
Bukhgeim-Klibanov method, see some monographs and papers [20, 21, 22, 33] and
references therein.
One of the key tools in the Bukhgeim-Klibanov method is the Carleman esti-
mate. A Carleman estimate is a weighted L2 inequality for a solution of a partial
differential equation and is introduced by Carleman [5] to prove the uniqueness
in the Cauchy problem for a first order elliptic system in R2 with non-analytic
3coefficients. Since Carleman’s paper, there have been a lot of work for Carleman
estimates and their applications (see e.g., monographs [10, 13, 22] and references
therein). In this article we establish the local Carleman estimate for (1.1) with the
zero initial condition by using the local Carleman estimate for parabolic equations.
The main idea of the proof is a transformation from (1.1) to an integer order partial
differential equation. Related to the Carleman esitmate for FDEs, we may refer to
[6, 18, 26, 32] in which the single term time FDE is considered.
As the most relevant work to this paper, we may refer to [18, 19, 34]. Yamamoto
and Zhang [34] established the conditional Ho¨lder type stability estimate in de-
termining the time-independent source factor of a single term time FDE from the
additional data at an arbitrarily fixed time by using the local Carleman estimate
derived in [32]. Our result for the stability estimate is motivated by their result.
In [18], he obtained the Lipschitz type stability estimates by the additional data
at an arbitrarily fixed time and boundary/interior data in inverse source problems
for a single term time FDE with suitable boundary conditions and the zero initial
condition by using the Carleman estimates with boundary/interior data. In [19],
they investigated the half order time fractional radiative transport equation which
is a model equation of anomalous transport phenomena derived in [29], and then,
they proved Lipschitz type stability estimate in coefficient inverse problems by us-
ing the Carleman estimate with boundary data. In the above articles [18, 19, 34],
they dealt with one dimensional case in space.
To the author’s knowledge, stability estimates for multi term time FDEs have not
established yet, although (1.1) is a special case of multi term time FDEs. Moreover
our equation (1.1) is multi-dimensional case in space.
On inverse problems for multi term time FDEs, we may refer to [16, 24, 25, 27].
Related to our results for the inverse source problems, Liu [27] obtained the unique-
ness result in inverse problem of determining the temporal component of the source
term from the single point observation by using the strong maximum principle. In
[16], they established the uniqueness in determining the spatial component of the
source term from interior observation.
This article is organized as follows. §1 is devoted to this introduction. In §2 we
describe the main result for the stability estimate in an inverse source problem. We
state and show the Carleman estimate in §3. And we prove our main Theorem of
the stability estimate by using the Carleman estimate in §4.
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2. stability estimate
Let t0 ∈ (0, T ) be an arbitrarily fixed time. Let γ be an arbitrarily fixed open
connected sub-boundary of ∂Ω and let ω ⋐ Ω∪γ be a sub-domain with the smooth
boundary ∂ω. We set Γ = γ × (0, T ). We assume that
(2.1)

R ∈ C2([0, T ];C2(Ω)) ∩ C3([0, T ];C(Ω)), ∂
1
2
t R ∈ C2([0, T ];C(Ω)),
and |R(x, t0)| > 0, x ∈ Ω.
We consider the following equation and the initial condition:
(ρ1∂t + ρ2∂
1
2
t − L)u(x, t) = f(x)R(x, t), (x, t) ∈ Q,(2.2)
u(x, 0) = 0, x ∈ Ω,(2.3)
u(x, t) = ∂νu(x, t) = 0, (x, t) ∈ Γ,(2.4)
and we investigate the following inverse problem.
Inverse source problem: Determine f(x), x ∈ ω by data u(x, t0), x ∈ Ω.
Theorem 2.1. Let u, ∂tu, ∂
2
t u ∈ L2(0, T ;H4(Ω))∩H1(0, T ;H2(Ω))∩H2(0, T ;L2(Ω))
and u satisfies (2.2)–(2.4) and the additional boundary condition ∂αx u(x, t) = 0,
(x, t) ∈ Γ, |α| = 2. We suppose that f ∈ H2(Ω) with f = ∂νf = 0 on γ and R
satisfies (2.1), Moreover we assume that there exists M > 0 such that
(2.5)

‖∂kt u‖L2(0,T ;H4(Ω)) + ‖∂kt u‖H1(0,T ;H2(Ω))
+ ‖∂kt u‖H2(0,T ;L2(Ω)) ≤M, k = 0, 1, 2,
‖f‖H2(Ω) ≤M.
Then there exist constants C > 0 and κ ∈ (0, 1) such that
(2.6) ‖f‖H2(ω) ≤ C‖u(·, t0)‖κH4(Ω).
Remark 1. For simplicity of the statement of Theorem 2.1, we observed the addi-
tional data u(·, t0) on the whole domain Ω. More precisely, it is sufficient to observe
the data u(·, t0) on the sub-domain Ω2 of Ω such that ω ⊂ Ω2. Ω2 is defined in
the proof of this Theorem and the domain depends on the weight function of the
Carleman estimate.
Remark 2. It is required to assume that the additional boundary condition ∂αx u(x, t) =
0, (x, t) ∈ Γ, |α| = 2 when we estimate the boundary term of the Carleman estimate
in the proof of our Theorem 2.1. In the case of n = 1, that is, Ω ⊂ R is one di-
mensional case in space, we may relax this additional boundary condition. Indeed,
5by f = 0 on γ and u = ∂1u = 0 on Γ, (2.2) implies that ∂
2
1u = 0 on Γ. In the multi
dimensional case in space, taking a small sub-domain ω˜ ⊂ Ω such that Γ ⊂ ∂ω˜, we
may also assume that u(x, t) = 0, (x, t) ∈ ω˜ instead of boundary conditions.
Remark 3. Comparing our result (Theorem 2.1) with the result by Yamamoto and
Zhang [34], they proved the conditional stability estimate of Ho¨lder type in the case
of ρ1 = 0, ρ2 = 1 in (1.1) and n = 1. On the other hand, we assume that ρ1 > 0,
ρ2 6= 0 in (1.1) and n ∈ N in our result.
3. Carleman estiamte
We reduce (1.1) to the following equation:
ρ22∂tu(x, t)− (ρ1∂t − L)2u(x, t) = G(x, t), (x, t) ∈ Q.
And we derive the Carleman estimate for the above equation.
Let us justify the above reduction from (1.1). Using the idea of Xu, Cheng and
Yamamoto [32], we may prove the following Lemma.
Lemma 3.1. If u ∈ C([0, T ];H4(Ω))∩C1([0, T ];H2(Ω))∩C2([0, T ];L2(Ω)) satisfies
(1.1) and (1.2), then u satisfies
(3.1) ρ22∂tu(x, t)− (ρ1∂t − L)2u(x, t) = G(x, t), (x, t) ∈ Q
where
(3.2) G(x, t) =
[
ρ2∂
1
2
t − (ρ1∂t − L)
]
g(x, t) +
ρ2g(x, 0)√
pit
, (x, t) ∈ Q.
Proof of Lemma. Applying
[
ρ2∂
1
2
t − (ρ1∂t − L)
]
to (1.1), we have[
ρ2∂
1
2
t − (ρ1∂t − L)
]
(ρ2∂
1
2
t + ρ1∂t − L)u =
[
ρ2∂
1
2
t − (ρ1∂t − L)
]
g.
Expanding the left-hand side of the above equation, we get
ρ22∂
1
2
t ∂
1
2
t u+ρ1ρ2∂
1
2
t ∂tu−ρ1ρ2∂t∂
1
2
t u−ρ21∂2t u+2ρ1∂tLu−L2u =
[
ρ2∂
1
2
t − (ρ1∂t − L)
]
g.
Since (ρ1∂t − L)2 = ρ21∂2t − 2ρ1∂tL+ L2, we have
(3.3) ρ22∂
1
2
t ∂
1
2
t u+ρ1ρ2∂
1
2
t ∂tu−ρ1ρ2∂t∂
1
2
t u− (ρ1∂t−L)2u =
[
ρ2∂
1
2
t − (ρ1∂t − L)
]
g.
Henceforth we calculate ∂
1
2
t ∂
1
2
t u, ∂
1
2
t ∂tu− ∂t∂
1
2
t u.
Let Dαt denote the Riemann-Liouville fractional derivative. By the relations
between the Riemann-Liouville and the Caputo fractional derivative (see [31]), we
have
(3.4) ∂
1
2
t u(x, t) = D
1
2
t u(x, t)−
u(x, 0)√
pit
, (x, t) ∈ Q
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and
(3.5) D
1
2
t D
1
2
t u(x, t) = ∂tu(x, t), (x, t) ∈ Q.
By (3.4) and (1.2), we obtain
(3.6) ∂
1
2
t u(x, t) = D
1
2
t u(x, t), (x, t) ∈ Q.
Setting v = ∂
1
2
t u, (3.4) gives us
(3.7) ∂
1
2
t v(x, t) = D
1
2
t v(x, t)−
v(x, 0)√
pit
, (x, t) ∈ Q.
By (3.6) and (3.5), we see that
D
1
2
t v(x, t) = D
1
2
t ∂
1
2
t u(x, t) = D
1
2
t D
1
2
t u(x, t) = ∂tu(x, t), (x, t) ∈ Q.
Together this with (3.7) , we have
(3.8) ∂
1
2
t ∂
1
2
t u(x, t) = ∂tu(x, t)−
∂
1
2
t u(x, 0)√
pit
, (x, t) ∈ Q.
By the definition of the Caputo derivative,
(3.9) ∂
1
2
t ∂tu(x, t) =
1
Γ
(
1
2
) ∫ t
0
∂2t u(x, τ)
(t− τ) 12 dτ, (x, t) ∈ Q
and
∂
1
2
t u(x, t) =
1
Γ
(
1
2
) ∫ t
0
∂tu(x, τ)
(t− τ) 12 dτ
=
1
Γ
(
1
2
) (2t 12 ∂tu(x, 0) + 2 ∫ t
0
(t− τ) 12 ∂2t u(x, τ) dτ
)
, (x, t) ∈ Q.
Therefore
(3.10) ∂t∂
1
2
t u(x, t) =
1
Γ
(
1
2
) ( 1
t
1
2
∂tu(x, 0) +
∫ t
0
∂2t u(x, τ)
(t− τ) 12 dτ
)
, (x, t) ∈ Q.
By (3.9) and (3.10), we obtain
(3.11) ∂
1
2
t ∂tu(x, t)− ∂t∂
1
2
t u(x, t) = −
∂tu(x, 0)√
pit
, (x, t) ∈ Q.
Here we note that Γ
(
1
2
)
=
√
pi.
(3.8) and (3.11) yield
ρ22∂
1
2
t ∂
1
2
t u(x, t) + ρ1ρ2∂
1
2
t ∂tu(x, t)− ρ1ρ2∂t∂
1
2
t u(x, t)(3.12)
= ρ22∂tu(x, t)−
ρ22∂
1
2
t u(x, 0)√
pit
− ρ1ρ2∂tu(x, 0)√
pit
= ρ22∂tu(x, t)−
ρ2√
pit
(
ρ2∂
1
2
t u(x, 0) + ρ1∂tu(x, 0)
)
, (x, t) ∈ Q.
7By (1.1) and (1.2), we see that
ρ2∂
1
2
t u(x, 0) + ρ1∂tu(x, 0) = g(x, 0), x ∈ Ω.
Combining this with (3.12), we have
ρ22∂
1
2
t ∂
1
2
t u(x, t) + ρ1ρ2∂
1
2
t ∂tu(x, t)− ρ1ρ2∂t∂
1
2
t u(x, t)(3.13)
= ρ22∂tu(x, t)−
ρ2g(x, 0)√
pit
, (x, t) ∈ Q.
By (3.3) and (3.13), we conclude that
ρ22∂tu(x, t)−(ρ1∂t−L)2u(x, t) =
[
ρ2∂
1
2
t − (ρ1∂t − L)
]
g(x, t)+
ρ2g(x, 0)√
pit
, (x, t) ∈ Q.
. Thus we complete the proof. 
Let us introduce the weight function for the Carleman estimate. Let β > 0,
t0 ∈ (0, T ). Let d ∈ C2(Ω) satisfy |∇d| 6= 0 in Ω. We set the weight function:
ϕ(x, t) = eλψ(x,t), ψ(x, t) = d(x) − β(t− t0)2, (x, t) ∈ Q.
Let V ⊂ Q be a sub-domain with the smooth boundary ∂V . And we set w(x, t) =
ρ1∂tu(x, t)− Lu(x, t), (x, t) ∈ Q.
Now we ready to state the Carleman estimate for (1.1).
Theorem 3.2. There exists λ0 > 0 such that for any λ > λ0, we can choose
s0(λ) > 0 satisfying: there exists C = C(s0, λ0) > 0 such that∫
V
[
1
s2
|∂2t u|2 + n∑
i,j=1
|∂t∂i∂ju|2
+ λ2|∇∂tu|2(3.14)
+ s2λ4
|∂tu|2 + n∑
i,j=1
|∂i∂ju|2
+ s4λ6|∇u|2 + s6λ8|u|2]e2sϕ dxdt
≤ C
∫
V
∣∣[ρ22∂t − (ρ1∂t − L)2] u∣∣2 e2sϕ dxdt+ CeCsB
for all s > s0 and all u ∈ L2(0, T ;H4(Ω)) ∩ H1(0, T ;H2(Ω)) ∩ H2(0, T ;L2(Ω)),
where B is the following boundary term:
B =
∫
∂V
(|∇w|2 + |∂tw|2 + |w|2 + |∇∂tu|2 + |∇u|2 + |∂2t u|2 + |∂tu|2 + |u|2) dsdt.
As Lemma 3.3 and Lemma 3.4, we introduce previous results of Carleman esti-
mates with two large parameters for the second order partial differential equations.
As for the proofs of two lemmas, see e.g., [7, 14, 15, 33]. Eller and Isakov [7] es-
tablished Carleman estimates by using differential quadratic forms, an approach
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of Ho¨rmander [10]. On the other hand, we see the direct derivation of Carleman
estimates by using integrating by parts in Yamamoto [33].
To prove the above Theorem 3.2, we use the following Carleman estimate for
parabolic equations.
Lemma 3.3. There exists λ0 > 0 such that for any λ > λ0, we can choose s0(λ) > 0
satisfying: there exists C = C(s0, λ0) > 0 such that∫
V
1
s
|∂tv|2 + n∑
i,j=1
|∂i∂jv|2
+ sλ2|∇v|2 + s3λ4|v|2
 e2sϕ dxdt
≤ C
∫
V
|(ρ1∂t − L)v|2e2sϕ dxdt+ CeCs
∫
∂V
(|∇v|2 + |∂tv|2 + |v|2) dsdt
for all s > s0 and all v ∈ L2(0, T ;H2(Ω)) ∩H1(0, T ;L2(Ω)).
Moreover we state the Carleman estimate for the elliptic equation which we use
in the proof of the stability estimate in our inverse problem.
Let L˜ be a symmetric uniformly elliptic operator:
L˜v˜(x) :=
n∑
i,j=1
∂i(a˜ij(x)∂j v˜(x)) +
n∑
j=1
b˜j(x)∂j v˜(x) + c˜(x)v˜(x), v˜ ∈ Ω.
We assume that a˜ij ∈ C1(Ω), a˜ij = a˜ji (1 ≤ i, j ≤ n) and that there exists a
constant m˜ > 0 such that
1
m˜
|ξ|2 ≤
n∑
i,j=1
a˜ij(x)ξiξj ≤ m˜|ξ|2, ξ = (ξ1, . . . , ξn) ∈ Rn, x ∈ Ω,
and b˜j ∈ C(Ω) (1 ≤ j ≤ n), c˜ ∈ C(Ω).
Set ϕ0(x) := ϕ(x, t0) = e
λd(x), x ∈ Ω. Let D ⊂ Ω be a sub-domain with the
smooth boundary ∂D. Then we have the following Lemma.
Lemma 3.4. There exists λ0 > 0 such that for any λ > λ0, we can choose s0(λ) > 0
satisfying: there exists C = C(s0, λ0) > 0 such that∫
D
1
s
n∑
i,j=1
|∂i∂j v˜|2 + sλ2|∇v˜|2 + s3λ4|v˜|2
 e2sϕ0 dx
≤ C
∫
D
|L˜v˜|2e2sϕ0 dx+ CeCs
∫
∂D
(|∇v˜|2 + |v˜|2) dsdt
for all s > s0 and all v˜ ∈ H2(Ω).
Proof of Theorem 3.2. Since w = ρ1∂tu− Lu in Q, we have
ρ22∂tu(x, t)− (ρ1∂t − L)w(x, t) = G(x, t), (x, t) ∈ Q
9by (3.1). So we obtain two parabolic equations with respect to u and w:
ρ1∂tw(x, t) − Lw(x, t) = ρ22∂tu(x, t)−G(x, t), (x, t) ∈ Q,(3.15)
ρ1∂tu(x, t)− Lu(x, t) = w(x, t), (x, t) ∈ Q.(3.16)
Applying the Lemma 3.3 to (3.15) and (3.16), we have∫
V
(
1
s
|∂tw|2 + sλ2|∇w|2 + s3λ4|w|2
)
e2sϕ dxdt(3.17)
≤ C
∫
V
|∂tu|2e2sϕ dxdt + C
∫
V
|G|2e2sϕ dxdt
+ CeCs
∫
∂V
(|∇w|2 + |∂tw|2 + |w|2) dsdt
and ∫
V
1
s
|∂tu|2 + n∑
i,j=1
|∂i∂ju|2
+ sλ2|∇u|2 + s3λ4|u|2
 e2sϕ dxdt(3.18)
≤ C
∫
V
|w|2e2sϕ dxdt + CeCs
∫
∂V
(|∇u|2 + |∂tu|2 + |u|2) dsdt.
Substituting the estimate of |∂tu|2 in (3.18) into the right-hand side of (3.17), we
obtain ∫
V
(
1
s
|∂tw|2 + sλ2|∇w|2 + s3λ4|w|2
)
e2sϕ dxdt
≤ C
∫
V
s|w|2e2sϕ dxdt + C
∫
V
|G|2e2sϕ dxdt+ CeCsB1
where
B1 =
∫
∂V
(|∇w|2 + |∂tw|2 + |w|2 + |∇u|2 + |∂tu|2 + |u|2) dsdt.
Taking sufficient large s > 0, we can absorb the first term on the right-hand side
into the left-hand side, we have∫
V
(
1
s
|∂tw|2 + sλ2|∇w|2 + s3λ4|w|2
)
e2sϕ dxdt(3.19)
≤ C
∫
V
|G|2e2sϕ dxdt+ CeCsB1
Combining this with (3.18), we get∫
V
s2λ4
|∂tu|2 + n∑
i,j=1
|∂i∂ju|2
+ s4λ6|∇u|2 + s6λ8|u|2
 e2sϕ dxdt(3.20)
≤ C
∫
V
|G|2e2sϕ dxdt+ CeCsB1.
By (3.16) and (3.19), we have
(3.21)
∫
V
1
s
|∂t(ρ1∂tu− Lu)|2e2sϕ dxdt ≤ C
∫
V
|G|2e2sϕ dxdt+ CeCsB1.
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Setting u0 = ∂tu, the left-hand side of (3.21) gives us
(3.22)
∫
V
1
s
|ρ1∂tu0 − Lu0|2e2sϕ dxdt ≤ C
∫
V
|G|2e2sϕ dxdt+ CeCsB1.
By Lemma 3.3, we may estimate the left-hand side of (3.22) from below and we get∫
V
 1
s2
|∂tu0|2 + n∑
i,j=1
|∂i∂ju0|2
+ λ2|∇u0|2 + s2λ4|u0|2
 e2sϕ dxdt
≤ C
∫
V
|G|2e2sϕ dxdt+ CeCs
∫
∂V
(|∇u0|2 + |∂tu0|2 + |u0|2) dsdt+ CeCsB1,
that is, ∫
V
 1
s2
|∂2t u|2 + n∑
i,j=1
|∂t∂i∂ju|2
 + λ2|∇∂tu|2 + s2λ4|∂tu|2
 e2sϕ dxdt(3.23)
≤ C
∫
V
|G|2e2sϕ dxdt+ CeCsB.
Together this with (3.20), we have (3.14). 
4. Proof of stability estimate
We choose a suitable weight functions ϕ, that is, β > 0 and a distance function
d. Take δ > 0 such that
0 < t0 − 2δ < t0 < t0 + 2δ < T.
Taking a bounded domain Ω0 with the smooth boundary ∂Ω0 such that
Ω ⊂ Ω0, Ω 6= Ω0, γ = ∂Ω ∩ Ω0, ∂Ω \ γ ⊂ ∂Ω0,
we choose an open subset ω0 ⋐ Ω0 \Ω. There exists a distance function d ∈ C2(Rn)
such that
d(x) > 0, x ∈ Ω0, d(x) = 0, x ∈ ∂Ω0, |∇d(x)| > 0, x ∈ Ω.
The existence of such a function is proved in [8] (see the proof of Lemma 1.1 in [8]).
We take ε0 ∈ (0, 1) such that
ω ⊂
{
x ∈ Ω0
∣∣∣ d(x) > ε‖d‖C(Ω0)} ∩ Ω, ε ∈ (0, ε0].
Take β > 0 such that
‖d‖C(Ω0)
4δ2
< β <
‖d‖C(Ω0)
3δ2
.
Fixing ε ∈ (0, ε0], we set
µk = ε
(
k
3
‖d‖C(Ω0) − βδ2
)
> 0, k = 1, 2, 3.
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We set Qk = {(x, t) ∈ Q | ψ(x, t) > µk}, Q−k = Qk ∩ {(x, t) ∈ Q | t < t0},
Ωk = Qk ∩ {(x, t) ∈ Q | t = t0} for k = 1, 2, 3. Since 0 < µ1 < µ2 < µ3, we have
ω × (t0 −
√
εδ, t0 +
√
εδ) ⊂ Q3 ⊂ Q2 ⊂ Q1 ⊂ Ω× (t0 − 2δ, t0 + 2δ) ⊂ Q
and ω ⊂ Ω3 ⊂ Ω2 ⊂ Ω1 ⊂ Ω. For this choice of the weight function when we
are given the interior domain ω and the sub-boundary γ, we may refer to §5 in
Yamamoto [33].
By Lemma 3.1, (2.2) gives us the following equation
(4.1) ρ22∂tu(x, t)− (ρ1∂t − L)2u(x, t) = F (x, t), (x, t) ∈ Q,
where
F (x, t) =
[
ρ2∂
1
2
t − (ρ1∂t − L)
]
(f(x)R(x, t)) + ρ2f(x)
R(x, 0)√
pit
(4.2)
= R(x, t)
n∑
i,j=1
∂i(aij(x)∂jf(x))
+
n∑
j=1
(
2
n∑
i=1
aij(x)∂iR(x, t) + bj(x)R(x, t)
)
∂jf(x)
+
[
ρ2∂
1
2
t R(x, t)− ρ1∂tR(x, t) +
n∑
i,j=1
∂i(aij(x)∂jR(x, t))
n∑
j=1
bj(x)∂jR(x, t) + c(x)R(x, t) +
ρ2R(x, 0)√
pit
]
f(x), (x, t) ∈ Q.
Expanding the left-hand side of (4.1) , we get the following equation.
(4.3) ρ22∂tu(x, t)− ρ21∂2t u(x, t) + 2ρ1∂tLu(x, t)− L2u(x, t) = F (x, t), (x, t) ∈ Q.
By the equation (4.3) at t = t0, we have
(4.4) ρ22∂tu(x, t0)− ρ21∂2t u(x, t0)+ 2ρ1∂tLu(x, t0)−L2u(x, t0) = F (x, t0), x ∈ Ω.
Taking the weighted L2 norm of (4.4) in Ω2, we obtain∫
Ω2
|F (x, t0)|2e2sϕ(x,t0) dx(4.5)
≤ C
∫
Ω2
|∂tu(x, t0)|2e2sϕ(x,t0) dx+ C
∫
Ω2
|∂2t u(x, t0)|2e2sϕ(x,t0) dx
+ C
∫
Ω2
|∂tLu(x, t0)|2e2sϕ(x,t0) dx+ C
∫
Ω2
∑
|α|≤4
|∂αx u(x, t0)|2e2sϕ(x,t0) dx.
Henceforth we estimate from the first term to the third term on the right-hand side
of (4.5) by the Carleman estimate (Theorem 3.2).
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To use the Carleman estimate, we introduce a cut-off function χ ∈ C∞(Rn+1)
such that 0 ≤ χ ≤ 1 in Rn+1, suppχ ⊂ {(x, t) ∈ Rn+1 | ψ(x, t) > µ1} and χ ≡ 1 in
{(x, t) ∈ Rn+1 | ψ(x, t) > µ2}.
Set y = χ∂tu, z = χ∂
2
t u. By (4.1), we have
ρ22∂ty(x, t)− ρ21∂2t y(x, t) + 2ρ1∂tLy(x, t)− L2y(x, t)(4.6)
= χ∂tF (x, t) + h1(x, t), (x, t) ∈ Q,
ρ22∂tz(x, t)− ρ21∂2t z(x, t) + 2ρ1∂tLz(x, t)− L2z(x, t)(4.7)
= χ∂2t F (x, t) + h2(x, t), (x, t) ∈ Q,
where h1 and h2 are linear combinations of ∂
α
x ∂tu (|α| ≤ 3), ∂αx ∂2t u (|α| ≤ 1) and
∂αx ∂
2
t u (|α| ≤ 3), ∂αx ∂3t u (|α| ≤ 1), respectively, with coefficients containing ∂αxχ
(1 ≤ |α| ≤ 4), ∂αx ∂tχ (|α| ≤ 2).
Fixing λ > 0 and applying Theorem 3.2 to (4.6) and (4.7) in Q1, we have∫
Q1
[
s2
(|∂ty|2 + |∂tz|2)+ s2
 n∑
i,j=1
|∂i∂jy|2 +
n∑
i,j=1
|∂i∂jz|2
(4.8)
+ s4
(|∇y|2 + |∇z|2)+ s6 (|y|2 + |z|2)]e2sϕ dxdt
≤ C
∫
Q1
χ2
(|∂tF |2 + |∂2t F |2) e2sϕ dxdt
+ C
∫
Q1
(|h1|2 + |h2|2) e2sϕ dxdt.
Here we note that the boundary term on ∂Q1 of the Carleman estimate vanishes.
Indeed, by the choice of χ, the boundary term on ∂Q1 \ Γ becomes 0. Since
f = ∂νf = 0 on γ, (2.4) and ∂
α
x u = 0 on Γ, |α| = 2, moreover, the boundary term
on ∂Q1 ∩ Γ vanishes.
Noting that h1(x, t) = h2(x, t) = 0, (x, t) ∈ Q2,
(4.9) 1 ≤ e2sϕ(x,t) ≤ e2s exp(λµ2), (x, t) ∈ Q1 \Q2,
and that h1, h2 ∈ L2(Q1) have an upper bound depending onM by (2.5), we obtain∫
Q1
(|h1|2 + |h2|2) e2sϕ dxdt = ∫
Q1\Q2
(|h1|2 + |h2|2) e2sϕ dxdt(4.10)
≤ Ce2s exp(λµ2).
By (2.1) and (4.2), we get∫
Q1
χ2
(|∂tF |2 + |∂2t F |2) e2sϕ dxdt(4.11)
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≤ C
∫
Q2
∑
|α|≤2
|∂αx f |2e2sϕ dxdt+ C
∫
Q1\Q2
∑
|α|≤2
|∂αx f |2e2sϕ dxdt
≤ C
∫
Q2
∑
|α|≤2
|∂αx f |2e2sϕ dxdt+ Ce2s exp(λµ2).
In the last in equality of (4.11), we used the following inequality∫
Q1\Q2
∑
|α|≤2
|∂αx f |2e2sϕ dxdt ≤ Ce2s exp(λµ2).
which is obtained by (2.5) and (4.9). Combining (4.8) with (4.10) and (4.11), we
have ∫
Q1
[
s2
(|∂ty|2 + |∂tz|2)+ s2
 n∑
i,j=1
|∂i∂jy|2 +
n∑
i,j=1
|∂i∂jz|2

+ s4
(|∇y|2 + |∇z|2)+ s6 (|y|2 + |z|2)]e2sϕ dxdt
≤ C
∫
Q2
∑
|α|≤2
|∂αx f |2e2sϕ dxdt+ Ce2s exp(λµ2).
Since y = ∂tu, z = ∂
2
t u in Q2 and Q2 ⊂ Q1, we obtain∫
Q2
[
s2
(|∂2t u|2 + |∂3t u|2)+ s2
 n∑
i,j=1
|∂i∂j∂tu|2 +
n∑
i,j=1
|∂i∂j∂2t u|2
(4.12)
+ s4
(|∇∂tu|2 + |∇∂2t u|2)+ s6 (|∂tu|2 + |∂2t u|2)
]
e2sϕ dxdt
≤ C
∫
Q2
∑
|α|≤2
|∂αx f |2e2sϕ dxdt+ Ce2s exp(λµ2).
Since χ = 0 in Ω× (0, t0) \Q−1 , we have∫
Ω2
|∂tu(x, t0)|2e2sϕ(x,t0) dx(4.13)
≤
∫
Ω1
|χ(x, t0)∂tu(x, t0)|2e2sϕ(x,t0) dx
=
∫ t0
0
∫
Ω1
∂t
(|χ∂tu|2e2sϕ) dxdt
≤ C
∫ t0
0
∫
Ω1
[
χ2|∂tu||∂2t u|+
(
χ|∂tχ|+ sχ2
) |∂tu|2] e2sϕ dxdt
= C
∫
Q−
1
[
χ2|∂tu||∂2t u|+
(
χ|∂tχ|+ sχ2
) |∂tu|2] e2sϕ dxdt
≤ C
∫
Q1
s
(|∂tu|2 + |∂2t u|2) e2sϕ dxdt
≤ C
∫
Q2
s
(|∂tu|2 + |∂2t u|2) e2sϕ dxdt+ Ce2s exp(λµ2).
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Together this with (4.12), we see that
(4.14)
∫
Ω2
|∂tu(x, t0)|2e2sϕ(x,t0) dx ≤ C
s5
∫
Q2
∑
|α|≤2
|∂αx f |2e2sϕ dxdt+ Ce2s exp(λµ2).
Similarly, we may obtain∫
Ω2
|∂2t u(x, t0)|2e2sϕ(x,t0) dx(4.15)
≤ C
s
∫
Q2
∑
|α|≤2
|∂αx f |2e2sϕ dxdt + Ce2s exp(λµ2),∫
Ω2
|∂tLu(x, t0)|2e2sϕ(x,t0) dx(4.16)
≤ C
s
∫
Q2
∑
|α|≤2
|∂αx f |2e2sϕ dxdt + Ce2s exp(λµ2).
By (4.5), (4.14)–(4.16), we have∫
Ω2
|F (x, t0)|2e2sϕ(x,t0) dx(4.17)
≤ C
s
∫
Q2
∑
|α|≤2
|∂αx f |2e2sϕ dxdt
+ C
∫
Ω2
∑
|α|≤4
|∂αx u(x, t0)|2e2sϕ(x,t0) dx+ Ce2s exp(λµ2).
Next we estimate ∫
Ω2
|F (x, t0)|2e2sϕ(x,t0) dx
from below. To apply the Carleman estimate for elliptic equation, we introduce
a cut-off function χ˜ ∈ C∞(Rn) such that 0 ≤ χ˜ ≤ 1 in Rn, supp χ˜ ⊂ {x ∈ Rn |
d(x) > µ1} and χ˜ ≡ 1 in {x ∈ Rn | d(x) > µ2}.
Set f˜ = χ˜f . By (4.2) at t = t0, we have
n∑
i,j=1
∂i(aij(x)∂j f˜(x))(4.18)
+
1
R(x, t0)
n∑
j=1
(
2
n∑
i=1
aij(x)∂iR(x, t0) + bj(x)R(x, t0)
)
∂j f˜(x)
+
1
R(x, t0)
[
ρ2∂
1
2
t R(x, t0)− ρ1∂tR(x, t0) +
n∑
i,j=1
∂i(aij(x)∂jR(x, t0))
+
n∑
j=1
bj(x)∂jR(x, t0) + c(x)R(x, t0) +
ρ2R(x, 0)√
pit0
]
f˜(x)
=
χ˜(x)F (x, t0)
R(x, t0)
+ h3(x), x ∈ Ω,
15
where
h3(x) = 2
n∑
i,j=1
aij∂iχ˜(x)∂jf(x)
+
[
n∑
i,j=1
∂i(aij∂jχ˜(x))
+
1
R(x, t0)
n∑
j=1
(
2
n∑
i=1
aij(x)∂iR(x, t0) + bj(x)R(x, t0)
)
(∂jχ˜)
]
f(x), x ∈ Ω.
Here we see that h3(x) = 0, x ∈ Ω2 and ‖h3‖L2(Ω) ≤ C by (2.5). Applying the
Lemma 3.4 to (4.18) in Ω1 and noting that f˜(x) = f(x), x ∈ Ω2, (2.1), (2.5) and
(4.9), we obtain
1
s
∫
Ω2
∑
|α|≤2
|∂αx f(x)|2e2sϕ(x,t0) dx(4.19)
≤ C
∫
Ω2
1
s
n∑
i,j=1
|∂i∂jf |2 + s|∇f |2 + s3|f |2
 e2sϕ(x,t0) dx
≤ C
∫
Ω1
1
s
n∑
i,j=1
|∂i∂j f˜ |2 + s|∇f˜ |2 + s3|f˜ |2
 e2sϕ(x,t0) dx
≤ C
∫
Ω1
∣∣∣∣ χ˜(x)F (x, t0)R(x, t0)
∣∣∣∣2 e2sϕ(x,t0) dx+ C ∫
Ω1\Ω2
|h3(x)|2 e2sϕ(x,t0) dx
≤ C
∫
Ω2
|F (x, t0)|2 e2sϕ(x,t0) dx+ C
∫
Ω1\Ω2
|F (x, t0)|2 e2sϕ(x,t0) dx
+ Ce2s exp(λµ2)
≤ C
∫
Ω2
|F (x, t0)|2 e2sϕ(x,t0) dx+ Ce2s exp(λµ2).
Here the boundary term on ∂Ω1 of the Carleman estimate vanishes. Indeed, by
f = ∂νf = 0 on γ and the choice of χ˜, we see that f˜ = ∂ν f˜ = 0 on ∂Ω1.
By (4.17) and (4.19), we obtain
1
s
∫
Ω2
∑
|α|≤2
|∂αx f(x)|2e2sϕ(x,t0) dx(4.20)
≤ C
s
∫
Q2
∑
|α|≤2
|∂αx f |2e2sϕ dxdt
+ C
∫
Ω2
∑
|α|≤4
|∂αx u(x, t0)|2e2sϕ(x,t0) dx+ Ce2s exp(λµ2).
Let us estimate the first integral term on the right-hand side of (4.20).∫
Q2
∑
|α|≤2
|∂αx f |2e2sϕ dxdt ≤
∫
Ω2
∑
|α|≤2
|∂αx f |2e2sϕe2sϕ(x,t0)
(∫ T
0
e−2s(ϕ(x,t0)−ϕ(x,t)) dt
)
dx
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Noting that ϕ(x, t0)−ϕ(x, t) = eλd(x)(1−e−β(t−t0)2) ≥ 0, (x, t) ∈ Q, by Lebesgue’s
dominated convergence theorem,
∫ T
0
e−2s(ϕ(x,t0)−ϕ(x,t)) dt converges pointwise to 0
in Ω as s tends to∞. By Dini’s theorem, moreover, we may see that ∫ T0 e−2s(ϕ(x,t0)−ϕ(x,t)) dt
converges uniformly to 0 in Ω2 as s goes to ∞. Hence taking sufficient large s > 0,
we may absorb the first term on the right-hand side of (4.20) into the left-hand
side, that is, there exists s1 > 0 such that∫
Ω2
∑
|α|≤2
|∂αx f(x)|2e2sϕ(x,t0) dx(4.21)
≤ C
∫
Ω2
∑
|α|≤4
|∂αx u(x, t0)|2e2sϕ(x,t0) dx+ Ce2s exp(λµ2)
for all s > s1.
By e2sϕ(x,t0) ≥ e2s exp(λµ3), x ∈ Ω3, we estimate the left-hand side of (4.21) from
below. ∫
Ω2
∑
|α|≤2
|∂αx f(x)|2e2sϕ(x,t0) dx ≥
∫
Ω3
∑
|α|≤2
|∂αx f(x)|2e2sϕ(x,t0) dx
≥ e2s exp(λµ3)
∫
Ω3
∑
|α|≤2
|∂αx f(x)|2 dx.
Combining this with (4.21), we have
e2s exp(λµ3)
∫
Ω3
∑
|α|≤2
|∂αx f(x)|2 dx(4.22)
≤ C
∫
Ω2
∑
|α|≤4
|∂αx u(x, t0)|2e2sϕ(x,t0) dx+ Ce2s exp(λµ2)
for all s > s1. Dividing the both side of (4.22) by e
2s exp(λµ3), we get∫
Ω3
∑
|α|≤2
|∂αx f(x)|2 dx(4.23)
≤ C
∫
Ω2
∑
|α|≤4
|∂αx u(x, t0)|2e2s[ϕ(x,t0)−exp(λµ3)] dx+ Ce2s[exp(λµ2)−exp(λµ3)]
for all s > s1. Noting that ϕ(x, t0) − exp(λµ3) > 0, x ∈ Ω2 and exp(λµ2) −
exp(λµ3) < 0, there exist C1, C2, D1, D2 > 0 such that
‖f‖2H2(Ω3) ≤ C1 ‖u(·, t0)‖
2
H4(Ω2)
eD1s + C2e
−D2s
for all s > s1. Taking C3 > 0 such that C1 ≤ C3e−D1s1 , C2 ≤ C3eD2s1 and setting
σ = s− s1, we have
(4.24) ‖f‖2H2(Ω3) ≤ C3
(
‖u(·, t0)‖2H4(Ω2) eD1σ + e−D2σ
)
for all σ > 0.
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If ‖u(·, t0)‖H4(Ω2) ≥ 1, by ‖f‖H2(Ω) ≤ M , we may obtain the stability estimate
immediately. Moreover, provided that ‖u(·, t0)‖H4(Ω2) = 0, we have
(4.25) ‖f‖2H2(Ω3) ≤ C3e−D2σ
by (4.24). As σ goes to ∞, the right hand side of (4.25) tends to 0. Hence we get
‖f‖H2(Ω3) = 0. So, it is sufficient to assume that 0 < ‖u(·, t0)‖H4(Ω2) < 1.
Taking
σ = −
log
(
‖u(·, t0)‖2H4(Ω2)
)
D1 +D2
> 0,
which minimize the right-hand side of (4.24), we see that
‖u(·, t0)‖2H4(Ω2) eD1σ + e−D2σ = 2 ‖u(·, t0)‖
2κ
H4(Ω2)
with κ = D2
D1+D2
∈ (0, 1). Together this with (4.24), we have
‖f‖H2(Ω3) ≤ C ‖u(·, t0)‖
κ
H4(Ω2)
.
Since ω ⊂ Ω3 and Ω2 ⊂ Ω, we get (2.6). Thus we complete the proof. 
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