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Let F be an arbitrary field, H be a subgroup of the symmetric group
of degreem, Sm, λ be an irreducible F-valued character of H and dHλ
be the generalizedmatrix function associated toH andλ. In this note
we present some properties of the pairs (A, B) of m × m matrices
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dHλ (AXB) = dHλ (X)
for all X . We also describe the pairs (A, B) satisfying
dHλ (AX) = dHλ (XB)
for all X .
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1. Introduction
Let V be a finite dimension vector space over an arbitrary field F. By char(F) we denote the char-
acteristic of F, and ifm is a positive integer we denote by⊗mV themth tensor power of V . LetMm(F)
be the space of allm×mmatrices over F, Sm be the symmetric group of degreem, H be a subgroup of
Sm and λ be an irreducible F-valued character of H. If A = [aij] ∈ Mm(F), we define the generalized
matrix function associated to H and λ by
dHλ (A) =
∑
σ∈H
λ(σ)
m∏
i=1
aiσ(i).
< This work was partially supported by Fundação para a Ciência e Tecnologia and was done within the activities of the Centro de
Estruturas Lineares e Combinatórias.∗ Corresponding author.
E-mail addresses: hcruz@ubi.pt (H.F. da Cruz), mrff@fct.unl.pt. (R. Fernandes).
0024-3795/$ - see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2011.09.025
1590 H.F. da Cruz, R. Fernandes / Linear Algebra and its Applications 436 (2012) 1589–1605
If H = Sm and λ = , the alternating character of Sm, dHλ is the determinant function, det, and if
H = Sm and λ = 1, the principal character of Sm, dHλ is the permanent function, per.
In this note we assume that λ(id) < char(F), if char(F) = 0. Hence λ(id) = 0. We also identify
λ as a map from Sm to F, where λ(σ) = 0 if σ ∈ Sm − H. If π ∈ Sm, we denote by P(π) the m × m
permutation matrix associated with π , that is, the m × m matrix whose (i, j)-entry is 1 if π(j) = i,
and zero otherwise. A generalized permutation matrix is a matrix of the form DP(π) or P(π)D, where
D is a diagonal matrix. By C we denote the complex field and if x ∈ C then x denotes the complex
conjugate of x.
If x1, . . . , xm ∈ V the so-called ∗-product of these vectors is the image of the decomposable tensor
x1 ⊗ · · · ⊗ xm by a projection of the form
T(H, λ) = λ(id)|H|
∑
σ∈H
λ(σ)P(σ ),
whereP(σ ) denotes the unique endomorphism of ⊗mV satisfying, for all x1, . . . , xm ∈ V ,
P(σ )(x1 ⊗ · · · ⊗ xm) = xσ−1(1) ⊗ · · · ⊗ xσ−1(m).
Hence,
x1∗ · · · ∗xm := T(H, λ)(x1 ⊗ · · · ⊗ xm) = λ(id)|H|
∑
σ∈H
λ(σ)xσ−1(1) ⊗ · · · ⊗ xσ−1(m).
A problem that has been studied by many mathematicians is the following: given x1, . . . , xm, y1,
. . . , ym ∈ V find necessary and sufficient conditions for x1∗ · · · ∗xm = y1∗ · · · ∗ym. Among several
partial results, a result of R. Merris plays a decisive role in the solution of this problem:
Theorem 1.1 [7]. If
x1∗ · · · ∗xm = y1∗ · · · ∗ym = 0,
then x1, . . . , xm and y1, . . . , ym generate the same subspace of V.
Applying this theorem Marcus and Chollet proved a crucial result:
Theorem 1.2 [6]. Let F be an arbitrary field, H be a subgroup of Sm and λ be an irreducible F-valued
character of H. Then
x1∗ · · · ∗xm = y1∗ · · · ∗ym = 0,
if and only if there is a matrix A = [ai,j] ∈ Mm(F) such that
yi =
m∑
j=1
ai,jxj,
and
dHλ (AX) = dHλ (X),
for all X ∈ Mm(F).
They denoted byS (H, λ) the set of all these matrices, that is,
S (H, λ) =
{
A ∈ Mm(F) : dHλ (AX) = dHλ (X), for all X ∈ Mm(F)
}
.
They proved that if A ∈ S (H, λ) then A is nonsingular. They also proved thatS (H, λ) is a group.
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The study of these groups of matrices proceeded with de Oliveira and Dias da Silva in [9,10]. In [10]
these authors described completely this group, as we are going to see in Theorem 1.3.
We introduce two notations: By T (H, λ) we denote the subgroup of H generated by all transposi-
tions τ such that λ(τ) = −λ(id). By Z (H, λ)we denote the subgroup of H
Z (H, λ) = {π ∈ H : λ(id)λ(πσ) = λ(σ)λ(π), for all σ ∈ H}.
If F = C, the complex field, then (see [10])
Z (H, λ) = {π ∈ H : |λ(π)| = λ(id)}. (1)
Theorem 1.3 [10]. Let H be a subgroup of Sm and λ be an irreducible character of H. Then, A ∈ S (H, λ)
if and only if
A = MP(γ )
and the following conditions are satisfied:
(1) The (i, j) entry of M is zero whenever i and j are in different orbits of T (H, λ);
(2) γ ∈ Z (H, λ);
(3) det(M) = λ(γ )
λ(id)
.
Other problems similar to this one were proposed in [11]. One of those problems was the charac-
terization of pairs of matrices (A, B) ∈ Mm(F) × Mm(F) that satisfy
dHλ (AXB) = dHλ (X),
for all X ∈ Mm(F).
These pairs were first studied by Duffner and de Oliveira in [1]. They denoted by C (H, λ) the set of
all these pairs of matrices, that is,
C (H, λ) =
{
(A, B) : dHλ (AXB) = dHλ (X), for all X ∈ Mm(F)
}
.
It is easy to see that for allH and λ, C (H, λ) = ∅ because (Im, Im) ∈ C (H, λ), where Im denotes the
identity matrix of Mm(F). In [1] it was proved that if (A, B) ∈ C (H, λ) then A and B are nonsingular
and C (H, λ) can be made a group by defining the product (A, B)(C,D) = (AC,DB).
In order to characterize this group they introduced the set
U(H, λ) = {(γ1, γ2) ∈ Sm × Sm : λ(id)λ(γ1σγ2) = λ(σ)λ(γ1γ2), for all σ ∈ Sm}.
Example 1.4. If λ is an irreducible character of Sm then
λ(τ1στ2) = λ(τ2τ1σ), for all σ ∈ Sm.
Hence, by definition of U(H, λ)we have
U(Sm, λ) = {(γ1, γ2) ∈ Sm × Sm : γ2γ1 ∈ Z (Sm, λ)}.
If λ is a linear character of Sm, that is if λ =  of λ = 1 we have
U(Sm, λ) = Sm × Sm.
Ifm = 4 and if λ is the irreducible character of S4 associated to the partition [2, 2] of 4, by (1) we have
Z (S4, λ) = {id, (12)(34), (13)(24), (14)(23)},
and so
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U(S4, λ) = {(γ1, γ2) ∈ S4 × S4 : γ1, γ2 ∈ Z (S4, λ)}
∪ {(γ1, γ−11 ) : γ1 ∈ S4 − Z (S4, λ)}
∪ {(γ1, γ2) : γ1, γ2 are disjoint transpositions}.
For all the other cases we have
Z (Sm, λ) = {id},
and so
U(Sm, λ) = {(γ, γ−1) : γ ∈ Sm}.
Note that U(H, λ) is never an empty set because (id, id) ∈ U(H, λ), where id is the identity of Sm.
In [1] it was proved that if (γ1, γ2) ∈ U(H, λ) then λ(γ1γ2) = 0 and (γ−11 , γ−12 ) ∈ U(H, λ). They
also proved that the set U(H, λ) equipped with the product (γ1, γ2)(π1, π2) = (γ1π1, π2γ2) is a
group.
The next theorem is the main result of [1] and it gives a characterization of C (H, λ):
Theorem1.5 [1]. Let H be a subgroup of Sm andλ be an irreducible character of H. Then, (A, B) ∈ C (H, λ)
if and only if A and B can be written as
A = M1P(γ1), B = P(γ2)M2
and the following conditions are satisfied:
(1) The (i, j) entries of M1 and M2 are zero whenever i and j are in different orbits of T (H, λ);
(2) (γ2, γ1) ∈ U(H, λ);
(3) det(M1M2) = λ(γ2γ1)λ(id) .
Example 1.6
(1) If H = Sm and λ =  then C (Sm, ) is the set of all pairs ofm × mmatrices (A, B) such that
det(AB) = 1.
(2) IfH = Sm andλ = 1 thenC (Sm, 1) is the set of pairs of generalized permutationmatrices (A, B)
such that
per(AB) = 1.
Corollary 1.7 [1]. Let (A, B) ∈ C (H, λ). Assume that
A = M1P(γ1), B = P(γ2)M2,
with M1,M2, γ1 and γ2 in the conditions of Theorem 1.5. Then the pairs
(M1P(γ1),M2P(γ2)), (P(γ1)M1, P(γ2)M2) and (P(γ1)M1,M2P(γ2))
are also in C (H, λ).
The aim of this note is to present some properties related with the determinant of matrices that
form a pair (A, B) ∈ C (H, λ). In the next section we prove that if (A, B) ∈ C (H, λ) then there is a
positive integer p such that det(AB)p = 1. Some results on these integers will be also stated in the
next section. If (A, B) ∈ C (H, λ) it is natural to ask if (B, A) is also in C (H, λ). In Section 3 we prove
that if F = C then, if (A, B) is in C (H, λ) then (B, A) is also in C (H, λ). Finally, in Section 4 we will
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describe the pairs (A, B) ofm × mmatrices over C satisfying
dHλ (AX) = dHλ (XB),
for all X . This problem was studied by Gong [3] when A was a singular matrix and B = A and it was
studied by Dias da Silva and Purificação Coelho in [5] when B = A. On this problem the reader should
also consider [2].
2. Properties of the group C (H, λ)
Let H be a subgroup of Sm and λ be an irreducible F-valued character of H. We begin this section
with an important property of the group C (H, λ).
Theorem 2.1. Let (A, B) ∈ C (H, λ). Then there exists a positive integer p such that det(AB)p = 1.
Proof. Let ρ be the map defined by
ρ : U(H, λ) −→ F
(π1, π2) −→ λ(π1π2)
λ(id)
.
Then ρ is amultiplicativemap of U(H, λ) and ρ((id, id)) = 1. In fact, it is obvious that ρ((id, id)) = 1
and if (π1, π2), (γ1, γ2) ∈ U(H, λ)we have
ρ((π1, π2)(γ1, γ2)) = ρ((π1γ1, γ2π2))
= λ(π1γ1γ2π2)
λ(id)
= λ(id)λ(π1γ1γ2π2)
λ(id)λ(id)
= λ(π1π2)λ(γ1γ2)
λ(id)λ(id)
= ρ((π1, π2))ρ((γ1, γ2)).
If (A, B) ∈ C (H, λ) then A = M1P(γ1) and B = P(γ2)M2 where (γ2, γ1) ∈ U(H, λ) and
det(M1M2) = λ(γ2γ1)
λ(id)
= ρ((γ2, γ1)).
Then,
det(AB) = det(M1P(γ1)P(γ2)M2)
= (γ1)(γ2)ρ((γ2, γ1)).
Let p1 be the order of the permutation γ1 and let p2 be the order of γ2. Let p = p1p2. Since  and ρ are
linear characters we have det(AB)p = 1. 
For (A, B) ∈ C (H, λ), let us denote by p(A, B) the smallest of all integers p that satisfy det(AB)p = 1.
In this section we are interested in finding answers for the following questions:
(1) When does p(A, B) = 1?
(2) Can we characterize the set of all integers p(A, B) when (A, B) runs through C (H, λ)?
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In order to give an answer to these questions let us introduce a subset of U(H, λ):
Definition 2.2. We denote by A(H, λ) the subset of U(H, λ) given by
A(H, λ) = {(π1, π2) ∈ U(H, λ) : λ(π1σπ2) = (π1π2)λ(σ ), σ ∈ Sm}.
Example 2.3. If H = Sm and λ = 1 then U(Sm, 1) = Sm × Sm andA(Sm, 1) = {(π1, π2) ∈ Sm × Sm :
(π1) = (π2)}. Hence, in this case we have
{(id, id)}  A(Sm, 1)  U(Sm, 1).
The following theorem is the answer of question 1.
Theorem 2.4. Let (A, B) ∈ C (H, λ). Assume that A = M1P(γ1) and B = P(γ2)M2 as in Theorem 1.5.
The following conditions are equivalent:
(1) det(AB) = 1;
(2) (γ2, γ1) ∈ A(H, λ).
The next theorem is the answer of question 2.
Theorem 2.5. Let (A, B) ∈ C (H, λ), where A = M1P(π1) and B = P(π2)M2 as in Theorem 1.5. The
integer p(A, B) is the order of A(H, λ)(π1, π2) in the group
U(H, λ)
A(H, λ) .
To prove Theorems 2.4 and 2.5 we need some results.
Proposition 2.6. Let H be a subgroup of Sm and λ be an irreducible character of H. Then
(1) (π1, π2) ∈ A(H, λ) if and only if (π1, π2) ∈ U(H, λ) and λ(π1π2) = (π1π2)λ(id).
(2) A(H, λ) is a normal subgroup of U(H, λ).
Proof. If (π1, π2) ∈ A(H, λ), by definition we have (π1, π2) ∈ U(H, λ) and
λ(π1π2) = λ(π1idπ2) = (π1π2)λ(id).
Conversely, assume that (π1, π2) ∈ U(H, λ) and λ(π1π2) = (π1π2)λ(id). Then, for all σ ∈ Sm,
λ(id)λ(π1σπ2) = λ(π1π2)λ(σ ) = (π1π2)λ(σ )λ(id).
Sinceλ(id) = 0we obtainλ(π1σπ2) = (π1π2)λ(σ ), and (1) is proved. Let us prove (2). It is obvious
that (id, id) ∈ A(H, λ). Let (π1, π2), (γ1, γ2) ∈ A(H, λ).
Then, for all σ ∈ Sm,
λ(π1γ1σγ2π2) = (π1γ1γ2π2)λ(σ ).
Since (π1γ1, γ2π2) ∈ U(H, λ)we have (π1γ1, γ2π2) ∈ A(H, λ).
Let (π1, π2) ∈ A(H, λ) and σ ∈ Sm. Taking τ = π−11 σπ−12 we have
λ(σ) = λ(π1τπ2) = (π1π2)λ(τ ) = (π−11 π−12 )λ(π−11 σπ−12 ).
We conclude that (π−11 π−12 ) ∈ A(H, λ). Hence,A(H, λ) is a subgroup of U(H, λ). It remains to prove
that if (π1, π2) ∈ A(H, λ) and if (γ1, γ2) ∈ U(H, λ) then
(γ−11 , γ−12 )(π1, π2)(γ1, γ2) = (γ−11 π1γ1, γ2π2γ−12 ) ∈ A(H, λ).
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It is obvious that (γ−11 π1γ1, γ2π2γ−12 ) ∈ U(H, λ), and
λ(γ−11 π1γ1γ2π2γ−12 ) =
λ(id)λ(γ−11 π1γ1γ2π2γ−12 )
λ(id)
= λ(γ
−1
1 γ
−1
2 )λ(π1γ1γ2π2)
λ(id)
= λ(γ
−1
1 γ
−1
2 )  (π1π2)λ(γ1γ2)
λ(id)
= (π1π2)λ(id)λ(γ1γ
−1
1 γ
−1
2 γ2)
λ(id)
= (π1π2)λ(id).
Bearing in mind that  is a linear character of Sm we conclude that
λ(γ−11 π1γ1γ2π2γ−12 ) = (γ−11 π1γ1γ2π2γ−12 )λ(id).
The result follows by applying the first statement. 
Theorem 2.7. Let (A, B) ∈ C (H, λ). If
A = M1P(γ1) = N1P(π1)
and
B = P(γ2)M2 = P(π2)N2
then the right cosets A(H, λ)(γ2, γ1) and A(H, λ)(π2, π1) are equal.
Proof. FollowingTheorem1.5 assume thematricesA andB canbewritten asA = M1P(γ1) = N1P(π1)
and B = P(γ2)M2 = P(π2)N2.
Since A and B are nonsingular, we have that
det(N−11 M1) = det(P(π1γ−11 )) = (π1γ−11 )
and
det(M2N
−1
2 ) = det(P(π2γ−12 )) = (γ−12 π2).
So
det(N−11 M1M2N−12 ) = (π1γ−11 γ−12 π2).
On the other hand
det(N−11 M1M2N−12 ) = det(M1M2) det(N−11 N−12 )
= λ(γ2γ1)
λ(id)
λ(id)
λ(π2π1)
.
Since (π2, π1) ∈ U(H, λ), it is clear that
λ(id)
λ(π2π1)
= λ(π
−1
2 π
−1
1 )
λ(id)
,
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and so
(π1γ
−1
1 γ
−1
2 π2) = det(N−11 M1M2N−12 ) =
λ(γ2γ1)
λ(id)
λ(π−12 π−11 )
λ(id)
.
Since
(π1γ
−1
1 γ
−1
2 π2) = (π−12 γ2γ1π−11 ),
and since (π−12 , π−11 ) ∈ U(H, λ)we obtain
λ(π−12 γ2γ1π−11 )
λ(id)
= (π−12 γ2γ1π−11 ).
Then
λ(π−12 γ2γ1π−11 ) = (π−12 γ2γ1π−11 )λ(id).
Bearing in mind that (π−12 γ2, γ1π−11 ) ∈ U(H, λ) we conclude, using the previous proposition, that
(π−12 γ2, γ1π−11 ) ∈ A(H, λ) and so
A(H, λ)(γ2, γ1) = A(H, λ)(π2, π1),
as required. 
Proof of Theorem 2.4. Assume that det(AB) = 1. Then
det(M1M2)  (γ1γ2) = 1,
that is
λ(γ2γ1)
λ(id)
 (γ1γ2) = 1,
so by Proposition 2.6 (γ2, γ1) ∈ A(H, λ).
If (γ2, γ1) ∈ A(H, λ), it is clear, using similar arguments, that det(AB) = 1. 
We denote by C1(H, λ) the subset of C (H, λ) of all pairs (A, B) that satisfy det(AB) = 1 .
Theorem 2.8. C1(H, λ) is a normal subgroup of C (H, λ) and
C (H, λ)
C1(H, λ)
∼= U(H, λ)A(H, λ) .
Proof. Consider the map
f : C (H, λ) −→ U(H, λ)A(H, λ) ,
defined as follows:
If (A, B) ∈ C (H, λ), with A = M1P(γ1) and B = P(γ2)M2 as in Theorem 1.5 then
f ((A, B)) = A(H, λ)(γ2, γ1).
By Theorem 2.7, f is well defined. The task is now to prove that f is an homomorphism. Let (A, B) and
(C,D) be two pairs of C (H, λ). By Theorem 1.5
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A = M1P(γ1), C = M′1P(π1),
B = P(γ2)M2, D = P(π2)M′2.
Since C (H, λ) is a group we have (AC,DB) ∈ C (H, λ) and so
AC = M1P(γ1)M′1P(π1) = M′′1P(τ1)
and
DB = P(γ2)M2P(π2)M′2 = P(τ2)M′′2 ,
such thatM′′1 ,M′′2 , τ1 and τ2 satisfy the conditions of Theorem 1.5 . Then,
det(ACDB) = det(M′′1M′′2 )  (τ1τ2)
= λ(τ2τ1)
λ(id)
 (τ1τ2).
On the other hand,
det(ACDB) = λ(γ2γ1)
λ(id)
λ(π2π1)
λ(id)
 (γ2π2π1γ1),
and so
λ(γ2γ1)
λ(id)
λ(π2π1)
λ(id)
 (γ2π2π1γ1) = λ(τ2τ1)
λ(id)
 (τ1τ2).
Since (γ2, γ1), (π2, π1) ∈ U(H, λ)we have
λ(id)λ(γ2π2π1γ1) = λ(γ2γ1)λ(π2π1)
and then
λ(id)λ(γ2π2π1γ1)
λ(id)λ(id)
 (γ2π2π1γ1) = λ(τ2τ1)
λ(id)
 (τ1τ2),
that is
λ(γ2π2π1γ1) = λ(τ2τ1)  (γ2π2π1γ1τ−12 τ−11 ).
Since (γ2π2, π1γ1) ∈ U(H, λ)we have
λ(id)λ(γ2π2τ
−1
2 τ
−1
1 π1γ1) = λ(γ2π2π1γ1)λ(τ−12 τ−11 )
= λ(τ2τ1)λ(τ−12 τ−11 )  (γ2π2τ−12 τ−11 π1γ1),
and bearing in mind that (τ2, τ1) ∈ U(H, λ)we obtain
λ(γ2π2τ
−1
2 τ
−1
1 π1γ1) = λ(id)  (γ2π2τ−12 τ−11 π1γ1).
Since (γ2, γ1)(π2, π1)(τ
−1
2 , τ
−1
1 ) ∈ U(H, λ), by Proposition 2.6, we conclude that
(γ2, γ1)(π2, π1)(τ
−1
2 , τ
−1
1 ) ∈ A(H, λ),
and so
A(H, λ)(γ2, γ1)(π2, π1) = A(H, λ)(τ2, τ1).
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Hence, f is an homomorphism. Let us now prove that f is surjective. Consider an arbitrary element of
U(H, λ)
A(H, λ) : A(H, λ)(π2, π1).
If D1 and D2 are diagonal matrices such that
det(D1D2) = λ(π2π1)
λ(id)
,
and A = D1P(π1), B = P(π2)D2 then (A, B) ∈ C (H, λ) and
f ((A, B)) = A(H, λ)(π2, π1).
Therefore
C (H, λ)
Ker f
∼= U(H, λ)A(H, λ) .
By Theorem 2.4, Ker f = C1(H, λ) and the proof is complete. 
Proof of Theorem2.5. SinceC (H, λ) is a group (Ap, Bp) ∈ C (H, λ) for every integer p. Since det(ApBp)
= det((AB)p) we have det((AB)p) = 1 if and only if (Ap, BP) ∈ C1(H, λ). Hence p(A, B) is the order
of C1(H, λ)(A, B) in
C(H,λ)
C1(H,λ)
. The result follows by applying the previous theorem. 
Corollary 2.9. The set of the integers p(A, B) when (A, B) runs through C (H, λ) is equal to the set of the
orders of the elements of the finite group
U(H,λ)
A(H,λ) .
3. The equality dHλ (AXB) = dHλ (BXA)
This section addresses conditions under which the pairs (A, B) and (B, A) are both in C (H, λ). The
next result is the main result of this section:
Theorem 3.1. If F = C and if (A, B) ∈ C (H, λ) then (B, A) ∈ C (H, λ).
To prove this theorem we need to establish some results.
If (A, B), (B, A) ∈ C (H, λ) then
dHλ (AXB) = dHλ (X) and dHλ (BXA) = dHλ (X)
for all X ∈ Mm(F).
Let
C (H, λ) = {(A, B) ∈ C (H, λ) : dHλ (AXB) = dHλ (BXA), for all X ∈ Mm(F)}.
By previous equalities it is easy to prove the following result:
Proposition 3.2. C (H, λ) is a subgroup of C (H, λ).
Proof. It is obvious that (Im, Im) ∈ C (H, λ). Let (A, B), (C,D) ∈ C (H, λ) . Then (B, A), (D, C),
(AC,DB), (A−1, B−1) ∈ C (H, λ). Let X ∈ Mm(F). Then
dHλ (ACXDB) = dHλ (X) = dHλ (BXA) = dHλ (DBXAC),
and
dHλ (A
−1XB−1) = dHλ (X) = dHλ (BB−1XA−1A) = dHλ (B−1XA−1). 
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Let
U(H, λ) = {(π1π2) ∈ U(H, λ) : λ(π1σπ2) = λ(π2σπ1), for all σ ∈ Sm}.
Lemma 3.3. Let (π1, π2) ∈ U(H, λ). Then, (π1, π2) ∈ U(H, λ) if and only if (π2, π1) ∈ U(H, λ) and
λ(π1π2) = λ(π2π1).
Proof. The sufficiency of the conditions is obvious.
Assume now that (π1, π2) ∈ U(H, λ) satisfies (π2, π1) ∈ U(H, λ) and λ(π1π2) = λ(π2π1). Let
σ ∈ Sm. Then
λ(id)λ(π1σπ2) = λ(π1π2)λ(σ ),
and
λ(id)λ(π2σπ1) = λ(π2π1)λ(σ ).
Since λ(π1π2) = λ(π2π1) and λ(id) = 0we conclude that λ(π1σπ2) = λ(π2σπ1) and the proof
is complete. 
Lemma 3.4. U(H, λ) is a subgroup of U(H, λ).
Proof. Obviously (id, id) ∈ U(H, λ). Let (π1, π2), (γ1, γ2) ∈ U(H, λ). Then, (π1, π2), (γ1, γ2), (π2,
π1), (γ2, γ1) ∈ U(H, λ),λ(π1π2) = λ(π2π1)andλ(γ1γ2) = λ(γ2γ1). Then (π1γ1, γ2π2) ∈ U(H, λ)
and by previous lemma we only have to prove that
λ(γ2π2π1γ1) = λ(π1γ1γ2π2).
Bearing in mind the previous conclusions we have
λ(π1γ1γ2π2) = λ(id)λ(π1γ1γ2π2)λ(id)
= λ(π1π2)λ(γ1γ2)
λ(id)
= λ(π2π1)λ(γ2γ1)
λ(id)
= λ(γ2π2π1γ1).
Let (γ1, γ2) ∈ U(H, λ). Then, (γ1, γ2), (γ2, γ1) ∈ U(H, λ) and λ(γ1γ2) = λ(γ2γ1). We also have
(γ−11 , γ−12 ), (γ−12 , γ−11 ) ∈ U(H, λ). To complete the proof we only have to show that
λ(γ−11 γ−12 ) = λ(γ−12 γ−11 ).
Using the previous conclusions we have
λ(γ−11 γ−12 ) = λ(γ2γ−12 γ−11 γ−12 γ−11 γ1)
= λ(γ2γ1)λ(γ−12 γ−11 γ−12 γ−11 )
λ(id)
= λ(γ2γ1)λ(γ−11 γ−12 )λ(γ−12 γ−11 )
λ(id)λ(id)
= λ(γ1γ2)λ(γ−11 γ−12 )λ(γ−12 γ−11 )
λ(id)λ(id)
= λ(id)λ(γ−12 γ−11 )
λ(id)
= λ(γ−12 γ−11 ).
and the proof is complete. 
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Lemma 3.5. Let (A, B) ∈ C (H, λ), A = M1P(γ1)and B = P(γ2)M2 as in Theorem 1.5. The following
statements are equivalent:
(1) (A, B) ∈ C (H, λ);
(2) (γ2, γ1) ∈ U(H, λ).
Proof. Assume that (γ2, γ1) ∈ U(H, λ). We will show that (B, A) ∈ C (H, λ). We start the proof by
showing that
(M2P(γ2), P(γ1)M1) ∈ C (H, λ).
By hypothesis and using Theorem 1.5, M1 and M2 satisfy the first condition of Theorem 1.5 and
(γ2, γ1) ∈ U(H, λ). By Lemma 3.3, (γ1, γ2) ∈ U(H, λ) andλ(γ1γ2) = λ(γ2γ1). So the third condition
of Theorem 1.5 is also satisfied. By Corollary 1.7. we conclude that (B, A) ∈ C (H, λ).
Assume now that (A, B) ∈ C (H, λ). Then (A, B) ∈ C (H, λ) and
dHλ (AXB) = dHλ (BXA),
for all X ∈ Mm(F).
By hypothesis, A = M1P(γ1) and B = P(γ2)M2 satisfy the conditions of Theorem1.5. Since (A, B) ∈
C (H, λ) then A and B are nonsingular matrices. Let D1 and D2 be two diagonal matrices satisfying
det D1 = (detM1)−1 and det D2 = (detM2)−1.
Since dHλ (AXB) = dHλ (BXA), for all X ∈ Mm(F), we can write
det D1 d
H
λ (AXB) det D2 = det D1 dHλ (BXA) det D2, (2)
for all X ∈ Mm(F).
Using Theorem 1.5, it is easy to see that (D1M1,M2D2) = (D1M1P(id), P(id)M2D2) ∈ C (H, λ) and
(D2M2,M1D1) = (D2M2P(id), P(id)M1D1) ∈ C (H, λ). Using the fact that if D ∈ Mm(F) is a diagonal
matrix then dHλ (DX) = det D dHλ (X) = dHλ (XD) for all X ∈ Mm(F), we have
det D1 d
H
λ (AP(σ
−1)B) det D2 = det D1 dHλ (M1P(γ1)P(σ−1)P(γ2)M2) det D2
= dHλ (D1M1P(γ1)P(σ−1)P(γ2)M2D2)
= dHλ (P(γ1σ−1γ2))
= λ(γ−12 σγ−11 ).
Let B′ = M2P(γ2) and A′ = P(γ1)M1. We will show now that (B′, A′) ∈ C (H, λ). Let X ∈ Mm(F).
Then
dHλ (B
′XA′) = dHλ (M2P(γ2)M2M−12 XM−11 M1P(γ1)M1)
= det D−12 dHλ (D2M2P(γ2)M2M−12 XM−11 M1P(γ1)M1D1) det D−11
= det D−12 dHλ (P(γ2)M2M−12 XM−11 M1P(γ1)) det D−11
= det D−12 dHλ (BM−12 XM−11 A) det D−11
= det D−12 dHλ (AM−12 XM−11 B) det D−11
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Since C (H, λ) is a group and (M2D2,D1M1) ∈ C (H, λ) then ((M2D2)−1, (D1M1)−1) ∈ C (H, λ), so
dHλ (B
′XA′) = det D−12 dHλ (M−12 XM−11 ) det D−11
= dHλ (D−12 M−12 XM−11 D−11 )
= dHλ (X).
Therefore, by Corollary 1.7, dHλ (B
′XA′) = dHλ (X) = dHλ (BXA), and so
det D1 d
H
λ (B
′XA′) det D2 = det D1 dHλ (BXA) det D2.
Taking again X = P(σ−1), σ ∈ Sm, we have
det D1 d
H
λ (B
′P(σ−1)A′) det D2 = det D1 dHλ (M2P(γ2)P(σ−1)P(γ1)M1) det D2
= dHλ (D2M2P(γ2)P(σ−1)P(γ1)M1D1)
= dHλ (P(γ2σ−1γ1))
= λ(γ−11 σγ−12 ).
Bearing in mind (2) we have
λ(γ−11 σγ−12 ) = λ(γ−12 σγ−11 ),
and so
(γ−12 , γ−11 ) ∈ U(H, λ).
By Lemma 3.4.
(γ2, γ1) ∈ U(H, λ),
and the proof is complete. 
Proposition 3.6 [4]. Let H be a subgroup of Sm and λ be an irreducible C-valued character of H. Then,
(1) λ(σ−1) = λ(σ)
(2) |λ(σ)|  λ(id),
for all σ ∈ H.
Lemma 3.7. If F = C then U(H, λ) = U(H, λ).
Proof. By definition we have U(H, λ) ⊆ U(H, λ). Let (π1, π2) ∈ U(H, λ). Then,
λ(id)λ(π1σπ2) = λ(σ)λ(π1π2), for all σ ∈ Sm.
Taking σ = π−11 π−12 , we have
λ(id)2 = λ(π−11 π−12 )λ(π1π2)
= λ((π2π1)−1)λ(π1π2)
= λ(π2π1)λ(π1π2),
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and so
λ(id)2 = |λ(id)2| = |λ(π2π1)||λ(π1π2)|. (3)
Then, by Proposition 3.6 we conclude
λ(id) = |λ(π1π2)| = |λ(π2π1)|.
Hence λ(π1π2) = 0 and λ(π2π1) = 0. Consequently π1π2, π2π1 ∈ H.
By (3) we have
λ(π1π2)λ(π1π2) = λ(id)2 = λ(id)λ(π1(π2π1)−1π2) = λ(π2π1)λ(π1π2),
and since λ(π1π2) = 0 we conclude that
λ(π1π2) = λ(π2π1),
that is
λ(π1π2) = λ(π2π1). (4)
Let θ ∈ Sm. Since we are assuming that (π1, π2) ∈ U(H, λ)we have
λ(id)λ(θ) = λ(id)λ(π1π−11 θπ−12 π2) = λ(π1π2)λ(π−11 θπ−12 ).
Then,
λ(id)λ(θ−1) = λ(π2θ−1π1)λ(π1π2)
that is
λ(id)λ(θ−1) = λ(π2θ−1π1)λ(π1π2). (5)
Now, using (3) and (4) we get
λ(π1π2) = λ(id)
2
λ(π2π1)
, (6)
and replacing (6) in (5) we obtain
λ(id)λ(π2θ
−1π1) = λ(π2π1)λ(θ−1).
Wehave proved that (π2, π1) ∈ U(H, λ). Consequently, using (4) and Lemma 3.3we conclude that
(π1, π2) ∈ U(H, λ) and the proof is complete. 
ProofofTheorem3.1. ByLemmas3.5 and3.7weconclude that ifλ is an irreducibleC-valuedcharacter
of H and if (A, B) ∈ C (H, λ) then (B, A) is also in C (H, λ).
4. The equality dHλ (AX) = dHλ (XB)
In this section we will characterize the pairs (A, B) ofm × mmatrices over C that satisfy
dHλ (AX) = dHλ (XB) for all X ∈ Mm(C). (7)
In order to solve this problem some notations and auxiliary results are needed: We denote by 
m
the set of the maps from {1, ...,m} into itself. Obviously Sm ⊆ 
m. If A = [aij] is am × mmatrix and
α, β ∈ 
m, A[α|β] is them × mmatrix whose (i, j) element is aα(i)β(j). If A is am × mmatrix over C
and if α ∈ 
m it is clear that
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AIm[id|α] = A[id|α]
and
Im[α|id]A = A[α|id].
By A∗ we denote the conjugate transpose of A.
Consider the following sets ofm × mmatrices:
G = {A : dHλ (A[id|α]) = 0, for all α ∈ 
m − Sm}.
The main result of this section generalizes Proposition 2.2 of [5].
Theorem 4.1. Let (A, B) be a pair of m × mmatrices over C and λ be an irreducible C-valued character
of a subgroup H of Sm. Then,
dHλ (AX) = dHλ (XB) for all X,
if and only if
(1) A, B∗ ∈ G;
(2) dHλ (AP(σ )) = dHλ (P(σ )B), for all σ ∈ Sm.
The following lemma was proved in [8].
Lemma 4.2 [8]. Let A and B be two m × mmatrices over C. Then,
dHλ (AB) =
∑
α∈
m
dHλ (A[id|α])
m∏
i=1
(B)α(i)i =
∑
α∈
m
dHλ (B[α|id])
m∏
i=1
(A)iα(i).
Lemma 4.3. Let A be an m × mmatrix over C. Suppose that A ∈ G. Then, there is no matrix B such that
dHλ (AX) = dHλ (XB) for all X.
Proof. Let A be anm×mmatrix overCwhich does not belong to G. Then there exists a β ∈ 
m − Sm
such that dHλ (A[id|β]) = 0. Assume that there exists a matrix B satisfying
dHλ (AX) = dHλ (XB) for all X.
Taking X = Im[id|β], we obtain
dHλ (AIm[id|β]) = dHλ (Im[id|β]B),
which is equivalent to say
dHλ (A[id|β]) = dHλ (Im[id|β]B).
Since β ∈ 
m − Sm, Im[id|β] has a zero row and so Im[id|β]B also has a zero row. Consequently,
dHλ (Im[id|β]B) = 0 and so dHλ (A[id|β]) = 0. This contradicts the assumption that dHλ
(A[id|β]) = 0. 
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Remark 4.4
1. Let G′ = {A : dHλ (A[α|id]) = 0, for all α ∈ 
m − Sm}. Analogously we can proof that if B is
not in G′, there is no matrix A such that
dHλ (AX) = dHλ (XB) for all X.
2. Since dHλ (B
∗[id|α]) = dHλ (B[α|id]), for all α ∈ 
m, we conclude that B ∈ G′ if and only if
B∗ ∈ G.
Proof of Theorem 4.1. The first condition follows directly from the last lemma and the previous
remark. The second condition is obvious. Conversely, suppose that (1) and (2) holds. By applying
Lemma 4.2 we obtain
dHλ (AX) =
∑
α∈
m
dHλ (A[id|α])
m∏
i=1
(X)α(i)i
= ∑
σ∈Sm
dHλ (A[id|σ ])
m∏
i=1
(X)σ(i)i
= ∑
σ∈Sm
dHλ (AP(σ ))
m∏
i=1
(X)σ(i)i
= ∑
σ∈Sm
dHλ (P(σ )B)
m∏
i=1
(X)iσ−1(i)
= ∑
σ∈Sm
dHλ (B[σ−1|id])
m∏
i=1
(X)iσ−1(i)
= dHλ (XB).

The next result generalizes Proposition 2.2 of [3].
Corollary 4.5. Let (A, B) be a pair of m × mmatrices over C and λ be an irreducible C-valued character
of a subgroup H of Sm. Assume that A and B are singular matrices. Then,
dHλ (AX) = dHλ (XB) for all X,
if and only if
dHλ (AX) = 0 = dHλ (XB), for all X.
Proof. Similar to the proof of Proposition 2.2 in [3]. 
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