Granovetter's weak tie theory of social networks is built around two central hypotheses. The first states that strong social ties carry the large majority of interaction events; the second maintains that weak social ties, although less active, are often relevant for the exchange of especially important information (e.g., about potential new jobs in Granovetter's work). While several empirical studies have provided support for the first hypothesis, the second has been the object of far less scrutiny. A possible reason is that it involves notions relative to the nature and importance of the information that are hard to quantify and measure, especially in large scale studies. Here, we search for empirical validation of both Granovetter's hypotheses. We find clear empirical support for the first. We also provide empirical evidence and a quantitative interpretation for the second. We show that attention, measured as the fraction of interactions devoted to a particular social connection, is high on weak ties -possibly reflecting the postulated informational purposes of such ties -but also on very strong ties. Data from online social media and mobile communication reveal network-dependent mixtures of these two effects on the basis of a platform's typical usage. Our results establish a clear relationships between attention, importance, and strength of social links, and could lead to improved algorithms to prioritize social media content.
With the aid of Internet technologies we can easily communicate with essentially anybody in the world at any time. Social media platforms, for example, provide inexpensive opportunities of creating and maintaining social connections and of broadcasting and gathering information through these connections [1] . In fact, the huge amount of information that we create and exchange exceeds our capacity to consume it [2, 3] and increases the competition among ideas for our collective attention [4] [5] [6] . As a result, our interactions are steered more than ever before by the "economy of attention" [7, 8] . As Simon predicted:
"What information consumes is rather obvious: it consumes the attention of its recipients. Hence a wealth of information creates a poverty of attention and a need to allocate that attention efficiently among the overabundance of information sources that might consume it." [7] Attention has thus become a valuable resource to be spent parsimoniously. Here we investigate how individuals allocate attention to different classes of social connections.
In the seminal paper "The strength of weak ties," Granovetter [9] defines the strength of social ties as proportional to the size of the shared social circles of connected individuals. The more common friends two individuals have, the stronger is the tie between them. We adopt this same definition here. In the weak tie hypothesis, he postulates that social ties of different strength play distinct roles in the dynamics of social structure and information sharing [9, 10] . In particular, weak ties do not carry as much communication as strong ties do, but they often act as bridges between communities, and thus as important channels for novel information otherwise unavailable in close social circles.
There is a vast literature supporting the idea that weak ties play an important role in spreading novel information across communities [11] [12] [13] [14] [15] . This body of work, however, is not concerned with the nature and importance of the information exchanged across ties, and in particular does not confirm (or disprove) the second of Granovetter's hypotheses, namely that weak ties carry "important" information. One major aim of this paper is to address this second, more subtle, point by measuring the attention that users pay to information exchanged on ties of different strength.
Specifically, in this paper we address two questions:
1. How is the intensity of communication related to the strength of a social tie?
2. How is attention differently allocated among strong and weak ties?
Answering these two questions leads us to naturally discriminate between ties of different strength and the kind of interactions they represent. In particular we study how social exchange and information gathering interactions are typically related to the strength of the ties. We investigate these questions using three large-scale networks describing different types of human interactions: information sharing in online social media, cell phone calls, and email exchanges. The first question can be quantitatively addressed by measuring the strength of a social as the size of the neighborhood shared by two connected agents. Our results, in agreement with previous studies (e.g., by Onnela et al. [13] ), confirm the first of the weak tie hypothesis: the largest fraction of interactions do happen on strong arXiv:1505.02399v1 [physics.soc-ph] 10 May 2015 ties while weak ties carry much less traffic [9, 13] . We then focus on the second of Granovetter's hypotheses by examining the role of attention and its relationship with tie strength. We propose to use attention as a proxy for the importance of the information exchanged across a tie. Attention is here defined as the fraction of an individual's activities that is devoted to a particular tie. We study how attention changes as a function of the strength of ties, and examine how it is distributed among the user's ties to either access information or maintain social connections. Interestingly, we find that only very weak or very strong ties attract a good amount of attention, implying two potentially competing trends. On one hand, people frequently interact with strong ties to satisfy their social needs. On the other hand, people look for information through weak ties, as suggested by both Granovetter's and Simon's work. The former activity assigns more attention to strong ties, while the latter prefers weak ones. While these observations hold across all the datasets we examine, the relative magnitude of the two tendencies depends on the specific network functionality.
RELATED WORK
Motivated by Granovetter's work, many empirical studies explored the role of weak ties in social networks mostly by surveys or interviews, and found support for the weak tie hypothesis [11, 12, [16] [17] [18] [19] . Brown and Reingen [11] found an important bridging function of weak ties in word-of-month referral behavior, allowing information to travel from one distinct subgroup of referral actors to another. Levin and Cross [12] investigated dyadic social ties in transferring useful knowledge. They found that strong ties lead to the reception of useful knowledge more than weak ties, but weak ties benefit knowledge transmission when the trustworthiness is controlled. Gilbert and Karahalios [14] tested several dimensions of tie strength on social media and revealed that both intensity of communication and intimate language are strong indicators of relationship closeness. Strong ties are also believed to provide greater emotional support [20, 21] and to be more influential [11, 15, 22] , while weak ties provide novel information and connect us to opportunities outside our immediate circles [9, 23, 24] .
Advances in technology have lowered the cost of communication, information production and consumption, and social link formation, creating unprecedented opportunities to study social interactions through massive digital traces [25, 26] . However, only a handful of studies have leveraged recently available large-scale data to explore the weak tie hypothesis. Onnela et al. [13] analyzed a mobile call network and showed that individuals in clusters tend to communicate more, while weak ties, acting as bridges between clusters, have less traffic. Bakshy et al. [15] found that on Facebook, strong ties are individually more influential in propagating information (external URLs) compared to weak ties. However, the greater number of weak ties collectively contribute to a larger influence in aggregate [27] . Weak ties also play a dominant role in slowing down information spreading in temporal networks, due to their special topological bottleneck position and limited communication frequencies [28] [29] [30] .
The body of empirical work referenced above includes both small experiments conducted in controlled settings and "big data" approaches. As an introduction to the work presented here, it is important to stress the different advantages that these two approaches bring to the study of weak and strong ties. Big data approaches have obviously the advantage of scale, and, often, of addressing questions in the wild. Their major weakness is that they provide much less control on the nature of specific social ties and of information exchanged. Here we try to overcome this limitation by adopting attention as a proxy for the importance of the information exchanged and as a tool to infer the nature of a tie.
DATASETS AND NETWORK REPRESENTATION
We consider three very different datasets. The basic statistics of each network are summarized in Table I . Twitter network: Twitter is a micro-blogging platform used by many millions of people to broadcast short messages through social connections. Users can subscribe to (or "follow") people they deem interesting to automatically receive the information they produce. The collection of all "follow" connections forms the follower network. In the follower network, each node i ∈ V represents a user and a directed link (i, j) ∈ E is drawn between nodes i and j if user i follows j. In such a directed link, we call i the source node and j the target (but note that information travels in the opposite direction). Users post short messages ("tweets"), which may be reposted ("retweeted") by their followers. We define the weight of a link (i, j) as the number of times that i retweets j. Twitter allows for other forms of interaction, such as direct mentions of specific users. While these could alternatively be used to define edge weights, mentions are typically used in discussions and do not necessarily indicate replies to previous tweets. Retweets provide a more direct measure of the extent to which a user i pays attention to information broadcast by j. We collected about 934 millions tweets, 150 millions of which were retweets, from a 10% sample of the public tweets provided by the Twitter streaming API. [31] The information about following connections is gathered for a randomly sampled subset of creators of the collected tweets through the Twitter follower API. [32] Phone call network: The mobile phone call dataset records about 487 millions call events during 120 days with one second resolution. The dataset was recorded by a single operator with 20% market share in an undisclosed European country. [33] This dataset naturally leads to a social network where nodes represent users, and a direct edge (i, j) ∈ E is present if target user j has received at least one call from source user i. The weight of each tie represents the number of calls.
Enron email network:
The Enron email network records 246,391 emails exchanged inside the Enron corporation. An edge (i, j) ∈ E is established if there is at least one email from source user i to target user j, as i directs individual attention to j intentionally. The weight of an edge is the number of emails from i to j. The Enron email corpus was made publicly available during the legal investigation concerning the Enron corporation [34] .
TIE STRENGTH, WEIGHT, AND ATTENTION

Tie strength
In line with Granovetter's hypothesis, we measure tie strength -the closeness between two connected users i and j -as the Jaccard coefficient between their friend sets [9, 13] :
where N i and N j are the sets of neighbors of i and j, respectively:
In measuring the strength of a tie according to this definition, we ignore the direction of links. Although considering direction might convey a more nuanced interpretation of the notion of strength itself, it would require introducing an additional hypothesis not directly ) as a function of degree k(i) of the source node i and degree k(j) of the target node j in Twitter, cell phone network and Enron email network. Degrees are plotted using logarithmic bins. The color of each cell represents the average link overlap of all the edges that fall into that bin given the degrees of the target and source nodes. Note that the degree is the sum of in-degree and out-degree, i.e. the number of neighbors of a given node irrespective of direction.
testable, which we prefer to avoid in this study. Link direction is obviously important when one is concerned with the flow of information, therefore we will consider it later when we examine the information and attention flows in this paper.
In the subsequent discussion we also refer to tie strength as link overlap. In Fig. 1 we plot the probability distribution of link overlap in the three datasets. All of them present fast (exponential) decay: most ties are weak with little overlap, while only a very small fraction of ties are strong.
The heat maps in Fig. 2 show tie strength as a function of the degrees of the two nodes connected by the link. In Twitter, high link overlap is more likely to appear between two nodes with similar degrees; in the cell phone call network, ties between users with fewer contacts tend to have higher overlap; in the Enron network, people with similar numbers of email contacts are more likely to have overlapping contact groups.
Twitter Phone call Email   FIG. 3 . Distribution of link weight. We plot the probability distributions of link weights for the three datasets.
Weight
The intensity of communication on a tie (i, j) is quantified by the total number of times that i retweets, calls, or emails j, denoted as link weight w ij . Fig. 3 shows broad distributions of link weights, suggesting that in all three networks, the majority of links carries little traffic but a significant minority supports extremely high volumes of interactions.
Attention
As we mentioned earlier, we propose to use attention toward a social contact as a proxy for the importance of information provided by that contact. Attention is therefore a key notion in the present analysis. In principle we would like to have a quantity that measures the amount of cognitive resources that an individual invests in interacting with other individuals. A good proxy could be time spent on the specific "platform" but this information is not available in our data. A second alternative would be the activity of the users (e.g., the tweets produced) but this could yield an artificially low value for users who mostly consume information. A third, computationally convenient alternative is to link attention to the number of friends a user has in the social network. It is reasonable to expect that the cognitive resources spent in maintaining social relationships is, on average, an increasing function of the degree of a node, up until a saturation limit compatible with the finite attention of individuals [2, 3, 5, 6, [35] [36] [37] , and after which attention should remain essentially constant. There is a considerable amount of empirical work that supports this hypothesis. Romero et al. [38] showed that the probability of adopting (and therefore paying attention to) a hashtag exhibits this qualitative behavior when plotted vs. the number of times the user is exposed to the hashtagand therefore, on average, the number of friends. Hodas and Lerman [6] found an analogous result for the prob- ability of retweeting a URL. Kwak et al. [39] observed the same qualitative behavior between user activity and both number of followers and friends on Twitter. These studies together suggest that different proxies of attention behave in a qualitatively similar fashion when considered as functions of the the degree of the user, i.e., a relatively quick growth for small values of the degree, followed by a saturation or a very slow growth regime.
We find support for this general behavior in our datasets as well. Indeed, Fig. 4(a) illustrates how activity (tweets, phone calls, emails) grows as a function of out-degree (people one follows, calls, or emails). In general, we observe that the activity of an individual grows nonlinearly with out-degree; it can be approximated by a linear dependence in logarithmic scale (Fig. 4(b) ).
To capture this qualitative behavior we define the total attention of user i as
and without loss of generality, we set a α = 1.
Next, we assume that the fraction of attention devoted by user i to user j, a ij is proportional to the weight w ij of link (i, j). We thus obtain:
where
Unlike tie strength, attention considers direction, because it flows from the source to the target and only depends on the actions of the source. Attention has a narrow distribution in all three datasets, as shown in Fig. 5 . 
WEAK TIES HYPOTHESIS AND THE ROLE OF ATTENTION
The weak tie hypothesis maintains that strong ties carry the majority of interactions, while weak ties act as bridges between communities and are crucial channels for transferring important or novel information. If this is true, we expect that users pay more attention to information received through a weak tie. In the present section we test such hypothesis by measuring how attention is allocated across strong and weak ties. The use of attention as a proxy for importance allows us to overcome the difficulty of defining and empirically measuring the elusive notions of importance or novelty of a piece of information.
Traffic on Strong Ties
As a first step, we aim to confirm that strong ties carry more traffic. To this end we plot the average link weight versus overlap. More precisely, following Onnela et al. [13] , we define the average weight w p over the fraction p of weakest ties (links with lowest overlap), and plot it as a function of p. As shown in Fig. 6 , the average link weights in the three datasets increase as a function of tie strength. Strong ties carry more traffic than weak ties, confirming that people tend to communicate more with close friends, or others with very similar social circles. The observed pattern is consistent with the weak tie hypothesis and with several previous empirical studies [13, 16, [40] [41] [42] [43] . The plateaus of the average curves for the weakest ties are due to links with zero overlap. These are quite common: 5.5% of links in Twitter, 40% in the cell phone network, and 23.6% in the Enron email network connect nodes without common neighbors.
It is important to stress the diversity of the datasets considered; they reflect the usage of communication media with different purposes, governed by different norms. Despite such differences in usage patterns, the networks corresponding to the three platforms exhibit consistent characteristics. In Twitter, the result implies that users are more likely to adopt and repost messages from neighbors with similar social circles. In the phone call network, people tend to call more frequently individuals with very similar contact lists. In the email network, people working in the same or close divisions of the corporation and thus sharing many common coworkers have more email exchanges. The emerging picture in such diverse networks provides strong evidence for the generality of the first part of Granovetter's weak tie theory.
Attention on Weak Ties
The second part of the weak tie hypothesis states that weak ties function as key communication channels in the social network by conveying important information that one is unlikely to discover through strong ties. Removing a strong tie is unlikely to have a significant effect on our access to information generated in our circle of friends, as alternative contacts could provide the same information. On the other hand, the removal of a weak tie could prevent us from being exposed to information from another community, to which the weak tie provides a bridge. This intuition suggests that more attention should be devoted to information received through weak ties.
Let us compute the average link attention a p over the fraction p of weakest ties (links with lowest overlap), and plot it as a function of p. While the three datasets show the same qualitative behavior in link weights (Fig. 6) , they exhibit crucial differences in the allocation of attention versus tie strength, as reported in Fig. 7 . The attention curve is U-shaped in the Twitter network -a positive correlation between attention and overlap for strong ties but a negative correlation for weak ties suggests that people are likely to allocate much attention on both very weak and very strong ties. The U-shape is less evident in the phone call network. Weak ties acquire attention slightly more than intermediate ties while the majority of attention is assigned to strong connections. However, the trend is reversed in the Enron email network, where weak ties are dominant in attracting attention and there is a negative correlation between the amount of attention per tie and its strength.
A possible interpretation for the observed U-shaped attention curves in Twitter and phone data stems from two coexisting trends: on one hand, people are actively maintaining their social relationships by frequent interactions with close friends, so that strong ties capture much attention; on the other hand, people are paying attention to novel and useful information from weak ties.
We cannot argue that a typical user pays attention to both weak and strong ties. Some users may pay attention to their strongest ties while others may pay attention to their weakest ties. It is conceivable that both tendencies coexist. In the aggregate, attention is split between weak and strong ties.
In Twitter, people follow close friends (strong ties) as well as other important information sources (weak ties). Hence we can observe a combined effect of the attention allocation toward both ends of the tie strength spectrum. It seems plausible for the phone call network to be more driven by social interactions. People often call their closest friends, accounting for the greater attention toward strong ties. Calls to weak ties, such as consumer service hotlines, command attention but are much less common. In contrast, the email exchanges in the Enron dataset happen within a corporation and therefore we presume the network to be information-driven. The tendency for maintaining social relationships in such a network is hardly expected, consistently with the little attention observed on strong ties. This interpretation of the attention patterns, driven by the distinction between information-driven and social-driven communication, is further explored in the next section.
SOCIAL AND INFORMATIONAL LINKS
Attention concentrates on either very weak or very strong ties, as seen in Fig. 7 . We conjecture that this observed pattern may originate from the coexistence of two different, potentially competing, communication needs: maintaining social bonds and acquiring novel information. Let us first look into the different types of links in the three networks that might account for these two distinct tendencies.
Micro-blogging systems like Twitter, Tumblr, Weibo, and Google+ have several fundamental differences from offline social networks. These systems are designed for efficient information sharing, not only for maintaining mutual friendships. People may establish directed connections unilaterally, and therefore links do not necessarily represent relationships of mutual trust or reciprocal friendship. Many users in micro-blogging platforms follow unknown but interesting others, such as musicians, politicians, technology experts, news sources, and brands. Owing to this special mechanism in microblogging systems, Huberman et al. [44] distinguished friends from followers based on the number of reply and mention interactions and pointed out that most traffic is conveyed by an underlying social networks of reciprocal friends.
A similar phenomenon can be found in the phone call network. Real-world friends frequently talk to each other on phone and the interactions are usually intensive, mutual, and long-lasting. Meanwhile, business hotlines and customer services get calls from individual callers on an occasional basis, and the ties between them are expected to be weak and non-mutual.
In the Enron email network, most messages are supposed to be business-or information-driven, and therefore the social activity is weaker than in the Twitter or call networks. The number of exchanges on a tie may still be dependent on how much overlap two individuals have at work, and these routine email exchanges are more likely to go through both directions. However, crossdivision communication on a weak tie, though maybe not mutual (i.e., an announcement from the board), is expected to be more crucial and of higher priority, thus attracting more attention.
The social relationship between real-world friends is expected to be different from one between unknown people or coworkers (i.e., a Twitter user following a celebrity, a consumer calling a business hotline, or two coworkers with no personal contact). The former reflects existing social ties, while the latter represents information gathering. We therefore refer to these two classes of connections as social links and informational links, respectively. We consider mutual links as social and unilateral ones (i.e., unreciprocated Twitter followers, phone calls, and emails) as informational [9, 13, 28, 44] . Let us compare the use of these classes of connections by separately computing average link weight and attention as a function of link overlap for social and informational links, respectively. As shown in Fig. 8 , we observe clear distinctions between the two types of links in terms of the allocation of both traffic and attention. More importantly, the distinctions provide us with an interpretation of the different distributions of attention observed in the three networks (Fig. 7) .
Let us start with a discussion of link weights in Fig. 8(a-c) . In all three networks, social links have larger weights than informational ones, irrespective of tie strengths. Their average weights increase with tie strength. The average weights of informational links, in- stead, do not display a robust dependence on tie strength. In Fig. 8(d-f) we display the attention distributions on social ties of different nature. Among social links, strong ties attract more attention than weak ones. Among informational links, weak ties are more appealing with regards to attention. Furthermore, considering that links with zero overlap play a special topological role -a perfect bridge [45] connecting distant groups -we expect to see more zerooverlap ties among informational links than among social ties. In Twitter, 7.5% of informational links have zero overlap, compared with 4.4% of social links; in the phone call network, about 65% of informational links have zero overlap versus about 40% of social links; this effect is the strongest in the email network, where 27.5% of informational links have zero overlap as opposed to 4.1% of social links.
The distinctions between informational and social links in terms of attention allocation helps us interpret the difference between the patterns observed in Fig. 7 . The Twitter network allows users to maintain social contacts and information sources at the same time, and the volume of attention on social and informational links is comparable. The phone call network is more commonly used for social purposes, so informational links only win little attention overall. The email exchanges in the Enron corporate network are designed for gaining information and processing business issues, making information links dominant. In fact the Enron email network only contains 16% social (mutual) links, compared to 64% and 61% in Twitter and phone call networks, as shown in Table I . When we aggregate attention across both classes of links (Fig. 7) , the increasing attention toward strong ties is explained by social interactions, while the higher attention toward weak ties originates from informational links. In the Twitter and phone call networks, the combined effects of the two classes of ties lead to the U-shaped attention profiles. In the email network, the predominance of informational links is consistent with the monotonically decreasing attention with increasing tie strength.
CONCLUSION
This paper aimed to verify the two different aspects of the weak tie hypothesis [9] on three large empirical networks. We found that the large majority of interactions are indeed localized among strong ties. We then studied the fraction of an individual's attention directed towards a neighbor to quantify the importance of a social connection with respect to information diffusion. Interestingly we found that while strong ties do carry more traffic, weak ties succeed in attracting attention similar to or even more than strong ties.
We hypothesize that the extent to which weak ties acquire attention can be explained by two distinct link roles, whose prevalence is network dependent. By distinguishing between social and informational links based on reciprocity, we found evidence supporting our interpretation that people interact along strong ties due to their social relationships, while looking for novel information through weak ties. In systems used for information-driven communication, such as a corporate email network, informational links are dominant, explaining higher attention toward weak ties. In systems designed for social communication, such as mobile phones, social links yield more attention and explain the importance of strong ties; however, a portion of traffic is devoted to information seeking, and so we also observe a weaker increase of attention toward weak ties. Finally, microblogs have dual social and informational purposes, explaining the non-monotonic pattern of attention versus tie strength.
Inferring the nature and purpose of a social link from its "usage" is challenging, but could lead to improved ranking algorithms to prioritize social media content. This work aims to be a step in this direction.
While many studies have confirmed the first part of Granovetter's hypothesis, namely that strong ties receive more traffic in social networks, our analysis provides empirical evidence and a quantitative interpretation of the second part of Granovetter's theory, i.e., that weak ties are more important for information gathering. Until now, studies in this direction have been hampered by a lack of operational definitions of attention or importance, as well as by limits in the availability of social and communication network data that would allow one to measure these quantities at a large scale. As additional datasets of this kind become available, they will enable further refinements in our understanding of the relationships between strength, attention, and importance of social links.
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