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ESSENTIALLY COERCIVE FORMS AND
ASYMPOTICALLY COMPACT SEMIGROUPS
W. ARENDT AND I. CHALENDAR
Abstract. Form methods are most efficient to prove generation
theorems for semigroups but also for proving selfadjointness. So
far those theorems are based on a coercivity notion which allows
the use of the Lax-Milgram Lemma. Here we consider weaker ”es-
sential” versions of coerciveness which already suffice to obtain
the generator of a semigroup S or a selfadjoint operator. We also
show that one of these properties, namely essentially positive coer-
civeness implies a very special asymptotic behaviour of S, namely
asymptotic compactness ; i.e. that dist(S(t),K(H)) → 0 as t →∞,
where K(H) denotes the space of all compact operators on the
underlying Hilbert space.
1. Introduction
Form methods are most efficient for proving well-posedness results
for parabolic equations. We refer to the monography of Kato [14] and
Ouhabaz [18] for example.
The scenario is the following. Given are Hilbert spaces H , V such
that V ↪
d
H (i.e. V is densely and continuously embedded into H) and
a continuous sesquilinear form a ∶ V × V → C. Then there is a unique
operator A on H whose graph is given by
G(A) = {(u, f) ∶ u ∈ V, a(u, v) = ⟨f, v⟩H for all v ∈ V }.
We call A the operator associated with a and write A ∼ a. The following
is a classical result. Assume that a is positive-coercive, i.e.
Re a(u,u) ≥ α∥u∥2V for all u ∈ V and some α > 0.
Then −A generates a holomorphic C0-semigroup S which is uniformly
exponentially stable, i.e.
∥S(t)∥ ≤Me−δt for all t > 0 and for some δ > 0,M ≥ 0.
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The purpose of this paper is to relax the condition of positive coer-
civeness as well as similar notions and to replace them by a weaker
topological notion, which we call ”essential versions”.
Definition 1.1. A continuous and sesquilinear form a on V × V is
called essentially positive-coercive if
un ⇀ 0 in V and limsup
n→∞
Re a(un, un) ≤ 0
implies ∥un∥V → 0 as n→∞.
Here un ⇀ 0 means that un converges weakly to 0 in V . Then we
show the following.
Theorem 1.2. Assume that a is essentially positive-coercive. Then
−A generates a holomorphic C0-semigroup S which is asymptotically
compact.
Here we call S asymptotially compact (sometimes called quasicom-
pact in the literature) if
∥S(t)∥ess ≤Me−δt for all t ≥ 0,
where, for T ∈ L(H), ∥T ∥ess is the distance of T to the space of all
compact operators on the Hilbert space H , denoted by K(H). We also
show that each asymptotically compact quasi-contractive holomorphic
semigroup is obtained via a form in this way if we allow to pass to an
equivalent scalar product on H . Theorem 1.2 seems of interest for two
reasons. A specific topological property of the form a is responsible for
the fact that the semigroup behaves like a finite dimensional system at
infinity. But also the pure generation property is surprising since no
range condition on the operator is needed. Much more generally, we
investigate the numerical range
W (a) ∶= {a(u,u) ∶ u ∈ V, ∥u∥H = 1}
of the form a (which is a convex set).
We call the form a coercive if
∣a(u,u)∣ ≥ α∥u∥2V for all u ∈ V and some α > 0.
Note that the real part in the definition of positive-coerciveness is re-
placed by the absolute value.
We call a essentially coercive if
un ⇀ 0 in V and a(un, un) → 0 implies ∥un∥V → 0.
Then we show in Section 2 that
σ(A) ⊂W (a) =W (A),
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whenever a is essentially coercive.
This spectral inclusion is remarkable since it fails in general for un-
bounded operators. It implies generation results. For example we show
the following: if a is essentially coercive and accretive, then −A is m-
accretive. In other words, again, the range condition comes automati-
cally; i.e. it is a consequence of essential coerciveness. We investigate
in particular the case where a is symmetric. Letting
aλ(u, v) ∶= a(u, v) − λ⟨u, v⟩H ,
we prove the following.
Theorem 1.3. Assume that a is symmetric and that there exists λ ∈ C
such that aλ is essentially coercive. Then A is selfadjoint and semi-
bounded. Moreover, if λ ∈ R, then
σess(A) ⊂ (−∞, λ) or σess(A) ⊂ (λ,∞).
We also show that each semibounded selfadjoint operator can be
obtained in this way by a unique essentially coercive form.
We should say some words about preceding results. The notion of
essential coerciveness has been introduced in [5], where it is shown that
this property is equivalent to the convergence of arbitrary Galerkin ap-
proximations defined by the form. So the motivation and applications
(to finite elements) were completely different in this preceding paper.
A predecessor with investigations on semigroups is the paper [9] where
compactly elliptic forms play a role for investigating the Dirichlet-to-
Neumann operator. One of our result shows that compact ellipticity is
actually equivalent to essential positive coerciveness. We also mention
that ter Elst, Sauter and Vogt [21] established form methods which
lead to contractive semigroups which are not necessarily holomorphic.
However, the use of topological conditions such as essential coerciveness
(Definion 1.1) seems to be new.
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2. Numerical range and essential coercivity
Let V be a Hilbert space over K = R or C.
The notion of essential coerciveness has been introduced in [5] to
study Galerkin approximation. For our purposes, the following Fredholm-
property plays a crucial role.
Proposition 2.1. [[5, Corollary 4.5]] Let a ∶ V ×V → K be a continuous,
essentially coercive form which satisfies uniqueness i.e.
(2.1) for u ∈ V, a(u, v) = 0 for all v ∈ V implies u = 0.
Then for all f ∈ V ′, there exists a unique u ∈ V such that a(u, v) = ⟨f, v⟩
for all v ∈ V .
Now let H be a second Hilbert space over K and j ∈ L(V,H) with
dense range. Let a ∶ V × V → K be a continuous sesquilinear form
satisfying
(2.2) if u ∈ ker j and a(u, v) = 0 for all v ∈ ker j then u = 0.
Then there exists a unique operator A on H whose graph is given by
G(A) = {(x, f) ∈H×H ∶ ∃u ∈ V, j(u) = x and a(u, v) = ⟨f, j(v)⟩H , v ∈ V }
We call A the operator on H associated with (a, j) and write A ∼ (a, j).
This setting has been introduced in [8], generalizing the common
case where V ↪
d
H (i.e. V embeds continuously in H with dense range)
for which j is the identity mapping. See also [7] for an introduction
and [20, 9] for more information. In general A is not a closed operator.
Nevertheless, if a is essentially coercive, then we can prove quite strong
spectral properties.
By
W (a, j) ∶= {a(u,u) ∶ u ∈ V ; ∥j(u)∥H = 1}
we denote the numerical range of (a, j). For λ ∈ K, we let
aλ(u, v) = a(u, v) − λ⟨j(u), j(v)⟩H .
Thus aλ ∶ V × V → K is a continuous sesquilinear form.
We first prove a lemma.
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Lemma 2.2. Let λ ∈ K/W (a, j), where W (a, j) denotes the closure of
W (a, j). If a is essentially coercive then so is aλ.
Proof. Let un ⇀ 0 in V and assume that aλ(un, un) → 0 as n → ∞.
Then ∥j(un)∥H → 0. Indeed, if not, there exist a subsequence (unk)k
and δ > 0 such that ∥j(unk)∥H ≥ δ (k ∈ N). Let wk = unk/∥j(unk)∥H .
Then
aλ(wk,wk) = 1∥j(unk)∥2H aλ(unk , unk) → 0 as n→∞.
But aλ(wk,wk) = a(wk,wk) − λ and a(wk,wk) ∈ W (a, j). This contra-
dicts the fact that λ /∈W (a, j).
It follows that a(un, un) = aλ(un, un) + λ∥j(un)∥2H → 0 as n → ∞.
Now since a is essentially coercive, we get limn→∞ ∥un∥V = 0. 
We denote by ρ(A) the resolvent set of A and for µ ∈ ρ(A) by
R(µ,A) = (µ Id−A)−1 the resolvent at µ. Moreover σ(A) ∶= K/ρ(A)
is the spectrum of A. The following is the main result of this section.
Theorem 2.3. Assume that there exists λ ∈ K such that aλ is essen-
tially coercive. Then
σ(A) ⊂W (a, j) and ∥R(µ,A)∥ ≤ 1
dist(µ,W (a, j)) for all µ /∈W (a, j).
Proof. a) Assume that λ = 0. Let µ ∈ K/W (a, j). Then aµ is essen-
tially coercive by Lemma 2.2. We show that aµ satisfies the uniqueness
condition (2.1). Let u ∈ V such that
aµ(u, v) = a(u, v) − µ⟨j(u), j(v)⟩H = 0 for all v ∈ V.
If j(u) ≠ 0, then a(w,w)−µ = 0 where w = u∥j(u)∥H . Thus µ ∈W (a, j), in
contradiction with the assumption. Thus j(u) = 0 and it follows from
(2.2) that u = 0.
Let f ∈H . By Proposition 2.1 there exists a unique u ∈ V such that
aµ(u, v) = ⟨−f, j(v)⟩H for all v ∈ V.
It follows that
a(u, v) = ⟨−f + µj(u), j(v)⟩H for all v ∈ V.
Thus x ∶= j(u) ∈ D(A) and Ax = −f + µx. Moreover, if f ≠ 0,
a(w,w) − µ = ⟨−f, j(w)∥j(u)∥H ⟩H , with w ∶=
u
∥j(u)∥H .
It follows that
dist(µ,W (a, j)) ≤ ∣⟨f, j(w)⟩H ∣ 1∥j(u)∥H ≤
∥f∥H
∥j(u)∥H .
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Hence
∥x∥H = ∥j(u)∥H ≤ 1
dist(µ,W (a, j))∥f∥H .
b) Let λ ∈ K/{0} such that aλ is essentially coercive. Let µ ∈ K/W (a, j).
Observe that
W (aλ, j) =W (a, j) − λ.
Thus µ−λ /∈W (aλ, j). Note also that (aλ, j) ∼ A−λ Id. It follows from
a) that (µ − λ) Id−(A − λ Id) = µ Id−A is invertible and
∥(µ Id−A)−1∥ = ∥((µ − λ) Id−(A − λ Id))−1∥ ≤ 1
dist(µ − λ,W (aλ, j))
= 1
dist(µ,W (a, j)) .

We mention that Theorem 2.3 fails in general if the form is not
essentially coercive. Here is an example which is well-known (see [1,
Ex. 5.3] for more information).
Example 2.4. Let H = L2(0,∞), V = H1
0
(0,∞), j the identity and
a(u, v) = ∫ ∞0 u′v. ThenW (a, j) ⊂ iR as can easily be seen by integration
by parts. Here the associated operator A on H is given by D(A) = V ,
Af = −f ′. Thus −A is the generator of the right shift semigroup and
its spectrum is σ(A) = {λ ∈ C ∶ Re (λ) ≥ 0}.
Remark 2.5. Given a closed operator on H we always might choose
V = D(A) with the graph norm ∥u∥2A = ∥u∥2H + ∥Au∥2H and define
a(u, v) = ⟨Au, v⟩. If a is essentially coercive, then
σ(A) ⊂W (a) ∶= {⟨Au,u⟩H ∶ u ∈D(A)}.
But this a is rarely essentially coercive. In fact, if the injection V ↪H
is compact, then a is essentially coercive if and only if dimV <∞.
Proof. Let un ⇀ 0 in V . Then Aun ⇀ 0 in H by the definition of the
norm in V . Moreover, un → 0 in H since the embbeding is compact. It
follows that ⟨Aun, un⟩ → 0. Since a is essentially coercive we conclude
that ∥un∥V → 0. In other words, we have shown that each weakly
convergent sequence in V is norm convergent and thus dimV <∞. 
But in this situation, it may well happen that
σ(A) ⊂ {⟨Au,u⟩H ∶ u ∈D(A), ∥u∥H = 1}
(for example if A is selfadjoint with compact resolvent). Thus the es-
sential coercivity is not a necessary condition in Theorem 2.3.
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Next we want to use Theorem 2.3 to prove several generation theo-
rems. The first concerns selfadjoint operators, the second contraction
semigroups and the third holomorphic semigroups. The point is that in
the usual versions of the Lumer-Philipps Theorem, Theorem 2.3 allows
us to replace the range condition by essential coercivity.
3. Selfadjoint, m-accretive and m-quasi-sectorial
operators
3.1. Selfadjoint operators. Let H be a Hilbert space over C. An
operator A on H is called symmetric if
⟨Ax, y⟩ = ⟨x,Ay⟩ for all x, y ∈D(A).
An operator A is selfadjoint if it is densely defined and A = A∗. By a
well-known criterion,
A is selfadjoint if and only if it is symmetric and ±i Id−A ∶ D(A) → H
are surjective.
Now we consider a Hilbert space V and a mapping j ∈ L(V,H) with
dense range. Let a ∶ V × V → C be a continuous sesquilinear form
satisfying (2.2). Let A ∼ (a, j) and aλ(u, v) ∶= a(u, v) − λ⟨j(u), j(v)⟩H
(λ ∈ C) as in Section 2.
Theorem 3.1. Assume that a is symmetric. If aλ is essentially coer-
cive for some λ ∈ C, then A is selfadjoint.
Proof. It follows from the definition that A is symmetric. By Theo-
rem 2.3, σ(A) ⊂W (a, j) ⊂ R. This implies that A is selfadjoint. 
We will show in Section 8 that the operator A in Theorem 3.1 is
semibounded if we assume in addition that j is injective. In that case,
each semibounded selfadjoint operators is obtained in that way.
We give an example to illustrate how Theorem 3.1 can be used. It
is convenient (even though surprising) that only one complex number,
for instance λ = i, suffices to check the essential coercivity.
Example 3.2. Let H = L2(Rd), d ≥ 3, m ∈ Ld(Rd) real-valued, V =
H1(Rd) and j ∶ V →H the identity. Then
a(u, v) = ∫ ∇u∇v + ∫ muv
defines a continuous, symmetric sesquilinear form on V × V . In fact,
by Sobolev-embedding, H1(Rd) ⊂ L2d/(d−2)(Rd). Since m ∈ Ld(Rd), it
follows that
(3.1) mL2d/(d−2)(Rd) ⊂ L2(Rd).
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We show that
ai(u, v) ∶= a(u, v) − i⟨u, v⟩H
is essentially coercive. In fact, consider a sequence (un)n such that
un ⇀ 0 in H1(Rd) and ai(un, un) → 0. Then ∥un∥2L2 = − Im ai(un) → 0
as n → ∞. Since un ⇀ 0 in H1(Rd), by (3.1), mun ⇀ 0 in L2(Rd).
Moreover, since un → 0 in L2(Rd), this implies that
⟨mun, un⟩H = ∫ m∣un∣2 → 0 as n→∞.
Consequently
∫ ∣∇un∣2 = Re ai(un) − ∫ m∣un∣2 → 0 as n→∞.
We have shown that ∥un∥H1 → 0 and thus ai is essentially coercive. It
follows from Theorem 3.1 that the operator A associated with (a, j) on
H is selfadjoint. Using (3.1) one sees that
D(A) =H2(Rd) and Au = ∆u +mu for all u ∈D(A).
We next present an example where j is not injective. In fact, we
consider the Dirichlet-to-Neumann operator associated to the problem
−∆u +mu
where m is a measurable function. This was the prototype example in
[9], where m had been chosen bounded. Here we allow more general m
to which Theorem 3.1 can be applied conveniently.
Example 3.3. (Dirichlet to Neumann operator) Let Ω ⊂ Rd be a
bounded, open Lipschitz domain, d ≥ 3, V =H1(Ω), m ∈ Ld(Ω). Then
a(u, v) = ∫
Ω
∇u∇v + ∫
Ω
muv
defines a continuous, symmetric form on V . We claim that a is essen-
tially coercive.
Proof. Let un ↪ 0 in H1(Ω) such that a(un, un) → 0. Since H1(Ω) ↪
L2d/(d−2), there exists c ≥ 0 such that ∥un∥L2d/(d−2) ≤ c for all n ∈ N.
Since the embedding H1(Ω) ↪ L2(Ω) is compact, un → 0 in L2(Ω)
as n →∞. Thus
∣∫
Ω
m∣un∣2∣ ≤ ∥un∥L2(Ω) (∫
Ω
∣m∣2∣un∣2)
1/2
≤ ∥un∥L2(Ω) (∫
Ω
∣m∣2 d2)
2
d
1
2 (∫
Ω
∣m∣2 dd−2)
d−2
d
1
2
≤ ∥un∥L2(Ω)∥m∥Ld(Ω)c→ 0
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as n → ∞. Hence ∫Ω ∣∇un∣2 → 0 as n → ∞. We have shown that∥un∥H1(Ω) → 0 as n→∞. 
Now let H = L2(∂Ω) and let
j = tr ∶H1(Ω) → L2(∂Ω)
be the trace operator. Denote by A the operator associated with (a, j)
on L2(∂Ω).Then A is selfadjoint by Theorem 3.1.
We claim that
G(A) = {(g, h) ∈ L2(∂Ω) ×L2(∂Ω) ∶ ∃u ∈H1(Ω),
−∆u +mu = 0, tr u = g, ∂νu = g}.
Proof. ⊂ Let (g, h) ∈ G(A). By definition there exists u ∈ H1(Ω) such
that tr u = g and
a(u, v) = ∫
∂Ω
htr(v)
for all v ∈ H1(Ω). Choosing v ∈ D(Ω), one sees that −∆u +mu = 0.
Thus
∫
∂Ω
∆uv + ∫
∂Ω
∇u∇v = a(u, v) = ∫
∂Ω
htr(v)
for all v ∈ H1(Ω). This means by definition that ∂νu = h in the weak
sense.⊃ The proof is similar. 
The characterization of selfadjoint operators which are associated
with an essentially coercive form will be given in Section 6 (see Corol-
lary 6.6 and 6.5).
3.2. m-accretive operators. Let K = R or C and let H be a Hilbert
space. An operator A on H is called accretive if Re ⟨Au,u⟩H ≥ 0 for all
u ∈ D(A). The operator A is called m-accretive if it is accretive and
Id+A ∶ D(A) → H is surjective. By the Lumer-Philipps Theorem A
is m-accretive if and only if −A generates contractive C0-semigroup on
A. Let V be a Hilbert space over K and j ∈ L(V,H) with dense range.
Let a ∶ V × V → K be a continuous sesquilinear form satisfying (2.2).
We say that a is accretive if
Re a(u,u) ≥ 0 for all u ∈ V.
Denote by A the operator on H associated with (a, j).
Theorem 3.4. Assume that a is accretive and aλ is essentially coercive
for some λ ∈ K. Then A is m-accretive.
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Proof. It follows from the definition of the operator associated with
(a, j) that A is accretive. By Theorem 2.3,
σ(A) ⊂W (a, j) ⊂ {λ ∈ C ∶ Re (λ) ≥ 0}.
Thus −1 /∈ σ(A). 
3.3. m-sectorial operators. Let V,H be complex Hilbert spaces and
let j ∈ L(V,H) have dense range. Let a ∶ V × V → C be a continuous
sesquilinear form satisfying (2.2). We say that a is j-sectorial if there
exist θ ∈ R and w ∈ R such that
(3.2) a(u,u) +w∥j(u)∥2H ∈ Σθ for all u ∈ V,
where Σθ ∶= {reiα ∶ r > 0, ∣α∣ < θ}.
Theorem 3.5. Assume that
a) a is j-sectorial;
b) aλ is essentially coercive for some λ ∈ C.
Then the operator A associated with (a, j) on H is m-sectorial.
Proof. Replacing a(u, v) by a(u, v) + w⟨j(u), j(v)⟩H for u, v ∈ V , we
may assume that w = 0 in (3.2). Let θ′ = pi
2
−θ. Then Re e±iθ′a(u,u) ≥ 0
for all u ∈ V . It follows from Theorem 3.4 that −e±iθ′A is the gener-
ator of a contractive C0-semigroup. This implies that −A generates a
holomorphic C0-semigroup which is contractive on Σθ′ . 
4. Structure theorems for essential coerciveness
Throughout this section V is a complex Hilbert space of infinite di-
mension and a ∶ V × V → C is a continuous sesquilinear form.
Recall that a is called coercive if there exists α > 0 such that
∣(a(u,u))∣ ≥ α∥u∥2V for all u ∈ V.
We call a real-coercive if there exists α > 0 such that
∣Re (a(u,u))∣ ≥ α∥u∥2V for all u ∈ V
and positive-coercive if there exists α > 0 such that
Re (a(u,u)) ≥ α∥u∥2V for all u ∈ V.
Recall that the numerical range of a (with respect to V )
W (a,V ) ∶= {a(u,u) ∶ ∥u∥V = 1}
is convex, see [12]. This implies the following.
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Proposition 4.1. a) The form a is coercive if and only if there exists
θ ∈ R such that eiθa is positive-coercive.
b) The form a is real-coercive if and only if a or −a is positive-coercive.
Now, as in the coercive case (see Section 2) we want to introduce
topological properties which are weaker than real-coercive or positive-
coercive.
Definition 4.2. a) The form a is called essentially real-coercive if
un ⇀ 0 in V and Re a(un, un) → 0 implies ∥un∥V → 0.
b) The form a is called essentially positive-coercive if
un ⇀ 0 in V and limsup
n→∞
a(un, un) ≤ 0 implies ∥un∥V → 0.
It is obvious that
ess. positive-coercive ⇒ ess. real-coercive ⇒ ess. coercive,
where ess. is the abbreviation of essentially.
For the following proof of the essential analogue of Proposition 4.1
a) we use a result from [5].
Proposition 4.3. The form a is essentially coercive if and only if there
exists θ ∈ R such that eiθa is essentially positive-coercive.
Proof. Assume that a is essentially coercive. By [5, Theorem 4.4], there
exists a compact operator K ∶ V → V ′ such that the form b given by
b(u, v) = a(u, v) + ⟨Ku,v⟩
is coercive. Thus, by Proposition 4.1, there exist θ ∈ R and α > 0 such
that
Re eiθ(a(u,u) + ⟨Ku,u⟩) ≥ α∥u∥2V for all u ∈ V.
This implies that eiθa is essentially positive-coercive. In fact, consider
un ⇀ 0 in V such that limsupn→∞Re (eiθa(un, un)) ≤ 0. Since K is
compact, ∥Kun∥V ′ → 0. Consequently, ⟨Kun, un⟩V → 0 as n → ∞. We
conclude by
α limsup
n→∞
∥un∥2V ≤ limsup
n→∞
Re (eiθa(un, un)) ≤ 0.

We will see that also Proposition 4.1 b) has an essential analogue.
Before that we give the following characterization of essential positive
coerciveness which shows that this property is indeed the same as pos-
itive coerciveness after compact perturbation. Recall that dimV =∞.
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Theorem 4.4. The following assertions are equivalent:
(i) the form a is essentially positive-coercive;
(ii) there exist a finite dimensional subspace V1 of V and α > 0 such
that
Re a(u,u) ≥ α∥u∥2V for all u ∈ V ⊥1 ;
(iii) there exist a finite rank operator K ∶ V → V ′ and α > 0 such
that
Re (a(u,u) + ⟨Ku,u⟩) ≥ α∥u∥2V for all u ∈ V ;
(iv) there exist a compact operator K ∶ V → V ′ and α > 0 such that
Re (a(u,u) + ⟨Ku,u⟩) ≥ α∥u∥2V for all u ∈ V.
(v) there exist a Hilbert space Y , a compact operator K ∶ V → Y
and α > 0 such that
Re (a(u,u) + ∥Ku∥2Y ) ≥ α∥u∥2V for all u ∈ V.
We precede the proof by a lemma. The arguments are similar to
[5, Theorem 4.2 (i)⇒ (ii)]. To be complete, we give them (in a more
concise way).
Lemma 4.5. If a is essentially real-coercive, then there exists a finite
dimensional subspace V1 ⊂ V such that a is real-coercive on V ⊥1 × V ⊥1 .
Proof. Let Pn be orthogonal projections of finite rank converging strongly
to the identity. We claim that there exist α > 0 and n ∈ N such that
(4.1) ∣Re a(u,u)∣ + ∥Pnu∥2V ≥ α∥u∥2V for all u ∈ V.
In fact, if not, we find un ∈ V such that ∥un∥V = 1 and
(4.2) ∣Re a(un, un)∣ + ∥Pnun∥2V < 1n.
We may assume that un ⇀ u in V , taking a subsequence otherwise.
Then Pnun ⇀ u as n→∞. In fact, let v ∈ V . Then Pnv → v. Hence
⟨Pnun, v⟩V = ⟨un, Pnv⟩V → ⟨u, v⟩V .
Since ∥Pnun∥V → 0 by (4.2), it follows that u = 0. Thus ∣Re a(un, un)∣ →
0 by (4.2), contradicting essential real coerciveness. Thus (4.1) holds.
If we choose V1 ∶= PnV , then V ⊥1 = kerPn and by (4.1)
(4.3) ∣Re a(u,u)∣ ≥ α∥u∥2V for all u ∈ V ⊥1 .

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Proof of Theorem 4.4. (i) ⇒ (ii) By Lemma 4.5 there exists a finite
dimensional subspace V1 of V such that (4.3) holds. By Proposition 4.1
b) two cases may occur.
First case:
−Re a(u,u) ≥ α∥u∥2V for all u ∈ V ⊥1 .
Since dimV ⊥
1
=∞, there exist un ∈ V ⊥1 such that ∥un∥V = 1 and un ⇀ 0.
Since Re a(un, un) ≤ −α ≤ 0, this contradicts essential positive coercive-
ness. Thus this case is excluded, we are in the second case and (ii) is
proved.
(ii) ⇒ (iii) Denote by P the orthogonal projection onto V1 and by
Q ∶= Id−P the one onto V ⊥
1
. Thus
a(Qu,Qu) ≥ α∥Qu∥2V for all u ∈ V.
Let
b(u, v) = a(Qu,Pv) + a(Pu,Qv) + a(Pu,Pv) for all u, v ∈ V.
Then a(u, v) = a(Qu,Qv) + b(u, v) for all u, v ∈ V . There exists a finite
rank operator K1 ∶ V → V ′ such that
b(u, v) = ⟨K1u, v⟩ for all u, v ∈ V.
Then define K ∶ V → V ′ by
⟨Ku,v⟩ = −⟨K1u, v⟩ + α⟨Pu, v⟩V .
Then K has finite rank and
Re a(u,u) = Re (a(Qu,Qu) +α⟨Pu,u⟩V )≥ α(∥Qu∥2V + α∥Pu∥2V )= α∥u∥2V .
(iii) ⇒ (iv) is trivial.
(iv) ⇒ (i) Let un ⇀ 0 in V such that limsupn→∞Re a(un, un) ≤ 0.
Since K is compact, Kun → 0 in V ′ and thus ⟨Kun, un⟩ → 0. Thus
limsup
n→∞
α∥un∥2V ≤ limsup
n→∞
Re a(un, un) ≤ 0.
(v) ⇒ (i) The proof is the same since un ⇀ 0 in V implies ∥Kun∥Y → 0
as n →∞.
(iii) ⇒ (v) Let j ∶ V → V ′ be the Riesz isomorphism. Then
J = j−1 ○K ∶ V → V
is of finite rank and
Re a(u,u) +Re ⟨Ju,u⟩V ≥ α∥u∥2V .
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Let K1 = 12(J + J∗). Then Re ⟨Ju,u⟩V = Re ⟨K1u,u⟩V and K1 is self-
adjoint and of finite rank since J is of finite rank. Thus there exist
orthonormal vectors e1,⋯, en ∈ V and λk ∈ R such that
K1u = n∑
k=1
λk⟨u, ek⟩V ek.
Choose λ =max{λ1,⋯, λn} and let K2 =√λP where
Pu ∶= n∑
k=1
⟨u, ek⟩V ek
defines an orthogonal projection of finite rank. Then
∥K2u∥2V = λ∥Pu∥2V = λ⟨Pu,u⟩V = λ n∑
k=1
∣⟨u, ek⟩V ∣2
≥ n∑
k=1
λk∣⟨u, ek⟩V ∣2 = ⟨K1u,u⟩V .
Thus
Re a(u,u) + ∥K2u∥2V ≥ α∥u∥2V .

Next we want to characterize essential real coerciveness. It is obvious
that −a is real-coercive if and only if a is real-coercive. Moreover,
essential positive coerciveness is stronger than real coerciveness. Recall
once more that we assume that dimV =∞.
Theorem 4.6. Assume that a is essentially real-coercive. Then either
a is essentially positive-coercive or −a is essentially positive-coercive.
Proof. a) First we show that the two assertions are exclusive. Assume
that a and −a are essentially positive-coercive. By Theorem 4.4 there
exist αj > 0 and compact operators Kj ∶ V → V ′ (j = 1,2) such that
Re ((−1)ja(u,u) + ⟨Kju,u⟩) ≥ αj∥u∥2V .
Adding these two inequalities, we deduce that
Re ⟨(K1 +K2)u,u⟩ ≥ (α1 + α2)∥u∥2V for all u ∈ V.
It follows that K1 +K2 ∶ V → V ′ is invertible and compact, which is
impossible since dimV =∞.
b) By Lemma 4.5 there exist α > 0 and a finite dimensional subspace
V1 of V such that
∣Re a(u,u)∣ ≥ α∥u∥2V for all u ∈ V ⊥1 .
By Proposition 4.1, two cases can occur :
Re a(u,u) ≥ α∥u∥2V for all u ∈ V ⊥1
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or
−Re a(u,u) ≥ α∥u∥2V for all u ∈ V ⊥1
In the first case a is essentially positive-coercive, by Theorem 4.4, and
in the second case −a is essentially positive-coercive. 
5. Asymptotic compactness and compact perturbation of
forms
In this section we study when a semigroup approaches a finite di-
mensional semigroup as t→∞. We call this property asymptotic com-
pactness. Our main result is concerned with compact perturbation of
forms for which we show that they preserve asymptotic compactness.
This section is of independent interest.
Now assume that −A generates a C0-semigroup S on a complex Ba-
nach space X . Assume that σ1 is a compact and relatively open subset
of σ(A). Then there exists a unique decomposition
(5.1) X = X1 ⊕X2,
where Xj are closed subspaces such that S(t)Xj ⊂Xj , such that A1 is
bounded and σ(A1) = σ1, σ(A2) = σ(A)/σ1, where −Aj is the generator
of S∣Xj for j = 1,2. We refer to [17, A-III Theorem 3.3]. The projection
Pσ1 onto X1 along (5.1) is called the spectral projection associated with
σ1. If λ is an isolated point, we call Pλ ∶= P{λ} the spectral projection
associated with λ.
Let A be a closed operator on X . We say that A is a Fredholm
operator if kerA and X/ range(A) have finite dimension. This implies
that range(A) is closed in X . By
ρF (A) ∶= {λ ∈ C ∶ λ Id−A is a Fredholm operator}
we denote the Fredholm resolvent set of A. It is an open subset of C
and we denote by σess(A) ∶= C/ρF (A) the essential spectrum of A.
The following property is remarkable (see [14, p. 243] or [16, 1.3.1]).
Proposition 5.1. Let A be the negative generator of a C0-semigroup
and let ω ⊂ ρF (A) be an open connected set. If ω ∩ ρ(A) ≠ ∅, then
ω ∩ σ(A) is discrete and Pλ has finite rank for all λ ∈ ω ∩ σ(A).
There are several different definitions of the essential spectrum (see
[10] for 5 definitions). For example, in [19], the essential spectrum
is the complement in σ(A) of the set of all isolated points in σ(A)
with spectral projection of finite rank. For selfadjoint operators this
coincides with our definition here, by Proposition 5.1, which also shows
that the notion of spectral radius is independent of the definition.
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For X a Banach space and T ∈ L(X), we let
∥T ∥ess ∶= inf
K∈K(X)
∥T −K∥,
where K(X) is the closed ideal of L(X) consisting of all compact op-
erators. The Calkin algebra L(X)/K(X) is a Banach algebra for the
norm
∥T˜ ∥ ∶= ∥T ∥ess
where T ↦ T˜ ∶ L(X) → L(X)/K(X) is the quotient mapping. As is
well-known, one has
σess(T ) = σ(T˜ ),
where σ(T˜ ) denotes the spectrum of T˜ in the Calkin algebra. We
denote by
ress(T ) = sup{∣λ∣ ∶ λ ∈ σess(T )}
the essential spectral radius of T .
Now let S be a C0-semigroup on X and −A its generator. We denote
by
ωess(A) ∶= inf{w ∈ R ∶ ∃M ≥ 0 such that ∥S(t)∥ ≤Mewt for all t ≥ 0}
the essential growth bound of S. Thus
ωess(A) = limsup
t→∞
1
t
log ∥S(t)∥ess = inf
t>0
log ∥S(t)∥ess,
which implies that
ress(S(t)) = etωess(A) for all t > 0,
see [17, A III.].
We call the semigroup S asymptotically compact if ωess(S) < 0. Here
we deviate from the terminology in [11] and [17] where quasi-compact
is used instead.
Recall that S is called uniformly exponentially stable if there exist
ε > 0, M ≥ 1 such that
∥S(t)∥ ≤Me−εt (t ≥ 0).
Asymptotic compactness can be characterized as follows.
Proposition 5.2. Let S be C0-semigroup on X with generator A. The
following assertions are equivalent:
a) S is asymptotically compact;
b) there exists a decomposition X = X1 ⊕ X2 where Xj, j = 1,2
are closed subspaces which are invariant under S such that
dimX1 < ∞ and S2 is uniformly exponentially stable, where
S2(t) = S(t)∣X2.
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Proof. b) ⇒ a) Since ∥S(t)∥ess ≤ ∥S2(t)∥ ≤ Me−εt, it follows that
ωess(A) < 0.
a) ⇒ b) Since ωess(A) < 0, one has ress(S(1)) = eωess(S) < 1. Let
r ∈ (ress(S(1)),1) and note that σ1 ∶= {λ ∈ σ(S(1)) ∶ ∣λ∣ > r} is finite
and the spectral projection P for S(1) associated with σ1 has finite
rank. Then PX =∶ X1 and X2 ∶= kerP define a decomposition with the
desired properties (cf. [17, A III Corollary 3.5]). 
Thus, a semigroup S is asymptotically compact if and only if it
converges to a finite dimensional semigroup as t → ∞, and this expo-
nentially fast. This implies that the qualitative behaviour of S(t) when
t→∞ is determined by a finite dimensional system.
We would like to add the following property which is basically a
corollary of Proposition 5.2 (cf. [17, B-IV Theorem 2.10]).
Proposition 5.3. Let S be an asymptotically compact C0-semigroup
with generator −A. Then the set σ−(A) ∶= {λ ∈ σ(A) ∶ Re λ ≤ 0} is
finite and the spectral projection associated with σ−(A) has finite rank.
Next we state a perturbation theorem due to Desch-Schappacher
which will be needed later.
Theorem 5.4. [3, Theorem 3.7.25] Let A be the generator of a holo-
morphic C0-semigroup S and let K ∶ D(A) → X be compact (where
D(A) carries the graph norm). Then A +K generates a holomorphic
C0-semigroup S˜ and ωess(A +K) = ωess(A).
We will also need the following interpolation result which is of inde-
pendent interest.
Theorem 5.5. Let A be the generator of a holomorphic C0-semigroup
T on the Banach space X. Let Y be a Banach space such that
D(A) ⊂ Y ↪X.
Suppose that the part B of A in Y generates a holomorphic C0-semigroup
S on Y . Then ωess(A) = ωess(B).
Here B is defined by
D(B) ∶= {y ∈D(A) ∶ Ay ∈ Y }, By ∶= Ay.
Note that if λ ∈ ρ(A), then λ ∈ ρ(B) and R(λ,B) = R(λ,A)∣Y .
For the proof of Theorem 5.5 we need some preparation.
Lemma 5.6. Let T ∈ L(X) and Y ↪X. Assume that TX ⊂ Y and let
S ∶= T∣Y ∈ L(Y ). Then
σ(S) ⊂ σ(T ) ∪ {0}.
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Proof. Let λ ∈ ρ(T ), λ ≠ 0, y ∈ Y , x = R(λ,T )y. Then λx − Tx = y.
Hence λx = y + Tx ∈ Y . So x ∈ Y . Thus λ ∈ ρ(S) and R(λ,S) =
R(λ,T )∣Y . 
Lemma 5.7. Let T ∈ L(X) and Y ↪X. Assume that TX ⊂ Y and let
S ∶= T∣Y ∈ L(Y ). Then
ress(S) ≤ ress(T ).
Proof. Let r > ress(T ). Then, by Proposition 5.1, the set M ∶= {λ ∈
σ(T ) ∶ ∣λ∣ > r} is finite and consists of isolated eigenvalues with finite
dimensional spectral projection. Thus X = X1 ⊕ X2 where Xj is a
closed subspace, TXj ⊂ Xj (j = 1,2), dimX1 <∞ and r(T2) < r where
T2 = T∣X2. Let S = T∣Y and note that Y2 ∶=X2 ∩ Y is a closed subspaces
of Y invariant by S. Let S2 = S∣Y2. Then T2X2 ⊂ Y2. It follows from
Lemma 5.6 that σ(S2) ⊂ σ(T2) ∪ {0}. Hence r(S2) ≤ r(T2) < r.
Now let ∣λ∣ > r. We show that λ Id−S is a Fredholm operator. It is
clear that ker(λ Id−S) ⊂ ker(λ Id−T ) has finite dimension. Since S2 is
invertible,
(λ Id−T )Y ⊃ (λ Id−S2)Y2 = Y2.
We show that Y2 has finite codimension in Y (which in turn, implies
that (λ Id−T )Y has finite codimension in Y ). Since X2 has finite codi-
mension there exist ϕ1,⋯, ϕn ∈X ′ such that
X2 = n⋂
j=1
kerϕj.
This implies that Y2 = ⋂nj=1 kerϕj ∣Y , which proves the claim. 
Remark 5.8. The proof of Lemma 5.7 yields a stronger assertion,
namely
σ̃ess(S) ⊂ σ̃ess(T ) ∪ {0},
where σ̃ess(T ) = σ(T )/{λ ∈ σ(T ) ∶ λ is an isolated point with spectral
projection of finite rank}.
Proof of Theorem 5.5. a) Since T is holomorphic, T (1)X ⊂D(A) ⊂ Y .
One has S(t) = T (t)∣Y (since S(t)y = limn→∞ (Id+ tnB)−n y = T (t)y). It
follows from Lemma 5.7 that
eωess(B) = ress(S(1)) ≤ ress(T (1)) = eωess(A).
Hence ωess(B) ≤ ωess(A).
b) Consider Z ∶=D(A) with the graph norm. Then T1(t) ∶= T (t)∣Z is a
C0-semigroup which is similar to T . Its generator A1 is the part of A in
Z. Because of the similarity we have ωess(A1) = ωess(A). It follows from
the closed graph theorem that Z ↪ Y . Since T1(t) = T (t)∣Z = S(t)∣Z , it
follows from a) that ωess(A1) ≤ ωess(B). 
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Next we want to consider semigroups associated with a form. Let
V,H be Hilbert spaces over C such that V ↪
d
H . Let a ∶ V × V → C be
a continuous sesquilinear form. As before we define an operator A on
H by
D(A) ∶= {u ∈ V ∶ ∃f ∈ H,a(u, v) = ⟨f, v⟩H for all v ∈ V }, Au ∶= f.
We call A the operator associated with a (on H) and write A ∼ a.
The form a is called H-elliptic if there exist w ≥ 0, α > 0 such that
Re a(u,u) +w∥u∥2H ≥ α∥u∥2V for all u ∈ V.
Note that a continuous H-elliptic form is the same as a closed sectorial
form in the terminology of Kato [14].
If a is continuous andH-elliptic, then the associated operator A is m-
sectorial, i.e., −A generates a holomorphic C0-semigroup S ∶ Σθ → L(X)
satisfying
∥S(t)∥ ≤ ew∣z∣ for all z ∈ Σθ
for some w ∈ R and where θ ∈ (0, π/2], Σθ = {reiα ∶ r > 0, ∣α∣ < θ}.
Moreover, each m-sectorial operator can be obtained in this way (and
the space V as well as the form a ∶ V × V → C such that a ∼ A are
unique). We refer to [14].
Moreover, there is a natural operator A on V ′ associated with a,
namely by defining D(A) = V and
⟨Au, v⟩ = a(u, v).
Then also −A is the generator of a holomorphic C0-semigroup S on
V ′ (which might no longer be quasi-contractive, see [2]). Moreover,
S(t)∣H = S(t) (t ≥ 0). It follows from Theorem 5.5 that ωess(A) =
ωess(A). This will be needed in the next perturbation result. This in
turn is crucial for characterizing those operators which are associated
with an essentially coercive form on H .
Theorem 5.9. Let V,H be complex Hilbert spaces such that V ↪
d
H
and let a ∶ V × V → C be a continuous H-elliptic form, A ∼ a. Let
K ∶ V → V ′ be compact and define b ∶ V × V → C by
b(u, v) = a(u, v) + ⟨Ku,v⟩.
(1) Then the form b is continuous and H-elliptic.
(2) Let B ∼ b. Then ωess(B) = ωess(A).
Proof. (1) We can assume that
Re a(u,u) ≥ α∥u∥2V (u ∈ V ),
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where α > 0 (replacing a by a(., .) +w⟨., .⟩H otherwise). Assume that b
is not H-elliptic. Then there exists un ∈ V such that ∥un∥V = 1 and
(5.2) Re a(un, un) +Re ⟨Kun, un⟩ + n∥un∥2H < 1n.
Passing to a subsequence, we may assume that un ⇀ u in V . Since
K ∶ V → V ′ is compact, it follows that Kun → Ku in V ′. Hence⟨Kun, un⟩ → ⟨Ku,u⟩. Thus (5.2) implies that ∥un∥2H → 0 as n → ∞.
Since V ↪
d
H it follows that u = 0. Hence Re ⟨Kun, un⟩ → 0 as n →∞.
Thus (5.2) contradicts that Re a(un, un) ≥ α > 0 for all n ∈ N.
(2) Let T be the C0-semigroup generated by A on V ′, and S the semi-
group generated by A +K on V ′ (where D(A +K) = D(A) = V ). It
follows from Theorem 5.4 that ωess(A) = ωess(A +K). Moreover, by
Theorem 5.5, ωess(A) = ωess(A) and ωess(A + K) = ωess(B). Thus
ωess(A) = ωess(B). 
6. Essentially positive coercive-forms and asymptotic
compactness
In this section we show that the semigroup associated with a contin-
uous elliptic form is asymptotically compact if (and basically only if)
the form is essentially positive-coercive. We first prove that essential
positive coerciveness implies already ellipticity. This could be derived
from [9, Lemma 4.14] together with Theorem 4.4. However, the follow-
ing proof is more direct.
Throughout this section we consider V,H complex Hilbert spaces
such that V ↪
d
H and a ∶ V × V → C is sesquilinear and continuous.
Proposition 6.1. If a is essentially positive-coercive, then a is H-
elliptic, i.e. there exist α > 0 and w ≥ 0 such that
Re a(u,u) +w∥u∥2H ≥ α∥u∥2V for all u ∈ V.
Proof. If a is not H-elliptic, then there exist un ∈ V such that ∥un∥V = 1
and
(6.1) Re a(un, un) + n∥un∥2H < 1n.
The continuity of a implies that Re a(un, un) ≥ −M . Hence by (6.1),
∥un∥2H ≤ 1n (M +
1
n
) .
It follows that limn→∞ un = 0 in H . Since V is reflexive this implies
that un ⇀ 0 in V . Now (6.1) yields a contradiction to essential positive-
coerciveness. 
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Let a be H-elliptic form with associated operator A on H . Denote
by S the semigroup generated by −A on H . Thus S is holomorphic.
We want to study the asymptotic behaviour of S(t) as t→∞.
Remark 6.2. If w = 0, i.e. if a is positive-coercive, then a is uniformly
exponentially stable. In fact there exists cH > 0 such that
∥u∥H ≤ cH∥u∥V for all u ∈ V.
Choose ε = α
c2
H
. Then
Re a(u,u) − ε∥u∥2H ≥ α∥u∥2V − εc2H∥u∥2V = 0 for all u ∈ V.
Thus A − ε Id is accretive. It follows that the semigroup generated by
−A + ε Id, i.e. (eεtS(t))t≥0 is contractive. Thus ∥S(t)∥ ≤ e−εt for all
t ≥ 0.
Thus positive-coercive forms lead to exponentially stable semigroups.
We show now that essentially positive-coercive forms generate asymp-
totically compact semigroups.
Theorem 6.3. Let a be an essentially positive-coercive form. Let A ∼ a
and denote by S the semigroup generated by −A. Then S is asymptot-
ically compact.
Proof. By Theorem 4.4 there exists a compact operator K ∶ V → V ′
such that the form b is positive-coercive, where
b(u, v) = a(u, v) + ⟨Ku,v⟩ for all u, v ∈ V.
Let B ∼ b on H and let T be the semigroup generated by −B. Then
T is uniformly exponentially stable by Remark 6.2. Thus ωess(T ) <
0. It follows from Theorem 5.9 that ωess(S) = ωess(T ). Thus S is
asymptotically compact. 
Corollary 6.4. Let A ∼ a where a is an essentially positive-coercive
form. Then there exists ε > 0 such that
σess(A) ⊂ {λ ∈ C ∶ Re (λ) ≥ ε}.
In particular, each λ ∈ σ(A) with Re (λ) < ε is an isolated point of the
spectrum with finite dimensional spectral projection.
Next we answer the question which selfadjoint operators are associ-
ated with symmetric essentially coercive forms which remained open
in Section 3.
Corollary 6.5. Let A be a closed operator on H. The following asser-
tions are equivalent.
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(i) There exist V ↪
d
H and a continuous, symmetric, essentially
positive-coercive sesquilinear form a ∶ V ×V → C such that A ∼ a;
(ii) A is selfadjoint and there exists ε > 0 such that
σess(A) ⊂ {λ ∈ C ∶ Re (λ) ≥ ε}.
In that case the form a in (i) is unique.
Proof. (i) ⇒ (ii) follows from Corollary 6.4 and the selfadjointness of
A from Proposition 6.1 or Theorem 3.1.
(ii) ⇒ (i): it follows from (ii) that there exists δ > 0 such that σδ(A) ∶={λ ∈ σ(A) ∶ Re (λ) ≤ δ} is finite and each λ ∈ σδ(A) is an eigenvalue
with finite dimensional eigenspace (see also [19, VII.3]). Denote by P
the spectral projection associated with σ(A)∩(−∞, δ). Then P is self-
adjoint of finite rank. The space PH has an orthonormal basis e1, ..., en
of eigenvectors of A, i.e., ek ∈D(A) and Aek = λkek for k = 1, ..., n. Let
B be defined on D(B) = D(A) by Bu = Au −∑nk=1 λk⟨u, ek⟩Hek. Then
B is selfadjoint and σ(B) ⊂ [δ,∞). Thus there exist a Hilbert space V ,
V ↪
d
H and a coercive, continuous, symmetric form b ∶ V ×V → K such
that B ∼ b. Define a ∶ V × V → K by
a(u, v) = b(u, v) + n∑
k=1
λk⟨u, ek⟩H⟨ek, v⟩H .
Then A ∼ a. Uniqueness follows from the fact that for each m-sectorial
operator A there is a unique closed form a such that A ∼ a, see [14, VI.
Theorem 2.7]. 
Corollary 6.6. Let A be a closed operator on H. The following asser-
tions are equivalent.
(i) There exist V ↪
d
H and a symmetric, essentially coercive form
a ∶ V × V → C such that A ∼ a.
(ii) The operator A is selfadjoint and there exists δ > 0 such that
σess(A) ⊂ (δ,∞) or σess(A) ⊂ (−∞,−δ).
Proof. If a is symmetric, then essentially coercive is the same as es-
sentially real-coercive and this in turn is equivalent to a or −a being
essentially positive-coercive by Theorem 4.4. Now Corollary 6.6 follows
from Corollary 6.5. 
A useful criterion for proving essential real-coerciveness is the fol-
lowing.
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Lemma 6.7. Let a ∶ V × V → C be of the form a = a0 − b where a0 is a
real-coercive form and b is a continuous sesquilinear form satisfying
un ⇀ 0 in V ⇒ limsup
n→∞
Re b(un, un) ≤ 0.
Then a is essentially positive-coercive.
Proof. Let un ⇀ 0 such that limsupn→∞Re a(un, un) ≤ 0. Then, for
some α > 0,
limsup
n→∞
α∥un∥2V ≤ limn→∞Re a0(un, un)
= limsup
n→∞
(Re a(un, un) +Re b(un, un))
≤ 0.

Remark 6.8. If the injection V ↪H is compact, then a is H-elliptic if
and only if a is essentially positive-coercive (see Proposition 6.1 for one
direction, the other is obvious). In that case, the associated semigroup
S consists of compact operators and so ωess(S) = −∞.
We now give an example to show how Theorem 6.3 can be applied.
In this example, the embedding of V in H is not compact.
Example 6.9. Let Ω = Rd/ω be an exterior domain where ω is a
bounded Lipschitz domain and d ≥ 3. Let H = L2(Ω), V = H1(Ω),
and consider the form a given by
a(u, v) = ∫
Ω
∇u∇v + δ∫
Ω
uv +
d∑
j=1
∫
Ω
(bju∂jv + cjv∂ju),
where the coefficients bj , cj are complex-valued in Ld(Ω)∩L2q/(q−2)loc (Ω),
where 2 < q < 2d/(d−2) and where δ > 0. Then the form a is continuous
and essentially positive-coercive. Let A ∼ a, S the semigroup generated
by −A. Then S is asymptotically compact. Note that A is selfadjoint
if bj = cj for j = 1,⋯, d.
Proof. Since H1(Ω) ↪ L2d/(d−2)(Ω), the form a is continuous. By
Lemma 6.7 it suffices to show the following. Let un ⇀ 0 in H1(Ω).
Then ∫Ω gun∂jun → 0 as n → ∞, where g ∈ Ld(Ω) ∩ L2q/(q−2)loc (Ω). Let
ε > 0 and let B be a ball large enough such that (∫Ω/B ∣g∣d)1/d ≤ ε.
Since (un)n is bounded in H1(Ω), there exists a constant c > 0 such
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that ∥un∥L2d/(d−2) ≤ c and ∥∂jun∥L2 ≤ c for all n ∈ N. Thus
∣∫
Ω/B
gun∂jun∣ ≤ c(∫
Ω/B
∣gun∣2)
1/2
≤ c(∫
Ω/B
∣g∣2 d2)
2
d
1
2 (∫
Ω
∣un∣2 dd−2)
d−2
d
1
2
≤ c2ε for all n ∈ N.
Note that the embedding H1(Ω ∩B) ↪ Lq(Ω ∩B) is compact.
Thus un → 0 as n →∞ in Lq(Ω/B). We estimate
∣∫
Ω∩B
gun∂jun∣ ≤ c(∫
Ω∩B
∣gun∣2)
1/2
≤ c(∫
Ω∩B
∣g∣2 qq−2)
q−2
2
1
2 (∫
Ω∩B
∣un∣2 q2)
2
q
1
2
≤ c∥g∥L2q/(q−2)(B∩Ω)∥un∥Lq(Ω∩B)
which converges to 0 as n→∞. Thus
limsup
n→∞
∣Re ∫
Ω
gun∂jun∣ ≤ c2ε
where ε > 0 is arbitrary. This proves the claim. The remaining asser-
tions follow from Theorem 6.3. 
Remark 6.10. Another condition on the coefficients is bj , cj ∈ L∞(Ω)
and
lim
R→∞
(∥bj∥L∞(Ω/BR) + ∥cj∥L∞(Ω/BR)) = 0,
where BR is the ball in Rd of radius R. The proof is similar.
Our next goal is to prove the converse of Theorem 6.3. We need
the following result which is a consequence of a characterization of
operators with bounded H∞-calculus due to C. Le Merdy [15]. We
refer also to the monography by M. Haase [13, Sec. 7.3.3].
Proposition 6.11. Let S be a quasicontractive holomorphic C0-semi-
group on a Hilbert space H whose generator is −A. If Re λ > 0 for all
λ ∈ σ(A), then there exist a Hilbert space V ↪
d
H, a continuous real-
coercive sesquilinear form a ∶ V ×V → C, and there exists an equivalent
scalar product [., .] on H such that A is associated with a on (H, [., .]).
Note that the assertion in the proposition says that
D(A) = {u ∈ V ∶ ∃f ∈ H such that a(u, v) = [f, v] for all v ∈ V }, Au = f.
To say that [., .] is an equivalent scalar product means that u↦√[u,u]
defines an equivalent norm on H .
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Proof of Proposition 6.11. Since Re λ > 0 for all λ ∈ σ(A) and since the
spectrum of A lies in a sector, there exists ε > 0 such that Re (λ) ≥ 2ε
for all λ ∈ σ(A). This implies that −A + ε Id generates a holomorphic
C0-semigroup T which is bounded on a sector. Since A + w Id is m-
accretive, it follows that A + w Id ∈ BIP (H) (see for example [15]
for the definition of BIP (H)). By [4, Corollary 2.4], it follows that
A − ε Id ∈ BIP (H). Now it follows from a result of Le Merdy [15,
Theorem 1.1 and Corollary 4.7] that there exists an equivalent scalar
product [., .] on H such that −A + ε Id generates a holomorphic C0-
semigroup T which is contractive for [., .] on a sector. By a result of
Kato [14, VI 2, Theorem 2.7] there are a Hilbert space V ↪
d
H , a
continuous H-elliptic form b ∶ V × V → C and θ ∈ [0, π/2) such that
A − ε Id is associated with b on (H, [., .]). Then A is associated with
a ∶= b + ε[., .] on (H, [., .]). Since Re b(u,u) ≥ 0 for all u ∈ V ,
∥u∥21 ∶= Re a(u,u) = Re b(u,u) + ε∥u∥2H
defines a norm on V . Since b is H-elliptic, this norm is complete. Thus∥ ∥1 is an equivalent norm on V . Hence there exists α > 0 such that
Re a(u,u) = ∥u∥21 ≥ α∥u∥2V ;
i.e. a is real-coercive. 
Theorem 6.12. Let S be an asymptotically compact quasi-contractive
holomorphic C0-semigroup on H with generator −A. Then there exist
an equivalent scalar product [., .] on H, a Hilbert space V ↪
d
H and a
continuous, essentially positive-coercive form a ∶ V × V → C such that
A ∼ a on (H, [., .]).
Proof. Since S is quasi-compact, H = X1 ⊕ X2 where Xj are closed
invariant subspaces, dimX1 <∞ and
∥S2(t)∥ ≤Me−εt for all t ≥ 0
for some ε > 0, M ≥ 1, where S2(t) ∶= S(t)∣X2 . It follows from Propo-
sition 6.11 that there exist an equivalent scalar product [., .]2 on X2,
V2 ↪
d
X2, a2 ∶ V2 × V2 → C a continuous, real-coercive sesquilinear form
such that a2 ∼ A2 on (X2, [., .]), where −Aj is the generator of S(.)∣Xj ,
j = 1,2.
Note that A1 is a bounded operator. Defining
V ∶=X1 ⊕ V2 and [x1 + x2, y1 + y2] ∶= ⟨x1, y1⟩H + [x2, y2]2 on H
where x1 + x2, y1 + y2 ∈X1 ⊕X2 and defining
a(x1 + x2, y1, y2) = ⟨A1x1, y1⟩H + a2(x2, y2) for x1 + x2, y1 + y2 ∈X1 ⊕ V2,
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one obtains an essentially positive-coercive form on V (Theorem 4.4
(ii) is fulfilled). Then A ∼ a on (H, [., .]) 
7. Essentially coercive forms and holomorphic
semigroups
The purpose of this section is to give some information on the oper-
ator associated with an essentially coercive form using our results from
Section 6. This will allow us to prove a converse version of Theorem 3.4.
Throughout the section, V,H are complex Hilbert spaces, V ↪
d
H and
a ∶ V × V → C is a continuous and sesquilinear form. As previously, we
denote by A the operator on H associated with a.
Theorem 7.1. If a is essentially coercive, then there exists θ ∈ R
such that eiθA is the negative generator of a holomorphic C0-semigroup,
which is quasi-contractive on a sector and which is asymptotically com-
pact. In particular, D(A) is dense in V .
Proof. There exists θ ∈ R such that eiθa is essentially positive-coercive
(Proposition 4.3). By Proposition 6.1, the form eiθa is H-elliptic. Thus
its associated operator eiθA is m-sectorial. As is well-known, this im-
plies that D(eiθA) =D(A) is dense in V . 
If a is accretive, we know from Subsection 3.2 that −A itself generates
a contractive C0-semigroup S. In general S is not holomorphic. Here
is an example.
Example 7.2. Let H = ℓ2, V = {x ∈ ℓ2 ∶ ∑∞n=1 λn∣xn∣2 <∞} where
0 < λ1 ≤ ⋯ ≤ λn ≤ λn+1 →∞
equipped with the norm
∥x∥2V = ∞∑
n=1
λn∣xn∣
2.
Let a(u, v) = ∑∞n=1 iλnunvn. Then Re a(u,u) = 0, so a is accretive.
One has S(t)u = (e−iλntun)n∈N. Thus S is not holomorphic. In fact S
extends to a unitary group.
However, the semigroup S associated with an essentially coercive,
continuous and accretive form is always the boundary of a holomorphic
C0-semigroup. To explain this result in detail, we recall the following.
For θ ∈ (0, π/2), as previously, let Σθ = {reiα ∶ r > 0, ∣α∣ < θ} and let
S ∶ Σθ → L(X) be a holomorphic C0-semigroup with generator −A. If
(7.1) sup
z∈Σθ,∣z∣≤1
∥S(t)∥ <∞,
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then there exists a strongly continuous extension S ∶ Σθ → L(X) and
S±θ ∶= (S(te±iθ)t≥0 are C0-semigroups with generator −e±iθA. We call
S±θ the boundary semigroups of S. Conversely, if A is a closed operator
and θ ∈ (0, π/2) such that −e±iθA generate C0-semigroups S±, then −A
generates a holomorphic C0-semigroup S ∶ Σθ → L(X) where 0 < θ <
π/2 such that (7.1) holds and S± are the boundary semigroups of S.
We refer to [3, Sec. 39] or [6] for this and for further information. Now
we can formulate a result which is a converse version of Theorem 3.4.
Theorem 7.3. Assume that V ≠ H, V ↪
d
H, a ∶ V × V → C is con-
tinuous, essentially coercive and accretive. Let A ∼ a and denote by S
the C0-semigroup generated by A. Then S is holomorphic or S is the
boundary semigroup of a holomorphic C0-semigroup.
Proof. By Theorem 7.1 there exists θ ∈ [−π,π) such that −eiθA gener-
ates a holomorphic C0-semigroup. Then θ ∈ (−π,π) because otherwise
−A generates a C0-semigroup and hence A is bounded. This contradicts
the assumption V ≠H .
Let B = −eiθ/2A. Then −e±iθ/2B generates a C0-semigroup. Thus −B
generates a holomorphic C0-semigroup T and the semigroup generated
by −e−iθ/2B = −A is a boundary semigroup of T . 
Even though we cannot apply our results on the essential spectrum in
the situation of Theorem 7.3 (since a might not be essentially positive-
coercive), we note the following result.
Theorem 7.4. Let V ↪
d
H and let a ∶ V × V → C be continuous,
accretive and essentially coercive. If a is not coercive, then 0 is an
eigenvalue of A, where A ∼ a.
Proof. Since a is not coercive, there exist un ∈ V such that ∥un∥V = 1
and a(un, un)→ 0 as n→∞. We may assume that un ⇀ u in V . Since
a is essentially coercive, it follows that u ≠ 0. Let v ∈ V . Then
Re a(u, v) = lim
n→∞
Re a(un, v)
≤ limsup
n→∞
(Re (a(un, un))
1/2(Re a(v, v))1/2
= 0.
(Here we used the accretivity of a). This implies that a(u, v) = 0 for
all v ∈ V . Hence u ∈D(A) and Au = 0. 
Remark 7.5. a) One cannot omit the hypothesis that a is accretive in
Theorem 7.4, see the discussion at the end of Section 8.
b) In the situation of Theorem 7.4, the semigroup S generated by −A
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may not be asymptotically compact. In fact, as is easy to see, a bounded
C0-group is never asymptotically compact unless the underlying space
is finite dimensional. Thus the semigroup in Example 7.2 gives what
we want.
The semigroup S obtained in Theorem 7.1 is contractive on a sector
Σθ and asymptotically compact, i.e. limt→∞ ∥S(t)∥ess = 0. This implies
automatically that limt→∞ ∥S(teiβ)∥ess = 0 for all β ∈ (−θ, θ) as we
will show now. However, as Example 7.2 shows, this is not true for
β ∈ [−θ, θ]. Note that the boundary semigroup is obtained by the
continuous extension of S to Σθ for the strong operator topology and
not the uniform topology.
Theorem 7.6. Let X be a complex Banach space θ ∈ (0, π/2] and let
S ∶ Σθ → L(X) be a holomorphic C0-semigroup such that
∥S(z)∥ ≤M for all z ∈ Σθ.
If limt→∞ ∥S(t)∥ess = 0, then for all 0 < β < θ,
lim
∣z∣→∞,z∈Σβ
∥S(z)∥ess = 0.
Proof. a) We show that limt→∞ ∥S(tz)∥ess = 0 for all z ∈ Σθ. For that
we define F ∶ Σθ → Cb([0,∞),L(X)) by F (z)(t) = S(tz). It follows
from [3, Theorem A.7] that F is holomorphic. Consider the map
q ∶ Cb([0,∞),L(X)) → Cb([0,∞]),L(X)/K(X))
given by q(f)(t) = f̂(t) where for T ∈ L(X), T̂ is the image in L(X)/K(X)
by the quotient map. Then q is linear and bounded. Thus q○F is holo-
morphic. Consider the Banach space C0([0,∞),L(X)/K(X)) of all
continuous functions g ∶ [0,∞)→ L(X)/K(X) satisfying
lim
t→∞
∥g(t)∥L(X)/K(X) = 0
and denote by Q ∶ Cb → Cb/C0 the quotient map. Then G ∶= Q ○ q ○ F is
holomorphic. Since G(t) = 0 for all t > 0, it follows from the Uniqueness
Theorem that G(z) = 0 for all z ∈ Σθ; i.e.
lim
t→∞
∥S(tz)∥ess = lim
t→∞
∥Ŝ(tz)∥L(X)/K(X) = 0.
b) Let 0 < β < θ and ε > 0. There exists t0 > 0 such that ∥S(e±iβt)∥ess ≤ ε
for all t ≥ t0. Let z = teiη, t ≥ t0, η ∈ [0, β]. Then
∥S(teiη)∥ = ∥S(ei(η−β))S(teiβ)∥ ≤M∥S(teiβ)∥ ≤Mε.
If η ∈ [−β,0] the argument is similar. 
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8. Selfadjoint operators revisited
In this section we reconsider Theorem 3.1 and give a complete char-
acterization if j is injective.
Let V,H be Hilbert spaces such that V ↪
d
H and let a ∶ V × V → C
be a continuous sesquilinear form. We define the numerical range of a
(with respect to H) by
W (a) ∶= {a(u,u) ∶ u ∈ V, ∥u∥H = 1}.
For λ ∈ C we define aλ ∶ V × V → C by
aλ(u, v) = a(u, v) − λ⟨u, v⟩H .
This is consistent with the notations of Section 3.1 for j = Id. We
first give the following characterization of coerciveness in terms of the
numeraical range (in H).
Proposition 8.1. Let λ ∈ C. The following assertions are equivalent:
(i) aλ is coercive;
ii) λ /∈W (a) and aλ is essentially coercive.
Proof. To say that λ /∈W (a) is equivalent to the existence of β > 0 such
that
(8.1) ∣aλ(u,u)∣ ≥ β∥u∥2H for all u ∈ V.
If aλ is coercive, i.e. if there exists α > 0 such that
∣aλ(u,u)∣ ≥ α∥u∥2V for all u ∈ V,
then
∣aλ(u,u)∣ ≥ α
c2H
∥u∥2H for all u ∈ V,
where ∥u∥H ≤ cH∥u∥V for all u ∈ V .(i) ⇒ (ii) The coercivity of aλ implies (8.1) with β = αc2
H
, which implies
that λ /∈ W (a). Moreover, the coercivity always implies the essential
coercivity.
(ii) ⇒ (i) Assume that aλ is not coercive. Then there exist un ∈ V
such that ∥un∥V = 1 and a(un, un) → 0. Passing to a subsequence we
may assume that un ⇀ u in V . It follows from (8.1) that ∥un∥H → 0.
Consequently u = 0. Thus aλ is not essentially coercive. 
If a is symmetric, then W (a) ⊂ R. So Proposition 8.1 applies to each
λ ∈ C/R and therefore, for such λ, it is equivalent to say that aλ is
essentially coercive or coercive.
We denote by A the operator associated with a on H . From Theo-
rem 3.1 we know that A is selfadjoint whenever aλ is essentially coercive
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for some λ ∈ C. Here is a characterization of the operators obtained in
this way.
Theorem 8.2. Let A be an operator on a Hilbert space H. The fol-
lowing assertions are equivalent:
(i) A is selfadjoint and semibounded;
ii) there exist a Hilbert space V ↪
d
H and a symmetric, continuous
form a ∶ V ×V → C such that aλ is essentially coercive for some
λ ∈ C and A ∼ a.
In that case the form in (ii) is unique.
Proof. (i) ⇒ (ii) By the Spectral Theorem, we may assume that H =
L2(Ω, µ) with (Ω,Σ, µ) a measure space, and that A is a multiplication
operator, i.e. there exists a measurable function m ∶ Ω→ R such that
D(A) = {u ∈ L2(Ω, µ) ∶ mu ∈ L2(Ω, µ)}, Au =mu.
Define V ∶= {u ∈ L2(Ω, µ) ∶ ∫Ω ∣m∣∣u∣2dµ < ∞}. Then V is a Hilbert
space for the norm
∥u∥2V ∶= ∫
Ω
(1 + ∣m∣)∣u∣2dµ
and V ↪ H . Since A is densely defined as selfadjoint operator and
D(A) ⊂ V , it follows that V is dense in H .
Define a ∶ V × V → C by
a(u, v)∫
Ω
muvdµ.
Then a is a continuous, symmetric from and it is easy to see that A ∼ a.
Now assume that A is bounded below. Then m ≥ −w µ-a.e. for some
w ≥ 0. We show that ai is coercive. Let un ∈ V such that
ai(un, un) = ∫
Ω
m∣un∣2dµ − i∫
Ω
∣un∣2dµ→ 0 as n→∞.
Then
∥un∥2H = − Im ai(un, un) → 0.
Moreover,
∫
Ω
m∣un∣2dµ = Re ai(un, un) → 0.
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Consequently,
∥un∥2V = ∫
Ω
(m+ +m−)∣un∣2dµ + ∫
Ω
∣un∣2dµ
≤ ∫
Ω
m+∣un∣2dµ + (w + 1)∫
Ω
∣un∣2dµ
≤ ∫
Ω
m∣un∣2dµ + (2w + 1)∫
Ω
∣un∣2dµ
→ 0 as n→∞.
We have shown that ai(un, un) → 0 implies that ∥un∥V → 0 as n →∞.
This is equivalent to ai being coercive.
If A is bounded above, applying the argument to −A, we deduce that
(−a)i = −a−i is coercive. Then also a−i is coercive and by Lemma 2.2
and Proposition 8.1 also ai is coercive.(ii) ⇒ (i) We know from Theorem 3.1 that A is selfadjoint. It remains
to show that A is semibounded. Since aλ is essentially coercive, it fol-
lows from Lemma 2.2 that ai is essentially coercive. By Proposition 4.3,
there exists θ ∈ R such that eiθai is essentially positive-coercive and so
H-elliptic by Proposition 6.1. Thus there exist w ∈ R, α > 0 so that
Re eiθ(a(u,u) − i∥u∥2H) +w∥u∥2H ≥ α∥u∥2V for all u ∈ V.
Consequently
Re eiθa(u,u) + (w + 1)∥u∥2H ≥ α∥u∥2V for all u ∈ V.
First case: Re eiθ = 0. Since V ↪
d
H , it follows that the norms of V and
H are equivalent. Thus V = H , i.e. A is a bounded operator.
Second case: Re eiθ > 0. Then
⟨Au,u⟩H ≥ −(w + 1)
Re eiθ
∥u∥2H for all u ∈ D(A).
Thus A is bounded below.
Third case: Re eiθ < 0. Then the second case implies that −A is
bounded below, i.e. A is bounded above, which proves (i).
We now prove uniqueness. Let A be a selfadjoint operator which is
bounded below, say
⟨Au,u⟩H ≥ (−w + 1)∥u∥2H for all u ∈D(A) and some w ≥ 0.
Let A ∼ a where a ∶ V × V → C is a symmetric, continuous form, which
is essentially coercive. Since, by Theorem 7.1, D(A) is dense in V , it
follows that
a(u,u) +w∥u∥2H ≥ ∥u∥2H for all u ∈ V.
Thus 0 /∈ W (a−w). It follows from Lemma 2.2 that a−w is essentially
coercive. Now Proposition 8.1 implies that a−w is coercive. Thus a is
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H-elliptic, or equivalently, a is a sectorial closed form. By [14, Theo-
rem 2.7], there is only one sectorial closed form to which A is associ-
ated. 
We illustrate Theorem 8.2 by considering a lower bounded selfadjoint
operator A on a Hilbert space H . Let
λ1 ∶= inf{⟨Au,u⟩H ∶ u ∈D(A), ∥u∥H = 1}
be the lower bound of A. Assume that there exists λess > λ1 such that
σess(A) = [λess,∞). Denote by a the unique form of Theorem 8.2 such
that A ∼ a. Then the following assertions hold.
a) The form aλ is coercive if and only if λ ∈ C/R or λ ∈ R, λ < λ1.
b) For λ ∈ R, aλ is essentially coercive if and only if λ < λess.
c) The lower bound λ1 belongs to σp(A).
d) If λ ∈ (λ1, λess) ∩ ρ(A), then aλ is essentially coercive but not coer-
cive. Observe that A−λ Id ∼ aλ, but 0 /∈ σp(A−λ Id) (cf. Theorem 7.4).
Proof. a) follows from Proposition 8.1.
b) follows from Corollary 6.4.
c) follows from Theorem 7.1 and is well-known.
d) is a consequence of b). 
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