Colony Collapse Disorder has become a global problem for beekeepers and for the crops which depend on bee polination. Multiple factors are known to increase the risk of colony colapse, and the ectoparasitic mite Varroa destructor that parasitizes honey bees (Apis melifera) is among the main threats to colony health. Although this mite is unlikely to, by itself, cause the collapse of hives, it plays an important role as it is a vector for many viral 
Apis mellifera honey bee colonies worldwide. However, the effects caused by V. 12 destructor infestation vary in different parts of the world. More intense losses have been 13 reported in European honey bee colonies (EHB) of Europe, Asia and North America [2] . 14 The life cycle of V. destructor is tightly linked with the bee's. Immature mites 15 develop together with immature bees, parasitizing them from an early stage. The mite's 16 egg-laying behavior is coupled with the bee's and thus depends on its reproductive cycle. 17 Since worker brood rearing and thus Varroa reproduction occurs all year round in 18 tropical climates, it could be expected that the impact of the parasite would be even 19 worse in tropical regions. But Varroa destructor has been present in Brazil for more 20 than 30 years and yet no collapses due to this mite, have been recorded [3] . It is worth 21 noting that the dominant variety of bees in Brazil is the Africanized honey bee (AHB) 22 which since its introduction in 1956, has spread to the entire country [4] . 23 African bees and their hybrids are more resistant to the mite V.destructor than 24 European bee subspecies [4, 5] . A review by [6] in Mexico showed that EHB was twice as 25 attractive to V.destructor than AHB. The removal of naturally infested brood, which is 26 termed hygienic behavior, was reported as four times higher in AHB than in EHB, and 27 AHB workers were more efficient in grooming mites from their bodies. These behaviors 28 are important factors in keeping the mites infestation low in the honey bee colonies.
29
Other attempts to model this host-parasite system exist in the literature and have
30
recently been reviewed by Becher et al. [7] . We call special attention to the work by 31 Ratti et al. [8] which models the population dynamics of bee and mites together with 32 the acute bee paralysis virus. Here, we chose to focus solely on the host-parasite 33 interactions trying to understand the resilience of colonies in Brazil and the role of the 34 more efficient resistance behaviors displayed by AHB to explain the lower infestation 35 rates and incidence of collapses in their colonies.
36
Resistance behaviors of the bee against the parasite
37
Two main resistance behaviors, namely grooming and hygienic behavior [9] , are 38 mechanisms employed by the honey bees to control parasitism in the hive.
39
The grooming behavior is when a worker bee is able to groom herself with her legs 40 and mandibles to remove the mite and then injure or kill it. [10] .
41
Hygienic behavior is a mechanism through which worker bee broods are uncapped 42 leading to the death of the pupae. This behavior is believed to confer resistance to
43
Varroa infestation since worker bees are more likely to uncap an infested brood, than an 44 uninfested one. It has been demonstrated that the smell of the mite by itself is capable 45 of activating this behavior. [11] .
46
The hygienic behavior serves to combat other illnesses or parasites to which the 47 brood is susceptible. It is also not a completely accurate mechanism. Correa-Marques
48
and De Jong [11] , report that the majority (53%) of the uncapped cells display 49 apparently no signs of parasitism or other abnormality which would justify the killing of 50 the brood. Thus, in our model we define two parameters for the hygienic behavior: H g , 51 for the generic hygienic behavior, which may kill uninfested pupae, and h for the sucess 52 rate in uncapping infested brood cells.
53
Africanized honey bees have been shown to be more competent in hygienic behavior 54 than European honey bees. Vandame et al. [10] found in Mexico that the EHB are able 55 to remove just 8% of infested brood while AHB removed up 32.5%.
56
The main goal of this paper is to propose a model capable of describing the 57 dynamics of infestation by V. destructor in bee colonies taking into consideration bee's 58 resistance mechanisms to mite infestation -grooming and hygienic behavior. In 
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63
Vandame et al. [12] discuss the cost-benefit of resistance mechanism of bee against mite. 64 The grooming behavior performed by adult bees, includes detecting and eliminating 65 mites from their own body (auto-grooming) or from the body of another bee
66
(allo-grooming). The hygienic behavior occurs when adult bees detect the presence of 67 the mite offspring still in the cells and in order to prevent the mites from spreading in 68 the colony, the worker bees kill the infested brood. Their study compared the results for 69 two subspecies of bees -Africanized and European -to examine whether these two 70 mechanisms could explain the observed low compatibility between Africanized bees and 71 the mite Varroa destructor, in Mexico. The results showed that grooming and hygienic 72 behavior appears most intense in Africanized bees than in Europeans bees.
73
The model proposed is shown in the diagram of figure 1 , and detailed in the system 74 of differential equations below:
In the proposed model, I, I i , A and A i represent the non-infested immature bees,
76
infested immature bees, non-infested adult worker bees and infested adult worker bees, 77 respectively.
78
Daily birth rate for bees is denoted by π, δ is the maturation rate, i.e., the inverse of 79 number of days an immature bee requires to turn in adult, this rate is the same for both 80 infested and non-infested immature bees. µ is the mortality rate for adult bees,γ is the 81 mortality rate induced by the presence of mites in the colony bees. The parameters H i , 82 H e g are the rate of removal of infested pupae via hygienic behavior, the general 83 hygienic rate (affecting uninfested pupae) and grooming rate, respectively. 
84
Results
95
In order to understand the dynamics of the proposed model of mite infestation of bee colonies, we proceed to analyze it.
97
Basic reproduction number of the infested bees
98
An effective way to look at boundary beyond which coexistence of mites and bees is 99 possible, is to look at the R 0 of infestation. For our model, the basic reproduction 100 number, or R 0 of infested bees, can be thought of as the number of new infestations that 101 one infested bee when introduced into the colony generates on average over the course of 102 its infestation period or while it is not groomed, in an otherwise uninfested population. 103
Deriving R 0 using the next generation method:
To calculate the basic 104 reproduction number of infested bees, we will use the next-generation matrix [16] , where 105 the whole population is divided into n compartments in which there are m < n infested 106 compartments.
107
In this method, R 0 is defined as the spectral radius, or the largest eigenvalue, of the 108 next generation matrix. 
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where F i (x) is the rate of appearance of new infections in compartment i and 119 where x 0 is the disease free equilibrium.
120
In our model, m = 2 and the infested compartments are:
Now we write the matrices F and V , substituting the mite-free equilibrium values, 122
Let the next-generation matrix G be the matrix product F V −1 . Then
Now we can find the basic reproduction number, R 0 , which is the largest eigenvalue 128 of the matrix G.
Figures 2, 3 and 4 show the boundary between mite-free (blue region, R 0 < 1) and 130 coexistence equilibria (red region, R 0 > 1).
131
Well-Posed and Boundedness
132
For sake of simplicity, we denote
in such a way that the system (1) rewriteṡ 1 The red region represent R 0 > 1 which means that for these combination of g and H i the mite will stay in the colony. On the other hand, the blue region represents R 0 < 1 which means that for these these combination of g and H i the mites will be eliminated.
We assume that all the coefficients presented in table 1 are all positive, that is:
The previous system of equations is written
The right-hand side of (7) is not properly defined in the points where A + A i = 0.
136
However, the following result demonstrates that this has no consequence on the 137 solutions, as the latter stays away from this part of the subspace. For subsequent use,
138
we denote D the subset of those elements X = (I, A,
Theorem 1 (Well-posedness and boundedness). If X 0 ∈ D, then there exists a unique solution of (7) defined on [0, +∞) such that X(0) = X 0 . Moreover, for any t > 0, X(t) ∈ D, and
where by definition α min
and
Define D as the largest set included in D and fulfilling the inequalities of Theorem 1, that is:
Theorem 1 shows that the compact set D is positively invariant and attracts all the 142 trajectories. Therefore, in order to study the asymptotics of system (5), it is sufficient 143 to consider the trajectories of (5) that are in D .
144
Equilibria
145
Theorem 2 (Equilibria and asymptotic behavior). Define
• If β ≤ 0, then there exists a unique equilibrium point of system (7) in D , that 146 corresponds to a mite-free situation. It is globally asymptotically stable, and given by
• If β > 1 αi , then there exists two equilibrium points in D , namely X M F and a 148 coexistence equilibrium defined by
Moreover, for all initial conditions in D except in a zero measure set, the trajectories 150 tend towards X CO .
151
Recall that R 0 = αµ αi(µi+g) , in such a way that
The point R 0 = 1, that is β = 0, is the point of a transcritical bifurcation, that (5) is then obtained for each trajectory staying 169 at finite distance of this boundary. We will show that the two formulas provided in the 170 statement are valid for each trajectory departing initially from a point where A + A i = 0. 171 As a consequence, the fact that all trajectories are defined on infinite horizon will ensue. 172
• Summing up the first two equations in (5) yields, for any point inside D:
Integrating this differential inequality between any two points X(0) = X 0 and X(t) of a 174 PeerJ 9/20 trajectory for which X(τ ) ∈ D, τ ∈ [0; t], one gets
where the right-hand side is in any case positive for any t > 0.
176
Similarly, one has
and therefore
This proves in particular that the inequalities in (8a) hold for any portion of trajectory 179 remaining inside D.
180
We now consider the evolution of A, A i . Similarly to what was done for I, I i , one has 181
Therefore,
Integrating the lower bound of I + I i extracted from (17) Let us now achieve the proof by bounding A + A i from above. One has
and thus
Using (19) then permits to achieve the proof of (8b), and finally the proof of (8).
191
• Let us now prove (9) . One deduces from (5a) and (5b) and the bounds established earlier the differential inequalitieṡ
The auxiliary linear time-invariant system
is monotone, as the state matrix involved is a Metzler matrix [17] . Moreover, it is 193 asymptotically stable, as the associated characteristic polynomial is equal to
and thus Hurwitz because α(µ + g) − µα min = (α − α min )µ + αg > 0. Therefore, all 195 trajectories of (25) tend towards the unique equilibrium: 
This gives (9) .
200
• One finally proves (10) . Using (8b), identity (5c) implies
Joining this with (5d) and using Kamke's result as before, ones deduces that both I i 
203
This achieves the proof of Theorem 1.
204
Proof of Theorem 2. The proof is organized as follows.
205
1. We first write system (5) under the form of an I/O system, namelẏ
where u, resp. y, is the input, resp. the output, closed by the unitary feedback 
anti-monotone with respect to certain order relation, and the study of the stability 216 of these equilibria shows that it admits single-valued I/S and I/O characteristics, 217 as in [19] . to Angeli and Sontag [17] .
221
1. For fixed u > 0, the equilibrium equations of the I/O system (30) are given by
Summing up the first and third identities gives
and thus necessarily:
• The case λ = 0 yields I = 0, and then A = 0 by (31a), and therefore u has to be • The case λ = 1 yields I i = 0, and then A i = 0 by (31d) or (31c), and y = 0. There 228 remains the two following conditions:
which yield
unconditionally.
231
• Let us now look for possible values of λ in (0; 1). From (33) and (31a)-(31c), one
Using (33) on the one hand and summing the two identities (31b)-(31d) on the other 234 hand, yields
This permits to express A as a function of λ, namely:
Using this formula together with (33), (31d) and (36) now allows to find an equation involving only the unknown λ, namely:
Simplifying (as λ = 0, 1) gives:
The previous condition is clearly affine in λ. It writes
which, after developing and simplifying, can be expressed as:
and finally 
and the latter is given as
The state and output values may then be expressed explicitly as functions of u. In 243 particular, one has Values of u ≥ 0 Number of distinct solutions of (31) u = 0 2 0 < u 1 Figure 8 . R 0 ≤ 1 (i.e. β ≤ 0).
248
2. The equilibrium points of system (5) are exactly those points for which u = y(u) 249 for some nonnegative scalar u, where y(u) is one of the output values corresponding to 250 u previously computed. We now examine in more details the solutions of this equation. 251 Values of u ≥ 0 Number of distinct solutions of (31) u = 0 3 0 < u < u * 2 u * ≤ u 1 Figure 9 . R 0 > 1 (i.e. β > 0).
• For the value λ = 0 in the previous computations, one should have u = 0, due to 252 (45); but on the other hand y > 0 for u = 0, due to (46). Therefore this point does not 253 correspond to an equilibrium point of system (31).
254
• The value λ = 1 yields a unique equilibrium point. Indeed, y = 0, so u should be 255 zero too, and the unique solution is given by
This corresponds to the equilibrium denoted X M F in the statement.
257
• Let us consider now the case of λ ∈ (0; 1). For this case to be considered, it is 258 necessary that β > 0, that is R 0 > 1. The value of u should be such that (see (46))
that is
or again
after replacing β by its value defined in (12) . The corresponding value of
given by (45), is clearly contained in (0; 1) when β > 0. Therefore, when β > 0, there 263 also exists a second equilibrium. The latter is given by:
and corresponds to X CO defined in the statement.
265
diagonal that comes from the loop closing. 
With this structure, one may verify that the system (30a)-(30e) has the following 270 monotonicity properties [20, 21] 
271
• For any function u ∈ U . = {u : [0; +∞) → R, locally integrable and taking on 272 positive values almost everywhere}, for any X 0 , X 0 ∈ R 4 + ,
where by definition X(t; X 0 , u) denotes the value at time t of the point in the 274 trajectory departing at time 0 from X 0 and subject to input u.
275
• The Jacobian matrix of the I/O system is
which is irreducible when A = 0 and A i = 0. The system is therefore strongly 
279
• The input-to-state map is monotone, that is: for any inputs u, u ∈ U, for any
• The state-to-output map is anti-monotone, that is: for any X, X ∈ R
monotone (due to the irreducibility of the Jacobian matrix) for any constant value of 283 u.
284
• In order to construct I/S and I/O characteristics for system (31), we now examine 285 the stability of the equilibria of system (31) for any fixed value of u ∈ R + . As shown by 286 Theorem 1, all trajectories are precompact.
287
• When β ≤ 0, it has been previously established that for any u ∈ R there exists at 288 most one equilibrium in D to the I/O system (31). The strong monotonicity property 289 of this system depicted above then implies that this equilibrium is globally 290 attractive [20, Theorem 10.3] . Therefore, system (31) possesses I/S and I/O 291 characteristics. As for any value of u, this equilibrium corresponds to zero output, the 292 I/O characteristics is zero. Applying the results of Angeli and Sontag [19] , one gets that 293 the closed-loop system equilibrium X M F is an almost globally attracting equilibrium for 294 system (5).
295
• Let us now consider the case where β > 0. We first show that the equilibrium 
and the whole colony, has led to the evolution of resistance behaviors such as the 328 hygienic behavior and grooming. advantageous to the colony, maintaining it may be too expensive to the bees.
334
On the other hand, in the absence of viral diseases, mite parasitism seems to be 335 fairly harmless. If we look at the expression for the R 0 of infestation (3), we can see 336 that the mite-induced bee mortality, γ, (not by viral diseases), must be kept low or risk 337 destabilizing the co-existence equilibrium.
338
Africanized Honey bees, having evolved more effective resistance behaviors, are more 339 resistant to CCD by their ability to keep infestation levels lower than those of their
340
European counterparts [23, 24] . Unfortunately, the lack of more detailed experiments 341 measuring the rates of grooming and higienic behaviors in both groups (EHB and 342 AHB), makes it hard to position them accurately in the parameter space of the model 343 presented. 
