Ordered binary decision diagrams (OBDDs) and their variants are motivated by the need to represent Boolean functions in applications. Research concerning these applications leads also to problems and results interesting from a theoretical point of view. In this paper, methods from communication complexity and information theory are combined to prove that the direct storage access function and the inner product function have the following property. They have linear π-OBDD size for some variable ordering π and, for most variable orderings π , all functions which approximate them on considerably more than half of the inputs, need exponential π -OBDD size. These results have implications for the use of OBDDs in experiments with genetic programming.
Introduction
Branching programs (BPs) or binary decision diagrams (BDDs), which is just another name, are representations of Boolean functions f ∈ B n , i.e., f : {0, 1} n → {0, 1}. They are compact but not useful for manipulations of Boolean functions, since operations like satisfiability test, equivalence test or minimization lead to hard problems. Bryant [5] has introduced π-OBDDs (ordered BDDs), since they can be manipulated efficiently (see [6] and [17] for surveys on the areas of application).
Definition 1.
A permutation π on {1, . . . , n} describes the variable ordering x π(1) , . . . , x π(n) . A π-OBDD is a directed acyclic graph G = (V, E) with one source. Each sink is labelled by a Boolean constant and each inner node by a Boolean variable. Inner nodes have two outgoing edges one labelled by 0 and the other by 1. If an edge leads from an x i -node to an x j -node, then π −1 (i) has to be smaller than π −1 (j), i.e., the edges have to respect the variable ordering. The π-OBDD represents a Boolean function f ∈ B n defined in the following way. The input a activates, for x i -nodes, the outgoing a i -edge. Then f (a) is equal to the label of the sink reached by the unique activated path starting at the source. The size of G is measured by the number of its nodes. An OBDD is a π-OBDD for an arbitrary π.
One-way communication complexity (see e.g.
[10], [13]) leads to lower bounds for OBDDs. This method is almost the same as counting the number of subfunctions of f if the first variables according to the variable ordering are replaced by constants. There are functions, for which the OBDD size is very sensitive to the chosen variable ordering. Moreover, given a π-OBDD for a function f , it is NP-hard to find an optimal variable ordering for f , see [4] , or even to approximate the optimal variable ordering, see [15] .
Definition 2. i) For n = 2 k , the direct storage access function (or multiplexer) on k+n variables is the function DSA n (a 0 , . . . , a k−1 , x 0 , . . . , x n−1 ) = x a , where a is the number whose binary representation is (a 0 , . . . , a k−1 ). ii) For any even n, the inner product function on n variables is the function IP n (x 1 , . . . , x 
Clearly, these two functions have π-OBDD size O(n) for the ordering of the variables used in the definition of the functions. On the other hand, they need exponential π-OBDD size for most of the variable orderings (a fraction of 1−n −ε for DSA n and even a fraction of 1 − 2 −εn for IP n , see [18] ). In this paper, we investigate the influence of the variable ordering for approximate representations of functions. If not stated otherwise, by a random inputx we mean an inputx chosen from the uniform distribution on {0, 1} n . Definition 3. A function g ∈ B n is a c-approximation of f ∈ B n if P r(f (x) = g(x)) ≥ c for a random inputx chosen from the uniform distribution.
One of the two constant functions 0 and 1 always is a 1/2-approximation. Hence, we consider c-approximations for c > 1/2.
We prove the following strengthenings of the previously mentioned lower bounds on the π-OBDD complexity of DSA n and IP n for a random ordering. For most of the orderings π, every function that is a (1/2 + ε)-approximation of DSA n or IP n , where ε, 0 < ε < 1/2 is any constant, requires a π-OBDD of exponential size.
The problem of approximation is motivated by experiments in genetic programming using OBDDs, where one searches for a good approximation of an unknown function given by examples. Our results have consequences for the situation that the unknown function has a small OBDD for some ordering, but this ordering is not known. For more details see Section 4.
