Some enumeration problems involving certain restricted matrices considered by L. Carlitz are reduced to lattice path enumeration problems which are then solved by means of first and last passage decomposition methods.
Introduction

An r by n matrix A,, = {qj}
Of positive integers Ui,j, 1s i S r, 1 c i s n, is a tiered mutix if 
Our purpose' is to show that these enumeration problems may be reduced to a more familiar type of problem involving the enumeration of restricted lattice paths. Moreover, the reduced problems are amenable to first and last passage decomposition methods (see [S, 63 and Section 2), so that we obtain in this way solutions to the original matrical problems. Carlitz [3] has considered the case t --2 where he determined the numbers f(n, m) and g(n, m) of tiered matrices AZ,n satisfying (5, s = 2) and (3) respectively as well as the number h(n, m) of tiered matrices AZ,n satisfying (4, t = 2) and (5, s = 1). Carlitz observed that (2) had occurred in a problem on multipartite partitions [l. lo] and was ;tlso suggested, in conjunction with (l) , by one formulatitan of the ballot problem [2] (although, as it turns out (Section 2), conditions (l), (2) and (4, t = 4) give a more straightforward generalization of this problem). Our reductionist approach emphasizes this latter remark since, as is well-known, the ballot problem is equivalent to the lattice path problem [4] .
We begin by rederiving these enumerative results in terms of lattice paths, it being convenient to consider, in conjunction with h( n, m), 3e number j(n, m) of tiered matrices satisfying (4, t = 2) and (5, s = 2). Let %(n, m) be the set of outward directed lattice paths on the non-negative quadrant of the two dimensional integral square lattice from the origin to a point (n, m) remaining on or below the line ry = x, and let B(n, m) be the set of such paths in the case r = 2 when diagonal steps from (2i, j) to (2i + 1, j + 1) are allowed for all i, j. Further let c&r, m) and d( n, m) be respectively the number of paths in V&r, m) and !B(n, m) (see Figs. 1 and 2 ). Then we show that
and we also obtain the explicit expressions c,(2n + m -1, n) =&(3n+r-1), n>O;mN, The res It: given by Carlitz gain in this way a greater unity and compactness. WC are, in addition, able to interpret the terms occurring in the sums in (9) as 
U-1)
There are several ways in which (7) and (9) may be generalized and this leads us to consider, in the final section, lattice paths with several diagonal steps.
Passage decompositions
The method and terminology of passage decompositions comes from the theory of Markov chains [5; ch. 3,6; ch. 15.71.
Consider a set ZZ( n, m) (such as %,(n, m) or B( n, m)) of outward directed lattice paths on the non-negative quadrant of the two dimensional integral square lattice, possibly allowing diagonal steps, and remaining on or below the line Z' of gradient s through the origin (for example, the line 2y = x). In order t9 take account of diagonal steps, we colour them independently with any one of a range of k colours and consider the resulting k-colourings of paths. Let I( n, m ; k) be the number of k-colourings of paths in .Z(n, m) (so, for example, d(n, m) = d(n, m; 1) and c&r, VI)= d(n, m; 0)) and let [(n, m; k) be the number of these remaining below Z!T except at the origin. Further let f(sl;, n ; k), n 2 1, be the number of k-colourings of path. in Z'(sn, n) which remain beiow S' except at their endpoints. We also write L"'(A) = 1 and
nbl Now the paths in Z(sn + m -1, n), m 2 1, may be partitioned into subsets according to the greatest integer i, 0 s i s n, such that (si, i) is a point on the pa.th.
Such points of last passage to 9 also provide a decomposition of the paths into two sections which may be enumerated separately. Hence we obtain the last passage decomposition equation:
(13
Similarly, considering the least integer i, if any, 1 G i G n, such that [si, i) is a point of a path, we obtain the first passage decomposition equation:
Further decomposition equations (see, for example, (21)) may be obtained by considering points on other lines than 9.
In the cases considered below, we use these decomposition equations to obtain identities of the form 
We are able, by these means, to complete the enumeration of paths in %Jn, m) and 9( n, m) and so to obtain (6)-( 11).
The numbers h( n, m), j( n, m) and h,,,( n, m)
It is useful for later inductive arguments to begin by noting that if Ad denotes the matrix obtained from a tiered matrix A,, by deleting the final column, then Am is also a tiered matrix.
Consider, first of all, tiered matrices AZ,n satisfying (4, t = 2) and (5, s = 1). These may b: pu'c inductively into one to one correspondence with lattice paths as follows. F jr n -. -1, there is one matrix which may be identified with the path in %,(O, 1). I% ; l > 1, A:,, represents, by induction, a path in %,(2n -3, al,n_l -1) \vhi~n we <oniinue through the points (2n -2, a,., _1 -l), (2n -2, a2,, -l), and (2n -1, a, n -1) to (2n -1, m -1). This establishes the required correspondence and yields'tne second member of (6).
Next consider the tiered matrices A 2,n satisfying (4, t = 2) and (5, s = 2). Again for n = 1, there is one matrix which we identify with the path in Ce2(0, 0). For n > 1, either maxI,,,* (a,,"-,) = m or 2~ m and maxi,i,, (a,,_,) < m. In the first case, by the previous paragraph, A* 2,n represents a path in Ce2(2n -3, m -1) which we continue to (2n -2, m -1). In the second case, by induction, the tiered matrix A 2'.,1 = {a&} where for i = 1,2, a& = ai,j, : G j < n and Q& = m -1, represents a path in &(2n --2, In -2) which we continue to (2n -2, m -1). Thus we obtain the first member iii (6).
From the structure of the lattice (see Fig. l from which it follows, in view of (6), that h(n, m) (resp. j;n + l), m)) is also the number of tiered matrices Az,n satisfying (4, t = t) and aZqn = al,, G m (resp. Q2.n Sal,, s m).
By the translational invariance of the lattice, we have Z2(0, 0) = 1. E2(2n, n) = 0, n>O and e2(rt, m)=c2(n-1, m), OG2m+lSn;
Hence in this case the decomposition Eqs (12) and (13) 
WO (18b)
Considering the structural equations, we also have C(2m)(x) = C,"-')(x) + xC~~+~)(X), m 3 1
from which (18b) follows on using (18a). Now, in particular, taking r = 1 in (18b), we have Turning to tiered matrices satisfying (4, t = 4) and (5, s), an inductive ccrrespondence may similarly be established with lattice paths in %,(m -S, m -l), so we obtain (10). Moreover, for these paths the decomposition Eqs. (12) and (13) numbers f(n, m) and g( tt, m) application of the Lagrange the ballot problem.)
The inductive correspondence established at the beginning of the previous section may be extended to tiered matrices satisfying (3) or (5, s = 2) by allowing diagonal steps on the lattice. Let A2,n be a tiered matrix satisfying (3). If n = 1 or n > 1, and a2.,, ~a,,, = no, then, as before Az,m corresponds to a path in %,(2n -l,n~--1) and so in 9(2n-l,m-1).
Also, if n>l and max (u~,,_~) = n2's aI,, <a,,, = m, Isis2 then, by induction, AT,,, corresponds to a path in 9(2rr -3, m'-1) which we continue via (2n -2, m'-l), (2n -2, al,, -l), and (2~ -1, a*,,) (using a diagonal step) to (2n -1, m -I). Thus we obtain the second member of (7). The first member of (7) then follows in the same way as the first member of (6). Now consider the set a( n, m) of outward directed lattice paths on the nonnegative quadrant of the two dimensional integral square lattice from the origin to (n, m) allowing diagonal steps from (2i + 1, j) to (2i + 2, j) for all i, j but remaining on or below the line 2y = x; and let b(n, m) be the number of paths in @(n, r,t) (see Fig. 3 ). Then, comparing the paths in %(n, nt) and 9(n, m), taking into account k-colourings as in Section 2, Alternatively (22) may be deduced from (20) and (21) and the structural equations (compare ( 19)) @2m+ *j(x) = @2m)(~) + x@~~+~)(x), m 3 0;
We also havg the corresponding decomposition Eqs (12) and (13) 
it follows, by the Lagrange inversion formula (14)-( la), that, for nd(2n -:, y1 -m) = coefficient of t"-' in Wl,,,( t)( V( t))", nd(2n, n -m) = coefficient of P-l in Wim+ #)( V(t))". Now, for example, W$,(t)(V(t))" = mt"-'(l+ t)2n-m-'(l + t+ kt)" 
Taking k = 1 (25) gives (9) while taking k = 0 recovers (8). Moreover, the coefficient of k"-"-" in (25a) are the number of paths in 9(2n -1, n -m) having n -m -s diagonal steps or, reverting to tiered matrices A2,nr the number of these such that a,., = al,,, =n-m+l forwhich the coefficient of k"-"'-" in (25b) may be identifies the terms in the sums in (9) , it combinatorial interpretation.
Further results
u~,~ < a2,i for n -HI -s values of i; and interpreted similarly. But although this would be useful to have a more direct The ,Jrobldnr considered in the previous section admits several degrees of generilllz. \trc I 7 z\rrd we consider here, by of illustration, only one of the simplest. '1 pus let .$(ri, m) and g,(n, m) be the numbers of tiered matrices A,, satisfying (5, s = 0 and (3) respectively (so f(n, m) = fi( 0, n;); g(n, m) = g2( n, m)). Considering A% we have Consider the non-negative quadrant of the two dimensional integral square lattice with . steps weighted as follows: steps (i, j) to (i + 1, j + n) have weight (Y,, n z+ 0; and steps (i, j) to (i, j + 1) have weight p. Let 9(n, m) (resp. 9(n, m)) be the set of outward directed lattice paths on this weighted lattice allowing, in addition to horizontal and vertical steps, steps from (2i, j) to (2i + 1, j + n) (resp. (2i -1, j) to (2i, j + n)), n 2 1, with the given weightings, but remaining on or below the line 2y = x (compare 9(ri, nt) and B(n, m)). Further let p(n, m) (resp. q(n, m)) be the number of weighted 1 aths in 8(n, m) (resp. 9(n, m)).
Then the structural equations for th : set 8(n, m) are (compare 
It then follows that (compare (22))
Q'2myx) = p(2myX). 9 ao~(2t~t+ ll(x) = C a,,Xnp(2m+2n+l)(X)e nNl Now let r(n, m) be the number a4 outward directed paths, on the welahted Iattke specified in the penultltnate paragraph, from the ar\gin to (n, m) which remain on or below the line y = x, Then it may bs shown, arguing as for (27) and (28) G(x) = 1+ XC*(X).
As before, (31) is suited to the Lagrange inversion formula (14)~ ( 16) and (9a) may be recovered in this way. But it would be more illuminating to have a combinatorial proof or interpretation, possibly by means of inserting diagonal steps into the lattice paths of Fig. 1 in order to turn them into lattice paths of Fig.  2 .
