it is clear that the only solution of the system (4), (2) of the form (5) must vanish identically. Accordingly if the limit (4) exists boundedly, 2 for example, there is no nonvanishing solution of the system. However, we shall show that if the limit (4) merely exists at each point of the interval then there are many nonvanishing solutions of the system. One very simple solution is f(f) =J(1+J)~* 2 . We shall find it convenient to make an exponential change of variable which will change equation (4) into
where D indicates differentiation with respect to x. The system in question becomes (1 + *-)* satisfies the system (6), (7).
To prove this let us introduce the following notation :
We shall show by induction that
This is true for w = 0 since g f (x)~h(x). Assume equation (8) true when n is replaced by n -1 and differentiate both sides twice with respect to x, By one more differentiation we have
For each x 5^0 the right-hand side of equation (10) is the general term of a convergent series and hence tends to zero with n. The test ratio of the series is
and this is clearly less than unity. Thus
It is clear by inspection that ft( ± oo) =0. This proves the theorem.
Derivatives of the solution.
THEOREM 2. Every even derivative of the function h{x) of Theorem 1 satisfies the system (6), (7).
By equation (9) By induction on p we obtain by differentiating equation (11) it follows that ft (p) (#) vanishes at ± oo, and the theorem is proved.
Further solutions.
We can now obtain a very large class of solutions of the system (6), (7). This ratio is less than 1 by (17), so that F(x) satisfies (6) for all x. Finally, from inequality (16) \F(X)\ SC 0 *(*)E|«*K k=Q and F(x) also satisfies equations (7). This completes the proof.
A counter-example.
We can now show that the result of Theorem 3 is best possible in a certain sense. 
