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ABSTRACT
High-dimensional and dependent data with additional structure
by
Sergii Babkin
The age of computing has enabled the collection of massive amounts of data. These data
present numerous statistical challenges, because many data sets are high-dimensional and depen-
dent. While statistical inference for high-dimensional and dependent data is challenging, many
data come with additional structure that can be exploited to facilitate statistical inference. This the-
sis considers two widely used classes of models for high-dimensional and dependent data with ad-
ditional structure, high-dimensional multivariate time series and exponential-family random graph
models.
In the case of high-dimensional multivariate time series, there is often additional structure in
the form of spatial structure, e.g., air pollution is monitored by monitors and the geographical
locations of monitors are known. If air pollutants cannot travel long distances, then the estimation
of past-present and present-present dependencies of air pollution at monitors can be restricted to
short distances. Here, a novel two-step estimation approach is proposed to estimate the range of
dependence along with the parameters of multivariate time series in high-dimensional settings.
Theoretical results show that the two-step estimation approach reduces statistical error in high-
dimensional settings. Simulation results confirm that the two-step estimation approach reduces
statistical error and computing time. An application to air pollution in the U.S. demonstrates that
the two-step estimation approach gives rise to results that are in line with scientific knowledge,
whereas estimation approaches ignoring the spatial structure report results that are in conflict with
scientific knowledge.
In the case of exponential-family random graph models, it is likewise common that there is
additional structure: e.g., it is known that many networks, such as insurgencies and terrorist net-
works, are local in nature. Here, a novel two-step estimation approach is proposed to estimate the
local structure along with the dependence pattern of networks. The proposed two-step estimation
approach can be implemented in parallel and hence paves the ground for massive-scale estimation
of exponential-family random graph models. Theoretical results are provided along with simula-
tion results. An application to a large Amazon product network demonstrates the usefulness of the
proposed two-step estimation approach.
Keywords: Dependent data; High-dimensional data; Vector autoregressive process; Exponential-
family random graph model; Local dependence.
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1Chapter 1
Introduction
This thesis develops large-scale statistical methods for two classes of models for high-dimensional
and dependent data with additional structure, vector autoregressive processes (VAR) and exponential-
family random graph models (ERGMs). VAR processes were popularized by Sims (1980) and
are widely used for studying the complex interrelationships among the components of multivari-
ate time series (Lu¨tkepohl, 2011), such as the understanding of the human brain (Friston, 2009).
ERGMs were pioneered by Holland and Leinhardt (1981) and Frank and Strauss (1986) and are
widely used by network scientists for modeling complex dependence in network data (Lusher
et al., 2013), such as network redundancy and vulnerability in insurgencies and terrorist networks
(Koschade, 2006).
While statistical inference for such high-dimensional and dependent data is challenging, many
data come with additional structure that can be exploited to facilitate statistical inference. In the
case of VAR processes, there may be additional structure in the form of spatial structure. An
example is given by air pollution monitored at hundreds of locations across the U.S.A. It is well-
known that air pollution at one location may affect air pollution at neighboring locations, but not
at distant locations. That suggests that statistical inference can be facilitated by confining the
estimation of dependencies between the components of VAR processes to short distances. If the
range of dependence is unknown, it has to be estimated. Chapter 2 proposes large-scale statistical
methods for doing so. In the case of ERGMs, it is likewise plausible that there is additional
structure: e.g., it is well-known that many networks, such as insurgencies and terrorist networks,
are local in nature. If networks are local in nature, the estimation of dependencies can be confined
to subnetworks. If the local structure is unknown, it can be estimated. Chapter 3 elaborates the
first large-scale statistical methods for doing so.
2The remainder of the thesis is structured as follows. The remainder of Chapter 1 reviews
VAR processes and ERGMs and discusses the contributions of this thesis to the study of these
models. Chapters 2 and 3 discuss large-scale statistical methods for VAR processes and ERGMs
with additional structure, respectively. Chapter 4 discusses open problems and gives directions for
future research. All data and source code used in this thesis are publicly available, as described in
Chapter 5.
1.1 High-dimensional multivariate time series with additional structure
Chapter 1 is concerned with estimating high-dimensional multivariate time series using VAR pro-
cesses. Let X(t) = (X1(t), . . . , Xk(t))Nt=1 denote a k-dimensional L-th order VAR process of the
form
X(t) =
L∑
l=1
AlX(t− l) + e(t),
where A1, . . . ,AL are k × k transition matrices and the errors e(t) are independent multivari-
ate Gaussian random variables with mean 0k and positive-definite error covariance matrix Σ.
Transition matrices capture temporal (i.e., past-present) relationships among the individual system
components, while the error covariance matrix captures additional contemporaneous (i.e., present-
present) dependencies among them. This thesis concentrates on the problem of estimation of the
transition matrices, since they are essential for structural analysis and simultaneous forecasting of
the components of a multivariate time series (e.g., Stock and Watson, 2006; Ban´bura et al., 2010).
This problem amounts to recovering p = k2L parameters corresponding to all possible pairs of
components of the multivariate times series for all possible values of time lag.
Much work has been done on VAR processes in classical low-dimensional settings (e.g., Wat-
son, 1994; Waggoner and Zha, 1999; Brillinger, 2001; Lu¨tkepohl, 2005, 2011). In high-dimensional
settings, some early consistency results on models with `1- and other penalties were obtained
by Song and Bickel (2011) and Negahban and Wainwright (2011), though both made strong as-
sumptions. The most notable contributions were made by Loh and Wainwright (2012) and Basu
and Michailidis (2015) who developed powerful concentration inequalities for a new class of M -
3estimators. They established consistency under weak conditions and showed that these condi-
tions are satisfied with high probability. In particular, Basu and Michailidis (2015) derived non-
asymptotic upper bounds on the estimation errors for `1-penalized least squares estimators under
high-dimensional scaling. Bayesian researchers have used priors to endow high-dimensional VAR
process with low-dimensional structure (De Mol et al., 2008; Koop, 2013). Davis et al. (2016)
proposed a likelihood-based approach and a two-stage estimation procedure encouraging sparsity.
The mentioned theoretical results assume that multivariate time series do not have additional
structure. However, many multivariate time series do have additional structure in practice: e.g.,
air pollution monitors have locations. Likewise, the human brain is structured and brain cells
have positions in the human brain. Such structure can be exploited to reduce computing time and
statistical error. In contrast, if such structure is ignored, high-dimensional methods can produce
results that are not meaningful from a scientific point of view. Chapter 2 gives an example to
demonstrate that.
In many applications, dependence in a multivariate time series is local in the sense that dis-
tances between dependent components of the multivariate time series are substantially shorter
than the largest distance between any pair of components. Thus, if maximum distance between
dependent components dmax is known, model estimation can be restricted to only pairs of com-
ponents separated by distances d ≤ dmax. Hence, the following two-step estimation approach is
proposed. First step estimates dmax if it is unknown, while the second step utilizes the estimated
dmax to estimate local dependencies among the components of the multivariate time series. This
approach greatly reduces computing time and the statistical error of the parameters given that dmax
is sufficiently short, the components are not too close to each other, and the dimensionality of the
multivariate time series is sufficiently large. An important feature of the proposed procedure is that
no assumptions are made about the parametric form of relationship between the distance separat-
ing the components of the VAR process and the strength of dependence between the components.
Additionally, this thesis provides non-asymptotic error bounds on the estimates of the transition
matrix parameters that hold with high probability and show that the proposed two-step approach
4reduces the statistical error.
1.2 Exponential-family random graph models with additional structure
Chapter 3 is concerned with with exponential-family random graph models. To describe ERGMs,
let A be a set of nodes and Xi,j = 1 if there is an edge between nodes i and j and Xi,j = 0
otherwise. Denote byX = (Xi,j) and by X the set of possible values ofX . ERGMs assume that a
random graph is governed by an exponential family (Brown, 1986) with support X and probability
mass functions of the form
pη(x) = exp(〈η, s(x)〉 − ψ(η)), x ∈ X,
where 〈η, s(x)〉 is the inner product of a natural parameter vector η ∈ Rdim(η) and a vector of
sufficient statistics s : X 7→ Rdim(η) and ψ(η) is the log-normalizing constant. ERGMs are flex-
ible models that admit a wide range of dependence structures through the choice of the sufficient
statistic vector s(x) (Lusher et al., 2013). Examples of sufficient statistics include counts of edges
xi,j , two-stars xi,j xi,k, triangles xi,j xj,k xi,k, and various other functions of a graph. In practice,
sufficient statistics that include interactions of edge variables are of great interest, since they induce
dependence among edges. In addition, sufficient statistics incorporating various node attributes are
often used (e.g., gender, race, wealth, etc.).
However, while ERGMs can be most useful, it has turned out in the past decade that some
ERGMs have important problems. One of the problems is that as the size of the network grows,
some ERGMs can induce strong long-range dependence (Strauss, 1986; Jonasson, 1999; Ha¨ggstro¨m
and Jonasson, 1999; Handcock, 2003). This can result in model degeneracy (Handcock, 2003; Ri-
naldo et al., 2009), the property of models to place most of the probability mass on extreme graphs,
such as empty or complete graphs (Schweinberger, 2011; Chatterjee and Diaconis, 2013). Graphs
generated from such degenerate models tend to be close to the boundary of the convex hull of the
sufficient statistic vector. This can lead to problems in maximum likelihood estimation, because
maximum likelihood estimators do not exist when the sufficient statistic vector is on the boundary
5of the convex hull (Handcock, 2003; Rinaldo et al., 2009). Even when maximum likelihood esti-
mators exist, finding them by numerical methods may be challenging when the observed sufficient
statistic vector is close to the boundary of the convex hull (Handcock, 2003; Rinaldo et al., 2009).
In addition, Shalizi and Rinaldo (2013) suggested that some classes of exponential-family random
graph models are not projectable in the sense that the marginal distributions of subgraphs under
those models may not be consistent with the distribution of the whole graph. As a result, statistical
inference for exponential-family random graph models may not be sensible.
To address these issues, Schweinberger and Handcock (2015), Schweinberger and Stewart
(2016), and Schweinberger (2017) suggested to endow exponential-family random graph mod-
els with additional structure. The basic idea is that networks are local in nature (e.g., Granovetter,
1973; Wasserman and Faust, 1994; Pattison and Robins, 2002) and hence it makes sense to assume
that a large graph is composed of independent subgraphs with local dependence. For example,
insurgencies consist of groups of local fighters and likewise terrorist networks consist of groups of
terrorists. The relationships within one group of local fighters may be dependent, but are unlikely
to depend on relationships to local fighters belonging to other groups.
Endowing exponential-family random graph models with additional structure has multiple ad-
vantages including local depende. First, local dependence induces weak dependence and models
with weak dependence are less prone to model degeneracy. Schweinberger and Stewart (2016,
Corollary 1) showed that under weak conditions models with local dependence place most proba-
bility mass on graphs that are far from empty or complete graphs and hence are not prone to model
degeneracy. Second, models with local dependence satisfy a weak form of self-consistency in the
sense that the probability mass function of a subgraph is consistent with the probability mass func-
tion of the whole graph (Schweinberger and Handcock, 2015, Theorem 1). This property enables
consistent estimation of neighborhood-dependent parameters. Schweinberger and Stewart (2016)
also showed that M -estimators of both canonical and curved exponential-family random graph
models with local dependence are consistent when the neighborhoods are observed and grow at
the same rate. An important practical problem is that in most networks the neighborhood structure
6is unobserved and has to be estimated. Estimating unobserved neighborhood structure is challeng-
ing, but Schweinberger (2017) showed that it can be recovered with high probability as long as the
random graph is not too sparse and scaling and smoothness conditions are satisfied.
The aforementioned theoretical results suggest that statistical inference for exponential-family
random graph models with additional structure is sensible, in contrast to statistical inference for
exponential-family random graph models without additional structure. However, while these the-
oretical results are encouraging, it turns out that exponential-family random graph models with
additional structure cannot be estimated from large networks, because the Bayesian methods of
Schweinberger and Handcock (2015) cannot be applied to networks with more than one hundred
nodes.
This thesis addresses these computational issues by proposing the first massive-scale estima-
tion methods. The key idea is that the additional structure in the form of neighborhood structure
is exploited to decompose random graphs into independent subgraphs. This gives rise to the fol-
lowing two-step likelihood-based approach: the first step estimates the neighborhood structure
underlying the random graph by using variational approximations of the likelihood function sup-
ported by theoretical results. The second step estimates parameters given the estimated structure
by computing the separate contributions of neighborhoods to the loglikelihood function. Both
steps can be implemented in parallel and take advantage of computing clusters, which facilitates
large-scale estimation of random graphs. The performance of the proposed model is assessed by a
simulation study with both small and large networks. An application to a large real-world network
with more than ten thousand nodes is presented to demonstrate the advantages of the two-step
likelihood-based approach.
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High-dimensional multivariate time series with additional
structure
Abstract
Chapter 2 discusses modeling of high-dimensional and dependent multivariate time series using
vector autoregressive processes. While statistical inference for high-dimensional and dependent
data is challenging, often additional structure in the form of spatial structure is available for many
real-world data sets, e.g., geographical locations of monitors measuring air pollution. If it is known
that a particular type of air pollution is short-range, the estimation of dependencies in a multivari-
ate time series of pollution measurements can be restricted to pairs of components that are close to
each other geographically. Hence, a novel two-step approach is proposed which estimates the range
of dependence along with the parameters of vector autoregressive processes in high-dimensional
settings. Additionally, this chapter provides non-asymptotic bounds on the statistical error of pa-
rameter estimates in high-dimensional settings and shows that the proposed approach reduces the
statistical error. An application to air pollution in the U.S.A. demonstrates that the estimation ap-
proach reduces both computing time and prediction error. Moreover, it gives rise to results that
are meaningful from a scientific point of view, in contrast to high-dimensional methods that ignore
spatial structure and are less interpretable.
The contents of Chapter 2 have been accepted by the Journal of Computational and Graphical Statistics, which
is published by the American Statistical Association: Schweinberger, M., Babkin, S., and K. B. Ensor (2017). High-
dimensional multivariate time series with additional structure. Journal of Computational and Graphical Statistics.
82.1 Introduction
Multivariate time series (e.g., Lu¨tkepohl, 2005; Wilson et al., 2015) arise in a wide range of ap-
plications, from finance to studies of air pollution and ecological studies (e.g., Ensor et al., 2013;
Hoek et al., 2013; Chen et al., 2015). The age of computing has made it possible to collect data
sets with large numbers of time series, where the number of parameters may exceed the number
of observations. A common approach to dealing with high-dimensional data is to endow mod-
els with additional structure in the form of sparsity (e.g., Bu¨hlmann and van de Geer, 2011). In
the case of high-dimensional multivariate time series, an additional challenge is the complex de-
pendence within and between time series. Some consistency results on model estimation and
selection of high-dimensional vector autoregressive processes were obtained by Song and Bickel
(2011), though under strong assumptions. Loh and Wainwright (2012) and Basu and Michailidis
(2015) developed powerful concentration inequalities that enabled them to establish consistency
under weaker conditions and prove that these conditions hold with high probability. In particular,
Basu and Michailidis (2015) established consistency of `1-penalized least squares and maximum
likelihood estimators of the autoregressive coefficients of high-dimensional vector autoregressive
processes and related the estimation and prediction error to the complex dependence structure of
vector autoregressive processes. Other estimation approaches, including Bayesian approaches, are
discussed by Nguyen et al. (2014) and Davis et al. (2016).
We consider high-dimensional vector autoregressive processes with p N parameters, where
p is the number of parameters andN is the number of observations. While high-dimensional vector
autoregressive processes are challenging due to the dependent and high-dimensional nature of the
data, in many applications there is additional structure that can be exploited to reduce computing
time along with statistical error. Examples are studies of air pollution and ecological studies, where
spatial structure can help reduce computing time and statistical error. If such structure is ignored,
high-dimensional methods can give rise to results that contradict science. An example are daily
measurements of ozone recorded by monitors across the U.S.A. as described in Section 2.6. Figure
2.1 shows the non-zero pattern of autoregressive coefficients estimated by the `1-penalized least
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Figure 2.1 : Air pollution in the U.S.A.: autoregressive coefficients estimated by the `1-penalized
least squares method from daily measurements of ozone. Monitors are connected by edges if the
estimates of the corresponding autoregressive coefficients are non-zero. The long-distance edges
contradict scientific evidence (see, e.g., Rao et al., 1997).
squares method described in Section 2.3.1. The figure suggests that today’s ozone levels on the
East Coast can directly affect tomorrow’s ozone levels on the West Coast. Such results contradict
science, because ozone cannot travel long distances (see, e.g., Rao et al., 1997).
We introduce novel methods and theory that take advantage of additional structure in the form
of space with a view to reducing computing time along with statistical error, without making
model assumptions about how the distance between the components of the vector autoregressive
process affects the dependence between the components. We provide non-asymptotic bounds on
the statistical error of parameter estimators in high-dimensional settings and show that the proposed
approach reduces the statistical error. An application to air pollution recorded by 444 monitors
across the U.S.A. with N = 1,826 observations and p = 197,136 parameters demonstrates that the
proposed methods reduce both computing time and prediction error compared with existing high-
dimensional methods and give rise to results that are meaningful from a scientific point of view,
in contrast to high-dimensional methods that ignore the spatial structure. In practice, these high-
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dimensional methods can be used to decompose high-dimensional multivariate time series into
lower-dimensional multivariate time series that can be studied by other methods in more depth.
This chapter is structured as follows. We introduce vector autoregressive processes in Section
2.2. Methods and theory are described in Sections 2.3 and 2.4, respectively, followed by simulation
results in Section 2.5 and an application in Section 2.6.
2.2 High-dimensional vector autoregressive processes with additional struc-
ture
We assume that X(t) = (X1(t), . . . , Xk(t))Nt=1 is generated by a L-th order vector autoregressive
process of the form
X(t) =
L∑
l=1
AlX(t− l) + e(t),
where A1, . . . ,AL are k × k transition matrices and the errors e(t) are independent multivariate
Gaussian random variables with mean 0k and positive-definite variance-covariance matrix Σ. We
follow Loh and Wainwright (2012) and Basu and Michailidis (2015) and assume that the order L
of the vector autoregressive process is either known or can be bounded above and that the vector
autoregressive process is stable and thus stationary (Lu¨tkepohl, 2005). In applications where the
order L of the vector autoregressive process is unknown and cannot be bounded above, cross-
validation can be used to select L.
2.2.1 Additional structure
We consider high-dimensional vector autoregressive processes where the number of parameters
p = k2 L + k2 is much larger than the number of observations N . While high-dimensional vector
autoregressive processes are challenging due to the dependent and high-dimensional nature of the
data, in many applications there is additional structure that can be exploited to reduce computing
time along with statistical error. We consider high-dimensional vector autoregressive processes
with additional structure in the form of space. In particular, we assume that the components i of
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the vector autoregressive process have positions in the interior of a bounded subset Z ⊂ Rd. The
boundedness assumption is motivated by applications: most spatial structures arising in applica-
tions can be represented by bounded subsets of Rd. Throughout, we represent the components
of the vector autoregressive process by a mixed graph, where the nodes represent components, a
directed edge from component i to component j indicates that element (j, i) of at least one of the
transition matrices A1, . . . ,AL is non-zero, and an undirected edge between components i and j
indicates that elements (i, j) and (j, i) of Σ−1 are non-zero (Eichler, 2012). We note that the graph-
ical representation of the model is convenient, but not essential: all results reported here could be
described in terms of non-zero parameters.
2.2.2 Model estimation exploiting additional structure
If additional structure is available, such as spatial structure, model estimation should take advan-
tage of it.
To do so, observe that the boundedness of Z ⊂ Rd implies that there exists ρmax < ∞ such
that the Euclidean distance d(i, j) between components i and j satisfies d(i, j) ≤ ρmax for all
(i, j) ∈ N × N, where N = {1, . . . , k} denotes the set of components. Let ρ be the maximum
distance separating two components (i, j) with an edge. By definition of ρ, for each component i,
all edges of i are either in the interior or on the boundary of the closed ball centered at the position
of i in Z ⊂ Rd with radius ρ ≤ ρmax (see, e.g., Figure 2.2). In light of the fact that all edges, i.e., all
non-zero parameters of all components are within distances d ≤ ρ, model estimation of non-zero
parameters should be restricted to distances d ≤ ρ.
In practice, the radius ρ is sometimes known or can be bounded above based on domain knowl-
edge, but in most cases ρ is unknown and must be estimated. We introduce methods and theory
for estimating ρ in Sections 2.3 and 2.4 with a view to reducing computing time along with the
statistical error of parameter estimators. It is worth noting that we do not make model assumptions
about how the distance between components of the vector autoregressive process affects the de-
pendence between the components: all we assume is that components have positions in a bounded
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Figure 2.2 : First-order vector autoregressive process with additional structure: nodes represent
components of the vector autoregressive process with positions in a bounded subset Z ⊂ Rd and
edges represent non-zero elements of either A1 or Σ−1. The edges of components are contained
in the closed balls with radius ρ centered at the positions of the components. The elements ? of
matrices indicate non-zero elements.
subset Z ⊂ Rd. Therefore, the methods can be applied to all vector autoregressive processes
with additional structure of the form considered here, including vector autoregressive processes
with ρ = ρmax, but the greatest reduction in computing time and statistical error is obtained when
ρ ρmax and the components are not too close to each other in Z ⊂ Rd.
2.3 Two-step `1-penalized least squares method
We introduce a simple two-step `1-penalized least squares method that takes advantage of the
additional structure considered here.
The two-step `1-penalized least squares method is sketched in Table 2.1. It is motivated by
the fact that all edges, i.e., all non-zero parameters of all components are within distances d ≤ ρ,
thus model estimation of non-zero parameters should be restricted to distances d ≤ ρ. In practice,
the radius ρ may be unknown. If the structure of the graph was known, one could take ρ to be
the maximum distance that separates a pair of nodes with an edge. If the structure of the graph
is unknown, one needs to estimate the graph. An appealing alternative to estimating the whole
graph—which is time-consuming when the set of nodes N is large—is to estimate a subgraph by
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1. If radius ρ is unknown, estimate ρ:
1.1 Sample a subset of nodes S from the set of nodes N.
1.2 Estimate edges by regressing nodes i ∈ S on {j | j ∈ N \ i}, i.e.,
on all other nodes in N.
1.3 Estimate radius ρ by ρ̂ , the maximum distance that separates a pair
of nodes with an estimated edge.
2. Estimate the parameters by using the `1-penalized least squares method
subject to the constraint that all parameters governing possible edges at
distances d > ρ̂ are 0.
Table 2.1 : Two-step `1-penalized least squares method.
sampling a subset of nodes S, estimating the edges of nodes i ∈ S, and then estimating ρ by ρ̂ ,
defined as the maximum distance that separates a pair of nodes with an estimated edge. Step 1
estimates the radius ρ by ρ̂ along these lines. Step 2 estimates the parameters by restricting the
estimation of parameters to distances d ≤ ρ̂ . If the sample in Step 1 is small but well-chosen and
the radius ρ is small, the two-step `1-penalized least squares method reduces computing time and
statistical error.
We discuss the implementation of the two-step `1-penalized least squares method in Sections
2.3.1 and 2.3.2 and shed light on its theoretical properties in Section 2.4. Throughout, we assume
that Σ−1 is diagonal; extensions to non-diagonal Σ−1 are possible, though less attractive on com-
putational grounds (Basu and Michailidis, 2015). We denote by ‖.‖1, ‖.‖2, and ‖.‖∞ the `1, `2,
and `∞-norm of vectors, respectively. The total number of observations is denoted by M and the
effective number of observations by N =M − L+ 1.
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2.3.1 Step 1
If the radius ρ is unknown, it is estimated in Step 1.
In Step 1.1, a sample of nodes S from the set of nodes N is generated by using any sampling
design for sampling from finite populations (see, e.g., Thompson, 2012). Some guidance with
respect to sampling designs is provided in Remark 7 in Section 2.4. An example is given in Section
2.6.
In Step 1.2, edges are estimated by regressing nodes i ∈ S on {j | j ∈ N \ i} by the
`1-penalized least squares method of Basu and Michailidis (2015), which is attractive on both
computational and theoretical grounds. It is worth noting that regressing sampled nodes i ∈ S
on all other sampled nodes in S would give rise to omitted variable problems. Step 1.2 therefore
regresses sampled nodes i ∈ S on all other nodes in N rather than all other sampled nodes in S.
To introduce the `1-penalized least squares method used in Step 1.2, note that the conventional
`1-penalized least squares method estimates the p = k2 L-dimensional parameter vector βN =
(βi)i∈N corresponding to the vectorized transition matrices vec(A>1 , . . . ,A
>
L) by
β̂N ∈ argmin
βi, i∈N
∑
i∈N
[
1
N
‖Y i −X βi‖22 + λ1 ‖βi‖1
]
, (2.1)
where βi denotes the pi = k L-dimensional parameter vectors governing possible incoming edges
of nodes i; Y i denotes the i-th column of the matrix of observations Y = (X(M)>, . . . ,X(L)>);
X denotes the predictors ((X(M − 1)>, . . . ,X(L − 1)>), . . . , (X(M − L)>, . . . ,X(0)>));
and λ1 > 0 denotes a regularization parameter. The `1-penalized least squares method used in
Step 1.2 applies the same procedure to the subset of nodes S and estimates the parameter vector
βS = (βi)i∈S by
β̂S ∈ argmin
βi, i∈S
∑
i∈S
[
1
N
‖Y i −X βi‖22 + λ1 ‖βi‖1
]
. (2.2)
The incoming edges of nodes i ∈ S can be inferred from the non-zero pattern of β̂S = (β̂i)i∈S. The
radius ρ can be estimated by ρ̂ , the maximum distance that separates a pair of nodes (j, i) ∈ N×S
with an estimated edge, i.e., with an estimated non-zero autoregressive coefficient.
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2.3.2 Step 2
In Step 2, the parameter vector β ≡ βN is estimated by restricting the `1-penalized least squares
method to distances d ≤ ρ̂ , i.e., the parameter vector β is estimated by
β̂ ∈ argmin
βi, i∈N
∑
i∈N
[
1
N
‖Y i −X βi‖22 + λ2 ‖βi‖1
]
(2.3)
subject to the constraint that all parameters governing possible edges at distances d > ρ̂ are 0,
where λ2 > 0 is a regularization parameter.
Remark 1. An important observation is that the parameter vectors β1, . . . ,βk are variation-
independent in the sense that the parameter space of β is a product space of the form Rk2L =
RkL×· · ·×Rk L. As a result, optimization problems (2.1), (2.2), and (2.3) can be decomposed into
k separate optimization problems that can be solved in parallel, thus reducing computing time.
Remark 2. The variance-covariance matrix Σ can be estimated by using the `1-penalized max-
imum likelihood method of Basu and Michailidis (2015). However, the `1-penalized maximum
likelihood method is more expensive in terms of computing time than the `1-penalized least squares
method.
2.4 Theoretical properties
We provide non-asymptotic bounds on the statistical error of parameter estimators in high-
dimensional settings and show that the two-step `1-penalized least squares method reduces the
statistical error. To facilitate the discussion, we follow Loh and Wainwright (2012) and Basu and
Michailidis (2015) by expressing optimization problems (2.1), (2.2), and (2.3) as M -estimation
problems of the form
β̂ ∈ argmin
β ∈C
[
−2β>γ̂ + β> Γ̂β + λ ‖β‖1
]
,
where C is a subset of Rp that depends on the constraints imposed by optimization problems (2.1),
(2.2), and (2.3), γ̂ = (I ⊗X>) vec(Y)/N , and Γ̂ = (I ⊗X>X )/N , where I denotes the identity
matrix of suitable order and ⊗ denotes the Kronecker product.
16
Notation. Throughout, we assume that the elements of β and γ are ordered according to
distance and denote by β[d1,d2] and γ [d1,d2] the subvectors of β and γ corresponding to parameters
governing possible edges at distances d ∈ [d1, d2], respectively, where 0 ≤ d1 ≤ d2. The rows
and columns of Γ are ordered in accordance. Denote by p(0, d2) the total number of parameters
governing possible edges at distances d ∈ [0, d2] and by p(d1, d2) the total number of parameters
governing possible edges at distances d ∈ (d1, d2], where 0 < d1 ≤ d2. Let β̂ be the estimator of
the true parameter vector β? obtained by the two-step `1-penalized least squares method. Denote
by S the support of β? and by s the size of support S. Let δ > 0 and S(δ) be the subset of nodes
with incoming edges at distances d ∈ [ρ− δ, ρ]. We denote by c0, c1, c2 > 0 unspecified constants.
We assume that the following conditions hold. The first assumption is a restricted eigenvalue
condition, whereas the second condition is a deviation condition. Both conditions are conventional
and hold with high probability (Loh and Wainwright, 2012; Basu and Michailidis, 2015).
Condition C.1. Γ̂ satisfies the restricted eigenvalue condition with curvature α > 0 and tolerance
τ > 0 provided s τ ≤ α/32 and
b> Γ̂ b ≥ α ‖b‖22 − τ ‖b‖21 for all b ∈ Rp.
Condition C.2. There exists a deterministic function Q(β?,Σ) > 0 such that γ̂ and Γ̂ satisfy
‖γ̂ − Γ̂β?‖∞ ≤ Q(β?,Σ)
√
log p
N
.
The following theorems show that the two-step `1-penalized least squares method reduces the
statistical error of parameter estimators without making model assumptions about how the distance
between the components of the vector autoregressive process affects the dependence between the
components. We start with the case where ρ is either known or can be bounded above based on
domain knowledge (Theorem 2.1) and then turn to the case of unknown ρ (Theorem 2.2). To
streamline the presentation, Theorem 2.1 focuses on known ρ, but the extension to bounded ρ is
straightforward.
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Theorem 2.1 Consider N ≥ c0 s log p (c0 > 1) observations from a stable L-th order vector
autoregressive process with radius ρ > 0. Suppose that ρ is known and that the regularization
parameter λ2 in the second step of the two-step `1-penalized least squares method satisfies
λ2 ≥ 4Q(β?,Σ)
√
log p(0, ρ)
N
. (2.4)
Then, with at least probability
1− 2 exp(−c1N)− 6 exp(−c2 log p(0, ρ)), (2.5)
the `2-error of estimator β̂ of β? is bounded above by
‖β̂ − β?‖2 ≤ 16
√
s λ2
α
.
We compare the statistical error and computing time of the two-step `1-penalized least squares
method to existing high-dimensional methods.
Remark 3. Comparison in terms of statistical error. Among the existing approaches, the most
attractive approach is the `1-penalized least squares method of Basu and Michailidis (2015), be-
cause it has computational advantages and its theoretical properties are well-understood. Sup-
pose that β? is estimated by the two-step `1-penalized least squares method with known ρ with
λ2 = 4Q(β?,Σ)
√
log p(0, ρ)/N . Then, with high probability,
‖β̂ − β?‖2 ≤ 64
α
Q(β?,Σ)
√
s log p(0, ρ)
N︸ ︷︷ ︸ ≤ 64α Q(β?,Σ)
√
s log p
N︸ ︷︷ ︸,
two-step `1-least squares `1-least squares
because p(0, ρ) =
∑k
i=1 ni(ρ)L ≤ p = k2 L, where p(0, ρ) is the total number of parameters
governing possible edges at distances d ∈ [0, ρ] and ni(ρ) is the number of components j ∈
N \ i within distance d(i, j) ≤ ρ of component i. The error bounds show that restricting model
estimation to distances d ≤ ρ reduces the `2-error of β̂.
Remark 4. Comparison in terms of computing time. In terms of computing time, the two-
step `1-penalized least squares method with known (bounded) ρ tends to be superior to the `1-
penalized least squares method: while the `1-penalized least squares method amounts to running
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k regressions with k L predictors, the two-step `1-penalized least squares method with known
(bounded) ρ amounts to running k regressions with max1≤i≤k ni(ρ)L predictors, where ni(ρ) is the
number of components j ∈ N\ i within distance d(i, j) ≤ ρ of component i. If max1≤i≤k ni(ρ) 
k, the two-step `1-penalized least squares method with known (bounded) ρ is much faster than the
`1-penalized least squares method and can thus be applied to much larger data sets.
We turn to the case where ρ is unknown. Choose δ > 0 as small as desired and consider the
estimator β̂[0,ρ−δ] of the parameter vector β
?
[0,ρ−δ] governing possible edges to nodes in the interior
of the balls centered at the positions of nodes, which—in most applications—are the parameters of
primary interest. Theorem 2.2 bounds the statistical error of the estimator β̂[0,ρ−δ] of the parameter
vector β?[0,ρ−δ] for all δ > 0.
Theorem 2.2 Consider N ≥ c0 s log p (c0 > 1) observations from a stable L-th order vector
autoregressive process with radius ρ > 0. Assume that components i are sampled independently
with probabilities 0 < θi < 1 and that the minimum signal strength is β?min = mini∈S |β?i | ≥
32
√
s λ1/α > 0. Choose any δ > 0, however small, and assume that the regularization parameters
λ1 and λ2 in the first and second step of the two-step `1-penalized least squares method satisfy
λ1 ≥ 4Q(β?,Σ)
√
log p
N
(2.6)
and
λ2 ≥ 4Q(β?,Σ)
√
log p(0, ρ− δ)
N
, (2.7)
respectively. Then, for all δ > 0, with at least probability
1− 4 exp(−c1N)− 12 exp(−c2 log p(0, ρ− δ))− exp
−∑
i∈S(δ)
θi
 , (2.8)
the `2-error of the estimator β̂[0,ρ−δ] of the parameter vector β
?
[0,ρ−δ] is bounded above by
‖β̂[0,ρ−δ] − β?[0,ρ−δ]‖2 ≤
16
√
s λ2
α
.
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Remark 5. Statistical error. The so-called beta-min condition in Theorem 2.2, which as-
serts that the non-zero elements of β? cannot be too small, is common in the literature on high-
dimensional variable selection and graphical models (see, e.g., Bu¨hlmann and van de Geer, 2011,
Section 7.4). It is needed to make sure that the edges of sampled nodes can be recovered with high
probability, which in turn is needed to estimate the radius ρ. Theorem 2.2 shows that the statisti-
cal error of estimators of the parameter vector β?[0,ρ−δ] governing possible edges in the interior of
the balls—which, in most applications, are the parameters of primary interest—is small when the
number of observations N is large relative to the size of the support s and the number of parame-
ters p(0, ρ − δ). The statistical error of the estimator β̂ of the whole parameter vector β? is more
complicated. On the one hand, if ρ is overestimated in Step 1, the error bound of the estimator β̂ in
Step 2 is at most as large as the error bound of the estimator β̂ under the `1-penalized least squares
method, which follows from Theorem 2.1 and Remark 3. On the other hand, if ρ is underestimated
in Step 1, the parameter vector β?(ρ−δ,ρ] governing possible edges close to the boundary of the balls
centered at the positions of nodes is not estimated in Step 2, thus the error bound of the estimator
β̂ in Step 2 depends on the `2-norm of β?(ρ−δ,ρ].
Remark 6. Computing time. In terms of computing time, the two-step `1-penalized least squares
method amounts to running |S| regressions with k L predictors in Step 1 and k regressions with
max1≤i≤k ni(ρ̂ )L predictors in Step 2 of the two-step `1-penalized least squares method, where ρ̂
is the estimate of ρ obtained in Step 1. Therefore, as long as the sample is small but well-chosen
and the radius is short, the two-step `1-penalized least squares method outperforms the `1-penalized
least squares method.
Remark 7. Sampling. Theorem 2.2 shows that, for any given δ > 0, the probability of the
event that ‖β̂[0,ρ−δ] −β?[0,ρ−δ]‖2 is small depends on the term exp(−
∑
i∈S(δ) θi): that is, it depends
on (a) the size of S(δ) and (b) the sample inclusion probabilities θi of nodes i ∈ S(δ), i.e., nodes
with incoming edges at distances d ∈ [ρ − δ, ρ]. The first factor is outside of the control of
investigators, whereas the second factor is under the control of investigators. The fact that the
probability of the event of interest depends on the sample inclusion probabilities θi of nodes i ∈
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S(δ) rather than nodes i ∈ N \ S(δ) shows that one needs to sample nodes i ∈ S(δ) rather than
nodes i ∈ N \ S(δ) with high probability. In other words, non-uniform sampling designs that
sample nodes with long-distance edges with high probability are preferable to uniform sampling
designs and the number of sampled nodes with long-distance edges is more important than the total
number of sampled nodes. Therefore, if prior knowledge is available about which nodes may have
long-distance edges, it should be incorporated into the sampling design. Such prior knowledge is
available in a number of spatio-temporal applications: e.g., in studies of air pollution, it is well-
known that industrial and metropolitan areas tend to spread air pollution to surrounding areas and
that some geographical conditions in combination with wind conditions facilitate long-distance
transport of pollutants. Thus, pollution monitors in industrial and metropolitan areas and other
areas suspected of facilitating long-distance transport of pollutants should be sampled with high
probability. In the application in Section 2.6, we sample pollution monitors in the 15 most polluted
cities in the U.S. with high probability and others with low probability.
2.5 Simulation results
We compare the two-step `1-penalized least squares method with known ρ and unknown ρ to the
`1-penalized least squares method of Basu and Michailidis (2015), which is the most attractive
high-dimensional method available, as discussed in Remark 3 in Section 2.4. We compare the
methods in terms of statistical error and computing time. Throughout, we use stability selection
(Meinshausen and Bu¨hlmann, 2010) to sidestep the problem that the choice of the regularization
parameters λ1 and λ2 in the first and second step of the two-step `1-penalized estimation method
depends on the unknown values of β? and Σ. We followed the guidelines of Meinshausen and
Bu¨hlmann (2010) concerning the choice of tuning parameters of stability selection. The R source
code we used is contained in the supplementary archive.
To shed light on the statistical error of the methods, we consider three high-dimensional scenar-
ios with N = 150 (k = 100), N = 300 (k = 200), and N = 450 (k = 300) observations; note that
p = k2 L  N in all three cases. For each scenario, we generated data from a first-order vector
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k = 100 k = 200 k = 300
AUROC
Least squares .994 (.005) .968 (.013) .867 (.033)
Two-step least squares .987 (.016) .988 (.011) .960 (.021)
Oracle two-step least squares .999 (.001) .996 (.003) .969 (.019)
Estimation error
Least squares .374 (.026) .525 (.032) .714 (.043)
Two-step least squares .343 (.028) .492 (.037) .666 (.052)
Oracle two-step least squares .324 (.019) .479 (.032) .655 (.052)
Fraction of FP
Least squares .003 (.000) .003 (.001) .005 (.000)
Two-step least squares .001 (.000) .002 (.000) .004 (.001)
Oracle two-step least squares .001 (.000) .002 (.000) .004 (.001)
Fraction of FN
Least squares .054 (.016) .105 (.028) .291 (.058)
Two-step least squares .034 (.022) .052 (.036) .156 (.068)
Oracle two-step least squares .018 (.013) .033 (.018) .133 (.062)
Table 2.2 : Comparison of the `1-penalized least squares method, the two-step `1-penalized least
squares method with unknown ρ, and the oracle two-step `1-penalized least squares method with
known ρ. Monte Carlo standard deviations are given in parentheses.
autoregressive process with k × k transition matrix A ≡ A1 with 2% sparsity and overlapping
neighborhoods. The overlapping neighborhoods are generated as follows: we sample 5 (k = 100),
10 (k = 200), and 15 (k = 300) points from the Uniform distribution on a two-dimensional square.
The sampled points are considered to be centers of neighborhoods and, for each neighborhood, we
sample 20 points from a bivariate Gaussian centered at the neighborhood center. Then edges are
generated so that 90% of all edges are within neighborhoods and 10% are between neighborhoods,
subject to the constraint that between-neighborhood edges are at distances less than the 30% quan-
tile of the empirical distribution of distances. We compare the methods in terms of (a) model
selection error: the area under the receiving operator characteristic curve (AUROC); the fraction
of false-positive (FP) and false-negative (FN) edges; and (b) model estimation error: the relative
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Figure 2.3 : AUROC plotted against number of observations N using k = 200 components. The
dashed and solid line correspond to the `1-penalized least squares method (LS) and the two-step
`1-penalized least squares method with unknown ρ (2-step LS), respectively.
estimation accuracy measured by ||A − Â||F/||A||F , where ||A||F =
√
tr(A>A). In Table 2.2,
we report the results based on 1,000 Monte Carlo simulations along with Monte Carlo standard
deviations. It is not surprising that the oracle two-step `1-penalized least squares method with
known ρ seems to perform best, but the two-step `1-penalized least squares method with unknown
ρ seems to be close. Both seem to outperform the `1-penalized least squares method. In Figure 2.3,
we assess the impact of the number of observationsN on model selection error in terms of AUROC
using k = 200 components. It is evident that the two-step `1-penalized least squares method with
unknown ρ outperforms the `1-penalized least squares method even when N is as small as 100.
To compare the methods in terms of computing time, we consider k = 400 time series governed
by a first-order vector autoregressive process with a 400 × 400 transition matrix A ≡ A1 with
1% sparsity in the high-dimensional setting where p = 160,000  N = 600. To assess the
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Figure 2.4 : Computing time in seconds of the `1-penalized least squares method (LS), the two-
step `1-penalized least squares method with unknown ρ (2-step LS), and the oracle two-step `1-
penalized least squares method with known ρ (Oracle LS) in two spatial settings (Uniform and
Gaussian) with small and moderate radius (5% and 15%).
impact of the spatial structure and the radius on computing time, we compare the methods in
two spatial settings and, for each spatial setting, we use a small and a moderate radius ρ. The
two spatial settings are generated by two processes. The first generating process, called Uniform
generating process, generates spatial positions of time series by sampling 400 points from the
Uniform distribution on a two-dimensional square. The second generating process, called Gaussian
generating process, generates spatial positions of time series by first sampling 20 points from the
Uniform distribution on a two-dimensional square. The 20 points are used as centers of 20 bivariate
Gaussians and from each bivariate Gaussian 20 points are sampled. For each spatial structure,
we select a small and a moderate radius. To make sure that the balls centered at the locations
of the time series contain a non-negligible fraction of possible edges, we use the 5% and 15%
quantile of the empirical distribution of the distances as small and moderate radius, respectively.
The corresponding radii are called “5% radius” and “15% radius”, but note that the resulting radius
varies from data set to data set, depending on the spatial positions of the time series. Conditional
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Figure 2.5 : Example of ozone time series consisting of N = 1,826 observations of ozone levels
between January 2010 and December 2014 in its original form and transformed form, both on the
log scale. The figure on the left-hand side shows the original log ozone time series. The 5 summers
increase the log ozone levels while the 5 winters decrease them. The black curve is the fitted cubic
spline that captures the seasonal ups and downs. The figure on the right-hand side shows the
transformed log ozone time series. The black line is the mean of the N = 1,826 observations.
on the locations of the k = 400 time series, we generate edges by sampling pairs of time series
without replacement to achieve 1% sparsity and then generate N = 600 observations from a first-
order vector autoregressive process with 400×400 transition matrixA ≡ A1 with 1% sparsity. The
results based on 500 Monte Carlo simulations are presented in Figure 2.4. The figure demonstrates
that the two-step `1-penalized least squares method with known ρ and unknown ρ outperforms the
`1-penalized least squares method in terms of computing time by a factor of close to 10 (5% radius)
and 5 (15% radius). The two-step `1-penalized least squares method with unknown ρ is almost as
fast as the oracle version with known ρ, demonstrating that estimating ρ rather than knowing ρ
comes at a cost, but the cost seems to be low, with the exception of the rare cases where ρ is
overestimated by a non-negligible amount. The impact of the spatial structure on the computing
time seems to be small, but increasing the radius increases the computing time visibly.
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2.6 Application to air pollution in the U.S.A.
Air pollution is an important health concern. The American Lung Association (2015) states that
in the U.S.A. alone almost 138.5 million people live in areas where air pollution makes breathing
dangerous. Air pollution has been associated with cardiac arrest (Ensor et al., 2013), lung disease
(Hoek et al., 2013), and cancer (Chen et al., 2015), and the World Health Organization (2014)
attributed more than 7 million deaths in 2012 alone to air pollution.
We exploit the two-step `1-penalized least squares method to contribute to the understanding
of the 24-hour transport of air pollution across space by using data from the U.S. Environmental
Protection Agency obtained from
http://www.epa.gov/airdata/ad_data_daily.html.
The data are contained in the supplementary archive along with all R source code we used to ana-
lyze the data. Throughout the section, we use first-order vector autoregressive processes, because
ozone and other pollutants tend to decompose fast. An additional advantage of using first-order
vector autoregressive processes is that we have ground truth on the 24–72 hour transport of ozone
in the sense that we have an upper bound on the spatial distance ozone is known to travel in 24–72
hours (see, e.g., Rao et al., 1997). We first take a bird’s eye view at air pollution in the U.S.A.
(Section 2.6.1) and then zoom in on the Gulf of Mexico region (Section 2.6.2), one of the most
monitored regions in the U.S.A.
2.6.1 A bird’s eye view: air pollution in the U.S.A.
We consider daily measurements of 8-hour maximum concentration of ozone (O3) recorded by
monitors across the U.S.A. The data set consists of N = 1,826 observations of ozone levels
recorded by k = 444 monitors between January 2010 and December 2014. All monitors contain
less than 10% of missing values and we impute the missing values by univariate linear interpola-
tion. ozone concentrations were log-transformed and a cubic spline was fitted to each ozone time
series to capture the seasonal ups and downs. We subtract the fitted cubic splines from the log-
26
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Figure 2.6 : Air pollution in the U.S.A.: autoregressive coefficients estimated by the two-step `1-
penalized least squares method with estimate ρ̂ = 239 (left) and upper bound ρ = 250 (right),
where the upper bound is based on scientific evidence. Monitors are connected by edges if the
estimates of the corresponding autoregressive coefficients are non-zero. The results demonstrate
that the two-step `1-penalized least squares method respects the fact that 24-hour dependence is
local.
transformed ozone time series and use the residual time series as data. An example of a ozone time
series in its original and transformed form is shown in Figure 2.5.
We estimate the model by using the two-step `1-penalized least squares method, using stability
selection (Meinshausen and Bu¨hlmann, 2010) to sidestep the problem that the choice of the regu-
larization parameters λ1 and λ2 in the first and second step of the two-step `1-penalized estimation
method depends on the unknown values of β? and Σ. In Step 1, we include pollution monitors in
the 15 most polluted cities in the U.S.A. in 2015—according to the website of the American Lung
Association—with probability .99 and other pollution monitors with probability .01. We excluded
91 pollution monitors in sparsely monitored regions and regions with known omitted monitors—
omitted due to a large fraction of missing data—from the sample out of the concern that such
monitors may give rise to spurious edges. Most of those monitors are located in sparsely populated
and mountainous regions in the Midwest and West.
We compare the two-step `1-penalized least squares method with an estimate ρ̂ of ρ to the
two-step `1-penalized least squares method with an upper bound on ρ given by ρ = 250 and the `1-
penalized least squares method of Basu and Michailidis (2015). The upper bound ρ = 250 is based
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on scientific evidence (Rao et al., 1997), which suggests that ρ ≤ 250. The `1-penalized least
squares method of Basu and Michailidis (2015) is the most attractive high-dimensional method
available, as discussed in Remark 3 in Section 2.4.
The two-step `1-penalized least squares method estimates ρ by ρ̂ = 239. It is more than 8
times faster than the `1-penalized least squares method and reduces the out-of-sample 24-hour
ahead forecast mean squared error by 4%. If the upper bound ρ = 250 is used and hence ρ is not
estimated, the two-step `1-penalized least squares method is more than 18 times faster than the
`1-penalized least squares method.
The graphs estimated by the `1-penalized least squares method and the two-step `1-penalized
least squares method with estimate ρ̂ = 239 and upper bound ρ = 250 are shown in Figures 2.1
and 2.6, respectively. It is striking that the `1-penalized least squares method reports a number of
long-distance edges—some of them between monitors separated by more than 2,166 miles. The
long-distance edges conflict with scientific evidence, which suggests that dependence local and
that ρ ≤ 250 (e.g., Rao et al., 1997): it is not believed that today’s ozone levels on the East Coast
can directly affect tomorrow’s ozone levels on the West Coast, because ozone cannot travel long
distances (see, e.g., Rao et al., 1997). In contrast, the two-step `1-penalized least squares method
reports that the estimated range of 24-hour dependence is ρ̂ = 239, which is consistent with
scientific evidence (e.g., Rao et al., 1997).
2.6.2 Zooming in: pollution in the Gulf region
We zoom in on the Gulf of Mexico region and consider the 24-hour transport of 6 pollutants: ozone
(O3), particle matter (PM10 and PM2.5), carbon monoxide (CO), nitrogen dioxide (NO2), and
sulfur dioxide (SO2). The data set consists of N = 1,826 observations of the 6 pollutants recorded
by k = 199 monitors between January 2010 and December 2014. 45.2% of the time series are
ozone time series, 22.6% are NO2, 15.6% are PM25, 9.1% are SO2, 5.5% are CO, and 2.0% are
PM10.
We estimate the model by the two-step `1-penalized least squares method. In Step 1, we ensure
28
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Figure 2.7 : Air pollution in the Gulf of Mexico region: autoregressive coefficients estimated by the
two-step `1-penalized least squares method from daily measurements of 6 pollutants. Monitors are
connected by edges if the estimates of the corresponding autoregressive coefficients are non-zero.
Monitors with at least 18 outgoing edges are indicated by circles.
that monitors of all 6 pollutants are well-represented in the sample by generating a stratified sample
of size 20, where the sample size of monitors of a pollutant is proportional to the total number of
monitors of the pollutant in the Gulf of Mexico region. The graph estimated by the two-step `1-
penalized least squares method is presented in Figure 2.7. Most edges are NO2 → NO2 edges,
while most cross-pollutant edges areNO2 → O3 edges, which may be due to the chemical reaction
that transforms nitrogen oxides into ozone in the presence of sunlight.
There are two eye-catching facts in Figure 2.7. First, there are 4 clusters, Dallas—Fort Worth,
Houston—Baytown, Beaumont—Port Arthur, and Lafayette—Baton Rouge—New Orleans, cor-
responding to industrial and metropolitan areas in the Gulf of Mexico region. Second, while the
dependence structure is sparse and the median number of outgoing edges of monitors is 1, there
are 3 monitors with at least 18 outgoing edges, most of which are positive. The large number
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of positive outgoing edges—i.e., positive autoregressive coefficients—suggests that pollution at
those 3 locations tends to drive up pollution in neighboring regions. It turns out that all of them
are home to large industrial complexes, including some of the largest oil refineries in the U.S.A.
These findings suggest that neighboring regions have reason to be concerned with the activities of
the industrial sectors in those areas.
2.7 Appendix: Proofs of Chapter 2
We prove Theorems 2.1 and 2.2 in Appendices 2.7.1 and 2.7.2, respectively.
2.7.1 Proof of Theorem 2.1
Let δ ≥ 0. It is convenient to express the estimator β̂[0,ρ−δ] of β?[0,ρ−δ] obtained in Step 2 of the
two-step `1-penalized least squares method as the solution of the M -estimation problem
β̂[0,ρ−δ] ∈ argmin
β[0,ρ−δ]
[
−2β>[0,ρ−δ] γ̂ [0,ρ−δ] + β>[0,ρ−δ] Γ̂[0,ρ−δ],[0,ρ−δ] β[0,ρ−δ] + λ2 ‖β[0,ρ−δ]‖1
]
.
We need three lemmas to prove Theorem 2.1.
Lemma 2.1 Assume N ≥ c0 s log p (c0 > 1). Then, for all δ ≥ 0, with at least probability
1− 2 exp(−c1N),
b> Γ̂[0,ρ−δ],[0,ρ−δ] b ≥ α ‖b‖22 − τ ‖b‖21 for all b ∈ Rp(0,ρ−δ). (2.9)
Proof. Observe that Γ̂[0,ρ−δ],[0,ρ−δ] can be written as Γ̂[0,ρ−δ],[0,ρ−δ] = E> Γ̂E, where E is a 0-
1 elimination matrix of suitable order that eliminates the elements of Γ̂ that are not elements of
Γ̂[0,ρ−δ],[0,ρ−δ]. By Assumption 1, for all b ∈ Rp(0,ρ−δ),
b> Γ̂[0,ρ−δ],[0,ρ−δ] b = (E b)> Γ̂ (E b) ≥ α ‖E b‖22 − τ ‖E b‖21 = α ‖b‖22 − τ ‖b‖21, (2.10)
where ||E b||i = ||b||i, i = 1, 2, because the p-vector E b consists of the p(0, ρ − δ) elements
of b and p − p(0, ρ − δ) 0’s. The lower bound (2.10) holds as long as Assumption 1 holds. By
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Proposition 4.2 of Basu and Michailidis (2015), the probability that Assumption 1 is violated is
bounded above by 2 exp(−c1N) provided N ≥ c0 s log p (c0 > 1).
Lemma 2.2 Assume N ≥ log p(0, ρ − δ). Then, for all δ ≥ 0, with at least probability 1 −
6 exp (−c2 log p(0, ρ− δ)),
‖γ̂ [0,ρ−δ] − Γ̂[0,ρ−δ],[0,ρ−δ] β?[0,ρ−δ]‖∞ ≤ Q(β?,Σ)
√
log p(0, ρ− δ)
N
. (2.11)
Proof. The proof proceeds along the lines of Proposition 4.3 of Basu and Michailidis (2015,
supplement, pp. 6–7) by applying concentration inequality (2.11) of Basu and Michailidis (2015)
to bound the probability of
‖γ̂ [0,ρ−δ] − Γ̂[0,ρ−δ],[0,ρ−δ] β?[0,ρ−δ]‖∞ > 2pi
Q(β?,Σ)
a
η,
where a > 0 and η > 0. Choosing η = (a/(2 pi))
√
log p(0, ρ− δ)/N gives
‖γ̂ [0,ρ−δ] − Γ̂[0,ρ−δ],[0,ρ−δ] β?[0,ρ−δ]‖∞ > Q(β?,Σ)
√
log p(0, ρ− δ)
N
. (2.12)
The concentration inequality (2.11) of Basu and Michailidis (2015) and a union bound show that,
provided N ≥ log p(0, ρ− δ), the probability of (2.12) is bounded above by
6 exp (−cN min (η, η2) + log p(0, ρ− δ)) ≤ 6 exp (−c2 log p(0, ρ− δ)) .
Lemma 2.3 Assume that conditions (2.9) and (2.11) are satisfied and λ2 ≥ 4Q(β?,Σ)
√
log p(0, ρ− δ)/N .
Then, for all δ ≥ 0,
‖β̂[0,ρ−δ] − β?[0,ρ−δ]‖2 ≤
16
√
s λ2
α
.
Proof. By definition of β̂[0,ρ−δ], for all β[0,ρ−δ] ∈ Rp(0,ρ−δ),
−2 β̂>[0,ρ−δ] γ̂ [0,ρ−δ] + β̂
>
[0,ρ−δ] Γ̂[0,ρ−δ],[0,ρ−δ] β̂[0,ρ−δ] + λ2 ‖β̂[0,ρ−δ]‖1
≤ −2β>[0,ρ−δ] γ̂ [0,ρ−δ] + β>[0,ρ−δ] Γ̂[0,ρ−δ],[0,ρ−δ] β[0,ρ−δ] + λ2 ‖β[0,ρ−δ]‖1.
(2.13)
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Set β[0,ρ−δ] = β
?
[0,ρ−δ] and v = β̂[0,ρ−δ] − β?[0,ρ−δ]. Then (2.13) reduces to
v> Γ̂[0,ρ−δ],[0,ρ−δ] v
≤ 2v>(γ̂ [0,ρ−δ] − Γ̂[0,ρ−δ],[0,ρ−δ] β?[0,ρ−δ]) + λ2 (‖β?[0,ρ−δ]‖1 − ‖β?[0,ρ−δ] − v‖1).
(2.14)
The first term on the right-hand side of (2.14) can be bounded by using condition (2.11) and
λ2 ≥ 4Q(β?,Σ)
√
log p(0, ρ− δ)/N :
2v>(γ̂ [0,ρ−δ] − Γ̂[0,ρ−δ],[0,ρ−δ] β?[0,ρ−δ]) ≤
λ2
2
‖v‖1 = λ2
2
(‖v̂S[0,ρ−δ]‖1 + ‖v̂S[0,ρ−δ]‖1),
(2.15)
where v̂S[0,ρ−δ] and v̂S[0,ρ−δ] are the subvectors of v corresponding to the support S[0, ρ − δ] of
β?[0,ρ−δ] and its complement S[0, ρ − δ], respectively. The second term on the right-hand side of
(2.14) can be bounded as follows:
λ2 (‖β?[0,ρ−δ]‖1 − ‖β?[0,ρ−δ] − v‖1) ≤ λ2 (‖v̂S[0,ρ−δ]‖1 − ‖v̂S[0,ρ−δ]‖1) (2.16)
using the triangle inequality
‖β?[0,ρ−δ]‖1 = ‖β?S[0,ρ−δ]‖1 ≤ ‖β?S[0,ρ−δ] − v̂S[0,ρ−δ]‖1 + ‖v̂S[0,ρ−δ]‖1.
Therefore, combining (2.14) with (2.15) and (2.16),
0 ≤ v> Γ̂[0,ρ−δ],[0,ρ−δ] v ≤ 3λ2
2
‖v̂S[0,ρ−δ]‖1 − λ2
2
‖v̂S[0,ρ−δ]‖1. (2.17)
Thus, ‖v̂S[0,ρ−δ]‖1 ≤ 3 ‖v̂S[0,ρ−δ]‖1, implying
‖v‖1 = ‖v̂S[0,ρ−δ]‖1 + ‖v̂S[0,ρ−δ]‖1 ≤ 4 ‖v̂S[0,ρ−δ]‖1 ≤ 4
√
s ‖v‖2. (2.18)
An upper bound on v> Γ̂[0,ρ−δ],[0,ρ−δ] v can therefore be obtained by using (2.17) and (2.18):
v> Γ̂[0,ρ−δ],[0,ρ−δ] v ≤ 3λ2
2
‖v̂S[0,ρ−δ]‖1 − λ2
2
‖v̂S[0,ρ−δ]‖1 ≤ 2λ2 ‖v‖1,
implying
1
2
v> Γ̂[0,ρ−δ],[0,ρ−δ] v ≤ λ2 ‖v‖1 ≤ 4
√
s λ2 ‖v‖2.
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A lower bound on v> Γ̂[0,ρ−δ],[0,ρ−δ] v can be derived by using Lemma 2.1 and (2.18) along with
s τ ≤ α/32, giving
v> Γ̂[0,ρ−δ],[0,ρ−δ] v ≥ α ‖v‖22 − τ ‖v‖21 ≥ α ‖v‖22 − τ 16 s ‖v‖22 ≥
α
2
‖v‖22.
Combining the upper and lower bounds on v> Γ̂[0,ρ−δ],[0,ρ−δ] v gives
α
4
‖v‖22 ≤
1
2
v> Γ̂[0,ρ−δ],[0,ρ−δ] v ≤ 4
√
s λ2 ‖v‖2,
implying
‖v‖2 = ‖β̂[0,ρ−δ] − β?[0,ρ−δ]‖2 ≤
16
√
s λ2
α
.
Proof. Theorem 2.1. By Lemma 2.3 with δ = 0, as long as conditions (2.9) and (2.11) are satisfied,
‖β̂ − β?‖2 = ‖β̂[0,ρ] − β?[0,ρ]‖2 ≤
16
√
s λ2
α
, (2.19)
where we used the fact that all elements of β̂ and β? corresponding to edges at distances d > ρ are
0. The upper bound (2.19) holds as long as conditions (2.9) and (2.11) hold. By Lemmas 2.1 and
2.2 with δ = 0 along with N ≥ c0 s log p ≥ log p(0, ρ) (c0 > 1) and a union bound, the probability
that (2.9) or (2.11) are violated is bounded above by
2 exp(−c1N) + 6 exp(−c2 log p(0, ρ)).
2.7.2 Proof of Theorem 2.2
We need three additional lemmas to prove Theorem 2.2.
Lemma 2.4 For all δ > 0, the probability that none of the nodes i ∈ S(δ) is sampled is bounded
above by
exp
−∑
i∈S(δ)
θi
 .
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Proof. By definition of ρ > 0, for all δ > 0, there exists at least one node with incoming edges
at distances d ∈ [ρ − δ, ρ], thus S(δ) is non-empty. Since nodes i are sampled independently with
probabilities 0 < θi < 1, the probability that none of the nodes i ∈ S(δ) is sampled is bounded
above by
exp
∑
i∈S(δ)
log(1− θi)
 ≤ exp
−∑
i∈S(δ)
θi
 .
Lemma 2.5 Let β?min ≥ 32
√
s λ1/α, where λ1 ≥ 4Q(β?,Σ)
√
log p/N . Then, for any δ > 0 and
any non-empty subset A ⊆ S(δ), the probability that none of the incoming edges of nodes i ∈ A
at distances d ∈ [ρ− δ, ρ] is detected is bounded above by
2 exp(−c1N) + 6 exp(−c2 log p).
Proof. By definition of ρ > 0, for all δ > 0, there exists at least one node with incoming edges at
distances d ∈ [ρ− δ, ρ], thus S(δ) is non-empty. Consider any non-empty subset A ⊆ S(δ). Let G
be the event that all incoming edges of all nodes i ∈ A are detected andB be its complement. Then
the event that none of the incoming edges of nodes i ∈ A at distances d ∈ [ρ− δ, ρ] is detected is
contained in B and the probability of the event of interest is bounded above by the probability of
B. To bound the probability of B, let β̂N and β̂A be solutions of optimization problems (2.1) and
(2.2), respectively, and observe that G is implied by
2
β?min
‖β̂A − β?A‖∞ ≤ 1.
Since
2
β?min
‖β̂A − β?A‖∞ ≤
2
β?min
‖β̂N − β?N‖∞,
we have, by Assumptions 1 and 2 and β?min ≥ 32
√
s λ1/α,
2
β?min
‖β̂N − β?N‖∞ ≤
2
β?min
‖β̂N − β?N‖2 ≤
2
β?min
16
√
s λ1
α
≤ 1. (2.20)
The bound ||β̂N − β?N||2 ≤ 16
√
s λ1/α used in (2.20) follows from Proposition 4.1 of Basu and
Michailidis (2015) and holds as long as Assumptions 1 and 2 hold. Therefore, G occurs as long
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as both Assumptions 1 and 2 hold, whereas B occurs when either Assumption 1 or Assumption 2
or both are violated. A union bound along with N ≥ c0 s log p ≥ log p (c0 > 1) shows that the
probability of B, and thus the event of interest, is bounded above by
2 exp(−c1N) + 6 exp(−c2 log p), (2.21)
where the two terms in (2.21) are upper bounds on the probabilities that Assumption 1 or Assump-
tion 2 are violated, which follow from Propositions 4.2 and 4.3 of Basu and Michailidis (2015),
respectively.
Lemma 2.6 Consider N ≥ c0 s log p (c0 > 1) observations from a stable L-th order vector au-
toregressive process with radius ρ > 0. Assume that components i are sampled independently with
probabilities 0 < θi < 1, the minimum signal strength is β?min = mini∈S |β?i | ≥ 32
√
s λ1/α > 0,
and the regularization parameter λ1 satisfies
λ1 ≥ 4Q(β?,Σ)
√
log p
N
.
Then, for all δ > 0,
P (ρ̂ − ρ < −δ) ≤ 2 exp(−c1N) + 6 exp(−c2 log p) + exp
−∑
i∈S(δ)
θi
 .
Proof. By definition of ρ > 0, for all δ > 0, there exists at least one node with incoming edges at
distances d ∈ [ρ− δ, ρ], thus S(δ) is non-empty. LetG1 be the event that at least one node i ∈ S(δ)
with incoming edges at distances d ∈ [ρ − δ, ρ] is sampled and that at least one of its incoming
edges at distances d ∈ [ρ − δ, ρ] is detected and G2 be the event that at least one false-positive
incoming edge of nodes i ∈ S at distances d ∈ [ρ− δ,∞) is reported. Then the event ρ̂ − ρ ≥ −δ
is equivalent to the event G1 ∪ G2. Thus, the probability of event ρ̂ − ρ ≥ −δ is bounded below
by
P(ρ̂ − ρ ≥ −δ) = P(G1 ∪G2) ≥ P(G1)
≥ 1− 2 exp(−c1N)− 6 exp(−c2 log p)− exp
−∑
i∈S(δ)
θi
 ,
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where we used a union bound along with Lemmas 2.4 and 2.5 to bound the probability of the
complement of event G1.
Proof. Theorem 2.2. For all δ > 0,
P
(
‖β̂[0,ρ−δ] − β?[0,ρ−δ]‖2 >
16
√
s λ2
α
)
≤ P (ρ̂ − ρ < −δ)
+ P
((
‖β̂[0,ρ−δ] − β?[0,ρ−δ]‖2 >
16
√
s λ2
α
)
∩
(
ρ̂ − ρ ≥ −δ
))
.
(2.22)
We bound the two terms on the right-hand side of (2.22) one by one.
First term on the right-hand side of (2.22). By Lemma 2.6, the first term on the right-hand side
of (2.22) is bounded above by
P (ρ̂ − ρ < −δ) ≤ 2 exp(−c1N) + 6 exp(−c2 log p) + exp
−∑
i∈S(δ)
θi
 . (2.23)
Second term on the right-hand side of (2.22). We are interested in the intersection of the event
that ρ̂ − ρ ≥ −δ and the event that
‖β̂[0,ρ−δ] − β?[0,ρ−δ]‖2 >
16
√
s λ2
α
, (2.24)
where λ2 ≥ 4Q(β?,Σ)
√
log p(0, ρ− δ)/N . By Lemma 2.3 and λ2 ≥ 4Q(β?,Σ)
√
log p(0, ρ− δ)/N ,
as long as conditions (2.9) and (2.11) are satisfied, ‖β̂[0,ρ−δ] − β?[0,ρ−δ]‖2 is bounded above by
‖β̂[0,ρ−δ] − β?[0,ρ−δ]‖2 ≤
16
√
s λ2
α
. (2.25)
By Lemmas 2.1 and 2.2 along with N ≥ c0 s log p ≥ log p(0, ρ − δ) (c0 > 1) and a union bound,
the probability that (2.9) or (2.11) are violated is bounded above by
2 exp(−c1N) + 6 exp(−c2 log p(0, ρ− δ)). (2.26)
Thus, the second term on the right-hand side of (2.22) is bounded above by (2.26).
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Conclusion. Combining (2.22), (2.23), and (2.26) shows that
P
(
‖β̂[0,ρ−δ] − β?[0,ρ−δ]‖2 >
16
√
s λ2
α
)
≤ 2 exp(−c1N) + 6 exp(−c2 log p) + exp
−∑
i∈S(δ)
θi

+ 2 exp(−c1N) + 6 exp(−c2 log p(0, ρ− δ))
≤ 4 exp(−c1N) + 12 exp(−c2 log p(0, ρ− δ)) + exp
−∑
i∈S(δ)
θi
 ,
(2.27)
where we used the fact that p(0, ρ− δ) ≤ p for all δ > 0.
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Chapter 3
Massive-scale estimation of exponential-family random graph
models with additional structure
Abstract
Chapter 3 considers exponential-family random graph models for modeling complex depen-
dencies in network data. Similar to Chapter 2, additional structure is often available: e.g., it is
known that many networks, such as insurgencies and terrorist networks, are local in nature. Such
a local structure decomposes random graphs into independent subgraphs with local dependence,
which enables development of scalable methods. However, in contrast to the setting of Chapter
2, such additional structure is usually unobserved and has to be estimated. Hence, a two-step
likelihood-based approach exploiting additional structure is proposed. The first step estimates the
local structure underlying the random graph. The second step estimates the model parameters
given the estimated local structure of the random graph. Both steps can be implemented in paral-
lel, which enables massive-scale estimation. Theoretical justification is provided for the two-step
likelihood-based approach and its advantages are demonstrated by simulations and an application
to a large Amazon product network.
3.1 Introduction
Models of network data are in high demand in statistics and related areas (Kolaczyk, 2009). Such
models are useful for studying insurgent and terrorist networks, contact networks facilitating the
The contents of Chapter 3 have been submitted to a peer-reviewed journal: Babkin, S. and M. Schweinberger.
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spread of infectious diseases, social networks, the World Wide Web, and other networks of interest.
A flexible approach to modeling network data is based on exponential-family random graph
models (Frank and Strauss, 1986; Lusher et al., 2013). While exponential-family random graph
models are widely used by network scientists (Lusher et al., 2013), statistical inference for exponential-
family random graph models is challenging. One reason is that some models, such as the classic
models of Frank and Strauss (1986), are ill-posed and allow edges to depend on many other edges
in the network. Applying such models to large networks is problematic: e.g., a friendship between
two users of Facebook may depend on friendships with other users, but it is not plausible that
it depends on friendships with billions of other users. As a result, such models can induce strong
dependence among edges, which in turn can lead to model degeneracy (Handcock, 2003; Schwein-
berger, 2011; Chatterjee and Diaconis, 2013). Model degeneracy means that models place much
probability mass on sufficient statistics close to the boundary of the convex hull of the sufficient
statistics (Schweinberger, 2011). If graphs are generated by such models, the sufficient statistics of
the generated graphs tend to be close to the boundary of the convex hull, which implies that max-
imum likelihood estimators either do not exist at all or are hard to obtain by maximum likelihood
algorithms (Handcock, 2003; Rinaldo et al., 2009). In addition, the results of Shalizi and Rinaldo
(2013) suggest that maximum likelihood estimators of some models may not be consistent.
To address the problems of exponential-family random graph models, Schweinberger and
Handcock (2015) proposed exponential-family random graph models with additional structure.
The basic idea is that random graphs are endowed with additional structure in the form of neigh-
borhood structure and that the dependence induced by the models is local in the sense that it is
restricted to neighborhoods. Such exponential-family random graph models with additional struc-
ture, which we call exponential-family random graph models with local dependence, have at least
two important advantages over exponential-family random graph models without additional struc-
ture. First, local dependence induces weak dependence and models with weak dependence are less
prone to model degeneracy (e.g., Schweinberger and Stewart, 2016, Corollary 1). Second, models
with local dependence satisfy a weak form of self-consistency in the sense that these models are
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consistent under neighborhood sampling (Schweinberger and Handcock, 2015, Theorem 1). While
the notion of consistency under neighborhood sampling is weaker than the notion of consistency
under sampling of Shalizi and Rinaldo (2013), it enables consistent estimation of neighborhood-
dependent parameters. Schweinberger and Stewart (2016) showed that when the neighborhood
structure is known and the neighborhoods grow at the same rate, M -estimators of neighborhood-
dependent parameters of canonical and curved exponential-family random graph models with local
dependence are consistent. Schweinberger (2017) showed that when the neighborhood structure is
unknown, it can be recovered with high probability.
While these consistency results suggest that exponential-family random graph models with
additional structure have important conceptual and statistical advantages over exponential-family
random graph models without additional structure, there are no methods for estimating them from
large random graphs. Schweinberger and Handcock (2015) used Bayesian methods to estimate
them, but Bayesian methods are too time-consuming to be applied to random graphs with more
than one hundred nodes. We pave the ground for massive-scale estimation of such models by
proposing a two-step likelihood-based approach that exploits model structure for the purpose of
parallel computing. The main idea is that random graphs can be decomposed into subgraphs
with local dependence and hence parallel computing can be used to compute the contributions
of subgraphs to the likelihood function. Motivated by these considerations, we propose a two-step
likelihood-based approach. The first step estimates the neighborhood structure and decomposes
random graphs into subgraphs with local dependence. The decomposition of the random graph
relies on approximations of the likelihood function that are supported by theoretical results. The
second step estimates parameters given the estimated neighborhood structure by using Monte Carlo
maximum likelihood methods (Hunter and Handcock, 2006). Both steps can be implemented in
parallel, which enables massive-scale estimation on multi-core computers or computing clusters.
We demonstrate the advantages of the two-step likelihood-based approach by simulations and an
application to a large Amazon product network.
This chapter is structured as follows. Section 3.2 introduces models. Section 3.3 discusses
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likelihood-based inference based on approximations of the likelihood function that are supported
by theoretical results and Section 3.4 takes advantage of such approximations to estimate models.
Section 3.5 presents simulation results and Section 3.6 applications.
Other, related literature. It is worth noting that a recent paper by Thiemichen and Kauer-
mann (2017) considers estimating nonparametric exponential-family random graph models from
large networks. We consider a more challenging task than Thiemichen and Kauermann (2017),
because we consider models with additional structure in the form of neighborhood structure and
focus on the estimation of neighborhood structure as well as parameters, whereas Thiemichen and
Kauermann (2017) consider models without neighborhood structure and focus on the estimation
of parameters.
3.2 Models
To introduce exponential-family random graph models with additional structure, letA = {1, . . . , n}
be a set of nodes and E ⊆ A×A be a subset of edges between pairs of nodes. Throughout, we con-
sider undirected random graphs without self-edges, i.e., we assume that (i, i) 6∈ E and (i, j) ∈ E
implies and is implied by (j, i) ∈ E, but all models discussed here can be extended to directed
random graphs. We regard edges as random variables denoted by Xi,j , where Xi,j takes on values
in a countable set Xi,j , i.e., we consider both binary and non-binary, network count data. We write
X = (Xi,j)
n
i<j and X =×ni<j Xi,j .
We assume that the random graph X is governed by an exponential family with countable
support X and probability mass functions of the form
pη(x) = exp(〈η, s(x)〉 − ψ(η)), x ∈ X, (3.1)
where 〈η, s(x)〉 is the inner product of a natural parameter vector η ∈ N = {η ∈ Rdim(η) :
ψ(η) <∞} and a vector of sufficient statistics s : X 7→ Rdim(η) and
ψ(η) = log
∑
x′∈X
exp (〈η, s(x′)〉) .
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We consider here exponential-family random graph models with additional structure, which have
important conceptual and statistical advantages over exponential-family random graph models
without additional structure, as discussed in Section 3.1. The additional structure takes the form
of a partition of the set of nodes A into subsets of nodes A1, . . . ,AK , called neighborhoods,
such that the dependence is local. To introduce the notion of local dependence, assume that
η : Θ × Z 7→ Ξ ⊆ N is a function of a neighborhood-dependent parameter vector θ ∈ Θ
and a neighborhood membership vector z ∈ Z, where z = (z1, . . . ,zn) consists of neighborhood
memberships zi such that zi,k = 1 if node i belongs to neighborhood Ak and zi,k = 0 otherwise.
We henceforth denote by Xk,k = (Xi,j)ni<j: zi,k=zj,k=1 the sequence of within-neighborhood edge
variables of neighborhood Ak (k = 1, . . . , K).
Definition. Local dependence. An exponential-family random graph model with countable
support X satisfies local dependence as long as
pη(θ,z)(x) =
K∏
k=1
pη(θ,z)(xk,k)
k−1∏
l=1
n∏
i,j: zi,k=1, zj,l=1
pη(θ,z)(xi,j), x ∈ X. (3.2)
In other words, the dependence is local in the sense that it is confined to within-neighborhood
subgraphs. Schweinberger and Stewart (2016, Corollary 1) showed that models with local depen-
dence induce weak dependence and are less prone to model degeneracy than models without local
dependence as long as the neighborhoods are not too large. Schweinberger and Stewart (2016) and
Schweinberger (2017) detail conditions under which consistent estimation of models with local
dependence is possible.
An example of exponential-family random graph models with local dependence and support
X = {0, 1}(n2) is given by
pη(θ,z)(x) ∝ exp
(
K∑
k≤l
θ1,k,l
n∑
i<j
xi,j zi,k zj,l +
K∑
k=1
θ2,k,k
n∑
i<j
xi,j zi,k zj,k max
h6=i,j
xi,h xj,h zh,k
)
.
The model includes between- and within-neighborhood edge terms and within-neighborhood tran-
sitive edge terms. The transitive edge statistics xi,j zi,k zj,k maxh6=i,j xi,h xj,h zh,k capture tran-
sitive closure and induce dependence among edges, but the dependence is confined to within-
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neighborhood subgraphs and is hence local.
A special case of exponential-family random graph models with local dependence are stochas-
tic block models (Nowicki and Snijders, 2001): e.g., consider the model above and let θ1 =
(θ1,k,l)
K
k≤l and θ2 = (θ2,k,k)
K
k=1; then θ2 = 0 reduces the model to a model with between- and
within-neighborhood edge terms, which corresponds to a stochastic block model that assumes
edges to be independent Bernoulli(µk,l) random variables with µk,l = logit−1(θ1,k,l).
3.3 Likelihood-based inference
While it is natural to base statistical inference concerning z and θ on the likelihood function,
likelihood-based inference for exponential-family random graph models with local dependence is
challenging. The main reason is that the probability mass function pη(θ,z)(x) is intractable, because
the within-neighborhood probability mass functions pη(θ,z)(xk,k) are intractable. The intractability
of pη(θ,z)(xk,k) is rooted in the fact that its normalizing constant is a sum over all possible within-
neighborhood subgraphs of neighborhood Ak, which cannot be computed unless Ak is small, i.e.,
|Ak|  10 (k = 1, . . . , K).
To facilitate likelihood-based inference, we introduce tractable approximations of the intractable
probability mass function pη(θ,z)(x) in Section 3.3.1 and support them by theoretical results in
Section 3.3.2. A statistical algorithm that takes advantage of such approximations is introduced in
Section 3.4.
3.3.1 Approximate likelihood functions: motivation
Suppose that we want to estimate both z and θ. It is natural to estimate them by using an iterative
algorithm that cycles through updates of z and θ as follows:
1. Update z given θ.
2. Update θ given z.
43
The algorithm sketched above is generic and cannot be used in practice, but regardless of which
specific algorithm is used—whether EM, Monte Carlo EM, variational EM, Bayesian Markov
chain Monte Carlo, or other algorithms—most of them have in common that Step 1 is either infea-
sible or time-consuming, whereas Step 2 is less problematic than Step 1.
Step 1 Step 1 is either infeasible or time-consuming, because the probability mass function
pη(θ,z)(x) is intractable. To demonstrate, consider a Bayesian Markov chain Monte Carlo algo-
rithm that updates z = (z1, . . . ,zn) given θ by Gibbs sampling. Gibbs sampling of z1, . . . ,zn
turns out to be infeasible, because the full conditional distributions of z1, . . . ,zn depend on the
intractable within-neighborhood probability mass functions pη(θ,z)(xk,k). One could approximate
them by Monte Carlo samples of within-neighborhood subgraphs, but such approximations may
not generate Markov chain Monte Carlo samples from the target distribution (Liang et al., 2016)
and are problematic on computational grounds:
• Using Monte Carlo approximations of within-neighborhood probability mass functions is
infeasible when the number of nodes n is large, because such approximations are needed for
each update of each of the n neighborhood memberships z1, . . . ,zn.
• Worse, the n neighborhood memberships z1, . . . ,zn cannot be updated in parallel, because
the neighborhood membership of one node depends on the neighborhood memberships of
other nodes.
Therefore, Step 1 is infeasible when n is large.
Step 2 Step 2 is less problematic than Step 1. While the probability mass function pη(θ,z)(x)
is intractable and may have to be approximated by Monte Carlo methods (Hunter and Handcock,
2006), such Monte Carlo approximations are needed once to update θ given z1, . . . ,zn, whereas
Monte Carlo approximations are needed n times to update z1, . . . ,zn given θ one by one, which
renders Step 1 infeasible when n is large. In addition, the probability mass function pη(θ,z)(x)
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decomposes into between- and within-neighborhood probability mass functions pη(θ,z)(xk,l) and
hence within-neighborhood probability mass functions can be approximated in parallel.
Approximations To enable feasible updates of z given θ when n is large, we are interested
in approximating the intractable probability mass function pη(θ,z)(x) by a tractable probability
mass function. To do so, we confine attention to exponential-family random graph models with
between- and within-neighborhood edge terms of the form
∑K
k≤l θ1,k,l
∑n
i<j xi,j zi,k zj,l with pa-
rameter vector θ1 = (θ1,k,l)Kk≤l and additional model terms with parameter vector θ2 such that
θ2 = 0 eliminates the additional model terms. An example is given by the edge and transitive edge
model in Section 3.2. Such models have two useful properties:
• The probability mass functions pη(θ,z)(x) and pη(θ1,θ2=0,z)(x) impose the same probability
law on between-neighborhood subgraphs.
• The probability mass function pη(θ1,θ2=0,z)(x) is tractable, because edges between and within
neighborhoods are independent given z.
We henceforth approximate pη(θ,z)(x) by pη(θ1,θ2=0,z)(x), which corresponds to the probability
mass function of a stochastic block model.
The idea underlying the approximation is that when the neighborhoods are not too large,
most of the random graph corresponds to between-neigborhood subgraphs. Since pη(θ,z)(x) and
pη(θ1,θ2=0,z)(x) impose the same probability law on between-neighborhood subgraphs, pη(θ,z)(x)
and pη(θ1,θ2=0,z)(x) agree on most of the random graph. Therefore, pη(θ,z)(x) can be approxi-
mated by pη(θ1,θ2=0,z)(x) for the purpose of updating z given θ. Suppose, e.g., that we consider
to update z given θ by replacing z by some z′ 6= z. We may decide to do so if the loglikelihood
ratio
log
pη(θ,z′)(x)
pη(θ,z)(x)
= log pη(θ,z′)(x)− log pη(θ,z)(x)
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is large. If pη(θ,z)(x) can be approximated by pη(θ1,θ2=0,z)(x), we can base the decision on
log pη(θ1,θ2=0,z′)(x)− log pη(θ1,θ2=0,z)(x) rather than log pη(θ,z′)(x)− log pη(θ,z)(x), because
log pη(θ,z′)(x)− log pη(θ,z)(x) = [log pη(θ1,θ2=0,z′)(x)− log pη(θ1,θ2=0,z)(x)]
+ [log pη(θ,z′)(x)− log pη(θ1,θ2=0,z′)(x)]
− [log pη(θ,z)(x)− log pη(θ1,θ2=0,z)(x)].
Therefore, as long as
max
z
| log pη(θ,z)(x)− log pη(θ1,θ2=0,z)(x)|
is small, we have
log pη(θ,z′)(x)− log pη(θ,z)(x) ≈ log pη(θ1,θ2=0,z′)(x)− log pη(θ1,θ2=0,z)(x).
The advantage of approximating pη(θ,z)(x) by pη(θ1,θ2=0,z)(x) is that there exist methods for
stochastic block models to estimate the neighborhood structure from large networks (e.g., Daudin
et al., 2008; Rohe et al., 2011; Amini et al., 2013; Vu et al., 2013). We take advantage of such meth-
ods in Section 3.4, but we first shed light on the conditions under which maxz | log pη(θ,z)(x) −
log pη(θ1,θ2=0,z)(x)| is small.
3.3.2 Approximate likelihood functions: theoretical results
We show that updates of z given θ can be based on pη(θ1,θ2=0,z)(x) rather than pη(θ,z)(x) by
showing that
max
z
| log pη(θ,z)(X)− log pη(θ1,θ2=0,z)(X)|
is small with high probability provided that the neighborhoods are not too large and the random
graph is not too sparse.
To do so, we make the following assumptions. We assume that η : Θ × Z 7→ Ξ and that
Ξ ⊆ int(N) is a subset of the interior int(N) of the natural parameter space N. Let E ≡ Eη? be the
expectation under the data-generating parameter vector η? ≡ η(θ?, z?), where (θ?, z?) ∈ Θ × Z
46
denotes the data-generating values of (θ, z) ∈ Θ × Z. We denote by d : X × X 7→ R+0 the
Hamming metric, which is defined by
d(x1,x2) =
n∑
i<j
1x1,i,j 6=x2,i,j , (x1,x2) ∈ X× X,
where 1x1,i,j 6=x2,i,j is 1 if x1,i,j 6= x2,i,j and is 0 otherwise. This metric calculates the number of
edge variables in which random graphs x1 and x2 differ. The `1-, `2-, and `∞-norm of vectors are
denoted by ‖.‖1, ‖.‖2, and ‖.‖∞, respectively. In the following, we denote by nmax(z) the size of
the largest neighborhood under z ∈ Z. The size of the largest data-generating neighborhood is
denoted by ‖A‖∞ = max1≤k≤K |Ak|. The main assumptions can then be stated as follows.
[C.1 ] There exists c > 0 and n0 > 0 such that, for all n > n0, all η ∈ Rdim(η), and all (x1,x2) ∈
X× X,
|〈η, s(x1)− s(x2)〉| ≤ c d(x1,x2) nmax(z) log n.
[C.2 ] There exists c > 0 and n0 > 0 such that, for all n > n0, all (θk,l,1, θk,l,2) ∈ Θk,l×Θk,l, and
all (θ, z) ∈ Θ× Z,
∣∣〈ηk,l(θk,l,1, z)− ηk,l(θk,l,2, z), Eη(θ,z) sk,l(X)〉∣∣ ≤ c ‖θk,l,1 − θk,l,2‖2 nmax(z)2 log n,
where ηk,l(θk,l, z), θk,l, and sk,l(x) denote the subvectors of η(θ, z), θ, and s(x) corre-
sponding to the subgraph between neighborhoods k and l (k < l) or the subgraph of neigh-
borhood k (k = l) and Θk,l is a compact subset of Rdim(θk,l) (k ≤ l = 1, . . . , K).
Conditions [C.1] and [C.2] are satisfied by most exponential-family random graph models of in-
terest, which can be shown by arguments along the lines of Schweinberger (2017, Corollaries 1
and 2). We note that conditions [C.1] and [C.2] cover the size-dependent parameterizations used
in Sections 3.5 and 3.6, which give rise to the logarithmic terms in [C.1] and [C.2].
The following result shows that maxz | log pη(θ,z)(X) − log pη(θ1,θ2=0,z)(X)| is small with
high probability provided that the neighborhoods are not too large and the random graph is not too
sparse, where the maximum is taken over a subset of well-behaved neighborhood structures.
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Theorem 3.1 Suppose that a random graph is governed by an exponential-family random graph
model with countable support X and local dependence satisfying conditions [C.1] and [C.2]. Let
S ⊆ Z be a subset of neighborhood structures such that nmax(z) ≤ nmax for all z ∈ S, where nmax
may increase as a function of the number of nodes n provided nmax ≤ n. Then, for all δ > 0, there
exist c > 0 and n0 > 0 such that, for all n > n0,
P
(
max
z∈S
| log pη(θ,z)(X)− log pη(θ1,θ2=0,z)(X)| ≥ c (1 + δ)1/2 ‖A‖2∞ n2max n (log n)3/2
)
≤ ,
where  = 2 exp (−δ n log n / 4).
The proof of Theorem 3.1 can be found in Section 3.7. The basic idea underlying Theo-
rem 3.1 is that the deviation maxz | log pη(θ,z)(x)− log pη(θ1,θ2=0,z)(x)| cannot be too large when
the neighborhoods are not too large, because most of the random graph corresponds to between-
neighborhood subgraphs and pη(θ,z)(x) and pη(θ1,θ2=0,z)(x) impose the same probability law on
between-neighborhood subgraphs. To make the informal statements about the sizes of neighbor-
hoods and the size of the deviation maxz | log pη(θ,z)(X)− log pη(θ1,θ2=0,z)(X)| more precise, we
compare the size of the deviation maxz | log pη(θ,z)(X) − log pη(θ1,θ2=0,z)(X)| to the expected
logliklihood function E log pη(θ?,z?)(X), which is a convenient measure of the size of the random
graph. We note that, while it is tempting to believe that the size of the random graph is equal to
the number of possible edges
(
n
2
)
, the size of the random graph depends on the sparsity of the
random graph. The notion of sparsity of random graphs is motivated by the observation that most
real-world networks are sparse in the sense that the observed number of edges is much smaller
than the number of possible edges
(
n
2
)
. We call random graphs dense when E log pη(θ?,z?)(X)
grows as
(
n
2
)
and sparse otherwise. It is worth noting that the classic definition of sparsity is based
on the expectation of the sufficient statistic of classic random graphs (Bolloba´s, 1998)—i.e., the
expected number of edges—but in more general models it is desirable to base the definition of spar-
sity on all sufficient statistics and E log pη(θ?,z?)(X) is a convenient choice. As a result, the size
c (1 + δ)1/2 ‖A‖2∞ n2max n (log n)3/2 of the deviation maxz | log pη(θ,z)(X)− log pη(θ1,θ2=0,z)(X)|
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is small relative to the size of the random graph E log pη(θ?,z?)(X) as long as nmax satisfies
nmax ≤ c0
(
E log pη(θ?,z?)(X)
‖A‖2∞ n (log n)3/2
)1/2
, c0 > 0.
If, e.g., the random graph is dense, then nmax must satisfy nmax ≤ c0 n1/2 / ‖A‖∞ (log n)3/4. If
the random graph is sparse in the sense that E log pη(θ?,z?)(X) grows as ‖A‖2∞ n (log n)3/2—i.e.,
E log pη(θ?,z?)(X) grows faster than n log n, which is the rate of growth of the expected loglike-
lihood function at the so-called threshold of connectivity of random graphs with independent and
identically distributed edge variables (Bolloba´s, 1998)—then nmax must satisfy nmax ≤ c0. These
considerations suggest that as long as the neighborhoods are not too large and the random graph is
not too sparse—i.e., the random graph is above the so-called threshold of connectivity—updates
of z given θ can be based on pη(θ1,θ2=0,z)(x) rather than pη(θ,z)(x).
3.4 Two-step likelihood-based approach
We propose a two-step likelihood-based approach that takes advantage of the theoretical results
of Section 3.3 and enables massive-scale estimation of exponential-family random graph models
with local dependence.
To describe the two-step likelihood-based approach, assume that z = (z1, . . . ,zn) is the ob-
served value of a random variable Z = (Z1, . . . ,Zn) with distribution
Zi
iid∼ Multinomial(1, pi = (pi1, . . . , piK)), i = 1, . . . , n.
It is natural to base statistical inference on the observed-data likelihood function
L(θ,pi) =
∑
z∈Z
pη(θ,z)(x) ppi(z).
The problem is that L(θ,pi) is intractable, because pη(θ,z)(x) is intractable and the set Z contains
exp(n logK) elements.
The first problem can be solved by taking advantage of the theoretical results of Section 3.3,
which suggest that pη(θ,z)(x) can be approximated by pη(θ1,θ2=0,z)(x) provided that the neighbor-
hoods are not too large and the random graph is not too sparse. A complication is that pη(θ,z)(x)
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and pη(θ1,θ2=0,z)(x) may not be close when the neighborhoods are large, i.e., when z ∈ Z \ S.
However, the basic inequality∑
z∈S
pη(θ,z)(x) ppi(z) ≤ L(θ,pi) ≤
∑
z∈S
pη(θ,z)(x) ppi(z) + Ppi(Z ∈ Z \ S)
suggests that as long as the event Z ∈ Z \ S is a rare event in the sense that Ppi(Z ∈ Z \ S) is
close to 0, L(θ,pi) can be approximated by L(θ1,θ2=0,pi):
L(θ,pi) =
∑
z∈Z
pη(θ,z)(x) ppi(z) ≈
∑
z∈S
pη(θ,z)(x) ppi(z)
≈
∑
z∈S
pη(θ1,θ2=0,z)(x) ppi(z) ≈
∑
z∈Z
pη(θ1,θ2=0,z)(x) ppi(z) = L(θ1,θ2=0,pi).
We note that the assumption that Z ∈ Z \ S is a rare event makes sense in a wide range of
applications, because communities in real-world networks tend to be small (see, e.g., the discussion
of Rohe et al., 2011). Therefore, as long as Z ∈ Z \ S is a rare event, we can base statistical
inference concerning the neighborhood structure on L(θ1,θ2 = 0,pi) rather than L(θ,pi). To
simplify the notation, we write henceforth L(θ1,pi) instead of L(θ1,θ2=0,pi).
The second problem can be solved by methods developed for stochastic block models, because
L(θ1,pi) is the observed-data likelihood function of a stochastic block model. There are many
methods that could be used, such as profile likelihood (Bickel and Chen, 2009), pseudo-likelihood
(Amini et al., 2013), spectral clustering (Rohe et al., 2011), and variational methods (Daudin et al.,
2008; Vu et al., 2013). Among these methods, we found that the variational methods of Vu et al.
(2013) work best in practice. In addition, the variational methods of Vu et al. (2013) have the
advantage of being able to estimate stochastic block models from networks with hundreds of thou-
sands of nodes due to a running time of O(n) for sparse random graphs and O(n2) for dense
random graphs (Vu et al., 2013). Some consistency and asymptotic normality results for varia-
tional methods for stochastic block models were established by Celisse et al. (2012) and Bickel
et al. (2013).
Variational methods approximate `(θ1,pi) = logL(θ1,pi) by introducing an auxiliary distribu-
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tion a(z) with support Z and lower bound `(θ1,pi) by using Jensen’s ineqality:
`(θ1,pi) = log
∑
z∈Z
a(z)
pη(θ1,θ2=0,z)(x) ppi(z)
a(z)
≥
∑
z∈Z
a(z) log
pη(θ1,θ2=0,z)(x) ppi(z)
a(z)
def
= ˆ`(θ1,pi).
Each auxiliary distribution with support Z gives rise to a lower bound on `(θ1,pi). To choose
the best auxiliary distribution—i.e., the auxiliary distribution that gives rise to the tightest lower
bound on `(θ1,pi)—we choose a family of auxiliary distributions and select the best member of
the family. In practice, an important consideration is that the resulting lower bound is tractable.
Therefore, we confine attention to a family of auxiliary distributions under which the resulting
lower bounds are tractable. A natural choice is given by a family of auxiliary distributions under
which the neighborhood memberships are independent:
Zi
ind∼ Multinomial(1, αi = (αi,1, . . . , αi,K)), i = 1, . . . , n.
By the independence of neighborhood memberships under the auxiliary distribution, one obtains
the following tractable lower bound on `(θ1,pi) (Vu et al., 2013):
ˆ`(α;θ1,pi)
def
=
∑
z∈Z
aα(z) log
pη(θ1,θ2=0,z)(x) ppi(z)
aα(z)
=
n∑
i<j
K∑
k=1
K∑
l=1
αi,k αj,l log pη(θ1,θ2=0,zi,k=1, zj,l=1,z−i,j)(xi,j) +
n∑
i=1
K∑
k=1
αi,k (log pik − logαi,k),
where pη(θ1,θ2=0,zi,k=1, zj,l=1,z−i,j)(xi,j) denotes the marginal probability mass function of Xi,j and
z−i,j the neighborhood memberships of all nodes excluding nodes i and j.
In practice, we obtain the best lower bound by maximizing ˆ`(α;θ1,pi)with respect toα. Direct
maximization of ˆ`(α;θ1,pi) with respect to α is possible but inconvenient, because ˆ`(α;θ1,pi)
contains products of αi,k and αj,l. As a consequence, a fixed-point update of αi,k would depend
on (n − 1)K other terms αj,l and hence fixed-point updates tend to be time-consuming and get
stuck in local maxima (Vu et al., 2013). An elegant approach to alleviate the problem is to use
minorization-maximization methods (Hunter and Lange, 2004). Such methods construct a mi-
norizing function that approximates ˆ`(α;θ1,pi) but is easier to maximize than ˆ`(α;θ1,pi). A
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function M(α;θ1,pi,α(t)) of α minorizes ˆ`(α;θ1,pi) at point α(t) at iteration t of an iterative
algorithm for maximizing ˆ`(α;θ1,pi) if
M(α;θ1,pi,α
(t)) ≤ ˆ`(α;θ1,pi) for all α,
M(α(t);θ1,pi,α
(t)) = ˆ`(α(t);θ1,pi),
where θ1,pi,α(t) are fixed. In other words, M(α;θ1,pi,α(t)) is bounded above by ˆ`(α;θ1,pi) for
allα and touches ˆ`(α;θ1,pi) atα = α(t). As a result, increasingM(α;θ1,pi,α(t)) with respect to
α increases ˆ`(α;θ1,pi). Vu et al. (2013) showed that the following function minorizes ˆ`(α;θ1,pi)
at point α(t):
M(α;θ1,pi,α
(t)) =
n∑
i<j
K∑
k=1
K∑
l=1
(
α2i,k
α
(t)
j,l
2α
(t)
i,k
+ α2j,l
α
(t)
i,k
2α
(t)
j,l
)
log pη(θ1,θ2=0,zi,k=1, zj,l=1,z−i,j)(xi,j)
+
n∑
i=1
K∑
k=1
αi,k
[
log pi
(t)
k − logα(t)i,k +
(
1− αi,k
α
(t)
i,k
)]
.
The minorizing function M(α;θ1,pi,α(t)) is easier to maximize than ˆ`(α;θ1,pi), because it re-
places the products of αi,k and αj,l by sums of α2i,k and α
2
j,l. An additional advantage is that the
maximization of M(α;θ1,pi,α(t)) amounts to n quadratic programming problems, which can be
solved in parallel.
We therefore propose a two-step likelihood-based approach as described in Table 3.1. We
discuss the two steps below and conclude with some comments on parallel computing.
Step 1 The first step estimates z based on α. We do so by increasing M(α;θ1,pi,α(t)) with re-
spect toαi subject to the constraints αi,k ≥ 0 and
∑K
k=1 αi,k = 1 (i = 1, . . . , n). We increase rather
than maximizeM(α;θ1,pi,α(t)), because maximizingM(α;θ1,pi,α(t)) is more time-consuming
and algorithms maximizing M(α;θ1,pi,α(t)) are more prone to end up in local maxima than al-
gorithms increasing M(α;θ1,pi,α(t)). Since ˆ`(α;θ1,pi) and M(α;θ1,pi,α(t)) depend on θ1 and
pi and both are unknown, we iterate between updates of α and updates of θ1 and pi. The updates
of θ1 and pi are based on maximizing ˆ`(α;θ1,pi) with respect to θ1 and pi and are identical to the
updates of Vu et al. (2013), because θ2 = 0 reduces the model to a stochastic block model. As a
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1. Estimate z along with pi and θ1 by iterating:
1.1 Update α by increasing M(α;θ(t)1 ,pi
(t),α(t)) with respect to αi subject to
αi,k ≥ 0 and
∑K
k=1 αi,k = 1 and denote the update by α
(t+1)
i (i = 1, . . . , n).
1.2 Update pi and θ1 by maximizing ˆ`(α(t+1);θ1,pi) with respect to pi and θ1:
— Update pi(t+1)k = (1/n)
∑n
i=1 α
(t+1)
i,k , k = 1, . . . , K.
— Update θ(t+1)1 = argmaxθ1∈Θ1 ˆ`(α
(t+1);θ1,pi
(t+1)).
Upon convergence, we estimate the neighborhood memberhip indicators by ẑi,k = 1
if k = argmax1≤l≤K α̂i,l and ẑi,k = 0 otherwise (i = 1, . . . , n, k = 1, . . . , K), where
α̂ denotes the final value of α.
2. Estimate θ given ẑ by θ̂ = argmaxθ∈Θ ˆ`̂z(θ).
Table 3.1 : Two-step likelihood-based approach.
convergence criterion, we use
|ˆ`(α(t+1);θ(t+1)1 ,pi(t+1))− ˆ`(α(t);θ(t)1 ,pi(t))|
ˆ`(α(t+1);θ
(t+1)
1 ,pi
(t+1))
< γ,
where γ > 0 is a small constant. Upon convergence, we estimate the neighborhood memberhip
indicators by ẑi,k = 1 if k = argmax1≤l≤K α̂i,l and ẑi,k = 0 otherwise (i = 1, . . . , n, k =
1, . . . , K), where α̂ denotes the final value of α.
Step 2 We estimate θ given ẑ by using the Monte Carlo maximum likelihood methods (Hunter
and Handcock, 2006). Monte Carlo maximum likelihood methods exploit the fact that the loglike-
lihood function induced by ẑ, which is defined by
`ẑ(θ) = log pη(θ,ẑ)(x)− log pη(θ0, ẑ)(x),
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can be written as
`ẑ(θ) = 〈η(θ, ẑ)− η(θ0, ẑ), s(x)〉 − logEη(θ0, ẑ) exp(〈η(θ, ẑ)− η(θ0, ẑ), s(X)〉),
where θ0 is a fixed parameter vector (e.g., θ0 may be an educated guess of θ?). In general, the
expectation Eη(θ0, ẑ) is intractable, but it can be estimated by a Monte Carlo sample average based
on a Monte Carlo sample of graphs generated under η(θ0, ẑ). Therefore, we can approximate
`ẑ(θ) by
ˆ`̂
z(θ) = 〈η(θ, ẑ)− η(θ0, ẑ), s(x)〉 − log Êη(θ0,ẑ) exp(〈η(θ, ẑ)− η(θ0, ẑ), s(X)〉),
where Êη(θ0, ẑ) is a Monte Carlo approximation of Eη(θ0, ẑ) based on a Monte Carlo sample of
graphs generated by using η(θ0, ẑ). Hence θ given ẑ can be estimated by
θ̂ = argmax
θ∈Θ
ˆ`̂
z(θ).
Additional details on Monte Carlo maximum likelihood methods can be found in Hunter and Hand-
cock (2006). We note that the local dependence of the model facilitates parallel computing, which
is discussed in the following paragraph. Standard errors of θ̂ can be based on the estimated Fisher
information matrix, although such standard errors are conditional on the estimated neighborhood
structure ẑ and therefore do not reflect the uncertainty about ẑ. A parametric bootstrap approach
would be an interesting approach for capturing the additional uncertainty due to ẑ, but it would be
time-consuming.
Parallel computing In Step 1, the maximization of the minorizing function amounts to n quadratic
programming problems, which can be solved in parallel. In Step 2, the local dependence induced
by the model implies that the contributions of the between- and within-neighborhood subgraphs to
the loglikelihood function and its gradient and Hessian can be computed in parallel. Hence both
steps can be implemented in parallel, which suggests that the two-step likelihood-based method
can be used on a massive scale as long as the neighborhoods are not too large and multi-core
computers or computing clusters are available.
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Two-step likelihood-based approach Bayesian approach
n = 30, K = 3, balanced 46.6 14,735.1
n = 30, K = 3, unbalanced 48.3 17,853.2
Table 3.2 : Computing time in seconds: two-step likelihood-based approach versus Bayesian ap-
proach. The two-step likelihood-based approach did not exploit parallel computing in Step 1, but
exploited 3 cores in Step 2 to deal with the K = 3 within-neighborhood subgraphs.
3.5 Simulation results
We first compare the two-step likelihood-based approach to the Bayesian approach of Schwein-
berger and Handcock (2015), which is the gold standard for small networks, and then assess the
performance of the two-step likelihood-based approach on large networks. Throughout, we focus
on undirected random graphs with sample space X = {0, 1}(n2).
To compare the two-step likelihood-based approach to the Bayesian approach, we focus on
small random graphs with n = 30 nodes and K = 3 neighborhoods, because the Bayesian ap-
proach is too time-consuming to be applied to large networks. We consider two cases. In the first
case, called the balanced case, all 3 neighborhoods contain 10 nodes. In the second case, called
the unbalanced case, the 3 neighborhoods contain 5, 10, and 15 nodes, respectively. In addition,
we compare the two-step likelihood-based approach to the spectral clustering method of Lei and
Rinaldo (2015), which ignores the model structure and estimates the neighborhood structure by
spectral clustering; note that spectral clustering is an alternative to the variational methods in the
first step of the two-step likelihood-based approach, as mentioned in Section 3.4. To assess the
performance of the two-step likelihood-based approach on large networks, we focus on random
graphs with n = 2,500 nodes in K = 100 neighborhoods. Once again, we consider two cases, the
balanced case with 100 neighborhoods of size 25 and the unbalanced case with 20 neighborhoods
of sizes 15, 20, 25, 30, and 35, respectively.
In each scenario, we generate 500 graphs from the exponential-family random graph model
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Two−step approach:
balanced case
Bayesian approach:
balanced case
Spectral clustering:
balanced case
Two−step approach:
unbalanced case
Bayesian approach:
unbalanced case
Spectral clustering:
unbalanced case
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Figure 3.1 : Agreement of estimated and data-generating neighborhood structure in terms of Yule’s
φ-coefficient (value of 1 indicates perfect agreement) based on 500 simulated graphs with n = 30
nodes and K = 3 neighborhoods in the balanced and unbalanced case.
with within-neighborhood edges
s1,k,k(x, z) =
∑n
i<j xi,j zi,k zj,k
and transitive edges
s2,k,k(x, z) =
∑n
i<j xi,j zi,k zj,k maxh6=i,j xi,h xj,h zh,k
and between-neighborhood edges
sk,l(x, z) =
∑n
i<j xi,j zi,k zj,l
as sufficient statistics and natural parameters η1,k,k(θ, z) = θ1 log nk(z), η2,k,k(θ, z) = θ2 log nk(z),
and η1,k,l(θ, z) = θ3 log n, where nk(z) is the size of neighborhood k under z ∈ Z. We use size-
dependent parameterizations, because we do not want to force small and large neighborhoods to
have the same natural parameters. The choice of the size-dependent parameterization used above
is motivated by the sparsity of random graphs: e.g., in the case of classic random graphs which
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Figure 3.2 : Agreement of estimated and data-generating neighborhood structure in terms of Yule’s
φ-coefficient (value of 1 indicates perfect agreement) based on 500 simulated graphs with n =
2,500 nodes and K = 100 neighborhoods in the balanced and unbalanced case.
assume that edges are independent Bernoulli(µ) random variables, it makes sense to assume that
there exist c > 0 and 0 ≤ α ≤ 1 such that the expected number of edges of each node—which
is given by (n − 1)µ—is bounded above by c nα, because real-world networks are sparse. As
a consequence, µ should be of order nθ and η = logit(µ) should be of order log nθ = θ log n,
where θ = α − 1 < 0. In more general exponential-family random graph models with edge terms
as well as other model terms, all model terms should scale as the edge term, so that no model
term can dominate any other model term. These considerations suggest that the natural parameters
of within-neighborhood subgraphs should be of the form ηi,k,k(θ, z) = θi log nk(z) (i = 1, 2,
k = 1, . . . , K) and the natural parameters of between-neighborhood subgraphs should be of the
form η1,k,l(θ, z) = θ3 log n (k < l = 1, . . . , K). We note that the size-dependent parameterization
imposes a form of local sparsity on within-neighborhood subgraphs and a form of global sparsity
on between-neighborhood subgraphs. The strength of sparsity depends on the size of the graph as
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Figure 3.3 : Estimates of parameter vector θ based on small and large networks in the balanced
and unbalanced case; note that θ should not be confused with the size-dependent natural param-
eter vector η(θ, z). The red circles indicate the data-generating parameter vectors. The ellipses
correspond to 95% quantiles of the fitted bivariate t-distribution.
well as parameter vector θ.
We compare the three methods described above in terms of neighborhood recovery by using
Yule’s φ-coefficient:
φ(z?, z) =
n0,0 n1,1 − n0,1 n1,0√
(n0,0 + n0,1) (n1,0 + n1,1) (n0,0 + n1,0) (n0,1 + n1,1)
, (3.3)
where
na,b = na,b(z
?, z) =
n∑
i<j
1(1(z?i = z
?
j ) = a) 1(1(zi = zj) = b), a, b ∈ {0, 1}.
Here, 1(.) is an indicator function, which is 1 if the statement in parentheses is true and is 0
otherwise. It is worth noting that Yule’s φ-coefficient is invariant to the labeling of the neighbor-
hoods and is bounded above by 1, where 1 indicates perfect agreement of the data-generating and
estimated neighborhood structure.
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In the small-network scenario, we generate data by using between-neighborhood natural pa-
rameters η1,k,l(θ?, z?) = −.882 log n and within-neighborhood natural parameters η1,k,k(θ?, z?) =
−.434 log nk(z?) and η2,k,k(θ?, z?) = .217 log nk(z?). According to Figure 3.1, the two-step
likelihood-based approach is almost as good as the Bayesian approach in terms of neighborhood
recovery in the balanced case but worse in the unbalanced case. The worse performance in the un-
balanced case may be due to the fact that there are smaller neighborhoods in the unbalanced case
than in the balanced case and recovering small neighborhoods is more challenging than recovering
large neighborhoods. However, while the Bayesian approach has a small advantage in the unbal-
anced case, Table 3.2 shows that the cost of the small improvement in neighborhood recovery is
excessive: the computing time of the Bayesian approach is 370 times higher than the computing
time of the two-step likelihood-based approach.
In the second scenario, we generate data by using η1,k,k(θ?, z?) = −.621 log nk(z?), η2,k,k(θ?, z?) =
.311 log nk(z
?), and η1,k,l(θ?, z?) = −.511 log n. Figure 3.2 shows that the two-step likelihood-
based approach outperforms spectral clustering in terms of neighborhood recovery in most cases.
In the few cases where spectral clustering outperforms the two-step likelihood-based approach, the
variational algorithms may have been trapped in local maxima.
Last, but not least, we assess the performance of the two-step likelihood-based approach in
terms of parameter recovery. Figure 3.3 shows that the estimated parameters are close to the data-
generating parameter vectors, and more so when the number of neighborhoods is large. Once
again, in the few cases where estimates are far from the data-generating parameter vector, the
variational algorithms may have been trapped in local maxima. In such cases, the neighborhood
recovery can be poor, which in turn affects the parameter recovery.
3.6 Application to large Amazon product network
We use the two-step likelihood-based approach to shed light on the complex structure of a large
Amazon product network. The data on the Amazon product network were collected by Yang and
Leskovec (2015) and can be downloaded from the website
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http://snap.stanford.edu/data/com-Amazon.html
The network consists of products listed at www.amazon.com. Two products i and j are con-
nected by an edge if i and j are frequently purchased together according to the “Customers Who
Bought This Item Also Bought” feature at www.amazon.com. Amazon assigns all products to
categories, which we consider to be ground-truth neighborhoods. We use a subset of the network
consisting of the top 500 non-overlapping categories with 10 to 80 products, where the ranking
of categories is based on Yang and Leskovec (2015). The resulting network consists of 10,448
products and 33,537 edges and can be found in the supplementary archive.
To model the Amazon product network, we take advantage of curved exponential-family ran-
dom graph models. To capture the complex structure of within-neighborhood subgraphs, we
use within-neighborhood edge terms, geometrically weighted degree terms, and geometrically
weighted edgewise shared partner terms. The natural parameters of the within-neighborhood edge
terms are given by
η1,k,k(θ, z) = θ1 log nk(z).
The within-neighborhood geometrically weighted degree terms are based on the number of prod-
ucts with t edges in neighborhood Ak. The natural parameters of within-neighborhood geometri-
cally weighted degree terms are given by
η2,k,k,t(θ, z) = θ2 log nk(z) exp(θ3)
[
1− (1− exp(−θ3))t
]
, t = 1, . . . , nk(z)− 1.
The within-neighborhood geometrically weighted edgewise shared partner terms are based on the
number of connected pairs of products i and j in neighborhood Ak such that i and j have t shared
partners in neighborhood Ak. The natural parameters of the within-neighborhood geometrically
weighted edgewise shared partner terms are given by
η3,k,k,t(θ, z) = θ4 log nk(z) exp(θ5)
[
1− (1− exp(−θ5))t
]
, t = 1, . . . , nk(z)− 2.
To reduce computing time, it is convenient to truncate the two geometrically weighted model terms
by setting η2,k,k,t(θ, z) = 0, t = 21, . . . , nk(z)− 1, and η3,k,k,t(θ, z) = 0, t = 13, . . . , nk(z)− 2.
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The two thresholds 21 and 13 are motivated by the fact that no product has 21 or more edges and
less than 1% of all pairs of products has 13 or more edgewise shared partners. Last, but not least,
the natural parameters of the between-neighborhood edge terms are given by
η1,k,l(θ, z) = θ6 log n, k < l.
The resulting exponential family is a curved exponential family (Hunter and Handcock, 2006),
because the natural parameter vector η(θ, z) of the exponential family is a nonlinear function of
θ given z ∈ Z. In addition, the natural parameter vector η(θ, z) is size-dependent, because we do
not want to force small and large neighborhoods to have the same natural parameters, as explained
in Section 3.5. It is worth noting that the inclusion of the geometrically weighted degree terms
helps model the connectivity of the network, while the inclusion of the geometrically weighted
edgewise shared partner terms helps capture transitivity, i.e., the tendency of products i and k to
be co-purchased when products i and j and products j and k tend to be co-purchased. Transitivity
can arise when, e.g., (a) three products are similar (e.g., three books on the same topic); (b) three
products are dissimilar but complement each other (e.g., a bicycle helmet, head light, and tail
light); (c) three products, either similar or dissimilar, were produced by the same source (e.g., three
books written by the same author); and (d) when customers become aware that products i and j
and products j and k tend to be co-purchased, some customers might start co-purchasing i and k
even though Amazon might not recommend co-purchases of i and k: e.g., when a new product
i is introduced (e.g., a novel) and product i is known to be related to product j (e.g., a novel by
the same author), and product j tends to be co-purchased with product k (e.g., a classic novel),
then customers might start co-purchasing i and k even though Amazon might not recommend
co-purchases of i and k.
Since we know the number of ground-truth neighborhoods, we set K = 500 and estimate
the neighborhood structure by using the two-step likelihood-based approach. To assess the per-
formance of the two-step likelihood-based approach in terms of neighborhood recovery, we use
Yule’s φ-coefficient. Yule’s φ-coefficient turns out to be .964, which indicates near-perfect recov-
ery of the ground-truth neighborhood structure. The Monte Carlo maximum likelihood estimates
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Term Estimate S.E. Estimate S.E.
Within-neighborhood edges θ1 −.368 .002 -1.403 .014
Within-neighborhood degrees θ2 1.086 .020
Within-neighborhood degrees θ3 .760 .027
Within-neighborhood shared partners θ4 .291 .003
Within-neighborhood shared partners θ5 1.161 .004
Between-neighborhood edges θ6 −1.197 < .001 −1.197 < .001
Table 3.3 : Monte Carlo maximum likelihood estimates and standard errors (S.E.) of θ1, . . . , θ6
estimated from the Amazon product network with 10,448 products; note that θ = (θ1, . . . , θ6)
should not be confused with the size-dependent natural parameter vector η(θ, z).
and standard errors of θ1, . . . , θ6 are shown in Table 3.3 and suggest that there is evidence for tran-
sitivity. The observed tendency toward transitivity has at least two advantages in practice. First, it
suggests that Amazon might be able to improve recommendations by recommending customers of
product i to purchase product k provided that i and k are connected to at least one other product,
even though products i and k might not have been co-purchased in the past (see, e.g., example (d)
above: i or k or both might be new products known to be related to existing products). Second, it
suggests that Amazon might be able to partition large categories into small subcategories based on
the transitive structure within categories.
To demonstrate that the curved exponential-family random graph model considered here can
capture structural features of networks that simple models, such as stochastic block models, cannot
capture, we compare the goodness-of-fit of the curved exponential-family random graph model to
the goodness-of-fit of stochastic block models. Since the two models impose the same probabil-
ity law on between-neighborhood subgraphs, it is natural to compare the two models in terms of
goodness-of-fit with respect to within-neighborhood subgraphs. We assess the goodness-of-fit of
the two models in terms of the within-neighborhood geodesic distances of pairs of products, i.e.,
the length of the shortest path between pairs of products in the same neighborhood; the numbers of
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Figure 3.4 : Amazon product network with 10,448 products: goodness-of-fit of curved exponential-
family random graph model. The red lines indicate observed values of statistics.
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Figure 3.5 : Amazon product network with 10,448 products: goodness-of-fit of stochastic block
models. The red lines indicate observed values of statistics.
within-neighborhood dyadwise shared partners, i.e., the number of unconnected or connected pairs
of products with i shared partners in the same neighborhood; the numbers of within-neighborhood
edgewise shared partners, i.e., the number of connected pairs of products with i shared partners
in the same neighborhood; and the number of transitive edges, i.e., the number of pairs of prod-
ucts with at least one shared partner in the same neighborhood. Figures 3.4 and 3.5 compare the
goodness-of-fit of the two models based on 1,000 graphs simulated from the estimated models.
The figures suggest that the curved exponential-family random graph model considered here is
superior to the stochastic block model in terms of both connectivity and transitivity.
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3.7 Appendix: Proofs of Chapter 3
To prove Theorem 3.1, we need three additional results, Lemma 3.1 and Propositions 3.1 and 3.2.
To state them, let
g(x;θ, z) = log pη(θ,z)(x)− log pη(θ1,θ2=0,z)(x),
where g(x;θ, z) is considered as a function of x ∈ X for fixed (θ, z) ∈ Θ × Z. Observe that
the expectation E s(X) exists (Brown, 1986, Theorem 2.2, pp. 34–35), because η : Θ × Z 7→ Ξ
and Ξ ⊆ int(N) is a subset of the interior int(N) of the natural parameter space N. Therefore, the
expectations E log pη(θ,z)(X) and E g(X;θ, z) exist, because
E log pη(θ,z)(X) = 〈η(θ, z), E s(X)〉 − ψ(η(θ, z))
and
E g(X;θ, z) = E log pη(θ,z)(X)− E log pη(θ1,θ2=0,z)(X).
We first state Lemma 3.1 and Propositions 3.1 and 3.2 and then prove Theorem 3.1.
Lemma 3.1 Suppose that a random graphX is governed by an exponential family with countable
support X and local dependence. Let f : X × Z 7→ R be a function of within-neighborhood edge
variables (Xi,j)ni<j:zi=zj that is Lipschitz with respect to the Hamming metric d : X × X 7→ R+0
with Lipschitz coefficient ‖f‖Lip > 0 and E f(X; z) < ∞. Then there exists c > 0 such that, for
all z ∈ Z, all n > 0, and all t > 0,
P (|f(X; z)− E f(X; z)| ≥ t) ≤ 2 exp
(
− t
2
cK nmax(z)2 ‖A‖4∞ ‖f‖2Lip
)
.
Proof. The proof of Lemma 3.1 follows the proof of Proposition 1 of Schweinberger and Stewart
(2016) and is therefore omitted.
Proposition 3.1 Suppose that a random graph is governed by an exponential-family random graph
model with countable support X and local dependence satisfying conditions [C.1] and [C.2]. Let
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S ⊆ Z be a subset of neighborhood structures such that nmax(z) ≤ nmax for all z ∈ S, where nmax
may increase as a function of the number of nodes n provided nmax ≤ n. Then, for all δ > 0, there
exist c > 0 and n0 > 0 such that, for all n > n0,
P
(
max
z∈S
|g(X;θ, z)− E g(X;θ, z)| ≥ c (1 + δ)1/2 ‖A‖2∞ n2max n (log n)3/2
)
≤ ,
where
 = 2 exp (−δ n log n) .
Proof. To show that the probability mass of g(X;θ, z) concentrates around its expectationE g(X;θ, z),
observe that the Lipschitz coefficient of the function g : X×Θ×Z 7→ R with respect to the Ham-
ming metric d : X× X 7→ R+0 is given by
‖g‖Lip = sup
(x1,x2)∈X×X: d(x1,x2)>0
|g(x1;θ, z)− g(x2;θ, z)|
d(x1,x2)
.
Since the term ψ(η(θ, z))− ψ(η(θ1,θ2=0, z)) of g(x1;θ, z) and g(x2;θ, z) cancels, we obtain
|g(x1;θ, z)− g(x2;θ, z)|
d(x1,x2)
=
|〈η(θ, z)− η(θ1,θ2=0, z), s(x1)− s(x2)〉|
d(x1,x2)
.
By condition [C.1] and the fact that η(θ, z) − η(θ1,θ2=0, z) ∈ Rdim(η), there exists c0 > 0 and
n0 > 0 such that, for all n > n0,
|g(x1;θ, z)− g(x2;θ, z)|
d(x1,x2)
=
|〈η(θ, z)− η(θ1,θ2=0, z), s(x1)− s(x2)〉|
d(x1,x2)
≤ c0 nmax(z) log n.
Therefore,
‖g‖Lip ≤ c0 nmax(z) log n ≤ c0 nmax log n.
By construction of pη(θ,z)(x) and pη(θ1,θ2=0,z)(x), the contributions of between-neighborhood sub-
graphs to the loglikelihood function are the same under both models, hence g(x;θ, z) reduces to
a function of within-neighborhood edges which does not depend on between-neighborhood edges.
Thus, by applying Lemma 3.1 to the Lipschitz function g : X ×Θ × Z of within-neighborhood
edges with Lipschitz coefficient ‖g‖Lip ≤ c0 nmax log n with respect to the Hamming metric
d : X× X 7→ R+0 , there exists c > 0 such that, for all t > 0,
P (|g(X;θ, z)− E g(X;θ, z)| ≥ t) ≤ 2 exp
(
− t
2
c2K n4max ‖A‖4∞ (log n)2
)
.
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A union bound over the |S| ≤ Kn neighborhood structures shows that
P
(
max
z∈S
|g(X;θ, z)− E g(X;θ, z)| ≥ t
)
≤ 2 exp
(
− t
2
c2K n4max ‖A‖4∞ (log n)2
+ n logK
)
.
Choose t = c (1 + δ)1/2 ‖A‖2∞ n2max n (log n)3/2, where δ > 0. Then, for all δ > 0,
P
(
max
z∈S
|g(X;θ, z)− E g(X;θ, z)| ≥ c (1 + δ)1/2 ‖A‖2∞ n2max n (log n)3/2
)
≤ ,
where
 = 2 exp (−δ n log n) .
Proposition 3.2 Suppose that a random graph is governed by an exponential-family random graph
model with countable support X and local dependence satisfying conditions [C.1] and [C.2]. Then
there exist c > 0 and n0 > 0 such that, for all n > n0,
max
z∈S
|E g(X;θ, z)| ≤ c K n2max log n.
Proof. By definition,
E g(X;θ, z) = E log pη(θ,z)(X)− E log pη(θ1,θ2=0,z)(X).
By construction of pη(θ,z)(x) and pη(θ1,θ2=0,z)(x), the contributions of between-neighborhood sub-
graphs to the loglikelihood function are the same under both models, hence the expectation of the
loglikelihood ratio reduces to the expectation of the loglikelihood ratio of within-neighborhood
subgraphs:
E log pη(θ,z)(X)− E log pη(θ1,θ2=0,z)(X) =
K∑
k=1
[
E log pη(θ,z)(Xk,k)− E log pη(θ1,θ2=0,z)(Xk,k)
]
.
By the triangle inequality,
∣∣E log pη(θ,z)(X)− E log pη(θ1,θ2=0,z)(X)∣∣ ≤ K∑
k=1
∣∣E log pη(θ,z)(Xk,k)− E log pη(θ1,θ2=0,z)(Xk,k)∣∣ .
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The terms |E log pη(θ,z)(Xk,k)− E log pη(θ1,θ2=0,z)(Xk,k)| can be bounded above as follows:∣∣E log pη(θ,z)(Xk,k)− E log pη(θ1,θ2=0,z)(Xk,k)∣∣ ≤ |〈ηk,k(θk,k, z)− ηk,k(θk,k,0, z), E sk,k(X)〉|
+ |ψk,k(ηk,k(θk,k, z))− ψk,k(ηk,k(θk,k,0, z))|,
where ηk,k(θk,k, z), sk,k(x), and ψk,k(ηk,k(θk,k, z)) are the natural parameter vector, the sufficient
statistics vector, and the log-normalizing constant of pη(θ,z)(Xk,k), and θk,k,0 = (θ1,k,k,θ2,k,k = 0).
We bound the two terms on the right-hand side of the inequality above one by one.
First term. By condition [C.2], there exist c1 > 0, c2 > 0, and n1 > 0 such that, for all n > n1,
|〈ηk,k(θk,k, z)− ηk,k(θk,k,0, z), E sk,k(X)〉| ≤ c1 ‖θk,k − θk,k,0‖2 nmax(z)2 log n
≤ c2 n2max log n,
where the last inequality follows from the assumption that Θk,k is compact.
Second term. By the mean-value theorem along with classic exponential-family properties,
there exists η˙k,k = αηk,k(θk,k, z) + (1− α)ηk,k(θk,k,0, z) (0 < α < 1) such that
|ψk,k(ηk,k(θk,k, z))− ψk,k(ηk,k(θk,k,0, z))| = |〈ηk,k(θk,k, z)− ηk,k(θk,k,0, z), Eη˙k,k sk,k(X)〉|.
Therefore, the second term can be bounded along the same lines as the first term, which implies
that there exist c3 > 0 and n2 > 0 such that, for all n > n2,
|ψk,k(ηk,k(θk,k, z))− ψk,k(ηk,k(θk,k,0, z))| ≤ c3 n2max log n.
Conclusion. Collecting terms shows that that there exist c > 0 and n0 = max(n1, n2) > 0 such
that, for all n > n0,
max
z∈S
|E g(X;θ, z)| ≤ cK n2max log n.
Armed with Propositions 3.1 and 3.2, we can prove Theorem 3.1.
PROOF OF THEOREM 3.1.
67
Observe that, for all t > 0,
P
(
max
z∈S
|g(X;θ, z)| ≥ t
)
≤ P
(
max
z∈S
|g(X;θ, z)− E g(X;θ, z)|+max
z∈S
|E g(X;θ, z)| ≥ t
)
≤ P
(
max
z∈S
|g(X;θ, z)− E g(X;θ, z)| ≥ t
2
)
+ P
(
max
z∈S
|E g(X;θ, z)| ≥ t
2
)
.
Choose t = c (1 + δ)1/2 ‖A‖2∞ n2max n (log n)3/2, where c > 0 is identical to the constant c in
Proposition 3.1 and δ > 0. Then, by Propositions 3.1 and 3.2, for all δ > 0, there exists n0 > 0
such that, for all n > n0,
P
(
max
z∈S
|g(X;θ, z)| ≥ c (1 + δ)1/2 ‖A‖2∞ n2max n (log n)3/2
)
≤ 2 exp
(
−δ n log n
4
)
.
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Chapter 4
Discussion: directions for future research
In the previous two chapters, novel methods and theory were introduced for two classes of models
of high-dimensional and dependent data: vector autoregressive processes and exponential-family
random graph models. Both models were endowed with additional structure for the purpose of
constructing scalable methods with desirable statistical properties. In both cases, simulation studies
and applications to large data sets were presented in order to demonstrate that the proposed model
estimation approaches both work fast and lead to better models compared to the existing methods.
However, many open problems remain for both models. An overview of some important directions
for future research of vector autoregressive processes and exponential-family random graph models
is given in Sections 4.1 and 4.2 respectively.
4.1 Directions for future research of high-dimensional multivariate time se-
ries
An important direction for future research of vector autoregressive processes with additional struc-
ture is to investigate the impact of dependence on stability selection (Meinshausen and Bu¨hlmann,
2010). While the theoretical results in Section 2.4 show that the scaling of the regularization param-
eters of the two-step `1-penalized least squares method depends on the unknown values of β? and
Σ, in practice, the selection of regularization parameters is either performed by cross-validation or
sidestepped by using stability selection.
Simulation studies in Chapter 2 identified that stability selection works well when the order
of vector autoregressive processes is 1 and the sparsity is between 1% and 2% (see, e.g., Table
2.2 in Section 2.5). However, when the order of vector autoregressive processes is larger and the
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vector autoregressive processes are sparser, the dependence might impact stability selection and in-
crease the number of false-positive edges in the first step of the two-step `1-penalized least squares
method, which in turn might give rise to overestimates of the radius of dependence. It would be
interesting to explore approaches to stability selection that can capture the dependence induced
by vector autoregressive processes. One approach is to divide the time-dependent observations
into blocks that capture the dependence of the observations, as suggested by Ku¨nsch (1989) and
Meinshausen and Bu¨hlmann (2010, p. 471). Some insights on how to construct such blocks of
time-dependent observations can be found in, e.g., Ku¨nsch (1989), Politis and Romano (1994),
and Davis et al. (2012).
Another interesting direction for future research is to explore promising extensions of the pro-
posed two-step `1-penalized least squares method. One interesting extension would be to impose
a parametric form on the transition matrices A1, . . . , AL and the variance-covariance matrix Σ,
i.e., to allow A1, . . . ,AL and Σ to depend on distance in some parametric form. To do so would
require additional model assumptions, but it could reduce statistical error.
A second interesting extension would be to assume that the radius of the past-present depen-
dence captured byA1, . . . ,AL may not be the same as the radius of the present-present dependence
captured by Σ. Such extensions would make sense in applications where the present-present de-
pendence captured by Σ is more local than the past-present dependence captured byA1, . . . ,AL.
A third and most ambitious extension would be to go beyond vector autoregressive processes
and to extend the two-step `1-penalized least squares method to other high-dimensional models,
such as high-dimensional regression models and high-dimensional graphical models (e.g., Mein-
shausen and Bu¨hlmann, 2006; Ravikumar et al., 2010). That can be performed as long as additional
structure of the form considered in Chapter 2 is available and consistent model selection in high
dimensions is possible.
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4.2 Directions for future research of exponential-family random graph mod-
els
The two-step likelihood-based approach proposed in Chapter 3 enables massive-scale estimation
of exponential-family random graph models with unknown neighborhood structure provided that
the number of neighborhoods K is known. An important goal of future research is to develop
methods for selecting K when K is unknown. Even in the special case of stochastic block models,
the issue of selecting K has not received much attention—with the exception of recent work by
Saldana et al. (2017) and Wang and Bickel (2017). Extending such methods to the more general
models considered in Chapter 3 would be useful.
In addition, an important direction for future research is to relax the assumption of non-
overlapping neighborhoods introduced in Chapter 3. While it makes sense for many applications,
some networks do not admit a restrictive division of the set of nodes into disjoint communities.
One telling example is an academic collaboration network: many researchers do not belong to just
a single field of study, since their research contributes to multiple disciplines. Thus, collaborations
of those researchers with scientists in one field are not necessarily independent of collaborations
with scientists working in a different field.
Last, but not least, one of the major issues of modeling large networks is that model terms
suitable for small networks might not be flexible enough to represent dependencies encountered in
large networks. Thus, the problem of selecting meaningful specifications for exponential-family
random graph models with local dependence has to be addressed in order to perform successful
analyses of large real-world data sets.
Indeed, in the case of large networks, a good model has to successfully capture transitivity, de-
gree heterogeneity, homophily, and other distinguishing attributes of real-world networks. Multiple
attempts were made to introduce specifications of exponential-family random graph models, which
could express those unique features in a way amenable for statistical inference. The most notable
works in this direction include Snijders et al. (2006), Hunter and Handcock (2006), and Snijders
et al. (2010). However, historically most of the studies and practical applications of exponential-
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family random graph models focused on small or sparse networks (e.g., the large social network
considered in Goodreau (2007) has 1,681 nodes and only 1,236 edges). Therefore, the optimal
choice of suitable model terms and its effect on the performance of exponential-family random
graph models in the case of large and non-sparse graphs are not well understood.
Nevertheless, the exponential-family random graph framework permits a great variety of model
terms, some combination of which might be capable of modeling large networks. An important di-
rection for future research is to identify which classes of exponential-family random graph models
are sufficiently flexible to handle large networks. In particular, it might be beneficial to perform
a study of the joint behavior of terms modeling transitive closure, degree heterogeneity, and ho-
mophily in the case of large networks. It would also be of interest to assess the effect of increasing
edge density on the performance of various model terms. For example, in denser networks, the
number of edges and transitive edges may be very similar or even equal. This is problematic on
both computational and theoretical grounds and can result in the non-existence of estimators or
estimators, which are computationally difficult to obtain.
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Chapter 5
Supplementary materials
The data along with all R source code used in Chapter 2 is contained in the supplementary archive
available online at
http://amstat.tandfonline.com/doi/suppl/10.1080/10618600.2016.
1265528/suppl_file/ucgs_a_1265528_sm0228.zip
The R source code requires R (R Core Team, 2017) packages mAr (Barbosa, 2012), Matrix
(Bates and Maechler, 2016), lars (Hastie and Efron, 2013), spcov (Bien and Tibshirani, 2012),
glmnet (Friedman et al., 2010), tsDyn (Stigler, 2010), expm (Goulet et al., 2015), and parallel
(R Core Team, 2017). The application requires in addition the R packages rworldmap (South,
2011) and timeSeries (Rmetrics Core Team et al., 2015).
The data and R source code used in Chapter 3 is contained in the supplementary archive avail-
able online at
https://github.com/kasht/ERGM-supplement.
Note that the archive contains an updated version of R package hergm (Schweinberger and Luna,
2015). The basic version of this package can be found on the CRAN website. The R source code
additionally requires R packages car (Fox and Weisberg, 2011) and parallel (R Core Team,
2017).
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