We consider the decidability of existence of solutions to language equations involving the operations of shuffle and deletion along trajectories. These operations generalize the operations of concatenation, insertion, shuffle, quotient, sequential and scattered deletion, as well as many others. Our results are constructive in the sense that if a solution exists, it can be effectively represented. We show both positive and negative decidability results.
Introduction
Work on language equations is one of the core areas of formal language theory [10] . Much of the classical work deals with equations over the Boolean operations, concatenation and Kleene closure. Recent research [2, 5, 7, 8] has investigated the question of decidability of existence of solutions to equations of the form X 1 X 2 = X 3 , where is a binary operation on languages, and some of X 1 , X 2 , X 3 are fixed languages and some are unknowns.
As a particular case of the above type of equations we get the shuffle decomposition problem for regular languages, that is, the question whether a given regular language can be written as a shuffle of two languages in a non-trivial way. In spite of its apparent simplicity the question remains still open for general regular languages [2, 5] . The decomposition of regular languages with respect to catenation is known to be decidable [9, 13] .
In this paper, we focus on operations which are taken from the class of operations defined by shuffle on trajectories [11] . Shuffle on trajectories provides a unifying framework for studying various language composition operations. The complementary notion of deletion along trajectories introduced by the first author [3] provides, in the sense of Kari [7] , the inverse of shuffle on trajectories and makes it possible to attack in a systematic way questions of decidability of existence of solutions to equations involving shuffle on trajectories. Some positive decidability results have already been completed by the first author [3] .
We establish for certain classes of trajectories the decidability of the existence of a decomposition for a given regular language. However, our results leave open the question for the trajectory (0 + 1) * corresponding to ordinary shuffle [2, 5] . Also we show that for given regular languages L 1 , L 2 , and R we can decide whether or not there exists a trajectory T such that L 1 T L 2 = R, where T denotes shuffle along the trajectory T . To conclude we provide undecidability results for equations involving one or two variables.
Definitions and Preliminary Results
For additional background in formal languages and automata theory, please see Yu [14] . Let Σ be a finite set of symbols, called letters. Then Σ * is the set of all finite sequences of letters from Σ, which are called words. The empty word is the empty sequence of letters. The length of a word w = w 1 w 2 · · · w n ∈ Σ in the natural way. A word w is accepted by M if δ(q 0 , w) ∩ F = ∅. It is known that the language accepted by an NFA is regular.
We recall the definition of shuffle on trajectories, originally given by Mateescu et al. [11] . Shuffle on trajectories is defined by first defining the shuffle of two words x and y over an alphabet Σ on a trajectory t, which is simply a word in {0, 1} * . We denote the shuffle of x and y along the trajectory t by x t y.
If x = ax and y = by (with a, b ∈ Σ) then if t = et (with e ∈ {0, 1}), we have that
If x = ax (a ∈ Σ) and y = , then
If x = and y = by (b ∈ Σ), then
If x = y = , then t = if t = and ∅ otherwise. Finally, x y = ∅ if {x, y} = { }. We extend shuffle on trajectories to sets T ⊆ {0, 1} * of trajectories as follows:
We now give the definition of deletion along trajectories [3] , which models deletion operations controlled by a set of trajectories. Let x, y ∈ Σ * be words with x = ax , y = by (a, b ∈ Σ). Let t be a word over {i, d} such that t = et with e ∈ {i, d}. then we define x ; t y as follows:
Also,
We extend this to languages as expected:
Note that ; T is neither an associative nor a commutative operation on languages, in general. For the closure properties of ; T , please see [3] . Given two binary word operations , : (Σ * ) 2 → 2 Σ * , we say that is a left-inverse of [7, Defn. 4.5] if, for all u, v, w ∈ Σ * , w ∈ u v ⇐⇒ u ∈ w v. We say that is a right-inverse of [7, Defn. 4 
Decidability of Shuffle Decompositions
Say that a language L has a non-trivial shuffle decomposition with respect to a set of
In this section, we are concerned with giving a class of sets of trajectories T ⊆ {0, 1} * such that it is decidable, given a regular language R, whether R has a non-trivial shuffle decomposition with respect to T . For T = (0 + 1) * , this is an open problem [2, 5] . While we do not settle this open problem, we establish a non-trivial generalization of the results of Kari and Kari and Thierrin [6, 7, 8, 9] , which leads to a large class of examples of trajectories where the shuffle problem can be proven to be decidable.
A
We now define a class of letter-bounded sets of trajectories, called i-regular sets of trajectories, which will have strong closure properties. In particular, we can delete, along an i-regular set of letter-bounded trajectories, any language from a regular language and the resulting language will be regular. This will allow us to solve the corresponding decidability problems related to the shuffle decomposition.
Let ∆ m be the alphabet ∆ m = {# 1 , # 2 , . . . , # m } for any m ≥ 1. We define a class of regular substitutions from (d + ∆ m ) * to 2 (i+d) * , denoted S m , as follows: a regular substitution ϕ :
For all m ≥ 1, we also define a class of languages over the alphabet d + ∆ m , denoted T m , as the set of all languages
Define the class of trajectories I as follows:
If T ∈ I, we say that T is i-regular. As we shall see, the condition that T be i-regular is sufficient for showing that R ; T L is regular for all regular languages R and all languages L.
We will require the following result of Ginsburg and Spanier [4] on bounded regular languages:
Then for all regular languages R and all languages L, R ; T L is a regular language.
As ϕ is a regular substitution, ϕ(# j ) ⊆ i * is a bounded regular language for all 1 ≤ j ≤ m. By Theorem 3.1, let N j ≥ 1 and a
We may assume that N j = 1 for all 1 ≤ j ≤ m, since we may establish the result for N j > 1 by proving the result for N j = 1 and noting the fact
We now define the set
We now claim that
We conclude that (
, and thus x is contained in the right-hand side of (3.3).
For the reverse inclusion, let (
Further, the length considerations are met by definition of I j and (k j )
T L is a finite union of regular languages, and thus is regular.
We note that if T is not letter-bounded, it may define an operation which does not preserve regularity in the sense of Theorem 3.2. In particular, we note that for
Further, if T is letter-bounded but not i-regular, then T may not preserve regularity. For
As an example of Theorem 3.2, consider T = {d
It is easily verified that T ∈ I. Thus, the language R ; T L is regular for all regular languages R and all
This precisely defines the middle-quotient operation, which has been investigated by Meduna [12] for linear CFLs. Let R | L denote the middle quotient of R by L, i.e., R | L = R ; T sq(L). Thus, we can immediately conclude the following result, which was not considered by Meduna: Theorem 3.3 Given a regular language R and arbitrary language L, the language R | L is regular.
We now return to letter-bounded sets of trajectories. Clearly, every letter-bounded set of trajectories which is regular is also i-regular (consider Theorem 3.1). Thus, we have the following corollary of Theorem 3.2. 
is a finite set, there are only finitely many languages of the form R ; T L. This set can be effectively obtained by considering all possible choices of sets Q ⊆ Q 2m−2 , and constructing the (effective) regular language from (3.3) with Q = Q R (T, L) (duplicates may also then be removed, as we can effectively compare the resulting (effectively) regular languages). 
The languages Y i can be effectively constructed, given effective constructions for T and R. 
The languages Z i can be effectively constructed, given effective constructions for T and
Theorem 3.7 Let T ⊆ {0, 1} * be a letter-bounded regular set of trajectories. Then given a regular language R, it is decidable whether there exist
i=1 be the set of languages described by Theorem 3.5 and, analogously, let
i=1 be the set of languages described by Theorem 3.6. We now note the result follows since if
This result was known for catenation, T = 0 * 1 * (see, e.g., Kari and Thierrin [9] ). However, it also holds for, e.g., the following operations: insertion (0 * 
1-thin sets of trajectories
Recall that a language L is 1-thin if |L ∩ Σ n | ≤ 1 for all n ≥ 0. We now prove that if T ⊆ {0, 1} * is a fixed 1-thin set of trajectories, given R regular, it is decidable whether R has a non-trivial shuffle decomposition with respect to T .
Define the right-useful solutions to
The left-useful solutions, denoted use 
Proof. Let
Then we claim that
The right-to-left implication is trivial. To prove the reverse implication, we first show that if
Then there is some y ∈ X 2 such that x T y = ∅. As X 1 T X 2 = R, we must have that for all z ∈ x T y, z ∈ R. Thus, by Theorem 2.1,
The inclusion is proven. Thus,
To conclude the proof, we need only establish the inclusion
Let x ∈ L 1 . Thus, there exists α ∈ R, β ∈ Σ * and t ∈ T such that x ∈ α ; t β. Thus, {α} = x t β. Now, as α ∈ R = X 1 T X 2 , there is some x 1 ∈ X 1 , x 2 ∈ X 2 and t ∈ T such that {α} = x 1 t x 2 .
Consider now that |t| = |α| = |t |. As T is 1-thin, this implies that t = t . Thus,
or, x ∈ (x 1 t x 2 ) ; τ (t) β, from which it is clear that x = x 1 and x 2 = β. Thus, x ∈ X 1 . A similar argument establishes that L 2 ⊆ X 2 . Thus, we have established that R = L 1 T L 2 and (3.5) holds.
We note that Theorem 3.7 and Theorem 3.8 do not apply to the following sets of trajectories. Thus, to our knowledge, the question of the decidability of the existence of solutions to R = X 1 T X 2 for regular R is still open in the following cases (for details on literal and initial literal shuffle, see Berard 
Solving Quadratic Equations
Let T ⊆ {0, 1} * be a letter-bounded regular set of trajectories. We can also consider solutions X to the equation X T X = R, for regular languages R. This is a generalization of a result due to Kari and Thierrin [8] .
Theorem 3.9 Fix a letter-bounded regular set of trajectories T . Then it is decidable whether there exists a solution X to the equation X T X = R for a given regular language R.
Proof. Let S L (T, R) be the set of languages described by Theorem 3.5, and, analogously, let T L (T, R) be the set of languages described by Theorem 3.6.
Assume the equation X T X = R has a solution. Then we claim that it also has a regular solution. Let X be a language such that X T X = R. Then, in particular, X is a solution to the equation X T Y = R, where X is fixed and Y is a variable. Thus, by Theorem 3.5, there is some regular language
The inclusion follows by the monotonicity of T . Thus, X 0 T X 0 = R. By construction, X 0 is regular.
Thus, to decide whether there exists X such that X T X = R, we construct the set
and test each language for equality. If a solution exists, we answer yes. Otherwise, we answer no.
Existence of Trajectories
In this section, we consider the following problem: given languages L 1 , L 2 and R, does there exist a set of trajectories T such that L 1 T L 2 = R? We prove this to be decidable when L 1 , L 2 , R are regular languages.
be regular languages. Then it is decidable whether there exists a set
Note that the following are equivalent definitions of T 0 :
The right-to-left implication is trivial. Assume that there is some We now establish that T 0 is regular and effectively constructible; to do this, we estab-
, and δ is defined as follows:
Then we note that δ has the following property: for all t ∈ {0, 1} * ,
This is exactly what is reflected by the choice of F . Thus, L(M ) = T 0 .
Thus, as T 0 is effectively regular, to determine whether there exists T such that
Note that the proof of Theorem 4.1 is similar in theme to the proofs of, e.g., Kari We can also repeat Theorem 4.1 for the case of deletion along trajectories. The results are identical, with the proof following by the substitution of T 0 = {t ∈ {i, d} * : ∀x ∈ L 1 , y ∈ L 2 , x ; t y ⊆ R}. The proof that T 0 is regular differs slightly from that above; we leave the construction to the reader. Thus, we have the following result:
T ⊆ {i, d} * of trajectories such that L 1 ; T L 2 = R.
Undecidability Results
We now demonstrate some undecidability results relating to equations involving shuffle on trajectories.
Undecidability of One-Variable Equations
Recall that a set T ⊆ {0, 1} * is said to be complete if α T β = ∅ for all α, β ∈ Σ * . Say that a set T ⊆ {0, 1} * of trajectories if left-preserving (resp., right-preserving) if T ⊇ 0 * (resp., T ⊇ 1 * ). Note that if T is complete, then it is both left-and right-preserving. Let Π 0 , Π 1 : {0, 1} * → {0, 1} * be the projections given by Π 0 (0) = 0, Π 0 (1) = and Π 1 (1) = 1, Π 1 (0) = . We say that T ⊆ {0, 1} * is left-enabling (resp., right-enabling) if Π 0 (T ) = 0 * (resp., Π 1 (T ) = 1 * ). In this section, we examine undecidability of the existence of solutions of equations involving context-free languages. Namely, we show that:
to be a regular set of left-enabling (resp., right-enabling) trajectories. For a given CFL L and regular language R, it is undecidable whether or not
Proof. Let T be left-enabling. Let Σ be an alphabet of size at least two and let #, $ / ∈ Σ.
. By the closure properties of T , and the fact that T is regular, R is a regular language. Let L ⊆ Σ + be an arbitrary CFL and
This will establish the result, since it is undecidable whether an arbitrary
is a solution for (5.9). Second, assume that X is a solution for (5.9). It is clear that for all X,
where use
T (X, L) is defined by (3.4). Thus, we will focus on useful solutions to the equations L T X = R. Now, we note that, assuming that use
T (X, L # ) cannot contain words with symbols from Σ, because words in R do not contain words with both Σ and #.
In particular, let x ∈ use 
The last equality is valid since T is left-enabling. Thus, for all x ∈ L, there is some j ≥ 0 such that x T # j = ∅. We conclude that L = Σ + , and thus, by (5.9), the result follows. The proof in the case that T is right-enabling is similar.
We can give an incomparable result which removes the condition that T must be regular, but must strengthen the conditions on words in T . Namely, T must be leftpreserving rather than left-enabling:
to be a set of left-preserving (resp., right-preserving) trajectories. Given a CFL L and a regular language R, it is undecidable whether there exists a language X such that
Proof. Let T be left-preserving (the proof when T is right-preserving is similar). Again, if X is a solution, let
It is clear that for all X,
Thus, we will focus on useful solutions to our equation.
Let Σ be our alphabet and
. Thus, we must have that x ∈ # + or x = ; i.e., x ∈ # * . Thus, use T (X; L # ) = { }, Theorem 5.2 remains undecidable even if the required (useful) language is required to be a singleton.
We also note that if R and L are interchanged in the equations of the statements of Theorem 5.2 or Theorem 5.1, the corresponding problems are still undecidable. The proofs are trivial, and are left to the reader.
Undecidability of Shuffle Decompositions
It has been shown [2] that it is undecidable whether a context-free language has a nontrivial shuffle decomposition with respect to the trajectory {0, 1} * . Here we extend this result for arbitrary complete regular sets trajectories.
If T is a complete set of trajectories, then any language L has decompositions L T {ε} and {ε} T L. Below we exclude these trivial decompositions; all other decompositions of L are said to be nontrivial. Choose
Theorem 5.3 Let T be any fixed complete regular set of trajectories. For a given contextfree language L it is undecidable whether or not there exist languages
and let
. Using the fact that T is regular, it is easy to see that a nondeterministic pushdown automaton M can verify that a given word is not in 
. As above it is seen that L 2 is context-free. It follows that also the language
is context-free. First consider the case where the PCP instance I does not have a solution. Now L 1 ∩ L 2 = ∅ and (5.11) gives a nontrivial decomposition for L(I) = L 0 along the set of trajectories T .
Secondly, consider the case where the PCP instance I has a solution. This means that there exists a word
For the sake of contradiction we assume that we can write
where X 1 , X 2 = {ε}. We establish a number of properties that the languages X 1 and X 2 must necessarily satisfy. We claim that it is not possible that alph(X 1 ) ∩ { i , i } = ∅ and alph(X 2 ) ∩ { j , j } = ∅ (5.15)
where {i, j} = {1, 2}. If the above relations would hold, then the completeness of T would imply that X 1 T X 2 has some word containing a symbol of { 1 , 1 } and a symbol of { 2 , 2 }. This is impossible since
Since L(I) has both words that contain symbols 1 , 1 and words that contain symbols 2 , 2 , by (5.15) the only possibility is that all the symbols of Φ "come from" one of the components X 1 and X 2 . We assume in the following that alph(X 2 ) ∩ Φ = ∅. 
Since L(I) has words with symbols $ 1 , other words with symbols $ 2 , and no words containing both symbols $ 1 , $ 2 , using again the completeness of T it follows that alph(X 1 ) ∩ {$ 1 , $ 2 } = ∅. Now x 1,1 t 1 x 2,2 ⊆ X 1 T X 2 is equal to the word 1 w 0 1 t 1 $ 2 , and it is not in L(I) by the choice of w 0 and (5.12). This contradicts (5.14).
In the proof of Theorem5.3, whenever the CFL has a nontrivial decomposition along the set of trajectories T , it has a decomposition where the component languages are, in fact, regular. This gives the following: 
