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PARAMETER ESTIMATION FOR AN ORNSTEIN-UHLENBECK PROCESS
DRIVEN BY A GENERAL GAUSSIAN NOISE
YONG CHEN AND HONGJUAN ZHOU
Abstract. In this paper, we consider an inference problem for an Ornstein-Uhlenbeck pro-
cess driven by a general one-dimensional centered Gaussian process (Gt)t≥0. The second order
mixed partial derivative of the covariance function R(t, s) = E[GtGs] can be decomposed into
two parts, one of which coincides with that of fractional Brownian motion and the other is
bounded by (ts)β−1 up to a constant factor. This condition is valid for a class of continuous
Gaussian processes that fails to be self-similar or have stationary increments. Some examples
include the subfractional Brownian motion and the bi-fractional Brownian motion. Under this
assumption, we study the parameter estimation for drift parameter in the Ornstein-Uhlenbeck
process driven by the Gaussian noise (Gt)t≥0. For the least squares estimator and the second
moment estimator constructed from the continuous observations, we prove the strong consis-
tency and the asympotic normality, and obtain the Berry-Esséen bounds. The proof is based
on the inner product’s representation of the Hilbert space H associated with the Gaussian
noise (Gt)t≥0, and the estimation of the inner product based on the results of the Hilbert
space associated with the fractional Brownian motion.
Keywords: Fourth Moment theorem; Ornstein-Uhlenbeck process; Gaussian process;
Malliavin calculus.
MSC 2000: 60H07; 60F25; 62M09.
1. Introduction
We are interested in the statistical inference for the Ornstein-Uhlenbeck process defined by
the following stochastic differential equation (SDE)
dXt = −θXtdt+ σdGt, t ∈ [0, T ], T > 0 (1.1)
where X0 = 0 and (Gt)t≥0 is a general one-dimensional centered Gaussian process. We note that
the volatility parameter σ > 0 can be estimated by power variation method (for example, see
[1], [2]). Without loss of generality, we will assume that σ = 1. Suppose that only one trajectory
(Xt, t ≥ 0) can be obtained. We would like to construct a consistent estimator for the unknown
drift parameter θ > 0 and study its asymptotic behavior.
When the Gaussian process is Brownian motion, the statistical inference problem about the
parameter θ has been intensively studied over the past decade (see [3], [4] and the references
therein). In the fractional Brownian motion case, the consistency property for the maximum
likelihood estimation (MLE) method was obtained in [5], [6], and the central limit theorem was
proved in [7], [8]. The least squares method was studied in [9] and its asymptotic behavior
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was proved for H ∈ (12 , 34 ). Then in [10], these results were generalized for H ∈ (0, 1). We
would like to mention some work for the non-ergodic case as well, i.e., θ < 0. For the Brownian
motion case, MLE was studied in [11], [12] and the limiting distribution is Cauchy. The least
squares estimation in the case of fractional Brownian motion and other Gaussian processes was
considered in [13], [14], [15] and the references therein. Recently, the MLE in the case of sub-
fractional Brownian motion case was investigated in [16]. In this paper, we would like to discuss
the case where θ > 0 and the noise is a general Gaussian process (Gt)t≥0 that fails to be self-
similar or have stationary increments. We assume that the process Gt satisfies the following
Hypothesis 1.1.
HYPOTHESIS 1.1. For β ∈ (12 , 1), the covariance function R(t, s) = E[GtGs] for any t 6=
s ∈ [0,∞) satisfies
∂2
∂t∂s
R(t, s) = Cβ |t− s|2β−2 +Ψ(t, s),
with
|Ψ(t, s)| ≤ C′β |ts|β−1 ,
where the constants β, Cβ > 0, C
′
β ≥ 0 do not depend on T . Moreover, for any t ≥ 0, R(0, t) = 0.
We will see that sub-fractional Brownian motion, bi-fractional Brownian motion and some
other Gaussian processes are special examples to satisfy the Hypothesis 1.1. Recall that the idea
to construct the least squares estimator (LSE) for the drift coefficient θ is to minimize∫ T
0
|X˙t + θXt|2dt
(see [9], [10]) . In this way, we obtain the LSE defined by
θˆT = −
∫ T
0
XtdXt∫ T
0
X2t dt
= θ −
∫ T
0
XtdGt∫ T
0
X2t dt
, (1.2)
where the integral with respect to G is interpreted in the Skorohod sense (or say a divergence-type
integral).
We will also study the second moment estimator that is given by
θ˜T =
( 1
CβΓ(2β − 1)T
∫ T
0
X2t dt
)− 12β
. (1.3)
In this paper, we will prove the strong consistency and the central limit theorems for the two
estimators. The Berry-Esséen bounds will be also obtained. These results are stated in the
following theorems.
Theorem 1.2. When Hypothesis 1.1 is satisfied, both the least squares estimator θˆ and the
second moment estimator θ˜T are strongly consistent, i.e.,
lim
T→∞
θˆT = θ, lim
T→∞
θ˜T = θ, a.s..
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Theorem 1.3. Assume β ∈ (12 , 34 ) and Hypothesis 1.1 is satisfied. Then, both
√
T (θˆT − θ) and√
T (θ˜T − θ) are asymptotically normal as T →∞. Namely,
√
T (θˆT − θ) law→ N (0, θσ2β), (1.4)
√
T (θ˜T − θ) law→ N (0, θσ2β/4β2), (1.5)
where
σ2β = (4β − 1)
(
1 +
Γ(3− 4β)Γ(4β − 1)
Γ(2β)Γ(2 − 2β)
)
.
Theorem 1.4. Let Z be a standard Gaussian random variable. Assume β ∈ (12 , 34 ) and Hypoth-
esis 1.1 is satisfied. Then, there exists a constant Cθ,β > 0 such that when T is large enough,
sup
z∈R
∣∣∣∣∣P (
√
T
θσ2β
(θˆT − θ) ≤ z)− P (Z ≤ z)
∣∣∣∣∣ ≤ Cθ,βT γ , (1.6)
and
sup
z∈R
∣∣∣∣∣P (
√
4β2T
θσ2β
(θ˜T − θ) ≤ z)− P (Z ≤ z)
∣∣∣∣∣ ≤ Cθ,βT 3−4β2 , (1.7)
where
γ =


1
2 , if β ∈ (12 , 58 ),
1
2−, if β = 58 ,
3− 4β, if β ∈ (58 , 34 ).
Next, we give some well known processes that satisfy the Hypothesis 1.1.
Example 1.5. Clearly the fractional Brownian motion {BH(t), t ≥ 0} with covariance function
R(s, t) =
1
2
(|s|2H + |t|2H − |t− s|2H),
satisfies Hypothesis 1.1 when β := H > 12 . In this case, the upper Berry-Esséen bound (1.7) can
be improved to CTγ from the proof of Theorem 1.4 and Remark 3.10 in this paper. This improved
upper Berry-Esséen bound is sharper than the one given by Proposition 4.1 (ii) of [17].
Example 1.6. The subfractional Brownian motion {SH(t), t ≥ 0} with parameter H ∈ (0, 1)
has the covariance function
R(t, s) = s2H + t2H − 1
2
(
(s+ t)2H + |t− s|2H) ,
which satisfies Hypothesis 1.1 when β := H > 12 .
This answers the unsolved problem in [18] where the strong consistency is unknown for sub-
fractional Brownian motion.
Example 1.7. The bi-fractional Brownian motion {BH,K(t), t ≥ 0} with parameters H,K ∈
(0, 1) has the covariance function
R(t, s) =
1
2K
(
(s2H + t2H)K − |t− s|2HK) ,
which satisfies Hypothesis 1.1 when β := HK > 12 .
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Example 1.8. The generalized sub-fractional Brownian motion SH,K(t) with parameters H ∈
(0, 1), K ∈ [1, 2) and HK ∈ (0, 1) satisfies Hypothesis 1.1 when β := HK > 12 . The covariance
function is
R(t, s) = (s2H + t2H)K − 1
2
[
(t+ s)2HK + |t− s|2HK ]
(see [19]).
Remark 1.9. If the SDE is driven by a linear combination of independent centered Gaussian
processes, the results are still valid as long as each Gaussian process satisfies Hypothesis 1.1. In
this case, the mixed Gaussian process fails to be self-similar.
2. Preliminary
Denote G = {Gt, t ∈ [0, T ]} as a continuous centered Gaussian process with covariance func-
tion
E(GtGs) = R(s, t), s, t ∈ [0, T ],
defined on a complete probability space (Ω,F , P ). The filtration F is generated by the Gaussian
family G. Suppose in addition that the covariance function R is continuous. Let E denote the
space of all real valued step functions on [0, T ]. The Hilbert space H is defined as the closure of
E endowed with the inner product
〈1[a,b), 1[c,d)〉H = E
(
(Gb −Ga)(Gd −Gc)
)
.
We denote G = {G(h), h ∈ H} as the isonormal Gaussian process on the probability space
(Ω,F , P ), indexed by the elements in the Hilbert space H. In other words, G is a Gaussian
family of random variables such that
E(G) = E(G(h)) = 0, E(G(g)G(h)) = 〈g, h〉H ,
for any g, h ∈ H.
The following proposition is an extension of Theorem 2.3 of [20], which gives the inner prod-
uct’s representation of the Hilbert space H.
Proposition 2.1. Denote V[0,T ] as the set of bounded variation functions on [0, T ]. Then V[0,T ]
is dense in H and we have
〈f, g〉H =
∫
[0,T ]2
R(t, s)νf (dt)νg(ds), ∀f, g ∈ V[0,T ], (2.1)
where νg is the Lebesgue-Stieljes signed measure associated with g
0 defined as
g0(x) =
{
g(x), if x ∈ [0, T ];
0, otherwise .
Furthermore, if the covariance function R(t, s) satisfies Hypothesis 1.1, then
〈f, g〉H =
∫
[0,T ]2
f(t)g(s)
∂2R(t, s)
∂t∂s
dtds, ∀f, g ∈ V[0,T ]. (2.2)
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Proof. The first claim and the identity (2.1) are rephrased from Theorem 2.3 of [20]. The identity
(2.2) can be shown by the routine approximation.
In fact, Hypothesis 1.1 implies that
〈f, g〉H =
∫
[0,T ]2
f(t)g(s)
∂2R(t, s)
∂t∂s
dtds, ∀f, g ∈ E . (2.3)
Next, given f ∈ V[0,T ] and a sequence of partitions πn =
{
0 = tn0 < t
n
1 < · · · < tnkn = T
}
such
that πn ⊂ πn+1 and |πn| → 0 as n→∞, we consider
fn =
kn−1∑
j=0
f(tnj )1[tnj ,tnj+1) ∈ E .
Then (A3) and (A4) of [20] imply that
〈f, f〉H = lim
n→∞
〈fn, fn〉H
= lim
n→∞
∫
[0,T ]2
fn(t)fn(s)
∂2R(t, s)
∂t∂s
dtds
=
∫
[0,T ]2
f(t)f(s)
∂2R(t, s)
∂t∂s
dtds,
where the last equality is by Lebesgue’s dominated convergence theorem. Finally, using the
polarization identity, we obtain the desired (2.2). 
Remark 2.2. We define the space of measurable functions by
|H| =
{
f : [0, T ]→ R,
∫ T
0
∫ T
0
|f(t)f(s)| ∂
2R(t, s)
∂t∂s
dtds <∞
}
.
If Hypothesis 1.1 is satisfied, we understand that the space |H| equipped with the inner product
〈f, g〉H =
∫
[0,T ]2
f(t)g(s)
∂2R(t, s)
∂t∂s
dtds, ∀f, g ∈ |H|
is not complete and it is isometric to a proper subspace of H (see the fractional Brownian motion
case in [21] and the references therein). However, Proposition 2.1 is good enough to prove the
main results of this paper.
Denote H⊗p and H⊙p as the pth tensor product and the pth symmetric tensor product of the
Hilbert space H. Let Hp be the pth Wiener chaos with respect to G. It is defined as the closed
linear subspace of L2(Ω) generated by the random variables {Hp(G(h)) : h ∈ H, ‖h‖H = 1},
where Hp is the pth Hermite polynomial defined by
Hp(x) =
(−1)p
p!
e
x2
2
dp
dxp
e−
x2
2 , p ≥ 1,
and H0(x) = 1. We have the identity Ip(h
⊗p) = Hp(G(h)) for any h ∈ H where Ip(·) is the
generalized Wiener-Itô stochastic integral. Then the map Ip provides a linear isometry between
H⊙p (equipped with the norm 1√
p!
‖ · ‖H⊗p) and Hp. Here H0 = R and I0(x) = x by convention.
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We choose {ek, k ≥ 1} to be a complete orthonormal system in the Hilbert space H. Given
f ∈ H⊙m, g ∈ H⊙n, the q-th contraction between f and g is an element in H⊗(m+n−2q) that is
defined by
f ⊗q g =
∞∑
i1,...,iq=1
〈f, ei1 ⊗ · · · ⊗ eiq 〉H⊗q ⊗ 〈g, ei1 ⊗ · · · ⊗ eiq 〉H⊗q ,
for q = 1, . . . ,m ∧ n.
For g ∈ H⊙p and h ∈ H⊙q, we have the following product formula for the multiple integrals,
Ip(g)Iq(h) =
p∧q∑
r=0
r!
(
p
r
)(
q
r
)
Ip+q−2r(g⊗˜rh) , (2.4)
where g⊗˜rh is the symmetrization of g ⊗r h (see [22]).
The following Theorem 2.3, known as the fourth moment theorem, provides necessary and suf-
ficient conditions for the convergence of a sequence of random variables to a normal distribution
(see [23]).
Theorem 2.3. Let n ≥ 2 be a fixed integer. Consider a collection of elements {fT , T > 0} such
that fT ∈ H⊙n for every T > 0. Assume further that
lim
T→∞
E[In(fT )
2] = lim
T→∞
n!‖fT ‖2H⊗n = σ2.
Then the following conditions are equivalent:
(1) limT→∞ E[In(fT )4] = 3σ4.
(2) For every q = 1, . . . , n− 1, limT→∞ ||fT ⊗q fT ||H⊗2(n−q) = 0.
(3) As T tends to infinity, the n-th multiple integrals {In(fT ), T ≥ 0} converge in distribution
to a Gaussian random variable N(0, σ2).
The following theorem provides an estimate of the Kolmogrov distance between a nonlinear
Gaussian functional and the standard normal random variable (see Corollary 1 of [24]).
Theorem 2.4. Suppose that ϕT (t, s) and ψT (t, s) are two functions on H
⊗2. Let bT be a positive
function of T such that I2(ψT ) + bT > 0 a.s.. Denote the functions Ψi(T ) as follows,
Ψ1(T ) =
1
b2T
√[
b2T − 2 ‖ϕT ‖2H⊗2
]2
+ 8 ‖ϕT ⊗1 ϕT ‖2H⊗2 ,
Ψ2(T ) =
2
b2T
√
2 ‖ϕT ⊗1 ψT ‖2H⊗2 + 〈ϕT , ψT 〉2H⊗2 ,
and
Ψ3(T ) =
2
b2T
√
‖ψT ‖4H⊗2 + 2 ‖ψT ⊗1 ψT ‖2H⊗2 .
Let Z be a standard normal random variable. If Ψi(T )→ 0, i = 1, 2, 3 as T → ∞, there exists
a constant c such that for T large enough,
sup
z∈R
∣∣∣∣P ( I2(ϕT )I2(ψT ) + bT ≤ z)− P (Z ≤ z)
∣∣∣∣ ≤ c× maxi=1,2,3Ψi(T ). (2.5)
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3. Strong Consistency: Proof of Theorem 1.2
We first define some important functions that will be used in the proof. Denote
fT (t, s) = e
−θ|t−s|
1{0≤s,t≤T}, (3.1)
hT (t, s) = e
−θ(T−t)−θ(T−s)
1{0≤s,t≤T}, (3.2)
gT (t, s) =
1
2θT
(fT − hT ). (3.3)
The solution to the SDE (1.1) with σ = 1 is
Xt =
∫ t
0
e−θ(t−s)dGs = I1(fT (t, ·)1[0,t](·)) .
We apply the product formula of multiple integrals (2.4) and stochastic Fubini theorem to obtain
1
T
∫ T
0
X2t dt = I2(gT ) + bT , (3.4)
where
bT =
1
T
∫ T
0
∥∥∥e−θ(t−·)1[0,t](·)∥∥∥2
H
dt. (3.5)
From the equation (1.2), we can write
√
T (θˆT − θ) = −
1
2
√
T
I2(fT )
I2(gT ) + bT
. (3.6)
In the remaining part of this paper, C will be a generic positive constant independent of T
whose value may differ from line to line.
Notation 1. For a function φ(r) ∈ V[0,T ], we define two norms as
‖φ‖2
H1
= Cβ
∫
[0, T ]2
φ(r1)φ(r2) |r1 − r2|2β−2 dr1dr2, (3.7)
‖φ‖2
H2
= C′β
∫
[0, T ]2
|φ(r1)φ(r2)| (r1r2)β−1dr1dr2. (3.8)
For a function ϕ(r, s) in [0, T ]2, define an operator from (V[0,T ])⊗2 to V[0,T ] as follows,
(Kϕ)(r) =
∫ T
0
|ϕ(r, u)|uβ−1du. (3.9)
Remark 3.1. If C′β > 0, the norm ‖·‖H2 is equivalent to the standard norm in L1([0, T ], ν) with
ν(dx) = xβ−1dx.
The following proposition is a consequence of the identity (2.2).
Proposition 3.2. Suppose that Hypothesis 1.1 holds. Then for any φ ∈ V[0,T ],∣∣∣‖φ‖2H − ‖φ‖2H1
∣∣∣ ≤ ‖φ‖2H2 , (3.10)
and for any ϕ, ψ ∈ (V[0,T ])⊙2,∣∣∣‖ϕ‖2H⊗2 − ‖ϕ‖2H⊗21
∣∣∣ ≤ ‖ϕ‖2H⊗22 + 2C′β ‖Kϕ‖2H1 , (3.11)
8 Y. CHEN AND H.ZHOU∣∣∣〈ϕ, ψ〉H⊗2 − 〈ϕ, ψ〉H⊗21
∣∣∣ ≤ ∣∣∣〈ϕ, ψ〉H⊗22
∣∣∣+ 2C′β |〈Kϕ, Kψ〉H1 | . (3.12)
For any t ∈ [0, T ], denote the Wiener-Itô stochastic integral of fT (r, s)1{0≤r,s≤t} as
Ft := I2(fT (r, s)1{0≤r,s≤t}). (3.13)
The next two propositions are about the asymptotic behaviors of the second moment of FT and
the increment Ft − Fs with 0 ≤ t, s ≤ T respectively. First, we need a technical lemma.
Lemma 3.3. Assume β ∈ (0, 1). There exists a constant C > 0 such that for any s ∈ [0,∞),
e−θs
∫ s
0
eθrrβ−1dr ≤ C(1 ∧ sβ−1). (3.14)
Proof. It is easy to check that the following function
A(s) = e−θs
∫ s
0
eθrrβ−1dr, s ∈ [0,∞)
is continuous and lims→∞ A(s) = 0. Then A(s) is bounded on [0,∞). In addition, we have
lim
s→∞
A(s)
sβ−1
= lim
s→∞
∫ s
0
eθrrβ−1dr
eθssβ−1
=
1
θ
,
from L’Hôpital’s rule, and clearly
lim
s→0
A(s)
sβ−1
= 0 ,
so |A(s)| ≤ Csβ−1. Hence we obtain the conclusion. 
Proposition 3.4. When β ∈ (12 , 34 ),
lim
T→∞
1
4θσ2βT
E[|FT |2] = (CβΓ(2β − 1)θ−2β)2. (3.15)
When β = 34 ,
lim
T→∞
1
T logT
E[|FT |2] = 4C2βθ−2. (3.16)
When β ∈ (34 , 1),
lim sup
T→∞
1
T 4β−2
E[|FT |2] <∞. (3.17)
Proof. By Itô’s isometry, we have
E[|FT |2] = 2 ‖fT ‖2H⊗2 .
The inequality (3.11) implies that∣∣∣‖fT ‖2H⊗2 − ‖fT ‖2H⊗21
∣∣∣ ≤ ‖fT‖2H⊗22 + 2C′β ‖KfT‖2H1 . (3.18)
First, Lemma 5.3 in [9] implies that when β ∈ (12 , 34 ),
lim
T→∞
1
2θσ2βT
‖fT ‖2H⊗21 = (CβΓ(2β − 1)θ
−2β)2. (3.19)
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Moreover, we have∫
[0,T ]2
e−θ|r−s|(rs)β−1drds = 2
∫
0<s<r≤T
e−θ(r−s)(rs)β−1drds
≤ 2
∫ T
0
s2(β−1)(
∫ T
s
e−θ(r−s)dr)ds
≤ CT 2β−1, (3.20)
so
‖fT ‖2H⊗22 =
∣∣∣∣∣C′β
∫
[0,T ]2
e−θ|r−s|(rs)β−1drds
∣∣∣∣∣
2
≤ CT 4β−2. (3.21)
Meanwhile, we have
KfT (r) =
[ ∫ r
0
e−θ(r−u)uβ−1du+
∫ T
r
e−θ(u−r)uβ−1du
]
1{0≤r≤T} .
Lemma 3.3 and making change of variable v = u− r yield
KfT (r) ≤
[
Crβ−1 +
∫ ∞
0
e−θv(v + r)β−1dv
]
1{0≤r≤T}
≤ Crβ−11{0≤r≤T}. (3.22)
Then
‖KfT ‖2H1 ≤ C
∫
0<v<u<T
(u− v)2β−2(uv)β−1dudv = CT 4β−2. (3.23)
Combining the above inequalities with (3.18), we obtain that when β ∈ (12 , 34 ),
lim
T→∞
1
2θσ2βT
∣∣∣‖fT ‖2H⊗2 − ‖fT ‖2H⊗21
∣∣∣ = 0,
which together with (3.19) and Itô’s isometry implies the desired (3.15). In the same way, we
can obtain (3.16) and (3.17) from Lemma 17 of [10]. 
Proposition 3.5. If Hypothesis 1.1 is satisfied, there exists a constant C > 0 independent of T
such that for all s, t ≥ 0,
E[|Ft − Fs|2] ≤ C
[ |t− s|4β + |t− s|2β + |t− s|2β−1 ]. (3.24)
Remark 3.6. Although the inner product of the Hilbert space H is related to T , the constant C in
the above proposition does not depend on T . This fact is crucial to the proof of Proposition 3.8.
Proof. Let 0 ≤ s < t ≤ T . Itô’s isometry implies that
E[|Ft − Fs|2] = 2 ‖ft − fs‖2H⊗2 ≤ 4(‖φ1‖2H⊗2 + ‖φ2‖2H⊗2), (3.25)
where
φ1(r1, r2) = e
−θ|r1−r2|
1{s≤r1,r2≤t},
φ2(r1, r2) = e
−θ|r1−r2|(1{0≤r1≤s, s≤r2≤t} + 1{0≤r2≤s, s≤r1≤t}).
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Clearly, we have
‖φ1‖2H⊗21 = C
2
β
∫
[s,t]4
e−θ|r1−r2|e−θ|u1−u2| |r1 − u1|2β−2 |r2 − u2|2β−2 d~ud~r
≤ C2β
∫
[s,t]4
|r1 − u1|2β−2 |r2 − u2|2β−2 d~ud~r
=
C2β(
(2β − 1)β)2 |t− s|4β , (3.26)
and
‖φ1‖2H⊗22 = C
′2
β
∫
[s,t]4
e−θ|r1−r2|e−θ|u1−u2|(r1u1r2u2)β−1d~ud~r
≤ C′2β
( ∫ t
s
rβ−1dr
)4
=
C′2β
β4
(tβ − sβ)4 = C
′2
β
β4
t4β
(
1−
(s
t
)β)4
≤ C
′2
β
β4
t4β
(
1− s
t
)4β
=
C′2β
β4
|t− s|4β , (3.27)
where in the last inequality we have used the fact 1− xβ ≤ (1− x)β for any x ∈ [0, 1]. Similarly,
we have
Kφ1(r) = 1{s≤r≤t}
∫ t
s
e−θ|r−u|uβ−1du ≤ 1
β
(t− s)β1{s≤r≤t},
which implies
‖Kφ1‖2H1 ≤
1
β2
(t− s)2β ∥∥1[s,t](·)∥∥2H1 ≤ 1β2 (t− s)2β · Cβ
∫
[s,t]2
|u− v|2β−2dudv
≤ Cβ
2β3(2β − 1) |t− s|
4β
. (3.28)
Hence, by (3.26), (3.27), (3.28), it follows from the inequality (3.11) that
‖φ1‖2H⊗2 ≤
( C2β
(2β − 1)2 +
C′2β
β2
+
Cβ
β(2β − 1)
) |t− s|4β
β2
. (3.29)
Next, by the symmetry of the function φ2 we have
‖φ2‖2H⊗21 = 16C
2
β
∫
0≤r1≤u1≤s≤r2≤u2≤t
e−θ|r1−r2|e−θ|u1−u2| |r1 − u1|2β−2 |r2 − u2|2β−2 d~ud~r.
Making the change of variables a = u1 − r1, b = s− u1, c = r2 − s, p = u2 − r2, we have∫
0≤r1≤u1≤s≤r2≤u2≤t
e−θ|r1−r2|e−θ|u1−u2| |r1 − u1|2β−2 |r2 − u2|2β−2 d~ud~r
=
∫ s
0
e−θaa2β−2da
∫ s−a
0
e−2θbdb
∫ t−s
0
e−θpp2β−2dp
∫ t−s−p
0
e−2θcdc
≤ Γ(2β − 1)
4θ2β+1
∫ t−s
0
p2β−2dp =
Γ(2β − 1)
4θ2β+1(2β − 1) |t− s|
2β−1
,
which implies that
‖φ2‖2H⊗21 ≤
4C2βΓ(2β − 1)
(2β − 1)θ2β+1 |t− s|
2β−1
. (3.30)
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The symmetry also implies that
‖φ2‖2H⊗22 = 2
∥∥∥e−θ|r1−r2|1{0≤r1≤s, s≤r2≤t}∥∥∥2
H
⊗2
2
= 2
(
C′β
∫
0≤r1≤s
eθr1rβ−11 dr1
∫ t
s
e−θr2rβ−12 dr2
)2
. (3.31)
Making the change of variables r2 = u+ s implies that∫ t
s
e−θr2rβ−12 dr2 =
∫ t−s
0
e−θ(u+s)(u+ s)β−1du
≤ e−θs
∫ t−s
0
uβ−1du =
1
β
e−θs(t− s)β . (3.32)
Substituting (3.32) into the identity (3.31) and then using Lemma 3.3, we have
‖φ2‖2H⊗22 ≤ 2
(CC′β
β
)2 |t− s|2β . (3.33)
Using Lemma 3.3 again, we obtain
Kφ2(r) = 1[0,s](r)
∫ t
s
e−θ(u−r)uβ−1du+ 1[s,t](r)
∫ s
0
e−θ(r−u)uβ−1du
≤ 1
β
(t− s)βe−θ(s−r)1[0,s](r) + Ce−θ(r−s)1[s,t](r).
Therefore,
‖Kφ2‖2H1 ≤
1
β2
(t− s)2β
∥∥∥e−θ(s−·)1[0,s](·)∥∥∥2
H1
+ C2
∥∥∥e−θ(·−s)1[s,t](·)∥∥∥2
H1
=: I1 + I2.
For the term I1,
I1 =
Cβ
β2
(t− s)2β
∫
[0,s]2
e−θ(s−r1)−θ(s−r2) |r1 − r2|2β−2 dr1dr2
=
2Cβ
β2
(t− s)2β
∫
[0,s]2,r1≤r2
e−θ(r1+r2) |r2 − r1|2β−2 dr1dr2
=
2Cβ
β2
(t− s)2β
∫
[0,s]2, 0≤a+b≤s
e−θ(a+2b)a2β−2dadb ≤ CβΓ(2β − 1)(t− s)
2β
θ2ββ2
,
where we have made the change of variables, a = r2 − r1 and b = r1. Similarly, for the term I2,
I2 = C
2Cβ
∫
[s,t]2
e−θ(r1−s)−θ(r2−s) |r1 − r2|2β−2 dr1dr2
= 2C2Cβ
∫
[0,t−s]2, r1≤r2
e−θ(r1+r2) |r2 − r1|2β−2 dr1dr2
= 2C2Cβ
∫
[0,t−s]2, 0≤a+b≤t−s
e−θ(a+2b)a2β−2dadb ≤ 2C
2Cβ(t− s)2β−1
2β − 1 .
Hence, we have
‖Kφ2‖2H1 ≤ Cβ
(
Γ(2β − 1)
θ2ββ2
|t− s|2β + 2C
2
2β − 1 |t− s|
2β−1
)
. (3.34)
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By the inequalities (3.11), (3.30), (3.33), (3.34), there exists a constant C′ > 0 independent of T
such that
‖φ2‖2H⊗2 ≤ C′
[ |t− s|2β + |t− s|2β−1 ].
Combining it with (3.25) and (3.29), we obtain the desired (3.24). 
For any t ∈ [0, T ], we denote
Ht = I2(hT (r, u)1{0≤r,u≤t}), (3.35)
and we apply the similar computations as above to obtain the following results about asymptotic
behavior of HT and the increment Ht −Hs.
Proposition 3.7. If Hypothesis 1.1 is satisfied, there exists a constant C > 0 independent of T
such that
sup
t≥0
E[|Ht|2] < C,
and there exist two constants C′ > 0 and α ∈ (0, 1) independent of T such that for any |t− s| ≤ 1,
E[|Ht −Hs|2] ≤ C′ |t− s|α .
Proposition 3.8. Let FT and HT be given in (3.13) and (3.35) respectively. If Hypothesis 1.1
is satisfied, we have
lim
T→∞
FT
T
= 0 and lim
T→∞
HT
T
= 0, a.s.. (3.36)
Proof. The proof is similar as [25]. We will only show limT→∞ FTT = 0, and the other is similar.
First, when β ∈ (12 , 34 ], Chebyshev’s inequality, the hypercontractivity of multiple Wiener-Itô
integrals and Proposition 3.4 imply that for any ǫ > 0,
P
(
Fn
n
> ǫ
)
≤ EF
4
n
n4ǫ4
≤ C
(
E(F 2n)
)2
n4ǫ4
≤ Cn−2 log n .
When β ∈ (34 , 1), we take an integer p > 12(1−β) . Then we apply Chebyshev’s inequality to obtain
that for any ǫ > 0,
P
(
Fn
n
> ǫ
)
≤ EF
p
n
npǫp
≤ C
(
E(F 2n)
)p/2
npǫp
≤ C
n2p(1−β)
.
The Borel-Cantelli lemma implies for β ∈ (12 , 1),
lim
n→∞
Fn
n
= 0, a.s..
Second, Propositions 3.5 implies that there exist two constants α ∈ (0, 1), Cα,β > 0 indepen-
dent of T such that for any |t− s| ≤ 1,
E[|Ft − Fs|2] ≤ Cα,β |t− s|α .
Then the Garsia-Rodemich-Rumsey inequality implies that for any real number p > 4α , q > 1
and integer n ≥ 1,
|Ft − Fs| ≤ Rp,qnq/p, ∀ t, s ∈ [n, n+ 1],
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where Rp,q is a random constant independent of n (see Proposition 3.4 of [25]).
Finally, since ∣∣∣∣FTT
∣∣∣∣ ≤ 1T |FT − Fn|+ nT |Fn|n ,
where n = [T ] is the biggest integer less than or equal to a real number T , we have FTT converges
to 0 almost surely as T →∞. 
Proposition 3.8 implies I2(gT ) =
FT−HT
2θT → 0 as T → ∞ almost surely. Next we study the
term bT .
Proposition 3.9. Let bT be given by (3.5). Suppose that Hypothesis 1.1 holds. We have
lim
T→∞
bT = CβΓ(2β − 1)θ−2β > 0. (3.37)
Proof. From Lemma 3.3, we obtain∥∥∥e−θ(t−·)1[0,t](·)∥∥∥2
H2
= C′β
( ∫ t
0
e−θ(t−u)uβ−1du
)2
≤ C′βC2t2(β−1), (3.38)
which together with Hypothesis 1.1 stating |Ψ(r, s)| ≤ C′β |rs|β−1, implies
lim
T→∞
∣∣∣∣∣
∫
[0, T ]2
e−θ(T−r)−θ(T−s)Ψ(r, s)drds
∣∣∣∣∣ ≤ limT→∞
∣∣∣∣∣
∫ T
0
e−θ(T−r)rβ−1dr
∣∣∣∣∣
2
= 0.
Then the identity (2.2) implies that
lim
T→∞
bT = lim
T→∞
∥∥∥e−θ(T−·)1[0,T ](·)∥∥∥2
H
= lim
T→∞
∥∥∥e−θ(T−·)1[0,T ](·)∥∥∥2
H1
+ lim
T→∞
∣∣∣∣∣
∫
[0, T ]2
e−θ(T−r)−θ(T−s)Ψ(r, s)drds
∣∣∣∣∣
= CβΓ(2β − 1)θ−2β ,
where the last step is from [9] or [26]. 
Remark 3.10. The upper bound (3.38) implies that as T →∞, the speed of convergence
1
T
∫ T
0
dt
∫
[0, t]2
e−θ(t−r)−θ(t−s)Ψ(r, s)drds→ 0
is at least 1
T 2(1−β) . Lemma 3.2 of [26] implies that the speed of convergence
1
T
∫ T
0
∥∥∥e−θ(t−·)1[0,t](·)∥∥∥2
H1
dt→ CβΓ(2β − 1)θ−2β
is at least 1T . By the identity (2.2), there exists a constant C > 0 such that when T is large
enough, ∣∣bT − CβΓ(2β − 1)θ−2β∣∣ ≤ C
T 2(1−β)
.
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Proof of Theorem 1.2. From (3.3), (3.4), (3.13), and (3.27),
1
T
∫ T
0
X2t dt = I2(gT ) + bT =
1
2θ
[
FT
T
− HT
T
] + bT .
Proposition 3.8 and 3.9 imply that
lim
T→∞
1
T
∫ T
0
X2t dt = CβΓ(2β − 1)θ−2β , a.s.,
which implies that the second moment estimator θ˜T is strongly consistent.
Since
θˆT − θ =
− 12T FT
I2(gT ) + bT
,
Proposition 3.8 and 3.9 imply that the least squares estimator θˆT is also strongly consistent. ✷
4. The Asymptotic normality
Proposition 4.1. Let γ be given as in Theorem 1.4. When β ∈ (12 , 34 ), there exists a constant
Cθ, β > 0 such that
1
T
‖fT ⊗1 fT‖H⊗2 ≤
Cθ, β
T γ
. (4.1)
Proof. Without loss of generality, we assume Cβ = C
′
β = 1. Recall that
(fT ⊗1 fT ) (u1, u2) :=
∫
[0,T ]2
fT (u1, v1)fT (u2, v2)
∂2
∂v1∂v2
R(v1, v2)dv1dv2.
Denote
(fT ⊗1′ fT ) (u1, u2) :=
∫
[0,T ]2
fT (u1, v1)fT (u2, v2) |v1 − v2|2β−2 dv1dv2.
Clearly, the functions fT , fT ⊗1′ fT and KfT ⊗ KfT are positive on [0, T ]2, and
|fT ⊗1 fT | ≤ Cβ |fT ⊗1′ fT |+ C′β |KfT ⊗ KfT | .
This implies
‖fT ⊗1 fT ‖2H⊗2 ≤ 2C
[ ‖fT ⊗1′ fT ‖2H⊗2 + ‖KfT ⊗ KfT ‖2H⊗2 ]. (4.2)
We first deal with the first item on the right hand side of (4.2). The inequality (3.11) implies
that ∣∣∣‖fT ⊗1′ fT ‖2H⊗2 − ‖fT ⊗1′ fT ‖2H⊗21
∣∣∣ ≤ ‖fT ⊗1′ fT ‖2H⊗22 + 2C′β ‖K(fT ⊗1′ fT )‖2H1 . (4.3)
By Theorem 5 in [10] and its proof, and Lemma 5.4 of [9] (see the archive version), we have
1
T
‖fT ⊗1′ fT ‖H⊗21 ≤
Cθ, β
T γ
. (4.4)
Lemma 3.6 of [25] also implies(
fT ⊗1′ fT
)
(u, v) ≤ C |u− v|2β−2 1[0, T ]2(u, v).
As a result,
‖fT ⊗1′ fT ‖2H⊗22 ≤ C
(∫
[0,T ]2
|u− v|2β−2 (uv)β−1dudv
)2
= CT 2(4β−2), (4.5)
PARAMETER ESTIMATION FOR ORNSTEIN-UHLENBECK PROCESSES 15
and
K(fT ⊗1′ fT )(u) ≤ C1[0, T ](u)
∫ T
0
|u− v|2β−2 vβ−1dv
= C1[0, T ](u)
[ ∫ u
0
(u− v)2β−2vβ−1dv +
∫ T
u
(v − u)2β−2vβ−1dv
]
≤ C1[0, T ](u)
[
u3β−2 + uβ−1
∫ T
u
(v − u)2β−2dv
]
≤ C1[0, T ](u)T 2β−1uβ−1.
Hence,
‖K(fT ⊗1′ fT )‖2H1 ≤ CT 2(2β−1)
∫ T
0
uβ−1du
∫ T
0
vβ−1|u− v|2β−2dv = CT 4(2β−1). (4.6)
Therefore, when β ∈ (12 , 34 ),
lim
T→∞
1
T 2
[ ‖fT ⊗1′ fT ‖2H⊗22 + ‖K(fT ⊗1′ fT )‖2H1 ] = 0.
By (4.3)-(4.6), we have
1
T
‖fT ⊗1′ fT ‖H⊗2 ≤ max
(
Cθ, β
T γ
, T 4β−3
)
=
Cθ, β
T γ
. (4.7)
Next, we deal with the second item on the right hand side of (4.2). The inequality (3.22)
implies that
‖KfT ‖2H2 ≤
∫ T
0
rβ−1uβ−1|ru|β−1drdu = CT 2(2β−1),
which together with the inequalities (3.23) and (3.10) implies that
‖KfT ‖2H ≤ CT 2(2β−1).
Therefore, we have
‖KfT ⊗ KfT ‖2H⊗2 = ‖KfT‖4H ≤ CT 4(2β−1).
Hence,
1
T 2
‖KfT ⊗ KfT ‖2H⊗2 ≤ CT 2(4β−3),
which together with (4.7) and (4.2) implies the desired (4.1).

Proof of Theorem 1.3. Denote a constant that depends on θ and β as
a := CβΓ(2β − 1)θ−2β .
First, Proposition 3.4, Proposition 4.1 and Theorem 2.3 imply that as T →∞,
1
2
√
T
FT
law→ N (0, θa2σ2β). (4.8)
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Second, we rewrite the identity (3.6) as
√
T (θˆT − θ) =
− 1
2
√
T
FT
I2(gT ) + bT
.
The Slutsky’s theorem, Proposition 3.9 and the convergence result (4.8) imply that the asymp-
totic normality (1.4) holds. Third, we can show the asymptotic normality of
√
T
( 1
T
∫ T
0
X2sds− a
)
law→ N (0, a2σ2β/θ). (4.9)
In fact, we have
√
T
( 1
T
∫ T
0
X2sds− a
)
=
1
2θ
[ FT√
T
− HT√
T
]
+
√
T
(
bT − a). (4.10)
Remark 3.10 implies that the speed of convergence bT → a is at least 1T 2(1−β) . Hence, when
β ∈ (12 , 34 ), limT→∞
√
T
(
bT −a) = 0. Proposition 3.7 and the proof of Proposition 3.8 imply that
HT√
T
→ 0 a.s. as T →∞. Thus, the Slutsky’s theorem implies that (4.9) holds. Finally, since
θ˜T =
( 1
CβΓ(2β − 1)T
∫ T
0
X2sds
)− 12β
,
the delta method (see [27, Example 27.2]) implies that the asymptotic normality (1.5) holds. ✷
5. the Berry-Esséen bound
We need several lemmas before the proof of Theorem 1.4. Without loss of generality, we
assume Cβ = C
′
β = 1. The following lemma is a result of Lemma 3.5 in [26] and the inequalities
(3.11), (3.21)-(3.23).
Lemma 5.1. The speed of convergence
‖fT ‖2H⊗2
2θσ2βT
→ (CβΓ(2β − 1)θ−2β)2
is 1T 3−4β as T →∞.
Lemma 5.2. Let fT , hT be given in (3.1) and (3.2). There exists a constant C > 0 independent
of T such that ∥∥∥∥ 1√T hT
∥∥∥∥
2
H⊗2
≤ C
T
,
and ∣∣∣∣〈 1√T fT , 1√T hT 〉H⊗2
∣∣∣∣ ≤ CT (1 + T 3β−2).
Proof. It is equivalent to show there exists a constant C > 0 independent of T such that
‖hT ‖2H⊗2 ≤ C, (5.1)
|〈fT , hT 〉H⊗2 | ≤ C(1 + T 3β−2). (5.2)
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First, we have
‖hT ‖2H⊗21 =
∥∥∥e−θ(T−·)1[0,T ](·)∥∥∥4
H1
=
(∫
[0,T ]2
e−θ[(T−t1)+(T−t2)] |t1 − t2|2β−2 dt1dt2
)2
= 4
(∫
0<t1<t2<T
e−θ[(T−t1)+(T−t2)](t2 − t1)2β−2dt1dt2
)2
= 4
(∫
[0,T ]2, 0<a+b<T
e−θ(2a+b)b2β−2dadb
)2
≤ (Γ(2β − 1)θ−2β)2 , (5.3)
where we have made the change of variables T − t2 → a, t2− t1 → b in the fourth step. We also
have
‖hT ‖2H⊗22 =
∥∥∥e−θ(T−·)1[0,T ](·)∥∥∥4
H2
=
(∫ T
0
e−θ(T−r)rβ−1dr
)4
≤ C,
where for the inequality we have used Lemma 3.3. In addition, Lemma 3.3 also implies
KhT (·) = e−θ(T−·)1[0,T ](·)
∫ T
0
e−θ(T−s)sβ−1ds ≤ Ce−θ(T−·)1[0,T ](·), (5.4)
and
‖KhT ‖2H1 ≤ C
∥∥∥e−θ(T−·)1[0,T ](·)∥∥∥2
H1
≤ CCβΓ(2β − 1)θ−2β,
where the last step is from the proof of Proposition 3.9. By the inequality (3.11), we have the
desired (5.1).
Next, the inequality (3.12) implies that
|〈fT , hT 〉H⊗2 | ≤
∣∣∣〈fT , hT 〉H⊗21
∣∣∣+ ∣∣∣〈fT , hT 〉H⊗22
∣∣∣+ 2C′β |〈KfT , KhT 〉H1 | . (5.5)
Denote ~t = (t1, t2), ~s = (s1, s2). The symmetry of the functions fT and hT implies that
〈fT , hT 〉H⊗21 =
∫
[0,T ]4
e−(T−t1+T−s1+|t2−s2|)θ |t1 − t2|2β−2 |s1 − s2|2β−2 d~td~s
= 2
∫
0≤s1,t2,s2≤t1≤T
e−(T−t1+T−s1+|t2−s2|)θ |t1 − t2|2β−2 |s1 − s2|2β−2 d~td~s
+ 2
∫
0≤s1,t1,s2≤t2≤T
e−(T−t1+T−s1+|t2−s2|)θ |t1 − t2|2β−2 |s1 − s2|2β−2 d~td~s.
The L’Hôpital’s rule implies that
lim
T→∞
∫
0≤s1,t2,s2≤t1≤T
e−(T−t1+T−s1+|t2−s2|)θ |t1 − t2|2β−2 |s1 − s2|2β−2 d~td~s
= lim
T→∞
1
2θ
∫
[0,T ]3
e−(T−s1+|t2−s2|)θ(T − t2)2β−2 |s1 − s2|2β−2 dt2d~s
=
4β − 1
4θ4β
Γ2(2β − 1)
(
1 +
Γ(4β − 1)Γ(3− 4β)
Γ(2− 2β)Γ(2β)
)
,
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where the last limit is from [9]. The L’Hôpital’s rule implies that
lim
T→∞
∫
0≤s1,t1,s2≤t2≤T
e−(T−t1+T−s1+|t2−s2|)θ |t1 − t2|2β−2 |s1 − s2|2β−2 d~td~s
= lim
T→∞
1
2θ
∫
[0,T ]3
e−(T−t1+T−s1+T−s2)θ(T − t1)2β−2 |s1 − s2|2β−2 dt1d~s
= C lim
T→∞
∫
[0,T ]2
e−(T−s1+T−s2)θ |s1 − s2|2β−2 d~s
= C lim
T→∞
‖e−θ(T−·)1[0,T ](·)‖H1 ≤ C ,
where we have used (5.3) in the last step. Hence we have
∣∣∣〈fT , hT 〉H⊗21
∣∣∣ ≤ C.
The symmetry and Lemma 3.3 imply that
〈fT , hT 〉H⊗22 =
∫
[0,T ]4
e−(T−t1+T−s1+|t2−s2|)θ(t1t2s1s2)β−1d~td~s
=
(∫ T
0
e−(T−t1)θtβ−11 dt1
)2 ∫
[0,T ]2
e−θ|t2−s2|(t2s2)β−1dt2ds2
≤ CT 2(β−1)
∫
[0,T ]2
e−θ|t2−s2|(t2s2)β−1dt2ds2
≤ CT 4β−3,
where the last line is from the inequality (3.20).
The inequalities (3.22) and (5.4) imply that
〈KfT , KhT 〉H1 ≤ C
∫
[0,T ]2
uβ−1e−θ(T−v) |u− v|2β−2 dudv.
We consider the right hand side on two subregions of [0, T ]2. On {0 ≤ u ≤ v ≤ T }, we make the
change of variable a = v − u and apply the proof of Lemma 3.3 to obtain∫
0≤u≤v≤T
uβ−1e−θ(T−v) |u− v|2β−2 dudv =
∫
0≤a≤v≤T
(v − a)β−1e−θ(T−v)a2β−2dadv
=
∫ 1
0
(1− x)β−1x2β−2dx ·
∫ T
0
e−θ(T−v)v3β−2dv
≤ CT 3β−2.
On {0 ≤ v ≤ u ≤ T }, we make the change of variable a = u− v and apply Lemma 3.3 to obtain∫
0≤v≤u≤T
uβ−1e−θ(T−v) |u− v|2β−2 dudv =
∫
0≤a≤u≤T
uβ−1e−θ(T−(u−a))a2β−2dadu
≤ Γ(2β − 1)
θ2β−1
∫ T
0
uβ−1e−θ(T−u)du
≤ C.
Hence, we have 〈KfT , KhT 〉H1 ≤ C(1 + T 3β−2). Substituting the upper bounds of
〈fT , hT 〉H⊗21 , 〈fT , hT 〉H⊗22 , 〈KfT , KhT 〉H1
into the inequality (5.5), we have the desired (5.2). 
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Proposition 5.3. Denote a := CβΓ(2β − 1)θ−2β and
QT :=
FT −HT√
T
where FT and HT are given in (3.13) and (3.35) respectively. The constant γ that depends on β
is defined in Theorem 1.4. Then there exists a constant Cθ,β such that when T is large enough,
sup
z∈R
∣∣∣∣∣∣P (
1√
4θa2σ2β
QT ≤ z)− P (Z ≤ z)
∣∣∣∣∣∣ ≤
Cθ,β
T γ
. (5.6)
Proof. It follows from (4.9)-(4.10) that
1√
4θa2σ2β
QT
law→ N (0, 1).
By the Fourth moment Berry-Esséen bound (see, for example, Corollary 5.2.10 of [22]), we have
sup
z∈R
∣∣∣∣∣∣P (
1√
4θa2σ2β
QT ≤ z)− P (Z ≤ z)
∣∣∣∣∣∣
≤
√
E[Q4T ]− 3E[Q2T ]2
3E[Q2T ]
2
+
∣∣∣E[Q2T ]− 4θa2σ2β∣∣∣
E[Q2T ] ∨ (4θa2σ2β)
Lemma 5.1 and Lemma 5.2 imply that the second term is bounded by CTγ . For the first term,
we have E[Q2T ]→ 4θa2σ2β , so we only need to show when T is large enough,
E[Q4T ]− 3E[Q2T ]2 ≤
C
T 2γ
. (5.7)
In fact, we have
E[Q4T ]− 3
(
E[Q2T ]
)2
= E
[(
FT√
T
)4]
− 3
[
E
(
FT√
T
)2]2
− 3

[E[Q2T ]]2 −
[
E
(
FT√
T
)2]2

+ E
[(
HT√
T
)4]
+ 6E
[(
FT√
T
)2(
HT√
T
)2]
− 4E
[(
FT√
T
)3(
HT√
T
)]
− 4E
[(
FT√
T
)(
HT√
T
)3]
.
(5.8)
Proposition 4.1 and Eq. (5.2.5) of [22] imply that
E
[(
FT√
T
)4]
− 3
[
E
(
FT√
T
)2]2
≤ C
(
1
T
‖fT ⊗1 fT ‖H⊗2
)2
≤ C
T 2γ
.
Lemma 5.1, Lemma 5.2 and the Cauchy-Schwarz inequality imply that∣∣∣∣∣∣
[
E[Q2T ]
]2 −
[
E
(
FT√
T
)2]2∣∣∣∣∣∣ ≤ E
[
Q2T +
(
FT√
T
)2]
E
∣∣∣∣HT√T
(
HT − 2FT√
T
)∣∣∣∣
≤ C
T
(1 + T 3β−2) ≤ C
T 2γ
.
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From the Hypercontractivity of multiple Wiener-Itô integrals, the Cauchy-Schwarz inequality,
Lemma 5.1 and Lemma 5.2, the other three terms containing squared, cubic, and quartic HT√
T
in
(5.8) are all bounded by CT .
Finally, we deal with the term E
[(
FT√
T
)3 (
HT√
T
)]
. We apply the product formula of (2.4) for the
term F 3T and use the orthogonality of multiple Wiener-Itô integrals to obtain
E
[
FT
3HT
]
= 16E[I2((fT ⊗˜1fT )⊗˜1fT )HT ] + 12E[I2((fT ⊗˜fT )⊗˜2fT )HT ]
+ 2 ‖fT ‖2H⊗2 E[FTHT ]. (5.9)
We will deal with the three items on the right-hand side of the above equation (5.9). First, we
apply Itô’s isometry and the Cauchy-Schwarz inequality to obtain∣∣E[I2((fT ⊗˜1fT )⊗˜1fT )HT ]∣∣ = 2 ∣∣〈(fT ⊗˜1fT )⊗˜1fT , hT 〉H⊗2∣∣
≤ ∥∥fT ⊗˜1fT∥∥H⊗2 · ‖fT ‖H⊗2 · ‖hT ‖H⊗2
≤ CT 32−γ .
where the last inequality is from Proposition 4.1, Lemma 5.1 and the inequality (5.1).
Second, we apply Lemma 5.1 and the inequality (5.2) to obtain
‖fT ‖2H⊗2 E[FTHT ] = ‖fT ‖2H⊗2 · |〈fT , hT 〉H⊗2 | ≤ C(T + T 3β−1). (5.10)
Third, the symmetry of fT implies that on [0, T ]
4,
fT ⊗˜fT (u, v, x, y) = 1
3
[
e−θ(|u−v|+|x−y|) + e−θ(|u−x|+|v−y|) + e−θ(|u−y|+|v−x|)
]
,
(fT ⊗˜fT )⊗˜2fT (u, v) = 1
3
[
‖fT ‖2H⊗2 · fT (u, v) + 2〈e−θ(|u−x|+|v−y|), fT (x, y)〉H⊗2
]
. (5.11)
We apply Fubini’s theorem, the Cauchy-Schwarz inequality and Proposition 4.1 to obtain∣∣∣〈〈e−θ(|u−x|+|v−y|), fT (x, y)〉H⊗2 , hT (u, v)〉
H⊗2
∣∣∣ = |〈(fT⊗1fT )⊗1fT , hT 〉H⊗2 | ≤ CT 32−γ . (5.12)
Hence, by (5.11), (5.12), (5.10), and Itô isometry,
E[I2((fT ⊗˜fT )⊗˜2fT )HT ] ≤ C(T 32−γ + T + T 3β−1).
By the above arguments, we obtain∣∣∣∣∣E
[(
FT√
T
)3 (
HT√
T
)]∣∣∣∣∣ ≤ C(T− 12−γ + T−1 + T 3(β−1)) ≤ CT 2γ .
Therefore, the desired inequality (5.7) holds. This concludes the proof. 
Proof of Theorem 1.4. It follows from the equations (3.5)-(3.6), Theorem 2.4, and Proposition 3.9
that there exists a constant C independent of T such that for T large enough,
sup
z∈R
∣∣∣∣∣P
(√ T
θσ2β
(θˆT − θ) ≤ z
)
− P (Z ≤ z)
∣∣∣∣∣
≤ C ×max
( ∣∣∣∣∣b2T − ‖fT‖
2
H⊗2
2θσ2βT
∣∣∣∣∣ , 1T ‖fT ⊗1 fT ‖H⊗2 , 1√T ‖fT ⊗1 gT ‖H⊗2 ,
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1√
T
〈fT , gT 〉H⊗2 , ‖gT ‖2H⊗2 , ‖gT ⊗1 gT ‖H⊗2
)
, (5.13)
where gT is given by (3.3). Denote a = CβΓ(2β − 1)θ−2β. Then Remark 3.10 and Lemma 5.1
imply that there exists a constant C > 0 such that for T large enough,∣∣∣∣∣b2T − ‖fT ‖
2
H⊗2
2θσ2βT
∣∣∣∣∣ ≤ ∣∣b2T − a2∣∣+
∣∣∣∣∣ ‖fT ‖
2
2θσ2βT
− a2
∣∣∣∣∣ ≤ CT 3−4β .
Since gT = (fT − hT )/2θT , we apply Minkowski’s inequality, Lemma 5.1 and Lemma 5.2 to
conclude that there exists a constant C > 0 such that for T large enough,
‖gT ‖H⊗2 ≤
C√
T
[∥∥∥∥ fT√T
∥∥∥∥
H⊗2
+
∥∥∥∥ hT√T
∥∥∥∥
H⊗2
]
≤ C√
T
,
which, together with the Cauchy-Schwarz inequality and Lemmas 5.1, implies
1√
T
‖fT ⊗1 gT ‖H⊗2 ≤
C√
T
,
1√
T
|〈fT , gT 〉H⊗2 | ≤ C√
T
, ‖gT ⊗1 gT‖H⊗2 ≤
C
T
, ‖gT ‖2H⊗2 ≤
C
T
.
Substituting (4.1) and the above inequalities into (5.13), we obtain the desired Berry-Esséen
bound (1.6).
The Berry-Esséen bound (1.7) can be obtained by the similar arguments of Theorem 3.2 in
[17]. Denote
A := P (
√
4β2T
θσ2β
(θ˜T − θ) ≤ z)− P (Z ≤ z) .
Since θ˜T > 0, we shall suppose z > −
√
4β2T
θσ2
β
θ. Otherwise, the standard estimate for a normal
random variable P (|Z| ≥ t) ≤ 1t , ∀t > 0 yields
|A| = P (Z ≤ z) ≤ C√
T
.
Now by (1.3) for the formula of θ˜T , we have
A = P

θ˜T − θ ≤
√
θσ2β
4β2T
z

− P (Z ≤ z)
= P

 1
CβΓ(2β − 1)T
∫ T
0
X2t dt ≥
(√ θσ2β
4β2T
z + θ
)−2β− P (Z ≤ z)
= P

 1
T
∫ T
0
X2t dt− a ≥ Γ(2β − 1)Cβ
[(√ θσ2β
4β2T
z + θ
)−2β − θ−2β]

− P (Z ≤ z)
= P
(
QT√
T
+ 2θ(bT − a) ≥ 2aθ
[(
1 +
zσβ
2β
√
θT
)−2β − 1])− P (Z ≤ z),
where in the last step we have used (4.10) and the term QT =
FT−HT√
T
as given in Proposition 5.3.
We take the short-hand notation Φ¯(z) = 1− P (Z ≤ z) and
ν =
√
θT
σ2β
[(
1 +
zσβ
2β
√
θT
)−2β − 1].
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Then
|A| =
∣∣∣∣∣∣P

 1√
4θa2σ2β
(
QT + 2θ
√
T (bT − a)
) ≥ ν

 − P (Z ≤ z)
∣∣∣∣∣∣
≤
∣∣∣∣∣∣P

 QT√
4θa2σ2β
≥ ν −
√
θT (bT − a)√
a2σ2β

− Φ¯

ν −
√
θT (bT − a)√
a2σ2β


∣∣∣∣∣∣
+
∣∣∣∣∣∣Φ¯

ν −
√
θT (bT − a)√
a2σ2β

− Φ¯(ν)
∣∣∣∣∣∣+
∣∣Φ¯(ν)− P (Z ≤ z)∣∣ ,
where the first term is bounded by CTγ from Proposition 5.3, the third term is bounded by
C√
T
from Lemma 5.4 below, and the second term is bound by C
T
3−4β
2
from Remark 3.10 and the
standard estimate for the tail of a normal random variable,
∣∣Φ¯(z1)− Φ¯(z2)∣∣ ≤ |z1 − z2|. ✷
Lemma 5.4. Let c > 0 be a constant. Denote ν(z) = c2β
√
T
[(
1+ z
c
√
T
)−2β−1] when z > −c√T
and Φ¯(z) = 1−P (Z ≤ z). Then there exists some positive number C independent of T such that
sup
z>−c√T
∣∣Φ¯(ν) − Φ(z)∣∣ ≤ C√
T
.
Proof. We follow the line of the proof of Theorem 3.2 in [17]. By the mean value theorem, there
exists some number η ∈ (0, 1) such that
ν = −z(1 + zη
c
√
T
)−2β−1
.
Hence,
∣∣Φ¯(ν)− Φ(z)∣∣ = ∣∣∣∣Φ((1 + zηc√T
)−2β−1 · z)− Φ(z)∣∣∣∣
=
1√
2π
∫ z
z
(
1+ zη
c
√
T
)−2β−1 e− t22 dt .
When z ∈ (−c√T ,− 12c
√
T ], it is obvious that
1√
2π
∫ z
z
(
1+ zη
c
√
T
)−2β−1 e− t22 dt ≤ Φ(−12c
√
T ) ≤ C√
T
.
When z ∈ (− 12c
√
T , 0), we have
1√
2π
∫ z
z
(
1+ zη
c
√
T
)−2β−1 e− t22 dt ≤ |z| e− z22 ((1 + zη
c
√
T
)−2β−1 − 1). (5.14)
The mean value theorem implies that there exists some number η′ ∈ (0, 1) such that
(
1 +
zη
c
√
T
)−2β−1 − 1 = (−1− 2β) zη
c
√
T
(
1 +
zηη′
c
√
T
)−2β−2 ≤ (1 + 2β)(1
2
)−2β−2 |z|
c
√
T
.
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Substituting the above inequality into (5.14), and since the function f(z) = z2e−
z2
2 is uniformly
bounded, we have that when z ∈ (− 12c
√
T , 0),
1√
2π
∫ z
z
(
1+ zη
c
√
T
)−2β−1 e− t22 dt ≤ C√
T
.
When z ≥ 0, using the mean value theorem and making the change of variable t = z2s together
with the fact that f2(s, z) = z
2e−
s2z4
2 is also uniformly bounded, we conclude that there exists
a number η′ ∈ (0, 1) such that∫ z
z
(
1+ zη
c
√
T
)−2β−1 e− t22 dt =
∫ 1
z
1
z
(
1+ zη
c
√
T
)−2β−1 z2e− s2z42 ds
≤ C 1
z
(
1− (1 + zη
c
√
T
)−2β−1)
= C(1 + 2β)
1
z
(
1 +
zηη′
c
√
T
)−2β−2 zη
c
√
T
≤ C√
T
.

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