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INTEGRALS OF IRREDUCIBLE REPRESENTATIONS OF
CLASSICAL GROUPS
DA XU AND PALLE JORGENSEN
Abstract. This paper is concerned with integrals which integrands are the
monomials of matrix elements of irreducible representations of classical groups.
Based on analysis on Young tableaux, we discuss some related duality theorems
and compute the asymptotics of the group integrals when the signatures of the
irreducible representations are fixed, as the rank of the classical groups go to
infinity. These group integrals have physical origins in quantum mechanics,
quantum information theory, and lattice Gauge theory.
1. Some origins in physics
In the present paper, we shall consider the group integral
∫
G
ρλ
(1)
i1j1ρ
λ(2)
i2j2 · · · ρλ
(k)
ikjk
ρ¯λ
′(1)
i′1j
′
1
ρ¯λ
′(2)
i′2j
′
2
· · · ρ¯λ
′(k
′
)
i′
k
′ j
′
k
′
du, (1.1)
whereG is a compact classical Lie group and du denotes its Haar measure, and ρλ(i),
ρ¯λ
′(i) are irreducible representations and dual representations of G with signatures
λ(i) and λ
′(i) respectively. We shall focus on some related duality theorems first
and then investigate the asymptotics of this integral as the rank of the group G
goes to infinity and the signatures of the representations are fixed. These group
integrals as random matrix integrals have important applications in many fields of
physics. Let us review some of the physics origins.
1.1. Group integrals in quantum information theory. We shall spend more
time on quantum information theory than other aspects. In this subsection, let us
review some standard definitions and facts that are used in this subsection and the
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totics, random matrix.
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2whole paper. We adopt the following standard conventions of quantum mechanics:
The states of an n-level quantum system (and we include the case infinity) are
represented by an n-dimensional complex Hilbert space H. In this familiar repre-
sentation, the states of a composite of two systems A and B say, the first one A
n-level, and the second B m-level, is then represented by the tensor product of the
respective Hilbert spaces HA and HB. As a result, the composite system (AB)
is an (nm)-level system. This also makes sense in the infinite case where we then
use standard geometry for Hilbert space, and suitable choices of orthonormal bases
(ONBs). For a fixed system with Hilbert space H, the corresponding pure quantum
states are vectors in H of norm one, or rather equivalence classes of such vectors:
Equivalent vectors v and v′ in H yield the same rank-one projection operator P ,
i.e., the projection of H onto the one-dimensional subspace in H spanned by v.
In Dirac’s terminology, we write P := |v〉〈v|. As per Dirac, a bra-ket is an inner
product in an ambient Hilbert space H, while a ket-bra is a rank-one operator in
H. So a bra-ket is a complex scalar, while a ket-bra is an operator. We will work
with the group U(n) of d by d complex unitary matrices; the matrix entries of a
matrix U will be denoted by double subscripts Uij = 〈i|U |j〉, and this will refer
to the standard ONB in Cn. Normalized Haar measure will be denoted ”du”. If
n = 2, i.e. H ≡ C2, the familiar Pauli matrices offer a conventional realization of
pure and mixed states. Set
σ1 =

 0 1
1 0

 , σ2 =

 0 −i
i 0

 , σ3 =

 1 0
0 −1

 . (1.2)
Let ρ be a state, and consider the point
(ρ(σ1), ρ(σ2), ρ(σ3)) ∈ R3. (1.3)
A computation shows that
ρ(σ1)
2 + ρ(σ2)
2 + ρ(σ3)
2 ≤ 1, (1.4)
3and the equality holds in (3.2) if and only if the state ρ is pure. Here the pure state
are represented by the points on the two-sphere S2 ∈ R3. Identify a state ρ with
ρ(A) = Tr(ρA), (1.5)
for all complex 2× 2 matrices A. The state is pure if and only if ∃v ∈ H, ‖v‖ = 1,
such that ρ = |v〉〈v|. Further, we recall that quantum observables are selfadjoint
operators in H; and states selfadjoint positive semi-definite trace-class operators ρ
on H whose trace is one, called density matrices. We can use the terminology ”den-
sity matrix” even if H is infinite-dimensional. By the Spectral Theorem, a density
matrix ρ then corresponds to a pure state if and only if it is a rank-one projection.
In general, a state ρ may be mixed, in which case it is a convex combination of pure
states, allowing for infinite convex combinations. When this standard formalism is
applied to the tensor product (AB) of two quantum systems A and B, then states
ρ in the tensor product Hilbert space have associated marginal states. They are
obtained by an application of a partial trace computation: When we trace over
an ONB for the second system B, i.e., a partial trace-summation applied to ρ, we
obtain an associated marginal state ρA , where ρA is now a density matrix in the
Hilbert space HA. And analogously, a partial trace summation using an ONB in
HA yields ρB , the second marginal state. Motivated by recent applications, in this
paper we are concerned with the computation of von Neumann entropy of marginal
states derived from pure states in composite systems (AB), formed from tensor
factors A and B, A n-level, and B m-level. First, Dirac terminology is defined by
Definition 1. R := |v〉〈w| is a operator that satisfies Rx := |v〉〈w|x = 〈w|x〉v,
with inner product 〈w|x〉 ∈ C.
Then from the definition, R∗ = |v〉〈w|∗ = |w〉〈v|, and R2 = 〈w|v〉|v〉〈w| =
〈w|v〉R.
Definition 2. Let H be a complex Hilbert space and mapping the complex Hilbert
space HA on HB such that H = HA⊗HB. Let ρ : H → H be a trace class operator.
4Pick {ei} ONB in HA , and {fj} ONB in HB. If x1, y1 ∈ HA, set
〈x1|ρAy1〉HA :=
∑
j
〈x1 ⊗ fj |ρ(y1 ⊗ fj)〉H. (1.6)
If x2, y2 ∈ HB, set
〈x2|ρBy2〉HB :=
∑
i
〈ei ⊗ x2|ρ(ei ⊗ y2)〉H. (1.7)
Definition 3. Let H be a complex Hilbert space, an set T1(H) = all density matrices ,i.e.,
all ρ : H → H linear, ρ is a trace class, 〈x|ρx〉H ≥ 0, ∀x ∈ H,and Tr(ρ) = 1, then
by the spectral theorem, the operator ρ ln(ρ) is well defined. The value S(ρ) :=
−Tr(ρ ln ρ) is called the von Neumann entropy.
We will compute SA(ρA), and SB(ρB) with Sρ. Further note that if ρ ∈ T1(H),
there are projection Pk := |vk〉〈vk|, λk ∈ R, λk ≥ 0,
∑
k λk = 1, such that
ρ =
∑
k
λkPk, (1.8)
and
S(ρ) = −
∑
k
λk lnλk. (1.9)
It follows that if ρ is a pure state , then S(ρ) = 0.
Lemma 1.1. If ρ ∈ T1(H), then the linear functional φ := φρ defined by
φ(A) := Tr(ρA), (1.10)
for A ∈ B(H) = all bounded operators from H to H, satisfies
φ(A∗A) ≥ 0, (1.11)
and
φ(I) = 1, (1.12)
5with the identity operator in H. If ρ = Pv := |v〉〈v|, for v ∈ H, then
Tr(ρA) = 〈v|Av〉H, (1.13)
for all A ∈ B(H).
Definition 4. Let ρ ∈ T1(H). By the spectral theorem, there is an ONB {ei} in H
and an eigenvalue list λ1 ≥ λ2 ≥ · · · ,
∑
λi = 1, such that
ρ =
∞∑
i=1
λi|ei〉〈ei|, (1.14)
where Pi := |ei〉〈ei| is the projection onto Cei, and ρei = λiei.
If dim (H) =∞, then λi → 0.
Proof. An application of the spectral theorem. 
The following lemma is due to Schmit:
Lemma 1.2. Let ∀v ∈ H = HA⊗HB, then there exist ONBs {ei} of HA and {fi}
of BA , and ξk ≥ 0, ξk ≥ 0 such that v =
∑
k ξkek ⊗ fk.
Proof. We refer the proof to page 150 in [11]. 
Remark. The conclusion from the Lemma applies to higher rank tensor products
as well. It follows for example induction: Given an n-fold Hilbert tensor product H
formed from Hilbert spaces Hi, i = 1, 2, ...n as tensor factors; consider an arbitrary
vector v in H (the tensor product Hilbert space). Then there are n ONBs, one in
each Hilbert space Hi , the bases depending on the given vector v, and there are
numbers c with corresponding indices such that v has a representation like the case
n = 2, but now with each tensor factor in the sum being a n-fold tensor of vectors
from the respective ONBs. And the convergence with coefficients c holds in the
same sense.
Lemma 1.3. Let H = HA ⊗HB be a tensor product of Hilbert spaces as described
above. Let ρA ∈ T1(HA) and ρB ∈ T1(HB). The the following two conditions are
6equivalent:
(i)The two states ρA and ρB have the same eigenvalue list.
(ii)∃ρ ∈ T1(H) pure ,such that ρA = TrHB (ρ) and ρB = TrHA(ρ).
Proof. From (ii) to (i). Suppose a pure state exists ρ|v〉〈v| ∈ T1(H) satisfying the
two inequivalent conditions with respect to ρA and ρB. Then v ∈ H must satisfy
‖v‖ = 1. Since H = HA ⊗HB, by schmidt’s theorem there are ONBs {ei} for HA
and HB, and the there are
ξk ∈ R, ξk ≥ 0, such that v =
∑
k
ξkek ⊗ fk. (1.15)
We will now compute the marginal density matrices ρA and ρB with the use of the
two ONBs in (3.2). From the Schmidt decomposition. Instead if x, y ∈ HA, then
〈x|ρAy〉 =
∑
j
〈x⊗ fj |ρ(y ⊗ fj)〉H =
∑
i
〈x⊗ fj |v〉〈v|(y ⊗ fj)〉H
=
∑
i,k
ξiξk〈x⊗ fj |ei ⊗ fi〉〈ek ⊗ fk|y ⊗ fj〉H
=
∑
j,k,k
ξiξk〈x⊗ ei〉HA〈fj |fi|fj〉HB 〈ek|y〉HA〈fk|fj〉HB
=
∑
i,k
ξiξk
∑
j
δjiδkj〈x|ei〉HA〈ek|y〉HA =
∑
k
ξ2k〈x|ek〉〈ek|y〉
= 〈x|
∑
k
ξ2kPk|y〉HA , (1.16)
with Pk := |ek〉〈ek|. It follows that {ξ2k} is the eigenvalue list for the state
ρA =
∑
k
ξ2kPk. (1.17)
In deed we can arrange the order ξ21 ≥ ξ22 ≥ · · · . Since ‖v‖2H = 1, it follows from
(3.2) that
∑
k ξ
2
k = 1. The same argument shows that
ρB =
∑
k
ξ2k|fk〉〈fk|. (1.18)
So the same sequence {ξ2k} form the eigenvalue list of the second marginal state ρB.
7Now let’s prove (i)⇒ (ii).
Suppose two states ρA ∈ T1(HA), ρB ∈ T1(HB) have the same eigenvalue list λk,
λ1 ≥ λ2 ≥ · · · ≥ 0. Then there are ONBs {ei} in HA with ρAei = λiei; and {fi} in
HB with ρBfi = λifi. Set v =
∑
i
√
λiei ⊗ fi. Then v ∈ H satisfies ‖v‖2H = 1; and
TrHB |v〉〈v| = ρA
, and
TrHA |v〉〈v| = ρB.
Moreover these states satisfy (3.3) and (1.18) with |ξi|2 = λi.

Don N. Page’s paper [16] considered a system AB with Hilbert dimension mn.
The entropy of a pure state of the whole system is zero. The author reobtained an
approximated formula by of The entropy of the subsystem A which was derived by
Lubkin [14]:
Smn ≃ lnm− m
2n
, (1.19)
and also conjectured
Smn =
mn∑
k=n+1
1
k
− m− 1
2n
. (1.20)
This conjecture was proved later by S.K.Foong and S.Kanno [6]. Page’s work is also
used in the analysis of the information loss in black hole radiations. It turned out
that the information comes out extremely slowly. Later there have been many work
on random pure states of entanglement [8][18][1][3][14][5][10][20][15]. Therefore it
is interesting to compute the average entropy of a random pure state with respect
to various symmetries. The calculation of the entropy will rely on the calculation
of group integrals of unitary group.
81.2. Group integrals in quantum mechanics and gauge theory. Weingarten
mentioned the asymptotics of the group integrals are connected to the g−2 expan-
sion of the Green’s functions of Wilson’s formulation of gauge theory on a lattice
[21]. His results showed that how fast the m-string vertices fall in Feynman dia-
gram. Since gauge fields of various representations also involve in the interactions,
so the integral (1.1) is physically important.
Also, in quantum mechanics [19], when we consider the orbital momentum and
spin angular momentum of electrons, we consider the average of the product matrix
elements of irreducible representations of SU(2), which is a more general integral
integral:
∫
SU(2)
DJ1i1j1D
J2
i2j2
· · ·DJkikjkD
J
′
1∗
i
′
1j
′
1
D
J
′
2∗
i
′
2j
′
2
· · ·DJ
′
k
′ ∗
i
′
k
′ j
′
k
′
du, (1.21)
where du is the Haar measure of SU(2). Recall Wigner formula [19]
DJ
m′m
(α, β, γ) = e−
√−1(αm′+γm)dJ
m′m
(β), (1.22)
where
dJ
m′m
(β)
=(−1)m
′−m∑
µ
(−1)µ
√
(j +m)!(j −m)!(j +m′)!(j −m′)!
µ!(j +m− µ)!(j − µ−m′)!(m′ + µ−m)!
(cos(β/2))2j+m−m
′−2µ(sin(β/2))2µ+m
′−m, (1.23)
and µ goes over all the possible values that the denominators are defined. Note that
DJ(α, β, γ)∗
m,m′
= (−1)m−m
′
DJ(α, β, γ)−m,−m′ . Apply Wigner formula to (1.21),
9we get that (1.21) is equal to
1
32π2
∫ 4pi
0
dα
∫ pi
0
sinβdβ
∫ 4pi
0
e−
√−1(α(∑kp=1 ip−
∑k
′
p=1 i
′
p)+γ(
∑k
p=1 jp−
∑k
′
p=1 j
′
p)(−1)
∑k
p=1(ip−jp)+
∑k
p=1(i
′
p−j
′
p)
(
∑
µ,µ′
(−1)
∑k
p=1(µk+µ
′
k)
k∏
p=1
√
(Jk + jk)!(Jk − jk)!(Jk + ik)!(Jk − ik)!
µ!(Jk + jk − µ)!(Jk − µ− ik)!(ik + µ− jk)!
·
√
(J
′
k + j
′
k)!(J
′
k − j′k)!(J ′k + i′k)!(J ′k − i′k)!
µ!(J
′
k + j
′
k − µ)!(J ′k − µ− i′k)!(i′k + µ− j′k)!
· (cos(β/2))
∑k
p=1(2Jk+jk−ik−2µk)+
∑k
′
p=1(2J
′
k
′−j
′
k
′+i
′
k
′−2µ
′
k
′ )
· (sin(β/2))
∑k
p=1(−jk+ik+2µk+
∑k
′
p=1(j
′
k
′−i
′
k
′+2µ
′
k
′ ))
=δ
0,
∑
k
p=1 ip−
∑
k
′
p=1 i
′
p
δ
0,
∑
k
p=1 jp−
∑
k
′
p=1 j
′
p
(
∑
µ,µ′
(−1)
∑k
p=1(µk+µ
′
k)
k∏
p=1
√
(Jk + jk)!(Jk − jk)!(Jk + ik)!(Jk − ik)!
µ!(Jk + jk − µ)!(Jk − µ− ik)!(ik + µ− jk)!
·
√
(J
′
k + j
′
k)!(J
′
k − j′k)!(J ′k + i′k)!(J ′k − i′k)!
µ!(J
′
k + j
′
k − µ)!(J ′k − µ− i′k)!(i′k + µ− j′k)!∫ pi
0
cos(β/2))
1+
∑k
p=1(2Jk−2µk)+
∑k
′
p=1(2J
′
k
′−2µ
′
k
′ )(sin(β/2))
1+
∑k
p=1 2µk+
∑k
′
p=1 2µ
′
k
′ dβ)
=δ
0,
∑k
p=1 ip−
∑k′
p=1 i
′
p
δ
0,
∑k
p=1 jp−
∑k′
p=1 j
′
p
(
∑
µ,µ′
(−1)
∑k
p=1(µk+µ
′
k)
k∏
p=1
√
(Jk + jk)!(Jk − jk)!(Jk + ik)!(Jk − ik)!
µ!(Jk + jk − µ)!(Jk − µ− ik)!(ik + µ− jk)!
·
√
(J
′
k + j
′
k)!(J
′
k − j′k)!(J ′k + i′k)!(J ′k − i′k)!
µ!(J
′
k + j
′
k − µ)!(J
′
k − µ− i
′
k)!(i
′
k + µ− j
′
k)!
(
∑k
p=1 Jk−µk+
∑k
′
p=1 J
′
k
′−2µ
′
k
′∑
i=0
(−1)i
2Ci∑k
p=1 Jk−µk+
∑k′
p=1 J
′
k
′−2µ′
k
′
i+ 2 +
∑k
p=1 2µk +
∑k′
p=1 2µ
′
k′
)). (1.24)
Then if we let J1 = J2 = · · · = Jk = J ′1 = · · · = J
′
k′
= J , and let J → ∞, then to
understand the asymptotic behavior of (1.21) seems to be a very interesting and
difficult problem.
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2. Related duality theorems
In their paper [4], Collins and Sniady offered a beautiful formula to compute the
group integral
∫
G
Gi1j1Gi2j2 · · ·GipjpG¯i′1j′1G¯i′2j′2 · · · G¯i′pj′pdg, (2.1)
where dg is the Haar measure of G, and G¯ = (G−1)T . G can be unitary, symplectic
or orthogonal group. They reobtained Weingarten’s asymptotic formula for this
group integral using their formulas. The main tool for their calculation are the
following duality theorems.
Theorem 2.1. ([22][9][23]) V is a N dimensional complex vector space. The com-
mutant of the representation ρk(C[G]) ∈ End(V ⊗k) of the group algebra C[G] on
the the tensor space V ⊗k is


σk(C[Sk]) if G = GL(V),
ψ(C[P2k]θk) if G = O(V),
ψ(C[P2k]θk) if G = Sp(V), only for even N,
(2.2)
where σk is the natural representation of Sk on V
⊗k; P2k = S2k/Bk is the Brauer
algebra with Bk = S˜kRk, S˜k ⊂ S2k is the subgroup of all permutations of the set
{(1, 2), · · · , (2k−1, 2k)}, and Rk is the subgroup generated by the the transformation
2j − 1↔ 2j for j = 1, · · · , k; θk = ψ−1(IV ⊗k), where ψ : V ⊗2k → End(V ⊗k) is an
isomorphism defined by
ψ(v1 ⊗ v2 ⊗ · · · ⊗ v2k)u = ω(u, v2 ⊗ v4 ⊗ · · · ⊗ v2k)v1 ⊗ v2 ⊗ · · · ⊗ v2k−1, (2.3)
where vi ∈ V , u ∈ V ⊗k, ω(u1 ⊗ u2 ⊗ · · · ⊗ uk) =
∏k
i=1 ω(ui, vi). Here ω(ui, vi)
is the nondegenerate invariant symmetric bilinear for O(V), or the nondegenerate
skew symmetric bilinear form for Sp(V).
When we compute the group integral (1.1), we need to consider the commutant of
the group action on the corresponding vector space. Let W be a finite dimensional
11
complex vector space. A ⊂ End(W ) is a semisimple algebra, A1 is a semisimple
subalgebra of A. By the Double Commutant theorem [9],
W ∼=
⊕
i
Wi ⊗ Ui, (2.4)
where Wi and Ui are irreducible modules of A and B, i.e., A =
⊕
i End(W )i ⊗ IUi
and B = ⊕i IWi ⊗ End(Ui). Restricting the A representation on Wi to A1, and
applying the Double Commutant theorem again, we get
W ∼=
⊕
i,j
Wij ⊗ Uij ⊗ Ui, (2.5)
where Wijs are irreducible modules of the representation of A1 and Uijs are the
irreducible modules of the commutant of A1 action on Vi. Then
A1 =
⊕
i,j
End(Wij)⊗ IUij ⊗ IUi . (2.6)
We denote
B10 =
⊕
i,j
IVij ⊗ End(Uij)⊗ IUi . (2.7)
Then (2.5) can be written as
W ∼=
⊕
λ
Wλ ⊗ (
⊕
i
Uiλ ⊗ Ui), (2.8)
where λ runs over all the irreducible representations of A1 up to equivalent, and
Uiλ = Uij ifWij ∼= Wλ (Uiλ is trivial if no suchWij). We choose 0 6= uiλ⊗ui ∈ Uiλ⊗
Ui for each nontrivial Uiλ⊗Ui and require that uiλ⊗ui is a basis element of a fixed
basis of Uiλ⊗Ui. Then define an algebra B11 =
⊕
λ IWλ ⊗End(Span{uiλ⊗ ui; i}),
and mapping any other basis elements in any Uiλ ⊗ Ui to zero. Then the B11
commutes with A1. Moreover, any nonzero element of W can be mapped to any
other elements by the algebra generated by {B,B10,B11}. Therefore we get the
following
Lemma 2.2. The commutant of A1 is generated by {B,B10,B11}.
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Specifically, the commutant of ρk(C[SU(V)] on the vector space V ⊗k, where V
is a N dimensional complex vector space, is σk(C[Sk]), which is the same as the
commutant of ρk([U(V)]. This is simply because any matrix u ∈ U(V) can be
written as a complex number multiplying a matrix g ∈ SU(V).
Now let us consider the commutant of ρk([SO(V)]) on V ⊗k. First of all, recall
that if N is even, an irreducible representation (σ,W ) of O(V) is determined by a
signature λ1 ≥ λ2 · · ·λN/2 ≥ 0:
σ =


ρλN if λN/2 = 0,
πλ,±N if λN/2 6= 0
, (2.9)
where ρλN = Ind
O(V)
SO(V) and π
λ,±
N are representations of SO(V) extended to O(V)
satisfying πλ,−N = det⊗πλ,+N [9]. When λN/2 6= 0, the O(V) irreducible represen-
tation ρλN decomposes into two SO(V) irreducible representations with signatures
(λ1, · · · , λN/2) and (λ1, · · · , λN/2−1,−λN/2). The map ρ(g0) exchanges the two
corresponding highest weight and highest weight vectors, where g0 exchanges the
two basis elements eN/2 and eN/2+1 of V . By the Double Commutant theorem, the
O(V) action on V ⊗k decomposes as
V ⊗k ∼=
⊕
λ
Rλ ⊗ Ωλ, (2.10)
where the Rλ is the O(V) irreducible module, and Ωλ is the P2k irreducible module.
We define a ρ˜ ∈ End by
ρ˜(x) =


ρk(g0)(x) if x ∈ Rλ ⊗ Ωλ with λN/2 6= 0,
x if x ∈ Rλ ⊗ Ωλ with λN/2 = 0.
(2.11)
To explicitly write the function ρ˜(x), let us construct the projection operator from
V ⊗k to Φλ, where Φλ = Rλ ⊗ Ωλ. Let c2λ =
∑
q∈C,p∈R sgn(q)qp be the Young
symmetrizer for the Young diagram with shape 2λ1 ≥ 2λ2 ≥ 2λ[N/2] ≥ 0, where C
is the set of permutations on columns and R is the set of permutations on rows.
For a tableau T of this shape, eT denotes the vector in V
⊗k that corresponds T .
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We shall also use T itself to denote eT . If eT = v1 ⊗ v2 ⊗ · · · ⊗ v2k, we require that
in the tableau T , all the odd indexes are in the odd columns and v2i is always right
after v2i−1, 1 ≤ i ≤ k.
Proposition 1. ǫλ =
∑
s∈S2k
1
µ2ψ(sc
2λs−1θk) is the projection from V ⊗k to Rλ ⊗
Ωλ.
Proof. Each space ǫλ(V ⊗k) is an invariant subspace of ψ(P2kθk). For different
signatures λ(1) and λ(2), ǫλ
(1)
ǫλ
(2)
= 0, by the property of Young symmetrizer. The
number of these subspaces is equal to the number of the Rλ ⊗Ωλ. Moreover, note
that the generating function for SO(V) irreducible representation with signature λ
is α(g) =
∏[N/2]
i=1 ∆
ri , where ∆is are principal minors of g ∈ SO(V), ri = λi − λi+1,
for 1 ≤ i ≤ [N/2]− 1, and r[N/2] = λ[N/2]. Therefore cλ(T λ0 ), where tableau T λ0 of
shape λ1 ≥ λ2 ≥ · · · ≥ λ[N/2] ≥ 0 with all 1s in the first row, all 2s in the second
row, · · · , [N/2] in the [N/2]th row, is a highest weight vector of O(V)(other indexes
are 1¯, 2¯, · · · satisfying ω(i, j¯) = δij and i¯ = i. For O(V), if N is odd, the index of
eN is 0 with 0¯ = 0). Recall that for any σ ∈ S2k, φ(σθk), it is the product of two
operators The first which is the product of some operators of the form DijCij , for
different pairs (i, j), 1 ≤ i < j ≤ k (the trivial case is identity operator) and the
second is an operator which is an element of the representation of Sk on V
⊗k [9].
Here Cij : V
⊗k → V ⊗k−2 is called ij-contraction operator defined by
Cij(v1 ⊗ v2 ⊗ · · · ⊗ vk) = ω(vi, vj)v1 ⊗ · · · ⊗ vˆi ⊗ · · · vˆj ⊗ · · · ⊗ vk, (2.12)
where vi and vj are omitted, and Dij : V
⊗k−2 → V ⊗k is defined by
Dij(v1 ⊗ v2 ⊗ · · · ⊗ vk) =
N∑
p=1
v1 ⊗ v2 ⊗ · · · fp ⊗ · · · ⊗ fp ⊗ · · · ⊗ vk−2, (2.13)
where fp and f
p are at the ith and jth positions respectively and {fp} is a ba-
sis and {fp} is its dual basis via ω. Note than any ω(ei, ej) = 0 for i, j =
1, 2, · · · , [N/2]. Hence in the expression of ψ(c2λθk)(T0), all the row permuta-
tions containing nontrivial normalized Brauer diagram vanishes (chapter 10, [9]).
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Therefore ψ(c2λθk)(T0) is a constant multiplying c
λ(T0). Then ǫ
λ(V ⊗k) contains
the vector space of highest weight vectors of irreducible representation of O(V) with
signature λ1 ≥ λ2 ≥ · · · ≥ λ[N/2] ≥ 0. Therefore ǫλ is the projection operator. 
We would like to remark that this proposition and the proof apply to symplectic
groups too.
Then we have proved the following
Theorem 2.3. If N is odd, the commutant of ρk(C[SO(V)]) is ρk(C[SO(V )]); if
N is even, the commutant is Span{ψ(C[P2k]θk), ψ(C[P2k]θk)ρ˜}.
In general, denote the action of the group algebra C[G] on a vector space W
simply by ρk(C[G]). If W¯ is the dual vector space of W , the commutant EndGW
of ρk(C[G]) can be identified as the subspace of invariant tensors in the tensor space
W ⊗ W¯ [9], which is the vector space which is the direct sum of one dimensional
irreducible subspaces in the irreducible decomposition of W ⊗ W¯ under the group
G. The method of Z invariants will give all the irreducible subspaces [23].
3. The asymptotic behaviors of classical group integrals
In his paper [21], Weingarten obtained the following asymptotics:
For U(N),
∫
U(N)
Ui1j1Ui2j2 · · ·UiqjqU∗i′1j′1U
∗
i
′
2j
′
2
· · ·U∗
i′qj
′
q
du
=
1
N q
∑
σ∈Sq
δi1i′σ(1)
δj1j′σ(1)
· · · δiqi′σ(q)δjqj′σ(q) +O(
1
N q+1
). (3.1)
For SO(N),
∫
SO(N)
Ui1j1Ui2j2 · · ·Ui2qj2qdu
=
1
N q
∑
δik1 il1 · · · δikq ilq +O(
1
N q+1
), (3.2)
15
where the sum carries over all the partitions of {1, 2, · · · , 2q} into pairs (k1, l1), · · · , (kq, lq).
For Sp(2N),
∫
Sp(2N)
Uk1i1j1U
k2
i2j2
· · ·Uk2qi2qj2qdu
=
1
(2N)q
∑
M
kl1km1
il1 im1
M
kl1km1
jl1jm1
· · ·Mklqkmqilq imq M
klqkmq
jlq jmq
+O(
1
(2N)q+1
, ) (3.3)
where U1ij = Uij ,U
2
ij = U
∗
ij , M
kl
ij = Jij if k = l, M
kl
ij = δij if k 6= l, Jij = −δi,(j−1)
if i is even, and Jij = δi, (j + 1) if i is odd.
In their paper[4] Benoit Collins,Piotr Sniady offered a method to compute the
integral (2.1), i.e., for the vector representation of unitary group U(N), SO(N),
and SpU(N). By the virtue of our duality theorems, this method also theoretically
applies to the integrals of irreducible representations of group G. Here we offer an
more transparent and elementary method to compute the group integral (2.1) for
unitary, orthogonal and symplectic groups. Denote the following integral
∫
G
ρλi1j1 · · · ρλiqjq ρ¯λi′1j′1 · · · ρ¯
λ
i′qj
′
q
du, (3.4)
by Dirac notation
PG(I, J, I
′
, J
′
) =
∫
G
〈I|ρλ(u)|J〉〈J ′ |ρλ(u−1)|I ′〉du, (3.5)
where ρλ denotes the irreducible representation of G with signature λ, |J〉 =
|ej1 ⊗ · · · ejq 〉 with J = (j1, · · · , jq). Then |J〉〈I
′ | ∈ End(CNλ)⊗p, where Nλ is
the dimension of the irreducible representation ρλ of G. we can define
Definition 5.
ΦλG(J, J
′
) :=
∑
σ∈B
Tr(|J〉〈J ′ |σ−1)σ, (3.6)
where B is the finite group that generates the group algebra B, which is the com-
mutant of the group algebra ρ⊗q(C[G]), and σ also denotes the representation.
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The existence of B is a straightforward consequence of the Double Commutant
theorem. The conditional expectation is
E
λ
G(J, J
′
) =
∫
G
ρλ(u)|J〉〈J ′ |ρλ(u−1)du, (3.7)
where du is the Haar measure of G, ρλG(u) ∈ End(CNλ)⊗q is the action of u ∈ G on
the tensor space (CNλ)⊗q, |J〉 = |ej1 ⊗ ej2 ⊗ · · · ejq | and 〈J
′ | = 〈ej′1 ⊗ ej′2 ⊗ · · · ej′q |.
Then we can compute PG(I, I
′
, J, J
′
) by
Proposition 2.
ΦλG(J, J
′
) = EλG(J, J
′
)ΦλG(Id), (3.8)
ΦλG(Id) has an inverse.
Proof. Since Tr ◦EλG = Tr, it can be easily checked that ΦλG is a B bimodule and
ΦλG(J, J
′
) = EλG(J, J
′
)ΦλG(Id). (3.9)
Taking J = J
′
= e1 ⊗ e2 ⊗ · · · ⊗ eq, we get
Id = EλG(|e1 ⊗ e2 ⊗ · · · ⊗ eq〉〈e1 ⊗ e2 ⊗ · · · ⊗ eq|)ΦλG(Id). (3.10)

However, in order to get the asymptotics of (1.1) we need the following decom-
position lemma. Let us fix the signatures and let n → ∞, because Par(N, k) =
Par(N, k), when p ≥ N . We consider λ(i) = (m(i)1 ,m(i)2 , · · · ,m(i)M(i) , 0, 0, · · · ) of
an irreducible representation, where m
(i)
1 ≥ m(i)2 , · · · ≥ m(i)M(i) ≥ 0 are integers,
for G = U(N), SO(N), or SpU(2N) when N is large. Let us consider the asymp-
totic behavior of the integral (1.1) with respect to N . Let us assume G = U(N)
first. Recall that an irreducible module of U(N)(also GL(N,C) with signature
λ = (m1,m2, · · · ,mM )) can be constructed by GL standard tableaux of shape λ
with elements in {1, 2, · · · , N} [7]. GL(N) standard tableaux are the tableaux which
rows are nondecreasing and which columns are increasing. The Young symmetrizer
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c is defined by c =
∑±qp (see [23]), where q ranges over the column permuta-
tion C, and p ranges over the row permutations R of the Young diagram. The
sign is + or − according to whether q is even or odd. It is well known that the
{c(T );T is GL(N) standard Tableaux of shape λ} gives a basis of the irreducible
representation of U(N) with signature λ. Then we can construct an ONB of the
irreducible U(N) module. For other classical groups, there are also corresponding
standard tableaux. Then we get the following decomposition(not irreducible).
Lemma 3.1. G is a classical group. There is a decomposition under the group
action of G:
k⊗
i=1
C
N
λ(i) ⊗
k′⊗
i=1
C
N
λ
′(i)
≃
k⊗
i=1
Span{c(T );T is G standard Tableaux of shape λ(i)}
⊗
k
′⊗
i=1
Span{c(T¯ );T is G standard Tableaux of shape λ′(i)}, (3.11)
where Nλ is the dimension of the irreducible representation ρ
λ
G of G; T¯ is the tableau
replacing every index in T by its dual index.
Let us come back to G = U(N). For a signature λ, denote e˜T =
1
nT
c(T ), for
∀T ∈ Tλ, where nT is the normalization constant such that ‖e˜T ‖ = 1(‖ · ‖ is
defined by the inner product 〈·, ·〉 of the Hilbert space (CNλ)⊗k). Then {e˜T } with
T runs over all GL(N) standard tableaux is an ONB of the irreducible U(N) module.
Then n2T = 〈c(T ), c(T )〉. Since d = 1µc is a projection (see chapter 8,[23]). Then
n2T = µ〈c(T )|T 〉. Note that the µ and multiplicity t of the representation ρλU(N) in
Φm ≃ (Cn)⊗m satisfy the relation µ · t = m!, where m =
∑n
i=1mi (Theorem 1 in
Chapter 8 [23]). On the other hand, by the RSK correspondence, t is the number
of the tableaux of shape λ with entries from 1 to N each occurring once [6]. A
consequence of hook formula shows that t =
m!
∏
i<j(li−lj)
l1!·l2!·····ln! , where m =
∑n
i=1mN ,
li = mi + N − i, i = 1, 2, · · · , N . For each term of c(T ), unless it is T itself,
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its inner product with T will be zero. Moreover, the only transformations of the
form pq, where p ∈ R, and q ∈ C that fixe T are those q = 1 and p makes each
row unchanged. Let mµν , 1 ≤ µ ≤ ν ≤ N , denotes the Gelfand diagram that
corresponds the tableau T (if (µ, ν) is not in this range, then mµν is set to be zero).
Then the number of these transformations is
f =
∏
µ,ν
(mµν −mµ,ν−1)! (3.12)
We use T (i) to denote the map from an ONB element of an irreducible G module
indexed by i to the corresponding G standard tableau.
Let W be any vector space. We generalize the Kronecker delta function to be a
bilinear form on W⊗k ×W⊗k.
Definition 6. The bilinear form δ·,· on W⊗k ×W⊗k is defined by
δei1⊗ei2 ···eik ,ei′
1
⊗e
i
′
2
···e
i
′
k
= δi1i′1
δi2i′2
· · · δiki′k (3.13)
Therefore we have the following
Theorem 3.2. If G = U(N), the group integral (1.1) with signatures λ(i) =
(m
(i)
1 ,m
(i)
2 , · · · ,m(i)n ) with m(i)1 ≥ m(i)2 ≥ · · · ≥ m(i)n ≥ 0 is equal to
k∏
p=1
1
nT (ip)nT (jp)
k
′∏
p=1
1
nT (i′p)nT (j
′
p)
(
∑
p1,i,p2,i,p
′
1,i,p
′
2,i∈R,q1,i,q2,i,q
′
1,i,q
′
2,i∈Q
k∏
i=1
sgn(q1,i) sgn(q2,i)·
∫
U(N)
du〈q1,1p1,1T (i1)|ρ⊗m
(1)
U(N) q2,1p2,1T (j1)〉 · · · 〈q1,kp1,kT (ik)|ρ⊗m
(k)
U(N) q2,kp2,kT (jk)〉
〈q1,1p1,1T (i
′
1)|ρ∗⊗m
(1)
U(N) q2,1p2,1T (j
′
1)〉 · · · 〈q
′
1,k′
p
′
1,k′
T (i
′
k′
)|ρ∗⊗m(k
′
)
U(N) q
′
2,k′
p
′
2,k′
T (j
′
k′
)〉).
(3.14)
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Its asymptotic behavior with respect to N is
k∏
p=1
1
nT (ip)nT (jp)
k
′∏
p=1
1
nT (i′p)nT (j
′
p)
(
1
Nm
∑
σ∈Sm,p1,i,p2,i,p′1,i,p
′
2,i∈R,q1,i,q2,i,q
′
1,i,q
′
2,i∈Q
k∏
i=1
sgn(qi) sgn q
′
i′
δq1,1p1,1T (i1)⊗···⊗q1,kp1,kT (ik),σq1,1p1,1T (i′1)⊗···⊗q1,kp1,kT (i1)
δq2,1p2,1T (j1)⊗···⊗q2,kp2,kT (jk),σq2,1p2,1T (j′1)⊗···⊗q2,kp2,kT (j
′
k
′ )
+O(
1
Nm+1
)), (3.15)
where m(r) =
∑
lm
(r)
l ,m =
∑k
r=1m
(r). m
′
is similarly defined. m = m
′
, otherwise
the integral vanishes.
If G = O(N), we need to construct a ONB for the irreducible O(N) modules.
Proctor [17], King and Welsh [13] constructed irreducible O(N) modules. They
defined O(N) standard tableaux satisfying the following conditions. Let wi¯ = e2i−1,
wi = 2i, for i = 1, 2, · · · , [N/2]. If N is odd, w0 = eN . The orthogonal standard
tableaux defined in [17] is
Definition 7. ([17]) Let λ be a partition of N such that λ˜1 + λ˜2 ≤ N and T λab
denotes the entry of the ath row and bth column of the tableau. For i = 1, 2, · · · , r
with r = [N/2], let αi and βi be the numbers of the entries less than or equal to i in
the first and second columns, respectively of the tableau T λ. T λ is O(N) standard
tableau if and only if it is GL(N) standard tableau and for each i = 1, 2, · · · , r,
(i) αi + βi ≤ 2i;
(ii)If αi + βi = 2i with αi > βi and T
λ
αi,1 = i¯ and T
λ
βib
= i for some b then
T λβi−1,b = i¯;
(iii)If αi + βi = 2i with αi = βi = i and T
λ
i,1 = i¯ and T
λ
βib
= i for some b then
T λi−1,b = i¯.
If T is a O(N) standard tableau, T0 denotes the quotient of the Young sym-
metrized tableau {T } with the subpace of the form
∑
i∈I
x⊗ wi ⊗ y ⊗ wi¯ ⊗ z, (3.16)
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where x, y, z are arbitrary tensor powers of V . Similar to Weyl’s theorem [22] for
the other definition of O(N) := {M;MMT = I,M ∈ GL(N)}, the tensor space V ⊗m
can be decomposed into the direct sum of traceless subspace and its complement
subspace which is spanned by all the tensors of the above form and these two
subspaces are orthogonal to each other, i.e., V ⊗m = V ⊗m0 + V
⊗m
1 , where V
⊗m
0 is
the subspace such that for any two indexes vi, vj of v = · · ·⊗x⊗· · ·⊗y⊗· · · ∈ V ⊗m0 ,
∑
i∈I
〈wi¯|vi〉〈vj |wi〉x⊗ vˆi ⊗ y ⊗ vˆj ⊗ z = 0, (3.17)
and
V ⊗m1
=Span{
∑
i∈I
x⊗ wi ⊗ y ⊗ wi¯ ⊗ z;x, y, z are tensor powers of V } (3.18)
is its complement. Therefore T0 ∈ V ⊗m0 . Use T1 to denote T − T0. T0 can be
computed by taking traces for all the pairs of indexes of the equation (3.26). If
T is a O(N) standard tableau, then it is straightforward to check (cT )0 = cT0
and (cT )1 = cT1, where c is the Young symmetrizer. Let T and T
′
be two O(N)
standard tableaux. We shall compute 〈cT0|cT ′0〉.
If T = T
′
, 〈cT0|cT ′0〉 = µ〈T |cT0〉 = µ〈cT − (cT )1|T 〉. Therefore it suffices to
compute 〈(cT )1|T 〉. By computing the traces of T , and solving a linear system, we
get that
T1 =


1
N−1+∑N/2µ=1(sµ−sµ−1)(sµ¯−sµ¯−1)
∑
1≤i<j≤mDijCijT if N is even,
1
N−1+C2sn−sN−1+
∑(N−1)/2
µ=1 (sµ−sµ−1)(sµ¯−sµ¯−1)
∑
1≤i<j≤mDijCijT if N is odd,
(3.19)
where sν =
∑ν
µ=1mµν , Cij and Dij are ij-contraction and ij-expansion operators.
One can check that for any p ∈ R, q ∈ C, only those such that qpT = T or qpT
is switching two entries of T can make 〈(qpT )1|T 〉 nonvanishing. The only qp such
that qpT = T are those with q = I, so the number of these transformations is
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∏
µ,ν(mµν −mµ,ν−1)!. The number of the transformations of switching two entries
consists of two types of transformations: the first type is that switching two entries
ν and ν¯ in the same column, which is equal to
∑
µ
f
∏
ν<ν¯
(m(µ+1)ν¯ −mµ(ν−1))+, (3.20)
where x+ =


x if x > 0,
0 otherwise.
The second type is that switching two entries ν and
ν¯ in the same row. The second type also consists of two kinds of transformations:
one is those that have identity q, and the other one is those that have nonidentity
q. The number of the first kind is
∑
µ
f
∏
ν1<ν¯1<ν2<ν¯2
(mµν1 −mµ,(ν1−1))(mµν2 −mµ,(ν2−1)). (3.21)
The number of the second kind is
∑
µ
f
∏
ν<ν¯
(m(µ+1)ν¯ −mµ(ν−1))+(mµ¯ν −mµν)
+
∑
µ
f
∏
ν<ν¯
(mµν¯ −m(µ−1),(ν−1))+(mµν −mµ,(ν−1)), (3.22)
if the sign(q) = −1; and
∑
µ
f
∏
ν<ν¯
(m(µ+1)ν¯ −mµ(ν−1))+(mµν¯ −m(µ−1),(ν−1))+, (3.23)
if the sign(q) = 1. Then for the sum of 〈sign(q)(qpT )1, T 〉 for all qpT switching
two indexes ν and ν¯. If qpT = T , 〈(qpT )1|T 〉 can be explicitly computed using
(3.19). Then 〈cT0|cT0〉 can be computed explicitly by plugging in all the above five
formulas.
If T 6= T ′ , and the sets of the entries of T and T ′ are the same, then there exists
some s ∈ Sk, such that T = sT ′, and s 6= qp for any q ∈ C, p ∈ R. By the property
of Young symmetrizer, 〈cT0|cT ′0〉 = 〈cT0|csT0〉 = µ〈T0|ccsT0〉 = 0. If the sets of
the entries of T and T ′ are the same except one entries, then it is easy to see that
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µ〈T |cT ′0〉 = 0. If the sets of the entries of T and T ′ are the same except two entries,
if 〈T |T ′1〉 6= 0, then the two entries in T and T ′ must be i,¯i and j, j¯ respectively and
i 6= j, i 6= j¯ and we are able to compute 〈T |cT ′1〉 = 〈T |
∑
sgn(q)qpT
′
1〉 = 1N |{p; pT
′
=
T
′}|, where |{p; pT ′ = T ′}| is the cardinality of the set {p; pT ′ = T ′}(this is easy
to compute depending on the positions of the two entries). Then we are able to
compute 〈cT0|cT ′0〉. If more than two elements in the sets of entries of T and T
′
are
different, 〈cT0|cT ′0〉 is always zero. After we compute all the inner products among
cT0, where T runs over O(N) standard tableaux, we are able to compute the ONB
of the irreducible O(N) module. The basis elements of the ONB are denoted T˜ (i),
1 ≤ i ≤ Nλ, where Nλ is the dimension of the irreducible O(N) module. Now we
have the following
Theorem 3.3. If G = O(N), the group integral
∫
O(N)
ρλ
(1)
i1j1ρ
λ(2)
i2j2 · · · ρλ
(k)
ikjk
du
with signatures λ(i) = (m
(i)
1 ,m
(i)
2 , · · · ,m(i)n ) with m(i)1 ≥ m(i)2 ≥ · · · ≥ m(i)n ≥ 0,
i = 1, · · · , k, is equal to
∫
O(N)
〈T˜ (i1)|ρm
(1)
O(N)T˜ (j1)〉 · · · 〈T˜ (ik)|ρm
(k)
O(N)T˜ (jk)〉du. (3.24)
Its asymptotic behavior with respect to N is
1
Nm/2
∑
σ∈Pm
δT˜ (i1)⊗···⊗T˜ (ik),σT˜ (i1)⊗···⊗T˜ (i1)δT˜ (j1)⊗···⊗T˜ (jk),σT˜ (j1)⊗···⊗q2,kT˜ (jk) +O(
1
Nm/2+1
),
(3.25)
where m(r) =
∑
lm
(r)
l , and m =
∑k
r=1m
(r) is even. If m is odd, the integral
vanishes.
For G = SO(N), the formula can be derived using the SO(N) standard tableau
in [13].
If G = SpU(2N), similar to the orthogonal group, the entries of tableaux are
ordered as 1¯ < 1 < 2¯ < 2 < · · · < N¯ < N . The Sp(2N) standard tableau is
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defined such that if the entries are increasing in each column., non-decreasing in
each row and if, in addition, the elements of row i are all greater than or equal
to i¯, for each i [12][2]. The ONB T˜i, 1 ≤ i ≤ Nλ, where Nλ is the dimension
of the irreducible Sp(2N) module, can be computed following similar steps as the
orthogonal group case, noting that the tensor space V ⊗m decomposes into different
subspaces: V ⊗m = V ⊗m
0˜
+ V ⊗m
1˜
, where V ⊗m
0˜
is the traceless subspace such that
for any two indexes v1, v2 of v = · · · ⊗ x⊗ · · · ⊗ y ⊗ · · · ∈ V ⊗m0˜ ,
n∑
i=1
(· · · ⊗ 〈wi¯|v1〉 ⊗ · · · ⊗ 〈v2|wi〉 ⊗ · · · − · · · ⊗ 〈wi|v1〉 ⊗ · · · ⊗ 〈v2|wi¯〉 ⊗ · · · = 0,
and
V ⊗m
1˜
=Span{
∑
i∈I
x⊗ wi ⊗ y ⊗ wi¯ ⊗ z − x⊗ wi¯ ⊗ y ⊗ wi ⊗ z;x, y, z are tensor powers of V }
is its complement.
Let W be any vector space. We define a bilinear form on W⊗k ×W⊗k:
Definition 8. The bilinear form M·,· on W⊗k ×W⊗k is defined by
M(ei1 ⊗ ei2 ⊗ · · · ⊗ eik , ei′1 ⊗ ei′2 ⊗ · · · ⊗ ei′k) =
k∏
p=1
M(eip , ei′p),
where
Meip ,ei′p
=


Jip,i′p if ip and i
′
p are both covariant or contravariant,
δip,i′p otherwise.
Then we can state the following
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Theorem 3.4. If G = SpU(N), the group integral (1.1) with signatures λ(i) =
(m
(i)
1 ,m
(i)
2 , · · · ,m(i)n ) with m(i)1 ≥ m(i)2 ≥ · · · ≥ m(i)n ≥ 0 is equal to
∫
SpU(N)
du〈T˜ (i1)|ρm
(1)
SpU(2N)T˜ (j1)〉 · · · 〈T˜ (ik)|ρm
(k)
SpU(2N)T˜ (jk)〉)
〈T˜ (i′1)|ρ∗m
(1)
SpU(2N)T˜ (j
′
1)〉 · · · 〈T˜ (i
′
k′
)|ρ∗m(k
′
)
SpU(2N)T˜ (j
′
k′
)〉. (3.26)
Its asymptotic behavior with respect to N is
1
(2N)m/2
∑
σ∈Pm
MT˜ (i1)⊗···⊗T˜ (i′
k
′ ),σT˜ (i1)×···⊗T˜ (i′
k
′ )
MT˜ (j1)⊗···⊗T˜ (j′
k
′ ),σT˜ (j1)×···⊗T˜ (j′
k
′ )
+
O(
1
(2N)m/2+1
), (3.27)
where m(r) =
∑
lm
(r)
l , and m =
∑k
r=1m
(r) +
∑k′
r=1m
′(r) is even. If m is odd, the
integral vanishes when n > m.
Then we complete the computations of the asymptotic behaviors of (1.1) for
fixed signatures.
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