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Cet article se situe dans la problématique de la sélection
de caractéristiques. Nous proposons une méthode rapide
basée sur un algorithme génétique et utilisant la combi-
naison de classiﬁeurs Adaboost. L’évaluation des indivi-
dus dans l’algorithme génétique se fait par une fonction de
“ﬁtness” basée sur la combinaison de classiﬁeurs entraî-
nés par Adaboost pour chacune des caractéristiques. Cette
méthode est implémentée et testée sur la base des images
de chiffres manuscrits MNIST et les résultats montrent la
robustesse de notre approche ainsi que ses performances.
En moyenne le nombre de caractéristiques est divisé par
deux sans pour autant diminuer les taux de reconnaissance
des images.
Mots-clés : sélection de caractéristiques, algorithme géné-
tique, Adaboost, combinaison de classiﬁeurs.
1 Introduction
La thématique de la sélection de caractéristiques utili-
sées pour la reconnaissance de forme est un domaine de
recherche actif depuis plusieurs décennies. Elle consiste
à extraire de l’ensemble des variables explicatives dispo-
nibles un ensemble optimal de caractéristiques les plus ap-
propriées pour un système donné.
Les algorithmes génétiques constituent, à notre avis,
des méthodes originales qu’on peut utiliser pour la sélec-
tion des caractéristiques. Souvent, les méthodes de sélec-
tion qui utilisent les algorithmes génétiques sont basées
sur la méthode de Wrapper [JOH 94] pour l’évaluation des
individus. Ces méthodes [ALT 07, TAN 07, OLI 03] s’ap-
puient sur de multiples apprentissages de classiﬁeurs (ré-
seau de neurones, SVM,...) pour évaluer les individus de la
population qui représentent les sous-ensembles des carac-
téristiques à sélectionner et cet apprentissage nécessite une
mise en oeuvre lourde en complexité temporelle.
A la différence de ces méthodes nous proposons une
méthode d’évaluation des individus basée sur la combi-
naison de classiﬁeurs Adaboost entraînés pour chacune
des caractéristiques. Plus précisément, à chaque primi-
tive nous associons un classiﬁeur Adaboost et nous met-
tons en oeuvre une sélection des classiﬁeurs. Dans la mé-
thode que nous proposons, l’apprentissage1 des classi-
ﬁeurs, pour chaque primitive, se fait en une seule étape
avant de commencer l’algorithme génétique. Plus précisé-
ment, nous nous basons sur la combinaison de ces clas-
siﬁeurs pour calculer la fonction de ﬁtness dans l’algo-
rithme génétique. Ainsi, nous réduisons considérablement
le temps d’entraînement des classiﬁeurs pour chacun des
individus. L’approche de sélection proposée présente ainsi
des temps d’exécution réduits par rapport à une méthode
classique de Wrapper.
La suite de cet article est organisée comme suit : dans
la section 2 nous motivons notre choix pour la sélection de
caractéristiques. Ensuite nous donnons les concepts de base
sur les approches génétiques et la méthode Adaboost pour
la combinaison de classiﬁeurs (section 3 et 4). Dans la sec-
tion 5 nous présentons notre méthode de sélection et nous
menons dans la section 6 une étude expérimentale appro-
fondie. Enﬁn, nous concluons sur l’approche et donnons
des perspectives à notre travail (section 7).
2 Sélection de caractéristiques
La sélection de caractéristiques est une technique per-
mettant de choisir les caractéristiques, variables ou mesures
les plus intéressantes, pertinentes ou informantes, d’un sys-
tème donné, pour la réalisation de la tâche pour laquelle il a
été conçu. Cette phase est généralement un module impor-
tant d’un système complexe. Les domaines d’application
des techniques de sélection de caractéristiques sont variés
par exemple la modélisation, la classiﬁcation, l’apprentis-
sage automatique (Machine Learning) et l’analyse explora-
toire de données (Data Mining).
Dans [KUD 00] les auteurs énoncent une liste de trois
objectifs pour réaliser une sélection de caractéristiques
pour la classiﬁcation :
– Réduire la tâche d’extraction de caractéristiques,
– Améliorer la précision du module de classiﬁcation,
– Améliorer la ﬁabilité de l’estimation de la perfor-
mance.
1Nous utiliserons indifféremment, dans cet article, le terme apprentis-
sage ou entraînement
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En fonction du critère d’évaluation utilisé, les algo-
rithmes de sélection de caractéristiques sont classés en
deux groupes par John et al [JOH 94] : Filter Model et
Wrapper Model. L’approche Filter est réalisée comme un
pré-traitement. C’est-à-dire que la sélection se fait sans te-
nir compte de son inﬂuence sur les performances du sys-
tème. Par opposition, l’approche Wrapper considère cette
inﬂuence en utilisant le système pour évaluer la qualité du
sous-ensemble de caractéristiques sélectionné.
3 Sélection de caractéristiques utili-
sant des algorithmes génétiques
Les algorithmes génétiques (AG) constituent une des
techniques les plus récentes dans le domaine de la sélection
de caractéristiques. L’application d’un AG à la résolution
d’un problème nécessite de coder les solutions potentielles
à ce problème en des chaînes ﬁnies de bits aﬁn de constituer
les chromosomes issus d’une population formée de points
de candidats. Il s’agit de trouver une fonction sélective per-
mettant une bonne discrimination entre les chromosomes
et de déﬁnir les opérateurs génétiques qui seront utilisés.
Des travaux récents dans le domaine de la recon-
naissance de formes utilisent les algorithmes évolution-
naires pour la sélection des caractéristiques. Les algo-
rithmes génétiques constituent un type d’algorithmes évo-
lutionnaires qu’on peut utiliser pour résoudre ce genre de
problème[SIE 89, ALT 07, TAN 07, OLI 03].
3.1 Concepts de base
Les AG[HOL 92] sont des algorithmes d’optimisation
stochastique fondés sur les mécanismes de la sélection na-
turelle et de la génétique. Leur fonctionnement est extrê-
mement simple. On part d’une population de chromosomes
initiale arbitrairement choisis et on évalue la performance
(ﬁtness) relative de chaque chromosome.
Un algorithme génétique est un algorithme itératif de
recherche d’optimum, il manipule une population de taille
constante. La taille constante de la population entraîne un
phénomène de compétition entre les chromosomes. Chaque
chromosome représente le codage d’une solution poten-
tielle au problème à résoudre, il est constitué d’un ensemble
d’éléments appelés gènes, pouvant prendre plusieurs va-
leurs appartenant à un alphabet non forcément numérique.
A chaque itération, appelée génération, est créée une
nouvelle population avec le même nombre de chromo-
somes. Cette génération consiste en des chromosomes
mieux "adaptés" à leur environnement tel qu’il est repré-
senté par la fonction sélective. Au fur et à mesure des gé-
nérations, les chromosomes vont tendre vers l’optimum de
la fonction sélective. La création d’une nouvelle population
à partir de la précédente se fait par application des opéra-
teurs génétiques que sont : la sélection, le croisement et la
mutation.
3.2 Opérations génétiques
Sélection : La sélection est un procédé par lequel un
chromosome est recopié dans la nouvelle population en
fonction des valeurs de la fonction à optimiser pour ce
chromosome. Cela revient à donner aux chromosomes dont
Base d’apprentissage de p échantillons :
S={ (x1, y1),(x2, y2),..,(xn, yn)}
Initialise les poids de chaque échantillon :
wti =
1
p pour i = 1, ..., P
Faire pour t=1,..,T
Entraîner un classiﬁeur faible ht : X → {−1, 1}






Calculer les coefﬁcients αt
αt = 12 log
1−t
t




Où Z est une constante de normalisation





TAB. 1 – Algorithme : Adaboost.
la valeur de fonction de ﬁtness est grande une probabi-
lité plus élevée de contribuer à la génération suivante. Elle
peut être mise en oeuvre sous forme algorithmique de diffé-
rentes façons, la plus connue étant désignée par la méthode
de "sélection de la roulette biaisée".
Croisement : Le croisement simple ou à un point de cou-
pure consiste premièrement à choisir un couple de chro-
mosomes avec une probabilité p puis dans une deuxième
étape, on coupe les chaînes représentatives en une position
aléatoire identique chez les deux parents. Cela produit alors
deux "segments tête" et deux "segments queue" enﬁn on
permute les deux segments queue des parents pour obtenir
ainsi deux enfants qui héritent de quelques caractéristiques
de leurs parents.
Mutation : Une mutation est déﬁnie comme étant l’in-
version d’un bit dans un chromosome. Cela revient à modi-
ﬁer aléatoirement la valeur d’un paramètre. Les mutations
jouent le rôle de bruit et empêchent l’évolution de se ﬁger.
Elles permettent d’assurer une recherche aussi bien globale
que locale, selon le poids et le nombre de bits mutés. De
plus, elles garantissent mathématiquement que l’optimum
global puisse être atteint.
4 Adaboost
Les méthodes de boosting constituent une famille d’al-
gorithmes d’apprentissage automatique qui construisent
des modèles (de classiﬁcation ou de régression) fondés sur
la combinaison d’apprenants dits "faibles".
L’algorithme de boosting le plus utilisé s’appelle Ada-
Boost [FRE 95]. L’idée principale est de déﬁnir à chacune
de ses étapes, une nouvelle distribution de probabilité a
priori sur les exemples d’apprentissages en fonction des
résultats de l’algorithme à l’étape précédente.
A chaque étape t, l’apprenant cherche une hypothèse ht
qui minimise l’erreur de classiﬁcation et à la ﬁn de cet al-
gorithme, chaque règle de classiﬁcation ht est pondérée par
une valeur αt calculée en cours de route. La classiﬁcation
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i=1 αtht ≥ Seuil
0 Sinon
Le principe de la méthode Adaboost est rappelé dans le
tableau 1.
5 Notre méthode
Nous explicitons dans cette partie notre choix de la
fonction de ﬁtness qui constitue l’originalité de notre ap-
proche. Nous donnons ensuite les différentes étapes de
notre algorithme.
5.1 Choix de la fonction de ﬁtness
L’étape la plus sensible dans un système par évolution
génétique est la déﬁnition de la fonction de ﬁtness. La réa-
lisation d’un classiﬁeur pour chaque ensemble de carac-
téristiques rassemblées dans les chromosomes suppose un
apprentissage et un développement long qui rendent dif-
ﬁcile cette étape de sélection. Nous avons donc tenté de
limiter les apprentissages en les limitant à des systèmes
simples désignés par des caractéristiques. L’étape de l’AG
sera alors appliquée aux classiﬁeurs optimisés pour chaque
primitive. La fonction de ﬁtness est alors constituée à partir
des qualités de l’ensemble des classiﬁeurs. Donc le classi-
ﬁeur associé à un chromosome est la moyenne de tous les
classiﬁeurs Adaboost du chromosome qui sont à 1 :
H = Moyenne(hi),
où hi est le classiﬁeur Adaboost entraîné pour la ième pri-
mitive sélectionnée. Par exemple si un individu est déﬁni
par X = 1101001, H(X) sera la moyenne des classiﬁeurs
Adaboost h1, h2, h4, h7.
Finalement nous déﬁnissons la fonction de ﬁtness
comme l’erreur de classiﬁcation de ce classiﬁeur :
fitness = Erreur(H).
L’objectif de notre algorithme génétique est de minimiser
cette fonction. Nous n’avons pas pour objectif de construire
le meilleur algorithme de reconnaissance mais seulement
de maintenir, avec notre technique de sélection de caracté-
ristiques, la qualité d’un système de reconnaissance en se
basant sur un nombre réduit de caractéristiques.
5.2 Algorithme
Notre approche de sélection est divisée en deux parties :
1. Entraînement des classiﬁeurs Adaboost pour chaque
primitive,
2. Algorithme génétique pour la sélection des caractéris-
tiques.
Nous commençons l’algorithme de sélection par entraî-
ner un simple classiﬁeur Adaboost pour chacune des ca-
ractéristiques sur la base d’apprentissage dans une phase
indépendante de l’AG. Après la construction de la base des
classiﬁeurs nous passons à la phase de sélection en utilisant
un algorithme génétique simple. Le but de l’algorithme gé-
nétique est de minimiser la fonction de ﬁtness déﬁnie dans
la section 5.1 pour trouver un meilleur individu qui repré-
sente le sous-ensemble de caractéristiques sélectionnées.
La population initiale est générée aléatoirement ; un
chromosome dans cette population est un vecteur binaire
de dimension n où n est le nombre de caractéristiques ini-
tiales. Le ième bit du chromosome est à 1 si la ième pri-
mitive est incluse dans la combinaison et à 0 sinon. Une
population de 200 individus est générée aléatoirement au
début de l’AG. A chaque génération de l’AG une évalua-
tion de chacun des individus de la population est faite en
utilisant notre fonction de ﬁtness. La fonction de ﬁtness est
la phase la plus importante pour le processus de sélection
pour la nouvelle génération qui est déterminée à partir de
la valeur de ﬁtness de la génération courante.
Après l’évaluation de la population, plusieurs opéra-
teurs génétiques sont appliqués : le croisement, la mutation
et la sélection.
En général un AG se termine quand le critère d’arrêt est
satisfait. Dans notre cas le critère de terminaison est lié au
nombre de générations (ﬁxé expérimentalement à 50).
Finalement l’ensemble des caractéristiques sélection-
nées est donné par le meilleur individu de la dernière gé-
nération de l’AG.
6 Expérimentations et discussion
Dans cette section, nous décrivons notre protocole
d’évaluation. Cette section est divisée en deux parties. Dans
un premier temps nous décrivons notre base de test ainsi
que les descripteurs sélectionnés. Ensuite nous donnons les
résultats de l’évaluation qui porte sur le nombre de carac-
téristiques sélectionnées, les taux de reconnaissances et les
temps d’exécution.
6.1 Base de données et descripteurs
Pour nos expérimentations nous avons utilisé la base
de données des chiffres manuscrits MNIST. Cette base de
données contient des images de chiffres (0 ... 9) manuscrits.
La taille des images est de 28 x 28 pixels, en niveaux de gris
et les chiffres sont centrés au milieu des images. Cette base
contient 60000 images.
Avec cette base de données, nous avons déﬁni trois
sous-ensembles A, B et C où chaque sous-ensemble
contient 1000 images. Nous avons utilisé un sous-ensemble
pour l’entraînement des classiﬁeurs Adaboost pour cha-
cune des caractéristiques et les deux autres sous-ensembles
comme des bases d’apprentissage et de test pour l’évalua-
tion de l’ensemble des caractéristiques sélectionnées. Dans
ce travail, nous nous sommes intéressés aux problèmes de
la classiﬁcation bi-classes. Ainsi pour la phase d’apprentis-
sage, nous avons utilisé 1000 exemples positifs de la classe
à apprendre et 1000 exemples, choisis aléatoirement, de
toutes les autres classes. Les trois sous-ensembles A, B et
C sont déﬁnis de la même manière.
Comme descripteurs, nous avons utilisé trois types de
descripteurs. Le premier est le descripteur de Zernike (noté
ZER)[PRO 92] le deuxième descripteur est la R-Signature
(RS)[TAB 04] et le troisième l’image toute entière en ni-
veaux de gris (pixels). Nous avons généré trois autres des-
cripteurs en combinant ces descripteurs deux à deux i.e
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FIG. 1 – Évolution de la valeur ﬁtness du meilleur individu
en fonction de la génération.
RS+ZER, ZER+Pixels et RS+Pixels. Le tableau 2 montre
le nombre de caractéristiques initiales (première colonne
du tableau) pour chacun de ces descripteurs.
6.2 Résultats
Pour tester la performance de l’approche proposée nous
avons utilisé les trois sous-ensembles déﬁnis dans la sec-
tion précédente. Nous avons utilisé le sous ensemble A
comme une base d’apprentissage pour entraîner les clas-
siﬁeurs Adaboost pour chaque primitive aﬁn de l’utili-
ser dans l’algorithme génétique. Les deux autres sous en-
sembles B et C sont utilisés comme base d’apprentissage
et test pour évaluer les sous ensembles des caractéristiques
sélectionnées par l’algorithme génétique.
Nous avons sélectionné un sous-ensemble de caracté-
ristiques en utilisant notre AG pour chacune des classes de
la base MNIST et pour chacun des descripteurs. Les résul-
tats du tableau 2 montrent le taux moyen de caractéristiques





RS + ZER 227 73 + 28 = 101
RS + Pixels 1204 87 + 498 = 585
ZER + Pixels 1071 32 + 492 = 524
TAB. 2 – Nombre de caractéristiques avant et après la sé-
lection.
Suivant les résultats de ce tableau nous pouvons remar-
quer que le nombre des caractéristiques pour la plupart des
descripteurs est réduit de plus de 50% tout en conservant
les taux de reconnaissance avant et après sélection (cf ta-
bleaux 3-5).
D’autre part, nous pouvons remarquer d’après le ta-
bleau 2 l’efﬁcacité de notre méthode à sélectionner les ca-
ractéristiques les plus pertinentes même après la concaté-
nation de plusieurs descripteurs. Par exemple, pour le des-
cripteur RS+ZER nous pouvons remarquer que l’AG a sé-
lectionné 73 caractéristiques pour RS et 28 caractéristiques
pour Zernike alors que pris séparément le nombre de ca-
ractéristiques sélectionnées était, respectivement, de 79 et
36.
Une étude expérimentale a été faite sur l’inﬂuence des
deux paramètres, le nombre de générations et la taille de
la population de l’algorithme génétique. En prenant les va-
leurs 100, 200 et 500 individus pour la taille de population
et 30, 50 et 100 comme nombre de génération, nous avons
remarqué que l’erreur minimale du meilleur individu est at-
teinte toujours avant la cinquantième génération et que 200
individus sont sufﬁsants pour trouver cet individu.
La ﬁgure 1 montre l’évolution de la valeur de fitness
du meilleur chromosome de la population courante au fur
et à mesure des générations. Cette courbe montre que l’er-
reur de classiﬁcation du meilleur individu qui représente le
sous-ensemble de caractéristiques à sélectionner diminue
avec l’évolution de la population à chaque génération.
Pour évaluer les sous-ensembles de caractéristiques sé-
lectionnées par notre algorithme génétique nous avons uti-
lisé trois classiﬁeurs : SVM, Adaboost et le KPPV (avec
K=5) et comparer le taux de reconnaissance du système ori-
ginal qui utilise toutes les caractéristiques et avec les sous-
ensembles sélectionnés.
Les tableaux 3 à 5 montrent les taux de reconnaissance
en utilisant chacun des classiﬁeurs sur chaque descripteur.
La comparaison montre que le taux de reconnaissance est
resté quasiment le même mais avec un nombre de caracté-
ristiques diminué de 50 %.







TAB. 3 – Taux de reconnaissance utilisant un classiﬁeur
SVM.







TAB. 4 – Taux de reconnaissance utilisant un classiﬁeur
Adaboost.
Pour valider la performance de la méthode proposée
nous avons fait une validation croisée pour les trois sous-
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TAB. 5 – Taux de reconnaissance utilisant un classiﬁeur
KPPV(K = 5).
ensembles A, B et C en utilisant chaque sous-ensemble à
tour de rôle comme base d’apprentissage pour les classi-
ﬁeurs Adaboost, comme base d’apprentissage pour évaluer
le sous-ensemble de caractéristiques et comme une base de
test. Ces différentes validations croisées ont donné des ré-
sultats similaires qui conﬁrment la qualité de notre méthode
pour sélectionner les caractéristiques.
Nous avons comparé notre approche de sélection avec
une autre qui s’appelle MRMR [LON 05] (Maximum rele-
vant Minimum redundancy). Nous avons choisi cette mé-
thode parce que le nombre de caractéristiques à sélection-
ner est précisé en avance et nous pouvons ainsi sélectionner
le même nombre de caractéristiques que celui de notre mé-
thode.




TAB. 6 – Comparaison du taux de reconnaissance entre la
méthode MrMr et la nôtre.




TAB. 7 – Nombre de caractéristiques selctionnées par un
AG+Adaboost (méthode Wrapper) et notre méthode.
Le tableau 6 montre la comparaison entre notre mé-
thode et la méthode MrMr en utilisant le même nombre
de caractéristiques et en utilisant un classiﬁeur SVM pour
l’évaluation. Cette comparaison montre que les taux de re-
connaissance en utilisant les caractéristiques sélectionnées
par notre méthode sont meilleurs que ceux qui utilisent la
méthode MrMr.
Une autre comparaison est faite entre notre méthode de
sélection et une méthode classique de sélection qui utilise
un algorithme génétique simple avec une fonction de ﬁt-
ness basée sur la méthode Wrapper et utilisant le classiﬁeur
Adaboost pour évaluer chacun des individus de la popula-
tion. Les résultats sont présentés dans les tableaux 7 et 8
où nous indiquons respectivement le nombre de caractéris-




TAB. 8 – Comparaison du taux de reconnaissance entre la
méthode Wrapper (AG+Adaboost) et notre méthode avec
un classiﬁeur SVM.
Descripteur AG+Adaboost Notre méthode
RS 78.125 2.656 min
ZER 51.875 1
Pixels 260 11.75
TAB. 9 – Comparaison du temps d’exécution relatif entre
la méthode Wrapper et notre méthode.
tiques sélectionnées dans chacun des cas ainsi que les taux
de reconnaissance à partir d’un classiﬁeur SVM.
Finalement nous avons comparé le temps d’exécution
de notre méthode et cette méthode classique de Wrapper(cf
tableau 9). Nous constatons que l’exécution de notre mé-
thode s’effectue rapidement et le gain varie en fonction des
descripteurs d’un facteur 20 à 50.
7 Conclusion
Dans ce papier une nouvelle approche de sélection de
primitive est présentée. Cette méthode de sélection est ba-
sée sur les algorithmes génétiques et la combinaison de
classiﬁeurs. Le calcul de la fonction de ﬁtness se fait par
la combinaison des plusieurs classiﬁeurs Adaboost entraî-
nés pour chaque primitive.
A la différence des méthodes de sélection, utilisant les
AG avec la méthode de Wrapper pour l’évaluation des in-
dividus, qui s’appuient sur un apprentissage de classiﬁeurs
pour les individus de la population, notre méthode propose
une combinaison des classiﬁeurs entraînés dans une phase
indépendante de l’AG.
Cette méthode a été testée sur la base des chiffres ma-
nuscrits MNIST en utilisant plusieurs types de descripteur
et différents types de classiﬁeurs. Les résultats montrent la
robustesse de l’approche proposée qui afﬁche des taux de
reconnaissance quasi similaires mais avec moins de 50 %
des caractéristiques et avec des temps d’exécution réduits.
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