Computing the number of strings of given length contained in a language is related to classical problems of combinatorics, formal languages and computational complexity.
Introduction and summary
Given a language LG I*, let us consider the function fL defined on the set of the unary strings such that, for every nonnegative integer n, fL( 1") is the number of strings of length n in L. We say that fL is the counting function of the language L.
The sequence {fL(ln)}, can be represented by the analytic function FL(Z) = y fL(ln)Zn n-0 which is called the generating function of L. Note that FL is analytic in a neighbourhood of 0 and its convergence ratio is between l/#Z and 1.
The properties of fL and FL are particularly interesting when L is context-free for two main reasons. First of all, it is known from an old result due to Chomsky and Schiitzenberger that, for every unambiguous context-free language L, FL is algebraic [7] . In the literature this property is used to study the inherent ambiguity of context-free languages [28, In the second place, the functions_& and FL are related to a classical combinatorial method proposed by Schtitzenberger to solve enumeration problems. Roughly speaking, given a class of finite sets {A,,}, the idea is to associate it with a suitable unambiguous context-free language L, so that for every integer n, #A,, =fL(ln). The generating function of L is the solution of an algebraic system of equations induced by the unambiguous grammar generating L; then its Taylor coefficients are estimated by means of standard analytic tools. In the literature this approach is used to enumerate classical combinatorial objects as rooted planar trees, random walks and planar graphs (see for instance [21, 22, 11, 12, 16, 131) . For some of these enumeration problems no other combinatorial technique is known. In particular in [13] the method is used to solve an open problem on the enumeration of polyominoes.
These results suggest that computing the counting function of unambiguous context-free languages is "easy" from a computational point of view. Moreover, there are two natural questions arising from this context. The first one is whether the generating functions of context-free languages lie in a particular class of transcendental functions (like, for instance, the class of exponential functions [14] ). The second question is whether Schiitzenberger's method can be extended to inherently ambiguous languages and, in this case, whether the method remains computationally efficient.
In this work we study the complexity of computing the counting functions of polynomially recognizable languages using traditional tools of computational complexity. It is easy to show that, for every language L in P, fL belongs to the class #P, introduced by Valiant in [34] . #P, is the class of all the enumeration problems which correspond to NP computations over a single-letter input alphabet. It contains many interesting counting problems on graphs such as, for example, determining how many graphs of size n admit an NP-complete substructure. We prove that the counting function of every unambiguous context-free language belongs to the class NC', that is the second level of the hierarchy of efficiently parallelizable problems introduced in [27] O(log n log log n). Moreover, we show that the problem is NC' reducible to computing the determinant of an n x n matrix with n-bit integer entries. This result is a particular case of a more general analysis on the complexity of computing the Taylor coefficients of algebraic functions.
The techniques we use are based on classical properties of algebraic functions and the Chinese Remainder Theorem.
In Section 3 we study the relationship between counting functions and enumeration problems; after recalling the definition of the class #P, and the corresponding reducibility (called #l-reducibility), we prove that all the counting functions of languages in P are in #P, and that every function in #P, is #l-reducible to the counting function of a context-free language of ambiguity degree two. In Section 4 we consider the class #EXPTIME of enumeration problems that correspond to nondeterministic exponential time computations; we show a correspondence between functions in #EXPTIME and counting functions of languages in P, proving that #P, is included in the class of functions computable in deterministic polynomial time if and only if every function in #EXPTIME is computable in deterministic exponential time. In Section 5 we present a language L in P whose counting function is #P,-complete; such a language is related to the regular expressions only containing the operations of union, concatenation and squaring [24, 35] . Then, applying a result due to [19] , it follows that, for some context-free language L of ambiguity degree two, iffL were computable in polynomial time then there would be no sparse sets in NP-P.
In this work we make use of the following notation: 
The degree of the algebraic function is the smallest integer d such that the above relation holds.
The following theorem states the main property of the generating functions of unambiguous context-free languages.
Proposition 2.1 (Chomsky et al. [7] ). If L is an unambiguous context-free language then FL(z) is algebraic.
In the following we use this proposition and the properties of algebraic functions to design fast parallel algorithms for fL when L is unambiguous context-free. In particular we use the following result. To classify the function fL with respect to parallel complexity, we recall the definitions of uniform Boolean circuit and of the hierarchy {NCk}.
of the number qfstrings in context-free languages 329
Uniform Boolean circuits are considered a standard model of parallel computation and are widely studied in the literature [5, 27, 9] . Informally, a family of uniform Boolean circuits is a sequence of combinational circuits satisfying a suitable condition of uniformity which allows a DTM (or other abstract machine) to generate "easily" a description of each circuit. Here we consider the "log-space uniformity", introduced by [5] : a sequence of Boolean circuits {c,} is a family of log-space uniform Boolean circuits if some DTM generates, for any input n EN, a description of the circuit c, using log n work space. We also recall that size and depth of a circuit are respectively the number of nodes and the length of the longest path from an input node to an output node; these measures correspond respectively to hardware and time costs in parallel computations. NC is robust with respect to other formalisms: for instance, it can be defined as the class of problems solvable on parallel RAM in polylog time with a polynomial number of processors [25] . Clearly, all the problems in NC can be solved in polynomial time on DTM. In [lo] many problems between NC' and NC' are classified using a special notion of reducibility called NC'-reducibility. Informally a problem f is NC'-reducible to another problem g iffcan be computed in NC' except for requiring the computation of g (for a more precise definition see [lo] ). An interesting class is DETc NC' defined as the class of problems NC'-reducible to computing the determinant of an n x I? matrix with n-bit integer entries; for example, we recall the problems of computing the inverse and the first n powers of an n x n matrix with n-bit integer entries.
The main result of this section concerns the complexity of computing the Taylor coefficients of algebraic functions. So, by relation (*), it is easily shown that, for every n 2 no,
where . is the matrix product and A[n] is the following k x k matrix:
.r,(n) r2(n) As regards Steps (3) and (5), we recall that the product of n integers of n bits each and the division of two n-bit integers can be carried out by log-space uniform Boolean circuits of polynomial size and O(log n log log n) depth [26] ; since both b and a,, are O(n log n)-bit integers, also
Step (3) and Step (5) have circuit complexity O(log n log log n). Finally, by Lemma 2.8 proved below, the matrix A can be computed by log-space uniform Boolean circuits of polynomial size and O(log n log log n) depth. q Corollary 2.5. For every unambiguous context-free language L, the following problem :
belongs to DET.
Proof. Since the division of two n-bit integers is NC' equivalent to the iterated product of n n-bit integers [2] , we have that computing Steps (3) and (5) of the algorithm described in the previous proposition is in DET. By a result due to Cook and Berkowitz, it is well-known that the iterated product of n n x n matrices with n-bit integer entries belongs to DET [lo, 31. So, also Step (4) is in DET and hence the problem of computing the coefficients {c,?} is in DET. Therefore the result follows from Proposition 2.1. q
To complete the proof of Proposition 2.4 we use the Chinese Remainder Theorem which is a classical tool in analysis of algorithms for algebraic operations [29, 23] . Proof. Let ai, be the i,jth component of the matrix A. From the hypotheses it is easy to verify that there exist two positive integers (Y, j3 such that the absolute value of all the components of the matrices B,, B,, . . , B, is lower than anP; this implies that, for every i, j, OS a,,< (ana)"k" = 6"nyn for suitable constants 6 and y.
Let pI,pz,.
. , pI be the smallest r primes where r = yn [log, n 1+ n [log, 6 1. Since the sequence p, , p2, . , pv does not depend on the input, we can compute it in advance and weave the results into the circuit. Note that such an operation requires only logarithmic space. Moreover, we have (5) Using Lemma 2.6, compute (A),, from H,, Hz,. . . , H, and p,, p2,. . . , pr. By the Prime Number Theorem we know that pr = 0( r log r) and hence the integer p can be computed by log-space uniform Boolean circuits of polynomial size and depth O(log n log log M). Applying Lemma 2.7, we have that the computation of Steps (2) and (3) belongs to NC'. Now, given two k x k matrices B and C with components in (0, 1,. . . , p,}, since all the coefficients (2'),, have already been computed, by the remark at the end of the proof of Lemma 2.7, the computation of (B . C),, requires polynomial size and depth O(log log p,) = O(log log n).
Then, using a standard divide and conquer technique,
Step (4) can be executed by Boolean circuits of depth O(log n log log n) and polynomial size.
Step (5) satisfies the relation 0~ h G 0(n2 log" n)p. Since it is easy to verify that p is a 0( n log' n)-bit integer, reasoning as in the proof of Lemma 2.7, (h), can be computed in depth O(log n) and polynomial size. By Lemma 2.6 A = (A),, is equal to (H), and hence also Step (5) requires polynomial size and depth O(log n).
Finally, note that all the circuits considered above are log-space uniform. I?
Counting functions and the class #P,
In this section we relate the counting functions of languages in P to the complexity of enumeration problems studied in [33, 34] . First of all we recall the notion of counting Turing machine. Turing machine has been widely studied in [33, 34] . Also the class #PSPACE of the functions computable by CTM in polynomial space has been considered in the literature [4] . Another interesting class of counting problems is the class #P1 of all the functions f: { 1)" + N computable in polynomial time by a CTM which has unary input alphabet [34] .
To introduce a natural notion of reduction in #P,, we define an oracle Turing machine (OTM) as a Turing machine M with an oracle function h,,., : { l}* -+ N and unary input alphabet; it has a query tape, an answer tape and a work tape. To consult the oracle, the machine M prints a unary string 1" on the query tape, enters a special query state and returns in unit time the binary representation of h,,, (1") on the answer tape.
Definition 3.2.
Given two functions f; g : {l}* + N, we say that f is # 1 -reducible to g if there exists an oracle Turing machine M computingf in polynomial time which calls an oracle for g only once. Moreover, for every input I", M produces the binary representation of f( 1") in polynomial time.
It is easy to verify that #I-reducibility is transitive. A function f is said to be #P,-complete if f~ #P, and for every g E #P, , g is #,-reducible to f: The class #P, has been introduced in [34] where a notion of reducibility is defined which is equivalent to ours except for not requiring one oracle call only. We note that our #P,-complete functions are complete also with respect to Valiant's reduction.
Proposition 3.3.
For every language L in P, fL belongs to PP, Proof. Let M be a DTM recognizing a language Lc 1" in polynomial time. We can determine a NDTM M' such that, on input l", M' generates nondeterministically all the strings of length n in 2'". Then, having a string y of length n on its tape, M' simulates the machine M on input y. Clearly, M' works in polynomial time and the number of accepting computations is fL(ln). 0
Now we want to prove that the functions in #P, are at least as difficult as counting functions of languages in AZ. To prove it we recall a well-known result due to Hartmanis which relates context-free languages and Turing machine computations.
Given a NDTM M, we can assume without loss of generality that all the halting computations are accepting and consist of an odd number of transitions. where m is a special mark which does not denote a tape or a state symbol of M and, for every i = 1,. . . , n, w:, is the reversal of the string wzi. We say that a string of the form (*) is an alternating description of accepting computation of M.
Moreover, let q0 be the initial state of M and let S and H be respectively the set of all the initial and halting instantaneous descriptions of M; let us denote by HT the set of all the reversals of strings belonging to H. Then we can define the following languages: 
Lemma 3.4 (Hartmanis [IS]). For every NDTM M, we have (1) L,,(M) and L,(M) are deterministic context-free languages, and (2) L,,(M) n L,(M)
is the set of all the alternating descriptions of accepting computations of M. in #EXPTIME.
There exists a
Proof. Since f~ # EXPTIME, there exists a NDTM M such that all the accepting computations of M on input x E (0, l}* run for s2""Y' steps for a suitable constant c; moreover, there are exactly f(x) accepting computations.
Applying the padding technique described in the proof of Proposition 3.5, we can determine a NDTM M' simulating M such that, for every input x, all the alternating descriptions of accepting computations of M' on x have the same length and, for every pair of distinct inputs x, y, the corresponding alternating descriptions have different length. As in Proposition 3.5, given an input x, M' first marks the leftmost nL' cells as work space, where B(n) = lx; then it simulates each step of M by scanning the work space in both directions and counting in parallel the number of simulated moves. M' halts after scanning the work space n' times and accepts the input if and only if it has simulated an accepting configuration of M. Clearly, for every input x, M' hasf(x) many accepting computations running for q( n") steps for a suitable polynomial q.
Let L be the language such that L = Lo( M') n L, (M'). Then, by Lemma 3.4 it is easy to verify that, for a suitable polynomial p,
and B(n) = lx}.
Furthermore, we have that L belongs to P, because the alternating descriptions of accepting computations of a NDTM are easily recognized by a DTM in polynomial time.
q Definition 4.3. For every function f E #EXPTIME, we denote by L, the language in P built up in Proposition 4.2 and satisfying the relation f(x)=#{z~L((zl=p(n)and
Corollary 4.4. #P, G FP if and only if #EXPTIME = F-EXPTIME.
Proof. Immediate from Propositions 3.5, 4.1, 4.2. 0
Counting functions complete in #P,
In this section we exhibit a language LE P whose counting function is #Pi-complete. The proof is based on a slight extension of a well-known result due to Meyer and Stockmeyer concerning the complexity of word problems requiring exponential time [24] . It follows that there exists a context-free language of ambiguity degree two whose counting function is also #P,-complete. As a consequence, for some language L E AZ, if fL belongs to FP then there are no sparse sets in NP -P.
Definition 5.1. Given a finite set S, we denote by RE(S, u , . ,*) the set of all the correctly parenthesized regular expressions involving all the symbols u E S, the empty word E, the binary operations u and . of union and concatenation, and the unary squaring operation '. Similarly, RE(S, u , .) c RE(S, u , . ,*) is the subset of all regular expressions containing only the operations of union and concatenation.
We recall that every expression e E RE( S, u , . ,*) represents a language L(e) c S* defined in the usual way: L(e) = { 8); Vu E S, L(a) = {a}; Ve, , e2 E RE( S, u . ,2), Ue, u e2) = Ue,) u Ue,), L(e,.eJ = L(e,).L(e,),
L(e:) = L(e,).L(e,).
Note that, for every e E RE(S, u , . ,*), #L(e) < +oo. Let Q, qO, F and 6 be respectively the set of states, the initial state, the final states and the transition relation of Aexp. Then, given the string x = x,x1 . . . x,, the DTM M implements the following procedure and checks whether x E L(exp). 
Clearly the first term of (2) Proposition 5.8. There exists a language L E A2 such that fL E FP ifand only if #EXPTIME = F-EXPTIME. Now we recall that, for a constant c, TIME(2"") (resp. NTIME(2'")) denotes the class of languages recognized by a DTM (resp. NDTM) in time O(2'"). Then the classes EXPTIME and NEXPTIME are defined as follows: EXPTIME = E TIME(Z'"), NEXPTIME = ij NTIME(2'"). c=l '=, Although the problem whether EXPTIME= NEXPTIME is still open, it is conjectured that the two classes are different. The properties of EXPTIME and NEXPTIME are related to the properties of sparse sets in NP -P. We recall that a language S C_ 2 * is called a sparse set if there exists a polynomial p such that #{x E S 11x1 s n}cp(n). Sparse sets are widely studied in literature; in particular, in [ 191 it is proved that EXPTIME = NEXPTIME if and only if there are no sparse sets in NP -P.
Since #EXPTIME = F-EXPTIME implies NEXPTIME = EXPTIME, from the previous propositions we obtain the following result.
Proposition 5.9. There is a language L E A, such that, iffL is computable in polynomial time, then there are no sparse sets in NP-P.
Conclusions and open problems
In Section 2 we have shown that computing fL for unambiguous context-free languages belongs to the class DET of problems NC'-reducible to computing the determinant of an n x n matrix with n-bit integer entries. Clearly, computingf, for unambiguous L does not seem to be complete for DET, since the most "difficult" operation used to solve the problem is the iterated product of matrices of fixed size (Step (4) in the proof of Proposition 2.4); such an operation looks easier than the iterated product of n matrices of size n x n (itmatprod), which is complete for DET
[lo]. Actually, we have proved a stronger result: fL for unambiguous context-free L can be computed by a log-space uniform family of Boolean circuits with depth O(log n log log n) and polynomial size. It would be interesting to know whether this problem belongs to NCi. Anyway, such a question does not appear to be easily solvable, since it is still an open problem whether integer division belongs to NC', and computing fL for unambiguous L seems to be as difficult as integer division. In Section 5 we have shown that there is a context-free language L of ambiguity degree two such that computing_/, is difficult unless EXPTIME = NEXPTIME. This means that Schiitzenberger's method cannot be extended to the whole class of context-free languages. Nevertheless, it has been observed that the generating functions of many inherently ambiguous context-free languages have easily computable Taylor coefficients [14] . It would be interesting to characterize the class of these languages (or significant subclasses), since it represents those ambiguous languages to which Schtitzenberger's method can be extended.
Finally, considering the language #P,-complete mentioned in Proposition 5.7, we note that, although its counting function is "difficult", it is possible to prove that the computation of approximate values is easy. Hence, a natural question is whether there exist context-free languages whose counting functions cannot be easily approximated.
