We study a transfer operator M (k) associated to a family f !g of C 3 transversal local di eomorphisms of R n , with C 3 compactly supported weights g!, and let it act on k-forms in R n . Using the de nitions of sharp trace Tr # and at trace Tr , the following formula holds between formal power series: Det # (1?zM) = n k=0 Det (1?zM (k) ) (?1) k . Following ideas of Kitaev, we de ne the kneading operators D k (z), which are kernel operators.
Introduction
Kneading theory in dimension one has been a powerful and successful approach in the study of dynamical systems. In their famous paper MT88], Milnor and Thurston introduced kneading coordinates and used them in order to get a lot of results about piecewise monotone and continuous interval maps: semi-conjugacy with a piecewise linear map, relationship with the lap number, and a surprising \magical formula"
showing the equality (modulo a polynomial error factor p(t)) between the reduced zeta function R (t) of a continuous piecewise monotone map f, and the inverse of the determinant (t) of the kneading matrix ( MT88] ): R (t) (t) = p(t) ( 
1)
The kneading matrix entries are built using the orbits of the turning points of f (i.e., the endpoints of the maximal intervals of monotonicity) and are power series, holomorphic in the unit disc. The reduced zeta function is a power series built with the periodic points of f. The meromorphicity of the reduced zeta function in the unit disc, which is not at all trivial, follows immediately from (1). This theory has been pushed further by Baladi and Ruelle who introduced piecewise constant weights BR94], and by Baladi who generalised the result to weights of bounded variation Bal95]. Nevertheless, kneading theory was not really useful (at rst sight) for the study of the statistical properties of a given map f. Recall that if f : X ! X is a map for which any point x in X has a nite number of preimages (this condition could be weakened), we can de ne the 
where the Lefschetz sign L(x; ! ) 2 f0; 1g is the sign of 1 ? 0 ! (x) if ! is di erentiable (see further). Using the formula det(A) =exp tr log(A) (see Section 6 below), they de ned the sharp determinant Det # (1 ? zM) of M Then, they introduced kneading operators D(z) (z being a complex variable), which could be seen as limits of kneading matrices. D(z) is a kernel operator with kernel in L 2 , thus it is possible to apply Hilbert space theory (see Sim79] or GGK00]) to conclude that D(z) is in fact (almost) trace class, which means that we can de ne a determinant Det(1 + D(z)), and this determinant is a`real' one in the sense that Some results were obtained by Baladi, Kitaev, Ruelle and Semmes BKRS97] in the 1-dimensional (complex) holomorphic case. They de ned kneading operators and were able to prove (3) as well as some trace class property of D(z). In fact, D(z) has an unbounded kernel, and they used a family D t (z), where D 0 (z) = D(z), and for each 0 < t 1, D t (z) is a regularisation of D(z), and they showed that the trace-norm of (D t (z)) 2 is uniformly bounded for 0 < t 1. Unfortunately, their paper does not contain any spectral interpretation. In an unpublished note Kit95], Kitaev proposed a de nition of the kneading operators and sketched a proof of an analog of (3) in dimension n. It requires another de nition of trace, the at trace Tr , whose name is inspired from the work of Atiyah and Bott. In the present paper, we follow Kitaev's ideas and give a complete proof of a formula generalising (3) in odd dimension (this is Theorem 6.1). As a consequence, we obtain (using the theory of regularised determinants) that in all dimensions (even or odd), Det # (1 ? zM) is holomorphic near 0, and has a meromorphic extension to a (possibly larger) disk. (this is Theorem 8.4). A spectral interpretation will be given in a forthcoming paper. The paper is organised as follows: {In Section 1, we x the general notations. {In Section 2, the de nitions of (transversal) transfer operators, sharp trace Tr # and at trace Tr of a transversal transfer operator are given.
{In Section 3, we introduce the operators S and N with which we will later build the kneading operators D k (z) = N k (1 ? zM (k) ) ?1 S k .
{In Section 4, we de ne the vector spaces of operators K S k;`; K SL ? ; K SR   ? and K d k , and the star trace of these operators. We show that the star trace and the at trace coincide on transversal transfer operators {In Section 5, we show that in our vector spaces, we can perform some commutations of operators without changing their star traces. A sign appears in even dimension that destroys the proof of Theorem 6.1 in that case. {In Section 6, we de ne the kneading operators, state and prove Theorem 6.1, which is the main theorem of this paper. We use the commutations given in Section 5. {In Section 7, we give some complementary results that allow us to extend a little bit Theorem 6.1. {Section 8 is devoted to the proof of the holomorphic nature of Det # (1 ? zM) near 0. Using Kaloshin's results Kal00], we show some examples of di eomorphisms for which it is not obvious that the series for Det # (1 ? zM) converges. Sections 3 and 6 are based on Kitaev's sketch of a proof given in Kit95] . The proof of Theorem 6.1, as we give it here, is basically his. The reader who does not want to look at all details is encouraged to read Sections 2,3 and 6 rst. The paper requires basic knowledge on di erential forms. For the denitions of di erential forms, currents, pullback and exterior derivative, see for instance Spi65] . Acknowledgments This work has been done under the direction of Viviane Baladi (Universit e d'Orsay). I would like to thank her in the rst place for having shown me Kitaev's unpublished notes, and for her many useful comments on the various preliminary versions of this paper. In particular, she helped me to prove Lemmas 4.1 to 4.3. I would also like to thank the Fonds National pour la Recherche Scienti que (Switzerland) for having supported my trips to Paris. Finally, let me thank the program PRODYN, Sebastien Gouezel and David Urbach for their comments, and David Cimasoni (despite his lack of sportsmanship).
1-Preliminaries
Let us begin by recalling some notations.
Let n 2 N. A k-tuple of ordered indices (0 k n) will be denoted by I(k). Sometimes,`(k)' will be omitted. I 0 (n ? k) is the ordered complement in f1; ; ng of I(k). If I(k) and J(`) are two multiindices, (I J)(k +`) will be their ordered union. (1; ; n) will be denoted by N. If I(k) is a multi-index, we de ne (I) such that (?1) (I) is the sign of the permutation (I(k); I 0 (n ? k)) ! (1; ; n) (4) Let A be a (n n)-matrix. We will use`det' and`tr' for determinant and trace. We denote by A J(`) I(k) the sub-matrix of A with rows I(k) and columns J(`).
We denote by V k A the k?th exterior power of A (acting on V k (R n ) , the alternate k-linear maps from R n to R). We recall the formula: If I(k) = (i 1 ; ; i k ), we will use the notation dx I(k) (or, shortly, dx I ) for dx i 1^ ^dx i k . We will denote a di erential form in R n by (x; dx).
Recall that a k-form is of the form P I(k) I (x)dx I . A form on R n R n depending on two variables will be denoted by (x; y; dx; dy). A current is a form with coe cients that are not functions but distributions.
Let (x; dx) = (x) dx N be a L 1 (dx) n-form in R n , its integral is just the integral of (x) with respect to the n-dimensional Lebesgue measure:
We will need to integrate some forms that depend on two variables, so let us x the following convention:
If (x; y; dx; dy) = P I(k) I (x; y)dy I^d x N is a n-form in x and a k-form in y, the integral of over x will be a k-form in y, we de ne From now on, all derivatives have to be taken in the sense of distributions. Let us end these preliminaries by an easy lemma, which we will constantly use throughout the paper (especially point a)). If ' is a form in R n R n , we adopt the following notation: RD('(x; y; dx; dy)) := '(x; x; dx; dx) The proof is by recurrence on k +`, which is the total order of '(x; y; dx; dy). One checks easily that a) and b) hold for k =`= 0 and k +`= 1. If k +`> 1, we can write ' as (a nite sum of) ^ , where ; are forms of total order (order in x plus order in y) strictly less that k +`.
Since RD( ^ ) = RD( )^RD( ), we have that RD( x ') = RD( x ( ^ )) = RD( x )^RD( x ) = x RD(( ?1 ) y )^ x RD(( ?1 ) y ) = x RD(( ?1 ) y ') which proves a). To prove b), we can assume that has total degree 1. Since d x ( ^ ) = d x ^ ? ^d x and RD is linear, we have
By recurrence,
2-Transfer operators ; Flat and Sharp Trace
From now on, n denotes the dimension and is xed.
De nition 2.1: We denote by A k the set of k-currents of order 2 in R n , and by A C k A k the subset of compactly supported k-currents.
(A current is of order`if its coe cient distributions acts on C`functions with compact support.) When it is not misleading, we will use a functional notation (x; dx) for any member of A k (despite the fact that a distribution is not de ned at a point x 2 R n ). A family f ! ; g ! g !2 is called adapted if:
{ is a nite set, { ! is a C 3 di eomorphism from an open set U ! R n to its image, { g ! is a C 3 function R n ! C with compact support U ! .
(7) Let ! = 1 depending on whether ! preserves or reverses the orientation.
We say that an operator acting on A k is a transfer operator if it admits a representation:
where f ! ; g ! g !2 is an adapted family. Notice that the representation (8) is in general not unique (one can use partition of the unity).
Since the g ! s are C 3 and the ! s are C 3 di eomorphisms, it is obvious that a transfer operator maps A k to A C k . (Here, C 2 would be enough for the g ! s, but we shall later need dg ! to be C 2 .) For a xed adapted family, we denote by M the operator acting on t k A k whose restriction to A k is M (k) . Suppose that 8! 2 , ! has nitely many xed points. De nition 2.2: We de ne the sharp trace of the representant (8) of M by: 
By using the formula det(1 ? A) = P n k=0 (?1) k tr V k A, it is easy to check that
De nition 2.5: A transversal transfer operator M (k) is a transfer operator which has a representation (8) with a transversal family. The at trace of (M (k) )`is thus de ned for all`. Note : To avoid confusion, we will use capital letters for the operator traces`Tr # ' and`Tr ', and small letters for the matrix traces`tr'; and for the determinants as well. The statement about Tr # M takes into account the fact that a transversal transfer operator could have a non-transversal representant, for which the sharp trace is still de ned. However, our proof does not show that the sharp trace of a transversal representant and the one of a non-transversal representant coincide.
Let m : R n ! R be a sequence of C 1 maps with compact support which approximate (x), the Dirac mass at 0 in the sense that for each
Recall that N := (1; ; n).
The following expressions depend only on M (k) as an operator acting on C 1 k?forms:
We used de nition (4), formula (5), the identity 
The proof follows directly from Lemma 7.4 (see below). There is a more direct proof that we won't give here. See BR96] for a more general result in dimension one.
3-The operators S and N
In this section, we de ne the two auxiliary operators which will allow us to build the kneading operators.
First, we will need operators S k :
(1 being the identity on A C k .) Let (z; dz) be the Dirac n-current (z)dz N . Let (z; dz) be a n ? 1-form such that
(as currents acting on C 2 functions). We take Where ? is the Euler function, j j is the Euclidian norm on R n and dz j means that we omit dz j . Notice that is a L p form for p < n n?1 . Proof of Formula (13) :
We denote by C(n) the constant ?( n 2 ) 2 n 2 . We have 
We de ne k (x; y; dx; dy) implicitly by the following conditions:
k (x; y; dx; dy) is a k-form in x and a n ? k ? 1-form in y (x ? y; dx ? dy) = P n?1 k=0 (?1) nk k (x; y; dx; dy) (16) Now, let (x; dx) be a k-form in x, and let u = x ? y, with x; y 2 R n . We have then du i = dx i ? dy i , and one can easily check that d u (u; du) = d x (x ? y; dx ? dy) + d y (x ? y; dx ? dy). Thus, applying d u to both sides of (16) 
The fact that S k sends A C k+1 to A k follows from a property of the convolution : if ' is a C 2 compactly supported function, a L 1 function and F a compactly supported distribution of order two, then the convolution F = F applied to ' is equal to F applied to ' (see, for instance, Sch66]). Since S k maps C 2 forms compactly supported to C 2 forms by convolution with k (x; y; dx; dy), S k maps A C k+1 to A k . Lemma 3.1:
Proof of Lemma 3.1 :
Let (x; dx) be a C 2 k-form. We will now de ne the second ingredient. It is`almost' a transfer operator, but acts from A k to A C k+1 : we put
for k = 0; ; n?1. As for M (k) and M, we denote by N the operator acting on t k A k whose restriction to A k is N k . In fact, N k acts on A k in the following way:
as the Leibniz rule shows. We are allowed to use the Leibniz rule because g ! and ! are C 3 (and therefore C 2 ). Of course, by de nition, N depends only on M and not on the representation.
4-Kernel operators and generalised kernel operators The Star trace
From now on, we will assume for convenience that each transversal family we are working with is contained in a xed transversal`super'-family, such that the transversality property always holds when we compose the di eomorphisms. This is useful if, for instance, we want to work with di erent transfer operators.
De nition 4.1: We say that a linear operator K acting from k-forms 
where K(x; y; dx; dy), the kernel, is a n ?k form in y and a`-form in
x.
For the moment, we ask the coe cients to be L 1 (class of) functions, and say for convenience that K acts on bounded k-forms. belonging to a suitable vector space. In particular, the kneading operator will belong to this vector space, and thus its star trace will be well de ned (see Section 6).
De nition 4.3: We say that an operator K acting on k-forms is of type M if it is a transversal transfer operator. We say that K is of type N if it acts from k-forms to k + 1-forms as follows :
where the family f ! g !2 is transversal, and ! is C 2 . Let k;`2 f0; ; ng. We will call K S Note that the product of a type N operator with a type M operator is of type N. It is clear that H(x; y; dx; dy) is C 3 whereK(x; y; dx; dy) is.
Let us now prove 2). As seen from the point of view of coe cient functions, the action of S is nothing but a convolution with a L p function, p < n n?1 (since the coe cient functions of k (x; y; dx; dy) are C x j ?y j jx?yj n ). We perform the following change of variable nearû: By repeating that argument s times, it follows that jH(u (0) ; ; u (s) )j p is integrable on U.
To nish, note that it is possible to choose such that we can cover any compact set by a nite number of open sets U with the property that either there is a k such that j (k) (u (k) ) ?u (k+1) j > on U, either the jacobian of (24) Let K(x; y; dx; dy) have coe cient functions K : R n R n ! R that are continuous, except maybe at points (x; y) with (x) = y ( belonging to a transversal family). We don't put indices on the K(x; y)s in order to avoid heavy notations. We ask the K(x; y)s to have compact support in either x or y, and K(x; x) 2 L 1 (dx). For > 0, let (x; y) : R n R n ! R n be a C 1 function s.t. where E is a nite union of balls of volume C . Since the mesure of the limit of a sequence E n of sets such that E n E n+1 is the limit of the measures of the E n , R K(x; x) (x; x)dx ! R K(x; x)dx as ! 0, and we conclude using (?1) n+`+n`Z y '(x; y; dx; dy)^ `( x; y; dx; dy) = '(x; x; dx; dx) (25) for any k-form in x and a`-form in y. 2
As a corollary,we get: k (x; y; dx; dy). Let us rst recall that it is possible to approach any continuous function of x and y in R n R n by a nite sum of terms '(x) (y) with ' and compactly supported and C 1 . We would like to give a meaning to R x K(x; x; dx; dx), even if at rst sight, K(x; x; dx; dx) is not de ned.
Let us forget the forms for a moment, and consider only their coecients. We introduce the following notations: f i : R n ! R x 7 ! x i jxj n ' : R 2n ! R n (x; y) 7 ! (x) ? y j : R n ! R 2n x 7 ! (x; x) where = ( 1 ; ; n ) is a transversal (local) di eomorphism .
It follows directly from the de nitions that the coe cient distributions of the kernel of S (k) dM are sum of terms of the form g(x) @ x`( f i ')(x; y) where g(x) is a C 2 function compactly supported (it is a product of g ! ; @ x`g! ; @ x k ! ).
Let us see that the restriction of @ x`( f i ') is a distribution. In fact, by linearity of j and a simple matrix computation,
Away from the xed points of , (@ x f i )(' j(x)) is nothing but a C 2 function. Moreover, by transversality, ' j(x) is a di eomorphism in a neighbourhood of the xed points. Finally, @ x f i is a distribution (of order one) since f i is in L 1 loc .
Hence, the integral b) We use the notation (23) for H. Notice that K(x; y; dx; dy) is a k-form in x, and a n ? k ? 1-form in y. Hence, alltogether, it is a n ? 1-form. We have: And we conclude using again Lemma 1.1 a). c) We leave the proof to the reader. One has to be careful with the signs and apply Fubini.
2
We can now be more precise and state a useful corollary. We would also like to be able to commute S and d separately around M (k) . This is done in the next lemma. 
6-Kneading operators and main theorem
We now have almost all the ingredients required to state and prove our main theorem. First, we need to give the de nition of a formal determinant, and a formula for the resolvent of a linear operator. Suppose that we have a vector space of linear operators endowed with a (formal) trace`Tr' (that is, a map from operators to R or C which is linear). We can then de ne the (formal) determinant of (1 ?zA) as follows: Proof of Theorem 6.1: The proof for n even fails only at the last step, so for the moment, we do not have to assume that n is odd.
The rst equality is trivial from (26) 
The proof is the same as Theorem 6.1. The following computations show that Theorem 6.1 cannot be true in dimension 2. In fact, by the proof of Theorem 6.1, one has that
In order to obtain a formula analog to Theorem 6.1, the right-hand factor should be equal to Det (1 ? zM ( In this section, we prove, using Theorem 6.1, that the weighted Lefschetz -function ] (z) = 1=Det # (1 ? zM) associated to a nite adapted and transversal family f ! ; g ! g is meromorphic in some disk fjzj < g, and thus holomorphic in some (possibly smaller) disk (because 0 is not a pole for Det # (1 ? zM)). The positive number that we give here is not optimal. This result can be applied to families f ! g with superexponential growth of the number of periodic points, for which, a priori, Det (1 ? zM (k) ) does not converge in any disk.
Kaloshin Kal00] showed that there are transversal di eomorphisms of a compact, connected manifold of dimension 2 with superexponential growth of the number of xed points. We will explain brie y how to obtain a local di eomorphism of R n out of Kitaev's di eos (n will be strictly bigger than the dimension of the manifold, but we won't try to obtain the sharpest results).
Let us suppose that n is odd. To obtain the meromorphmicity of We will now give an example of family of di eomorphisms for which Theorem 8.4 is needed to prove that # is holomorphmic near zero (or, at least, the result does not trivially follows from the properties of the family f ! g). Let So, let f be such a di eomorphism. One can de ne the Lefschetz sign of any xed point of f using charts, and this does not depends on the choice of our charts. Since M is a C r manifold and r 3, it is possible to C r -embed M into R n , with n = 2d + 1, and to nd a tubular neighbourhood V of M in R n (see for instance Hir76]). A tubular neighbourhood is just a local trivialisation of the normal bundle of M in R n . We de ne : V ! V to be f on M, and to contract linearly (by a factor < 1) along the direction normal to M. Up to making a change of coordinates, the derivative of at x is just
Hence, is a C r local di eomorphsim, and is transversal if f is. The periodic points of f and are the same, and moreover their Lefschetz sign does not change : L(x; `) = L(x; f`) for all` 1. We take now any C 3 compactly supported weight g : V ! C . We construct M with and g, and Theorem 8.4 tells us then that the weighted Lefschetz -function for (or for f) # (z) is holomorphic near zero. However, at rst sight, the series P`z``T r # (M)`is not trivially convergent near zero, because of (34) (take a`>``, for instance). In addition, the series Det (1 ? zM (k) ) have probably no radius of convergence.
The same arguments also apply to nite transversal families of di eomorphisms with the property (34) as well, for which the convergence of the weighted Lefschetz -function is even less obvious.
