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Quantum entanglement cannot be used to simulate communication among remote parties, but
it can reduce the communication needed for some problems. Let each out of k parties hold some
partial input data to some xed k-variable function f . The communication complexity of f is the
minimum number of classical bits required to be broadcasted for every party to know the value of
f on their inputs. We show that, for a particular function F , if the parties share prior quantum
entanglement, then the communication complexity of F is exactly k. On the other hand, we also
show that, if no entangled particles are provided, then the classical communication complexity of F
is roughly k log2 k. In terms of the number of parties, this proves for the rst time a communication
complexity separation better than a constant number of bits.
PACS numbers: 03.67.Hk
I. INTRODUCTION
Suppose each out of k parties holds some data that is
unknown to the others, and they want to evaluate some
xed k-variable function on those data. If the function is
non-trivial, then this cannot be done unless the parties
communicate.
In [1], Cleve and Buhrman raised the question whether
or not less communication is needed if the parties possess
entangled particles. They demonstrated that, for a spe-
cic problem, prior quantum entanglement decreases the
need for communication by 1 bit from 3 to 2 bits. A 1-
bit saving was also obtained in [2] for another problem
where each party initially holds a 2-bit input-string.
In both of these problems, there are 3 parties (k = 3).
They left open the important question if a separation
larger than 1 bit is possible. In particular, is a separa-
tion in an asymptotic setting possible? In this article we
show that this is indeed the case.
Let f be a k-variable Boolean function whose in-
puts are n-bit strings [3]. There are k parties, de-
noted P1; : : : ; Pk, where party Pi holds input data xi
(i = 1; : : : ; k). Initially, party Pi only knows xi, so, to
evaluate f , the parties have to communicate among each
other. The communication is done by broadcasting clas-
sical bits, where, each time, a party broadcasts one bit to
everybody, on the total cost of one bit of communication.
We are interested in determining the minimum num-
ber of bits required to be broadcasted for every party to
know the value of f . This number, which is calculated
by averaging over all the valid input strings, is called the
communication complexity of f and is denoted C(f; k; n).
We want to compare this number with Q(f; k; n), the
communication complexity of f with prior quantum en-
tanglement. That is, the situation where we allow the
parties to share a set of entangled particles before they
learn their inputs [1,2].
For example, with this terminology, the separation ob-
tained in [2] reads: there exists a 3-variable (k = 3)
Boolean function g whose inputs are 2-bit strings (n = 2),
and for which C(g; 3; 2) = 3, but Q(g; 3; 2) = 2.
Refs. [1,2] left open the very interesting question if
a separation in an asymptotic setting is possible. This
question can be phrased more formal as: Does there ex-
ists a function f for which C(f; k; n) grows in k or n, and
for which the ratio between C(f; k; n) and Q(f; k; n) is
bounded from below by some constant greater than 1?
An indication of that an arbitrary large separation in
n might not be possible was given by Cleve and Tapp [4].
They considered a well-studied function h called the in-
ner product function. The input to h is two n-bit strings
(k = 2). They showed that if there is an asymptotic sep-
aration for h in terms of n, then it is at most by a factor
of 2.
All papers mentioned above have mainly been con-
cerned about the communication complexity in terms
of n, the binary length of the inputs. In this paper,
we instead consider the question if an asymptotic sep-
aration in terms of k is possible. We give a specic
k-variable Boolean function F whose inputs are n-bit
strings. We show that the communication complexity
of F with prior quantum entanglement is exactly k [that
is, Q(F; k; n) = k], but that, if n  log2 k, then with-
out quantum entanglement it is roughly k log2 k [that is,
C(F; k; n)  k log2 k]. We prove this by giving upper and
lower bounds in both cases. This implies a separation by
the factor of log2(k=2).
II. DEFINITION OF THE FUNCTION
We now dene the function F which we shall use
to prove our separation. There are k parties, where
party Pi obtains input data xi 2 Y = f0; : : : ; 2n − 1g
1
(i = 1; : : : ; k). We say that an input x = (x1; : : : ; xk) is





mod 2n−1 = 0: (1)
Let F : Y k ! f0; 1g denote the Boolean function on the
valid inputs dened by











We say that a valid input x is b-valid if F (x) = b
(b = 0; 1).
We rst show that with prior quantum entanglement,
k bits of communication are necessary and sucient for
every party to evaluate F . That is, for all k  2 and
n  1,
Q(F; k; n) = k: (3)
Then, we show how the parties can evaluate F with
roughly k log2 k bits of communication without using any
entangled particles. Specically, for all k  2 and n  1,
C(F; k; n)  (k − 1)fdlog2(k − 1)e+ 1g+ 1: (4)
Finally, we prove that this is optimal up to low order
terms by showing that, for all k  2 and n  log2 k,
C(F; k; n) > k log2(k)− k: (5)
By comparing the bound of Eqs. 3 and 5, we see that we
have established a separation by a factor of log2(k=2).
III. WITH ENTANGLEMENT
We rst show that if the parties share entangled par-
ticles, then in a straight-forward manner, the parties can
evaluate F using only one bit of communication each.
This is obtained by a direct generalization of the idea
used in Sect. 2.1 of [2], which itself is based on the
work of Mermin [5]. The prior quantum entanglement
shared by the k parties is the cat state jq1 : : : qki =
(j0 : : : 0i + j1 : : : 1i)=
p
2, where party Pi holds qubit qi
(i = 1; : : : ; k).
Each party Pi uses the following procedure. First
party Pi applies a phase-change operator (xi) dened by
j0i 7! j0i and j1i 7! exp(2xi
p
−1=2n)j1i on her qubit qi.
Then she applies the Walsh-Hadamard transform that
maps j0i to (j0i + j1i)=
p
2, and j1i to (j0i − j1i)=
p
2.
Finally, she measures her qubit qi in the computational
basis fj0i; j1ig and broadcasts the outcoming bit.
Let bi be the outcome of party Pi’s measurement.
Simple calculations show that b1      bk equals
F (x1; : : : ; xk), where  denotes addition in modulo-2
arithmetic. It follows that every party can compute the
value of F from the k communicated bits. On the other
hand, k bits of communication are necessary since if one
of the parties does not broadcast any bits, then none of
the others can determine the value of F . To see this,
note that if we toggle the most signicant bit of any one
of the inputs, then the value of F changes. Eq. 3 follows.
IV. WITHOUT ENTANGLEMENT
The simplest way to evaluate the function F is for all
but one of the parties to broadcast their inputs. The
last party then evaluates F (x1; : : : ; xk) and communi-
cates the resulting bit to the others. Hence, the commu-
nication complexity (without entanglement) is at most
(k − 1)n+ 1.
Now, consider that all but one of the parties broadcast
the d most signicant bits of their inputs, for some in-











Suppose n  d where d = 1 + dlog2(k − 1)e. Then
0    (k − 1)(2n−d − 1) < 2n−1;
so party Pk knows the value of the sum
Pk
i=1 xi up to an
additional non-negative term strictly smaller than 2n−1.
Since the sum is divisible by 2n−1 for all valid inputs,
party Pk can determine it exactly and thus compute the
value of F . It follows that (k − 1)d+ 1 bits of communi-
cation suce, as stated as Eq. 4.
A good method to prove lower bounds for the com-
munication complexity of functions comes from a com-
binatorial view on the protocol for the communication.
Consider the space Y k of all possible inputs. A rectangle
in Y k is a subset R  Y k such that R = R1      Rk
for some Ri  Y (i = 1; : : : ; k). If a rectangle contains
no 0-valid inputs or no 1-valid inputs, then it is said to
be F -monochromatic.
We now use the observation that every determinis-
tic and errorless communication protocol corresponds
to a covering of all the valid inputs in Y k by F -
monochromatic rectangles (see [6]). Without increasing
the communication complexity, such a protocol can al-
ways be transformed into a protocol that uses a partition-
ing that covers all of Y k, and for which each monochro-
matic rectangle contains at least one valid input. By
proving that every such partition requires at least t rect-
angles, we also prove that the average communication
complexity of F is at least log2 t [6]. Hence, upper bounds
on the cardinality of the possible F -monochromatic rect-
angles imply a lower bound on the communication com-
plexity of F .
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In the appendix, we prove that if a rectangle R  Y k
is F -monochromatic and if R contains a valid input, then








Since there are 2nk input values to be covered, this bound
on the size of the rectangles shows that we need at least
t = 2nk=r rectangles to partition Y k in the above de-
scribed fashion.
If n  log2 k and k  2, then basic algebra gives that





> k log2(k)− k:
From this, the lower bound on the communication com-
plexity of Eq. 5 follows.
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APPENDIX: UPPER BOUND ON THE
CARDINALITY OF A MONOCHROMATIC
RECTANGLE
Equip the set Y with the natural addition operation,
denoted  and given by x y = (x + y) mod 2n. Then
Y = hY;i is a cyclic group of order 2n.
Let R  Y k be a xed rectangle. By denition,
R = R1  Rk for some subsets Ri  Y , i = 1; : : : ; k.
For any two subsets A;B  Y , dene A  B = fa  b j
a 2 A; b 2 Bg. Set S0 = f0g and Si = Si−1  Ri for





mod 2n for some (x1; : : : ; xk) 2 R.
We shall use Kneser’s theorem [7] to give an upper
bound on the cardinality of R.
Kneser’s theorem Let G = hG;i be an Abelian
group with nite subsets A and B. Then there exists
a subgroup H of G such that
A  B H = A B
and
jA Bj  jAHj+ jB Hj − jHj:
Let Hi be the largest subgroup of Y for which Si =
Si  Hi, (i = 0; : : : ; k). Since  is associative, then
Hi−1  Hi for all 1  i  k.
Suppose R is a monochromatic rectangle that con-
tains a valid input. Without loss of generality, assume
that it is a 0-valid input, that is, that 0 2 Sk. Then
Hi is the trivial subgroup f0g for all i, since otherwise
we have that 2n−1 2 Hi  Hk and hence R would
not be monochromatic. This shows that if we identify
A = Si−1 and B = Ri in Kneser’s theorem, it follows
that H is the trivial subgroup. We therefore have that




jRij − (k − 1):
















It follows that the right hand side of Eq. 6 is an upper
bound on the cardinality of any F -monochromatic rect-
angle that contains a valid input.
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