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L’AIRE DES TRIANGLES IDE´AUX
EN GE´OME´TRIE DE HILBERT
B. Colbois, C. Vernicos∗ et P. Verovic
3 mai 2019
Re´sume´
L’objet de cet article est l’e´tude de l’aire des triangles ide´aux pour
la ge´ome´trie de Hilbert d’un domaine convexe de Rn. Les re´sultats que
nous obtenons donnent d’une part une caracte´risation de la ge´ome´trie
hyperbolique dans l’ensemble des ge´ome´tries de Hilbert, et d’autre part
une minoration optimale, inde´pendante du convexe, de l’aire de Hilbert
des triangles ide´aux qui caracte´rise les domaines triangulaires du plan.
En outre, sous certaines conditions ge´ome´triques, nous e´tablissons une
majoration de cette aire dont nous montrons qu’elle doit de´pendre du
convexe.
Introduction
Le concept de simplexe ide´al joue un roˆle important dans l’e´tude des var-
ie´te´s riemanniennes a` courbure ne´gative. Par exemple, J. Barge et E´. Ghys
obtiennent la caracte´risation suivante de la ge´ome´trie hyperbolique plane
comme conse´quence de leur re´sultat sur la cohomologie borne´e (voir [BG88],
p. 511) :
The´ore`me 1. Soit g une me´trique riemannienne de courbure ne´gative
ou nulle sur une surface S compacte, connexe et orientable.
Si les triangles ide´aux du reveˆtement universel de S ont tous la meˆme aire,
alors (S, g) est de courbure constante.
Signalons que pour une surface riemannienne comple`te et simplement con-
nexe a` courbure ne´gative ou nulle dont tous les triangles ide´aux ont une aire
finie, on ne sait toujours pas s’il existe un analogue de ce re´sultat.
Dans la premie`re partie du pre´sent travail, nous obtenons une caracte´risation
de la ge´ome´trie hyperbolique parmi les ge´ome´tries de Hilbert en terme d’aire
des triangles ide´aux (voir le the´ore`me 2 ci-dessous). Cette caracte´risation
peut eˆtre conside´re´e comme une ge´ne´ralisation du the´ore`me pre´ce´dent dans
∗Partiellement finance´ par le projet europe´en ACR OFES nume´ro 00.0349 et la bourse
FNRS 20-65060.01
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un cadre quelque peu diffe´rent. Puis nous e´tudions les proble`mes de mino-
ration et majoration de l’aire des triangles ide´aux.
b
p
q
C
a
Fig. 1 – Distance de Hilbert
Avant d’e´noncer pre´cise´ment nos re´sultats, rappelons qu’une ge´ome´trie
de Hilbert (C, dC) est la donne´e d’un ouvert non vide, convexe et borne´ C
de Rn — que nous appelerons domaine convexe — muni de la distance de
Hilbert dC de´finie de la manie`re suivante : pour tous points distincts p et q
dans C, la droite passant par p et q rencontre le bord ∂C de C en deux points
a et b tels que p soit entre a et q et q soit entre p et b (figure 1). On de´finit
alors
dC(p, q) =
1
2
ln[a, p, q, b],
ou` [a, p, q, b] est le birapport de (a, p, q, b), c’est-a`-dire
[a, p, q, b] =
‖q − a‖
‖p − a‖ ×
‖p − b‖
‖q − b‖ > 1,
en de´signant par ‖ · ‖ la norme euclidienne canonique sur Rn. On pose
e´galement dC(p, p) = 0 (voir [Hil71], appendice I).
Remarquons tout de suite que si C et C′ sont deux domaines convexes
de Rn tels que leurs images respectives Ĉ et Ĉ′ dans l’espace projectif Pn(R)
ve´rifient Ĉ′ = A(Ĉ), ou` A est une homographie de Pn(R) — donc conserve
le birapport de quatre points de Pn(R)—, alors les ge´ome´tries de Hilbert
(C, dC) et (C′, dC′) sont isome´triques.
Dans toute ge´ome´trie de Hilbert (C, dC), le segment de droite reliant
deux points quelconques du convexe C est un segment ge´ode´sique pour dC
(au sens de [BH99], p. 4) et (C, dC) est un espace me´trique ge´ode´sique dont
la topologie est celle induite par la topologie canonique de Rn. Ceci dit, en
ge´ne´ral, le segment reliant deux points n’est pas l’unique ge´ode´sique entre
ceux-ci, cette unicite´ e´tant ne´anmoins satisfaite lorsque le bord ∂C de C
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est une hypersurface de classe C2 dans Rn dont la courbure de Gauss est
partout non nulle — on dira alors que C est un convexe strict. Notons enfin
que cette condition d’eˆtre un convexe strict n’est pas ne´cessaire pour avoir
unicite´ du segment ge´ode´sique — voir une discussion de´taille´e de ce point
dans [SM00], § 1.2.2.
Par ailleurs, on peut mettre sur tout domaine convexe C ⊂ Rn une
me´trique de Finsler C0, note´e FC , en proce´dant comme suit : si p ∈ C et
v ∈ TpC = Rn avec v 6= 0, la droite passant par p et dirige´e par v coupe ∂C
en deux points p+C et p
−
C ; on pose alors
FC(p, v) =
1
2
‖v‖
(
1
‖p− p−C ‖
+
1
‖p − p+C ‖
)
et FC(p, 0) = 0.
Cette me´trique de Finsler est lie´e a` la distance de Hilbert dC par le fait que
FC(p, v) =
d
dt
∣∣∣
t=0
dC(p, p+ tv)
et que
dC(p, q) = inf
{∫ 1
0
FC(σ(t), σ
′(t)) dt
∣∣∣ σ ∈ Ω1(C, p, q)},
ou`
Ω1(C, p, q) = {σ : [0, 1] −→ C ∣∣ σ de classe C1 avec σ(0) = p et σ(1) = q}.
Graˆce a` cette me´trique de Finsler, on construit une mesure bore´lienne µC
sur C (qui correspond en fait a` la mesure de Hausdorff de l’espace me´trique
(C, dC) — voir [BBI01], exemple 5.5.13 ) que nous allons expliciter.
Pour chaque p ∈ C, soient BC(p) = {v ∈ Rn | FC(p, v) < 1} la boule unite´
ouverte de TpC = Rn pour la norme FC(p, ·) et ωn le volume euclidien de
la boule unite´ ouverte de l’espace euclidien canonique Rn. En conside´rant
la fonction (densite´) h : C −→ R donne´e par h(p) = ωn/vol
(
BC(p)
)
, ou`
vol est la mesure de Lebesgue canonique sur Rn, on de´finit µC — que nous
appelerons mesure de Hilbert sur C — par
µC(A) =
∫
A
h(p)dvol(p)
pour tout bore´lien A de C.
Lorsque C est un ellipso¨ıde, (C, dC) correspond au mode`le projectif (ou
mode`le de Klein) de la ge´ome´trie hyperbolique, et on peut penser aux
ge´ome´tries de Hilbert (C, dC) comme a` une ge´ne´ralisation naturelle de l’es-
pace hyperbolique. Une question commune a` de nombreux travaux re´cents
(voir [SM00], [SM02], [Ben01], [CV], [KN02] et leurs re´fe´rences) est de de´terminer
les proprie´te´s de l’espace hyperbolique dont he´ritent les ge´ome´tries de Hilbert
et de trouver des caracte´risations de l’espace hyperbolique parmi celles-ci.
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Le premier re´sultat de cet article est l’obtention d’une telle caracte´risation
graˆce a` l’aire de Hilbert des triangles ide´aux. A` cause de la non unicite´ des
ge´ode´siques pour dC entre deux points d’un domaine convexe C ⊂ Rn, un
triangle de (C, dC) ne peut eˆtre de´fini a` l’aide des segments ge´ode´siques de
dC qui joignent ses sommets. C’est pourquoi nous convenons de de´finir tout
d’abord un triangle T = abc de Rn comme l’inte´rieur de l’enveloppe convexe
affine ouverte de trois points non aligne´s a, b, c ∈ Rn. Un tel triangle sera
alors un triangle de (C, dC) si ses sommets sont dans C et un triangle ide´al
de (C, dC) si ses sommets sont dans ∂C et s’il est inclus dans C.
Dans le cas d’un convexe strict, cela e´quivaut a` la de´finition usuelle d’un
triangle ide´al d’un espace me´trique uniquement ge´ode´sique, en particulier
de l’espace hyperbolique Hn dans lequel il est connu que tous les triangles
ide´aux sont isome´triques avec une aire (hyperbolique) commune e´gale a` π.
En fait, nous allons montrer que cette proprie´te´ de l’aire caracte´rise Hn
parmi les ge´ome´tries de Hilbert de Rn :
The´ore`me 2. E´tant donne´ une ge´ome´trie de Hilbert (C, dC) avec C ∈ Rn,
on a :
(i) Tous les triangles ide´aux de (C, dC) sont d’aire constante si, et
seulement si, C est un ellipso¨ıde — auquel cas cette aire constante
vaut π.
(ii) Si C n’est pas un ellipso¨ıde, il existe des triangles ide´aux de (C, dC)
d’aire strictement plus grande que π et d’autres d’aire strictement
plus petite que π.
Remarque. Ici, et dans toute la suite de ce travail, l’aire d’un triangle
(ide´al ou pas) de (C, dC) est son aire pour la mesure de Hilbert de (C ∩
P, dC∩P ), ou` P est l’unique plan vectoriel de R
n contenant le triangle.
La de´monstration du the´ore`me 2, donne´e dans la premie`re partie de cet
article, est simple et purement ge´ome´trique.
Dans la seconde partie, nous obtenons une minoration uniforme de l’aire
des triangles ide´aux avec caracte´risation du cas d’e´galite´ :
The´ore`me 3. E´tant donne´ une ge´ome´trie de Hilbert (C, dC) avec C ⊂ Rn,
on a :
(i) L’aire de tout triangle ide´al de (C, dC) est au moins e´gale a` π3/24.
(ii) Si n = 2 et s’il existe un triangle ide´al de (C, dC) d’aire e´gal a`
π3/24, alors C est un domaine triangulaire.
Remarquons que le cas d’e´galite´ caracte´rise bien la ge´ome´trie de C,
puisque tous les domaines triangulaires du plan munis de leurs ge´ome´tries
de Hilbert sont isome´triques.
Enfin, dans la troisie`me partie, nous montrons que la recherche d’une
majoration de l’aire des triangles ide´aux donne lieu a` une situation diffe´rente
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et plus contraste´e. En effet, le corollaire 6.2 ci-dessous fournit des ge´ome´tries
de Hilbert qui posse`dent des triangles ide´aux d’aire infinie, de sorte qu’il est
illusoire de chercher un majorant de l’aire des triangles ide´aux commun
a` toutes les ge´ome´tries de Hilbert a` l’instar du the´ore`me 3. L’exemple 11
montre e´galement que cette impossibilite´ persiste meˆme en se restreignant
a` l’ensemble des convexes stricts de Rn.
Cependant, lorsqu’on conside`re un convexe strict fixe´ C de Rn, nous
prouvons qu’il existe ne´anmoins un majorant (de´pendant de C) de l’aire de
tous les triangles ide´aux de (C, dC) :
The´ore`me 4. Soit C un convexe strict de Rn. Alors il existe une con-
stante α = α(C) > 0 telle que tout triangle ide´al de (C, dC) a une aire au
plus e´gale a` α.
1 Pre´liminaires
1.1 Quelques proprie´te´s e´le´mentaires
Nous de´butons par une liste de faits simples et ge´ne´raux dont nous ferons
abondamment usage.
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Fig. 2 – Comparaison des distances et mesures de Hilbert de deux domaines
convexes emboˆıte´s
Proposition 5. Soient (A, dA) et (B, dB) des ge´ome´tries de Hilbert telles
que A ⊂ B ⊂ Rn. Alors :
(i) Les me´triques de Finsler FA et FB ve´rifient FB(p, v) 6 FA(p, v)
pour tous p ∈ A et v ∈ Rn non nul, l’e´galite´ ayant lieu si, et
seulement si, p−A = p
−
B et p
+
A = p
+
B (figure 2).
(ii) Pour tous p, q ∈ A, on a dB(p, q) 6 dA(p, q).
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(iii) Pour tout p ∈ A, on a vol(BA(p)) 6 vol(BB(p)), avec e´galite´ si,
et seulement si, A = B.
(iv) Pour tout bore´lien A de A, on a µB(A) 6 µA(A), avec e´galite´ si,
et seulement si, A = B.
De´monstration .
Il suffit de prouver l’assertion (i) qui implique toutes les autres proprie´te´s.
Or, elle de´coule directement du fait que pour tous p ∈ A et v ∈ Rn, v 6= 0,
on a
‖p− p+A‖ 6 ‖p − p+B‖ et ‖p − p−A‖ 6 ‖p− p−B‖,
l’e´galite´ ayant lieu si, et seulement si, p−A = p
−
B et p
+
A = p
+
B .
❏
Graˆce a` cette proposition, on va pouvoir estimer la mesure de Hilbert
d’un domaine convexe du plan inclus dans un domaine carre´, ce dernier
pre´sentant l’avantage d’eˆtre suffisamment simple pour permettre des calculs
effectifs.
1.2 Estimation de l’aire par comparaison avec le domaine
carre´
L’estimation de l’aire de Hilbert d’un convexe de R2 revient a` estimer le
volume euclidien de la boule unite´ ouverte pour la me´trique de Finsler en
chaque point du convexe. Lorsque le convexe est un carre´, on obtient :
Proposition 6. Soit le domaine carre´ S = {(x, y) ∈ R2 | |x| < 1 et |y| <
1}. Alors pour tout p = (x, y) ∈ S, on a
2(1− x2)(1− y2) 6 vol(BS(p)) 6 4(1− x2)(1− y2),
ou` BS(p) est la boule unite´ ouverte de TpS = R
2 pour la norme FS(p, ·).
De´monstration .
E´tant donne´ p ∈ S, la preuve consiste a` ve´rifier que la boule BS(p) est d’une
part incluse dans un rectangle R dont les coˆte´s sont paralle`lles a` ceux du
carre´ S, et d’autre part contient un losange dont les sommets sont les points
de contact entre R et BS(p).
Puisque S est syme´trique par rapport aux axes de coordonne´es, il suffit
de se restreindre a` p ∈ [0, 1[×[0, 1[.
• Soit v = (a, b) ∈ R2 non nul tel que |a| 6 12(1 − x) et b > 0, de sorte
que la demi-droite p + R−v (resp. p + R+v) coupe ∂S sur la droite
d’e´quation y = −1 (resp. y = 1) en un point p−S (resp. p+S ). Il re´sulte
alors du the´ore`me de Thale`s que
b
1 + y
=
‖v‖
‖p− p−S ‖
et
b
1− y =
‖v‖
‖p − p+S ‖
,
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d’ou`
FS(p, v) =
1
2
(
b
1 + y
+
b
1− y
)
=
b
1− y2 ,
ce qui donne l’implication v ∈ BS(p) =⇒ b < 1− y2.
Ainsi, BS(p) e´tant syme´trique par rapport a` 0, on a
BS(p) ∩
{[
−1
2
(1− x), 1
2
(1− x)
]
× R
}
⊂ R× [−(1− y2), (1 − y2)]
et par suite
BS(p) ⊂ R× [−(1− y2), (1− y2)]
puisque BS(p) est convexe.
De la meˆme fac¸on, on montre que
BS(p) ⊂ [−(1− x2), (1 − x2)]× R.
Par conse´quent, on obtient
BS(p) ⊂ [−(1− x2), (1 − x2)]× [−(1− y2), (1− y2)],
ce qui entraˆıne la deuxie`me ine´galite´ de la proposition 6.
• On remarque par ailleurs que les points (1 − x2, 0) et (0, 1 − y2) sont
dans l’adhe´rence de BS(p), qui est convexe et syme´trique par rapport
a` 0, d’ou` il re´sulte que l’enveloppe convexe des points (1 − x2, 0),
(0, 1 − y2), −(1 − x2, 0) et −(0, 1 − y2) est dans BS(p). Comme le
volume euclidien de cette enveloppe convexe — qui est un losange —
est e´gal a` 2(1 − x2)(1 − y2), on en de´duit la premie`re ine´galite´ de la
proposition 6.
❏
Remarque. A` titre indicatif, on peut aise´ment voir que la boule BS(p)
est un octogone lorsque p n’est pas sur les diagonales de S, sinon BS(p) est
un hexagone si p 6= 0 et un carre´ si p = 0.
De cette estimation, nous pouvons alors tirer deux conse´quences utiles
concernant l’aire de Hilbert des triangles ide´aux.
Corollaire 6.1. Soient C un domaine convexe du plan tel que ∂C contient
un segment ouvert ]a, b[ et p ∈ C. Pour chaque t ∈ ]0, 1[, notons ma(t) =
(1 − t)p + ta et mb(t) = (1 − t)p + tb. Alors, pour 0 < s < t, si A(t, s)
de´signe l’enveloppe convexe des points ma(t), ma(s), mb(t) et mb(s), on a
lim
t→1
µC
(
A(t, s)
)
= +∞ lorsque s est fixe´.
De´monstration .
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p = 0
baS
mb(s)ma(s)
ma(t) mb(t)
Fig. 3 – Cas d’un convexe dont le bord contient un segment
Apre`s transformation affine, on se rame`ne au cas ou` p = 0 et C est inclus
dans le carre´ S de la proposition 6 avec a = (−x0, 1) et b = (x0, 1) pour un
certain x0 ∈ ]0, 1[ (figure 3).
Alors, pout tous s, t ∈ ]0, 1[ tels que s 6 t, le rectangle de sommets
ma(s) = (−sx0, s), mb(s) = (sx0, s), ma(t) = (−sx0, t) et mb(t) = (sx0, t)
est inclus dans A(s, t), d’ou` il re´sulte que
µS(A(s, t)) > 2
∫ sx0
0
(∫ t
s
π
vol
(
BS(x, y)
) dy)dx.
Mais, d’apre`s la proposition 6, on a vol(BS(x, y)) 6 4(1 − x2)(1 − y2) pour
tout p = (x, y) ∈ S, ce qui entraˆıne que
µS(A(s, t)) >
π
2
×
(∫ sx0
0
dx
1− x2
)
×
(∫ t
s
dy
1− y2
)
,
c’est-a`-dire,
µS(A(s, t)) >
π
2
×Argth(sx0)×[Argth(t)−Argth(s)] .
Par conse´quent, en fixant s, on obtient lim
t→1
µS
(
A(s, t)
)
= +∞.
Comme C ⊂ S, on a finalement lim
t→1
µC
(
A(s, t)
)
= +∞ d’apre`s la propo-
sition 5 (iv).
❏
Corollaire 6.2. Soient C un domaine convexe du plan et ω ∈ ∂C tels
qu’il existe deux droites d’appui distinctes de C en ω.
Alors, pour tous points distincts p, q ∈ C, on a µC(pωq) = +∞, ou` pωq
est le triangle de sommets p, q et ω.
De´monstration .
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On va montrer que tout triangle de C dont un sommet est un « coin » de C
peut eˆtre pense´ comme une demi-bande affine ouverte du plan.
Par transformation affine, on se rame`ne au cas ou` C est inclus dans
le carre´ S de la proposition 6 avec ω = (1, 1) et les droites (ωp) et (ωq)
syme´triques l’une de l’autre dans la re´flexion par rapport a` la droite (0ω) et
tel que p0, q0 ∈ C, ou` p0 et q0 sont respectivement les points d’intersection
de la droite d’e´quation x+ y = 1 avec (ωp) et (ωq).
ω
ω0
p0
q0
0
e2
e1
Fig. 4 – Cas d’un convexe posse´dant un « coin »
En notant e1 = (1, 0), e2 = (0, 1) et ω0 = (1/2, 1/2), il existe donc
t0 ∈ ]0, 1[ tel que p0 = (1− t0)ω0 + t0e1 et q0 = (1− t0)ω0 + t0e2.
Conside´rons alors ∆ = {(x, y) ∈ R2 | x+ y > 1 et y < x < 1} ⊂ S et le
C∞-diffe´omorphisme f : ∆ −→ R∗+ × R∗+ de´fini par
f(x, y) = (X,Y ) = (Argth(t),Argth(s)),
ou` t, s ∈ ]0, 1[ sont tels que (x, y) = (1− s)[(1 − t)ω0 + te1] + sω.
L’image par f du triangle ω0ωp0 ⊂ ∆ est ainsi la bande ]0,Argth(t0)[×R∗+
dont on va montrer que l’aire euclidienne usuelle — qui est infinie — est plus
petite que l’aire de ω0ωp0 pour la mesure de Hilbert µS .
Un calcul simple donne
t =
y − x
y + x− 2 et s = x+ y − 1,
ce qui entraˆıne que le jacobien de f en (x, y) ∈ ∆ vaut
Jac(f)(x, y) =
1
2(x+ y)(1− x)(1− y) .
En vertu de la deuxie`me ine´galite´ de la proposition 6 et du fait que
(1 + x)(1 + y) 6 3(x+ y) pour tout (x, y) ∈ ∆,
il en re´sulte que
+∞ =
∫
]0,Argth(t0)[×R∗+
dXdY =∫
ω0ωp0
dxdy
2(x+ y)(1− x)(1− y) 6
6
π
µS(ω0ωp0)
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D’autre part, puisque µS(ω0ωp0) 6 µS(q0ωp0) et que µS((qωp)\(q0ωp0))
est finie — la partie (qωp)\(q0ωp0) e´tant compacte —, on en de´duit que
µS(qωp) = +∞.
Enfin, comme C ⊂ S, la proposition 5 (iv) ache`ve la preuve du corol-
laire 6.2.
❏
2 Caracte´risation de la ge´ome´trie hyperbolique par
l’aire de Hilbert des triangles ide´aux
En pre´liminaire a` la de´monstration du the´ore`me 2, rappelons le the´ore`me
suivant qui est un re´sultat classique de ge´ome´trie convexe que nous e´nonc¸ons
en dimension deux et dont la preuve se trouve dans [Joh48] ou [Lev97],
Lecture 3, Theorem 3.1, p. 13–19.
The´ore`me 7 (Ellipse de John). Soit C un domaine convexe du plan.
Il contient une unique ellipse ouverte d’aire euclidienne maximale, l’el-
lipse de John de C, dont le bord a au moins trois points de contact avec
∂C.
Par dualite´, C est aussi inclus dans une unique ellipse ouverte d’aire
euclidienne minimale dont le bord a au moins trois points de contact avec
∂C.
Nous allons maintenant donner la preuve du the´ore`me 2 qui indique com-
ment l’aire de Hilbert des triangles ide´aux permet de caracte´riser l’espace
hyperbolique Hn parmi toutes les ge´ome´tries de Hilbert de Rn.
De´monstration du the´ore`me 2.
Commenc¸ons par faire la preuve lorsque C ⊂ R2.
Si C est une ellipse, l’espace me´trique (C, dC) est isome´trique au mode`le
projectif de Klein du plan hyperbolique (voir par exemple [BP92], p. 2) qui
a tous ses triangles ide´aux d’aire e´gale a` π.
Si C est n’est pas une ellipse, soit Ei l’unique ellipse ouverte d’aire eu-
clidienne maximale incluse dans le convexe C — donne´e par le the´ore`me 7
et appele´e ellipse de John de C. L’ellipse Ei ayant au moins trois points de
contact avec ∂C, on peut conside´rer le triangle Ti dont les sommets sont ces
trois points (figure 5).
Pour la ge´ome´trie de Hilbert associe´e a` l’ellipse de John Ei, le triangle
Ti est ide´al et d’aire e´gale a` µEi(Ti) = π. Par conse´quent, comme Ei est
strictement incluse dans C, on a µC(Ti) < π en vertu de la proposition 5 (iv).
D’autre part, conside´rons l’unique ellipse ouverte Ee d’aire euclidienne
minimale contenant C (duale de Ei). D’apre`s le the´ore`me 7, son bord posse`de
e´galement au moins trois points en commun avec celui de C, ce qui de´finit
un triangle Te.
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Ei Ti
C
Fig. 5 – Ellipse de John
(i) Si Te est un triangle ide´al de (C, dC), alors µC(Te) > π puisque Ee
contient strictement C.
(ii) Si Te n’est pas un triangle ide´al de (C, dC), alors l’un des coˆte´s du
triangle Te est inclus dans ∂C, ce qui implique que l’on peut obtenir
un triangle ide´al de (C, dC) dont l’aire est arbitrairement grande en
vertu du corollaire 6.1.
Enfin, dans le cas ou` C ⊂ Rn, on fait ce qui pre´ce`de dans chaque in-
tersection de C avec un plan vectoriel de Rn, sachant que C est un
ellipso¨ıde si, et seulement si, chacune de ces intersections est une el-
lipse.
❏
3 Bornes sur l’aire des triangles ide´aux en ge´ome´trie
de Hilbert
Nous sommes a` pre´sent naturellement amene´s a` nous demander si l’aire
des triangles ide´aux d’une ge´ome´trie de Hilbert est controˆle´e.
3.1 Du coˆte´ de la minoration
En ce qui concerne la minoration de l’aire des triangles ide´aux, nous
avons le re´sultat global e´nonce´ au the´ore`me 3 qui est valable pour n’importe
quel domaine convexe de Rn. Pour de´montrer ceci, on va e´tudier au pre´alable
le cas particulier ou` le domaine convexe est un triangle de R2.
Lemme 8. Soit ∆ un domaine convexe triangulaire du plan.
Alors tous les triangles ide´aux de (∆, d∆) ont une aire au moins e´gale a`
π3/24 et seul le triangle ide´al de sommets les milieux des coˆte´s de ∆ a une
11
aire e´gale a` ce minimum.
Ce lemme e´tant assez technique, nous ne donnerons que les e´tapes de sa
preuve, renvoyant a` l’annexe A.1 pour les de´tails. Mais auparavant, montrons
comment ce lemme implique le the´ore`me 3.
De´monstration du the´ore`me 3 a` l’aide du lemme 8.
Conside´rons d’abord le cas ou` C ⊂ R2.
Soient T = abc un triangle ide´al de (C, dC) et Da, Db, Dc des droites
d’appui du convexe C en a, b et c respectivement.
D’un point de vue projectif, il s’agit d’une meˆme et unique situation.
Cependant, d’un point de vue affine — celui que nous avons suivi jusqu’ici
—, trois cas se pre´sentent :
(i) Si Da, Db et Dc de´finissent un domaine convexe triangulaire ∆ qui
contient C, alors on obtient le point (i) du the´ore`me 3 en appliquant la
proposition 5 (iv) (avec A = C et B = ∆) et le lemme 8. En outre, si
C est strictement inclus dans ∆, alors µC(T ) > µ∆(T ) > π3/24 d’apre`s
la proposition 5, d’ou` µC(T ) > π
3/24, ce qui donne le point (ii) du
the´ore`me 3 en contraposant.
(ii) Si Da et Db sont paralle`les, on plonge le plan affine contenant le con-
vexe C dans son comple´te´ projectif (voir par exemple [Ber77], § 5.1)
identifie´ naturellement a` P2(R), dans lequel les deux droites Da et Db
se coupent. En conside´rant alors une droite D qui est l’image par le
plongement d’une paralle`le a` Dc contenue dans le demi-plan de´termine´
par Dc et ne contenant pas C, on est ramene´ au point (i) dans le nou-
veau plan affine P2(R)\D.
(iii) Si Da, Db et Dc de´finissent un domaine convexe triangulaire qui ne
contient pas C, on peut supposer que le triangle en question est dans
le demi-plan de´termine´ par Da et ne contenant pas C. Dans ce cas,
on plonge le plan affine contenant C dans P2(R). En conside´rant alors
une droite D image par le plongement d’une droite paralle`le a` Da
contenue dans le demi-plan de´termine´ par Da, ne contenant pas C et
qui rencontre le domaine triangulaire, on est ramene´ au point (i) dans
le nouveau plan affine P2(R)\D.
Enfin, dans le cas ou` C ⊂ Rn, on applique ce qui pre´ce`de a` chaque
intersection de C avec un plan vectoriel de Rn.
❏
De´monstration du lemme 8.
Partant d’un domaine triangulaire ∆ = mpq ⊂ R2 et d’un triangle ide´al
T = abc de (∆, d∆), la preuve va se faire en trois e´tapes.
E´tape 1 : Elle se re´sume au lemme suivant, dont la preuve est en annexe A.1.
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Lemme 9. Soit ∆0 le domaine triangulaire de sommets 0, e1 et e2, ou`
(e1, e2) est la base canonique de R
2. Pour chaque α ∈ ]0, 1/2], notons T (α)
le triangle ide´al de (∆0, d∆0) dont les sommets sont
a(α) = (α, 1 − α), b(α) = (0, 1 − α) et c(α) = (α, 0).
Alors il existe α ∈ ]0, 1/2] et une transformation affine de R2 qui envoit
simultane´ment le domaine ∆ sur le domaine ∆0 et le triangle ide´al T de
(∆, d∆) sur le triangle ide´al T (α) de (∆0, d∆0).
E´tape 2 : Sachant que pour chaque p = (x, y) ∈ ∆0, la boule unite´ ouverte
B∆0(p) de Tp∆0 = R
2 pour la norme F∆0(p, ·) est un hexagone de´crit dans
[dlH93], p. 106–107, le calcul de la mesure de Hilbert µ∆0 (que nous ne
de´taillerons pas) nous donne
dµ∆0( p) =
π
12
× dxdy
xy(1− x− y) .
L’application A : ]0, 1/2] −→ R de´finie par A(α) = µ∆0(T (α)) est stricte-
ment de´croissante de sorte que son minimum est atteint en α = 1/2 seule-
ment, ce qui correspond au triangle ide´al T (1/2) de (∆0, d∆0) dont les som-
mets sont les milieux des coˆte´s de ∆0 — voir les calculs dans l’annexe A.2.
E´tape 3 : Montrons que l’aire de Hilbert de T (1/2) est e´gale a` π3/24.
D’apre`s l’annexe A.2, cela revient a` calculer
F(0) = −2
∫ 1
0
ln(1− x)
x
dx+ 2
∫ 1
0
ln(1 + x)
x
dx
puisque A(1/2) = π12F(0).
Pour de´terminer le premier terme, on de´veloppe en se´rie entie`re par
rapport a` ε ∈ ]0, 1[ la quantite´
F1(ε) =
∫ 1−ε
0
dx
x
ln
( 1
1− x
)
=
∫ 1−ε
0
dx
x
+∞∑
k=1
xk
k
=
+∞∑
k=1
1
k2
(1− ε)k.
En faisant ε → 0, le the´ore`me de convergence domine´e de Lebesgue nous
permet alors d’obtenir F1(0) = π2/6.
Pour e´valuer le second terme de F(0), on introduit la fonction
F2(ε) =
∫ 1−ε
0
dx
x
ln(1 + x)
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de´finie pour ε ∈ ]0, 1[ et qui, e´galement a` l’aide d’un de´veloppement en se´rie
entie`re, fournit
F2(0) = −
+∞∑
k=1
(−1)k
k2
.
En remarquant alors que F1(0) − F2(0) = 12F1(0), on obtient F2(0) =
π2/!/12 et par suite F(0) = F1(0) + F2(0) = π2/!/2. Finalement, l’aire
de Hilbert de T (1/2) vaut A(1/2) = π12 × π
2
2 =
π3
24 .
❏
3.2 Du coˆte´ de la majoration
Pour ce qui est de la majoration de l’aire des triangles ide´aux, remar-
quons tout d’abord qu’il existe des ge´ome´tries de Hilbert planes dans lesquelles
on peut trouver des triangles ide´aux d’aire aussi grande que l’on veut,
et meˆme d’aire infinie, comme le montrent les corollaires 6.1 et 6.2 de la
premie`re partie.
Ne´anmoins, avec quelques hypothe`ses de re´gularite´, on e´vite les triangles
ide´aux d’aire infinie :
Proposition 10. Soit C un domaine convexe de Rn dont le bord est une
hypersurface de classe C2. Alors tout triangle ide´al de (C, dC) a une aire
finie.
De´monstration .
Conside´rons d’abord le cas ou` C ⊂ R2.
Soit T = abc un triangle ide´al de (C, dC) dont on oriente les sommets
dans le sens trigonome´trique.
Comme ∂C est de classe C2, il existe r > 0 et des disques ouverts euclidiens
D(a), D(b) et D(c) de rayon r tangents au bord de C en a, b et c respec-
tivement et inclus dans C. En conside´rant le sommet a, de´signons par a′ et
a′′ les points d’intersection du bord de D(a) avec les segments ]a, b[ et ]a, c[
respectivement. Ainsi le triangle aa′a′′ a ses sommets oriente´s dans le sens
trigonome´trique et a ∂D(a) pour cercle euclidien circonscrit. En proce´dant
de meˆme avec les sommets b et c, on obtient les triangles bb′b′′ et cc′c′′.
L’adhe´rence du comple´mentaire de la re´union des triangles aa′a′′, bb′b′′ et
cc′c′′ dans T = abc est alors un compact inclus dans C, donc d’aire de Hilbert
finie. En outre, comme aa′a′′ est un triangle ide´al de (D(a), dD(a)), on a
µD(a)(aa
′a′′) = π (ge´ome´trie hyperbolique plane) et par suite µC(aa
′a′′) 6 π
en vertu de la proposition 5 (iv). Comme il en est de meˆme avec bb′b′′ et
cc′c′′, la proposition 10 en de´coule lorsque C ⊂ R2.
Dans le cas ou` C ⊂ Rn, on fait ce qui pre´ce`de dans chaque intersection
de C avec un plan vectoriel de Rn.
❏
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c∂C
a
b
c′
c′′
b′′
b′
a′′
a′
D(c)
D(b)
D(a)
Fig. 6 – L’aire des triangles ide´aux est finie de`s que ∂C est C2
Comme on l’a de´ja` vu au corollaire 6.1, de`s qu’un domaine convexe C du
plan a un bord — meˆme de classe C2 — qui contient un segment ouvert,
alors l’aire des triangles ide´aux de (C, dC) peut eˆtre arbitrairement grande.
En revanche, lorsque C est un convexe strict, nous montrons que ceci ne peut
pas se produire :
The´ore`me 4. Soit C un convexe strict de Rn. Alors il existe une con-
stante α = α(C) > 0 telle que tout triangle ide´al de (C, dC) a une aire au
plus e´gale a` α.
Avant de donner la preuve de ce the´ore`me, notons cependant que la con-
stante α(C) n’admet pas de majoration uniforme en C, meˆme dans l’ensemble
des convexes stricts du plan, comme le montre l’exemple suivant.
Exemple 11. Conside´rons le carre´ S = {(x, y) ∈ R2 | |x| < 1 et |y| <
1} ainsi que son homothe´tique tS avec t ∈ ]1/2, 1[ arbitraire. Si C est un
convexe du plan tel que tS ⊂ C ⊂ S, de´signons par aC , bC et cC les points
d’intersection de ∂C avec les segments ferme´s joignant 0 a` a = (−1, 1),
b = (1, 1) et c = (0,−1) respectivement (figure 7).
Alors TC = aCbCcC est un triangle ide´al de C qui contient la partie
A(1/2, t) de´finie au corollaire 6.1 avec p = 0 et s = 1/2. Le meˆme corollaire
affirmant que limt→1 µS
(
A(1/2, t)
)
= +∞, il en re´sulte que limt→1 µC
(
A(t)
)
=
+∞ et par suite, pour tout entier n > 0, il existe t ∈ ]0, 1[ tel que tout do-
maine convexe C du plan avec tS ⊂ C ⊂ S (qu’il soit strict ou pas) ve´rifie
µS(TC) > n.
Afin de de´montrer le the´ore`me 4, pour lequel on se rame`ne au cas ou`
C ⊂ R2 par intersection avec des plans vectoriels de Rn, nous allons utiliser
la distance euclidienne canonique d sur R2 et e´crire C comme la re´union du
compact Kδ = {p ∈ C | d(p, ∂C) > δ} — ou` la constante δ = δ(C) > 0
sera pre´cise´e ulte´rieurement — et de son comple´mentaire Vδ = C\Kδ. Pour
majorer l’aire d’un triangle ide´al quelconque T de (C, dC), il suffira alors de
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a b
c
0
aC
cC
bC
S
tS
TC
C
Fig. 7 – L’aire des triangles ide´aux ne peut eˆtre majore´e uniforme´ment en
C
majorer l’aire de la partie du triangle T hors du compact Kδ, c’est-a`-dire
T ∩ Vδ. Pour cela, nous allons inclure T ∩ Vδ dans la re´union d’un certain
nombre N = N(C) > 0 de triangles, chacun d’eux e´tant contenu dans un
disque ouvert inclus dans C.
La proposition 5 (iv) permet alors de majorer l’aire de T ∩Vδ par Nπ en
comparaison avec la ge´ome´trie du plan hyperbolique (qui est, rappelons-le,
la ge´ome´trie de Hilbert d’un disque ouvert).
Finalement, on aura µC(T ) 6 Nπ + µC(Kδ).
La preuve de ce re´sultat reposera sur plusieurs lemmes techniques de´montre´s
dans l’annexe B.
Tout d’abord, le fait que C soit un convexe strict assure l’existence de
deux constantes r > 0 et R > 0 telles que le cercle de rayon 2r roule a`
l’inte´rieur de C et que ∂C roule a` l’inte´rieur du disque ferme´ de rayon R
(voir [Bla16] et [CV], p. 3). Cela va nous permettre de ramener une partie
de la preuve du the´ore`me 4 a` des conside´rations sur les cordes de deux cercles
euclidiens emboˆıte´s et tangents donne´es au lemme B.1.
Puis, a` l’aide du lemme 12 ci-dessous, on e´tudiera les cordes de ∂C
(c’est-a`-dire les segments ferme´s reliants deux points distincts de ∂C) en les
comparant aux cordes des cercles euclidiens de rayon r (resp. R) tangents
inte´rieurement (resp. exte´rieurement) a` C. Lors de la preuve du the´ore`me 4,
ces cordes seront les coˆte´s des triangles ide´aux de (C, dC) et la constante
δ = δ(C) ne de´pendra que de r et R.
Dans la suite, pour tous t > 0 et ω ∈ ∂C, on de´signera par Γt(ω) le
cercle de rayon t tangent a` ∂C en ω et inclus dans le demi-plan ferme´ de
R
2 contenant ω dans son bord et dans lequel se trouve C. Aussi, le disque
ouvert correspondant sera note´ Dt(ω).
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Lemme 12. Soit C un convexe strict du plan. Pour tous points distincts
a et b de ∂C, on a :
(i) Il existe un unique point d’intersection a′ entre ]a, b[ et Γr(a).
(ii) La distance euclidienne de a′ au bord de C est minore´e en fonction de
d(a, b), r et R uniquement :
d(a′, ∂C) > r
4R2
d(a, b)2.
Les preuves de ce lemme et du lemme B.1 qui l’implique, seront donne´es
dans l’annexe B, tout comme le re´sultat suivant, qui fournit la cle´ du the´ore`me 4 :
Lemme 13. Soient C un convexe strict du plan ainsi que a et b deux
points distincts de ∂C tels que d(a, b) 6 r. Alors, l’unique rectangle ouvert
S(a, b) de base le segment ]a, b[ et de hauteur r inclus dans C ve´rifie
µC(S(a, b)) 6 2πE
(
2R
r
)
.
A` partir de maintenant, posons δ = r
3
4R2
et introduisons
Vδ = {p ∈ C | d(p, ∂C) < δ}
dont le comple´mentaire Kδ = C\Vδ est compact, donc d’aire µC(Kδ) finie.
Quitte a` diminuer r et/ou augmenter R, on peut supposer que δ est
suffisamment petit pour que Kδ soit convexe en utilisant l’exponentielle
normale de la sous-varie´te´ ∂C de R2 muni de sa me´trique riemannienne
canonique (voir [CV], p. 5)
c
∂C
a
b
Kδ
c′
c′′
b′′
b′
a′′
a′
Γr(c)
Γr(b)
Γr(a)
Fig. 8 – Premier cas
De´monstration du the´ore`me 4.
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Soit T = abc un triangle ide´al de (C, dC) dont on oriente les sommets dans
le sens trigonome´trique.
On va traiter trois cas selon que la longueur euclidienne des coˆte´s du
triangle T est ou non infe´rieure a` r.
Cas 1 : d(a, b) > r, d(b, c) > r et d(a, c) > r (figure 8).
En conside´rant le sommet a, de´signons par a′ et a′′ les points d’intersec-
tion du cercle Γr(a) avec les segments ]a, b[ et ]a, c[ respectivement. Ainsi le
triangle aa′a′′ a ses sommets oriente´s dans le sens trigonome´trique et a Γr(a)
pour cercle euclidien circonscrit. En proce´dant de meˆme avec les sommets b
et c, on obtient les triangles bb′b′′ et cc′c′′.
D’apre`s le lemme 12 (ii), on a ici d(a′, ∂C) > δ et d(a′′, ∂C) > δ, d’ou`
a′, a′′ ∈ Kδ et par suite [a′, a′′] ⊂ Kδ puisque Kδ est convexe. De meˆme, on
a [b′, b′′] ⊂ Kδ et [c′, c′′] ⊂ Kδ.
Cela entraˆıne que T ∩Vδ est contenu dans la re´union des triangles aa′a′′,
bb′b′′ et cc′c′′, chacun d’eux e´tant d’aire majore´ par π en comparaison avec la
ge´ome´trie hyperbolique associe´e aux disques ouverts Dr(a), Dr(b) et Dr(c).
On en de´duit donc que µC(T ) 6 3π + µC(Kδ).
Cas 2 : d(a, b) 6 r et d(b, c) 6 r.
Soit m le projete´ orthogonal du point b sur la droite (ac). Rappelons que
S(a, b) de´signe le rectangle de base [a, b] et de hauteur r donne´ par le lemme
13.
• Supposons que m appartienne au segment [a, c] (figure 9).
b
a
c
∂CS(a, b)
S(b, c)
p
q
m
Fig. 9 – Cas m ∈ [a, c]
Puisque le triangle abm est rectangle en m, on a d(m, b) 6 d(a, b). Si
p est le projete´ orthogonal de m sur la droite (a, b), on a de meˆme
d(m, p) 6 d(m, b) et par suite d(m, p) 6 d(a, b) 6 r. Comme en
outre p ∈ [a, b], il en re´sulte que m appartient au rectangle ferme´
S(a, b). Le meˆme raisonnement avec le triangle bcm montre que m
appartient e´galement au rectangle ferme´ S(b, c), ce qui entraˆıne que
les triangles abm et bcm sont inclus respectivement dans les con-
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vexes S(a, b) et S(b, c). Or abm ∪ bcm = abc puisque m ∈ [a, c],
d’ou` T = abc ⊂ S(a, b) ∪ S(b, c). On en de´duit ainsi que µC(T ) 6
µC(S(a, b))+µC(S(b, c)) et par conse´quent µC(T ) 6 4πE
(
2R
r
)
d’apre`s
le lemme 13.
• Supposons que a appartienne au segment [m, c] (figure 10).
a
c b
∂C
m
Fig. 10 – Cas a ∈ [m, c]
Alors d(a, c) 6 d(m, c), ce qui avec d(m, c) 6 d(b, c) (le triangle bcm
e´tant rectangle en m) conduit a` d(a, c) 6 d(b, c) 6 r. En outre, on a ici
que, en notant aˆ l’angle au sommet a du triangle abc, aˆ > π/2 et par
suite le projete´ orthogonal de a sur la droite (bc) est dans le segment
[b, c], ce qui permet de conclure comme dans le point pre´ce´dent.
• Supposons que c appartienne au segment [a,m].
On applique alors le point pre´ce´dent en e´changeant les roˆles de a et c.
Cas 3 : d(a, b) 6 r, d(b, c) > r et d(a, c) > r.
C’est la situation la plus de´licate a` traiter. Tout comme dans le premier
cas, de´signons par c′ et c′′ les points d’intersection du cercle Γr(c) avec les
segments ]a, c[ et ]b, c[ respectivement.
Dans ce qui suit, (ˆa) et (ˆb) sont les angles en a et b du triangle abc.
• Supposons aˆ 6 π/2 et bˆ 6 π/2 (figure 11).
Soient p et q les sommets du rectangle S(a, b) autres que a et b tels
que p−q = a−b. D’apre`s le lemme B.2, la distance euclidienne de p au
centre du cercle Γr(a) est infe´rieure ou e´gale a` (3/4)r, ce qui montre
que d(p,Γr(a)) > r/4, d’ou` d(p, ∂C) > r/4 puisque p ∈ Dr(a) ⊂ C
(et donc d(p, ∂C) > d(p,Γr(a))). De meˆme, en conside´rant Γr(p), on
a d(q, ∂C) > r/4. De r/4 > δ, on de´duit alors que p et q sont dans le
convexe Kδ et par suite [p, q] ⊂ Kδ.
Par ailleurs, comme aˆ 6 π/2 (resp. bˆ 6 π/2), la droite (ac) (resp. (bc))
coupe le segment [p, q] (paralle`le a` (ab) qui n’est paralle`le ni a` (ac),
ni a` (bc)) en un unique point ma (resp. mb). On a donc l’adhe´rence
de T = abc qui est incluse dans la re´union de l’adhe´rence du triangle
cc′c′′ et des enveloppes convexes de {a, b,ma,mb} et {ma,mb, c′, c′′}.
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ab
c p
q
ma
mb
c′′
Γr(c)
c′
Kδ
∂CS(a, b)
Fig. 11 – Cas aˆ 6 π/2 et bˆ 6 π/2
Comme d’une part ma,mb ∈ Kδ et c′, c′′ ∈ Kδ (meˆme raison que dans
le premier cas), l’enveloppe convexe de {ma,mb, c′, c′′} est dans Kδ
et puisque d’autre part a, b,ma,mb appartiennent au rectangle ferme´
S(a, b) qui est convexe, l’enveloppe convexe de {a, b,ma,mb} est dans
S(a, b).
Il en re´sulte que
µC(T ) 6 µC
(
S(a, b)
)
+ µC(Kδ) + µC(cc
′c′′)
et par conse´quent
µC(T ) 6 π
(
2E
(2R
r
)
+ 1
)
+ µC(Kδ)
en vertu du lemme 13.
• Supposons aˆ > π/2 (le cas bˆ > π/2 se traite de fac¸on similaire) (fig-
ure 12).
Introduisons comme pre´ce´demment les points p, q et mb (puisque bˆ 6
π/2) et soit en outre a′′ le point d’intersection du cercle Γr(a) avec le
segment ]a, c[.
Sachant que d(a, c) > r, on a d(a′′, ∂C) > δ d’apre`s le lemme B.1 (ii),
d’ou` a′′ ∈ Kδ. D’autre part, en raisonnant comme au point pre´ce´dent,
on a p,mb, c
′, c′′ ∈ Kδ et a, b, p,mb ∈ S(a, b). Par suite, l’enveloppe
convexe de {p,mb, c′, c′′} et le triangle pa′′c′ sont inclus dans Kδ alors
que l’enveloppe convexe de {a, b, p,mb} est dans le rectangle ferme´
S(a, b).
Enfin, la convexite´ de Dr(a) et le fait que a, a
′′, p ∈ Dr(a) assurent
que le triangle aa”p est inclus dans Dr(a).
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a
b
c
Γr(a)
Γr(c)c′
c′′
p
qa′′ mb
Kδ
∂C
S(a, b)
Fig. 12 – Cas ou` aˆ > π/2
Puisque l’adhe´rence de T = abc est contenue dans la re´union des
adhe´rences des triangles pa′′c′, aa”p et cc′c′′ ainsi que des enveloppes
convexes de {p,mb, c′, c′′} et {a, b, p,mb}, il s’ensuit que
µC(T ) 6 µC
(
S(a, b)
)
+ µC(Kδ) + µC(aa
′′p) + µC(cc
′c′′),
d’ou`
µC(T ) 6 2π
(
E
(2R
r
)
+ 1
)
+ µC(Kδ)
d’apre`s le lemme 13.
❏
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Remarque. Questions ouvertes concernant les majorants.
Pour conclure le pre´sent travail, tentons de donner les hypothe`ses les plus
faibles que l’on doit imposer a` un domaine convexe donne´ C du plan pour
espe´rer obtenir une majoration de l’aire des triangles ide´aux de (C, dC).
(1) D’apre`s le corollaire 6.1, il ne peut y avoir de segment ouvert dans
le bord ∂C, ce qui se traduit par le fait que C doit eˆtre affinement
strictement convexe, autrement dit que tout segment de droite ouvert
entre deux points de ∂C est contenu dans C.
(2) D’apre`s le corollaire 6.2, il ne peut y avoir de « coin » dans C, c’est-a`-
dire de point de ∂C en lequel C admet deux droites d’appui distinctes.
Du point de vu analytique, ceci signifie que le bord ∂C doit eˆtre lo-
calement le graphe d’une fonction convexe partout de´rivable. Mais avec
l’hypothe`se de convexite´, cela implique que le bord de C est une courbe
de classe C1 (voir [Bou76], I.32, § 4). Ainsi, on peut se concentrer sur
un domaine C affinement strictement convexe dont le bord est C1.
(3) A` la proposition 10, nous avons cependant eu besoin d’avoir ∂C de
classe C2 pour montrer que l’aire des triangles ide´aux de (C, dC) est
finie, et d’ajouter l’hypothe`se que la courbure de ∂C n’est jamais nulle
pour exhiber un majorant de cette aire.
Ainsi, lorsque C est affinement strictement convexe avec un bord de classe
C1 sans eˆtre C2, la finitude de l’aire des triangles ide´aux de (C, dC) reste un
proble`me ouvert. Tout comme l’est la question de savoir s’il existe un ma-
jorant de l’aire de ces triangles lorsque C est affinement strictement convexe
avec un bord de classe C2 dont la courbure s’annule en certains points.
Annexe A Les domaines triangulaires
Rappelons que l’on s’est donne´ un domaine triangulaire ∆ = mpq ⊂ R2
et un triangle ide´al T = abc de (∆, d∆). Il existe donc λ, µ, ν ∈ ]0, 1[ tels que
a = (1− λ)m+ λp, b = (1− µ)p+ µq et c = (1− ν)q + νm.
On conside`re par ailleurs le domaine triangulaire ∆0 de R
2 ⊂ R3 dont
les sommets sont 0 = (0, 0, 0), e1 = (1, 0, 0) et e2 = (0, 1, 0) et le triangle
ide´al T (α) de (∆0, d∆0) ayant pour sommets a(α) = (α, 1 − α, 0), b(α) =
(0, 1 − α, 0) et c(α) = (α, 0, 0).
A.1 Preuve du lemme 9
Introduisons d’abord f : R2 → R3 l’application affine injective qui envoie
les points m, p et q sur e1, e2 et e3 = (0, 0, 1) respectivement. En notant
a′ = (1− λ)e1 + λe2, b′ = (1− µ)e2 + µe3 et c′ = (1− ν)e3 + νe1,
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le triangle T ′ = a′b′c′ est alors l’image de T par f et a ses sommets sur les
coˆte´s du triangle ∆′ = f(∆).
Conside´rons ensuite les points
a′′ = α(ue1) + (1− α)(ve2),
b′′ = (1− α)(ve2) + α(we3),
c′′ = (1− α)(we3) + α(ue1)
avec
α =
λµν
(1− λ)(1− µ)(1− ν) + λµν ∈ ]0, 1[,
u =
(1− λ)(1− µ)
λµ
w 6= 0 et v = λν
(1− λ)(1 − ν)w 6= 0.
Remarquons que, quitte a` remplacer λ par 1−λ, µ par 1−µ et ν par 1− ν,
on peut supposer α ∈ ]0, 1/2]. On ve´rifie sans peine que a′′ est sur la droite
(0a′), b′′ sur la droite (0b′) et c′′ sur la droite (0c′), de sorte qu’en de´signant
par π : R3 → P2(R) la projection canonique, on obtient
(1) π(T ′) = π(T ′′)
ainsi que
(2) π(∆′) = π(∆′′),
ou` T ′′ = a′′b′′c′′ et ∆′′ est le triangle de sommets ue1, ve2 et we3.
Enfin, si L est l’application line´aire surjective de R3 sur R2 qui envoie
respectivement ue1, ve2 et we3 sur e1, e2 et 0, alors L(∆
′′) = ∆0 et L(T
′′) =
T (α).
Comme les applications f et L sont affines et qu’on a les e´galite´s (1)
et (2), il en re´sulte que les ge´ome´tries de Hilbert (∆, d∆) et (∆0, d∆0) sont
isome´triques avec correspondance entre les triangles ide´aux T et T (α).
c(α)
b(α) a(α)
e1
e2
0
T (α) ∆0
Fig. 13 – Triangle ide´al T (α) pour le domaine triangulaire ∆0
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A.2 L’aire des triangles ide´aux pour un domaine triangulaire
L’aire du triangle ide´al T (α) vaut
A(α) = π
12
∫ α
0
∫ 1−α
(1−α)(1−x/α)
dxdy
xy(1− x− y)
et se de´compose comme suit :
12
π
A(α) =
∫ α
0
∫ 1−α
(1−α)(1−x/α)
(1
y
+
1
1− x− y
) dxdy
x(1− x)
= −2
∫ α
0
ln(1− x/α)
x(1− x) dx(3)
+
∫ α
0
ln
((1− 2α
α2
)
x+ 1
)
dx
x(1− x) .(4)
Le cacul de l’inte´grale (3) donne
∫ α
0
ln(1− x/α)
x(1− x) dx =
∫ α
0
ln(1− x/α)
x
dx︸ ︷︷ ︸
On pose u = x/α
+
∫ α
0
ln(1− x/α)
1− x dx︸ ︷︷ ︸
Inte´gration par parties
=
∫ 1
0
ln(1− u)
u
du−
∫ α
0
ln
(
1 + α−x1−α
)
α− x dx︸ ︷︷ ︸
On pose v = α−x
1−α
=
∫ 1
0
ln(1− u)
u
du−
∫ α
1−α
0
ln(1 + v)
v
dv.(5)
Par ailleurs, l’inte´grale (4) s’e´crit
∫ α
0
ln
(
1−2α
α2 x+ 1
)
x(1− x) dx =
∫ α
0
ln
(
1−2α
α2 x+ 1
)
x
dx︸ ︷︷ ︸
On pose u =
(
1−2α
α2
)
x
+
∫ α
0
ln
(
1−2α
α2 x+ 1
)
1− x dx︸ ︷︷ ︸
Inte´gration par parties
=
∫ 1−2α
α
0
ln(1 + u)
u
du+
∫ α
0
ln
(
1 + α−x1−α
)
1 + 1−2α
α2
x
dx︸ ︷︷ ︸
On pose v = α−x
1−α
=
∫ 1−2α
α
0
ln(1 + u)
u
du+ 1−2α
α
∫ α
1−α
0
ln(1 + v)
1− 1−2αα v
dv.(6)
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On utilise alors dans (5) et (6) la nouvelle variable t = 1−2αα qui parcourt
[0,+∞[ lorsque α de´crit ]0, 1/2]. En posant F(t) = 12π A(α), on obtient ainsi
(7) F(t) = −2
∫ 1
0
ln(1− u)
u
du+ 2
∫ 1
1+t
0
ln(1 + v)
v
dv
+
∫ t
0
ln(1 + u)
u
du+ t
∫ 1
1+t
0
ln(1 + v)
1− tv dv.
Enfin, le changement de variable w = 1−tv1+t dans la dernie`re inte´grale de
(7) conduit a`
F(t) = −2
∫ 1
0
ln(1− u)
u
du+ 2
∫ 1
1+t
0
ln(1 + v)
v
dv
+
∫ t
0
ln(1 + u)
u
du+
∫ 1
1+t
1
(1+t)2
ln(1− w)
w
dw + ln
(
1 + t
t
)
ln(1 + t).
La fonction F se de´rive sans trop de difficulte´s et, apre`s simplifications,
on obtient finalement
F ′(t) = 4
1 + t
ln
(
(1 + t)2
(1 + t)2 − 1
)
> 0.
On en de´duit donc que F est strictement croissante sur [0,+∞[ et par
suite son minimum est atteint en t = 0 seulement. Autrement dit, l’applica-
tion A : ]0, 1/2] −→ R est strictement de´croissante et atteint son minimum
en le seul point α = 1/2.
Annexe B Lemmes techniques du the´ore`me 4
Lemme B.1. E´tant donne´ des re´els 0 < ̺ < ̺′, soient Γ̺ et Γ̺′ les cercles
euclidiens de R2 passant par l’origine et de centres respectifs c = (0, ̺) et
c′ = (0, ̺′). Pour chaque point m du segment [0, c] et pour chaque vecteur
non nul v ∈ R2, on note p (resp. p′) le point d’intersection de la demi-droite
ferme´e m+R−v avec Γ̺ (resp. Γ̺′) et q (resp. q
′) le point d’intersection de
la demi-droite ferme´e m+ R+v avec Γ̺ (resp. Γ̺′).
On a alors
d(p, q) >
(
̺
̺′
)
d(p′, q′).
En outre, lorsque m = 0 (et donc p = p′ = 0), on a
d(q,Γ̺′) >
(
̺′ − ̺
2̺̺′
)
d(0, q)2.
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xy
m
c′
c
0
q
p
a
q′
p′ a
′
v
Γ̺′
Γ̺
̺
̺′
Fig. 14 – Lemme B.1
De´monstration du lemme B.1.
Lorsque p = q, la droite m + Rv est e´gale a` R × {0}, ce qui entraˆıne que
p′ = q′ et par suite le lemme est trivialement ve´rifie´.
Supposons donc p et q distincts. Soient a et a′ les milieux de (p, q) et
(p′, q′) respectivement. Comme c (resp. c′) est sur la me´diatrice de (p, q)
(resp. (p′, q′)), le vecteur a− c (resp. a′− c′) est orthogonal a` v. Il en re´sulte
que a − c et a′ − c′ sont coline´aires, d’ou` l’existence d’un re´el λ tel que
a− c = λ(a′ − c′).
Or m, c et c′ e´tant aligne´s ainsi que m, a et a′, on a aussi (Thale`s)
m − c = λ(m − c′). En e´crivant m = tc avec t ∈ [0, 1] et sachant que
c′ = (̺′/̺)c, il vient
λ =
1− t
(̺′/̺)− t ∈ [0, 1[
et par conse´quent (̺′/̺)λ ∈ [0, 1]. On en de´duit que
d(a, q)2 = ̺2 − d(a, c)2 = ̺2 − λ2d(a′, c′)2
=
( ̺
̺′
)2{
̺′
2 −
(̺′
̺
λ
)2
d
(
a′, c′
)2}
>
( ̺
̺′
)2(
̺′
2 − d(a′, c′)2) =( ̺
̺′
)2
d
(
a′, q′
)2
,
ce qui de´montre la premie`re ine´galite´.
En ce qui concerne la deuxie`me ine´galite´, on a d
(
q,Γ̺′
)
= ̺′−d(q, c′) et
̺′
2 − d(q, c′)2 = 2̺′d(0, q) cos 0ˆ− d(0, q)2
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dans le triangle 0qc′, ce qui entraˆıne que
d
(
q,Γ̺′
)(
d
(
q, c′
)
+ ̺′
)
= 2̺′d(0, q) cos 0ˆ− d(0, q)2.
Par ailleurs, dans le triangle isoce`le 0qc, on a d(0, q) = 2̺ cos 0ˆ, d’ou` il re´sulte
que
d
(
q,Γ̺′
)(
d
(
q, c′
)
+ ̺′
)
=
(
(̺′/̺)− 1)d(0, q)2.
En remarquant alors que d
(
q, c′
)
6 ̺′, on obtient la relation de´sire´e.
❏
Lemme B.2. Soient r > 0 fixe´, Γr le cercle euclidien de R
2 passant par
l’origine et de centre c = (0, r) et Dr le disque ouvert correspondant. Pour
tout h ∈ [0, r], notons p = (−α, h) (resp. q = (α, h)) l’intersection de la
droite d’e´quation y = h avec Γr ∩ (R− × R) (resp. Γr ∩ (R+ × R)) et soit
p′ = (−α, h + r) (resp. q′ = (α, h + r)).
Alors, si d(p, q) = 2α 6 r, on a d(c, p′) = d(c, q′) 6 (3/4)r (les points p′
et q′ sont donc en particulier dans Dr).
x
y
0
c
r
Γr
−α α
qp
p′ q′
Fig. 15 – Lemme B.2
De´monstration du lemme B.2.
On a d
(
c, q′
)2
= α2 + h2
et r2 = d(c, q)2 = α2 + (r − h)2,(8)
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d’ou` il re´sulte que d
(
c, q′
)2
= 2rh. Comme α 6 r/2, on de´duit de (8) que
h 6
(
1−√3/2)r et par suite
d
(
c, q′
)2
6
(
2−
√
3
)
r2 6 r2/2.
Donc d
(
c, q′
)
6
(√
2/2
)
r 6
(
3/4
)
r.
❏
De´monstration du lemme 12.
Il existe au moins un point d’intersection a′ entre ]a, b[ et Γr(a) car sinon
soit b est dans Γr(a), ce qui contredit le fait que le cercle de rayon 2r roule a`
l’inte´rieur de C, soit b est dans le demi-plan ferme´ borde´ par la tangente a` ∂C
en a qui ne contient pas le convexe strict C, ce qui est la` encore impossible.
L’unicite´ re´sulte du fait qu’un cercle coupe une droite en au plus deux points
distincts et il y a de´ja` a et a′ dans l’intersection de Γr(a) avec la droite (ab).
Puisque a′ ∈ D2r(a) ⊂ C, on a
d
(
a′, ∂C) > d(a′,Γ2r(a)).
Or, d’apre`s la deuxie`me ine´galite´ du lemme B.1 avec ̺ = r et ̺′ = 2r, on a
d
(
a′,Γ2r(a)
)
>
1
4r
d
(
a, a′
)2
et d’apre`s la premie`re ine´galite´ de ce meˆme lemme avec ̺ = r, ̺′ = R,
on a d(a, a′) > (r/R)d(a,m), ou` m est le point d’intersection autre que
a entre ΓR(a) et la droite (ab). Comme a ∈ Dr(a) ⊂ C ⊂ DR(a), on a
b ∈ [a′,m] ⊂ [a,m], d’ou` d(a,m) > d(a, b) et par suite
d
(
a′, ∂C) > 1
4r
×
( r
R
)2
d(a, b)2 =
r
4R2
d(a, b)2.
❏
En ce qui concerne le lemme 13, il va se de´duire du lemme technique
suivant :
Lemme B.3. E´tant donne´ un convexe strict C du plan, soient a et b
deux points distincts de ∂C tels que d(a, b) 6 r. Alors :
(i) Pour chaque m ∈ ]a, b[, il existe ωm ∈ ∂C\{a, b} tel que d(m,∂C) =
d(m,ωm) avec m− ωm ⊥ ∂C.
(ii) L’intersection C(a, b), entre ∂C et l’un des deux demi plan ferme´s
H−(a, b) etH+(a, b) deR2 borde´s par la droite (ab), ve´rifie d(m,C(a, b)) =
d(m,∂C) quel que soit m ∈ ]a, b[.
De´monstration du lemme B.3.
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(i) Pour m ∈ ]a, b[ fixe´, la fonction f : ∂C −→ R de´finie par f(ω) =
d2(m,ω) e´tant continue sur le compact ∂C, l’existence de ωm ∈ ∂C
tel que d(m,∂C) = d(m,ωm) en de´coule. De plus, comme ∂C et f
sont diffe´rentiables, ωm est un point critique de f , ce qui conduit a`
m − ωm ⊥ ∂C. Enfin, si on avait ωm = a, on aurait alors (ab) ⊥ ∂C
en a et par suite b ∈ Dr(a) puisque d(a, b) 6 r. Or Dr(a) ⊂ C, d’ou`
il re´sulterait que b ∈ C, ce qui est faux. Par conse´quent, on a ωm 6= a
ainsi que ωm 6= b pour la meˆme raison.
(ii) A` pre´sent, en notant C−(a, b) = H−(a, b)∩∂C et C+(a, b) = H+(a, b)∩
∂C, supposons qu’il existe m−,m+ ∈ [a, b] tels que d(m−, C−(a, b)) >
d(m−, ∂C) et d(m+, C+(a, b)) > d(m+, ∂C).
Soient alors ω−, ω+ ∈ ∂C \ {a, b} tels que d(m−, ∂C) = d(m−, ω−)
et d(m+, ∂C) = d(m+, ω+) — d’ou` ne´cessairement ω− ∈ C+(a, b) et
ω+ ∈ C−(a, b) — avec m− − ω− ⊥ ∂C et m+ − ω+ ⊥ ∂C.
On a donc r > d(a, b) > d(m−, b) > d(m−, C−(a, b)) > d(m−, ∂C) =
d(m−, ω−), d’ou` d(m−, ω−) < r ainsi que d(m+, ω−) < r de manie`re
analogue. De la`, il re´sulte alors que le centre c− ∈ (ω−m−) du cercle
Γr(ω
−) est dans H−(a, b) et que le centre c+ ∈ (ω+m+) du cercle
Γr(ω
+) est dans H+(a, b).
H−(a, b)
H+(a, b)
a
b
ω+
ω−
c−
c+
m+
m−
C−(a, b)
C+(a, b)
∂C
Fig. 16 – Lemme B.3 (i)
En de´signant enfin par S− (resp. S+) l’unique diame`tre (segment
ferme´) de Γr(ω
−) (resp. Γr(ω
+)) paralle`le a` la droite (ab), l’enveloppe
convexe de S− ∪ S+ (paralle´logramme plein) a une intersection [p, q]
avec (ab) telle que d(p, q) > 2r. Or, la convexite´ de C implique que
cette enveloppe convexe est incluse dans C¯, et par suite [p, q] ⊂ [a, b].
On a donc d(a, b) > d(p, q) > 2r, ce qui impossible puisque d(a, b) 6 r
par hypothe`se.
❏
De´monstration du lemme 13.
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• Pour chaque m ∈ ]a, b[, soit ωm ∈ ∂C \{a, b} tel que d(m,C(a, b)) =
d(m,ωm) donne´ par le lemme B.3. Ceci entraˆıne que d(m,ωm) 6 r et
par suite le cercle Γr(ωm) coupe la droite (ab) en deux points pm ∈
[a,m[ et qm ∈]m, b] qui ve´rifient d(pm, qm) > (r/R)d(a, b) en vertu de
la premie`re ine´galite´ du lemme B.1 avec ̺ = r, ̺′ = R et v = b− a.
Par ailleurs, d’apre`s le lemme 12, soient a′ et b′ les uniques points
d’intersection de ]a, b[ avec les cercles Γr(a) et Γr(b) respectivement,
pour lesquels on a d(a, a′) > (r/R)d(a, b) et d(b′, b) > (r/R)d(a, b),
toujours d’apre`s le lemme B.1.
Alors [a, a′[, ]b′, b] et la famille (]pm, qm[)m∈∂C\{a,b} forment un recou-
vrement ouvert de [a, b], dont on peut donc extraire un sous-recouvrement
fini I qui est minimal pour l’inclusion. En outre, d’apre`s ce qui pre´ce`de,
les e´le´ments de I sont des segments de longueurs supe´rieures ou e´gales
a` (r/R)d(a, b).
A` pre´sent, montrons qu’aucun point de [a, b] ne peut appartenir a` plus
de deux e´le´ments de I, c’est-a`-dire que si un point x0 ∈ [a, b] ve´rifie
x0 ∈ I ∩ J avec I, J ∈ I, alors pour tout H ∈ I\{I, J}, on a x0 6∈ H.
En effet, apre`s identification de [a, b] avec un segment de R et quitte
a` e´changer les roˆles de I et J , on a inf(I) < inf(J) < sup(I) < sup(J)
par minimalite´ de I. Aussi, supposons qu’il existe H ∈ I \{I, J} tel
que x0 ∈ H.
Si on avait inf(J) 6 inf(H), alors on aurait sup(J) < sup(H) car
H 6⊂ J (minimalite´ de I) et par suite J ⊂ I ∪ H, ce qui est faux
puisque I est minimal. C’est donc que inf(H) < inf(J). Or ceci impose
que sup(H) < sup(J) car J 6⊂ H, d’ou` il vient que inf(H) < inf(I)
(sinon H ⊂ I ∪ J) et donc que sup(I) < sup(H) (sinon H ⊂ I). Mais
alors, c’est que I ⊂ H, ce qui, la` encore, est impossible.
Notons alors I = {I1, . . . , In}, A2 =
⋃
16i<j6n Ii∩Ij et A1 = [a, b]\A2.
Les ensembles A1 et A2 forment ainsi une partition mesurable de [a, b]
et ve´rifient Long(I1) + · · · + Long(In) = Long(A1) + 2Long(A2).
Or, Long(A1) + 2Long(A2) = (Long(A1) + Long(A2)) + Long(A2) 6
Long([a, b])+Long([a, b]) = 2d(a, b), d’ou` il re´sulte que n(r/R)d(a, b) 6
2d(a, b) puisqu’on a vu que Long(Ik) > (r/R)d(a, b) pour tout k =
1, . . . , n.
Conclusion : n 6 E(2R/r).
• On peut maintenant terminer la preuve du lemme 13 en remarquant
que le rectangle ferme´ S(a, b) est la re´union des rectangles ferme´s Sk
de base le segment Ik et de hauteur r pour 1 6 k 6 n, chacun d’eux
e´tant inclus dans un disque Dr(ωk). En effet, on a alors
µC
(
S(a, b)
)
6
n∑
k=1
µC
(
Sk
)
avec
µC
(
Sk
)
6 µDr(ωk)
(
Sk
)
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pour tout 1 6 k 6 n en vertu de la proposition 5 (iv).
Or, chaque rectangle Sk e´tant la re´union des adhe´rences de deux tri-
angles, on a µDr(ωk)(Sk) 6 2π puisque tout triangle est contenu dans
un triangle ide´al et que π est l’aire d’un triangle ide´al dans le disque
hyperbolique. Ceci ache`ve la preuve du lemme 13.
❏
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