All relevant data, properly de-identified to guarantee the anonymity of patients, is provided as a supplementary table ([S1 Table](#pcbi.1007866.s002){ref-type="supplementary-material"}).

Introduction {#sec001}
============

The precise diagnostics of neurological disorders require to integrate a large amount of information from a variety of biomedical tests and clinical examinations. These diagnostics must also take into account age-related comorbid medical conditions, such as diabetes and cardiovascular diseases, which concern a large fraction of patients, as the incidence of neurodegenerative diseases increases with age. Such comorbid medical conditions influence neuropathology treatment decisions as well as short- and long-term survival of patients but are often overlooked in clinical trials. This situation underlines the need to directly analyze real life medical records to learn *clinical networks*, that are graphical models highlighting direct, indirect and possibly causal associations between clinically relevant information in patients' medical records.

Medical records contain, however, mixed types of data from simple binary or nominal variables (*i.e*., with multiple unordered categories) to ordinal (*e.g*. neuropsychological test scales) or continuous (*e.g*. age, body mass index) variables, whose interdependences are not readily assessed within a unified information-theoretic framework. As mutual information is primarily defined between nominal variables, its estimation for continuous or mixed-type variables is notoriously difficult beyond the gaussian approximation of continuous distributions, for which a simple relation exists with correlation coefficients \[[@pcbi.1007866.ref001]\]. In particular, arbitrary discretization of continuous variables tends to underestimate mutual information for small number of bins, while overestimating it for large number of bins due to finite numbers of patients, as sketched in [Fig 1](#pcbi.1007866.g001){ref-type="fig"}. Moreover, so far, no rationale provides optimum bin partitions to estimate mutual information, for typical cohort size of patients. Alternatively, local metric approaches have been proposed to estimate mutual information \[[@pcbi.1007866.ref002]\] and conditional information \[[@pcbi.1007866.ref003]--[@pcbi.1007866.ref005]\], including between mixed-type variables \[[@pcbi.1007866.ref006]--[@pcbi.1007866.ref008]\], based on k-nearest neighbor (kNN) statistics. However, the statistical significance of kNN information estimates remains difficult to assess in practice \[[@pcbi.1007866.ref002], [@pcbi.1007866.ref009]\], thereby limiting their use to uncover (conditional) independences between continuous or mixed-type variables from real-life datasets.

![Mutual information computation between continuous or mixed-type variables.\
Outline of mutual information computation between continuous or mixed-type variables for a finite dataset of *N* samples. Mutual information is estimated through an optimum partitioning of continuous variable(s) (solid red line and arrow) after introducing a complexity term to account for the finite size of the dataset, see main text.](pcbi.1007866.g001){#pcbi.1007866.g001}

In this paper, we first develop and implement an optimum binning method to simultaneously compute and assess the significance of mutual information, as well as conditional multivariate information, between any combination of continuous or mixed-type variables. The method is based on minimum description length principles \[[@pcbi.1007866.ref010], [@pcbi.1007866.ref011]\] and finds optimum bin partitions, iteratively for each continuous variable, through an efficient dynamic programming scheme with quadratic complexity, $\mathcal{O}\left( N^{2} \right)$, where *N* is the number of patients in the dataset. This efficient approach is then used to assess direct *versus* indirectcause-effect relationships between mixed-type data from medical records, by extending a recent network learning method \[[@pcbi.1007866.ref012], [@pcbi.1007866.ref013]\] to recontruct graphical models beyond simple categorical datasets.

The method is shown to outperform existing tools on benchmark mixed-type datasets, before being applied to analyze the medical records of eldery patients with cognitive disorders from La Pitié-Salpêtrière Hospital, Paris. The resulting clinical network visually captures the global interdependences in these medical records and some facets of clinical diagnosis practice, without specific hypothesis nor prior knowledge on any clinically relevant information. The reconstructed clinical network recovers well known as well as novel direct and indirect relations between medically relevant variables. In particular, it provides some physiological insights linking the consequence of cerebrovascular accidents to the atrophy of important brain structures associated to cognitive impairment.

Methods {#sec002}
=======

Assessing information in continuous or mixed-type data {#sec003}
------------------------------------------------------

### Information-maximizing discretization of continous data {#sec004}

While mutual information is usually defined as a discrete summation over nominal variables, *i.e*., *I*(*X*;*Y*) = ∑~*x*,*y*~ *p*~*x*,*y*~ log(*p*~*x*,*y*~/*p*~*x*~ *p*~*y*~), its most general definition consists in taking the supremum over all finite partitions, $\mathcal{P}$ and $\mathcal{Q}$, of variables, *X* and *Y* \[[@pcbi.1007866.ref001]\], $$I\left( X;Y \right) = \underset{\mathcal{P},\mathcal{Q}}{\text{sup}}I\left( \left\lbrack X \right\rbrack_{\mathcal{P}};\left\lbrack Y \right\rbrack_{\mathcal{Q}} \right)$$ which can be applied to continuous or mixed-type variables. Moreover, by continuing to refine some initial partitions through the addition of further cut points for continuous variable(s), one finds a monotonically increasing sequence \[[@pcbi.1007866.ref001]\], $I\left( \left\lbrack X \right\rbrack_{\mathcal{P}};\left\lbrack Y \right\rbrack_{\mathcal{Q}} \right)$, as depicted on [Fig 1](#pcbi.1007866.g001){ref-type="fig"}. In practice, however, [Eq 1](#pcbi.1007866.e004){ref-type="disp-formula"} cannot be used to estimate *I*(*X*; *Y*) from an actual dataset with finite sample size, as the refinement of partitions eventually assigns each of the *N* different samples into *N* different bins. This leads to a shift of convergence towards log *N* instead of the theoretical limit, *I*(*X*; *Y*), which requires an infinite amount of data (dotted line in [Fig 1](#pcbi.1007866.g001){ref-type="fig"}).

In this paper, we propose to adapt [Eq 1](#pcbi.1007866.e004){ref-type="disp-formula"} to account for the finite number of samples in actual datasets, $$I_{N}^{\prime}\left( X;Y \right) = \underset{\mathcal{P},\mathcal{Q}}{\text{sup}}I_{N}^{\prime}\left( \left\lbrack X \right\rbrack_{\mathcal{P}};\left\lbrack Y \right\rbrack_{\mathcal{Q}} \right)$$ by introducing a finite size correction to mutual information, $$I_{N}^{\prime}\left( \left\lbrack X \right\rbrack_{\mathcal{P}};\left\lbrack Y \right\rbrack_{\mathcal{Q}} \right) = I_{N}\left( \left\lbrack X \right\rbrack_{\mathcal{P}};\left\lbrack Y \right\rbrack_{\mathcal{Q}} \right) - {k_{\mathcal{P};\mathcal{Q}}^{\prime}\left( N \right)}\frac{1}{N}$$ where $k_{\mathcal{P};\mathcal{Q}}^{\prime}\left( N \right)$ corresponds to a complexity term introduced in \[[@pcbi.1007866.ref014], [@pcbi.1007866.ref015]\] to discriminate between variable dependence (for $I_{N}^{\prime}\left( \left\lbrack X \right\rbrack_{\mathcal{P}};\left\lbrack Y \right\rbrack_{\mathcal{Q}} \right) > 0$) and variable independence (for $I_{N}^{\prime}\left( \left\lbrack X \right\rbrack_{\mathcal{P}};\left\lbrack Y \right\rbrack_{\mathcal{Q}} \right) \leqslant 0$) given a finite dataset of size *N*. In the present context of finding an optimum discretization for continuous variables, this complexity term introduces a penalty which eventually outweights the information gain in refining bin partitions further, when there is not enough data to support such a refined model, as depicted on [Fig 1](#pcbi.1007866.g001){ref-type="fig"}.

For discrete variables, typical complexity terms correspond to the Bayesian Information Criterion (BIC), $k_{\mathcal{P};\mathcal{Q}}^{\text{BIC}}\left( N \right) = {1/2}\left( r_{x} - 1 \right)\left( r_{y} - 1 \right)\text{log}N$, where *r*~*x*~ and *r*~*y*~ are the number of bins for *X* and *Y*, or the *X*- and *Y*-Normalized Maximum Likelihood (NML) criteria \[[@pcbi.1007866.ref014]--[@pcbi.1007866.ref016]\], defined as, $${k_{\mathcal{P};\mathcal{Q}}^{X - \text{NML}}\left( N \right)} = {\sum\limits_{y}^{r_{y}}\text{log}\mspace{720mu}\mathcal{C}_{n_{y}}^{r_{x}} - \text{log}\mspace{720mu}\mathcal{C}_{N}^{r_{x}}}$$ $${k_{\mathcal{P};\mathcal{Q}}^{Y - \text{NML}}\left( N \right)} = {\sum\limits_{x}^{r_{x}}\text{log}\mspace{720mu}\mathcal{C}_{n_{x}}^{r_{y}} - \text{log}\mspace{720mu}\mathcal{C}_{N}^{r_{y}}}$$ where $\mathcal{C}_{n_{y}}^{r_{x}}$ is the parametric complexity associated with the *y*th bin of variable *Y* containing *n*~*y*~ samples, and similarly for $\mathcal{C}_{n_{x}}^{r_{y}}$ with the *n*~*x*~-size bin of variable *X* in [Eq 5](#pcbi.1007866.e013){ref-type="disp-formula"}.

Parametric complexities $\mathcal{C}_{n}^{r}$ are defined by summing a multinomial likelihood function over all possible partitions of *n* data points into a maximum of *r* bins as, $$\mathcal{C}_{n}^{r}{= \sum\limits_{\ell_{1} + \ell_{2} + \cdots + \ell_{r} = n}^{\ell_{k} \geqslant 0}\frac{n!}{\ell_{1}!\ell_{2}!\cdots\ell_{r}!}\prod\limits_{k = 1}^{r}\left( \frac{\ell_{k}}{n} \right)^{\ell_{k}}}$$ which can in fact be computed recursively in linear-time \[[@pcbi.1007866.ref017]\]. For large *n* and *r*, inherent to large datasets with continuous or mixed-type variables, we found that $\mathcal{C}_{n}^{r}$ computation can be made numerically stable by implementing the recursion on parametric complexity ratios $\mathcal{D}_{n}^{r} = \mathcal{C}_{n}^{r}/\mathcal{C}_{n}^{r - 1}$ rather than parametric complexities themselves as, $$\mathcal{D}_{n}^{r} = {1 + \frac{n}{\left( r - 2 \right)\mathcal{D}_{n}^{r - 1}}}$$ $${\text{log}\mspace{720mu}\mathcal{C}_{n}^{r}} = {\sum\limits_{k = 2}^{r}\text{log}\mspace{720mu}\mathcal{D}_{n}^{k}}$$ for *r* ⩾ 3, with $\mathcal{C}_{n}^{1} = 1$ and $\mathcal{C}_{n}^{2} = \mathcal{D}_{n}^{2}$, which can be computed directly with the general formula, [Eq 6](#pcbi.1007866.e017){ref-type="disp-formula"}, for *r* = 2, $$\mathcal{C}_{n}^{2}{= \sum\limits_{h = 0}^{n}\begin{pmatrix}
n \\
h \\
\end{pmatrix}\left( \frac{h}{n} \right)^{h}\left( \frac{n - h}{n} \right)^{n - h}}$$ or its Szpankowski approximation for large *n* (needed for *n* \> 1000 in practice) \[[@pcbi.1007866.ref018]--[@pcbi.1007866.ref020]\], $$\mathcal{C}_{n}^{2}{= \sqrt{\frac{n\pi}{2}}\left( 1 + \frac{2}{3}\sqrt{\frac{2}{n\pi}} + \frac{1}{12n} + \mathcal{O}\left( \frac{1}{n^{3/2}} \right) \right)}$$ $$\simeq \sqrt{\frac{n\pi}{2}}\text{exp}\mspace{720mu}\left( {\sqrt{\frac{8}{9n\pi}} + \frac{3\pi - 16}{36n\pi}} \right)$$

For continuous variables, however, the variable categories are not given *a priori* and need to be specified and thus encoded in the model complexity within the frame of the Minimum Description Length (MDL) principle \[[@pcbi.1007866.ref011]\]. In absence of priors for any specific partition with *r* bins, the model index should be encoded with a uniform distribution over all partitions with the same number of bins \[[@pcbi.1007866.ref011]\]. As there are $\begin{pmatrix}
{N - 1} \\
{r_{x} - 1} \\
\end{pmatrix}$ ways to choose *r*~*x*~ − 1 out of *N* − 1 possible cut points, corresponding to a codelength of $\text{log}\mspace{720mu}\begin{pmatrix}
{N - 1} \\
{r_{x} - 1} \\
\end{pmatrix}$ for a continuous variable *X* (and similarly for *Y* if it is continuous), the model complexity associated with the partitioning of continuous or mixed-type variablesbecomes, $$\begin{array}{r}
{k_{\mathcal{P};\mathcal{Q}}^{\prime}\left( N \right) = k_{\mathcal{P};\mathcal{Q}}\left( N \right) + \text{log}\begin{pmatrix}
{N - 1} \\
{r_{x} - 1} \\
\end{pmatrix} + \text{log}\begin{pmatrix}
{N - 1} \\
{r_{y} - 1} \\
\end{pmatrix}} \\
\end{array}$$ with $\text{log}\mspace{720mu}\begin{pmatrix}
{N - 1} \\
{r - 1} \\
\end{pmatrix} = \left( r - 1 \right)\, C_{N,r}$, where *C*~*N*,*r*~ corresponds to theencoding cost associated to each of the *r* − 1 cut points with *r* = *r*~*x*~ or *r*~*y*~.

While finding the supremum of $I_{N}^{\prime}\left( \left\lbrack X \right\rbrack_{\mathcal{P}};\left\lbrack Y \right\rbrack_{\mathcal{Q}} \right)$ over *all* possible partitions $\mathcal{P}$ and $\mathcal{Q}$ according to [Eq 2](#pcbi.1007866.e006){ref-type="disp-formula"} seems intractable, it can be computed rather efficiently in practice.

The approach is inspired by the computation of an MDL-optimal histogram for a single continuous variable \[[@pcbi.1007866.ref011]\], which can be done exactly in $\mathcal{O}\left( N^{3} \right)$ steps. As the approach cannot be generalized to more than one variable, we implemented a local optimization heuristics, which finds the optimum cut points for each continuous variable, iteratively, keeping the partitions of the other continuous variable(s) fixed. This enables to gain an order of magnitude in the optimization running time at each iteration, which scales as $\mathcal{O}\left( N^{2} \right)$, as detailed below.

In practice for two variables, we start from an initial (or optimized) *X* partition with *r*~*x*~ bins of various sizes and an estimate of the number of *Y* bins, $r_{y}^{\circ}$. The sample-scaled mutual information with finite size correction, *i.e*., $nI_{n}^{\prime}\left( X;Y \right)$, is then optimized iteratively for *n* = 1, ⋯, *N* samples, over all *Y* partitions, through the following $\mathcal{O}\left( N^{2} \right)$ dynamic programming scheme, using [Eq 4](#pcbi.1007866.e012){ref-type="disp-formula"} as parametric complexity, $${nI_{n}^{\prime}\left( X;Y \right)\!\!\!\!} = {\!\!\!\!\underset{0 \leqslant j < n}{\text{max}}\left\lbrack jI_{j}^{\prime}\left( X;Y \right) + \sum\limits_{x}^{r_{x}}n_{xy}\mspace{720mu}\text{log}\mspace{720mu} n_{xy} - n_{y}\mspace{720mu}\text{log}\mspace{720mu} n_{y} - \text{log}\mspace{720mu}\mathcal{C}_{n_{y}}^{r_{x}} - C_{N,r_{y}^{\circ}} \right\rbrack\;\;\;\;\;\;}$$ where the last added *Y* bin, including *n*~*y*~ = *n* − *j* samples distributed over the *r*~*x*~ bins of *X* (with $\sum_{x}^{r_{x}}n_{xy} = n_{y}$), comes with an independent mutual information contribution, $\sum_{x}^{r_{x}}n_{xy}\mspace{720mu}\text{log}\mspace{720mu} n_{xy} - n_{y}\mspace{720mu}\text{log}\mspace{720mu} n_{y}$, a parametric complexity, $\text{log}\mspace{720mu}\mathcal{C}_{n_{y}}^{r_{x}}$, and encoding cost, $C_{N,r_{y}^{\circ}}$. The initial condition for *j* = 0 in ([13](#pcbi.1007866.e039){ref-type="disp-formula"}) is set by convention to include all terms invariant under *Y*-partitioning, *i.e*., $- \sum_{x}^{r_{x}}n_{x}\mspace{720mu}\text{log}\mspace{720mu}\left( n_{x}/N \right) + \text{log}\mspace{720mu}\mathcal{C}_{N}^{r_{x}} - \left( r_{x} - 1 \right)C_{N,r_{x}} + C_{N,r_{y}^{\circ}}$.

Then, adopting this optimized partition for *Y*, one can apply the same dynamic programming scheme for *X* using [Eq 5](#pcbi.1007866.e013){ref-type="disp-formula"} as parametric complexity and iterate the optimization of *X* and *Y* partitions until a stable two-state limit circle is reached. In practice, we set the initial partitioning over *X* and *Y* by testing equal-freq discretizations with 2 to ⌈*N*^1/3^⌉ bins and choosing the one which gives thehighest $I_{N}^{\prime}\left( X;Y \right)$. We found that while the convergence speed of the iterative dynamic programming is largely independent of these initial conditions, this scheme does improve it slightly. This leads after only a few iterations to a good estimate of mutual information (averaged over limit circle) that is comparable to the existing state of the art, for both continuous and mixed-type variables, as shown below.

This optimization scheme, [Eq 2](#pcbi.1007866.e006){ref-type="disp-formula"}, and its iterative dynamic programming computation, [Eq 13](#pcbi.1007866.e039){ref-type="disp-formula"}, can also be adapted to compute mutual information involving joined variables, such as $I_{N}^{\prime}\left( X;\left\{ A_{i} \right\} \right)$, with corresponding finite size correctionsand cut point encoding costs extended from Eqs [3](#pcbi.1007866.e007){ref-type="disp-formula"}--[12](#pcbi.1007866.e029){ref-type="disp-formula"}. Similarly, the approach can compute conditional mutual information, such as $I_{N}^{\prime}\left( X;Y \middle| \left\{ A_{i} \right\} \right)$, involving continuous or mixed-type variables. To this end, $I_{N}^{\prime}\left( X;Y \middle| \left\{ A_{i} \right\} \right)$ needs to be defined, using the chain rule \[[@pcbi.1007866.ref001]\], as the *difference* between maximized mutual information terms involving either {*Y*, {*A*~*i*~}} and {*A*~*i*~} ([Eq 14](#pcbi.1007866.e049){ref-type="disp-formula"}) or {*X*, {*A*~*i*~}} and {*A*~*i*~} ([Eq 15](#pcbi.1007866.e050){ref-type="disp-formula"}) as joined variables, $${I_{N}^{\prime}\left( X;Y \middle| \left\{ A_{i} \right\} \right)\!\!\!} = {\!\!\! I_{N}^{\prime}\left( X;Y,\left\{ A_{i} \right\} \right) - I_{N}^{\prime}\left( X;\left\{ A_{i} \right\} \right)}$$ $$= {\!\!\! I_{N}^{\prime}\left( Y;X,\left\{ A_{i} \right\} \right) - I_{N}^{\prime}\left( Y;\left\{ A_{i} \right\} \right)\;\;}$$ Thus, starting from an initial (or optimized) partition for *X*, each term of [Eq 14](#pcbi.1007866.e049){ref-type="disp-formula"} is optimized with respect to *Y* and {*A*~*i*~} partitions using [Eq 4](#pcbi.1007866.e012){ref-type="disp-formula"} as parametric complexity extended to multivariate categories, *n*~*y*,{*a*~*i*~}~ and *n*~{*a*~*i*~}~. Then, in turn, each term of [Eq 15](#pcbi.1007866.e050){ref-type="disp-formula"} is optimized with respect to *X* and {*A*~*i*~} partitions using [Eq 5](#pcbi.1007866.e013){ref-type="disp-formula"} as parametric complexity extended to multivariate categories, *n*~*x*,{*a*~*i*~}~ and *n*~{*a*~*i*~}~. Note, in particular, that {*A*~*i*~} partitions are optimized *separately* for each of the four terms in Eqs [14](#pcbi.1007866.e049){ref-type="disp-formula"} & [15](#pcbi.1007866.e050){ref-type="disp-formula"}, before taking their differences, as these optimized {*A*~*i*~} partitions might be different in general.

Learning networks from continuous or mixed-type data {#sec005}
----------------------------------------------------

The above information maximization scheme to estimate (conditional) mutual information between continuous or mixed-type variables can then be used to extend our recent network learning algorithm MIIC \[[@pcbi.1007866.ref012]\] beyond simple categorical datasets.

### Outline of MIIC algorithm {#sec006}

MIIC combines constraint-based approach and information-theoretic framework to robustly learn a broad class of causal or non-causal networks including possible latent variables \[[@pcbi.1007866.ref012], [@pcbi.1007866.ref013]\]. MIIC proceeds in three steps:

1.  *Edge pruning*. Starting from a fully connected network, MIIC first removes dispensable edges by iteratively subtracting the most significant information contributions from indirect paths between each pair of variables. Significant contributors are collected based on the *3off2* score \[[@pcbi.1007866.ref014], [@pcbi.1007866.ref015]\] maximizing conditional three-point information while minimizing conditional two-point (mutual) information, which reliably assesses conditional independence, even in the presence of strongly linked variables \[[@pcbi.1007866.ref021]\]. The residual (conditional) mutual information including finite size corrections, $I_{N}^{\prime}\left( X;Y \middle| \left\{ A_{i} \right\} \right)$ (*i.e*. after indirect effects of significant contributors, {*A*~*i*~}, have been subtracted from $I_{N}^{\prime}\left( X;Y \right)$), is related to the removal probability of each edge, $P_{XY}\! = \text{exp}\left( - NI_{N}^{\prime}\left( X;Y \middle| \left\{ A_{i} \right\} \right) \right)$, where $NI_{N}^{\prime}\left( X;Y \middle| \left\{ A_{i} \right\} \right) > 0$ corresponds to the strength of the retained edge, as visualized by its width in MIIC graphical models \[[@pcbi.1007866.ref012]\].

2.  *Edge filtering (optional)*. The remaining edges can be further filtered based on confidence ratio assessment \[[@pcbi.1007866.ref012]\],$C_{XY} = P_{XY}/\left\langle P_{XY}^{\text{rand}} \right\rangle$, where $P_{XY}^{\text{rand}}$ is the average of the probability to remove the *XY* edge after randomly permutating the dataset for each variable. Hence, the lower *C*~*XY*~, the higher the confidence on the *XY* edge. In practice, filtering edges with *C*~*XY*~ \> 0.1 or 0.01 limits the false discovery rates with small datasets, while maintaining satisfactory true positive rates \[[@pcbi.1007866.ref012]\].

3.  *Edge orientation*. Retained edges are then oriented based on the signature of causality in observational data given by the sign of (conditional) three-point information \[[@pcbi.1007866.ref014], [@pcbi.1007866.ref015]\]. The final network contains up to three types of edges \[[@pcbi.1007866.ref012]\]: undirected, directed, as well as, bidirected edges, which originate from a latent variable, *L*, unobserved in the dataset but predicted to be a common cause of *X* and *Y*, *i.e*. *X* ⤎ (*L*) ⤏ *Y*. For clarity, bidirected edges are represented with dashed lines in MIIC networks.

An important aspect of MIIC algorithm is its ability to take into account datasets with missing values, which are frequent in heterogeneous clinical datasets. In practice, MIIC computes multivariate information estimates (such as $I_{N}^{\prime}\left( X;Y \middle| \left\{ A_{i} \right\} \right)$) on sub-datasets for which *X*, *Y* and {*A*~*i*~} do not have missing values. While including iteratively additional conditioning variables *A*~*i*~ might further restrict the size of the sub-dataset without missing value, we only consider variables *A*~*i*~ if their missing values are missing at random (checking Kullback Leibler divergence between distributions of decreasing supports). If some data is not missing at random, the *3off2* scheme \[[@pcbi.1007866.ref014], [@pcbi.1007866.ref015]\], *I*(*X*; *Y*\|{*A*~*i*~}~*n*~) = *I*(*X*; *Y*) − *I*(*X*; *Y*; *A*~1~) − *I*(*X*; *Y*; *A*~2~\|*A*~1~)−⋯−*I*(*X*; *Y*; *A*~*n*~\|{*A*~*i*~}~*n*−1~), might end without finding conditional independence, ie *I*(*X*;*Y*\|{*A*~*i*~}~*n*~)\>0, and MIIC edge pruning step is conservative by retaining the corresponding edge X-Y due to possible bias in the dataset.

MIIC's extension to continuous or mixed-type data has been implemented in MIIC online server and R package, see SI.

Results {#sec007}
=======

Application to benchmark synthetic data {#sec008}
---------------------------------------

### Optimum discretization and mutual information estimates for continuous or mixed-type data {#sec009}

The multivariate discretization scheme and resulting estimates of (conditional) mutual information were first benchmarked using synthetic data from known mixed or continuous probability distributions for which (conditional) mutual information can be obtained either analytically or through numerical integration. Examples of bivariate information-maximizing discretizations are shown in [Fig 2](#pcbi.1007866.g002){ref-type="fig"} and [S1 Fig](#pcbi.1007866.s003){ref-type="supplementary-material"} for increasing sample size. The number of bins increases both with the number of samples, [S1 Fig](#pcbi.1007866.s003){ref-type="supplementary-material"}, and the magnitude of mutual information, *I*~*N*~(*X*; *Y*), [S2A Fig](#pcbi.1007866.s004){ref-type="supplementary-material"}. These tendencies have intuitive explanations: first, more samples means that we can assign smaller bins (width-wise) with more certainty; and second, more information means that more bins are needed to describe the interaction between the variales. We note that no single discretization of a variable *X* can be optimal with regards to every joint distribution, see [S3 Fig](#pcbi.1007866.s005){ref-type="supplementary-material"}. While the precise cut points of variable *X* actually depend on the variable *Y* of interest, the number of *X* and *Y* bins are roughly similar(for the chosen test settings), [S2A Fig](#pcbi.1007866.s004){ref-type="supplementary-material"}, unlike found with information-maximization discretization methods lacking complexity terms \[[@pcbi.1007866.ref022]\], [S2B Fig](#pcbi.1007866.s004){ref-type="supplementary-material"}.

![Optimum bivariate discretization for mutual information estimate.\
The proposed information-maximizing discretization scheme is illustrated for a joint distribution defined as a Gumbel bivariate copula with parameter *θ* = 5 and marginal distributions chosen as Gaussian mixtures with three equiprobable peaks and respective means and variances, *μ*~*X*~ = {0, 4, 6}, *σ*~*X*~ = {1, 2, 0.7} and *μ*~*Y*~ = {−3, 6, 9}, *σ*~*Y*~ = {2, 0.5, 0.5}. The information-maximizing partition yields (**A**) *I*~*N*~(*X*; *Y*) = 1.04 for *N* = 500 samples and (**B**) *I*~*N*~(*X*; *Y*) = 1.142 for *N* = 10, 000 samples, as compared to the exact expected value *I*(*X*; *Y*) = 1.205 computed with numerical integration. See [S1 Fig](#pcbi.1007866.s003){ref-type="supplementary-material"} for additional results. Codes are provided at <https://github.com/vcabeli/miic_PLoS>.](pcbi.1007866.g002){#pcbi.1007866.g002}

Next, we compared our estimation of *I*~*N*~(*X*; *Y*) by optimal discretization to the state of the art Kraskov--Stögbauer--Grassberger (KSG) estimator \[[@pcbi.1007866.ref002]\] for continuous distributions, specifically bivariate Gaussian distributions [S4 Fig](#pcbi.1007866.s006){ref-type="supplementary-material"}. Like otherinformation estimators based on kNN statistics, the KSG approach has a tunable parameter *k* which will typically scale with the sample size *N*, and has to be chosen depending on the objective: the original authors recommend *k* = 2 to 4 for the best estimation, and up to *N*/2 if one is more interested in independence testing. We found that our optimal discretization with the NML complexity does indeed give a correct estimation of *I*~*N*~(*X*; *Y*) for all sample sizes and correlation strengths. Our approach also natively deals with categorical and mixed (*i.e*. part categorical and part continuous) variables, as the master definition of the mutual information, [Eq 1](#pcbi.1007866.e004){ref-type="disp-formula"}, can be applied to variables of any type. Recent efforts were made to extend the KSG estimator to such cases \[[@pcbi.1007866.ref006]--[@pcbi.1007866.ref008]\] which are frequently encountered in real-life data, and specifically in clinical datasets. We compared the mixed-type information estimates of our method to other existing methods for varying sample sizes and found its performance to be similar or superior, [S5 Fig](#pcbi.1007866.s007){ref-type="supplementary-material"}. In addition, our information-maximizing discretization approach facilitates the interpretation of the dependences between continuous or mixed-type variables by returning their most informative categories.

Information-maximizing discretization and corresponding (conditional) mutual information estimates can be computed for any continuous or mixed-type dataset using the `discretizeMutual` function from the MIIC R package.

### Optimum discretization as an independence test between continuous or mixed-type variables {#sec010}

Most importantly,our optimum discretization scheme also acts as an independence test by allowing for single bin partitions whenever no multiple-bin partitioning can glean information that is greater than its associated complexity cost. In such cases, our estimator implies variable independence, *i.e*.*I*~*N*~(*X*; *Y*) = 0, with drastically reduced sampling error and variance, [S4 Fig](#pcbi.1007866.s006){ref-type="supplementary-material"}, as compared to other direct estimators such as KSG, which always give noisy information estimates even for vanishing mutual information between nearly independent variables and need additional hypothesis testing to be used as independence test.

Similarly, our approach robustly learns conditional independence,given a set of separating variables, {*Z*~*i*~}, *i.e*., *I*~*N*~(*X*; *Y*\|{*Z*~*i*~}) = 0, [S6 Fig](#pcbi.1007866.s008){ref-type="supplementary-material"}, as in the case of a single common ancestor *Z* of *X* and *Y*, *i.e*., *X* ← *Z* → *Y*, with concomitant changes in optimum *X* and *Y* partitionings from multiple to single bins under conditioning over a continuous ([S7 Fig](#pcbi.1007866.s009){ref-type="supplementary-material"}) or categorical ([S8 Fig](#pcbi.1007866.s010){ref-type="supplementary-material"}) variable *Z*. By contrast, spurious dependency between independent variables, *X* and *Y*, can be induced, as expected \[[@pcbi.1007866.ref023]\], by conditioning over a common descendent *Z*, as in the case of a "v-structure", *X* → *Z* ← *Y*, [S9 Fig](#pcbi.1007866.s011){ref-type="supplementary-material"}.

Hence, the intrinsic robustness of the present optimum discretization scheme in inferring (conditional) independence and dependency is an important feature of the method as compared to kNN (conditional) information estimates, whose statistical significance remains difficult to assess in practice \[[@pcbi.1007866.ref002], [@pcbi.1007866.ref009]\].

### Reconstruction of benchmark graphical models {#sec011}

We first tested the mixed-type data extension of MIIC network reconstruction method on benchmark mixed-type data. Datasets were generated based on non-linear bayesian rules using the R script provided as Supplementary code; an example of non-Gaussian mixed-type distribution dataset is shown in [S10 Fig](#pcbi.1007866.s012){ref-type="supplementary-material"}. The resulting reconstructed network F-scores are shown in [Fig 3](#pcbi.1007866.g003){ref-type="fig"} for an increasing proportion of continuous variables over discrete variables and compared to the recent alternative methods, CausalMGM \[[@pcbi.1007866.ref024]\] and MXM \[[@pcbi.1007866.ref025]\], also designed to analyze mixed-type data. Precision, Recall and F-scores are shown for both skeleton and CPDAG in [S11](#pcbi.1007866.s013){ref-type="supplementary-material"} and [S12](#pcbi.1007866.s014){ref-type="supplementary-material"} Figs, respectively. Comparisons with fully continuous datasets, [S13 Fig](#pcbi.1007866.s015){ref-type="supplementary-material"}, were also performed with additional methods, CAM \[[@pcbi.1007866.ref026]\], kPC, rank-PC and rank-FCI \[[@pcbi.1007866.ref027]\] algorithms, [S14](#pcbi.1007866.s016){ref-type="supplementary-material"} and [S15](#pcbi.1007866.s017){ref-type="supplementary-material"} Figs, and confirm the better performance of MIIC over alternative continuous or mixed-type network learning methods.

![Reconstruction of benchmark networks for mixed-type, non-linear, non-Gaussian datasets.\
CPDAG F-scores obtained for benchmark random networks with 100 nodes and average degree 3 reconstructed from *N* = 100--5,000 samples (see histogram example [S10 Fig](#pcbi.1007866.s012){ref-type="supplementary-material"}). F-scores obtained with our parameter-free information-theoretic approach MIIC (magenta, upper surface) are compared to the best results obtained with alternative mixed-type data methods, CausalMGM \[[@pcbi.1007866.ref024]\] (blue, middle surface) and MXM \[[@pcbi.1007866.ref025]\] (green, lower surface), by optimizing CausalMGM regularization parameters (λ) and MXM significance parameter (*α*), for each sample size *N*. See additional results in [S11](#pcbi.1007866.s013){ref-type="supplementary-material"}--[S15](#pcbi.1007866.s017){ref-type="supplementary-material"} Figs. Codes are provided at <https://github.com/vcabeli/miic_PLoS>.](pcbi.1007866.g003){#pcbi.1007866.g003}

Application to medical records of eldery patients with cognitive disorders {#sec012}
--------------------------------------------------------------------------

We applied this information maximization analysis for mixed-type data to reconstruct a clinical network from the medical records of 1,628 eldery patients consulting for cognitive disorders at La Pitié-Salpêtrière hospital, Paris. The dataset,provided as [S1 Table](#pcbi.1007866.s002){ref-type="supplementary-material"}, contains 107 variables of different types (namely, 19 continuous and 88 categorical variables) and heterogeneous nature (*i.e*., variables related to previous medical history, comorbidities and comedications, scores from cognitive tests, clinical, biological or radiological examinations, diagnostics and treatments). Beyond the different types and heterogeneous nature of the recorded data, nodes of the clinical network, [Fig 4](#pcbi.1007866.g004){ref-type="fig"}, can be partitioned into groups associated to specific dementia disorders and patient clinical context, including comorbidities (diabetes, hypertension, etc) and related comedications.

![Network reconstructed from medical records of 1,628 eldery patients with cognitive disorders.\
Square (resp. circle) nodes correspond to discrete (resp. continuous) variables. Red (resp. blue) edges correspond to correlation (resp. anticorrelation) between variables. Dotted edges reflect latent variables, see [Discussion](#sec018){ref-type="sec"}.](pcbi.1007866.g004){#pcbi.1007866.g004}

### Parkisonian syndromes {#sec013}

The first group of nodes contains variables classically linked to primary degenerative dementias associated to parkinsonian syndromes (Park_Sd), notably the rarity and slowness of movements, tremor at rest and muscle stiffness, caused either by a parkinsonian dementia (PARK_DEM, 80% of cases) or a dementia with Lewy bodies (LEWY, 15% of cases). Park_Sd are identified with the Unified Parkinson Disease Rating Scale (UPDRS) which distinguishes them from Parkinson plus syndromes such as Progressive Supranuclear Palsy (PSP), Cortico Basal Degeneration (CBD) or Multiple System Atrophy (MSA). Parkinsonian syndromes are also linked to more frequent falls, idiopathic Parkinson's disease (IPD) and associated to orthostatic hypotension (OHT), in agreement with previous studies \[[@pcbi.1007866.ref028]\]. By contrast, dementia with Lewy bodies (LEWY) is found to be directly associated to cognitive fluctuations, halluciations and Rapid eye movement sleep Behavior Disorder (RBD) as well as indirectly connected (2nd neighbor) to confusions and behavioural changes assessed through the Neuro Psychiatric Inventory (NPI) score and with a deficit of self-awareness (Anosognosia). LEWY diagnoses are also correctly associated with dopamine transporter imaging (DAT-scan) examination \[[@pcbi.1007866.ref029]\].

### Alzheimer's versus dysexecutive syndromes {#sec014}

The second and largest group of nodes mostly consists of the results from neuropsychologic tests used to assess the cognitive functions of patients and diagnose Alzheimer's disease *versus* dysexecutive syndromes. Two types of tests can be distinguished: simple tests probing a precise cerebral function and composite tests combining the results of multiple simple tests to explore more global cognitive processes. The Trail Making Test part A (TMTA) is a simple test primarily used to examine cognitive processing speed (continuous score) by recording the time needed by the patient to connect ordered nodes (from 1 to 25) randomly placed on a sheet of paper. Our network analysis shows that TMTA is directly connected to a number of other simple tests, such as forward memory spans probing attentional capacity, backward memory spans probing immediate working memory, immediate recall of Taylor or Rey complex figures, verbal semantic fluency (Issacs set test) and the clock-drawing test. This highlights the rationale of neuropsychology in combining simple tests into more informative composite tests. Three composite tests are included in the clinical network, the Mini Mental State (MMS), the Frontal Assessment Battery (FAB) and the Montreal Cognitive Association (MoCA) tests.

-   The Mini Mental State (MMS) test assesses cognitive functions related to memory, spacial and temporal orientations but not to executive functions, which require to integrate multiple information sources. MMS is found to be the main hub (with 15 neighbors) of the reconstructed network, as it is directly connected, as expected, to most of the memory test results (forward/backward verbal and visuospatial memory spans, biographic memory and delayed recalls of Taylor or Rey--Osterrieth complex figures). By constrast, MMS is found to be negatively correlated to the Alzheimer's diagnostic, through the MMS 3 word memory test, which is known to be one of the most specific tests for Alzheimer's disease, together with the Free and Cued Selective Reminding (FCSR) test. Interestingly, our network analysis shows that the Alzheimer's disease diagnostic is directly connected to the FCSR test through the low percent reactivity to cueing, which identifies genuine storage deficits (not facilitated by cueing) due to amnesic syndrome of the hippocampal type known to be characteristic of Alzheimer's disease \[[@pcbi.1007866.ref030]\].

-   The Frontal Assessment Battery (FAB) test is complementary to MMS, as it is entirely focussed on executive functions, centralized in the frontal cortex; it is thus very consistent that FAB is found to be directly connected and negatively correlated to dysexecutive syndrome. Note, however, that patients suffering from dysexecutive syndrome do not typically show poor FCSR scores unlike Alzheimer patients. This confirms the specificity and sensibility of the FCSR test to Alzheimer's disease \[[@pcbi.1007866.ref031]\].

-   Finally, the Montreal Cognitive Association (MoCA) composite test integrates a variety of other tests such as the clock-drawing test, the phonetic fluency test as well as semantic fluency test (Isaacs Set Test), which is consistent with the direct connections recovered between MoCA and these three individual tests in the inferred network.

### Psychiatric conditions {#sec015}

The third group of nodes concerns variables associated with the psychiatric conditions of patients. It includes their past psychiatric history (Psy_Hist) and present psychiatric conditions, *i.e*., anxio-depressive or bipolar (BIPO) syndromes, associated treatments (antidepressants, psychotropes, benzodiazepine BZD and neuroleptics NLP) and finally scores used to diagnose depression (GDS_15) and a deterioration in the quality of life (QoL). The analysis of all the links between these variables confirms the overall consistency of this psychiatric cluster: a good quality of life is closely associated with a low GDS_15 score (corresponding to a low probability of depression). Note, however, that psychiatric pathologies are all linked to each other, underlying the difficulty to distinguish them accurately. Yet, our network analysis shows that patients with bipolar syndrome (BIPO) tend to show better scores at the FCSR recall test.

### Vascular versus mixed forms of dementias {#sec016}

The fourth group of nodes of the clinical network is associated with variables implicated in vascular dementias (VASC_DEM) originating from cerebral vascular accidents (CVA) which damage brain regions essential for cognitive processes. Different types and sizes of vascular accidents are distinguished from microbleeds to ischemic stroke (clot) and lacunae (empty spaces in the deep brain structures). These more severe vascular accidents may also lead to degenerative dementia syndromes, corresponding to a mixed form of dementia (MIXED_FORMS), which is inferred to be directly associated to low MMS scores and poor scores at the FCSR Recall test (*i.e*., negative direct links). VASC_DEM and MIXED_FORMS are also found to be connected to the Fazekas scale \[[@pcbi.1007866.ref032]\], which detects and quantifies white matter hyperintensities in the brain that are the consequence of cerebral small vessel disease including demyelination and axonal loss of neuronal cells. The Fazekas scale is found to be directly associated to low cognitive processing speed (TMTA) and also strongly correlated to the Scheltens scale \[[@pcbi.1007866.ref033]\] quantifying the severity of hippocampal atrophy, in agreement with a recent independent report \[[@pcbi.1007866.ref034]\]. The hippocampus is a brain structure involved in memory and space navigation, which is consistent with our finding of a direct negative association between Scheltens scale and MMS score. Interestingly, this predicted association between the Fazekas and the Scheltens scales, inferred from our unsupervised global network analysis, provides some physiological insights linking the consequence of vascular accidents (Fazekas scale) to the atrophy of important brain structures (Scheltens scale) and, thereby, to cognitive and functional impairments, as reported in clinical studies linking white matter hyperintensities (Fazekas scale) to cognitive impairment \[[@pcbi.1007866.ref035]\].

### Patient clinical context {#sec017}

The last important group of nodes of the clinical network includes variables associated with the patient clinical context including comorbidities, related examinations and treatments. These are different anterior chronic diseases, such as arterial hypertension (AHT), diabetes, chronic obstructive pulmonary disease (COPD), atrial fibrillation (AFib), that might have an impact on the patient's vital prognosis. All the links within this comorbidity cluster are very consistent, each pathology being directly associated with its known risk and predisposition factors, biological markers, specific examinations and treatments. In particular, diabetes is associated with a high body mass index (BMI), glycated hemoglobin blood test (HbA1c), treatment by oral antidiabetic (OAD) drugs and statin; COPD is associated with sleep apnea syndrome (SAS) and the risk of respiratory failure, the use of bronchiodilator drugs and the necessity to quit smoking; AHT is associated with an increase risk of mixed form dementia and treatments by angiotensin receptor blockers (ARBs), beta-blockers and other anti-hypertension (Anti HT) drugs; Finally, AFib, detected by electrocardiogram (ECG), is associated with an increased risk of heart failure and high levels of thyroid-stimulating hormone (TSH) and treated with vitamine K antagonist (VKA) and direct oral anticoagulants (DOAC).

Discussion {#sec018}
==========

We report in this paper a novel optimal discretization method to simultaneously compute and assess the significance of mutual information, as well as conditional multivariate information, between any combination of continuous or mixed-type variables. The approach is used to reconstruct graphical models from mixed-type datasets by uncovering direct, indirect and possibly causal relationships in complex heterogenous data. The method is shown to outperform state-of-the-art approaches on benchmark mixed-type datasets, before being applied to analyze the medical records of eldery patients with cognitive disorders from La Pitié-Salpêtrière Hospital, Paris.

From a methodological perspective, this information-maximizing discretization approach facilitates the interpretation of either the dependences or the independencies between continuous or mixed-type variables. First, obtaining optimal discretization helps explain the dependences in terms of the most informative categories of continuous variables. Second, and most importantly, optimal discretization also acts as an independence test by allowing for single bin partitions whenever multiple-bin partitioning provides less information than its associated complexity cost.

From the perspective of clinical applications, the method is able to globally uncover interdependences within complex heterogeneous data from medical records without specific hypothesis nor prior knowledge on any clinically relevant information. The reconstructed clinical network from cognitive disorder patients ([Fig 4](#pcbi.1007866.g004){ref-type="fig"}) recovers well known as well as novel direct and indirect relations between medically relevant variables.

In addition, we found that this reconstructed clinical network captures also some facets of the neurologist's reasoning behind the diagnoses of distinct dementias. In particular, diagnosis nodes can be interpreted as "explanatory" variables associated to a number of "explaining-away effects" \[[@pcbi.1007866.ref023]\] in the form of "v-structures", *i.e*., *D*~1~ → *S*/*E* ← *D*~2~, whenever alternative diagnoses, *D*~1~ or *D*~2~, can independently explain a given syndrome, *S*, or the result of a specific examination, *E*. Examples discussed in more details above are PARK_DEM → PARK_Sd ← LEWY, VASC_DEM → Fazekas ← MIXED_FORMS and VASC_DEM → Ischemic_Stroke ← MIXED_FORMS. In addition, anticorrelations between different diagnostic nodes reflect the alternative choices of diagnosis by the neurologist, either in the form of "differential diagnoses" through a reasoning by elimination, in particular, to diagnose Alzheimer's disease, *i.e*., VASC_DEM ⊣ ALZHEIMER, or in the form of a latent variable, visualized as bidirected dotted edges and corresponding to alternative diagnoses by the neurologist, *i.e*., ALZHEIMER⤎*diagnosis*⤏MIXED_FORMS or ALZHEIMER⤎*diagnosis*⤏BIPO. Latent variables may also represent the clinician's decisions between alternative treatments, *e.g*., APD⤎*clinician_decision*⤏VKA or a nonrecorded or implicite information in the patient personal or medical history, *e.g*., active_smoker⤎*ever_smoked*⤏quit_smoking, [Fig 4](#pcbi.1007866.g004){ref-type="fig"}.

The main strengths of our clinical network reconstruction method are three-fold. First, it performs an unbiased check on the database content (expected, yet missing direct links in the reconstructed network hint to likely problems in the database *e.g*., erroneous or missing data). Second, it does not need any expert-informed hypothesis and provides, without prior knowledge in the field, graphical models complementing analyses by experts. Finally, it can discover novel unexpected direct interdependencies between clinically relevant information, such as the direct connection between Fazekas and Scheltens scales, [Fig 4](#pcbi.1007866.g004){ref-type="fig"}, which may provide some physiological insights and suggest new research directions for further investigation.

Hence, beyond the challenge of learning clinical networks from mixed-type data, our method offers a user-friendly global visualisation tool of complex, heterogeneous clinical data which could help other practitioners visualize and analyze direct, indirect and possibly causal effects from patient medical records.

Supporting information {#sec019}
======================

###### Supplementary Materials and Methods.

Benchmark data generation (continuous and discrete variables). Performance measures. Benchmark parameter tuning. Resource availability.

(PDF)

###### 

Click here for additional data file.

###### Dataset from 1,628 eldery patients with cognitive disorders from La Pitié-Salpêtrière hospital, Paris.

The dataset, fully deidentified, contains 107 variables of different types (namely, 19 continuous and 88 categorical variables) and heterogeneous nature (*i.e*., variables related to previous medical history, comorbidities and comedications, scores from cognitive tests, clinical, biological or radiological examinations, diagnostics and treatments).

(XLSX)

###### 

Click here for additional data file.

###### Optimum bivariate discretization for mutual information estimation.

The proposed information-maximizing discretization scheme is illustrated for a joint distribution defined as a Gumbel bivariate copula with parameter *θ* = 5 and univariate marginal-distribution functions chosen as Gaussian mixtures with three equiprobable peaks and respective means and variances, *μ*~*X*~ = {0, 4, 6}, *σ*~*X*~ = {1, 2, 0.7} and *μ*~*Y*~ = {−3, 6, 9}, *σ*~*Y*~ = {2, 0.5, 0.5}. Information-maximizing partitions are displayed for different sample sizes with corresponding mutual information estimates: **(A)** *N* = 100 samples, *I*~*N*~(*X*; *Y*) = 0.928 (and $I_{N}^{\prime}\left( X;Y \right) = 0.649$); **(B)** *N* = 500 samples, *I*~*N*~(*X*; *Y*) = 1.040 (and $I_{N}^{\prime}\left( X;Y \right) = 0.866$); **(C)** *N* = 1, 000 samples, *I*~*N*~(*X*; *Y*) = 1.096 (and $I_{N}^{\prime}\left( X;Y \right) = 0.977$); **(D)** *N* = 10, 000 samples, *I*~*N*~(*X*; *Y*) = 1.142 (and $I_{N}^{\prime}\left( X;Y \right) = 1.075$). The actual mutual information value was computed through numerical integrationof the marginals and the joint probability distribution and yields, *I*(*X*; *Y*) = 1.205, in good agreement with the obtained estimates for large *N*.

(EPS)

###### 

Click here for additional data file.

###### Adaptive information-maximizing partitions depending on interaction strength.

To assess the range in bin numbers depending on the strength of interaction between variables, we generated *N* = 1, 000 independent samples for 10,000 Gaussian bivariate distributions with a uniformly distributed correlation coefficient *ρ* in \[−1, 1\]. The real mutual information (*RI*) of Gaussian bivariate distributions can be computed directly \[[@pcbi.1007866.ref001]\], as *RI*(*X*; *Y*) = −log(1 − *ρ*^2^)/2. For each pair (*X*, *Y*), we estimated the mutual information with the proposed optimum bivariate discretization as well as the Maximal Information Coefficient \[[@pcbi.1007866.ref022]\] using the `minepy` package \[[@pcbi.1007866.ref036]\] **(A)** The information-maximizing partition proposed in the present paper behaves as expected: the number of bins on each variable is roughly similar and scales monotonically with the strength of the interaction between variables. This implies that additional bins are only introduced when their associated complexity cost is justified by a larger gain in mutual information. Conversely, when the information between *X* and *Y* approaches zero, both variables are partitioned into fewer and fewer bins until a single bin is selected for each variable, when they are inferred to be independent, given the available data. **(B)** The partition chosen to estimate the Maximal Information Coefficient is very different, regardless of the interaction strength, as it systematically corresponds to an unbalanced distribution of bins between the two variables, with one variable usually partitioned into the maximum number of bins(set by default to floor(*N*^0.6^/2) = 31) while the other is discretized into two levels only. This result is not unexpected, however, as the Maximal Information Coefficient \[[@pcbi.1007866.ref022]\] is defined by maximizing the mutual information of the discretized variables over the grid, $I\left( \left\lbrack X \right\rbrack_{\Delta_{x}};\left\lbrack Y \right\rbrack_{\Delta_{y}} \right)$, *normalized by the minimum* of log Δ~*x*~ and log Δ~*y*~. Indeed, maximizing the normalized mutual information is done by partitioning as few samples as possible into the maximum number of bins in one dimension (as sketched in [Fig 1](#pcbi.1007866.g001){ref-type="fig"}), while simultaneously minimizing the number of bins, and thus log Δ~*i*~, in the other dimension. See further discussion in \[[@pcbi.1007866.ref037]\].

(EPS)

###### 

Click here for additional data file.

###### Interaction-dependent optimum discretization.

Optimum bivariate partitions obtained from *N* = 1, 000 samples of two different joint distributions *P*(*X*, *Y*) sharing the same sampling of *X* taken from a uniform distribution on \[0, 0.3\], but with different dependences for *Y*. **(A)** *Y* is defined as log(*X*) + *ϵ*~1~, and **(B)** *Y* is defined as *X*^5^ + *ϵ*~2~, where *ϵ*~1~ and *ϵ*~2~ are Gaussian noise terms chosen so that the mutual informations of both examples are comparable,*I*(*X*; *Y*) ≃ 0.75. This example shows that the optimum partition for *X* depends on its specific relation with *Y* and needs to be discretized with finer partitions in **(A)** at low *X* values for which *Y* ≃ log*X* varies the most and in **(B)** at higher *X* values for *Y* ≃ *X*^5^.

(EPS)

###### 

Click here for additional data file.

###### Mutual information estimation for Gaussian bivariate distributions.

100 bivariate normal distributions were sampled for varying sample sizes, increasing from top to bottom, and correlation coefficients *ρ* ranging from 0.01 to 0.9. The mutual information was estimated with the proposed optimum discretization scheme and the KSG estimator with different parameters *k*. The mean squared error (center graphs) was calculated thanks to the analytical result of the mutual information of the bivariate Gaussian: *I*(*X*; *Y*) = −log(1 − *ρ*^2^)/2. The standard deviation of each estimator over the 100 replications was also plotted against the correlation coefficient (right).

(EPS)

###### 

Click here for additional data file.

###### Mutual information estimation of mixed variables.

Experiment set-ups and analytical values for the mutual information were taken fom \[[@pcbi.1007866.ref007]\] and 50 runs were performed for each sample size *N*. Our proposed approach is compared to a naive equal-frequency discretization with *N*^1/3^ bins, a kernel and a noisy KSG estimator as implemented in JIDT \[[@pcbi.1007866.ref038]\], as well as the recent KSG extensions for estimating the mutual informmation between a categorical and a continuous variable (mixed KSG Ross \[[@pcbi.1007866.ref006]\]), and between mixed-type variables (mixed KSG Gao \[[@pcbi.1007866.ref007]\]). For all nearest-neighbour based approaches, the number of nearest neighbours was set to *k* = 5. From left to right, top to bottom, the simulations are devised after experiment I, experiment II, experiment IV with *p* = 0 and experiment IV with *p* = 0.15, from \[[@pcbi.1007866.ref007]\].

(EPS)

###### 

Click here for additional data file.

###### Conditional mutual information estimation for multivariate Gaussian distributions.

Four-dimensional normal distributions *P*(*X*, *Y*, *Z*~1~, *Z*~2~) were sampled for *N* = 100 to 5, 000 samples 100 times for each correlation coefficient *ρ* = *ρ*~*XY*~, chosen between 0.05 and 0.95. The other pairwise correlation coefficients were fixed as $\rho_{XZ_{1}} = \rho_{XZ_{2}} = \rho_{YZ_{1}} = \rho_{YZ_{2}} = \lambda = 0.7$ and $\rho_{Z_{1}Z_{2}} = 0.9$. The conditional mutual information *I*(*X*; *Y*\|*Z*~1~, *Z*~2~) was then estimated using the proposed optimum partitioning scheme as well aswith kNN conditional information estimates as in [S4 Fig](#pcbi.1007866.s006){ref-type="supplementary-material"}. *ρ* values closed to zero, mimick "V-structures" as they correspond to pairwise independence but conditional dependence; by constrast $\rho = 2\lambda^{2}/\left( 1 + \rho_{Z_{1}Z_{2}} \right) \simeq 0.5158$ corresponds to conditional independence, while *ρ* \> 0.5158 impliesthat *X* and *Y* share more information than the indirect flow through *Z*~1~ and *Z*~2~. The analytical value of the conditional mutual information is derived as follows; given the 4 × 4 covariance matrix Σ and its four 2 × 2 partitions Σ~*ij*~, we first compute the conditional covariance matrix $\overline{\Sigma} = \Sigma_{11} - \Sigma_{12}\Sigma_{22}^{- 1}\Sigma_{21}$ where $\Sigma_{22}^{- 1}$ is the generalized inverse of *Σ*~22~. The partial correlation between *X* and *Y* is obtained as $\rho_{XY \cdot Z_{1}Z_{2}} = {{\overline{\Sigma}}_{12}/\sqrt{{\overline{\Sigma}}_{11}*{\overline{\Sigma}}_{22}}}$, and the analytical conditional mutual information for a multivariate normal distribution is given by $I\left( X;Y \middle| Z_{1},Z_{2} \right) = - \text{log}\left( 1 - \rho_{XY \cdot Z_{1}Z_{2}}^{2} \right)/2$.

(EPS)

###### 

Click here for additional data file.

###### Pairwise dependence and conditional independence between *X* and *Y* sharing a common cause *Z*.

This example illustrates the (conditional) correlation patterns emerging from the presence of a confounding variable, as depicted by the causal diagram *X* ← *Z* → *Y*. *Z* is generated with a uniform law *U*(0, 1) for *N* = 1, 000 observations and *X*, *Y* are both defined as 2*Z* + *ϵ* with independent normal noise $\epsilon \sim \mathcal{N}\left( 0,0.2 \right)$. **(A)** optimum discretization maximizing $I_{N}^{\prime}\left( X;Y \right)$ with a strong pairwise correlation, and **(B)** optimum discretization which maximizes the conditional mutual information with finite size correction, $I_{N}^{\prime}\left( X;Y \middle| Z \right)$. In the latter case, the optimum discretization scheme results in a single bin on both variables as the flow information between *X* and *Y* is blocked by conditioning on the common cause *Z*.

(EPS)

###### 

Click here for additional data file.

###### Pairwise dependence and conditional independence between non Gaussian *X* and *Y* sharing a common categorical cause.

Another confounding example, *X* ← *Z* → *Y*, taken from \[[@pcbi.1007866.ref025]\] with a uniform categorical *Z* with three levels, *X* and *Y* being continuous, for *N* = 1, 000 observations. With *Z*~*i*~ the binary variable corresponding to the *i*-th dummy variable of *Z*, we defined *X* = −*Z*~1~+ *Z*~2~+ 0.2*ϵ*~*X*~ which is centered around either −1 if *Z* = 1, 0 if *Z* = 3 or 1 if *Z* = 2; and *Y* = *Z*~1~ + *Z*~2~ + 0.2*ϵ*~*Y*~, $\epsilon \sim \mathcal{N}\left( 0,1 \right)$ which is centered around either 0 if *Z* = 3 or 1 if *Z* = 1 or *Z* = 2. As for continuous common cause in [S7 Fig](#pcbi.1007866.s009){ref-type="supplementary-material"}, there is **(A)** some non-zero mutual information between *X* and *Y* corresponding to an optimum discretization, while **(B)** conditional mutual information vanishes when conditioning on the categorial common cause, *Z*, with the partitions of both *X* and *Y* variables consisting in a single bin.

(EPS)

###### 

Click here for additional data file.

###### Pairwise independence and conditional dependence with a v-structure.

Example of two independent variables *X*, *Y* both causing a third variable *Z* as: *X* → *Z* ← *Y*. *N* = 1, 000 observations are drawn for $X,Y \sim \mathcal{N}\left( 0,1 \right)$ and *Z* = *X* + *Y*. **(A)** The two variables *X* and *Y* being independent, no multi-bin discretization can be found to yield an information estimate that is greater than the corresponding complexity cost. However, **(B)** conditioning on the common effect *Z* 'activates' the v-structure path generating a spurious relationship between *X* and *Y*. This is reflected in the fact that the induced interaction between *X* and *Y* requires a multiple bin optimum discretization to estimate *I*~*N*~(*X*; *Y*\|*Z*) = 1.188 (with $I_{N}^{\prime}\left( X;Y \middle| Z \right) = 0.745$).

(EPS)

###### 

Click here for additional data file.

###### Example of dataset generated for mixed-type, non-linear, non-Gaussian benchmarking with 69 continuous and 31 categorical variables.

Each plot represents the observed density or histogram (*N* = 1, 000) of the continuous or categorical variable *X*~*i*~, constructed by structural equation models given its parents' distributions (see Supporting Information).

(EPS)

###### 

Click here for additional data file.

###### Skeleton assessment of benchmark networks for mixed-type, non-linear, non-Gaussian datasets.

Skeleton Precision, Recall and F-scores obtained for benchmark random networks with 100 nodes and average degree 3 reconstructed from *N* = 100--5,000 samples (see histogram example Fig. S11). Performances obtained with our parameter-free information-theoretic approach MIIC (magenta) are compared to the results obtained with the best parameterization (maximizing the skeleton F-score) of CausalMGM \[[@pcbi.1007866.ref024]\] (blue) and MXM \[[@pcbi.1007866.ref025]\] (green). See Supporting Information.

(EPS)

###### 

Click here for additional data file.

###### CPDAG assessment of benchmark networks for mixed-type, non-linear, non-Gaussian datasets.

CPDAG Precision, Recall and F-scores obtained for benchmark random networks with 100 nodes and average degree 3 reconstructed from *N* = 100--5,000 samples (see histogram example [S11 Fig](#pcbi.1007866.s013){ref-type="supplementary-material"}). Performances obtained with our parameter-free information-theoretic approach MIIC (magenta) are compared to the results obtained with the best parameterization (maximizing the CPDAG F-score) of CausalMGM \[[@pcbi.1007866.ref024]\] (blue) and MXM \[[@pcbi.1007866.ref025]\] (green). See Supporting Information.

(EPS)

###### 

Click here for additional data file.

###### Example of dataset used for continuous, non-linear, non-Gaussian benchmarking with 100 continuous variables.

(EPS)

###### 

Click here for additional data file.

###### Skeleton assessment of benchmark networks for continuous, non-linear, non-Gaussian datasets.

Skeleton Precision, Recall and F-scores obtained for benchmark random networks with 100 nodes and average degree 3 reconstructed from *N* = 100 − 10, 000 samples (see histogram example Fig. S14). Results obtained with our parameter-free information-theoretic approach MIIC are compared for optimum non-uniform bin sizes and for equal frequency bin sizes (with *N*^1/3^ bins) as well as to the best results obtained with alternative continuous data methods: PC with Gaussian conditional independence test, rankPC and rankFCI from the `pcalg` package \[[@pcbi.1007866.ref027]\], kPC with theHelbert-Schmidt Independence Criterion \[[@pcbi.1007866.ref039], [@pcbi.1007866.ref040]\] and CAM \[[@pcbi.1007866.ref026]\] algorithms, after optimizing their respective parameter (*α*) for each sample size *N*. See Supporting Information.

(EPS)
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Click here for additional data file.

###### CPDAG assessment of benchmark networks for continuous, non-linear, non-Gaussian datasets.

CPDAG Precision, Recall and F-scores obtained for benchmark random networks with 100 nodes and average degree 3 reconstructed from *N* = 100 − 10, 000 samples (same simulation settings as in Fig. S15).

(EPS)

###### 

Click here for additional data file.
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Dear Dr Isambert,

Thank you very much for submitting your manuscript \'Learning clinical networks from medical records based on information estimates in mixed-type data\' for review by PLOS Computational Biology. Your manuscript has been fully evaluated by the PLOS Computational Biology editorial team and in this case also by independent peer reviewers.

The reviewers found the presented work to be timely and interesting. However, they raised some substantial concerns about the manuscript as it currently stands. In particular, the manuscript needs to be substantially revised to improve the clarity and usability and also how this work compares to the existing work. The manuscript needs to provide a proper Methods section. The code also needs to be made available along with example inputs and outputs. 

While your manuscript cannot be accepted in its present form, we are willing to consider a revised version in which the issues raised by the reviewers have been adequately addressed. We cannot, of course, promise publication at that time.

Please note while forming your response, if your article is accepted, you may have the opportunity to make the peer review history publicly available. The record will include editor decision letters (with reviews) and your responses to reviewer comments. If eligible, we will contact you to opt in or out.

Your revisions should address the specific points made by each reviewer. Please return the revised version within the next 60 days. If you anticipate any delay in its return, we ask that you let us know the expected resubmission date by email at <ploscompbiol@plos.org>. Revised manuscripts received beyond 60 days may require evaluation and peer review similar to that applied to newly submitted manuscripts.

In addition, when you are ready to resubmit, please be prepared to provide the following:

\(1\) A detailed list of your responses to the review comments and the changes you have made in the manuscript. We require a file of this nature before your manuscript is passed back to the editors.

\(2\) A copy of your manuscript with the changes highlighted (encouraged). We encourage authors, if possible to show clearly where changes have been made to their manuscript e.g. by highlighting text.

\(3\) A striking still image to accompany your article (optional). If the image is judged to be suitable by the editors, it may be featured on our website and might be chosen as the issue image for that month. These square, high-quality images should be accompanied by a short caption. Please note as well that there should be no copyright restrictions on the use of the image, so that it can be published under the Open-Access license and be subject only to appropriate attribution.

Before you resubmit your manuscript, please consult our Submission Checklist to ensure your manuscript is formatted correctly for PLOS Computational Biology: <http://www.ploscompbiol.org/static/checklist.action>. Some key points to remember are:

\- Figures uploaded separately as TIFF or EPS files (if you wish, your figures may remain in your main manuscript file in addition).

\- Supporting Information uploaded as separate files, titled Dataset, Figure, Table, Text, Protocol, Audio, or Video.

\- Funding information in the \'Financial Disclosure\' box in the online system.

While revising your submission, please upload your figure files to the Preflight Analysis and Conversion Engine (PACE) digital diagnostic tool, <https://pacev2.apexcovantage.com> PACE helps ensure that figures meet PLOS requirements. To use PACE, you must first register as a user. Then, login and navigate to the UPLOAD tab, where you will find detailed instructions on how to use the tool. If you encounter any issues or have any questions when using PACE, please email us at <figures@plos.org>.

To enhance the reproducibility of your results, we recommend that you deposit your laboratory protocols in protocols.io, where a protocol can be assigned its own identifier (DOI) such that it can be cited independently in the future. For instructions see [here](http://journals.plos.org/ploscompbiol/s/submission-guidelines#loc-materials-and-methods). 

We are sorry that we cannot be more positive about your manuscript at this stage, but if you have any concerns or questions, please do not hesitate to contact us.

Sincerely,

Sushmita Roy, Ph.D.

Associate Editor

PLOS Computational Biology

Mark Alber

Deputy Editor

PLOS Computational Biology

A link appears below if there are any accompanying review attachments. If you believe any reviews to be missing, please contact <ploscompbiol@plos.org> immediately:

\[LINK\]

Reviewer\'s Responses to Questions

**Comments to the Authors:**

**Please note here if the review is uploaded as an attachment.**

Reviewer \#1: The authors present a method for computing the mutual information between mixed variables by finding an optimal binning strategy. They demonstrate that the method is competitive with state-of-the-art methods for estimating mutual information between mixed variables and that it has a particular advantage as an independence test. They then apply this mutual information estimator to graphical model structure learning and demonstrate good performance on benchmark data as well as present a case study application to a medical data.

The method and application are technically sound and well-presented.

My two main concerns are:

1\. In the author summary and introduction an impression is built up that no methods exist for computing mutual information for mixed variables. The authors are clearly aware of these methods (references 15-17), however, the mention of these methods is pushed down deep into the benchmarking subsection of the results section. These must be brought to the forefront (be referenced in the introduction) as not to misrepresent the state of the art.

2\. There\'s no explanation of the principle by which \"latent variables\" are suggested in the graphical model, i.e. what makes an edge suggest mediation by a latent variable vs a simple correlation/anticorrelation edge. If this is a post-hoc decision in light of expert knowledge the text needs to be explicit about that.

Reviewer \#2: Review of the PLOS Computational Biology manuscript \#PCOMPBIOL-D-19-01535 \"Learning clinical networks from medical records based on information estimates in mixed-type data\" by V Cabeli, L Verny, N Sella, G Uguzzoni, M Verny, H Isambert

Summary:

This paper presents an extension of the MIIC network learning algorithm for mixed-type (i.e. both continuous and categorical) data. This new approach relies on a new estimation procedure for the (conditional) Mutual Information (MI) for such mixed-type data, also introduced in this manuscript. After introducing the need and relevance of such methods especially in the context of medical records, the authors present new methodological developments for estimating (conditional) MI, that is suitable for mixed-type data, and illustrate its good performance on benchmark synthetic. Then the authors outline their extension of the MIIC algorithm for mixed data, briefly benchmark it, and present an extensive application to medical records of elderly patients with cognitive disorders. Finally, a short discussion quickly highlights the conclusions from that application.

General Comments:

This manuscript presents an interesting and timely new method for estimating network from mixed-type data such as medical records. While the manuscript is well written, the structure is a bit confusing and impedes both its readability and assessment: first it lacks a materials and methods section which should contains the methodological developments that are currently being presented alongside simulations benchmarks and application in the Results section; secondly the Discussion section should be broader and better acknowledge the assumptions and limitations made by the proposed method. Besides, I have questions concerning the guarantees offered by the proposed method and the assumptions required, as those are not clearly outlined in the manuscript. In particular, I wonder how the authors deal with the scaling of the MI and how it impacts edge pruning and filtering in their network inference. My questions to the authors are detailed below.

Major issues:

1\. The MI is an unbounded positive quantity, therefore one of the difficulties of using MI for inferring networks from mixed-type data is the scaling of the MI that will usually varies depending on the variable type (binary, categorical, continuous...). This aspect should be discussed in the manuscript. In particular, the MI for categorical variables tends to increase with the number of categories. How do the proposed method deals with this when i) pruning (and filtering) the edges of the inferred network ? ii) representing the association strength such as in Figure 4 ?

2\. The manuscript lacks a method section. New methodological development should be in a specific Methods section, with a first subsections presenting the new approach for approximating partial MI in mixed-data and a second one presenting the extension of the MIIC algorithm.

3\. The discussion section should discuss the whole scope of the manuscript, including assumptions and limitations of the proposed approach for learning network from mixed-data, as well as synthetic benchmark results and application.

4\. Page 4 line 82-33, the authors seem to make an assumption on the partitioning cut-points that should be clarified, especially if it is required for their approximation to be accurate.

5\. The authors should detail a bit more how they derived equation 7 or provide a reference.

6\. It is unclear whether there are guarantees for the convergence of the proposed optimization procedure presented at the bottom of page 4, or if this is more of a heuristic procedure that works in practice.

7\. The authors should describe what are X and Y represented on Figure 2 and how they are generated in the synthetic benchmark (this is somewhat explained in the SI but should be mentioned and clarified in the main manuscript).

8\. Page 6 the authors alludes to the capacity of their approach to identify (conditional) independence. Could they clarify how do they characterize independence from (part) MI --- in my experience this can be difficult in practice, even with resampling procedures?

9\. I command the author in making a software available for their method in the form of the R package miic. However, I was unable to find (and so test) the mentioned discretizeMutual function neither from the CRAN version of the package or on GitHub. The authors should provide an url for the code of the proposed approach.

Minor issues:

1\. Page 2 line 36, "cause-effet" should appear in English

2\. Figure 1 & 3 should have a linetype/color legend and should be readable in black & white

3\. Page 6 line 142 KSG acroym is never defined

\*\*\*\*\*\*\*\*\*\*

**Have all data underlying the figures and results presented in the manuscript been provided?**

Large-scale datasets should be made available via a public repository as described in the *PLOS Computational Biology* [data availability policy](http://journals.plos.org/ploscompbiol/s/data-availability), and numerical data that underlies graphs or summary statistics should be provided in spreadsheet form as supporting information.

Reviewer \#1: No: The data generation process for the benchmark data was described, which may serve as a substitute for explicit tables with that data (or the authors can easily generate such tables and provide them as, e.g. csv files).

The authors didn\'t specify how and whether the clinical data from the case study could be accessed (likely one of the options for sensitive data will apply).

Reviewer \#2: Yes

\*\*\*\*\*\*\*\*\*\*

PLOS authors have the option to publish the peer review history of their article ([what does this mean?](https://journals.plos.org/ploscompbiol/s/editorial-and-peer-review-process#loc-peer-review-history)). If published, this will include your full peer review and any attached files.

If you choose "no", your identity will remain anonymous but your review may still be made public.

**Do you want your identity to be public for this peer review?** For information about this choice, including consent withdrawal, please see our [Privacy Policy](https://www.plos.org/privacy-policy).

Reviewer \#1: No

Reviewer \#2: No

10.1371/journal.pcbi.1007866.r002

Author response to Decision Letter 0

11 Feb 2020

###### 

Submitted filename: responses_to_reviewers.pdf

###### 

Click here for additional data file.

10.1371/journal.pcbi.1007866.r003
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8 Mar 2020

Dear Dr. Isambert,

Thank you very much for submitting your manuscript \"Learning clinical networks from medical records based on information estimates in mixed-type data\" for consideration at PLOS Computational Biology. As with all papers reviewed by the journal, your manuscript was reviewed by members of the editorial board and by several independent reviewers. The reviewers appreciated the attention to an important topic. Based on the reviews, we are likely to accept this manuscript for publication, providing that you modify the manuscript according to the review recommendations.

In particular, please provide the necessary data files underlying the figures and results in your manuscript.

Please prepare and submit your revised manuscript within 30 days. If you anticipate any delay, please let us know the expected resubmission date by replying to this email. 

When you are ready to resubmit, please upload the following:

\[1\] A letter containing a detailed list of your responses to all review comments, and a description of the changes you have made in the manuscript. Please note while forming your response, if your article is accepted, you may have the opportunity to make the peer review history publicly available. The record will include editor decision letters (with reviews) and your responses to reviewer comments. If eligible, we will contact you to opt in or out

\[2\] Two versions of the revised manuscript: one with either highlights or tracked changes denoting where the text has been changed; the other a clean version (uploaded as the manuscript file).

Important additional instructions are given below your reviewer comments.

Thank you again for your submission to our journal. We hope that our editorial process has been constructive so far, and we welcome your feedback at any time. Please don\'t hesitate to contact us if you have any questions or comments.

Sincerely,

Sushmita Roy, Ph.D.

Associate Editor

PLOS Computational Biology

Mark Alber

Deputy Editor

PLOS Computational Biology

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

A link appears below if there are any accompanying review attachments. If you believe any reviews to be missing, please contact <ploscompbiol@plos.org> immediately:

\[LINK\]

Reviewer\'s Responses to Questions

**Comments to the Authors:**

**Please note here if the review is uploaded as an attachment.**

Reviewer \#1: This is a review of the revised version of PCOMPBIOL-D-19-01535R1 \'Learning clinical networks from medical records based on information estimates in mixed-type data\'

The authors present a method for computing the mutual information between mixed variables by finding an optimal binning strategy. They demonstrate that the method is competitive with state-of-the-art methods for estimating mutual information between mixed variables and that it has a particular advantage as an independence test. They then apply this mutual information estimator to graphical model structure learning and demonstrate good performance on benchmark data as well as present a case study application to a medical data.

The method and application are technically sound and well-presented.

The authors\' revisions have fully addressed all the concerns I had in my prior review.

I recommend publication as dissemination of this method will be of value to the research community.

Reviewer \#2: The authors have adequaltely adressed all my comments. I recommend that the authors pay extra attention to provide \*\*all data underlying the figures and results presented in the manuscript\*\* in their final submission (especially regarding Fig 2 and 4).

\*\*\*\*\*\*\*\*\*\*

**Have all data underlying the figures and results presented in the manuscript been provided?**

Large-scale datasets should be made available via a public repository as described in the *PLOS Computational Biology* [data availability policy](http://journals.plos.org/ploscompbiol/s/data-availability), and numerical data that underlies graphs or summary statistics should be provided in spreadsheet form as supporting information.

Reviewer \#1: Yes

Reviewer \#2: Yes

\*\*\*\*\*\*\*\*\*\*

PLOS authors have the option to publish the peer review history of their article ([what does this mean?](https://journals.plos.org/ploscompbiol/s/editorial-and-peer-review-process#loc-peer-review-history)). If published, this will include your full peer review and any attached files.

If you choose "no", your identity will remain anonymous but your review may still be made public.

**Do you want your identity to be public for this peer review?** For information about this choice, including consent withdrawal, please see our [Privacy Policy](https://www.plos.org/privacy-policy).

Reviewer \#1: Yes: Yuriy Sverchkov

Reviewer \#2: No

[Figure Files:]{.ul}

While revising your submission, please upload your figure files to the Preflight Analysis and Conversion Engine (PACE) digital diagnostic tool, [[https://pacev2.apexcovantage.com](https://pacev2.apexcovantage.com/)]{.ul}. PACE helps ensure that figures meet PLOS requirements. To use PACE, you must first register as a user. Then, login and navigate to the UPLOAD tab, where you will find detailed instructions on how to use the tool. If you encounter any issues or have any questions when using PACE, please email us at [<figures@plos.org>]{.ul}.

[Data Requirements:]{.ul}

Please note that, as a condition of publication, PLOS\' data policy requires that you make available all data used to draw the conclusions outlined in your manuscript. Data must be deposited in an appropriate repository, included within the body of the manuscript, or uploaded as supporting information. This includes all numerical values that were used to generate graphs, histograms etc.. For an example in PLOS Biology see here: <http://www.plosbiology.org/article/info%3Adoi%2F10.1371%2Fjournal.pbio.1001908#s5>.

[Reproducibility:]{.ul}

To enhance the reproducibility of your results, PLOS recommends that you deposit laboratory protocols in protocols.io, where a protocol can be assigned its own identifier (DOI) such that it can be cited independently in the future. For instructions see [[http://journals.plos.org/ploscompbiol/s/submission-guidelines\#loc-materials-and-methods](http://journals.plos.org/plospathogens/s/submission-guidelines)]{.ul}

10.1371/journal.pcbi.1007866.r004

Author response to Decision Letter 1

7 Apr 2020

###### 

Submitted filename: responses_to_reviewers2.pdf

###### 

Click here for additional data file.

10.1371/journal.pcbi.1007866.r005

Decision Letter 2

Alber

Mark

Deputy Editor

Roy

Sushmita

Associate Editor

© 2020 Alber, Roy

2020

Alber, Roy

This is an open access article distributed under the terms of the

Creative Commons Attribution License

, which permits unrestricted use, distribution, and reproduction in any medium, provided the original author and source are credited.

10 Apr 2020

Dear Dr. Isambert,

We are pleased to inform you that your manuscript \'Learning clinical networks from medical records based on information estimates in mixed-type data\' has been provisionally accepted for publication in PLOS Computational Biology.

Before your manuscript can be formally accepted you will need to complete some formatting changes, which you will receive in a follow up email. A member of our team will be in touch with a set of requests.

Please note that your manuscript will not be scheduled for publication until you have made the required changes, so a swift response is appreciated.

IMPORTANT: The editorial review process is now complete. PLOS will only permit corrections to spelling, formatting or significant scientific errors from this point onwards. Requests for major changes, or any which affect the scientific understanding of your work, will cause delays to the publication date of your manuscript.

Should you, your institution\'s press office or the journal office choose to press release your paper, you will automatically be opted out of early publication. We ask that you notify us now if you or your institution is planning to press release the article. All press must be co-ordinated with PLOS.

Thank you again for supporting Open Access publishing; we are looking forward to publishing your work in PLOS Computational Biology. 

Best regards,

Sushmita Roy, Ph.D.

Associate Editor

PLOS Computational Biology

Mark Alber

Deputy Editor

PLOS Computational Biology

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

10.1371/journal.pcbi.1007866.r006
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28 Apr 2020

PCOMPBIOL-D-19-01535R2

Learning clinical networks from medical records based on information estimates in mixed-type data

Dear Dr Isambert,

I am pleased to inform you that your manuscript has been formally accepted for publication in PLOS Computational Biology. Your manuscript is now with our production department and you will be notified of the publication date in due course.

The corresponding author will soon be receiving a typeset proof for review, to ensure errors have not been introduced during production. Please review the PDF proof of your manuscript carefully, as this is the last chance to correct any errors. Please note that major changes, or those which affect the scientific understanding of the work, will likely cause delays to the publication date of your manuscript.

Soon after your final files are uploaded, unless you have opted out, the early version of your manuscript will be published online. The date of the early version will be your article\'s publication date. The final article will be published to the same URL, and all versions of the paper will be accessible to readers.

Thank you again for supporting PLOS Computational Biology and open-access publishing. We are looking forward to publishing your work!

With kind regards,

Laura Mallard

PLOS Computational Biology \| Carlyle House, Carlyle Road, Cambridge CB4 3DN \| United Kingdom <ploscompbiol@plos.org> \| Phone +44 (0) 1223-442824 \| [ploscompbiol.org](http://ploscompbiol.org) \| \@PLOSCompBiol

[^1]: The authors have declared that no competing interests exist.
