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AMT automatic music transcription avtomaticˇna transkripcija glasbe
DFT Discrete Fourier Transform diskretna Fourierova transformacija
FFT Fast Fourier Transform hitra Fourierova transformacija
CQT Constant Q Transform transformacija s konstantnim Q
MLP multilayer perceptron vecˇnivojski perceptron
CNN convolutional neural network konvolucijska nevronska mrezˇa
RBM restricted Boltzmann machine omejeni Boltzmannov stroj
DBN deep belief network globoka verjetnostna mrezˇa

Povzetek
Transkripcija glasbe je zahteven postopek simbolicˇnega zapisa glasbenega
posnetka. Cilj tega diplomskega dela je bila preucˇitev transkripcije klavir-
ske glasbe z metodami globokega ucˇenja, za kar so bili implementirani in
preizkusˇeni trije modeli globokih nevronskih mrezˇ: vecˇnivojski perceptron,
konvolucijska nevronska mrezˇa in globoka verjetnostna mrezˇa. Z modelom
globoke verjetnostne mrezˇe je bilo preizkusˇeno nenadzorovano preducˇenje, ka-
terega namen je izlusˇcˇenje glasbenih znacˇilnosti iz zvocˇnega signala. Ucˇenje
modelov in preverjanje koncˇne uspesˇnosti transkripcije je bilo izvedeno na
zbirki za transkripcijo klavirske glasbe MAPS. Izvedena je bila tudi primer-
java predpriprave podatkov s transformacijama hitre Fourierove transforma-
cije in transformacije s konstantnim Q. Koncˇni rezultati so pokazali, da je
globoko ucˇenje s pravim ucˇnim nacˇrtom lahko mocˇno orodje za transkripcijo
glasbe.
Kljucˇne besede: avtomaticˇna transkripcija glasbe, globoke nevronske mrezˇe,
klavirska glasba, globoko ucˇenje, vecˇnivojski perceptron, konvolucijska ne-
vronska mrezˇa, globoka verjetnostna mrezˇa, hitra Fourierova transformacija,
transformacija s konstantnim Q.

Abstract
Transcription of music is a complex process of transcribing an audio recording
into a symbolic notation. The goal of this thesis was to examine transcrip-
tion of piano music with deep learning, for which three models of deep neural
networks were implemented: multilayer perceptron, convolutional neural net-
work and deep belief network. Through the use of deep belief network, unsu-
pervised pretraining for automatic extraction of musical features from audio
signals was also tested. Learning of these models and evaluation of tran-
scription was performed with MAPS database for piano music transcription.
A comparison between Fast Fourier Transform and Constant Q Transform
for data pre-processing was also carried out. Final results show that deep
learning with an appropriate learning schedule is potentially a powerful tool
for automatic transcription of music.
Keywords: automatic music transcription, deep neural networks, piano mu-
sic, deep learning, multilayer perceptron, convolutional neural network, deep




Najvecˇja uganka danasˇnje znanosti so sˇe vedni cˇlovesˇki mozˇgani1. Njihova
procesna mocˇ je neprimerljivo vecˇja od najzmogljivejˇsih racˇunalnikov, kljub
temu, da so v sami osnovi pocˇasnejˇsi, saj racˇunalniki operirajo na nivoju na-
nosekund (10−9 sekunde), medtem ko so mozˇgani nekje na nivoju milisekund
(10−3 sekunde). A ta zaostanek nadoknadijo s svojo kompleksno, neline-
arno in visoko paralelno zgradbo, ki nam omogocˇa, da razlicˇne zˇivljenjske
naloge resˇujemo veliko hitreje in ucˇinkoviteje kot racˇunalnik. Eden izmed
mnogih takih primerov je nasˇ slusˇni sistem, ki v realnem cˇasu odlicˇno proce-
sira in dojema informacije, prejete iz okolice preko vibracij v zraku. Najboljˇsi
racˇunalniˇski algoritmi, ki se ukvarjajo z nalogami slusˇnega sistema, ne pridejo
niti blizu zmogljivosti izucˇenega usˇesa. Razlog za to je popolnoma drugacˇna
struktura in namen racˇunalnika v primerjavi z mozˇgani; racˇunalnik je bil
izumljen v namene resˇevanja matematicˇnih operacij, mozˇgani pa so se razvili
za prezˇivetje v naravi, zaradi cˇesar so morali razviti predvsem sposobnosti
prepoznavanja vzorcev, dojemanja, motorike in ucˇenja. Ucˇenje je izredno
pomemben mehanizem, saj se preko ucˇenja mozˇgani prilagajajo zunanjemu
svetu in pridejo do novih spoznanj in novega znanja.
Ljudje smo iz nepojasnenih razlogov zˇe od cˇasa pred zacˇetki civilizacij
1Seveda tudi mozˇgani ostalih zˇivalskih vrst - v nadaljevanju se bomo nanasˇali predvsem
na cˇlovesˇke mozˇgane, saj so bolj relevantni tematiki tega dela.
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navdusˇeni nad glasbo. To dejstvo je izjemno zanimivo, saj glasba s fizikal-
nega vidika ni nicˇ drugega kot hrup, ki je ravno tako urejen, da je vsˇecˇ nasˇim
usˇesom. Ko je cˇlovek izumil pisavo, da je lahko zapisal svoje misli in be-
sede, je eventuelno izumil tudi nacˇin zapisa glasbe, da je ohranil, kar mu je
bilo vsˇecˇ. Najstarejˇsi najdeni zapis glasbe je bil napisan v klinopisu v asir-
skem mestu Ugarit in sega nazaj v 15.-14. stoletje pred nasˇim sˇtetjem [16],
kar kazˇe na dejstvo, da je zˇe cˇlovek zgodnjih civilizacij gojil zanimanje za
glasbo. Postopek zapisa poslusˇane glasbe se imenuje transkripcija in je iz-
redno kompleksen, a mozˇgani se lahko naucˇijo prepoznavati razlicˇne tone in
to uporabiti pri poustvarjanju glasbe. Popolna transkripcija seveda ni vedno
mogocˇa in je odvisna od sˇtevila instrumentov, stopnje polifonije2, glasnosti,
prisotnosti sˇuma in sˇe mnogih podobnih dejavnikov, ki se zdruzˇujejo v to,
cˇemur pravimo zvok. Kako sposoben je nasˇ slusˇni sistem, dobro ponazori
analogija jezera: predstavljajmo si, da bi pravokotno na obalo nekega jezera
izkopali dva kratka kanala in cˇez povrsˇino vode polozˇili v vsakega en robcˇek.
Cˇlovesˇki sluh je potem podoben dolocˇanju sˇtevila plovil na jezeru, njihovih
smeri in hitrosti, katero je bolj in katero manj oddaljeno in sˇe marsicˇesa
samo iz opazovanja vibracij na teh dveh robcˇkih [3]. Kljub kompleksnosti
te naloge nasˇi mozˇgani nimajo popolnoma nobene tezˇave dojemanja vsega
tega v realnem cˇasu. Zelo prirocˇno bi bilo, cˇe bi to znal tudi racˇunalnik,
saj bi lahko preko razlicˇnih tipal zaznal sˇe vecˇ in tako prekoracˇil omejitve
biolosˇkega slusˇnega sistema. Cˇlovek je omejen zˇe z dejstvom, da so usˇesa le
kratki kanali, v katerih se mnogo dimenzij zvoka izgubi. Omejeni smo tudi
s svojim slusˇnim in bolecˇinskim pragom, saj lahko dojemamo le frekvence v
razponu od 20 Hz do okoli 20 kHz, previsoke glasnosti pa nam povzrocˇajo
bolecˇino. Racˇunalnik, po drugi strani, pa lahko preko razlicˇnih senzorjev
zaznava veliko vecˇ raznolikih signalov, tezˇava je le v tem, da iz vsega tega
ne zna potegniti uporabnih informacij; z drugimi besedami - zvoka ne do-
jema. Potreben je cˇlovek, da iz zbranih podatkov razbere vsebino, kar pa
ni prirocˇno, saj je cˇlovek prepocˇasen za ogromne kolicˇine zajetih podatkov.
2Sˇtevilo socˇasnih tonov.
3Od tu izvira motivacija, da naucˇimo racˇunalnik, da sam avtomaticˇno razbere
vsebino in pomen zvoka, ki ga zaznava (cˇe se lahko tako izrazimo). Temu po-
stopku pravimo avtomaticˇna transkripcija glasbe (anglesˇko automatic music
transcription ali AMT).
Avtomaticˇno transkripcijo glasbe bi tako lahko razumeli kot neko osnovno
dojemanje glasbe. Racˇunalnik iz nabranih zvocˇnih podatkov razbere njihove
znacˇilnosti in se na podlagi le-teh naucˇi razlikovati med toni. Tako glasbi zˇe
doda nek pomen in ni vecˇ le golo zaporedje bitov, temvecˇ zaporedje tonov.
To zaporedje tonov pa se lahko potem uporabi za rekonstrukcijo glasbenega
dela, bodisi v obliki notnega cˇrtovja za namene cˇloveka bodisi preko uporabe
sintetizatorja zvoka. Ker lahko transkripcijo opiˇsemo tudi kot postopek kla-
sifikacije tonov, se v ta namen med drugim uporablja tudi razlicˇne metode
razvrsˇcˇanja v razrede, ki se veliko uporabljajo na mnogih drugih podrocˇjih
raziskovanja.
Postopek transkripcije na splosˇno sestavljajo trije deli:
• Izracˇun frekvencˇnega spektra: ker nam informacija o amplitudi zvoka, ki
je racˇunalniku najbolj pomembna pri predvajanju zvoka in tako upora-
bljena za digitalni zapis glasbe, ne pove nicˇesar o tonalni sestavi zvoka,
moramo signal najprej prestaviti v frekvencˇni prostor, z drugimi be-
sedami izracˇunati njegov frekvencˇni spekter. V ta namen se najvecˇ
uporablja metode na podlagi Fourierove transformacije.
• Zaznavanje in razlikovanje med toni : tu se vecˇinoma uporablja razlicˇne
metode klasifikacije, kjer na podlagi znacˇilnosti posameznega tona dolo-
cˇimo, v kateri razred spada.
• Post-procesiranje in koncˇni zapis : po dolocˇitvi tonov je navadno po-
trebno rezultat sˇe naknadno obdelati z uporabo znanja glasbene teorije,
da izlocˇimo napake, ki niso logicˇne in se ne povezˇejo z znanimi glas-
benimi vzorci (primer: zaznan hiter ton izven glasbenega kljucˇa, ki se
pojavi v bolj pocˇasnem delu skladbe). Na koncu je potrebno rezul-
tat celotnega postopka sˇe vrniti v neki razumljivi obliki za nadaljnjo
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uporabo, recimo v obliki notnega cˇrtovja ali v MIDI zapisu.
To diplomsko delo se osredotocˇa na drugi korak, zaznavanje tonov, tran-
skripcije klavirske glasbe. Izracˇun frekvencˇnega spektra je bil vseeno potre-
ben, za kar sta bili uporabljeni dve razlicˇni transformaciji, hitra Fourierova
transformacija (anglesˇko Fast Fourier Transform ali FFT) in transformacija
s konstantnim Q (anglesˇko Constant Q Transform ali CQT). Za razlikovanje
med toni so bili uporabljeni razlicˇni modeli globokih nevronskih mrezˇ. Ne-
vronska mrezˇa je visoko vzporeden in porazdeljen procesor, sestavljen iz pre-
prostih osnovnih enot — nevronov — v katerem je znanje pridobljeno preko
postopka ucˇenja in shranjeno v povezavah med posameznimi enotami [6].
Ideja za to je priˇsla iz biolosˇkih nevronskih mrezˇ zˇivcˇnih sistemov zˇivali, kjer
se znanje prav tako pridobiva preko ucˇenja in je shranjeno v sinapticˇnih po-
vezavah med nevroni. Zaradi te podobnosti z biolosˇkimi modeli dojemanja
so nevronske mrezˇe zelo primerne za naloge, ki jih cˇlovek brez tezˇav opravlja
vsak dan, racˇunalniku pa predstavljajo velike tezˇave, kot recimo razbira-
nje vsebine iz slike ali zvoka preko prepoznavanja vzorcev. Obstaja veliko
razlicˇnih modelov nevronskih mrezˇ, ki so uporabni na razlicˇnih podrocˇjih, v
tem diplomskem delu pa smo osredotocˇili na globoke modele, ki se od na-
vadnih razlikujejo po tem, da so zgrajeni v vecˇ nivojih in so tako “globlji”.
Dodatni nivoji omogocˇajo prepoznavanje bolj abstraktnih znacˇilnosti, a tudi
povecˇajo tezˇavnost ucˇenja. Ucˇenje globokih nevronskih mrezˇ imenujemo glo-
boko ucˇenje. Uporabili smo tri modele globokega ucˇenja:
• Vecˇnivojski perceptron (anglesˇko multilayer perceptron ali MLP): naj-
bolj osnoven model globoke arhitekture, na katerega lahko gledamo kot
na logisticˇno regresijo z dodatnim nivojem, ki nelinearno transformira
vhod.
• Konvolucijska nevronska mrezˇa (anglesˇko convolutional neural network
ali CNN): model nevronske mrezˇe, ki izvira iz sˇtudij biolosˇkega vidnega
sistema in uporablja matematicˇno operacijo konvolucije za zmanjˇsevanje
kompleksnosti vhoda in samega modela.
5• Globoka verjetnostna mrezˇa (anglesˇko deep belief network ali DBN):
model mrezˇe, ki se preko statisticˇnih metod iz podatkov najprej ne-
nadzorovano naucˇi njihovih znacˇilnosti, nato pa te znacˇilnosti uporabi
pri nadaljnjem ucˇenju.
Naknadni obdelavi se v tem delu nismo posvecˇali, saj nas je zanimala pred-
vsem uporabnost globokih mrezˇ pri zaznavanju tonov in ne toliko doseg naj-
boljˇsega rezultata.
Zanimalo nas je, ali so globoke nevronske mrezˇe primeren model za tran-
skripcijo klavirske glasbe in pricˇakovali smo, da bosta naprednejˇsa modela
konvolucijske nevronske mrezˇe in globoke verjetnostne mrezˇe pri tej nalogi
uspesˇnejˇsa od osnovnega modela vecˇnivojskega perceptrona. Poskusi so te
predpostavke potrdili in pokazali, da dodatni nivoji konvolucije in nenadzo-
rovanega ucˇenja v nevronskih mrezˇah omogocˇijo globlje razumevanje zvocˇnih
podatkov. Zanimalo nas je tudi, katera predpriprava podatkov (transforma-
cija FFT ali CQT) je primernejˇsa za globoko ucˇenje, in ugotovili, da imata
obe svoje prednosti in slabosti, a se na splosˇno bolje obnese FFT.




Transkripcija glasbe je postopek zapisa poslusˇanega ali posnetega glasbenega
dela. Transkripcija je tako prenos glasbe iz zacˇasne, zvocˇne predstavitve
v trajno, simbolicˇno predstavitev, preko katere je mogocˇe zvok glasbenega
dela ponoviti. A transkripcije ne smemo mesˇati z zajemom zvoka, kjer zvok
zajamemo z mikrofonom, zapiˇsemo na nek medij, nato pa ga lahko poslusˇamo
na zvocˇnem sistemu. Tudi tako je mozˇno zvok glasbenega dela ponoviti,
vendar pa to deluje na najbolj osnovni ravni reprodukcije zajetih zvocˇnih
valov in je za cˇloveka brezvsebinsko. Zato mora biti simbolicˇna predstavitev
na viˇsji ravni abstrakcije od golih zvocˇnih valov in mora zapisati informacije o
tempu, ritmu, tonih, njihovemu trajanju in tako naprej. Tak zapis je cˇloveku
razumljiv in mu omogocˇa poustvarjanje danega glasbenega dela.
Raziskovanje avtomaticˇne transkripcije glasbe se je zacˇelo v 70-ih letih
20. stoletja, ko so racˇunalniki koncˇno postali dovolj zmogljivi, da so lahko
predelali ogromne kolicˇine zvocˇnih podatkov. Izkazalo se je, da je transkrip-
cija monofonicˇne glasbe dokaj trivialen problem, na resnejˇse tezˇave pa nale-
timo ko se lotimo polifonicˇne glasbe, saj se vecˇ tonov naenkrat zlije skupaj
in tako popacˇi zvocˇni signal. Prvi sistemi transkripcije so bili tako ome-
jeni na dvoglasno glasbo z mnogimi drugimi omejitvami. Skozi 90. leta je
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zanimanje za transkripcijo sˇe raslo in nastalo je mnogo razlicˇnih sistemov
le-te. Poleg statisticˇnih metod [5, 2] so se za uporabne izkazale tudi me-
tode, ki racˇunsko modelirajo slusˇni sistem [7], in metode nenadzorovanega
ucˇenja [13], ki znacˇilnosti v zvoku iˇscˇejo same. V zadnjem cˇasu se raziskuje
tudi uporabo nevronskih mrezˇ v ta namen [1, 11]. Kljub napredku pa so naj-
boljˇsi sistemi sˇe vedno veliko slabsˇi od izucˇenega usˇesa, tako pri natancˇnosti
kot pri prilagodljivosti. Danasˇnji transkripcijski sistemi so namrecˇ sˇe vedno
omejeni v svoji kompleksnosti, kot recimo omejeno sˇtevilo socˇasnih tonov
ali usmerjenost na posamezen tip instrumenta. To pa ni presenetljivo, saj
je transkripcija zelo tezˇka naloga zˇe za cˇlovesˇkega poznavalca, ki potrebuje
vecˇ poslusˇanj in se zanasˇa na leta izkusˇenj, da samo priblizˇno zapiˇse potek
glasbenega dela, saj popolna transkripcija ni vedno mogocˇa. Transkripcija
glasbe tako nikakor ni trivialna naloga in kljub stalnemu napredku in iskanju
novih metod sˇe vedno ni nobene splosˇno uporabne metode, ampak razvoj
sˇe vedno poteka znotraj omejitev, kot je usmerjenost na dolocˇene zˇanre ali
instrumente.
2.2 Nevronske mrezˇe
Umetne nevronske mrezˇe so rezultat raziskovanja na mnogih podrocˇjih zna-
nosti in tako zdruzˇujejo vede nevroznanosti, matematike, statistike, fizike
in racˇunalniˇstva. So vsestransko uporabne, saj jih najdemo na podrocˇjih
modeliranja, prepoznave vzorcev, digitalnega procesiranja signalov, cˇasovne
analize (time series analysis) in tako naprej. Njihova glavna lastnost je
zmozˇnost ucˇenja, kar jih priblizˇa biolosˇkemu modelu mozˇganov. Osnovna
procesna enota nevronskih mrezˇ je nevron — matematicˇni konstrukt, ki se
obnasˇa podobno kot prave nevronske celice. Nevron si lahko predstavljamo
kot preprost element, ki na podlagi vhodov (sinaps) ali ostane neaktiven ali
pa se aktivira in odda nek odziv in tako pridoda svoj delezˇ dela v nevronski
mrezˇi. Posamezen nevron je prevecˇ preprost, da bi bil kakor koli uporaben,
vecˇ nevronov povezanih v mrezˇo pa se izkazˇe za zelo mocˇan sistem za proce-
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siranje podatkov. Leta 1943 sta psihiater Warren McCulloch in matematik
Walter Pitts dokazala, da je mogocˇe z dovolj medsebojno povezanimi ne-
vroni izracˇunati vsako izracˇunljivo funkcijo [6]. Vseeno pa nevronske mrezˇe
niso niti priblizˇen nadomestek pravim mozˇganom; so samo model, ki lahko
posnema opravljanje posameznih preprostejˇsih nalog.
Kot pri mozˇganih je tudi pri nevronskih mrezˇah njihova glavna lastnost
sposobnost ucˇenja, zaradi cˇesar nevronske mrezˇe uvrsˇcˇamo med metode stroj-
nega ucˇenja. Ucˇenje lahko poteka nadzorovano ali nenadzorovano. Pri nad-
zorovanem ucˇenju ob vsakem ucˇnem primeru tudi povemo, kaj naj bi ta
primer predstavljal, torej pustimo, da mrezˇa nekaj predpostavi, nato pa ji
povemo, ali se je zmotila ali ne. V vsakem primeru se mrezˇa posodobi in tako
v primeru napake kaznuje parametre, ki so vodili do odlocˇitve, v primeru pra-
vilne napovedi pa jih nagradi. Pri nenadzorovanem ucˇenju pa mrezˇi pustimo,
da znacˇilnosti in zakonitosti v ucˇnem primeru odkrije sama, skozi razlicˇne
statisticˇne metode. Ta nacˇin se ponavadi uporablja kot preducˇenje ali pa
kot zmanjˇsevanje dimenzionalnosti, po katerem potem pride sˇe nadzorovano
ucˇenje.
Slika 2.1: Primer nevrona. Vhodi in utezˇi predstavljajo njegove sinapse, sesˇtevalnik
in aktivacijska funkcija pa na padlagi le-teh dolocˇita njegovo aktivacijo.
Nevron je osnovna procesna enota nevronskih mrezˇ, sestavljena iz vho-
dnih povezav, sesˇtevalnika, praga in aktivacijske funkcije. Enacˇba splosˇnega
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nevrona je
z = σ(x ·w + b), (2.1)
kjer σ predstavlja aktivacijsko funkcijo, x je vhodni vektor, w je vektor
utezˇi tega nevrona in b njegov prag. Namen aktivacijske funkcije je omejitev
izhoda na dolocˇen interval, recimo [0, 1] v primeru sigmoidne funkcije, in tako
preprecˇimo, da bi nekateri nevroni z zelo visokimi izhodi popolnoma zasencˇili
ostale. Na sliki 2.1 je graficˇna prestavitev nevrona, implementiranega po
enacˇbi (2.1). Zadostno sˇtevilo takih preprostih procesnih enot, povezanih v
mrezˇo lahko izracˇuna vsako izracˇunljivo funkcijo.
2.2.1 Globoke arhitekture
Slika 2.2: Primer preproste nevronske mrezˇe z dvema vhodoma, enim skritim
nivojem in enim izhodom.
Globoke nevronske mrezˇe se od navadnih razlikujejo le po tem, da imajo vecˇ
skritih nivojev. Nivo je mnozˇica vzporednih nevronov, ki med seboj nimajo
povezav, povezani pa so razlicˇni nivoji med seboj, kot lahko vidimo na sliki
2.2. Prve nevronske mrezˇe skritih nivojev niso imele, saj sˇe ni bilo poznano
pravilo vzvratnega razsˇirjanja napake (anglesˇko backward propagation of er-
ror ali krajˇse backpropagation), ki nam omogocˇa ucˇenje preko vecˇ nivojev.
Dodatni nivoji nam omogocˇajo resˇevanje nelinearnih problemov [8], poleg
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tega pa nam zviˇsajo abstrakcijo zaznavanja, saj se lahko prvi nivo nevronske
mrezˇe za prepoznavanje rokopisanih sˇtevk naucˇi na primer odkrivanja ostrih
osnovnih potez, drugi nivo nato prepoznavanja zank in nadaljnji nivoji sˇe
kaj kompleksnejˇsega. A vecˇ nivojev je tezˇje ucˇiti, in po navadi zadostujeta
dva ali trije, cˇeprav imajo nekatere vecˇje kompleksne mrezˇe lahko tudi do 11
nivojev [4]. Ucˇenje je tezˇje, ker je treba imeti zadosti podatkov, da lahko
mrezˇa zajame splosˇno predstavitev v tako velikem sˇtevilu parametrov. V
postopku ucˇenja je namrecˇ potrebno prilagajati utezˇi in prage vseh nevronov
v mrezˇi, kar pri globokih mrezˇah lahko pomeni izredno veliko sˇtevilo parame-
trov. Cˇe je parametrov prevecˇ, podatkov pa premalo, se bo mrezˇa naucˇila le
predstavitve teh podatkov, na drugih podobnih vzorcih pa bo veliko slabsˇa;
takrat pravimo da pride do prevelikega prileganja (anglesˇko overfitting). Ker
se ucˇenje vedno izvaja z omejeno kolicˇino podatkov, bo do prevelikega prile-
ganja vedno priˇslo, zato je pomembno, da ga karseda zmanjˇsamo.
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Poglavje 3
Postopki in metode dela
3.1 Podatki
Za ucˇenje kateregakoli modela strojnega ucˇenja potrebujemo veliko zbirko
uravnotezˇenih podatkov, da lahko model razbere pravo reprezentacijo le-teh.
V tem delu smo uporabili zbirko anotirane klavirske glasbe MAPS. V njej
so glasbene datoteke v WAVE formatu ter poravnane MIDI in tekstovne da-
toteke razlicˇnih posnetkov klavirskih zvokov. Glasbene datoteke vsebujejo
dvokanalne 16-bitne posnetke pri hitrosti vzorcˇenja 44,1 kHz. V tekstov-
nih datotekah so zapisani cˇasi zacˇetkov in koncev posameznih not, kar smo
uporabili za dolocˇitev osnovne resnice pri nadzorovanem ucˇenju.
Zbirka je razdeljena na 4 podzbirke: posamezni toni, pogosti akordi v
zahodni glasbi, nakljucˇni akordi in glasbena dela. Posamezni toni in akordi so
sˇe dalje razdeljeni na razlicˇne variacije, kot je razlicˇno sˇtevilo tonov v sozvocˇju
in razlicˇni slogi igranja (staccato, lestvice, ...). V teh posnetkih so vsi toni
predstavljeni priblizˇno enakomerno in tako zelo primerni v namene strojnega
ucˇenja. Podatke smo nakljucˇno razdelili na 2 podmnozˇici, ucˇna mnozˇica z
80 % podatkov in testna mnozˇica s preostalimi 20 %. Da lahko objektivno
ocenimo ucˇinkovitost ucˇnega modela, moramo za preverjanje uporabiti sˇe
nevidene podatke, zato morata biti mnozˇici strogo locˇeni.
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3.2 Priprava podatkov
Transkripcija glasbe je sestavljena iz vecˇ delov, tako kot ima glasba vecˇ la-
stnosti. Dolocˇiti je potrebno tempo, ritem ter tone in njihovo trajanje, da
lahko razberemo melodijo. Ker so si te lastnosti razlicˇne, obstajajo razlicˇni
nacˇini njihovega odkrivanja. V tem diplomskem delu smo se ukvarjali z
dolocˇanjem tona, z ostalimi lastnostmi pa se nismo ukvarjali. Ton je lastnost
glasbe, ki je tesno povezana s frekvenco zvocˇnega signala. Ko posnamemo
nek zvocˇni posnetek in ga shranimo na racˇunalnik, zajamemo zvocˇne valove
signala in jih shranimo kot binarni tok podatkov o amplitudah teh valov,
urejenih po cˇasu. Amplituda sama pa nima veliko informacij o tonu, zato
potrebujemo informacijo o frekvenci, torej o nihanju amplitude skozi cˇas, ki
jo pridobimo tako, da zvocˇni signal prestavimo iz cˇasovnega v frekvencˇni pro-
stor preko ene izmed mnogih Fourierovih transformacij. Uporabili smo naj-
bolj splosˇno uporabljeno diskretno Fourierovo transformacijo (v nadaljevanju
DFT) oziroma njeni razlicˇici hitro Fourierovo transformacijo (v nadaljevanju
FFT) in transformacijo s konstantnim Q (v nadaljevanju CQT).
3.2.1 DFT in algoritem FFT
Diskretna Fourierova transformacija je diskretna oblika izracˇuna Fourierove
vrste. Ker so podatki v racˇunalniku digitalni, je DFT logicˇna izbira za ob-
delavo le-teh, poleg tega pa jo je mogocˇe tudi ucˇinkovito implementirati v
algoritmu hitre Fourierove transformacije (v nadaljevanju FFT), katerega
racˇunska kompleksnost je O(n log n). Zaradi teh dveh pomembnih lastnosti






Iz definicije DFT v enacˇbi (3.1) lahko razberemo, da so njena zaloga vre-
dnosti kompleksna sˇtevila (Eulerjeva oblika zapisa kompleksnih sˇtevil eiθ).
Da lahko signal natancˇno predstavimo v frekvencˇnem prostoru potrebujemo
informacijo o amplitudi in fazi, kar lahko predstavimo s kompleksnim sˇtevilom,
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v katerem realna komponenta predstavlja amplitudo, imaginarna pa fazo. V
namene zaznave tonov informacija o fazi ni pomembna, zato rezultat presta-
vimo nazaj v realna sˇtevila tako, da izracˇunamo mocˇ po standardni formuli
|z| =√(Im(z) + Re(z))2.
DFT prenese signal v frekvencˇni spekter tako, da ga primerja s sinu-
soidami razlicˇnih frekvenc in izracˇuna koeficiente prileganja signala s temi
sinusoidami. Razpon frekvenc je omejen, kajti po Nyquist-Shannonovemu
izreku o vzorcˇenju ne moremo zaznati frekvenc, ki so vecˇje od polovice hi-
trosti vzorcˇenja. Pri vzorcˇenju s 44100 vzorci na sekundo oziroma 44,1 kHz
tako ni mogocˇe shraniti frekvenc viˇsjih od 22050 Hz. Druga omejitev pa
je resolucija frekvencˇnega spektra, ki je odvisna od tega, kako dolgo okno
vzamemo za transformacijo. Pretvorbe iz cˇasovnega v frekvencˇni prostor
se izvajajo po oknih, ki predstavljajo kratek cˇasovni okvir signala. Veli-
kost tega okvirja dolocˇa frekvencˇno resolucijo, saj po transformaciji dobimo
enako sˇtevilo koeficientov, kot je bilo vzorcev v vhodu. Od teh koeficien-
tov pa jih je polovica odvecˇnih, saj po prej omenjenemu izreku o vzorcˇenju
ne moremo izracˇunati koeficientov frekvenc viˇsjih od polovice dolzˇine okna.
Cˇe iz posnetka s hitrostjo vzorcˇenja 44,1 kHz vzamemo okno dolzˇine 2048
vzorcev, bomo po transformaciji dobili 1025 (2048/2 + 11) koeficientov fre-
kvenc. Te frekvence so enakomerno porazdeljene cˇez celo domeno frekvenc,
v tem primeru do 22050 Hz. En koeficient torej pokriva frekvence v razponu
priblizˇno 21,5 HZ (≈ 22050 Hz/1025 koeficientov). Za polovico boljˇso reso-
lucijo lahko dosezˇemo, cˇe uporabimo dvakrat daljˇsa okna. Daljˇsa okna pa
nam poslabsˇajo cˇasovno resolucijo, saj zajamejo vecˇji cˇasovni razpon, zato je
potrebno dosecˇi kompromis med frekvencˇno in cˇasovno natancˇnostjo. Cˇe ta
okna zlozˇimo enega zraven drugega, dobimo 2D sliko frekvencˇnega spektra
(primer na sliki 3.1).
1Sredinski koeficient Nyquistove frekvence, ki lezˇi na polovici hitrosti vzorcˇenja.
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Slika 3.1: Primerjava transformacij FFT in CQT na tonu A4. Levo: frekvencˇni
spekter transformacije FFT na linearni lestvici. Desno: frekvencˇni spekter trans-
formacije CQT na logaritmicˇni lestvici.
3.2.2 CQT
CQT je kratica za anglesˇki izraz Constant Q Transform, kar bi lahko ne-
kako prevedli v transformacija s konstantnim Q. V sami osnovi je sˇe vedno
DFT, ki pa frekvence predstavi na logaritmicˇni lestvici. Ideja prihaja iz bi-
olosˇkega zaznavnega sistema, ki signale dojema na logaritmicˇni lestvici. Tako
je frekvenca f1, ki je eno oktavo nad frekvenco f0, dvakrat viˇsja od slednje,
f1 = 2f0. Zaradi tega imajo viˇsje oktave veliko vecˇje razpone frekvenc kot
nizˇje in so absolutne razlike med toni vecˇje kot v nizˇjih oktavah, kljub dej-
stvu da cˇlovek razlike med toni dojema enako, ne glede na oktavo. DFT
vrne frekvencˇno predstavitev na linearni lestvici in tako je vecˇina informacije
strnjena v spodnjem koncu spektra, kjer so si toni blizˇje, v zgornjem delu
pa je porazdelitev vedno redkejˇsa. CQT je prilagoditev DFT-ja, ki odpravi
to neenakost in frekvence predstavi enakomerno. To enakomerno razpore-
ditev dosezˇe tako, da izracˇuna DFT signala razlicˇnih dolzˇin in iz rezultatov
prebere logaritmicˇno razporejene podatke o frekvencah. Koncˇni rezultat je
frekvencˇni spekter na logaritmicˇni lestvici.
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CQT odpravi redcˇenje frekvencˇnega spektra z narasˇcˇanjem frekvence, a
ima sˇe vedno tezˇavo z dolzˇinami okna za zajem nizˇjih frekvenc. Le-te imajo
namrecˇ veliko vecˇji nihajni cˇas in tako potrebujemo veliko daljˇsa okna, da
zajamemo njihovo valovanje, s tem pa poslabsˇamo cˇasovno natancˇnost.
Predstavitev signala na logaritmicˇni lestvici je zelo koristna tudi zato,
ker nam zmanjˇsa dimenzionalnost signala, saj odstrani odvecˇne koeficiente
frekvenc med posameznimi toni, ki niso pomembne. Zaradi tega pa niso
vecˇ tako opazne relacije med toni in tudi viˇsji harmoniki se lahko izgubijo.
Harmoniki tona so frekvence, ki so vecˇkratniki frekvence tega tona, in na
sliki 3.1 opazimo, da DFT bolje predstavi to relacijo, medtem ko je pri CQT
zˇe bolj zabrisana.
3.3 Modeli ucˇenja
Za zaznavanje tonov smo implementirali in uporabili 3 modele globokega
ucˇenja. Za osnovne rezultate in primerjavo smo najprej naucˇili najbolj
osnoven model globoke arhitekture, vecˇnivojski perceptron. Drugi model
je bila konvolucijska nevronska mrezˇa, model zasnovan predvsem za prepo-
znavo vzorcev v slikah, a se je izkazal za uporabnega tudi pri zvocˇni ana-
lizi [9, 10, 12, 15]. Tretji model pa je globoka verjetnostna mrezˇa, kot bi
lahko nekako prevedli anglesˇki izraz deep belief networks, ki predstavitev po-
datkov pridobi preko nenadzorovanega preducˇenja in nadzorovanega ucˇenja
po njem.
3.3.1 Vecˇnivojski perceptron
Vecˇnivojski perceptron (v nadaljevanju MLP) je klasifikator, ki znanje pri-
dobiva preko nadzorovanega strojnega ucˇenja. Sestavljen je iz vhodnega,
poljubnega sˇtevila skritih in izhodnega nivoja, zacˇetni parametri (utezˇi in
pragi nevronov) so inicializirani nakljucˇno. Ucˇenje poteka preko prilagaja-
nja teh parametrov glede na napako med izhodom modela in pravo oznako
ucˇnega vzorca, oznako ki bi jo dobro naucˇeni model moral vrniti. Najbolj
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osnoven in splosˇno uporabljan algoritem ucˇenja je stohasticˇni spust po gra-
dientu (anglesˇko stochastic gradient descent ali SGD).
Slika 3.2: Graficˇna predstavitev spusta po gradientu. Na ordinatni osi imamo
napako, na abscisni pa parametre ucˇnega modela.
Na nadzorovano ucˇenje lahko gledamo kot na manjˇsanje napake mo-
dela in tako lahko nanj gledamo kot na optimizacijski problem. Model bo
najucˇinkovitejˇsi, ko bo njegova napaka najmanjˇsa, kar pomeni, da moramo
najti globalni minimum neke cenilne funkcije C, ki nam predstavlja razliko
med izhodom modela in pricˇakovanim izhodom. Pri funkcijah ene spremen-
ljivke minimum preprosto najdemo tako, da izracˇunamo vrednost funkcije
pri nicˇlah prvega odvoda, a parametrov nevronske mrezˇe je veliko in cenilna
funkcija C je funkcija vecˇ spremenljivk. Posplosˇitev odvoda za funkcije vecˇih
parametrov se imenuje gradient in nam poleg naklona funkcije pove tudi
smer le-tega. Cˇe si minimum cenilne funkcije predstavljamo kot dno doline,
si lahko spust po gradientu predstavljamo kot spust po steni te doline (glej
graficˇni primer na sliki 3.2). Pri nakljucˇni inicializaciji zacˇetnih parametrov
smo postavljeni na nakljucˇno mesto na povrsˇini cenilne funkcije v njenem
funkcijskem prostoru in na tem mestu lahko izracˇunamo smer naklona ter se
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nato za majhen delezˇ premaknemo v nasprotni smeri le-tega, podobno kot
da bi se spustili v dolino. Temu majhnemu delezˇu pravimo stopnja ucˇenja
(anglesˇko learning rate) in ga dolocˇimo kot hiperparameter2 pred zacˇetkom
ucˇenja, tipicˇne vrednosti pa so med 10−6 in 10−3. Posodabljanja ni potrebno
pocˇeti pri vsakem ucˇnem primeru, ampak lahko izracˇunamo gradient na vecˇih
primerih skupaj v mini-seriji (anglesˇko minibatch) in nato uporabimo pov-
precˇje za dejansko posodobitev parametrov. Tako dobimo stohasticˇni spust
po gradientu.
SGD je iterativna metoda ucˇenja. V vsaki iteraciji posodobimo parame-
tre, ki izboljˇsajo ucˇinkovitost modela. Ko zakljucˇimo ponavljanje nad celo-
tno zbirko podatkov, pravimo da smo naredili en prehod (anglesˇko epoch) cˇez
ucˇne podatke. Samo ena ponovitev navadno ne zadosˇcˇa, zato takrat ucˇenje
traja vecˇ prehodov.
Poleg SGD-ja obstajajo tudi druge optimizacijske metode, ki so uporabne
za ucˇenje, a v tem diplomskem delu smo uporabili le SGD ali SGD, nadgrajen
z mehaniko Nesterovovega momentuma. Momentum je prilagoditev posoda-
bljanja parametrov, ki pri posodobitvi uposˇteva sˇe dodatno spremenljivko
hitrosti, v kateri imamo shranjene pretekle posodobitve. Tako mehanika mo-
mentuma deluje kot zagon ucˇenja in pomaga k hitrejˇsi konvergenci, kadar je
minimum funkcije na polozˇnem delu grafa funkcije, kjer gradienta skoraj ni
vecˇ, poleg tega pa tudi preprecˇuje, da bi se ucˇenje ustavilo v lokalnem mini-
mumu cenilne funkcije. Nesterovov momentum je rahlo spremenjena razlicˇica
momentuma, ki malenkost izboljˇsa njegovo delovanje in ucˇinek.
3.3.2 Konvolucijska nevronska mrezˇa
Model konvolucijske nevronske mrezˇe (v nadaljevanju CNN) ima osnovo v
sˇtudijah vidnega korteksa sesalcev, v katerem so zaznavne celice urejene tako,
da so odzivne na majhna podobmocˇja vidnega polja, ki so razporejena cˇez
2Z besedo hiperparameter oznacˇujemo parametre, ki se ticˇejo ucˇnega algoritma in jih
ne smemo mesˇati z utezˇmi in pragovi, ki so parametri ucˇnega modela in predstavljajo
naucˇeno znanje.
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celotno vidno polje. Te celice delujejo kot lokalni filtri in so dobro prilagojene
za zaznavo lokalno soodvisnih elementov v naravnih slikah. CNN lokalno so-
odvisnost odkriva preko omejenih povezav med nevroni; vsak nevron ima na
vhod povezano le majhno podmnozˇico nevronov prejˇsnjega nivoja ali vhoda.
Na sliki 3.3 lahko vidimo preprost primer, v katerem ima vsak nevron nivoja
m na vhodu le tri nevrone prejˇsnjega nivoja in je tako odziven le na podo-
bmocˇje celotnega vhoda. Cˇe na isti princip povezˇemo vecˇ nivojev zaporedno
(zgradimo globoko mrezˇo), postanejo ta podobmocˇja vedno vecˇja in manj
lokalna, kot lahko vidimo na sliki 3.3. Nivo m + 1 ima sˇe vedno samo tri
vhode, a vseeno zajema celotni nivo m− 1. V posameznem nivoju je princip
lokalne soodvisnosti implementiran s konvolucijo in CNN se naucˇi le para-
metre konvolucijskih jeder ter tako drasticˇno zmanjˇsa sˇtevilo parametrov.
Vsak konvolucijski nivo ima lahko vecˇ jeder in tako proizvede vecˇ razlicˇnih
filtriranih izhodov, tako imenovanih slik znacˇilk (anglesˇko feature maps), ki
zajemajo razlicˇne znacˇilnosti slike.
Slika 3.3: Primer lokalne odzivnosti preko omejenih povezav med nevroni v kon-
volucijski nevronski mrezˇi.
Tipicˇna arhitektura CNN vkljucˇuje enega ali vecˇ konvolucijskih nivojev za
izlusˇcˇenje znacˇilnosti, le-tem lahko sledijo sˇe nivoji podvzorcˇenja ter skritega
in izhodnega nivoja kakor pri MLPju. Ucˇenje poteka nadzorovano preko spu-
sta po gradientu, posodabljajo pa se parametri vseh nivojev (razen nivojev
podvzorcˇenja, cˇe so uporabljeni).
Kljub dejstvu, da so bile konvolucijske mrezˇe razvite na osnovi vidnega
sistema, se uporabljajo tudi na podrocˇju zvocˇne analize [9, 10, 12, 15]. Fre-
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kvencˇne spektre vecˇih zaporednih cˇasovnih okvirjev lahko zlozˇimo enega za
drugim in tako dobimo dvodimenzionalno sliko frekvencˇnega spektra po cˇasu,
nad katero lahko nato izvajamo operacijo konvolucije.
3.3.3 Omejeni Bolzmannov stroj in globoke verjetno-
stne mrezˇe
Osnovni sestavni del globoke verjetnostne mrezˇe (v nadaljevanju DBN) je
omejeni Boltzmannov stroj (anglesˇko restricted Boltzmann machine ali RBM).
RBM je dvosmerno povezana nevronska mrezˇa, sestavljena iz vidnega in skri-
tega nivoja, in je razlicˇica Boltzmannovega stroja, pri kateri ni medsebojnih
povezav med nevroni v nivoju3. Ucˇenje poteka nenadzorovano preko iskanja
verjetnostne porazdelitve, ki najbolje opiˇse vhodne podatke. Vsaki rekon-
strukciji vhoda dolocˇimo energijo, izracˇunano po neki energijski funkciji, in
nato poskusimo to energijo cˇim bolj zmanjˇsati oz. poiskati minimum te ener-
gijske funkcije.
DBN dobimo, cˇe vecˇ RBM-jev zlozˇimo enega na drugega tako, da kot
vidni nivo naslednjega RBM-ja vzamemo skriti nivo prejˇsnjega. DBN najprej
nenadzorovano preducˇimo nekaj cˇasa, da zajame znacˇilnosti podatkov, nato
pa imamo dve mozˇnosti: lahko uporabimo parametre DBN-ja za inicializacijo
MLP-ja in nato nadzorovano ucˇimo ta MLP, ki ima enako strukturo kot DBN
in ima tako v zacˇetnih parametrih zˇe neko predstavo o podatkih o katerih
se ucˇi, lahko pa dobljene znacˇilke na izhodu zadnjega RBMja uporabimo kot
vhod v nadzorovano ucˇenje kakega drugega modela strojnega ucˇenja. V ta
namen lahko uporabimo MLP in tako dobimo podobno arhitekturo kot pri
CNN, kjer znacˇilke dobimo iz konvolucijskih nivojev.
3Od tu pride omejenost v imenu omejeni Boltzmannov stroj.
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Poskusi
Izvedli smo sˇtiri razlicˇne poskuse, v katerih smo primerjali razlicˇne modele
in nacˇine ucˇenja. Vsak poskus smo izvedli dvakrat, vsakicˇ z drugo transfor-
macijo nad podatki in tako primerjali sˇe 2 nacˇina predpriprave podatkov.
Modele smo ucˇili po principu eden proti vsem (anglesˇko One-vs-All ali
OvA), kar pomeni, da smo za vsak ton naucˇili svoj klasifikator, ki je razli-
koval samo med tem, ali je dolocˇen ton prisoten v okvirju ali ne. Pri tem
principu ucˇenja je potrebno model ucˇiti na uravnotezˇenih podatkih, torej
mora imeti priblizˇno polovico pozitivnih in polovico negativnih primerov, da
lahko pravilno razlikuje med njimi. Za vsak ton smo zato ustvarili podat-
kovno mnozˇico s 40 % ucˇnih primerov s tem tonom in 60 % ucˇnih primerov
z nakljucˇnimi ostalimi toni. Na koncu bi tako morali naucˇiti 88 mrezˇ, eno
za vsak ton na klavirju, a smo obseg ucˇenja omejili na interval sˇtirih oktav
od tona C2 do tona C6 oz. v MIDI notaciji od tona 36 do 84. Ucˇenje smo
omejili, ker je cˇasovno zelo zahtevno, poleg tega pa je vecˇina klavirske glasbe
osredotocˇena na srednjih oktavah.
Nevronske mrezˇe je tezˇko ucˇiti in potrebno je najti ravno prave hiper-
parametre, kot sta stopnja ucˇenja in momentni cˇlen, da dosezˇemo najboljˇse
rezultate. Najboljˇse hiperparametre smo iskali s predhodnimi poskusi na le
eni nevronski mrezˇi, preden smo zagnali ucˇenje vseh.
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4.1 Poskus z MLP
Pri prvem poskusu smo za ucˇenje uporabili vecˇnivojski perceptron z enim
skritim slojem s 75 nevroni. Ucˇenje je potekalo preko aloritma SGD, pri
katerem smo uporabljali po 20 ucˇnih primerov v miniseriji za vsako poso-
dobitev. Pri predhodnih poskusih smo ugotovili, da stopnja ucˇenja 10−4
pripelje do najboljˇse konvergence, momentum pa v teh poskusih ni vplival
na rezultate, zato ga nismo uporabili.
Velikost vhoda se je razlikovala glede na uporabljeno transformacijo: 420
pri FFT in 345 pri CQT. Pri transformaciji po metodi FFT smo uporabili
okna dolzˇine 2048 vzorcev in od pridobljenih 1025 koeficientov zavrgli vse nad
dolocˇeno frekvenco, nad katero klavirski toni in njihovi harmoniki gotovo ne
sezˇejo. Za to frekvenco smo najprej dolocˇili 9000 Hz, kar nam je dalo 420
koeficientov. Kasneje smo ugotovili, da ni razlike med rezultati pri omejitvi
8000 Hz, in zato smo za nadaljnje poskuse zmanjˇsali sˇtevilo koeficientov na
375. 2048 vzorcev pri hitrosti vzorcˇenja 44,1 kHz pomeni, da so nasˇa okna
dolga 46,44 ms. Skok med posameznimi okni smo dolocˇili na 70 % dolzˇine
okna, 32,52 ms. Pri CQT smo od zacˇetka uporabljali razpon do 8000 Hz,
spodnjo frekvenco pa nastavili na 55 Hz. Na vsako oktavo smo izracˇunali 48
koeficientov in tako dobili vektor 345 koeficientov. Skok med okni je znasˇal
25 ms. Ker v ucˇni mnozˇici ne sme biti oken, v katerih ni nicˇ drugega kot sˇum,
saj nimajo nobene informacije o tonih, smo ta okna odstranili tako, da smo
eskperimentalno dolocˇili prag tiˇsine, ki je izlocˇil okna s prenizko magnitudo
signala. Okna so bila pred vhodom v model sˇe skalirana na interval [0, 1].
Za dolocˇitev trajanja ucˇenja smo uporabili metodo zgodnjega ustavljanja.
Namesto da bi ucˇenje pustili izvajati dolocˇeno sˇtevilo ponovitev, ga ustavimo,
ko opazimo, da ne napreduje vecˇ. Pri vsakem prehodu smo desetkrat izmerili
srednjo absolutno napako na testni mnozˇici in ko se sˇtiri prehode zapored
napaka ni zmanjˇsala, smo ucˇenje ustavili. Prvih dvajset prehodov smo izvedli
ne glede na napako, da se ucˇenje ne bi zakljucˇilo prezgodaj. Trajanje ucˇenja
se je razlikovalo za vsak ton, a se je povprecˇno zakljucˇilo v 30-40 prehodih.
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4.2 Poskus s CNN
Za drugi poskus smo uporabili konvolucijsko nevronsko mrezˇo z dvema kon-
volucijskima nivojema in enim navadnim skritim. Velikost miniserije smo
obdrzˇali enako kot pri MLP, 20 ucˇnih primerov, stopnja ucˇenja pa je bila
lahko dosti viˇsja, 2 ∗ 10−3. Tudi do konvergence je priˇslo dosti prej kot pri
MLP in zato smo za osnovo ucˇenja dolocˇili 12 prehodov, nato pa po sˇtirih
prehodih brez napredka ucˇenje ustavili. Trajanje ucˇenja je bilo povprecˇno
med 20 in 30 prehodov.
Vhodne podatke smo pripravili tako, da smo 5 zaporednih okvirjev zlozˇili
enega poleg drugega in tako dobili dvodimenzionalno sliko. Pri poskusu s
transformacijo CQT smo uporabili enake podatke in tako dobili sliko fre-
kvencˇnega spektra dolzˇine 125 milisekund (5∗25ms) in dimenzij 5 x 345. Pri
poskusu s transformacijo FFT pa smo malo zmanjˇsali skok med okni na 50
% dolzˇine okna, da ne bi dobili predolgih frekvencˇnih spektrov, in tako dobili
frekvencˇni spekter preko 139,32 milisekund (4 ∗ 46,44 ms
2
+ 46, 44 ms) dimenzij
5 x 375. Vsako sliko smo tudi tokrat skalirali na interval [0, 1].
V konvolucijskih nivojih smo uporabljali jedra velikosti 3 x 9, v prvem
nivoju 10 jeder in v drugem 20. Tako smo na izhodu drugega sloja dobili
20 vektorjev1 dolzˇine 329 v primeru CQT podatkov oz. dolzˇine 359 pri FFT
podatkih. Po konvolucijskih je priˇsel navaden skriti nivo MLPja velikosti 80
nevronov in nato izhod. Nivojev podvzorcˇenja nismo uporabili.
4.3 Poskusi z DBN
Pri ucˇenju z modelom DBN smo preizkusili 2 razlicˇna nacˇina ucˇenja: ucˇenje
na znacˇilkah, pridobljenih iz prednaucˇenega modela, in fino ucˇenje pred-
naucˇenega modela. Razlika je v tem, da pri prvem za vhod v nadzorovano
ucˇenje uporabimo rezultat prednaucˇenega modela, pri drugem pa za nadzo-
1Konvolucija zmanjˇsa vsako dimenzijo za dj−1, kjer je dj velikost jedra v tej dimenziji.
Tako smo prvo dimenzijo v prvem sloju zmanjˇsali na 5 − (3 − 1) = 3 in v drugem na
3− (3− 1) = 1 ter tako iz slike dobili vektor.
26 POGLAVJE 4. POSKUSI
rovano ucˇenje uporabimo utezˇi in prage tega modela. Preducˇenje smo za
vse koncˇne poskuse izvedli samo enkrat, seveda pa smo tudi pri tem modelu
iskali prave hiperparametre s predhodnimi poskusi preducˇenja.
4.3.1 Preducˇenje
Ker globoke nevronske mrezˇe omogocˇajo vedno bolj abstraktno razumevanje
podatkov v globljih nivojih, smo preducˇenje posameznih nivojev poskusili z
vedno bolj abstraktnimi podatki. Uporabili smo 3 nivoje in prvega preducˇili
na posameznih tonih, drugega na akordih in tretjega na glasbenih delih. Prvi
nivo je obsegal 200 nevronov, drugi 160 in tretji 120.
Podatke smo pripravili skoraj popolnoma enako kot pri MLP, le da smo
pri transformaciji FFT uporabili 375 koeficientov in da smo vhodne vek-
torje standardizirali namesto skalirali. Razlog za to lezˇi v zgradbi in de-
lovanju RBM-ja, ki v osnovni izvedbi deluje le na binarnih podatkih, za
zvezne (kakrsˇni so zvocˇni podatki) pa potrebujemo tako imenovano Gaus-
sovo razlicˇico RBM-ja, ki za optimalno delovanje potrebuje standardizirane
podatke.
Pri preducˇenju smo dolocˇili svojo stopnjo ucˇenja za vsak nivo, na prvem
je bila 5 ∗ 10−4, na drugem in tretjem pa 2 ∗ 10−3. V predhodnih poskusih
se je izkazalo, da pri preducˇenju momentni cˇlen pripelje do hitrejˇse kon-
vergence, zato smo ga nastavili na 0.9. Izvedli smo le eno preducˇenje na
vseh ucˇnih primerih, ki so priblizˇno enakomerno zajemali vse tone, saj smo
hoteli zajeti splosˇno predstavitev glasbene informacije. Zaradi tega je bila
ucˇna mnozˇica veliko vecˇja kot pri ucˇenju mrezˇ za zaznavanje posameznih
tonov in posledicˇno je preducˇenje trajalo dlje cˇasa. Za pospesˇitev smo zato
povecˇali velikost miniserije na 100 ucˇnih vzorcev. Za vzorcˇenje verjetnostne
porazdelitve smo uporabili algoritem obstojne kontrastivne divergence [14]
(anglesˇko persistent contrastive divergence) z desetimi ponovitvami za vsak
vzorec. Trajanje preducˇenja smo nastavili na 60 prehodov cˇez vse ucˇne pri-
mere.
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4.3.2 Nadzorovano ucˇenje na znacˇilkah
Nadzorovano ucˇenje na znacˇilkah iz prednaucˇenega modela je bilo delno
uspesˇno. Znacˇilke na izhodu drugega in tretjega nivoja niso nosile zadosti
informacij, da bi se mrezˇa naucˇila kaj dosti, saj smo v predhodnih posku-
sih dobili veliko slabsˇe rezultate na testni mnozˇici kot pri osnovnem modelu
vecˇnivojskega perceptrona. Znacˇilke na izhodu prvega nivoja pa so v predho-
dnih poskusih rezultate MLP-ja izboljˇsale za priblizˇno odstotek, zaradi cˇesar
smo se odlocˇili, da bomo za izvedbo celotnega poskusa uporabili le prvi nivo
globoke verjetnostne mrezˇe. Za nadzorovano ucˇenje smo tako zgradili MLP,
ki je imel na vhodu 200 znacˇilk posameznih tonov, predracˇunanih na prvem
nivoju DBN-ja, in en skriti sloj s 50 nevroni.
Pri izvedbi koncˇnega poskusa smo uporabili stopnjo ucˇenja 2 ∗ 10−3, mo-
mentni cˇlen pa spet ni igral nobene opazne vloge, zato ga zopet nismo upora-
bili. Ucˇenje smo tudi tokrat izvajali v miniserijah velikosti 20 ucˇnih vzorcev.
Ucˇenje je bilo zaradi manjˇsega modela hitrejˇse, zaradi cˇesar smo dovolili vecˇ
prehodov cˇez ucˇne podatke. Za osnovo smo nastavili 30 prehodov, nato pa
ucˇenje prekinili po 6 prehodih brez napredka. Ucˇenje je povprecˇno trajalo
40-50 prehodov.
4.3.3 Fino ucˇenje
Pri poskusu finega ucˇenja prednaucˇenega modela uspeha nismo dosegli. Pri
predhodnih poskusih je bila napaka na testni mnozˇici sicer primerljiva in
celo malo boljˇsa kot pri poskusu z MLP, vendar pa je model odpovedal pri
testiranju na realnih glasbenih podatkih, kar ocˇitno kazˇe na tezˇavo preveli-
kega prileganja. Razlog za to najverjetneje lezˇi v prevelikem sˇtevilu para-
metrov tega modela, saj je imel 3 skrite nivoje, ki so bili vsi vecˇji kot pri
poskusu z modelom MLP. Poskusili smo tudi z manjˇsimi skritimi nivoji, a
potem preducˇenje ni bilo uspesˇno, saj so bili nivoji premajhni za zajem prave
predstavitve zvocˇnih podatkov. Tega poskusa zaradi predhodnih neuspehov
nismo izvedli v celoti na vseh mrezˇah za vsak ton.
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Rezultati in zakljucˇki
Med ucˇenjem vsakega modela smo sproti zapisovali njegovo uspesˇnost na
testni mnozˇici, na koncu pa smo sˇe preizkusili model na glasbenih delih,
ki niso bila prisotna niti v ucˇni niti v testni mnozˇici, da smo dobili oceno
uspesˇnosti pri resˇevanju realnega problema. Ta rezultat je bolj relevanten od
rezultatov na testni mnozˇici, saj je bila le-ta nakljucˇno izbrana izmed vseh
podatkov in je tako vsebovala tudi posamezne tone, katerih transkripcija je
veliko preprostejˇsa od transkripcije glasbenih del. Kljub temu pa je mogocˇe
nekaj zakljucˇkov razbrati tudi iz uspesˇnosti na testni mnozˇici.
5.1 Rezultati preducˇenja pri modelu DBN
V koncˇnih rezultatih smo zajeli le rezultate uspesˇnih poskusov pri modelu
globoke verjetnostne mrezˇe, torej rezultate ucˇenja na znacˇilkah iz prvega ni-
voja modela DBN. Na katere znacˇilnosti vhodnih podatkov je bil ta nivo
posebej pozoren si lahko ogledamo na sliki 5.1, kjer so izrisane utezˇi pr-
vih petdesetih nevronov prvega nivoja v obliki vodoravnih vektorjev enake
dolzˇine kot vhod z vrednostmi med ena in nicˇ. Vsak nevron deluje kot filter,
ki iz vhoda filtrira le znacˇilnosti, za katere je v procesu preducˇenja ugotovil,
da so bolj pomembne. Te preference izrazˇa z mocˇnejˇsimi povezavami na tem
delu vhodnega vektorja. Na sliki 5.1 vidimo, da je bilo preducˇenje uspesˇno,
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saj je model razbral, da so pri transformaciji FFT pomembnejˇse informacije
v spodnjem (levem) delu frekvencˇnega spektra, pri CQT pa cˇez cel spek-
ter, razen v najviˇsjih frekvencah (najbolj desno), kjer so prisotni le sˇe redki
najviˇsji harmoniki.
Slika 5.1: Izris prednaucˇenih utezˇi prvih 50 nevronov prvega nivoja globoke ver-
jetnostne mrezˇe. Svetlejˇsa slikovna tocˇka pomeni, da je ta povezava mocˇnejˇsa,
temnejˇsa pa, da nevronu ta del vhoda ni toliko pomemben. Zgoraj: utezˇi pred-
naucˇenega modela pri poskusu s FFT. Spodaj: utezˇi prednaucˇenega modela pri
poskusu s CQT.
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5.2 Uspesˇnost ucˇenja glede na testno mnozˇico
Med ucˇenjem smo desetkrat na vsak prehod cˇez vse ucˇne primere izracˇunali
srednjo absolutno napako modela in vsakicˇ, ko se je napaka izboljˇsala, sˇe
statisticˇne mere preciznost, priklic in tocˇnost. Po koncˇanem ucˇenju posame-
znega modela, ki je zajemalo ucˇenje 48 mrezˇ za tone preko srednjih sˇtirih
oktav klavirja, smo za vsak model izracˇunali povprecˇje statisticˇnih mer vseh
mrezˇ ter koncˇno mero F glede na povprecˇno preciznost in priklic. Koncˇni
rezultati so strnjeni v tabeli 5.1 in na podlagi le-teh se je za najboljˇsi mo-
del izkazala konvolucijska nevronska mrezˇa. Opazimo lahko tudi, da je bilo
ucˇenje na znacˇilkah pri poskusu z modelom DBN malenkost uspesˇnejˇse od
ucˇenja na surovem vhodu pri poskusu z MLP, kar kazˇe na dejstvo, da je
mogocˇe s pravim preducˇenjem iz glasbenih podatkov izlusˇcˇiti znacˇilke, na
katerih je nato mogocˇe preprosteje in natancˇneje ucˇiti. Primerjavo med mo-
deli si lahko ogledamo tudi na sliki 5.2.
napaka preciznost priklic tocˇnost mera F
model FFT CQT FFT CQT FFT CQT FFT CQT FFT CQT
MLP 19,46% 21,52% 0,79 0,77 0,70 0,65 0,81 0,78 0,74 0,71
CNN 11,92% 13,21% 0,89 0,87 0,80 0,78 0,88 0,87 0,84 0,83
DBN 18,17% 19,85% 0,81 0,79 0,71 0,68 0,81 0,80 0,76 0,73
Tabela 5.1: Izpis povprecˇja srednje absolutne napake in statisticˇnih mer za vsak
model.
Rezultati na testni mnozˇici so nam dali zelo dobro primerjavo med trans-
formacijama FFT in CQT. Za boljˇso se je izkazala FFT, kot lahko razberemo
iz tabele 5.1, kjer so rezultati poskusov s FFT v vseh merah boljˇsi od rezul-
tatov poskusov s CQT. Razlog za to je najverjetneje v tem, da FFT bolje
ohrani informacijo o harmonikih.
Na sliki 5.3 si lahko ogledamo neposredno primerjavo transformacij cˇez
vse tone. Pri poskusu s transformacijo CQT je model bolje zaznaval tone
v nizˇjih oktavah, pri FFT pa v viˇsjih. To je bilo za pricˇakovati, saj so pri
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Slika 5.2: Primerjava srednje absolutne napake vseh treh modelov na vseh naucˇenih
tonih pri poskusu s transformacijo FFT.
Slika 5.3: Primerjava rezultatov transformacij pri modelih CNN in DBN.
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CQT spodnji toni bolje locˇeni kot pri FFT, kjer je lahko vecˇ nizˇjih tonov
predstavljenih z istim koeficientom. Za prelomno se je izkazala oktava od
tona C3 do C4 (mala oktava), kjer so bili rezultati priblizˇno primerljivi.
5.3 Rezultati na glasbenih delih
Iz ucˇne in testne mnozˇice smo izvzeli 4 posnetke glasbenih del razlicˇnih kom-
pleksnosti in na teh posnetkih ocenili koncˇno uspesˇnost transkripcije. Ta
dela smo spustili skozi vse naucˇene nevronske mrezˇe vsakega modela in pri
vsakem izracˇunali preciznost, priklic, tocˇnost in mero F kot povprecˇje teh
mer za vsak ton. V tabeli so nasˇteta uporabljena dela, najviˇsja polifonija ter
sˇifre, s katerimi se bomo v nadaljnjih tabelah nanasˇali na ta dela.
stopnja
delo sˇifra polifonije
E. Grieg, Waechterlied grieg-waechter 9
J. S. Bach, BWV 850 bach-850 10
A. Borodin, Petite Suite 6 borodin-ps6 10
R. Schumann, Op. 15, 2. st. schumann15-2 11
Tabela 5.2: Tabela uporabljenih del. Stopnja polifonije je bila izracˇunana glede
na najviˇsje sˇtevilo socˇasnih tonov v oknih dolzˇine 46,44 ms (2048 vzorcev).
Ker smo z aktivacijsko funkcijo v izhodnem sloju izhod omejili na interval
[0, 1], si lahko ta izhod razlagamo kot verjetnost, ali je ton prisoten ali ne.
Tako imamo potem vecˇ mozˇnosti nastavitve praga verjetnosti, nad katerim je
ton prisoten. Poskusili smo s pragi od 0,5 do 0,9 in ugotovili, da je pri vecˇini
modelov mera F najviˇsja pri pragih med 0,65 in 0,75, zato smo za koncˇno
oceno uspesˇnost dolocˇili prag 0,7. Na sliki 5.4 si lahko ogledamo tipicˇno
spreminjanje preciznosti, priklica, tocˇnosti ter mere F cˇez celotni interval te-
stiranih pragov. Vidimo, da z viˇsjim pragom narasˇcˇa preciznost, priklic pa
pada. Razlog za to je v tem, kar ti dve meri predstavljata: preciznost je
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odstotek pravilno klasificiranih pozitivnih primerov glede na vse primere, ki
so klasificirani kot pozitivni, priklic pa odstotek pravilno klasificiranih po-
zitivnih primerov glede na vse dejanske pozitivne primere. Z zviˇsevanjem
praga odstranjujemo pozitivno klasificirane primere o katerih model ni naj-
bolj prepricˇan, in s tem odstranjujemo tako napacˇno kot pravilno klasificirane
pozitivne primere. Posledica je, da je vedno manj klasificiranih pozitivnih
primerov, ne glede na to, ali so pravilni ali ne in zato priklic pada. Po drugi
strani pa nam ostajajo le sˇe pozitivni primeri, o katerih je model bolj pre-
pricˇan, in tako je vedno manj napacˇnih pozitivnih primerov, zato preciznost
narasˇcˇa. Mera F nam pomaga izbrati pravo razmerje med preciznostjo in
priklicom. Na sliki 5.4 lahko vidimo tudi, da je klasifikacijska tocˇnost do-
sti viˇsja od ostalih mer, kar je posledica tega, da ostale mere ne uposˇtevajo
pravilno klasificiranih negativnih primerov.
Slika 5.4: Spreminjanje statisticˇnih mer uspesˇnosti modela glede na izbrani prag.
Na sliki smo uporabili model konvolucijske nevronske mrezˇe in transformacijo FFT
na glasbenem delu grieg-waechter.
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preciznost priklic tocˇnost mera F
delo FFT CQT FFT CQT FFT CQT FFT CQT
grieg-waechter 0,71 0,61 0,62 0,51 0,94 0,94 0,66 0,56
bach-850 0,43 0,36 0,53 0,38 0,94 0,93 0,48 0,37
borodin-ps6 0,67 0,64 0,52 0,45 0,92 0,92 0,59 0,53
schumann15-2 0,57 0,48 0,57 0,50 0,92 0,92 0,57 0,49
Tabela 5.3: Rezultati modela MLP na realnih glasbenih podatkih
preciznost priklic tocˇnost mera F
delo FFT CQT FFT CQT FFT CQT FFT CQT
grieg-waechter 0,86 0,79 0,79 0,66 0,97 0,95 0,82 0,72
bach-850 0,62 0,64 0,74 0,73 0,95 0,95 0,68 0,68
borodin-ps6 0,84 0,74 0,68 0,63 0,94 0,95 0,75 0,68
schumann15-2 0,80 0,75 0,64 0,71 0,95 0,95 0,71 0,73
Tabela 5.4: Rezultati modela CNN na realnih glasbenih podatkih
preciznost priklic tocˇnost mera F
delo FFT CQT FFT CQT FFT CQT FFT CQT
grieg-waechter 0,75 0,66 0,67 0,55 0,95 0,94 0,70 0,60
bach-850 0,45 0,40 0,59 0,53 0,94 0,93 0,51 0,45
borodin-ps6 0,73 0,64 0,53 0,52 0,93 0,93 0,61 0,57
schumann15-2 0,59 0,52 0,59 0,59 0,93 0,93 0,59 0,55
Tabela 5.5: Rezultati modela DBN na realnih glasbenih podatkih
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V tabelah 5.3, 5.4 in 5.5 imamo primerjavo vseh modelov pri pragu 0,7.
Takoj opazimo, da so rezultati dokaj podobni rezultatom na testni mnozˇici,
le nekoliko slabsˇi, kar je posledica dejstva, da je transkripcija celotnih glas-
benih del veliko tezˇja kot transkripcija posameznih tonov, ki so bili med
drugimi tudi prisotni v testni mnozˇici. Na podlagi teh rezultatov lahko zo-
pet zakljucˇimo, da je model konvolucijske nevronske mrezˇe najuspesˇnejˇsi,
model globoke verjetnostne mrezˇe pa ima tudi pri resˇevanju realnih proble-
mov boljˇse rezultate od osnovnega vecˇnivojskega perceptrona. Opazimo pa
lahko tudi velika nihanja uspesˇnosti med posameznimi deli, kar pa je posle-
dica dejstva, da so dela razlicˇno kompleksna. Bachov preludij in fuga sˇt. 5
v D-duru (oznaka BWV 850) je namrecˇ izredno hitra skladba s hitrimi me-
njavami tonov, Griegov Wa¨chterlied pa je dosti pocˇasnejˇsa in ima tudi nizˇjo
stopnjo polifonije, zaradi cˇesar je uspesˇnost transkripcije dosti viˇsja.
Na sliki 5.5 imamo vizualizirano skladbo Wa¨chterlied, ter njene transkrip-
cije s posameznimi modeli. Vidimo lahko, da je v transkripcijah prisotnega
dosti sˇuma, ki pa bi ga lahko do neke mere odstranili z naknadno obdelavo.
Na prvi pogled sta transkripciji z modelom MLP in DBN prakticˇno enaki, a
ob natancˇnejˇsem pogledu lahko vidimo, da je pri transkripciji z DBN priso-
tno malo manj sˇuma. Iz tega lahko sklepamo, da je preducˇenje modela dobro
zajelo pravo predstavitev zvocˇne informacije.
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Slika 5.5: Od zgoraj navzdol si sledijo: vizualizacija skladbe Wa¨chterlied, tran-
skripcija te skladbe z modelom MLP, transkripcija z modelom CNN in transkrip-
cija z modelom DBN. Pri vseh treh transkripcijah je bila uporabljena transforma-
cija FFT.
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5.4 Zakljucˇki
V tem diplomskem delu smo pokazali, da je transkripcija klavirske glasbe z
globokimi nevronskimi mrezˇami mogocˇa. Poleg tega smo pokazali tudi, da
je mogocˇe z nenadzorovanim preducˇenjem vplivati na uspesˇnost ucˇenja. Po
pricˇakovanjih smo z globljimi modeli konvolucijske nevronske mrezˇe in glo-
boke verjetnostne mrezˇe nadgradili rezultate osnovnega modela vecˇnivojskega
perceptrona. Pri primerjavi predpriprave podatkov s transformacijama hitre
Fourierove transformacije in transformacije s konstantnim Q smo ugotovili,
da se na splosˇno bolje obnese prva, a ima druga boljˇse rezultate pri nizˇjih
tonih.
Nasˇe delo je pokazalo, da je globoko ucˇenje mocˇno orodje pri zvocˇni analizi
oz. natancˇneje pri transkripciji glasbe. Nasˇi poskusi z globokimi verjetno-
stnimi mrezˇami niso bili popolnoma uspesˇni, a nam je delni uspeh pokazal,
da je mogocˇe z nenadzorovanim ucˇenjem iz zvocˇnih podatkov izvlecˇi njihove
znacˇilnosti ter jih uporabiti za lazˇje in hitrejˇse nadzorovano ucˇenje. Z nadalj-
njimi poskusi preducˇenja bi bilo verjetno mogocˇe izvlecˇi tudi bolj abstraktne
zakonitosti zvoka in jih uporabiti za natancˇnejˇse prepoznavanje tonov. Ugo-
tovili smo tudi, da je konvolucijska nevronska mrezˇa odlicˇen model za klasifi-
kacijo tonov, kljub dejstvu, da je zasnovana na biolosˇkem vidnem sistemu. Iz
tega lahko morda sklepamo tudi na dejstvo, da sta si biolosˇki vidni in slusˇni
sistem podobna.
Podrocˇje globokih nevronskih mrezˇ je relativno novo in raziskovanje glo-
bokega ucˇenja je v polnem zagonu. Nasˇi rezultati so bili spodbudni za nadalj-
nje raziskovanje na podrocˇju transkripcije glasbe, predvsem pri raziskovanju
nenadzorovanega preducˇenja. Glede na to, da nam je uspelo s preducˇenjem
izboljˇsati rezultate nadzorovanega ucˇenja vecˇnivojskega perceptrona, lahko
sklepamo, da je s preducˇenjem na konvolucijskih omejenih Boltzmannovih
strojih mozˇno izboljˇsati tudi zˇe tako dobre rezultate konvolucijske nevronske
mrezˇe.
Zaenkrat popoln tranksripcijski sistem sˇe ne obstaja in ne vemo, cˇe je
sploh mogocˇ. Niti cˇlovesˇki mozˇgani, ki so trenutno najmocˇnejˇsi procesni
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sistem, ki ga poznamo, niso sposobni iz zvoka razbrati vseh njegovih zako-
nitosti. Vseeno pa cˇlovesˇkega zanimanja to ne ustavi in raziskovanje tega
podrocˇja se nadaljuje. Odkar se pri nalogah, ki jih cˇlovek brez tezˇav opravlja
vsak dan, kot recimo pridobivanje informacij iz zvoka, vedno bolj uporablja
(globoke) nevronske mrezˇe, pa je to raziskovanje dobilo sˇe novo razsezˇnost:
raziskovanje nas samih, saj nevronske mrezˇe vsaj priblizˇno modelirajo pro-
cese v nasˇem zˇivcˇnem sistemu in preko njih lahko dobimo nova spoznanja
tudi o nas.
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