Distance-based graph invariants have been of great interest and extensively studied. The classic Wiener index was proposed in biochemistry and defined to be the sum of distances between all pairs of vertices. The sum of distances between all pairs of leaves, named the Gamma index and the terminal Wiener index respectively, was motivated from both biochemistry and phylogenetic reconstruction. The studies of such distance-based graph invariants include, for instance, the ''middle part'' of a tree, the extremal structures with given constraints, the extremal values of ratios of the distance function at the ''middle part'' and leaves. In particular, when considering the extremal structures, correlations between the Wiener index and other graph invariants have been discovered and general methods have been developed. Other related graph invariants include the number of subtrees or leaf containing subtrees (corresponding to the ''acceptable residue configurations''), subforests, root-containing subtrees (in relation to the antichains in a Hasse diagram with the structure of a rooted tree), to name a few.
leaves. Then the extremal ratios with respect to the distance from leaves are examined and the structures achieving the extremal ratios are characterized. Lastly, we provide extremal trees under different constraints that maximize or minimize the sum of all such distances.
Introduction and previous work
The study of distances between vertices of a tree probably started from the classic Wiener index [25] , one of the most well used chemical indices that correlate a chemical compound's structure (the ''molecular graph'') with the compound's physical-chemical properties. The Wiener index, introduced in 1947, is defined as the sum of distances between all pairs of vertices, namely that
is called the distance of v. Although defined for general graphs, the consideration of these concepts in trees is of interests because of the applications in acyclic molecular structures. A natural sibling concept, the distances between leaves, was only brought to our attention recently. The sum of all such distances, i.e., similar as they seem to be to the aforementioned distance-based graph invariants, there is surprisingly very little study on K (·) and K T (·), possibly due to the fact (also the main difference from other distance-based invariants) that both internal vertices and leaves need to be considered but not all distances within them contribute to K (T ). In this paper, we conduct a through study (to the best of our knowledge) of such distances from various aspects, hoping to provide results analogous to those on the aforementioned invariants. First we provide some brief survey of the previous studies on distance-based graph invariants and other related invariants of trees, followed by an outline of our contribution. It is, however, more convenient for us to leave the necessary introduction of related concepts and preliminaries in the respective sections in the rest of the paper.
Extremal trees
In the recent years, the extremal trees that maximize or minimize the Wiener index among general trees [5] , trees with a given maximum degree [6] , and trees with given degree sequence [3, 22, 28] have been studied through various approaches.
A seemingly not directly related concept, the number F (T ) of subtrees of a tree T , was found to share the same extremal structures as the Wiener index [11, 17, 30, 31] . This ''negative correlation'', that the trees maximize the Wiener index also minimize the number of subtrees (and vice versa) among different categories of trees, was further explored in [20] among other graph invariants. The subtrees containing at least some original leaf turned out to be exactly the ''acceptable residue configurations'' in a multiple parsimony alignment algorithm in a bioinformatics paper [12] , whose extremal trees were considered in [16] .
Motivated from studying the size of ''Tree Bisection and Reconnection'' neighborhood in phylogeny reconstruction, the extremal trees with various constraints maximizing or minimizing the Gamma index were characterized in [19] through making use of the so called ''semi-regular property'' that also applies to other known graph invariants including the Wiener index and number of subtrees. Recently, this property was used in a general approach with ''level-greedy trees'' dealing with functions of distances between vertices [13] .
Following those of the Wiener index and the Gamma index, the extremal trees of the spinal index was naturally brought to attention and rather easily handled based on the known results on the Wiener index [2] .
The sum of distances between internal vertices and leaves, K (T ), has been mentioned in as early as [17] , where it was proposed that the extremal trees of various distance-based invariants may be considered in a similar fashion. This has been confirmed by the above mentioned results on the Wiener index, Gamma index, and the spinal index. Analogous results will be provided for K (T ).
Extremal trees with different degree sequences
The comparison of extremal trees with different degree sequences, in particular the ''greedy trees'' (Definition 2) that maximize the number of subtrees and minimize many distance-based invariants, was done for the number of subtrees [31] and can be easily generalized to some distance-based graph invariants such as the distance functions between all vertices (based on the Wiener index) [21] and the distance functions between all internal vertices (based on the spinal index) [4] .
We will present similar study with respect to the distances between the internal vertices and leaves.
Middle parts of a tree
Much effort has been devoted to define the ''middle part'' of a tree. The first such result is due to Jordan [10] . The centroid C (T ) of T is the set of vertices minimizing the ''branch weight'', shown by Zelinka [26] to be equivalent to the set of vertices that minimize the distance function d(·).
Also in [10] , the center of a tree T is defined to be the set of vertices minimizing the eccentricity ecc(u) = max v∈V (T ) d T (u, v). The ''middle part'' of a tree was defined in a new way in [17] with respect to the number F T (v) of subtrees of T containing the vertex v: the subtree core of T , Core(T ), is the set of vertices maximizing F T (v).
While the corresponding extremal structures for these different graph invariants very often coincide, the above mentioned ''middle parts'' are different in nature. On the other hand, it has been shown respectively [10, 17] that the Center, Centroid, and the subtree core each contains exactly one vertex or two that are adjacent in any tree. This was commonly achieved by showing the strict concavity or convexity of the functions ecc(·), d(·) or F T (·) along any path of a tree.
In the case of the distances between internal vertices and leaves, minimizing K T (·) turned out to be a special case of the ''1-median problem'' in combinatorial optimization [7, 9] . Similar observations as other ''middle parts'' can be made. However, it is easy to see that in a path, all vertices have the same value for the K T (·) function.
Extremal values of ratios of distance functions
Take the Wiener index for example, W (T ) can be considered as the global behavior and d(·) as the local behavior. Knowing that d(·) is minimized at the centroid and maximized at a leaf, it was determined in [1] the extremal values of
In view of the similarity and subtle difference of different graph invariants in characterizing a tree as demonstrated by the aforementioned results on extremal structures, it is motivated to explore their correlations in a more subtle way. In this respect, extremal values of
the complete analogue of [1] , changing distances to the number of subtrees. Note that extremal behavior of fractions is always more delicate than that of the numerator and denominator.
In terms of K (T ) and K T (·), we conduct similar studies with a little variation due to the way K T (·) is defined.
Outline of our contribution
In this contribution, we intend to extend as much as possible the previous studies on graph invariants (particularly those that are distance-based) to the distances between internal vertices and leaves. We first consider the ''middle part'' of a tree with respect to K T (·) in Section 2, providing similar but slightly different conclusion as those for other graph invariants. We then conduct, in Section 3, a comprehensive study on the extremal values of the ratios with respect to the functions K (T ) and K T (·). The extremal structures with respect to K (T ) among general trees of the same order are characterized in Section 4. The more complicated case of trees with given degree sequence is considered in Section 5. In Section 6 we compare extremal trees with different degree sequences (but with the same number of leaves).
On the ''middle part'' of a tree
In our context, the ''middle part'' of a tree T is the set of vertices that minimize the value of K T (·), called the leaf-centroid of T and denoted by LC (T ). This concept was compared with some other distance-based ''middle parts'' in a recent manuscript [23] . Similar to other invariants, we have convexity of K T (·) along any path. As the general ''1-median problem'' has been studied before, it is likely that (at least) some similar statements exist in general. The following proposition and its proof are provided here for completeness. Proposition 2.1. For any vertex v ∈ V (T ) with degree at least 2 and its neighbors u and w, we have
with equality if and only if u and w are the only neighbors of v (i.e., the degree of v is 2). Proof. Let T u , T v , and T w denote the components containing u, v, and w respectively in T − {uv, vw} ( Fig. 1) .
It is not difficult to observe that
It then follows immediately that (1) holds with equality if and only if
Compared with other ''middle parts'' of a tree, where the strict inequalities analogous to (1) implies that the ''middle part'' contains one or two adjacent vertices, Proposition 2.1 implies the following characteristic of the leaf-centroid of a tree.
Corollary 2.2. The leaf-centroid of a tree T contains a subpath (could be just one vertex) of T .
In the case that this path contains more than one vertex, T must be formed from joining, with this path, two components of the same number of vertices from L(T ). 
Remark 1.
On the other hand, K T (·) is always maximized by some leaves of T . In the special case when T is a path, all vertices yield the same value for K T (·).
Another simple but useful observation regarding LC (T ) is the following. Proposition 2.3. For a vertex v ∈ LC (T ) and a neighbor u of v, we must have
with equality if and only if u ∈ LC (T ).
Proof. The comment about equality is trivial. Let T v and T u denote components in T − {uv} containing v and u respectively. The conclusion simply follows from
Extremal ratios
As an analogue of previous studies on other distance-based graph invariants and the number of subtrees, we (in this section) focus on the values of ratios of K (T ) and K T (·), as well as the ratios between the values of K T (·) at different vertices. First note that for a leaf vertex x, K T (x) does not contribute to K (T ) and can even be greater than K (T ) (in the case of a star, for instance), we exclude leaves from the consideration of K T (·). In what follows we let v ∈ LC (T ), u, w ∈ L(T − L(T )). That is, v is in the leaf-centroid that minimizes K T (·) and u, w are vertices adjacent to leaves, where the next largest K T (·) are achieved (a simple consequence of Proposition 2.1).
The extremal values of
Noticing that v ̸ ∈ L(T ) except for a path (in which case the following statement is evidently true), we have the following simple observation.
For any tree T of order at least 3,
with equality if and only if T is a star centered at v.
Proof. It is obvious that K (T ) ≥ K T (v), equality holds if and only if v is the only non-leaf vertex of T , i.e., when T is a star centered at v.
For the maximum value of
for a path on n vertices as each of the n − 2 internal vertices yields the same value for K P n (·).
We first show the following characteristic of an optimal tree that achieves the maximum value of
Lemma 3.2.
For a tree T with |V (T )| = n and v ∈ LC (T ) that obtain the maximum K (T ) K T (v) ≥ n − 2, the induced subtree between v and any leaf must be a path.
Proof. Supposing otherwise, assume u ∈ L(T ) and that some internal vertices on the path P(u, v) have neighbors not on this path. Further assume that P(u, v) is the longest such path and x ∈ V (P(u, v)) be such a vertex that is closest to u and let w be a leaf, with neighbor y, whose closest vertex on P(u, v) is x ( Fig. 3 ). Note that with this setting, all vertices on P(u, v) between x and u are of degree 2.
Case I: If y is of degree 2, consider the tree T ′ = T − {wy} + {wu}, i.e., moving the pendant vertex w from y to u to obtain T ′ from T . Consider the distances contributing to K (·) that has changed from T to T ′ .
• The distance from any internal vertex to w (in T ) is replaced by the distance to y (in T ′ ), which is one less.
• The distance from any internal vertex to u (in T ) is replaced by the distance to w (in T ′ ), which is one more.
• The distance between y and u contributes to both K (T ) and K (T ′ ). • The distance from y (in T ) to any leaf is replaced by the distance from u (in T ′ ), which can only increase.
It is not difficult to see that K T (·) and K T ′ (·) are the same for any vertex that is internal in both T and 
Fig. 4. A comet that maximizes
Case II: If y is of degree at least 3, consider the tree T ′ = T − {wy} + {wv}, i.e., moving the pendant vertex w from y to v to obtain T ′ from T . Again we consider the distances contributing to K (·) that has changed from T to T ′ . Note that all internal vertices (leaves) stay as internal vertices (leaves) from T to T ′ .
• The distance from any other internal vertex to w either increase or decrease by at most
as there are at most n − 2 internal vertices (with at least one of them, say x, has its distance to w either increased or decreased by less than d) and
Hence
yielding a contradiction where the last inequality follows from our assumption that
Remark 2. Lemma 3.2 implies that such an optimal tree is obtained by appending pendant paths to v ∈ LC (T ), in which case a similar (and easier) argument as the proof of Case II will show that one will only increase
shortening'' a shorter pendant path (of length at least 2) and ''extending'' a longer pendant path. Repeatedly doing so yields a comet: a tree formed by identifying one end vertex of a path with the center of a star ( Fig. 4 ). Now we are ready to identify the tree (comet) that maximizes vertices and this maximum value is ∼ 2n 2 27 . Proof. By Remark 2, we may assume the optimal tree is a comet with m internal vertices ( Fig. 4 ). It is easy to verify that v is the unique vertex in LC (T ) and that
maximized when the numerator
3 that maximizes f (m), in which case we have
.
The extremal values of
For the lower bound we have the following trivial statement.
Proposition 3.4. For any tree with given order,
with equality if and only if T is a star centered at u.
To maximize 
with the maximum value ∼ 2n 2 27 .
As a referee pointed out, the motivation of studying
is that the maximum value of K T (·) is attained at such an internal vertex. This is, however, not the case in the above corollary. To answer the natural alternative question, we have:
achieved by the path. Here the maximum is taken over all trees of order n and the minimum over all vertices in L(T − L(T )). Indeed, let maximum K T (·) be achieved at u ∈ L(T − L(T )), then
with equality if and only if T is a path. 
We first present the trivial lower bound achieved by a class of trees named dumbbells, formed by attaching equal number of pendant edges to each end of a path (Fig. 5 ). Note that the star and the path are special cases of dumbbells. Proposition 3.6. For any tree T ,
with equality when T is a dumbbell.
Indeed, equality above implies that all internal vertices are in LC (T ). The conclusion then follows from Corollary 2.2. The maximum value turned out to be also achieved by a comet and the argument is somewhat similar to that for Proof. We first show that for such an optimal tree T and the corresponding u and v, each vertex (excluding v) on the path P(v, u) must be of degree 2. Supposing (for contradiction) otherwise, let y ̸ = v be a vertex on P(v, u) that has a neighbor not in V (P(v, u) ). Let Y denote the component containing y in T − E (P(v, u) ) and T ′ be obtained from T by moving Y from y to v (Fig. 6) .
It is then easy to see that
where v ′ ∈ LC (T ′ ) could be (in theory) different from v, a contradiction. In fact, one can easily show that v ∈ LC (T ′ ).
Now the optimal T is presented as in Fig. 7, where d(v, u) = m − 1 and T v denotes the component containing v in T − E (P(u, v) ).
Let l be the number of vertices of T v in L(T ), then 7 . The optimal tree that maximizes Fig. 8 . A comet that maximizes
maximized (with given m) when l is maximized and K T v (v) is minimized, both of which happen when
T v is a star. Thus T is a comet. Now consider T , a comet ( Fig. 8) with m internal vertices.
We have
The extremal value of
Since the maximum and minimum values are simply reciprocals of each other, we only need to consider the upper bound of
. Note that the optimal case of Proposition 3.7 was obtained when the leaf-centroid vertex v is in L(T − L(T )), we have the following corollary. • K T (u ′ ) K T (v) ≥ 1 with equality when T is a path;
is maximized by a comet. The proof is similar to that of Proposition 3.7 with u ′ being a neighbor of u in the arguments;
is maximized by a comet. This also follows from the proof of Proposition 3.7 with u ′ being a neighbor of u and w ′ being a neighbor of v.
General extremal trees with respect to K (T )
The star and path are extremal among general trees of given order with respect to numerous graph invariants, among which the aforementioned distance-based invariants and the number of subtrees.
It is easy to show that the star stays as an extremal structure for K (T ). On the other hand, the similar is not true for the path. Proof. For a tree T , K (T ) is the sum of the distances between n − |L(T )| internal vertices and |L(T )| leaves, hence a total of (n − |L(T )|)|L(T )| ≥ n − 1 distances. The conclusion follows from noting that each of such distances is at least 1.
To characterize the (perhaps a little surprising) structure that maximizes K (T ) among general trees of given order, we note the following fact without a proof. 
Proof. With given number m of internal vertices, Lemma 4.2 implies that the sum of distances between one leaf u and all internal vertices is
By applying (2) to every leaf of T , we have
with equality if and only if T is formed by attaching a total of n − m pendant edges to a path of length m − 1 (with at least one pendant edge at each end) ( Fig. 9 ).
Setting 0 = f ′ (m) = 1 2 (−3m 2 + 2(n − 1)m + n) Fig. 9 . A maximizing tree with respect to K (T ).
yields that f (m) is maximized when
n.
Remark 5. Unlike most (if not all) other known results regarding general extremal trees, the extremal structure in this case is evidently not unique.
Extremal trees with given degree sequence
The degree sequence of a tree T is the nonincreasing sequence of the degrees of its vertices.
Compared with the study of the extremal values of K (T ) (or other aforementioned graph invariants) among general trees, the similar study among trees of given degree sequence is more complicated.
Maximizing K (T )
With respect to many graph invariants, two important facts are known:
• The caterpillar (a tree whose removal of leaves yields a path) is extremal among trees with given degree sequence [13, 14, 17, 22, 28] . For instance, the distance-based invariants are maximized and the number of subtrees is minimized by a caterpillar;
• Among caterpillars of the same degree sequence, the optimal caterpillar depends on the degree sequence and hence no universal characterization exists. See, for instance, [3, 15, 27, 29] for such discussions on the Wiener index and the number of subtrees.
We will show that K (T ) is also maximized by a caterpillar among trees with given degree sequence. But first we establish a simple but perhaps surprising fact that the greedy caterpillar maximizes K (T ) among all caterpillars of the same degree sequence.
Definition 1 (Greedy Caterpillars).
A greedy caterpillar is a caterpillar where the path formed by the internal vertices can be labeled as v 1 v 2 . . . v k such that
For example, Fig. 10 shows a greedy caterpillar with degree sequence {6, 6, 5, 4, 4, 1, . . . , 1}. Proof. Suppose (for contradiction) that K (T ) is maximized by a caterpillar T that is not greedy. Let the path P = v 1 v 2 . . . v k be formed by the internal vertices of T and d i be the degree of v i for any 1 ≤ i ≤ k. Since T is not greedy, there exist a and b such that 
Similarly, for any leaf neighbor w of v b , we have
Under the condition a < b ≤  k 2  , simple calculation shows
and hence
by noting that the distances between other leaves and internal vertices stay the same in T and T 1 , a contradiction.
Next we show that K (T ) is indeed maximized by a caterpillar among trees of given degree sequence.
Proposition 5.2. Among all trees of the same degree sequence, K (T ) is maximized by a caterpillar.
Proof. Let P(u, v), u := u 0 u 1 . . . u k−1 u k =: v, be a longest path in T . If T is not a caterpillar, let x be the smallest subscript such that u x has a neighbor w ̸ ∈ L(T ) ∪ V (P(u, v)) (note that x ≥ 2). Let S be the component containing w in T − {u x w} and consider T ′ obtained from T by ''moving'' S from w to u (Fig. 11 ).
From T to T ′ , we specifically consider the distances changed in K (·):
• D(I S , < x) := the sum of distances between the internal vertices of S and the leaves adjacent to u i for 1 ≤ i ≤ x − 1. Here w (u) is considered as an internal vertex in S when considering T (T ′ );
• D(I S , ≥ x) := the sum of distances between the internal vertices of S and the leaves in the components containing u i for x ≤ i ≤ k − 1 (except for those in S);
• D(L S , ≥ x) := the sum of distances between the leaves of S and the internal vertices in the components containing u i for x ≤ i ≤ k − 1 (except for those in S). Fig. 11 . Generating T ′ from T . It is obvious that the sum of distances between other pairs of internal-leaf vertices stay the same from T to T ′ . Let D(·, ·) and D ′ (·, ·) denote the corresponding functions (defined above) for T and T ′ respectively, it is then easy to see that
and < x) ). If K (T ′ ) − K (T ) > 0, then we have a contradiction. Otherwise, assume that K (T ′ ) − K (T ) ≤ 0 and
by (6) . Now let y ≥ x be the largest subscript such that u y has a non-leaf neighbor w ′ ̸ ∈ V (P(u, v) ) and consider the tree T ′′ obtained from T by ''moving'' R from w to v. Here R is the component containing w ′ in T − {u y w ′ } (Fig. 12 ). From T to T ′′ , we define similar functions D(·, ·) and D ′′ (·, ·) with respect to R and y. Then we have
and > y) ). Note that, from (5) and (7) we have (D ′ (I S , < x) − D(I S , < x)) < 0 and that the decrease from D(I S , < x) to D ′ (I S , < x) is more than the increase from D(I S , ≥ x) to D ′ (I S , ≥ x). Intuitively speaking, this implies that the number of leaves that are closer to u is larger than that of those closer to v.
Since y ≥ x, from the above discussion we have With (8)-(10), we have
Remark 6. With Propositions 5.1 and 5.2, we see that the greedy caterpillars maximize K (T ) among all trees with given degree sequence. It is obvious from the definition that the greedy caterpillar is not necessarily unique. However, this is still a far more precise extremal structure than just ''some caterpillar'', which was the case with other graph invariants.
Minimizing K (T )
We first present the formal definition of a greedy tree, previously shown to minimize many other distance-based graph invariants and maximize the number of subtrees [2, 4, 13, 19, 21, 22, 30, 31] . Definition 2 (Greedy Trees). With given vertex degrees, the greedy tree is constructed through the following ''greedy algorithm'':
(i) Label the vertex with the largest degree as v (the root). (ii) Label the neighbors of v as v 1 , v 2 , . . . , assign the largest degrees available to them such that deg(v 1 ) ≥ deg(v 2 ) ≥ · · ·. (iii) Label the neighbors of v 1 (except v) as v 11 , v 12 , . . . such that they take all the largest degrees available and that deg(v 11 ) ≥ deg(v 12 ) ≥ · · ·, then do the same for v 2 , v 3 , . . . .
(iv) Repeat (iii) for all the newly labeled vertices, always start with the neighbors of the labeled vertex with largest degree whose neighbors are not labeled yet.
For example, Fig. 13 shows a greedy tree with degree sequence {4, 4, 4, 3, 3, 3, 3, 3, 3, 3, 2, 2, 1, . . . , 1}.
The goal of this section is to show the following statement.
Proposition 5.3. Among all trees with given degree sequence, the greedy tree minimizes K (T ).
For this proof we need the concept of level-greedy trees, first introduced in [13] . Definition 3 (Level-Greedy Trees [13] ). For i = 0, 1, . . . , H, let multisets {a i1 , a i2 , . . . , a iℓ i } of nonnegative numbers be given such that ℓ 0 = 1 and
Assume that the elements of each multiset are sorted, i.e., a i1 ≥ a i2 ≥ · · · ≥ a iℓ i . The level-greedy tree corresponding to this sequence of multisets is the rooted tree whose jth vertex at level i has outdegree a ij .
Likewise, if sorted multisets {a i1 , a i2 , . . . , a iℓ i } of nonnegative numbers are given for i = 0, 1, . . . , H such that ℓ 0 = 2 and
then the level-greedy tree corresponding to this sequence of multiset is the edge-rooted tree (i.e., there are two vertices at level 0, connected by an edge) whose jth vertex at level i has outdegree a ij .
Every greedy tree is obviously also level-greedy. Fig. 14 shows a level-greedy tree (but evidently not greedy) corresponding to the following sequence of multisets: {a 01 = 3}, {a 11 = 4, a 12 = 2, a 13 = 1}, {2, 2, 2, 1, 1, 0, 0}, {1, 1, 0, 0, 0, 0, 0, 0} and {0, 0}.
Lemma 5.4. Consider the set of all rooted trees whose outdegrees at each level i are given by a multiset {a i1 , a i2 , . . . , a iℓ i } as in Definition 3. Among all such trees, the level-greedy tree minimizes the value of K (T ).
Proof. We proceed by induction on the order n of the tree. The initial cases are trivial.
Consider such a tree T with root v and its neighbors v 1 , v 2 , . . . , v k where k = a 01 . Let T i (1 ≤ i ≤ k) denote the subtree (rooted at v i ) induced by v i and all its descendants. Construct T ′ by joining T i 's through identifying v i 's for 1 ≤ i ≤ k (denoted by v ′ , Fig. 15 ).
Note that leaf neighbors of v in T will not affect the structure of T . Thus we can assume, without loss of generality, that |V (T i )| > 1 for all 1 ≤ i ≤ k.
Let
x i = |V (T i ) ∩ L(T )| (i.e., the number of leaves of T in T i ) Fig. 15 . The trees T (on the left) and T ′ (on the right). and y i = |V (T i ) ∩ (V (T ) − L(T ))| (i.e., the number of internal vertices of T in T i ).
Note that for any pair of internal vertex u and leaf w of T , we have:
Consequently we have
With given degrees on each ''level'' of the tree, K T (v) and K T ′ (v ′ ) are constants regardless of the structure of T or T ′ . And by inductive hypothesis, K (T ′ ) is minimized when T ′ is level greedy (with the modified level degree sequences), which is the case when T is level greedy.
Hence, it is now sufficient to show that the level greedy tree minimizes
or equivalently, that the level greedy tree maximizes
y i are both constants with given level degree sequences.
Under all possible ''reshuffled'' trees, it is clear that the level-greedy tree maximizes x 1 +x 2 +· · ·+x h and y 1 +y 2 +· · ·+y h for all 1 ≤ h ≤ k. Our conclusion then follows from the following fact established in [13] .
Claim 5.5 ([13] ). Suppose that the sequences (x 1 ,
for all 1 ≤ h ≤ m and all permutations σ of {1, 2, . . . , m}. Then
Now let the non-decreasing sequences (x 1 , . . . , x m ), (y 1 , . . . , y m ) be from a level-greedy tree and (x ′ 1 , . . . , x ′ m ), (y ′ 1 , . . . , y ′ m ) be from any tree with the same outdegrees on each level. Clearly (12) is satisfied and hence the level-greedy tree minimizes the K (T ).
Essentially the same argument implies the following statement regarding edge-rooted trees. Lemma 5.6. Consider the set of all edge-rooted trees whose outdegrees at each level are given by a multiset {a i1 , a i2 , . . . , a iℓ i } as in Definition 3. Among all such trees, the level-greedy tree minimizes K (T ).
As pointed out in [13] , Lemmas 5.4 and 5.6 imply the following semi-regular property, introduced in [19] .
Definition 4 (Semi-Regular Property [19] ). Given any path with non-leaf end vertices u, v ∈ V (T ), then for the set of subtrees {T 1 u , . . . , T a u } attached to u and {T 1 v , . . . , T b v } attached to v such that v ̸ ∈ T i u and u ̸ ∈ T j v holds for each i and j, either
The importance of the semi-regular property lies in the following fact obtained in [19] .
Lemma 5.7. A tree with given degree sequence satisfying the semi-regular property is a greedy tree.
Proposition 5.3 simply follows from Lemmas 5.4, 5.6 and 5.7.
Extremal trees with different degree sequences
As mentioned earlier, the comparison of the extremal trees (in our case, the greedy trees and the greedy caterpillars) of different degree sequences is of practical interests as many extremal statements follow. For an example of studies on comparing extremal trees with different degree sequences, see [31] .
Consider two nonincreasing sequences π = (d 0 , . . . , d n−1 ) and π
for k = 0, . . . , n − 2 and n−1
then π ′ is said to majorize the sequence π , denoted by π ▹ π ′ .
Note that π ′ > π in the lexical ordering. The following fact greatly simplifies our study. Lemma 6.1 ([24] ). Let π = (d 0 , . . . , d n−1 ) and π ′ = (d ′ 0 , . . . , d ′ n−1 ) be two nonincreasing graphic degree sequences. If π ▹ π ′ , then there exists a series of graphic degree sequences π 1 , . . . , π m such that π ▹ π 1 ▹ · · · ▹ π m ▹ π ′ , where π i and π i+1 differ at exactly two entries, say
With Lemma 6.1, the following can be shown in a way similar to Theorem 2.4 in [31] . We need, however, the additional constraints that the corresponding trees under consideration have the same number of leaves. Proposition 6.2. For two different degree sequences π and π ′ with the same number of 1's, if π ▹ π ′ , then
where T * π and T * π ′ are the greedy trees with degree sequences π and π ′ respectively. Fig. 16. π = (4, 4, 3, 3, 3, 3, 2, 2, 1, . . . , 1) and π ′ = (4, 4, 4, 3, 3, 2, 2, 2, 1, . . . , 1). Proof. By Lemma 6.1, it is sufficient to show the statement for degree sequences π = (d 0 , . . . , d n−1 ) ▹ (d ′ 0 , . . . , d ′ n−1 ) = π ′ that differ only at the jth and lth entries with d ′
Let T ′ π ′ be the tree constructed from T * π by removing the edge vw and adding an edge uw, where u and v are the vertices corresponding to d j and d l respectively and w is a child of v (Fig. 16 ). Evidently T ′ π ′ has degree sequence π ′ .
Let T ′ be the tree obtained from T * π after removing w and its descendants. Then the next fact follows from the structure of the greedy tree T * π . We state the claim in a specific way but skip the proof as it follows from routine examination of components in a greedy tree (see, for instance, [22, 28, 31] ). Claim 6.3. Let the path from u to v in T ′ be P(u, v) = uu 1 u 2 . . . u m (z)v m . . . v 2 v 1 v where the existence of z depends on the parity of d(u, v). Let U, U i , V , V i , Z denote the components containing u, u i , v, v i , z respectively in T ′ − E(P(u, v)) ( Fig. 17 ). Then we have, for any k ≥ 1,
Here KL k (T , x) denotes the number of leaves y ∈ V (T ) such that d(x, y) ≤ k and KI k (T , x) denotes the number of internal vertices y ∈ V (T ) such that d(x, y) ≤ k.
In particular, the above claim implies that there are more internal or leaf vertices closer to u in T ′ than those from v. Since the change of K (·) from T * π to T ′ π ′ is only contributed from the distances from w and its descendants to others, simple calculations show that (see, for instance, [22] )
The previously established analogues of Proposition 6.2 has many applications in characterizing the extremal trees under different constraints (see for instance, [31] ). Most of such applications, however, require us to be able to compare greedy trees of different number of leaves. Unfortunately this is not the case with K (T ).
Consider, for instance, degree sequences π = (2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 1, 1) ▹ (3, 2, 2, 2, 2, 2, 2, 2, 2, 2, 1, 1, 1) = π ′ and the corresponding greedy trees T * π and T * π ′ . Simple calculations show that K (T * π ) = 132 < 138 = K (T * π ′ ).
Remark 7.
In the previous studies of other graph invariants, the greedy tree is the only extremal structure that was compared between different degree sequences (since the extremal caterpillar cannot be specifically determined). In the case of K (T ), it is easy to see that the greedy caterpillars of different degree sequences (but with the same number of leaves) can be compared in a similar manner.
Concluding remarks
In this study, we attempted to provide a comprehensive (to the best of our knowledge) study of the distances between vertices and leaves, seemingly the only distance-based graph invariant left open from previous studies. Results analogous to those of other invariants with respect to the middle parts, extremal ratio of functions, extremal structures, and comparison of extremal structures with different degree sequences are provided. Our main intention is to somewhat complete the study of such questions on distance-based graph invariants of trees, and provide more insights on their correlations to other invariants such as the number of subtrees.
