N n denotes the space of n orthonormal vectors in the standard Euclidean space R N for every integers 1 n N and if we set for all ( u , (x , y) 
Φ N 2 (u , (x , y)) := 1 i , j N u i u j x i x j + y i y j , it suffices to prove that for each integer N 3 we have:
and here we leave the realm of Banach spaces geometry, and from now on our only goal will be to estimate the maximum of this function.
For any (x , y) ∈ O N 2 , the symmetric matrix P x , y := ((x i x j + y i y j )) i , j ∈ Sym N represents the orthogonal projection onto the plane P x , y ∈ O N 2 /O 2 generated by x and y in the euclidean space R N , that is then regarded as sitting into ( R N , ∞ ): this, and a clever use of the Cauchy-Schwartz inequality in a probabilistic approach explain the formulae above. Moreover, it explains the invariance of Φ and we can conclude by induction (we will compute λ 3 2 = 4/3 in section 4), and else in sections 1 to 4 we will reduce by symmetry to the case where N = 2 s + 1 for an integer s 2 and: Φ N 2 (u , (x , y)) = φ A (u , (x , y)) = 1 i , j N a i , j u i u j x i x j + y i y j ,
where A = ((a i , j )) 1 i , j N is a given symmetric matrix with coefficients in {−1 , 1} . In section 5, the study of the critical points of φ A will allow us to prove that if λ N 2 > λ N −1 2 , then there exists two real numbers α and β such that 1/3 < β α 1 and α + β > 4/3 , and a finite sequence: 0 θ 1 < θ 2 < · · · < θ s < θ s+1 < θ 1 + π < 2 π satisfying the induction relation for each 1 k s :
2 , the boundary condition: β sin θ 1 sin θ s+1 + α cos θ 1 cos θ s+1 = 1 2s + 1 and the equation:
cos θ k + θ k+1 = (s + 1) β − s α (2s + 1) (α + β) − β sin θ 1 sin θ s+1 .
Then we will prove numerically that such a sequence doesn't exist, which proves Grünbaum conjecture by induction: for s large enough, each θ k approximates y 2 k − 2 2 s + 1 , where the function y : [ 0 , 1 ] → R satisfies the differential equation:
with the initial condition y(0) = θ 1 ∈ [ 0 , π [ , the boundary condition:
y(0) y(1) y(0) + π and α cos y(0) cos y(1) + β sin y(0) sin y(1) = 0 and the integral equation (which is indeed another boundary condition):
y (1) y(0) α β cos(2 x) dx α 2 cos 2 x + β 2 sin 2 x + α − β α + β + α β sin( 2 y(0) ) α 2 cos 2 y(0) + β 2 sin 2 y(0) = 0 and we will get in sections 6 to 8 explicit estimates for this kind of "middle-point at the goal method", which will allow us to reduce the problem to the numerical study of the minimum of a function of 3 variables, which will be done (using Maple) in section 9, where we will conclude for s 15 since these conditions are incompatible. The remaining cases where 2 s 14 will be treated similarly in section 10, but will require procedures in C (using Code::Blocks) in order to keep the computation time reasonable: on my own PC, the Maple procedures take less than 2 hours and the C procedures take less than 6 hours. Finally, in the last sections we will get the estimates on the partial derivatives of the relevant functions that are needed in sections 9 and 10 in order to conclude.
1 The symmetries of Φ N and the matrix of signs , thus we are free to change the sign of (x i , y i ) for each 1 i N . If x N = y N = 0 , let x = ( x * , 0) , y = ( y * , 0) and u = ( u * , u N ) where u * , x * , y * ∈ R N −1 and u N ∈ [−1 , 1] , thus ( x * , y
, and we get:
thus, arguing by induction, we can assume that Φ N 2 attains its maximum at a point where ( x i , y i ) = 0 for all 1 i N . For all ( x , y) ∈ O N 2 , the matrix ((x i x j + y i y j )) 1 i , j N represents the orthogonal projection onto the plane P x , y generated by (x , y) , thus if ( x , y ) is another orthonormal basis of P x , y we have:
If N = 2 , we can thus assume that ( x , y) is the canonical basis to get λ 2 2 = 1 , which is geometrically obvious.
For each ( x , y) ∈ O N 2 and every 1 i , j N , let a i , j (x , y) ∈ {−1 , +1} be the sign of x i x j + y i y j where 0 is positive, thus A (x , y) ∈ A N ⊂ Sym(N) ⊂ M N (R) is a symmetric matrix having coefficients in {−1 , 1} and diagonal coefficients equal to 1 . For
attains its maximum at (u , (x , y)) , it is also the maximum of the differentiable function φ A where A = A(x , y) depends only on P x , y : this trick is due to Chalmers and Lewicki, like the beginning of the next section.
2 The critical points of φ A For each integer N 2 and every symmetric matrix B ∈ Sym(N) , let Q B be the quadratic form with matrix B in the canonical basis, and for all v ∈ R N let D v be the diagonal matrix with diagonal v . For each A ∈ A N and every ( u , (x , y) 
where
satisfies: B u = λ u where λ ∈ R is a Lagrange multiplier and we get: Q B (u) = λ , which proves that the maximum of
is the largest eigenvalue of B .
Similarly, let Q an orthonormal basis ( x , y ) of P x , y satisfying:
B ( x , y) and:
is the sum of the two largest eigenvalues of B . Moreover, we get: A( x , y) = A(x , y) and B x , y , A = B x , y , A since these matrices only depend on P x , y , so if Φ N 2 attains its maximum λ
If α β = 0 and if there exists an index 1 i N such that u i = 0 , we get moreover: x i = y i = 0 , and we saw that this implies λ
u D y y = (α + β) u since diagonal matrices commute, and we obtain:
Finally, for all A ∈ A N , for all u ∈ O N 1 and for all x ∈ O N 1 we get:
by the Cauchy-Schwartz inequality, so all eigenvalues of B u , A are at most 1 . But we have λ we obtain: α > 0 and β > 0 , hence the above condition α β = 0 is fulfilled.
The cases where A is singular
Assume that N 3 and Φ N 2 attains its maximum λ
, thus we can suppose that u i > 0 for all 1 i N , and let A = A(x , y) ∈ A N be the matrix of signs. If two rows (thus to columns) of A are equal, we can assume by the above symmetries that the last two lines of A are equal to ( 1 · · · 1 ) , and M * ∈ Sym(N − 1) will denote thereafter the matrix obtained by removing the last line and column of each symmetric matrix M ∈ Sym(N) and we will set v
We thus have A * * ∈ A N −2 and:
and since u N = 0 we can set: 
, and in both cases we obtain λ
and we can conclude by induction.
The case where A is nonsingular
Assume that N 3 and Φ N attains its maximum λ
, so we can suppose that u k > 0 and (x k , y k ) = 0 for all 1 k N . By changing the basis of P x 0 , y 0 , then changing the sign of each (x k , y k ) , then permuting all the coordinates, we can obtain by the above symmetries (x , y) ∈ O N 2 such that Φ N 2 (u , (x , y)) = λ N 2 and:
. . , R 1 sin φ 1 , ρ 1 cos ψ 1 , . . . , ρ t cos ψ t and y = 0 , R s cos φ s , . . . , R 1 cos φ 1 , −ρ 1 sin ψ 1 , . . . , −ρ t sin ψ t where s + t + 1 = N , where we have: R i > 0 and 0 < φ i π/2 for each 1 i s and ρ j > 0 and 0 < ψ j π/2 for each 1 j t , and where the finite sequences (φ i ) 1 i s and (ψ j ) 1 j t are increasing. Writing each v ∈ R N as:
we get:
i , j = +1 , and similarly:
, and if 1 i s and 1 j t we get:
where −π/2 < φ i −ψ j < π/2 decreases with both indexes k + i = s+2−i and l − j = s+1+j , thus the symmetric sign matrix A(x , y) writes:
where C ∈ M s , t ( {−1 , +1} ) " has -1's bottom right", that is if c k 0 , l 0 = −1 we have: c k , l = −1 for all k k 0 and all l l 0 . Since A cannot have to equal lines due to the previous section, the lines of C must be distinct and distinct from (1 . . . 1) thus t s , as well as its columns thus s t . We infer t = s hence N = 2 s + 1 , and (up to symmetries): 
, and since a
where −π/2 < φ i −ψ j < π/2 for all 1 i , j s we can conclude that:
Moreover, if we had φ i = ψ i for a certain index i , we could change the convention on the sign of a + − i , i = 0 to obtain a matrix with to equal lines which is excluded, so we get finally:
If s = 1 and λ 3 2 > λ 2 2 = 1 we get thus:
/27 ] we get: P u = P + σ and the sum of all three roots of P u equals 1 , hence the sum b 1 + b 2 of the largest two is maximal when the least b 3 is minimal, that is when σ = 4/27 is maximal, and we conclude that: λ
If we have N > 3 and Φ N 2 attains its maximum λ
, section 4 proves that N = 2 s+1 is odd and gives the matrix A = A(x , y) up to symmetries, and in sections 1 and 2 we obtained after changing the basis of P x , y : D u A D u x = α x , D u A D u y = β y and φ A (u , (x , y)) = α + β , so we can assume that 1/3 < β α 1 , and: α x k 2 + β y k 2 = (α + β) u k 2 where u k > 0 for all 1 k N , which leads to:
where after this change of basis of P x , y (which writes φ k → φ k + φ 0 and ψ k → ψ k − φ 0 for each 1 k s) and this affinity in each plane (y k , x k ) we get:
since half-planes are preserved by linear transformations. We also have:
u v , thus if we set:
.
For each 0 k s , the first system implies:
thus either cos ϕ k−1 = cos ϕ k or:
but in the first case, we get sin θ k = 0 thus cos θ k = 0 , hence sin ϕ k−1 = sin ϕ k thus sin ϕ k−1 = − sin ϕ k , hence the second equation is always fulfilled, and it also writes:
Similarly, the second system implies for each 0 k s :
and we infer from these equations:
But for each 0 k s we obtain by the first system:
, and similarly by the second:
thus it comes by adding these equations: β x 2 + α y 2 = (2 s + 1) (α + β) h , but we must have: x = y = 1 thus we finally infer: h = 1 2 s + 1 .
But we also have:
the systems above we infer:
hence x = 1 implies (since cos ϕ 0 = sin θ s+1 and sin θ 0 = − cos ϕ s ):
Moreover, we obtained for each 1 k s :
and this system in (α sin ϕ k , β cos ϕ k ) has determinant sin θ k − θ k+1 < 0 so it comes:
, which implies (since cos 2 ϕ k + sin 2 ϕ k = 1) :
hence by the usual trigonometric formulae:
, and we get the induction relation:
which determines θ k+1 knowing θ k (see section 6). Moreover, we obtained the relation:
which is a boundary condition on the sequence (θ k ) 1 k s+1 , and the "norm equation":
hence by the above expression of β cos ϕ k :
and, by usual trigonometric formulae, we can finally write the norm equation as:
Moreover, these three relations are invariant under the global translation θ k → θ k + π for 1 k s + 1 , thus we can assume hereafter that: 0 θ 1 < π .
6 The differential equation , we obtained two real numbers 1/3 < β α 1 satisfying α + β > 4/3 and a finite sequence:
satisfying the induction relation for each 1 k s :
hence if s is large enough, each θ k+1 − θ k is small and it becomes:
thus each θ k approximates y 2 k − 2 2 s + 1 by some kind of "middle-point at the goal method", where y : [ 0 , 1 ] → R satisfies the the differential equation:
and the initial condition y(0) = θ 1 . First of all, we compute easily:
] where x 0 = arccos(2 h) , and we have:
] , thus there exists a unique point
] such that: g θ (δθ) = 0 . This shows that the induction relation determines θ k+1 knowing θ k , and we get:
For each ϕ 0 ∈ R , consider on one hand: ϕ 1 = ϕ 0 + δϕ 0 and ϕ 2 = ϕ 0 + 2 δϕ 0 as above, and on the other hand, let y be the solution of y ′ = f (y) satisfying y(0) = ϕ 0 and set: ϕ 1 = y(h) and ϕ 2 = y(2 h) . We obtain:
24 and y (4) ∞ 160 . We infer at first that: ϕ 0 ϕ 2 6 h , but if we write:
where 0 < t 1 < h < t 2 < 2 h , we obtain moreover:
, and we have: f (ϕ 1 ) 1/α 1 , thus if we set:
that is the essence of the quadratic convergence of the middle-point method, and from now on we will assume that s 15 . In the same way, we have first:
where 0 < t 3 < h < t 4 < 2 h , hence:
2 , but if we write:
and
where 0 < t 5 < h < t 6 < 2 h , we obtain moreover:
thus since f is 2-Lipschitz:
Similarly, we obtained above:
as well as: 0 ∆ϕ 0 3 h hence: sin ∆ϕ 0 − ∆ϕ 0 9 2 h 3 and we infer at first:
but we get now:
but we have:
0.17 f 3 (ϕ 1 ) and we obtain:
which is a better estimate. Finally, we have to estimate the derivative of g ϕ 0 : we have: 0 δϕ 0 arcsin(3 h) and:
93 , and since we have: g ϕ 0 (δϕ 0 ) = 0 we get a first estimate that would require too much computations:
But now we can improve numerically this estimate in order to reduce the computation time later on. We obtained first:
, and:
We obtain finally:
where M is the maximum of the function G defined by: , and for N = 140 it answers M < 10 in 50 minutes, thus we can conclude that: | ϕ 2 − ϕ 2 | 20 h 3 and the "consistency error in the middle" is:
For all integers 0 j 2 s + 1 let t j = j h , and for all integers 1 k s let y k be the solution of y ′ = f (y) such that y k (t 2 k−2 ) = θ k and let θ k+1 = y k (t 2 k ) as above. Set y = y 1 , and for all 1 k s + 1 set:
thus by the Gronwall lemma:
for all integers 1 k s , hence it comes:
by the above estimate, thus for all integers 1 k s + 1 we get:
where y is the solution of y ′ = f (y) satisfying y(0) = θ 1 . Moreover, we also get: | (y − y k ) (t 2 k−1 ) | e 2 h ε k for all 1 k s and we obtained:
thus it comes:
7 The boundary condition
When θ 1 is fixed, θ s+1 goes to y(1) when s goes to infinity, and the boundary condition:
where θ 1 < θ s+1 < θ 1 + π becomes: y(1) = θ ⊥ where g(θ ⊥ ) = 0 and θ 1 < θ ⊥ θ 1 + π , thus if we set: θ ⊥ = θ 1 + π/2 + φ with −π/2 < φ π/2 it comes:
as well as: cos θ ⊥ = −β sin θ 1 α 2 cos 2 θ 1 + β 2 sin 2 θ 1 , sin θ ⊥ = α cos θ 1 α 2 cos 2 θ 1 + β 2 sin 2 θ 1 ,
The main point here is that θ s+1 approximates indeed y(1 − h) instead of y(1) , thus one more half-step of our middle-point method will give a better estimate of y(1), hence a sharper boundary condition for the differential equation. For each φ ∈ R we have:
hence we obtain: θ s+1 = θ ⊥ − arcsin h f (θ ⊥ ) , but we have: f ∞ 3 thus it comes:
4.7 h 3 since we assume that s 15 . The function z such that z ′ = f (z) and z(1) = θ ⊥ also satisfies: | z ′′ (t) | 4 for all t hence:
thus we obtain: | z(1 − h) − θ s+1 | 2 h 2 + 4.7 h 3 , hence by the above estimate:
But f is 2-lipschitz, thus we get:
, hence:
Moreover, we obtain: g(φ) = − α 2 cos 2 θ 1 + β 2 sin θ 1 sin φ−θ ⊥ ) for all φ ∈ R , hence:
as above, then it comes:
4.66 h 2 since α β 1/3 , hence:
and we get the following estimate which will be useful in the next section:
The integral equation
The norm equation writes:
and for all 1 k s we obtained in section 6:
whenever s 15 , thus:
cos 2 y(t 2 k−1 ) denotes the approximation of 1−h 0 cos 2 y(t) dt obtained by the middle point method, we get first:
If we set now: g(t) = cos 2 y(t) for all t ∈ R , we get:
hence we obtain: g ′′ ∞
36
, thus the middle point method gives the estimate: cos θ k + θ k+1 + h cos 2 y(1) , thus we get: S = (2 s + 2) β − 2 s α (2 s + 1) (α + β) − 2 β sin θ 1 sin θ s+1 + h cos 2 y(1) by the norm equation. But we obtained above:
where: cos θ ⊥ = −β sin θ 1 α 2 cos 2 θ 1 + β 2 sin 2 θ 1 and sin θ ⊥ = α cos θ 1 α 2 cos 2 θ 1 + β 2 sin 2 θ 1 , hence it comes: | S − T | 4.66 h 2 + 10 e 2 − 6 h 3 where:
We get finally the integral equation for all integers s 15 :
where: C 1 = 4.66 + 10 e 2 − 6 1 31 + 5 e 2 − 1 42.79 , but f never vanishes, thus:
and the integral equation becomes a second boundary condition:
9 Numerical study of the asymptotic case ), we set θ = θ 1 ∈ [ 0 , π ] and we proved that the solution y : [ 0 , 1] → R of:
such that y(0) = θ satisfies: 
One can easily check numerically that these conditions are incompatible, but in order to turn this fact into a proof in a reasonable computation time we need sharp estimates based on a suitable change of variables. Setting: γ = β α ∈ 1 3 , 1 we obtain:
for all t ∈ R , and in the limit case we get: CB(α , β , θ) = 0 , thus:
hence: 1/β = B (γ , θ) and α = β/γ where:
∂ϕ ∂θ (γ , θ) = γ cos 2 θ + γ 2 sin 2 θ and we obtained: sin θ ⊥ = cos θ cos 2 θ + γ 2 sin θ , so we get finally: ∂B ∂θ (γ , θ) = 0 . Therefore, the function B doesn't depend on θ , and if we choose θ = 0 we get: θ ⊥ = π/2 , and we obtain a Jacobi function:
We will now compute two real numbers δ , µ > 0 such that:
| CB(α , β , θ) | δ and α + β 4 3 =⇒ EN(α , β , θ) µ , which will allow us to conclude for s large enough. Setting:
we get: y(1) = ϕ(γ , θ) + ν and α(γ , θ , ν) = β(γ , θ , ν) / γ where:
be the compact set defined by:
We will estimate µ(δ) = min (γ , θ , ν) ∈ ∆ E(γ , θ , ν) using only the following obvious lemma.
. Let E ⊂ K be a finite set and let δ ∈ R p + such that for all x ∈ K , there exists y ∈ E satisfying:
Hereafter, the set E will be called a net with step 2 δ k in the k-th variable and the number p k=1 M k δ k will be called the uncertainty of this approximation of the minimum of F .
Notice that if the set K is not convex, but the function F is C 1 on its convex hull K , it suffices to obtain the estimates M k on K , and that the same is true if we get these estimates on a set D such that for each x ∈ K , there exists y ∈ E and a sequence (z k ) 0 k p satisfying: z 0 = x , z p = y , z k − z k−1 proportional to the k-th vector of the canonical basis of R p (up to permutation) and
In order to conclude for s 15 it suffices to prove that: µ(0.0354) 0.0446 , but if we estimate roughly the derivatives of E the uncertainty will be too big to conclude in a reasonable computation time: the worse case is when γ is small because of all the terms in 1/γ k , and we will first reduce the range in γ . We have:
B(γ) + δ/γ , thus the condition: α = β/γ 1 implies: γ B( γ) − 1 −δ where δ = 0.0354 . We get easily:
for all γ ∈ [ 1/ 3 , 1 ] , thus the Maple procedure:
n:=500; MM:=-1000: for igammaa from 0 to n do gammaa:=evalf(1/3+(0.414-1/3)*igammaa/n): h:=gammaa*InverseJacobiAM(Pi/2,sqrt(1-gammaa^2))-1: if h>MM then MM:=h: fi: od: M:=evalf(MM + 5*(0.414-1/3)/(2*n));
answers: max γ B(γ) − 1 , 1/ 3 γ 0.414 < −0.0355 < −δ , hence we can assume that: 0.414 γ 1 . In order to estimate the minimum of the function E , we have to estimate its partial derivatives, which will be done in section 11 by lengthy computations and numerical studies: we will obtain the estimates:
delta:=0.0354; coefferr:=evalf(2.48*delta/2+4.41*Pi/(2*79)+4.33*0.586/(2*64)); n:=6; err:= evalf(coefferr/n); mm:=1000: for igamma from 0 to 64*n do gammaa:=evalf(0.414+0.586*igamma/(64*n)): for itheta from 0 to 158*n-1 do theta:=evalf(Pi*itheta/(158*n)): thetaperp:=evalf(theta+Pi/2-arctan((1-gammaa)*sin(theta)*cos(theta) /(1-(1-gammaa)*(sin(theta))^2))): for inu from -n to n do y1:=evalf(thetaperp+delta*inu/n): beta:=evalf(1/int(1/sqrt(1-(1-gammaa^2)*(sin(t))^2), t=theta..y1)): alpha:=beta/gammaa: if alpha<=1 then if beta<=alpha then if alpha+beta>=4/3 then E:=evalf((1-gammaa)/(1+gammaa)+beta*( sin(2*theta)/sqrt((1-(1-gammaa^2)*(sin(theta))^2)) +int(cos(2*t)/sqrt(1-(1-gammaa^2)*(sin(t))^2),t=theta..y1))): if E < mm then mm:=E: fi:fi:fi:fi:od:od:od: mm; mu:=evalf(mm-coefferr/n);
realizes an uncertainty of 0.1514/n on the minimum µ(δ) of the function E on the domain ∆ ⊂ D where D is convex. It answers in 60 minutes: µ(0.0354) > 0.0484 > 0.0446 , and we can conclude that: λ
for all s 15 .
Iteration in the initial cases
To complete the proof, it remains to deal with the cases where 2 s 14 , and to keep the computation time reasonable we will have to implement the equations in C after simplifying them. First of all, we rewrite the induction relation as obtained in section 5:
This change of variables writes:
and D ⊂ R 2 will hereafter denote the domain so defined. If we set moreover:
then for all 1 k s we have: A cos θ k cos θ k+1 + B sin θ k sin θ k+1 = C with the boundary condition: α cos θ 1 cos θ s+1 +β sin θ 1 sin θ s+1 = 1 2s + 1 and the norm equation:
Setting: x k = A cos θ k and y k = B sin θ k we get:
2 and:
for all 1 k s , and after a few computations we get for all 1 k s :
The boundary condition becomes:
and the norm equation becomes:
and we will now prove numerically that the function m = min(| cb | , | en |) is nonzero, which will complete the proof. The estimates of the derivatives of these iterate functions of 3 variables will take the remaining of this paper: the uncertainty on m is at most the maximum of uncertainties on cb and en and the relevant domain 
where:
(1 − γ) sin θ cos θ cos 2 θ + γ sin 2 θ and:
thus: θ θ ⊥ θ + π . In order to estimate the partial derivatives of E , the most efficient way is a numerical study of their approximate expressions of 2 variables, where we get rid of the small variable ν . First we get, since the function B decreases:
hence: 0.4143 β min β β max 0.6733 , and moreover:
and we obtain: | D ′ (γ) | π/(2 γ 2 ) 29 , thus the Maple procedure:
n:=50000: mm:=100: for igamma from 0 to n do gammaa:=evalf(0.414+0.586*igamma/n): B:=InverseJacobiAM(Pi/2,sqrt(1-gammaa^2)):h:=B*(gammaa*B-0.0354): if h<=mm then mm:=h: fi: od: m:=evalf(mm-29*0.586/(2*n)); dbeta:=0.0354/m; betamax:=evalf(2/Pi+dbeta);
shows that we have: D(γ) > 2.16 , hence for all (γ , θ , ν) ∈ D :
and since the function B decreases, we infer:
In what follows, we will repeatedly have to estimate the maximum on [ 0.414 , 1 ]×[ 0 , π ] of functions similar to:
but this is a too rough estimate for us, and the study of f 0 (γ , ·) shows that this maximum is indeed:
but to spare us this lengthy study we first remark that the maximum in θ decreases with γ hence its maximum (in γ) is attained for γ = 0.414 , that we easily obtain:
hence the Maple procedure which will be thereafter denoted by ⋆ M aple : gammaa:=0.414: derf0:=2/gammaa+1/(2*gammaa^3): n:=500000: MM0:=-1000: for itheta from 0 to n do theta:=evalf(Pi*itheta/(n)): f0:=evalf(abs(sin(2*theta))/(sqrt(1-(1-gammaa^2)*(sin(theta))^2))): if f0>MM0 then MM0:=f0: fi: od: M0:=evalf(MM0+derf0*Pi/(2*n));
shows that M 0 1.4145. In order to simplify the notations, we will hereafter write:
First of all, we have: y(1) = θ ⊥ + ( ) δ and:
, hence the above procedure ⋆ M aple shows that M 1 2.3471 , thus:
We also have: cos(2 y(1))
where M 2 is the maximum of f 2 : (γ , θ) → sin θ cos 3 θ cos 2 θ + γ 2 sin 2 θ 3 , and we obtain:
250 , hence the Maple procedure ⋆ M aple shows that M 2 0.56 and:
cos(2 y(1))
We also have:
03 , thus if we set:
0.4904 , then if we set:
.5572 , and finally:
Similarly, we get:
2 cos 2 θ + γ 2 sin 2 θ 3 + β cos(2 y(1))
f 3 (t) dt and f 3 (t) = 1 cos 2 t + γ 2 sin 2 t , hence:
where 0 < s < 1 since f ′ 3 = (1 − γ 2 ) f 1 , and: ∂ϕ ∂θ = γ cos 2 θ + γ 2 sin 2 θ = ( ) 1 γ , thus if we set: 
hence:
where ∆ βγ 0.1519 , thus if we set: 
