Abstract. We study variational formulas that describe the limits of last-passage percolation models and directed polymer models on cubic lattices. Steps of the admissible paths can be general, the environment process is ergodic under shifts, and the potential accumulated along a path can depend on the environment and the next step of the path. Cocycles appropriately adapted to the potential provide minimizers for a variational formula that minimizes over gradient-like corrector functions. Such cocycles can be obtained from Busemann functions. The results are illustrated through 1+1 dimensional exactly solvable examples, periodic examples, and polymers in weak disorder.
Introduction
This article develops and studies variational formulas for the limiting free energies of directed random paths in a random medium, both for positive temperature directed polymer models and for zero-temperature models, also known as last-passage percolation models. Earlier papers [48] and [49] covered preliminary work by proving variational formulas for positive temperature directed polymers, without addressing solutions of these formulas. The present paper has a dual purpose.
(i) We extend the earlier formulas from positive to zero temperature, that is, we derive variational formulas for limits of directed last-passage percolation models.
(ii) We develop strategies for solving one type of variational formula in terms of cocycles, for both positive and zero temperature.
Existence of limit shapes has been foundational for the study of growth models and percolation type processes. These limits are complicated, often coming from subadditive sequences. Beyond a handful of exactly solvable models, very little information is available about the limit shapes. Our paper, and the concurrent but independent work of Krishnan [35] , are the first to provide formulas for these limits.
The variational formulas we present come in two types.
(a) One version minimizes over gradient-like corrector functions. In the positive temperature case this formula mimics the commonly known min-max formula of the Perron-Frobenius eigenvalue of a nonnegative matrix. In the case of a periodic environment the corrector variational formula reduces to the min-max formula from linear algebra. The origins of this formula go back to the Courant PhD thesis of Rosenbluth [51] . He adapted homogenization work [33] to deduce a formula of this type for the quenched large deviation rate function for random walk in random environment.
(b) The second formula maximizes over invariant measures on the space of environments and paths. The positive temperature version of this formula is of the familiar type that gives the dual of entropy as a function of the potential. In zero temperature the entropy disappears and only the expected potential is left, maximized over invariant measures that are absolutely continuous with respect to the background measure. In a periodic environment this zero-temperature formula reduces to the maximal average circuit weight formula of a max-plus eigenvalue.
In addition to deriving the formulas we develop a solution ansatz for the corrector formula in terms of stationary cocycles. Such cocycles can be obtained from limits of gradients of free energies. (In the directed percolation setting free energy is replaced by last-passage time.) These limits are called Busemann functions. They have become over the last two decades a key notion in the study of the geometry of percolation and invariant distributions of related particle systems.
The purpose of this paper is to develop the variational formulas and to set an agenda for future study. We show how the formulas work in weak disorder, in exactly solvable 1+1 dimensional models, and in periodic environments. Applications that go beyond these cases cannot be covered within the scope of this paper and will follow in future work. In particular, the solution ansatz developed here will be constructed for the two-dimensional corner growth model with general i.i.d. weights in the subsequent paper [24] .
Study of Busemann functions is also motivated by fluctuation questions. One approach to quantifying fluctuations of free energy and the paths goes through control of fluctuations of Busemann functions. In 1+1 dimension these models are expected to lie in the Kardar-Parisi-Zhang (KPZ) universality class and there are well-supported conjectures for universal fluctuation exponents and limit distributions. Some of these conjectures have been verified for a handful of exactly solvable models. (See surveys [14, 44, 60, 62] .) In dimensions 3+1 and higher, high temperature behavior of directed polymers has been proved to be diffusive [13] , but otherwise conjectures beyond 1+1 dimension are murky.
Overview of related literature. Independently of the present work and with a different methodology, Krishnan [35] proves a variational formula for first passage bond percolation with bounded ergodic weights. Taking an optimal control approach, he embeds the lattice problem into R d and applies the recent stochastic homogenization results of Lions and Souganidis [38] to derive a variational formula. The resulting formula is the first passage percolation version of our formula (3.8) . Our approach can also be viewed as a homogenization approach (following [33, 34] rather than [2, 38] ), but we do not embed the discrete problem into continuous space.
We run through a selection of highlights from past study of limiting shapes and free energies. For directed polymers Vargas [63] proved the a.s. limit of the directed polymer free energy under moment assumptions similar to the ones we use. Earlier proofs with stronger assumptions appeared in [8, 12] . In weak disorder the limiting polymer free energy is the same as the annealed one. In strong disorder no general formulas appeared in the literature before [48, 49] . Carmona and Hu [8] gave some bounds in the Gaussian case. Lacoin [36] gives small-β asymptotics in dimensions d = 1, 2. The earliest explicit free energy for an exactly solvable directed polymer model is the calculation in [42] for the semi-discrete polymer in a Brownian environment. Explicit limits for the exactly solvable log-gamma polymer appear in [25, 58] .
A seminal paper in the study of directed last-passage percolation is Rost 1981 [52] . He deduced the limit shape of the corner growth model with exponential weights in conjunction with a hydrodynamic limit for TASEP (totally asymmetric simple exclusion process) with the step initial condition. However, the last passage representation of this model was discovered only later. The study of directed last-passage percolation bloomed in the 1990's, with the first shape results for exactly solvable cases in [1, 11, 30, 55, 57] . Early motivation for [1] came from Hammersley 1972 [27] . The breakthroughs of [5, 31] transformed the study of exactly solvable last-passage models and led to the first rigorous KPZ fluctuation results. The only universal shape result is the asymptotic result on the boundary of the corner growth model by Martin [40] .
While our results are restricted to directed last-passage percolation, we should mention the long tradition of studying the limit shape in first passage percolation. The fundamental shape theorem for first passage percolation is due to Cox and Durrett [15] . A classic in the field is the flat edge result of Durrett and Liggett [21] . Marchand [39] sharpened this result and Auffinger and Damron [3] built on it to prove differentiability of the shape at the edge of the percolation cone.
Busemann functions came on the percolation scene in the work of Newman and coauthors [29, 37, 43] . Busemann functions were shown to exist as almost sure limits of passage time gradients as a consequence of uniqueness and coalescence of infinite directional geodesics. The assumptions of the earlier work were relaxed through a weak convergence approach of Damron and Hanson [16] . Busemann functions have been used to study last-passage models and related particle systems in [9, 10, 64] .
Organization of the paper. Section 2 defines the models and states the existence theorems for the limiting free energies whose description is the purpose of the paper.
Section 3 derives the corrector variational formula for the point-to-level case and develops an ansatz for solving these formulas in terms of stationary cocycles.
Section 4 extends this to point-to-point free energy via a duality between tilt and velocity. We indicate how minimizing cocycles can arise from Busemann functions.
Section 5 explains how the theory of the paper works in explicitly solvable 1+1 dimensional models, namely the log-gamma polymer and the corner growth model with exponential weights. Section 6 develops variational formulas in terms of measures. In the positive temperature case these formulas involve relative entropy.
Section 7 illustrates the results of the paper for periodic environments where our variational formulas become elements of Perron-Frobenius theory.
Notation and conventions
Paths are abbreviated x 0,n = (x 0 , . . . , x n ) with steps z k = x k − x k−1 ∈ R where R ⊂ Z d is the finite set of admissible steps. U is the convex hull of R in R d , and ri U the relative interior of U . The affine hull of R is denoted by aff R. M 1 (X ) denotes the space of Borel probability measures on a space X . A potential is a function V (ω, z 1,ℓ ) of an environment ω and a vector of admissible steps z 1,ℓ = (z 1 , . . . , z ℓ ) ∈ R ℓ . If the variables z i are not present in the potential we write V 0 (ω). A special case of main interest is
The standard basis vectors of R d are e = (1, 0, . . . , 0), e 2 = (0, 1, 0, . . . , 0), . . . , e d = (0, . . . , 0, 1).
P is a probability measure on environments ω, with expectation operation E. Expectation with respect to ω of a multivariate function F (ω, x, y) can be expressed as EF (ω, x, y) = EF (x, y) = F (ω, x, y) P(dω).
Free energy in positive and zero temperature
In this section we describe the setting and state the limit theorems for free energy and lastpassage percolation. The positive temperature limits are quoted from past work and then extended to last-passage percolation via a zero-temperature limit.
Fix the dimension d ≥ 1 and a finite set R ⊂ Z d . A path x 0,n = (x k ) n k=0 in Z d is admissible if its steps satisfy z k ≡ x k − x k−1 ∈ R. Without loss of generality we assume that R linearly spans R d . This will be convenient for some uniqueness issues. R generates the additive group G = { z∈R a z z : a z ∈ Z} which is, under the span assumption, isomorphic to Z d (Prop. P1 in [59] ). U is the convex hull of R in R d , and ri U the relative interior of U .
An environment ω is a sample point from a Polish probability space (Ω, S, P). Ω comes equipped with a group {T x : x ∈ G} of measurable commuting transformations that satisfy T x+y = T x T y and T 0 is the identity. P is a {T z } z∈R -invariant probability measure on (Ω, S). This is summarized by the statement that (Ω, S, P, {T z } z∈R ) is a measurable dynamical system. We assume P ergodic. As usual this means that P(A) = 0 or 1 for all events A ∈ S that satisfy T −1 z A = A for all z ∈ R. Occasionally we make stronger assumptions on P. E denotes expectation under P.
In the canonical setting Ω = S Z d with a Polish space S, product topology, and Borel σ-algebra S. A generic point is denoted by ω = (ω x ) x∈Z d . The mappings are shifts (T x ω) y = ω x+y . Measure P is an i.i.d. or product measure if the coordinates {ω x } are independent and identically distributed (i.i.d.) random variables under P.
A potential is a measurable function V : Ω × R ℓ → R. If V is a function of ω alone we take ℓ = 0 and write V 0 (ω) for the potential. The variational formulas from [48] and [49] that this article relies upon were proved under the following assumption on V .
Membership V ∈ L depends on a combination of mixing of P and moments of V . See Lemma A.4 of [49] for a precise statement. Boundedness of V is of course sufficient. In the canonical setting with P i.i.d. and V local in ω (V depends on only finitely many coordinates ω x ) it suffices to assume V ∈ L p (P) for some p > d.
Let 0 < β < ∞, an inverse temperature parameter. Define the n-step quenched partition function
The sum is over admissible (n + ℓ − 1)-step paths x 0,n+ℓ−1 that start at x 0 = 0. The second argument of V is the ℓ-vector z k+1,k+ℓ = (z k+1 , z k+2 , . . . , z k+ℓ ) of steps. The corresponding free energy is defined by
. In the β → ∞ limit this turns into the n-step last-passage time
As in the definitions above we shall consistently use the subscript (n) with parentheses to indicate number of steps.
In the most basic situation where d = 2 and R = {e 1 , e 2 } the quantity G ∞ 0,(n) is a point-to-line last-passage value because admissible paths x 0,n go from 0 to the line {(i, j) : i + j = n}. We shall call the general case (2.3)-(2.4) point-to-level.
The n-step quenched point-to-point partition function is for
with free energy
x . Its zero-temperature limit is the the n-step point-to-point last-passage time
Remark 2.2. The formulas for limits presented in this paper are for the case where the length of the path is restricted, as in the definitions above, so that only those paths that reach x from 0 in exactly n steps are considered. This is indicated by the subscript (n). Extension to paths of unrestricted length from 0 to x or from 0 to a hyperplane is left for future work. In the directed models of main interest to this paper this restriction can be dropped because each path between two given points has the same length. Typical examples where this is the case are R = {e 1 , . . . , e d } and
To take limits of point-to-point quantities we specify lattice pointsx n (ξ) that approximate nξ for ξ ∈ U . For each point ξ ∈ U fix weights β z (ξ) ∈ [0, 1] such that z∈R β z (ξ) = 1 and ξ = z∈R β z (ξ)z. Then define a patĥ
where b (n) z (ξ) ∈ {0, 1} are arbitrary but subject to these constraints: if β z (ξ) = 0 then b
In other words,x n (ξ) is a lattice point that approximates nξ to within a constant independent of n, can be reached in n R-steps from the origin, and uses only those steps that appear in the particular convex representation ξ = z β z z that was picked. When ξ ∈ U ∩ Q d we require that β z (ξ) be rational. This is possible by Lemma A.1 of [49] .
The next theorem defines the limits whose study is the purpose of the paper. We state it so that it covers simultaneously both the positive temperature (0 < β < ∞) and the zero-temperature case (last-passage percolation, or β = ∞). The subscripts are pl for point-to-level and pp for point-topoint.
(a) The nonrandom limit
There exists an event Ω 0 with P(Ω 0 ) = 1 such that the following holds for all ω ∈ Ω 0 . For all ξ ∈ U and any choices made in the definition ofx n (ξ) in (2.6), the limit
. For a particular ξ the limit is independent of the choice of convex representation ξ = z β z z and the numbers b (n) z that definex n (ξ) in (2.6). We have the almost sure identity
Proof. The case 0 < β < ∞ is covered by Theorem 2.2 of [48] . For any 0 < β < ∞,
Divide by n, let first n → ∞ and then β → ∞. This gives the existence of the limits for the case β = ∞. We also get these bounds, uniformly in ω and ξ ∈ U :
. These bounds extend (2.9) from 0 < β < ∞ to β = ∞.
Since our hypotheses are fairly general, we need to address the randomness, finiteness, and regularity of the limits. For 0 < β < ∞ the remarks below repeat claims proved in [48] . The properties extend to β = ∞ by way of bounds (2.10) as β → ∞.
Remark 2.4 (P ergodic). If we only assume P ergodic and place no further restrictions on admissible paths then we need to begin by assuming that g β pl ∈ R. An obvious way to guarantee this would be to assume that V is bounded above (in addition to what is assumed to have V ∈ L). Under the assumption g β pl ∈ R the point-to-point limit g β pp (ξ) is a nonrandom, real-valued, concave and continuous function on the relative interior ri U . Boundary values g β pp (ξ) for ξ ∈ U ri U can be random, but on the whole of U , for P-a.e. ω, the (possibly random) function ξ → g 
V is local (that is, depends on ω only through finitely many coordinates), and E[|V (ω, z)| p ] < ∞ for some p > d and ∀z ∈ R. We call this the directed i.i.d. L d+ε case. Then V ∈ L, g β pl ∈ R, and the point-to-point limit g β pp (ξ) is a nonrandom, real-valued, concave and continuous function on all of U .
Corrector variational formula for the point-to-level case
In this section and the next we study potentials of the form
for a measurable function V 0 : Ω → R and a vector h ∈ R d . We think of V 0 as fixed and h as a variable and hence amend our notation as follows.
To be sure, (3.4) is a special case of the limit in (2.7). Assume henceforth that g β pl (0) is finite. (By (2.10), if it is finite for one β ∈ (0, ∞], it is finite for all β ∈ (0, ∞].) Then it is clear from the expressions above that g β pl (h) is a real-valued convex Lipschitz function of h. We develop a variational formula for g β pl (h) for β ∈ (0, ∞] in terms of gradient-like correctors, and present a possible route to solving the variational formula. For 0 < β < ∞ this variational formula appeared in [49] and here we extend it to β = ∞. The solution proposal is new for all β. (b) Stationarity: for P-a.e. ω and all x, y, z ∈ G, F (ω, z + x, z + y) = F (T z ω, x, y). (c) Cocycle property: P-a.s. and for all x, y, z ∈ G, F (x, y) + F (y, z) = F (x, z). If furthermore, E[F (0, z)] = 0 for all z ∈ R, then we call F a corrector function. The class of corrector functions is denoted by K.
As illustrated above, the ω will be frequently dropped from the notation F (ω, x, y). The term cocyle is borrowed from differential forms terminology, see e.g. [32] . One could also use the term conservative flow or curl-free flow following vector fields terminology. The term corrector comes from two related sources. In homogenization theory the corrector is the first nontrivial error term in a formal asymptotic expansion around the homogenized solution. In random walk in random environment it is the error term in the martingale expansion of the walk. See [22] .
The space K of correctors defined above is the
is a corrector.
Theorem 3.2. Let V 0 ∈ L and assume P ergodic and g β pl (0) finite. Then the limits in (3.4) have these variational representations: for 0 < β < ∞
Remark 3.3. Formulas (3.7) and (3.8) can be viewed as infinite-dimensional versions of the min-max variational formula for the Perron-Frobenius eigenvalue of a nonnegative matrix. This connection is discussed in Section 7.
Proof of Theorem 3.2. Theorem 2.3 of [49] gives formula (3.7) for 0 < β < ∞, but not quite in this form. A small trick is needed, because for a potential V (ω, z 1 ), Theorem 2.3 of [49] requires a corrector of the type F ((ω, z 1 ), z) with an extra z-variable from R. (Our notation differs from that of [49] : our F (ω, 0, z) would be F (ω, z) in [49] .) We get around this by subsuming the h · z 1 part of V (ω, z 1 ) into the transition kernel. Define the kernelp(z) = c −1 e βh·z with c = y∈R e βh·y and let E denote expectation of the random walk generated by this kernel. The proof of Theorem 2.3 in [49] works for any kernel, and with potential V 0 (ω) the corrector in that theorem is of the type F (ω, 0, z) defined above. Thus we switch to kernelp, take the limit, apply Theorem 2.3 in [49] , and switch back to the uniform kernel:
To get the formula for β = ∞, note that for β > 0 and F ∈ K,
Formula (3.8) follows from this and (2.10), upon letting β → ∞.
We prove that minimizing correctors exist in general, by taking a weak limit of averages of G β -increments.
Then there exists a corrector F ∈ K that solves the variational formula of Theorem 3.2. That is, if 0 < β < ∞ then
We postpone the proof of Theorem 3.4 till the end of the section. Assumption (3.9) really amounts to assuming that there is L 1 (P) convergence in the limit (3.4) in addition to the a.s. convergence, that is,
This is because of the simple lower bound
for any 0 = z ∈ R. Since V ∈ L 1 (P) the right-hand side of (3.13) converges a.s. and in L 1 (P) by the ergodic theorem. Hence the negative part n −1 (G β 0,(n) (h)) − is uniformly integrable. Combining this with assumption (3.9) and the a.s. convergence (2.7) allows one to argue uniform integrability of the positive part n −1 (G β 0,(n) (h)) + . (3.12) follows. We use (3.9) as the hypothesis, even though it does not appear immediately checkable, because there are many ways to enforce it, depending on the setting. Here are two extreme scenarios.
(i) If 0 ∈ U then making g β pl (0) finite requires V bounded above, and this is enough for (3.9) also. (ii) In the directed i.i.d. L d+ε case of Remark 2.5 assumption (3.9) holds without further restrictions. V ∈ L p (P) for p > d is a strong enough moment hypothesis for lattice animal bounds. Lemma 3 from page 85 of [23] gives (3.14) sup
and uniform integrability implies L 1 convergence (3.12).
The next definition and theorem offer a way (an "ansatz") for finding a minimizing F in (3.7) and (3.8) . This approach works for weak disorder (Example 3.8), the exactly solvable log-gamma polymer (Section 5.1 further below) and the corner growth model with exponential weights (Section 5.2). This strategy will be carried out for a two-dimensional corner growth model with general weights (a non-solvable case) in a forthcoming paper [24] .
for P-a.e. ω,
The next theorem shows that the condition above produces a solution of the variational formula.
Suppose we have a stationary L 1 cocycle B that recovers V 0 in the sense of Definition 3.5. Define h(B) and F as in (3.5)-(3.6). Then we have conclusions
The essential supremum in (3.7) disappears and we have, for P-a.e. ω and any z ′ ∈ R,
(ii-b) Similarly, if β = ∞, F is a minimizer in (3.8) for V = V 0 + h · z and we have, for P-a.e. ω and any z ′ ∈ R,
Condition (3.17) says that h − h(B) is orthogonal to the affine hull of R in R d . If 0 ∈ U this affine hull is all of R d because we assumed that R spans R d .
Proof of Theorem 3.6. Case 0 < β < ∞. From assumption (3.15) and definition (3.6) of F log z∈R |R| −1 e βV 0 (ω)+βh(B)·z+βF (ω,0,z) = 0 for P-a.e. ω. (3.20) Iterating this gives (with
The recovery assumption (3.15) gives the bound
We have verified (3.18) .
Iterating this gives (with
Remark 3.7. The results of this section extend to the more general potentials V (T x k ω, z k+1,k+ℓ ) discussed in Section 2. For the definition of the cocycle in this setting see Definition 2.2 of [49] . We do not pursue these generalizations to avoid becoming overly technical and because presently we do not have an interesting example of the theory.
The remainder of this section discusses an example and then proves Theorem 3.4.
Example 3.8 (Directed polymer in weak disorder). We consider the standard k + 1 dimensional directed polymer in an i.i.d. random environment, or "bulk disorder". (For references see [12, 13, 18] .) We show that the condition of weak disorder itself gives the corrector that solves the variational formula for the point-to-level free energy. The background walk is a simple random walk in Z k , and we use an additional (k + 1)st coordinate to represent time.
The potential is simply the environment at the site:
Define the logarithmic moment generating functions
Consider only β-values such that λ(β) < ∞. The normalized partition function
is a positive mean 1 martingale. The weak disorder assumption is this:
(3.26) the martingale W n is uniformly integrable.
Given h ∈ R d , this can be guaranteed by taking k ≥ 3 and small enough β > 0 (see Lemma 5.3 in [46] ). Then W n → W ∞ a.s. and in L 1 (P), W ∞ ≥ 0 and EW ∞ = 1. The event {W ∞ > 0} is a tail event in the product space of environments, and hence by Kolmogorov's 0-1 law we must have P(W ∞ > 0) = 1. This gives us the limiting point-to-level free energy:
Decomposition according to the first step (Markov property) gives
and a passage to the limit
Combining (3.27) and (3.28) gives
with the gradient
In order to check that F is a corrector it remains to verify that F (ω, 0, z) is integrable and mean-zero. Equation (3.29) gives an upper bound that shows E[F (ω, 0, z) + ] < ∞. We argue indirectly that also E[F (ω, 0, z) − ] < ∞. The first limit in probability below comes from stationarity.
Since E[F (ω, 0, z) + ] < ∞, the assumption E[F (ω, 0, z) − ] = ∞ and the ergodic theorem would force the limit above to −∞. Hence it must be that F (ω, 0, z) ∈ L 1 (P). The limit above then gives
To summarize, (3.29) shows that the corrector F is a minimizer in (3.7) for V (ω, h) = ω 0 + h · z for this particular value (β, h), and the essential supremum over ω can be dropped.
This situation is in accordance with our ansatz. F is the minimizer given in Theorem 3.6, from the cocycle B that recovers V 0 given by
A vectorh satisfies (3.17) if and only ifh = h + αe d for some α ∈ R. The conclusion of the theorem, that F is a minimizer for potentialsṼ (ω, z) = ω 0 +h · z for all suchh, is obvious because e d · x n = n for admissible paths.
As the last item of this section we supply the proof of the existence of minimizing correctors.
Proof of Theorem 3.4. We work out the details for the case 0 < β < ∞ and comment on the β = ∞ case at the end. Z 
From (3.31) comes the bound
and thereby {F + n (ω, 0, z)} is uniformly integrable. By shift-invariance, the assumed integrability of G β = log Z β , and (3.9),
Then for all n,
We apply the following lemma to the sequence F − n . Lemma 3.9 (Lemma 4.3 of [34] ). Let {g n } n≥1 be a sequence of nonnegative functions such that sup n E[g n ] ≤ C. Then there is a subsequence {n j } j≥1 and an increasing sequence a j ր ∞ such that g n j 1{g n j ≤ a j } is uniformly integrable and g n j 1{g n j > a j } converges to 0 in probability.
By the above lemma we can write F − n (ω, 0, z) = F − n (ω, 0, z) + R n (ω, 0, z) such that along a subsequence F − n (ω, 0, z) is uniformly integrable and R n (ω, 0, z) ≥ 0 converges to 0 in P-probability. Along a further subsequence R n (ω, 0, z) converges P-almost surely. We will continue to write n for the subsequence.
, z) defines a uniformly integrable subsequence. Along a further subsequence (again denoted by n), F n (ω, 0, z) converges weakly in L 1 (P) to some integrable limit F (ω, 0, z) (Theorem 9, page 292 in [20] ).
The weak-L 1 (P) closure of the convex hull of { F n (ω, 0, z)} n≥N is equal to its strong closure (Theorem 3.12 of [53] ). Since F (ω, 0, z) is in this closure for each N , there exist finite convex combinations
Along a subsequence (that we again index by n) F n (ω, 0, z) converges P-a.s. to F (ω, 0, z). Since F n = F n − R n and R n → 0 almost surely, we also have
Along a further subsequence this holds simultaneously for all z ∈ R.
We check the cocycle property of F . Fix a path x 0,ℓ with increments z 1,ℓ ∈ R ℓ . After some rearranging,
As n → ∞ the last sum converges to ℓg β pl (h) a.s. The first sum on the last line is a T x 0 -shift of a function that only depends on x ℓ − x 0 and not on the increments of the path. Substituting the equality above into limit (3.34) shows that ℓ−1 i=0 F (T x i ω, 0, z i+1 ) has this same property. We can extend F (ω, 0, z) to a stationary L 1 cocycle { F (ω, x, y)} x,y∈G as follows.
• If an admissible path x 0,ℓ goes from x to y, set F (ω, x, y) =
This definition is independent of the path taken.
• If y is not accessible from x, pick a pointx from which both x and y are accessible and set
This definition is independent of the pointx.
The additivity of E[ F (x, y)] then implies the existence of a vector h ∈ R d such that
is a corrector. We now prove that F satisfies (3.10).
F n is a convex combination of terms of the type Assumption (3.12) and the second equality in (3.32) imply E[F n (0, z)] → 0 as n → ∞. Since F n = F n + R n , R n ≥ 0, and F n converges weakly in
Consequently inserting −βh · z in the exponent on the left-hand side of (3.36) cannot violate the inequality, and gives
Since F ∈ K, (3.7) implies that the inequality above is actually an equality. The argument for the β = ∞ case is analogous and even identical for much of it. Instead of (3.31), begin with
This completes the proof of Theorem 3.4.
Remark 3.10. When 0 ∈ ri U the vector h = 0 and thereby the limit F is a corrector and step (3.35) is unnecessary. The reason is that then 0 = z∈R α z z with all α z > 0. Since we know h · z ≥ 0, this makes h · z = 0 for all z ∈ R. The spanning assumption forces h = 0. It would be interesting to know if h = 0 also in the more general case.
Tilt-velocity duality
Section 3 gave a variational description for the point-to-level limit in terms of stationary cocycles. Here we extend this description to point-to-point limits via tilt-velocity duality. This is the idea that pinning the paths to an endpoint nξ is in a way equivalent to tilting the energy by a suitable external field factor. This notion is of course thoroughly familiar from large deviation theory. In the positive temperature setting it is exactly the convex duality of the quenched large deviation principle for the endpoint of the path (see Remark 4.2 in [48] ). After this we arrive at one of the main points: that cocycles that solve the variational formulas can be obtained from Busemann functions.
We continue to consider potentials of the form V (ω, z) = V 0 (ω) + h · z in general dimension d ∈ N and with β ∈ (0, ∞]. As above, the point-to-level limits g β pl (h) are defined by (3.4). However, for the point-to-point limits g β pp (ξ) we use only the V 0 part of the potential. So for ξ ∈ U ,
In this context we call the vector h ∈ R d a tilt and elements ξ ∈ U directions or velocities. Continue to assume P ergodic and g β pl (0) finite. This can be guaranteed by assuming V 0 bounded above, or by the directed i.i.d. L d+ε assumption of Remark 2.5, or by some other assumption. Furthermore, for ξ ∈ ri U , the a.s. point-to-point limit (4.1)-(4.2) is given by a nonrandom, bounded, concave, continuous function g The thus extended supremum is exactly a convex (or rather, concave) duality. By double duality
Definition 4.1. At a fixed β ∈ (0, ∞], tilt h ∈ R d and velocity ξ ∈ ri U are dual to each other if
then h ′ is also dual to ξ.
Proof. We start with the proof of the second claim. If (4.6) holds then g
and h is dual to ξ if and only if h ′ is. The equality above also implies that any h in (4.4) can be replaced by any h ′ satisfying (4.6). Fix z 0 ∈ R. One way to satisfy (4.6) is to take h ′ as the orthogonal projection of h onto the linear span V of R − z 0 . Consequently we can restrict the infimum in (4.4) to h ∈ V. (This can be all of R d , e.g. if 0 ∈ U because we have assumed span R = R d .)
For any z ∈ R, h ∈ R d , and β ∈ (0, ∞],
To see this, for z = 0 consider the path x k = kz and use the ergodic theorem. For z = 0 consider a path that finds V 0 (T x ω) within ε of ess sup V 0 and stays there. Furthermore, (2.9) gives g β pp (ξ) ≤ g β pl (0). The infimum in (4.4) then only needs h ∈ V that satisfy
Convex combinations over z lead to h · (η − ξ) ≤ c for all η ∈ U . Since h ∈ V, η = ξ + εh lies in the affine hull of U . Since ξ ∈ ri U , η = ξ + εh lies in U for small enough ε > 0 and consequently ε|h| 2 ≤ c. We have shown that the infimum in (4.4) can be restricted to a compact set. Continuity of g β pl implies that the infimum is achieved and existence of an h dual to ξ has been established. With these preliminaries we can extend Theorems 3.2 and 3.4 to the point-to-point case. Suppose assumption (3.9) is valid for some h dual to ξ and for a particular β. Then at this β and ξ a minimizing B exists such that h(B) = h.
Proof. We write the proof for 0 < β < ∞, the case β = ∞ being the same. The right-hand side of (4.7) equals
The middle equality is true because B is a cocycle with h(B) = h if and only if F (ω, 0, z) = −B(ω, 0, z) − h · z is a corrector. For the existence, use Theorem 3.4 to find a minimizing F for g β pl (h). Combine (4.5) and (3.10) and let B(ω, 0, z) = −h · z − F (ω, 0, z).
The next theorem states some immediate consequences of the existence of a cocycle that recovers V 0 in the sense of Definition 3.5. 
Since v is arbitrary, (4.11) follows.
The situation we have in mind for part (c) above is for example R = {e 1 , e 2 , . . . , e d } where U = ξ = (s 1 , . . . , s d ) : s i ≥ 0, s i = 1 . Then g β pp extends naturally to the positive quadrant as a homogenous function.
Remark 4.5. By Lemma 4.2 each ξ ∈ ri U is dual to at least one tilt h. A natural question is whether for each h ∈ R d there exists a stationary cocycle B that recovers V 0 and satisfies (h−h(B))·(z−z ′ ) = 0 for all z, z ′ ∈ R. If this holds, then for each ξ ∈ ri U there is a stationary cocycle B that recovers V 0 and such that h(B) is dual to ξ, and the conclusions of Theorem 4.4 are in force. Equation (4.9) shows that this cocycle can be used to represent g β pp (ξ). This turns out to be the case for the 1+1-dimensional exactly solvable models in Section 5 below, and also more generally in the corner growth model as we will show in [24] .
The solution approach advanced in this paper for the corrector variational formulas relies on the existence of cocycles that recover V 0 . To close this section we describe how to obtain such cocycles from limits of gradients of free energy, called Busemann functions. We restrict to the case where every admissible path between two given points x and y has the same number of steps. This prevents loops. The natural examples are R = {e 1 , e 2 , . . . , e d } and R = {(z ′ , 1) : z ′ ∈ R ′ } for some finite R ′ ⊂ Z d−1 . For x, y ∈ Z d with y − x ∈ G define the free energy by 
The sum and the maximum are taken over all admissible paths from x to y, and then there is a unique n, namely the number of steps from x to y. Busemann functions come in two variants, point-to-point and point-to-level, treated in parts (a) and (b) of the theorem. In the explicitly solvable cases the two types of Busemann limits lead to the same correctors. We would expect the same to be true under some general assumptions.
To ensure that the paths tox n (ξ) for ξ ∈ ri U exist, in the definition (2.6) ofx n (ξ) we can pick β z (ξ) > 0 for all z ∈ R. (This follows for example from Theorem 6.4 in [50] .) Then, any point x ∈ G can reachx n (ξ) with steps in R once n is large enough. Theorem 4.6. Let β ∈ (0, ∞], V 0 ∈ L, P ergodic and g β pl (0) finite. Assume that every admissible path between two given points x and y has the same number of steps.
(a) Let ξ ∈ ri U and assume that the limits
exist for all x, y ∈ G, z ∈ R ∪ {0}, and P-a.e. ω, are independent of z, and belong to
and assume that the P-a.s. limits
exist for all z ∈ R and and belong to L 1 (P). Then {B h pl (0, z)} z∈R extends to a stationary
Proof. Part (a). Integrability of B ξ pp is assumed. To check stationarity, for z ∈ R
The cocycle property is satisfied by telescoping sums. The condition of Definition 3.5 is also readily checked. For example, in the β = ∞ case, if x is reachable from every z ∈ R,
Hence, the limit B ξ pp recovers V 0 . Part (b). Assumption (4.15) together with limit (3.34) implies that B h pl (0, z) = − F (0, z) + g β pl (h). The proof of Theorem 3.4 showed that F (0, z) extends to a stationary L 1 cocycle. The cocycle property passes from F (0, z) to B h pl (0, z) despite the constant difference between them because of our assumption of uniquely determined lengths of admissible paths between any two given points. Hence also B h pl (0, z) extends to a stationary cocycle. A first step decomposition of
Equation (4.11) now becomes clear: B ξ pp is a microscopic gradient in direction ξ and its average gives the macroscopic gradient. This form of (4.11) was conjectured in [29] in the context of Euclidean first passage percolation (FPP), where g pp (x, y) = c x 2 + y 2 for some c > 0. (See the paragraph after the proof of Theorem 1.3 in [29] .) A version of the formula also appears in Theorem 3.5 of [16] in the context of nearest-neighbor FPP.
Exactly solvable models in 1+1 dimensions
We turn to describe how the theory developed manifests itself in two well-known 1+1 dimensional exactly solvable models. The setting is the canonical one with Ω = R Z 2 , R = {e 1 , e 2 }, U = {(s, 1−s) : 0 ≤ s ≤ 1}, and i.i.d. weights {ω x } x∈Z 2 under P. The distributions of the weights are specified in the examples below.
There are several features essential to the explicit solvability of these models. The one relevant here is that Busemann functions exist and possess fairly explicit probability distributions. (Another side of the exact solvability is combinatorial, an aspect we do not discuss here.) Busemann functions furnish boundary conditions for stationary versions of these models. These stationary processes have been useful for proving KPZ fluctuation exponents and large deviations [6, 26, 58] . 5.1. Log-gamma polymer. The log-gamma polymer [58] is an explicitly solvable 1+1 dimensional directed polymer model for which the approach of this paper was carried out in [25] . We describe the results briefly.
Fix 0 < ρ < ∞ and let ω x be Gamma(ρ)-distributed: P{ω x ≤ s} = Γ(ρ) −1 s 0 t ρ−1 e −t dt for 0 ≤ s < ∞. Inverse temperature is fixed at β = 1. (Parameter ρ can be viewed as temperature, see Remark 4.3 in [25] .) The potential is V 0 (ω) = − log ω 0 + log 2. Let Ψ 0 = Γ ′ /Γ and Ψ 1 = Ψ ′ 0 be the digamma and trigamma functions.
For any ξ ∈ ri U , the Busemann functions B ξ pp (ω, 0, z) in equation (4.14) exist P-a.s. and in L p (P) ( [25] , Theorem 4.1). Velocity ξ = (s, 1 − s) uniquely defines a parameter θ = θ(ξ) ∈ (0, ρ) as the solution of the equation
Then the marginal distributions of the Busemann functions are given by
pp (x,x+e 1 ) ∼ Gamma(θ(ξ)) and e −B ξ pp (x,x+e 2 ) ∼ Gamma(ρ − θ(ξ)).
Moreover for any x ∈ Z 2 the random variables in the collection
Tilt-velocity duality is characterized as follows. Tilt h = (h 1 , h 2 ) ∈ R 2 and velocity ξ ∈ ri U are dual if and only if
In particular the vector
) is dual to ξ. With this h(ξ), formulas (4.9) and (4.10) combine to give these equations for the point-to-point free energy at ξ = (s, 1 − s):
For each h ∈ R 2 criterion (5.2) determines a unique ξ ∈ ri U such that cocycle B 
5.2.
Corner growth model with exponential weights. This is the last-passage model on Z 2 with admissible steps {e 1 , e 2 } and i.i.d. weights {ω x } x∈Z 2 with rate 1 exponential distribution. That is, P{ω x > s} = e −s for 0 ≤ s < ∞. The potential is V 0 (ω) = ω 0 and then G ∞ x,y is as in (4.13) . This model can be viewed as the zero-temperature limit of the log-gamma polymer (Remark 4.3 in [25] ).
Existence of the point-to-point Busemann functions in (4.14) can be proved for this exponential corner growth model by adapting the approach of [25] . Velocity ξ = (s, 1 − s) now selects a parameter α = α(ξ) = 
.
Substituting in (4.9) we obtain the well-known limit formula from Rost [52] :
Variational formulas in terms of measures
In this section we derive variational formulas for last-passage percolation in terms of probability measures on the spaces Ω × R ℓ for ℓ ∈ Z + . In contrast with Sections 3-4, here there is no essential simplification to be won by restricting to V of the form (3.1). The formulas we obtain are zerotemperature limits of polymer variational formulas that involve entropy. These entropy formulas have been solved for polymers in weak (enough) disorder. This is the model introduced in Example 3.8 above. We outline the result from [48] in Example 6.7 below. In the final Section 7 we relate these measure variational formulas to Perron-Frobenius theory, the classical one for 0 < β < ∞ and max-plus theory for β = ∞.
As in Section 2, let the measurable function V : Ω × R ℓ → R be the potential, with ℓ ∈ Z + and Ω Polish. For β ∈ (0, ∞] define the free energy and last passage limits g β pl and g β pp (ξ) by Theorem 2.3. For generic elements of Ω × R ℓ use notation z 1,ℓ = (z 1 , . . . , z ℓ ) ∈ R ℓ and η = (ω, z 1,ℓ ) ∈ Ω × R ℓ . When ℓ = 0, always take Ω × R ℓ = Ω and η = ω. On Ω × R ℓ introduce the shift
The space of such measures is denoted by M s (Ω × R ℓ ). This is in general not the same as shift-invariance. For example, if 0 ∈ U then all measures are S 0 -invariant. For ℓ ≥ 1 S ℓ -invariance has an equivalent formulation where the invariance is plainly visible.
Lemma 6.2. For ℓ ∈ N, S ℓ -invariance is equivalent to this condition:
Proof. Let µ be an S ℓ -invariant probability measure on Ω × R ℓ . If f is only a function of (ω,
Replacing f by −f shows this is in fact an equality and (6.3) follows.
Conversely, assume (6.3) and consider a bounded measurable function f on Ω × R ℓ . Using the function max z f (ω, z 1,ℓ−1 , z) defined on Ω × R ℓ−1 we have
The right-hand side is clearly larger than E µ [f ] and (6.2) follows.
For a probability measure µ on Ω × R ℓ , µ 0 denotes the Ω-marginal:
Theorem 6.3. Let P be ergodic and assume V ∈ L. Then
We state the point-to-point version only for the directed i.i.d. L d+ε case defined in Remark 2.5. Let Z 1 denote the first coordinate variable on Ω × R ℓ , that is, Z 1 (ω, z 1,ℓ ) = z 1 for ℓ ≥ 1.
Theorem 6.4. Let Ω = S Z d be a product of Polish spaces with shifts {T x } and an i.i.d. product measure P. Assume 0 / ∈ U . Assume that ∀z 1,ℓ ∈ R ℓ , V (ω, z 1,ℓ ) is a local function of ω and a member of L p (P) for some p > d. Then for all ξ ∈ U ,
Note that even if V is a function on Ω only, variational formula (6.5) uses measures on Ω×R ℓ with ℓ ≥ 1 in order for the mean step condition E µ [Z 1 ] = ξ to make sense. Remark 6.6 below explains why Theorem 6.4 is stated only for the restricted setting. In the general setting of Theorem 6.3 the point-to-point formula (6.5) is valid for compact Ω and ξ ∈ ri U . It can be derived by applying the argument given below to the results in [46] .
Before the proofs we state path level versions ("level 3" in large deviations jargon) of these variational formulas. Let z k,∞ = (z i ) k≤i<∞ ∈ R {k,k+1,k+2,... } denote a sequence of steps. On Ω × R N define a shift by S(ω, z 1,∞ ) = (T z 1 ω, z 2,∞ ) and let M s (Ω × R N ) denote the set of S-invariant probability measures.
Theorem 6.5. Under the assumptions of Theorem 6.3 we have
Under the assumptions of Theorem 6.4 we have
We turn to discuss the positive temperature setting where we take β → ∞ to prove the above theorems. Define a Markov transition kernel on Ω × R ℓ by
This kernel defines a joint Markovian evolution of the environment and a random walk X n , denoted by (T Xn ω, Z n+1,n+ℓ ) where Z k = X k − X k−1 are the steps of the walk.
We define an entropyH associated to this Markov chain and the background measure P. If q(η, · ) is a Markov kernel on Ω × R ℓ such that q(η, · ) ≪ p(η, · ) µ-a.s., then q(η, · ) is supported on shifts {S z η} z∈R and the familiar relative entropy is
where the infimum is over Markov kernels q on Ω × R ℓ that fix µ:
Let now V : Ω × R ℓ → R be a member of L (Definition 2.1), P ergodic and 0 < β < ∞. Theorem 2.3 of [49] gives the variational formula
Assuming the directed i.i.d. L d+ε setting described in Theorem 6.4, Theorem 5.3 of [48] gives the point-to-point version: for ξ ∈ U ,
The truncation by a constant c in (6.8) and (6.9) is used specifically to accommodate unbounded potentials. (The truncation can be removed, see (6.14) below.) Remark 6.6. The additional restrictions for (6.9) are needed for the following reason. The point-tolevel formula (6.8) is proved directly in [49] . By contrast, the point-to-point formula (6.9) is derived in [48] via a contraction applied to a quenched large deviation principle (LDP) for polymer measures. In the general setting the upper bound of this LDP in [49] has been proved only for compact sets (weak LDP). However, in the directed i.i.d. case the LDP is a full LDP, and the contraction works without additional assumptions.
Example 6.7 (Directed polymer in weak disorder). We identify here the measure µ that maximizes variational formula (6.8) for the directed polymer in weak disorder, with potential V (ω, z) = V 0 (ω)+ h·z = ω 0 +h·z and small enough β. This measure will be invariant for the Markov transition implicitly contained in equation (3.28) . We continue with the notation and assumptions from Example 3.8.
To define the measure we need also a backward path and martingale. The backward path (x k ) k≤0 satisfies x 0 = 0 and z k = x k − x k−1 ∈ R, and the backward martingale is
W − n is the same as W n composed with the reflection ω x → ω −x , and so (3.26) guarantees also W − n → W − ∞ with the same properties. Define a stochastic kernel from Ω to R by
and then out of this define a kernel on Ω × R by
. Define the probability measure µ h on Ω × R as follows. For a bounded Borel function ϕ
Using the 1-step decomposition of W − ∞ (analogue of (3.28)) one shows that q h 0 fixes the Ω-marginal µ h 0 of µ h , and this implies that q h fixes µ h . Let us strengthen assumption (3.26) to also include E[W ∞ log + W ∞ ] < ∞. This is true for small enough β. Then the entropy can be calculated
because the last term of the middle member vanishes by the invariance. E µ h [V ] is finite because, by independence and Fatou's lemma,
while the last sequence is bounded, as can be seen by utilizing the 1-step decomposition (3.28) and by taking β in the interior of the region λ(β) < ∞. Consequently
The pair (µ h , q h ) is the unique one that satisfies (6.11), by virtue of the strict convexity of entropy.
The maximizer for the point-to-point formula (6.9) can also be found. Let g β pp (ξ) be as in (4.1) with V 0 (ω) = ω 0 . Given ξ ∈ ri U , h ∈ R d can be chosen so that ∇κ(βh) = ξ. If β is small enough, uniform integrability of the martingales W n can be ensured, and thereby µ h and q h are again well-defined. The choice of h implies that E µ h [Z 1 ] = ξ, and we can turn (6.11) into
The last equality can be seen for example from duality (4.4).
The Markov chain with transition (6.10) appeared in [13] . Under some restrictions on the environment and with h = 0, [41] showed that µ 0 0 is the limit of the environment seen by the particle.
Proof of Theorems 6.3, 6.4, and 6.5. Entropy has the following representation:
Here µ is a probability measure on Ω × R ℓ , the infimum on the left-hand side is over Markov kernels on the space Ω × R ℓ that fix µ, and the infimum on the right-hand side is over bounded measurable functions f : Ω × R ℓ → R. S z is the shift operator defined in (6.1). For a proof of the above formula see Theorem 2.1 of [19] , Lemma 2.19 of [56] or Theorem 14.2 of [47] .
Recall the definition ofH in (6.7). From the inequality
If there exists a bounded measurable f such that
then replacing f by cf and taking c → ∞ shows the infimum over f is actually −∞. This makes H(µ) = ∞. Thus, relevant measures µ in (6.8) are ones that satisfy (6.2) and so we can insert the restriction µ ∈ M s (Ω × R ℓ ) into (6.8).
The measure µ = P ⊗ α with α(z 1,ℓ ) = |R| −ℓ satisfies S ℓ -invariance, µp = µ andH(µ) = 0. Since V (· , z) ∈ L 1 (P), this gives the finite lower bound g β pl ≥ E P⊗α [V ] for (6.8). Hence we can restrict the supremum in (6.8) 
is well-defined for all admissible µ, we can drop the truncation at c. After these changes (6.8) takes the form
The quantity in braces cannot be ∞ − ∞ for the following reason. By Lemma 6.8 below every S ℓ -invariant measure µ is fixed by some kernel q supported on shifts. Thereby, if also µ 0 ≪ P, the definition of entropy gives (6.15) 0 ≤H(µ) ≤ log |R|.
Now we take β → ∞ to obtain (6.4). Apply bound (6.15) inside the braces in (6.14) . Compare the right-hand sides of (6.4) and (6.14) to arrive at [r.h.s. of (6.4) 
h.s. of (6.4)]. Variational formula (6.4) follows from this and (2.10) upon letting β → ∞. Variational formula (6.5) is proved by applying the same reasoning to (6.9) .
Finally, Theorem 6.5 follows from the equivalence of (i) and (iii) in Lemma 6.8 below. The point of the lemma is that an S ℓ -invariant measure can be extended to an S-invariant measure on infinite paths with a kernel that fixes it.
The kernel operates on Ω × R ℓ . The first notation is a convenient abbreviation. The action of the kernel is to transform (ω, z 1,ℓ ) into (T z 1 ω, z 2,ℓ , z) with probability µ ℓ (z | T z 1 ω, z 2,ℓ ).
Lemma 6.8. Let ℓ ≥ 0 and µ ∈ M 1 (Ω × R ℓ ). Then the following are equivalent.
(ii) ℓ ≥ 1 and µ is invariant under kernel (6.16) defined in terms of µ itself, or ℓ = 0 and there exists a Markov kernel {q z (ω) ≡ q(ω, T z ω) : z ∈ R} on Ω such that µq = µ.
(iii) µ is the Ω × R ℓ -marginal of an S-invariant probability measure ν ∈ M 1 (Ω × R N ).
Proof. First, we work with the case ℓ ≥ 1. We argue (i)⇒(ii)⇒(iii)⇒(i). The last implication is immediate.
Periodic environments
The case of finite Ω provides explicit illustration of the theory developed in the paper. The point-to-level limits and solutions to the variational formulas come from Perron-Frobenius theory, the classical theory for 0 < β < ∞ and the max-plus theory for β = ∞. (See [4, 7, 28, 54] for expositions.) We consider a (3.1) type potential
Let Ω be a finite set of m elements. As all along, {T x } x∈G is a group of bijections on Ω that act irreducibly. That is, for each pair (ω, ω ′ ) there exist z 1 , . . . , z k ∈ R such that T z 1 +···+z k ω = ω ′ . The ergodic probability measure is P(ω) = m −1 .
A basic example is a periodic environment indexed by Z d . Take two vectors a ≤ 0 < b in Z d (coordinatewise inequalities), define the rectangle Λ = {x ∈ Z d : a ≤ x < b}, fix a finite configuration (ω x ) x∈Λ , and then extendω to all of Z d periodically:
is the coordinatewise product of two vectors. Irreducibility holds for example if R contains {e 1 , . . . , e d }.
7.1. Case 0 < β < ∞. We take β = 1 and drop it from the notation. Define a nonnegative irreducible matrix indexed by Ω by
Let ρ be the Perron-Frobenius eigenvalue (spectral radius) of A. Then by standard asymptotics the limiting point-to-level free energy is
On a finite Ω every corrector is a gradient (proof left to the reader). Hence we can replace the general corrector F with a gradient F (ω, 0, z) = f (T z ω) − f (ω) and write the corrector variational formula (3.7) as
This is now exactly the same as the following textbook characterization of the Perron-Frobenius eigenvalue:
Let σ and τ be the left and right (strictly positive) Perron-Frobenius eigenvectors normalized so that ω∈Ω σ(ω)τ (ω) = 1. For each ω ∈ Ω the left eigenvector equation is
and the right eigenvector equation is
The right eigenvector equation (7.6) says that the gradient
minimizes in (7. 3) without the maximum over ω (the right-hand side of (7.3) is constant in ω). Compare this to (3.18) .
Define a probability measure on Ω by µ 0 (ω) = σ(ω)τ (ω). The left eigenvector equation (7.5) says that µ 0 is invariant under the stochastic kernel
Using this one can check that the measure
on Ω × R is S 1 -invariant and invariant under the kernel
Another computation checks that
Hence µ is a maximizer in the entropy variational formula (6.8).
Assume additionally that matrix A is aperiodic on Ω. Then it is primitive, that is, A n is strictly positive for large enough n. Perron-Frobenius asymptotics (for example, Theorem 1.2 in [54] ) give the Busemann function B h pl of (4.15).
If we assume that all admissible paths between two given points have the same number of steps, then B h pl (ω, 0, z) extends to a stationary L 1 cocycle, as showed in Theorem 4.6. Then this situation fits the development of Sections 3-4. Equation (7.6) shows that cocycle Theorem 4.6(b) . From the explicit formula above, h(B h pl ) · z = − log ρ for each z ∈ R and consequently h(B h pl ) ⊥ aff R. By Theorem 3.6 the corrector
from (7.7) is the minimizer in (7.3) for any tilth such thath − h ⊥ aff R. Connection (7.2) between limiting free energy and the Perron-Frobenius eigenvalue is standard fare in textbook treatments of the large deviation theory of finite Markov chains [17, 47, 61] . 7.2. Point-to-level last-passage case. The max-plus algebra is the semiring R * = R ∪ {−∞} under the operations x ⊕ y = x ∨ y and x ⊗ y = x + y. Define an irreducible R * -valued matrix by
As an irreducible matrix A has a unique finite max-plus eigenvalue λ together with a (not necessarily unique even up to an additive constant) finite eigenvector σ that satisfy (7.12) max
Inductively (7.13) max
The last-passage value from (3.3) can be expressed as
Dividing through (7.13) by n gives the limit
The eigenvalue equation (7.12) now rewrites as
which is the corrector variational formula (3.8) (without the supremum over ω) and shows that a maximizing corrector is given by the gradient
Compare (7.15) to (3.19) . The measure variational formula (6.4) links with an alternative characterization of the max-plus eigenvalue as the maximal average weight of an elementary circuit. To describe this, consider the directed graph (Ω, E) with vertex set Ω and edges E = {(ω, T z ω) : ω ∈ Ω, z ∈ R}. This allows multiple edges from ω to ω ′ , including loops from ω to itself if T z = id for some z ∈ R. This happens in particular if 0 ∈ R. Identify edge (ω, T z ω) with the pair (ω, z). An elementary circuit of length N is a sequence of edges (ω 0 , z 1 ), (ω 1 , z 2 ), . . . , (ω N −1 , z N ) such that ω i = T z i ω i−1 with ω N = ω 0 , but ω i = ω j for 0 ≤ i < j < N .
Given any fixed ω, all elementary circuits can be represented as admissible paths x 0 , x 1 , . . . , x N in G by choosing x 0 so that ω 0 = T x 0 ω and x i = x i−1 + z i for 1 ≤ i ≤ N . Conversely, an admissible path x 0 , x 1 , . . . , x N in G represents an elementary circuit if T x 0 ω, T x 1 ω, . . . , T x N−1 ω are distinct, but T x 0 ω = T x N ω. Let C denote the set of elementary circuits. The average weight formula for the eigenvalue is (Thm. The right-hand side is independent of ω because switching ω amounts to translating the circuit, by the assumption of irreducible action by {T z } z∈R .
It is elementary to verify from definitions that g ∞ pl (h) equals the right-hand side of (7.17) . (The sum on the right-hand side of (7.14) decomposes into circuits and a bounded part, while an asymptotically optimal path finds a maximizing circuit and repeats it forever.) If we take (7.17) as the definition of λ, then the identity follows from the fact that the extreme points of the convex set M s (Ω × R) are exactly those uniform probability measures whose support is a single elementary circuit. We omit the proof. Equation (7.18 ) is the measure variational formula (6.4) which has now been (re)derived in the finite setting from max-plus theory. As in the finite temperature case, existence of point-to-level Busemann functions follows from asymptotics of matrices. The critical graph of the max-plus matrix A is the subgraph of (Ω, E) consisting of those nodes and edges that belong to elementary circuits that maximize in (7.17) . Matrix A is primitive if it is irreducible and if its critical graph has a unique strongly connected component with cyclicity 1 (that is, a unique irreducible and aperiodic component in Markov chain terminology). This implies that the eigenvector is unique up to an additive constant and these asymptotics hold as n → ∞: The next simple example illustrates the max-plus case. All the previous results of this paper identify correctors that solve the variational formulas of Theorem 3.2 and for which the essential supremum over ω can be dropped. The example shows that there can be additional minimizing correctors F for which the function of ω on the right in (3.8) is not constant in ω. Example 7.1. Take d = 2 and a two-point environment space Ω = {ω (1) , ω (2) = T e 1 ω (1) } where ω (1) i,j = 1 2 (1 + (−1) i ) for (i, j) ∈ Z 2 is a vertically striped configuration of zeroes and ones, with a one at the origin (Figure 1 ). Admissible steps are R = {e 1 , e 2 } and T e 2 acts as an identity. The ergodic measure is P = 1 2 (δ ω (1) + δ ω (2) ) and the potential V 0 (ω) = ω 0 with tilts h = (h 1 , h 2 ) ∈ R 2 . Matrix A(ω (i) , ω (j) ) of (7.11) is
and the directed graph (Ω, E) is in Figure 2 . Since A is irreducible its unique max-plus eigenvalue is the maximum average value of elementary circuits and this gives the point-to-line last-passage limit: 2 ), the critical graph has cyclicity 2. Case (i). One can verify by hand that variational formula (3.8) is minimized by the correctors (7.21) F (ω (1) , 0, e 1 ) = a = −F (ω (2) , 0, e 1 ), F (ω (1) , 0, e 2 ) = F (ω (2) , 0, e 2 ) = 0 for a ∈ [h 1 − h 2 − 1, h 2 − h 1 ]. Let F denote the corrector for a = h 1 − h 2 − 1 which is the one consistent with (7.16) for the eigenvector σ. Among the minimizing correctors only F satisfies (3.8) without max ω , that is, in the form (3.19) . And indeed this corrector comes from Theorem 3.6(ii-b). F is given by equation (3.6) with a cocycle B that recovers V 0 (as defined in (3.16)) if and only if 1 + h 2 ≥ 1 2 + h 1 . In case (i) matrix A is primitive and limit (7.19) gives an explicit Busemann function B h pl (ω, 0, z). From this Busemann function (7.9) gives cocycle B. Case (ii). In this case there is a unique minimizing correctorF which is (7.21) with a = −1/2, the one that satisfies (7.16) for the eigenvector σ.F comes via equation (3.6) from a cocycle that recovers V 0 if and only if Note thatF is a minimizing corrector in both cases (i) and (ii), but only in case (ii) it satisfies (3.8) without max ω .
Appendix A. An ergodic theorem for correctors
Corrector functions satisfy a uniform ergodic theorem. The following is a special case of Theorem 9.3 of [25] . Note that a one-sided bound suffices for a hypothesis. Recall Definition 2.1 for class L and Definition 3.1 for the space K of correctors.
Theorem A.1. Assume P is ergodic under the transformations {T z : z ∈ R}. Let F ∈ K. Assume there exists V ∈ L such that max z∈R F (ω, 0, z) ≤ V (ω) for P-a.e. ω. Then for P-a.e. ω 
