In this paper we study the operator
Introduction
In this paper we are going to discuss some geometrically induced spectral properties of singular Schrödinger operators which can be formally written as H β = −∆ − βδ(· − Γ), where Γ is an infinite curve in the plane.
This problem stems from physical interest to quantum mechanics of electrons confined to narrow tubelike regions usually dubbed "quantum wires". Such systems are often modeled by means of Schrödinger operators on curves, or more generally, on graphs. This is an idealization, however, because in reality the electrons are confined in a potential well of a finite depth, and therefore one can find them also in the exterior of such a "wire", even if not too far since this a classically forbidden region. The generalized Schrödinger operators mentioned above provide us with a simple model which can take such tunneling effects into account.
Singular interactions have been studied by numerous authors -see the classical monograph [AGHH] , and the recent volume [AK] for an up-to-date bibliography. While the general concepts are well known, the particular case of a δ-interaction supported by a curve attracted much less attention; we can mention [BT, BEKŠ] and a recent article [EI] , where a nontrivial relation between spectral properties and the geometry of the curve Γ was found for the first time. It was followed by our previous paper [EY] , where we posed the question about the strong coupling asymptotic behaviour, β → ∞, of the eigenvalues of H β in the case when Γ was a loop. We have shown there that the asymptotics is given by the spectrum of the Schrödinger operator on L 2 (Γ) with a curvature-induced potential. Here we are going to discuss a similar problem in the situation when Γ is an infinite smooth curve without self-intersections. We pay most attention to the case of a periodic Γ where we find the asymptotic form of the spectral bands and prove existence of open band gaps for β > 0 large enough provided Γ is not a straight line. We also treat the case of a non-straight Γ which is straight asymptotically, and thus by [EI] it gives rise to a nonempty discrete spectrum; we find the behaviour of these eigenvalues for β → ∞.
While the basic idea is the same as in [EY] , namely combination of a bracketing argument with the use of suitable curvilinear coordinates in the vicinity of Γ, the periodic case requires several more tools. Let us review briefly the contents of the paper. In the following section we present a formulation of the problem and state the results. Section 3 is devoted to the proof of our main result, Theorem 2.1. We perform the Floquet-Bloch reduction and estimate the discrete spectrum of the fiber operator H β,θ using a Dirichlet-Neumann bracketing and approximate operators with separated variables. As a corollary we obtain the existence of open gaps for β large enough. To get a more specific information on the last question, we derive in Section 4 a sufficient condition under which the nth gap is open for a given n. The final section deals with the case of an asymptotically straight Γ.
Main results
Let us first introduce the needed notation and formulate the problem. The main topic of this paper is the Schrödinger operator with a δ-interaction on a periodic curve. Let Γ : R ∋ s → (Γ 1 (s), Γ 2 (s)) ∈ R 2 x,y be a curve which is parametrized by its arc length. Let γ : R → R be the signed curvature of Γ, i.e. γ(s) :
We impose on it the following assumptions:
Given β > 0, we define
By H β we denote the self-adjoint operator associated with the form q β . The operator H β can be formally written as −∆ − βδ(· − Γ). Our main purpose is to study the asymptotic behaviour of the band spectrum of H β as β tends to infinity. Let α ∈ [0, 2π) be the angle between the vectors Γ ′ (0) and (1, 0):
From now on, we work in the coordinates (x ′ , y ′ ), where the curve Γ assumes the form
Combining these relations with (A.3), we have
where
In the vicinity of Γ one can introduce the natural locally orthogonal system of curvilinear coordinates. By Φ we denote the map
We further impose the following assumptions on Γ:
As in the proof of [Yo, Proposition 3 .5], we notice that the assumptions (A.4) and (A.5) are satisfied, e.g.
γ(s) ds| < π/2; on the other hand, this condition is by no means necessary. Let us also remark that in general the choice of the initial point s = 0 is important in checking the assumptions (A.4) and (A.5). We put
For θ ∈ [0, 2π), we define
By H β,θ we denote the self-adjoint operator associated with the form q β,θ . We shall prove in Lemma 3.1 the unitary equivalence
By Lemma 3.3 this implies
Since Γ((0, L)) is compact, we infer by Lemma 3.2 that
Next we need a comparison operator on the curve. For a fixed θ ∈ [0, 2π) we define
with the domain
For j ∈ N, we denote by µ j (θ) the jth eigenvalue of the operator S θ counted with multiplicity. This allows us to formulate our main result.
Theorem 2.1 Let n be an arbitrary integer. There exists β(n) > 0 such that
For β ≥ β(n) we denote by λ n (β, θ) the nth eigenvalue of H β,θ counted with multiplicity. Then λ n (β, θ) admits an asymptotic expansion of the form
where the error term is uniform with respect to θ ∈ [0, 2π).
Combining this result with Borg's theorem on the inverse problem for Hill's equation, we obtain the following corollary about the existence of the band gap of σ(H β ).
Corollary 2.2 Assume that γ = 0, i.e. that Γ is not a straight line. Then there exists m ∈ N and G m > 0 such that
We would like to know, of course, which gaps in the spectrum open as β → ∞.
To this aim we prove a sufficient condition which guarantees this property for a fixed gap index n. Let {c j } ∞ j=1 and {d j } ∞ j=0 be the Fourier coefficients of
then we have
In particular, it is obvious that if the effective curvature-induced potential has a dominating Fourier component in the expansion (2.5), the band with the same index opens as β → ∞. We also see that the second assumption of Proposition 2.3 is more difficult to satisfy as the index n increases.
Proof of Theorem 2.1
We first prove the unitary equivalence (2.2) by using the Floquet-Bloch reduction scheme -see, e.g., [RS, XIII.16 
Then U 0 extends uniquely a unitary operator from L 2 (R 2 ) to 2π 0 ⊕L 2 (Λ) dθ, which we denote as U. In addition, U is unitary also as an operator from
Let us check the following claim.
Lemma 3.1 We have
Proof: We shall first show that
can be in view of (2.1) written as
The form q β is bounded in H 1 (R 2 ), hence we get
Notice that there exist a constant C > 0 such that for any θ ∈ [0, 2π) and u, v ∈ Q θ , we have
Since U is a unitary operator from
Combining these relations with (3.5), we have
Putting (3.3), (3.4), and (3.6) together, we get (3.2).
Next we shall show that
(3.8)
The first named property means in particular that (Uu)(·, ·, θ) ∈ D(H β,θ ) for a.e. θ ∈ [0, 2π), thus we have
Note that there exists a constant b > 0 such that for all θ ∈ [0, 2π) and f ∈ Q θ , we have
It follows from (3.9) that
This together with (3.8) and (3.10) implies that Uu ∈ 2π 0
We put w(θ) = H β,θ Uu(·, ·, θ). From (3.2) we have
which can be using (3.9) rewritten as
Thus we have u ∈ D(H β ) and
which proves (3.7). Since the two operators in this inclusion are self-adjoint, we arrive at (3.1).
Next we have to localize the essential spectrum of our operator.
Proof: We define
which allows us to write q β,θ = q 0,θ − βc θ on Q θ . Let C θ be the self-adjoint operator associated with the form c θ . In view of the quadratic form version of Weyl's theorem (see [RS, XIII.4, Corollary 4]) , it suffices to demonstrate that the operator (H 0,θ + 1)
be a sequence which converges to zero vector weakly in L 2 (Λ). We put
, and consequently
is a compact operator on L 2 (Λ).
Lemma 3.3 We have
Proof: We put
In view of Lemma 3.1, it suffices to prove that
Combining Lemma 3.2 with [RS, Theorem XIII.85(d) ], we have
For n ∈ N, we put
In order to prove (3.13), we shall show that the functions α n (β, ·) are continuous on [0, 2π] . Let θ, θ 0 ∈ [0, 2π]. We define
Then V θ,θ 0 is a unitary operator on L 2 (Λ) which maps Q θ 0 onto Q θ bijectively. We have
(3.14)
for g ∈ Q θ 0 . Note that there exists α > 0 such that
Combining this with (3.14), we obtain
for g ∈ Q θ 0 . It proves the continuity of α n (β, ·) on [0, 2π] . Combining this with the min-max principle and [RS, Theorem XIII.85(d)] , we arrive at (3.13). The relations (3.12) and (3.13) together give (3.11) which completes the proof.
The most important part of the proof is the analysis of the discrete spectrum of H β,θ . The tool we use is the Dirichlet-Neumann bracketing. Given a > 0, we put
Note that Σ a is a domain derived by transporting a segment of the length 2a perpendicular to Γ along the curve. Since Γ ′ (0) = Γ ′ (L) = (1, 0), we have Φ 1 (0, ·) = 0 and Φ 1 (L, ·) = K 1 on R. This together with (A.5) implies, for |a| < a 0 , that Σ a ⊂ Λ and that Λ\Σ a consists of two connected components, which we denote by Λ 1 a and Λ 2 a . For θ ∈ [0, 2π), we define R + a,θ = {u ∈ H 1 (Σ a ); u = 0 on ∂Σ a ∩ Λ,
Let L + a,β,θ and L − a,β,θ be the self-adjoint operators associated with the forms q + a,β,θ and q − a,β,θ , respectively. For j = 1, 2, we define
Let E ± a,j,θ be the self-adjoint operators associated with the forms e ± a,j,θ . By the bracketing bounds (see [RS, XIII.15 , Proposition 4]) we obtain
. In order to estimate the negative eigenvalues of H β,θ , it is sufficient to estimate those of L + a,β,θ and L − a,β,θ because the other operators involved in (3.15) are non-negative.
To this aim we introduce two operators in L 2 ((0, L) × (−a, a)) which are unitarily equivalent to L + a,β,θ and L − a,β,θ , respectively. We define
Let B 
and
Then we have , a) ).
Let finally T − a,β be the self-adjoint operator associated with the form , a) ). We define L) ) with the domain P θ .
Then we haveH
Next we consider the asymptotic behaviour for a fixed eigenvalue of U ± a,θ as a tends to zero. Let µ ± j (a, θ) be the jth eigenvalue of U ± a,θ counted with multiplicity. We recall the estimates contained in relations (2.25) and (2.26) of the paper [Yo] .
Proposition 3.5 For j ∈ N and 0 < a <
where C j is independent of a and θ.
We also need two-sided estimates for the first eigenvalue of the transverse operators T ± a,β . They are obtained in the same way as in [EY] : we get Proposition 3.6 Assume that βa > 
Proposition 3.7 Let βa > 8 and β > 
Now we are ready to prove our main result.
Proof of Theorem 2.1:
We put a(β) = 6β −1 log β. Let ξ ± β,j be the jth eigenvalue of T ± a(β),β . From Propositions 3.6 and 3.7, we have
From (3.18), we infer that {ξ ± β,j +µ ± k (a(β), θ)} j,k∈N , properly ordered, is the sequence of all eigenvalues ofH ± a(β),β,θ counted with multiplicity. Using Proposition 3.5, we find
for j ≥ 2 and k ≥ 1, where the error term is uniform with respect to the quasimomentum θ ∈ [0, 2π). For k ∈ N and θ ∈ [0, 2π), we define
From Propositions 3.5-3.7 we get 23) where the error term is uniform with respect to θ ∈ [0, 2π). Let n ∈ N. Combining (3.21) with (3.23), we claim that there exists β(n) > 0 such that
for β ≥ β(n), j ≥ 2, k ≥ 1, and θ ∈ [0, 2π). Hence the jth eigenvalue ofH ± a(β),β,θ counted with multiplicity is τ ± β,j,θ for j ≤ n, β ≥ β(n), and θ ∈ [0, 2π). Let β ≥ β(n) and denote by κ From (3.16), (3.17) , and the min-max principle, we obtain
so we have κ + n (β, θ) < 0. Hence the min-max principle and (3.15) imply that H β,θ has at least n eigenvalues in (−∞, κ + n (β, θ)). For 1 ≤ j ≤ n, we denote by λ j (β, θ) the jth eigenvalue of H β,θ . We have
This together with (3.23) and (3.24) implies that
where the error term is uniform with respect to θ ∈ [0, 2π), and completes thus the proof of Theorem 2.1.
Our next aim is to prove Corollary 2.2. As a preliminary, we denote by B j and G j , respectively, the length of the jth band and the jth gap of the spectrum of the operator −
2 in L 2 (R) with the domain H 2 (R):
Since µ j (·) is continuous on [0, 2π], we immediately obtain from Theorem 2.1 the following claim.
Lemma 3.8 For n ∈ N, we have
Now we recall Borg's theorem (see [Bo, Ho, Un] 
Suppose that α
for all even j, and α
for all odd j. 
This completes the proof.
The gaps of Hill's equation
It follows from Lemma 3.8 that if the mth gap of −
is open, so is the mth gap of H(β) for sufficiently large β > 0. It is thus useful to find a sufficient condition for which the mth gap of our comparison operator is open for a given m ∈ N. Since a particular form of the effective potential is not essential, we will do that for gaps of the Hill operator with a general bounded potential.
Let V ∈ L ∞ ((−a/2, a/2)) and denote by {a j } ∞ j=1 and {b j } ∞ j=0 the sequences of its Fourier coefficients:
Let κ j be the jth eigenvalue of the operator
and similarly, let ν j be the jth eigenvalue of the operator
We are going to prove the following result.
Theorem 4.1 Let n ∈ N. Assume that
Then we have ν n+1 − ν n > 0 when n is odd, and κ n+1 − κ n > 0 when n is even. Proposition 2.3 immediately follows from Theorem 4.1. In order to prove the latter, we shall estimate the length of the first gap of the Mathieu operator. For α ∈ R, we define
By m j (α) we denote the jth eigenvalue of M α counted with multiplicity. The sought estimate looks as follows:
Proof: We prove the assertion only for α < 0 because that for α > 0 is similar. We put
and define
By µ ± 1 (α) we denote the first eigenvalue of L ± α . Since the function cos 2π a x is even, we infer that M α is unitarily equivalent to the operator L
It is clear that
and, in addition, {ϕ j } ∞ j=1 and {ψ j } ∞ j=1 are complete orthonormal systems of L 2 ((0, a/2)). We first estimate µ + 1 (α) from above. By the min-max principle, we obtain µ We have a n sin 2πnx a + b n cos 2πnx a = a 2 n + b 2 n cos 2nπ a x + a 2nπ τ .
Let d j be the jth eigenvalue of the operator with this potential,
with antiperiodic boundary condition. Since a coordinate shift amounts to a unitary transformation and does not change the spectrum, d n+1 − d n is equal to the difference of the first two eigenvalues of the operator
with antiperiodic boundary condition. Thus it follows from Theorem 4.2 that .
(4.6) Notice that ν j = e j for all j ∈ N. This together with (4.5) and (4.6) implies that ν n+1 − ν n > 0, and completes therefore the proof of Theorem 4.1.
Asymptotically straight curves
Finally, we are going to discuss briefly the case when Γ is non-periodic and asymptotically straight. We impose the following assumptions on γ:
(A.6) γ ∈ C 2 (R).
(A.7) The function γ is not identically zero.
(A.8) There exists c ∈ (0, 1) such that |Γ(s) − Γ(t)| ≥ c|t − s| for s, t ∈ R.
(A.9) There exist τ > 5 4
and K > 0 such that |γ(s)| ≤ K|s| −τ for s ∈ R.
From [EI, Proposition 5.1 and Theorem 5.2] we know that under these conditions σ ess (H β ) = [− 1 4 β 2 , ∞) and σ d (H β ) = ∅.
We define
in L 2 (R) with the domain H 2 (R).
Since γ is not identically zero on R, we have
(see, e.g., [BGS] and [Si] ). We put n = ♯σ d (S). For 1 ≤ j ≤ n, we denote by µ j the jth eigenvalue of S counted with multiplicity.
Theorem 5.1 There exists β 0 > 0 such that ♯σ d (H β ) = n for β ≥ β 0 . For β ≥ β 0 and 1 ≤ j ≤ n, we denote by λ j (β) the jth eigenvalue of H β counted with multiplicity. Then we have λ j (β) = − 1 4 β 2 + µ j + O(β −1 log β) as β → ∞ for 1 ≤ j ≤ n.
We omit the proof, since it analogous to those of Theorem 2.1 and [EY, Theorem 1] .
