Abstract. This paper deals with the solvability of systems of linear operator equations in a linear space. Namely, the paper provides necessary and sufficient conditions for the operators under which certain kinds of systems of operator equations are solvable.
Introduction
Let G be a semigroup of commuting linear operators on a linear space S with the group operation of composition. The solvability of the system of equations (1.1) l i f = φ i , i = 1, . . . , r, where l i ∈ G, φ i ∈ S, was considered by Dahmen and Micchelli in their studies of exponential box splines (see [1, 2, 3, 7] ). It is easy to see that the compatibility conditions (1.2) l i φ i = l i φ j , i = j are necessary for the system (1.1) to have a solution in S. However, in general, they do not provide sufficient conditions for system (1.1) to be solvable. In [4] , Theorems 2.4 and 2.5 gave two conditions on the operators l i so that the compatibility conditions are sufficient for the solvability of (1.1). The purpose of this paper is to study some kinds of conditions on the operators l i so that the compatibility conditions will be sufficient for the system (1.1) to have a solution in S. Theorems 2.2 and 2.4 (Corollaries 2.1 and 2.2) consider l i in a class of generalized invertible operators (in a class of one-side invertible operators) respectively. Each of Theorems 2.3, 2.6, 2.7 deals with conditions on l i which are weaker than that of Theorems 2.4, 2.5 in [4] , under which the system (1.1) to be solvable in S. Theorems 2.8, 2.9 and 2.10 provide another conditions on l i so that the compatibility conditions will be sufficient for the solvability of (1.1).
Solvability of systems of operator equations
Let S be a linear space over a field of scalars F . Denote by L(S) the set of all linear operators with domain and range in S. Write
The operator D ∈ L(S) is said to be right invertible if there is an operator R ∈ L 0 (S) satisfying RS ⊂ dom D, and DR = I (see [6] ). The operator R is called a right inverse of D. The set of all right invertible operators will be denoted by R(S). Given an operator D ∈ R(S), we denote by R D the set of all right inverses of D.
The operator L ∈ L 0 (S) is said to be left invertible if there is an operator
The operator A ∈ L(S) is said to be generalized invertible if there exists an operator B ∈ L(S) so that Im A ⊂ dom A, Im B ⊂ dom A, and ABA = A on dom A (see [6] ). The operator B is called a generalized inverse of A. The set of all generalized invertible operators will be denoted by W(S). Let W A denote the set of all generalized inverses of an operator A ∈ W(S) (see [5, 6] ).
Through the paper, only operators with their domain being whole space S are considered. Definition 2.1. ( [4] , or [8] ) Let G be a semigroup of commuting operators on a linear space S with the group operation of composition. We say that G possesses s-dimensional additivity if for any s + 1 elements l 1 , l
where ker(l 1 , . . . ,l s ) := {f ∈ S :l j f = 0, j = 1, . . . , s}. 
(ii) For any l ∈ G, l | M is either invertible or nilpotent.
We recall Theorem 2.4 in [4] .
Let G be a commutative semigroup of operators on S, and let l 1 , . . . , l r be elements of G. Assume that one of them, say l 1 , is invertible on S. Then for given φ 1 , . . . , φ r in S, the system of equations
has a solution in S if and only if the following compatibility conditions hold:
Theorem 2.2. Let G be a commutative semigroup of operators on S, and let l 1 , . . . , l r be elements in G. Assume that one of them, say l 1 , is generalized invertible on S. Then for given φ 1 , . . . , φ r in S, the system of equations
has a solution in S if and only if the following conditions hold: for any l * ∈ W l 1 , there exists z ∈ ker l 1 so that
Proof. 1) Necessity. Let f ∈ S be a solution of (2.2). We have
On the other hand,
. . , r. Thus, f is a solution of (2.2). The theorem is proved.
It is clear that R(S) ⊂ W(S) and L(S) ⊂ W(S). So two immediate consequences of Theorem 2.2 are the followings
Corollary 2.1. Let G be a commutative semigroup of operators on S, and let l 1 , . . . , l r be elements in G. Assume that one of them, say l 1 , is right invertible on S. Then for given φ 1 , . . . , φ r in S, the system of equations
has a solution in S if and only if the following conditions hold: for any R ∈ R l 1 , there exists z ∈ ker l 1 so that
Corollary 2.2. Let G be a commutative semigroup of operators on S, and let l 1 , . . . , l r be elements in G. Assume that one of them, say l 1 , is left invertible on S. Then for given φ 1 , . . . , φ r in S, the system of equations
has a solution in S if only if the following conditions hold:
Remark 2.1. If the operator l 1 in Theorem 2.2, Corollary 2.1, or in Corollary 2.2 is invertible, the conditions stated there become the compatibility conditions of Theorem 2.1. In the sequel, we call them the compatibility conditions. Theorem 2.3. Let G be a linear ring of commuting operators on S (with the ring operation of addition and composition), and let l 1 , . . . , l r ∈ G. Assume that there exists α 1 , . . . , α r ∈ F so that the operator l = α 1 l 1 +· · ·+α r l r is invertible on S. Then for given φ 1 , . . . , φ r in S, the system of equations
has a solution in S if and if the following compatibility conditions hold:
Proof. Denote by f ∈ S a solution of (2.3). Applying the operators l k (k = 2, . . . , r) to both sides of the equation
Now we prove the sufficient condition. We claim that l −1 commutes with each l j (j = 1, . . . , r). Indeed, from l i l j = l j l i it follows that ll i = l i l. Since,
The proof is completed.
Remark 2.2. If the assumption of Theorem 2.1 are satisfied, so are the assumptions of Theorem 2.3. Indeed, if an operator l i is invertible in S, we choose α i = 1, α j = 0, j = i, j = 1, 2, . . . , r. The following example shows that, in general, the converse is not true.
Example 2.1. Let S be the linear space of all polynomials of n variables (x 1 , x 2 , . . . , x n−1 , x n ) such that their degree is not exceeded k, k ≥ 1. Consider the partial-differential operators:
Note that l 1 and l 2 are not invertible because l 1 (x 1 ) = 0, and l 2 (c) = 0 (c is a constant). Obviously,
In this case, the assumption of Theorem 2.1 is not satisfied, but the assumption of Theorem 2.3 is.
Theorem 2.4. Let G be a linear ring of commutative operators on S, and let l 1 , . . . , l r be elements in G. Assume that there exists α 1 , . . . , α r ∈ F so that l = α 1 l 1 + · · · + α r l r ∈ G is generalized invertible on S. Then for given φ 1 , . . . , φ r in S, the system of equations
has a solution in S if and only if the following conditions hold: for any l * ∈ W l , there exists z ∈ ker l so that (I − ll * )φ * = 0, φ j = l j (l * φ * + z), j = 1, . . . , r, where φ * = α 1 φ 1 + · · · + α r φ r .
Proof. 1) Necessity. Let f be a solution of the system (2.5). Multiplying two sides of the j-th equation by α j , and taking the sum of them we get r j=1 α j l j f = r j=1 α j φ j . This implies lf = φ * . We then have φ * = lf = ll * lf = ll * φ * . Since (I −ll * )φ * = 0. On the other hand, by lf = ll * lf = ll * φ * , we get l(f − l * φ * ) = 0. This implies f = l * φ * + z, where z ∈ ker l. Hence,
2) Sufficiency. If f = l * φ * +z, then l j f = l j (l * φ * +z) = φ j , j = 1, . . . , r. Thus, f is a solution of the system (2.5). The theorem is proved. Remark 2.3. If the operator l in Theorem 2.4 is invertible, the compatibility conditions coincide with that of Theorem 2.3. Indeed, we then have l * = l −1 and z = 0. Obviously, (I − ll * )φ * = (I − ll −1 )φ * = 0. On the other hand, as l −1 φ * = f, φ j = l j (l −1 φ * + 0) = l j l −1 φ * (j = 1, . . . , r), we get
Theorem 2.5. ([4] ) Let G be a commutative semigroup of operators on S which possesses s-dimensional additivity. Suppose that S is a direct sum of two subspaces M and N which are invariant under G. Moreover, assume that l 1 , . . . , l s ∈ G are nilpotent on M and have the property dim(ker(l 1 , . . . , l s )) < ∞. Let r ∈ {1, . . . , s}. Then for given φ 1 , . . . , φ r ∈ M , the system of equations l j f = φ j , j = 1, . . . , r, has a solution in M if and only if the following compatibility conditions hold:
Observe that it suffices to prove the sufficient conditions in the following theorems.
Theorem 2.6. Let G be a commutative semigroup of operators on S which possesses s-dimensional additivity. Suppose that S is a direct sum of two subspaces M and N which are invariant under G. Moreover, assume that l 1 , l 2 , . . . l s ∈ G satisfy the following conditions: for any g ∈ M and for any pair
and that dim(ker(l 1 , . . . , l s )) < ∞. Let r ∈ {1, . . . , s}. For given φ 1 , . . . , φ r ∈ M, the system of equations
has a solution in M if and only if the compatibility conditions hold:
Proof. We divide the proof into three steps.
Step 1. Consider the special case where r = s and φ 2 = · · · = φ s = 0. By the compatibility conditions (2.7), (2.8)
Consider the operators l 1 , l 2 . By the assumption, there exist m 1 , m 2 ∈ N such that (2.9) l
Clearly, H ′′ ⊆ H ′ ⊆ H. By (2.8) and (2.9), φ 1 ∈ H ′ . We prove l 1 (H) ⊆ H ′ .
For some x ∈ H we have
Equivalently,
This implies that l 1 x ∈ H ′ . Hence, l 1 (H) ⊆ H ′ . We now prove ker(l 1 | H ) ≡ H ′ . Indeed, suppose that x ∈ ker(l 1 | H ), i.e., x ∈ H and l 1 (x) = 0. Clearly, x ∈ H ′′ . We now conclude that l 1 is a linear mapping from H to H ′ and its kernel is H ′′ . We then have dim
. . . , s. Thus, f 1 ∈ M is a solution of system (2.6).
Step 2. The case r = 1. There is no compatibility condition, and the existence of solution of equation l 1 f = Φ 1 is proved as in Step 1.
Step 3. For the general case, the proof proceeds by induction on r. Suppose inductively that the theorem is valid for r − 1, r ∈ {2, . . . , s}. Given φ 1 , . . . φ r ∈ M, we shall prove that under the conditions of the theorem the system of equations l i f = φ i , i = 1, . . . , r has a solution in M. By the induction hypothesis, there exists f * ∈ M so that l i f * = φ i , i = 1, . . . , r − 1.
Consider the system of equations for h (2.12)
By (2.10) and (2.11), the compatibility conditions corresponding to the system (2.12) are satisfied. This system is in the case of Step 1. Denoted by h ∈ M a solution of (2.12). Let f = f 1 + h. Then
Thus, f is a solution of the system (2.6). The theorem is proved. n } be the linear space generated by the functions: cos x 1 , . . . , cos x n , sin x 1 , . . . , sin x n , x
Obviously, l 1 , l 2 are invariant on M. For any p = 1, 2, . . . , the following identities hold l p 1 cos x 1 = cos(x 1 + pπ/2), l p 2 cos x 2 = cos(x 2 + pπ/2). Since, the operators l 1 , l 2 are not nilpotent on M. We now prove that l 1 , l 2 together satisfy the assumptions of Theorem 2.6. Indeed, let g ∈ M be of the form g = P (x 1 , x 2 ) + a cos x 1 + b sin x 1 + c cos x 2 + d sin x 2 , where P (x 1 , x 2 ) is a polynomial of variables x 1 , x 2 , and a, b, c, d ∈ R. Denoted by p the highest power of the variable x 1 in P (x 1 , x 2 ). Clearly,
Similarly, there exists q ∈ N so that l 1 l q+1 2 g = 0. So the assumption of Theorem 2.6 is weaker than that of Theorem 2.5. By induction we can prove Theorem 2.7. Let G be a commutative semigroup of operators on S which possesses s-dimensional additivity. Suppose that S is a direct sum of two subspaces M and N which are invariant under G. Moreover, assume that l 1 , l 2 , . . . , l s ∈ G satisfy the following conditions:
. . , s} be fixed. For any g ∈ M and for any pair of operators
(
Let r ∈ {1, . . . , s}. For given φ 1 , . . . , φ r ∈ M , the system of equations
has a solution in M if and only if the following compatibility conditions hold:
Let M be a subspace of S. An operator l ∈ L 0 (S) is said to be idempotent in M if for any g ∈ M there exists m ∈ N such that l m g = lg. The following theorem deals with l i in the class of idempotent operators in M.
Theorem 2.8. Let G be a commutative semigroup of operators on S which possesses s-dimensional additivity. Suppose that S is a direct sum of two subspaces M and N which are invariant under G. Moreover, assume that l 1 , l 2 , . . . , l s ∈ G are idempotent on M and dim(ker(l 1 , l 2 , . . . , l s )) < ∞. Let r ∈ {1, . . . , s}. For given φ 1 , . . . , φ r ∈ M , the system of equations
Proof. By induction on r.
Step 1. We consider the case where r = s and φ 2 = · · · = φ s = 0. By the compatibility conditions, φ 1 ∈ ker(l 2 , . . . , l s ). By the assumption, there exists m 1 ∈ N so that l If r = 1, there is no compatibility condition, and the existence of solution of equation l 1 f = φ 1 follows directly from the assumption l 1 (K) = K.
Suppose that the theorem is true for an r − 1 (r > 1). Let f * ∈ M is a solution of the system of equations l i f = φ i , i = 1, . . . , r − 1. We shall prove the system (2.17) has a solution in M. Put l r f * = g ∈ M. We have l i g = l i l r f * = l r l i f * = l r φ 1 = l i φ r , i = 1, . . . , r − 1. This implies l i (φ r − g) = 0, i = 1, . . . , r − 1, i.e., φ r − g ∈ H, where H := ker(l 1 , . . . , l r−1 ). Clearly, H is the subspace of S which is invariant under l i (i = 1, . . . , r − 1). Since, l r (H) = H. There exists an h ∈ H so that φ r − g = l r h. Obviously, l i h = 0, i = 1, . . . , r − 1. Put f = h + f * . We then have l i f = l i h + l i f * = φ i , i = 1, . . . , r − 1, l r f = l r h + l r f * = φ r − g + g = φ r .
Therefore, f is a solution of (2.18) in S.
Example 2.4. Denote by S the linear space of all functions generated by the functions: {e x+y , sin(x + y), cos(x + y)}, i.e., M := lin {e x+y , sin(x + y), cos(x + y)}.
Let D x , D y be the partial-differential operators on S, and let G be the semigroup with its generators {D x , D y }. Obviously, G is the commutative semigroup and S = M N , where M is generated by {e x+y } and N is generated by {sin(x + y), cos(x + y)}. Since, S has the subspaces M, N, which are invariant under G.
