We study the transport of a passive tracer particle in a steady strongly mixing flow with a nonzero mean velocity. We show that there exists a probability measure under which the particle Lagrangian velocity process is stationary. This measure is absolutely continuous with respect to the underlying probability measure for the Eulerian flow.
1. Introduction. One of the simplest models of the passive tracer motion in a turbulent flow is given by the Itô stochastic equation dx(t) = u(x(t)) dt + √ κdw(t), t ≥ 0, (1.1)
x(0) = 0.
Here u = (u 1 , . . . , u d ) : R d × Ω → R d is the Eulerian velocity field of the flow. It is assumed to be a stationary, d-dimensional random vector field given over a certain probability space (Ω, V, P), and w(·) is a standard d-dimensional Brownian motion defined over another probability space (Σ, A, Q). Parameter κ, called the molecular diffusivity of the medium, is assumed to be nonnegative. The resulting process x(·) is considered over the product probability space (Ω × Σ, V ⊗ A, P ⊗ Q). A question that generates considerable interest in statistical hydrodynamics is to provide the description of the long-time, large-scale asymptotics of x(·). Possible types of the trajectory behavior that may occur in the limit include Newtonian motions, diffusions, fractional diffusions and possibly Lévy flights; see [2, 6, 7, 18] . An important insight in understanding the asymptotic behavior of solutions to (1.1) can be gained if one is able to establish the existence of a probability measure µ defined over V ⊗ A under which the Lagrangian process, that is, u(x(t)), t ≥ 0, is stationary and ergodic. The above process corresponds to the observations of the velocity from the vantage point of the moving trajectory. If such a measure exists, then one can conclude that
exists µ-a.s. and v * is deterministic. v * is sometimes called the Stokes drift of the medium. If, in addition to stationarity and ergodicity, µ is absolutely continuous w.r.t. the product measure P ⊗ Q and the limit in (1.2) holds P ⊗ Q-a.s., we shall call µ a regular, invariant measure for the Lagrangian process.
In the present paper we consider the case of strongly mixing, steady (i.e., time-independent) velocity fields. The main result we set out to prove can be stated informally as follows; see Theorem 2.2 for the precise statement.
Theorem 1.1. Suppose that the molecular diffusivity κ is strictly positive, and that the velocity field u is stationary with the mean that is larger than the amplitude of its fluctuations [see condition (A)] and decorrelates at finite distances [condition ( DR)]
. Then, assuming also some topological and measure-theoretic regularity properties of the field [condition ( R)], there exists a regular invariant measure µ for the Lagrangian process u(x(t)), t ≥ 0.
The standard results, for example, those obtained in the framework of the homogenization theory (see [13] ), concern the drifts that are either gradients of stationary scalar potentials (i.e., u = ∇ x φ, where φ is a certain stationary scalar field), or are incompressible (i.e., ∇ x · u := d i=1 ∂ x i u i ≡ 0). The gradient case corresponds to the motion of a tracer particle in a medium (e.g., gas) that remains in an equilibrium, while the incompressible fields describe turbulent flows of fluids. In both of these cases, regular invariant measures µ can be identified explicitly. In the gradient case µ is given by P φ ⊗ Q, where P φ the is Gibbs equilibrium measure relative to the potential φ/κ, while in the incompressible case the invariant measure is actually equal to P ⊗ Q; see [[12] - [14] ].
In many interesting situations, however, the motion of a tracer takes place in a compressible environment that is far from being in equilibrium, for example, floating of a particle on a fluid surface; see [5] . Due to the infinitedimensional character of the problem, the existence of a regular invariant measure is, in general, hard to prove and very few results concerning the problem are known. For a review of the existing literature on the subject, a reader is advised to consult [19] . It is generally believed, however, that 3 strong mixing properties of the Eulerian flow should guarantee the existence of a regular invariant measure for Lagrangian observations [5, 19] . Recently, a number of rigorous results substantiating that point of view have been obtained for nonsteady (time-dependent) flows; see [[8] - [10] ]. A generic situation considered in those papers concerns fields that have strong temporal decorrelation properties; for example, in [8, 9] the Eulerian velocity field is of finite time dependence range, while in [10] it is Gaussian, Markovian and sufficiently strongly mixing in the temporal variable. Under any of these assumptions, it can be shown that there exists then a regular (w.r.t. P ⊗ Q) invariant measure µ, provided the molecular diffusivity κ is positive. It is worthwhile to point out that under some additional assumptions on the spatial structure of the velocity field (i.e., the compact support of the spatial power-energy spectrum), the results of [10] deal also with the case of the vanishing molecular diffusivity κ = 0.
Let us discuss briefly the principal ideas of the proof of Theorem 1.1. First, we use the factorization property of the σ-algebra corresponding to the Eulerian velocity field. More specifically, looking in the directionv pointed by the mean drift of the flow at any given time instant, say t = 0, we can decompose the future history of the velocity field into the part that is determined by the tracer particle history up to t = 0 and, independent of it, the renewal part. This decomposition forms the base for the definition of the so-called transport operator; see Section 4. Informally speaking, it describes the change of the statistics of the field, as observed from the moving particle, within the time span τ needed for the particle to travel from the initial position at t = 0 the spatial distance required for the complete renewal of the Eulerian velocity. In addition, after this time the particle does not revisit the half-space containing the initial position of the trajectory and bounded by the hyperplane orthogonal to the drift passing by the point which is unit to the left in the directionv from the position of the particle at τ . Because of this property, we call τ the nonretraction time; see Section 3 for its precise definition. It is obviously a non-Markovian random time. The definition of τ is modelled on the notion of the nonretraction times, introduced by Sznitman and Zerner in [17] , in the case of random walks on a random integer lattice with independent sites. As we show in Section 4, see (4.3), the transport operator acts on a certain space of density functions with respect to P. An important property of this operator is the fact that it admits an invariant density; see Proposition 4.7. This density is subsequently used, see formula (5.33), to define the invariant measure µ; see Theorem 1.1.
A result, that corresponds to our main theorem has been proved for the nearest-neighbor random walks on integer lattice Z d with i.i.d. transition probabilities having a uniform local drift property (the so-called nonnestling condition) in [3] .
2. Notation and formulation of the main result. To simplify the notation we assume, throughout the remainder of the paper, that κ = 1 in (1.1). The proof can be trivially generalized to the case of an arbitrary positive molecular diffusivity. The case κ = 0 is substantially different and we know of no results concerning the steady fields in that situation. (As mentioned earlier, some results concerning time-dependent, Gaussian, Markovian fields can be found in [10] .)
For any L > 0, we denote
These spaces are equipped with the standard topology of uniform convergence on compact sets. For any t ≥ 0, we denote by Π(t) : X → R d the canonical projection Π(t)(π) := π(t), π ∈ X. Let M t := σ{Π(s) : s ≤ t}, t ≥ 0, be the canonical filtration on X. We let M := t≥0 M t . By P and P L we denote the spaces of all Borel probability measures on X and X L , respectively. By W and W L we denote the standard Wiener measure on (X, M) and its restriction to M L , respectively. For any h ≥ 0, we define the shift operator
Let (Ω, d) be a Polish space. We denote by B(Ω) the σ-algebra of Borel subsets of Ω. We suppose that P is a Borel probability measure and E[·] denotes the corresponding expectation. Let N be the σ-ring of P-null sets of B(Ω), the P-completion of B(Ω). Unless otherwise stated, we will assume that any sub-σ-algebra of B(Ω) under consideration contains N . For brevity we write L p := L p (T 1 ), p ∈ [1, +∞], where T 1 := (Ω, B(Ω), P). We assume further the property of spatial homogeneity of measure P. The above means that there exists a group of transformations T x , x ∈ R d , acting on Ω such that, for any x ∈ R d , A ∈ B(Ω), we have T x (A) ∈ B(Ω) and P(T x (A)) = P(A).
We assume that u : Ω → R d is a random vector over T 1 satisfying
The spatially homogeneous Eulerian velocity field is defined as u(x; ω) := u(T x (ω)). Assumption (A) guarantees that the mean drift dominates its fluctuations and therefore there exists δ > 0 such that
for all x ∈ R d . Herev := v/|v|. We shall also assume that 1 ∧ (|v|/4) ≥ δ > 0.
For any R > 0, we denote by F i R , F e R the σ-algebras generated by u(x), |x| ≤ R, and u(x), |x| ≥ R, correspondingly. We assume that (DR) ( finite dependence range) there exists r 0 > 0 such that, for any r > 0, the σ-algebras F i r and F e r+r 0 are independent. Finally, we suppose that the field possesses certain regularity both in the topological and the measure-theoretic sense. Namely, we assume that (R) for any ω ∈ Ω, the field u(·; ω) is of C 1 class of regularity and there exists a deterministic constant U > 0 such that ũ(·; ω)
The norm taken here is the usual one corresponding to the classical Sobolev space W 1,∞ (R d ).
In addition, we suppose that, for any N ≥ 1 and x 1 , . . . , x N ∈ R d such that x i = x j for i = j ∈ {1, . . . , N }, the probability distribution of (u(x 1 ), . . . , u(x N )) in the space (R d ) N is absolutely continuous with respect to the N · d-dimensional Lebesgue measure.
Remark 2.1. Let us briefly discuss some important, from our point of view, consequences of assumption (R). Let t ∈ R and V t be the sub-σ-algebra of B(Ω) generated by u(x), x ·v ≤ t. We note that obviously
Thanks to the assumption (R) (see page 66 of [15] , or the Appendix of [9] ), the filtration (V t ) t≥0 admits a factorization with respect to V 0 , that is, for any t ≥ 0, there exists a σ-algebra R t such that V 0 and R t are P-independent and V t is generated by V 0 and R t . Let R := t≥0 R t . Note that (R t ) t≥0 form a filtration of σ-algebras. Indeed, any random variable H(·) that is R t -measurable is V u -measurable for any u ≥ t and one can find (from the factorization property) a random variable G(·, ·) that is V 0 ⊗ R u -measurable and H(ω) = G(ω, ω). From the fact that H is independent of V 0 , we immediately conclude that
The previous argument also shows that, thanks to condition (DR), any random vector u(x), with t := x ·v ≥ r 0 and r 0 as in (DR), is R t -measurable.
Let Q x,ω ∈ P be the law of the solution to (1.1) for a fixed realization of ω ∈ Ω and subject to the initial condition x(0) = x. We denote T x,ω := (X, M, Q x,ω ) and by M x,ω the respective mathematical expectation. In the particular case when x = 0, we shall suppress the subscript x.
The process
is a d-dimensional standard Brownian motion starting at x over T x,ω for any ω. We denote by p ω : R + × R d × R d → R + the transition probability densities of the diffusion given by (1.1).
Define a measure P 0 on (Ω × X, B(Ω) ⊗ M) as the semiproduct
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Theorem 1.1 can be stated more precisely in the following way.
Theorem 2.2. Suppose that u is a velocity field satisfying the assumptions (A), (DR) and (R).
Then, there exists a probability measure µ on 
In Theorem 2.2, ergodicity of the relevant measure is understood as the absence of shift-invariant nontrivial sets. More precisely, any Borelian subset A ⊆ X such that
3. Nonretraction times. In this section we introduce a family of random variables that, for reasons which become obvious later on, we shall call nonretraction times. They are not stopping times and describe subsequent times after which no retraction of the diffusion can occur in the direction pointed by the mean velocity. This notion is based on a discrete analogue introduced for random walks on a random lattice in [17] . Since the results contained in this section are modifications of the corresponding results of [17] , we postpone their proofs to Appendix A.
For any π ∈ X, l ∈ [0, +∞), we let
For brevity sake we write
and
The last random variable is defined for those π, for which D(π) < +∞.
For any t ≥ 0, we define also
We introduce the sequence of (M t )-stopping times (S k ) k≥0 , (R k ) k≥0 and the sequence of maxima (M k ) k≥0 letting
where r 0 > 0 is as in (DR).
By induction we set, for any k ≥ 1,
The following lemmas hold.
Lemma 3.1. There exist deterministic constants γ, γ 1 , γ 2 > 0 such that, for each x ∈ R d , we have
, or K = +∞ if the set of which we take the infimum is empty. We define the first nonretraction time τ 1 := S K < +∞, P 0 -a.s. The subsequent times of nonretraction τ n , n ≥ 2, are defined by induction using the relation
Note that the random variables τ n need not be (M t )-stopping times.
4. The transport operator and its properties. For any a, b ∈ R∪{−∞, +∞}, a ≤ b, we let V a,b be the σ-algebra generated by u(x), where a < x ·v < b. Consistently with Remark 2.1, we write V a for V −∞,a . Let T 2 := (Ω, V 0 , P),
Note that in light of (3.7), P D is equivalent with P. Also, for any probability triple T the symbol D(T ) denotes the set of all probability densities w.r.t. the relevant probability measure, that is, nonnegative elements of L 1 (T ) whose integral equals 1.
In this section we introduce a certain linear operator Q :
. It is conjugate, in the sense of (4.1), with the spatial shift by π(τ 1 ), that is,
for any F and G that are correspondingly V 0 and V 0,+∞ -measurable; see Proposition 4.6. We will call Q a transport operator. 
Some consequences of the factoring property. Let
T 3 := (Ω, R, P) and let T 2 ⊗ T 3 := (Ω × Ω, V 0 ⊗ R, P ⊗ P). Condition (R) implies (see Ap- pendix B) the existence of an isometric isomorphism Z : L p (T 1 ) → L p (T 2 ⊗ T 3 ), p ∈ [1, ∞] such that: (Z1) ZF ≥ 0 for F ≥ 0 and Z1 = 1, (Z2) for any F 1 , . . . , F N ∈ L p (T 1 ) and Φ : R N → R bounded and continuous, we have Z(Φ(F 1 , . . . , F N )) = Φ(ZF 1 , . . . , ZF N ), (Z3) ZF (ω, ω ′ ) = F (ω) for all F ∈ L p (T 2 ), ZG(ω, ω ′ ) = G(ω ′ ) for all G ∈ L p (T 3 ), (Z4) ZF is V 0 ⊗ R t -measurable if F is V t -measurable, for any t ≥ 0.F for all F ∈ L 1 (T 1 ). (Z6) Suppose that F 1 , F 2 ∈ L ∞ (T 1 ). Then Z(F 1 F 2 ) = Z(F 1 )Z(F 2 ). Remark 4.2. Denote U(x) := Z(u(x)) ∈ L ∞ (T 2 ⊗ T 3 ) for any fixed x ∈ R d . One can find a modification of U defined over T 2 ⊗ T 3 that is of C 1 -class of regularity P ⊗ P-a.s. and such that Ũ (·; ω, ω ′ ) W 1,∞ (R d ) ≤ U [here U is as in the statement of condition (R)] for P ⊗ P-a.s. (ω, ω ′ ), whereŨ(·; ω, ω ′ ) := U(·; ω, ω ′ ) − v.
4.2.
The definition of operator Q. We start with some auxiliary notation. Let T W := (X, M, W), where, as we recall, W is the standard Wiener measure. By F k we denote the law in
is the stochastic integral with respect to the Wiener process π(·) over the probability space T W , (see [16] , page 99). Using the properties (Z1), (Z2) and (Z6) of the operator Z, one can prove that
The linear operator Q satisfying (4.1) will be defined as follows. For any F that is bounded and V 0 -measurable, define
where
Remark 4.3. The definition of the operator Q given by (4.3) and (4.4) may seem to look a bit technical at the moment. To motivate it we remark here that Q is constructed in such a way that the property expressed by (4.1) holds; see part (i) of Proposition 4.5 and Proposition 4.6. This property enables us to reduce the question of the existence of an absolutely continuous modification of measure P 0 under which the sequence 
Hence, Q can be extended to a density-preserving operator Q :
Proof. The left-hand side of (4.6) equals
Using properties (Z2) and (Z3) of operator Z, we conclude that the righthand side of (4.7) equals
Since τ 1 < +∞, Q u -a.s. we conclude that the last expression is equal to the right-hand side of (4.6).
Suppose that F : (R × R × R d ) N → R and G : Ω → R are bounded and, respectively, Borel and V 0 -measurable. Let n, N be positive integers, 0 ≤ t 1 ≤ · · · ≤ t n , and F 1 , . . . , F n : R d → R, H : (R × R × R d ) N → R be arbitrary bounded and measurable functions. Define
Here τ 0 := 0. Let also q be a positive integer and π (q) (s) = π(s ∧ τ q ), Proposition 4.5. Let n ≥ 1 be an arbitrary integer. Suppose that 0 ≤ t 1 ≤ · · · ≤ t n are arbitrary and ξ k ,ξ k , k ≥ 1, are defined by formulas (4.8) and (4.9) . Under the assumptions on F , G specified above, we have:
(ii) In addition, suppose that q ≥ q 0 ≥ N are certain integers, function H and random variables ξ
Y is nonnegative when G, H are nonnegative and 
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We have
Using the strong Markov property and stationarity of the environment, we can recast the right-hand side of (4.15) in the form
where Y (ω) is a certain V 0 -measurable random variable. Note that Y can be chosen so that it is nonnegative when H and G are nonnegative. Choosing F ≡ 1 in the argument above, we conclude also that Y satisfies (4.13).
In the special case when q = 1, q 0 = 0 and H ≡ 1, we can rewrite the right-hand side of (4.15) in the form 
, we deduce that the right-hand side of (4.17) equals
Since the second and third factors of the integrand appearing in (4.18) are, respectively, R and V 0 -measurable, we can rewrite the entire expression, using property (Z3) of operator Z, in the following form [cf. (4.5)]
We have proved therefore (4.11). To obtain (4.12), thus finishing the proof of the proposition, it suffices only to apply (4.17) to (4.19) q − q 0 times.
The proof of the proposition formulated below is analogous to the one used to show Proposition 4.5. 
Y is nonnegative when G (q 0 ) is nonnegative and 
The existence and uniqueness of a positive invariant density is a consequence of Theorem 5.6.2 of [11] and the following lemma. Proof. Suppose that A ∈ V 0 . We have
Here M ω,ω ′ is the expectation operator corresponding to Q ω,ω ′ -the unique solution of the martingale problem 
Let G be a certain bounded subregion of the layer [x ∈ R d : −1 ≤ x·v ≤ r 0 +1] containing 0, with a C ∞ -smooth boundary ∂G. We assume further that part of ∂G of positive surface measure S is contained in the hyperplane H := [x ∈ R d : x·v = r 0 +1]. The expression in (4.25) can be further estimated from below by
Here τ G denotes the exit time from G, ϕ(x; ω ′ ) := 1 A (T x ω ′ ) for x ∈ ∂G ∩ H and ϕ(x; ω ′ ) := 0, if x ∈ ∂G \ H. Using absolute continuity of the harmonic measure and the standard lower bounds for Green's function corresponding to the generator of (4.24) and the region G (see, e.g., [4] , Theorem 3.1, page 616), we can bound (4.26) from below by
where C > 0 is a certain deterministic, positive constant and |E| denotes the surface measure of a Lebesgue measurable subset E ⊂ H. Here we used the fact that F ∈ D(T D ).
5. The construction of an invariant measure. Let H * be the invariant density for Q, see Theorem 4.7. We set
Note that P H * is a probability measure on (Ω × X, B(Ω) ⊗ M).
Theorem 5.1. Let n ≥ 1 be an integer and 0 ≤ t 1 ≤ · · · ≤ t n be arbitrary. We suppose that F 1 , . . . , F n : R d → R are any bounded measurable functions and the sequence (ξ k ) k≥0 is given by (4.8) and (4.9) . Then (ξ k ) k≥0 is stationary and ergodic over the probability space (Ω × X, B(Ω) ⊗ M, P H * ).
Proof. Stationarity is a direct consequence of part (i) of Proposition 4.5 and the definition of H * . To prove ergodicity, we show that any bounded measurable function F : (R × R × R d ) N → R, for which
Then,
On the other hand, for any q ≥ q 0 , we have, from (5.1),
By virtue of Proposition 4.5, we conclude that the right-hand side of (5.3) equals
First letting q ↑ +∞ and then q 0 ↑ +∞, we conclude that
which, in light of (5.2), yields
Since ε > 0 was chosen arbitrarily, we conclude that F ((ξ k ) k≥1 ) ≡ const, P H * -a.s.
The following proposition holds. 
Proof. We can write that
with random variable K defined before the statement of Corollary 3.3. Hence,v (5.8) and in consequence,
, we obtain, upon a multiple application of the strong Markov property for Q ω and (3.7), that the right-hand side of (5.9) is less than or equal to
By virtue of (3.9), we conclude that the right-hand side of (5.10) is less than or equal to
for some constant C > 0, and (5.7) follows. We have used here the fact that
Continuing with the proof of the proposition, we let (k m ) m≥1 be a random sequence of integers defined by
Recall the convention that τ 0 := 0. Then P H * -a.s. we havê
By virtue of Theorem 5.1 and the individual ergodic theorem, we conclude that
Trivially, we conclude that t * ∈ (0, +∞]. We also have
Inequality (3.10) of Lemma 3.2 implies in particular that
On the other hand, an application of the ergodic theorem to the sequence ((τ n+1 − τ n )) n≥1 implies that the right-hand side of (5.14) tends P H * -a.s. to t * /w * , which by virtue of Lemma 5.3 and (5.15) belongs to (0, +∞). Consequently, we conclude that t * < +∞ and (5.5) holds.
Additionally, we have
Denoting X := sup 0≤t≤1 |w(t)|, Y := sup t≥1 |w(t)|t −3/4 , we can estimate the second term on the right-hand side of (5.16) by
< +∞.
Here we used the fact that Q ω [Y > u] ≤ c 1 exp{−c 2 u 2 } for some constants c 1 , c 2 > 0 independent of ω and all u > 0. This can easily be concluded from, for example, [1] , Theorem 5.2, page 120.
As a consequence of Proposition 5.2, Theorem 5.1 and the individual ergodic theorem, we obtain the following. 
as N → +∞.
The convergence in (5.17) holds both P H * -a.s. and in the L 1 (P H * )-sense.
Suppose that Q x,ω,t is the probability measure on X t obtained by restricting Q x,ω to M t . Let also Q x,y ω,t , M x,y ω,t denote, respectively, the probability measure and the respective expectation obtained by conditioning Q x,ω,t on the event π(t) = y. Recall (from Section 2) that p ω (·, ·; ·, ·) denotes the transition probability density of the diffusion given by (1.1). We set H m (x, s, ω, π)
Remark 5.6. Note that in light of Proposition 5.2, the right-hand side of (5.18) is finite.
Proof of Lemma 5.5. Before proceeding with the proof, we introduce two additional renewal structures via a slight modification of the times (S k ) k≥1 . These structures allow us to describe moments S k that occur after certain deterministically fixed time s; see (5.26).
Let
We define the stopping time S 
The subsequent times R
(1)
k (l, m) and maxima M
k (l, m) are defined as follows: 
The subsequent times R 
Note that the definitions of S (1) k (·, ·), k ≥ 1, differ from the respective definitions of S k , k ≥ 1, only through the designation of the first time S The same remark extends also to S (2) k (·), k ≥ 1. Therefore, a straightforward adaptation of the argument used to prove Corollary 3.3 allows us to conclude that, for each l, m ∈ R, x ∈ R d , we have
To explain the meaning of S (1)
k (·), k ≥ 1, consider the case when s is a certain fixed deterministic time, m 1 < m 2 are two positive integers and π(·) is a path that satisfies s ∈ [S m 1 , R m 1 ), S m 2 < +∞. Then, we can write
Recall that M m 1 is defined in (3.5) and (3.6).
For brevity let us denote
The right-hand side of (5.18) equals
Using the Markov property, the definition of stopping times S 
Using (5.22), we conclude that the expression in (5.27) equals
Conditioning on the event π(s) = x, we obtain that the expression in (5.28) equals Using the homogeneity of P and changing variables x := −x, we conclude that the expression in (5.29) equals
Note that thanks to the definition of A(s), the integration over variable x extends only over the region [x :
Repeating the same type of calculations for the second term on the righthand side of (5.26) [using stopping times S (2) k (l) instead of S (1) k (l, m) and (5.25)], we conclude that it equals
and (5.18) follows.
Applying Lemma 5.5 to n = 1, t 1 = 1 and F 1 ≡ 1, we conclude immediately the following.
Corollary 5.7.
where the constant Z, by definition, equals the right-hand side of (5.32). Thanks to (5.5), we have Z < +∞. By virtue of Corollary 5.7 µ is a probability measure. Proof. The proof of stationarity. Let n ≥ 1, F 1 , . . . , F n ∈ C b (R d ) and 0 ≤ t 1 ≤ · · · ≤ t n . Then, for any h ≥ 0, we can write
Since the integration over an interval of length h does not influence the value of the expression on the utmost right-hand side of (5.34), we conclude that it is in fact equal to
Proof of ergodicity. Proving ergodicity is tantamount to showing that, for any bounded and Borel measurable F : X → R that satisfies
we have F (V (·)) = const, µ-a.s. Similarly to what we have done in the proof of Theorem 5.1, for any ε > 0, we can find N ≥ 1, 0 ≤ t 1 ≤ · · · ≤ t N and
Let q ≥ q 0 be arbitrary and V (q 0 ) (t) := V (t ∧ τ q 0 ), t ≥ 0. Using (5.35), we conclude that
Using Proposition 4.6 and an argument analogous to the one applied in the proof of Theorem 5.1 [see in particular the argument leading up to (5.4)], we conclude, upon the subsequent passages to the limit in (5.37), first as q → +∞, then as q 0 → +∞, that
From (5.36) and (5.38), we conclude that
Hence, upon the application of the fact that ε > 0 has been chosen arbitrarily, we get
6. The proof of the law of large numbers. From (2.2) and Proposition 5.8, we immediately conclude that
with v * given by (1.2).
We show that the limit in (6.1) holds P 0 -a.s. To demonstrate this fact, it suffices only to show that π(t)/t converges P 0 -a.s., as t → +∞, to a deterministic limit, which, as a consequence of the absolute continuity of µ w.r.t. P 0 , must be equal to v * . In fact it suffices only to show the P 0 -a.s. convergence of the sequence (π(n)/n) n≥1 . Indeed, we have
The latter is a consequence of the following estimate, that is an immediate consequence of (1.1):
Inequality (6.3) holds for any ε > 0 and N ≥ 2(U + |v|)/ε, with U the constant from condition (R). The right-hand side of (6.3) is as small as we wish, provided that N is chosen sufficiently large.
Let t * be defined by (5.13). We also denote
Note that, in consequence of Corollary 5.4 and Lemma 5.5 we have the following.
Let us consider a nondecreasing sequence (l n ) n≥1 , that tends to infinity P H * -a.s., defined by τ ln ≤ n < τ ln+1 . Using once more the estimates on the law of the supremum of the Brownian motion, we bound the right-hand side of (A.10) from above by c 2 exp{−c 3 2 m } for some deterministic constants c 2 , c 3 > 0 independent of m.
The second term on the right-hand side of (A.8) equals
by virtue of (the already proven) (3.8). We have therefore shown that On the other hand,
strong Markov prop.
and (3.11) follows by induction.
A.5. Proof of Corollary 3.3. Part (i) is an immediate conclusion from (3.11) and the Borel-Cantelli lemma. To show part (ii), note that However, using (A.12), we can easily conclude that Q y,ω [U m < +∞] = 1 for all y ∈ R d , m ∈ R, P-a.s.; hence the utmost right-hand side of (A.13) equals 
APPENDIX B
The existence of the isometric isomorphism Z. Suppose that n ≥ 1 is a positive integer, A 1 , . . . , A n ∈ V 0 , B 1 , . . . , B n ∈ R are such that A 1 × B 1 , . . . , A n × B n are pairwise disjoint and c 1 , . . . , c n ∈ R. We let Since σ-algebras V 0 and R are P-independent, the mapping U is well defined and extends to a positivity-preserving isometry of any L p (T 2 ⊗ T 3 ) into L p (T 1 ) for any p ∈ [1, +∞]. Thanks to the factorization property stated in the remark after condition (R), we conclude that U is in fact an isometric isomorphism between the relevant spaces. Define Z := U −1 . It is clear from the definition that properties (Z1) and (Z3) hold. Since V t is generated by P-independent σ-algebras V 0 and R t , we can also immediately conclude (Z4). To prove condition (Z2,) we assume first that all G 1 , . . . , G N ∈ L ∞ (T 2 ⊗ T 3 ). From the definition of U , we conclude that U(G G 1 ) , . . . , U(G N )) for any Φ ∈ C b (R N ). We can remove the restriction on boundedness of G i 's by using a standard truncation argument.
