1. Introduction {#s0005}
===============

The global outbreak of coronavirus disease (COVID-19) has seriously endangered the health and safety of all human beings. Scientists have conducted extensive research on the Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2), referring to transmission dynamics ([@bb0100]; [@bb0010]; [@bb0020]), removal technology ([@bb0175]), and climate factor ([@bb0130]). [@bb0045] pointed out that improper use of the ventilation system could aggravate the spread of the virus ([@bb0045]). [@bb0050] experimentally generated SARS-CoV-2-containing aerosols with a diameter of \<5 μm, and illustrated that SARS-CoV-2 can survive and be infectious in aerosols for hours, in some cases even days on surfaces ([@bb0050]). Moreover, it is well known that coronavirus is more likely to exist in confined and poorly ventilated spaces. In this case, aerosols can carry or combine with viruses into an uncontaminated area under certain ventilated conditions. However, the most effective evaluation method for aerosols penetrating from the polluted area or the source area to the unpolluted space is still not clear.

In recent decades, the fate of aerosols penetrating from outdoor has received widespread attention from scientists due to the direct relationship with human health ([@bb0180]; [@bb0015]; [@bb0165]; [@bb0005]; [@bb0105]). Related penetration research is usually carried out in two ways: field measurement and laboratory simulation. Field experiments are always conducted in real buildings such as school classrooms, dormitories, and offices ([@bb0025]; [@bb0030]; [@bb0040]; [@bb0055]; [@bb0060]; [@bb0070]; [@bb0085]; [@bb0170]; [@bb0155]; [@bb0035]), while a test chamber or a building brick is usually used as the object to simulate the indoor or outdoor environment in laboratory simulations ([@bb0035]; [@bb0065]; [@bb0075]; [@bb0080]; [@bb0095]; [@bb0160]). The difference between laboratory simulation and field testing is a greater control of the conditions in a laboratory setting. Additionally, the change in concentration of aerosols is one of the basic characteristics in the penetration process. Based on the law of mass balance, [@bb0135] had represented the indoor concentration over time "*t*" as ([@bb0135]),$$\frac{\partial C_{\mathit{in}}}{\partial t} = a \cdot \left\lbrack {P \cdot C_{\mathit{out}} - C_{\mathit{in}}} \right\rbrack - k \cdot C_{\mathit{in}} + G + S + F + K + H$$where, *C* ~*in*~ and *C* ~*out*~ are the indoor and outdoor particle concentrations (cm^−3^), *a* is air exchange rate (AER) (h^−1^) associated with ventilation system, *k* is the rate of particles deposition loss onto interior surfaces (h^−1^), while *P* is the penetration factor. G, S, F, K and H represent the particle generation from the indoor source, particles for dissociation/vaporization, the formation of new particles due to chemical reactions, the particles for coagulation and for hygroscopic growth (cm^−3^ h^−1^), respectively.

For the source, concentrations, size of particles and the experimental conditions used in most simulations, it is assumed that the effects of dissociation/vaporization (S), new chemical formation (F), coagulation (K) and hygroscopic growth (H) are avoided in the analysis. If the study only focuses on the single penetration process, the indoor source (G) also has no significance. In this case, Eq. [(1)](#fo0005){ref-type="disp-formula"} is simplified to the expression with parameter *a*, *k* and *P*, as$$dC_{\mathit{in}}/\mathit{dt} = \mathit{aP}C_{\mathit{out}} - aC_{\mathit{in}} - kC_{\mathit{in}}$$

Similarly, assuming that the particle flow passing from the outdoor compartment is the only path under ideal conditions, the outdoor particle concentration in a confined space could be affected by the air exchange rate "*a*" of the indoor compartment and the deposition rate "*k*" of outdoor particles. Therefore, the outdoor particle concentration over time can be expressed as,$$dC_{\mathit{out}}/\mathit{dt} = - aP_{0}C_{\mathit{out}} - kC_{\mathit{out}}$$

It is assumed that a certain number of particles tend to penetrate from the outdoor compartment at time "*t*" under the action of a ventilator, but only a portion enters the indoor compartment while the rest is trapped by the sash gap. In this case, "*P* ~*0*~" represents the total proportion of the particles participating in the penetration at a certain AER "*a*". If those trapped particles do not detach and re-enter the outdoor compartment, *P* ~*0*~ can be estimated as 1.

A review of the literature shows that the portion of "*P*" entering the indoor compartment can be defined as follows: the parameter *P*, associated with infiltration airflow, denotes the fraction of outdoor particles passing through building cracks, leakage paths and window openings ([@bb0140]; [@bb0110]; [@bb0125]). In Eq. [(2)](#fo0010){ref-type="disp-formula"}, "*a*" and "*k*" are the only influencing factors, and the equilibrium solution (*dC* ~*in*~/*dt* = 0) is derived as,$$P = \frac{a + k}{a}\frac{C_{\mathit{in}}}{C_{\mathit{out}}}$$

In the experiments of penetration simulations in recent decades, Eq. [(4)](#fo0020){ref-type="disp-formula"} is widely used for quantification of the particle penetration through building cracks. [@bb0140] reported penetration factor using this equation, and *C* ~*in*~ and *C* ~*out*~ were described as the time average of the indoor and outdoor concentrations ([@bb0140]); [@bb0125] mentioned in the derivation that the equation was for the particle size category ([@bb0125]); while other literatures defaulted the *P* value to the size-resolved one ([@bb0030]; [@bb0090]; [@bb0120]). However, there is little reference to the optimal method for determining the *P* value.

Recently, we performed penetration simulations for emergency evacuation ([@bb0160]). A fully enclosed chamber used aerosols with a size range of 69--500 nm to simulate the penetration process from outdoor to indoor. This range can represent some fine particles and ultra-fine particles (FPs/UFPs) in accidents or extreme weather related to air pollution. As the particles gradually pass through the window under a set AER, the indoor concentration may increase, maintain or decrease, while the outdoor concentration continues to decline. In the previous experiment, the initial outdoor concentration of each test changed over time, that is, a stable and continuous particle source could not be provided. This is also the limiting factor for laboratory simulations. Therefore, two questions require further discussions: (1) "is the parameter *P* of Eq. [(4)](#fo0020){ref-type="disp-formula"} without a time attribute suitable for the case where the concentration changes in a confined source space?" and (2) "what is the optimal *P* value?"

Based on the aforementioned properties of SARS-CoV-2 regarding its ability to survive in aerosols for hours, FPs/UFPs may carry or combine with SARS-CoV-2 and then penetrate into uncontaminated areas together. To evaluate the invasion process of aerosols from a confined source space to an uncontaminated area, based on our previous work and the widely used concentration model Eqs. [(2)](#fo0010){ref-type="disp-formula"}, [(3)](#fo0015){ref-type="disp-formula"}, [(4)](#fo0020){ref-type="disp-formula"}, we will thus be (1) proposing four numerical calculations of penetration factor, the size-dependent *P* ~*avg*~, the time-corrected *P* ~*est*~, the real-time *P*(t), and the direct-derived *P* ~*d*~; (2) comparing and evaluating the observed indoor concentrations and the estimated ones; and (3) selecting the optimal *P* value for penetration process. The proposed optimal *P* value and the error analysis could help provide insight into the penetration mechanism, and can also provide a rapid and accurate assessment method for preventing and controlling the spread of the epidemic.

2. Methodology {#s0010}
==============

2.1. Experimental basis {#s0015}
-----------------------

Based on our previous work on penetration simulation for emergency evacuation, [Fig. 1](#f0005){ref-type="fig"} gives the schematic of the whole experimental system, including a simulation system and a measurement system. A fully enclosed chamber as the main body of the simulation system was conducted in the laboratory (laboratory environment has insignificant influence on the test chamber). The chamber contains two parts, an outdoor compartment (left) and an indoor compartment (right), with each inner size of 1.01 m × 0.80 m × 0.80 m. The two parts are divided by a household sliding window, which is kept closed during the measurement. In the measurement system, polydisperse sodium chloride particles with a mass concentration of 10% are sprayed into the outdoor compartment by a 6-jet atomizer (TSI model 3706). The full size range of the particles, ranging from 69 nm to 500 nm with a peak range of 100--300 nm according to size distribution characteristics, imitate virus-containing aerosols in this range. They passed through a silicone desiccant, a neutralizer (Am241, 3 MBq), and an electrostatic precipitator (ESP, prepared in laboratory). Running the test for 36 min displays a concentration change of the two compartments in time distribution by a scanning mobility particles sizer (SMPS, TSI model 3938) and an electrostatic classifier (TSI model 3082) with a long differential mobility analyzer (DMA, TSI model 3081A); meanwhile, the series of real-time concentrations corresponding to indoor (each even-minute, that is, 2, 4, 6...32, 34, 36 min) and outdoor (each odd-minute, that is, 1, 3, 5...31, 33, 35 min) are recorded by an ultrafine condensation particle counter (CPC, TSI model 3776). Additionally, particle concentration accuracy is ±10% and sizing accuracy is 1% at 100 nm for 10:1 sheath/aerosol flow ratio (sheath flow and aerosol flow are 3.0 L/min ± 2.0% and 0.3 L/min ± 1.5% as of reading, respectively). [Fig. 2](#f0010){ref-type="fig"} shows the photos of the experiment.Fig. 1Experimental system for penetration simulation.Fig. 1Fig. 2Experimental photos. (a) The test chamber in simulation system (delivery pump and exhaust pump are not mentioned) and (b) CPC and SMPS with DMA in measurement system.Fig. 2

In this study, the outdoor compartment simulates a closed source space filled with virus-containing aerosols, where a certain amount of particles (around 1.0 × 10^4^ cm^−3^) are introduced at the initial moment; while the indoor compartment with an initial concentration close to zero simulates an uncontaminated room. Due to the particle flow gradually passing through the crack and entering the indoor compartment while the ventilation system is in operation, the series of the indoor and the outdoor concentrations recorded at every time "*t*" reported in our previous research exhibits a tendency for continuous attenuation ([@bb0160]). The AER of the ventilation system was controlled from 0.31 h^−1^ to 3.70 h^−1^, where 0.31 h^−1^, 1.20 h^−1^ and 3.70 h^−1^ were selected for discussion according to their penetration properties. These experimental concentrations are named as "observed concentration(s)" in this study as a basis for judging proposing calculation methods.

2.2. Numerical calculation of penetration factor {#s0020}
------------------------------------------------

Assuming *C* ~*in*~ (t) and *C* ~*out*~ (t) as the real-time indoor and outdoor concentrations for instantaneous calculation, respectively, and *P*(t) as the real-time value of penetration factor at time *t*, or *P* ~*avg*~ representing the average penetration factor for a short-term evaluation, Eq. [(4)](#fo0020){ref-type="disp-formula"} can be expressed as,$$P\left( t \right) = \frac{a + k}{a}\frac{C_{\mathit{in}}\left( t \right)}{C_{\mathit{out}}\left( t \right)}$$and$$P_{\mathit{avg}} = \frac{a + k}{a}\frac{C_{\mathit{in},\mathit{avg}}}{C_{\mathit{out},\mathit{avg}}}$$where, *C* ~*in,avg*~ and *C* ~*out,avg*~ are the time-averaged concentrations for each particle size. *P*(t) is "time-dependent/size-averaged" penetration factor of the indoor compartment, that is, the penetration factor corresponds to the total concentration per minute at the average diameter. *P* ~*avg*~ is "size-dependent/time-averaged" penetration factor of the indoor compartment, representing the penetration factor corresponding to the average concentration of 36 min at each particle size. However, *P* ~*avg*~ is a size-dependent parameter without a time property. Therefore, the theoretical value *P* ~*est*~ is introduced for time correction in this study.

In case of *C* ~*in*~ ≠ 0, *C* ~*in*~ (0) and *C* ~*out*~ (0) represent for the initial conditions. Therefore, by integrating Eqs. [(2)](#fo0010){ref-type="disp-formula"}, [(3)](#fo0015){ref-type="disp-formula"}, the real-time concentrations at *t* time can be obtained as follows,$$C_{\mathit{in}}\left( t \right) = \left\lbrack {P_{\mathit{est}}aC_{\mathit{out}}\left( 0 \right)t + C_{\mathit{in}}\left( 0 \right)} \right\rbrack \cdot e^{- {({a + k})}t}$$ $$C_{\mathit{out}}\left( t \right) = C_{\mathit{out}}\left( 0 \right) \cdot e^{- {({aP_{0} + k})}t}$$

Considering the continuous change in concentration from 0 to *T* time, then$$C_{\mathit{in}}^{T} = \left( \frac{1}{t} \right)\int_{0}^{t}C_{\mathit{in}}\left( t \right)\mathit{dt}$$ $$\left( \frac{1}{t} \right)\int_{0}^{t}C_{\mathit{in}}\left( t \right)\mathit{dt} = \frac{\left\{ {1 - \left\lbrack {1 + \left( {a + k} \right)t} \right\rbrack\left\{ e^{- {({a + k})}t} \right\}} \right)}{\left( {a + k} \right)^{2}t} \cdot P_{\mathit{est}}aC_{\mathit{out}}\left( 0 \right) - \frac{1 - e^{- {({a + k})}t}}{\left( {a + k} \right)t} \cdot C_{\mathit{in}}\left( 0 \right)$$ $$C_{\mathit{out}}^{T} = \left( \frac{1}{t} \right)\int_{0}^{t}C_{\mathit{out}}\left( t \right)\mathit{dt}$$ $$\left( \frac{1}{t} \right)\int_{0}^{t}C_{\mathit{out}}\left( t \right)\mathit{dt} = \frac{1 - e^{- {({a + k})}t}}{\left( {a + k} \right)t} \cdot C_{\mathit{out}}\left( 0 \right)$$

Combined Eqs. [(6)](#fo0030){ref-type="disp-formula"}, [(10)](#fo0050){ref-type="disp-formula"}, [(12)](#fo0060){ref-type="disp-formula"},$$P_{\mathit{avg}} = \frac{a + k}{a} \cdot \frac{C_{\mathit{in}}^{T}}{C_{\mathit{out}}^{T}}$$ $$\frac{a + k}{a} \cdot \frac{C_{\mathit{in}}^{T}}{C_{\mathit{out}}^{T}} = \left\{ \frac{1 - \left\lbrack {1 + \left( {a + k} \right)t} \right\rbrack e^{- {({a + k})}t}}{1 - e^{- {({a + k})}t}} \right\} \cdot P_{\mathit{est}} - \frac{a + k}{a} \cdot \frac{C_{\mathit{in}}\left( 0 \right)}{C_{\mathit{out}}\left( 0 \right)}$$

Here, we defined the item "$\frac{1 - \left\lbrack {1 + \left( {a + k} \right)t} \right\rbrack e^{- {({a + k})}t}}{1 - e^{- {({a + k})}t}}$" involving in the parameters "*a*" "*k*" and "*t*" as "correction coefficient r", then$$r = \frac{1 - \left\lbrack {1 + \left( {a + k} \right)t} \right\rbrack e^{- {({a + k})}t}}{1 - e^{- {({a + k})}t}}$$so,$$P_{\mathit{est}} = \frac{1}{r} \cdot \left\lbrack {P_{\mathit{avg}} + \frac{a + k}{a} \cdot \frac{C_{\mathit{in}}\left( 0 \right)}{C_{\mathit{out}}\left( 0 \right)}} \right\rbrack$$

In case of *C* ~*in*~ = 0,$$P_{\mathit{est}} = \frac{1}{r} \cdot P_{\mathit{Avg}}$$

To search for an approximation close to the expected value, a simple equation is visually derived from the ratio of Eqs. [(7)](#fo0035){ref-type="disp-formula"}, [(8)](#fo0040){ref-type="disp-formula"} (assumed *P* ~*0*~ = 1) to directly estimate the penetration factor,$$P_{d} = \frac{1}{\mathit{at}} \cdot \left\lbrack {\frac{C_{\mathit{in}}\left( t \right)}{C_{\mathit{out}}\left( t \right)} - \frac{C_{\mathit{in}}\left( 0 \right)}{C_{\mathit{out}}\left( 0 \right)}} \right\rbrack$$

Here, *P* ~*d*~ represents a time series of approximate values over 36 min.

In case of *C* ~*in*~ (0)=0, Eq. [(18)](#fo0090){ref-type="disp-formula"} changes to$$P_{d} = \frac{1}{\mathit{at}} \cdot \frac{C_{\mathit{in}}\left( t \right)}{C_{\mathit{out}}\left( t \right)}$$

*P* ~*d*~ can be also used to estimate the penetration factor at a certain time *t*. Compared to *P*(t) in Eq. [(5)](#fo0025){ref-type="disp-formula"}, *P* ~*d*~ calculated by Eq. [(19)](#fo0095){ref-type="disp-formula"} ignores the effect of *k* but adds the time attribute.

2.3. Application of concentration model {#s0025}
---------------------------------------

If taking the indoor compartment as the research object, and also fully considering the situation where *C* ~*out*~ gradually decreases in the laboratory simulation experiment, Eq. [(3)](#fo0015){ref-type="disp-formula"} is derived to be$$\frac{C_{\mathit{in}}\left( {t + \mathrm{\Delta}t} \right) - C_{\mathit{in}}\left( t \right)}{\mathrm{\Delta}t} = \mathit{aP}\prime C_{\mathit{out}}\left( t \right) - aC_{\mathit{in}}\left( t \right) - kC_{\mathit{in}}\left( t \right)$$where, Δt represents time interval, and the indoor concentration at "*t* + Δt" time is estimated as,$$C_{\mathit{in}}\left( {t + \mathrm{\Delta}t} \right) = C_{\mathit{in}}\left( t \right) + \mathrm{\Delta}t\left\lbrack {\mathit{aP}\prime C_{\mathit{out}}\left( t \right) - aC_{\mathit{in}}\left( t \right) - kC_{\mathit{in}}\left( t \right)} \right\rbrack$$

In this study, the deposition rate *k* was approximated using the model of Okuyama according to our published work, the value of which is \<0.25 h^−1^ with a particle size of \<500 nm ([@bb0160]; [@bb0115]). The penetration factor *P*, denoted as *P*(t), *P* ~*avg*~, *P* ~*est*~ and *P* ~*d*~, respectively, is substituted into Eq. [(21)](#fo0105){ref-type="disp-formula"}, and the optimal *P* value is discussed and determined by comparing with the observed indoor concentration over time.

3. Results {#s0030}
==========

3.1. Correction coefficient **r** {#s0035}
---------------------------------

In the experiment, four size segments, 69--100 nm, 100--200 nm, 200--300 nm and 300--500 nm, were divided according to their similar *P* ~*avg*~ in each segment. [Fig. 3](#f0015){ref-type="fig"} gives the relationship between correction coefficient *r* and the elapsed time (taking 69--100 nm as an example). These curves are extended indefinitely, and they all finally equal to 1. The larger the AER, the shorter the time.Fig. 3The relationship between correction coefficient ***r*** and elapsed time (taking 69--100 nm as an example).Fig. 3

3.2. *Values of P*(t), *P*~*avg*~, *P*~*est*~ and *P*~*d*~ in the four size segments {#s0040}
------------------------------------------------------------------------------------

*P*(t), *P* ~*avg*~, *P* ~*est*~ and *P* ~*d*~ are determined by Eqs. [(5)](#fo0025){ref-type="disp-formula"}, [(6)](#fo0030){ref-type="disp-formula"}, [(16)](#fo0080){ref-type="disp-formula"}, [(18)](#fo0090){ref-type="disp-formula"}, respectively. As displayed in [Table 1](#t0005){ref-type="table"} , each time average value of *P*(t), *P* ~*avg*~ and *P* ~*d*~ shows a growth trend with the increase of AER, which is consistent with the literature that a high AER corresponds to a high *P* value when *C* ~out~ is higher than *C* ~in~ ([@bb0160]), but for *P* ~*est*~. In addition, the average values of *P* ~*avg*~ in the four size segments are gradually approaching that of *P* ~*est*~ as AER is increasing. Moreover, *P*(t) at an AER of 3.70 h^−1^, *P* ~*d*~ at AERs of \>1.20 h^−1^ and all the *P* ~*est*~ values are \>1. Comparing with other *P* values in the four size segments, *P* ~*d*~ has a large error while the largest error occurs at *P*(t) at 3.70 h^−1^.Table 1Time average and standard deviation of *P*(t), *P*~*avg*~, *P*~*est*~ and *P*~*d*~ in four size segments respectively.Table 1AER (h^−1^)Size segment (nm)*P(t)±SDP*~*avg*~*±SDP*~*est*~*±SDP*~*d*~±*SD*0.3169--1000.190.050.200.014.850.140.590.21100--2000.180.050.180.015.530.210.500.25200--3000.200.060.180.014.980.170.700.27300--5000.200.070.200.034.610.461.020.56Total average0.19--0.19--4.99--0.70--1.2069--1000.560.300.450.013.160.051.120.32100--2000.560.300.450.023.040.121.100.34200--3000.540.320.430.012.750.061.050.37300--5000.570.330.460.052.870.291.120.37Total average0.56--0.45--2.95--1.10--3.7069--1001.370.850.750.041.720.080.990.30100--2001.460.860.750.031.940.071.070.32200--3001.520.830.770.031.910.071.130.34300--5001.671.080.770.051.820.111.260.41Total average1.50--0.76--1.85--1.11--

3.3. Observed and estimated indoor concentration {#s0045}
------------------------------------------------

In [Fig. 4](#f0020){ref-type="fig"} , the dotted curves present the observed indoor concentration and the estimated concentrations from *P*(t), *P* ~*avg*~, *P* ~*est*~ and *P* ~*d*~ at 0.31 h^−1^, 1.20 h^−1^ and 3.70 h^−1^, respectively. The curve using the *P* ~*est*~ value clearly deviates from the observed concentration. It means the time-corrected *P* ~*es*t~ has a large error, while the real-time *P*(t), the size-dependent *P* ~*avg*~ and the direct-derived *P* ~*d*~ are much closer to the expected value. Additionally, the change trend of the curves, growth, maintenance and decline, is summarized in [Table 2](#t0010){ref-type="table"} , referring to *C* ~*out*~ \> *C* ~*in*~, *C* ~*out*~ = *C* ~*in*~ and *C* ~*out*~ \< *C* ~*in*~, respectively, which are consistent with the previous reported results ([@bb0160]).Fig. 4Comparison of observed indoor concentration and the estimated concentrations from different *P* values. (a) a = 0.31 h^−1^ for 100--200 nm, (b) a = 0.31 h^−1^ for 200--300 nm, (c) a = 1.20 h^−1^ for 100--200 nm, (d) a = 1.20 h^−1^ for 200--300 nm, (e) a = 3.70 h^−1^ for 100--200 nm and (f) a = 3.70 h^−1^ for 200--300 nm.Fig. 4Table 2Change trend of indoor concentration at different AERs.Table 2AER (h^−1^)GrowthMaintenanceDecline0.31+−−1.20++−3.70+++[^1]

4. Discussion {#s0050}
=============

4.1. Correction coefficient r value and its time limit {#s0055}
------------------------------------------------------

In the case of *C* ~*in*~ ≠ 0, Eq. [(16)](#fo0080){ref-type="disp-formula"} gives the theory relationship between *P* ~*est*~ and *P* ~*avg*~. Numerically, the two values gradually approach each other as AER increases (see [Table 1](#t0005){ref-type="table"}). In Eq. [(16)](#fo0080){ref-type="disp-formula"} there are two terms, "$\frac{1}{r}$" and "$\frac{a + k}{a} \cdot \frac{C_{\mathit{in}}\left( 0 \right)}{C_{\mathit{out}}\left( 0 \right)}$". In the laboratory simulation, the initial concentration can be seen as a constant, and the value of "*a*" ranges from 0.31 h^−1^ to 3.70 h^−1^ with *k* being negligible compared to the increased AER. Therefore, "$\frac{a + k}{a}$" tends to 1 with the increases of AER and the term "$\frac{a + k}{a} \cdot \frac{C_{\mathit{in}}\left( 0 \right)}{C_{\mathit{out}}\left( 0 \right)}$" has little effect on the value *P* ~*est*~. In the term "$\frac{1}{r}$", *r* plays an important role. As shown in [Table 3](#t0015){ref-type="table"} , the correction coefficient *r* for different size segment at different AER values will have similar maximum and minimum. Generally, correction coefficient *r* values are all \<1, ranging from 0.006 to 0.737. Therefore, the estimated-*P* ~*est*~ is around 1.37--167 times larger than the size-dependent *P* ~*avg*~.Table 3The maximum and minimum of correction coefficient **r.**Table 3AER (h^−1^)0.311.203.70Size range (nm)MaxMinMaxMinMaxMin69--1000.1030.0060.3280.0210.7340.061100--2000.1000.0060.3250.0200.7330.061200--3000.1020.0060.3270.0210.7340.061300--5000.1100.0060.3340.0210.7370.062

[Fig. 3](#f0015){ref-type="fig"} presents the *r* value with the size range of 69--100 nm, indicating the larger the AER, the shorter the required time for the "*r*" value to reach 0.99. [Table 4](#t0020){ref-type="table"} displays the other size segments. Generally, the averaged required time at each AER is 18.7 h (0.31 h^−1^), 5.7 h (1.20 h^−1^), and 2.4 h (3.70 h^−1^), respectively. After the required time, *r* will not play a role between *P* ~*est*~ and *P* ~*avg*~. Eq. [(16)](#fo0080){ref-type="disp-formula"} changes to,$$P_{\mathit{est}} = P_{\mathit{avg}} + \frac{a + k}{a} \cdot \frac{C_{\mathit{in}}\left( 0 \right)}{C_{\mathit{out}}\left( 0 \right)}$$ Table 4The time required for *r* to reach 0.99 (Unit: h).Table 4Size segment (nm)AER (h^−1^)0.311.203.7069--10019.06.01.8100--20019.65.62.6200--30018.65.62.6300--50017.65.62.6Average18.75.72.4

The relationship between *P* ~*est*~ and *P* ~*avg*~ is completely related to the term "$\frac{a + k}{a} \cdot \frac{C_{\mathit{in}}\left( 0 \right)}{C_{\mathit{out}}\left( 0 \right)}$", and as the AER value increases, it depends only on the fixed initial concentration. And in the case of *C* ~in~ = 0, Eq. [(23)](#fo0110){ref-type="disp-formula"} changes to$$P_{\mathit{est}} = P_{\mathit{avg}}$$

Therefore, the time correction under the effect of the correction coefficient *r* is of little significance due to the simulated ideal experimental conditions in the laboratory, including the good airtightness of the experimental chamber, the mild testing environment, and the controllable particle concentration and ventilation power. In this case, the controllable concentration ratio of the indoor and the outdoor results in the averaged concentrations being similar to the real-time ones. In contrast, it can be speculated that *P* ~*est*~ could become necessary for the system if the outdoor concentration is much higher than the indoor one, or if there is a large AER (i.e. *a* »3.70 h^−1^), but further demonstration it still needed.

4.2. The estimated indoor concentration at an estimated *P* value {#s0060}
-----------------------------------------------------------------

[Fig. 4](#f0020){ref-type="fig"} gives the comparison between the estimated values at different *P* and the observed indoor concentration. The concentration model in Eq. [(21)](#fo0105){ref-type="disp-formula"} is time dependent. The interval time Δt and the indoor and outdoor concentrations at time *t*, *C* ~*in*~ (t) and *C* ~*out*~ (t), jointly determine the tendency of the concentration change. Visually, the estimated concentrations at *P*(t), *P* ~*avg*~, and *P* ~*d*~ are in good agreement with the observed ones compared to the concentration at *P* ~*est*~: (1) *P*(t) is a series of time-dependent values determined by Eq. [(5)](#fo0025){ref-type="disp-formula"}. In the *P*(t) series, the values corresponding to each time *t* well reflect the real-time penetration situation, thus obtaining a curve close to the observed concentration; (2) *P* ~*avg*~ in Eq. [(6)](#fo0030){ref-type="disp-formula"} is an average value from the time-averaged indoor and outdoor concentrations (*C* ~*in,\ avg*~ and *C* ~*out,\ avg*~), representing the penetration ratio of each particle size in an average time of 36 min. Numerically, it is a series that changes with particle size and does not vary by time. However, the curves in [Fig. 4](#f0020){ref-type="fig"} are fitting well with the actual observed concentrations, illustrating that the average value can reflect the penetration situation in a short-term evaluation of at least 36 min. Additionally, outdoor concentration in the laboratory simulation is controlled, the experimental chamber has good air tightness and the AER value is preset. Therefore, there are no drastic changes in concentrations from complex conditions such as turbulence or air leakage. In this case, the error between the average concentration and the real-time concentration is similar so that the fitting results are approximate; (3) *P* ~*est*~ is the theoretical time-corrected value of *P* ~*avg*~ because *P* ~*avg*~ is lacking time-varying characteristics. However, [Fig. 4](#f0020){ref-type="fig"} displays that the estimated concentration has a large error at *P* ~*est*~. As described in the previous [Section 4.1](#s0055){ref-type="sec"}, the error of *P* ~*est*~ originates from the correction coefficient *r*. Eq. [(15)](#fo0075){ref-type="disp-formula"} shows that "*r*" is a strongly time-dependent parameter, and the minimum action time is 1.8 h at 69--100 nm with the experimental setting of the maximum AER (3.70 h^−1^). Therefore, the error of *P* ~*est*~ exists in the whole experimental process due to the current laboratory simulation only being 36 min long. In addition, the *P* ~*avg*~ value is similar to the expected value, and the time attribute is not significant in this experiment due to the small change in concentrations. In this case, further correction on *P* ~*avg*~ may bring more errors; (4) *P* ~*d*~ in Eq. [(18)](#fo0090){ref-type="disp-formula"} is derived visually from the ratio of *C* ~*in*~ (t) and *C* ~*out*~ (t), ignoring deposition rate *k* and introducing real-time *t*. The ignored *k* value indicates that the deposition portion is negligible compared to the increased AER in the present laboratory penetration simulation. The result agrees with those in previous studies of the literature ([@bb0025]; [@bb0080]; [@bb0140]; [@bb0090]; [@bb0120]; [@bb0115]; [@bb0145]; [@bb0150]). [@bb0120] found for smaller UFP (*d* ~*p*~ \< 30 nm) the loss due to deposition is substantially higher than that due to AER, and deposition rate *k* usually decreases to \<0.1 h^−1^ at a particle size of \>100 nm ([@bb0120]). Additionally, both *P*(t) and *P* ~*avg*~ originate from Eq. [(4)](#fo0020){ref-type="disp-formula"} and this equation has set "*C* ~in~ (0) = 0" as a prerequisite while *P* ~*est*~ in Eq. [(16)](#fo0080){ref-type="disp-formula"} and *P* ~*d*~ in Eq. [(18)](#fo0090){ref-type="disp-formula"} include the condition of "*C* ~in~ (0) ≠ 0". It can be considered that *P* ~*est*~ in Eq. [(16)](#fo0080){ref-type="disp-formula"} and *P* ~*d*~ in Eq. [(18)](#fo0090){ref-type="disp-formula"} are the corrections of the default item of the initial indoor concentration.

4.3. Error analysis and selection of the optimal penetration factor {#s0065}
-------------------------------------------------------------------

[Table 5](#t0025){ref-type="table"} gives the relative errors between the estimated results at different penetration values and the observed indoor concentrations. Generally, the minimal relative errors from *P*(t), *P* ~*avg*~ and *P* ~*d*~ occur at the AER as 0.31 h^−1^ are approximate. Taking the segment of 100--200 nm as an example, the error ranges (%) are (−15.1 to 18.5) for *P*(t), (−14.8 to 19.0) for *P* ~*avg*~ and (−14.3 to 21.4) for *P* ~*d*~, respectively. As the AER increases, the errors from *P*(t) and *P* ~*d*~ increase, for example, (−65.3 to 38.7) for *P*(t) and (−69.6 to 29.3) for *P* ~*d*~ at the AER as 3.70 h^−1^, and the large errors are mainly concentrated in the early period around 0.233 h.Table 5Relative errors between estimated results at different penetration values and observed concentrations.Table 5Size segment (nm)100--200200--300tAER*P*(t)*P*~*avg*~*P*~*est*~*P*~*d*~*P*(t)*P*~*avg*~*P*~*est*~*P*~*d*~hh^−1^%%%%%%%%0.0330.31----------------0.0672.22.855.71.0−1.8−0.956.5−3.10.100−5.7−5.242.8−5.4−17.4−16.730.0−16.60.13318.519.074.221.41.52.049.27.40.167−10.1−9.538.4−11.68.18.555.413.90.200−15.1−14.824.8−14.3−0.20.244.73.40.233−9.3−9.226.1−6.5−24.2−23.910.4−22.20.2676.66.744.810.2−4.9−4.927.4−0.40.300−7.5−7.328.4−5.5−9.0−9.119.4−4.80.333−3.3−3.330.4−0.911.511.242.716.50.367−2.4−2.430.10.0−2.5−2.727.10.90.400−9.1−9.219.9−7.0−7.9−8.118.9−4.90.4334.34.133.77.0−11.1−11.411.9−8.10.467−5.3−5.522.0−3.215.114.641.019.00.500−10.2−10.413.5−8.1−4.4−4.621.5−2.00.53311.110.737.213.9−9.9−10.212.1−7.60.567−7.5−7.817.1−5.8−11.5−11.97.4−9.10.6004.44.129.26.515.414.838.018.40.633----------------0.0331.20----------------0.067−36.2−22.967.2−38.7−33.9−18.180.9−36.60.100−35.6−27.532.3−26.7−49.8−42.29.8−43.90.133−22.9−17.926.8−10.5−4.31.050.812.70.167−18.7−15.918.0−7.4−14.8−10.829.7−3.80.200−6.3−4.326.64.8−21.6−19.111.7−13.30.233−3.8−2.326.25.5−0.70.428.88.60.267−0.60.426.67.40.81.527.78.60.300−14.5−13.87.5−8.7−15.7−15.45.4−10.40.333−3.8−3.915.51.9−4.9−5.413.10.40.367−1.8−2.215.63.3−3.8−4.711.80.80.400−6.3−6.98.7−2.1−11.8−13.00.2−8.20.4331.70.815.95.820.918.733.625.10.467−1.4−2.611.31.8−9.3−10.62.1−6.70.5002.10.613.75.05.93.816.28.50.533−2.0−3.39.10.6−5.8−7.73.2−3.90.567−1.8−3.57.80.2−6.4−8.60.9−4.90.6002.14.015.17.91.3−1.28.02.70.633----------------0.0333.70----------------0.067−65.3−27.8−69.6−69.6−65.4−30.028.6−69.70.100−26.1−7.5−35.4−9.4−32.4−15.222.7−18.00.133−12.6−4.1−23.60.4−18.7−10.815.9−7.00.1673.66.1−9.313.50.92.724.010.40.2007.97.7−5.513.9−0.1−1.215.45.50.233−4.6−6.4−16.3−2.00.2−2.911.03.00.2676.00.8−7.17.013.77.920.214.70.30014.17.5−0.113.45.4−0.99.34.70.33310.23.8−3.58.14.8−2.36.52.80.36711.44.4−2.18.224.816.025.921.10.40013.25.0−1.18.99.22.011.45.00.43317.99.13.212.7−2.5−9.5−1.8−6.90.46719.09.74.213.025.514.922.519.10.50024.014.08.317.015.87.015.29.30.53315.66.91.28.611.93.311.35.10.5671.2−6.6−11.5−5.45.9−2.83.9−0.90.60038.725.921.329.336.123.830.726.90.633----------------

In terms of *P* values, [Table 1](#t0005){ref-type="table"} shows the average and standard deviation of *P*(t), *P* ~*avg*~, *P* ~*est*~ and *P* ~*d*~ in four size segments, respectively. A large standard deviation indicates that the variation of *P* value in the size segment fluctuates greatly over 36 min, with the largest errors appearing on *P*(t) at the AER of 3.70 h^−1^. *P*(t) in Eq. [(5)](#fo0025){ref-type="disp-formula"} contains two terms, "$\frac{a + k}{a}$" and "$\frac{C_{\mathit{in}}\left( t \right)}{C_{\mathit{out}}\left( t \right)}$". For the first term "$\frac{a + k}{a}$", it has reported that deposition rate *k* usually \<0.1 h^−1^ as *d* ~*p*~ \> 100 nm and k \< 0.25 h^−1^ as *d* ~*p*~ \< 100 nm ([@bb0120]; [@bb0115]), so the term is around 1 to 2 (AER ranges from 0.30 h^−1^ to 3.70 h^−1^). As we can see in [Table 1](#t0005){ref-type="table"}, the values of *P*(t) is \>1 at a large AER of 3.70 h^−1^ with the term "$\frac{C_{\mathit{in}}\left( t \right)}{C_{\mathit{out}}\left( t \right)}$" making the main contribution to the value of *P*(t). Based on the experimental basis ([@bb0160]), the curve of indoor concentration shows three trends during 36 min at the three different settings of AERs ([Table 2](#t0010){ref-type="table"}). Before the decline, the curve of growth and maintenance last 0.233 h (first 14 min) at the AER of 3.70 h^−1^, that is, *P*(t) can only be ensured ranging from 0 to 1 before the occurrence of "*C* ~out~ \< *C* ~in~". Additionally, the real-time value is \>1, indicating that the indoor concentration is already higher than outdoor and *P*(t) is no longer applicable for evaluation. Different with *P*(t), the AER "*a*" and the time attribute "*t"*, contained in the term "$\frac{1}{\mathit{at}}$", gives the main contribution to the *P* ~*d*~ value. As shown in [Table 1](#t0005){ref-type="table"}, *P* ~*d*~ indicates a higher value than other three *P* values at a small AER of \<1.20 h^−1^, but the relative errors between the estimated results at *P* ~*d*~ and the observed concentrations are similar to *P*(t) and *P* ~avg~ in [Table 5](#t0025){ref-type="table"}; while in the later period (last 22 min) and at a large AER of \>1.20 h^−1^, "*a*" and "*t"* corrected the deviation caused by the "$\frac{C_{\mathit{in}}\left( t \right)}{C_{\mathit{out}}\left( t \right)}$" term to some extent, but *P* ~*d*~ values are \>1. Due to the term "$\frac{C_{\mathit{in}}\left( t \right)}{C_{\mathit{out}}\left( t \right)}$" being included by *P*(t) and *P* ~*d*~, the observed indoor concentration at the beginning of the experiment is much lower than the outdoor one, so that both *P*(t) and *P* ~*d*~ values are lower. However, the low penetration values cannot reflect the actual situation of a large number of particles penetrating caused by a large AER and a large concentration difference at the initial time ("$\frac{C_{\mathit{in}}\left( 0 \right)}{C_{\mathit{out}}\left( 0 \right)}$" tends to zero). The concentrations estimated from *P*(t) and *P* ~*d*~ therefore have more significant errors than the actual observed concentration in the early period prior to 0.233 h, especially when the AER is more than or equal to 1.20 h^−1^ ([Table 5](#t0025){ref-type="table"}). Similarly, *P* ~*d*~ in Eq. [(18)](#fo0090){ref-type="disp-formula"} including the term of "$\frac{C_{\mathit{in}}\left( 0 \right)}{C_{\mathit{out}}\left( 0 \right)}$" has insignificant correction because the initial indoor concentration tends to zero in this study. Additionally, as described in Eq. [(8)](#fo0040){ref-type="disp-formula"}, we assumed "*P* ~0~=1" under the ideal condition, indicating that those trapped particles do not detach and re-enter the outdoor compartment. However, the errors indicate that the assumed *P* ~*0*~ exists and the value of *P* ~*0*~ is \<1, implying that detaching and re-entering are inevitable in the actual situation. Therefore, in a 36-min penetration evaluation, both *P*(t) and *P* ~*d*~ are applicable to conditions where the AER is \<1.20 h^−1^, but they cannot be equal due to the different derivations. In addition, *P*(t) can be also used for the late stage at the AER as 1.20 h^−1^, and unlike "$\frac{1}{\mathit{at}}$" in *P* ~*d*~, "$\frac{a + k}{a}$" in *P*(t) has a certain correction effect on the *P* value under the condition of AER \<1.20 h^−1^.

It is worth noting that the estimated result at *P* ~*avg*~ has small errors among all the *P* values at each size segment and at each AER in [Table 5](#t0025){ref-type="table"}. Like *P*(t) in Eq. [(5)](#fo0025){ref-type="disp-formula"}, the "$\frac{a + k}{a}$" term eliminates the effect from AER to some extent, and *C* ~*in,\ avg*~ and *C* ~*out,\ avg*~ in Eq. [(6)](#fo0030){ref-type="disp-formula"} eliminates the fluctuation of concentration changes at two adjacent times (i.e. 0.033 h and 0.067 h). Therefore, the estimation at *P* ~*avg*~ is more stable than other values.

In contrast, the increase of the AER value tends to decrease the error from *P* ~*est*~, i.e. from (13.5 to 74.2) at 0.31 h^−1^ to (−69.6 to 21.3) at 3.70 h^−1^. Correction coefficient *r* brings a large error to *P* ~*est*~, resulting in a change trend that is negatively correlated with AER growth. Similarly, a large AER reduces the action time of the *r* value. In addition, the overall *P* ~*est*~ value far exceeding 1 indicates its inapplicability in the 36-min evaluation. Similar to *P* ~*d*~ in Eq. [(18)](#fo0090){ref-type="disp-formula"}, *P* ~*est*~ in Eq. [(16)](#fo0080){ref-type="disp-formula"} includes the condition of "*C* ~*in*~ (0)≠0" and is insignificant for the correction of *P* ~*avg*~ due to a low ratio of "$\frac{C_{\mathit{in}}\left( 0 \right)}{C_{\mathit{out}}\left( 0 \right)}$" in this study, and may even cause large errors. Additionally, for systems with large indoor and outdoor concentration changes or an existing large AER (i.e. *a* \> 3.70 h^−1^), whether or not the error caused by *P* ~*est*~ would decrease still needs further demonstration.

5. Conclusion {#s0070}
=============

This work proposes four numerical calculations of penetration factor to select the optimal value. In addition, a widely used concentration model is employed to evaluate the penetration process of aerosols from a confined source space to an uncontaminated area within 36 min, and the following conclusions can be applied to the invasion evaluation of virus-containing aerosols.

During the 36-min penetration process in this study, the proposed correction coefficient *r* has its own time limit if time-correction is necessary under some non-ideal condition. Moreover, the time limit gets shorter as the AER increases. According to the present experimental design, it ranges averagely from 2.4 h (3.70 h^−1^) to 18.7 h (0.31 h^−1^).

Additionally, size-dependent *P* ~*avg*~ is time-corrected to be *P* ~*est*~ by the correction coefficient *r*. However, the time correction is of little significance due to the simulated ideal experimental conditions in the laboratory within the current experimental 36 min. *P* ~*est*~ was assumed to be necessary for the system if the confined source space has a much higher initial concentration than the indoor one or there is a large AER (i.e. *a* »3.70 h^−1^), but it still needs further demonstration.

The error analysis of the real-time *P*(t) and the direct-derived *P* ~*d*~ proves that the assumed *P* ~*0*~ exists and the value of *P* ~*0*~ is \<1 in the actual situation, indicating that detaching and re-entering are inevitable. Both of them are only suitable for rough evaluation in the case of AER \<1.20 h^−1^ and *P*(t) is also applicable to the later stage when the AER is equal to 1.20 h^−1^. Additionally, the size-dependent *P* ~*avg*~ is the optimal value among the four under current experimental conditions, due to minimal effect from the AER value and fluctuations in concentration.
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