Performance of lasso-penalized classifiers in high-dimensional datasets by Loon, Wouter van
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Master thesis Psychology, specialization Methodology & Statistics 
Institute of Psychology  
Faculty of Social and Behavioral Sciences – Leiden University 
Date: 22 February 2016  
Student number: 0915688 
First examiner of the university: Prof. Dr. M.J. de Rooij 
Performance of lasso-penalized classifiers 
in high-dimensional datasets 
 
A simulation study 
 
 
 
 
 
 
 
 
Wouter van Loon 
 
2 
 
Table of contents 
 
Abstract          p. 3  
Introduction          p. 4 
Methods          p. 8 
 Lasso-penalized logistic regression      p. 8 
 Lasso-penalized support vector classifier     p. 12 
 Software         p. 15 
 Simulation procedure        p. 15 
 Study design         p. 16 
 Outcome measures        p. 16 
Results           p. 18 
 General remarks        p. 23 
Discussion          p. 25 
References          p. 31 
Appendices          p. 36 
 Appendix A: Computation time       p. 36 
 Appendix B: Results for 𝜆𝑚𝑖𝑛       p. 37 
 Appendix C: R-code        p. 39 
 
 
 
 
 
 
3 
 
Abstract 
Lasso-penalized classifiers are a group of statistical classification methods which include a penalty on 
the absolute values of the coefficients. By forcing some coefficients to be exactly zero, these classifiers 
can perform feature selection automatically to some extent. Such feature selection methods are 
especially attractive in high-dimensional settings, where traditional methods of feature selection may 
be infeasible or impossible. 
We study the performance of two lasso-penalized classifiers, namely lasso-penalized logistic regression 
and lasso-penalized support vector classifier, in simulated datasets with various levels of noise. 
Performance of both classifiers is assessed primarily in terms of Type I and Type II errors. Additional 
experimental factors include sample size, total number of candidate features, and use of a balanced 
design. 
Our results show that the percentage of true features included in the final model deteriorated from 
up to 100% under favorable conditions, to less than 1% under unfavorable conditions. Favorable 
conditions include a high sample size, high signal-to-noise ratio, and use of a balanced design. We 
conclude that, under unfavorable conditions, features selected by lasso-penalized classifiers may not 
have any relation with the outcome of interest, and caution should be taken in interpreting the results. 
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Introduction 
Statistical classification techniques are often required in clinical research, especially when developing 
diagnostic instruments. For example, we may wish to develop an instrument that can classify people 
into whether or not they have Alzheimer’s Disease, based on certain observed features. The amount 
of observed features can be relatively small, for example when dealing with questionnaires, or it can 
be very large, such as when dealing with genetic or neuroimaging data. In the latter case there can be 
thousands of observed features, often in combination with comparatively small patient groups. When 
creating statistical classification models, we would typically like to include features that have a real 
relationship with the outcome, while avoiding the inclusion of redundant features. The process of 
selecting a subset of the observed features is known as feature selection (variable selection or the 
broader term model selection are also used). Feature selection becomes increasingly desirable as the 
number of variables increases, and in genetic or neuroimaging data, feature selection may be used to 
identify genes or brain regions that are associated with the outcome. 
In the context of the generalized linear model, feature selection is traditionally performed using step-
wise or criterion-based procedures (Faraway, 2002). Step-wise procedures include forward selection 
and backward elimination. Forward selection starts with no features in the model, and for all candidate 
features, the p-value if they are added to the model is considered. The feature with the lowest p-value 
less than some critical value α is added to the model, and the procedure is repeated until there are no 
more candidate features with a p-value lower than the critical value. Backward elimination is 
essentially the same procedure in reverse. The model starts with all features, and the features with 
the highest p-value greater than some critical value α are removed sequentially. A third procedure 
called step-wise regression is a combination of the former two methods whereby variables can be 
added or removed from the model at any step. 
Criterion-based procedures compare models on the basis of some goodness-of-fit criterion. Commonly 
used criteria include the adjusted 𝑅2, the Akaike Information Criterion (AIC) and the Bayes Information 
Criterion (BIC). Criterion-based procedures are typically performed on the basis of an exhaustive 
search, which means all possible models are considered (Faraway, 2002). 
The problems associated with step-wise procedures are well-described in the statistical literature (e.g., 
Harrell, 2001), and include increased Type I errors due to multiple testing (e.g., Babyak, 2004), and 
order effects whereby the final model depends on the order in which variables are added to or 
removed from the model (Faraway, 2002). Wiegand (2010) performed a simulation study comparing 
forward selection, backward elimination, and step-wise regression, and found that performance of all 
three approaches was poor for lower sample sizes (n ≤ 300). At high sample sizes (n > 1000) all step-
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wise procedures identified the correct predictors but usually included some noise variables as well. 
Wiegand (2010), also considered the use of step-wise agreement, whereby if different step-wise 
procedures agree on a final model, this is taken as evidence in favor of the correctness of the model. 
Wiegand (2010) concluded that this approach provides a false sense of security because if 
circumstances are not ideal, step-wise procedures will tend to agree on incorrect models. 
In high-dimensional datasets, step-wise procedures face additional problems. As the number of 
variables increases, the number of tests performed increases, computation time increases, and when 
the number of variables is larger than the number of observations, backward elimination cannot be 
performed at all. Criterion-based exhaustive searches quickly become computationally infeasible as 
the number of variables increases. 
As an alternative to step-wise procedures or exhaustive searches there are statistical procedures 
which, to some extent, perform feature selection automatically. Such procedures are especially 
attractive for use in high-dimensional datasets where step-wise procedures or exhaustive searches 
may be infeasible or impossible. One popular such procedure is the least absolute shrinkage and 
selection operator (lasso), which works by adding a penalty term to the function to optimize, based on 
the absolute values of the coefficients (Tibshirani, 1996; see the methods section for a more detailed 
description). The lasso has been applied to both genetic and neuroimaging data, as can be observed in 
Table 1. The table shows for each study the primary source of independent variables (area), the 
number of observations, the number of observed variables, and where available the number of 
selected variables. It also shows the specific method in which the lasso was applied, and whether or 
not it was explicitly stated that the R/MATLAB package glmnet (Friedman, Hastie, & Tibshirani, 2010a) 
was used. 
With the application of the lasso to such data, a question arises: does the lasso select the correct 
features when applied to high-dimensional data containing a lot of noise?  While comparative studies 
on feature selection methods including the lasso have been conducted using both real (Ghosh & 
Chinnaiyan, 2005; Huang et al., 2005; Kampa et al., 2014; Zhuang et al., 2012) and simulated datasets, 
performance is often assessed by, for example, prediction accuracy, sensitivity, and specificity; that is, 
assessed on the basis of the final classifications even in simulation studies (e.g., Ambler et al., 2002; 
Dormann et al., 2013; Ghosh & Chinnaiyan, 2005; Huang et al., 2005). Comparatively little attention is 
given to the correctness of the selected features. 
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Table 1. Ten studies which have applied lasso to genetic or imaging data. 
Study Area Observations Nr. of variables Selected variables Method glmnet 
Carroll et al. 2009 Imaging (fMRI) 144 33.000 to 35.000 - LASSO no 
Casanova et al. 2011 Imaging (sMRI) 98 570.000  to 2.000.000 - PLR yes 
Casanova et al. 2012 Imaging (fMRI) 148 6670  18  ELRC yes 
Duchesnay et al. 2011 Imaging (PET) 58 200.000 - PLR no 
Kampa et al. 2014 Imaging (fMRI) 96 to 120  300 to 39.000  49 -199 PLR yes 
Kohannim et al. 2012 Imaging (sMRI) 
Genetic 
729  
e.g. 291* 
 
e.g. 29* 
LASSO yes 
Sun et al. 2013 Imaging (CT) 259 488 - LASSO no 
Vounou et al. 2012 Imaging (sMRI) 
Genetic  
221 to 260 1.650.857 (voxels) 
437.577 (SNPs) 
11.394 to 12.664 (voxels) PLDA / sRRR no 
Zheng & Liu 2011 Genetic 49 to 102 2000 to 6285 - LASSO no 
Zhuang et al. 2012 Genetic 63 to 261 22.486 to 27.578 - LASSO yes 
sMRI = structural magnetic resonance imaging. fMRI = functional MRI. PET = positron emission tomography. CT = computed tomography. SNPs = single nucleotide polymorphism. LASSO = lasso-
penalized linear regression, or not otherwise specified. PLR = lasso-penalized logistic regression. PLDA = lasso-penalized linear discriminant analysis. sRRR = lasso-penalized sparse reduced rank 
regression. ELRC = ensemble of lasso regression classifiers. *for this study lasso was applied to all SNPs within each gene separately. The number of SNPs per gene varies; the numbers stated in 
the table are a specific example from this study.      
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The correctness of selected features can be defined in terms of Type I and Type II errors. A Type I error 
is defined as the incorrect rejection of a true null hypothesis. In the context of feature selection this 
would refer to a noise variable included as a feature in the final model. A Type II error is defined as the 
incorrect failure to reject a false null hypothesis. In the context of feature selection this would refer to 
a true predictive feature not being included in the final model. 
Of those simulation studies that do elaborate on the correctness of selected features, most are 
performed in a very specific context, or use specific adaptations of the general lasso procedure. Several 
studies have been performed regarding the performance (in terms of Type I and Type II errors) of 
different lasso-type procedures in the context of fractional factorial designs with a relatively low 
number of variables (e.g., Androulakis et al., 2011; Androulakis & Koukovinos, 2013; Koukouvinos & 
Mylona, 2009; Koukouvinos & Parpoula, 2014). Others have investigated the performance of the lasso 
in a Bayesian context (e.g., Biswas & Lin, 2012; Sun et al., 2010; Xu, 2010). Of those studies investigating 
the correctness of selected features, a study by Waldman and colleagues (2013) is the most similar to 
the current research in that it investigates the effect of various signal-to-noise ratios in high-
dimensional datasets on the performance of the lasso. There are several major differences however. 
First of all, the primary aim of the study by Waldman and colleagues (2013) was to compare the 
performance of the lasso with that of the elastic net (another type of penalty) when the predictor 
variables were correlated. Furthermore, the study was performed in the context of linear regression 
rather than classification, and only utilized a single, relatively high sample size (n=1000). 
The aim of the current research is to study the effect of several factors on the performance of two 
lasso-penalized classification methods, namely lasso-penalized logistic regression and lasso-penalized 
support vector classifier. Measures of performance are based on the correctness of selected features, 
and will be assessed by application of the classifiers to simulated datasets. Experimental factors include 
sample size, number of predictors (i.e. candidate features), ratio of true features to noise variables 
(signal-to-noise ratio), and balance of design. Assessment based on predictive performance was also 
intended, however, this proved to be infeasible due to computational constraints (see methods 
section). 
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Methods 
Lasso-penalized logistic regression 
The lasso was defined by Tibshirani (1996) in the context of linear regression as 
 
(?̂?0, ?̂?) = argmin{∑(𝑦𝑖 − 𝛽0 − ∑𝛽𝑗𝑥𝑖𝑗
𝑗
)
2
𝑁
𝑖=1
}  ,                  subject to ∑|𝛽𝑗|
𝑗
 ⩽  𝑡 . 
 
(1) 
 
Equation 1 shows that the lasso restricts the ordinary least squares algorithm in such a way that the 
sum of the absolute values of the coefficients is less than a constant t. The effect of this restriction is 
that some coefficients will be shrunk to exactly zero, leading to more parsimonious models. The lasso 
can also be written as (Tibshirani, 1996) 
 
(?̂?0, ?̂?) = argmin{∑(𝑦𝑖 − 𝛽0 − ∑𝛽𝑗𝑥𝑖𝑗
𝑗
)
2
𝑁
𝑖=1
+ 𝜆∑|𝛽𝑗|
𝑗
} . 
 
(2) 
In this case λ is the tuning parameter that decides the relative importance of the absolute values of 
the coefficients: a higher λ will lead to sparser models. The term ∑ |𝛽𝑗|𝑗  is also called the 𝐿1-norm and 
is commonly written as ‖𝛽‖1. 
Use of the lasso penalty is not restricted to ordinary least squares and can be applied in many 
situations. Since this study considers a two-class classification problem, the lasso penalty is applied to 
logistic regression. Parameter estimates for logistic regression are generally obtained by maximizing 
the log-likelihood. In the lasso-penalized logistic regression case, we maximize a penalized version of 
this log-likelihood (Friedman et al., 2010a; Hastie et al., 2009), namely 
 
max
𝛽0,𝛽
{∑[𝑦𝑖(𝛽0 + 𝛽
𝑇𝑥𝑖) − log(1 + 𝑒
𝛽0+𝛽
𝑇𝑥𝑖)] − 𝜆∑|𝛽𝑗|
𝑗
𝑁
𝑖=1
} . 
 
(3) 
Equation 3 shows that the resulting function to maximize is simply the log-likelihood minus the lasso 
penalty. 
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We will illustrate the use of the lasso penalty with a practical example. Consider the following dataset: 
Table 2. One of the simulated datasets used in this study. 
Observation y F1 F2 F3 F4 N1 N2 N3 N4 
1 1 0.31 -0.95 0.19 -0.38 2.94 -1.15 -0.55 -1.23 
2 1 0.85 0.48 0.32 0.73 -0.26 -1.89 0.26 1.99 
3 0 0.71 0.67 0.48 0.47 -0.86 0.02 0.40 -0.53 
… … … … … … … … … … 
99 0 -0.23 -0.05 0.05 1.49 0.84 0.50 -0.36 -1.27 
100 0 -1.03 1.18 -1.13 0.56 1.34 -1.88 0.71 -1.26 
 
This dataset consists of 100 observations of 8 normally distributed independent variables (F1 through 
F4, and N1 through N4), and a binary response variable (y). There are 55 observations of y = 0 and 45 
observations of y = 1. Variables F1 through F4 are the true features: there is a relationship between 
these variables and the response variable. Variables N1 through N4 are noise variables and have no 
relation with the response. However, in a real-life situation, the identity of the true features would be 
unknown and we have to apply some method of feature selection in an attempt to separate the true 
features from the noise variables. To this end we can apply the lasso-penalized logistic regression 
model for a grid of λ values, the result of which can be observed in Figure 1. 
 
Figure 1. Coefficient paths of lasso-penalized logistic regression constructed using a grid of 100 λ values. 
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Figure 1 shows on the x-axis below the plot the values of λ on a log scale, and on the y-axis the values 
of the regression coefficients. The figure shows that as λ increases, the regression coefficients shrink 
and eventually become zero, causing the associated variables to drop out of the model. Note that each 
value of λ results in a different model, with different regression coefficients and possibly a different 
number of included variables. The number of variables included in the model is shown above the plot. 
For example, setting λ to 𝑒−3 (= 0.05) leads to a model with 6 predictors, while setting λ to 𝑒−2 (= 0.14) 
leads to a model with 3 predictors. To perform the actual feature selection, we have to choose a single 
value of λ. 
A suitable value for λ can be found using k-fold cross-validation. In k-fold cross-validation the data is 
divided into k equal parts. The general procedure is that each part is left out in turn, and only the other 
k-1 parts are used for fitting the model. The model is then tested by applying it to the left-out data. In 
this case we do not fit a single model, but a number of different models since we use a grid of different 
λ values. Each of these models is then applied to the test data and a measure of quality-of-fit is 
calculated for each model. So for each of the models we obtain k quality-of-fit statistics. These statistics 
are then used to obtain a mean and standard error estimate for each model, i.e., for each value of λ. 
By applying 10-fold cross-validation to our dataset, we obtain the curve shown in Figure 2. 
 
Figure 2. Cross-validation (10-fold) to obtain a value for lambda. 
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Again, the figure shows on the x-axis below the plot the values of λ on a log scale, and above the plot 
the number of variables in the model. The y-axis shows the cross-validated error, which in this case is 
the binomial deviance with respect to the test data. The error bars have a range of one standard error 
on either side. The left dotted line indicates the value of λ for which the mean cross-validated error is 
minimized. The right dotted line indicates the highest value of λ such that the mean cross-validated 
error is still within one standard error of the minimum. In this case, choosing the λ value which 
minimizes the cross-validated error leads to a model with 6 predictors, while choosing the highest 
value of λ such that the mean cross-validated error is still within one standard error of the minimum 
leads to a model with 5 predictors. In this study, focus will be on the latter λ value since it leads to 
more parsimonious models and is generally recommended (Hastie et al., 2009). For the current dataset 
this value of λ is 𝑒−2.63 (= 0.07). Using this value, we obtain our final model and select 5 out of 8 possible 
features. The correctness of the selected features will be discussed in more detail in the results section.  
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Lasso-penalized support vector classifier 
The second method employed in this study is lasso-penalized support vector classifier (SVC). The 
support vector classifier is the linear version of the support vector machine (SVM). Support vector 
machines are a family of classifiers which try to find a line (in a two-dimensional case) or hyperplane 
(in a higher-dimensional case) which separates data into different classes in an optimal way. If classes 
are linearly separable there are generally infinitely many different lines or hyperplanes which can 
separate the data perfectly, but the optimal one maximizes the margin between the two classes, i.e., 
it maximizes the distance to the closest point from either class. If points are not separable, so called 
soft-margin SVM allows for overlap, but minimizes a measure of this overlap (Hastie et al., 2009). The 
standard soft-margin SVM for two classes can be expressed as 
 
min
 𝛽0,𝛽
∑[1 − 𝑦𝑖(𝛽0 + ℎ(𝑥𝑖)
𝑇𝛽)]+
𝑛
𝑖=1
+ 
𝜆
2
 ‖𝛽‖2
2 , 
 
(4) 
with {𝑥1, 𝑥2,…, 𝑥𝑛} the n input vectors, and {𝑦1, 𝑦2, … , 𝑦𝑛} the corresponding output labels. While 
output labels are {0, 1} in the logistic regression case, they are {-1, 1} in the SVM case. This general 
formula includes transformations ℎ(𝑥𝑖), which are implicitly specified by the user through choice of a 
kernel function that computes inner products in a transformed space (a procedure known as the kernel 
trick) (Hastie et al., 2009). The aim of this procedure is to enlarge the feature space so that linear 
boundaries in the enlarged space may achieve better separation. These linear boundaries in the 
enlarged space then translate to non-linear boundaries in the original space. However, in high-
dimensional problems the original space is already very large and enlarging it even further may not be 
beneficial. For example, Cox and Savoy (2003) compared linear support vector machine (SVC) applied 
to fMRI data with non-linear SVM (polynomial kernel), and found no benefit of using the non-linear 
SVM over the SVC. Song and colleagues (2011) compared SVC and SVM using a radial basis function 
kernel, and found that while non-linear SVM outperformed the SVC when the number of voxels was 
small, the linear classifier performed better when the number of voxels was large. The linear classifier 
was also significantly faster (Song et al., 2011). The linear classifier (SVC) is simply the SVM without the 
transformations: 
 
min
 𝛽0,𝛽
∑[1 − 𝑦𝑖(𝛽0 + 𝑥𝑖
𝑇𝛽)]
+
𝑛
𝑖=1
+ 
𝜆
2
 ‖𝛽‖2
2 . 
 
(5) 
Equation 5 has the same ‘loss + penalty’-format as the expressions for the lasso in the linear and logistic 
regression cases. The loss term on the left is called the hinge loss, and the penalty term is called the 
𝐿2-norm, which is also used in ridge regression (Hastie et al., 2009; Wang et al., 2008). 
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The hinge loss is referred to as such because it is zero for points inside their margin, and linearly 
increasing for points on the wrong side, creating a characteristic ‘hinge’. The fact that the loss is zero 
for points inside their margin leads to the notion of support points: only those observations that are 
near, or on the wrong side of the classification boundary have non-zero weight in the solution. To 
obtain the lasso-penalized SVC, we simply replace the penalty term at the end with the 𝐿1-norm (Wang 
et al., 2008), obtaining  
 
min
 𝛽0,𝛽
∑[1 − 𝑦𝑖(𝛽0 + 𝑥𝑖
𝑇𝛽)]
+
𝑛
𝑖=1
+  𝜆‖𝛽‖1 . 
 
(6) 
Additionally, we can choose to replace the hinge loss with another loss function. To obtain a smoother 
loss-function, several alternatives are available. These alternatives include the binomial deviance 
(which is not zero for all points inside their margin), the squared error (which is quadratic, causing 
points that are well inside their own margin to have a strong influence on the model as well), and the 
squared hinge loss (which is zero for points inside their margin, but quadratically increasing for points 
on the wrong side, making it less robust to misclassified observations than the hinge loss). Perhaps the 
most attractive alternative is the Huberized squared hinge loss which is zero for points inside their 
margin, then starts off quadratically, but smoothly converts to a linear loss for points far on the wrong 
side. This loss function combines the favorable properties of both the hinge loss (support points) and 
the binomial deviance (smooth loss function) (Hastie et al., 2009). Therefore, the Huberized squared 
hinge loss was chosen as the loss function to be used for the analyses conducted in this paper. The 
Huberized squared hinge loss is defined as (Wang et al., 2008; Yang & Zou, 2014) 
 
𝐿(𝑦, 𝑓(𝑥)) =  
{
 
 
 
 
0,          for 𝑦𝑓(𝑥) > 1                              
(1 − 𝑦𝑓(𝑥))²
2𝛿
,           for 1 −  𝛿 ≤ 𝑦𝑓(𝑥)  ≤ 1                                  
1 − 𝑦𝑓(𝑥) − 
𝛿
2
,          for 𝑦𝑓(𝑥) ≤ 1 −  𝛿                                               
 
 
(7) 
with 𝑓(𝑥) =  𝛽0 + 𝑥𝑖
𝑇𝛽, and 𝛿 a pre-specified constant. For the analyses conducted in this paper 𝛿 
was specified to be 1, which is the default value in the gglasso package (Yang & Zou, 2014).  
Figure 3 shows the binomial deviance, hinge loss, and Huberized squared hinge loss, as a function of 
𝑦𝑓(𝑥).  It can be observed that both the hinge loss and Huberized squared hinge loss are zero for 
𝑦𝑓(𝑥) > 1. While the hinge loss abruptly switches from zero to a linearly increasing function, creating 
the characteristic hinge at 𝑦𝑓(𝑥) = 1, the Huberized squared hinge loss smoothly converts to a linear 
loss.  
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Figure 3. Different losses as a function of yf(x). 
 
The procedure of applying the lasso-penalized support vector classifier is otherwise identical to that of 
applying the lasso-penalized logistic regression, including 10-fold cross-validation to obtain a value for 
λ. 
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Software 
Lasso-penalized logistic regression was performed using the glmnet package for R (Friedman et al., 
2010a). This package includes a function, cv.glmnet, which can calculate the regularization path for a 
grid of lambda values, and apply k-fold cross-validation (default k=10). The output of this function 
emphasizes two lambda values: the lambda value that gives the smallest mean cross-validated error 
(𝜆𝑚𝑖𝑛), and the largest value of lambda where error is within 1 standard error of the minimum (𝜆1𝑠𝑒). 
The latter should result in a more parsimonious model without sacrificing much accuracy. This study 
will focus on results for 𝜆1𝑠𝑒, with results for 𝜆𝑚𝑖𝑛 included in the appendix. 
Classification with lasso-penalized support vector classifier was performed using the gglasso package 
for R (Yang & Zou, 2014). This package uses the group-lasso penalty, which penalizes at the level of 
groups of coefficients. However, we specified each predictor to be in a different group (i.e., each 
‘group’ consists of an individual predictor). In this case the group-lasso penalty equals the regular lasso 
penalty. We used the support vector classifier with Huberized squared hinge loss, and applied 10-fold 
cross-validation to find a value for λ. While gglasso defaults to 5-fold cross-validation, we used 10 folds 
to make the procedure more comparable to that of glmnet. Like glmnet, gglasso returns both a 𝜆𝑚𝑖𝑛 
and a 𝜆1𝑠𝑒 value. Again, focus will be on results for 𝜆1𝑠𝑒, with results for 𝜆𝑚𝑖𝑛 included in the appendix. 
 
Simulation procedure 
Data was simulated as follows: First, for a specified sample size n, observations of independent 
variables were created by drawing pseudo-random numbers from the normal distribution. These 
independent variables were divided into p ‘true features’ and q ‘noise variables’. Regression 
coefficients β were set to pre-specified non-zero values for the true features (either 1 or -1), and set 
to zero for the noise variables. Next, probabilities 𝜋𝑖 were calculated using the following formula: 
 
𝜋𝑖 = 
𝑒𝛽0+ 𝑥𝑖
𝑇𝛽
1 + 𝑒𝛽0+ 𝑥𝑖
𝑇𝛽
 . 
 
(8) 
Finally, these probabilities were used to draw pseudo-random numbers from the binomial distribution, 
creating a binary response variable y. For balanced designs 𝛽0 was set to zero. To create unbalanced 
designs 𝛽0 was set to -1.8. Simulation showed that introducing an intercept of -1.8 to the model lead 
to, on average, 75% of the ‘subjects’ being assigned to the 0 condition. Since the support vector 
classifier requires class-labels of -1 and 1, we transformed the response variable y to fit this condition 
when applying the SVC. Note that, apart from the class labels, the datasets and regression weights 
used for both classifiers are identical. 
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Study design 
The performance of lasso-penalized logistic regression and lasso-penalized support vector classifier 
was assessed under all combinations of the factors presented in Table 2, leading to a total of 60 
different conditions.  
Table 3. Experimental factors. 
Design Sample size Nr. of true features SNR 
 40  1:1 
Balanced (50/50)  4 1:5 
 100  1:25 
Unbalanced (25/75)  10 1:250 
 200  1:2500 
 
SNR: signal-to-noise ratio, i.e. the ratio of the number of true features to the number of noise variables. The numbers (25/75) 
refer to the average percentage of observations with class labels 1 and 0 respectively. 
 
Outcome measures 
In order to assess Type I and Type II errors, the lasso-penalized classifiers were applied to datasets with 
different values of n, p, q and 𝛽0. For each condition, the procedure was repeated on a total of 100 
different simulated data-sets. To assess Type I errors, the number of noise variables included in the 
final model was counted and divided by the total number of input noise variables. This percentage was 
then averaged across the 100 repetitions.  
To assess Type II errors, the average proportion of true features included in the model was calculated. 
Note that this is an indirect measure of Type II error (one minus the probability of a true feature not 
being included in the model).  
It is also possible for a classifier to select neither true features nor noise variables; in this case the 
intercept-only model is selected as the final model. The percentage of times this occurred was also 
calculated.  
Prediction accuracy was assessed using leave-one-out cross-validation. For each ‘subject’, the 
cv.glmnet (for penalized logistic regression) or cv.gglasso (for penalized support vector classifier) 
function was run, including 10-fold cross-validation, but only using the data of the other subjects. The 
resulting model was then used to predict the class of the left-out subject. The percentage of correctly 
predicted subjects was then averaged across 100 repetitions. In order to give a fair comparison of 
17 
 
prediction accuracy, we compared the results of cv.glmnet with that of a logistic regression model 
containing only the true features. Unfortunately, due to computational constraints, it was not feasible 
to calculate the prediction accuracy for the lasso-penalized SVC. Fitting models under the same 
conditions proved to be much slower when using the gglasso package than when using the glmnet 
package. This is in part due to glmnet’s included support for parallel computing, but the difference 
between the packages is much larger than would be expected based on the number of utilized cores 
alone (see appendix A). While this makes comparison of the classifiers based on prediction accuracy 
impossible, the results for penalized logistic regression and non-penalized logistic regression are still 
included in this paper.  
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Results 
Table 5 through 8 show the results of the analyses when using 𝜆1𝑠𝑒. To discuss in more detail how 
these results were obtained, consider again the dataset discussed in the methods section (Table 2). In 
terms of experimental factors this dataset has a balanced design with 4 true features, a sample size of 
100, and a signal-to-noise ratio of 1:1. We discussed the procedure of fitting a lasso-penalized logistic 
regression model and obtaining a value for λ using 10-fold cross-validation. We obtained a 𝜆1𝑠𝑒 value 
of 𝑒−2.63 (= 0.07) and selected 5 out of 8 predictors. The associated regression coefficients can be 
observed on the first row of Table 4. 
Table 4. Regression coefficients for lasso-penalized models applied to the data of Table 2. 
model F1 F2 F3 F4 N1 N2 N3 N4 
Lasso-penalized logistic regression 0.08 -0.25 0.43 -0.53 0 0 -0.31 0 
Lasso-penalized SVC 0 -0.07 0.12 -0.27 0 0 -0.07 0 
 
We can see that the lasso-penalized logistic regression model has non-zero coefficients for variables 
F1, F2, F3, F4, and N3, and therefore selects these variables. It selects 4 out of 4 true features, so the 
proportion of selected true features is 1. It also selects one noise variable.  
We also applied lasso-penalized support vector classifier to this dataset. It can be observed in the 
second row of Table 4 that this model has non-zero coefficients for variables F2, F3, F4, and N3. It 
selects 3 out of 4 true features, so the proportion of selected true features is 0.75. It also selects one 
noise variable.  
The proportion of selected true features and the number of selected noise variables were calculated 
for another 99 datasets simulated under the same experimental conditions. These results were then 
averaged over the 100 datasets to obtain the results in the sixth row of Table 5. Noise variables are 
represented in absolute number rather than proportion, because as the number of noise variables 
increases, proportions become very small. For each model a third column indicates the proportion of 
datasets for which the model selected no variables at all (the intercept-only model).  
For a balanced design with 4 true features, a sample size of 100 and a signal-to-noise ratio of 1:1, the 
average proportion of true features included in the logistic regression model is 0.95, so the lasso-
penalized logistic regression (PLR) selects on average 95% of the true features. This proportion can be 
interpreted as an estimate of the probability for a true feature to be included in the model. Under the 
same conditions, the lasso-penalized support vector classifier selects on average 91% of the true 
features. The lasso-penalized logistic regression selects on average 0.53 noise variables, while the 
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lasso-penalized SVC selects on average 0.59 noise variables. Neither method selected the intercept-
only model for any of the 100 datasets. 
An increase in the number of noise variables, while keeping the other experimental factors constant, 
is associated with a decrease in the proportion of selected true features. For the lasso-penalized 
logistic regression, the average percentage of selected true features decreases from 95% for an SNR 
of 1:1, to 23% for an SNR of 1:2500. For lasso-penalized SVC the average percentage of selected true 
features decreases from 91% to 33%. An increase in the number of noise variables is associated with 
an increase in the absolute number of noise variables included in the model. For the SVC the average 
number of noise variables included in the model increases from 0.59 for an SNR of 1:1, to 13.91 for an 
SNR of 1:2500. For the lasso-penalized logistic regression the number of noise variables included in the 
model increases from 0.53 for an SNR of 1:1, to 4.02 for an SNR of 1:250. For an SNR of 1:2500 the 
average number of noise variables decreases again to 3.16. For SNRs of 1:1 and 1:5 neither classifier 
selects the intercept only model for any of the datasets. For an SNR of 1:25 the intercept only model 
is selected for 1 dataset by the lasso-penalized SVC, and for 5 datasets by the lasso-penalized logistic 
regression. The number of times the intercept only model is selected increases as noise levels increase, 
and for an SNR of 1:2500, the lasso-penalized SVC selects the intercept only model for 25% of datasets, 
while the lasso-penalized logistic regression selects it for 50% of datasets.  
Comparing the balanced design with 4 true features, a sample size of 100, and a signal-to-noise ratio 
of 1:1, with the other sample sizes included in Table 5, shows that an increase in sample size is 
associated with an increase in the proportion of true features included in the model. For example, for 
a signal-to-noise ratio of 1:25, the lasso-penalized SVC selects on average 38% of the true features 
when sample size is 40, 78% when sample size is 100, and 98% when sample size is 200. For lasso-
penalized logistic regression these percentages are 19%, 81%, and 100% respectively. A decrease in 
sample size is associated with an increase in the number of times the intercept only model is selected. 
For a signal-to-noise ratio of 1:25, the lasso-penalized SVC selects the intercept only model in 0% of 
datasets when sample size is 200, in 1% of datasets when sample size is 100 and in 27% of datasets 
when sample size is 40. For lasso-penalized logistic regression these percentages are 0%, 5%, and 60% 
respectively. The effect of sample size on the number of noise variables included in the model is not 
monotonic. For example, decreasing sample size from 200 to 100 is associated with an increase in the 
number of noise variables included in the model for the SVC under all signal-to-noise ratios, but this is 
not the case for the logistic regression. Decreasing sample size from 100 to 40 is associated with an 
increase in the number of noise variables included in the model only for the SVC under SNRs of 1:1 and 
1:5. Note that not all outcome measures are independent: the number of times the intercept only 
model is selected affects the average number of predictors in the model.  
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By comparing Table 5 with Table 6, the effects of using an unbalanced design (on average 75% of 
observations have y=0) can be observed. Use of an unbalanced design is associated with a decrease in 
the proportion of true features included in the model: when comparing tables 5 and 6 the proportion 
of true features included in the model is lower when using an unbalanced design under all 
combinations of the other experimental factors. Use of an unbalanced design is associated with an 
increase in the proportion of times the intercept-only model was selected: when comparing tables 5 
and 6 the proportion of times the intercept only model was selected is either equal or higher when 
using an unbalanced design compared to a balanced design, under all combinations of the other 
experimental factors. Again, the effect on the number of noise variables in the model is not monotonic. 
For example, for a sample size of 200 and an SNR of 1:250, the SVC selects on average 4.54 noise 
variables when using a balanced design, but on average 8.21 noise variables when using an unbalanced 
design. However, for a sample size of 100, under the same SNR, use of an unbalanced design is 
associated with a decrease in the number of noise variables included in the model by the SVC from 
10.01 to 1.94.  
By comparing Table 5 with Table 7, and Table 6 with Table 8, the effects of increasing the absolute 
number of predictors while keeping the same signal-to-noise ratio can be observed. A comparison of 
tables 5 and 7 shows that in the balanced case, the proportion of true features included in the model 
is decreased in the case with 10 true features, compared to the case with 4 true features. Comparing 
tables 6 and 8 shows that this effect is the same for lasso-penalized logistic regression in the 
unbalanced case, although for a sample size of 100 and an SNR of 1:1 there is a small increase from .85 
to .86. For the SVC in the unbalanced case, larger increases are seen. For example, when sample size 
is 200 and SNR is 1:25, SVC selects on average 76% of true features when the number of true features 
is 4, but on average 91% of true features when the number of true features is 10. In more concrete 
terms this means that in an unbalanced dataset of 200 observations, with 4 true features and 100 noise 
variables, the SVC selects on average 3 out of 4 true features, while in a dataset with 10 true features 
and 250 noise variables, the SVC selects on average 9 out of 10 true features. The number of times the 
intercept only model is selected is affected in a similar way as the proportion of true features included 
in the model, though in opposite direction: it is increased in the balanced case, but this is not always 
true in the unbalanced case. Again, the effect on the number of noise variables is not monotonic and 
varies for differences in the other experimental conditions. 
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Table 5. Results for a balanced design with 4 true features when using 𝜆1𝑠𝑒 . 
 SVC PLR LR 
n SNR TP (%) NP IO (%) TP (%) NP IO (%) PC PC 
200 1:1 .98 0.20 0 1 0.43 0 .76 .77 
 1:5 .99 1.02 0 1 1.46 0 .75 .77 
 1:25 .98 2.55 0 1 3.32 0 .75 .77 
 1:250 .90 4.54 0 .97 8.42 0 .73 .77 
 1:2500 .75 5.45 0 .87 9.99 .01 .69 .77 
100 1:1 .91 0.59 0 .95 0.53 0 .73 .77 
 1:5 .89 2.52 0 .93 1.95 0 .72 .77 
 1:25 .78 4.58 .01 .81 3.18 .05 .68 .77 
 1:250 .58 10.01 .11 .52 4.02 .20 .59 .77 
 1:2500 .33 13.91 .25 .23 3.16 .50 .53 .77 
40 1:1 .70 1.13 .10 .48 0.46 .30 .60 .74 
 1:5 .60 3.83 .14 .33 0.86 .45 .55 .74 
 1:25 .38 4.55 .27 .19 1.25 .60 .51 .74 
 1:250 .09 4.43 .48 .06 1.49 .66 .48 .74 
 1:2500 .03 5.03 .50 .01 1.03 .79 .46 .74 
 
SVC = Lasso-penalized support vector classifier. PLR = Lasso-penalized logistic regression. SNR: signal-to-noise ratio. TP: 
Percentage of true features included in the model. NP: number of noise variables included in the model. IO: percentage of 
times the intercept-only model was selected. PC: proportion of correctly classified subjects. LR: logistic regression containing 
only the true features. 
 
Table 6. Results for an unbalanced design with 4 true features when using 𝜆1𝑠𝑒 . 
 SVC PLR LR 
n SNR TP (%) NP IO (%) TP (%) NP IO (%) PC PC 
200 1:1 .96 0.91 .04 .998 0.52 0 .80 .82 
 1:5 .91 3.19 .08 .99 1.42 0 .79 .82 
 1:25 .76 5.76 .23 .95 2.28 0 .78 .82 
 1:250 .49 8.21 .50 .80 4.09 .07 .76 .82 
 1:2500 .28 8.49 .70 .46 2.76 .33 .75 .82 
100 1:1 .76 0.93 .22 .85 0.41 .05 .79 .82 
 1:5 .66 2.63 .30 .75 1.40 .09 .78 .82 
 1:25 .42 4.48 .54 .54 2.08 .26 .77 .82 
 1:250 .11 1.94 .85 .21 1.21 .59 .76 .82 
 1:2500 .02 1.96 .93 .04 0.40 .88 .76 .82 
40 1:1 .39 0.63 .55 .39 0.35 .44 .75 .79 
 1:5 .18 0.98 .75 .22 0.61 .59 .75 .79 
 1:25 .11 1.32 .80 .10 0.63 .74 .75 .79 
 1:250 .03 1.22 .89 .02 0.35 .87 .75 .79 
 1:2500 .01 1.76 .90 .01 0.66 .87 .75 .79 
 
SVC = Lasso-penalized support vector classifier. PLR = Lasso-penalized logistic regression. SNR: signal-to-noise ratio. TP: 
Percentage of true features included in the model. NP: number of noise variables included in the model. IO: percentage of 
times the intercept-only model was selected. PC: proportion of correctly classified subjects. LR: logistic regression containing 
only the true features. 
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Table 7. Results for a balanced design with 10 true features when using 𝜆1𝑠𝑒 . 
 SVC PLR LR 
n SNR TP (%) NP IO (%) TP (%) NP IO (%) PC PC 
200 1:1 .98 2.34 0 .996 2.67 0 .82 .83 
 1:5 .97 5.49 0 .99 7.91 0 .80 .83 
 1:25 .90 8.93 0 .96 13.62 0 .77 .83 
 1:250 .68 16.99 .01 .73 19.25 .02 .68 .83 
 1:2500 .36 21.05 .12 .29 8.49 .21 .57 .83 
100 1:1 .91 3.50 0 .90 2.39 0 .74 .81 
 1:5 .78 7.86 0 .76 4.50 .02 .71 .81 
 1:25 .55 11.72 .02 .46 5.48 .16 .60 .81 
 1:250 .22 14.36 .20 .11 2.94 .50 .51 .81 
 1:2500 .08 13.76 .34 .03 3.06 .63 .50 .81 
40 1:1 .52 2.21 .08 .30 0.69 .34 .59 .76 
 1:5 .32 4.27 .16 .13 0.92 .51 .53 .76 
 1:25 .14 4.78 .33 .07 1.27 .60 .48 .76 
 1:250 .03 4.15 .57 .02 0.83 .69 .48 .76 
 1:2500 .01 4.64 .58 .004 0.87 .79 .46 .76 
 
SVC = Lasso-penalized support vector classifier. PLR = Lasso-penalized logistic regression. SNR: signal-to-noise ratio. TP: 
Percentage of true features included in the model. NP: number of noise variables included in the model. IO: percentage of 
times the intercept-only model was selected. PC: proportion of correctly classified subjects. LR: logistic regression containing 
only the true features. 
 
Table 8. Results for an unbalanced design with 10 true features when using 𝜆1𝑠𝑒 . 
 SVC PLR LR 
n SNR TP (%) NP IO (%) TP (%) NP IO (%) PC PC 
200 1:1 .98 2.77 0 .99 2.50 0 .83 .85 
 1:5 .96 7.87 0 .98 6.64 0 .81 .85 
 1:25 .91 18.08 .01 .90 10.88 .01 .77 .85 
 1:250 .47 19.97 .36 .49 9.26 .14 .71 .85 
 1:2500 .10 7.98 .78 .13 3.34 .53 .69 .85 
100 1:1 .90 3.47 .01 .86 2.00 .01 .78 .84 
 1:5 .72 7.89 .14 .69 4.80 .07 .74 .84 
 1:25 .36 8.08 .42 .29 3.49 .37 .70 .84 
 1:250 .06 3.88 .83 .06 1.58 .74 .69 .84 
 1:2500 .01 0.88 .95 .01 1.15 .89 .69 .84 
40 1:1 .40 1.93 .33 .28 0.87 .42 .70 .76 
 1:5 .19 2.67 .53 .09 0.79 .69 .68 .76 
 1:25 .07 3.43 .67 .04 0.92 .74 .67 .76 
 1:250 .01 1.55 .88 .01 0.40 .90 .67 .76 
 1:2500 .002 1.65 .88 .001 0.33 .90 .68 .76 
 
SVC = Lasso-penalized support vector classifier. PLR = Lasso-penalized logistic regression. SNR: signal-to-noise ratio. TP: 
Percentage of true features included in the model. NP: number of noise variables included in the model. IO: percentage of 
times the intercept-only model was selected. PC: proportion of correctly classified subjects. LR: logistic regression containing 
only the true features. 
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General remarks  
In this section, some general remarks and observations based on tables 5 through 8 will be discussed. 
In general, for fixed values of the other experimental factors, an increase in the number of noise 
variables is associated with a smaller proportion of the true features included in the model, and thus 
an increase in Type II errors. An increase in the number of noise variables is also associated with a 
decrease in the proportion of noise variables being included in the model. However, as can be observed 
in the tables, it is associated with an increase in the absolute number of noise variables included in the 
model, except in certain cases for very high noise levels. The latter effect is more evident for the 
penalized logistic regression and when dealing with unbalanced designs, and can in part be explained 
by an increase in the proportion of intercept-only models for higher noise levels.  
An increase in sample size is associated with an increase in the percentage of true features included in 
the model, and a decrease in the number of noise variables included in the model. It is also associated 
with a decrease in the number of times the intercept-only model was selected as the best model.  
Using an unbalanced rather than a balanced design is associated with a decrease in the percentage of 
true features included in the model. It is associated with a smaller number of noise variables included 
in the model for the penalized logistic regression in most cases (except for n=200, p=4, SNR=1:1; n=100, 
p=10, SNR=1:5; and n=40, p=10, SNR=1:1). For the lasso-penalized SVC an unbalanced design is also 
associated with a decrease in the number of noise variables included in the model for low sample size. 
For higher sample sizes this effect is sometimes reversed however, most notably when n=200. An 
unbalanced design is also associated with an increase in the number of times the intercept-only model 
is selected for both classifiers.  
An increase in the total number of predictors, while keeping the same SNR, is associated with a 
decrease in the proportion of true features included in the model in the balanced case. However, for 
unbalanced designs, the SVC performs better for some conditions when p=10 compared to when p=4.  
A higher number of total predictors is also associated with an increase in the number of noise variables 
included in the model for the lasso-penalized logistic regression in the unbalanced case, and in the 
balanced case for lower noise levels. For the SVC the effect is similar when sample size is high and/or 
signal-to-noise-ratio is high. An increase in the total number of predictors while keeping the same SNR 
is in most cases associated with an increase in the number of times the intercept only model is selected.  
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When sample size is high (n=200), PLR generally outperforms SVC in terms of the percentage of true 
features included in the model, although differences are very small for lower noise levels (1 or 2 
percentage points). Bigger differences are seen however. For example, for an unbalanced design with 
4 true features and an SNR of 1:250, the penalized logistic regression selects on average 80 percent of 
the true features, while SVC selects on average 49 percent. For balanced designs PLR includes on 
average more noise variables in the model, while for unbalanced designs SVC includes more noise 
variables in the model. A notable exception to this is the balanced design with 10 true features and an 
SNR of 1:2500.  For unbalanced designs the SVC also more frequently selects the intercept-only model 
than the PLR.  
When sample size is lower (n=100), SVC selects on average a higher percentage of true features than 
PLR when there are 10 true features, but selects in most cases a lower percentage of true features 
than PLR when there are 4 true features. However, many differences are quite small (less than 5 
percentage points). SVC typically selects more noise variables than PLR, and more frequently selects 
the intercept-only model. 
When sample size is low (n=40), SVC selects on average a higher percentage of true features than PLR 
for lower noise levels, except for the unbalanced design with 4 true features. At higher noise levels 
both methods select on average less than 5% of the true features. For balanced designs PLR selects the 
intercept-only model more often than the SVC. For unbalanced designs the SVC selects the intercept-
only model more often than PLR. The SVC selects on average more noise variables than the PLR. 
Using 𝜆𝑚𝑖𝑛 instead of 𝜆1𝑠𝑒 causes a larger percentage of both true and noise variables included in the 
model, and a decrease in the number of times the intercept-only model is selected, which is consistent 
with choosing a larger penalty value.  Results for 𝜆𝑚𝑖𝑛  can be found in appendix B.  
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Discussion 
Based on the results presented in this paper, the percentage of selected true features and the number 
of times the intercept-only model was selected appear to be the outcome measures most consistently 
affected by the experimental factors. For example, keeping the other factors constant, the number of 
times the intercept-only model was selected remains constant or increases when the number of noise 
variables increases, but never decreases. The relation between the experimental factors and the 
number of noise variables included in the model is less monotonic. However, it should be noted that 
the outcome measures are not independent: the number of times the intercept-only model is selected 
affects the average number of predictors in the model. In a real-life situation, which outcome measure 
is most important is largely a personal decision that depends on the research objective. However, when 
the research objective is to find possible markers for a disease, it may be considered preferable to 
include more noise variables in the model if this ensures that any true features are included as well. In 
this case, using 𝜆𝑚𝑖𝑛 may seem preferable to using 𝜆1𝑠𝑒. However, the increase in the number of noise 
variables included in the model can be large and, under some conditions, the percentage of true 
features included in the model is very low even for 𝜆𝑚𝑖𝑛. 
A number of favorable conditions under which performance of both classifiers (in terms of the 
percentage of true features included in the model) is increased can be formulated. These favorable 
conditions include high sample size, high signal-to-noise ratio, and use of a balanced design. When 
using a balanced design, a lower absolute number of predictors also appears to increase performance 
of both classifiers.  
Favorable and unfavorable conditions can compensate each other to some extent. Consider for 
example the case with high sample size (n=200), a balanced design, and 4 true features. Even with an 
additional 10.000 noise variables, the lasso-penalized SVC selects on average 3 out of 4 true features 
(75%). The lasso-penalized logistic regression performs even better with on average 87% of true 
features included in the model, although it also includes more noise variables. Conversely, under 
otherwise unfavorable conditions (n=40, unbalanced design), both classifiers perform poorly, selecting 
on average only 39% of true features even in the case with only 4 true and 4 noise variables. Despite 
the fact that favorable conditions can compensate unfavorable ones to some extent, it should be noted 
that under high noise levels (i.e., low SNR) the majority of the selected features are noise variables, 
even when conditions are otherwise favorable. 
This paper does not include formal tests to assess the statistical significance of the differences in 
performance described here. As such, no claims are made regarding whether either of the classifiers 
is better than the other, or to what extent the effects of the experimental factors are statistically 
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significant. Another possible limitation of this study is the number of replications, which was restricted 
to 100 due to the required computation time. We also did not investigate the effects of varying effect 
sizes (regression weights) during data generation. What is evident however, is that when applying 
lasso-penalized classifiers to these simulated datasets, the percentage of true features included in the 
final model deteriorated from up to 100% under favorable conditions, to less than 1% under 
unfavorable conditions.  
In the statistical literature, some desirable properties of feature selection methods have been 
formulated. A feature selection method is said to possess the oracle property if it asymptotically selects 
the correct model, that is, if it asymptotically selects all the true features, none of the noise variables, 
and its parameter estimates are unbiased (Benner et al., 2010). The regular lasso does not produce 
unbiased estimates; in particular, the non-zero coefficient estimates are biased towards zero (Hastie 
et al, 2009). Due to the bias in parameter estimates, classifiers using the regular lasso penalty do not 
possess the oracle property. However, when the primary goal is to identify which features are 
important, the bias in parameter estimates is not a cause of concern, as the size of the non-zero 
regression coefficient estimates is not of interest. In this case, we do not require the feature selection 
method to possess the oracle property, but can be satisfied with less ambitious properties.  
A method is said to be model selection consistent if it asymptotically selects the correct variables 
(Benner et al., 2010). While the lasso does not possess the oracle property, it is model selection 
consistent under certain conditions. When the number of observations is larger than the number of 
predictors, these conditions include sufficient sparsity of the true model (Bunea, Tsybakov, & 
Wegkamp, 2007; Meijer & Goeman, 2013); absence of strong correlations between the true features, 
or between the true features and the noise variables (Benner et al., 2010; Meijer & Goeman, 2013; 
Zhao & Yu, 2006); and sufficiently large non-zero coefficients (Bühlman & Van de Geer, 2011; Meijer 
& Goeman, 2013). When the number of predictors is larger than the number of observations, the lasso 
is still model selection consistent under these conditions, but only if the number of predictors does not 
grow too fast (in the case of Gaussian noise ‘too fast’ is defined as ‘faster than exponentially’) with the 
number of observations (Benner et al., 2010; Zhao & Yu, 2006). Additionally, the way in which the 
tuning parameter is selected affects the properties of the lasso. When the tuning parameter is chosen 
by minimizing cross-validation error, the lasso will tend to select models which contain additional noise 
variables, particularly in sparse high-dimensional situations (Benner et al., 2010; Meinshausen & 
Bühlmann, 2006). This is consistent with the results of the current study: even though we used the 1-
standard-error rule to select a value for the tuning parameter rather than the minimum cross-
validation error, we found that even in settings where the lasso-penalized classifiers would perform 
very well in terms of finding the true features, they would often include some noise variables as well.  
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A method which asymptotically selects a model that includes all of the true features is said to possess 
the variable screening property (Bühlmann & Van de Geer, 2011). In real-life situations, it is unlikely 
that all assumptions for model selection consistency will hold, and researchers may be forced to settle 
for a feature selection method that possesses just the variable screening property, i.e., a feature 
selection method which asymptotically has low Type II error rates, but potentially high Type I error 
rates. The lasso-penalized classifiers used in this study are such feature selection methods, and we will 
later discuss some proposed methods to refine the obtained results. 
We can evaluate the results of the current study in light of these theoretical properties. As the lasso-
penalized classifiers do not possess the oracle property, we know not to expect unbiased coefficient 
estimates. However, this is not of concern as the size of the non-zero regression coefficients is not of 
interest. Ideally, we would like to see results in accordance with model selection consistency. Our 
simulation scheme, under the most favorable experimental conditions, satisfies most of the conditions 
required for model selection consistency: the true model is very sparse, the predictors were simulated 
independently, and effect sizes were large enough to be detected. However, we did use cross-
validation to obtain a value for the tuning parameter, which is known to interfere with model selection 
consistency. Indeed, we saw that while performance in terms of Type II errors is very good for both 
classifiers under favorable conditions, some noise variables are usually included as well. These results 
correspond to what we would expect from a method that possesses the variable screening property.  
All the previously discussed theoretical properties refer to the asymptotic performance of the feature 
selection method. As with any asymptotic properties, we cannot expect to obtain results that 
correspond to the asymptotic performance for low sample sizes. Our results show, for a sample size of 
200 and high signal-to-noise ratio, a performance of both classifiers that is in accordance with what 
we would expect in terms of the asymptotic performance of a method with the variable screening 
property. However, as conditions become unfavorable, performance deteriorates and neither 
classifier performs well. 
Of the ten articles mentioned in Table 1, five included sample sizes lower than 100, and seven included 
sample sizes lower than 200. We can of course not formulate any definitive conclusions about the 
performance of the lasso-penalized classifiers in these specific examples, as in real-life datasets the 
true signal-to-noise ratio and effect sizes are unknown. Furthermore, many articles do not clearly 
report the number of variables selected which means even the apparent signal-to-noise ratio is 
unknown, and even if the apparent signal-to-noise ratio were reported, this does not necessarily 
coincide with the real signal-to-noise ratio (as can also be observed in tables 5 through 8).  While we 
cannot draw any conclusions regarding these specific studies, we can state that in our simulations a 
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sample size of 40 was associated with generally poor performance even under otherwise favorable 
conditions, and that for a sample size of 100 performance quickly deteriorated as conditions became 
unfavorable, indicating the low sample sizes reported in these articles are a potential point of concern.  
Another point of concern is that the simulated data used in the current study may satisfy conditions 
that are unlikely to hold in real-life situations. Most notably, predictors were simulated independently. 
In real-life applications predictors are often correlated, especially when dealing with imaging or 
genomic data. When dealing with groups of highly correlated predictors, the lasso is known to select 
one of each group and discard the others, with minor noise determining which predictor gets selected 
within each group (Hastie et al., 2009). Waldman and colleagues (2013) applied the lasso to simulated 
datasets with different levels of correlation between the predictors, and found that under all 
correlation levels (the lowest level being an average correlation of 0.55) the lasso would select too few 
of the true features. As such, we would expect the lasso-penalized classifiers used in this study to 
perform worse in terms of Type II errors when predictors are correlated. 
The primary purpose of this paper is to draw attention to conditions which may cause lasso-penalized 
classifiers to perform sub-optimally. Some of the conditions described in this paper are often inherent 
to the data itself, like signal-to-noise ratio or the total number of predictors. However, some conditions 
can be manipulated by the researcher. These conditions include, for example, sample size or the use 
of a balanced design. However, such conditions may not always be easy to take into account in a 
practical setting. A high sample size or balanced design may be infeasible due to monetary constraints, 
or due to the rarity of the medical condition of interest.  
While conditions like signal-to-noise ratio or the total number of predictors are often inherent to the 
data itself, there may be ways in which a researcher can influence these conditions to some extent. 
Consider for example a situation where multiple sets of variables from different sources are available. 
One could decide to apply a lasso-penalized classifier to each set separately, or combine the sets into 
one and apply the classifier to the aggregated dataset. The results presented in this paper showed that 
the inclusion of more predictors did not always increase performance, even if the signal-to-noise ratio 
was kept the same. This suggests that the first approach may be preferable to the second. To elaborate 
on this idea, we will briefly discuss the group lasso penalty. 
The group lasso was first introduced by Bakin (1999), and later extended to logistic regression by Meier, 
Van de Geer, and Bühlman (2008). One particular feature of the regular lasso model is that selection 
is performed at the level of the individual variables. This can be a problem, for example when there 
are categorical predictors in the model. In this case the lasso may select some individual dummy 
variables, rather than a whole factor. As a remedy the group lasso can be used: it performs selection 
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at a group level, rather than at an individual variable level. This does mean however, that if a group is 
selected, all coefficients for the variables in that group will be non-zero. In the example where multiple 
sets of variables from different sources are available this may not be very useful, since we would either 
select all of the variables from a certain source, or none from that source at all. Friedman, Hastie, and 
Tibshirani (2010b) combined features of both the regular lasso and the group lasso to obtain the sparse 
group lasso, which obtains solutions that are sparse at both the group and the individual variable level. 
The sparse group lasso could be a promising alternative to the regular lasso when multiple sets of 
variables from different sources are available. 
Another approach which may improve the quality of the obtained results is to not rely on the variable 
selection performed by the lasso alone, but rather perform the variable selection in multiple stages. 
Wasserman and Roeder (2009) consider a three-step ‘screen and clean’ methodology. In the first step 
a series of candidate models are fitted, for example using the lasso. In the second step a single model 
is selected using cross-validation. In the third step hypothesis testing is used to eliminate some 
variables. The first two steps are referred to as ‘screening’ and the third step as ‘cleaning’. The 
methodology applied in the current study is equivalent to the ‘screening’ stage using the lasso. The 
purpose of the additional cleaning stage as proposed by Wasserman and Roeder is to control the Type 
I error, i.e., to eliminate any possible noise variables included in the model by the lasso. Such a 
procedure could indeed be useful in improving the quality of the variable selection, as the results of 
the current study show that even when all true features are included in the model, the lasso often 
includes some noise variables as well. There also exist extensions of the lasso which aim to control the 
Type I error and reduce bias in the estimated coefficients. These include the adaptive lasso (Zou, 2006) 
the relaxed lasso (Meinshausen, 2007) and the smoothly clipped absolute deviation (SCAD) penalty 
(Fan & Li, 2001; Zou & Li, 2008). In high-dimensional cases these methods generally use the regular 
lasso as an initial screening step (Meijer & Goeman, 2013). However, Benner and colleagues (2010) 
compared the adaptive lasso and SCAD with the regular lasso in Cox regression and found that when 
the model was moderately sparse (30 true features for 200 observations), both the adaptive lasso and 
SCAD had very high Type II error rates. It should also be noted that under unfavorable conditions, the 
results of the current study show a poor performance of the lasso primarily in terms of Type II errors, 
i.e., a failure of the lasso to include the true features in the model. This problem cannot be remedied 
by using an additional cleaning stage.  
Another promising alternative is ensemble learning-based feature selection. The general idea of 
ensemble learning is to combine information of multiple classifiers in order to obtain a performance 
that is better than which would have been obtained by any of the individual classifiers alone. Likewise, 
ensemble learning-based feature selection repeats the feature selection process several times to 
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obtain diverse sets of selected features, and then aggregates the results. Three different 
methodologies can be distinguished (Guan et al., 2014). Data variation methods apply the same 
feature selection algorithm to multiple training sets and then aggregate the results. Such different 
training sets can be obtained through, for example, bootstrapping (this procedure is commonly 
referred to as bootstrap aggregating or bagging). Function variation methods apply different feature 
selection algorithms to the same training set. Hybrid variation methods apply a combination of data 
and function variation. Function and hybrid variation methods have been shown to perform well even 
under low sample sizes (Guan et al., 2014), which makes them a promising alternative to the regular 
lasso procedure under unfavorable conditions. While such methods are as of yet not very commonly 
applied (Guan et al., 2014), this would be an interesting topic for future research. 
In summary, we have formulated several favorable conditions under which lasso-penalized classifiers 
tend to perform well. These favorable conditions include high sample size, high signal-to-noise ratio, 
and use of a balanced design. In our study the percentage of true features included in the final model 
deteriorated from up to 100% under favorable conditions, to less than 1% under unfavorable 
conditions. Favorable conditions can compensate for unfavorable conditions to some extent. We 
hypothesize that methods such as the sparse group lasso, multi-stage feature selection, and ensemble 
learning-based feature selection may improve the quality of the obtained results. Researchers should 
be aware that when applying lasso-penalized classifiers under unfavorable conditions, performance is 
sub-optimal. Caution should be taken in interpreting the resulting model, as the features selected by 
the classifier may not have any relation with the outcome of interest.  
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Appendix A: Computation time 
 
Table A 1. Computation time of PLR and SVC with 4 true features. 
 N=40 N=100 N=200 
NOISE PLR SVC PLR SVC PLR SVC 
4 17 sec. 5 min. 15 sec. 44 sec. 17 sec. 1 min. 
20 18 sec. 4 min. 30 sec. 18 min. 20 sec. 3 min. 
100 18 sec. 3 min. 25 sec. 5 min. 1 min. 1 hour 
1000 28 sec. 8 min. 45 sec. 12 min. 1 min. 19 min. 
10000 2 min. 1 hour 6 min. 1h 10m 9 min. 1h 30m 
 
PLR: Lasso-penalized logistic regression with package glmnet (parallel computing, 3 threads). SVC: Lasso-penalized SVC with 
package gglasso (no parallel computing). Timed over 100 runs of 10-fold crossvalidation.  
 
 
Table A 2. Computation time of PLR and SVC with 10 true features. 
 N=40 N=100 N=200 
NOISE PLR SVC PLR SVC PLR SVC 
10 18 sec. 4 min. 32 sec. 21 min. 21 sec. 6 min. 
50 18 sec. 2 min. 26 sec. 11 min. 2 min. 2h 15m 
250 20 sec. 3 min. 28 sec. 6 min. 45 sec. 11 min. 
2500 42 sec. 16 min. 1 min. 22 min. 3 min. 31 min. 
25000 7 min. 2h 30m 13 min. 2h 50m 23 min. 3h 25m 
 
PLR: Lasso-penalized logistic regression with package glmnet (parallel computing, 3 threads). SVC: Lasso-penalized SVC with 
package gglasso (no parallel computing). Timed over 100 runs of 10-fold crossvalidation.  
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Appendix B: Results for 𝝀𝒎𝒊𝒏 
Table B 1. Results for a balanced design with 4 true features when using 𝜆𝑚𝑖𝑛. 
 SVC PLR 
n SNR TP (%) NP IO (%) TP (%) NP IO (%) 
200 1:1 1 1.38 0 1 2.46 0 
 1:5 1 5.97 0 1 7.11 0 
 1:25 1 9.27 0 1 15.75 0 
 1:250 .97 18.15 0 1 31.19 0 
 1:2500 .88 24.29 0 .96 37.64 0 
100 1:1 .98 1.89 0 1.00 2.30 0 
 1:5 .98 6.74 0 .98 6.15 0 
 1:25 .94 14.97 0 .94 12.82 .01 
 1:250 .72 24.77 .03 .70 16.34 .09 
 1:2500 .42 31.86 .12 .36 14.71 .28 
40 1:1 .86 2.20 .04 .80 1.50 .10 
 1:5 .77 7.16 .04 .67 4.03 .10 
 1:25 .51 10.15 .17 .41 5.26 .31 
 1:250 .17 11.62 .25 .10 4.45 .50 
 1:2500 .06 13.45 .26 .02 3.49 .59 
 
SVC = Lasso-penalized support vector classifier. PLR = Lasso-penalized logistic regression. SNR: signal-to-noise ratio. TP: 
Percentage of true features included in the model. NP: number of noise variables included in the model. IO: percentage of 
times the intercept-only model was selected.  
 
Table B 2. Results for an unbalanced design with 4 true features when using 𝜆𝑚𝑖𝑛. 
 SVC PLR 
n SNR TP (%) NP IO (%) TP (%) NP IO (%) 
200 1:1 1 2.33 0 1 2.41 0 
 1:5 1 8.75 0 1 7.30 0 
 1:25 1 21.11 0 1 14.11 0 
 1:250 .86 39.99 .11 .97 27.56 0 
 1:2500 .68 55.17 .23 .82 30.16 .03 
100 1:1 .94 2.21 .05 1 2.15 0 
 1:5 .88 7.56 .11 .98 6.01 0 
 1:25 .83 15.96 .10 .88 11.45 .01 
 1:250 .40 15.99 .47 .54 12.11 .15 
 1:2500 .13 13.71 .68 .25 9.02 .25 
40 1:1 .66 1.61 .28 .75 1.21 .11 
 1:5 .42 3.63 .46 .56 3.11 .22 
 1:25 .26 4.74 .58 .30 4.50 .28 
 1:250 .08 5.78 .67 .09 3.89 .42 
 1:2500 .02 6.89 .68 .02 4.64 .44 
 
SVC = Lasso-penalized support vector classifier. PLR = Lasso-penalized logistic regression. SNR: signal-to-noise ratio. TP: 
Percentage of true features included in the model. NP: number of noise variables included in the model. IO: percentage of 
times the intercept-only model was selected.  
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Table B 3. Results for a balanced design with 10 true features when using 𝜆𝑚𝑖𝑛. 
 SVC PLR 
n SNR TP (%) NP IO (%) TP (%) NP IO (%) 
200 1:1 1 5.75 0 1 6.33 0 
 1:5 .99 16.25 0 1 18.32 0 
 1:25 .96 24.65 0 .99 35.33 0 
 1:250 .81 44.30 .01 .86 50.53 0 
 1:2500 .48 51.78 .04 .45 32.19 .11 
100 1:1 .97 6.36 0 .98 5.47 0 
 1:5 .89 16.04 0 .92 13.15 0 
 1:25 .70 24.68 0 .65 17.23 .06 
 1:250 .34 32.76 .11 .24 13.19 .27 
 1:2500 .12 38.16 .10 .07 12.24 .39 
40 1:1 .71 4.26 .03 .58 2.59 .04 
 1:5 .47 9.37 .05 .34 4.46 .17 
 1:25 .23 10.82 .15 .13 4.52 .38 
 1:250 .06 11.75 .30 .04 4.05 .48 
 1:2500 .01 14.15 .25 .01 4.17 .60 
 
SVC = Lasso-penalized support vector classifier. PLR = Lasso-penalized logistic regression. SNR: signal-to-noise ratio. TP: 
Percentage of true features included in the model. NP: number of noise variables included in the model. IO: percentage of 
times the intercept-only model was selected.  
 
Table B 4. Results for an unbalanced design with 10 true features when using 𝜆𝑚𝑖𝑛. 
 SVC PLR 
n SNR TP (%) NP IO (%) TP (%) NP IO (%) 
200 1:1 1 6.21 0 1 6.12 0 
 1:5 .98 16.94 0 .99 17.00 0 
 1:25 .96 36.38 0 .97 31.48 0 
 1:250 .73 56.42 .09 .76 41.98 .01 
 1:2500 .37 51.44 .23 .37 26.27 .11 
100 1:1 .96 5.62 0 .97 4.88 .00 
 1:5 .86 16.11 .06 .89 12.93 .01 
 1:25 .57 21.16 .20 .60 16.32 .07 
 1:250 .21 19.46 .43 .17 10.34 .25 
 1:2500 .05 14.09 .63 .06 9.98 .41 
40 1:1 .60 3.71 .14 .55 2.68 .09 
 1:5 .34 6.18 .31 .30 3.82 .21 
 1:25 .16 8.52 .42 .12 4.95 .38 
 1:250 .02 5.99 .67 .02 3.14 .55 
 1:2500 .01 7.45 .64 0 3.86 .55 
 
SVC = Lasso-penalized support vector classifier. PLR = Lasso-penalized logistic regression. SNR: signal-to-noise ratio. TP: 
Percentage of true features included in the model. NP: number of noise variables included in the model. IO: percentage of 
times the intercept-only model was selected.  
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Appendix C: R-code 
Simset simulates datasets with various levels of noise and applies a lasso-penalized classifier of choice. 
simset <- function(n, p, v, model, a = 0, rep = 100, LOO = TRUE, beta = FALSE){ 
  # Args: 
  #   n: observations 
  #   p: predictors 
  #   v: vector, where each element is an amount of noise variables.  
  #   model: either "PLR" for lasso-penalized logistic regression, or "SVM" for 
  #     lasso-penalized support vector machine. 
  #   a: intercept for simulation. Can be used to create unbalanced datasets. 
  #   LOO: Whether to calculate the LOO prediction accuracy. If set to FALSE 
  #     no predictions will be made. 
  #   beta: p-vector with weights for predictors (NOT IMPLEMENTED) 
  # 
  # Requires: 
  #   simglmnet 
  #   simgglasso 
  # 
   
  # Initial operations and messages 
  if(!model %in% c("PLR", "SVM")){ 
    stop("Model should be 'SVM' or 'PLR'") 
  } 
   
  options(warn=1) 
   
  l <- length(v) 
  time_table <- t(matrix(NA,3,l,dimnames=list(c("user", "system", "elapsed")))) 
   
   
  # PLR 
  if(model=="PLR"){ 
    for(i in 1:l){ 
      set.seed(snr) 
      time_table[i,] <- system.time(assign(paste("uit.",v[i],sep=""), 
                                         simglmnet(n,p,v[i],a,rep=rep,dat=dat1,LOO
=LOO,beta=beta)))[1:3] 
      print(time_table[i,]) 
    } 
  } 
     
   
  # SVM 
  if(model=="SVM"){ 
    for(i in 1:l){ 
      set.seed(snr) 
      time_table[i,] <- system.time(assign(paste("uit.",v[i],sep=""), 
                                         simgglasso(n,p,v[i],a,rep=rep,dat=dat1,LO
O=LOO,beta=beta)))[1:3] 
      print(time_table[i,]) 
    } 
  } 
   
  # Create shared objects 
  VARSEL.SE <- matrix(NA,l,p) 
  rownames(VARSEL.SE) <- v 
  VARSEL.M <- matrix(NA,l,p) 
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  rownames(VARSEL.M) <- v 
   
  for(i in 1:l){ 
    VARSEL.SE[i,] <- colMeans(get(paste("uit.",v[i],sep=""))$'found.good.se') 
  } 
   
  for(i in 1:l){ 
    VARSEL.M[i,] <- colMeans(get(paste("uit.",v[i],sep=""))$'found.good.m') 
  } 
   
   
  # Create output when LOO=TRUE 
  if(LOO==TRUE){ 
     
    PC <- matrix(NA,l,3) 
    rownames(PC) <- v 
     
    for(i in 1:l){ 
      PC[i,] <- colMeans(get(paste("uit.",v[i],sep=""))$propcorrect) 
    } 
     
    output = list( 
      "VARSEL.SE" = VARSEL.SE, 
      "VARSEL.M" = VARSEL.M, 
      "PC" = PC, 
      "TIME" = time_table 
    ) 
     
    for(i in 5:(l+4)){ 
      output[[i]] <- get(paste("uit.",v[i-4],sep="")) 
      names(output)[i] <- v[i-4] 
    } 
     
  }# END IF 
   
   
  # Create output when LOO=FALSE 
  if(LOO==FALSE){ 
     
    output = list( 
      "VARSEL.SE" = VARSEL.SE, 
      "VARSEL.M" = VARSEL.M, 
      "TIME" = time_table 
    ) 
     
    for(i in 4:(l+3)){ 
      output[[i]] <- get(paste("uit.",v[i-3],sep="")) 
      names(output)[i] <- v[i-3] 
    } 
     
  }# END IF 
   
  return(output) 
} 
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Simglmnet simulates datasets for given conditions and applies lasso-penalized logistic regression. 
simglmnet <- function(n, p, q, a = 0, rep = 100, LOO = TRUE, beta = FALSE){ 
  
  # Args: 
  #   n: observations 
  #   p: predictors 
  #   q: noise variables 
  #   a: intercept for simulation. Can be used to create unbalanced datasets. 
  #   LOO: Whether to calculate the LOO prediction accuracy. If set to FALSE 
  #     no predictions will be made. 
  #   beta: p-vector with weights for predictors (NOT IMPLEMENTED) 
  #  
  # Requires: 
  #   pardiag 
   
   
  # Initial operations: 
  library(glmnet) 
  library(parallel) 
  library(foreach) 
  library(doParallel) 
  options(warn=1) 
 
   
  # Register parallel backend: 
  if(getDoParWorkers()==1){ 
    registerDoParallel() 
  } 
  print(pardiag()) 
  cat("\n") 
   
   
  #Initiate objects: 
  found.good.se <- matrix(NA,rep, p) 
  found.wrong.se <- matrix(NA,rep,1) 
  found.good.m <- matrix(NA,rep, p) 
  found.wrong.m <- matrix(NA,rep,1) 
  propcorrect <- matrix(NA,rep,3) 
  logic.beta <- beta 
   
   
  # Repeat "rep" number of times: 
  for (r in 1:rep){ 
    print(c("REPLICATION:", r, "of", rep)) 
 
    # Create a dataset 
    set.seed(r) 
    X  <- matrix(rnorm(n*(p+q)),n,(p+q)) 
    Xp <- X[,1:p] 
    Xq <- X[,(p+1):q] 
 
    # Create a vector of regression weights 
    beta <- c(rep(c(1,-1),p)[1:p],rep(0,q)) 
     
    # Linear predictors 
    eta <- X %*% beta 
     
    # Probabilities 
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    pi <- exp(eta + a)/(1 + exp(eta + a)) 
     
    # Binary response y 
    y <- matrix(rbinom(n,1,pi),n,1) 
     
    # Dataset without noise 
    datp <- as.data.frame(cbind(y,Xp)) 
    colnames(datp) <- c("yy", paste("Xw", 1:p, sep = "")) 
     
    # Check whether the correct predictors are selected 
    set.seed(r-1) 
    res <- cv.glmnet(X,y,family = "binomial", parallel=TRUE) 
    found.good.se[r,] <- (coef(res, s = "lambda.1se")[2:(p+1)])!=0 
    found.wrong.se[r] <- sum((coef(res, s = "lambda.1se")[(p+2):(p+q+1)])!=0)/q 
    found.good.m[r,] <- (coef(res, s = "lambda.min")[2:(p+1)])!=0 
    found.wrong.m[r] <- sum((coef(res, s = "lambda.min")[(p+2):(p+q+1)])!=0)/q 
     
    if(LOO==TRUE){ 
       
      preds <- matrix(NA,n,3) 
       
      # Leave-one-out predictions 
      for (i in 1:n){ 
         
        # Check predictions against a simple logistic regression where predictors 
are known 
        resi1 <- glm(yy~., data = datp[-i,], family = "binomial") 
        preds[i,1] <- (predict(resi1, newdata = datp[i,], type = "response") >.5) 
         
        # Prediction using LASSO 
        set.seed(r+i) 
        resi2 <- cv.glmnet(X[-i,],y[-i],family = "binomial", parallel = TRUE) 
        preds[i,2] <- predict(resi2, newx = rbind(X[i,], rep(1,(p+q))), s = "lambd
a.1se", type = "class")[1] 
        preds[i,3] <- predict(resi2, newx = rbind(X[i,], rep(1,(p+q))), s = "lambd
a.min", type = "class")[1] 
         
      }#END LOO LOOP 
       
       
      # Save proportion of correctly classified subjects for each model 
      propcorrect[r,1] <- sum(diag(table(y, preds[,1])))/n 
      propcorrect[r,2] <- sum(diag(table(y, preds[,2])))/n 
      propcorrect[r,3] <- sum(diag(table(y, preds[,3])))/n 
       
    }#END IF 
     
 
  }#END OUTER LOOP 
   
   
  # Print results 
  print(colSums(found.good.se)) 
  print(mean(found.wrong.se)) 
  print(colSums(found.good.m)) 
  print(mean(found.wrong.m)) 
   
  if(LOO==TRUE){ 
    print(colMeans(propcorrect)) 
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  }#END IF 
 
  if(LOO==TRUE){ 
    # Create output list 
    output = list( 
      "found.good.se" = found.good.se, 
      "found.wrong.se" = found.wrong.se, 
      "found.good.m" = found.good.m, 
      "found.wrong.m" = found.wrong.m, 
      "propcorrect" = propcorrect) 
  }#END IF 
   
  if(LOO==FALSE){ 
    # Create output list 
    output = list( 
      "found.good.se" = found.good.se, 
      "found.wrong.se" = found.wrong.se, 
      "found.good.m" = found.good.m, 
      "found.wrong.m" = found.wrong.m) 
  }#END IF 
   
  return(output) 
} 
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Simgglasso simulates datasets for given conditions and applies lasso-penalized SVM. 
simgglasso <- function(n, p, q, a = 0, rep = 100, LOO = TRUE, beta = FALSE){ 
   
  # Args: 
  #   n: observations 
  #   p: predictors 
  #   q: noise variables 
  #   a: intercept for simulation. Can be used to create unbalanced datasets. 
  #   LOO: Whether to calculate the LOO prediction accuracy. If set to FALSE 
  #     no predictions will be made. 
  #   beta: p-vector with weights for predictors (NOT IMPLEMENTED) 
   
   
  # Initial operations: 
  library(glmnet) 
  library(gglasso) 
  #library(parallel) 
  #library(foreach) 
  #library(doParallel) 
  options(warn=1) 
   
   
  # Register parallel backend: 
  #if(getDoParWorkers()==1){ 
  #  registerDoParallel() 
  #} 
  #print(pardiag()) 
  #cat("\n") 
   
   
  #Initiate objects: 
  found.good.se <- matrix(NA,rep, p) 
  found.wrong.se <- matrix(NA,rep,1) 
  found.good.m <- matrix(NA,rep, p) 
  found.wrong.m <- matrix(NA,rep,1) 
  propcorrect <- matrix(NA,rep,3) 
  logic.beta <- beta 
   
   
  # Repeat "rep" number of times: 
  for (r in 1:rep){ 
    print(c("REPLICATION:", r, "of", rep)) 
     
    # Create a dataset 
    set.seed(r) 
    X  <- matrix(rnorm(n*(p+q)),n,(p+q)) 
    Xp <- X[,1:p] 
    Xq <- X[,(p+1):q] 
     
    # Create a vector of regression weights 
    beta <- c(rep(c(1,-1),p)[1:p],rep(0,q)) 
     
    # Linear predictors 
    eta <- X %*% beta 
     
    # Probabilities 
    pi <- exp(eta + a)/(1 + exp(eta + a)) 
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    # Binary response y 
    y <- matrix(rbinom(n,1,pi),n,1) 
     
    # Dataset without noise 
    datp <- as.data.frame(cbind(y,Xp)) 
    colnames(datp) <- c("yy", paste("Xw", 1:p, sep = "")) 
     
    # Recode class labels y 
    for(j in 1:n){                                                               
      if(y[j]==0){ 
        y[j]<--1 
      } 
    } 
     
    # Check whether the correct predictors are selected 
    set.seed(r-1) 
    res <- cv.gglasso(X,y,group=c(1:(q+p)),loss="hsvm",nfolds=10)  
    found.good.se[r,] <- (coef(res, s = "lambda.1se")[2:(p+1)])!=0 
    found.wrong.se[r] <- sum((coef(res, s = "lambda.1se")[(p+2):(p+q+1)])!=0)/q 
    found.good.m[r,] <- (coef(res, s = "lambda.min")[2:(p+1)])!=0 
    found.wrong.m[r] <- sum((coef(res, s = "lambda.min")[(p+2):(p+q+1)])!=0)/q 
     
    if(LOO==TRUE){ 
       
      preds <- matrix(NA,n,3) 
       
      # Leave-one-out predictions 
      for (i in 1:n){ 
         
        # Check predictions against a simple logistic regression where predictors 
are known 
        resi1 <- glm(yy~., data = datp[-i,], family = "binomial") 
        preds[i,1] <- (predict(resi1, newdata = datp[i,], type = "response") >.5) 
         
        # Prediction using SVM 
        set.seed(r+i) 
        resi2 <- cv.gglasso(X[-i,],y[-i],group=c(1:(q+p)),loss="hsvm",nfolds=10) 
        preds[i,2] <- predict(resi2, newx = rbind(X[i,], rep(1,(p+q))), s = "lambd
a.1se", type = "class")[1] 
        preds[i,3] <- predict(resi2, newx = rbind(X[i,], rep(1,(p+q))), s = "lambd
a.min", type = "class")[1] 
         
      }#END LOO LOOP 
       
       
      # Save proportion of correctly classified subjects for each model 
      propcorrect[r,1] <- sum(diag(table(datp$yy, preds[,1])))/n 
      propcorrect[r,2] <- sum(diag(table(y, preds[,2])))/n 
      propcorrect[r,3] <- sum(diag(table(y, preds[,3])))/n 
       
    }#END IF 
     
     
  }#END OUTER LOOP 
   
   
  # Print results 
  print(colSums(found.good.se)) 
  print(mean(found.wrong.se)) 
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  print(colSums(found.good.m)) 
  print(mean(found.wrong.m)) 
   
  if(LOO==TRUE){ 
    print(colMeans(propcorrect)) 
  }#END IF 
   
  if(LOO==TRUE){ 
    # Create output list 
    output = list( 
      "found.good.se" = found.good.se, 
      "found.wrong.se" = found.wrong.se, 
      "found.good.m" = found.good.m, 
      "found.wrong.m" = found.wrong.m, 
      "propcorrect" = propcorrect) 
  }#END IF 
   
  if(LOO==FALSE){ 
    # Create output list 
    output = list( 
      "found.good.se" = found.good.se, 
      "found.wrong.se" = found.wrong.se, 
      "found.good.m" = found.good.m, 
      "found.wrong.m" = found.wrong.m) 
  }#END IF 
   
  return(output) 
} 
 
Pardiag provides information about the cores used for parallel computing. 
pardiag <- function(){ 
  message("Cores used for doParallel:") 
  cat(getDoParWorkers()) 
  message("Current connections:") 
  showConnections(all=TRUE) 
} 
 
 
 
