Abstract-this paper excavated the review theme of clothing products by method of association rules, and built a maximum entropy model for the reviews classification. Then this paper did experimental verification to large-scale clothing product reviews classification, which verified the practical effect that maximum entropy model had in the comment text classification problems. In the process of classification, the maximum entropy model had a good effect, of which accuracy was over 90%.
INTRODUCTION
The high-speed development of the Internet lifted the e commerce boom [1] . Nowadays the network shopping has become a new way of shopping, which is chosen by more and more people. Clothing is the largest category in the network shopping, in 20 14, the transaction scale of Chinese clothing online shopping market was 615.3 billion yuan, accounting for 22. 1 % of the national network shopping market [2] . People often comment on the commodities after online purchase of apparel goods. These comments often comes from personal experience, and has more user's subjective experience compared to the merchant's advertising [3] . The customers can consult relevant product reviews to understand features and credibility of commodity at the time of choosing clothing products [4, 5] , and the merchants also need to know the advantages and disadvantages of goods through comments for marketing [6] . If there are too many product comments, it will be very tough to refer. However, if we are able to complete review information mining, summary and classification, it is bound to improve the efficiency of user's access to information and user experience [7] .
In order to facilitate the browse of the product reviews for users, this paper excavated the review theme by method of association rules, and used the maximum entropy model for classifying clothing comments to improve accuracy of comments on the classification. This paper excavated the reviews, researched on what subject they were classified according to, and did empirical study on reviews classification. On this basis, the paper is divided into eight parts. The first part is introduction, which introduces what work to do; The second part is literature review; The third part ,the paper research design; The fourth part, data preparation and pretreatment; The fifth part, review 255 
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The seventh part, model validation; The eighth part, conclusion and prospect.
II.
LITERATURE REVIEW
For a comment, Kim and Hovy gave related definitions [8] : review consists of four basic elements, topic, holder, statement and sentiment. According to the four basic elements of comments, the reviews mining task can be divided into four sub tasks: theme identification [9, 10] , holder recognition, statement screening and emotion recognition [11] . On the review theme research, the literature divided the clothing products items into 17 classifications including the material, workmanship and after-sales, et al from the products and services [12] . In addition to these comments, the customer would like to know the specific factor of special goods when buying clothing products, such as comments about "fuzz ball" of woolen sweater goods.
After determined the review theme, how to summ arize and classify the comments is a text classification problem [13] . Existing classification method is mainly based on the theory of statistics and machine learning methods, the most famous text classification methods include Bayes theorem, KNN [14] , LLSF, Boosting [ 15] SVM [ 16] (support vector machine), etc. Yang from Carnegie Mellon University used English standard classification corpus to compare the commonly used classification methods and drew the conclusion that the KNN and SVM had more classification accuracy and stability than the other methods [14] . The SVM method is essentially a kind of two-type classifier. For two type's classifier, whose time complexity is linear. However, if you want to use the SVM classifier to achieve more class classification, you must construct multiple SVM classifiers. This paper used a statistical model in natural language processing -the maximum entropy model for text classification.
Maximum entropy model reflects a simple principle that the human learn about the world, namely in the case of knowing nothing about an event, selecting a model to make its distribution be as even as possible. In other words, given some facts set, choosing a model consistent with the existing facts to make the distribution even as far as possible for unknown event. Adwait [ 17, 18] was the first to apply maximum entropy model to text classification, he compared the methods of classification based on the maximum entropy model and the decision tree using ME DEFAULT and ME IFS. Characteristics he used in the experiment are binary. But in text classification, we can't determine a word's contribution to the document semantic just by its existence. A more accurate method is to use word frequency.
This paper used association rules in review theme mining, making the classification of the theme more abundant, and introduced the maximum entropy classification model to classify clothing comments, and found that the maximum entropy classifier had high accuracy in text classification problem.
III. THE RESEARCH DESIGN
A. The research process
On the basis of summarizing the literature, this paper determines the following research route: Establish the research target, data preparation and pretreatment, review theme mining, classification model building and the model validation and optimization. The research target: how to be more effective to show customers clothing comments, how to be more convenient for customers to query related comments information and how to save the customers' time of browsing comments. Collecting data: this study crawled comments data of the top 10 commodity in each of the 22 1 categories from taobao. Mining review theme: we excavated review theme in the comment data, and researched on classifying comments according to what theme. Building classification model: according to the mining of the review theme, the classification model of clothing comments was established based on maximum entropy model. Model validation and optimization: verify the classification accuracy and performance of the model, and fmd the model optimization method from the results.
B. The research methods
This article adopted the research methods of literature research and experimental validation, classifying and analyzing the related literature and method of review mining in recent years, and did experiment verification of the summed up review mining method, analyzing the experimental results and making improvement.
IV. DATA PREPARATION AND PRETREATMENT
This study took clothing products online reviews in the electronic commerce as the research object. Taobao's user scale and sales proportion is the first one in China's online shopping market, the quantity of a lot of clothing products reviews is big, and the quality of the reviews is high [ 19] . So this study collected online reviews data from taobao, ensuring the data quality.
On October 10, 20 14, we crawled comments data of the top 10 commodity in each of the 22 1 categories from taobao, including a total of 3,628,637 goods comments.
256
Although spam comments crawled were less, but there were still a small amount. We eliminated 1357 spam comments such as pure symbols, obtaining 3,627,280 comments data fmally.
V.
REVIEW THEME MINING
Literature divided the clothing products items into 17 classifications including the material, workmanship and after sales, et al from the products and services [12] . In order to excavate more review themes, we mainly used association rules.
Reference [10] obtained good effect by using the association rules in review theme mining. Firstly tagging comments corpus and extracting the noun and noun phrase from each sentence, after that, extracting the noun or noun phrase meeting minimum support as candidates for review theme from the corpus of comments by using the method of association rules mining. In actual effect validation, it is found that reviews theme often use the same or similar adjectives to modify. So we can get better coverage by analyzing the nouns and adjectives in the comments using association rules.
Firstly, withdraw reviews, extracting nouns and adjectives from each review. Secondly, fmd the common combinations of nouns and adjectives or the combinations of nouns and nouns. Finally, get review theme from the combinations through artificial selection. This study obtained more 28 review theme through the analysis of the association rules.
According to the literature and the review theme mining by association rules, we received 45 review themes including "fabric", "thickness", "quality" and so on.
VI. CLASSIFICATION MODEL BUILDING

A. Text features generation
The text features for training text must be generated before training model. In extracting text feature for short text, n-gram language model, one of the most used models, is based on the assumption that the appearance of a word was only associated with the previous n-l words. This paper generated text features by using unigram and bigram language model. After segmenting the reviews, the unigram language model took individual words as the text features, while using the frequency of the single word as its weight value; the bigram language model considered the combination of two adjacent words as the text features, while using the frequency of their occurrence as their weight value.
B. The Maximum Entropy Model
The maximum entropy model makes the distribution of the unknown events as unifonn as possible in the case of known constraint. According to definition of Shannon, the entropy is calculated as follows:
In this paper, x represents the comments and p (x) represents the probability that x belongs to the review theme. When H (p) has the maximum value, p* is the probability distribution which is consistent with the maximum entropy model:
If there is no other prior knowledge, according to the nature of entropy, the formula (I) has the maximum value when the probabilities that various events happened are equal. That is, when there is no information about a review, the probability that the review belongs to each review theme is equal in the maximum entropy model. In fact, the training text can provide the probabilities that the words belong to various review themes, and the probabilities are constraints in the maximum entropy model. Namely, the issue turns out to be seeking the maximum entropy under the constraint condition.
e. Maximum entropy model building
According to the definition of the maximum entropy model, the description of constraints is the most important issue in building maximum entropy model. In this paper, the review word 'silk' belonging to the review theme 'fabric' is a constraint. In order to describe this constraint in maximum entropy model, a characteristic function is defined as follows:
.. ,wn} is the set of text features which contain single words and two combination of adjacent words , C = {c" C2, ... , C3} is the set of review themes and n is the number of times the text feature appears. For this characteristic function f, its expected value in the empirical probability distribution p (w,c) is as follows:
Its expected value in the probability distribution p (w, c) of the maximum entropy model is as follows:
So a constraint of the maximum entropy model is to making the values of the formula (3) and (4) be equal. Obviously, we can define a number (k) of such characteristic functions according to the text features generated above. Thus k groups of constraints can be made up and the issue becomes fmding the optimal solution under the k constraints. The classical method to solve the optimal solution is Lagrange Multiplier Algorithm and this paper demonstrated the conclusion directly. The probability distribution p* of the maximum entropy model has the following form:
a is a normalization factor, A is a parameter. After learning in the training set, we got the value of A and the probability distribution p*, completing the construction of the maximum entropy model. The next task is to get the parameter A of the maximum entropy model by practicing through the training set.
VII. MODEL v ALIDATlON
Based on the theory and research above, this paper validated the model from these aspects: what is the effect of the 257 maximum entropy classifier? We designed experiments based on this question.
We crawled 3,627,280 customer reviews from taobao, and these reviews were classified into 45 review themes. We divided them into training and test sets. The training set consisting of 2,720,460 reviews was used for learning of the classifier, and the test set consisting of 906,820 reviews was used for testing of the classifier.
A. Testing the accuracy a/the maximum entropy classifier
The toolkit of maxent is used for the experiment of reviews classification and trained parameters of the maximum entropy model by iteration.
To test the effect of the maximum entropy classifier, we conduct experiments to classity the reviews using two different ways of generating text features: the first way, we generated text features using unigram language model; the second way, we generated text features using unigram combined with bigram language model. We tested the maximum entropy classifier when using two different ways of generating text features. The number of iterations was 100, and the accuracy of the classifier is shown in table 1. From Table 1 , It can be seen that the accuracy of the maximum entropy classifier was more than 90%. The accuracy of the second way of generating text features was higher than the first one. The results showed that text features of unigram and bigram language model was better than that of unigram language model alone, and classification accuracy had been improved by using text features of unigram and bigram language model.
VIII. THE CONCLUSION AND PROSPECT
In this article, we excavated special review themes that existing in some characteristic category and wanted by the users, enhancing the experience of the users when they browsing reviews. Then we used maximum entropy model to experiment the clothing reviews classification based on the large-scale reviews data. It can be seen from the experimental data that the accuracy of maximum entropy classifier reached more than 90%, which means a good practical effect. According to the results of the experiment, these conclusions are obtained:
1) The association rules had a good effect on excavating the review theme of clothing products. This paper excavated more 28 review themes using association rules, which are hidden in the reviews.
2) Maximum entropy classification results reached more than 90%, suggesting that the maximum entropy model had a good effect in the clothing reviews multiple classification issues. Besides, we combined unigram language model with bigram language model to generate text features, making the results up to 92.779%, which improved the classification effect.
This study shows the good effect that the maximum entropy classifier has in the clothing reviews classification. The specific classification of clothing review themes does not have a unified standard, and the division of review themes also needs certain improvement and research. As a short text, the characteristics of the clothing reviews also lost some information. The next step of our work can be focused on the aspect of text feature extraction based on content.
