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Abstract
In recent years large-scale global optimization (GO) problems have drawn consider-
able attention. These problems have many applications, in particular in data mining,
computational biology, computational chemistry, and medicine.
Numerical methods for GO are often very time consuming and could not be
applied for high-dimensional non-convex and/or non-smooth optimization problems.
This is the reason of this thesis why to develop and study new algorithms for solving
large-scale GO problems.
The existing local/global optimization techniques effectively solve many prob-
lems when the number of variables is not very large and, as a rule, fail to solve
many large-scale problems. The study of new algorithms which allow one to solve
large-scale GO problem is very important. One technique is to use hybrid of global
and local/global search algorithms. When the gradient (or its generalizations) of the
objective functions and the constraint functions are very complex in form or they
are not known, the derivative-free methods benefit the large-scale GO problems.
This thesis presents several derivative-free hybrid methods for large-scale GO
problems. These methods do not guarantee the calculation of a global solution;
however results of numerical experiments presented in this thesis demonstrate that
they, as a rule, calculate a solution which is global one or close to it. Their appli-
cations to the data mining problems and the protein folding, unfolding, misfolding
problems are done in this thesis. We emphasize that all of our numerical experiments
are completely reproducible.
In brief, this thesis - correctly - advocates the use of hybrid algorithmic ap-
proaches. The recommendation of good derivative-free methods is also valid and -
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as the numerical results presented illustrate - is practically useful. A large number
of numerical results, including the solution of several large-scale, practically moti-
vated GO problems were produced; this thesis also has advanced computer skills
of a significant amount of numerical work on a sufficiently high level, with research
work and computational experiments of sufficient originality, level and quality.
Preface
GO is of obvious significance, both in terms of its underlying theory and the
growing range of its applications in the sciences, engineering, and economics.
The objective of GO is the study of models that typically have a large number
of local optima, and of solution strategies to find their globally optimal solu-
tion(s). In the past two decades, in addition to key theoretical developments,
GO has also reached a significant level of algorithmic maturity. To illustrate
this point, consult for instance, Horst and Pardalos ([104]); Horst and Tuy
([106]); Pardalos and Romeijn ([179]). Such theoretical and algorithmic ad-
vances are partly due to the research work of Alexander M. Rubinov and his
co-workers: see e.g. Demyanov and Rubinov ([67]); Rubinov ([213]); Bagirov
([7, 20, 21, 22]). Computational studies related to GO are very important,
since they will help to verify existing approaches, and to develop new algo-
rithms. However, GO algorithms can effectively solve many problems when
the number of variables is not very large and, as a rule, fail to solve many
large-scale problems. The study of new algorithms which allow one to solve
large scale global optimization problems is very important. One of the way
is to use hybrid of global and local/global search algorithms. This approach
allows us to use powerful algorithms of local optimization. Global search al-
gorithms are used to escape from the stationary point calculated by the local
search algorithm. We develop different hybrid algorithms of global optimiza-
tion using different global search algorithms. As a local search algorithm we
use the so-called discrete gradient method. The aim of this thesis is to hybrid
viii
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this local search method with other global search methods, such as evolution-
ary algorithms, simulated annealing algorithm, and cutting angle method, to
get a family of hybrid methods for global optimization. We have done a de-
tailed research on those global search methods and their hybrid with discrete
gradient method, or each other. After the successful tests of our hybrid meth-
ods using well-known classical testing problems, we apply a part of our hybrid
methods to real problems, such as, the data mining problems, and the protein
folding, unfolding, misfolding problem.
All the optimization methods discussed in this thesis are derivative-free
methods. Such methods are useful, for example, when the gradients (or their
generalizations) of the objective function are very complicated in forms or they
are not known. We just need the calculations of the objective function and
constraint function values in all the methods we present. Our hybrid methods
are effective for solving broad classes of global optimization problems including
problems of nonsmooth optimization.
This thesis is divided into 6 chapters. Chapter 1 is the overview of all
the methods used in the thesis. The main parts of this thesis are Chapter 2
and Chapter 3. The hybrid discrete gradient simulated annealing algorithm is
studied in Chapter 2. The deterministic hybrid methods are given in Chap-
ter 3. In Chapter 4 several hybrids with evolutionary computation algorithms
are done. Chapter 5 is the applications of the derivative-free hybrid methods
of Chapter 2 and Chapter 3. Chapter 6 presents applications of MPI (Mes-
sage Passing Interface) techniques for parallelization of our algorithms, and
the comparisons of the hybrid methods of this thesis. As follows are some
summaries of the obtained results and the guidelines for further research. A
collection of illustrations of classical GO test models used in this thesis and
the suite of other good test models are the appendix of this thesis. References
are listed at the end of this thesis. The outline of this thesis is as follows.
Chapter 1 provides an overview of the methodology applied in this thesis:
xthis includes a brief discussion of the discrete gradient (DG) method, simulated
annealing (SA), genetic algorithm (GA), evolutionary search strategies (ES),
evolutionary programming (EP), and cutting angle (CA) method. We first
describe the discrete gradient method in detail. The discrete gradient method
(see, for example, [7]) is a derivative-free method based on continuous approx-
imations to a subdifferential. For this method, various basic definitions are
presented and a complete mathematical theory is given. Then the concept of
simulated annealing algorithm is introduced. Following with the simulated an-
nealing method, three evolutionary algorithms are briefly introduced. They are
the self-adaptive evolutionary strategies algorithms, and the self-adaptive clas-
sical evolutionary programming algorithm. After those heuristic algorithms,
the cutting angle method is presented ([21, 22]).
Chapter 2 is devoted to a more detailed exposition on SA and then the
hybrid DG-SA method. We first give the pseudo-code of the SA. From the
point of view of its practical implementation, we then discuss research on ev-
ery aspect of the SA. The initial feasible solution producing procedure, the
procedure of selecting initial temperature, neighborhood solution search pro-
cedure, efficient way to calculate the difference of objective function values
of two neighborhood solutions, acceptance function, cooling scheduling of the
temperature, stopping criteria of inner loops and outer loops, parallelization
techniques, and some aspects on improvement are discussed in details. Nu-
merical experiments show that all those procedures are very effective in prac-
tical applications of simulated annealing algorithm. We then develop a hybrid
DG-SA method. SA is a successful heuristic method, which not only allows
downhill moves for the search but also allows occasional uphill moves to escape
from local minima. DG method can jump over stationary points, which are
not local minima, so we can reduce the number of stationary points, which we
meet. Hence, the hybrid method can start from an initial solution, first exe-
cute DG method to find local minimum, then carry on SA in order to escape
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from this local minimum and to find a new starting point for the DG method
for another round, until the sequence of the optimal objective function values
obtained converges. The performance of this hybrid method is tested through
extensive numerical experiments on well-known classical test problems. The
hybrid method is shown to be very efficient and robust for all those problems.
Chapter 3 gives several versions of hybrid DG-CA methods; they are then
applied to solve first several “classical” GO test problems. First we present
a hybrid method for the Lipschitz GO problems. We also present the com-
parative analysis of this hybrid method and the SA method. Two different
versions of the SA method have been considered. This analysis is carried out
using results of numerical experiments. These results demonstrate that the
hybrid method is much more effective than the SA method. Another version
of the hybrid DG-CA method presented for solving GO problems: this is a lo-
cal optimization method with global multidimensional search for descent. We
use a local technique based on the notion of DGs for finding a cone of descent
directions and then we use a global CA algorithm for finding the global min-
imum within the intersection of the cone and the feasible region. We present
results of numerical experiments with test problems. These results confirm
that the new version of hybrid method allows one to find a global minimizer
or at least a deep local minimizer of a function with a very large number of
shallow local minima.
The third version of the hybrid DG-CA method is a modified and improved
version of the second version. The subsets for multidimensional search are
constructed in different way. First the local search DG method is used to
carry out a local descent and to generate a cone of descent directions. Then
the global search CA method is used for further multidimensional search on
the subsets obtained as an intersection of cones generated by the local search
method and the feasible region. Two and three dimensional cones are used for
the global multidimensional search. Such an approach allows one, as a rule, to
xii
escape from local minimizers which are not global. We present the results of
numerical experiments using both smooth and nonsmooth global optimization
test problems. These results demonstrate that the proposed algorithm allows
one to find a global minimizer or at least a deep local minimizer.
Besides SA, evolutionary computation algorithms are also popular heuris-
tic methods. In Chapter 4 firstly we present two hybrid DG-ES methods: the
hybrid DG Self-Adaptive ES (DG-SAES) (µ+ λ) method and the hybrid DG
Self-Adaptive ES (DG-SAES) (µ, λ) method. The numerical results on test
problems demonstrate that the hybrid methods are better than the methods
without hybridization. This conclusion is also shown by the two hybrid meth-
ods of this chapter: hybrid SA Self-Adaptive ES (SA-SAES) (µ + λ) method
and hybrid SA Self-Adaptive Classical EP (SA-SACEP) method.
In Chapter 5, the strength of the hybrid derivative-free methods of Chap-
ters 2 and 3 is shown by their applications. The applications are done in two
areas: data mining, and protein folding, unfolding, misfolding. Clustering is
an important area of data mining. We first apply the hybrid DG-SA method to
solve the clustering problem for datasets with weights. Datasets with weights
often appear as the result of an approximation of large-scale datasets. We
minimize highly nonsmooth functions for clustering such datasets. Theoreti-
cal properties for the clustering optimization problem with weights have also
been presented. For the clustering problem for datasets without weights, we
apply the hybrid DG-CA method to solve it. Numerical experiments show
the hybrid DG-CA method is very successful for solving clustering problems.
Our applications of the hybrid methods to the protein folding problem are also
successful. We apply the hybrid DG-SA method to Lennard-Jones’ problem
([245]) (which is a protein folding problem (see e.g. [173])). In higher dimen-
sion, the Lennard-Jones clustering problem is challenging for all optimization
methods. For this problem, first we use the DG method with build-up tech-
nique to relax to an initial solution. Then we apply the hybrid method, with a
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good approximation for the objective function, to get another initial solution.
Starting from this initial solution we apply the derivative-free DG method and
eventually get the global solution. Experiments show that we get good results
for up to 310 atoms where the best objective function values obtained are
the best objective function values known. We also develop a hybrid DG-GA
method for solving the Lennard-Jones Problem. We get new and precise best
known values for 39, 40, 42, or 48 atoms. We have also applied the hybrid
methods to the prion protein unfolding, misfolding problems. Molecular dy-
namics simulations are also done for rabbit prion homology protein structure.
IT techniques are throughout this thesis. Algorithms developed in this the-
sis have good structures which allow one to parallelize. Chapter 6 is devoted
to the issue of parallelized GO algorithms. This is important, since algorith-
mic/numerical GO is very demanding (NP-complete) model-class: increasing
model sizes typically imply an exponentially increasing computational demand.
In Chapter 6, we present applications of MPI parallel computing techniques
through the Lennard-Jones clustering problem. The comparisons of the hybrid
methods of this thesis are done in Chapter 6.
As a whole, the methods presented in this thesis, their theoretical results,
and their applications show that hybrid techniques are effective for methods
in global optimization.
All results presented in this thesis, unless otherwise specified, are the results
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Chapter 1
THEORETICAL OVERVIEW
We shall consider the following general global optimization problem:
minimize f(x) subject to x ∈ X (1.1)
where X ⊂ Rn is a compact set, and f is continuous. Our research task
is to design efficient hybrid methods for problem (1.1) and then apply them
to some problems in Computational Chemistry, and Data Mining. We shall
briefly review some important solution approaches for problem (1.1).
1.1 Discrete gradient method
If in the optimization problem (1.1), the objective function and constraint
functions are differentiable, then we may use many methods of smooth op-
timization; if they are not differentiable, the Clarke subdifferential and the
Demyanov-Rubinov quasidifferential play a key role in nonsmooth and/or
nonconvex optimization area. [45, 172, 226, 234, 235] present a few meth-
ods for the numerical computation of the subgradients. However, even in
smooth optimization, instead of using the gradient, we may use its approx-
imations. The lack of continuity of the subdifferential and quasidifferential
mappings has stimulated us to further study the continuous approximations
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([66, 124, 138, 139, 140, 193, 194, 195, 255, 262, 279]). Furthermore, Bagirov
([7, 8, 9, 10, 11, 12, 13, 14, 15, 16]) gives a series of results on the continu-
ous approximations to the subdifferential and quasidifferential mappings. The
discrete gradient method is a nonsmooth optimization method without calcu-
lating derivatives but values of objective function only. So, the derivative-free
discrete gradient method overcomes the difficulties of calculating the gradi-
ents of smooth functions, and the subdifferential or the quasidifferential of
nonsmooth functions. Clearly, this method is much more general than the
derivative-free smooth optimization methods ([42, 59, 60, 197, 198, 199, 200]).
In this section we will describe a version of the discrete gradient method
presented in [7]. We will apply the following notations:
• Rn is the n-dimensional Euclidean space of vectors x = (x1, x2, . . . , xn);
• 〈x, y〉 =∑ni=1 xiyi is a scalar product in Rn;
• ||x|| = 〈x, x〉1/2 is the Euclidean norm;
• dH(A,B) = max{supu∈A infv∈B ||u− v||, supv∈B infu∈A ||u− v||} denotes
the Hausdorff distance between subsets A,B ⊂ Rn;
• S¯ε denotes the closed ε-ball centered at origin.
1.1.1 The Clarke subdifferential
In this subsection we recall several definitions such as directional derivative,
generalized directional derivative, locally Lipschitz continuous function, the
Clarke subdifferential, semismooth function, and regular function. First let
us recall the definitions of directional derivative and generalized directional
derivative at a point x in the direction g:
f ′(x, g) = lim
α−→+0
α−1[f(x+ αg)− f(x)],
f 0(x, g) = lim supy−→x,α−→+0α
−1[f(y + αg)− f(y)].
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The function f is called locally Lipschitz continuous if for any bounded subset
X ⊂ Rn there exists an L > 0 such that
|f(x)− f(y)| ≤ L||x− y|| ∀x, y ∈ X.
Let f be a locally Lipschitz continuous function defined on Rn. It is known that
f is a differentiable almost everywhere. Then define the Clarke subdifferential
([55]) for f by
∂f(x) = co{v ∈ Rn : ∃(xk ∈ D(f), xk −→ x, k −→ +∞) : v = lim
k−→+∞
∇f(xk)},
where D(f) denotes the set where f is differentiable, co denotes the convex
hull of a set. A function f : Rn −→ R1 is called semismooth at point x ∈ Rn,
if it is locally Lipschitz continuous at x and for every g ∈ Rn, the limit
lim
v∈∂f(x+αg′),g′−→g,α−→+0
〈v, g〉
exists. Lastly, we recall the definition of regular function. A function f is
called a Clarke regular function on Rn, if it is differentiable with respect to
any direction g ∈ Rn and f ′(x, g) = f 0(x, g) for all x, g ∈ Rn.
1.1.2 Continuous approximations to the subdifferential
In this subsection we suppose the following assumptions hold:
(1) X is a compact subset of the space Rn;
(2) The set-valued mappings family C(x, ε) = Cε(x) : X −→ 2Rn is a com-
pact convex subset for all x ∈ X and ε > 0;
(3) CL(x) = {v ∈ Rn : ∃(xk −→ x, εk −→ +0, k −→ +∞, vk ∈ C(xk, εk)) :
v = limk→+∞ vk} is defined as the limit of the family C(x, ε) at a point
x.
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Let f be a locally Lipschitz function defined on an open set X0 which
contains a compact set X . This function is subdifferentiable in the sense of
Clarke onX0. Then we define continuous approximations to the subdifferential
as follows:
Definition 1. A family Cf(x, ε) is called a continuous approximation to the
subdifferential ∂f on X, if the following holds:
1) Cf(x, ε) is a Hausdorff continuous mapping with respect to x on X for
all ε > 0;
2) ∂f(x) = coCLf(x) for all x ∈ X.
1.1.3 Discrete gradient and the computation of the sub-
differential of semismooth functions
In this subsection the notion of discrete gradient and its connection with the
subdifferential of semismooth functions are introduced. We suppose that f is
a locally Lipschitz continuous function defined on an open set X ⊂ Rn.
Let
S1 = {g ∈ Rn : ||g|| = 1},
G = {e ∈ Rn :e = (e1, e2, . . . , en), |ej| = 1, j = 1, 2, . . . , n},
P = {z(λ) : z(λ) ∈R1, z(λ) > 0, λ > 0, λ−1z(λ)→ 0, λ→ 0},
I(g, α) = {i ∈ {1, 2, . . . , n} : |gi| ≥ α},
where α ∈ (0, n−1/2] is a fixed number. Now we define operators Hji : Rn → Rn
for i = 1, 2, . . . , n, j = 1, 2, . . . , n by the formula
Hji g =


(g1, . . . , gj, 0, . . . , 0) if j < i,
(g1, . . . , gi−1, 0, gi+1, . . . , gj, 0, . . . , 0) if j ≥ i.
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Then letting e(β) = (βe1, β
2e2, . . . , β
nen), where β ∈ (0, 1], for x ∈ Rn we
define
xji (g, e, z, λ, β) = x+ λg − z(λ)Hji e(β),
where g ∈ S1, e ∈ G, i ∈ I(g, α), z ∈ P, λ > 0, β ∈ (0, 1], j = 0, 1, . . . , n, j 6= i.
We assume that there exists r > 0 such that z(λ) ≤ rλ for all z ∈ P and
λ ∈ [0, 1]. With those mathematical preparations, the definition of discrete
gradient is given as:
Definition 2. The discrete gradient of the function f at the point x ∈ X is
the vector Γi(x, g, e, z, λ, β) = (Γi1,Γ
i
2, . . . ,Γ
i
n) ∈ Rn, g ∈ S1, i ∈ I(g, α), with
the following coordinates:
Γij =[z(λ)ej(β)]
−1
[
f(xj−1i (g, e, z, λ, β)) − f(xji (g, e, z, λ, β))
]
, j = 1, 2, . . . , n, j 6= i,
Γii = (λgi)
−1

f(xni (g, e, z, λ, β)) − f(x)− n∑
j=1,j 6=i
Γij(λgj − z(λ)ej(β))

 .
Denote
Bf(x) =
⋂
z0∈P,λ0>0,β0>0
clco
⋃
{D0f(x, z, λ, β) : z ∈ P, z ≤ z0, λ ≤ λ0, β ≤ β0},
where
D0f(x, z, λ, β) =clco{v ∈ Rn : ∃(g ∈ S1, e ∈ G, i ∈ I(g, α)) :
v = Γi(x, g, e, z, λ, β)},
for fixed z ∈ P, λ > 0, β ∈ (0, 1], we have the Theorem and its Corollaries for
computing the subdifferential of the semismooth functions as follows:
Theorem 1. Let f be a semismooth Clarke regular function. Then ∂f(x) =
Bf(x).
Corollary 1. Let f be a semismooth function. Then Bf(x) ⊆ ∂f(x).
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Corollary 2. Let f be a semismooth Clarke regular function. Then for any
ε > 0 there exist z0 ∈ P, λ0 > 0, β0 > 0 such that for all z ∈ P, z < z0, λ ∈
(0, λ0), β ∈ (0, β0)
dH(∂f(x), D0f(x, z, λ, β)) < ε.
Corollary 2 implies that at the point x ∈ Rn for any ε > 0 there exist
zε = zε(x) ∈ P, λε = λε(x) > 0, βε = βε(x) > 0 such that
D0f(x, z, λ, β) ⊂ ∂f(x+ S¯ε) + S¯ε (1.2)
for all z ∈ P, z ≤ zε, λ ∈ (0, λε], β ∈ (0, βε]. If we set
Cf(x, ε) = D0f(x, z, λ, β), (1.3)
then (1.2) and (1.3) are very useful for constructing the continuous approx-
imations to the subdifferential. Denote F0 = {f : Bf(x) = ∂f(x), ∀x ∈
X0},F = {f : Bf(x) ⊆ ∂f(x), ∀x ∈ X0}.
1.1.4 Algorithms based on continuous approximations
to the subdifferential
Basing on the conclusions of the above subsections, in this subsection we will
present an algorithm to solving the following minimization problem:
minimize f(x) subject to x ∈ Rn, (1.4)
where f ∈ F , by using the mapping Cf(x, ε). In the algorithm an important
part is to compute descent directions of the objective function f . We need to
use only a few discrete gradients at the current point in order to calculate such
a direction. First, we have the following proposition.
Proposition 1. Let x ∈ Rn and for given z ∈ P, λ > 0, β > 0
min{||v|| : v ∈ D0f(x, z, λ, β)} = ||v0|| > 0.
Then for g0 = −||v0||−1v0
f(x+ λg0)− f(x) ≤ −λ||v0||.
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This Proposition tells us that to get the descent direction we must solve a
mathematical programming problem:
minimize ||v|| subject to v ∈ D0f(x, z, λ, β),
which is a hard problem because of the difficulty on the complete calculation
of the set D0f(x, z, λ, β). However, we may replace D0f(x, z, λ, β) by a subset
of it for solving the following problem:
minimize ||v|| subject to v ∈ D¯,
where D¯ is the convex hull of a finite number of points and D¯ ⊂ D0f(x, z, λ, β).
Now we present an algorithm for the computation of a descent direction of f ,
and then an algorithm for solving problem (1.4).
Algorithm 1. The computation of the descent direction.
Step 0. Let z ∈ P, λ > 0, β ∈ (0, 1], the number c ∈ (0, 1) (c = 0.2 ∈ (0, 0.5))
and a small enough number δ > 0 be given.
Step 1. Choose any g1 ∈ S1, e ∈ G, i ∈ I(g1, α) and compute a discrete gradient
v1 = Γi(x, g1, e, z, λ, β). Set D¯1(x) = {v1} and k := 1.
Step 2. Calculate the vector ||wk|| = min{||w|| : w ∈ D¯k(x)}. If
||wk|| ≤ δ,
then the algorithm terminates. Otherwise go to Step 3.
Step 3. Calculate the search direction by gk+1 = −||wk||−1wk.
Step 4. If
f(x+ λgk+1)− f(x) ≤ −cλ||wk||,
then the algorithm terminates. Otherwise, go to Step 5.
Step 5. Calculate a discrete gradient
vk+1 = Γi(x, gk+1, e, z, λ, β), i ∈ I(gk+1, α),
construct the set D¯k+1 = co{D¯k(x)
⋃{vk+1}}, set k := k + 1 and go to Step 2.
Algorithm 2. Discrete gradient method.
Step 0. Let a number c1 ∈ (0, 1), c2 ∈ (0, c1] and sequences {δk}, {εk}, such
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that δk > 0, εk > 0, δk+1 < δk, εk+1 < εk, k = 0, 1, . . . ; δk −→ 0, εk −→ 0 as
k −→ +∞ be given.
Step 1. Choose any starting point x0 ∈ Rn and set k = 0.
Step 2. Set s = 0 and xks = x
k.
Step 3. Apply Algorithm 1 for the calculation of the descent direction at x =
xks , δ = δk, z = zk, λ = λk, β = βk, c = c1. After termination of this algorithm for
some finite m > 0 compute an element ||vks || = min{||v|| : v ∈ D¯m(xks)} such
that either ||vks || ≤ δk or for a search direction gks = −||vks ||−1vks
f(xks + λkg
k
s )− f(xks) ≤ −c1λk||vks ||.
Step 4. If
||vks || ≤ δk
then set xk+1 = xks , k := k + 1 and go to Step 2. Otherwise go to Step 5.
Step 5. Construct the following iteration
xks+1 = x
k
s + σsg
k
s ,
where σs is defined as follows
σs = argmax{σ ≥ 0 : f(xks + σgks )− f(xks) ≤ −c2σ||vks ||}.
Step 6. Set s := s+ 1 and go to Step 3.
The convergence of Algorithm 2 is studied in [7].
1.2 Simulated annealing
Simulated Annealing (SA), as well as Tabu Search and Genetic Algorithm,
is one of the successful heuristic methods. It simulates the annealing process
with Monte Carlo property. The works of Metropolis, Kirkpatrick, Johnson,
Aarts, et al. are well-known. In discrete optimization, simulated annealing
method has found a lot of applications. The book [240] is good collections of
its applications to discrete optimization problems. For continuous optimiza-
tion problems, there are a lot of references, [1, 2, 37, 44, 47, 57, 61, 65, 70,
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76, 78, 81, 82, 86, 99, 100, 109, 110, 111, 112, 115, 116, 118, 123, 134, 147,
154, 163, 164, 203, 209, 210, 227, 233, 236, 239, 240, 249, 263, 274], on it.
However, we still rarely see a very successful simulated annealing method for
large scale continuous optimization problems in high dimensions, especially in
the constrained case.
The SA method appeared as early as in 1953 ([164]) as a Monte Carlo
method and was firstly investigated and used in 1983 by Kirkpatrick et al.
([123]). SA is a stochastic method. It differs from the traditional descent
methods (see, for example, [203] and references therein) in that a local search
algorithm for a neighborhood solution search, whether it randomly descents or
steeply descents, allows downhill moves only, while in an attempt to escape lo-
cal optima SA algorithm allows occasional uphill moves as well. SA techniques
are based upon the physical analogy of cooling crystal structures (including
the case of so called quenching) that spontaneously arrives at a stable configu-
ration, characterized by-globally or locally-minimal potential energy. Starting
with an initial solution x, and an initial “temperature”T0, which is a param-
eter, we obtain a neighboring solution x′ and compare its cost with that of
x. If the cost of x′ is smaller than that of x, i.e. f(x′) < f(x), we accept
the new solution x′. The same thing would happen if we are applying the
local search method by random descent method ([203]). On the other hand,
if f(x′) is greater than f(x), (in which case local search algorithms (see, for
example, [203]) will not accept x′), the SA algorithm may accept x′, but with
a probability e−∆x′x/T0 where ∆x′x is the difference in the costs of x′ and x,
i.e. ∆x′x = f(x
′) − f(x). This process is carried out for a certain number
of times, which we call iterations, for each temperature. Then we reduce the
temperature according to a particular schedule, and repeat. The convergence
of SA algorithms are studied, for example, in [1, 147].
An essential element of the SA algorithm is the probability e−∆x′x/T of an
uphill move of size ∆x′x being accepted when the current temperature is T .
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This is dependent on both ∆x′x and T . For a fixed temperature T , smaller
uphill moves ∆x′x have a higher probability of being accepted. On the other
hand, for a particular uphill move ∆x′x, a higher temperature will result in a
larger probability for that uphill move being accepted. As stated in [82], “at
a high temperature any uphill move might be indiscriminately accepted with
large probability so that the objective function and the tumbles around the
space are not very important; as T is lowered the objective function becomes
more and more significant; until as T goes to zero the search becomes trapped
in the lowest minima that it has reached.”
The SA algorithm for solving a practical problem is typically implemented
in two nested loops: the outer loop and the inner loop. The outer loop controls
temperatures, while the inner loop iterates a fixed number of times for the
given temperature. The inner loop is for the problem specific decisions. The
decisions of the outer loop involve the setting of initial temperature (T0), the
cooling schedule, the temperature length which is the number of outer loop
iterations performed at each temperature, and the stopping condition of the
outer loop. The inner loop of SA typically considers the following aspects:
feasible solution space, initial feasible solution, neighborhood move, objective
function values (and efficient calculation of their difference), and the decision
which decides whether the move is found acceptable or probably acceptable
according the so-called Metropolis criterion.
1.3 Evolutionary computation algorithms
Evolutionary computation algorithms now are classified into four types: Ge-
netic Algorithms, Evolutionary Programming, Evolutionary Strategies, and
Genetic Programming which was developed in the 1990s based on Genetic Al-
gorithm. All those Evolutionary Computation algorithms are inspired by the
evolutionary process of species.
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1.3.1 Genetic Algorithm (GA)
Genetic algorithms are the basic and original kind of evolutionary compu-
tation algorithms. GA simulates the process of natural competitive selection,
crossover, and mutation of species. A genetic algorithm is presented as follows:
Algorithm 3. Genetic algorithm.
Step 0. Initialize a population.
Step 1. Evaluate all solutions in the population.
Step 2. Select some of those solutions through some form of a competition:
fitness-proportionate selection ([119]), stochastic-Baker selection ([88]), tourna-
ment selection ([252]), or modified tournament selection.
Step 3. Apply genetic operators such as crossover and mutation.
Step 4. If the termination criteria are satisfied, stop; otherwise, go to Step 1.
1.3.2 Evolutionary strategies
Evolutionary strategies (ESs) [204, 205] were invented for numerical optimiza-
tion. Let ~x be an n dimensional solution vector (x1, x2, . . . , xn) for problem
(1.1) and ~σ be the corresponding step–length (σ1, σ2, . . . , σn). Let µ be the
number of parents, where each parent zk is the pair (~xk, ~σk). In the first gen-
eration, µ parents are generated at random. In each subsequent generation, λ
children are generated from the µ parents through recombination and muta-
tion as follows: let yj = (~xj , ~σj) be the j
th child to be generated from the two
parents zk = (~xk, ~σk) and zl = (~xl, ~σl). The child is generated either by dis-
crete recombination or arithmetic recombination as follows: for each variable
xji in ~xj , do xji = xki or xli for discrete recombination or xji = (xki + xli)/2
for arithmetic recombination. The same recombination takes place for the
step–size vectors σ. The child is then mutated as follows:
~x′j = ~xk + ~Rk (1.5)
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~σ′j = ~σk (1.6)
where ~Rk is a random vector according to a Gaussian distribution with zero
mean and standard deviation ~σk; that is the probability, Prob(Rki), of the
random number Rki ∈ ~Rk is
Prob(Rki) =
1√
2πσki
exp
− Rki
2σki
2
(1.7)
Two variations of ESs exist based on the replacement mechanism. The first
variation is ES(µ+λ), where λ children are generated from the µ parents then
the parents in the next generation are the best solutions among the µ+λ solu-
tions. The second variation is ES(µ, λ), where λ children are generated from
the µ parents then the parents in the next generation are the best solutions
among the λ solutions. In this second variation, λ >> µ. A special case of
each variation is usually used where both µ and λ equal each to 1.
The step–size σ can vary during the evolutionary process. In this case,
the algorithm is called self–adaptive evolutionary strategy. The well–known
one–fifth success rule is usually used, where the step–size increases if the ratio
of successful mutations (mutations which produced children better than their
parents) to all mutations is greater than 1/5. In [223], the lognormal self–
adaptation is proposed, where a rotation angle is used to adapt the search
towards coordinates which are likely to be correlated. Given τ and τ ′, the step
size σj is perturbed as follows
σ′ji = σji exp
(τ ′N(0,1)+τNj(0,1)) (1.8)
where the values of τ and τ ′ are suggested to be
τ =
1√(
2
√
(n)
) (1.9)
τ ′ =
1√
(2n)
(1.10)
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and N(0, 1) stands for the standard (Gaussian) normal probability distribution
with mean 0 and variance 1. The complete self–adaptive evolutionary strategy
algorithms are described below.
Algorithm 4. The self–adaptive evolutionary strategy (µ+ λ).
Step 0. Randomly generate µ parents, where each parent zk = (~xk, ~σk).
Step 1. Set τ =
(√(
2
√
(n)
))−1
and τ ′ =
(√
(2n)
)−1
.
Step 2. Until λ children are generated, do
Step 3. Select two parents zk = (~xk, ~σk) and zl = (~xl, ~σl) at random to generate
child ~yj = (~xj , ~σj).
Step 4. Discrete recombination: for each variable xji and step size σji in ~yj, do
(xji = xki and σji = σki ) or (xji = xli and σji = σli)
Step 5. Mutation: For each xji and step size σji in ~yj
x′ji = xji + σjiNj(0, 1) (1.11)
σ′ji = σji exp(τ
′N(0, 1) + τNj(0, 1)) (1.12)
Step 6. If the number of children is less than λ, go to 3.
Step 7. Select the best µ individuals among all the µ+ λ parents and children.
Step 8. If the stopping criteria are satisfied, stop, else go to step 1.
Algorithm 5. The self–adaptive evolutionary strategy (µ, λ).
Step 0. Randomly generate µ parents, where each parent zk = (~xk, ~σk).
Step 1. Set τ =
(√(
2
√
(n)
))−1
and τ ′ =
(√
(2n)
)−1
.
Step 2. Until λ children are generated, do
Step 3. Select two parents zk = (~xk, ~σk) and zl = (~xl, ~σl) at random to generate
child ~yj = (~xj , ~σj).
Step 4. Discrete recombination: for each variable xji and step size σji in ~yj, do
(xji = xki and σji = σki ) or (xji = xli and σji = σli)
Step 5. Mutation: For each xji and step size σji in ~yj
x′ji = xji + σjiNj(0, 1) (1.13)
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σ′ji = σji exp(τ
′N(0, 1) + τNj(0, 1)) (1.14)
Step 6. If the number of children is less than λ, go to 3.
Step 7. Select the best µ individuals among the λ children.
Step 8. If the stopping criteria are satisfied, stop, else go to step 1.
1.3.3 Evolutionary programming
Evolutionary programming (EP) was first proposed as an artificial intelligence
technique for studying finite state machines. Later on, EP was applied suc-
cessfully to optimization problems. There are two main differences between
ES and EP. In ES, the best individuals are selected for survival while in EP
a tournament-like strategy is used. The second difference between ES and EP
is that EP does not use recombination as in ES. An EP algorithm is depicted
below.
Algorithm 6. Self-adaptive classical evolutionary programming (SACEP) al-
gorithm.
Step 1. Randomly generate µ parents and evaluate them, where each parent
zk = (~xk, ~σk).
Step 2. Set τ =
(√(
2
√
(n)
))−1
and τ ′ =
(√
(2n)
)−1
.
Step 3. For each parent, generate a child as follows
x′ji = xji + σjiNj(0, 1)
σ′ji = σji exp(τ
′N(0, 1) + τNj(0, 1))
Step 4. Evaluate all children
Step 5. Undertake a tournament for each parent and child, y as follows: select ζ
individuals with replacement from the joint set of parents and children. For each
individual z of the ζ individuals, if y is better than z, add 1 to the fitness of y.
Step 6. Select the best µ individuals among all parents and children with the
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highest fitness.
Step 7. If the stopping criteria are satisfied, stop, else go to step 1.
1.4 Cutting angle method
The cutting angle method was proposed and studied in [4, 5] and then was
modified in [21]. In this method the original global optimization problem is
reduced to a sequence of auxiliary problems where the objective function is
the maximum of special min-type functions. Different algorithms for solving
the auxiliary problems in the cutting angle method have been developed in
[4, 5, 21, 22, 34]. This method ([4, 5, 20, 21, 22, 25, 34, 36, 213, 215]) has
arisen from cutting plane method through the theory of abstract convexity
([213, 215]).
In this subsection we consider the following problem of global optimization:
minimize f(x) subject to x ∈ S (1.15)
where the objective function f is an increasing positively homogeneous (IPH)
of degree one and the set S is the unit simplex in Rn:
S = {x ∈ Rn+ :
∑n
i=1 xi = 1}.
Here Rn+ = {x ∈ Rn : xi ≥ 0, i = 1, 2, . . . , n}.
Recall that a function f defined on Rn+ is called Increasing if x ≥ y implies
f(x) ≥ f(y); the function f is Positively Homogeneous of degree one if f(λx) =
λf(x) for all x ∈ Rn+ and λ > 0.
For a given vector l ∈ Rn+, l 6= 0 we put I(l) = {i = 1, . . . , n : li > 0}. We
use the following notation for c ∈ R and l ∈ Rn+:
(c/l)i =


c/li if i ∈ I(l),
0 if i /∈ I(l).
Note that an IPH function is nonnegative on Rn+. We assume that f(x) > 0
for all x ∈ S. It follows from the positiveness of f that I(l) = I(x) for all
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x ∈ S and l = f(x)/x. Let ek be a k-th orthonormal vector, k = 1, 2, . . . , n.
Now we describe the cutting angle method for solving problem (1.15).
Algorithm 7. The cutting angle method.
Step 0. (Initialization) take points xk ∈ S, k = 1, 2, . . . , m, where m ≥ n, xk = ek
for k = 1, 2, . . . , n and xk ≫ 0 for k = n + 1, . . . , m. Let lk = f(xk)/xk, k =
1, . . . , m. Define the function hm:
hm(x) = max
k≤m
min
i∈I(lk)
lki xi = max{max
k≤n
lkkxk, max
n+1≤k≤m
min
i∈I(lk)
lki xi} (1.16)
and set j = m.
Step 1. Find a solution x∗ of the problem
minimize hj(x) subject to x ∈ S. (1.17)
Step 2. Set j =: j + 1 and xj = x∗.
Step 3. Compute lj = f(xj)/xj , define the function
hj(x) = max{hj−1(x), min
i∈I(lj)
ljixi} ≡ max
k≤j
min
i∈I(lk)
lki xi
and go to Step 1.
This algorithm can be considered as a version of the cutting angle method
([4, 5]). The cutting angle method provides a sequence of lower estimates
for the global minimum f∗ of (1.15) with an IPH objective function, which
converges to f∗. Theoretically this sequence can be used for establishment of
a stopping criterion (see [213] for details). Let
λj = min
x∈S
hj(x) = hj(x
j+1)
be the value of the problem (1.17). λj is a lower estimate of the global minimum
f∗. It is known (see, for example, [213]) that λj is an increasing sequence and
λj −→ f∗ as j −→ +∞.
The cutting angle method constructs the sequence {f(xj)}, which is not
necessarily decreasing: it is possible that f(xj+1) > f(xj) for some j.
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The most difficult and time-consuming part of the cutting angle method
is solving the auxiliary problem (1.17). An algorithm for the solution of this
problem was proposed in [21]. Some modifications of this algorithm (and
corresponding modifications of the cutting angle method) are discussed in [22]
and [34].
Only one value of the objective function is used at each iteration of the
cutting angle method. Some modifications of this method require to evaluate
a few values of the objective function at each iteration.
Chapter 2
HYBRID DISCRETE
GRADIENT SIMULATED
ANNEALING METHOD
In this chapter, we first study the simulated annealing method in details. Then
we present a hybrid of the simulated annealing and discrete gradient methods.
2.1 Simulated annealing (SA) method for con-
tinuous global optimization
2.1.1 Overview
In this section we consider problem (1.1) being solved by simulated annealing
method.
The word renew denotes the counts of the solution being accepted in the
inner loop. The pseudo-code (referred, for example, to [157]) of the SA algo-
rithm is listed as follows:
Algorithm 8. Simulated annealing algorithm.
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Initialization:
Define the objective function f
and its feasible solution space.
Call Initial feasible solution producing procedure
to produce an initial feasible solution x.
Call Procedure of selecting initial temperature
to produce the initial temperature T0.
Calculate the size of neighborhood N size.
Calculate f(x), and set x best = x and f best = f(x).
Set best count = frozen count = 0, and value of δ.
Cooling (outer loop procedure):
Repeat (outer loop)
Call Inner loop procedure.
Call cooling schedule T = α(T )
to decrease to a new temperature.
If best count > 0 then set frozen count = 0
If renew/iteration count < 1/N size then
set frozen count = frozen count+ 1
Until outer loop stopping criterion is met
Inner loop Procedure:
Set iteration count = 0.
Repeat (inner loop)
Call Neighborhood solution search procedure
to generate a feasible neighborhood solution x′.
Calculate f(x′).
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Call Efficient procedure
of calculating the cost difference ∆x′x = f(x
′)− f(x).
If ∆x′x < −δ then
Set x = x′, renew = renew + 1.
Set f(x) = f(x′).
If f(x) < f best then
x best = x
f best = f(x)
best count = best count+1
Record results on “Best So Far”
Endif
else
If random[0, 1] < exp(−∆x′x/T ) then
x = x′
f(x) = f(x′)
renew = renew + 1
Endif
Set iteration count = iteration count+ 1.
Endif
Until stopping criteria of inner loop is met
In implementing the SA algorithm described above, initial feasible solu-
tion producing procedure, the procedure of selecting initial temperature, neigh-
borhood solution search procedure, efficient way to calculate the difference of
objective function values of two neighborhood solutions, acceptance function
(here it is the Metropolis function), cooling scheduling of the temperature, and
2.1 Simulated annealing (SA) method for continuous global
optimization 21
stopping criterions of inner and outer loops are its important components.
Different definitions of those are discussed in the literature on SA methods,
which will be discussed in the following subsections.
SA algorithm corresponds to a Markov chain. For each temperature T
fixed, if the variation of Markov chain arrives at a stable state and then T
goes down, we call the SA algorithm homogeneous SA algorithm; if not, it is a
nonhomogeneous SA algorithm.
2.1.2 Initial feasible solution producing procedure
For a convex function the initial feasible solution can be chosen anywhere, from
which the global minimum is reached by moving towards to the lower values, in
the feasible region; however, for a non-convex function, it depends on the ini-
tial solution very much either to find a local minimum of it or to find its global
minimum ([233]). For real projects, usually there are many requirements, i.e.
constraints, for reaching its aims. A good feasible initial solution producing
procedure is clearly needed. Numerical experiments show that, without the
sensitive procedure of choosing the initial simplex (see § 3.1.1 of [99]), the
Simplex Simulated Annealing (SSA) method of paper [99] is very difficult to
make it work. However, for many problems solved by SA method, there, often,
is a simple way of producing initial solution: randomly taking a feasible solu-
tion from the feasible region as the initial solution. Constraint programming
is a new high-level language paradigm for satisfaction and optimization prob-
lems. To produce a feasible solution by constraint programming strategy as
the initial solution is also a very popular way; for example, see [163]. Using a
local/global search optimization method to quickly get a solution as the initial
solution of SA is also a good way.
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2.1.3 Initial temperature selecting procedure
Numerical experiments tell us that proper initial temperature T0 can make
the SA method quickly get the optimal value of the objective function. If
at initial temperature we accept almost all the solution (i.e. acceptance rate
χ0 ≈ 1), then in theory, by Metropolis criterion exp∆x′x/T0 ≈ 1, T0 should
be “sufficiently” large. Johnson, Kirkpatrick, Aarts et al. ([2, 115, 116, 123,
134]) present several initial temperature selecting procedures. The idea of
Kirkpatrick is: to choose a large T0, give χ0 in advance (for example χ0 = 0.8),
generate many solutions, if the acceptance rate χ is less than χ0 then increase
T0, repeat until χ > χ0 to get a T0. Johnson’s formula is
T0 =
∆¯f
+
ln(χ−10 )
,
where ∆¯f
+
is the average increase of objective function values of randomly
generated solutions. The one of [2] is frequently used; for example, in [99, 157].
Aarts’ formula is
T0 =
∆¯f
+
ln m2
m2χ−m1(1−χ)
,
where m1 is the number of solutions making the objective function value de-
crease, m2 is the number of solutions making the objective function value
increase, and χ, for example, may be set as χ0. However, those procedures
are not definitely working well for all problems. Fixed temperature schedule is
studied and applied in [65, 76, 57]. In homogeneous SA, T0 chosen should be
properly large enough to sufficiently accept all the candidate feasible solutions
possibly produced. We also often use the following ways:
(1). Uniformly sample some solutions, calculate their objective function val-
ues, and take the variance of those objective function values as T0.
(2). Randomly generate some solutions, determine |∆max| which is the maxi-
mal difference of each pair of solutions, and calculate T0 = −∆max/ ln pr, where
pr is the initial acceptance probability and in theory it should be close to 1.
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For nonhomogeneous SA, in theory we have formulas ([248]) for calculating
T0.
2.1.4 Neighborhood solution searching procedure
This is one key element in implementing SA. For discrete optimization prob-
lem, for instance in the book [240], there are several successful neighborhood
solution searching procedures. All those procedures should be at least based on
two basic ideas: (a) neighbor means “nearby”, (b) SA method is a stochastic
method so that the neighborhood solution should be randomly taken. We may
take those ideas for developing neighborhood solution searching procedure for
continuous optimization problems.
First we review some neighborhood solution searching procedures of contin-
uous optimization problems. [166] presents a formula xk+1i = x
k
i + r ∗m, where
r is a random number with uniform distribution in [−1, 1], m is the neigh-
borhood range which makes the rate between accepted and rejected moves
approximate 0.5. In [44], first generate a random direction vector θk ∈ Rn,
with ||θk|| = 1, then find a fixed step size ∆r, thus get a neighborhood solu-
tion, xk+1, of xk: xk+1 = xk +∆rθk. The choice of ∆r is thoroughly discussed
in [47, 249]. In [249], the direction vector θk is defined in a new way. It is
suggested to take into account the point xh, h < k, generated by the algo-
rithm and different from xk, if f(xh) < f(xk) then θk = xh − xk, otherwise
θk = xk − xh. Contrary to [44, 47], [61, 227, 239] search through the space
of feasible region in an anisotropic way. In [61], at each iteration k a single
variable of xk is modified, and iterations are subdivided into cycles of n it-
erations during which each variable is modified; i.e. xk+1 = xk + rvi+1ei+1,
where r is a uniform random number in [-1,1], i ∈ {0, . . . , n− 1} is such that
k + 1 = hn + i for some nonnegative integer h, and vi+1 (that is anisotropic)
is the maximum allowed step along the direction ei+1 of the (i + 1)-st axis.
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Instead of varying a single variable in xk at each iteration, [227] is to vary
p variables. Another concept to simulated annealing method is adaptive (see
[86, 109, 110, 111, 112, 118]). This means SA method should possess the abil-
ity of adapting itself to the problem it solves, the objective function f and
the temperature, etc. whether globally or locally. The code of Ingber’s ASA
(Adaptive Simulated Annealing) algorithm ([109, 110, 111, 112]) can be re-
trieved from the web site http://www.ingber.com, and many techniques such
as ‘fast annealing’, ‘re-annealing’, ‘quenching’, ‘multistart strategy’, and ‘pri-
ori information’ are used. Romeijn et al. [209, 210] propose a two-phase
generator: “first generating a random direction θk, with ||θk|| = 1, and then
generating a random point λk in the set Λk = Λk(θk) = {λ : xk + λθk ∈ X},
thus xk+1 = xk + λkθk”, and if xk+1 /∈ X or if there is a jamming problem,
i.e. Λk is very small, then use the ‘reflections’ technique. Employing computer
science theory is also useful for the neighborhood solution searching procedure;
for example [37] gives a tree annealing approach: divide the feasible regions
in the form of a tree, and xk+1 is sampled from a distribution which selects a
random path from the root of the tree to a leaf of the tree in a way that the
subregions with a high percentage of accepted points are favored. Employing
a local search method into simulated annealing method is also very popular.
[70] proposes a technique: randomly perturb the current solution xk to get a
new point x¯k+1, and start a local search from x¯k+1 to get a new local minimum
xk+1, which attempts to combine the robustness of annealing in rugged ter-
rain with the efficiency of local optimization methods in simple search spaces.
The parallel version of [70] may be seen in [263]. [154] presents a random
tunneling technique by means of acceptance-rejection sampling. Over the unit
hypercube feasible region, [78] gives a special neighborhood solution searching
procedure. First the objective function f is evaluated at the points of a net.
Then, the unit hypercube is subdivided into many boxes of a set C, which
are with different widths along different axes. Over C, generate a probability
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mass function p by intersecting the net with each box to generate many points
and find the minimum value of those points. Then sample a box B from C
according to the probability mass function p, sample a uniform point y from
B and apply some local search steps starting from y. Repeat the sampling of
B and y a finite number of times, and get the set F (xk, k), which is a finite
set of candidate neighborhood points of xk at iteration k. And then the accep-
tance probabilities are applied to define the distribution of the next iteration
L ≥ k, and according to the acceptance probabilities the algorithm randomly
selects a point in F (xk, k) and moves to it. For getting neighborhood solution,
there is an idea: simultaneously perturbing all of the variables of the problem
in a “proper” random fashion. In [274] the neighborhood solution producing
procedure is given by the way: randomly uniformly re-generate one element
of xk, or m ∈ random{1, . . . , n} elements of xk, or the whole vector of xk, as
the new solution xk+1. In [99], instead of the reflect-expand-contract-shrink
Nelder-Mead method (seen, for example, in [100]), the reflects-shrink Simplex
Direct Search (SDS) method is given. The SDS method uses various number
of reflections in a flexible manner and follows a shrinking if after reflecting all
the n worst vertices of the initial simplex better movement is still failed to be
gotten.
In Fast Simulated Annealing method of [236], Cauchy distribution is used
to produce new solution. [89] uses the probability of fitness function, which is
based on objective function, to produce new solution.
From the ideas of all those reviewed above, we present two versions of
the neighborhood solution search procedure for SA algorithm. In the SDS
algorithm, for the objective function value of each vertex we add a random
fluctuation: f(xi) + kBT log(z), where kB is the Boltzmann constant in appro-
priate units and z is a random number of the interval (0,1). We might carry
out a multiple shrinking, in which the highest vertex is simultaneously moved
along all the coordinates towards the lowest-energy vertex. For getting a new
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neighborhood solution, in [274], the procedure below is used:
“i = random{1, 2, 3}, which is a random integer taken from the set {1, 2, 3}.
Depending on the outcome of i, within the feasible region, re-generate randomly
one of the following: one element of x, or m ∈ {1, 2, · · · , n} elements of x, or
the whole vector of x. This gives x′.”
Noticing that the neighborhood solution search for simulated annealing method
should be at least based on ideas (a) and (b), we may simply give a neighbor-
hood solution search procedure for simulated annealing algorithm:
Uniformly randomly keeping n−1 elements of x, and making the left one element
of x uniformly randomly take a value such that the new solution x′ is still feasible.
This gives x′.
When the feasible region of the optimization problem is the unit simplex S,
the neighborhood solution search procedure should be modified:
Uniformly randomly keeping n − 2 elements of x, and making one element from
the two elements left to x uniformly randomly take a value from [0,1] such that
the value of the sum of the n − 1 elements is not greater than 1. Another left
element of x′ is given the value 1-sum. This gives x′.
This is an efficient procedure, which is better than [274].
Another version of neighborhood solution procedure may be found in the
following SA pseudo-code:
Algorithm 9. New version of the simulated annealing algorithm.
x best = x & f best = f ; q := q0
DO j := 1 to J
T := T0(j)
Repeat
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DO k := 1 to L
Repeat
Randomly generate the search direction d ∈ (−1, 1)
Let x′i = xi + q · d and x′l = xl when l 6= i
Until x′ is feasible
Calculate ∆x′x
IF (∆x′x < 0) or (exp(−∆x′x/T ) > random[0, 1]) THEN
Accept x′
IF f < f best THEN x best = x & f best = f
Calculate next annealing temperature T
Adjust the step length q := g(Acc) ∗ q (where g(·) is a function given)
END DO
Until outer loop stopping criterion is satisfied
IF f best < f THEN x = x best & f = f best
END DO
where g(·) is an adjustment function, for example g(x) = (x− 0.5)3 + 1. As a
whole, the new solution generating procedure composes two parts: the way to
generate candidate solution, and how to generate the probability distribution
of the candidate solution. Hence, we may replace our uniform distribution by
Cauchy distribution, Gauss normal distribution, or their combined distribu-
tion, and get some new results for comparisons.
2.1.5 Efficient calculation of cost difference
Since a very large number of iterations are performed, it is essential to calculate
efficiently the cost differences between a solution and its neighborhood solution.
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Take a simple instance, if f(x) = Ax + b, it is clearly ∆x′x = A ∗ (x′ − x) is
much efficient than ∆x′x = (A ∗ x′ + b) − (A ∗ x + b), especially when the
computational effort is very much for the computer.
Note: There is a subtle difference in the meaning between objective function
and fitness function. Objective functionmeasures the variable’s performance in
the search region; whereas fitness function provides a measure of variable’s rela-
tive performance by transforming the objective function f into F (x) = g(f(x)).
For example, proportional fitness assignment (F (xi) = f(xi)/
∑
f(xi)), linear
transformation (F (x) = af(x) + b) are some simple transformations.
2.1.6 Acceptance function
The (Markov chain state) acceptance function, generally, is given in a proba-
bility form that should meet the following criteria:
(1). At each fixed temperature, the acceptance function should maintain the
average percentage of accepted moves at about 1/5 of the total number of
moves, which cannot make the objective function value decrease;
(2). With the decrease of temperatures, the probability of accepting an in-
creasing move decreases.
(3). When temperature becomes zero, only the solutions that make the objec-
tive function value decrease can be accepted.
In Subsection 2.1, the acceptance function for the SA algorithm is the so-
called Metropolis function
A(x, x′, T ) = min{1, exp{−∆x′x/T}}. (2.1)
Note here we let the acceptance function depend on the difference of the func-
tion values of x and x′ instead of depending directly on x and x′. More gener-
ally, we may write (2.1) as follows:
A(x, x′, T ) = min{1, exp{−∆x′x/γ(T )}}, (2.2)
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if γ : (0,+∞) −→ (0,+∞) is a strictly increasing function under some balance
conditions ([222]). Barker’s function
A(x, x′, T ) =
1
1 + exp{−∆x′x/T} (2.3)
is another popular acceptance function. This function has a similar form for
T to (2.2). Johnson et al. ([114]) suggest
A(x, x′, T ) = min{1, 1−∆x′x/T}. (2.4)
and make the speed of SA algorithm increase by 30%. [224] uses table search
to reduce the time wasted on calculating exp{−∆x′x/T}.
2.1.7 Cooling scheduling of temperature
During the SA iterations, the temperature sequence {Tk} is being produced.
If limk−→+∞ Tk = 0, we say that {Tk} is a cooling schedule. In this subsection,
we review some successful cooling schedules.
Aarts and Laarhoven ([2]) present a cooling scheme
Tk+1 = Tk/
(
1 + Tk
log(1 + ǫ)
3σk
)
, (2.5)
where σk is the standard deviation of the observed value of the cost function,
and in [57] ǫ is 0.1.
Tk+1 = Tk exp(−Tk(fTk − fTk−1)/σ2Tk)
is another cooling schedule ([3]). [203] describes a cooling schedule of Lundy
and Mees, where the temperature is reduced according to
Tk+1 = Tk/ (1 + βTk) , (2.6)
or equivalently,
Tk = T0/ (1 + kβT0) , (2.7)
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where β is suitably small, and only one iteration is performed in each inner
loop. For the convergence of nonhomogeneous SA method, in 1984 Geman and
Geman ([81]) gave the Boltzmann annealing or called classical SA, in which
the temperature is calculated by
Tk = T0/ ln(k + c), k = 1, . . . ,∞, (2.8)
where c = 1. A little modification of c is used in [233]:
Tk = T0/ ln(k + c), k = 0, . . . ,∞ (2.9)
with c = e = 2.7183. For formulas (2.8) and (2.9) c should not be less than
1. In 1987, the Fast Annealing method was proposed in [236]. The cooling
schedule of this method is with a faster decrease:
Tk = T0/(k + 1), k = 1, . . . ,∞ (2.10)
that decreases sharper than (2.8). However, we should match the rate of
temperature decrease with the neighborhood solution generating procedure.
Nahar, Skiscim et al. divide [0, T0] into K intervals and find Tk, k = 1, . . . , K.
The Very Fast Simulated Re-annealing method ([109]) was presented in 1989
by Ingber. Its cooling schedule is
Tk = T0 exp(−ck1/n), k = 1, . . . ,∞, (2.11)
where c is a scale factor. [109] also uses a slower schedule of (2.10), which is
Tk = T0/(k + 1)
1/n, k = 1, . . . ,∞. (2.12)
Although many cooling schedules are mentioned above, Kirkpatrick et al.’s
geometric cooling scheme ([123])
Tk+1 = αTk, k = 0, . . . ,∞, (2.13)
where α ∈ (0, 1) is a constant, is still a widely used popular SA cooling schedule
(refer to [2, 99, 115, 116, 134, 203, 274]) because it compromises the quality and
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CPU time of optimization. Kirkpatrick et al. take α = 0.95; and Johnson et
al. take α ∈ [0.5, 0.99]. Our numerical experiments also shows that (0.8,0.99)
is a good interval chosen for α.
Given T0, Tf and the number of outer loop iterations, in [155] graphs of
many kind of cooling schedules can be seen.
2.1.8 Stopping criterion of inner loops
The number of iterations in each inner loop is also called the temperature
length. In many forms of simulated annealing method, a fixed number of
iterations are performed for each temperature. Usually the fixed number is
detected by a long sequence of iterations in which no new solutions have been
accepted. This fixed number depends on the size of the neighborhood Nsize,
which is defined to be the total number of possible distinct neighborhood
solutions that can be obtained, and its mathematical form is Nfactor ∗ Nsize,
where Nfactor is some multiplying factor, for example Nfactor = 10. In our
pseudo-code of the simulated annealing method, we also introduce a symbol
renew which records the number of times the solutions are accepted at a
temperature. We may also terminate the inner loop if this number has exceeded
Cut ∗ Nfactor ∗ Nsize where Cut is another multiplying factor. Section 4.2.3 of
[233] describes this fixed number in view of stochastic process terminologies.
In homogeneous SA, from the view of objective function values two stopping
criteria may be presented:
(1). Checking stability of the expectation value of objective function values;
(2). The change of objective function values is lower than some tolerance in a
certain amount of iterations.
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2.1.9 Stopping criterion of outer loops
The choice of final temperature Tf determines a stopping criterion of outer
loops. At the end of each inner loop, if the best solution obtained in that
inner loop has not been changed and at the same time we are not having
many changes in the current solution, we reduce the temperature and start
another inner loop. If a solution x∗ has been consecutively “frozen” at many
current temperatures, then we stop and say x∗ is the best solution found by
the simulated annealing method. Usually we set a proper small temperature as
Tf as the stopping condition of outer loops. Our numerical experiments show
that we may get the small temperature T when “Floating point exception (core
dumped)” is reminded by computer. In our pseudo-code, we also count the
number best count of times at which the best feasible solution is not replaced
again, and calculate the proportion of solutions accepted, by frozen count. We
may halt the algorithm when frozen count reaches a predetermined number.
As a whole, based on limk−→+∞ Tk = 0, we find a “frozen” temperature for
the stopping criterion of outer loops. Nahar et al. ([134]) use the number of
temperatures, in other words, the number of Markov chains or iterations, as
stopping criterion of outer loops. Notice here the lengths of Markov chains,
Lk, may be upper bounded by a constant L¯. Johnson et al. ([114]) use the
acceptance rate to terminate the outer loops: current acceptance rate χk > χf
given, where χf is the final acceptance rate.
From the point of view of the objective function values, we may also give
the terminating criterion for the outer loops. If |∆x′x| ≤ ǫ or f(x)−f best ≤ ǫ,
| f best−f opt
f opt
| ≤ ǫ (where |f best−f opt| < ǫ if f opt= 0), where ǫ is a sufficiently
small positive number and f opt is the optimal value known, we stop the
method. This simply means when the objective function values cannot be
improved we may stop the algorithm.
In another form, we use the information not only on the temperature but
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also on the objective function values, then we can also give a stopping cri-
terion for the simulated annealing method. Suppose PF is a proper number
given, if A(x, x′, T ) ≤ PF , we stop the simulated annealing method. If in
many successive Markov chains the solution has not changed, we can stop the
method.
Setting an upper limit of executing time is also a way to stop the algorithm.
The user may terminate the method manually according to a user-defined aim.
2.1.10 Improvements on SA method
Aarts et al. ([1]) improve the simple cooling scheme of Johnson et al. as above.
They present a more meticulous cooling scheme in which T0, Tf , Lk and the
formula of Tk are well designed. Other improvements on SA are:
(1). Re-increase temperature. In the process of SA, in order to adjust some
state, to re-increase its temperature is a good way.
Algorithm 10. Heating-annealing procedure.
T0 = 0
Repeat
DO k := 1 to L
Generate new solution x′
Calculate ∆x′x
IF ∆x′x > 0 THEN accept x
′ and HEAT: T := heat(T );
IF (∆x′x < 0) or (exp(−∆x′x/T ) > random[0, 1]) THEN accept x′
END DO
IF HEAT THEN exit, ELSE calculate next annealing temperature T
Until outer loops stopping criterion is satisfied
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where L is the length of Markov chain at T .
(2). Catch messages on “Best So Far”, inserting into inner and outer loops
a procedure:
If improve “Best So Far”, then index:=0;
Otherwise, index:=index+1.
More in details, the procedure is:
Algorithm 11. Memory-Annealing procedure.
x best = x & f best = f
Repeat
DO k := 1 to L
Generate new solution x′
Calculate ∆x′x
IF (∆x′x < 0) or (exp(−∆x′x/T ) > random[0, 1]) THEN
Accept x′
IF f < f best THEN x best = x & f best = f
END IF
END DO
Calculate next annealing temperature T
Until outer loops stopping criterion is satisfied
x = x best & f = f best
(3). At the end of SA, take the optimal solution obtained as the initial
solution to carry on a local search method or the SA method again.
Algorithm 12. Annealing-Local Search procedure.
x best = x & f best = f ; anneal=true
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Repeat
Repeat
DO k := 1 to L
Generate new solution x′ (Randomly local search or Allover local search)
Calculate ∆x′x
IF (∆x′x < 0) or ( anneal & exp(−∆x′x/T ) > random[0, 1])) THEN
Accept x′
IF f < f best THEN x best = x & f best = f
END IF
END DO
IF anneal THEN calculate next annealing temperature T
Until outer loops stopping criterion is satisfied
IF f best < f THEN x = x best & f = f best
anneal:=not (anneal)
Until anneal
In [75] after Accept x′ a downhill local search method is embedded. On the
contrary, before SA search we also may carry on a local search:
Algorithm 13. Local Search-Annealing procedure.
x best = x & f best = f ; search=true & m := 0
Repeat
IF search THEN L := Ls & m := m+ 1 ELSE L := Lh
Repeat
a := 0
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DO k := 1 to L
Generate new solution x′ (Random local search or All over local search)
Calculate ∆x′x
IF (search &∆x′x < 0) or (NOT search &∆x′x > 0& exp(−∆x′x/T ) >
random[0, 1]) ) THEN
Accept x′
a := 1
END IF
END DO
Until (search & (a = 0)) or (NOT search & (a = 1))
IF f best < f THEN x = x best & f = f best
anneal:=not (anneal)
search:=NOT search
Until m = snum
x = x best & f = f best
where snum is the number of optimal searches given.
(4). During the SA, for current state, take several search strategies, and
accept the best state found with respect to probability.
2.2 Hybrid discrete gradient simulated anneal-
ing method
2.2.1 Efficiency of discrete gradient method
The discrete gradient method is a derivative-free method. Therefore, first we
investigate the efficiency of discrete gradient method, comparing with other
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well-known derivative-free methods. We use small-size standard test problems
to test the discrete gradient (DG) method, Nelder-Mead’s simplex method
([241]), and Powell’s UOBYQA method ([241]). For each problem and each
dimension, we run the three methods 50 times. The 50 initial solutions are
randomly taken from the feasible region. The best optimal value obtained and
its frequency of occurrence, the mean and the variance of 50 optimal values
obtained can be seen in Tables 2.1-2.2.
Table 2.1: Numerical results for the DG method, Simplex method and
UOBYQA method
Problem Dimension Method Best value obtained Frequency Mean Variance
Camel ([219]) 2 DG -1.031628 80% -0.86840 0.10876
Simplex -1.031628 82% -0.85462 0.26388
UOBYQA -1.031628 46% -0.17335 1.29922
Goldstein-Price ([80]) 2 DG 3.000000 50% 65.10002 2.6E+04
Simplex 3.000000 60% 372.30849 2.9E+06
UOBYQA 3.000000 40% 122.88000 7.2E+04
Griewanks ([100]) 6 DG 9.224853 2% 26.62373 121.67116
Simplex 0.277595 2% 7.6E+04 2.9E+11
UOBYQA 0.946213 2% 81.79783 1764.17313
30 DG 3.233965 2% 7.98272 5.45457
Simplex 67.904745 4% 2.2E+06 3.3E+13
UOBYQA Failed Failed Failed Failed
Hansen ([156]) 2 DG -176.541793 94% -174.67794 55.53534
Simplex -176.541793 44% -134.99624 2652.23300
UOBYQA -176.541793 30% -84.06059 5067.56707
Hartman ([175]) 3 DG -3.862782 100% -3.86278 0.00000
Simplex -3.862782 76% -3.71331 0.33637
UOBYQA -3.862782 80% -3.49928 0.76195
Hartman ([175]) 6 DG -3.322368 96% -3.31760 0.00056
Simplex -3.322337 8% -2.81436 0.32494
UOBYQA -3.322368 84% -3.30329 0.00195
Levy Nr.1 ([143]) 2 DG 0.000000 100% 0.00000 0.00000
Simplex 0.000000 52% 1.80857 9.23844
UOBYQA 0.000000 34% 4.19420 24.77323
10 DG 0.000000 96% 0.03110 0.03256
Simplex 0.025326 2% 1.55279 2.71983
UOBYQA 0.000000 58% 1.50279 8.14028
20 DG 0.000000 96% 0.00933 0.00238
Simplex 0.754527 2% 4.63484 5.40594
UOBYQA 0.000000 70% 1.07639 6.12405
By the comparative analysis from Tables 2.1-2.2, we find that the discrete
gradient method is the best one among all those methods not only for low
dimension problems but also for higher dimension problems. Nelder-Mead’s
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Table 2.2: Numerical results of DG method, Simplex method and UOBYQA
method (continuation)
Problem Dimension Method Best value obtained Frequency Mean Variance
Levy Nr.2 ([274]) 2 DG 0.000000 100% 0.00000 0.00000
Simplex 0.000000 44% 1.6E+07 1.9E+15
UOBYQA 0.000000 14% 8.24957 47.28309
10 DG 0.000000 86% 0.04354 0.01188
Simplex 4.277692 2% 2.1E+08 3.0E+16
UOBYQA 0.000000 6% 1.69328 1.58222
20 DG 0.000000 12% 0.36077 0.06656
Simplex Failed Failed Failed Failed
UOBYQA 0.000000 2% 1.24647 0.48673
Levy Nr.3 ([156]) 4 DG -21.502355 28% -21.27131 0.16344
Simplex -21.499463 4% -10.64044 108.39344
UOBYQA -18.392864 2% 41.83276 1751.95111
5 DG -11.504402 14% -10.98174 0.25725
Simplex -11.489721 2% -7.00003 23.97235
UOBYQA -8.505954 2% 14.02895 210.25049
Shekel-5 ([175]) 4 DG -10.153199 96% -9.85005 1.46911
Simplex -10.153200 16% -6.11971 12.29406
UOBYQA -10.153200 74% -8.44760 8.82110
Shekel-7 ([175]) 4 DG -10.402940 96% -10.14444 1.69414
Simplex -10.402937 10% -4.11194 8.81334
UOBYQA -10.402940 26% -5.29144 9.83501
Shekel-10 ([175]) 4 DG -10.536410 96% -10.26701 1.85441
Simplex -10.536313 4% -3.39869 6.11953
UOBYQA -10.536410 20% -4.45823 9.65360
Shubert Nr.1 ([175]) 2 DG -186.730908 92% -179.82264 691.82815
Simplex -186.730909 52% -132.55984 3915.58961
UOBYQA -186.730909 26% -78.58946 5030.09156
Shubert Nr.2 ([175]) 2 DG -186.730908 18% -168.91354 235.63292
Simplex -186.730909 2% -115.19069 3686.41945
UOBYQA -186.730909 4% -28.78545 5083.27183
Shubert Nr.3 ([156]) 2 DG -24.062499 42% -22.59130 1.59932
Simplex -24.062499 32% -19.43818 19.35178
UOBYQA -24.062499 12% -14.99852 38.10882
simplex method cannot work well for the problems with dimensions greater
than 10 and Powell’s UOBYQA method cannot work fast for the problems
with dimensions greater than 20. So, we choose the discrete gradient method
in this thesis, as a key component in our algorithm versions.
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2.2.2 Hybrid discrete gradient simulated annealing al-
gorithm
In this subsection we develop a hybrid simulated annealing and discrete gradi-
ent method for solving the global optimization problem (1.1), where f is also a
locally Lipschitz continuous function. The hybrid method starts from an initial
point, first executes the discrete gradient method to find local minimum, then
carries on with the simulated annealing method in order to escape from this
local minimum and to find a new starting point for discrete gradient method.
Then we again apply the discrete gradient method starting from the current
best point and so on until the sequence of the optimal objective function val-
ues obtained is convergent. The pseudo-code of the hybrid method is listed as
following:
Algorithm 14. Hybrid discrete gradient and simulated annealing method.
Initialization:
Define the objective function f and its feasible solution space.
Call initial feasible solution generating procedure to get x.
Call initial temperature selecting procedure to get T0.
Initialize f : f = f(x).
Initialize the neighborhood feasible solution x neighbour = 0.
Initialization of x best: x best = x.
Initialization of f best: f best = f .
do {
Discrete Gradient local search part:
f best local = local search(x best, x new);
x = x new;
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Figure 2.2.2: Illustration of the hybrid local and global search DG-SA algorithm
Simulated Annealing global search part:
do {
do {
x neighbour = randomly perturb(x);
f neighbour = f(x neighbour);
Calculate the difference ∆ = f neighbour − f ;
If (∆ ≤ 0) or (random[0,1] < exp(-∆/Temperature))
x = x neighbour f = f neighbour;
If (f ≤ f best) x best = x f best = f ;
} while (equilibrium has not been reached);
Temperature annealing
} while (Simulated Annealing stop criterion has not been met);
} while ( f best− f best local ≤ −0.001 );
The convergence of the proposed hybrid method directly follows from the
convergence of simulated annealing method and discrete gradient method.
This hybrid algorithm is illustrated by the simple Figure 2.2.2. Generally,
from the figure we can see that: local search DG method makes the objective
function value decrease a little bit from the initial guess, then the global search
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SA makes the value a big decreasing, the iterations go on until both the local
and global searches cannot change the objective function value very much.
2.2.3 Implementations
Description of problems
To examine the performance of Algorithm 14, we apply it to solve the well-
known complicated problems of Ackley, Bohachevsky, Branin, De Joung, Ea-
som, Goldstein and Price, Griewank, Hartman, Hump, Hyper-Ellipsoid, Levy
Nr.1, Levy Nr.2, Michalewicz, Neumaier Nr.2, Neumaier Nr.3, Rastringins,
Rosenbrock, Schaffer Nr.1, Schaffer Nr.2, Shekel-N, Shubert Nr.1, Shubert
Nr.2, Sphare, Step, Zakharov, Zimmermanns, which can be found from [80,
100, 143, 175, 274].
Implementation of algorithm
For the simulated annealing part of this hybrid method, we use the Neighbor-
hood solution search procedure described at the end of Subsection 2.1. We still
use T = 0.9∗T as the cooling schedule in this hybrid method. The initial tem-
perature is taken large enough according to the rule in [123]. The number of
inner and outer iterations are taken to be large enough guaranteeing sufficient
iterations. The discrete gradient method used here reduces the constrained
minimization problem to unconstrained using exact penalty functions, and it
terminates when the distance between the approximation to the subdifferen-
tial and origin is less than a given tolerance ǫ > 0 (ǫ = 10−4). The initial
solution for the hybrid method is randomly taken from the feasible region of
the problem.
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Results of numerical experiments and discussions
Numerical experiments have been carried out in VPAC (Victorian Partnership
for Advanced Computing) with CPU 833MHz. The results of numerical exper-
iments are listed in Tables 2.3-2.4. We denote HDGSAM the hybrid discrete
gradient and simulated annealing method in those forms.
Table 2.3: Numerical results for HDGSAM
Function Dimension Best value Best value Number of function
obtained known evaluations
Ackleys 2 0.00008 0 200064
3 0.00012 0 200048
5 0.00009 0 200056
7 0.00008 0 200039
10 0.00003 0 200043
20 0.00052 0 2000623
30 0.00018 0 7000725
Bohachevsky 1 2 0.000000 0 500020
Bohachevsky 2 2 0.000000 0 500018
Bohachevsky 3 2 0.000000 0 500017
Branin 2 0.397887 0.397887 300018
De Joung 3 0.0000000 0 500017
Easom 2 -1.000000 -1 20980
Goldstein Price 2 3.0000000 3 200016
Griewank 1 0.0000000 0 2068
2 0.0000000 0 2071
3 0.0000000 0 2071
4 0.0000000 0 2071
5 0.0000001 0 2072
6 0.0000001 0 6162
10 0.0000002 0 2085
20 0.0000003 0 2080
30 0.0000038 0 2088
Hartmann 3 -3.86278215 -3.86278215 6000091
6 -3.3223680 -3.3223680 6000165
Hump 2 0.000000 0 200030
Hyper-Ellipsoid 30 0.00000 0 3207
Levy 1 5 0.000000 0 10006
10 0.000000 0 20379
20 0.000000 0 40971
30 0.000000 0 60661
50 0.000000 0 84454
70 0.0000000 0 140191
80 0.000000 0 140256
90 0.000000 0 180861
100 0.000000 0 203011
200 0.000000 0 400022
300 0.000000 0 604256
400 0.000000 0 805165
500 0.0000000 0 1002658
1000 0.000000 0 2025615
2000 0.000001 0 4064831
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Table 2.4: Numerical results for HDGSAM (continuation)
Function Dimension Best value Best value Number of function
obtained known evaluations
Levy 2 5 0.000000 0 10089
10 0.000000 0 20225
20 0.000000 0 34429
30 0.0000000 0 60910
50 0.0000000 0 103288
70 0.0000000 0 96231
80 0.000000 0 162829
90 0.000000 0 123735
100 0.000000 0 71485
200 0.000000 0 148402
300 0.000000 0 603626
400 0.000000 0 283107
500 0.0000000 0 866036
1000 0.000000 0 533608
2000 0.000000 0 1948076
Michalewicz 2 -1.8013 -1.8013 20066
Neumaier 2 4 0 0 6000369
Neumaier 3 10 -210 -210 6094
Rastringins 2 0.0000000 0 200017
3 0.0000000 0 200023
5 0.0000000 0 200016
7 0.0000000 0 200026
10 0.0000000 0 200014
Rosenbrock 2 0.000000 0 1092
5 0.000000 0 2086
10 0.000000 0 2075
Schaffer 1 2 0.0000026 0 2009038
Schaffer 2 2 0.0000000 0 200015
Shekel (N=5) 4 -10.15320 -10.15320 2017770
(N=7) 4 -10.40294 -10.40294 6000159
(n=10) 4 -10.53641 -10.53641 200138
Shubert 1 2 -186.7309088 -186.7309088 20000043
Shubert 2 2 -186.730903 -186.730909 100025
Sphare 3 0.000000 0 6026
Step 5 0.000000 0 2134
10 0.000000 0 2134
50 0.000000 0 4204
Zakharov 2 0.00000000 0 300067
5 0.00000000 0 300070
10 0.00000000 0 300060
Zimmermanns 2 0.0000365 0 10000078
Observing both Tables, we can see the best objective function value ob-
tained and the best objective function value known are equal to each other for
every problem. This means our hybrid method is good and accurate for all
those well-known optimization problems. Regarding the computational CPU
time of the hybrid method for solving all those problems, it is very satisfactory.
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Take the Levy Nr.2 function as an example, the optimization method with 100
variables and 100 constraints needs 33.42019200 seconds to reach its optimal
value 0.00000001, with 1000 variables and 1000 constraints needs 584.27654400
seconds to reach its optimal value 0.00000041, and even for the optimization
problem with 10000 variables and 10000 constraints it needs 13696.099664
seconds to reach an objective function value 0.52427744. The runtime is on
exponential increase. Based on results of numerical experiments, we can con-
clude for the hybrid discrete gradient and simulated annealing method: the
hybrid discrete gradient and simulated annealing method is effective for many
well-known optimization problems.
Chapter 3
HYBRID DISCRETE
GRADIENT CUTTING
ANGLE METHODS
This chapter presents three hybrid discrete gradient cutting angle methods.
For these hybrid methods, we present results of numerical experiments by
solving test problems.
3.1 A hybrid discrete gradient cutting angle
method
In this section we consider the following problem of global optimization:
minimize f(x) subject to x ∈ S (3.1)
where the objective function f is an increasing positively homogeneous (IPH)
function of degree one and the set S is the unit simplex in Rn:
S = {x ∈ Rn+ :
∑n
i=1 xi = 1}.
Here Rn+ = {x ∈ Rn : xi ≥ 0, i = 1, 2, . . . , n}.
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3.1.1 Algorithm
We describe a method based on a combination of the cutting angle method and
discrete gradient method for the global minimization of a Lipschitz function f
over the unit simplex S. Let
L = supx,y∈S,x 6=y
|f(x)−f(y)|
||x−y||1
be the least Lipschitz constant of f in || · ||1-norm, where ||x||1 =
∑
i∈I |xi| and
I = {1, . . . , n}, and define a constant c by
c ≥ 2L−min
x∈S
f(x). (3.2)
Before we describe the hybrid method (with its illustration Figure 3.1.1), we
need a definition of transformed function.
A function ψ is called a transformed function of f with respect to a point
y if
1) ψ(x) ≤ f(y), x ∈ S;
2) minx∈S ψ(x) = minx∈S f(x).
For example, ψ1(x) = min(f(x), f(y)) is a transformed function of f at point
y. In the hybrid method we will use the following transformed function:
ψ2(x) = mink=1,...,mminα∈Ak ψ1(αx+ (1− α)xk),
where Ak ⊂ [0, 1] is a finite set, xk ∈ S, k = 1, 2, . . . , m.
Algorithm 15. Hybrid discrete gradient cutting angle method.
Step 0. (Initialization). Choose an arbitrary starting point y¯0. Set i = 0.
Step 1. Find a stationary point of f over S by Algorithm 2, starting from the
point y¯i. Denote this stationary point by yi and let fi = f(y
i). (In the case that
the stationary point does not always exists, update it by the old one or the starting
point.)
Step 2. Construct a transformed function ψi of the function f with respect to the
point yi and calculate the constant ci from (3.2) for the function ψ
i.
Step 3. Take points xk = ek, k = 1, . . . , n, xn+1 = yi. Let lk = (ψi(xk) +
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Figure 3.1.1: Illustration of the hybrid discrete gradient cutting angle method
ci)/x
k, k = 1, . . . , n+ 1. Set j = n + 1 and construct the function hj defined by
hj(x) = max
k≤j
min
i∈I(lk)
lki xi = max{max
k≤n
lkkxk, max
n+1≤k≤j
min
i∈I(lk)
lki xi}. (3.3)
Step 4. Solve the problem
minimize hj(x) subject to x ∈ S. (3.4)
Step 5. Let x∗ be a solution to the problem (3.4). Set j =: j + 1 and xj = x∗.
Step 6. Compute ψ∗ = ψi(x∗). If ψ∗ < fi then set i =: i + 1, y¯i = x∗ and go to
Step 1.
Step 7. Otherwise compute lj = (ψi(xj) + ci)/x
j , define the function
hj(x) = max{hj−1(x),mini∈I(lj) ljixi} ≡ maxk≤jmini∈I(lk) lki xi
and go to Step 4.
For this algorithm, there is a theorem about its convergence:
Theorem 2. Assume that the function f has a finite number of stationary
points. Then the algorithm terminates after finite number of iterations at a
global minimizer of f .
Proof. The proof can be given, similarly as the proof for Proposition 4.2 of
[20]. ∆
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Note: If f has no stationary point in the set S, it is possible that the algorithm
is without convergence.
3.1.2 Implementations
3.1.2.1 Description of problems
The following problems have been used in numerical experiments of imple-
menting Algorithm 15. We use the following notations for the description of
the test problems:
• x0 is a starting point;
• x∗ is a global minimum and f ∗ = f(x∗).
Small scale problems (not necessarily IPH)
Problem 1 ([105])
f(x) = max{ϕ1(x), ϕ2(x)}
where
ϕ1(x) = −1.0 + 8x1 + 8x2 − 32x1x2,
ϕ2(x) = −3.6− 12x1 − 4x3 + 4x1x3 + 10x21 + 2x23,
x ∈ S = {x ∈ R3|x ≥ 0,
3∑
i=1
xi = 1}.
x0 = (0, 0, 1). x∗ = (0.5387, 0.3705, 0.0908) with f ∗ = −0.11344.
Problem 2 ([105])
f(x) = −
10∑
i=1
1
‖x− ai‖2 + ci
where
x ∈ S∗ = {x ∈ R2+ : x1 + x2 ≤ 20}.
The vectors ai = (ai1, a
i
2), i = 1, . . . , 10 and the vector c = (c1, . . . , c10) can be
found in [105], p.256. x0 = (1, 1). x∗ = (3.9176, 3.9814) with f ∗ = −2.14522.
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Problem 3 ([174])
f(x) =
2∏
i=1
(
5∑
j=1
j cos((j + 1)xi + j)
)
,
− 10 ≤ xi ≤ 10, i = 1, 2.
x0 = (2, 2). x∗ = (−1.4251,−7.0853) with f ∗ = −186.73091.
Problem 4 ([174])
f(x) = −
N∑
j=1
1∑4
i=1(xi − aij)2 + cj
,
0 ≤ xi ≤ 10, i = 1, 2, 3, 4.
We consider N = 5, 7, 10. An initial point is x0 = (0, 0, 0, 0). The values of
aij , i = 1, 2, 3, 4, j = 1, . . . , N and cj , j = 1, . . . , N are given, for example, in
[174]. f ∗ = −10.15320(N = 5),−10.40294(N = 7),−10.53641(N = 10).
Problems with parametric dimension (not necessarily IPH)
Problem 5 ([174])
f(x) =
1
d
n∑
i=1
x2i −
n∏
i=1
cos
(
xi√
i
)
+ 1,
n∑
i=1
xi ≤ 400,xi ≥ −50, i = 1, . . . , n, d = 4000,
x0 = (x01, . . . , x
0
n), x
0
i =− n, i = 1, . . . , n, x∗ = (0, . . . , 0), f ∗ = 0.
Problem 6 ([21])
f(x) =
n∑
i=1
min{0, 15‖x− ai‖ − bi}, (n ≥ 2),
n∑
i=1
xi = 1, xi ≥ 0, i = 1, . . . , n,
where ‖ · ‖ is 2-norm, ai, i = 1, . . . , n are n-vectors with coordinates
aij =


(n + 1)/2n if j = i,
1/2n if j 6= i.
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b1 = 4, bi = bi−1 − 2
n− 1 , i = 2, . . . , n.
x0 = ( 1
n
, 1
n
. . . , 1
n
), x∗ = (n+1
2n
, 1
2n
, . . . , 1
2n
), f ∗ = −4.
Problem 7 ([181])
f(x) =
k−1∑
i=1
(
xi − ri
ri+1
xi+1
)2
+
n∑
i=k+1
x2i −
(
k∑
i=1
xi
)2
,
n∑
i=1
xi = 1, xi ≥ 0, i = 1, . . . , n, k = [n/2] + 1,
ri =
r′i∑k
i=1 r
′
i
where r′i = 5|sin(i)|+ 0.1, i = 1, . . . , k.
x0 = (0, . . . , 0, 1), x∗ = (r1, . . . , rk, 0, . . . , 0), f ∗ = −1.
IPH (Increasing Positively Homogeneous) function problems
Problem 8 ([21])
f2(x) = max{[ai, x] : i = 1, 2, . . . , 40}+min{[bj , x] : j = 1, 2, . . . , 20},
aik =
20i
k(1 + |i− k|) , k = 1, 2, . . . , n, , i = 1, 2, . . . , 40,
bjk = 5|sin(j)sin(k)|, k = 1, 2, . . . , n, j = 1, 2, . . . , 20.
x0 = ( 1
n
, 1
n
, . . . , 1
n
).
Problem 9 ([21])
f3(x) = max
1≤i≤20
min
1≤j≤n
[aij, x],
aijk =
10j
k(1 + |k − j|) |cos(i− 1)|, i = 1, 2, . . . , 20, j = 1, 2, . . . , n, k = 1, 2, . . . , n.
x0 = ( 1
n
, 1
n
, . . . , 1
n
).
Problem 10 ([21])
f4(x) = (
n∑
i=1
n∑
j=1
aijxixj)
1/2,
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aij =


12 + n/i if i = j,
0 if i = j + 1,
0 if j = i+ 2,
15/(i+ 0.1j) otherwise.
x0 = ( 1
n
, 1
n
, . . . , 1
n
).
3.1.2.2 Implementation of the algorithms
In order to compare two global optimization methods: namely, simulated an-
nealing and the hybrid discrete gradient and cutting angle method, we use
two versions of simulated annealing to solve the above problems listed. We
denote the simulated annealing method using the Neighborhood solution search
procedure of the paper [274] as SA1 and using the Neighborhood solution search
procedure described at the end of Subsection 2.1 as SA2. We use T := 0.9∗T as
the cooling schedule both in SA1 and SA2. We take different initial values T0
for temperature and in tables we present the best results. Thus different initial
temperatures have been taken for different problems, but they are the same for
both algorithms SA1 and SA2. The number of inner and outer iterations both
have been taken 1× 106 which is large enough to make sufficient iterations of
inner and outer loops. We take them large in order to allow an algorithm to
escape from a local minimizer. In Tables 3.1-3.7 we use HDGCAM to denote
the hybrid discrete gradient and cutting angle method.
When we apply the discrete gradient method first we reduce the constrained
minimization problem to an unconstrained one using exact penalty functions.
The discrete gradient method terminates when the distance between the ap-
proximation to the subdifferential and the origin is less than a given tolerance
ǫ > 0. We take ǫ = 1 × 10−4 in numerical experiments. The number of
iterations generated by the cutting angle method is restricted by a number
N : if after N iterations the cutting angle method cannot escape from a local
3.1 A hybrid discrete gradient cutting angle method 52
minimizer, we accept this minimizer as a surrogate of a global minimum. In
numerical experiments we take N = 70.
We consider the following transformed function:
ψ2(x) = mink∈I minα∈Ak ψ1(αx+ (1− α)ek),
where Ak = {0.2, 0.4, 0.6, 0.8, 1} for all k = 1, 2, . . . , n. The choice of the
sets Ak, k = 1, . . . , n, depends on the problem under consideration and, in
particular, on the number of variables. The number of elements of Ak should
be large enough in order to obtain a good minorant for the objective function
f . On the other hand it should not be too large, otherwise we will imply a large
number of objective function evaluations at each iteration of the cutting angle
method. Numerical experiments show that the best choice in this situation is
to consider sets Ak, which contain 4 to 7 points. In our numerical experiments
Ak consists of 5 elements for all k = 1, . . . , n as shown above.
3.1.2.3 Results of numerical experiments
Numerical experiments have been carried out in Pentium III with CPU 800
MHz. The code has been written in C. Results of numerical experiments are
presented in Tables 3.1-3.7.
In those tables we use the following notations:
• “Prob” is the abbreviation of the word “Problem”;
• “Dim” is the abbreviation of word “Dimension”;
• “nf” stands for the number of objective function evaluations;
• “nm” is the number of local minimizations (for SA method it has not the
strict meaning, because SA is a global search method);
• “Best value” means the best obtained value of the objective function;
• “Time” stands for the CPU time, in seconds.
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Table 3.1: Numerical results for Problems 1-4.
Prob Dim Method nf nm Best value Time
1 3 SA1 18396697 16 -0.11344 286.35
SA2 11414499 24 -0.11344 222.00
HDGCAM 198 2 -0.11344 1.72
2 2 SA1 2021078 18 -2.14520 120.0
SA2 1362125 15 -2.14520 109.15
HDGCAM 190 3 -2.14522 1.73
3 2 SA1 1502337 25 -186.73093 141.37
SA2 1000042 21 -186.73091 125.08
HDGCAM 181 1 -186.73091 1.70
4 (N=5) 4 SA1 4341809 33 -10.15316 204.61
SA2 4113121 37 -10.15312 185.22
HDGCAM 365 4 -10.15320 33.94
(N=7) 4 SA1 2197043 29 -10.40291 159.88
SA2 1606590 44 -10.40266 138.09
HDGCAM 433 3 -10.40294 33.69
(N=10) 4 SA1 1892432 32 -10.53635 167.16
SA2 2320656 35 -10.53638 194.48
HDGCAM 508 3 -10.53641 33.61
The results presented in Table 3.1 show that the hybrid method is best for
problems 1-4. This hybrid method used significantly less objective function
evaluations, number of iterations and CPU time.
Results for Problem 5 are presented in Table 3.2. SA2 calculated the so-
lution with high accuracy, however, it used much more computational effort
than the hybrid method. SA1 failed to solve this problem.
Results presented in Table 3.3 show that the hybrid method was best for
Problem 6. SA1 and SA2 give the similar results on this problem.
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Table 3.2: Numerical results for Problem 5.
Prob Dim Method nf nm Best value Time
5 5 SA1 1000007 7 0.050940 159.73
SA2 1016262 23 0.007476 119.90
HDGCAM 129 2 0.044342 108.09
10 SA1 1000001 1 1.132704 204.16
SA2 1062140 44 0.000230 130.62
HDGCAM 301 2 0.191926 5.61
20 SA1 1002086 1 2.647766 310.43
SA2 1066161 165 0.000029 153.50
HDGCAM 2089 1 0.007396 6.98
30 SA1 1000001 1 7.233980 440.59
SA2 1000296 187 0.000123 169.01
HDGCAM 3653 2 0.007396 2.65
50 SA1 1000008 8 8.608595 778.35
SA2 1000494 420 0.000115 213.20
HDGCAM 4708 1 0.007396 5.93
Table 3.4 shows that the hybrid method was best for Problem 7. It calcu-
lated the solution with high accuracy using substantially less computational
effort.
Results for Problem 8 are presented in Table 3.5. SA2 was best for this
problem, however it used much more computational effort than the hybrid
method.
From the results presented in Table 3.6 we can conclude that the hybrid
method is best for Problem 9. SA1 failed to solve this problem with n ≥ 10.
The results presented in Table 3.7 show that the hybrid method is best for
Problem 10 and it uses substantially less computational effort. SA1 failed to
solve this problem with n ≥ 15.
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Table 3.3: Numerical results for Problem 6.
Prob Dim Method nf nm Best value Time
6 3 SA1 1034 14 -3.999997 0.06
SA2 1047 18 -3.999990 0.06
HDGCAM 151 2 -4.000000 1.59
5 SA1 100032 19 -3.998873 100.62
SA2 100169 26 -3.999953 14.27
HDGCAM 175 3 -4.000000 22.24
10 SA1 126 7 -3.871489 17.93
SA2 100467 66 -3.999566 24.87
HDGCAM 127 2 -4.000000 1023.38
Table 3.4: Numerical results for Problem 7.
Prob Dim Method nf nm Best value Time
7 2 SA1 1999595 4 -0.999995 125.97
SA2 1371001 6 -1.000000 116.19
HDGCAM 175 1 -0.999999 0.05
3 SA1 1000059 11 -0.999966 168.02
SA2 1395037 16 -0.999950 124.39
HDGCAM 201 1 -0.999987 1.46
5 SA1 10057 10 -0.990081 11.38
SA2 1099677 24 -0.998950 32.20
HDGCAM 235 1 -0.999983 27.15
10 SA1 139 7 -0.954532 46.82
SA2 898645 22 -0.970654 120.65
HDGCAM 246 1 -0.994119 70.97
15 HDGCAM 410 2 -0.999590 7.50
3.1.3 Conclusions
We have carried a comparative analysis of two global optimization approaches:
a method based on a combination of the cutting angle method and a local
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Table 3.5: Numerical results for Problem 8.
Prob Dim Method nf nm Best value Time
8 3 SA1 1235034 24 16.363714 588.72
SA2 1167756 17 16.363863 531.93
HDGCAM 100 2 16.857411 1.42
5 SA1 100014 13 13.451322 175.98
SA2 121529 12 13.409305 83.86
HDGCAM 130 2 13.853122 22.41
10 SA1 105 3 12.417634 62.85
SA2 10053 37 9.691193 12.93
HDGCAM 171 2 9.744125 28.19
20 SA1 3 1 14.468064 30.64
SA2 1100 39 6.546521 3.3
HDGCAM 639 3 6.484948 2.65
30 SA1 1 0 20.0000000 0.01
SA2 273 42 5.162293 1.25
HDGCAM 190 1 5.430494 5.01
50 SA1 slowly
SA2 10005 0 1.454545 75.65
HDGCAM 21 1 1.639677 10.27
search (which is the discrete gradient method) and the simulated annealing
method. The results of numerical experiments allow us to draw the following
conclusions:
1. The hybrid method is more effective, faster than the two versions of
the simulated annealing method SA1 and SA2. Results of numerical
experiments confirm that methods of global optimization based on a
combination of the local and global optimization techniques are more
effective and promising.
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Table 3.6: Numerical results for Problem 9.
Prob Dim Method nf nm Best value Time
9 3 SA1 100025 0 1.111111 77.13
SA2 100032 0 1.111111 76.87
HDGCAM 99 1 1.111111 1.42
5 SA1 100016 0 0.400000 213.80
SA2 100067 0 0.400000 184.56
HDGCAM 99 1 0.400000 22.38
10 SA1 101 0 0.100000 75.97
SA2 346 0 0.100000 2.79
HDGCAM 39 1 0.100000 36.67
15 SA1 slowly
SA2 1355 0 0.044444 24.90
HDGCAM 25 1 0.044444 1.60
20 SA1 slowly
SA2 2098 0 0.025000 67.35
HDGCAM 26 2 0.025000 8.47
30 SA1 slowly
SA2 811 0 0.0111111 61.89
HDGCAM 23 2 0.0111111 11.78
50 SA1 slowly
SA2 84 0 0.004000 27.78
HDGCAM 25 1 0.004000 81.09
2. The hybrid method works well when local minima of the objective func-
tion are separated from each other. If the objective function has too
many local minima and the distance between them is small enough then
it is very difficult to get proper approximation of such functions using
maximum of min-type functions used in the cutting angle method.
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Table 3.7: Numerical results for Problem 10.
Prob Dim Method nf nm Best value Time
10 3 SA1 2083712 12 2.669187 158.21
SA2 1693242 17 2.669187 127.54
HDGCAM 169 3 2.669195 1.52
5 SA1 1619510 14 2.274353 1093.13
SA2 2632593 23 2.274197 219.52
HDGCAM 176 3 2.274134 26.21
10 SA1 125 3 2.162107 10.71
SA2 10496 49 1.784416 2.35
HDGCAM 99 1 1.808369 336.29
15 SA1 slowly
SA2 10949 84 1.518930 4.21
HDGCAM 256 3 1.519793 5.26
20 SA1 slowly
SA2 101212 95 1.343873 60.90
HDGCAM 46 1 1.350151 3.62
30 SA1 slowly
SA2 1001637 125 1.121420 1250.75
HDGCAM 40 1 1.248267 5.02
50 SA1 slowly
SA2 103490 186 0.884170 541.24
HDGCAM 34 1 0.953497 16.98
Remark: For the case where many local minima are close to each other,
the hybrid method might not work very well. This is an effort as a further
research to design an efficient method for this case.
3. The success of the simulated annealing method depends on the tem-
perature schedule and procedure for the neighborhood search. Results
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of numerical experiments show that the procedure for the neighborhood
search proposed at the end of Subsection 2.1.4 leads to the more effective
version of simulated annealing method.
3.2 Local optimization method with global mul-
tidimensional search for descent
3.2.1 Overview
Strategies based on different combinations of global and local searches can be
used. In particular, the following two types of such combinations are used:
1) A local technique is used in order to obtain a stationary point (local mini-
mum). Then a global technique should be applied in order to escape from the
obtained stationary point and find a new point which can be used as an initial
guess for the new round of local search; (see e.g. [20, 27, 99, 274]).
2) Points obtained by a global technique are used as initial points for a local
search (see e.g. [146]).
Descent methods of local optimization are based on the following idea. Ap-
plying a local approximation of an objective function at the point in hand, we
need to find a descent direction and then the step-size along this direction.
Local approximation of the first order is given by the gradient or by some of
its substitutes. The size of the descent can be found by different methods,
in particular by global one-dimensional minimization. This approach is good
enough for local minimization of functions with a few stationary points, how-
ever it does not work properly for functions with many shallow local minima.
Indeed, for such a function we are mainly interested in a deep enough local
minimum, and a local search usually stalls at a shallow local minimizers or
even at a stationary point which is not a local minimizer.
Some methods for global optimization are fast enough in small dimensions.
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This observation gives rise to a completely new combination of local and global
technique which will be discussed in this section. Namely, we suggest to apply
a global technique for the search for the descent in dimensions higher than
one, using a local approximation of the function at the point at hand. This
approach is beneficial for the minimization of nonsmooth functions with many
shallow local minima since it allows one to find a deep enough local minimizer
and even a global minimizer. It can also be used for minimization of smooth
functions.
To apply this approach, we need to have a good local approximation of an
objective function and a fast enough method for a global search. Since we are
mainly interested in the minimization of nonsmooth functions, we consider a
special approximation of the Clarke subdifferential and the Demyanov-Rubinov
quasidifferential given by discrete gradients [10, 15, 17] for a local approxima-
tion of the objective function. For a global search we use the cutting angle
method([4, 5, 21, 34]). We propose the algorithm for minimization that is
based on the use of discrete gradients and the cutting angle method.
The proposed algorithm will be applied to two classes of global optimiza-
tion problems. One of these classes consists of well-known test problems with
smooth objective functions (see [174]). The other class consists of problems
with the objective function of the form
f(x1, . . . , xk) =
m∑
i=1
min
1≤j≤k
||xj − ai||p, xj ∈ Rn, j = 1, . . . , k, (3.5)
where A = {ai}mi=1 is a finite set of points. Note that f depends on n · k
variables. The function f in (3.5) is called a cluster function (see, [23] and
references therein). Such a function is used in cluster analysis. Many location
problems can also be reduced to the minimization of a cluster function (see,
for example, [43]). It is well-known that the cluster function has very many
shallow local minima. We suggest a special method for the minimization of a
cluster function which allows one to find a good initial point. In order to find
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such an initial point we need to solve an optimization problem of dimension
n with non-smooth and non-convex objective function. We used the proposed
algorithm for both the search of an initial point and the minimization of a
cluster function.
In this section we will first provide a description of the main algorithm
which we propose. Then we discuss the results of numerical experiments with
well-known test problems. At last will we give some concluding remarks.
3.2.2 The algorithm
In this section we consider the following box-constrained global optimization
problem:
minimize f(x) subject to x ∈ D (3.6)
where
D = {x ∈ Rn : ai ≤ xi ≤ bi, i = 1, . . . , n}.
We propose the following algorithm for solving problem (3.6).
Let sequences δk > 0, zk ∈ P = {z(λ) : z(λ) ∈ R1, z(λ) > 0, λ >
0, λ−1z(λ) −→ 0, λ −→ 0}, λk > 0, βk ∈ (0, 1], δk −→ +0, zk −→ +0,
λk −→ +0, βk −→ +0, k −→ +∞, numbers c1 ∈ (0, 1), c2 ∈ (0, c1] and c3 > 0
be given.
Algorithm 16. The discrete gradient method with global search.
Step 1. Choose a starting point x0 ∈ D and set k = 0.
Step 2. Set s = 0 and xks = x
k.
Step 3. Apply Algorithm 1 for the calculation of the descent direction at x =
xks , δ = δk, z = zk, λ = λk, β = βk, c = c1. This algorithm terminates after a
finite number of iterations m > 0. As a result we get the set D¯m(x
k
s) and an
element vks such that
||vks || = min{||v|| : v ∈ D¯m(xks)}.
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Furthermore either ||vks || ≤ δk or for the search direction gks = −||vks ||−1vks
f(xks + λkg
k
s )− f(xks) ≤ −c1λk||vks ||. (3.7)
Step 4. If
||vks || ≤ δk (3.8)
and m > 2 then set xks+1 = x
k
s and go to Step 7. If (3.8) satisfies and m ≤ 2
then set xk+1 = xks , k = k + 1 and go to Step 2. Otherwise go to Step 5.
Step 5. Construct the following iteration xks+1 = x
k
s + σsg
k
s , where σs is defined
as follows
σs = argmax{σ ≥ 0 : xks + σgks ∈ D, f(xks + σgks )− f(xks) ≤ −c2σ||vks ||}.
Step 6. If m = 1 then set s = s+ 1 and go to Step 3. Otherwise go to Step 7.
Step 7. Calculate two discrete gradients w1, w2 ∈ D¯m(xks) such that
〈w1,w2〉
||w1||·||w2|| = min{ 〈v
1,v2〉
||v1||·||v2|| : v
1, v2 ∈ D¯m(xks), ||v1||, ||v2|| 6= 0}
Step 8. Set y1 = xks+1, g
1 = −w1, g2 = −w2 and I(gt) = {i ∈ {1, . . . , n} : gti 6=
0}, t = 1, 2. For t = 1, 2 calculate the maximum step-sizes along the directions
gt, t = 1, 2:
s1t = min{ai−y
1
i
gti
, i ∈ I(gt), gti < 0},
s2t = min{ bi−y
1
i
gti
, i ∈ I(gt), gti > 0},
st = min{s1t , s2t}, t = 1, 2.
Step 9. Calculate the points y2 and y3 as follows:
y2 = y1 + s1g
1, y3 = y1 + s2g
2
and construct the following set:
S¯ = {v ∈ Rn : v = α1y1 + α2y2 + α3y3, α1 + α2 + α3 = 1, α1, α2, α3 ≥ 0}.
Step 10. Apply the cutting angle method to solve the following global optimization
problem:
minimize f(x) subject to x ∈ S¯. (3.9)
Step 11. Let x∗ ∈ S¯ be a solution to the problem (3.9). If
f(x∗)− f(xks+1) ≤ −c3s¯
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then set xks+1 = x
∗, s = s+ 1 and go to Step 3. Otherwise go to Step 12.
Step 12. If (3.7) satisfies then set s = s + 1 and go to Step 3. Otherwise set
xk+1 = xk+1s , k = k + 1 and go to Step 2.
Now we give some explanations to algorithm 16. In Step 1 we select starting
point and then apply the discrete gradient method with the starting values
of the parameters in the definition of the discrete gradient. In Step 3 the
algorithm for computing a descent direction is applied to calculate a direction
or to determine that the current point xks is an approximate stationary point.
If we calculate a descent direction in Step 3, that is the condition (3.7) is
satisfied then we carry out a line search along this direction at the point xks in
Step 5 and calculate a new point xks+1. If the number of the calculated discrete
gradients is more than two (this allows us to construct two-dimensional set for
a global search), then we carry out a global search in Steps 7-11.
If xks is the approximate stationary point and the number of the calculated
discrete gradients at this point is more than two, then we carry out global
search in Steps 7-11 trying to escape from xks , otherwise we change the param-
eters for the calculation of the discrete gradient to get a better approximation
to the subdifferential.
Two-dimensional global search is carried out in Steps 7-11. In Step 7 we
calculate two discrete gradients from the set of discrete gradients D¯km with the
largest angle between them. These two discrete gradients give us two directions
g1 and g2 (Step 8), respectively. Then we calculate two points (y2 and y3 in
Step 9) where the rays from the current point y1 = xks+1 meet the boundary of
the feasible region. Using these two points and the point y1 we construct the
set S¯ for the global search by the cutting angle method (Step 9 and 10).
The problem (3.9) can be rewritten as follows:
minimize ψ(α) subject to α ∈ S (3.10)
where
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S = {α = (α1, α2, α3) : α1 + α2 + α3 = 1, α1, α2, α3 ≥ 0}
and
ψ(α1, α2, α3) = f(α1y
1 + α2y
2 + α3y
3).
It follows from the results of Cutting Angle method that the problem (3.10)
can be reduced to the global minimization of a certain IPH function over the
unit simplex and the cutting angle method can be applied for its solution.
Step 11 checks whether the global search achieves the guaranteed decrease
of the objective function. If it does, then we do not change the parameters
of the discrete gradients in Step 3. If both the line search and global search
do not achieve the guaranteed decrease of the objective, then we change the
parameters of the discrete gradient in Step 3 to get a better approximation to
the subdifferential.
It is obvious that all accumulation points of the sequence generated by
Algorithm 16 are stationary points of problem (3.6).
3.2.3 Implementations
In this subsection we report the results of numerical experiments for some well-
known test problems with smooth objective functions involved. The follow-
ing test problems of global optimization were used in numerical experiments:
Ackleys function (A1), Branin function (B1), Camel function (C1), two Levy
functions (L2 and L3), Rastrigin function (R1) and three Shubert functions
(Sh1, Sh2 and Sh3). We consider the problem of global minimization of these
functions subject to box-constraints. The description of functions and the
corresponding box-constraints can be found, for example, in [174].
In numerical experiments 50 initial points were randomly generated from
the feasible region. Thus 50 results were obtained by the proposed algo-
rithm starting from 50 different initial points. In all problems we used two-
dimensional search by the cutting angle method. At each global search the
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number of iterations by the cutting angle method was restricted to 100.
The codes of the algorithms have been written in Fortran 95 and numerical
experiments have been carried out in VPAC’s supercomputer in Melbourne
using one processor with 833 MHz.
The results of numerical experiments are presented in Table 3.8. The fol-
lowing notations are used in this table. In the column “known gl. min” we
present the known global minimum of the corresponding problem. In columns
“mean” and “st. dev.” mean values and standard deviations of all results
obtained by the discrete gradient and the DG+CAM methods are presented
respectively.
Results presented in Table 3.8 show that in all problems except Levy func-
tion L2, the DG+CAM method improved the results obtained by the discrete
gradient method. In many cases such improvement is significant. In partic-
ular, DG+CAM achieved much better results for Ackleys function (n = 2),
Branin function, Camel function, Levy function L3 (n = 4, 5), Rastrigin func-
tion (n = 2, 5) and all Shubert functions. Values of standard deviations for
DG and DG+CAM methods show that the latter method allows one to get
better and more “stable” results. Moreover, in the case of Branin, Camel,
Levy function L2 (n = 10, 20), Levy function L3 (n = 5) and Shubert function
Sh3 the mean value of all results obtained by DG+CAM method is quite close
to the value of the global minimum.
In numerical experiments we restricted the number of iterations generated
by the cutting angle method by 100. Otherwise the CPU time required by
the cutting angle method could be large which makes the proposed algorithm
ineffective. The results show that DG+CAM requires in average twice more
CPU time than the discrete gradient method. Thus we can say that DG+CAM
is a local optimization method with added global search properties.
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Table 3.8: Results of numerical experiments
Prob. n known Discrete gradient DG+CAM
gl. min. fbest mean st. dev. fbest mean st. dev.
A1 2 0.00 0.2801 4.5869 2.3187 0.0000 1.8253 1.4097
A1 10 0.00 3.9491 3.9491 0.0000 2.398 3.8179 0.4027
A1 30 0.00 3.9296 3.9477 0.0082 2.1155 3.6924 0.5969
B1 2 0.00 0.0000 2.3792 3.2117 0.0000 0.1240 0.5413
C1 2 -1.0316 -1.0316 -0.7868 0.3778 -1.0316 -0.9990 0.1616
L2 2 0.00 0.0000 0.8708 1.5442 0.0000 0.8708 1.5442
L2 10 0.00 0.0000 0.0187 0.0746 0.0000 0.0187 0.0746
L2 20 0.00 0.0000 0.0933 0.0770 0.0000 0.0933 0.0770
L3 4 -21.5024 -21.5024 -4.3183 15.6069 -21.5024 -18.3553 9.6436
L3 5 -11.5044 -11.5044 -6.7422 4.2938 -11.5044 -11.2685 0.8825
R1 2 0.00 0.0000 13.1931 11.2383 0.0000 4.9151 9.3581
R1 5 0.00 7.9597 23.1427 9.7087 0.9950 14.9641 8.4591
R1 10 0.00 36.8740 40.6341 3.5355 24.8740 38.3855 4.6715
R1 20 0.00 79.5966 82.9795 2.3442 30.8437 81.2681 8.4698
R1 30 0.00 119.3949 127.99131 5.41521 9.9496 98.9386 41.6100
Sh1 2 -186.7309 -186.7309 -93.1254 73.5074 -186.7309 -113.0273 26.6690
Sh2 2 -186.7309 -186.7309 -81.6387 67.8182 -186.7309 -118.6854 17.0499
Sh3 2 -24.0625 -24.0625 -16.5940 4.6777 -24.0625 -21.5355 3.8992
3.2.4 Concluding remarks
In this section, an algorithm for solving global optimization problems has been
proposed. This algorithm is based on the discrete gradient method where line
search is partly replaced by the multidimensional global search. The global
search is carried out by the cutting angle method. Results of numerical ex-
periments are presented which demonstrate that this method allows one to
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improve results obtained by the discrete gradient method.
The results of our numerical experiments confirm that the proposed algo-
rithm is effective for finding at least a good local minimum for the problems
considered in this section.
3.3 Multidimensional descent method for global
optimization
3.3.1 Overview
In this section we develop an algorithm for solving the following global opti-
mization problem:
minimize f(x) subject to x ∈ D (3.11)
where D is defined by the box-constraints:
D = {x ∈ Rn : ai ≤ xi ≤ bi}.
In recent years various hybrid algorithms have been developed for solving
global optimization problem (3.11). Different strategies can be used for a
combination of local and global search methods. Without loss of generality
these algorithms fall into the following three categories:
1. Algorithms where the global search methods are applied to improve
global search properties of local search methods. In [99, 100] a hybrid
of the simulated annealing and Nelder-Mead simplex method ([170]) is
developed. A hybrid of generalized Nelder-Mead method with controlled
random search and simulated annealing method is developed in [133].
The paper [201] presents another version of the hybrid of simulated an-
nealing and simplex methods. A method based on a hybrid of genetic
and simplex methods is developed in [273]. One can note that all these
algorithms use the simplex method as a local search algorithm. The
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latter algorithm is quite effective when the number of variables is not
large.
2. Algorithms where the global search methods are used to escape from the
stationary point which has been calculated by the local search method
and to generate a new starting point for a local search method ([20, 274]).
3. Algorithms where a global method is used to generate a set of initial
points for a local search method. Then the local search method is applied
starting from each initial point and the best is taken as an approximation
to a global solution (see e.g. [146]). Since the local search method
is applied repeatedly algorithms based on such an approach are time-
consuming.
It should be noted that some direct search methods of local optimization
are more suitable for the hybrid methods of global optimization than gradient
or Hessian-based methods. Results of numerical experiments presented, for
example, in [20] show that unlike Newton-like methods, some direct search
methods can overcome stationary points which are not local minimizers and
sometimes even shallow local minimizers. Thus the use of direct search meth-
ods allows one to reduce the number of stationary points which are calculated
by a local search method and to calculate the global minimizer much faster.
Therefore, direct search methods for local search have gained much attention
when used in combination with global search methods.
Some methods for global optimization are fast enough in small dimensions.
This observation gives rise to a completely new combination of local and global
technique which was proposed in Section 3 of [29], where we suggest to apply
a global technique for the multidimensional search.
In this section we develop a new version of this method where subsets for
the multidimensional search are constructed in different way. The derivative-
free discrete gradient method is used for a local search [10, 15, 17]. For a global
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search we use the cutting angle method [4, 5, 21, 34].
The proposed algorithm was applied to two classes of global optimiza-
tion problems. One of these classes consists of well-known test problems with
smooth objective functions (see [174]). The other class consists of problems
with nonsmooth objective functions.
3.3.2 A discrete gradient method for calculation of a
descent direction
We consider the following unconstrained minimization problem:
minimize f(x) subject to x ∈ Rn (3.12)
where the function f is assumed to be semismooth. A discrete gradient al-
gorithm for local minimization of function f was proposed and studied in
[15, 17, 7]. The main part of this algorithm is the calculation of a descent
direction of the objective function f . We shall use this part.
Let z ∈ P, λ > 0, α ∈ (0, n−1/2], β ∈ (0, 1], a number c ∈ (0, 1) and a small
enough number δ > 0 be given. (Refer to Section 1.1 for the definitions of S1,
G, etc.)
Algorithm 17. An algorithm for the computation of the descent direction.
Step 1. Choose any g1 ∈ S1, e ∈ G, i ∈ I(g1, α) and compute a discrete gradient
v1 = Γi(x, g1, e, z, λ, β). Set D1(x) = {v1} and k = 1.
Step 2. Calculate the vector ‖wk‖2 = min{‖w‖2 : w ∈ coDk(x)}. If
‖wk‖ ≤ δ, (3.13)
then stop. Otherwise go to Step 3.
Step 3. Calculate the search direction by gk+1 = −‖wk‖−1wk.
Step 4. If
f(x+ λgk+1)− f(x) ≤ −cλ‖wk‖, (3.14)
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then stop. Otherwise go to Step 5.
Step 5. Calculate a discrete gradient
vk+1 = Γi(x, gk+1, e, z, λ, β), i ∈ I(gk+1, α),
construct the set Dk+1(x) = Dk(x)
⋃{vk+1}, set k = k + 1 and go to Step 2.
Comments to Algorithm 17: This algorithm is slightly different from Al-
gorithm 1. In Step 1 we calculate the first discrete gradient. The distance
between the convex hull of all calculated discrete gradients and the origin is
calculated in Step 2. This problem can be solved using a terminating algorithm
from [256]. If this distance is less than the tolerance δ > 0, then we accept the
point x as an approximate stationary point (Step 2); otherwise we calculate a
search direction gk+1 in Step 3. Then we check whether gk+1 is a direction of
descent (Step 4). If gk+1 provides descent then we stop (a descent direction
has been calculated), otherwise we calculate another discrete gradient with
respect to gk+1 in Step 5 and add it to the set Dk. This allows one to improve
approximation of the subdifferential of the function f .
Finiteness of Algorithm 17 is based on the following statements (see [7] for
proofs and discussion).
Proposition 2. Let f be a locally Lipschitz continuous function on Rn and
X ⊂ Rn is bounded set. Then for any λ0 > 0 there exists R > 0, such that
sup{‖v‖ : v = Γi(x, g, z, λ, β), x ∈ X, g ∈ S1, z ∈ P, λ ∈ (0, λ0], β ∈ (0, 1]} ≤ R.
Theorem 3. Let f be a locally Lipschitz function and at a point x ∈ Rn for
any λ0 > 0 there exists R ∈ (0,+∞) such that
max{{‖v‖ : v = Γi(x, g, z, λ, β), g ∈ S1, z ∈ P, λ ∈ (0, λ0], β ∈ (0, 1]} ≤ R.} ≤ R
Let c ∈ (0, 1), δ ∈ (0, R). Then after m calculations of the discrete gradients
one of the conditions (3.13), (3.14) holds, where
m ≤ 2 log2(δ/R)/ log2 r + 2, r = 1− [(1− c)(2R)−1δ]2.
Remark to Algorithm 17: One can see that Algorithm 17 calculates descent
directions for any value of λ > 0 if such direction exists. Small values of λ > 0
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allow one to get a good approximation to the subdifferential and in this case
this algorithm can be used to find local descent directions and to solve local
optimization problems. If λ > 0 is large, then this algorithm can calculate
descent directions which we can call “global descent directions”. Such descent
directions allow one to escape from local minimizers calculated by a local search
method. Therefore in this section we will consider two different algorithms for
the calculation of the descent directions: Algorithm with small parameters
when λ ∈ (0, 1) and Algorithm with large parameters when λ > 1. The first
algorithm is used to calculate stationary points; the second is used to escape
from those stationary points.
3.3.3 The algorithm
In this section we develop a new algorithm for solving global optimization
problem (3.11).
First, we consider the following algorithm where the cutting angle method
is used at each iteration of the discrete gradient method to improve its global
search properties. This algorithm is a modified and improved version of Algo-
rithm 16. The illustration of this algorithm can be seen from Figures 3.3.3.1-
3.3.3.4 given by A. Bagirov.
Let decreasing sequences δk > 0, zk ∈ P, λk > 0, βk ∈ (0, 1] be given
such that δk → +0, zk → +0, λk → +0, βk → +0, as k → +∞. Also let
numbers c1 ∈ (0, 1), c2 ∈ (0, c1] and c3 > 0 be given. Furthermore, let ǫ > 0 be
a tolerance and N0 > 0 be an integer.
Algorithm 18. The discrete gradient method with global search.
Step 1. (Initialization). Choose any starting point x0 ∈ D and set k = 0.
Step 2. (Initialization of s-th stage). Set s = 0 and xks = x
k.
Step 3. (Calculation of the descent direction). Apply Algorithm 17 for the calcu-
lation of the descent direction at x = xks , δ = δk, z = zk, λ = λk, β = βk, c = c1.
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Figure 3.3.3.1: Set of descent directions
Figure 3.3.3.2: Local search
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Figure 3.3.3.3: Cone of directions
Figure 3.3.3.4: Multidimensional descent
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This algorithm terminates after a finite number of iterations m > 0. As a result
we get the set Dm(x
k
s) and an element v
k
s such that
‖vks‖ = min{‖v‖ : v ∈ coDm(xks)}.
Furthermore either ‖vks‖ ≤ δk or for the search direction gks = −‖vks‖−1vks
f(xks + λkg
k
s )− f(xks) ≤ −c1λk‖vks‖. (3.15)
Step 4. If
‖vks‖ ≤ δk (3.16)
and m > 2 then set xks+1 = x
k
s , s = s + 1 go to Step 7. If (3.16) satisfies and
m ≤ 2 then set xk+1 = xks , k = k + 1 and go to Step 2. Otherwise go to Step 5.
Step 5. (Line search by the local algorithm)
Construct the following iteration xks+1 = x
k
s + σsg
k
s , where σs is defined as follows
σs = argmax{σ ≥ 0 : xks + σgks ∈ D, f(xks + σgks )− f(xks) ≤ −c2σ‖vks‖}.
Step 6. If m = 1 then set s = s+ 1 and go to Step 3. Otherwise go to Step 7.
Step 7. (Calculation of the set of non-zero discrete gradients).
Set
Q0 =
{
v ∈ Dm(xks−1) : ‖v‖ ≥ ǫ
}
and q = |Q0| where |Q0| stands for the cardinality of the set Q0. Set p = min{3, q}
and
I(v) = {i ∈ {1, . . . , n} : |vi| ≥ ǫ/n} , v ∈ Q0.
Step 8. (Calculation of the maximum step-size or each discrete gradient).
Set y = xks . For any v ∈ Q0 calculate
g(v) = −‖v‖−1v
and
s1(v) = min
{
ai−yi
gi(v)
, i ∈ I(g(v)), gi(v) ≤ −ǫ/n
}
,
s2(v) = min
{
bi−yi
gi(v)
, i ∈ I(g(v)), gi(v) ≥ ǫ/n
}
,
s0(v) = min {s1(v), s2(v)} .
Step 9. (Calculation of the objective function on the boundary).
Calculate
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y(v) = y + s0(v)g(v)
and the value of the objective function at this point f(y(v)).
Step 10. (Choosing the best p values of the objective function on the boundary).
Choose p, 2 ≤ p ≤ 3 points y(v1), . . . , y(vp), vi ∈ Q0, i = 1, . . . , p with least
objective function values. Calculate s¯ = min{s0(v1), . . . , s0(vp)}.
Step 11. (Calculation of a set for multidimensional search).
Calculate the points:
yi = y(vi), i = 1, . . . , p,
and construct the following set:
S = {z ∈ Rn : z = α0y +
∑p
i=1 αiy
i,
∑p
i=0 αi = 1, αi ≥ 0, i = 0, . . . , p}.
Step 12. Apply the cutting angle method to solve the following global optimization
problem:
minimize f(z) subject to z ∈ S (3.17)
and to generate a sequence z1, . . . , zt. If for some t0 ≤ N0
f(zt0)− f(xks+1) ≤ −c3s¯ (3.18)
then set xks+1 = z
t0 , s = s+ 1 and go to Step 3. Otherwise go to Step 2.
Comments to Algorithm 18: One can see that Algorithm 18 consists of two
parts. The first part contains Steps 1-6. In this part we apply the local method
to carry out line search and to generate a set of directions. The second part
contains Steps 7-12 where the multidimensional search is carried out starting
from the point calculated by the local search method.
Steps 1-6 realize the discrete gradient method for a local search. In Step
1 we select starting point. The discrete gradient method consists of several
stages and the values of parameters δk, zk, λk, βk remain fixed in each stage.
These stages start from Step 2. In Step 3 a descent direction is calculated
using Algorithm 17. After finite number of steps (finite number of calculations
of discrete gradients) either we calculate the descent direction or we find that
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the current point is an approximate stationary point. In the first case we go to
Step 5 and carry out the line search. If the number of the calculated discrete
gradients is more than 1, then we go to Step 7 to carry out multidimensional
search starting from the last point. It is clear that in this case q = |Q0| ≥ 2 and
p ≥ 2 and Steps 8-12 are well-defined. If the number of the calculated discrete
gradients is 1, then we do not apply multidimensional search and again apply
the discrete gradient method.
In the case when the current point xks is an approximate stationary point
we have two options. If the number of calculated discrete gradients is more
than 3, then we go to Step 7 to carry out the multidimensional search. Since
in this case q ≥ 2 and p ≥ 2, Steps 7-12 are well-defined. If the number of
the calculated discrete gradients is not greater than 2, then it is possible that
q ≤ 1 and therefore we decrease the parameters δk, zk, λk, βk in order to get
better approximation to the subdifferential.
Steps 7-12 realize the multidimensional search. First we calculate the set of
all discrete gradients with non-zero norms (Step 7). Then using these discrete
gradients we calculate the set of directions {g(v) : v ∈ Q0} (Step 8) and the
set of points {y(v) : v ∈ Q0} where the rays y + αg(v) meet the boundary
of the set D (Step 9). In Step 10 we calculate the objective function at these
points and choose the points with p best values where p = 2 or 3. In Step 11
we construct the set S¯ which is the intersection of the cone generated by the
best points and the feasible region D. In Step 12 we apply the cutting angle
method for global minimization of the objective function f over the set S¯.
We restrict the number of iterations in the cutting angle method by N0. If
(3.18) satisfies we do not change the parameters δk, zk, λk, βk, otherwise we
decrease in order to get a better approximation to the subdifferential.
The problem (3.17) can be rewritten as follows:
minimize ψ(α) subject to α ∈ S (3.19)
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where
S = {α = (α0, . . . , αp) :
∑p
i=0 αi = 1, αi ≥ 0, i = 0, . . . , p}
and
ψ(α0, . . . , αp) = f(α0y + α1y(v
1) + . . .+ αpy(v
p).
The problem (3.19) can be reduced to the global minimization of IPH functions
over the unit simplex S and the cutting angle method can be applied for its
solution.
It should be noted that Algorithm 18 is still a local search method and
all accumulation points of the sequence {xk} generated by this algorithm are
stationary points of problem (3.11). However this is a local algorithm with
improved global search properties.
We consider two versions of Algorithm 18. The first version, which we call
Algorithm 18 with small parameters, uses Algorithm 17 with small parameters
(see Remark of Algorithm 17). The second version, which we call Algorithm 18
with large parameters, uses Algorithm 17 with large parameters (see Remark
of Algorithm 17).
We propose the following algorithm for solving problem (3.11).
Algorithm 19. The hybrid method.
Step 1. (Initialization). Choose a tolerance ǫ > 0, any starting point x0 ∈ D,
set k = 0 and zk = xk.
Step 2. (Calculation of stationary points). Starting from the point zk apply
Algorithm 18 with small parameters and find the stationary point xk+1 ∈ D. (If
the stationary point is not found, use the improved point.)
Step 3. (Escaping from the stationary point xk+1). Starting from the point xk+1
apply Algorithm 18 with large parameters and find a new point zk+1 ∈ D. If
‖zk+1 − xk+1‖ ≤ ǫ
then the algorithm terminates. Otherwise set k = k + 1 and go to Step 2.
Comments to Algorithm 19: One can see that at each iteration we apply
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Algorithm 18 twice. First we apply this algorithm with small parameters in
order to calculate stationary points and then we apply it with large parameters
in order to escape the stationary point.
3.3.4 Implementations
In this subsection we report the results of numerical experiments using test
problems with both smooth and nonsmooth objective functions subject to
box-constraints.
3.3.4.1 Test problems
The following test problems of global optimization were used in numerical ex-
periments: Ackleys function (AC), three Bohachevski functions (B1, B2 and
B3), Branin function (BR), Camel function (CL), Easom function (EM), Gold-
stein and Price function (GP), Griewank function (GR), two Schaffer functions
(SCH1 and SCH2), three Shubert functions(SH1, SH2 and SH3), Rastrigin
function(RA) and three Levy functions (L1, L2 and L3). The description of
these functions and the corresponding box-constraints can be found, for exam-
ple, in [174].
We also use the following global optimization problems with the nonsmooth
objective functions which are nonsmooth versions of Ackleys, Griewank and
first Levy functions.
AC Nonsmooth version of Ackleys function
f(x) = −20exp

−0.2
√√√√n−1 n∑
i=1
|xi|

− exp
(
n−1
n∑
i=1
cos (2πxi)
)
+ 20 + e,
−32.768 ≤ xi ≤ 32.768, i = 1, 2, . . . , n.
The global minimum: x∗ = (0, 0, . . . , 0), f(x∗) = 0.
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GR Nonsmooth version of Griewank Function
f(x) =
1
d
n∑
i=1
|xi| −
n∏
i=1
cos
(
xi√
i
)
+ 1,
−500 ≤ xi ≤ 500, i = 1, . . . , n, d = 400, i = 1, . . . , n.
The global minimum: x∗ = (0, . . . , 0), f(x∗) = 0.
L1 Nonsmooth version of Levy function No. 1
f(x) =
π
n
(
10| sin(πy1)|+
n−1∑
i=1
|yi − 1|(1 + 10| sin(πyi+1)|) + |yn − 1|
)
,
yi = 1 +
xi − 1
4
,−10 ≤ xi ≤ 10, i = 1, . . . , n.
The global minimum: x∗ = (0, . . . , 0), f(x∗) = 0.
3.3.4.2 Numerical experiments
The code of the proposed algorithm has been written in Lahey Fortran 95 and
numerical experiments have been carried out in PC Intel Pentium 4 with 1.6
GHz.
The parameters from Algorithm 18 were chosen as follows:
• δk = 1× 10−9, βk = 1 for all k and problems;
• zk(λ) = λα, α ∈ [1.5, 4], λk = dkλ0, d = 0.5, λ0 = 0.9 for Algorithm 17
with small parameters;
• zk(λ) = λα, α ∈ [0.3, 0.9], λk = dkλ0, d = 0.95, λ0 = 3 for Algorithm
17 with large parameters;
• We take λmin ∈ (0, λ0). If λk < λmin then Algorithm 18 terminates.
λmin = 1×10−10 for Algorithm 17 with small parameters and λmin = 0.9
for Algorithm 17 with large parameters;
• The maximum number of iterations by the cutting angle method N0 = 30
for all problems.
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For each problem we made 50 trials starting from different randomly gen-
erated initial points. Thus 50 results were obtained by the proposed algorithm
for each problem.
Results of numerical experiments for problems with smooth objective func-
tions are presented in Tables 3.9-3.11 and results for problems with nonsmooth
objective functions are presented in Table 3.12.
In these tables the best objective function values, the average objective
function value, the average of the number of the objective function evaluations,
the average CPU time (e) and the corresponding standard deviations (σ) using
all 50 trials are given. We also present a success rate - the percentage of
successful trials. The trial is accepted to be successful if
f(x¯)− f ∗ ≤ (1 + |f ∗|)ǫ
where x¯ is a solution obtained by the algorithm, f ∗ is a known global minimum
and ǫ > 0 is some tolerance. In our experiments ǫ = 1× 10−6.
Results presented in these tables show that the proposed algorithm is able
to calculate global minimum with given accuracy in all problems. Results from
Tables 3.9-3.11 demonstrate that this algorithm is very efficient for all problems
except Griewank function (n = 2), the second Shubert function and the third
Levy function. However, the average function values and the corresponding
standard deviations show that the algorithm in these problems found local
minimizers which are close to the global one. Based on these results one can
say that the algorithm is effective to calculate at least local minima which are
close to global one. Overall success rate for smooth problems is 82.3 %.
The number of function evaluations and CPU time strongly depend on the
cardinality of the set of local minima. Therefore these numbers sometimes
vary very drastically, for example, for the first Schaffer and the third Shubert
functions. However, results for average function calls and CPU time presented
in Tables 3.9-3.11 demonstrate that the proposed algorithm could solve all
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Table 3.9: Results of numerical experiments
Prob. n Success Function value Function calls CPU time
rate fbest e σ e σ e σ
AC 2 100 0.0000 0.0000 0.0000 1871 714 0.05 0.04
AC 10 100 0.0000 0.0000 0.0000 20040 3441 1.99 0.90
AC 30 100 0.0000 0.0000 0.0000 49638 5031 2.54 3.04
AC 50 100 0.0000 0.0000 0.0000 82363 11502 2.98 1.19
AC 100 100 0.0000 0.0000 0.0000 156929 14075 4.26 0.82
AC 500 100 0.0000 0.0000 0.0000 1199323 656814 83.66 44.12
AC 1000 100 0.0000 0.0000 0.0000 1651508 238626 223.96 32.04
B1 2 64 0.0000 0.1577 0.2132 1879 190 0.09 0.05
B2 2 68 0.0000 0.0699 0.1029 1917 352 0.13 0.11
B3 2 68 0.0000 0.0724 0.1066 1672 151 0.24 0.08
BR 2 94 0.0000 0.0061 0.0245 2053 348 0.27 0.09
CL 2 100 -1.03163 -1.03163 0.0000 1783 406 0.12 0.08
EM 2 72 -1.0000 -0.7200 0.4536 258 461 0.08 0.28
GP 2 100 3.0000 3.0000 0.0000 7032 1629 1.43 0.42
GR 2 40 0.0000 0.0519 0.1802 4686 3251 0.60 0.31
GR 5 82 0.0000 0.0032 0.0093 68117 74399 3.88 4.37
GR 10 94 0.0000 0.0172 0.1189 106290 142840 13.98 19.63
GR 30 100 0.0000 0.0000 0.0000 151375 144376 8.85 9.17
GR 50 100 0.0000 0.0000 0.0000 170586 181254 6.56 7.93
GR 100 94 0.0000 0.0009 0.0044 451534 468079 14.82 16.74
smooth problems within reasonable time using a reasonable number of the
objective function evaluations.
The increase of the number of variables does not always lead to a drastic
increase of the number of function evaluations and CPU time. In order to
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Table 3.10: Results of numerical experiments (continuation of Table 3.9)
Prob. n Success Function value Function calls CPU time
rate fbest e σ e σ e σ
SCH1 2 92 0.0000 0.00085 0.0029 37626 31549 9.02 7.30
SCH2 2 100 0.0000 0.0000 0.0000 1373 141 0.05 0.02
SH1 2 98 -186.7309 -185.4678 8.9313 2732 1047 0.24 0.22
SH2 2 38 -186.7309 -175.6408 13.8934 3773 1761 0.08 0.04
SH3 2 78 -24.0625 -23.5045 1.0614 26869 3459 0.18 0.10
RA 2 100 0.0000 0.0000 0.0000 4859 751 0.06 0.03
RA 5 46 0.0000 1.4128 1.7302 50970 32632 1.17 0.79
RA 10 76 0.0000 1.0547 3.4314 55231 30274 5.60 3.05
RA 30 88 0.0000 0.1194 0.3266 148300 74317 6.95 4.17
RA 50 90 0.0000 1.9899 7.9036 172616 69076 6.81 3.15
demonstrate it, in Table 3.9 we present results for Ackleys function with 500
and 1000 variables.
Results from Table 3.12 show that the proposed algorithm is still effective
for solving nonsmooth global optimization problems. However, the algorithm
uses more computational efforts to solve them. We used the same initial points
as in the smooth version of these problems. One can see that the algorithm
requires much more function evaluations and CPU time. This is because the
algorithm needs to calculate a large number of discrete gradients in order to
get a good approximation to the subdifferential. Although these functions are
nonsmooth version of the known test functions the structures of their local
minima are quite different. Overall success rate for nonsmooth problems is
73.3 %.
In the numerical experiments we restricted the number of iterations gen-
erated by the cutting angle method to 30. Otherwise the CPU time required
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Table 3.11: Results of numerical experiments (another continuation of Table
3.9)
Prob. n Success Function value Function calls CPU time
rate fbest e σ e σ e σ
L1 2 80 0.0000 0.4354 1.2182 3038 844 0.62 0.36
L1 5 82 0.0000 0.1368 0.3151 16574 5162 2.20 1.05
L1 10 94 0.0000 0.0187 0.0746 42393 19369 5.37 2.56
L1 30 100 0.0000 0.0000 0.0000 143294 89124 8.63 5.38
L1 50 80 0.0000 0.0137 0.0289 336367 239442 14.75 11.09
L2 2 98 0.0000 0.0311 0.2199 3362 570 0.76 0.26
L2 5 100 0.0000 0.0000 0.0000 41825 29549 7.15 6.86
L2 10 100 0.0000 0.0000 0.0000 90110 66210 11.42 8.33
L2 30 96 0.0000 0.000003 0.000012 321748 274469 54.74 51.58
L2 50 94 0.0000 0.0011 0.0076 342501 258955 57.61 45.98
L3 2 62 -11.5044 -11.4409 0.0820 8300 2555 0.25 0.18
L3 5 42 -11.5044 -11.2766 0.5252 17957 9691 1.74 1.12
L3 10 34 -11.5044 -11.0338 1.1166 83375 66230 8.91 7.16
L3 30 34 -11.5044 -10.7627 1.1457 146000 86433 6.89 4.60
L3 50 26 -11.5044 -11.1173 0.6700 252302 186427 8.35 6.78
by the cutting angle method could be large and makes the proposed algorithm
ineffective.
3.3.5 Conclusions
This section presents a new algorithm for solving global optimization prob-
lems. This algorithm is based on the discrete gradient method where the line
search procedure is partly replaced by the multidimensional global search. The
global search is carried out by the cutting angle method. Results of numerical
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Table 3.12: Results of numerical experiments for nonsmooth problems
Prob. n Success Function value Function calls CPU time
rate fbest e σ e σ e σ
AC 2 100 0.0000 0.0000 0.0000 3366 1468 0.29 0.21
AC 10 100 0.0000 0.0000 0.0000 53313 18575 0.77 0.26
AC 30 90 0.0000 0.1115 0.3567 690816 313746 11.59 5.60
AC 50 88 0.0000 0.0727 0.2060 1186520 319538 48.98 14.19
GR 2 38 0.0000 0.0674 0.1266 5347 3195 0.70 0.42
GR 5 78 0.0000 0.0085 0.0198 59619 67536 4.02 4.43
GR 10 72 0.0000 0.0824 0.3437 192469 170871 5.61 4.57
GR 30 42 0.0000 0.1011 0.2300 499704 303201 13.15 6.48
GR 50 44 0.0000 0.0922 0.2274 725359 264691 46.79 18.44
L1 2 98 0.0000 0.1385 0.6883 7211 4860 0.67 0.37
L1 5 82 0.0000 0.1007 0.4639 25905 18195 0.99 0.72
L1 10 60 0.0000 0.1884 0.2838 45631 30184 1.50 0.31
L1 30 64 0.0000 0.0439 0.0637 929626 733506 18.18 13.12
L1 50 58 0.0000 0.0402 0.0605 1087418 850843 50.67 37.46
experiments, which demonstrate that the proposed algorithm is efficient for
solving both smooth and non-smooth global optimization problems, are pre-
sented. These results also show that the success rate of the algorithm is high
and that this algorithm allows one to find local minima which are close to the
global minimum.
Chapter 4
HYBRID METHODS OF
EVOLUTIONARY
COMPUTATION
ALGORITHMS
In this chapter, we present two hybrid discrete gradient evolutionary strategy
methods, and two hybrid simulated annealing and evolutionary algorithms.
Numerical results show that all these hybrid methods of evolutionary compu-
tation algorithms work well.
4.1 Hybrid discrete gradient evolutionary strat-
egy methods
4.1.1 Methods
In this section, we use the discrete gradient (DG) first as a local search operator
once for (µ+λ) ES and then another time for (µ, λ) ES. The algorithm simply
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works by applying the DG on all individuals in the population of the initial
generation. In subsequent generations, DG is applied only to the best solutions
found so far. We will call (µ+ λ) with DG for local search Algorithm 20 and
(µ, λ) with DG for local search Algorithm 21. The details of the algorithms
are separately as follows:
Algorithm 20. DG-ES(µ+ λ).
Step 0. Randomly generate µ parents, where each parent zk = (~xk, ~σk).
Step 1. Apply discrete gradient search on each parent ~xk.
Step 2. Set τ =
(√(
2
√
(n)
))−1
and τ ′ =
(√
(2n)
)−1
.
Step 3. Until λ children are generated, do
Step 4. Select two parents zk = (~xk, ~σk) and zl = (~xl, ~σl) at random to generate
child ~yj = (~xj , ~σj).
Step 5. Discrete recombination: for each variable xji and step size σji in ~yj, do
(xji = xki and σji = σki ) or (xji = xli and σji = σli)
Step 6. Mutation: For each xji and step size σji in ~yj
x′ji = xji + σjiNj(0, 1) (4.1)
σ′ji = σji exp(τ
′N(0, 1) + τNj(0, 1)) (4.2)
Step 7. If the number of children is less than λ, go to Step 4.
Step 8. Select the best µ individuals among all the µ+ λ parents and children.
Step 9. Apply discrete gradient search on the best individual among the selected
µ individuals.
Step 10. If the stopping criteria are satisfied, stop, else go to step 2.
Algorithm 21. DG-ES(µ, λ).
Step 0. Randomly generate µ parents, where each parent zk = (~xk, ~σk).
Step 1. Apply discrete gradient search on each parent ~xk.
Step 2. Set τ =
(√(
2
√
(n)
))−1
and τ ′ =
(√
(2n)
)−1
.
Step 3. Until λ children are generated, do
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Step 4. Select two parents zk = (~xk, ~σk) and zl = (~xl, ~σl) at random to generate
child ~yj = (~xj , ~σj).
Step 5. Discrete recombination: for each variable xji and step size σji in ~yj, do
(xji = xki and σji = σki ) or (xji = xli and σji = σli)
Step 6. Mutation: For each xji and step size σji in ~yj
x′ji = xji + σjiNj(0, 1) (4.3)
σ′ji = σji exp(τ
′N(0, 1) + τNj(0, 1)) (4.4)
Step 7. If the number of children is less than λ, go to Step 4.
Step 8. Select the best µ individuals among the λ children.
Step 9. Apply discrete gradient search on the best individual among the selected
µ individuals.
Step 10. If the stopping criteria are satisfied, stop, else go to step 2.
4.1.2 Test problems
Table 4.1 lists the 32 test problems we used in this paper, their corresponding
number of variables, and the best known minimum for each of them. Each
problem was run for a maximum of a million objective evaluations and pop-
ulation size of 100. Each run was repeated a 100 times with different initial
seed. The standard deviation for the ES methods was initialized to 3. Local
search for the hybrid methods was carried out for each solution for 50 objective
evaluations (these 50 were included in the calculations of the maximum num-
ber of objective evaluations per run). All variables were uniformly initialized
within their boxing constraints. All runs were carried out on a PC running
WindowsXP with 512 memory and a Pentium 4 CPU with 1.6GHz.
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Table 4.1: The 32 test problems used in this paper.
.
Function # of variables known minimum
F1 ([174]: problem3) 2 -186.7309
F2 ([174, 100]: Griewanks Function) 10 0
F3 ([175]: Ackleys) 10 0
F4 ([100]: or Bohachevsky) 2 0
F5 ([100]: or Bohachevsky) 2 0
F6 ([100]: or Bohachevsky) 2 0
F7 ([175]: Branin) 2 0.399
F9 ([175]: Easom) 2 -1
F10 ([80]: Goldstein and Price) 2 3
F11 ([175]: Hartman with n = 3) 3 -3.86278
F12 ([175]: Hartman with n = 6) 6 -3.32237
F13 ([99]: Hump) 2 0
F15 ([274]: Levy No 1) 10 0
F16 ([274]: Levy No 2) 10 0
F17 ([100]: Michalewicz) 2 -1.8013
F18 ([175]: Neumaier 2) 4 0
F20 ([175]: Rastringins) 10 0
F22 ([175]: Schaffer 1) 2 0
F23 ([175]: Schaffer 2) 2 0
F24 ([175]: Shekel-5) 4 -10.15320
F25 ([175]: Shekel-7) 4 -10.40294
F26 ([175]: Shekel-10) 4 -10.53641
F27 ([175]: Shubert 1) 2 -186.7309
F28 ([274]: Shubert 2 ) 2 -186.7309
F29 ([175]: Step) 10 0
F30 ([100]: Zakharov) 10 0
F32 ([175]: f2) 10 0
F33 ([175]: f3) 10 0
F35 ([175]: f6) 10 0
F36 ([175]: f7) 10 0
F37 ([175]: f8) 10 -
F38 ([175]: f13) 10 0
4.1.3 Numerical Experiments
In this subsection, we present the results obtained for the 32 global optimiza-
tion problems. Each problem was run for a maximum of one million objective
evaluations and population size of 100. Each run was repeated 100 times with
different initial seed. The standard deviation for the ES methods was initial-
ized to 3. Local search for the hybrid methods was carried out for each solution
for 50 objective evaluations (these 50 were included in the calculations of the
maximum number of objective evaluations per run). All variables were uni-
formly initialized within their box constraints. All runs were carried out on
a PC running WindowsXP with 512 memory and a Pentium 4 CPU. In this
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section, we will restrict our discussion to the quality of solutions without con-
sidering the speed for considerations of space. Table 4.2 presents the results
for ES(µ, λ) and ES(µ, λ) with local search. Table 4.3 presents the results for
ES(µ + λ) and ES(µ + λ) with local search. Lastly, Table 4.4 lists the results
for discrete gradient and identifies the best performing algorithm(s) on each
problem.
Table 4.2: The performance of Algorithm ES(µ, λ) and Algorithm DG-ES(µ, λ)
on the 32 problems. The best average overall algorithms is underlined.
.
Function DGES(µ, λ) ES(µ, λ)
Best Avg±Std Best Avg±Std
F1 -186.73 -186.42 ± 2.81 -185.39 -81.82 ± 41.21
F2 0.06 1.91 ± 3.27 0 0 ± 0
F3 0.22 0.69 ± 0.28 0 0 ± 0
F4 0.12 0.12 ± 0 0.14 0.77 ± 0.12
F5 0 0 ± 0 0 0 ± 0
F6 0 0 ± 0 0 0 ± 0
F7 0.4 0.4 ± 0 0.4 1.07 ± 0.64
F9 -1 -0.98 ± 0.14 -0.15 0 ± 0
F10 3 3 ± 0 3 6.77 ± 6.94
F11 -3.86 -3.86 ± 0 -3.86 -3.62 ± 0.18
F12 -3.32 -3.27 ± 0 -3.04 -2.08 ± 0.43
F13 0 0 ± 0 0.02 0.6 ± 0.36
F15 0 0 ± 0 2.65 2.65 ± 0
F16 0 0.05 ± 0.13 2.65 2.65 ± 0
F17 -1.8 -1.8 ± 0 -1.8 -1.38 ± 0.28
F18 0 0.05 ± 0 15320 15320 ± 0
F20 0 6.34 ± 4.9 0 0 ± 0
F22 0 0 ± 0 0 0 ± 0
F23 0 0 ± 0 0 0 ± 0
F24 -40.61 -14.82 ± 9.84 -2.05 -1.31 ± 0.14
F25 -41.55 -17.73 ± 10.85 -2.22 -1.35 ± 0.17
F26 -10.54 -10.42 ± 0.41 -2.35 -1.4 ± 0.2
F27 -186.73 -186.73 ± 0 -185.39 -81.82 ± 41.21
F28 -186.73 -186.72 ± 0 -170.47 -64.07 ± 37.55
F29 30 30 ± 0 31 39.58 ± 2.63
F30 0.09 3.04 ± 3.37 0 0 ± 0
F32 0 0.01 ± 0 0 0 ± 0
F33 0 0.09 ± 0.49 0 0 ± 0
F35 1 106.33 ± 185.36 0 0 ± 0
F36 0 0.02 ± 0 0 0 ± 0
F37 -7139.76 -6256.67 ± 531.96 -2275.75 -1401.88 ± 243.62
F38 0 0 ± 0 1 1 ± 0
It is interesting to note that the discrete gradient method on its own was
quite competitive on some problems and consistently reached the global opti-
mum. More interestingly, on problem F12, the discrete gradient method was
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Table 4.3: The performance of Algorithm ES(µ+λ) and Algorithm DG-ES(µ+
λ) on the 32 problems. The best average overall algorithms is underlined.
.
Function DGES(µ + λ) ES(µ+ λ)
Best Avg±Std Best Avg±Std
F1 -186.73 -186.73 ± 41.21 -185.39 -81.82 ± 0
F2 0 0.01 ± 0 0 0 ± 0
F3 0 0.05 ± 0 0 0 ± 0
F4 0.12 0.12 ± 0.12 0.14 0.77 ± 0
F5 0 0 ± 0 0 0 ± 0
F6 0 0 ± 0 0 0 ± 0
F7 0.4 0.4 ± 0.64 0.4 1.07 ± 0
F9 -1 -1 ± 0 -0.15 0 ± 0
F10 3 3 ± 6.94 3 6.77 ± 0
F11 -3.86 -3.86 ± 0.18 -3.86 -3.62 ± 0
F12 -3.32 -3.31 ± 0.43 -3.04 -2.08 ± 0
F13 0 0 ± 0.36 0.02 0.6 ± 0
F15 0 0 ± 0 2.65 2.65 ± 0
F16 0 0 ± 0 2.65 2.65 ± 0
F17 -1.8 -1.8 ± 0.28 -1.8 -1.38 ± 0
F18 0 0.04 ± 0 15320 15320 ± 0
F20 0 0.24 ± 0 0 0 ± 0.47
F22 0 0 ± 0 0 0 ± 0
F23 0 0 ± 0 0 0 ± 0
F24 -40.61 -27.06 ± 0.14 -2.05 -1.31 ± 11.36
F25 -41.6 -36.23 ± 0.17 -2.22 -1.35 ± 10.41
F26 -10.54 -10.54 ± 0.2 -2.35 -1.4 ± 0
F27 -186.73 -186.73 ± 41.21 -185.39 -81.82 ± 0
F28 -186.73 -186.71 ± 37.55 -170.47 -64.07 ± 0
F29 30 30 ± 2.63 31 39.58 ± 0
F30 0 0 ± 0 0 0 ± 0
F32 0 0 ± 0 0 0 ± 0
F33 0 0 ± 0 0 0 ± 0
F35 0 0 ± 0 0 0 ± 0
F36 0 0 ± 0 0 0 ± 0
F37 -4485.78 -4196.58 ± 243.62 -2275.75 -1401.88 ± 42.35
F38 0 0 ± 0 1 1 ± 0
the winner and solutions obtained by the other methods were inferior for F12.
It is worth to note that the hybrid methods were better on F12 than when
using the evolutionary strategies alone.
When counting the number of times an algorithm appeared to be the best as
shown in Table 4.4, we find that Algorithm DG-ES(µ+λ) is the winner, being
the best 18 times followed by Algorithm DG-ES(µ, λ) (16 times), Algorithm
ES(µ+λ) (11 times), DG Algorithm (6 times), and lastly Algorithm ES(µ, λ) (5
times). It is also interesting to see that on 28 out of the 32 problems, the hybrid
algorithms consistently performed better than their non-hybrid counterparts
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Table 4.4: The performance of DG Algorithm on the 32 problems. The best
average overall algorithms is underlined. The second column lists the best
algorithm(s) for each problem.
.
Function DG Best Algorithms
Best Avg±Std
F1 -3.34 -3.34 ± 0 DGES(µ+ λ), DGES(µ, λ)
F2 47.79 47.79 ± 0 ES(µ+ λ)
F3 7.01 7.01 ± 0 ES(µ+ λ)
F4 50.8 50.8 ± 0 DGES(µ, λ)
F5 0.22 0.22 ± 0 ES(µ+ λ), DGES(µ+ λ), DGES(µ, λ)
F6 0 0 ± 0 DG, ES(µ+ λ), DGES(µ+ λ), DGES(µ, λ)
F7 0.4 0.4 ± 0 DGES(µ, λ)
F9 0 0 ± 0 DGES(µ+ λ)
F10 84 84 ± 0 DGES(µ, λ)
F11 -1 -1 ± 0 DGES(µ, λ)
F12 -3.32 -3.32 ± 0 DG
F13 22.45 22.45 ± 0 DGES(µ, λ)
F15 5.92 5.92 ± 0 DGES(µ+ λ)
F16 0 0 ± 0 DG, DGES(µ+ λ), DGES(µ, λ)
F17 -1 -1 ± 0 DGES(µ, λ)
F18 15320 15320 ± 0 DGES(µ+ λ)
F20 173.07 173.07 ± 0 ES(µ, λ)
F22 0.49 0.49 ± 0 ES(µ+ λ), DGES(µ+ λ), DGES(µ, λ)
F23 0.09 0.09 ± 0 ES(µ+ λ), DGES(µ+ λ), DGES(µ, λ)
F24 -0.23 -0.23 ± 0 DGES(µ+ λ)
F25 -0.31 -0.31 ± 0 DGES(µ+ λ)
F26 -0.42 -0.42 ± 0 DGES(µ+ λ)
F27 -36.6 -36.6 ± 0 DGES(µ, λ)
F28 -0.79 -0.79 ± 0 DGES(µ, λ)
F29 67 67 ± 0 DGES(µ, λ)
F30 55894100 55894100 ± 0 ES(µ+ λ), ES(µ, λ), DGES(µ+ λ)
F32 0 0 ± 0 DG, ES(µ+ λ), ES(µ, λ), DGES(µ+ λ)
F33 0 0 ± 0 DG, ES(µ+ λ), ES(µ, λ), DGES(µ+ λ)
F35 43750 43750 ± 0 ES(µ+ λ), ES(µ, λ), DGES(µ+ λ)
F36 36.28 36.28 ± 0 ES(µ+ λ), DGES(µ+ λ)
F37 -2141.72 -2141.72 ± 0 DGES(µ, λ)
F38 0 0 ± 0 DG, DGES(µ+ λ)
with exceptions in four cases (F2,F3, F12, and F20).
4.1.4 Conclusions
In this section we have introduced a new type of evolutionary strategies with
local search. The discrete gradient method, a derivative free search method,
was integrated into the evolutionary strategies. The hybrid approach seems to
perform better than the non-hybrid approach on the majority of the problems
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being presented here. The discrete gradient method has a major advantage
over traditional gradient-based local search techniques, in the sense that it
does not require an explicit gradient and it can work in most cases, even when
the true gradient does not exist.
For future work, we are planning to provide a detailed analysis to the per-
formance of these methods and compare them with other global optimization
techniques as well as hybrid techniques from the evolutionary computation
literature such as the local evolutionary search enhancement by random mem-
orizing [242] and landscape approximation and local search [144, 145].
4.2 Hybrid simulated annealing and evolution-
ary algorithms
Numerical results show us Self-Adaptive Evolutionary Strategy µ+λ (SAES(µ+
λ)) method and Self-Adaptive Classical Evolutionary Programming (SACEP)
method can successfully work for all our test problems. The simulated anneal-
ing algorithm is a sequential computing algorithm and evolutionary algorithms
are parallel computing algorithms. So, in this section, using Simulated Anneal-
ing (SA) method, we improve them. We use SA as a search operator once for
SAES(µ+ λ) method, and once for SACEP method. Both the algorithms de-
signed in this section simply work by applying the SA on all individuals in the
population of the initial generation. In subsequent generations, SA is applied
only for the best solutions found so far.
Algorithm 22. SA-SAES(µ+ λ).
Step 0. Randomly generate µ parents, where each parent zk = (~xk, ~σk).
Step 1. Apply SA on each parent ~xk.
Step 2. Set τ =
(√(
2
√
(n)
))−1
and τ ′ =
(√
(2n)
)−1
.
Step 3. Until λ children are generated, do
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Step 4. Select two parents zk = (~xk, ~σk) and zl = (~xl, ~σl) at random to generate
child ~yj = (~xj , ~σj).
Step 5. Discrete recombination: for each variable xji and step size σji in ~yj, do
(xji = xki and σji = σki ) or (xji = xli and σji = σli)
Step 6. Mutation: For each xji and step size σji in ~yj
x′ji = xji + σjiNj(0, 1) (4.5)
σ′ji = σji exp(τ
′N(0, 1) + τNj(0, 1)) (4.6)
Step 7. If the number of children is less than λ, go to Step 4.
Step 8. Select the best µ individuals among all the µ+ λ parents and children.
Step 9. Apply SA on the best individual among the selected µ individuals.
Step 10. If the stopping criteria are satisfied, stop, else go to step 2.
Algorithm 23. SA-SACEP.
Step 0. Randomly generate µ parents and evaluate them, where each parent
zk = (~xk, ~σk).
Step 1. Apply SA on each parent ~xk.
Step 2. Set τ =
(√(
2
√
(n)
))−1
and τ ′ =
(√
(2n)
)−1
.
Step 3. For each parent, generate a child as follows
x′ji = xji + σjiNj(0, 1)
σ′ji = σji exp(τ
′N(0, 1) + τNj(0, 1))
Step 4. Evaluate all children
Step 5. Undertake a tournament y for each parent and child as follows: select ζ
individuals with replacement from the joint set of parents and children. For each
individual z of the ζ individuals, if y is better than z, add 1 to the fitness of y.
Step 6. Select the best µ individuals among all parents and children with the
highest fitness.
Step 7. Apply SA on the best individual among the selected µ individuals.
Step 8. If the stopping criteria are satisfied, stop, else go to step 1.
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Numerical results (in Table 4.5 and Table 4.6) show that, from a point of
view of the optimal objective function values obtained, the algorithms pre-
sented in this section separately improve SAES(µ + λ) method and SACEP
method greatly.
Table 4.5: The Optimal objective function values of SAES(µ + λ) Algorithm
and SA-SAES(µ + λ) Algorithm, and SACEP Algorithm and SA-SACEP Al-
gorithm
Function # of variables SAES(µ+ λ) SA-SAES(µ+ λ) SACEP SA-SACEP
F1 ([174]) 2 -186.731 -186.731 -186.731 -186.731
F2 ([174]) 5 1.0 1.0 1.0 1.0
10 1.0 1.0 1.0 1.0
20 1.28551 1.0 24.5297 1.0
30 1.02754 1.0 1.13336 1.0
50 1.00388 1.00001 9.28671 1.00001
F3 (Ackleys) 2 0.0 0.0 0.0 0.0
3 0.0 0.0 0.0 0.0
5 0.0 2.41563e-05 0.0 2.41563e-05
7 2.13384 4.86888e-05 1.72382 4.86888e-05
10 3.90647 7.6222e-05 1.08046 8.82517e-05
20 5.1886 0.000190629 2.24666 0.000224306
30 5.47366 0.0003507 4.92406 0.000406911
F4 (Bohachevsky Nr.1) 2 0.11754 0.117535 0.117548 0.117535
F5 (Bohachevsky Nr.2) 2 0.0 0.0 0.0 0.0
F6 (Bohachevsky Nr.3) 2 0.0 0.0 0.0 0.0
F7 (Branin) 2 0.398891 0.397887 0.398055 0.397887
F8 (De Joung) 3 0.0 0.0 0.0 0.0
F9 (Easom) 2 -0.999725 -1.0 -0.98863 -1.0
F10 (Goldstein Price) 2 3.00006 3.0 3.00002 3.0
F11 (Hartman with n = 3) 3 -3.86271 -3.86278 -3.86277 -3.86278
F12 (Hartman with n = 6) 6 -1.84847 -3.32237 -3.32192 -3.32237
F13 (Hump) 2 8.86897e-05 4.65327e-08 0.000439177 0.0
F14 (Hyper-Ellipsoid) 30 1697.83 4.20078e-06 1.76103 0.0
F15 (Levy Nr.2) 5 0.0257144 1.02076e-10 0.0120519 0.0
10 0.0129742 9.06744e-10 0.0317808 0.0
20 2.34247e-06 5.48692e-09 0.0136671 0.0
30 0.00193177 2.12137e-08 0.785024 0.0
50 0.616365 6.12211e-08 2.07428 0.0
F16 (Levy Nr.3) 5 0.0218405 3.8796e-09 0.000743298 0.0
10 0.00617594 1.35077e-08 0.000173664 0.0
20 0.0 1.28154e-07 0.00358961 0.0
30 0.000140932 4.54418e-07 0.000992482 0.0
50 1.20497 1.68793e-06 1.32839e+06 1.60169e-06
F17 (Michalewicsz) 2 -1.95063 -1.8013 -1.95217 -1.8013
F18 (Neumaier Nr.2) 4 0.00245258 0.000487242 0.0766711 0.000174267
F19 (Neumaier Nr.3) 10 -21.0244 -209.998 -203.925 -209.999
F20 (Rastringins Nr.1) 2 0.0 2.36476e-10 0.0 0.0
3 0.0 3.91857e-10 0.995047 0.0
5 0.0 3.25394e-08 5.97189 0.0
7 0.0 1.93565e-07 8.95636 0.0
10 1.99124 1.98263e-06 32.8386 1.98263e-06
4.2 Hybrid simulated annealing and evolutionary algorithms 95
Table 4.6: The Optimal objective function values of SAES(µ+λ)Algorithm and
SA-SAES(µ+λ) Algorithm, and SACEP Algorithm and SA-SACEP Algorithm
(continuation)
Function # of variables SAES(µ+ λ) SA-SAES(µ+ λ) SACEP SA-SACEP
F21 (Rosenbrock) 2 0.0079492 5.68257e-07 0.00856004 2.096e-06
5 0.915901 0.000190216 0.00588099 3.13482e-05
10 4.104 3.83856e-05 2.15272 0.000239605
F22 (Schaffer Nr.1) 2 0.0 0.0 0.0 0.0
F23 (Schaffer Nr.2) 2 0.0 0.195296 0.0 0.195296
F24 (Shekel-5) 4 -5.04985 -5.27766e+13 -5.05082 -5.27766e+13
F25 (Shekel-7) 4 -5.0606 -5.27766e+13 -5.05484 -5.27766e+13
F26 (Shekel-10) 4 -5.1273 -5.27766e+13 -5.11435 -5.27766e+13
F27 (Shubert Nr.1) 2 -186.731 -186.731 -186.731 -186.731
F28 (Shubert Nr.2) 2 -186.341 -186.731 -186.731 -186.731
F29 (Step) 5 -144.0 0.0 -2848 0.0
10 -366 0.0 -1.18937e+07 0.0
50 -13864 0.0 -7.19852e+34 0.0
F31 (Zimmermanns) 2 -103.806 -494.741 -494.748 -494.735
F32 ([175]) 2 0.0 4.19095e-06 0.0 4.19095e-06
5 0.0 6.11739e-05 0.0 6.11739e-05
10 0.0 0.000461433 0.00287121 0.000553783
50 0.681216 6.26669e-13 15.1833 0.017286
F33 ([175]) 2 0.0 6.26669e-13 0.0 0.0
5 0.0 4.16862e-06 0.0 4.16862e-06
10 8.06556 0.0113471 0.0 0.0322543
50 11206.3 1030.77 6733.64 894.608
F34 ([175]) 2 0.0 1.78348e-05 0.0 1.78348e-05
5 0.0 0.000742218 0.0 0.000742218
10 0.0 0.00371919 0.0 0.00371919
50 79.0741 0.189135 14.1295 0.189135
F35 ([175]) 2 0.0 0.0 0.0 0.0
5 0.0 0.0 0.0 0.0
10 0.0 0.0 0.0 0.0
50 52.0 0.0 33.0 0.0
F36 ([175]) 2 5.03179e-06 8.18303e-07 4.59426e-06 8.18303e-07
5 2.03186e-05 1.28561e-05 0.000226618 6.52515e-06
10 0.000277681 6.09379e-05 0.001168 6.73284e-05
50 415.836 0.00306063 380.029 0.00440367
F37 ([175]) 2 -837.931 -837.966 -3947.21 -837.966
5 -1796.66 -2094.91 -1513.87 -2094.91
10 -3809.75 -4189.83 -3245.56 -4189.83
50 -18813.3 -20949.1 -12809.6 -20949.1
F38 ([175]) 2 0.0179898 6.08096e-11 0.00202397 0.0
5 0.0744221 9.45082e-09 0.0409532 0.0
10 0.0019571 1.13757e-07 0.0114677 0.0
50 7.73384 4.46473e-05 10.5956 4.02717e-05
F41 ([175]) 2 -4.12397 -4.12398 -4.12373 -4.12398
F42 ([175]) 2 0.398891 0.397887 0.398055 0.397887
F43 ([175]) 2 3.00006 3.0 3.00002 3.0
Chapter 5
APPLICATIONS
For clarity, in this chapter we emphasize that both the clustering related nu-
merical examples and the Lennard-Jones models do show the strength of the
hybrid methods discussed and implemented.
5.1 Data mining problems
5.1.1 Clustering in datasets with weights
Clustering is an important application area in data mining. Clustering is also
known as the unsupervised classification of patterns. Cluster analysis deals
with the organization of a collection of objects into clusters based on similarity.
It has found many applications, including information retrieval, medicine etc..
5.1.1.1 Overview
The structure of a finite set of points in finite dimensional space is important for
many applications. We can use different tools in order to define this structure
and describe it. Successful application of those tools depends on the structure
of the set. Currently unsupervised classification (clustering) studied is one of
the main tools for the description of the structure.
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The subject of the cluster analysis is the partition of a finite set A into a
given number k of overlapping or disjoint subsets Ai, i = 1, . . . , k with respect
to the following predefined criteria:
A =
⋃k
i=1A
i.
The set Ai, i = 1, . . . , k are called clusters.
An excellent survey of existing approaches is provided in [113] and a com-
prehensive list of literature on clustering algorithms is available in this paper.
Recall the definition of cluster analysis given in [113]:
Cluster Analysis is the organization of a collection of patterns (usually rep-
resented as a vector of measurements, or a point in a multidimensional space)
into clusters based on similarity. Intuitively, patterns within a valid cluster are
more similar to each other than those belonging to a different cluster.
It follows from this definition that the notion of clustering is relatively
flexible.
Usually the following hypothesis is implicitly accepted: the number of clus-
ters of the set under consideration is substantially less than the number of data
points. Then clustering can give some impression on the structure of the rest.
However, this hypothesis is not always true. For example, if a set A is a uni-
form grid, then the most natural set of clusters is this grid itself (each point
a ∈ A is a cluster). If we are looking for ball-shaped clusters, then the search
for the clusters of a set A can be reduced to the search of centers of these
clusters. A collections of these centers (x¯1, . . . , x¯k) can be found as a mini-
mizer of the so-called cluster function. If a set A consists of flat pieces we
can use hyperplanes for approximation of this set. We study in this section
the so-called Bradley-Mangasarian approximation by hyperplanes and also an
approximation by k−skeletons.
Often we need to transform the dataset in order to get a new dataset, which
is more convenient for investigation, in particular for clustering. Different types
of transformations can be used. The result of a transformation is a dataset B
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that is simpler than the original dataset A. In particular, many points from
the original dataset can be stuck together aggregated, that is, to have the same
image in a new transformed dataset. Thus each point b ∈ B has an indicator
that shows how many points from A are represented by b. We shall call this
indicator the weight of b. The dataset B such that each b ∈ B has a weight
will be called a dataset with weights. Of course, weights can be considered as
a new attribute of the records b ∈ B. However, we demonstrate in this section
that weights often play a special role in the clustering procedure; so, we need
to consider this attribute separately.
We describe two situations where datasets with weights can be used. One of
them is an approximation of large-scale datasets and the other is a quantization
by means of self-organizing maps.
5.1.1.2 Ball-shaped clusters and cluster functions
Let A ⊂ Rn be a finite set. Assume that we are looking for ball-shaped clusters
in A. Then the search for clusters can be reduced to the search of centers of
clusters. We say that X¯ = (x¯1, . . . , x¯k) is the optional set of the centers of k
clusters of A if d(A, X¯) ≤ d(A,X) for each X = (x1, . . . , xk). Here
d(A,X) =
∑
a∈A d(a,X) =
∑
a∈Amini=1,...,k ||a− xi||.
Assume that centers of clusters (x¯1, . . . , x¯k) are known. Then the cluster i
consists of all points a ∈ A such that ||xi − a|| < minj 6=i ||xj − a||. (If the
equality ||xi − a|| = ||xi′ − a|| = minj 6=i ||xj − a|| holds then we can consider a
as a member of either cluster i or cluster i′.) The search for centers of clusters,
hence, the search for the clusters themselves, can be reduced to the following
unconstrained minimization problem:
minimize Ck(x
1, . . . , xk) subject to (x1, . . . , xk) ∈ Rn×k, (5.1)
where
Ck(x
1, . . . , xk) =
1
m
∑
a∈A
min
s=1,...,k
||xs − a||. (5.2)
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In fact, this model can be made box-constrained easily, e.g. by choosing lower
and upper values of the center coordinates directly based on the set of data.
Note this model was posed in [183], see also [184]. The function Ck defined by
(5.2) is called the cluster function (see [25]). The problem (5.1) depends on
the choice of a norm: different norms can lead to different centers of clusters.
Since clustering is a flexible notion, the use of different norms is acceptable.
The number of variables in the optimization problem (5.1) is k × n. If
the number k of clusters and the number n of attributes are large, we have a
large-scale optimization problem. Since the notion of cluster is flexible, it is
often enough to get a sufficiently good local minimum of the cluster function
in order to have a satisfactory description of centers of clusters.
5.1.1.3 Clustering by means of hyperplanes
Assume that we are looking for clusters of a set A and this set consists of “flat
pieces”. P. S. Bradley and O. L. Mangasarian [46] suggested to use hyperplanes
instead of points (centers of clusters) for clustering in such a case.
Let H = {x : [l, x] = c} be a hyperplane. Here [l, x] =∑i lixi is the inner
product of vectors l and x. Assume that Rn is equipped with a norm || · ||.
Then the distance d(x,H) from a point x to H is equal to |[ l||l||∗ , x]− c|, where
||l||∗ = max||x||=1[l, x] is the conjugate norm. Suppose that we wish to find k
hyperplanes that approximate the set A with card (A) = m. It was suggested
in [46] to find a family of hyperplanes Hi = {x : [li, x] = ci}, i = 1, . . . , k that
minimize the sum of squares of the 2-norm distance between each point and a
nearest to this point hyperplane from the family, that is to solve the following
optimization problem:
minimize
1
m
∑
a∈A
min
i=1,...,k
([li, a]− ci)2 subject to ||li||2 = 1, i = 1, . . . , k. (5.3)
Then the cluster i consists of all points a ∈ A such that |[li, a] − ci| <
minj 6=i |[lj, a]−ci|. We shall call a solution of problem (5.3) Bradley-Mangasarian
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approximation of order k for the set A. The function
Gk((l1, c1), . . . , (lk, ck))
=
1
m
∑
a∈A
min
i=1,...,k
([li, a]− ci)2, lj ∈ Rn, cj ∈ R, j = 1, . . . , k, (5.4)
will be called Bradley-Mangasarian function.
Consider a version of the discussed definition, where instead of squares of
2-norm distances the distance itself with respect to a certain norm || · || is
considered. In other words, consider the optimization problem
minimize Lk((l1, c1), . . . , (lk, ck)) subject to ||li||∗ = 1, i = 1, . . . , k, (5.5)
where
Lk((l1, c1), . . . , (lk, ck)) =
1
m
∑
a∈A
min
i=1,...,k
(|[li, a]− c|). (5.6)
We shall call a solution of (5.5) a k-skeleton of a set A.
Example 1. Consider the set A ⊂ R2: A = A′⋃(−A′) with A′ = {(1, q) :
q = −2, . . . ,−1, 0, 1, . . . , 2} (see Figure 5.1.1.1).
Figure 5.1.1.1
Clearly both the Bradley-Mangasarian approximation and the 2-skeleton
of this set is the union of lines {(−1, x2) : x2 ∈ R} and {(1, x2) : x2 ∈ R}.
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If k = 3, then an arbitrary approximation by straight lines consists of these
two lines (one of them can appear twice). The same holds for arbitrary k > 2.
Consider now an approximation of A by one straight line. Using necessary
conditions for the minimum presented in the next subsection (see Proposition
5), one can show that problem (5.3) has only two local minimizers that define
two straight lines. One of them is line x1 = 0; the other is line x2 = 0. The
direct calculation shows that the solution of problem (5.3) with k = 1 is given
by l1 = (1, 0), c1 = 0, so Bradley-Mangasarian approximation of this set is the
line x1 = 0. Consider now 1-skeleton for 2-norm.
It can be shown by direct calculation that this skeleton is the straight line
2x1 + x2 = 0 which is going through points (1,-2) and (-1,2). The symmetric
line 2x1 − x2 = 0 which is going through points (-1,-2) and (1,2) is also a 1-
skeleton. Each of these two lines is also 1-skeleton with respect to || · ||∞. (One
can check it using necessary conditions that easily follows from the Remark
of next subsection.) Thus 1-skeletons coincide for two different norms. On
the other hand the Bradley-Mangasarian approximation and the skeleton for
2-norm are quite different.
5.1.1.4 Datasets with weights
Let B ∈ Rn be a finite set. Assume that a positive number mb is given for
each b ∈ B. In such a case mb is called the weight of b and B is called a
dataset with weights. The simplest interpretation of a weight is as follows.
Assume that each point b ∈ B can be taken into account more than once.
Then the weight mb indicates how many times a point b appeared. Such an
interpretation leads to the following definition of the generalized clustering
function C˜k for a dataset B with weights:
C˜k(x1, . . . , xk) =
1
m
∑
b∈B
mb min
i=1,...,k
||xi − b||, x1, . . . , xk ∈ Rn,
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where m =
∑
b∈B mb. An analog of the Bradley-Mangasarian function (5.4)
has the form:
C˜k((l1, c1), . . . , (lk, ck)) =
1
m
∑
b∈B
min
i=1,...,k
mb([li, b]− ci)2
An analog of function Lk that serves for the definition of the k−skeleton, has
the following form:
L˜k((l1, c1), . . . , (lk, ck)) =
1
m
∑
b∈B
mb min
i=1,...,k
(|[li, b]− ci|). (5.7)
We now provide a theoretical analysis of optimization problems that related
to the search for 1-skeleton and Bradley-Mangasarian approximation of order
1 for datasets with weights.
Consider an optimization problem
minimize f(x) subject to x ∈ Ω, (5.8)
where Ω is a set and f is a DC function. The latter means that f can be
represented in the form f = f1 − f2 where f1, f2 are finite convex functions
defined on Rn. We need the cone Γ(x,Ω) of feasible elements at a point x ∈ Ω to
the set Ω in order to describe necessary conditions for a minimum. Recall that
u ∈ Γ(x) if there exist sequences uj −→ u and αj −→ 0 such that x+αjuj ∈ Ω.
Let K be a convex cone. The conjugate to K cone {l : [l, x] ≥ 0, ∀x ∈ K} will
be denoted by K∗. The subdifferential of a convex function g at a point x will
be denoted by ∂g(x).
Proposition 3. Let x be a local solution of (5.8). Assume that the cone
Γ(x,Ω) is convex. Then
∂f1(x)− Γ∗(x,Ω) ⊃ ∂f2(x). (5.9)
A proof of this well-known proposition can be found, for example, in [67]
(see Theorem 16.3).
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Remark ([67]): If f is convex, that is f1 = f, f2 = 0, then the necessary
condition (5.9) has the form 0 ∈ ∂f(x)− Γ∗, which is equivalent to
Γ∗
⋂
∂f(x) 6= φ, (5.10)
where Γ(x,Ω) is easily checked to be convex if Ω is convex. For the set Γ(x,Ω),
if let X(αj) = x+αjuj(∈ Ω), then X(·) satisfies the following three properties:
(i).X(0) = x, x ∈ Ω;
(ii).αj > 0 when αj is sufficiently small we have x+ αjuj ∈ Ω;
(iii).X ′+(0) = limαj−→0+
X(αj)−X(0)
αj
= limαj−→0+
(x+αjuj)−x
αj
= u ∈ Γ(x,Ω),
where u = x¯
′
+(x; u) (which is the positive directional derivative of function
x¯ at x along the direction u) if define x¯(x) = x, ∀x ∈ Ω, and uj ≡ u for all j.
If we define Y (uj) = x+ αjuj(∈ Ω), we get Y ′(uj) = α.
We now give necessary conditions for 1-skeleton and Bradley-Mangasarian ap-
proximation of the order 1 for datasets with weights. Let B be a dataset with
weight {mb}b∈B and m =
∑
b∈B mb. Consider a function L˜1 that serves for
determining a 1-skeleton. Then
Lˆ1 := mL˜1(l, c) =
∑
b∈B
mb|[l, b]− c|. (5.11)
Function Lˆ1 is convex. We now calculate ∂Lˆ1(l, c). For (l, c) ∈ Rn+1 define
B+(l, c) = {b ∈ B : [l, b]− c > 0}, B−(l, c) = {b ∈ B : [l, b]− c < 0}, (5.12)
B0(l, b) = {b ∈ B : [l, b]− c = 0}. (5.13)
Proposition 4. Let (l, c) ∈ Rn+1. Then (u, v) ∈ ∂Lˆ1(l, c) if and only if for
each b ∈ B0(l, c) there exists αb ∈ [0, 1] such that
u =
∑
b∈B+(l,c)mbb−
∑
b∈B−(l,c)mbb+
∑
b∈B0(l,c)mb(2α
b − 1)b,
v = −∑b∈B+(l,c)mb +∑b∈B−(l,c)mb +∑b∈B0(l,c)mb(1− 2αb)
Proof: For a vector b ∈ Rn define
sb(l, b) = |[l, b]− c| = max([l, b]− c,−[l, b] + c). (5.14)
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Using the subdifferential calculus we get:
∂sb(l, c) =


{(b,−1)}, if [l, b]− c > 0
{(−b, 1)}, if [l, b]− c < 0
{((2α− 1)b, 1− 2α) : α ∈ [0, 1]} if [l, b]− c = 0
(5.15)
We have
Lˆ1(l, c) =
∑
b∈B
mbsb(l, c) =
∑
b∈B+(l,c)
mbsb(l, c) +
∑
b∈B−(l,c)
mbsb(l, c) +
∑
b∈B0(l,c)
mbsb(l, c).
It follows from (5.15) that (u, v) ∈ ∂Lˆ1(l, c) if and only if for each b ∈ A0(l, c)
there exists αb ∈ [0, 1] such that
(u, v) =

 ∑
b∈B+(l,c)
mb(b,−1) +
∑
b∈B−(l,c)
mb(−b, 1) +
∑
b∈B0(l,c)
mb((2α
b − 1)b, 1− 2αb)

 .
It means that
u =
∑
b∈B+(l,c)
mbb−
∑
b∈B−(l,c)
mbb+
∑
b∈B0(l,c)
mb(2α
b − 1)b (5.16)
v = −
∑
b∈B+(l,c)
mb +
∑
b∈B−(l,b)
mb +
∑
b∈B0(l,c)
mb(1− 2αb) (5.17)
Thus the result follows. ∆
Let Gˆ1 = mG˜1(l, c), where G˜1 is the generalized Bradley-Mangasarian func-
tion of order 1. Then
Gˆ1(l, c) =
∑
b∈Bmb([l, b]− c)2
is a convex function. This function is differentiable and
∇Gˆ1(l, c) =
∑
b∈B
2mb([l, b]− c)(b,−1). (5.18)
Assume that Rn is equipped with the norm || · ||2 and let S = {x : ||x||2 = 1}
be the unit sphere. It is easy to check (and well-known) that
Γ(l, S) = {u : [l, u] = 0}. (5.19)
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Consider now the set S × R ⊂ Rn+1. Let (l, λ) belongs to this set. It follows
directly from the definition of the cone of feasible elements and (5.19) that
Γ ≡ Γ((l, λ), S × R) = {(u, v) : [l, u] = 0, v ∈ R}. (5.20)
Then
Γ∗ = {(λl, 0) : λ ∈ R}. (5.21)
Proposition 5. Let (l, c) define a 1-skeleton H of a dataset B with weights
(mb)b∈B with respect to || · ||2. Then there exists λ ∈ R and for each b ∈ B0
there exists αb ∈ [0, 1] such that
∑
b∈B+(l,c)
mbb−
∑
b∈B−(l,c)
mbb+
∑
b∈B0(l,c)
mb(2α
b − 1)b = λl; (5.22)
−
∑
b∈B+(l,c)
mb +
∑
b∈B−(l,c)
mb +
∑
b∈B0(l,c)
mb(1− 2αb) = 0. (5.23)
The proof follows directly from the Remark of Proposition 3, Proposition
4 and (5.21). Applying (5.18) instead of Proposition 4 we conclude that the
following assertion holds:
Proposition 6. Let (l, c) define a Bradley-Mangasarian approximation H of
order 1 for a dataset B with weights (mb)b∈B. Then there exists λ ∈ R such
that
∑
b∈B
mb([l, b]− c)b = λl;
∑
b∈B
mb([l, b]− c) = 0. (5.24)
We can present (5.24) in the following form:
∑
b∈B+(l,c)
mb([l, b]− c)b+
∑
b∈B−(l,c)
mb([l, b]− c)b = λl (5.25)
∑
b∈B+(l,c)
mb([l, b]− c) +
∑
b∈B−(l,c)
mb([l, b]− c) = 0. (5.26)
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Let d(b,H) be the distance between a point b and the hyperplane H = {x :
[l, x] = c}. Then (5.25) and (5.26) can be rewritten as:
∑
b∈B+(l,c)
mbd(b,H)b−
∑
b∈B−(l,c)
mbd(b,H)b = λl (5.27)
∑
b∈B+(l,c)
mbd(b,H)−
∑
b∈B−(l,c)
mbd(b,H) = 0. (5.28)
Let us compare necessary conditions for 1-skeleton Hsk of the set B, given
by (5.22)-(5.23) and necessary conditions for the Bradley-Mangasarian ap-
proximation HB−M of order 1, given by (5.27)-(5.28). We can conclude the
following:
1) Necessary conditions (5.22)-(5.23) depend on points b ∈ B that are
placed on the plane Hsk (that is, on points belonging to B
0(l, c)). Necessary
conditions (5.27)-(5.28) do not depend on these points;
2) The distances from points b ∈ B to HB−M are taken into account; the
distances from b ∈ B to Hsk do not play any role.
This means that skeletons are quite different from the Bradley-Mangasarian
approximations.
Proposition 3 can be also used for examination of k− skeletons and the
Bradley-Mangasarian approximation of order k with k > 1. We demonstrate
it for a Bradley-Mangasarian approximation of the order 2. The function
G˜2((l1, c1), (l2, c2)) =
∑
b∈B mbmin(([l1, b]− c1)2, ([l2, b]− c2)2)
is quasidifferentiable (see [67]). Using results of quasidifferentiable calculus we
can represent this function in the form G˜2 = f1 − f2, where
f1((l1, c1), (l2, c2)) =
∑
b∈B
mb(([l1, b]− c1)2 + ([l2, b]− c2)2),
f2((l1, c1), (l2, c2)) =
∑
b∈B
mb(max(([l1, b]− c1)2, ([l2, b]− c2)2).
Both f1 and f2 are convex functions, function f1 is differentiable and
∇f1((l1, c1), (l2, c2)) =
∑
b∈B
2mb(([l1, b]− c1)(b,−1) + ([l2, b]− c2)(b,−1)).
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We now calculate the subdifferential ∂f2 of f2. Let
B1 = {b ∈ B : ([l1, b]− c1)2 > ([l2, b]− c2)2},
B2 = {b ∈ B : ([l2, b]− c2)2 > ([l1, b]− c1)2},
B3 = {b ∈ B : ([l1, b]− c1)2 = ([l2, b]− c2)2}.
Then
∂f2((l1, c1), (l2, c2)) =
∑
b∈B1
2mb([l1, b]− c1)(b,−1) +
∑
b∈B2
2mb([l2, b]− c2)(b,−1)+
∑
b∈B3
2mb{αb([l1, b]− c1) + (1− αb)([l2, b]− c2)(b,−1) : αb ∈ [0, 1]}.
Using these expressions, Proposition 3 and (5.21) we can present necessary
conditions for a Bradley-Mangasarian approximation of order two.
5.1.1.5 Approximation of large-scale datasets
A dataset with weights often appears as an approximation a large-scale dataset.
Large-scale datasets usually contain a huge amount of points located in a
bounded set. Thus many points from this dataset could be very close to each
other. let A ⊂ Rn be a finite set. Assume that a certain small neighborhood of
a point b ∈ Rn contains mb points from A. We can approximate each of these
points by b and replace the corresponding part of the cluster function by one
term
mbmin
i
||xi − b||.
To be more precise, for given A and a given tolerance ε consider a set
B ⊂ Rn, such that for each a ∈ A there exists b ∈ B with the property
||a− b|| < ε. We say that a collection (Ab)b∈B of subsets of A is an ε-disjoint
cover of A if
||a− b|| < ε, (a ∈ Ab), Ab
⋂
Ab′ = φ(b 6= b′), A =
⋃
b∈B Ab.
Let m be the cardinality of A and mb be the cardinality of Ab. Clearly
m =
∑
b∈B
mb.
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Replacing each a ∈ Ab with b in the presentation of the cluster function Ck we
obtain the following function
C˜k(x1, . . . , xk) =
1
m
∑
b∈B mbmin(||x1 − b||, . . . , ||xk − b||),
which is the generalized cluster function corresponding to B. Note that mb is
the weight of a point b in the dataset B.
The following statement demonstrates that generalized cluster functions
can be used for approximation of cluster functions.
Proposition 7. ([83]) Let (Ab)b∈B be an ε-disjoint cover of A and C˜k be the
generalized cluster function corresponding to this cover. Then
|Ck(x1, . . . , xk)− C˜k(x1, . . . , xk)| < ε, ∀(x1, . . . , xk) ∈ (Rn)k.
Proof ([83]): We have
Ck(x1, . . . , xk) =
1
m
∑
a∈Amini≤k ||xi − a|| = 1m
∑
b∈B
∑
a∈Ab mini≤k ||xi − a||.
Since ||xi − a|| ≤ ||xi − b|| + ε for all i ≤ k and a ∈ Ab, it follows that
mini≤k ||xi − a|| ≤ mini≤k ||xi − b||+ ε. Hence,
∑
a∈Ab
min
i≤k
||xi − a|| ≤
∑
a∈Ab
(min
i≤k
||xi − b||+ ε)
= mbmin
i≤k
||xi − b||+mbε,
where mb is the cardinality of Ab. The same argument shows that
mbmini≤k ||xi − b|| ≤
∑
a∈Ab mini≤k ||xi − a||+mbε.
Hence ∣∣∑
a∈Ab mini≤k ||xi − a|| −mbmini≤k ||xi − b||
∣∣ ≤ mbε.
Let u = |Ck(x1, . . . , xk)− C˜k(x1, . . . , xk)|. Since
∑
b∈Bmb = m, we have
u ≤ 1m
(∑
b∈B
∣∣∣∑a∈Ab mini≤k ||xi − a|| −mbmini≤k(||xi − b||)
∣∣∣) ≤ 1m∑b∈B mbε = ε.∆
It follows from Proposition 7 that the approximating set B can be used for
the search for centers of clusters of the set A with the tolerance ε. The search
can be accomplished by means of cluster function C˜k. Since this function
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contains weights mb of each point b ∈ B, it is convenient to consider B as a
dataset with weights.
A similar approach can be used for an approximate search for skeletons.
Consider again a dataset B with weights such that collection (Ab)b∈B forms
an ε-disjoint cover of A. Let mb be the weight of b (the cardinality of Ab) and
m =
∑
b∈Bmb be the cardinality of A. Replacing each a ∈ Ab with b we shall
have the following function
L˜k((l1, c1), . . . , (lk, ck)) =
1
m
∑
b∈B
mb min
i=1,...,k
|[li, b]− ci| (5.29)
instead of function Lk((l1, c1), . . . , (lk, ck)) defined by (5.6).
Proposition 8. ([83]) Let (Ab)b∈B be an ε-disjoint cover of A and L˜k be
function defined by (5.29). Then for all ((l1, c1), . . . , (lk, ck)) ∈ (Rn × R)k we
have:
|Lk((l1, c1), . . . , (lk, ck))− L˜k((l1, c1), . . . , (lk, ck))| < ε (5.30)
Proof: We have
Lk((l1, c1), . . . , (lk, ck)) =
1
m
∑
a∈A
min
i≤k
|[li, a]− ci|
=
1
m
∑
b∈B
∑
a∈Ab
min
i≤k
|[li, a]− ci|. (5.31)
Let i = 1, . . . , k. Since ||a− b|| < ε for a ∈ Ab and ||l||∗ = 1 it follows that
|[li, a]− ci| ≤ |[li, b]− ci|+ |[li, a− b]| ≤ |[li, b]− ci|+ ε, (5.32)
hence
mini |[li, a]− ci| ≤ mini |[li, b]− ci|+ ε, a ∈ Ab
and ∑
a∈Ab mini |[li, a]− ci| ≤ mbmini |[li, b]− ci|+mbε.
A similar argument shows that
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mbmini |[li, b]− ci| ≤
∑
a∈Ab mini |[li, a]− ci|+mbε.
Hence, ∣∣∣∣∣
∑
a∈Ab
min
i=1,...,k
|[li, a]− ci| −mb min
i=1,...,k
|[li, b]− ci|
∣∣∣∣∣ ≤ mbε. (5.33)
The same argument as in the proof of Proposition 6 shows that (5.33) implies
(5.30). ∆
Since the notion of clusters is flexible we can use a uniform approxima-
tion of the cluster function for the search of ball-shaped clusters and a uni-
form approximation of function Lk for the search of flat clusters. The above
two propositions show that these approximation can be constructed by using
datasets with weights that appear as an approximation of a given dataset.
5.1.1.6 Quantization using a self-organizing map
The self organizing map (SOM) is another form of clustering technique which
leads to datasets with weights. This approach is based on the concept of vector
quantization with competitive learning. SOM (Figure 5.1.1.2) was developed
by Teuvo Kohonen [128]. It is an unsupervised learning algorithm. It creates
a relationship among the vectors from a given dataset (inputs), which is based
on a certain set (discrete lattice) B on the plane. This set is usually called a
map.
SOM is a special kind of unsupervised neural network that projects high
dimensional data vectors into two dimensional plane (see, for example, [135]).
SOM is obviously a heuristic procedure - this should be emphasized. The
basic motivation behind this is to cluster data in a low dimensional space.
Two-dimensional maps are also useful for visualization of a high dimensional
system. There are two phases involved in creating SOM. In the first phase the
original data set A is trained and the connection weights from the input layer
to the individual nodes in the map B are obtained. See [159] for details. After
the training each input vector a is mapped into one of possible points b in the
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Figure 5.1.1.2: First abstraction level using Kohonen map
grid B using the minimum Euclidean distance through its weights. A detailed
description of algorithms for training and determining weights can be found
in [128].
However there are two major problems with the self-organizing map. The
SOM model requires a predefined map structure, before the training of its
weight. To find a proper map size is based on trial and error. To overcome
this problem training of SOM can be performed with sufficiently large map
size. Experimental studies also suggest that having the map size much larger
(compared to the clusters) produces better results than that with a smaller map
size. In that case the major problem is that the complete learning process has
to be repeated for different map sizes, if the size of the map is very small, then
the classification error for every input can be very high, resulting dissimilar
vectors being assigned to same point or similar vector can be assigned to
different points belonging to the map. One solution to this problem is to
consider a sufficiently large map size for training. Hence, let us assume we
want to make k clusters, so the map size should be N ×N where N ≫ k. We
can then find the weight (that is also called confidence in this theory) of every
points belonging to the map by calculating the frequency of records from the
input data set A, which are projected into the same points. Finally we get a set
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where the cardinal value is three, where the first two represents the coordinates
of points belonging to the map and the third one representing weights of that
particular point. It is convenient to consider this set as a dataset (map) with
weights. This serves a two fold solution: firstly the problem of finding clusters
using optimization technique applied to the original high dimensional data set
can be reduced to a two dimensional problem. And finally, further clustering
the points on the map reduces the sensitivity problem for the SOM with the
map size. And also, the curse of many cluster points in the SOM could be
solved. Thus we can say that SOM could be a useful tool for using clustering
for the initial abstraction level to form some prototypes for the clustering.
Figure 5.1.1.3 illustrates the two levels of abstraction from the original data
set. In this figure, we can see that the original data set A is first transformed
into two-dimensional SOM B on the plane to form M clusters prototypes.
From these prototypes we compute the weight (confidence) of each point ac-
cording to the frequency of the original data that have been mapped into a
cluster prototype, and then finally the optimization technique is used to find k
different clusters. At this point we assume that the sensitivity of the map size
will be captured by the confidence of the points, hence within a sufficiently
large range of map size the second level of abstraction will be unaffected. Since
Figure 5.1.1.3: Two levels of abstraction
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a map B obtained as the result of SOM is a dataset with weights, we can use
a minimization of generalized cluster function for finding centers of clusters
of this dataset. Since B is a two-dimensional dataset, the dimension of corre-
sponding minimization problem is 2k, where k is the number of clusters. If k
is not very large we get an optimization problem that can be solved by modern
methods of global optimization. If the number of clusters is larger we can use
hierarchical clustering. We also can use the generalized Bradley-Mangasarian
function for finding straight lines that approximate B in the sense of Bradley-
Mangasarian and use function L˜ defined by (5.7) in order to find skeletons
of this set. In both cases we have an optimization problem whose dimension
is much less than the dimension of a problem that is used for clustering the
original dataset.
5.1.1.7 Results of numerical experiments
We applied the approach proposed in Subsection 5.1.1.6 for the Credit Screen-
ing Dataset, which is one benchmark datasets from UCI (University of Cali-
fornia, Irvine) machine learning repository. The description of the data base
is given below:
Credit Screening Dataset: The source of this dataset has not been made
public. This dataset was submitted by Quinlan and was used earlier and
published in [202]. The total number of instances is 690 and there are 15
attributes in total. There are 37 missing values, which were replaced by the
mean of the corresponding input variables. 6 out of 15 variables are continuous
and the remaining variables are discrete. The dataset can be obtained online
from UCI (University of California, Irvine) machine learning repository and
the ftp address is
ftp://ftp.ics.uci.edu/pub/macine-learning-databases/credit-screening/
We considered different types of SOM and use the algorithm from [135]
that was mentioned in Subsection 5.1.1.6 for developing SOM. Here we present
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some results only for 5 × 5 map size. This map B consists of 25 points that
are uniformly distributed in the square [0, 4]× [0, 4] on the plane (see Table 1
of [83]).
Each of these points has a nonzero weight. If we consider map B without
weights we shall have a uniform grid consisting of 25 points. Each of these
points can be considered as an independent cluster. In such a case we shall
have many clusters. To reduce their number we can consider B as a dataset
with weights and find clusters in B. The graph of Figure 5.1.1.4 shows the
SOM with weights for the dataset B. The following observation is important:
the distribution of weights is not uniform (see Table 5.1.1 and Figure 5.1.1.4).
Many of the ‘heaviest’ points are close to one side of the square B (compare
weights for points from different lines in Table 5.1).
Figure 5.1.1.4: Weights of points from initial abstraction level
We use the minimization of generalized cluster function C˜k for finding cen-
ters of clusters and also the minimization of Bradley-Mangasarian function G˜k
and function L˜k for finding Bradley-Mangasarian approximation and skeletons,
respectively. We construct functions C˜k using norms || · ||1 and || · ||2. We con-
sider L˜k with respect to norms || · ||2 and || · ||∞. (Note (|| · ||∞)∗ = || · ||1.) For
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line point/weight point/weight point/weight point/weight point/weight
0 (0,0)/67 (0,1)/57 (0,2)/141 (0,3)/36 (0,4)/138
1 (1,0)/10 (1,1)/24 (1,2)/24 (1,3)/30 (1,4)/32
2 (2,0)/10 (2,1)/17 (2,2)/17 (2,3)/14 (2,4)/13
3 (3,0)/11 (3,1)/1 (3,2)/5 (3,3)/6 (3,4)/4
4 (4,0)/9 (4,1)/11 (4,2)/8 (4,3)/1 (4,4)/5
Table 5.1: Map B with weights
the minimization we use numerical method for global optimization; it is the
hybrid between local discrete gradient method and global simulated annealing
method.
Table 5.2 shows the centers for credit screening data base with map size
5 × 5, with different norms and various number of clusters. Table 5.3 shows
straight lines that are either skeletons or carry out Bradley-Mangasarian ap-
proximation. These tables demonstrate that the clustering significantly de-
pends on the choice of the norm. The question on which norm is more appro-
priate is open. It is interesting to find some classes of datasets for which || · ||1
is more preferable than || · ||2 and vice versa. We can also conclude that centers
of clusters are displaced in the direction of heaviest points. Straight lines that
are used for description of clusters are also displaced in this direction. Centers
of clusters are presented in Figure 5.1.1.5. Skeletons and Bradley-Mangasarian
approximations are presented in Figure 5.1.1.6.
5.1.1.8 Conclusions
1. We introduce the notion of a dataset with weights and demonstrate that
such a dataset can appear as the result of approximation of a large-scale dataset
and as the result of a quantization by a self-organizing map.
2. We suggest to use the minimization of a generalized cluster function for the
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Table 5.2: Numerical results for centers of clusters
Norm Number of clusters Cluster x1 x2
1 1 1 0.00 2.00
2 1 2.00 2.00
2 0.00 3.00
3 1 0.00 1.99
2 2.00 2.00
3 1.00 2.00
4 1 1.99 2.90
2 0.00 1.99
3 0.99 1.99
4 3.99 1.00
2 1 1 0.28 2.13
2 1 0.00 3.99
2 0.35 1.40
3 1 0.09 1.63
2 0.00 3.99
3 2.66 1.69
4 1 0.00 3.99
2 0.00 2.00
3 2.76 1.90
4 0.163 0.40
search of ball-shaped clusters in datasets with weights.
3. We discuss possible applications of hyperplanes for the search of clusters
in datasets with weights. We consider the notion of a Bradley-Mangasarian
approximation and the notion of a skeleton and compare them. We present
necessary conditions for Bradley-Mangasarian approximation of the first order
and for 1-skeleton. Using these conditions we demonstrates that these two
kinds approximations often lead to quite different results.
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Table 5.3: Numerical results for approximation by straight lines
Norm Type of approximation Number of lines Equations of lines
∞ Skeleton 1 −0.75x1 + 0.24x2 = −20.23
2 x1 = 0
0.63x1 + 0.37x2 = −2.11
3 0.36x1 + 0.64x2 = −1.54
0.97x1 + 0.03x2 = −0.10
0.40x1 − 0.60x2 = 1.45
2 Skeleton 1 0.10x1 + 0.0003x2 = −0.0003
2 0.10x1 + 0.02x2 = −0.05
0.77x1 + 0.64x2 = −3.34
3 0.10x1 + 0.07x2 = −1.21
0.10x1 + 0.002x2 = −0.006
0.88x1 + 0.47x2 = −3.55
Bradley-Mangasarian appr. 1 0.97x1 + 0.23x2 = −1.18
2 0.81x1 + 0.60x2 = −3.27
0.99x1 + 0.12x2 = −0.42
3 0.76x1 − 0.64x2 = −2.06
0.10x1 − 0.07x2 = 0.05
−0.84x1 + 0.54x2 = 0.28
4. We show that an approximation of a large-scale dataset A by means of a
small dataset B with weights leads to the uniform approximation of the cluster
function for A by the generalized cluster function for B. The similar result
holds for functions that serve for the search of skeletons.
5. We provide an example that show that approximation of a dataset with
weights given by either centers of clusters of by collections of hyperplanes
heavily depends on the choice of norm. Determining which norm is good for
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Figure 5.1.1.5: skeletons
Figure 5.1.1.6: Bradley-Mangasarian approximations
clustering of a given dataset is an open question.
5.1.1.9 Remarks
First we recall the definition of second kind of stabilization. The results ob-
tained by the hybrid discrete gradient simulated annealing method in some
approximations of the original dataset (one-stage approximations) are com-
pared with the results obtained by the discrete gradient method in the original
dataset (starting from the initial point obtained by the hybrid method in the
approximations). We compare the locations of the corresponding centers and
the sizes of the corresponding clusters (numbers of points in the clusters). If
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the changes of the clusters (locations of centers and sizes) are not significant,
we say that a certain level of stabilization, which is called second kind of sta-
bilization, is reached. In Sections 5.5.2-5.7 of [232], it is shown that the second
kind of stabilization is reached. Sections 5.5.2-5.7 of [232] also presents some
other conclusions such as (i) Results obtained by the hybrid discrete gradient
simulated annealing method are not so sensitive to the selection of the initial
points as by the discrete gradient method; (ii) For the uniform initial point,
comparing with the discrete gradient method, the hybrid discrete gradient
simulated annealing method can produce better results. Those show that the
hybrid discrete gradient simulated annealing method is effective for solving
data classification problems.
5.1.2 Clustering in datasets without weights
In this subsection, Algorithm 16 and a proposed algorithm which is for the
minimization of cluster functions are applied. The proposed algorithm has
been applied for solving cluster analysis problems in datasets without weights.
Results of numerical experiments with the minimization of cluster function are
shown.
5.1.2.1 Minimization of cluster functions
In this subsection we consider the application of the proposed algorithm for
solving cluster analysis problem.
Assume that we are given a finite points set A in n-dimensional space Rn:
A = {a1, . . . , am}, ai ∈ Rn. Then the problem of finding centers x1, . . . , xk of
k clusters in this set is reduced to the following optimization problem:
minimize fk(x
1, . . . , xk) subject to xj ∈ Rn, j = 1, . . . , k (5.34)
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where
fk(x
1, . . . , xk) =
m∑
i=1
min
1≤j≤k
||xj − ai||p (5.35)
and || · ||p is the p-norm in Rn:
||x||p = (
∑n
l=1 |xl|p)1/p, x ∈ Rn.
Solution x¯j ∈ Rn, j = 1, . . . , k of (5.34) can be considered as centers of clusters.
The function fk in (5.35) is called a cluster function (see [23] and references
therein). The cluster function is a typical example of the so-called sum-min
function, that is the function of the form
F (x1, . . . , xk) =
∑
i∈I min(ϕ1(x
1, ai), ϕ2(x
2, ai), . . . , ϕk(x
k, ai)),
where x 7−→ ϕi(x, a) is a convex function defined on Rm (i = 1, . . . , k, a ∈ A).
Another example of sum-min function can be found in [46].
The problem (5.34) is a problem of nonsmooth and nonconvex optimization.
The number of variables n in this problem can be very large in many practical
applications including the problem of the cluster analysis. Therefore global
optimization techniques may fail to solve this problem.
We propose the following algorithm for solving problem (5.34). This algo-
rithm is a modification of the algorithm proposed in [24] (see, also, in [23]).
Algorithm 24. An algorithm for minimization of a cluster function.
Step 1. (Initialization). Select a starting point x0 ∈ Rn and solve the following
minimization problem:
minimize f1(x) subject to x ∈ Rn. (5.36)
Let x1∗ ∈ Rn be a solution to this problem. Set q = 1.
Step 2. (Computation of the next cluster center). Select a starting point y0 ∈ Rn
and solve the following minimization problem:
minimize f¯ q(y) subject to y ∈ Rn (5.37)
5.1 Data mining problems 121
where
f¯ q(y) =
m∑
i=1
min{||x1∗ − ai||p, . . . , ||xq∗ − ai||p, ||y − ai||p}. (5.38)
Step 3. (Refinement of all cluster centers). Let y∗ be a solution to problem
(5.37). take xq+1,0 = (x1∗, . . . , xq∗, y∗) as a new starting point and solve the
problem (5.34) for k = q + 1. Let xq+1,∗ be a solution to the problem (5.34) for
k = q + 1.
Step 4. (Stopping criterion). If q < k − 1 then set q = q + 1 and go to Step 2.
Otherwise stop.
This algorithm contains some steps which need to be explained. In Step
1 the center of the first cluster is calculated. The problem (5.36) is a convex
programming problem. In Step 2 we calculate a center of the (q+1)-th cluster,
assuming the previous q cluster centers to be known and fixed. It should be
noted that the number of variables in problem (5.37) is n if we calculate all
cluster centers simultaneously. In Step 3 the refinement of all q + 1 cluster
centers is carried out. One can expect that the starting point xq+1,0 calculated
in Step 2 is not far from the solution to the problem (5.37). Such an approach
allows one to significantly reduce the computational time for solving problem
(5.34).
Algorithm 16 is applied to solve problems (5.34) and (5.37). Let
a¯i = min{aji , j = 1, . . . , m}
and
b¯i = max{aji , j = 1, . . . , m}.
Then the problem (5.37) and (5.34) can be respectively replaced by the fol-
lowing problems:
minimize f¯ q(y) subject to y ∈ D (5.39)
minimize fk(x
1, . . . , xk) subject to xj ∈ D, j = 1, . . . , k (5.40)
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where
D = {x ∈ Rn : a¯i ≤ xi ≤ b¯i, i = 1, . . . , n}.
5.1.2.2 Results of numerical experiments with cluster functions
We tested the proposed clustering algorithm for solving cluster analysis prob-
lems using real-world datasets. Three data sets which have been used for the
testing of the proposed algorithm are: (i) 1060 and (ii) 3068 points in the
plane, taken from the TSPLIB data base ([206]), (iii) 19-dimensional image
segmentation data ([40]).
In our numerical experiments we consider the Euclidean norm, that is p = 2.
In this case the clustering problem is also known as minimum sum-of-squares-
clustering.
The results of numerical experiments are presented in Table 5.4. In this
table we report the best known value for the global minimum from [93, 95],
as well as results obtained by three effective heuristic algorithms for finding of
minimum of sum-of-squares clustering problems: k −m-means, j −m-means
and Variable Neighborhood Search (VNS) algorithms (see [93, 94, 95]). We
present the average value of results obtained by these three algorithms by 10
restarts. The % error E reported in the table are calculated by
E = f¯−fopt
fopt
· 100
where f¯ and fopt denote the solution found by the algorithm and the best
known solution. Negative % errors mean that the algorithm has improved the
best known solution.
Since in the proposed algorithm the starting points are updated by the
algorithm itself we report only one value obtained by this algorithm.
Results presented in Table 5.4 show that in 6 cases the proposed algorithm
improved the best known solution. In many cases this algorithm calculated the
best known solution; in all other cases its results are comparable with results
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obtained by other algorithms. Results from this table confirm the proposed
algorithm is quite powerful for solving clustering problems in large datasets.
Table 5.4: Results for the clustering problem
Datasets Number of Best known K-M J-M+ VNS DG+CAM
clusters value
TSPLIB1060 10 1.75487.109 0.03 0.19 0.04 0.00
20 7.91794.108 3.96 0.04 0.83 0.00
30 4.81251.108 19.51 1.82 0.42 0.53
50 2.55509.108 16.58 3.84 1.70 0.70
TSPLIB3038 2 0.31688.1010 0.00 0.00 0.00 0.00
3 0.21763.1010 1.55 1.29 1.37 0.00
4 0.14790.1010 0.03 0.00 0.00 0.00
5 0.11982.1010 0.12 0.11 0.10 0.00
6 0.96918.109 1.22 1.98 0.01 0.00
7 0.83966.109 1.65 1.48 0.73 1.73
8 0.73475.109 1.90 1.48 0.62 0.00
9 0.64477.109 1.47 0.99 0.11 0.00
10 0.56025.109 2.44 1.81 0.06 0.00
20 0.26681.109 3.16 2.60 0.09 0.14
30 0.17557.109 4.04 2.89 0.91 0.03
40 0.12548.109 6.21 3.49 0.93 -0.38
50 0.98400.108 6.79 3.51 0.33 0.11
Image seg. 2 0.35606.108 0.17 0.00 0.00 -0.01
3 0.27416.108 1.38 0.37 0.46 -0.02
4 0.19456.108 25.32 0.00 0.00 -0.03
5 0.17143.108 23.48 0.81 0.10 -0.03
6 0.15209.108 16.41 2.47 2.87 0.78
7 0.13404.108 12.49 5.39 2.53 0.49
8 0.12030.108 10.94 6.29 0.16 0.55
9 0.10784.108 13.58 6.92 0.32 0.61
10 0.97952.107 15.83 3.65 0.18 1.71
20 0.51283.107 34.63 3.46 0.97 0.35
30 0.35076.107 44.68 5.62 0.40 -0.02
40 0.27398.107 53.43 4.90 0.43 0.73
50 0.22249.107 58.51 4.32 0.35 0.44
5.2 Protein folding, unfolding, misfolding prob-
lems
The biology and chemistry of a molecule depends on its shape. Molecules ar-
range their constitutive atoms in a state of minimum energy. Although it is
quite straightforward to calculate these possible shapes for simple molecules,
larger molecules consisting of many atoms require the calculation of the global
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minimum of potential energy functions over many variables. Successful out-
comes in computational biology and chemistry attract strong interest from
chemical and pharmaceutical companies, and biological protein folding labs.
We are doing research on protein folding problems such as Lennard-Jones’
problem, prion protein unfolding problem, prion protein misfolding molecular
dynamics simulations, and proteins with globe type structure.
5.2.1 Lennard-Jones’ problem
In this subsection we introduce a certain protein folding problem which is
called Lennard-Jones’ clustering (LJC) problem. The Lennard-Jones clustering
problem is simplified to
minf(x) = 4
N∑
i=1
N∑
j=1,j<i
(
1
τ 6ij
− 1
τ 3ij
)
s.t.− 10 ≤ x ≤ 10, x ∈ Rn, (5.41)
where τij = (x3i−2−x3j−2)2+(x3i−1−x3j−1)2+(x3i−x3j)2, i, j = 1, 2, . . . , N(≥
2 integer), n = 3N , N is the number of atoms of a molecule. The function
f is called the Lennard-Jones potential function. The best results on this
problem can be seen from [245] and references therein: [49, 50, 58, 64, 68, 71,
72, 73, 74, 79, 85, 102, 103, 107, 108, 136, 137, 149, 150, 151, 165, 176, 180, 182,
225, 228, 244, 246, 250, 253, 259, 263, 265, 266]. Lattice local search methods,
Newton method or Truncated Newton method, Conjugate Gradient method,
Deformation methods, α-Branch-and-Bound method, etc., and heuristic global
search methods such as Annealing methods, Tabu Search, and Genetic and
Evolutionary Algorithms have been used to solve this problem.
5.2.1.1 Hybrid discrete gradient simulated annealing method
In this subsubsection we describe how the derivative-free discrete gradient
method and the hybrid discrete gradient and simulated annealing method are
applied to solve the Lennard-Jones protein folding problem. First we find an
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Figure 5.2.1: Graph of g(r) and its approximation
initial solution for (5.41) by the building-up technique:
Algorithm 25. Building-up technique for DG method solving LJC.
Step 1. Use the optimal solution already known,
(x¯∗1, x¯
∗
2, x¯
∗
3, . . . , x¯
∗
n−5, x¯
∗
n−4, x¯
∗
n−3) ,
for N − 1 atoms , as a vector of Rn−3.
Step 2. Update
(x¯∗1, x¯
∗
2, x¯
∗
3, . . . , x¯
∗
n−5, x¯
∗
n−4, x¯
∗
n−3)
into
(x¯∗1, x¯
∗
2, x¯
∗
3, . . . , x¯
∗
n−5, x¯
∗
n−4, x¯
∗
n−3, x¯n−2, x¯n−1, x¯n)
by the local Discrete Gradient method ([15]) for 3 variables only, which makes the
objective function value decrease from N − 1 atoms.
Step 3. Set x = (x¯∗1, x¯
∗
2, x¯
∗
3, . . . , x¯
∗
n−5, x¯
∗
n−4, x¯
∗
n−3, x¯n−2, x¯n−1, x¯n).
Let g(r) = 4( 1
r6
− 1
r3
), r > 0 (see Figure 5.2.1). g is neither convex nor strictly
the difference of two convex functions. However, if we write it as
g(r) =


g1(r) if 0 < r ≤ 3
√
2,
g2(r) if
3
√
2 ≤ r ≤ 1/ 3
√
2/7,
g3(r) if 1/
3
√
2/7 ≤ r < +∞,
(5.42)
then g1 is convex on 0 < r ≤ 3
√
2, g2 is convex on
3
√
2 ≤ r ≤ 1/ 3√2/7, and g3
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is concave on 1/ 3
√
2/7 ≤ r < +∞. Dividing (0, 3√2] into many small intervals,
over (0, 3
√
2] we approximate g1(r) by g¯1(r). g¯1(r) is the limit of piecewise small
lines from the above, i.e.
g¯1(r) = lim
n1→+∞
max
i=1,2,...,n1
g(r0 + i
3√2−r0
n1
)− g(r0 + (i− 1)
3√2−r0
n1
)
3√2−r0
n1
r+
g(r0 + (i− 1)
3√2−r0
n1
)(r0 + i
3√2−r0
n1
)− g(r0 + i
3√2−r0
n1
)(r0 + (i− 1)
3√2−r0
n1
)
3√2−r0
n1
,
where r0 > 0 and r0 <
3
√
2. Similarly, divide [ 3
√
2, 1/ 3
√
2/7] and get
g¯2(r) = lim
n2→+∞
max
i=1,2,...,n2
g( 3
√
2 + i
1/ 3
√
2/7− 3√2
n2
)− g( 3√2 + (i− 1)1/
3
√
2/7− 3√2
n2
)
1/ 3
√
2/7− 3√2
n2
r
+
g( 3
√
2 + (i− 1)1/
3
√
2/7− 3√2
n2
)( 3
√
2 + i
1/ 3
√
2/7− 3√2
n2
)
1/ 3
√
2/7− 3√2
n2
− g(
3
√
2 + i
1/ 3
√
2/7− 3√2
n2
)( 3
√
2 + (i− 1)1/
3
√
2/7− 3√2
n2
)
1/ 3
√
2/7− 3√2
n2
.
For g3 we divide [1/
3
√
2/7,+∞) and on [1/ 3√2/7,+∞) we approximate g3(r)
by the limit of the corresponding piecewise small lines from below:
g¯3(r) = lim
n3→+∞
min
i=1,2,...,n3
g(1/ 3
√
2/7 + i
r1−1/ 3
√
2/7
n3
)− g(1/ 3
√
2/7 + (i− 1) r1−1/
3
√
2/7
n3
)
r1−1/ 3
√
2/7
n3
r
+
g(1/ 3
√
2/7 + (i− 1) r1−1/
3
√
2/7
n3
)(1/ 3
√
2/7 + i
r1−1/ 3
√
2/7
n3
)
r1−1/ 3
√
2/7
n3
− g(1/
3
√
2/7 + i
r1−1/ 3
√
2/7
n3
)(1/ 3
√
2/7 + (i− 1) r1−1/
3
√
2/7
n3
)
r1−1/ 3
√
2/7
n3
,
where 1/ 3
√
2/7 < r1 < +∞. In other words, g¯1(r) is the piecewise linear
approximation of the function g(r) in segment (0, 3
√
2], g¯2(r) is the piecewise
linear approximation of g(r) over segment [ 3
√
2, 1/ 3
√
2/7], and finally g¯3(r) is
the piecewise linear approximation over segment [1/ 3
√
2/7,+∞). Then
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maxr∈(0,+∞){g¯1(r),minr∈(0,+∞){g¯2(r), g¯3(r)}}
should be a good approximation to g(r), where the max/min is taken over the
range (0,+∞) and r is a variable. Such transformation of the function g(r)
makes the objective function of (5.41) nonsmooth, and allows us to remove
many local minima of the Lennard-Jones function. Numerical experiments
show that using r0 = 0.001, r1 = 16, n1 = 100, n2 = 100, and n3 = 50, we
can get a very good initial solution for (5.41) when we use the approximation
for (5.42) to calculate the value of f in the initial solution searching procedure
with the build-up technique outlined above.
For (5.42), where g(r) = 4( 1
r6
− 1
r3
)(r > 0), we often see its four properties:
p1. g(r) −→ 0− as r −→ +∞;
p2. ∃ rmin > 0 such that g(r) −→ +∞ as r −→ rmin;
p3. ∃| ropt such that g(ropt) < 0, g′(ropt) = 0, g′′(ropt) > 0 with rmin < ropt <
+∞;
p4. ∃ ropt1 such that g(ropt1) < 0, g′(ropt1) = 0, g′′(ropt1) ≤ 0 with ropt <
ropt1 < +∞.
Here ropt =
3
√
2, and ropt1 = 1/
3
√
2/7. Let ai = {z1i, z2i, z3i}, i = 1, 2, . . . , N ,
be the coordinates of atom ai (i = 1, 2, . . . , N) in R
3. Then we may write
(5.41) into
f(x) = E(N, a1, a2, . . . , aN) =
N∑
i=1
N∑
j=1,j<i
g(||ai − aj ||22),
where ||ai−aj ||2 =
√
(z1i − z1j)2 + (z2i − z2j)2 + (z3i − z3j)2 (i, j = 1, 2, . . . , N).
By the properties of g(r), E(N, a1, a2, . . . , aN) is bounded from below for any
fixed N . Hence, since E(N, a1, a2, . . . , aN ) is continuous on
{(a1, a2, . . . , aN)|E(N, a1, a2, . . . , aN) ≤ 0}, it achieves its global minimum so
that we can define
φ(N) = min
x∈R3N
E(N, a1, a2, . . . , aN).
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Let φ(N) = E(N, a1, a2, . . . , aN), we have
φ(N + 1) ≤ E(N + 1, a1, a2, . . . , aN , aN+1)
= φ(N) + 4
N∑
j=1
(
1
τ 6N+1,j
− 1
τ 3N+1,j
)
,
which means if we choose τN+1,j > 1 for j = 1, 2, . . . , N (as done in fact in
our build-up technique) then φ(·) is a monotonically decreasing function of N .
Similarly as the proof of Theorem 2.2 of [267], we can get a conclusion: there
exists a negative constant cN such that φ(N) ≥ cNN holds for every integer
N ≥ 2. This implies us that, though it is difficult to reach the optimal value
for N atoms, we can still have an aim to be close to the real optimal value
cNN .
The Lennard-Jones protein folding problem is equivalent to constructing
the most stable form of N atoms with the minimal energy structure. Suppose
we know the best energy structure of N − 1 atoms, then add another atom to
construct the structure of the N atoms is equivalent to locate the best single
facility for the new atom just added. This is the basis of our build-up technique
for finding an initial solution for the hybrid discrete gradient and simulated
annealing method, though we do not definitely require the discrete gradient
method with 3 variables to find a best solution but a solution which makes
the objective function value decrease. Then, the hybrid discrete gradient and
simulated annealing method is carried out on with the objective function f
in the form of its approximation as described above. Finally, execute the dis-
crete gradient method for the real Lennard-Jones objective function of problem
(5.41) to get the optimal solutions and their corresponding optimal objective
function values, which are listed in Tables 5.5-5.6.
For each of the intermediate values of N not listed in Tables 5.5-5.6, the
best value obtained is very close to the best value known, though not equal.
By Tables 5.5-5.6, we may get good results up to 310 atoms whose best ob-
jective function values obtained are comparable to the best objective function
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Table 5.5: Numerical results for Lennard-Jones problem
Number of atoms Best value obtained Best value known
2 -1.000000 -1.000000
3 -3.000000 -3.000000
4 -6.000000 -6.000000
5 -9.103852 -9.103852
6 -12.712062 -12.712062
7 -16.505384 -16.505384
8 -19.821489 -19.821489
9 -24.113360 -24.113360
10 -28.422532 -28.422532
11 -32.765970 -32.765970
12 -37.967600 -37.967600
13 -44.326801 -44.326801
14 -47.845157 -47.845157
15 -52.322627 -52.322627
16 -56.815742 -56.815742
17 -61.317995 -61.317995
18 -65.842309 -66.530949
19 -72.659782 -72.659782
20 -77.177043 -77.177043
21 -81.684571 -81.684571
22 -86.573675 -86.809782
23 -92.844461 -92.844472
values known. All numerical experiments have been carried out in VPAC with
CPU 833MHz. The CPU executing time to get the best objective function
values is also very satisfactory; see, for example, for 148 atoms CPU execut-
ing time is 1086.216752 seconds, for 170 atoms is 4723.115808 seconds, for
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Table 5.6: Numerical results for Lennard-Jones problem (continued)
Number of atoms Best value obtained Best value known
24 -97.348815 -97.348815
25 -102.372663 -102.372663
27 -112.825517 -112.873584
30 -128.096960 -128.286571
34 -150.044528 -150.044528
44 -207.631655 -207.688728
49 -239.091863 -239.091864
56 -283.324945 -283.643105
65 -334.014007 -334.971532
67 -347.053308 -347.252007
84 -452.267210 -452.6573
93 -510.653123 -510.8779
148 -881.072948 -881.072971
170 -1024.791771 -1024.791797
172 -1039.154878 -1039.154907
268 -1706.182547 -1706.182605
288 -1850.010789 -1850.010842
293 -1888.427022 -1888.427400
298 -1927.638727 -1927.638785
300 -1942.106181 -1942.106775
301 -1949.340973 -1949.341015
304 -1971.044089 -1971.044144
308 -1999.983235 -1999.983300
268 atoms is 6597.95032 seconds, for 288 atoms is 7709.7168 seconds, for 293
atoms is 8233.752672 seconds, for 298 atoms is 7960.047136, for 304 atoms is
8834.162496 seconds, and for 308 atoms the time is 7957.055696 seconds. The
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most important results we got are our optimal solutions. The structures of all
those optimal solutions are illustrated, and are compared with others, in [28].
Note: If we add a compression potential (as (6.94) of [244]) to (5.41) then the
hybrid discrete gradient simulated annealing method should get good results.
5.2.1.2 Hybrid discrete gradient genetic algorithm
For solving the Lennard-Jones Clustering (LJC) problem, genetic algorithms
have contributed a lot (see, for example, [33, 39, 63, 64, 96, 97, 98, 117, 212,
257]). Here we hybridize the discrete gradient method with the genetic algo-
rithm of [257], and get a hybrid discrete gradient genetic algorithm for solving
the LJC problem.
Recently combinations between global and local search methods to design
more efficient global optimization algorithms have drawn attention (see [20,
99, 100, 274]). Genetic algorithm is a global search method, and Newton
method and the discrete gradient method (Algorithm 2) are powerful local
search methods. In this section, we hybridize the explicit Newton method
(which is modified from [69]) and the discrete gradient method (Algorithm
2) with genetic algorithm to get the optimal structures of the Lennard-Jones
Clusters. The hybrid method is designed as follows:
Algorithm 26. Hybrid discrete gradient genetic algorithm for LJC.
Step 0. Set the seedings of the initial parental population. We set the cluster of
98 atoms as the base of the seed, the cluster of, for example, 55, 75, 76, 85, 97,
or 147 atoms can also be acted as the base of seed.
Step 1. Apply the discrete gradient method (Algorithm 2) on all individuals of the
initial parental population to relax them to their nearest local minimizers.
Step 2. (Crossover). Call the mating procedure of [63], which is
“choosing a random plane passing through the center of mass of each of the
parent clusters and cutting the parent clusters along those planes. Thus, ‘top’
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and ‘bottom’ fragments are generated for each cluster. The planes are shifted
for each parent so as to create two fragments with N/2 atoms when N is even
and two fragments with (N-1)/2 and (N+1)/2 atoms when N is odd. So, in
this step a total of 2P fragments are generated. All possible combinations of
assembling new ‘offspring’ clusters (each containing N atoms) from the P ‘top’
fragments and the P ‘bottom’ fragments are formed.”,
to get the center of the mass of the parental population. Then set a random num-
ber (which should be greater than 0.50, or 0.85, or 0.95) for the mating procedure
of [63] to mate more parents with each other. Thus, the offspring population is
produced.
Step 3. Select from the parental population and offspring population to get the
best combination of a new population. Take the new population as parental pop-
ulation.
Step 4. Run the Newton method (where the Hessian is calculated explicitly) to
relax all the individuals of parental population to local minimizers.
Step 5. Run Algorithm 2 to refine the local minimizers progressively to their better
local minimizers. These better local minimizers are set as the parental population.
Step 6. (Mutations). Call the twinning mutations of [257], which is
“A plane is randomly chosen through the center of mass of the cluster. One
side of the cluster is then rotated by a random angle, and the tow sides are
then reassembled to form a mutated (twinned) cluster”.
Then set a random number as the mutation rate (which should be less than 0.10,
or 0.20, or 0.25) for those mutation schemes to make mutations to the parental
population. The offspring population is produced.
Step 7. Make a best combination of the parental population and the offspring
population to get a new population. Take the new population as parental popula-
tion.
Step 8. Run the explicit Newton method to relax all the individuals of parental
population to local minimizers.
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Step 9. Run Algorithm 2 to refine the local minimizers progressively to their better
local minimizers. These better local minimizers are set as the parental population.
Step 10. Make a best combination of the parental population and the offspring
population to get a new population. Take the new population as parental popula-
tion.
Step 11. If the number of loops of the genetic algorithm has not reached, then go
to Step 2. Otherwise, the algorithm terminates.
The convergence of the proposed hybrid method can be proved; this is
directly followed from the convergence of explicit Newton method, discrete
gradient method and genetic algorithm. In Step 0, we choose clusters of 55,
75, 76, 85, 97, 98, or 147 atoms as the base of seed, because of the well-known
structures of the best known solutions. For example, the 98 atoms cluster has
a tetrahedral structure; the 55 atoms cluster has an icosahedral structure; the
cluster of 75 or 85 atoms has an octahedral structure; and the cluster of 76
atoms has a decahedral structure. For 48 atoms, we use the structures of 13,
23, 19, 10 atoms. In brief, all those 38 atoms face-centred-cubic (fcc) truncated
octahedron, 75-77 and 102-104 atoms decahedron, and 98 atoms tetrahedron
structures are based on polytetrahedral packing, which is structurally more
similar to the icosahedral packing of most Lennard-Jones clusters. Preliminary
new precise best known values we have obtained are listed in Table 5.7.
The structures (see the Figures 5.2.2-5.2.3) of the optimal solutions cor-
responding to the above optimal values are illustrated and can be compared
with the ones of [245].
Those numerical results show that the hybrid discrete gradient and genetic
algorithm is effective for solving Lennard-Jones Clusters models, and usually
it works better than the genetic algorithm alone. Our numerical results and
figures show the followings:
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Figure 5.2.2: N=39, 40, 42, 48, 55, 75, 76, 97 (based on the results here)
Figure 5.2.3: N=39, 40, 42, 48, 55, 75, 76, 97 ([245])
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Table 5.7: New precise results for the Lennard-Jones Clustering Problem
Number of atoms Our new precision to best value known Best value known [245]
39 -180.033185202447 -180.033185140508
40 -185.249838614238 -185.249838598471
42 -196.277533506901 -196.277533404920
48 -232.199531999140 -232.199529316227
55 -279.248470461822 -279.248470308143
75 -397.492330708363 -397.492330681104
76 -402.894865906469 -402.894865881675
97 -536.681382651509 -536.681382483245
• For 39, 40, or 42 atoms, our optimal solutions have better data structures,
not only in that our optimal values are slightly better than those in [245];
• For 48 atoms, our optimal value is the best known value up to today,
though the structure of its optimal solution is similar to the one of [245];
• For 55, 75, 76, or 97 atoms, the structures of our optimal solutions are
similar to the corresponding ones of [245]; however, our optimal values
are slightly better than those of [245].
5.2.2 Optimal molecular structures of prion AGAAAAGA
To date, there is little structural data available on the AGAAAAGA palin-
drome in the hydrophobic region (113-120) of prion proteins, although many
experimental studies have shown that this region has amyloid fibril forming
properties. This region belongs to the N-terminal unstructured region (1-123)
of prions, the structure of which has proved hard to determine using NMR
or X-ray crystallography. This subsection reports the successful construction
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of three amyloid fibril models for this region. The models were formatted
by standard simulated annealing using suitable templates from the Protein
Data Bank, and were refined using several traditional optimization methods
within AMBER. Because the NMR or X-ray structure of the hydrophobic re-
gion AGAAAAGA of prion proteins has not yet been determined, these models
can be used as a reference for experimental studies on this region. The results
presented here confirm standard simulated annealing as an effective tool in
molecular modeling. The three constructed models for amyloid fibrils may be
useful in furthering the goals of medicinal chemistry in this field.
Recently common structural features shared by all amyloid fibrils were
revealed by (Nature 447, 453–457); atomic structures of all the microcrystals
revealed are steric zippers, with strong van der Waals interactions between β-
sheets and hydrogen bonds to maintain the β-strands. Basing on these steric
zippers, three prion AGAAAAGA palindrome amyloid fibril models will be
constructed. Model 1 belongs to Class 7 of (Nature 447, 453–457), Models 2-3
belong to Class 1 (numerical experience of the author shows that, for prion
AGAAAAGA palindrome, the β-sheet structure of other Classes cannot be
preserved after optimizations or simulated annealing).
The models were built on the LYQLEN peptide derived from human insulin
residues 13-18 (PDB entry 2OMP) and the GNNQQNY peptide from the yeast
prion protein Sup35 (PDB entry 1YJP). A 12 chains AGAAAA model (Model
1), a 10 chains AGAAAAG model (Model 2) and a 10 chains GAAAAGA
model (Model 3) were successfully constructed. Models were separately con-
structed by the unmerge, mutate, and merge modules of Insight II of Accelrys
Inc. Model 1 (with EFABIJ LKDCHG chains) was derived from 2OMP.pdb,
its AB chains were simply gotten from the AB chains of 2OMP.pdb by the
unmerge, mutate and merge modules of Insight II and then its other chains
can be gotten by mathematical formulas C = A + (-1.885 0 17.243), D = B +
(-1.885 0 17.243), I = A + (9.666 0 0), J = B + (9.666 0 0), E = A + (-9.666
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0 0), F = B + (-9.666 0 0), H = D + (9.666 0 0), G = C + (9.666 0 0), L = D
+ (-9.666 0 0), K = C + (-9.666 0 0). The B chain of 1YJP.pdb can be gotten
by a mathematical formula
B =


−1 0 0
0 1 0
0 0 −1

A+


0
2.433
0


from its A chain. AB chains of Models 2-3 were constructed separately from
AB chains of 1YJP.pdb by the unmerge, mutate, and merge modules of Insight
II; other chains of Models 2-3 were gotten from AB chains by the parallelization
of AB chains.
The models were firstly optimized by steepest descent (SD) method and
conjugate gradient (CG) method of Amber computational chemistry package.
These two methods are traditional optimization methods. The former has
nice convergence but is slow when close to minimums. The latter is efficient
but its gradient RMS and GMAX gradient do not have a good convergence.
We use the SD method and then the CG method to optimize our models.
When the models cannot be optimized further, we employ standard simulated
annealing (SA) of Amber. Numerical potential energy results show that SA is
very effective for further optimizations and the Models 1-3 constructed in this
paper should be very useful to study the hydrophobic region AGAAAAGA
palindrome of prion proteins (113-120). These models were optimized by SD
and CG methods, formatted by SA and finally refined by SD and CG methods.
We use the ff03 force field of the AMBER package, in a neutral pH envi-
ronment. The systems were surrounded with a 12A˚ layer of TIP3PBOX water
molecules using XLEaP module of AMBER. The solvated proteins were mini-
mized by the SD method and then CG were performed (OPT1). Model 1 were
optimized by 57350 steps of SD and 26784 steps of CG; Model 2 by 57950
steps of SD and 23943 steps of CG; Model 3 by 59500 steps of SD and 23109
steps of CG. Then the solvated proteins were quickly heated from 0K to 300K
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linearly during 20ps. The systems were kept at 300K for 80ps. The systems
then were slowly cooled from 300K to 100K linearly for 400ps. At 100K, the
systems were kept for 100ps. All the systems were in constant NVT ensembles
using Langevin thermostat algorithm with weak restraints (a force constant of
10.0 KCal mol−1 angstrom−2 was used) on the solvated proteins. The SHAKE
algorithm and SANDER (Simulated Annealing with NMR-Derived Energy Re-
straints) algorithm with nonbonded cutoffs of 9A˚ were used during the heating,
cooling and the 100ps at 100K. The equilibration was done in constant NPT
ensembles under a Langevin thermostat for 4400ps and the RMSD, PRESS,
and VOLUME (DENSITY) were sufficiently stable for each of the models
(Figure 2), where the jump in RMSD around 0.2 angstroms correlates with re-
moving restraints for the change from NVT to NPT, but it did not change the
structures at 100K. The equilibration was under constant pressure 1atm and
constant temperature 100K in neutral pH environment (Why was the equili-
bration performed at low temperature 100K? It is in order to be consistent
with the experimental works. Step size is 2fs for the whole SA runs. The
structures were saved to file every 100 steps. During the SA, the Metropolis
criterion was used. After the SA, Model 1 was refined by 10000 steps of SD and
2347 steps of CG; 10000 steps of SD and 1774 steps of CG for Model 2; 10000
steps of SD and 619 steps of CG for Model 3 (OPT2). All the above works
were performed on the Tango facilities of the Victorian Partnership for Ad-
vanced Computing (www.vpac.org) of Australia. Longer simulations for the
equilibration can slightly further refine the RMSD, PRESS, and VOLUME
(DENSITY) values and longer optimizations will also improve the values of
ENERGY, RMS and GMAX very slightly.
In (Nature 447, 453–457), there are 8 Classes of the steric zipper structures
for peptide segments of fibril-forming proteins. For each Class, the molecu-
lar structures for the hydrophobic region AGAAAAGA palindrome of prion
proteins (113–120) were constructed. Computer numerical experience shows
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that:
(1). For Class 1, basing on the NNQQNY peptide from yeast prion
protein Sup35 (PDB entry 1YJO) a hexamer model with 6 AAAAGA
chains can be constructed by OPT1 but cannot pass SA and OPT2,
however, basing on the GNNQQNY peptide from the yeast prion protein
Sup35 (PDB entry 1YJP) Model 2 with 10 AGAAAAG chains and Model
3 with 10 GAAAAGA chains were successfully constructed by OPT1-SA-
OPT2;
(2). For Class 2 (i.e. β-strand parallel, face-to-back, up-up), a tetramer
model with 4 AGAAAA chains can be constructed basing on the SNQNNF
peptide of human prion 170-175 (PDB entry 2OL9) by OPT1 but cannot
pass SA and OPT2;
(3). For Class 7, basing on the LYQLEN peptide derived from human
insulin residues 13-18 (PDB entry 2OMP), Model 1 with 12 AGAAAA
chains was successfully constructed by OPT1-SA-OPT2;
(4). For other cases the β-sheet structure of prion AGAAAAGA palin-
drome cannot be preserved after OPT1;
(5). Basing on the NNQNTF peptide of elk prion 173–178 (PDB entry
3FVA) which belongs to Class 1, new models (Models 4–5) constructed
for prion AGAAAAGA palindrome are given in the next paragraph.
Recently the protein fibril structure of NNQNTF (173–178) segment from
elk prion protein was released. Its PDB entry ID is 3FVA in the Protein Data
Bank. This fibril has six chains, belonging to Class 1. The atomic structure
is a steric zipper, with strong van der Waals (vdw) interactions between β-
sheets and hydrogen bonds to maintain the β-strands. Basing on this steric
zipper, two prion AGAAAAGA palindrome amyloid fibril models - a six chains
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AAAAGA model (Model 4) and a six chains GAAAAG model (Model 5) - are
successfully constructed. The D chain (i.e. β-sheet 2) of 3FVA.pdb can be
obtained from A Chain (i.e. β-sheet 1) using the mathematical formula
D =


−1 0 0
0 1 0
0 0 −1

A+


−14.31482
2.42
−21.03096

 . (5.43)
AD chains of Models 1-2 were respectively got from AD chains of 3FVA.pdb
using the mutate module of the free package Swiss-PdbViewer (SPDBV Ver-
sion 4.01) (http://spdbv.vital-it.ch), but the vdw contacts are too far, very bad
at this moment. To get good vdw interactions will be the optimization prob-
lem of LJ potential. It is not easy to apply Algorithm 26 to our model
construction. We use the skills described in §5.2.1.1 to optimize AD chains of
Models 4–5. For Model 4, we may know that vdw interactions such as between
1D.CB-6A.O, 3D.CB-3A.CB, 6D.O-1A.CB, etc. should be maintained. Solv-
ing the optimization problem of LJ potential can get A Chain and D Chain,
where D Chain should have good vdw interactions with A Chain. Similarly
for Model 5, vdw interactions should be maintained between 3D.CB-3A.CB,
etc. AD Chains in all have 60/58 atoms. Thus, we may easily get the optimal
coordinates of AD Chains of Models 4–5, where D Chain has good vdw inter-
actions with A Chain now. Other chains (i.e. β-strands) of Models 4–5 are got
from AD Chains by the parallelization of AD Chains. Thus we get the initial
structures of Models 4–5. The L-J potential energy of atoms vdw interactions
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is just a part of the total potential energy of a protein:
Etotal =
∑
bondsKr(r − req)2
+
∑
anglesKθ(θ − θeq)2
+
∑
dihedrals
Vn
2
[1 + cos(nφ− γ)]
+
∑vdw
i<j
[
Aij
R12
ij
− Bij
R6
ij
]
+
∑electrostatic
i<j
[
qiqj
ǫRij
]
+
∑
H−bonds
[
Cij
R12ij
− Dij
R10ij
]
. (5.44)
The initial structures of Models 4–5 are not the optimal structures with the
lowest total potential energies. The initial structures also have no hydrogen
atoms (so no hydrogen bonds existed) and water molecules added. For each
Chain, the C-terminal and N-terminal atoms also have problems. Clearly there
are a lot of close/bad contacts between β-strand atoms. Thus, we still use the
hybrid techniques of SD, CG, SA optimization methods within AMBER pack-
age to optimize the above Models 4–5 in order to get the most stable structures.
Each of the most stable structures will have its lowest total potential energy,
i.e. minEtotal. 1,360, 1,372 waters and 180, 168 hydrogen atoms were added
separately for Models 4–5 by the XLEaP module. The solvated amyloid fibrils
were minimized by the SD method and then the CG method. Model 4 was
optimized by 95,016 steps of SD and 27,751 steps of CG; Model 5 by 95,016
steps of SD and 24,418 steps of CG. Then the solvated amyloid fibrils were
quickly heated from 0 K to 300 K linearly during 20 ps. The systems were
kept at 300 K for 80 ps. The systems then were slowly cooled from 300 K to
100 K linearly for 400 ps. At 100 K, the systems were kept for 100 ps, and
then for 4,400 ps until the systems reach sufficient equilibration at 100 K. The
SANDER (Simulated Annealing with NMR-Derived Energy Restraints) algo-
rithm with nonbonded cutoffs of 12 angstroms were used during the heating,
cooling and the 100 ps at 100 K. Step size is 2 fs for the whole SA runs. During
the SA, the Metropolis criterion was used. After the SA, Model 4 was refined
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by 20,000 steps of SD and 597 steps of CG; 20,000 steps of SD and 1,921 steps
of CG for Model 5. At last we get the optimized Models 4–5.
Recently, the experimental molecular structure of human M129 prion pep-
tide 127–132 (PDB entry 3NHC) was released into the Protein Data Bank
(http://www.rcsb.org). The atomic-resolution structure of this peptide is still
a steric zipper, with strong vdw interactions between β-sheets and hydrogen
bonds to maintain the β-strands. G (H) chains (i.e. β-sheet 2) of 3NHC.pdb
can be obtained from A (B) chains (i.e. β-sheet 1) by
G(H) =


1 0 0
0 −1 0
0 0 −1

A(B) +


9.07500
4.77650
0.00000

 , (5.45)
and other chains can be got by
I(J) = I3G(H) +


0
9.5530
0

 , K(L) = I3G(H) +


0
−9.5530
0

 , (5.46)
C(D) = I3A(B) +


0
9.5530
0

 , E(F ) = I3A(B) +


0
−9.5530
0

 , (5.47)
where I3 is the 3-by-3 identity matrix. Basing on the template 3NHC.pdb from
the Protein Data Bank, three prion AGAAAAGA palindrome amyloid fibril
models - an AAAAGA model (Model 6), a GAAAAG model (Model 7), and
an AAAAGA model (Model 8) - will be successfully constructed. AB chains
of Models 6–8 were respectively got from AB chains of 3NHC.pdb using the
mutate module of the free package Swiss-PdbViewer (SPDBV Version 4.01)
(http://spdbv.vital-it.ch). It is pleasant to see that almost all the hydrogen
bonds are still kept after the mutations; thus we just need to consider the
vdw contacts only. Making mutations for GH chains of 3NHC.pdb, we can get
the GH chains of Models 6–8. However, the vdw contacts between A chain
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and G chain, between B chain and H chain are too far at this moment. We
know that for Models 6–8 at least two vdw interactions between A.ALA3.CB-
G.ALA4.CB, B.ALA4.CB-H.ALA3.CB should be maintained. Fixing the coor-
dinates of A.ALA3.CB and B.ALA4.CB, letting the coordinates of G.ALA4.CB
and H.ALA3.CB be variables, we may get a simple LJ potential optimization
problem just with six variables. Setting the coordinates of G.ALA4.CB and
H.ALA3.CB as initial solutions, running Algorithms 22–23, for Models 6–8
we get
G(H) =


1 0 0
0 −1 0
0 0 −1

A(B) +


−0.703968
7.43502
−0.33248

 . (5.48)
By this formula we can get close vdw contacts between A chain and G chain, be-
tween B chain and H chain. Furthermore, we may employ the Amber package
to optimize Models 6–8 and at last get the Models with stable total potential
energies. The other CDIJ and EFKL chains can be got by parallelizing ABGH
chains in the use of the mathematical formulas (5.46)–(5.47).
5.2.3 Prion protein misfolding studied by molecular dy-
namics simulations
Rabbits, dogs, and horses were reported to be resistant to infection from prion
diseases isolated from other species. Because rabbit prion protein has no NMR
or X-ray molecular structure produced yet, a homology structure of rabbit
prion is used for the study. The homology model of the 3-dimensional atomic
structure of residues 124-228 of the rabbit prion protein was constructed using
the NMR structure of the human prion protein (PDB ID: 1QLX) by muta-
tions as the template. The N-terminal residues (1-123) of prions are unstruc-
tured and not included in the study. The C-terminal residues (124-228) are
well structured, with 3 α-helices, 2 short anti-parallel β-sheets, and a disul-
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fide bond between the 2nd and 3rd α-helix (residues number 178 and number
213). The infectious prion (PrPSc) is an abnormally folded form of the nor-
mal cellular prion (PrPC) and the conversion of PrPC to PrPSc is believed to
involve conformational change from a predominantly α-helical protein (42%
α-helix, 3% β-sheet) to a protein rich in β-sheets (30% α-helix, 43% β-sheet).
Such conformational changes may be amenable to study by molecular dy-
namics (MD) simulations. The AMBER package was used for all the simula-
tions, and all the simulations were performed on the facilities of the Victorian
Partnership for Advanced Computing (VPAC) of Australia. The preliminary
comparison analyses with human (HuPrPC(125-228), 1QLX.pdb) and mouse
(MoPrPC(124-226), 1AG2.pdb) prion proteins done so far show that the rab-
bit prion protein has a more stable structure, and the salt bridge / hydrogen
bond between D177 and R163 might play an important role to keep the sta-
ble 3Dimentional helical structure of rabbit prion protein under neutral pH
environment, because the remove of this salt bridge will collapse the α-helical
stable structure into β-sheet PrPSc structure – this might also imply the salt
bridge D177-R163 being an important drug target.
Chapter 6
PARALLELIZATION AND
COMPARISONS
In this chapter, we first do some parallelization analysis of the hybrid methods,
and then give some comparisons for the hybrid methods presented in this
thesis.
6.1 Parallelization of algorithms
In Chapter 5 we presented a solver - the hybrid discrete gradient genetic al-
gorithm - to get the lowest energy structures of the optimal solutions of the
Lennard-Jones Clusters. By this solver we successfully received better results
and structures of atoms such as 39, 40, 42, or 48, compared with the best
known ones up to date. We will replace Algorithm 2 by Algorithm 19 in the
hybrid solver. We present a parallel implementation of this new hybrid solver
in a MPI environment. At first we show some basic results on OpenMP and
MPI. Then we present some parallel computing strategies (such as fine-gained
and master-slave) for genetic algorithm. We use existing techniques on the
parallelization of the discrete gradient method and the cutting angle method.
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6.1.1 Basic results on OpenMP and MPI
OpenMP (OMP) ([177, 178]) and MPI represent the programming model of
memory sharing and message passing respectively. They are an extension to
standard Fortran, C and C++, and Java. OpenMP stands for Open specifica-
tions for Multi Processing via collaborative work with interested parties from
the hardware and software; it is an Application Program Interface (API) that
may be used to explicitly direct multi-threaded, shared memory parallelism.
MPI stands for Message Passing Interface, “an important and increasingly pop-
ular standardized and portable message passing system that brings us closer
to the potential development of practical and cost-effective large-scale parallel
applications” ([231]). To compare the performance of OMP, MPI, and the
hybrid of OMP and MPI, we use the data of Chinese National Center of Mete-
orology (www.metech.org.cn). Numerical results can be seen from Table 6.1.1
and Figure 6.1.1.
Table 6.1: CPU time (in seconds) results on OMP, MPI, Hybrid OMP-MPI and Hybrid MPI-OMP on one node:
Programming model\ CPUs 1 2 4 6 8
OMP 2113.9 1127.9 686.5 502.0 438.8
MPI 1764.8 963.8 584.4 424.0 394.4
OMP-MPI 2094.2 1107.6 678.4 493.6 427.4
MPI-OMP 1787.3 945.2 575.3 422.9 344.1
By Table 6.1.1 and Figure 6.1.1, we obtain the following conclusions:
(1) Time goes down as the number of processors goes up;
(2) OMP is usually more time-consuming than MPI;
(3) Different hybrid results in different effects; here hybrid MPI-OMP is better
than hybrid OMP-MPI, and it also has better performance than that of MPI
working alone for multiprocessors.
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Figure 6.1.1: Performance of the hybrid of OMP & MPI for data of metech.org.cn:
where the top line is the performance of OMP-MPI, i.e. outer loop using OMP, inner loop using MPI, with 1 MPI on each node;
the low line is the performance of MPI-OMP: outer loop using MPI with many nodes, each node with many CPUs
In VPAC (www.vpac.org) machines, the problem with OMP is that it does
not scale very well. On a large SMP (Simulating a Symmetric Multiprocessor)
machine for example, 4-8 CPUs is usually the absolute limit, often much less.
In VPAC, each box contains only 2CPUs on each cluster. All the work put
into OMP does not really pay off in practise in VPAC. The hybrid of OMP and
MPI will work in VPAC, but if we have gone through the trouble of adding
MPI code we would be much better just sticking to MPI. The performance and
scaling of MPI will be much better. So, we need to carry out some performance
analysis of MPI to master the basic skills on MPI, which will save much of
computer CPU time and space.
Because the value of π is not rational, as an illustrated example, its com-
putation can be used to evaluate the performance of MPI, using the formula
π =
∫ 1
0
4
1+x2
dx. To do this integration numerically, we divide the interval from
0 to 1 into 1000000 subintervals and calculate the Riemann sum. Without using
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MPI, the CPU time to get an approximation of the value of π is 0.014640 sec-
onds. Using MPI, first we broadcasts (MPI Bcast) the number 1000000 from
the user to all of the other processes. Each process computes which subinter-
vals it is responsible for among 1000000. Lastly all the partial sums are reduced
(MPI Reduce) onto one process, and the approximation of π is obtained (see,
for example, [90]). In essence, MPI Bcast(buffer,count,datatype,root,comm) equals
do i=1,processes
MPI Send(address, length, i, tag)
end do
and MPI Reduce(sendbuf,recvbuf,count,datatype,op,root,comm) (where, for π,
op is MPI SUM) is equivalent to (see §4.9.4 of [168])
if (rank>0) {
MPI Recv(tempbuf, count, datatype, rank-1,...)
User reduce(tempbuf, sendbuf, count, datatype)
}
if (rank < groupsize-1) {
MPI Send(sendbuf, count, datatype, rank+1,...)
}
if (rank == groupsize-1) {
MPI Send(sendbuf, count, datatype, root, ...)
}
if (rank == root) {
MPI Recv(recvbuf,count, datatype, groupsize-1, ...)
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}
where MPI Send and MPI Recv are blocked communications. For comparison
of their performances, we also test their unblocked communications MPI Isend,
MPI Ssend, and MPI Rsend. The MPI numerical results on π are listed in
Table 5.2. From this table we see that:
(1) For 1 CPU, using MPI is not definitely better than without using MPI,
but for more than 1 CPUs using MPI is definitely better than without MPI;
(2) For MPI, MPI Bcast-Reduce is better than its equivalent forms; so, in the
next section we directly use MPI Bcast-Reduce for (5.41).
The performance analysis of those basic MPI communications has rarely been
done in Australia except a few papers such as [56]. We thus list the basic
results on OpenMP and MPI, and MPI communications in this section.
Table 6.2: π’s numerical results on wall clock time (seconds)
MPI\processes 1 2 3 4 5 6 7 8
MPI Bcast-Reduce 0.014813 0.007440 0.005070 0.004139 0.003352 0.003209 0.002549 0.002241
MPI Send-Recv 0.016018 0.008995 0.006609 0.006231 0.005062 0.003832 0.007752 0.003264
MPI Isend-Recv 0.016267 0.022964 0.007640 0.009041 0.007108 0.003665 0.007732 0.003403
MPI Ssend-Recv 0.016845 0.008962 0.010170 0.012050 0.019738 0.004288 0.006553 0.004405
MPI Rsend-Recv 0.016795 0.008919 0.012094 0.009724 0.004225 0.003249 0.007721 0.003314
6.1.2 MPI techniques for the hybrid algorithms
6.1.2.1 MPI techniques for objective function of the lennard-Jones
clustering problem
The objective function of (5.41) is
f(x) =
N∑
i=1
TN,i, (6.1)
where TN,i = 4
∑N
j=1,j<i
(
1
τ6ij
− 1
τ3ij
)
, and N is the number of particles consid-
ered. Thus (6.1) has the same form as the one for computing π: π ≈∑N ′i=1 T ′N ′,i,
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where T ′N ′,i =
1
N ′
4
1+( i−0.5
N′
)2
and N ′ = 1000000. So, by the performance anal-
ysis of Section 6.1.1 we may use MPI Bcast-Reduce and MPI Barrier for the
parallel computing of (6.1).
[92, 112, 118, 125, 126, 127, 263, 275] present parallel versions of simulated
annealing algorithms. The parallelization techniques for simulated annealing
method can be found in [6]. Specially, when implementing a method, we need
to call the objective function procedure many times. To solve (5.41) only with
17 atoms by the hybrid discrete gradient and simulated annealing method
(presented in Section 2.2.2), 52.63% of the effort is put into the calculation of
the objective function values.
Hence, we present a parallelization technique in MPI ([231]) language for
(6.1):
MPI REDUCE(f, value, 1, MPI DOUBLE PRECISION, MPI SUM, 0,
MPI COMM WORLD, ierr)
IF (myid.eq.0) obj value=value
MPI BARRIER(MPI COMM WORLD, ierr)
MPI BCAST(obj value, 1, MPI DOUBLE PRECISION, 0, MPI COMM WORLD,
ierr)
This means we broadcast the calculations of the objective function value to
many computer processors and reduce all these parts of the objective function
value at (root) processor 0 (see Figure 6.1.2). This way can efficiently get the
value of the objective function. In our implementation, we use one, two, four,
and eight processors separately.
6.1.2.2 MPI techniques for genetic algorithm
In the genetic algorithm (GA), we should let the population size equal the
number of processes. This idea seems to be the diffusion parallel GA of [53] or
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Figure 6.1.2: MPI BCAST, MPI BARRIER, and MPI REDUCE
the so-called fine-grained model ([169]). However, it differs from the diffusion
GA. On the other hand, in the hybrid solver, GA is a parallel computing
algorithm, and the explicit Newton method and Algorithm 19 are sequential
computing algorithms. Hence, we may assign each individual to one process
on which the computations of the explicit Newton method and Algorithm 19
are carried out. Because our numerical experiments show that at least half of
the effort is taken by the calculation of the value of (6.1), we also introduce
the master-slave techniques into our genetic algorithm. The master process
controls the execution of the selection, crossover and mutation procedures,
and of the explicit Newton method and Algorithm 19. The slave processes are
only in charge of computing the value of (6.1).
6.1.2.3 MPI techniques for the multidimensional descent method
We use existing techniques on the parallelization of the discrete gradient method
and the cutting angle method for Algorithm 19. In [26], the discrete gradi-
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ent method was parallelized from two aspects: the objective function and the
Wolfe’s step-size line search. [36] used heap data structures to give an efficient
parallel implementation of the cutting angle method. We may include those
techniques into our new hybrid solver.
6.1.2.4 Efficiency of the hybrid algorithm
However, during the implementation of the MPI techniques, we find out that
the following Cholesky procedure of our whole hybrid procedure does not work
very efficiently.
Algorithm 27. “Cholesky subroutine (where n,H,G are the inputs and S is
output) ([153]):
do j = 1, n
H(j, j) = H(j, j) −∑j−1k=1H(j, k) ×H(j, k),H(j, j) =√H(j, j)
do i = j + 1, n
H(i, j) = (H(i, j) −∑j−1L=1H(i, L) ×H(j, L))/H(j, j)
end do
end do
do i = 1, n
G(i) = −G(i)
end do
X(1) = G(1)/H(1, 1)
do i = 2, n
X(i) = (G(i) −∑i−1j=1H(i, j) ×X(j))/H(i, i)
end do
S(n) = X(n)/H(n, n)
do i = n− 1, 1,−1
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S(i) = (X(i) −∑nj=i+1H(j, i) × S(j))/H(i, i)
end do
For positive definite symmetric Hessian matrix H , its Cholesky decomposition is
H = RTR where R is an upper triangular matrix. In Algorithm 27, we first
calculate RT . To get the jth column of RT , we need all the columns before the
jth column. So, all those columns before j must be sent to node j when parallel
computing RT , and then send all these j columns to node j + 1 for the next
loop. In each loop on node j, each process may get different jth column of RT .
After getting RT , we may use a parallel strategy ([153]) for computing the matrix
multiplication to get H .”
To implement MPI techniques for all our proposed algorithms and to make
it clear how efficient the hybrid would be by making use of parallelization are
a work for the further research.
6.2 Comparisons of algorithms
In this section we add some details and comparisons of computational results
of the hybrid algorithms of this thesis, along the standard guidelines of [174,
191, 192]. In [192], the definition of performance profile was introduced. The
performance profile is a cumulative distribution function over a performance
ratio and provides condensed information in terms of robustness, efficiency and
quality of solution information. We briefly write the two formulae as follows:
ρp,s =


tp,s
min{tp,s:1≤s≤ns} if
∣∣∣ op,s−bpbp
∣∣∣ ≤ δ,
ρM if
∣∣∣ op,s−bpbp
∣∣∣ > δ (6.2)
ps(τ) =
1
np
C [{p ∈ P : ρp,s ≤ τ}] (6.3)
where P is a given set of problems p = 1, . . . , np, s is one of solvers s =
1, . . . , ns, tp,s is the solver resource (e.g. computational time) spent by solver
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Figure 6.2.1: Performance Profile (real: DG, dashing: Simplex, dot-dashing: UOBYQA)
s on problem p, op,s denotes the solution value found by solver s for problem
p, bp is the best solution value found when applying all solvers to problem p,
δ > 0 is a user-defined relative objective value difference threshold, ρM is an
upper bound on ρp,s over all problem&solver pairs p, s in which solver s fails
to solve problem p, 1 ≤ τ ≤ ∞, and C [{·}] denotes the cardinality (size) of
the set {·}. The function in (6.2) is called a performance ratio and (6.3) is
called the performance profile function of the performance ratio. Our numerical
experiments for the formula (6.2) are: (i) when bp is zero, in the denominator
we replace bp by 1, and (ii) δ ≤ 10−4. Now we present and discuss results
about the hybrid algorithms of this thesis using the performance profiles.
First we show the performance profile of the DG method, Simplex method
and UOBYQA method (see Figure 6.2.1). In Figure 6.2.1, the axis of abscissas
is the solver resource (test problems) and the axis of ordinates is the success
rate (%) of the three local search methods. By Figure 6.2.1, we can see that,
being compared with the Simplex method and UOBYQA method, the DG
method is absolutely the winner for solver resource labeled 5∼21 and always
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Figure 6.2.2: A Performance Profile of the hybrid methods in Chapters 2-3
better than the UOBYQA method for all the solver resource. The three lines
cross at label 3 of the solver resource; this means the three methods have a
completely same performance at label 3. This gave an explanation why we
had chosen the DG method to use in this thesis.
All our hybrid algorithms of this thesis generally are not sensitive to the
initial solutions. So, in the below we can independently compare all the hybrid
methods presented.
For the three versions of the hybrid discrete gradient cutting angle meth-
ods in Chapter 3, they were developed as we have improved them. So, the
hybrid method in Section 3.3 should be the best one, the hybrid method in
Section 3.2 is a better one and the hybrid method of Section 3.1 is a good
one. All these three hybrid methods are better than the hybrid discrete gra-
dient simulated annealing method of Chapter 2 when the dimensions of the
problems are not very high. They all are better than the hybrid discrete gra-
dient simulated annealing method of Chapter 2 because, for some problems,
the latter spends a lot of function evaluations (see Figure 6.2.2). In Figure
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6.2.2, the axis of abscissas is the solver resource (test problems) and the axis
of ordinates is the number of function evaluations. The real line is the one of
the hybrid discrete gradient simulated annealing method, and the dashing line
is for the hybrid discrete gradient cutting angle method of Section 3.3. By this
Figure, we can know the hybrid discrete gradient cutting angle method wins
the hybrid discrete gradient simulated annealing method greatly for solving
the problems such as Ackley (dimensions 2, 10, 30) Problem, Bohachevsky
No.1-3 Problems, Branin Problem, Easom Problem, Goldstein-Price Problem,
Griewank (dimension 2) Problem, Rastringins (dimensions 2, 5, 10) Problem,
Schaffer No.1-2 Problems, and Shubert No.1-2 Problems.
Lastly, we give a comparison of the four hybrid methods presented in Chap-
ter 4. We review them from the point of the average objective function values.
A performance profile can be seen from Figure 6.2.3, where the dashing line is
the one for the hybrid DGES(µ, λ) method, the dot-dashing line is for the hy-
brid DGES(µ+λ) method, and the real line is for the hybrid SA-SAES(µ+λ)
method and the hybrid SA-SACEP method (because we find the performances
are same for these two hybrid method). For problems F2∼F4, DGES(µ, λ) per-
forms the worst, SA-SAES(µ + λ) and SA-SACEP perform in the worse, but
DGES(µ, λ) is the best one. For problems F5∼F18, all those four hybrid meth-
ods seem to have the same performance. For problems F19∼F22, DGES(µ, λ)
is the worst one, DGES(µ + λ) is bad, but SA-SAES(µ + λ) and SA-SACEP
perform well. For F23∼F26, SA-SAES(µ+ λ) and SA-SACEP perform worst,
DGES(µ, λ) is not good, but DGES(µ + λ) has a good performance. For the
problems remained, by the Figure 6.2.3 we cannot make some comparison for
all the four hybrid methods of Chapter 4. However, all the four hybrid meth-
ods in this chapter are not better than the hybrid discrete gradient simulated
annealing method and the last version hybrid discrete gradient cutting angle
method.
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Figure 6.2.3: A Performance Profile of the four hybrid methods in Chapter 4
Conclusions and further
research
Conclusions
In this thesis we present several derivative-free hybrid methods for solving
large scale global optimization problems. These methods do not guarantee
the calculation of a global solution; however results of numerical experiments
presented in this thesis demonstrate that they, as a rule, calculate a solution
close to the global one. All methods were successfully tested using standard
test problems. In these algorithms we used the following strategy: we apply
a local optimization algorithm to compute a local minimizer, and then we
apply a global search method to escape from this local minimizer and to find
a new starting point for a local search algorithm. In such an approach global
search algorithms are used only to escape from local minimizers, not to solve
the global optimization problem itself. Of course the former problem is much
easier than the latter one. On the other hand, such an approach allows one
to use powerful methods of local optimization to solve global optimization
problems.
The methods presented in this thesis are the hybrid discrete gradient and
simulated annealing method, three hybrid discrete gradient and cutting angle
methods, two hybrid discrete gradient evolutionary strategy methods, the hy-
158
Conclusions and further research 159
brid discrete gradient genetic algorithm, and two hybrid simulated annealing
and evolutionary algorithms.
Their successful applications to the Lennard-Jones clustering model, prion
amyloid fibril model constructions, prion protein misfolding, and clustering
problems in datasets with and without weights are done in this thesis. All
results show that the hybrid methods are efficient in solving global optimization
problems.
Further research
We point out several directions for the research in the near future:
1. Further study of parallelized versions of the proposed algorithms.
2. Modification of algorithms for some real-world problems by taking into ac-
count the structure of these problems. Such an approach could allow us to
increase the number of variables and/or constraints which can be handled by
the proposed algorithms.
3. To develop other constraint-handling approaches, instead of using the exact
penalty function approach.
4. In some cases interval/rigorous global optimization approaches guarantee
solutions. It would be of interest to compare to such results of the various
algorithms presented here.
Appendix: illustrations of
classical GO test models
In this appendix, pictures of classical GO test models are included, to illus-
trate their difficulty or lack thereof, and to support reproducibility. A partic-
ular emphasis is placed on global - multiextremal - problems. Since pictorial
representations are presented for these models, all models considered are of
(or are reduced to a) box-constrained form. We present a formal model state-
ment, the globally optimal solution(s) and corresponding visualization in each
case. These two-dimensional models, and one-dimensional models in T1-T15,
can be looked as the subspace projections of their corresponding higher di-
mensional models. ‘Upside down’ (i.e. the objective −f is maximized) all the
pictures of the functions, all the test problems have not met a case like (I) the
function is ‘nearly convex’ around the global optimum, with a very sizeable
‘plateau’ (region of attraction) around it; or (II) the search region is exactly
and perfectly symmetric around the optimal point. All these models listed here
have been frequently used to test global optimization algorithms and softwares
(see, e.g., [20, 99, 100, 174, 274]). In the following, x∗ is a global minimum
and f ∗ = f(x∗).
A1: Ackley:
Test function: f(x) = −20e
− 0.0282843√
x2
1
+x2
2 − ecos(2πx1)+ 12 cos(2πx2).
Variable range: [-32.768, 32.768] for both variables.
160
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A1: Figure of Ackley function
Exact solution: x∗ = (0, 0), f ∗ = 0.
B1: Bohachevski Nr. 1:
Test function: f(x) = 0.7 + x21 + 2x
2
2 − 0.3 cos(3πx1) + 0.4 cos(4πx2).
Variable range: [-50,50] for both variables.
Exact solution: x∗ = (0, 0), f ∗ = 0.
B2: Bohachevski Nr. 2:
Test function: f(x) = 0.3 + x21 + 2x
2
2 − 0.3 cos(3πx1) cos(4πx2).
Variable range: [-50,50] for both variables.
Exact solution: x∗ = (0, 0), f ∗ = 0.
B3: Bohachevski Nr. 3:
Test function: f(x) = 0.3 + x21 + 2x
2
2 − 0.3 cos(3πx1 + 4πx2).
Variable range: [-50,50] for both variables.
Exact solution: x∗ = (0, 0), f ∗ = 0.
B4: Branin Nr. 1:
Test function: f(x) = (x2 − 5.1x
2
1
4π2
+ 5x1
π
− 6)2 + 10(1− 1
8π
) cos(x1) + 10.
Variable range: x1 ∈ [−5, 10], x2 ∈ [0, 15].
Exact solution: x∗ = (−π, 12.275), (π, 2.275), (3π, 2.475), f ∗ = 0.397887.
B5: Branin Nr. 2:
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B1: Figure of Bohachevski Nr. 1 function
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B2: Figure of Bohachevski Nr. 2 function
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B3: Figure of Bohachevski Nr. 3 function
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B4: Figure of Branin Nr. 1 function
Appendix: illustrations of classical GO test models 166
-4 -2 0 2 4 6 8 10
0
2
4
6
8
10
12
14
B4: The contour of the Figure of Branin Nr. 1 function
Test function: f(x) = (x2 − 12 sin(2πx1))2 + (1− x1 − 2x2 + 120 sin(4πx2))2.
Variable range: [-10,10] for both variables.
Exact solution: x∗ = (0.1487124, 0.4021001), f ∗ = 0.
C1: Camel Nr. 1:
Test function: f(x) = 1
3
x61 − 2.1x41 + 4x21 + x1x2 + 4x42 − 4x22.
Variable range: [-5,5] for both variables.
Exact solution: x∗ = (0.089842,−0.712656), (−0.089842, 0.712656), f ∗ = −1.03163.
C2: Camel Nr. 2:
Test function: f(x) = x21(4− 2.1x21 + x
4
1
3
) + x1x2 + x
2
2(−4 + 4x22).
Variable range: x1 ∈ [−3, 3], x2 ∈ [−2, 2].
Exact solution: x∗ = (−0.0898363, 0.7126518), (0.0898363,−0.7126518), f ∗ =
−1.0316285.
C3: Camel Nr. 2:
Test function: f(x) = x21(4− 2.1x21 + x
4
1
3
) + x1x2 + x
2
2(−4 + 4x22).
Variable range: x1 ∈ [−2, 2], x2 ∈ [−1, 1].
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C3: Figure of Camel Nr. 2 function
Exact solution: x∗ = (−0.0898360, 0.7126571), (0.0898360,−0.7126571), f ∗ =
−1.0316285.
D1: De Jong Nr. 2:
Test function: f(x) = (1− x1)2 + (1− x2)2 + 100(x21 − x2)2.
Variable range: [-2.048, 2.048] for both variables.
Exact solution: x∗ = (1, 1), f ∗ = 0.
E1: Easom:
Test function: f(x) = − cos(x1) cos(x2)e−(x1−π)2−(x2−π)2 .
Variable range: [-10, 10] for both variables.
Exact solution: x∗ = (π, π), f ∗ = −1.
G1: Goldstein and Price:
Test function: f(x) = ((3x21+6x2x1−14x1+3x22−14x2+19)(x1+x2+1)2+1)×
((12x21 − 36x2x1 − 32x1 + 27x22 + 48x2 + 18)(2x1 − 3x2)2 + 30).
Variable range: [-2, 2] for both variables.
Exact solution: x∗ = (0,−1), f ∗ = 3.
G2: Griewanks:
Test function: f(x) =
x21+x
2
2
4000
− cos(x1) cos( x2√2) + 1.
Variable range: [-100, 100] for both variables.
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Exact solution: x∗ = (0, 0), f ∗ = 0.
H1: Hansen:
Test function: f(x) = (
∑5
j=1 j cos(j+(j−1)x1))× (
∑5
j=1 j cos(j+(j−1)x2)).
Variable range: [-100, 100] for both variables.
Exact solution: x∗ = (5.93234,−1.30671), f ∗ = −137.5396.
H2: Hump:
Test function: f(x) = 1.03163 + 4x21 − 2.1x41 + x
6
1
3
+ x1x2 − 4x22 + 4x42.
Variable range: [-5, 5] for both variables.
Exact solution: x∗ = (0.0898802,−0.7126439), (−0.0898802, 0.7126439), f ∗ =
0.
L1: Levy Nr. 1:
Test function: f(x) = 1
2
π(1
4
(−1 + x2) + 10 sin(π(1 + 14(−1 + x1))) sin(π(1 +
1+x1
4
)) + 1
16
(−1 + x1)2(1 + 10 sin(π(1 + 14(−1 + x2)))2))2.
Variable range: [-10, 10] for both variables.
Exact solution: x∗ = (1.2244832,−5.9842618), f ∗ = 0.
L2: Levy Nr. 2:
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Test function: f(x) = 1
2
π(1
4
(−1 + x2) + 10 sin(π(1 + 14(−1 + x1))) sin(π(1 +
1+x1
4
)) + 1
16
(−1 + x1)2(1 + 10 sin(π(1 + 14(−1 + x2)))2))2 + If [−10 ≤ x1 ≤
10, 0, 100(|x1| − 10)4] + If [−10 ≤ x2 ≤ 10, 0, 100(|x2| − 10)4].
Variable range: [-50, 50] for both variables.
Exact solution: x∗ = (−0.6774575, 3.2632232), f ∗ = 0.
L3: Levy Nr. 3:
Test function: f(x) = (sin2(3πx2)+1)(x1−1)2+sin2(3πx1)+(x2−1)2(sin2(2πx2)+
1).
Variable range: [-5, 5] for both variables.
Exact solution: x∗ = (1, 1), f ∗ = 0.
M1: Michalewicz:
Test function: f(x) = sin(x1) sin
20(
x21
π
)− sin(x2) sin20(2x
2
2
π
).
Variable range: [0, π] for both variables.
Exact solution: x∗ = (2.2029048, 1.5707971), f ∗ = −1.8013.
N1: Neumaier Nr. 2:
Test function: f(x) = (8− x1 − x2)2 + (18− x21 − x22)2.
Variable range: [0, 2] for both variables.
Exact solution: f ∗ = 0.
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N2: Neumaier Nr. 3:
Test function: f(x) = (x1 − 1)2 + (x2 − 1)2 − x1x2.
Variable range: [−4, 4] for both variables.
Exact solution: x∗ = (2, 2), f ∗ = −2.
R1: Rastringins Nr. 1:
Test function: f(x) = x21 + x
2
2 − cos(18x1)− cos(18x2).
Variable range: [−1, 1] for both variables.
Exact solution: x∗ = (0, 0), f ∗ = 0.
R2: Rastringins Nr. 2:
Test function: f(x) = 20 + x21 + x
2
2 − 10 cos(2πx1)− 10 cos(2πx2).
Variable range: [−5.12, 5.12] for both variables.
Exact solution: x∗ = (0, 0), f ∗ = 0.
S1: Schaffer Nr. 1:
Test function: f(x) = 0.5 +
−0.5+sin2(
√
(x21+x
2
2))
(1+0.001(x21+x
2
2))
2 .
Variable range: [−100, 100] for both variables.
Exact solution: x∗ = (0, 0), f ∗ = 0.
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S2: Schaffer Nr. 2:
Test function: f(x) = (x21 + x
2
2)
0.25⌊1 + sin2(50(x21 + x22)0.1)⌋.
Variable range: [−100, 100] for both variables.
Exact solution: x∗ = (0, 0), f ∗ = 0.
S3: Shekel’s foxholes:
Test function:
f(x) = −1/(0.806 + (x1 − 9.681)2 + (x2 − 0.667)2)−
1/(0.517 + (x1 − 9.400)2 + (x2 − 2.041)2)−
1/(0.100 + (x1 − 8.025)2 + (x2 − 9.152)2)−
1/(0.908 + (x1 − 2.196)2 + (x2 − 0.415)2)−
1/(0.965 + (x1 − 8.074)2 + (x2 − 8.777)2)−
1/(0.669 + (x1 − 7.650)2 + (x2 − 5.658)2)−
1/(0.524 + (x1 − 1.256)2 + (x2 − 3.605)2)−
1/(0.902 + (x1 − 8.314)2 + (x2 − 2.261)2)−
1/(0.531 + (x1 − 0.226)2 + (x2 − 8.858)2)−
1/(0.876 + (x1 − 7.305)2 + (x2 − 2.228)2)−
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1/(0.462 + (x1 − 0.652)2 + (x2 − 7.027)2)−
1/(0.491 + (x1 − 2.699)2 + (x2 − 3.516)2)−
1/(0.463 + (x1 − 8.327)2 + (x2 − 3.897)2)−
1/(0.714 + (x1 − 2.132)2 + (x2 − 7.006)2)−
1/(0.352 + (x1 − 4.707)2 + (x2 − 5.579)2)−
1/(0.869 + (x1 − 8.304)2 + (x2 − 7.559)2)−
1/(0.813 + (x1 − 8.632)2 + (x2 − 4.409)2)−
1/(0.811 + (x1 − 4.887)2 + (x2 − 9.112)2)−
1/(0.828 + (x1 − 2.440)2 + (x2 − 6.686)2)−
1/(0.964 + (x1 − 6.306)2 + (x2 − 8.583)2)−
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1/(0.789 + (x1 − 0.652)2 + (x2 − 2.343)2)−
1/(0.360 + (x1 − 5.558)2 + (x2 − 1.272)2)−
1/(0.369 + (x1 − 3.352)2 + (x2 − 7.549)2)−
1/(0.992 + (x1 − 8.798)2 + (x2 − 0.880)2)−
1/(0.332 + (x1 − 1.460)2 + (x2 − 8.057)2)−
1/(0.817 + (x1 − 0.432)2 + (x2 − 8.645)2)−
1/(0.632 + (x1 − 0.679)2 + (x2 − 2.800)2)−
1/(0.883 + (x1 − 4.263)2 + (x2 − 1.074)2)−
1/(0.608 + (x1 − 9.496)2 + (x2 − 4.830)2)−
1/(0.326 + (x1 − 4.138)2 + (x2 − 2.562)2)
Variable range: [0, 10] for both variables.
Exact solution: x∗ = (8.0240613, 9.1465354), f ∗ = −12.1190081.
S4: Shubert Nr. 1:
Test function: f(x) = (cos(1+2x1)+2 cos(2+3x1)+3 cos(3+4x1)+4 cos(4+
5x1) + 5 cos(5+ 6x1))(cos(1+ 2x2) + 2 cos(2+ 3x2) + 3 cos(3+ 4x2) + 4 cos(4+
5x2) + 5 cos(5 + 6x2)).
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Variable range: [−10, 10] for both variables.
Exact solution: f ∗ = −186.7309.
S5: Shubert Nr. 2:
Test function: f(x) = 0.5((1.42513+ x1)
2+ (0.80032+ x2)
2) + (cos(1 + 2x1) +
2 cos(2+ 3x1) + 3 cos(3+ 4x1) + 4 cos(4+ 5x1) + 5 cos(5+ 6x1))(cos(1+ 2x2) +
2 cos(2 + 3x2) + 3 cos(3 + 4x2) + 4 cos(4 + 5x2) + 5 cos(5 + 6x2)).
Variable range: [−10, 10] for both variables.
Exact solution: x∗ = (−1.4251119,−0.8003408), f ∗ = −186.730909.
S6: Shubert Nr. 3:
Test function: f(x) = − sin(1+2x1)−2 sin(2+3x1)−3 sin(3+4x1)−4 sin(4+
5x1)− 5 sin(5+ 6x1)− sin(1+ 2x2)− 2 sin(2+ 3x2)− 3 sin(3+ 4x2)− 4 sin(4+
5x2)− 5 sin(5 + 6x2).
Variable range: [−10, 10] for both variables.
Exact solution: x∗ = (−6.7745718,−0.4913988), f ∗ = −24.062499.
T1:
Test function: f(x) = −20e−0.02|x| − ecos(2πx) + 20 + e.
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Variable range: [−30, 30] for variable x.
Exact solution: x∗ = 0, f = 0.
T2:
Test function: f(x) =
∑5
k=1 k sin((k + 1)x+ k).
Variable range: [−10, 10] for variable x.
Exact solution: x∗ = −7.39728, f = −14.8380.
T3:
Test function: f(x) = 1 + x2/4000− cos(x).
Variable range: [−100, 100] for variable x.
Exact solution: x∗ = 0, f = 0.
T4:
Test function: f(x) = (3x− 1.4) sin(18x) + 1.7.
Variable range: [0.2, 7] for variable x.
Exact solution: x∗ = 6.89453, f = −17.5829.
T5:
Test function: f(x) = sin(3x) + sin(5x) + sin(7x) + sin(11x).
Variable range: [−5, 5] for variable x.
Exact solution: x∗ = 3.34098, f = −3.20009.
T6:
Test function: f(x) = sin( 1
x
).
Variable range: [0.02, 1] for variable x.
Exact solution: x∗ = 0.0578745, f = −1.
T7:
Test function: f(x) = 1 + sin2 x− 0.1−x2.
Variable range: [−10, 10] for variable x.
Exact solution: x∗ = 0, f = 1.
T8:
Test function: f(x) = 10 + x2 − 10 cos(2πx).
Variable range: [−5.12, 5.12] for variable x.
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Exact solution: x∗ = 0, f = 0.
T9:
Test function: f(x) = 1− cos(2π
√
x2) + 0.1
√
x2.
Variable range: [−100, 100] for variable x.
Exact solution: x∗ = 0, f = 0.
T10:
Test function: f(x) = −∑5i=1 i cos((i+ 1)x+ i).
Variable range: [−10, 10] for variable x.
Exact solution: x∗ = 5.4828668, f = −14.5080079.
T11:
Test function: f(x) = −(2.5 sin(x− 30) + sin(5(x− 30))).
Variable range: [0, 180] for variable x.
Exact solution: x∗ = 138.3849459, f = −3.5000000.
T12:
Test function: f(x) = e−x sin 1
x
.
Variable range: [10−5, 1] for variable x.
Exact solution: x∗ = 0.0001185, f = −0.9998434.
T13:
Test function: f(x) = −
(
1 + 0.2|x−1|
0.1+|x−1|
)
cos(π|x− 1|)e−x−12pi .
Variable range: [−15, 15] for variable x.
Exact solution: x∗ = 1.0584165, f = −1.0459495.
T14:
Test function: f(x) = |2x+ x sin x|.
Variable range: [−40, 40] for variable x.
Exact solution: x∗ = 0, f = 0.
T15:
Test function: f(x) = − cos(3x) + cos(x2) + sin(4x).
Variable range: [−10, 7.5] for variable x.
Exact solution: x∗ = −1.9254050, f = −2.7069065.
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Z1: Zakharov:
Test function: f(x) = x21 + x
2
2 + (0.5x1 + x2)
2 + (0.5x1 + x2)
4.
Variable range: [−5, 10] for both variables.
Exact solution: x∗ = (0, 0), f ∗ = 0.
Z2:
Test function: f(x) = 100− 45e−5(−0.5+x1)2+(−0.5+x2)2
(cos[5e−5(−0.5+x1)
2+(−0.5+x2)2π(−0.5 + x1)]
+ cos[7e−5(−0.5+x1)
2
π(−1 + x1 + x2)])
+ [If (x1 + x2 < 1.5) then 0 else 10].
Variable range: [0, 1] for both variables.
Exact solution: x∗ = (0.5, 0.5), f ∗ = 10.
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