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Abstract
A crucial issue in system architecting is the need to study systems from diﬀerent viewpoints. These viewpoints are deﬁned by a variety of factors,
including the concerns of interest, level of abstraction, observers and context. Views conforming to these viewpoints are highly interrelated due
to the concerns addressed overlapping. These interrelations and overlaps can lead to inconsistencies. The challenge is to identify and resolve
- that is, manage - such inconsistencies. This paper introduces an approach to managing inconsistencies within the context of Model-Based
Systems Engineering (MBSE). In current practice, the management of inconsistencies relies on ad-hoc methods and infrequently conducted
activities such as reviews. The result of this practice is that decisions are often made based on inconsistent information, which can lead to costly
rework or even mission failure. Therefore, assisting humans by means of a computational method that can continuously identify and aid in
resolving inconsistencies adds signiﬁcant value. In the paper, the hypothesis that pattern matching can serve as a generic means of identifying
inconsistencies is investigated. It is shown that graph patterns can be used as a means to capture conditions for and formally reason about the
existence of inconsistencies, and to specify resolution alternatives. The paper concludes that using patterns to manage inconsistencies can be very
eﬀective and accurate, but it may also incur additional costs that must be carefully balanced with the beneﬁts gained.
c© 2014 The Authors. Published by Elsevier B.V.
Selection and peer-review under responsibility of the International Scientiﬁc Committee of “24th CIRP Design Conference” in the person of the
Conference Chairs Giovanni Moroni and Tullio Tolio.
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1. Introduction
When designing and developing engineering systems, one
common practice of managing the often overwhelming com-
plexity is to study the system from diﬀerent viewpoints. Such
viewpoints are deﬁned by a variety of factors, including the
concerns of interest, level of abstraction and context. Diﬀer-
ent stakeholders study the system from diﬀerent viewpoints.
Consider the design and development of an aircraft system:
a project manager, manufacturing engineer and design engi-
neer each address diﬀerent concerns and have diﬀering inter-
ests. However, it is only through their collaborative eﬀort that
the overall design and development process of the system can
progress. This is due to the concerns addressed by the various
stakeholders being highly interrelated. The presence of such
interrelations introduces the potential for inconsistencies [1].
We say that an inconsistency is present if two or more state-
ments are made that are not jointly satisﬁable. From the per-
spective of logic, an inconsistency is the result of a contradic-
tion. There are many examples for inconsistencies: failure of an
equivalence test, non-conformance to a standard or constraint
and the violation of physical or mathematical principles. The
presence of inconsistencies can have serious consequences, as
can be deduced from studying just a few of the catastrophic
mission failures in aeronautics [2,3]. This emphasizes the need
to identify and resolve inconsistencies — a process we refer to
as inconsistency management.
In current practice, support for managing inconsistencies is
limited. Most modeling tools provide ad-hoc support for check-
ing conformance to syntactical and well-formedness rules.
However, no appropriate infrastructure is available that is ca-
pable of managing a broad class of inconsistencies. In systems
engineering, inconsistencies are identiﬁed as part of the pro-
cess of veriﬁcation and validation (V&V) [4,5]. Since the time
interval between V&V activities is commonly very long, the
cost associated with resolving inconsistencies can be very high.
Typically, the earlier an inconsistency is identiﬁed, the cheaper
it is to ﬁx. Therefore, we argue that a continuous and (semi-)
automated process of managing inconsistencies positively sup-
ports V&V.
This paper provides a conceptual basis for managing incon-
sistencies in Model-Based Systems Engineering (MBSE). We
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present graph pattern matching as a formal basis for identify-
ing and resolving inconsistencies. Furthermore, we discuss key
limitations and practical implications of the approach as well as
related challenges, some of which are unique to designing and
developing physical systems. The remainder of this paper is
structured as follows: section 2 provides a brief overview of the
related literature. Our approach to managing inconsistencies is
outlined in section 3. Practical considerations for implementing
the conceptual approach are discussed in section 4. The paper
closes with directions for future research.
2. Related Work
Finkelstein is often credited with being the ﬁrst person to
introduce the notion of inconsistency management [6]. Based
on the work of Finkelstein et al. [7] and that of Nuseibeh et
al. [8], Spanoudakis and Zisman propose a general framework
for inconsistency management in [1]. The framework deﬁnes
six distinct activities: detection of overlaps, detection of incon-
sistencies, diagnosis of inconsistencies, handling of inconsis-
tencies, tracking of inconsistencies and speciﬁcation and ap-
plication of an inconsistency management policy. Early work
primarily focuses on developing methods and tools for identi-
fying inconsistencies (and overlaps). Recent related literature
discusses the process of resolving inconsistencies more elabo-
rately [9,10].
Most related work originates from model-driven software
engineering research. In early work, Finkelstein et al., discuss
the use of ﬁrst-order predicate logic to detect inconsistencies
through automated theorem proving [6]. A similar approach us-
ing propositional logic is followed by Schaetz et al. [11]. Both
works mention that an inherent limitation of their approach is
that both propositional and ﬁrst-order logic are not suﬃciently
expressive enough to capture all of the knowledge and informa-
tion related to software models. Van der Straeten et al. explore
the use of a description logic to attempt to not only identify
inconsistencies, but maintain consistency through logical infer-
ence [12,13]. In their work, the authors use (domain-speciﬁc)
rules to both identify and resolve inconsistencies. Later work
by Mens et al. describe capturing dependencies between in-
consistencies and possible resolution actions (in the form of
model transformations), as well as sequential dependencies be-
tween resolution rules [9]. This work is complimented by ear-
lier work, in which Mens et al. argue that existing formal mod-
eling languages such as UML should be extended to directly
incorporate support for inconsistency management [14].
In systems engineering research and, more generally, the
ﬁeld of model-based design and development of (cyber-) phys-
ical (as opposed to purely software) systems, particularly fun-
damental work is lacking. This is often justiﬁed by the premise
that the fundamental concepts developed in model-driven soft-
ware engineering research can directly be applied. This is
somewhat surprising in that most researchers agree that there
are key diﬀerences between the design and development of
physical systems and of software systems – for example, the
broader knowledge required due to the multi-disciplinary na-
ture of most technical systems and the heterogeneity of the mul-
titude of disparate models being used. This resulted in Herzig
et al. investigating the fundamentals of consistency manage-
ment in models of complex systems [15]. Qamar and Paredis
later propose a conceptual approach to explicitly capturing de-
pendencies across a set of models as an aid for identifying and
sequentially resolving inconsistencies [16]. Hehenberger et al.
[17] suggest the use of domain-spanning ontologies for the pur-
pose of identifying overlaps and use a rule-based approach to
identifying inconsistencies. In [18], Gausemeier et al. intro-
duce an approach aimed at maintaining consistency between
disparate models and a principle solution (an abstract model of
the system). The approach is based on capturing correspon-
dences between models using triple graph grammars, which are
also used to propagate changes. However, this approach is lim-
ited in the sense that correspondences cannot be deﬁned across
domain-speciﬁc models.
3. Conceptual Model
In systems engineering, inconsistencies manifest in a variety
of forms: violation of well-formedness rules, inconsistencies
in redundant information, mismatches between model and test
data, and not following heuristics or guidelines. In previous
work, we concluded that it is impossible to identify all incon-
sistencies [15] — that is, it is impossible to prove (or maintain)
consistency. Therefore, the focus must be on identifying and
resolving inconsistencies.
Inconsistencies can be identiﬁed through deductive reason-
ing [19]. Deductive reasoning is the process of reaching a con-
clusion starting from a set of premises [20]. Automating this
process requires the ability to perform symbol manipulation. A
prerequisite to this is that the information being reasoned about
must conform to some formalism. In Model-Based Systems
Engineering (MBSE), a key principle is that only formal mod-
els should be used [5]. Therefore, MBSE provides a suitable
basis for reasoning.
3.1. Graphs: a Common Representation for Models
The heterogeneouity of the models used in the process of de-
signing and developing physical systems complicates the iden-
tiﬁcation of a unifying formalism. Here, we consider graphs as
a generic enough formalism to represent any model.
Proposition 1. A model can be represented by a graph.
Models are abstractions of reality [21] and are used to cap-
ture knowledge. Knowledge deﬁnes how diﬀerent pieces of in-
formation are related to one another. Therefore, a model can be
interpreted as being composed of elements and relations, and
it is only natural to think of models as graphs. This supports
proposition 1. Similarly, artiﬁcial intelligence applications of-
ten use graphs to represent information and knowledge through
the use of object-attribute-value triples or semantic nets [20].
In [21] proposition 1 is supported further by the argument that
the meta-model of a modeling language, which can be used to
specify the abstract syntax of a modeling language, is a type
graph.
We argue that in order to express knowledge and informa-
tion meaningfully in a graph, data and relations must be at-
tributed (e.g., labeled), and relationships among data must be
directional. Therefore, a model should be represented by an at-
tributed, directed multigraph, where we use the termmultigraph
to indicate that the graph may contain cycles.
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Deﬁnition 1. A 6-tuple G = (V, E, AV , AE ,mV ,mE) is an at-
tributed, directed multigraph, where V = {v1, v2, ..., vn} is a ﬁ-
nite set of vertices and E is a set of tuples (ordered pairs denot-
ing edges) over the relation E ⊆ V × V. AV and AE are sets of
attributes (e.g., labels) and mV : V → AV and mE : E → AE are
partial functions that assign attributes to vertices and edges, re-
spectively.
A graph-based representation of a model can be constructed
by deﬁning a morphism g : M → G between a model M and a
corresponding graph representation G. Note that this morphism
is not restricted to an isomorphism. That is, not all of the infor-
mation associated with a model must necessarily be translated
into graph form. For the purpose of managing inconsistencies,
only the information that is considered meaningful should be
included. For example, including details about the layout of el-
ements in a SysML or UML diagram is not always meaningful.
3.2. Identifying Inconsistencies
Assuming that all data associated with a model is repre-
sented by a graph, any deducible manifestation of an inconsis-
tency must be contained in said graph. That is, given additional
knowledge (in the form of a negative constraint or a negative
conjuncted proposition), a subset of the graph must represent
what constitutes a part of a particular logical contradiction.
Proposition 2. Given a graph G representing a model M, a
particular instance of an inconsistency manifests as a particu-
lar subset of the vertices and edges of G. Therefore, a particu-
lar inconsistency can be represented by a graph I, of which an
isomorphic image exists in G.
Determining whether or not a graph (and hence the asso-
ciated model) contains an inconsistency I is therefore related
to the problem of ﬁnding a particular subgraph, i.e., the sub-
graph isomorphism problem. For directed multigraphs, the as-
sociated decision problem can be formulated as follows [22]:
given two graphs G = (V, E) and I = (VI , EI), is there a sub-
graph S = (VS , ES ) where VS ⊆ V, ES = E ∩ (VS × VS ) such
that there exists a bijective mapping s : VS → VI and such
that for each ordered pair (v1, v2) ∈ ES ? In other words, it is
checked whether a) all vertices deﬁning the inconsistency can
be mapped injectively to the vertex set of the graph and b) at
least those edges that are part of the inconsistency are present
in G. For the case of attributed, directed multigraphs, the def-
inition of the decision problem is similar where, in addition,
vertex and edge attributes must be preserved.
In the related literature, ﬁnding a particular subgraph is part
of the more general area of pattern matching, speciﬁcally pat-
tern matching in graphs [23]. There, partially deﬁned graph
data (a pattern) is used to query a target graph to determine
whether or not a particular subgraph exists. Therefore, a pat-
tern may be interpreted as a speciﬁcation of the subgraph(s) to
be matched in a target graph, where the pattern itself is deﬁned
by a graph. Finding an isomorphic image may be classiﬁed un-
der exact pattern matching. In addition, there is inexact pattern
matching, where patterns incorporate vertex and edge variables
as well as substitution rules [23,24]. Substitution rules are typ-
ically composed of a combination of variables and production
rules.
Fig. 1. Left: graph representation of a model of a system with an inconsistency
marked in red; right: pattern used to identify the inconsistency associated with
the rule primary subsystems may not contain other primary subsystems
To illustrate our approach, we introduce a simple means of
deﬁning graph patterns. The technique is based on regular ex-
pressions and is similar in spirit to [24]. Assuming that REG(Σ)
is an expression for the set of all regular languages that can be
formed over the alphabet Σ, we deﬁne a graph pattern as fol-
lows:
Deﬁnition 2. A graph pattern P is deﬁned as an attributed, di-
rected multigraph P =
(
VP, EP, AVP , AEP ,mVP ,mEP
)
with AVP ⊆
AV ∪ LVvar where LVvar is a set of labels denoting vertex vari-
ables that is disjoint from AV (i.e., AV ∩ LVvar = ∅), and with




where LEvar is a set of labels de-
noting edge variables that is disjoint from AE.
Such patterns are matched using a pair of mappings (pV , pE),
where pV deﬁnes a surjective, non-injective mapping from a
subset of the vertices in G to those deﬁned in P based on label
equality. Vertex variables injectively map to one or more ver-
tices of G. The second mapping pE maps edge labels used in
P to those in G: for every edge (vPx , vPy ) ∈ EP there must exist
a path (or walk) between pV (vPx ) and pV (vPy ) whose label is in
AEP . This is illustrated in ﬁgure 1, where a graph (left) contains
an inconsistency that can be identiﬁed using the given pattern
(right). Note that, in accordance with deﬁnition 1, AV and AE
are sets of attributes of the multigraph G (which represents a
model M). The elements contained in these sets represent a part
of the vocabulary that is available for deﬁning patterns. There-
fore, the expressiveness of the patterns depends, in part, on the
known vocabulary.
Theorem 1. Given a graph-based representation of a model,
any contained inconsistencies can be identiﬁed by querying
graph patterns.
By deﬁnition of regular languages, an equivalent ﬁnite au-
tomaton can be constructed for each pattern that is deﬁned ac-
cording to deﬁnition 2. Therefore, it is decidable whether or
not a particular inconsistency is present. This further supports
theorem 1.
Most practical patterns will only require vertex variables: for
instance, the query ﬁnd all elements that are generalizations
of themselves. The use of regular expressions can be useful
to deﬁne more complex patterns, e.g., to make use of negative
matching (negative lookahead). For example, ﬁnd all abstract
classes that have no concrete implementations.
3.3. Resolving Inconsistencies
Once an inconsistency has been identiﬁed, an action must
be taken. Like design [25], inconsistency resolution can be
considered a decision making process. For each inconsistency,
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multiple alternative courses of action may exist. Relevant al-
ternatives must be enumerated (e.g., based on the original pat-
tern that has been matched) and evaluated before a decision is
made. Thinking of the process of resolving inconsistencies in
this manner allows one to determine which course of action is
the most valuable. It is important to recognize that the most
valuable course of action is not necessarily to repair the incon-
sistency: in some cases it may be better to simply ignore the
inconsistency (temporarily or permanently). For example, if
the inconsistency is caused by a change to the inputs of a com-
putationally expensive analysis model and it is known that the
resulting change in the output is insigniﬁcant, the inconsistency
may be tolerable.
What makes the process of resolving inconsistencies partic-
ularly challenging is that an inconsistency may span multiple
views and, hence, models that are owned by separate stake-
holders. In order to support the process of resolving an incon-
sistency, the ownership of certain parts of models (and hence,
of the graph) must be explicitly captured. This information can
then be used to determine the relevant parties that need to be
involved in the inconsistency resolution. In addition to owner-
ship, the sequence in which inconsistencies are resolved is also
an important consideration, since the resolution of one inconsis-
tency may result in the introduction of further inconsistencies.
Ideally, inconsistencies should be resolved automatically.
However, we argue that this is only possible in trivial cases. If
the certainty of the applicability of a particular alternative can
be computed, the decision whether or not a human should be
involved in the resolution can be automated. A transformation
of the graph could then be used to resolve a particular inconsis-
tency automatically, which would mean that the inconsistency
pattern is treated as the left-hand side and the modiﬁcations to
the graph as the right-hand side of a rule.
4. Practical Considerations
In the previous section it was shown that any inconsistency
can be inferred by means of graph pattern matching. However,
if a model contains redundant information, and the existence
and nature of such redundancies is not explicitly captured, as-
sociated inconsistencies cannot be identiﬁed using such graph
patterns. Furthermore, in any practical systems engineering
scenario, models will be distributed physically and disparate
due to their multi-disciplinary nature. This section discusses
how these practical considerations can be overcome.
Fig. 2. Explicitly capturing the relationship between two redundantly deﬁned
elements. The dashed line marks a relationship implied by a corresponding
pattern.
4.1. Redundancies & Semantic Overlaps
A key concept in MBSE is the development of a single
model of the system: the system model. Views are established
by referencing elements from the system model. Views con-
form to viewpoints, which are deﬁned by a set of properties
that identify the concerns addressed, and languages and meth-
ods used to present the view [5]. A system model can be re-
garded as a composition of all views.
In practice, models evolve concurrently. This can lead to
redundant information being introduced. For example, model-
ers could introduce semantically equivalent statements such as
equivalent value properties. This issue can occur even in the
simplistic case of considering a single isolated model. If redun-
dancies are not explicitly identiﬁed, a pattern matching query
cannot identify associated inconsistencies.
The problemworsens in a more realistic scenario where mul-
tiple, physically distributed and disparate models are consid-
ered. Assume that it is possible to deﬁne an operator ⊗ that
composes a set of n models into a single model, i.e.:
modelsys = model1 ⊗ model2 ⊗ ... ⊗ modeln (1)
Such an operator must fold all redundant statements into a
single statement and, therefore, be surjectively deﬁned. Ad-
ditionally, the relations among semantically related statements
must be made explicit by adding additional information. How-
ever, applying such an operator requires a certain level of un-
derstanding of the information and knowledge captured in the
models. Humans use both implicit knowledge and the context
of a particular element to infer its meaning. An algorithm that
is not provided with this additional knowledge cannot identify
redundancies with certainty.
The related literature refers to this problem as identifying
overlaps, which is considered to be an open and, in terms of
automation, largely unsolved problem [1]. Among the alterna-
tive approaches mentioned, matching elements by their names
and methods based on the use of a unifying ontology are most
common. However, it is largely agreed that such mechanisms
are not suﬃcient in any realistic scenario and that a human must
at least assist an algorithm in identifying both the existence and
nature of overlaps [1]. For example, in ﬁgure 2, both instances
of Wheel and Rim can easily be identiﬁed as being redundant
based on the names and surrounding context. However, the fact
that both Tire and High Perf. Tire are semantically equivalent
can only be inferred using additional knowledge.
In our conceptual model, redundancies are identiﬁed by
adding additional edges to a graph. In practice, capturing all
of the required additional relationships manually can be very
costly. By deﬁning patterns to identify more complex rela-
tionships at a higher level of abstraction (e.g., equivalence of
a property implies equality of values, units and quantity kinds),
this cost can be signiﬁcantly reduced. This is similar to the
idea behind dependency modeling [16] or relying on a unify-
ing, system-wide ontology [1].
4.2. Distributed Modeling Infrastructures
When multiple stakeholders work in diﬀerent domains with
a disparate set of models, the models typically evolve concur-
rently. Each model is maintained by a particular person and
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using a number of tools. Additionally, multiple copies and ver-
sions of each model may exist at various locations.
In practice, models are distributed on a number of physical
devices. Relating to the conceptual approach of building a sin-
gle graph of all models, this means that neighboring vertices
could refer to information or knowledge that is stored at a dif-
ferent physical locations. In order to match subgraphs in such
a scenario, it must be possible to uniquely identify and access
each element. A linked data [26] approach can serve as an en-
abling platform for this purpose due to it being an environment
that was – from the start – meant to be used to access distributed
knowledge. Uniﬁed Resource Identiﬁers (URIs) serve as strong
keys to uniquely identify individual nodes or subgraphs. As a
knowledge representation language, the Resource Description
Framework (RDF) [27] or the Web Ontology Language (OWL)
[28] could then be employed due to the possibility of encod-
ing information and knowledge using subject-predicate-object
triples.
Deﬁning how the information and knowledge contained in
models should be structured in a graph – that is, how the map-
ping that is used to construct a graph representation of a model
should be deﬁned – can be based on the underlying structure of
modeling languages or how data is stored in tools. For example,
a meta-model of a particular modeling language is useful for
this purpose. The way information and knowledge in a model
is structured can often also be inferred from the organization of
the application programming interface (API) of a tool. Ideally,
concepts (such as modeling constructs) should be diﬀerentiated
from individuals. Open Services for Lifecycle Collaboration
(OSLC) [29] deﬁnes several guidelines for the purpose of rep-
resenting models and meta-models from diﬀerent domains in
RDF.
4.3. Versioning
In most practical scenarios, multiple versions and copies of
models exist. This raises a set of interesting questions: which
versions should be checked for which particular inconsisten-
cies? Also, should inconsistencies between versions of the
same model be managed? The related literature provides a
mixed perspective on this problem. Some researchers suggest
that inconsistencies must be checked both across and between
versions [11,14]. However, this argument is based on the as-
sumption that the evolution of models merely entails reﬁne-
ment of previously made statements. We argue that, within the
context of systems engineering, checking for inconsistencies
across versions has little value. As the understanding of a sys-
tem grows, the beliefs of designers are updated (and, addition-
ally, customer requirements may change) and earlier versions
of models may have been developed based on premises that are
obsolete. Therefore, we argue that inconsistencies should not
be managed across versions. A special case is that of the work-
ing copy of a model. A working copy is a copy that is not yet
considered complete enough to be a separate version. There-
fore, it is likely to contain numerous inconsistencies, most of
which a modeler will very well be aware of. Presenting a mod-
eler with an exhaustive list of all of these inconsistencies is not
valuable. In agreement with related work [11], we argue that
one should diﬀerentiate between invariant and variant incon-
sistency checks. Invariant checks should be performed irre-
spective of the speciﬁc context or moment in time, while the
applicability of variant checks is more restrictive. For example,
conformance with the syntax of a language should always be
checked. Therefore, it is meaningful to check for invariant in-
consistency conditions in the working copy, and both invariant
and variant conditions in and among the head – that is, latest,
committed – versions of models.
4.4. Proprietary & Regulated Data
Another aspect to be considered is that full access to a model
may not always be granted to all stakeholders. Such may be
the result of the proprietary nature of the data (e.g., supplier
data) or because access to the data is regulated (e.g., sensitive
material regulated under the International Traﬃc in Arms Reg-
ulations (ITAR)). This means that diﬀerent stakeholders must
have diﬀerent levels of access to portions of the overall data.
Therefore, identifying some redundancies (and, hence, manag-
ing related inconsistencies) may be diﬃcult, if not impossible
in some cases. In principle, access rights can be incorporated
into the graph by adding additional nodes and edges. We argue
that this practical consideration has no impact on the concep-
tual approach, given that we acknowledge the facts that a) not
all inconsistencies can be identiﬁed [15] and b) the mapping
g : M→ G is not necessarily an isomorphism (see section 3.1).
5. Discussion
Since the set of all possible inconsistency patterns is likely
to be inﬁnitely large [15] and since graph pattern matching is
an NP-complete problem [22], both the topic of maintainabil-
ity and complexity of the approach are discussed brieﬂy in the
following.
Careful crafting of inconsistency rules is required to mini-
mize the number of false positives. A consequence of this is
that patterns may become very complex. In addition, one may
need to deﬁne several variations of semantically very similar
patterns to more precisely control the context in which the pat-
terns are matched. Therefore, it is conceivable that, in any real-
istic scenario, maintaining a set of inconsistency patterns can be
very costly. Clearly, this cost is proportional to the number of
patterns that are deﬁned, but is oﬀset by their beneﬁt. Patterns
that require little context to be speciﬁed (see e.g., the example
related to inconsistencies of value properties in Fig. 4c) and
are therefore not very complex, but have the potential to iden-
tify a large number of inconsistencies (e.g., because of value
properties being very common) are likely to be very valuable.
However, inconsistencies that are easily spotted by a human
and require complex patterns to be deﬁned may not always be
suﬃciently valuable to justify the cost involved in deﬁning and
querying for the particular pattern. The resulting inherent in-
completeness of the set of inconsistencies that are managed ver-
sus the complete set of inconsistencies that could conceivably
exist is not inconsistent with our conceptual approach, which
acknowledges the fact that it is impossible to maintain consis-
tency [15].
Graph pattern matching and hence inconsistency identiﬁca-
tion is an NP-complete problem [22]. However, due to the la-
beled nature of the graphs, known heuristics can be employed
to increase the performance of pattern matching to less than
polynomial time (at least for most practical cases) [23,30,31].
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Additionally, for very large graphs, performance can possibly
be increased by making use of distributed computing. A third
possibility is to enforce an artiﬁcial upper bound on the compu-
tation time and output a result of unknown (i.e., it is unknown
whether or not a particular inconsistency exists). This is a strat-
egy similar to that employed by some theorem provers [32].
6. Conclusions
This paper presents a conceptual basis for inconsistency
management in Model-Based Systems Engineering. In systems
engineering, inconsistencies manifest in a variety of forms: vi-
olation of well-formedness rules, inconsistencies in redundant
information, mismatches between model and test data, and not
following heuristics or guidelines. We argue that a model can
be represented by a graph and that inconsistencies manifest as
subgraphs. To identify inconsistencies, graphs can be queried
using partially deﬁned graph data — in other words, graph pat-
terns. Resolving inconsistencies is, in most cases, a non-trivial
problem that requires further analysis and human input.
Future work should focus on two aspects: 1) proving the
technical viability and practicality, and measuring the eﬀective-
ness of the conceptual approach by implementing a set of sup-
porting tools and 2) investigate the possibility of using stochas-
tic reasoning to allow for partial pattern matches and thereby at-
tempt to mitigate the limitation related to maintainability iden-
tiﬁed in section 5. The authors are currently actively investigat-
ing both of these topics.
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