We apply Runge-Kutta methods to linear partial differential-algebraic equations of the form A u t (t, x) + B(u xx (t, x) + ru x (t, x)) + Cu(t, x) = f (t, x), where A, B, C ∈ R n,n and the matrix A is singular. We prove that under certain conditions the temporal convergence order of the fully discrete scheme depends on the time index of the partial differential-algebraic equation. In particular, fractional orders of convergence in time are encountered. Furthermore we show that the fully discrete scheme suffers an order reduction caused by the boundary conditions. Numerical examples confirm the theoretical results.
Introduction
In this paper we consider linear partial differential-algebraic equations (PDAEs) of the form A u t (t, x) + B (u xx (t, x) + ru x (t, x)) + C u(t, x) = f (t, x),
where t ∈ (t 0 , t e ), x ∈ Ω = (−l, l) ⊂ R, A, B, C ∈ R n,n are constant matrices, r ∈ R, u, f : [t 0 , t e ] × Ω → R n . We are interested in cases where the matrix A is singular. The singularity of A leads to the differential-algebraic aspect. It will always be tacitly assumed that the exact solution is as often differentiable as the numerical analysis requires.
In contrast to parabolic initial boundary value problems with regular matrices A and B, here we cannot prescribe initial and boundary values for all components of the solution vector, they have to fulfill certain consistency conditions. We consider one example: 
As initial conditions we choose
and as boundary conditions u 1 (t, 0) = u 2 (t, 0) = 0, u 1 (t, l) = E, u 2 (t, l) = CDE, where E is the energizing source voltage at the input of the coil.
As the boundary values of u 1 and u 2 are constant, we get from the third and fourth equation of (2) that u 3 and u 4 fulfill homogeneous boundary conditions. From the initial condition of u 1 and the first equation we derive u 2 (0, x) = CDE l
x. With u 3 (0, x) = 0 and the third equation it follows u 1t (0, x) = 0 and therefore u 1xxt (0, x) = 0. With the first equation this implies u 2t (0, x) = 0, and with the fourth equation we get finally u 4 (0, x) = 0. Here we have chosen the prescribed initial and boundary values such that all initial and boundary values are compatible.
For further examples considering the determination of the initial and boundary values which cannot be prescribed see Lucht/S./Eichler-Liebenow [7] .
In the following we assume that for the numerical computation all initial values
and all boundary values entering into the space discretization are known,
where we restrict ourselves to Dirichlet boundary conditions to simplify the presentation. Investigations of the convergence of Runge-Kutta methods applied to abstract parabolic differential equations can be found for example in Brenner/Crouzeix/Thomée [1] , Lubich/Ostermann [6] and Ostermann/Thalhammer [10] . The approach used there cannot be carried forward directly to the class of problems considered here because the matrix A is singular. This paper is organized as follows: In Section 2 we derive a semi-discrete system based on finite differences. The result is a method-of-lines-DAE (MOL-DAE). Section 3 is devoted to the Runge-Kutta approximation of the MOL-DAE. Under a regular transformation, the MOL-DAE of dimension nN is decoupled into N systems of dimension n, where N denotes the number of grid points on the x-axis. Furthermore, a Weierstrass-Kronecker transformation is used to decouple each of these systems into an ODE-system and an algebraic system. We introduce the differential time index of the linear PDAE and give the Runge-Kutta approximation to these subsystems. In Section 4 we prove the convergence of L-stable Runge-Kutta discretizations with constant step sizes. The attained order of convergence in time depends on the differential time index of the PDAE and on the boundary conditions (homogeneous or inhomogeneous) which enter into the space discretization. Numerical experiments are finally presented in Section 5. We illustrate our convergence results for the backward Euler method and the 3-stage Radau IIA method.
Space discretization
The discretization in space of problem (1) by means of finite-differences results in a differential-algebraic equation (MOL-DAE)
where U(t) is an Nn-dimensional real vector consisting of approximations to u at the grid points. Here N denotes the number of grid points on the x-axis. The matrix M is given by M = I N ⊗ A and the matrix D originates from the discretization of the differential operator B }) and from the matrix C, i.e., D is given by
where I N is the N-dimensional identity matrix,
denotes the constant grid size. The Nn-dimensional real vector F (t) arises from the right hand side f of (1) and the boundary values which enter into the discretization. We denote by U h (t) the restriction of u(t, x) to the spatial grid and by α h (t) the space truncation error defined by
By Taylor expansion of the exact solution we get
where p x ∈ {1, 2} is the order of approximation of the space discretization and K is a positive constant, i.e.,
Furthermore, we can show that there exists a regular matrix Q with
where
In the discrete L 2 -norm we have
with a positive constant C 1 independent of h. Therefore, in the following this norm is used.
Runge-Kutta approximations
In order to numerically advance in time the solution of the MOL-DAE (3), we employ an s-stage Runge-Kutta method
where a ij , b i , c i ∈ R are the coefficients of the method and τ = te−t 0 Me the time step size. For the investigation of the convergence of the method, it is useful to introduce the Runge-Kutta matrix A = (a ij ) s ij=1 and the vector notation 1l
Then, with the Kronecker product, we obtain the compact scheme
By the regular transformation (6), the MOL-DAE (3) can be decoupled into N DAEs
with
In the following we assume that the matrix pencil {D+λM}, λ ∈ C, is regular, which is equivalent to the regularity of all the matrix pencils {D k + λA}.
Definition 2 Suppose that all matrix pencils {D k + λA}, k = 1, . . . , N, are regular and have the same index ν dt . Then the differential time index of the linear PDAE (1) is defined to be ν dt .
According to Weierstrass and Kronecker there exist regular matrices P k and Q k with
(see Hairer/Wanner [5] ), and for the differential time index of the PDAE it follows
Therefore, DAE (9) is decoupled into systems of the forṁ
Similarly, DAE (4) can be transformed tȯ
Runge-Kutta methods are invariant under the transformations (6) and (10) . Therefore, to analyze convergence it is sufficient to apply them to systems of the form (11a) and (11b). Application to (11a) yields
and to (11b)
Now we start our convergence investigations.
Convergence estimates
At first we introduce the global (space-time discretization) error e m+1 and the residual (space-time discretization) errors δ m+1 and ∆ m+1 at the time level t = t m+1 .
Definition 3
The global error e m+1 at t m+1 is defined by
and the residual errors δ m+1 , ∆ m+1 are given by
whereŜ m+1 andK m+1 are defined by the exact solution U h (t) of the PDAE, i.e.,Ŝ
Definition 4
The discretization scheme (8) is convergent of order (p x , p ⋆ ), if the global error satisfies
whenever u(t, x) is sufficiently often differentiable.
With the components e Qk,m+1 defined by
and (7) we obtain the estimate
Letting
we get with (12a) and (13c)
Using (13b), the transformed components e 1kl,m = U h1kl (t m ) − U 1kl,m of the global discretization error and the transformed components ∆ 1kl,m+1 of (15b) we obtain
Combining the last two equations leads to
In the following we assume that the Runge-Kutta method is A-stable and ℜ(κ kl ) ≤ 0 or |κ kl | ≤ C 2 for all h ∈ (0, h 0 ] with a positive constant C 2 . Then for sufficiently small τ the matrix G(τ R kl ) is regular, and the Runge-Kutta system (13) has a unique solution. Using (13a), (17) and the transformed components δ 1kl,m+1 of (15a) we obtain the recursion
for the discretization error e 1kl,m+1 , where we have used the abbreviations
(R(z) equals the classical stability function of the Runge-Kutta method).
Solving the recursion (18) with e 0 = 0 leads to
Now we assume that the Runge-Kutta method under consideration has (classical) order p and stage order q (p ≥ q). Then the simplifying conditions (see Hairer/Wanner [5] )
are fulfilled.
With a Taylor expansion of U h (t m +c j τ ) andU h (t m +c j τ ), j = 1, . . . , s, around t m up to the order p we obtain for the j-th component of the residual error ∆ m+1 the equation
the error equation (19) can be written as
Remark 6 The function W r (z) was introduced by Ostermann/Roche [9] to investigate the convergence of Runge-Kutta methods for abstract scalar parabolic differential equations.
For the subsequent error estimate, the term κ is transformed in the following manner: By exchanging the order of summation we get
From this we obtain
Therefore it holds
A similar transformation can be found in Brenner/Crouzeix/Thomée [1] .
Inserting this into (20) results in
Assuming that the Runge-Kutta matrix A is regular we can derive an analogous equation for the components e 2kl,m+1 of the transformed global discretiza-tion error
with the abbreviations
Finally, using (5), we get for e Qk,m+1
Now we can estimate the different terms in (21). For that purpose we assume in the following that the matrix norms
are bounded for i = 0, . . . , max{ν dt , n kj 1 : j 1 = 1, . . . , s k } − 1 and all h ∈ (0, h 0 ], where 0 denotes a zero matrix. Because of the A-stability of the Runge-Kutta method and ℜ(κ kj 1 ) ≤ 0 or
) and L j (τ R kj 1 ) are bounded for sufficiently small τ . We assume further that R(it) = 1 for t ∈ R \ {0} and lim z→−∞ R(z) = 1. Then W r (τ R kj 1 ) exists and is bounded. Moreover, as it is shown in Ostermann/Roche [9] , one has
with α ∈ R, α ≥ −1.
Assuming that |κ kj 1 | ≤ C 3 (1 + |λ k |) one can show (cf. D. [3] , the proof relies on the Mean Value Theorem and Abel's partial summation formula) that
Altogether the terms in (21) that originate from e 1kl,m+1 are of order
With the Taylor expansion
of e Qk,m+1 can be written as
where (. . . ) (j) denotes the j-th derivative w.r.t. z. 
The remaining terms in the equation (21) yield the classical order p ν dt of the Runge-Kutta method applied to a linear DAE of index ν dt with constant coefficients. Thus, altogether we have
From (16) it follows that we have to choose α such that − ε, ε > 0, and we have
If the derivatives of order (q + 1) w.r.t. the time of the boundary conditions that enter into the space discretization are homogeneous, i.e.
h1kl (t) −F 1kl (t) + α h1kl (t), and instead of (23) we obtain the order
− ε, and therefore
Summarized, we have the following convergence result for smooth enough solutions u(t, x) of the PDAE (max{p + 1, p + ν dt − 1} times differentiable with respect to t in [t 0 , t e ] and p x + 2 times differentiable with respect to x in [−l, l]):
Theorem 7 Let the following assumptions be fulfilled for h → 0 (N → ∞) and k = 1, . . . , N:
a) for the matrix pencils D k + λA there exist Weierstrass-Kronecker decompositions according to (10) , and the matrix norms in (22) are bounded,
Furthermore let the Runge-Kutta method be of consistency order p, stage order q and L-stable (if ν dt = 0 or ν dt = 1, it suffices A-stability with lim
with a regular matrix A and R(it) = 1 for t ∈ R \ {0}. Let p ν dt be the classical order of the Runge-Kutta method applied to a linear DAE of index ν dt with constant coefficients. Then the discretization method (8) converges for linear PDAEs after ν dt time steps with the order (p x , p ⋆ ) in the discrete L 2 -norm in space and in the maximum norm in time with
inhomog. boundary conditions according to (25) min{p ν dt , q + 2.25 − ε}: homog. boundary conditions according to (25) and ε > 0 arbitrary small.
The assumptions on the Runge-Kutta method are fulfilled, e.g., for the Radau IIA and the Lobatto IIIC methods and in the case of ν dt ≤ 1 also for the implicit midpoint rule.
, then for L-stable Runge-Kutta methods with zL(1, z) bounded for ℜ(z) ≤ 0, the condition that (22a) is bounded can be replaced by the boundedness of the matrix norms
Remark 9 For a given Runge-Kutta method, Theorem 7 can be specialized. E.g., if we take the implicit Euler method, the resulting BTCS method is con- 
as temporal order of convergence, provided that the assumptions a)-d) of Theorem 7 are fulfilled.
Numerical examples
The numerical examples given below illustrate our convergence results. For the time integration we use the backward Euler method and the code RADAU5, which is a variable step size implementation of the 3-stage Radau IIA method, see Hairer/Wanner [5] . The Euler and Radau IIA methods are of great importance in applications.
Example 10
The backward Euler method is given by the parameters
We consider the linear PDAE x(x − 1) sin(t)
x(x − 1) cos(t)
is the exact solution. It holds
we obtain the Weierstrass-Kronecker decomposition
Therefore, the PDAE has differential time index 3, and the assumptions (22) are fulfilled. Remark 9 yields that the BTCS method is convergent after three steps of time order 1. This is confirmed by the numerical experiment, Table 1 shows the observed order of convergence in time at (x = 1, t e = 1). The nota- Table 1 Numerically observed order of convergence in the discrete L 2 -norm.
tion of the first element 0.81 denotes the observed order when refining the grid from (h = 0.1/2 2 , τ = 0.1/2) to (h = 0.1/2 2 , τ = 0.1/2 2 ), i.e., 0.81 = log 2 ξ, where ξ denotes the ratio of the error with (h = 0.1/2 2 , τ = 0.1/2) to the error with (h = 0.1/2 2 , τ = 0.1/2 2 ). Furthermore, we see that a simultaneous refinement of h and τ yields no order reduction.
Example 11 We consider the 3-stage Radau IIA method with consistency order p = 5 and stage order q = 3, and the linear PDAE
with x ∈ [−1, 1] and t ∈ [0, 1]. This example shows the dependence of the time order on the boundary values.
1. We choose the right-hand side such that
t , x 2 sin t ⊤ is the exact solution. Then we have inhomogeneous boundary values
Furthermore it holds Table 3 Numerically observed order of convergence in the discrete L 2 -norm for inhomogeneous boundary values where the derivatives of Bu of order 4 w.r.t. the time vanish.
Example 12 We consider the 3-stage Radau IIA method and the linear PDAE (2) describing the superconducting coil. It holds 
The coil PDAE has therefore differential time index 2, and the conditions of Theorem 7 (with the matrix norms (22a) replaced by (26)) are fulfilled which yields an order of convergence in time of 3. This is confirmed by the numerical experiment, see Table 4 .
0.2h −1 2 2 3.00 3.00 3.00 2 3 3.00 3.00 3.00 2 4 3.00 3.00 3.00 Table 4 Numerically observed order of convergence in the discrete L 2 -norm for the coil PDAE.
Conclusion
The attention has here been restricted to a class of linear partial differentialalgebraic equations. We have given convergence results in dependence on the type of boundary values and the time index. When the error is measured in the discrete L 2 -norm over the whole domain, the convergence order in time of the Runge-Kutta method for a smooth solution is in general non-integer and smaller than the order expected for differential-algebraic equations of the same index. Some numerical examples were presented and confirm the theoretical convergence results. The extension of the analysis to the case of space d dimensional linear partial differential-algebraic equations of the form A u t (t, x) + d i=1 B i (u x i x i (t, x) + r i u x i (t, x)) + C u(t, x) = f (t, x) with x = (x 1 , · · · , x d ) ⊤ and a cuboid as domain is possible, see D. [3] , but becomes rather technical and offers no new insight. Furthermore, the con-sideration of periodic boundary values is also possible. Here we could show as temporal convergence order the order of an ordinary differential-algebraic equation. In the case of Neumann boundary conditions, the temporal convergence order lies in between the order obtained for Dirichlet-and the order obtained for periodic boundary conditions. Future work in this area will be concerned with convergence investigations for semi-linear partial differential-algebraic equations.
