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PREFACE
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ABSTRACT
Understanding how mechanical and thermal energies are stored or dissipated in a tectonic
system bears fundamental importance. However, the fact that mechanical deformation can
directly impact the energy balance is often ignored, and thus potential effects on the
evolution of many tectonic systems have not been quantified. In the first project, I derive
an energy balance equation that accounts for deformation’s impact on temperature change.
I then develop numerical models of normal fault evolution that take into account the
deformation energetics. The modeling results show that temperature changes due to
deformation promote the formation of secondary faults and an elongated core complex
-exposures of deep crust exhumed in association with largely extension.
Long-term tectonic activities like large-scale fault evolution occur over a period of
millions of years but still can interact with short-term events like seconds- to minutes-long
earthquakes. Understanding the interactions between them is crucial for better
understanding the phenomena of respective time scales as stand-alone problems as well as
in a unifying framework. As an effort to link properly rupture propagation with long-term
tectonic processes, I investigate in the second project whether stress states and material
properties from a tectonic model provide reasonable initial conditions and parameters for a
rupture simulation. The results show that heterogeneous stress patterns along a fault are
responsible for creating a high-velocity rupture around 5 km depth also produce complex
slip pattern along the fault. Peak ground velocity is high on the hanging wall side while
low on the footwall.
In real geological systems, a fault is rough and geometrically complex. Numerous
simulations are required in the trial and error approach to getting optimal parameters
necessary for breaking such complex faults. This process is, however, computationally
expensive. I develop two predictive models using two machine learning algorithms, to
predict the rupture status. The models are so computationally efficient that they can
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predict 400 rupture status within a fraction of a second. Results show that both of the
models can predict the rupture status with 81% accuracy.
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Chapter 1
Introduction
Long-term tectonic activities like mountain building and large-scale fault evolution
continue for millions of years, while short-term tectonic activities denote phenomena that
last only seconds to minutes, such as earthquakes. Both short- and long-term events are
complex and involve a myriad of interactions among multiple geologic features and
processes. To understand complex geological processes spanning various spatial and
temporal scales and the physics behind them, we have to bring in and combine many
techniques. One of the available approaches is numerical modeling. However, numerically
modeling multi-scale geological phenomena is still challenging since it requires researchers
to understand the relevant physics, to select the numerical techniques to acquire
approximate solutions and to have sufficient computing power. Sometimes simplifications
are commonly made in this type of modeling to minimize computational cost or have a less
complicated solver or a combination of them. However, these simplifications sometimes do
not produce geologically consistent results.
One of the simplifications often made in tectonic modeling is to include only heat
advection and diffusion in the energy balance overlooking thermo-mechanical feedback
between temperature and stress state (e.g. Moresi et al., 2007; Popov & Sobolev, 2008;
Choi et al., 2008; Kaus, 2010a; Ruh et al., 2013; Feng et al., 2015; Olive et al., 2016).
Regenauer-Lieb & Yuen (2003a) point out the significance of proper energy theory for
long-term tectonic modeling. They also mention temperature contribution promoting the
spontaneous nucleation of ductile shear zones. The physics of ductile shear zones rely on
feedback processes that turn a distributed deformation in a body into a highly localized,
heterogeneous one. Such a positive feedback can amplify strength heterogeneities by
cascading through different scales (Regenauer-Lieb & Yuen, 2003a). Therefore, we need to
incorporate thermal-mechanical input into the long-term tectonic modeling (LTM).
For this reason, I examined the impact of thermo-mechanical coupling on the

1

long-term evolution of normal faults. In Chapter 2, I present a new form of energy balance
equation that I derived following the thermodynamic principles of (Wright, 2002). The
derived governing equations are implemented in DES3D, an open source finite element code
for geodynamic modeling. I investigate the effects of thermo-mechanical coupling on the
long-term evolution of large-offset normal faults emphasizing on the role of volumetric
inelastic strain.
Short-term tectonic activities like earthquake slip and ground motions are the
consequences of long-term tectonic movements. One of the ways to study the short-term
earthquake slip is earthquake rupture simulation that calculates the evolution of fault slip
and stresses over time based on a friction constitutive law, initial stress conditions, and
assumptions about the boundary condition (Barall & Harris, 2014). Initial stress state on
the fault has a significant impact on earthquake initiation and rupture propagation, and
termination. Information on the state of stress on the fault can come from a variety of
sources like earthquake focal plane mechanisms, young geologic data on fault slip and
volcanic alignments, in situ stress measurements, stress-induced well-bore breakouts, and
drilling-induced tensile fractures. These stress analysis techniques, however, neither provide
the absolute magnitude of principal stresses nor cover a vast region. As a result, many
numerical studies of earthquake rupture consider only uniform or lithostatic regional
stresses (Douilly et al., 2015a; Ampuero et al., 2006; Kozdon et al., 2013; Hayes et al.,
2010) although the heterogeneous stress developed from previous earthquakes has a
substantial effect on the rupture and slip patterns (Peyrat et al., 2001; Kame et al., 2003;
Duan & Oglesby, 2007; Ripperger et al., 2008).
In the third chapter, we explore the applicability of tectonic model generated stress
state in earthquake rupture simulation. We also use surface topography, fault geometry,
and static friction coefficient. We first create a large offset normal fault model as a geologic
example. Half a million years snapshot of the tectonic model (TM) was used to construct
two earthquake rupture simulations. The heterogeneous stress states, material properties,
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and the static friction coefficient of the tectonic models are used as initial parameters for
the rupture simulations. In the first simulation, rupture initiates around the surface
determined by the initial stress extracted from the tectonic model. In the second
simulation, we control the rupture nucleation zone by adding 10 MPa cohesion to the first
4.1 km along the fault. Our results show that parameters obtained from the long-term
tectonic model produce complex slip along the fault. The slip distribution is highly
correlated with stress heterogeneity. Slip increases where the ratio of shear to normal stress
on the fault decreases specially around 5 km depth and maximum slip is about 5.8 meters.
Peak ground velocity (PGV) is high (1.8 to 2 m/s) around the fault zone on the hanging
wall while low (0.25 to 0 m/s) on footfall side and sharply decreases from the fault-surface
interaction.
Stress conditions and frictional parameters on a fault are difficult to
constrain (Duan & Oglesby, 2006; Peyrat et al., 2001; Ripperger et al., 2008; Kame et al.,
2003), making it challenging to predict if an earthquake rupture can break a fault with
complex geometry. Determining these unknown parameters is often done by making
simplifying assumptions and in many cases, requires numerous simulations with a wide
range of parameter variations for the trial and error approach (Douilly et al., 2015b;
Ripperger et al., 2008; Peyrat et al., 2001). This method is computationally expensive.
In the fourth chapter, I developed computationally efficient machine learning models
to predict if an earthquake rupture can break a fault with complex geometry. I first
produced a set of 2,000 rupture simulations on a simple strike-slip fault with a geometric
barrier containing a restraining bend followed by a releasing bend. Stress tensors, friction
parameters, fault width, and height vary in each simulation. I used the random forest and
the neural network algorithm to build two predictive models based on the parameters
generated from the 2000 simulations. All of the input parameters for these two models are
normalized to have zero mean, and a standard deviation of unity. Selected parameters from
each of randomly chosen 1000 simulations were used to train the models, parameters from
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600 simulations among the rest were used to validate the models and parameters from the
remaining 400 simulations were used to test them. Results show that both of the models
can predict if an earthquake can break through the fault with more than 81% accuracy and
84% recall (i.e., true-positive rate). My predictive models are computationally efficient
such that the 400 testings took a fraction of a second while each individual rupture
simulation took about 2 hours of wall clock time on 8 processors on the HPC.
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Chapter 2
Incorporating Deformation Energetics in Long-Term Tectonic Modeling

Ahamed,Sabber; Choi,Eunseo, (2017), Incorporating Deformation Energetics
in Long-Term Tectonic Modeling, Tectonophysics (in review).
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Abstract
The deformation-related energy budget is usually considered in the simplest form or even
completely omitted from the energy balance equation. We derive a full energy balance
equation that accounts not only for heat energy but also for mechanical (elastic, plastic
and viscous) work. The derived equation is implemented in DES3D, an unstructured finite
element solver for long-term tectonic deformation. We verify the implementation by
comparing numerical solutions to the corresponding semi-analytic solutions in three
benchmarks extended from the classical oedometer test. Two of the benchmarks are
designed to evaluate the temperature change in a Mohr-Coulomb elasto-plastic square
governed by a simplified equation involving plastic power only and by the full temperature
evolution equation, respectively. The third benchmark differs in that it computes thermal
stresses associated with a prescribed uniform temperature increase. All the solutions from
DES3D show relative errors less than 0.1 %. We also investigate the long-term effects of
deformation energetics on the evolution of large offset normal faults. We find that the
models considering the full energy balance equation tend to produce more secondary faults
and an elongated core complex. Our results for the normal fault system confirm that
persistent inelastic deformation has significant impact on the long-term evolution of faults,
motivating further exploration of the role of the full energy balance equation in other
geodynamic systems.
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Introduction
The energy conservation principle can take into account the energetics of
deformation and in this general form, it can describe a wider range of geological and
geodynamic phenomena than in the usual simplified form involving only heat advection
and diffusion. For instance, Hunt & Wadee (1991) show that non-periodic localized folding
can be viewed as a superposition of folding modes that correspond to multiple local
minima of the non-convex energy function and the non-convexity originates from
deformational contribution to the system’s energy budget. On a similar note, Hobbs et al.
(2008, 2011) propose that the feedback between shear heating and temperature-dependent
viscosity can explain non-periodic and non-symmetric folding occurring in layers with small
viscosity contrast although this view was opposed by Schmid et al. (2010) and Treagus &
Hudleston (2009) because the folds produced by Hobbs et al. (2008) do not resemble single
or multilayers folds in nature. Influences of energy dissipation have been considered in the
lithospheric scale as well. Regenauer-Lieb et al. (2006) consider the feedback between the
energy dissipated due to inelastic deformation and changes in viscous and plastic material
properties due to temperature changes resulting from heat converted from the dissipated
energy. They find that the two-way feedback process can make the brittle-ductile transition
(BDT) zone weaker than other parts of lithosphere although the classical strength
envelopes predict the BDT zone of lithosphere to be the strongest (Ranalli & Murphy,
1987; Goetze & Evans, 1979; Brace & Kohlstedt, 1980). Energy dissipated in the form of
shear heating is shown to promote a necking in the subducting slab and ultimately lead to
slab detachment (Gerya et al., 2004), initiate subduction in oceanic plates (Thielmann &
Kaus, 2012), control the lithospheric strength (Hartz & Podladchikov, 2008; Hartz et al.,
n.d.) and accelerate exhumation of lower crustal rocks during collisional orogeny (Burg &
Gerya, 2005). In the whole-mantle scale, Yuen et al. (1987) point out that feedback
between rheology and dissipative energy in mantle convection is potentially an important
mechanism that can warm up the mantle by several hundred degrees above the
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incompressible profile. Ita & King (1994) show that dissipative heating in the energy
balance can significantly facilitate vertical flow across the 660-km phase boundary.
However, computational long-term tectonic modeling, concerned about the
long-term evolution of geological structures of various scales, has yet to fully embrace
deformation energetics. Problems are centered around the fact that simplifications
commonly made in this type of modeling preclude consistent thermo-mechanical coupling.
For instance, energy balance is considered only in terms of heat advection and diffusion
while thermo-mechanical feedback is realized only through temperature-dependent
viscosity or shear heating.
More specifically, we identify three elements in kinematics and constitutive models
that need to be incorporated into a thermodyanmic framework for long-term tectonic
models. Firstly, we note that the elastic or plastic deformations are frequently assumed to
be incompressible (e.g., Regenauer-Lieb & Yuen, 2003a; Regenauer-Lieb et al., 2006, 2008;
Connolly, 2009; Hobbs et al., 2011) although this assumption is neither required nor
well-justified. Volumetric strain can have a significant effect on energy budget (Hunsche,
1991; Zinoviev & Ermakov, 1994) and is non-negligible during brittle deformations (e.g.
Brace et al., 1966) and phase transformations Hyndman & Peacock (2003); Hetényi et al.
(2011). Secondly, thermal stresses are often ignored even though they can be a significant
source of transient stresses and associated deformation (Choi et al., 2008; Choi & Gurnis,
2008; Korenaga, 2007). A simple back-of-the-envelope calculation shows that a
temperature change of 100 K in a perfectly confined rock body with a bulk modulus of 30
GPa can generate up to 90 MPa thermal stresses when the thermal expansion coefficient is
3 × 10−5 K −1 . Although transient, thermal stresses of such a magnitude might be sufficient
for driving permanent changes in state variables such as elastic damage or plastic strain
under non-linear rheologies. Thirdly, strain weakening plasticity is sometimes considered as
inconsistent with thermodynamic principles (e.g. Regenauer-Lieb et al., 2006). However,
frictional materials do show reduction in overall strength with continued loading (e.g. Read
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& Hegemier, 1984; Borja et al., 2000), making it necessary to consider the softening
behavior in tectonic models concerned about brittle behaviors of rocks. In fact, the strain
softening is perfectly legitimate in light of the Clausius-Duhem inequality, a statement of
the 2nd law of thermodynamics (e.g., Sec. 3.2 in Lubliner, 2008). Rates and amounts of
strain softening in rocks are needed to better constrain but reducing the uncertainty
associated with them is an independent issue.
In this paper, we first derive a set of governing equations for thermo-mechanically
coupled tectonic systems. We start from the generic thermodynamic principles closely
following the procedure of Wright (2002) to derive the governing equation that
incorporates the three elements discussed above. We focus on the elasto-visco-plastic
material that has compressible elasticity, thermal stress and strain wakening plasticity.
Integration of such kinematic and constitutive models into the general energy balance will
be crucial for realistically modeling geological systems. We then implement the derived
governing equations in DES3D, an open source finite element code for geodynamic
modeling, and verify the implementation semi-analytically. Finally, we explore the effects
of thermo-mechanical coupling on the long-term evolution of large-offset normal faults with
emphasis on the role of volumetric inelastic strain. Since the normal fault system has been
extensivly studied and well understood, it allows us to isolate the new effects introduced by
the coupled physics.
Derivation of governing equations
Energy Balance Equation
Several theoretical works have derived a set of governing equations for a
thermo-mechanical system from the general form of thermodynamic principles. The
common procedure is to relate the rate of change of the internal energy appearing in the
statement of energy balance to that of thermodynamic potentials such as the Helmholtz
free energy and the Gibbs free energy. Thermodynamic potentials involve the capacity to
do mechanical work in addition to heat content. For instance, the Helmholtz free energy is
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“the portion of the internal energy available for doing work at constant
temperature” (p.263 in Malvern, 1969). The main difference between the the Helmholtz
and the Gibbs free energy is whether strain is an independent variable as in the former or
stress is as in the latter. Since the definitions of these thermodynamic potentials involve
the product of temperature and entropy, the energy balance principle takes an intermediate
form involving the time derivative of entropy. The last step in deriving the temperature
evolution equation is to express the time derivative of entropy in terms of that of
temperature and other variables. Regenauer-Lieb & Yuen (2003b) start from the energy
conservation principle stated in terms of the Helmholtz free energy to derive the partial
differential equation for temperature evolution as well as other equations that are coupled
with it (e.g., mass conservation equation and constitutive relations) for shear
zone-developing systems in the Earth and other planets. Their final system of equations
can consistently describe the feedback processes among energy, rheology and other
variables such as grain size and water content in shear zone formation. Similarly,
Lyakhovsky et al. (1997) show how an evolution equation for elastic damage can be derived
from the energy conservation principle. Also starting from the energy balance equation in
terms of the Helmholtz free energy, they include a non-dimensional variable quantifying the
amount of damage along with temperature and infinitesimal elastic strain as independent
variables of the free energy. By treating damage process as a source of entropy in the
intermediate equation for entropy evolution, they derive a damage evolution equation that
is proportional to the rate of free energy change with damage.
We derive a temperature evolution equation from the generic energy balance
principle involving the Gibbs free energy (g), following Wright (2002). This form of the
energy balance principle is different from those of related studies in geodynamics
(Regenauer-Lieb & Yuen, 2003a; Lyakhovsky et al., 1997) in that those earlier studies used
another thermodynamic potential, the Helmholtz free energy. In the context of continuum
thermodynamics, the Gibbs free energy is a function of Cauchy stress (σ), temperature (T )
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and a set of internal variables (qj , j = 0, 1, 2...n) while the Helmholtz energy has a
deformation metric, strain, in place of Cauchy stress. Because the physical conditions for
geological and geophysical processes are frequently quantified in terms of changes in stress
(e.g., pressure) rather than deformation (e.g., volume change), we here choose the Gibbs
free energy as the thermodynamic potential and follow the work by Wright (2002). The
Gibbs free energy also bears closer relevance to metamorphic petrology, allowing more
natural integration of metamorphism into geodynamic modeling in principle. One major
simplification we make to Wright (2002)’s work is that we assume infinitesimal strain
while Wright (2002) used the finite strain kinematics. In this assumption we use curent
configuration density ρ rather than the density at reference configuration ρR used
in Wright (2002).
The final form of the energy balance equation after the derivation detailed in
appendix is

(ρcp + p αv )

αv dρ
dp
dT
= −∇ · q + ρs + χσ : (˙ p + ˙ v ) + T αv − p T
.
dt
dt
ρ dt

(2.1)

Where, ρ is the density, cp is the specific heat at constant pressure, p is the pressure, αv is
the volumetric thermal expansion coefficient, q is the heat flux, ρs is the heat source, ˙ p is
the plastic strain rate and ˙ v is the viscous strain rate. χ close to 1 means that the energy
change due to changes in internal variables is negligible relative to inelastic power and most
of the inelastic power is converted to heat production. To our knowledge, the value of χ is
not very well constrained for rocks but at least for metals, it is either close to 1 or saturates
towards 1 with increasing plastic strain (see p. 75-76 or Fig. 3.6 in Wright, 2002). χ equal
to 1 implies a state where internal variables do not change any more and while the internal
variables are changing, χ must be a smaller value. Regenauer-Lieb & Yuen (2003a) used
0.85 as the value of χ. In this study, χ is assumed to be 1 for simplicity.
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Mass and momentum balance equation
The form of the mass conservation equation involving the material derivative is
dρ
= −ρ∇ · v.
dt

(2.2)

Where, v is the velocity vector. In the Lagrangian description of motion that we are going
to adopt, the above time derivative is understood as the partial derivative with respect to
time, not as the material time derivative. We substitute (2.2) into the last term of (2.1) to
get
(ρcp + p αv )

dp
dT
= −∇ · q + ρs + σ : (˙ p + ˙ v ) + T αv + p T αv ∇ · v.
dt
dt

(2.3)

The linear momentum balance equation is

ρ

dv
= ∇ · σ + ρg
dt

Where g is acceleration due to gravity.
Thermoelastic constitutive equations
Assuming the linear isotropic elasticity and temperature change δT , we use the
following thermoelastic constitutive equations (e.g., Boley & Weiner, 1997):

σij = λεkk δij + 2Gεij − Kαv δT,

(2.4)

where λ and G are the Lamé’s constant and K is the bulk modulus defined as λ + 2G/3.
These thermal elastic constitutive equations become the basis for viscoelastic or
elastoplastic constitutive models as described in (Choi et al., 2013).
On the use of non-associated strain-softening plasticity
Using a non-associated, strain-weakening plasticity for inducing shear bands as
in (Choi et al., 2013) is sometimes considered as violating the 2nd law of
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thermodynamics (e.g., Regenauer-Lieb & Yuen, 2003a; Regenauer-Lieb et al., 2006, 2008).
Another criticism on the strain-weakening plasticity is that the softening rules lack reliable
observational or experimental constraints. While agreeing that the lack of constraints on
the strain-softening rules is problematic, we would like to point out that this problem does
not invalidate the approach itself. In fact, shear band formation induced by strain
softening is perfectly legitimate in the light of the 2nd law of thermodynamics or the
Clausius-Duhem (CD) inequaility. Popular plasticity models such as the Mohr-Coulomb or
the Drucker-Prager model have convex yield surfaces. Isotropic strain softening is almost
always realized through reduction in cohesion and friction angle and thus these plasticity
models retain convexity of the yield surfaces. It can be shown that this property allows
these popular plasticity models to satisfy the CD inequality, always with associated flow
rules and conditionally with non-associated flow rules (e.g., Sec. 5.10.9, Belytschko et al.,
2013). Under a non-associated flow rule, the principal stresses and plastic strain rates are
indeed “non-coaxial” (Regenauer-Lieb & Yuen, 2003a; Regenauer-Lieb et al., 2006) and the
CD inequality can be potentially violated. However, this fact does not mean that any
non-associated flow rule violates the inequality. Friction angles usually assumed in tectonic
models are never much greater than 30◦ and dilation angles are always less than that.
Since principal stress and plastic strain orientations are normal to a yield surface and a
flow potential, respectively, the difference between their orientations is equal to that of the
friction and the dilation angle. Because the double contraction of stress and plastic strain
rate appearing in the CD inequality (Belytschko et al., 2013) is equivalent to the projection
operation, an acute angle between the principal stresses and plastic strain rates guarantees
that the CD inequality be satisfied. These considerations confirm the thermodynamic
validity of conventional constitutive models used in tectonic models like the
strain-weakening, non-associated, Mohr-Coulomb model.
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Benchmarks
We verify the governing equations implemented into DES3D, an open-source finite
element code for long-term tectonic modeling (Choi et al., 2013; Eh, 2017), using three
benchmark problems. The benchmarks are derived from the standard oedometer test (e.g.,
Davis & Selvadurai, 2002; Choi et al., 2013). A cubic block of the Mohr-Coulomb plastic
material is compressed in one direction while motions in the other directions are restricted
(Fig. 1). The symmetry and boundary conditions of the problem make it sufficient to
discretize a square domain with two triangular elements. The simplicity of the problem
allows for at least semi-analytic solutions. In benchmark-1, we include only the plastic
power (σ : ˙ p ) as a heat source and ignore the diffusion term. The density is assumed to be
constant. Benchmark-2 solves the following equation

(ρcp + p αv )

dp
dT
= σ : ˙ p + T αv + p T αv ∇ · v,
dt
dt

(2.5)

and the density is updated according to eq. (2.2). Benchmark-3 verifies the thermal stress
calculations in DES3D for a uniform temperature that increases linearly in time. We
intentionally use a low density (1 kg/m3 ) to make the contribution from plastic power
non-negligible. The drivation for semi-analytic solutions for the oedometer test is given in
appendix. Parameters used in the benchmarks are listed in Table 1.
Table 1: Model parameters for Benchmarks
Paramter
Symbol Value
Bulk Modulus
K
200 MPa
Shear Modulus
G
200 MPa
Cohesion
C
1 MPa
Friction Angle
φ
10◦
Dilationa Angle
Ψ
10◦
Initail Temperature
T0
273 K
Reference density
ρ0
1 kg/m3
Volumetric expansion coefficient
α
3.5 K−1
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vx = 10-5 m/s

L=1m
L=1m

Free slip

Fig. 1: Model geometry and boundary conditions for the plastic oedometer test.
Benchmark-1 : Plastic power only, no thermal stress
The equation we are going to solve is

ρcp

dT
= σ : ε̇p ,
dt

(2.6)

where
σ : ε̇p = σxx ε˙p xx + σyy ε˙p yy + σzz ε˙p zz
= 2 β̇(t) σxx (t) − 2 Nψ β̇(t) σyy (t)

(2.7)

= 2 β̇(t) [σxx (t) − Nψ σyy (t)] .
Since ρ and cp are assumed to be constant,
dT
1
=
σ : ε̇p
dt
ρcp
2β̇(t)
=
[σxx (t) − Nψ σyy (t)] .
ρcp
We use the forward Euler scheme to integrate the above time derivative of T with the
initial condition T (0) = 273 K.
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(2.8)
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Fig. 2: Temperature (T ), Stress xx (|σ xx |), and Stress yy (|σ yy |) are plotted against
x-displacement from semi-analytic and numerical solutions by DES3D for benchmark-1.
This figure and associated plotting scripts and data are available under CC-BY (Ahamed
& Choi, 2017).
Results of the test are shown in Fig. 2. The relative error of the DES3D solution
relative to the semi-analytic one is 0.004 %.
Benchmark-2 : The full equation, no thermal stress
The equation to solve is

(ρ cp + p αv )

dp
dT
= σ : ε̇p + T αv
+ p T αv ∇ · v.
dt
dt

(2.9)

Using the derived expressions for the involved quantites and the forward Euler scheme, we
can integrate the above equation for the initial condition, T (0) = 273.0 K.
Results of the test are shown in Fig. 3. The relative errors of the temperature and
density from DES3D are 0.01 % and 0.00003 %, respectively.
Benchmark-3: Thermal stresses under a prescribed temperature change
We verify the implementation of the thermoelastic constitutive equations in DES3D.
For simplicity, we prescribe a uniform temperature field, which is initially 273 K and
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Fig. 3: Temperature (T ) and Density (ρ) are plotted against x-displacement from
semi-analytic and numerical solutions by DES3D for benchmark-2. This figure and
associated plotting scripts and data are available under CC-BY (Ahamed & Choi, 2017).
increases linearly in time as

T (t) = b t,

(2.10)

where b is a constant. We set b to be 0.4 K/s.
Under this setting, we can analytically derive the elastic and plastic stress solutions
for the oedometer test involving thermal stress. In the elastic regime, the stresses are given
as

σxx = (λ + 2G) εexx + λ (εeyy + εezz ) − Kαv b t,

(2.11)

σyy = (λ + 2G) εeyy + λ (εezz + εexx ) − Kαv b t,

(2.12)

σzz = (λ + 2G) εezz + λ (εexx + εeyy ) − Kαv b t.

(2.13)
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Using the expressions, (52), (53) and (54), we get
 


L + vx t
σxx (t) = (λ + 2G) ln
− 2β(t) + 2λNψ β(t) − Kαv b t
L


L + vx t
− [2(λ + 2G) − 2λNψ ] β(t) − Kαv b t,
= (λ + 2G) ln
L




L + vx t
σyy (t) = (λ + 2G)Nψ β(t) + λ Nψ β(t) + ln
− 2β(t) − Kαv b t
L


L + vx t
= λ ln
+ [2(λ + G)Nψ − 2λ] β(t) − Kαv b t,
L
σzz (t) = σyy (t).

(2.14)
(2.15)
(2.16)
(2.17)
(2.18)

We follow the procedure described in appendix to compute the timing of the first yielding,
tcr ,using the Newton method. Following the procedure for determining β(t) and β̇(t)
described in appendix, we get

p
xt
[(λ + 2G) − Nφ λ] ln L+v
+ (Nφ − 1) Kαv b t + 2C Nφ
L
,
β(t) =
2(λ + G)Nφ Nψ + 2(λ + 2G) − 2λ(Nφ + Nψ )

(2.19)

and

β̇(t) =

vx
[(λ + 2G) − Nφ λ] L+v
+ (Nφ − 1) Kαv b
xt

2(λ + G)Nφ Nψ + 2(λ + 2G) − 2λ(Nφ + Nψ )

.

(2.20)

As before, β(t) = β̇(t) = 0 for t < tcr .
Differential stress arising in this benchmark is the same with those of the isothermal
case but pressure in this test is greater due to the compressional thermal stress caused by
the prescribed temperature increase. As a result, the first yielding in benchmark-3 should
occur at a greater value of differential stress, or equivalently, displacement than in the
isothermal case. The results of benchmark-3 shows in Fig. 4 are consistent with this
expectation. The relative errors of σxx and σyy computed with DES3D are 0.0028 % and
0.01 %.
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Fig. 4: |σ xx | and |σ yy | from the semi-analytic (circles) and the DES3D numerical solution
(solid lines) for benchmark-3, plotted against displacement. The corresponding
semi-analytic solutions for the isothermal case (dashed lines) are shown for comparison.
This figure and associated plotting scripts and data are available under CC-BY (Ahamed
& Choi, 2017).
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Discussion
Using the verified implementation of the “full” energy balance equation, (2.3), as
well as the thermo-elasticity, we now systematically assess the impact of the
thermo-mechanically coupled governing equations on a more geologically relevant problem.
In this study, we choose the large-offset normal fault evolution (e.g. Lavier et al., 2000) as
an example. Studied extensively and understood well, this system will facilitate
identification and attribution of differences between the models of the newly-introduced
physics and the uncoupled, isothermal ones.
Normal fault model setup
We create a normal fault in an extending Mohr-Coulomb elasto-plastic layer which
is initially 100 km long and 10 km thick (Fig. 12). Both sides of the layer are pulled at a
constant velocity of 0.5 cm/yr. The bottom boundary is supported by the Winkler
foundation (Watts, 2001, pp.95). To induce strain localization, we decrease cohesion from
40 MPa to 8 MPa linearly as plastic strain increases to 1 (e.g., Lavier et al., 2000). We also
add initial plastic seed at the bottom center of the domain to initiate a fault from there.
We impose topographic smoothing of the diffusion type with a transport coefficient of
10−7 m2 /s (Turcotte & Schubert, 2014, Sec. 4.30). We intentionally keep initial
temperature zero to isolate the effect of temperature produced by energy balance equation.

0.5 cm/year

Density = 2700 Kg/m3
Weak inhomogeneity

10 km

0.5 cm/year

100 km

Winkler Foundation

Fig. 5: Setup of the large offset normal fault models.
We set up five models that differ in the form of the energy balance equation and the
presence of volumetric plastic strain. Each model name consists of three characters. Model
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name is determined in such way that the first letter denotes whether the full energy
balance (F) is considered or only the diffusion (D) is; the second letter represents whehter
the dilation angle is zero (Z), fixed at 10◦ (F) or reduced from 10◦ to 0◦ (R); and the third
letter indicates whether the plastic power term is not considered (N) or considered in the
total (T) or deviatoric (D) part only. Table 2 summarizes the main differences among the
models.
In model DZN (i.e., diffusion-only, zero dilation angle, no plastic power), we do not
consider any heat-generating mechanism and intentionally keep the initial temperature
0◦ C. Since no heat will be generated, the deformation would be independent of heat. The
behavior of model DZN should be similar to that of the “unlimited, footwall-snapping”
mode of Lavier et al. (2000). In FZT (full energy balance, zero dilation angle and total
plastic power), FFT (full energy balance, zero dilation angle and total plastic power), FRT
(full energy balance, reduced dilation angle and total plastic power), and FRD (full energy
balance, reduced dilation angle and deviatoric plastic power), we solve the full energy
balance equation (2.3) with the heat source/sink term, ρs, equal to zero and with the
temperature feedback to rheology through thermo-elasticity. To explore the effects of
volumetric plastic strain, we use a non-zero dilation angle in models FFT, FRT and FRD.
The dilation angle is fixed at 10◦ in model FFT while we reduce it to zero as the
accumulated plastic strain increases to a prescribed value of 1.0 in models FRT and FRD.
The model FRD is the same as model FRT but we intentionally include only the deviatoric
part of the plastic power (σ : ε̇p ) in equation (2.3). By comparing model FRT and FRD,
we can decide whether the volumetric plastic power can be ignored. Table 3 shows the list
of the parameters used in the models.
Since shear bands created with strain weakening in computational models are
mesh-dependent (e.g., Li & Xingwen, 2010; Belytschko et al., 1986; Schmalholz & Duretz,
2014; Duretz et al., 2014; Kaus, 2010b), we assess the influence of mesh-dependence of
strain localization on our models. We run all the models on a coarse mesh with the average
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initial element edge length of 800 m and a fine mesh with 400 m. We find that the models
of high and low resolutions do exhibit differences in terms of surface topography and fault
geometry (see Appendix). However, the differences stemming from the differences in the
form of energy balance equation are more significant and thus do not alter our findings and
conclusions. All the presented results are acquired from from the high-resolution models.
Table 2: Description of the normal fault evolution models
Model name
DZN
FZT
FFT
FRT
FRD

Energy balance
Heat diffusion only
Full
Full
Full
Full

Dilation angle
0◦
0◦
10◦
10◦ to 0◦
10◦ to 0◦

Plastic power
N/A
Total
Total
Total
Deviatoric

Table 3: Parameters for the normal fault evolution models
Parameter
Symbol
Value
Bulk Modulus
K
50 GPa
Lamé’s constant
λ
30 GPa
Shear Modulus
G
30 GPa
Initial Cohesion
C0
40 MPa
Final Cohesion
C1
8 MPa
Friction Angle
φ
30◦
Initial dilation Angle
Ψ0
10◦
Final dilation Angle
Ψ1
0◦
Density
ρ
2700 Kg/m3
Volumetric expansion coefficient
α
3.5 K −1

Effects of thermo-mechanical coupling on the normal fault evolution
We see noticeable differences in fault geometry and shape of the core complex
between model DZN and FZT that solves the full energy balance equation and includes
thermal stresses. The overall behavior of the faults in model DZN is similar to the
unlimited, footwall snapping mode of Lavier et al. (2000). The geometry of the primary
fault of model FZT is almost the same as that of the model DZN until about 13 km of
extension. Around this time, however, model FZT forms a secondary fault but model DZN
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does not. At 16 km extension a rider block starts to form in model FZT; such a type of
rider block never forms in model DZN. Around 20 km of extension, more secondary faults
start to form in both models but their geometry and location are not identical. For
instance, a fault block forms in model FZT around 30 km of extension when a new
high-angle fault forms next to the first secondary fault. Model DZN does not develop a
corresponding structure including a fault block after the same amount of extension but
does so around 40 km. Model DZN forms a single secondary fault initially, which
eventually connects with the second secondary fault after about 30 km of extension. At 30
km of extension model FZT has four well-developed secondary faults while model DZN has
two. Initially, the shape of the core complex remains the same until 10 km of extension.
Because of the different fault geometry the shape of the core complex started to differ from
each other after 20 km of extension. At 40 km of extension the core-complex of the model
FZT becomes elongated while the model DZN has more rounded one.
Figure 7 shows the distribution of temperature in model FZT and the corresponding
thermal stresses after 10 and 30 km of extension. The temperature increase near the active
faults is greater than 15 ◦ C and the magnitude of thermal stress is as large as 40 MPa. The
thermal stress magnitude is a non-negligible fraction, about 10 %, of lithostatic stress near
the bottom. Thus, the different behaviors of the models can be attributed to the presence
of thermal stresses present only in model FZT.
Identical with model FZT except for a non-zero dilation angle of 10◦ , model FFT
(Fig. 8) develops an unrealistically elevated core-complex with a relief greater than 9 km
and shear bands that are much wider than those in models DZN and FZT. Expansion of
shear bands when dilation angle is non-zero is kinematically expected. The dilation angle
fixed at 10◦ sustains a higher level of plastic power than the non-dilational cases zero
dilation angle. The greater plastic power leads to a greater amount of temperature change
and thermal stresses. The thermal stresses push up the free-traction top surface, creating
the highly elevated core-complex.
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a Model DZN

b Model FZT

10 Km

Plastic strain

10

Primary fault

Primary fault

20 Km

Rider block

30 Km
40 Km

0

Fault block

Secondary fault

Secondary fault

Fault block

Fig. 6: Plastic strain distribution of model (a) DZN and (b) FZT after 10, 20, 30 and 40
km of extensions. This figure is available under CC-BY (Ahamed & Choi, 2017).
a
10 km of extension

b
10 km of extension

30 km of extension

Temperature (oC)
0
25

30 km of extension

Thermal Stress (MPa)
-40
5

Fig. 7: (a) Thermal stress and (b) temperature distribution of model FZT after 10 and 30
km of extension. This figure is available under CC-BY (Ahamed & Choi, 2017).
To isolate the effect of volumetric plastic power, we construct the models FRT and
FRD that are identical except that model FRT considers the total plastic power while
model FRD includes only the deviatoric part of the plastic power. In order to prevent the
unrealistic expansion of shear bands as in model FFT, the dilation angle is reduced with
accumulated plastic strain in both model FRT and FRD (Choi & Petersen, 2015).
Models FRT and FRD do not show notable differences until 10 km extension
(Fig. 9). However, after about 20 km of extension, they start to exhibit differences in the
fault geometry as well as in the timing of rider block formation. A rider block starts to
form at 24 km of extension in model FRT but model FRD never forms such block. After 40
km of extension, model FRD has one well developed secondary fault produced by the
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Plastic strain
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0

10

10 Km
20 Km

30 Km

40 Km
Fig. 8: Same with Fig. 6 but for model FFT. This figure is available under
CC-BY (Ahamed & Choi, 2017).
Plastic strain
a Model FRT

b Model FRD
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Fig. 9: Same with Fig. 6 but for model (a) FRT and (b) FRD. This figure is available
under CC-BY (Ahamed & Choi, 2017).
footwall snapping while model FRT has two parallel secondary faults. The topographic
relief in models FRT and FRD is about 7.4 km and 5.6 km respectively, which is much
greater than the reliefs of the previous models for the large offset normal fault (Lavier
et al., 2000) but about half of that of model FFT with a fixed dilation angle of 10◦ . The
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excessive reliefs in the models with non-zero dilation angle (FFT, FRT, FRD), suggest that
the rate of dilation angle reduction should be greater than that of this study to have 1-2
km topographic reliefs as in the previous studies on large-offset normal faults. The
noticeable differences between model FRT and FRD suggest including the total plastic
power in the energy balance rather than only the deviatoric component. Therefore,
ignoring the volumetric plastic power as in model FRD is inconsistent with the kinematics.
Temporal evolution of elastic and thermal energy density
Further insight into the different energetics in different models are acquried when
the elastic and thermal energy densities are monitored over time. The energy densities are
locally defined as ee = σ : e and et = ρcp T , respectively. We plot in Fig. 10 the temporal
evolution of the elemenet area-weighted average of energy densities, i.e.,
P
P
ē = i ei Ai / i Ai , where i is the element index, and ei and Ai are an energy density and
the area of element i.
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b
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Fig. 10: Area-weighted mean (a) elastic and (b) thermal energy density of models FZT,
FFT, FRT and FRD. This figure and associated plotting scripts are available under
CC-BY (Ahamed & Choi, 2017).
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All the models have consistently higher magnitudes of thermal energy density (10s
of MJ/m3 ) than elastic energy density (<1 MJ/m3 ). About 20◦ C temperature change, a
density of 2700 kg/m3 and a heat capacity of 1000 J Kg−1 K−1 means 54 MJ/m3 of thermal
energy. When spatially averaged, ēth is expected to be in the range shown in Fig. 10b. In
the case of elastic energy denisty, the stress is capped by the yield stress, which is about
120 MPa for a cohesion of 40 MPa, a friction coefficient of tan(30◦ ) and the normal stress
assumed to be the lithostatic pressure at 5 km depth. This stress value and the elastic
strain of about 0.1 to 1 % gives the elastic energy density of 0.12 to 1.2 M J/m3 elastic
energy density. The spatial averaging will yield a value smaller than this estimate but the
order of magnitude is consistent with the values from the models.
Average elastic energy densities (ēe ) of the models with non-zero dilation angle
(FFT, FRT, FRD) are similar to each other and greater than that of Model FZT with zero
dilation angle (Fig. 10a). Average thermal energy densities (ēt ) of all the models develop
similarly up to 15 km of extension but the ēt of Model FZT starts to increase more slowly
than the others, finally reaching the maximum at about 28 km of extension and decreasing
slightly afterwards. This contrasting behavior of Model FZT compared to the others with a
non-zero dilation angle is attributed to the deformation caused by volumetric expansion
and the associated volumetric plastic power. The plastic power is decomposed as :

σ : ˙ p = σ : ˙ vp + σ : ˙ dp

(2.21)

where ˙ vp and ˙ dp are the volumetric and deviatoric plastic starin rates. Volumetric plastic
strains generated when the dilation angle is non-zero makes plastic power greater than in
the zero-dilation angle model and the greater power leads to greater temperature increase
and thermal energy density. Furthermore, the greater temperature increase in Models
FFT, FRT and FRD contributes to greater elastic energy by causing thermal expansion in
those models.
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The time-evolution of Model FZT’s ēt (Fig. 10b) illustrates the impact of a tectonic
event on the energy evolution. The ēt of Model FZT starts to increase at a lower rate than
the other models after around 12 km extension, which coincides with the creation of a
secondary fault in Model FZT (Fig. 11). Since both the primary and the secondary faults
remain active in this model, plastic power is partitioned between these faults. As a result,
heat production rate decreases eventually leading to lower overall thermal energy density.
A similar secondary fault does not form in the models with a non-zero dilation angle.
Dilation of the primary fault tends to increase compressional stresses and thus raise the
yield stress in the potential location of a secondary fault. A secondary fault does form in
Model FRT, where the dilation angle is reduced, but only after 27 km of extension.
Plastic Strain
0
11 Km

10

Primary fault

12 Km

13 Km
14 Km

Secondary fault

Fig. 11: Plastic strain distribution of Model FZT after 11 to 14 Km extensions. This figure
is available under CC-BY (Ahamed & Choi, 2017).
Model FZT shows the negative elastic energy trend, while the non-zero dilation
angle models have a persistent positive direction. Since the model has a low rate of heat
production, its contribution to elastic stress as thermal stress is small as well. Also, the
model has thin fault zones as shear bands do not dilate. As a result, elastic unloading in
the non-faulting regions appears to dominate the area-weighted mean value of ēe .
Conclusions
We derive a temperature evolution equation based on the energy balance principle
that accounts for deformation-related energy changes as well as the conventional heat
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energy diffusion and advection. An explicit-time finite element solution procedure for the
derived equation is implemented in DES3D, an unstructured mesh finite element solver for
geodynamics. We verify the implementation using three benchmark tests that have
semi-analytic solutions. Benchmark-1 includes only the total plastic power term in the
energy balance equation. Benchmark-2 includes the full energy equation as well as the
mass balance equation. Benchmark-3 prescribes a linear temperature change in time and
computes thermal stresses. The numerical solutions from DES3D for all the benchmarks
show an excellent match with the corresponding semi-analytic solutions. Coupling the
verified implementation of the full temperature evolution with the strain weakening
Mohr-Coulomb plastic rheology through thermal stresses, we also explore the long-term
behaviors of a large-offset normal fault. We find that the temperature arising mostly from
the inelastic power term in the full energy balance has non-negligible effects on the
long-term evolution of a normal fault. For instance, when the plastic power is considered,
temperature increases by more than 15◦ C and the magnitude of the associated thermal
stress is as large as 40 MPa. These extra stresses promote the formation of secondary
faults and an elongated core complex. When the dilational plastic deformation is enabled,
our models develop differences in faulting behaviors such as the formation of a rider block
and great topographic relief, compared to the previous models for the large-offset normal
fault with the same parameters and geometry. Although the effects of deformation
energetics are not so strong as to cause a fundamental shift in faulting modes under the
conditions considered in this study, they might be critically important in other systems
involving greater and externally driven temperature changes such as in lithosphere affected
by regional-scale volcanism or a cold slab subducting into much hotter mantle.
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Abstract
Realistic heterogeneous stresses have significant effects on earthquake rupture
initiation, propagation and dynamic branching of a fault. However, there is no easy way to
measure the stress state directly in the earth or reliably invert the stress state from other
geophysical data. Thus it remains unclear how to set initial stress conditions for a dynamic
earthquake rupture simulation to represent the prevailing stress conditions. In this study,
we use a tectonic model (TM) to determine the initial stress conditions for a dynamic
rupture simulation (DRS). We first create a long-term large-offset normal fault model and
take a time-snapshot of the model at a half million years. We then import the stress state,
material properties, surface topography, and fault geometry from the tectonic model and
use these as inputs to two dynamic rupture simulations. Deformation in the tectonic model
follows Mohr-Coulomb continuum plasticity with cohesion weakening, while slip in the
rupture model is governed by linear slip weakening. In the first simulation rupture initiates
around the surface as the ratio of shear to normal stress on the fault plane is maximum at
shallow depths. In second simulation, we add 10 MPa cohesion at the surface that linearly
decreases to 3 MPa at 5 km to suppress near surface rupture, as velocity strengthening
frictional properties are expected to suppress events that nucleate at shallow depths.
Results show that a heterogeneous stress pattern along the fault is responsible for creating
a high velocity rupture around 5 km depth that continues until it finds a barrier at 8 km
depth. Slip distribution is highly correlated with stress heterogeneity. Slip increases where
the ratio of shear to normal stress on the fault decreases specially around 5 km depth and
maximum slip is about 5.8 meters. Peak ground velocity (PGV) is high (1.8 to 2 m/s)
around the fault zone on the hanging wall while low (0.25 to 0 m/s) on footfall side and
sharply decreases from the fault-surface interaction. PGV is found highest in magnitude
(2.2 m/s) at the epicenter.
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Introduction
The physics that govern earthquake rupture propagation and the resulting seismic
hazards are not entirely understood. Earthquakes nucleate over a wide range of depths,
from the shallow crust to the deep lithosphere, and the seismic waves observed at the
surface do not sufficiently constrain the details of rupture propagation. Additionally, the
physical conditions at depth are challenging to replicate in the laboratory, and thus our
understanding of the frictional properties of faults at seismogenic depths is incomplete. As
a result, earthquake scientists frequently must use computational models to study
earthquake dynamics, such as dynamic rupture propagation simulations. Using the fault
geometry and seismic velocity structure, a constitutive friction law, and the initial stress
conditions, a rupture simulation can give information on the evolution of fault slip and the
resulting seismic hazard (Barall & Harris, 2014; Kozdon et al., 2013).
While a wide variety of geophysical observations can be used to determine the
geometry and velocity structure surrounding an earthquake fault, the initial conditions are
more challenging to constrain. Stress cannot be measured directly, so many studies of
dynamic rupture assume a homogeneous or stochastic initial stress. This limits the
applicability of earthquake rupture simulations, as the initiation, propagation, and
termination of earthquake slip are highly sensitive to the initial stress conditions (Duan &
Oglesby, 2007; Bizzarri et al., 2001). Several studies have shown that uniform stress states
are not sufficient to describe the dynamics of many simple fault systems, such as on
branched fault systems that have already experienced earthquakes (Duan & Oglesby,
2007). Several other studies have confirmed that a non-uniform initial stress around a fault
is required to reproduce the observed rupture patterns in real earthquakes. For example,
Day (1982) studied three-dimensional rupture propagation and found that simple
nonuniform prestress can produce complex rupture histories. Peyrat et al. (2001) inverted
for the initial shear stress field on the fault from the observed ground motion and the
seismic moment to study the rupture propagation of the 1992 Landers earthquake. Their
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study finds that rupture propagation is highly sensitive to little changes in the distribution
of stress state on the fault. Ripperger et al. (2008); Oglesby & Day (2002) used stochastic,
heterogeneous stresses as the initial conditions in their dynamic rupture simulations to
investigate near-field ground motion variability. They found that the heterogeneous initial
stresses are critical for ground motion variability, which is most significant near the fault.
Kame et al. (2003) argued that the pre-stress has a substantial effect on the most favored
direction for dynamic branching. Duan & Oglesby (2007) show that the heterogeneous
pre-stress developed from previous earthquakes has a significant impact on the rupture and
slip patterns. Therefore, to ensure that dynamic earthquake ruptures generate realistic slip
distributions and ground motions, we need to develop tools that produce realistic
non-uniform initial stress in simulations that are consistent with the long-term tectonic
evolution of the fault system.
Information on the state of stress in the lithosphere can come from a variety of
sources: earthquake focal plane mechanisms, young geologic data on fault slip and volcanic
alignments, in situ stress measurements, stress-induced well-bore breakouts, and
drilling-induced tensile fractures (Zoback, 2010). However, these stress analysis techniques
typically do not provide the absolute magnitude of principal stresses. Further, these
methods frequently have poor depth resolution. Due to the difficulty of determining
stresses in situ, in many studies, a uniform stress field is often assumed without trying to
estimate and include a realistic regional stress state (Douilly et al., 2015a; Ampuero et al.,
2006; Kozdon et al., 2013; Hayes et al., 2010).
In this study, we present a method to generate a heterogeneous initial stress field
using a tectonic model (TM). TMs can provide a stress distribution for a large
three-dimensional region and can include a fault zone that can spontaneously form and
evolve. Geological and geophysical constraints can be imposed on the model setup as
needed. Furthermore, a tectonic model can be validated based on independent observations
such as how consistent the results are with relevant geological and geophysical
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considerations such as surface topography, fault geometry, the amount of fault offset and a
sequence of geological events associated with the formation and evolution of the fault zone.
A stress field from a validated TM that simulates the full tectonic history of a particular
fault represents the heterogeneous long-term stress experienced by a fault. In this study,
we investigate whether or not the stress state for a TM can be used to set the initial stress
state for a dynamic rupture model.
A similar approach has been adopted to study the earthquake cycle at a subduction
thrust zone by Dinther, Gerya, Dalguer, Corbi, Funiciello & Mai (2013); Dinther, Gerya,
Dalguer, Mai, Morra & Giardini (2013); Dinther et al. (2014) introduced a new formulation
of effective friction coefficient which is used in plasticity the models. As a result, the
simulation time step has been reduced significantly. The reduction of the time step limits
the spatial resolution and increases the computational cost to capture long-term geologic
phenomena after co- and post-seismic rupture. Mikhailov et al. (2013) also used a
long-term tectonic model to produce the initial stress and temperature distribution to
constrain post-seismic rupture propagation in the Sumatra subduction region. In both of
the approachs, the authors consider propagation on a few kilometer wide fault-zone rather
than an infinitely thin fault.
Our coupling approach addresses the limitations of these previous studies. For
example, giving two-way feedback between long-term tectonic model and short-term
rupture propagation can make the earthquake cycles more dynamic. Since we solve
long-term and short-term tectonic problems separately, we can incorporate ground motion
variability to long-term tectonic model. We can also use infinitely thin fault zone in
rupture propagation while importing data from the tectonic model.
In this paper, we start with the description of both long-term tectonic and rupture
simulation model setup. Then we discuss the integration procedure of data generated from
a tectonic model with rupture simulation. Finally, we analyze the rupture simulation
models constrained by the tectonic models.

35

Model Descriptions
Tectonic model

0.5 cm/year

Free slip

Density = 2700 Kg/m3
Weak inhomogeneity

10 km

Free surface

Free slip

0.5 cm/year

100 km

Winkler Foundation
Fig. 12: The schematic illustration shows the initial geometry of a tectonic model for the
evolution of a large offset normal fault. The model is 100 km long and 10 km deep. The
top boundary is a traction free surface while the Winkler foundation supports the bottom
boundary. The left and right boundaries have free-slip conditions (the normal component
of displacement is fixed, and the tangential component is free). Both right and left sides of
the model are pulled at a constant speed 0.5 cm/year. For simplicity, the model has a
single layer and uniform density 2700 kg/m3 . We add a weak zone at the bottom center
(black square) to start a fault.

We first create a large offset normal fault model as a geologic example. The model
is a Mohr-Coulomb elastoplastic layer subject to extension, which is initially 100 km long
and 10 km thick (Fig. 12). Both sides of the layer are pulled at a constant velocity of 0.5
cm/yr. The bottom boundary is supported by the Winkler foundation (Watts, 2001, pp.95)
which is the force required to support the domain expressed in terms of the product of
density, compensation depth (depth of the domain) and acceleration due to gravity. The
top boundary is a traction-free surface. To induce strain localization, we decrease initial
cohesion C0 linearly with the accumulated plastic strain to a critical cohesion C1 (Fig. 13).
We add a weak zone at the bottom center of the domain to initiate a fault from there. We
also impose topographic smoothing of the diffusion type with a transport coefficient of
10−7 m2 /s (Turcotte & Schubert, 2014, pp. 225). Table 1 shows the list of the parameters
used to run the model.
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Fig. 13: Schematic illustrations of strain weakening used in the tectonic models. (a) Linear
cohesion reduction with accumulated plastic strain: C0 is initial cohesion defined when
plastic strain is zero. C1 is the final cohesion defined when plastic strain is nonzero (P1 ).
Initial cohesion C0 is reduced linearly to final cohesion C1 . (b) Similarly, the friction angle
reduces linearly to φ1 from φ0 with plastic strain. Details of the strain weakening method
can be found in Lavier et al. (2000). Numerical values of the parameters are listed in
Table 4.

Table 4: Parameters for the long-term tectonic evolution of normal fault
Parameter
Symbol
Value
Bulk Modulus
K
50 GPa
Lamé’s constant
λ
30 GPa
Shear Modulus
G
30 GPa
Density
ρ
2700 kg/m3
Volumetric expansion coefficient
α
3.5 K −1
Critical Plastic starin
p1
5
Initial cohesion
Co
40 MPa
Cohesion at p1
C1
8 MPa
Initial friction angle
φo
30◦
Friction angle at p1
φ1
25◦
Dilation Angle
Ψ
10◦

We use the half million year time snapshot of the tectonic model (TM) to construct
two earthquake rupture simulations. Fig. 14 shows plastic strain and three components of
the stress of the tectonic model.
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Fig. 14: Tectonic model of large-offset normal fault at 0.5 My. (a) Plastic strain
distribution after 0.5 My of tectonic loading. Plastic strain represents the permanent
deformation of the domain. The fault is interpreted by the pattern of non-zero plastic
strain. The primary fault is almost linear and has high plastic strain. (b) xx component,
(c) xz component, and (d) zz component of the stress tensor. The stress tensor will be
used as the initial stress for rupture simulations. Every component of the stress tensor is
spatially heterogeneous around the fault. This illustration is available under
CC-BY Ahamed et al. (2017).

To carry out the numerical computations needed to model the long-term evolution
of large offset normal fault, we use DynEarthSol3D(DES3D) (Choi et al., 2013). DES3D
solves the momentum, mass and energy balance equations in the Lagrangian form in 2- and
3-dimensional space using an unstructured finite element method with explicit time
updates. Initially, the tectonic model has 3353 triangular elements ranging 0.5 to 6 km
element boundary size. Whereas at the 0.5 My snapshot the number of triangular elements
increased to 4969. A total of 14711746 time-steps are required to advance the simulation to
the half million years snapshot.
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Dynamic rupture simulation
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Fig. 15: The schematic illustration shows the model setup for rupture simulations. The
surface topography and fault geometry are determined by the tectonic model (TM). The
dynamic rupture simulation focuses on the central 70 km region of the TMs to reduce the
computational time required for the simulation. We set a high static friction coefficient (µs
= 1000) over the two deepest km of the fault to prevent the rupture from propagating into
the boundary region of the TM, as the edge effects of the lower boundary alter the stress
state at these depths. This schematic illustration is available under CC-BY Ahamed et al.
(2017).

We perform two earthquake rupture simulations based on the stress tensors, material
properties, surface topography, and fault geometry imported from the tectonic model. The
central 70 km-wide region of the tectonic models are used as the domain for rupture
simulation. We add an extra 60 km at the bottom of the model to minimize the effect of
artificial reflection of seismic waves at the domain edges. Fig. 15 show the geometry for the
rupture models. The top boundary is a free surface while all other boundaries have
absorbing boundary conditions. The model domain is 70 km deep and 70 km wide.
Because the domain extends deeper than the tectonic model, the imported stress derived
from the tectonic model is used for the first 10 km of the model. Although, our simulations
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are linear elastic, the full stress tensor is only needed on the fault surface where the friction
law is evaluated. A high static friction coefficient (µs = 1000) is set on the deepest two
kilometers of the fault to prevent the rupture from propagating further down the fault into
the boundary region of the TM where the lower boundary condition leads to modification
of the stress state. Table 5 shows the material properties used for rupture simulations.
Table 5: Parameters for the long-term tectonic evolution of normal fault
Parameter
Density
Shear modulus
First lame’s parameter
Static Friction coefficient
Dynamic Friction coefficient
Slip weakening distance

Symbol
ρ
G
λ
µs
µd
dc

Value
2700 kg/m3
30 GPa
30 GPa
0.681
0.250
0.4 m

We denote rupture simulation (RS) names with three letters in such a way that the
first two letters are fixed T1 and the third letter is either C or N,represents whether
cohesion is included or not. For instance, T1N does not have extra cohesion while T1C has
added cohesion. Without cohesion, in T1N rupture initiation is determined by the stress
condition directly imported from the tectonic model and rupture starts to propagate
around the surface. In the other simulation T1C (extra cohesion), we want rupture to
nucleate at 5 km depth and suppress rupture around the surface. We add 10 MPa cohesion
at the surface that linearly decreases to 3 MPa at 5 km depth. This addition of cohesion
works as a proxy for velocity strengthening friction near the surface that causes ruptures to
nucleate deeper.
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c

Shear Stress

τs = μsσ

τd = μdσ

dc
Slip

Fig. 16: Slip weakening friction law for earthquake rupture. The fault starts to break when
the shear stress reaches or exceeds the peak strength τs . Over a critical slip distance dc , τs
decreases linearly to a constant dynamic sliding friction τd . The slip-weakening law cannot
recover strength once the dynamic friction coefficient is reached.

In each rupture simulation, we solve the velocity-stress formulation of linear
elastodynamics. We assume that the off-fault velocity structure is uniform, though we do
include the complex surface topography derived from the tectonic models. A linear slip
weakening law (Ida, 1972; Palmer & Rice, 1973) is used to control rupture on the fault
surface. The linear slip-weakening friction law is characterized by the initial static friction
coefficient µs , the dynamic friction coefficient µd , the slip-weakening distance dc , and the
frictional cohesion c0 . In the simulation, the fault starts to rupture when the yield stress
τs = c0 − µs σ is reached, where σ is the effective normal stress resolved onto the fault
surface (negative in compression). Once rupture initiates, the friction coefficient decreases
to the dynamic friction coefficient with the progress of slip up to the slip-weakening
distance dc (Fig. 25). The dynamic friction coefficient µd is maintained for any additional
slip that occurs on the fault. If the fault encounters tensile normal stresses, the normal
stress term is set to zero, though we do not observe tensile normal stresses during any of
our simulated ruptures.
We use fdfault (Daub, 2017) to simulate the earthquake ruptures. fdfault uses a
high order finite difference method for numerical simulation of elastodynamic rupture
propagation on a structured grid. The code allows for central finite difference operators
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that are globally second, third, or fourth order accurate. Time integration is performed
with a low memory Runge-Kutta method, with either first, second, third, or fourth order
accuracy in time. Artificial dissipation can also be used for the finite difference operators,
which will reduce the numerical artifact oscillations that can occur with large grid
spacings. Boundary conditions are imposed weakly through the simulations approximation
term (SAT) (Kozdon et al., 2013) for stable discretization, and the complex geometry of
the domain is handled through algebraic coordinate transformations. The grid is generated
using standard transfinite interpolation, and the required metric derivatives for solving the
governing equations and applying boundary conditions are automatically calculated using
finite differences.
Constraining TM parameters in rupture simulation (RS)
As a RS starts from TM, we use the stress tensor, material properties and surface
and fault geometry of tectonic model to constrain the initial conditions. Data imported
from the tectonic model represents only one particular time snapshot. Since the TM and
RS solvers have different mesh geometries, we interpolate the data imported from the TM
onto the RS mesh. The following subsections describe how we import and constrain the
parameters to specify a rupture simulation.
Geologic and rupture time scales
Timescales in a typical long-term evolution of geologic systems are on the order of
thousands to millions of years. On the other hand, in earthquake rupture time varies from
fractions of a second up to minutes. While tectonic stresses and stress changes due to
earthquakes must be influencing each other, our approach in this work is to choose one
time snapshots of the TM to construct two earthquake rupture simulations. We import the
stress state, material properties, surface and fault geometry from the TM for the initial
conditions of rupture simulations. In this manner, we can simulate an earthquake rupture
assuming that it occurs at any particular time snapshot of a TM.
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Interpolation of Data from TM to RS
DES3D- Triangular mesh

Smooth bivariate spline
Interpolation
fdfault- Curvilinear mesh

Fig. 17: The illustration shows the technique to interpolate the stress tensor from the
tectonic model to the RSs. The tectonic model uses a finite element method, and the
simulation manages complex geometries and the stress using an unstructured triangular
mesh. On the other hand, the RSs are carried out using a finite difference method on a
structured grid. Complex geometries are handled through coordinate transform on a
structured curvilinear mesh. We use a smooth bivariate spline interpolation technique from
SciPy (Jones et al., 2001–) to interpolate the stress tensor from the unstructured triangular
mesh to the structured curvilinear mesh. This illustration is available under CC-BY
Ahamed et al. (2017).

DES3D solves the momentum and energy balance equations in Lagrangian form,
which is discretized on the unstructured triangular mesh using the finite element method
(Fig. 17). On the other hand, code fdfault is a finite difference code that solves
elastodynamic equations in the structured curvilinear mesh. The spatial resolution of the
tectonic model is several hundred meters to kilometer scale while rupture simulation
requires meter scale spatial resolution. In our tectonic model mesh size varies from 500 m
to 6 km while in rupture simulation, there are 200 grid points along the fault which gives
average 50 m spacing between two grid points that can resolve 4 Hz frequency. Therefore,
to get the data from unstructured mesh to structured mesh we interpolate the values onto
the rupture simulation grid.
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Fig. 18: Initial stress state along the fault obtained from the tectonic model used for
different rupture simulations (a) Normal stress gradually increases from the surface up to
eight kilometers. Then start to decrease up to 9 km, and again begin to increase. (b) Shear
stress also increases from the surface up to eight kilometers then begin to decrease to 9 km,
and again increase from here. The gradient of the stress is approximately lithostatic, with
some local heterogeneity at all depths. This graph and associated plotting scripts available
CC-BY under Ahamed et al. (2017).

To set the initial stress for the rupture model, we first extract stress fields along the
fault surface from the TM and then interpolate the values onto the corresponding rupture
simulation grid using a cubic smooth bivariate spline approximation, computed using the
Scipy module of Python. In RS, there are 200 grid points along the fault while the TM has
124 grid points. Fig. 18 shows the interpolated normal and shear stress along the fault to
be used as initial stress condition for rupture simulations.
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Constraining fault and surface topography

Fig. 19: The illustration shows our method for determining the fault interface for use in
the rupture model. The fault plane is defined as the best linear fit fault through the points
exhibiting the maximum plastic strain. Background o symbols are the plastic strain, and
their color range is shown on the color bar. The thick black line represents the fault which
is the best fit the largest plastic strain points. This illustration is available under CC-BY
Ahamed et al. (2017).

The narrow plastic deformation zone in the tectonic model is the primary normal
fault (Fig. 14). Since the fault geometry in the TM is substantially linear, we use the
ordinary least squares linear regression fitting technique to find a best fit straight line
through the points with the largest plastic strain. In this process, we first divide the fault
into several segments each with a fixed depth range. In each segment, we find the location
across the fault with the maximum plastic strain and use those coordinates to find a best
fit straight line that represents the fault. Fig. 19 shows the fault geometry obtained from
TM for rupture simulation. We also use the TM1 surface topography to determine the free
surface geometry in the rupture simulation.
Constraining material and friction properties
As a single RS starts from a particular snapshot of a TM, we use the density, bulk
modulus, shear modulus, first Lamé parameter, and the friction angle of that snapshot to
constrain the RS initial conditions. The current friction angle in the TM represents a
time-average of frictional parameters experienced over many seismic cycles. We convert
this angle to friction coefficient (0.58). For an individual rupture, we expect the static
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friction to be higher and the dynamic friction to be lower than this average. To prescribe
exact values for the friction coefficient, we assume a spatially constant dynamic friction
coefficient (µd = 0.250). To find a reasonable static friction coefficient (µs ) we perform
additional 100 simulations varying µs from 0.55 to 0.70. After observing all the
simulations, we pick µs equal to 0.68125. This value of static friction coefficient combined
with heterogeneous stress gives reasonable rupture conditions to break the entire fault
without creating any supershear rupture.
Results and Analysis
By comparing the simulations, we examine the influence of stress heterogeneity on
the rupture process and the impact of adding extra cohesion at the near surface. In the
following subsections, we discuss slip rate evolution, peak slip along the fault and ground
motion variability at the surface for each of the simulations.
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Dynamic slip velocity
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Fig. 20: The graph shows the initial rupture slip velocity profile along the dip of the fault
for rupture simulations. (a) Slip velocity for T1N . In the simulation slip velocity is very
complex for the first four kilometers becomes zero from around 4 km and remains zero at
greater depths. (b) Slip velocity for simulations T1C consider extra cohesion for the first 5
km, which suppresses the shallow nucleation zone. This graph and associated plotting
scripts available CC-BY under Ahamed et al. (2017).

In simulation T1N, the hypocenter is located near the surface (Fig. 20a), and
rupture propagates down dip. Since there are several patches that are able to nucleate
simultaneously, rupture propagates in a complex rupture style with variable slip velocity.
However, realistic ruptures are not expected to nucleate in several places simultaneously,
and we examine a second model where additional cohesion is added to suppress this near
surface rupture. With the additional cohesion in model T1C, the hypocenter is at 5 km
depth (Fig. 20b) and rupture propagates both up and down dip. Unlike model T1N, in
model T1C, the rupture nucleates at a single patch.
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Fig. 21: The illustration shows the spatiotemporal distribution of slip velocity from
simulations. Slip velocity as a function of space and time. In T1N, rupture starts at the
surface and propagates downdip on the fault, as the ratio of the shear and normal tractions
on the fault surface is maximum near the surface. On the other hand, including additional
cohesion to suppress this near surface initiation in T1C causes the rupture to initiate at
center of the fault and propagates both up and down dip. Rupture stops at the 8 km depth
where a barrier is set artificially to prevent the lower boundary conditions from influencing
the rupture process. This illustration and associated running/plotting scripts available
under CC-BY Ahamed et al. (2017).

Rupture velocity for the upper portion (< 5 km) is less than that of the lower part
of the fault for all the simulations (Fig. 21). This behavior is related to stress heterogeneity
along the fault. Both normal and shear stress start to increase rapidly around 4 km. From
the surface to this 4 km depth, the stress state remains almost the same. Rupture
decelerates toward the earth0 s surface in T1C due to the presence of cohesion.
The simulation T1C takes approximately 1s to nucleate the rupture. This is because
stress heterogeneity at the nucleation zone where the local shear stress (τ ) is less than the
fault0 s static strength (τs ) which is the product of the static friction coefficient (µs ) and
effective normal stress (σ). When rupture initiates, it propagates down dip of the fault (>
5 km) with increasing slip velocity. A high-velocity rupture front develops around 6.5 km
depth on the fault and continues to propagate with growing slip rate until it reaches the
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barrier at 8 km. This high-velocity transition is associated with the increasing stress with
depth. From 6 to 8 km depth both normal and shear stress increase rapidly, increasing the
amount of elastic energy that is able to be released through fault slip. The fast down-dip
propagation is followed by rupture arrest when encountering the barrier at 8 km depth
produces strong seismic waves that propagate backward and continue to slip along the
fault.
Peak slip
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Fig. 22: The graph shows the peak slip along the fault and the ratio between initial shear
and normal stress. Peak slip at a certain depth is the maximum slip of the entire rupture
history. (a-b) The slip distribution of T1N and T1C along the fault. The slip is very high
around the surface in T1N because of the high ratio of shear to normal stress. On the other
hand in T1C slip gradually increases with depth from the surface to 6 km depth and again
tapers zero at 8 km depth once the rupture encounters the barrier at depth. (c) The ratio
between initial shear over normal stress. The ratio slowly decreases with depth, though
since both stress components continue to increase, there is still more elastic energy
available to be released through rapid fault slip as the rupture propagates down dip. This
graph and associated plotting scripts available under CC-BY Ahamed et al. (2017).

It is obvious that in all simulations, the peak slip along the fault is complex and
varies with depth and stress state. The variation of slip is most pronounced in fault
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segments where stress state is complex. For example, in T1C, the slip is zero at the surface
due to the presence of cohesion. The slip amount continues to increase until it reaches its
maximum slip approximately at 6 km. Interestingly, the ratio between initial shear and
normal stress also slowly decreases up to 6 km depth. Peak slip remains almost constant in
the 6-7 km depth range where both stress-state and the ratio are complex. Slip decreases
from 7 km and becomes zero at around 8 km because of the presence of the barrier.
On the other hand, in T1N, the slip is very high around the surface because of the
significant initial slip velocity at the surface. Slip starts to increase from 2 km depth and
continues till 5 km. Below this depth slip again begins to decrease and becomes zero at 8
km depth where the strong barrier arrests the rupture.
In all of our simulations, slip distribution is variable along the fault which is also
associated with variation of the stress state along the fault. This variation of slip differs
considerably from earthquake rupture simulations that consider uniform stress on the
planar fault, which produce relatively simple slip distributions along the fault. Fault
roughness, on the other hand, can generate heterogeneous slip distribution along the
fault (Dunham et al., 2011; Shi & Day, 2013).
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Fig. 23: The illustration shows the peak ground velocity (PGV) at the surface. (a) Fault
(dashed red) and surface (blue) of the domain. (b) PGV for T1N. In both of the
simulations, PGV sharply increases at the fault surface intersection on the hanging wall
side. Maximum PGV zone ranges from 30 to 45 km. Interestingly, the fault is also located
in the same spatial range. PGV, on the other hand, sharply decreases from the
fault-surface intersection and continue towards footwall. (c) PGV for T1C. Although the
graph looks similar to that of T1N, the magnitude of the velocity is less. This illustration
is available under CC-BY Ahamed et al. (2017).

In addition to constraining the initial stress field, the tectonic model also determines
the surface topography for the rupture simulations. Thus, our model provides a way to
examine how the self-consistent topography and stresses introduced in this study produce
ground motions at the surface. Fig. 23 illustrates the peak ground velocity (PGV)
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calculated at the surface for our simulations. Rupture propagation due to the combined
effect of heterogeneous initial stress and surface topography generates spatially variable
ground motions. Our results agree with the observations of Geli et al. (1988); Lee et al.
(2009); Bouckovalas & Papadimitriou (2005), who found that topographic complexity
increases the spatial variability ground motion.
The strong ground motions are mostly visible around the fault on the hanging wall.
While on footwall PGV sharply decreases at the fault-surface intersection. This may be
because the footwall hill acts as a seismic insulator. A similar observation was identified
by Ma et al. (2007), who studied the surface topography near Los Angeles and show that
the San Gabriel Mountains reduce the peak amplitude of ground velocity.
In both of the simulations, PGV is large around the fault zone on the hanging wall
side especially in the 30-45 km spatial range. Interestingly the fault is also extends alopng
the same spatial range as the region with elevated ground velocities. The hypocenter is
located 5 km depth, and the corresponding epicenter is at 32 km on the surface, and this
point corresponds to the position with the highest PGV.
Another observation is that the position of the nucleation zone determines the PGV
intensity. For example, PGV is relatively low for the T1C model when compared to T1N.
This is because the nucleation starts at 5 km depth and loses energy before reaching the
surface.
Discussion
Our approach of coupling between the long-term tectonic loading with short-term
earthquake rupture demonstrates the capability to obtain the initial stress state for rupture
simulation from the tectonic model. In this study, we use the long-term tectonic model to
constrain the stress state, material properties, and geometry as initial parameters for
rupture simulation. The long-term geodynamic model provides physics-based stress state
for any particular geologic system at any given period, and thus our approach could be
adapted to other systems. Additionally, the tectonic model shows that the surface
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topography and stress state are dynamically coupled, and thus considering both in a
self-consistent manner can help reduce uncertainties in modeling studies.
A geodynamic model can also provide geometrically complex rough fault surface.
Since we use two different solvers to resolve short-term earthquake slip and long-term
tectonic evolution, we can potentially approximate the fault as infinitely thin, rather than
the finite width zone used here. While many studies Dinther, Gerya, Dalguer, Corbi,
Funiciello & Mai (2013); Dinther, Gerya, Dalguer, Mai, Morra & Giardini (2013); Dinther
et al. (2014) consider a broad zone fault zone can be up to few kilometers when they couple
long-term tectonics with short-term earthquake slip. Our approach provides a potential
way to have faults that have a more realistic geometry both in terms of its shape and
spatial extent.
Our method of coupling studies a single earthquake event, where the geodynamic
model provides initial parameters for rupture simulations. However, this coupling can also
work in reverse to re-initialize a tectonic model based on the stress changes and slip in the
earthquake. This approach would have the ability to model the tectonic strain
accumulation over multiple earthquake cycles. Our strategy can be applied to real geologic
fault systems such as the San Andreas fault. For such a realistic fault system this method
can be validated by comparing seismograms generated from rupture simulation with actual
observed seismograms and geodetic data. This technique would be more effective if
feedback is given between short-term earthquake slip and the long-term tectonic model.
Studies using this two-way feedback process have the potential to resolve more aspects of
the physics of strain accumulation and release through earthquakes and provide insight
into multiple interactive seismic cycles occurring on a fault system.
Conclusion
In this paper, we present a method to couple long-term tectonic loading with
short-term dynamic earthquake slip. As a geologic example, we first modeled the evolution
of a large-offset normal fault. We then import stress states, material properties, static
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friction coefficient, surface and fault geometry from the tectonic models to constrain the
initial conditions for two rupture simulations. In the first simulation, rupture initiates
around the surface determined by the initial stress extracted from the tectonic model. In
the second simulation, we add 10 MPa cohesion at the surface that linearly decreases to 3
MPa at 5 km as a representative for velocity strengthening friction near the surface that
causes ruptures to nucleate deeper. Our results show a high-velocity rupture has been
created around 5 km depth and continues until it encounters a barrier at 8 km depth.
Above 5 km the fault rupture propagates with decreasing velocity. This observation is
consistent with the heterogeneous stress pattern along the fault where stress rapidly
increases after 5 km depth. Similarly, slip variability along the fault is observed which is
consistent with real observations. Topography constrained by tectonic model produces
complex and realistic peak ground velocity (PGV) at the surface. Our approach has the
potential to improve the ability of physics-based simulations to capture both the
short-term dynamics of earthquake slip as well as the long-term strain accumulation and
geometric evolution of an earthquake fault in a variety of tectonic settings.
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Chapter 4
Machine Learning Approach to Rupture Dynamics

Ahamed, Sabber; Daub, Eric, (2017), Machine Learning Approach to Rupture
Dynamics, Journal of Geophysical Research (in preparation).
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Abstract
Simulating dynamic rupture propagation is challenging due to uncertainties involved in the
underlying physics of fault slip, stress conditions and frictional properties of the fault. The
tiral and error approach is often the only way of determining the unknown parameters but
running many rupture simulations can be computationally expensive. To reduce the
computational cost and improve our ability to determine reasonable stress and friction
parameters, we take advantage of machine learning approach. We created two models using
the artificial neural network (ANN) and the random forest (RF) algorithms. We then train
the models using a database of 1000 dynamic rupture simulations. Fault geometry, stress
conditions, and friction parameters vary in each simulation. We cross validate and test the
predictive power of the models using additional 600 and 400 simulated datasets respectively.
Both RF and ANN models predict with more than 81% testing accuracy and 84% true
positive rate (recall). Both of the models are computationally efficient such that the 400
testings took a fraction of a second, leading to potential applications of dynamic rupture
that have previously not been possible due to the computational demands of simulations.
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Introduction
Damage due to earthquakes pose a threat to humans worldwide. Seismic hazard
analysis is one way to estimate the possible ground motion at a given location in a given
future time based on historical earthquake data. However, current approaches to seismic
hazard analysis are largely empirical and may not capture the full range of ground shaking
in the future large earthquakes due to the uncertainties in historical geological data. This
leads to large uncertainties in hazard estimates. Ideally, this lack of data can be mitigated
by employing physical models that supplement existing data with additional scenario
events that can quantify the expected variability of ground shaking to provide a robust
estimate of hazard and risk.
Earthquake faults are extremely complex systems that span a vast range of length
and time scales. Information on the state of stress of the faults can be obtained from past
earthquake focal plane mechanisms, geologic observations, or from direct well-bores or drill
holes (Zoback, 2010). However, these stress analysis techniques typically neither constrain
the full stress tensor nor cover a broad range of area. Therefore, direct in situ
measurements of the stresses and displacements are rarely available. Even if the
microscopic physics governing earthquake slip was known with certainty, multi-scale
modeling of earthquakes poses a vast computational challenge due to the range of length
and timescales involved. Due to these limitations, physical modeling is not routinely used
in estimating earthquake hazard. Alternatively, physics-based approaches like dynamic
earthquake rupture simulations are frequently suggested as a way that could be
incorporated into seismic hazard estimation (Harris, 1998; Harris & Day, 1999; Graves
et al., 2011; Olsen et al., 2009; de la Puente et al., 2009).
Dynamically simulating earthquake rupture is challenging due to uncertainty
regarding the underlying physics of earthquake slip. Also, the stress conditions and
frictional properties of faults are not well constrained (Duan & Oglesby, 2006; Peyrat
et al., 2001; Ripperger et al., 2008; Kame et al., 2003) although they, together with fault
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geometry, control the rupture process and determine the dynamics of slip as well as the
resulting ground motions. Because earthquake rupture is a highly nonlinear process,
determining parameter values is often done by making simplifying assumptions and taking
a trial and error approach, which often incurs expensive computational and numerical
costs (Douilly et al., 2015b; Ripperger et al., 2008; Peyrat et al., 2001), and limits the
applicability of the simulations as due to the high computational expense they cannot be
easily integrated into other calculations such as inversions.
While rupture simulations compute the slip and ground motions with a high level of
detail, seismic hazard analysis usually only requires more general characteristics of an
earthquake such as moment magnitude or peak ground velocity (Petersen et al., 2014).
Thus, rupture simulations may only need to approximate such characteristics to be useful
in hazard analysis. Machine learning is a promising approach for reducing computational
cost involved in estimating the characteristics of complex datasets. Many recent studies
show that machine learning approach can be very useful in seismic event detection, in
hazard analysis even in fault detection from unprocessed seismic data. For
example, Rouet-Leduc et al. (2017) used a random forest-based algorithm to identify
hidden signals from the laboratory-generated acoustic signal. Their model can accurately
forecast future failure events using only a window of data much shorter than the time
between events. Perol et al. (2017) developed convolutional neural network based model
ConvNetQuake to detect earthquakes. ConvNetQuake can accurately identify 20 times
more earthquakes than previously listed by the Oklahoma Geological Survey. Last et al.
(2016) explores machine learning methods to predict the largest possible magnitude of an
earthquake likely to occur next year based on the previously recorded seismic events in
Israel and its neighboring countries. The model can predict events with 69.8% AUC (Area
Under the Curve) accuracy. Araya-Polo et al. (2017) develop a neural network based model
that can identify faults from raw seismic data bypassing expensive multistep seismic
processing which is a significant promise in hydrocarbon exploration.
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In this paper, we describe a workflow of using machine learning for predicting if an
earthquake can break a fault with geometric heterogeneity, a complex problem that is
dependent on geometry, stress, and fault friction coupled to elastic wave propagation. We
start with presenting the data generated from dynamic rupture simulations and
preprocessing for further analysis. Then we examine two models built from the random
forest and neural network and trained by a large number of earthquake rupture
simulations. Results from individual models are discussed. Finally, we discuss the potential
to use machine learning models in predicting real surface fault rupture and estimating
seismic hazard.
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Fig. 24: The schematic diagram showing the fault geometry for the preliminary set of
rupture models (vertical scale exaggerated). The domain is 32 km in length along the strike
of the fault and two kilometers wide across the fault. Rupture initiates at the nucleation
path (red) which is ten km from the curved geometric barrier. Width and height of the
barrier, stress tensor and friction parameters are varied randomly over the simulations.

We produce a set of 2,000 rupture simulations based on the geometry illustrated in
Fig. 24 using fdfault (Daub, 2017)- a finite difference code for numerical simulation of
elastodynamic fracture and friction problems. A dynamic rupture model solves the
elastodynamic wave equation that relates the stress (σ) to the deformation (strain). For
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inelastic material the plastic strains can be determined from differnt plastic constituve
models. fdfault uses the Drucker-Prager viscoplastic flow rules. According the flow rule,
plastic flow occurs when stress exceed the yield surface whih associated with corners by
modifying Von Mises yield surface to incorporate the effect of pressure (Belytschko et al.,
2013, e.g., page 273).
The fault in the simulation is planar, with a gaussian geometric heterogeneity at the
center of the fault. Rupture is nucleated 10 km to the left of the barrier and propagates
from the hypocenter towards the barrier. The rupture in the fault is governed by the linear
slip-weakening law shown in Fig. 25. The fault starts to break when the shear stress (τ )
exceed the peak strength τs . Over a critical slip distance dc , stress reduces linearly to a
constant dynamic sliding friction τd .
Fault geometry, stress state, and friction are all critical considerations for whether
or not a rupture propagating from left to right can break the barrier. For right lateral slip
on the fault, the slip on the fault is such that the closest side of the barrier is a restraining
bend, which inhibits rupture, while the far side is a releasing bend that promotes rupture.
Due to the fault geometry, all three stress components influence both the shear and normal
tractions on the restraining and releasing bends. For example normal stress increases
around the restraining bend depending on the the bending angle angle while it decreases
on the releasing bend, making the barrier unpredictable for rupture propagation. In this
project, the half width of the barrier varies between 1 and 2.1 km while the height is set in
the range of 0-10% of width. These values are large enough that the barrier has a
non-negligible influence on the actual shear and normal tractions exerted on the barrier.
Thus the combination of the stress state with the complexity of the fault geometry makes
it rather difficult to predict the ability of the rupture to break the barrier.
Rupture simulations frequently use the shear over normal stress or the
S-ratio (Andrews, 1976; Das & Aki, 1977) to characterize the ability of a rupture to
propagate on a fault. The S-ratio is calculated as S = (τs − τi )/(τi − τd ), where τi is the
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initial shear stress, τs and τd are the peak and residuals shear stress. For this particular
problem, however, we find that for this particular problem, neither metric has a significant
ability to predict if the rupture can break the barrier for a given set of parameters. We do
find that the S-ratio does offer some utility as a discriminant for rupture, but only in the
sense that large values of S are more likely to arrest. Smaller values of the S-ratio
traditionally indicate a rupture that are closer to failure, but we find that for this
particular problem small S-ratios still arrest in many situations. This is because of the role
of the fault geometry, combined with the out of plane normal stress component. For simple
planar faults with uniform stress and strength conditions, the S-ratio and shear over
normal stress are indicative of the stress situation over the entire fault, and thus predictive
of rupture over the entire fault. For a rough fault, on the other hand, the actual tractions
on the barrier can be significantly different than those for a flat fault, and thus many
ruptures that would ordinarily propagate will still arrest. Thus, while this might appear at
the outset to be a rather simple rupture problem, it captures the essential physics of
rupture propagation on realistic fault geometries and provides a prime test case to
determine if a machine learning algorithm might be able to predict the ability of a rupture
to propagate under a given set of conditions.
c

Shear Stress

τs = μsσ

τd = μdσ

dc
Slip

Fig. 25: Slip-weakening friction law for earthquake fault. A fault starts to break when the
shear stress reaches or exceeds the peak strength τs . Over a critical slip distance dc , τs
decreases linearly to a constant dynamic sliding friction τd . σ is the normal stress.
The 2,000 simulations are divided into training (1,000), cross-validation (600), and
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test (400) sets. We control the following eight parameters to vary the rupture behavior in
each simulation:
1. The geometric barrier half width follows a uniform distribution between 1 and 2.1
km. Distance Across Fault (km)
2. The barrier height follows a uniform distribution between 0 and 10% of the barrier
width.
3. The fault normal stress (in-plane, or IP) follows a uniform distribution between -10
and -160 MPa (negative indicates compression hence smaller means high stress).
Note that while this sets the normal stress on the flat part of the fault, the normal
stress on the barrier varies spatially due to the geometry.
4. The out-of-plane (OP) normal stress follows a uniform distribution between ±25% of
the fault normal stress.
5. The dynamic friction coefficient (µd ) follows a uniform distribution between 0.2 and
0.6.
6. The friction drop (static minus dynamic friction) follows a uniform distribution
between 0.2 and 0.8µd .
7. The shear stress is set to be proportional to the normal stress. The proportionality
coefficient is the dynamic friction coefficient plus 2% of the friction drop (µs − µd ),
plus a random number times 13% of the friction drop. In other words, the initial
stress is chosen to be in a relatively narrow range of values where it is not trivial to
predict whether or not the rupture will be able to propagate stress is always higher
than the dynamic strength, but never very close to the static strength. This small
range reflects the idea that earthquakes occur on faults once the shear stress on the
fault reaches the minimum stress needed to rupture the entire fault.
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8. The slip weakening distance (dc ) follows a normal distribution centered at 0.4 m with
a standard deviation of 0.05 m.
Table 6: Five sample training datasets before preprocessing
Height Width OP
Stress
0.104 1.146 -102.509
0.088 1.304 -136.062
0.099 1.260 -117.559
0.116 1.191 -128.169
0.018 1.108 -106.350

Stress
xy
58.619
51.391
40.972
94.021
29.149

IP
Stress
-117.766
-126.715
-115.529
-157.830
-101.379

Fric.
drop
0.484
0.346
0.293
0.572
0.253

Dyn
fric.
0.217
0.448
0.502
0.203
0.325

dc (m)

Output

0.296
0.406
0.389
0.409
0.398

0
1
1
0
1

Five sample datasets before preprocessing are listed in Table 6 and show the
different parameter values with the corresponding output, 0 or 1. 1 as an output value
means that the rupture propagated through the restraining geometric barrier while 0
indicates that the rupture arrested before reaching the center of the barrier. For simplicity,
we define 1 being the positive class and 0 being the negative class. All the parameters of
the datasets have been normalized to have zero mean and unit standard deviation. Note
that this puts the problem in the form of a standard classification problem, for which
numerous algorithms have been developed (Carbonell et al., 1983; Michie et al., 1994).
Classification Stategy
We use two different classification algorithms to create predictive models to
determine if a rupture can break a fault with complex geometry. One is the random forest
decision tree algorithm (Breiman, 2001) and other is the artificial neural networks
(Rosenblatt, 1958; Rumelhart et al., 1988). These two algorithms have been selected due to
their flexibility in handling a range of classification problems with potentially a large
feature space as well as the fact that their estimated parameter values can provide insight
into the underlying dynamics. Another important aspect is that, as many learning
algorithms such as nearest neighbor algorithms may work well for a particular problem, but
they cannot necessarily tell us much about the underlying process.
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Random forest classifier
Ensemble machine learning algorithms have been widely used because of their
excellent accuracy, robustness, and ease of use. The method combines multiple
independent learning algorithms (weak learners) to achieve better predictive performance
than could be obtained from any of the single learners alone (Opitz & Maclin, 1999;
Polikar, 2006; Rokach, 2010). The ensemble makes a final prediction, based on a majority
voting from the individual components of the group. There are two types of ensembles
commonly used: Bagging and boosting. Bagging (Breiman, 1996) involves having each
learner in the ensemble vote with equal weight while in boosting (Dietterich, 2000), the
prediction is achieved by taking a weighted vote of the predictions. Weights are
proportional to each learner’s accuracy on its training set. Although the ensemble methods
can often perform better than a singler learner, it requires a lot of storage, extensive
computation and has complex structure to interpret due to the involvement of multiple
classifiers in decision making.
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xi
Root Node

Descision Node

End Node

yi = f(xi)

Fig. 26: The schematic diagram shows a decision tree. The root node is at the at the top.
Each internal node corresponds to one of the input variables or combinations. An edge
connects children nodes with a parent node. A triangular node (end node) represents a
final class variable whereas a circular node makes a decision based on the input variables.
We use the ID3 algorithm (Quinlan, 1986) to generate a decision tree. Depending on the
input parameters (xi ) random forest combines multiple decision trees results to make final
prediction class (yi ).
A fast algorithm such as decision trees is commonly used in ensemble methods to
reduce the computational cost. Fig. 26 shows a single decision tree consisting of several
nodes. Random forest (RF) is a bagging type of ensemble classifier (Breiman, 2001) that
uses many such single trees to make predictions. RF can be used for both classification and
regression. In this project, we use the ID3 algorithm (Quinlan, 1986) that uses information
gain as the splitting criteria for a single decision tree.
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Dynamic fric
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Fig. 27: The bar chart shows the relative importance (in %) of the input features given by
a random forest classifier. OP normal stress has the highest influence (21.34 %) on the
decision followed by dynamic friction coefficient (18.8 %). IP normal stress, friction drop,
and shear stress components show relatively the same importance (15 %). Geometric
features such as height and width of the barrier and slip weakening distance (dc ) are
identified as being less influential in making a decision. This bar chart and associated
scripts, data are available under CC-BY Ahamed & Daub (2017).
The random forest algorithm allows the evaluation of the important features on an
artificial classification task. Fig. 27 shows the histogram of important features by
percentage. Stress components, dynamic friction and friction drop are the most important
features to determine if an earthquake can break through a fault. These three features
account for 86% of the total predictive power. This result is consistent with many studies
that have shown that earthquake rupture initiation, its propagation, and termination are
highly sensitive to stress and friction properties (Duan & Oglesby, 2007; Peyrat et al.,
2001; Ripperger et al., 2008; Kame et al., 2003).
OP normal stress alone has the greatest (21.34%) classification control followed by
dynamic friction (18.80%). IP normal and shear stress components and friction drop have
almost equal importance (15%). On the other hand, geometry related features such as
height and width have a less significant effect on the predictive power, indicating that the
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fault geometry is less important. This is likely because the stress and friction are
important both with and without a geometrical heterogeneity on the fault, and that no
matter how strong the heterogeneous fault geometry is, as long as it is loaded sufficiently
close to failure it will still be able to propagate. This does not mean that fault geometry is
unimportant, as fault roughness influences the residual stress heterogeneities on the fault,
which has a significant effect on earthquake recurrence probability (Zielke et al., 2017).
Classification result
We use 400 testing data to estimate the generalization error of the random forest
model. The table 7 shows the confusion matrix that contains information about actual and
predicted classifications done by a model. For simplicity we define ”fault ruptured” as the
positive class and ”fault did not rupture” as the negative class. For example, the RF
classifier accurately predicts 218 datasets as a true negative class. Similarly, 107 datasets
are identified as true positive. On the other hand, 21 and 54 datasets were inaccurately
classified as a false positive or a false negative.
Table 7: Confusion matrix given by random forest model based on 400 testing data
Negative(Rupture did not propagate)
Positive(Rupture propagated)

Negative
True Negative = 218
False positive = 54

Positive
False negative = 21
True Positive = 107

Table 8 shows the classification report using three evaluation metrics. The overall
testing accuracy of the model is 81%. Accuracy measures the proportion of correctly
classified classes out of total test datasets. In addition to accuracy, we also consider
precision, recall and f-1 scores. Precision measures how many datasets are correctly
classified as true positive among the true and false positive combined. Whereas recall
measures the proportion of the correctly identified true positive instances among the total
positive datasets. The f-1 score is the harmonic mean of recall and precision.
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Table 8: Random forest classification results based on 400 testing data
Class
Negative(Rupture did not propagate)
Positive(Rupture propagated)
Average/Total

Precision
0.91
0.66
0.83

Recall
0.80
0.84
0.81

f-1 score
0.85
0.74
0.82

support
272
128
400

The high score of recall (0.84) for positive class and the high precision for the
negative class indicate that the number of true positives (128) misclassified as negative is
small (21). The f-1 score for positive class also indicates that the model can predict more
accurately predict the positive class.
Artificial Neural Network
Artificial neural networks (ANN) are inspired by how neurons are connected in the
brain (Rosenblatt, 1958). A neural network consists of several units interconnected and
organized in layers. The individual units are also known as neurons. A layer can be
connected to an arbitrary number of further hidden layers of arbitrary size before being
combined in the output layer. Hidden layers introduce complexity to the model, and given
sufficient data to train the model, these additional layers can improve performance.
However, increasing the number of hidden layers does not always help. Additional hidden
layers can lead to an overfitting problem (Hinton et al., 2012; Lawrence & Giles, 2000;
Lawrence et al., 1997) where the network will perform very well on the training dataset,
but it cannot generalize to new data. Therefore, selecting the number of layers and units in
each layer is one of the challenges although a new technique dropout (Srivastava et al.,
2014) has the potential to address this problem.
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xi

yi = f(xi)

Fig. 28: Schematic diagram illustrating an artificial neural network. Normalized parameter
values (xi ) are fed into the input layer, which are then combined into a hidden layer
(center) using a set of parameter weights estimated from the training data. The resulting
values from the hidden layer are then combined into an output layer, which outputs a
probability. Models may also contain multiple hidden layers, which enable the model to
build more complex combinations of the input parameters.

Fig. 28 illustrates a schematic diagram of a neural network we use in this work. The
network has one hidden layer with 12 units. The eight input parameters are mapped to
these 12 units, producing a 12 × 8 weight matrix for the model. As each input enters a
unit, the output of the previous unit is multiplied by its weight. The unit then adds all
these new inputs, which determines the output value of the intermediate unit. We then
apply a nonlinear activation function ReLu (Hahnloser et al., 2000) to the output weight,
which passes all the values greater than zero and set any negative output to be zero.
Finally, the hidden layers combine the 12 outputs with the output layer and uses the
resulting weight to make predictions. We use keras (Chollet et al., 2015), a Python deep
learning library, to build the model.
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Network parameters
The weights learned by the neural network allow us to gain some insight into the
combinations of input parameters that are most predictive of the ability of the rupture to
propagate. To visualize the weights, we have constructed the weights versus neural units
matrix plot. This is illustrated in Fig. 29. The left panel shows the model weights mapping
the eight inputs (horizontal scale) to the twelve hidden units (vertical scale). The right
panel shows the weights that combine the hidden units into the one output unit on the
right. The color scale indicates the range of weights. The weights in the model range from
negative values to positive values which indicate inhibitory or excitatory influences,
depending on the value of each inputs, respectively.
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Fig. 29: The illustration shows the parameters learned by the ANN for the rupture model.
The network has one hidden layer with twelve nodes. The left panel shows the weights that
combine hidden and input units. Eight input parameters are on the horizontal scale, and
the twelve hidden units are on the vertical scale. All input parameters are normalized to
have zero mean and a standard deviation of unity. The colors in each row indicate how the
parameters are combined to form each hidden unit. The right panel shows that the weights
combine in the hidden units into the single output unit. A substantial positive value of the
output unit indicates that the rupture is predicted to break the barrier, while a large
negative amount of the output unit suggests that the rupture is not anticipated to break
the barrier. That allows a physical understanding of the parameters selected by the neural
network. This illustration and associated scripts are available under CC-BY Ahamed &
Daub (2017).

If the output layer weight is positive for a particular unit, then the parameter
combination is a good predictor of rupture propagation, while a negative weight indicates
the parameter is a good predictor of rupture arrest. Similarly, weights mapping the inputs
to the hidden units that are positive indicators that large values of that input unit favor
rupture; negative values mean low values are favored. The weights provide insight into
which parameter combinations are most predictive of rupture.
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All the weights related to height, width and slip-weakening distance dc have small,
mostly negative weights (Fig. 29). This means these three parameters have a little
influence on the final prediction while the remaining six parameters have variations of
weights ranging from negative to positive. These six parameters may be the key players in
determining whether a rupture is going to break through a fault. We note the consistency
with the random forest algorithm that gave the same importance rank for the parameters;
that is, height, width and dc are the least significant.
Table 9: Five parameter combinations and their corresponding possible predictions.
Outupt Unit
Unit-2
Unit-3
Unit-4
Unit-5
Unit-6

OP normal
high
low
high
high
low

Shear stress
high
low
high
high
low

IP normal
high
high
low
low
high

Dyn friction
low
high
high
low
low

Prediction
Propagation
Arrest
Propagation
Propagation
Arrest

Parameters illustrated in Fig. 29 also provide insights on the parameter
combinations and their influence on determining the rupture propagation. For example,
the unit-3 has a large negative output weight. The unit has a large negative weight for
height, width, out-of-plane normal stress, shear stress and positive weights for the in-plane
normal stress, dynamic friction coefficient, and friction drop. This means that if a fault has
smaller out-of-plane normal and shear stress, but large in-plane normal stress and dynamic
friction then an earthquake rupture could not break through the fault. On the other hand,
Unit-2 has the large positive output weight. The out-of-plane normal and shear stress have
notable positive weights; dynamic friction coefficient has large negative weight; friction
drop and in-plane normal stress have moderate negative weight. This means that high
out-of-plane normal and shear stress and low static and dynamic friction are good
predictors of rupture propagation, and based on our input data the model has determined
exactly how to best combine these numbers in a more sophisticated way than simply
looking at shear over normal stress or the S parameter. Table 9 contains five similar
parameter combination and possible predictions.
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Fig. 30: The illustration shows the coefficient of determination (R2 score) among the
weights learned by fifteen neural network models. Weights are initialized by setting a
random seed value. A single R2 score is calculated by first sorting the output weights, and
then correlating the sorted weights with all other model realizations. Then we construct a
correlation map from R2 scores of fifteen models to see if we obtain similar parameters
independent of how the algorithm is initialized. Model-11 has the relatively lowest
correlation among the all models while models-10 and 12 have high correlations with others.
That allows us to understand the reproducibility of weights learned by neural networks.
This illustration and associated scripts are available under CC-BY Ahamed & Daub (2017).

We also built an additional fifteen neural network models with the same training
dataset but different initial weights to see if the models find the same features that are
predictive of rupture. The average accuracy of the models is 83% which is substantially the
same as the result shown in Table 11. Although the final weights vary from model to
model, they show high correlation when we sort them in ascending order. Fig. 30 shows the
determination of coefficient (R2 score) among the parameters (in ascending order) learned
by the models. Model-11 has the smallest correlation with the other model while models10, and 12 have high correlations. Even though Model-11 has the relatively lowest
correlation, its lowest correlation-coefficient 0.71 with model-1 is still pretty notable. The
highly correlated weights indicate that the models are picking up on physically consistent
features regardless of the random way that the model is initialized.
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Classification result
Table 10: Confusion matrix given by neural network model on 400 testing data
Negative(Rupture did not propagate)
Positive(Rupture propagated)

Negative
True Negative = 218
False positive = 54

Positive
False negative = 22
True Positive = 106

Table 11: Neural network classification results based on 400 testing data
Class
Negative(Rupture did not propagate)
Positive(Rupture propagated)
Average/Total

Precision
0.91
0.66
0.83

Recall
0.80
0.83
0.81

f-1 score
0.85
0.74
0.81

support
272
128
400

We use the same 400 testing data to verify the ANN model. The table 10 shows the
confusion matrix (CM) that contains information about actual and predicted
classifications. Interestingly the CM of RF model is almost same as that of the ANN model
except that the ANN model inaccurately classifies one more positive data as a false
negative. The classification report (table 11) produced by the ANN model also shows
almost the same precision, recall and f-scores as the RF model. The overall testing
accuracy of the model is 84%.
Discussion
Classification results produced by the ANN and RF models show that they can
capture most of the underlying patterns of the rupture propagation. Interestingly, both
models have around 84% recall on the positive class (rupture propagation), meaning that
both of the models successfully learned most of the underlying complex data patterns
responsible for rupture propagation. Another interesting aspect of the ANN model is that
it consistently finds the same hidden data patterns despite the various weight
initializations. These underlying complex data patterns reflect the physics of the rupture
propagation. For example, if a fault with geometrical heterogeneity has high out-of-plane
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normal and shear stress and low static and dynamic friction then it is likely that an
earthquake rupture can break through the fault.
These models are highly efficient in determining whether a rupture is going to break
through a fault. Both of the models take fraction of a second to predict if a rupture can
propagate given eight input parameters. That is a significant improvement over running a
full rupture simulation, takes about two hours of wall clock time on 8 processors on the
HPC. The results will also allow for a probabilistic model for earthquake size given a few
physically relevant parameters that can account for epistemic uncertainty by robustly
considering different parameter value choices. We plan to expand our results to more
extensive datasets as well as more realistic geometries drawn from fault databases.
Conclusion
We use the random forest and artificial neural network algorithms to predict if a
rupture can propagate through a fault with a geometric heterogeneity. We first generate
2000 dynamic earthquake rupture simulations varying stress, friction parameters and
height, and width of the restraining bend of the fault. Models are trained on 1000 datasets
and the remaining 1000 datasets are used for validating (1000) and testing (400) the
models. Both of the models can predict the results of new parameter values with 81%
accuracy and 84% true positive rate (recall). Data patterns identified by the models reflect
the physics of the rupture propagation, and these patterns are robustly identified
independent of how the models are initialized.
Computationally, the models are highly efficient. Once the training simulations are
computed and the machine learning algorithms are trained, the models can make a
prediction within a fraction of a second. This has the potential to allow for the results of
dynamic rupture simulations to be incorporated into other complex calculations such as
inversions or probabilistic seismic hazard analysis, something that would not be ordinarily
possible. The method can also be applied to other complex rupture problems such as
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branching faults, fault stepovers, and other complex heterogeneities where the physics of
earthquake rupture propagation are not well understood.
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Derivation of energy balance equation
Additive strain rate decomposition is allowed under our assumption of infinitesimal
strain. Furthermore, the class of material we are interested in is elasto-visco-plastic. Under
these assumptions, total strain rate is decomposed as follows:

˙ = ˙ e + ˙ p + ˙ v ,

(1)

where ˙ e , ˙ p , and ˙ v are elastic, plastic and viscous strain rate, respectively.
Following Wright (2002), we define the Gibbs free energy per unit mass as

g(σ, T, qj ) = −e + T η +

1
σ : e ,
ρ

(2)

where e is the internal energy per unit mass, η is entropy per unit mass, ρ is density and e
is elastic strain tensor. Only the elastic strain appears in the definition because it is the
only component of strain that can contribute to stored energy. Taking the total differential
of g and rearranging terms, we get the differential of internal energy:

de = −dg + η dT + T dη −

1
1
1
σ : e dρ + e : dσ + σ : de .
2
ρ
ρ
ρ

(3)

Since g = g(σ, T, qj ), the total differential of g is also
n

X ∂g
∂g
∂g
dg =
: dσ +
dT +
dqj ,
∂σ
∂T
∂qj
j=0

(4)

where q0 = ρ according to the conventions of Wright (2002). Elastic strain and entropy
(c.f., Wright, 2002) are defined as

e ≡ ρ

∂g
∂g
and η ≡
.
∂σ
∂T
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(5)

From the equations (3), (4) and (5) we get

de = −

n
X
1
∂g
1
dqj + T dη − 2 σ : e dρ + σ : de
∂qj
ρ
ρ
j=0

(6)

Since q0 = ρ, the terms containing dq0 and dρ can be grouped together. With the grouping,
equation (6) becomes
1
de = σ : de + T dη −
ρ




n
X
∂g
1
∂g
+ 2 σ : e dρ −
dqj .
∂ρ ρ
∂qj
j=1

With two new notations


∂g 1
Q0 ≡ − ρ + σ :  e
∂ρ ρ

(7)

and
Qj ≡ −ρ

∂g
∂qj

(j=1, 2, 3, . . .),

(8)

equation (6) is simplified to
n

1
1X
Qj dqj .
de = σ : de + T dη +
ρ
ρ j=0

(9)

Differentiating the equation (9) with respect to time (t) we have
n

de
dη 1
1 X dqj
=T
+ σ : ˙ e +
Qj
.
dt
dt ρ
ρ j=0
dt

(10)

Multiplying the equation (10) by ρ, we get the following equation for the time rate of
change of internal energy per volume:
n

ρ

X dqj
de
dη
= ρT
+ σ : ˙ e +
Qj
.
dt
dt
dt
j=0

To relate the material time derivative of the internal energy given in (11) to the
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(11)

energy balance principle, we recall the general form of the energy balance equation (e.g.,
Kennett & Bunge, 2008; Malvern, 1969; Wright, 2002):

ρ

de
= σ : ∇v − ∇ · q + ρ s,
dt

(12)

where s is a heat energy source or sink per mass, q is heat flux and v is velocity. According
to the additive decomposition of strain rate in (1),

σ : ˙ e = σ : ˙ − σ : (˙ p + ˙ v ).

(13)

Since the double dot product of the symmetric σ and the anti-symmetric part of ∇v is
˙ By eliminating the time derivative of internal energy from equations
zero, σ : ∇v = σ : .
(11) and (12) and then using (13), we get
n

X dqj
dη
ρT
+ σ : ˙ − σ : (˙ p + ˙ v ) +
Qj
− σ : ˙ − ρ s + ∇ · q = 0,
dt
dt
j=0
which is simplified to
n

ρT

X dqj
dη
= σ : (˙ p + ˙ v ) − ∇ · q + ρ s −
Qj
.
dt
dt
j=0

(14)

The final step to derive a partial differential equation for temperature from (14) is
to relate the time derivative of entropy per mass to temperature. The equipresence
principle (Malvern, 1969) requires the entropy η to have the same set of independent
variables as the Gibbs free energy. In other words, the entropy per unit mass is also a
function of the Cauchy stress (σ), the temperature (T ) and a set of internal variables (qj ,
j = 0, 1, 2...n). The total differential of η = η(σ, T, qj ) is
n

X ∂η
∂η
∂η
dη =
: dσ +
dT +
dqj .
∂σ
∂T
∂qj
j=0
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Identifying the first internal variable (q0 ) with density (ρ) again, we get
n

dη =

X ∂η
∂η
∂η
∂η
: dσ +
dT +
dρ +
dqj .
∂σ
∂T
∂ρ
∂q
j
j=1

(15)

When differentiated with respect to time, the equation (15) becomes
n

dη
∂η dσ
∂η dT
∂η dρ X ∂η dqj
=
:
+
+
+
.
dt
∂σ dt
∂T dt
∂ρ dt j=1 ∂qj dt

(16)

∂ ∂g
∂ ∂g
1 ∂e
∂η
=
=
=
.
∂σ
∂σ ∂T
∂T ∂σ
ρ ∂T

(17)

According to (5),

From the definition of the specific heat at constant stress, cσ , we get the following identity:
∂
∂e
=
cσ ≡
∂T
∂T



1
∂e
1
∂η
+ σ:
.
−g + T η + σ : e = T
ρ
∂T
ρ
∂T

(18)

Using (18), we get
∂η
1
=
∂T
T



1
∂e
cσ − σ :
.
ρ
∂T

(19)

For convenience, we express partial derivatives of entropy per mass with respect to density
and other internal variables in terms of Q0 and Qj (j = 1, 2, 3, . . .), which are defined in (7)
and (8).
∂e
∂η
∂ ∂g
∂ ∂g
1 ∂Q0
1
=
=
=−
− 2σ :
.
∂ρ
∂ρ ∂T
∂T ∂ρ
ρ ∂T
ρ
∂T

(20)

∂η
∂ ∂g
∂ ∂g
1 ∂Qj
=
=
=−
,
∂qj
∂qj ∂T
∂T ∂qj
ρ ∂T

(21)

and

for j = 1, 2, 3, . . .. Plugging (17), (19), (20) and (21) and into the equation (16), we get


dη 1 ∂e dσ
1
1
∂e dT
=
:
+
cσ − σ :
dt ρ ∂T dt
T
ρ
∂T dt


n
1 ∂Q0
1
∂e dρ 1 X ∂Qj dqj
+ −
− 2σ :
−
.
ρ ∂T
ρ
∂T dt ρ j=1 ∂T dt
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This equation can be further simplified to
dη
1
=
dt
T





1
∂e dT
1 ∂e dσ
1
∂e dρ
cσ − σ :
+
:
− 2 σ:
ρ
∂T dt
ρ ∂T dt
ρ
∂T dt
n
X
1
∂Qj dqj
.
−
ρ j=0 ∂T dt

(22)

Substituting the equation (22) into the equation (14) we get:
"

1
ρT
T



1
∂e
cσ − σ :
ρ
∂T



dT
1 ∂e
+
:
dt
ρ ∂T



dσ 1 dρ
− σ
dt
ρ dt

−σ : (˙ p + ˙ v ) +

n
X
j=0

Qj



n

1 X ∂Qj dqj
−
ρ j=0 ∂T dt

#

dqj
− ρs + ∇ · q = 0,
dt

which is simplified to





1
dσ 1 dρ
∂e dT
∂e
ρ cσ − σ :
+T
:
− σ
ρ
∂T dt
∂T
dt
ρ dt


n
X
∂Qj dqj
− σ : (˙ p + ˙ v ) − ρs + ∇ · q = 0.
+
Qj − T
∂T
dt
j=0

(23)

Strain due to temperature change is assumed to be isotropic: i.e., ∂e /∂T = αl I,
where I is the identity tensor and αl is linear thermal expansion coefficient and 1/3 of the
volumetric thermal expansion coefficient, αv . Under this assumption, the equation (23) is
rearranged as follows:
ρcσ

dT
dT
− σ : αl I
= − ∇ · q + ρs + σ : (˙ p + ˙ v )
dt
dt


dσ 1 dρ
−
σ
− T αl I :
dt
ρ dt

n 
X
∂Qj dqj
−
Qj − T
.
∂T
dt
j=0

(24)

Using the identity σ : αl I = −3 αl p = −αv p where p = − 13 σii , we have the following final
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form of the energy balance equation:
(ρcp + p αv )

dT
dp
= − ∇ · q + ρs + σ : (˙ p + ˙ v ) + T αv
dt
dt


n
∂Qj dqj
αv dρ X
−
Qj − T
.
− pT
ρ dt
∂T
dt
j=0

(25)

The last term of (25) corresponds to the changes in energy due to internal variables
only. These terms are often parametrized into a coefficient for the inelastic power term as
in χσ : (˙ p + ˙ v ) (Regenauer-Lieb & Yuen, 2003a; Wright, 2002). With this
parametrization, the equation (25) is simplied to

(ρcp + p αv )

dT
αv dρ
dp
= −∇ · q + ρs + χσ : (˙ p + ˙ v ) + T αv − p T
.
dt
dt
ρ dt

(26)

χ close to 1 means that the energy change due to changes in internal variables is negligible
relative to inelastic power and most of the inelastic power is converted to heat production.
To our knowledge, the value of χ is not very well constrained for rocks but at least for
metals, it is either close to 1 or saturates towards 1 with increasing plastic strain (Wright,
2002). Regenauer-Lieb & Yuen (2003a) used 0.85 as the value of χ. χ is assumed to be 1 in
this study.
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Derivation for semi-analytic solution for the oedometer test
Semi-analytic solutions for the oedometer test
Total strain rate and strain
The model geometry and boundary conditions give the following components of
total strain rate (ε̇):

ε̇xx =

vx
,
L + vx t

(27)

ε̇yy = 0,

(28)

ε̇zz = 0,

(29)

where t is time, vx is the boundary velocity set to be −10−5 m/s and L is the edge length
of the cube equal to 1 m.
The components of total strain (ε) are given as

εxx = ln

L + vx t
L


,

(30)

εyy = 0,

(31)

εzz = 0.

(32)

Pre-yielding stress
Before yielding, stresses are updated according to the linear isotropic elasticity. In
terms of the Lamé’s constants (λ, G), stress components are given as:

L + vx t
,
= (λ + 2G) ln
L


L + vx t
= σzz = λ ln
.
L


σxx
σyy
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(33)
(34)

Mohr-Coulomb yield function and flow potential
We use the following forms of the Mohr-Coulomb yield function (f ) and flow
potential (g):

f (σxx , σyy ) = σxx − Nφ σyy + 2C
g(σxx , σyy ) = σxx −

p
Nφ ,

(35)

1 + sin ψ
σyy .
1 − sin ψ

(36)

where Nφ is defined as (1 + sin φ)/(1 − sin φ), φ is the firction angle, ψ is the dilation angle
and C is the cohesion.
Yielding time (tcr )
We denote the time when yielding occurs for the first time as tcr . Since
f (σxx , σyy ) = 0 at t = tcr ,

(λ + 2G) ln

L + vx tcr
L




− Nφ λ ln

L + vx tcr
L


+ 2C

p

Nφ = 0.

(37)

Solving the above equation for tcr , we get
L
tcr =
vx

"

#
!
p
2C Nφ
exp −
−1 .
(λ + 2G) − Nφ λ

(38)

Plastic strain rate and strain
We get the following expressions for plastic strain for t ≥ tcr :
εp xx = 2β(t),

(39)

εp yy = −Nψ β(t),

(40)

εp zz = −Nψ β(t),

(41)
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where β(t) is the plastic consistency paramter to be determined. As in the classical
plasticity theory (e.g., Lubliner, 2008), the consistency parameter is zero before yielding
(t ≤ tcr ).
The plastic strain rates are similarly defined in terms of the rate of consistency
parameter (β̇(t)):

ε˙p xx = 2β̇(t),

(42)

ε˙p yy = −Nψ β̇(t),

(43)

ε˙p zz = −Nψ β̇(t).

(44)

Elastic strain after yielding
The above definitions of total and plastic strain lead to the following expressions for
elastic strain as a function of time:

εexx = εxx − εp xx = ln

L + vx t
L


− 2 β(t),

(45)

εeyy = εyy − εp yy = Nψ β(t),

(46)

εezz = Nψ β(t).

(47)

Post-yielding stress and determination of β(t)
After yielding occurs, stresses are updated as follows:

σxx = (λ + 2G) εexx + λ (εeyy + εezz ),

(48)

σyy = (λ + 2G) εeyy + λ (εezz + εexx ),

(49)

σzz = (λ + 2G) εezz + λ (εexx + εeyy ).

(50)
(51)
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Plugging (45) to (47) into the above equations, we get
 


L + vx t
σxx (t) = (λ + 2G) ln
− 2β(t) + 2λNψ β(t)
L


L + vx t
− [2(λ + 2G) − 2λNψ ] β(t),
= (λ + 2G) ln
L




L + vx t
σyy (t) = (λ + 2G)Nψ β(t) + λ Nψ β(t) + ln
− 2β(t)
L


L + vx t
= λ ln
+ [2(λ + G)Nψ − 2λ] β(t),
L
σzz (t) = σyy (t).

(52)

(53)
(54)

For t ≥ tcr , these stresses should always satisfy the yield condition:
σxx − Nφ σyy + 2C

p
Nφ = 0.

(55)

Substituting (52) and (53) for the stress components in the yield condition, we get



L + vx t
(λ + 2G) ln
− [2(λ + 2G) − 2λNψ ] β(t)
L


p
L + vx t
− Nφ λ ln
− [2(λ + G) Nφ Nψ − 2λ Nφ ] β(t) + 2C Nφ = 0.
L

(56)

Solving the above equation for β(t), we get

p
xt
+
2C
[(λ + 2G) − Nφ λ] ln L+v
Nφ
L
.
β(t) =
2(λ + G)Nφ Nψ + 2(λ + 2G) − 2λ(Nφ + Nψ )

(57)

The time derivative of β(t) is given as

β̇(t) =

(λ + 2G) − Nφ λ
vx
.
2(λ + G)Nφ Nψ + 2(λ + 2G) − 2λ(Nφ + Nψ ) L + vx t
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(58)

Pressure and pressure rate
Since p = −(σxx + σyy + σzz )/3, we get the following from (52), (53) and (54):
 

4
L + vx t
+ 2λ + G (1 − Nψ ) β(t)
p(t) = −K ln
L
3


L + vx t
= −K ln
+ 2 K (1 − Nψ ) β(t),
L


vx
4
ṗ(t) = −K
+ 2λ + G (1 − Nψ ) β̇(t)
L + vx t
3
vx
= −K
+ 2K (1 − Nψ ) β̇(t),
L + vx t


(59)

where K is the bulk modulus defined as λ + 2/3G.
Volume change rate

∇ · v = ε̇xx + ε̇yy + ε̇zz =

vx
.
L + vx t

(60)

Density
Using the expression for ∇ · v, the mass balance equation becomes
dρ
= −ρ∇ · v = −
dt



vx
L + vx t


ρ.

(61)

Solving for ρ(t), we get
ρ(t) = ρ0

L
,
L + vx t

(62)

where ρ0 is the reference density at t = 0.
Numerical implementation of energy balance equation in DynEarthSol3D
DynEarthSol3D (DES3D) adopts Galerkin finite element method for discretizing the
weak form of the governing equations including the energy balance equation. Detailed
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descriptions of the numerical implementation can be found in Choi et al. (2013). Here we
outline only the implementation procedure for the newly derived energy balance equation:

(ρcp + pαv )

dp
αv dρ
dT
= −∇ · q + ρs + χσ : (˙ p + ˙ v ) + T αv − pT
.
dt
dt
ρ dt

(63)

Following the standard Galerkin method, we use the piecewise linear functions as
the trial solution and the test (weighting) functions in the conversion of eq. 63 to the
variational (weak) form.

a∈e,b∈e

Ca Ṫat+∆t

=−

X

 X

a∈e 
a∈e 
X
t
t Ωe
t
t
t Ωe
+
Ta αv Ṗ
+
χσ : (˙ p + ˙ v )
M
M
e
e

 a∈s,s∈δΩ
a∈e 
X
X e 1
αv t t t Ωe
+
p Ta ρ̇
qs · ns Ls
+
t
ρ
M
M
−
1
e
e

(KDab Tat Ωe )

e

(64)
(65)

where the diffusion matrix

Dab =

X X ∂N e ∂N e
a

i

a,b∈e

b

∂xi ∂xi

(66)

is evaluated at the barycenter of each element. The lumped thermal capacitance is given by

a∈e 
X
Ωe
t
t
(ρ cp + p αv )
Ca =
,
M
e

(67)

and Ωe , M are the area and the number of apexes (M = 3) of a triangular element. K is the
heat conductivity. Nae and Nbe are the shape function associated with the node a and b in
the element respectively. qs is the prescribed boundary heat flux on a segment. The
temperature is updated explicitly as follows:

Ṫat+∆t =

Tat+∆t − Tat
.
∆t
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(68)

if the right hand side of the discretized equation is denoted by f (Tat ) then the temperature
is updated as

Ṫat+∆t =

f (Tat )
Tat+∆t − Tat
=
.
∆t
Ca

(69)

Once we compute the temperature we solve the momentum balance equation with
the updated elastic stress σel as
t+∆t
˙ t+∆t ∆t.
σel
= σt + (Ks − 2/3G) tr(˙ t+∆t )I∆t + 2G˙ t+∆t ∆t − Kαv δT

(70)

Strain softening and mesh dependency figures

a Model DZN (400m)

Plastic strain
b Model DZN (800m)
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Fig. 31: Model DZN (a) high resolution(400m) and (b)low resolution (800m). This figure is
available under CC-BY Ahamed & Choi (2017).
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a Model FZT (400m)
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b Model FZT (800m)
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Fig. 32: Model FZT (a) high resolution(400m) and (b)low resolution (800m). This figure is
available under CC-BY Ahamed & Choi (2017).
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Fig. 33: Model FFT (a) high resolution(400m) and (b) low resolution(800m). This figure is
available under CC-BY Ahamed & Choi (2017).

Plastic strain
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Fig. 34: Model FZT (a) high resolution(400m) and (b) low resolution(800m). This figure is
available under CC-BY Ahamed & Choi (2017).
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Plastic strain

a Model FRD (400m)

b Model FRD (800m)
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Fig. 35: Model FRD (a) high resolution(400m) and (b) low resolution(800m). This figure is
available under CC-BY Ahamed & Choi (2017).
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