Abstract. Based on previous theoretical results we present in this paper a global estimation scheme for solving the stable 2D autoregressive filter problem. The different algorithms are based on the traditional Newton method and on the log barrier method that is employed in semi-definite programming. The Newton method is the faster one but the barrier method ensures that the iterates stay in the cone of positive semidefinites. In addition, a numerical test for the existence of a stable factorization of a two-variable squared magnitude response function is presented.
§1 Introduction
In one dimension the stable autoregressive model has had much success in time series analysis with applications to prediction theory and analysis of speech. It is well known that given complex numbers c −k = c k , k = 0, . . . , n, a necessary and sufficient condition for the existence of a stable autoregressive process with autocorrelation coefficients c k is that the Toeplitz matrix (c k−l ) n k,l=0 be positive definite. Moreover, the filter coefficients may be found via the celebrated Yule-Walker equation.
A closely related problem is that of filter design. A common approach to the frequency domain design of one dimensional recursive digital filters is to find the squared magnitude response of an ARMA filter that best approximates the desired response. Spectral factorization is then performed to find the unique minimum-phase filter that upon taking its magnitude square gives back the original response. Such a filter is, by construction, stable. Note that this factorization is usually accomplished by transforming the squared magnitude function into a polynomial then finding its roots. This technique uses the fundamental theorem of algebra which says that every polynomial may be factored over the complex numbers into a product of linear factors. In more than one variable there is no fundamental theorem of algebra.
In this paper we address the stable autoregressive filter representation problem for bivariate processes and the two variable spectral factorization problem for the squared magnitude response function. For the stable autoregressive filter representation problem we are given real (or complex) numbers c k,l where the indices (k, l) range in a finite set Λ + , i.e. Λ + = {0 ≤ k ≤ n, 0 ≤ l ≤ m}. The objective is to construct a stable autoregressive filter that yields a bivariate stationary process with autocorrelation coefficients c k,l . In a recent paper [15] two of the authors gave necessary and sufficient conditions on the biToeplitz matrix Γ = (c k−r,l−s ) (k,l),(r,s)∈Λ + so that such a filter exists. Unlike in the one dimensional case the positive definiteness of the above matrix is not sufficient to guarantee the existence of a stable filter. Also unlike the one dimensional case there are entries in Γ that are not just the complex conjugate of the coefficients c l,k , (l, k) ∈ Λ + . In this paper we present global estimation schemes that allows one to construct the missing entries in the matrix Γ if they exist, and subsequently the stable filter associated with this process.
For the spectral factorization problem instead of using the cepstrum we will use the impulse response function (Fourier coefficients) associated with one over the magnitude squared function. With this impulse response function we construct Γ given above and if it satisfies certain conditions given below we construct a stable spectral factor for the two variable magnitude squared function.
Given that the amount of computation needed for finding suitable filters for two variable problems can be prohibitive there has been recent effort to develop fast algorithms to compute least squares solutions [18] . Other algorithms exploit structures inherent in the system to help speed up computations [6] . These algorithms however are not guaranteed to give stable filters that give the prescribed correlation coefficients.
The layout of the paper is as follows. In section 2 we review the theoretical results regarding the stable autoregressive filter representation problem for bivariate processes and the two variable spectral factorization problem for the squared magnitude response function. In sections 3 and 4 we present two different techniques for solving the stable autoregressive filter representation problem numerically. In the case of real data, the numerical schemes discussed in section 3 and 4 have been implemented in Matlab, and in section 5 we present the outcome of a series of numerical experiments. In section 6 we apply the theoretical results in Section 1 regarding the factorization of the squared magnitude response function and show numerical data. The algorithm checks whether the squared magnitude function has a stable spectral factor and if so we compute this factor. This is accomplished by examining the impulse response function (Fourier coefficients) associated with one over the squared magnitude function. In section 7, we discuss briefly the case of complex data. Finally, in section 8 we draw conclusions. §2 Theoretical Results 
so that for every t and s,
where {e k,l ; (k, l) ∈ Z 2 } is a white noise zero mean process with variance σ 2 . Let H = {(n, m) : n > 0 or (n = 0 and m > 0)} be the standard halfspace in Z 2 . The AR(Λ + )
process is said to be causal if there is a solution to equations (2.1) of the form
It is not difficult to see that the AR(Λ + ) process X is causal if and only if its associated pseudopolynomial
is stable, i.e., p(z, w) = 0 (z, w) ∈ ({0}×D)∪(D×T) (see [14] ), where D = {z ∈ C : |z| < 1}, T = {z ∈ C : |z| = 1}, and D = D ∪ T. In [15] it was proven that the stability of p is equivalent to the statement that p(z, w) = 0, (z, w) ∈ D × D. Using this equivalence it follows that a causal AR(Λ + ) process is in fact quarterplane causal, which by definition means that there is a solution to equations (2.1) of the form
Thus we see that it is important to develop criteria for when a polynomial of two variables is stable. Conditions for stability have been extensively investigated [23] , [10] , [12] , [13] and more recently in [2] . In [15] a set of three one dimensional tests were developed that characterize whether or not a two variable polynomial is stable.
The bivariate autoregressive filter design problem is the following. Given are autocorrelation elements
What conditions must the autocorrelation coefficients satisfy in order that these are the autocorrelation coefficients of a causal AR(Λ + ) process? And in that case, how does one
The following characterization for the existence of a causal solution for an AR(Λ + )
process was obtained in [15] . 
where
and c −k,−l = c k,l , has the following two properties:
(1) Γ is positive definite;
(2) the inverse of the (nm + n + m) × (nm + n + m) matrix Γ obtained from Γ by removing its first scalar row and first scalar column, satisfies
In this case one finds the vector
as the last row of the inverse of Γ.
The above result, as was shown in [15] , has an important consequence regarding the question of stable factorization of a two-
it is the classical Riesz-Fejer lemma that states that as soon as f (z) ≥ 0, |z| = 1, one may , where the vector
is the first column of the inverse of Γ. The polynomial p is unique up to multiplication with a complex number of modulus 1.
In Section 6 we will apply this theorem to numerical examples. §3 Newton Method
Since a solution to the 2D autoregressive filter problem is characterized by zeros in an inverse, one may use the Newton method to find such a solution. In order to implement this we use the observation that the (3,1) block entry of the inverse of (A ij ) 
We now introduce
and Γ = Γ(x) is as in Theorem 2.1 viewed as a function of x. As an example, note that when n = m = 2, then
where as usual we have used the lexicographical ordering.
Notice that condition (2) in Theorem 2.1 is equivalent to F (x) = 0 (provided the appropriate inverse exists). Consequently, we may perform the Newton method to find an x * so that F (x * ) = 0, and if it so happens that Γ(x * ) > 0, then we have found a solution to the 2D autoregressive filter problem. We have implemented the search for a solution to F (x) = 0 by simply using the routine fsolve in Matlab. We chose the default, which corresponds to a large-scale algorithm. This algorithm is a subspace trust region method and is based on the interior-reflective Newton method described in [8] , [9] . §4. The Barrier Method A possible downside of the Newton method as described in the previous section is that there is no guarantee that the solution is in the cone of positive definite matrices. An alternative way to deal with this is to use the log barrier method, in which the function log det is used as a barrier to prevent the iterates, starting from a positive definite matrix, from leaving the cone of positive definite matrices. For exact details, see [21] or [4] . 
Note that S corresponds exactly to the locations in Γ −1 that we want to equal 0. We let the vector y denote these entries that lie in the lower triangular part, or in other words,
We order y as a vector in C nm with the same ordering that was used for x. In the example We now describe our algorithm. We begin with determining an x such that Γ(x) > 0 (we used SDPPACK [1] for this step). Next we perform the following while loop, while y >tol, do
end{while}.
It follows from [21] (see also [3] ) that the above procedure takes positive matrices to positive matrices. To see this write
where · F stands for the Frobenius norm. This implies thatÃ(z) > 0, and hence
Several experiments have been run with sizes up to n = m = 5. Experimental data are presented in Section 5.
§5 Experimental results
In order to compare the Newton method and the barrier method we apply both methods to collections {c k,l : (k, l) ∈ Λ + }. We generate such data according to the rule c kl = 
The computed goodness of fit quantities may be found in the columns "Newton fit" and "barrier fit", for the Newton and the barrier algorithm, respectively.
We now present our results. In experiment X the barrier method does not converge, and is stopped after 1000 iterations. The Newton method does converge to a matrix that satisfies condition (2) in Theorem 2.1, but the matrix is not positive definite (-1.24014 is an eigenvalue). The latter explains the fact that the Fourier coefficients fail to match (notice the goodness of fit of 0.15885). We suspect that in this case no solution exists, though we do not have a proof for it.
In experiment AA the Newton method converges to a matrix that satisfies conditions (1) and (2) in Theorem 2.1, however the goodness of fit of 0.034452 suggests that the Fourier coefficients do not match. Since this would violate Theorem 2.1 we recomputed the Fourier coefficients using grid size N = 512, and found a goodness of fit of 5.2901e-8.
Thus the Fourier coefficients match, but a better approximation to compute them was necessary.
In experiment BB the Newton method stops after 584 iterations but fails to give a matrix satisfying (2) in Theorem 2.1. Retrying it with another initial condition, the Newton method fails to stop before the maximal number of iterations (1500). The barrier method also fails to converge within the allotted number of iterations (1000). We suspect that in this case no solution exists, though we do not have a proof for it.
In experiments CC and FF the Newton method converges to an answer, while the barrier does not reach the required tolerance of 1e-10 within the allotted 1000 iterations.
In experiments DD and EE the semidefinite programming package fails to give a positive definite completion Γ(x), and one may assume therefore that none exists. Consequently, condition (1) in Theorem 2.1 cannot be met and therefore the barrier method is not initiated (0 iterations are recorded). Since in the Newton method we do not check for the existence of a positive definite completion (although we clearly could) it does yield answers, but they have no meaning (and, for instance, fail to match the Fourier coefficients). §6 Two-variable Riesz-Fejer factorization
As explained in the first paragraph of Section 5, it is not hard to compute numerically the Fourier coefficients of the reciprocal of a trigonometric polynomial. Thus, given a twovariable trigonometric polynomial f (z, w), we may easily check numerically the condition in Theorem 2.2 to see if f allow a stable factorization. Let us illustrate this on an example. 
Of course, in many cases the test will fail, and thus a stable factorization does not exist. Though we only implemented the algorithms when the given coefficients are real, one may without much additional effort also do the complex case (that is, allowing c k,l ∈ C).
In that case, one may use the following simple observation to adjust the algorithms. and thus (K ij ) i,j=1,2 has to be of the form (7.1). Let now Z = D + iE and one easily checks that AZ = ZA = I. §8 Conclusions
In this paper we have developed effective numerical algorithms for solving the 2D autoregressive filter problem based on the characterizations developed in [15] . These characterizations involve a positive definite matrix with a submatrix whose inverse contains a zero block. Algorithms based on the Newton method and the log barrier method were implemented using Matlab. An array of experiments have shown that the Newton method is much faster than the log barrier method, even though in the Newton method there is no guarantee that the final solution lies in the cone of positive definites. Another advantage of the Newton method is that (at least so far) we were not required to compute an initial value that lies in the cone of positive definites. Finally, we have decsribed and implemented a test to check for stable factorability of positive two-variable trigonometric polynomials.
