ROLAND T. RUST and NAVEEN DONTHU*
No retail store choice model, no matter how many relevant variables it might include, can realistically expect to model all the variation in store choice. There are always some variables that are left out, because they are difficult to measure, they have not yet been conceptualized in theory, or their estimated parameter stability suffers when an excessive number of predictors are included. Because these omitted variables can be correlated with geographic location, model misspecification error may itself be correlated with location. Estimating the geographically localized misspecification errors therefore suggests itself as a method for estimating (and predicting) the effects of these omitted variables. The authors show that spatial nonstationarity of the model parameters may also be expressed as an instance of omitted variables and therefore be addressed using their method. They show, using both a simulation study and an empirical natural experiment, that estimating the geographically localized misspecification error can appreciably reduce prediction error, even when the predictor model is reasonably well specified.
Capturing Geographically Localized Misspecification Error in Retail Store Choice Models
Selecting the best possible site for a retail store (or service facility) is often a critical factor in that store's eventual success (Achabal, Gorr, and Mahajan 1982; Ghosh and Craig 1983) . The site selection problem is more complicated for a chain, which must worry about whether the new store will cannibalize its existing stores by stealing their customers. In either case, site selection cannot be accomplished effectively without knowledge of where the customers are and how they choose their store, as well as knowledge of the geographic configuration of existing stores.
Because the geographic configuration of the existing stores is easily obtained, the most important information that must be determined by primary research is where the customers are located geographically and how they choose a store.
Methods for flexibly estimating the geographic customer density from sample scatter plot data have been proposed in recent years (Donthu 1991; Donthu and Rust 1989; Rust and Brown 1986) . There is also extensive literature on consumer choice models, much of it based on application of logit (e.g., Batsell and Lodish 1981; Gensch and Recker 1979; Guadagni and Little 1983; McFadden 1980) . Consumer choice models, when applied to retail attraction, have been in common usage for many years (e.g., Fotheringham 1980; Huff 1964; Louviere 1984) .
Retail attraction models typically predict store choice based on a number of variables. However, it is a practical impossibility to include all of the variables that affect choice. There are several reasons for this. First, some variables may be very difficult to measure, and thus they are not practical to include. Second, some variables that affect choice may not have been conceptualized or identified by the researcher. Third, even if it were possible to identify and measure all relevant predictors, it would not be advisable, because the use of too many variables leads to parameter instability and a decline in predictive accuracy (Inagaki 1977; Rust and Schmittlein 1985) .
The result is that a well-specified retail attraction model will include what are thought to be the most important variables, but it will necessarily omit many others. The inevitable presence of omitted variables means that the typical model is misspecified (in this case, underspecified). This result is inevitable, and the most careful model building and testing will never be able to completely specify the model without suffering parameter instability and declines in predictive accuracy, which will more than offset the benefits. In Inagaki's terms, the total prediction error would increase, because the increase in estimation error would more than offset the decrease in modeling error. Thus, the intelligent researcher resigns himself or herself to some degree of model misspecification and the existence of omitted variables.
The effects of these omitted variables can be correlated with geographic location. The idea that aspects of retail attraction models may vary geographically is not new. Many researchers have shown that the model parameters may suffer from spatial nonstationarity (e.g., Bucklin 1971; Craig, Ghosh, and McLafferty 1984; Fotheringham 1981; Ghosh 1984) .
In our case, we are observing not only that the model parameters may vary by geographical location but also that the effects of the omitted variables may vary by geographical location. We will show that estimating the localized effects of omitted variables simultaneously addresses the issue of parameter nonstationarity.
By estimating the localized effects of the omitted variables, which is essentially equivalent to estimating the localized misspecification errors, we hope to reduce the model prediction error. Subsequent sections provide evidence that this approach works, but first we give a simplified example that shows conceptually how capturing misspecification error geographically can produce benefits.
For example, suppose there are two grocery chains, A and B, and that chain A sells primarily Mexican groceries, whereas chain B sells primarily Chinese groceries. For purposes of simplicity, let us suppose further that our retail attraction model includes only distance. Consider two neighborhoods that are equidistant from a store belonging to chain A and a store belonging to chain B.
According to the attraction model, equal probabilities (.5) of store choice would be predicted for both neighborhoods. However, suppose one neighborhood is primarily Mexican, whereas the other is primarily Chinese. The Mexican neighborhood, because of the unobserved (not specified) predictor variable-ethnic similarity-would probably tend to choose chain A; the other neighborhood would tend to choose chain B.
In this case, it is clear that the impact of the misspecification of the choice model is distributed geographically. If we can capture this geographic distribution in model misspecification error, we may be able to improve the grossly misspecified choice model even without adding predictor variables. Of course, we will first specify the model as well as possible. However, even a good model leaves out variables that may affect choice.
We will demonstrate that it is possible to capture these geographically localized misspecification errors, taking advantage of the effects of the omitted variables that can be correlated with geographic location.
In summary, we hypothesize that the misspecification of retail store choice models can be geographically localized. We test this hypothesis and show how this geographic component can be captured using nonparametric density estimation. Section 2 provides a method for estimating geographically localized model misspecification error, whereas section 3 provides the results of validating tests of the model based on simulated data. An empirical validation test based on before-after store choice is reported in section 4, and conclusions and implications are summarized in section 5.
THE MODEL
We first discuss the relationship between model misspecification, utility, and choice. We then show how the proposed model (to capture geographically localized model misspecification errors) can be operationalized by combining the methodologies of logit regression and nonparametric density estimation.
Utility and Choice
To facilitate exposition, we assume a very simple model for individual store choice. Many other choice frameworks might also be assumed, and they would result in changes in the specifics (but not the general direction) of the development. Specifically, we assume a Luce choice rule (Luce 1959) . This simple rule is victim to the IIA property, which has stimulated researchers to propose more complicated alternative models (Batsell and Polking 1985; Currim 1982; Fotheringham 1985; Kamakura and Srivastava 1984) . Nevertheless, this simple model is entirely adequate to demonstrate the concept of geographically localized misspecification error.
We assume that the utility U ij of chain j to individual i is
where d ij = distance from individual i to the nearest store in chain j ␣ = a coefficient on distance, assumed to be homogeneous across individuals Y ij = a vector of predictor variables other than distance ␤ = a vector of coefficients, assumed to be homogeneous across individuals ␦ ij = a random error term, assumed to be distributed extreme value and that the probability of individual i choosing chain j is (2)
Subsequently, we will estimate the parameters of this model using logit regression. We now recognize that the error term, ␦ ij , can be broken down into two components: deviation based on the impact of omitted predictor variables and deviation due to random sampling error. Note that the impact of omitted predictors is what we are calling misspecification error. 1 In other words, (3) ␦ ij = ME j (X i ) + ε ij with ME j (X i ) = model misspecification error at point X i ε ij = random sampling error, assumed to have mean 0 but with no specific distribution assumed.
We are assuming that, observed across data points, the combined distribution of model misspecification error (residuals of the unobserved variables) plus sampling error is extreme value. This is not the same as assuming ε ij is distributed extreme value at any data point. In fact, we require no strong distributional assumptions on ε ij.
Omitted Variables and Parameter Nonstationarity
Although it may not be immediately obvious, this approach also addresses the issue of parameter nonstationarity (parameters differ across geographic areas). To illustrate, consider a simple example. Let us suppose that there is only one predictor variable (besides distance) in the model, and that its parameter differs across two geographic areas, 1 and 2. Let us suppose that the utility expression is of the form:
where U 1ij and U 2ij are the utilities in regions 1 and 2 respectively, and ␤ 1 and ␤ 2 are the nonstationary parameter values.
The parameter nonstationarity inherent in the above equations can be expressed as an instance of omitted variables and thereby reduced to the situation we have already addressed. We will do this by defining (omitted) variables, which involve dummy variables for the different geographic regions. We define a dummy variable, D, to be equal to 1 if the individual resides in region 1 and equal to 0 otherwise. We then define a variable Z ij , which is the product of D i and Y ij . The equation, fully specified, would then include d ij, Y ij, and Z ij .
If there were no measurement error, the estimated coefficients would then equal ␤ 2 for ␤ , and (␤ 1 -␤ 2 ) for ␥ . With measurement error, the estimated coefficients would have the usual properties (e.g., unbiasedness and consistency) ascribed to the estimated coefficients of fully-specified regression models.
Although we show only a simple example, the extension to multiple regions is straightforward. Of course, it would be very difficult to know in advance which regions would result in different parameter values. That, of course, is yet another reason why capturing this parameter nonstationarity implicitly by estimating the geographically localized misspecification errors may be appealing.
Estimation
We use a multistage approach to estimating the model parameters. (The complexity of the model makes simultaneous estimation a practical impossibility.) First, we estimate the model in equation (1) using conventional maximum likelihood multinomial logit estimation. This yields estimates for ␣ and ␤. Second, we use the estimated logit parameters in conjunction with nonparametric estimates of the customer densities for each chain to infer the geographically localized model misspecification error. The steps required in the second stage are explained subsequently.
For simplicity of exposition, let us consider a market in which there are two competing chains: chain j and chain k. (Generalization to more than two chains is straightforward.) Let S j and S k ( = 1 -S j ) be the proportional shares of chains j and k, respectively.
We use nonparametric density estimation to estimate the customer density for each chain. Following Donthu and Rust's (1989) study, we estimate chain j's customer density at point X as:
where X refers to geographic location, X i is the location of individual i, n j is the number of customers in the sample who choose chain j, h is the smoothing factor, and K is the kernel function. The kernel function K is chosen to be a symmetric distribution, such as a rectangular distribution or a bivariate normal distribution. The remainder of our exposition is independent of the choice of h and K. For our examples we use a bivariate normal kernel function (with independent margins of equal variance) and an automatically chosen h value (Silverman 1986, p. 86.) .
We are assuming that distance is determined with respect to a Euclidean metric. The estimated density is unaffected by the choice of the origin or unit of distance. However, the North-South and East-West axes must use the same unit of distance.
We would like to use the sample data to estimate the probability of choosing chain j (or k) at any point in the space. The densities obtained from equation (6) give us the relative customer densities for each chain at any point. If we weight those densities by sample size S j , we can obtain the estimated probability of choosing a chain at any point in the space. For example, the probability of a respondent at point X i choosing chain j is estimated to be:
But equation (7) can also be linked to the logit parameters. From equations (1), (2), and (3), we obtain:
where Y ik and Y ij are the predictor variable values for individual i for chain k and j respectively. 2 Therefore, after some algebra and combining with equation (7),
Noting that E(ε j -ε k ) = 0 and that all other terms on the right-hand side have been estimated, we can use those estimates (ignoring the e j -e k term, which is approximately zero) to approximate ⌬ jk (X i ), the difference between the two chains' misspecification errors:
This gives us estimates of misspecification error differences for the points in space that correspond to individual locations in the sample, but we also want to obtain estimates for all geographic locations. We do this by spline smoothing using the G3GRID procedure in SAS GRAPH (SAS Institute 1987). The major steps involved in estimating the misspecification error is shown in flow chart form in Figure 1 .
We cannot approximate any individual chain's geographically localized misspecification error but only the differences between chains. The units are arbitrary and reflect that the logit regression units are also of an arbitrary scale (Swait and Louviere 1993) .
Properties of the Estimators
The estimators ␣ and ␤ assume all the favorable properties of logit coefficients that are estimated by maximum likelihood (asymptotic efficiency, consistency, etc.). Likewise f assumes the favorable properties of kernel nonparametric density estimators (consistency, uniform consistency). The number S j , which chooses a particular chain is binomially distributed. It is unbiased, efficient, and consistent, as is any binomial estimator. The accuracy of the approximation of ⌬ jk (X) is harder to assess, because it results from an expression involving other estimators whose distributions are not tractably combinable, and anticipated values of the predictors Y. Viewed as an estimator, we know that ⌬ is consistent (if Y k and Y j are known), because as the sample size goes to infinity, the error distribution of each term collapses on zero. However, we know little about its efficiency. Thus, we must assess the usefulness of the approximation through simulations and empirical tests. The methodology for these simulations and empirical tests is outlined in the next two sections.
VALIDATION BY SIMULATION
We first must establish that the proposed approach can estimate geographically localized misspecification if it exists. We also must explore the model's ability to predict market shares after a retail chain expands to a new location. We examine the predictive accuracy of the model compared to that of two simpler models, one that models misspecification and one that does not.
Competing Models
Uniform misspecification model. The first competing model is a uniform misspecification model (UMM), which assumes that model misspecification exists but that the effect of these unobserved variables is constant through geographic space. Mathematically, the UMM model replaces equation (1)'s expression for the utility of chain j to individual i by:
where ␣, d ij , Y ij , and ␤ are defined as before, j is a chainspecified intercept term that reflects chain j's chain-specific effect, and ␦ ij is still a distributed extreme value but is now entirely comprised of random error. Simple logit model. The second competing model is a simple logit model (SL), which assumes that model misspecification does not exist. Hence, it is similar to equation (1), with ␦ ij wholly comprised of random error. It can be mathematically expressed as:
Research Design
We construct a simple synthetic example to test the performance of the three models. We assume two chains, and let chain 1 have retail locations at (1, 0) and (-1, 0). Chain 2 has two retail sites at (0, 0) and (0, 2). We assume (for simplicity) that only distance (representing, in effect, the variables present in the model) and misspecification error (representing the variables not present in the model) are predictive of choice. Thus, (13) U ij = exp[␣d ij + ME j (X i ) + ε ij ].
To operationalize equation (11), we set ␣ = -2, and ME 2 (X) = 0 everywhere. We set ME 1 (X) = X + Y, where X and Y are the two components of X, the geographical location. In other words, chain 1's misspecification error in- Figure 1 
ESTIMATION AND PLOTTING OF MISSPECIFICATION ERROR
creases to the Northeast (if X is North and Y is East). Also we will let ␦ ij be distributed normally with mean 0 and variance 1. The central assumptions underlying this example are largely consistent (except for the error term) with those of the proposed model; therefore, we would expect the proposed geographically localized misspecification model (GLMM) to do well, if it is capable of doing well.
We let customers be sampled from a bivariate normal distribution with centroid (0, 0) and independent components of variance 1. We first estimate each of the three competing models, SL, UMM, and GLMM, on data for the four sites described previously. Then we introduce a new site, (-1, -1), for chain 2, and let each model predict the new market shares for chain 1 versus chain 2.
We repeat the above analysis 30 times and then collect error statistics on the ability to predict market share.
Results
It is of considerable importance whether the model misspecification can be captured by the GLMM model. Figure   tual market shares were closely approximated by simulating 10,000 points representing the population. We see that the simple logit (SL) model has difficulty recovering the existing market shares in the presence of geographically localized chain equity (mean SSE = 93.11).
The GLMM model does better than SL (mean SSE = 23.61), but the UMM model recovers existing market share much more accurately than either of the two other models (mean SSE = 10.75). However, this apparent ability of the UMM model to fit the data is misleading. Simply fitting the estimation data is not a true test of the models' capabilities, because such fitting is based on the data itself, and therefore it is post hoc. One must also test the models' relative abilities to predict the market shares that will occur after a change in market configuration. We do this subsequently.
After the addition of chain 2's new site, the predicted market shares are less accurate for each model. This is not surprising, because in the Before case the choice data were used to calibrate the models. Here, the GLMM model performs best (mean SSE = 27.69), followed by UMM (mean SSE = 46.13) and SL (mean SSE = 106.12).
The market share prediction error for the GLMM model is about 40% less than the prediction error for UMM. This is an indication that the GLMM model can perform much better than the simple logit model or the uniform chain equity model in predicting market shares after the introduction of a new retail site, if model misspecification error is correlated with geographic location.
Statistical hypothesis tests comparing the mean SSE's (using t tests) confirmed that GLMM predicts significantly better (.05 level) than UMM and that GLMM and UMM models predict much better than simple logit.
In this cross-validation that uses holdout samples, no unfair inherent advantage is gained by any of the competing models, regardless of model complexity. Hence, the SSEs can be compared as is, without any adjustments for model parsimony. Therefore, we are confident in stating that the proposed GLMM model works best in this simulated exam- 2 shows graphically the relationship between (X i ) and ME(X i ) for each data point i, for replication one. We see that there is a strong positive correlation (.62) between the two and that it is highly significant (p < .001). The other replications produce roughly similar results. This indicates that the GLMM model is capable of modeling at least simple geographical variation in misspecification usefully. Table 1 shows the ability of the three competing models to recover existing market shares and to predict market shares after the addition of the new store in chain 2. The ac-ME ple in which geographically localized misspecification errors actually existed.
VALIDATION BY EMPIRICAL TESTING
The preceding section established that the GLMM model performed well in a simulated test in which the environment was largely consistent with the assumptions of the model. This provided internal validation of the potential usefulness of the GLMM model in predicting market shares after extension of a retail chain. We now need to establish evidence for the external validity of the model by testing its ability to estimate empirical market shares on the basis of actual changes in the configuration of a real market.
Research Design
We examined a market in a small city that was dominated by four competing national grocery store chains. The locations of each chain's stores are given in Table 2 . We drew a systematic random sample of 123 households from a telephone directory. The person in the household who does the most grocery shopping was asked to provide information about the store shopped at most frequently, including his or her perception of the price, service, variety of goods, and quality of goods of the grocery stores on a five-point scale. The respondent's geographic location was recorded on the basis of the listed address. This first wave of questioning provided the data necessary to estimate each of the three models.
Subsequent to the collection of the Before data, chain 1 added a new site and dropped one of its old sites (see Table  2 ). This provided a natural experiment in which the abilities of the three competing models to predict market share could be compared.
Following the reconfiguration of the market, we waited 13 weeks for the market share to settle down and then collected a new sample of 132 respondents, of whom we again asked for the store they shopped at most frequently. Thus, we were able to generate true market shares on the basis of the After sample, and we estimated market shares for each of the three competing models on the basis of the model coefficients obtained from the Before sample applied to the new market configuration.
Here, we used three specifications for the model: (M1), a simple gravity model with distance as the only independent variable; (M2), a more complete model with five predictor variables (price, service, variety, quality, and distance), but we included only the two significant predictor variables (for our data, of the five predictor variables, distance and price were the only two statistically significant variables); (M3), a fully specified model with all five predictor variables on which we had collected data from respondents in the first wave of data collection.
Results
It is possible to examine the estimated geographically localized misspecification error graphically, two chains at a time. This can result in some striking observations. Figure 3 shows a three-dimensional representation of the relationship between chain 3's estimated misspecification error and that of chain 4 for the M1 specification.
The height of the plot reflects the difference between chain 3's estimated misspecification error and that of chain 4. Thus, a peak implies that chain 3 has a relatively positive (geographically localized) misspecification error compared to chain 4, whereas a valley indicates the reverse. One explanation for a peak may be that omitted variables favorable to chain 3 are systematically larger than average in that region.
It is clear from the plot that chain 3's estimated misspecification error increases with respect to chain 4's estimated misspecification error as we go farther on the Y dimension. We did further checking, based on the other questions in the survey, as to what could have caused this phenomenon. We divided the respondents into two groups, with group 1 located where chain 3's estimated misspecification error is larger than chain 4's and group 2 where chain 4's estimated 108 JOURNAL OF MARKETING RESEARCH, FEBRUARY 1995 misspecification error is larger. We found several significant differences (at the .05 level) between group 1 and group 2. For example, group 1 spends more per week than group 2, and group 2 places more importance on price.
The implication is that group 1 is wealthier and that presumably chain 3's more upscale image and product line result in its increased draw for Group 1. What is interesting is that we were able to model chain 3's geographically localized appeal with respect to chain 4 without having incorporated the variables that caused the difference in the model.
The GLMM model was able to respond to these effects without explicitly being specified to include them, because of the interaction between these variables and geographic location. The UMM model would not have been able to respond to these effects unless the model was fully specified. This basically shows that the proposed GLMM model accounts for model misspecification.
As Table 3 shows, both the GLMM and UMM models were able to reproduce the market shares for the old market configuration, whereas the simple logit model was unable to accommodate the strength of chain 1 and therefore provided a very poor market share fit. Here, each model provided three market share estimates (M1 = Model with distance as the only predictor variable; M2 = Model with the two significant predictor variables [distance and price]; M3 = Model with all five predictor variables [distance, price, variety, service, and quality]).
As one would expect, the sum of square error (SSE) was lowest for the model with all five predictor variables (M3). However, there is not much improvement in the predictive power for SL, UMM, and GLMM as we increase the model specification from M1 (or M2) to M3. However, the true test of these models is whether they are able to predict market shares after the configuration changes.
For the new configuration, we see in Table 3 that the GLMM model performed better in predicting the new market shares. GLMM's sum of square error (54.0, 36.21, and 33.4 for M1, M2, and M3, respectively) was about one sixth that of UMM (308.9, 222.9, and 199 .3 for M1, M2, and M3, respectively), and both GLMM and UMM far outperformed the SL model (3577.2, 2968.5, and 2857.7 for M1, M2, and M3, respectively).
No statistical hypothesis testing was possible, because of the sample size of one (an actual natural experiment), but the results suggest that modeling geographically localized model misspecification may be useful. In this cross-validation, using holdout samples, no unfair inherent advantage is gained by any of the competing models, regardless of model complexity. Hence, the SSEs may be compared as is without any adjustments for model parsimony, and we conclude unambiguously that GLMM's predictive performance is superior in this test.
Interestingly, the GLMM approach improved the prediction error by about the same percentage, regardless of the completeness of the predictor model. This illustrates the potential usefulness of our approach, even in cases where the prediction model is well specified.
CONCLUSIONS
Combining logit choice models with nonparametric density estimation, we provide a statistical methodology for approximating the geographically localized misspecification error (residuals of unobserved variables) in retail store choice models and incorporating the concept in models of store choice.
Unlike consumer goods, retail chains have a geographic component. We can use this geographic information to our advantage, because it may interact with other variables. Be- Notes: M1 = Model with distance as the only predictor variable; M2 = Model with the two significant predictor variables (distance and price); and M3 = Model with all five predictor variables (distance, price, variety, service, and quality).
cause the geographic locations of store sites and customers can be easily and accurately measured, we can gain knowledge of the market by considering how residuals of unobserved variables in logit models of store choice vary geographically.
Our experiments, which are based on both simulated and empirical data, suggest that incorporating geographically localized model misspecification may greatly improve the ability to model and predict market shares.
Our method is also capable of addressing the problem of spatial nonstationarity of the parameters by reexpressing that problem as an omitted variables problem and then estimating the localized effect of the omitted variables.
The geographically localized misspecification error can be viewed as the advantage of one chain over another in attracting customers. Hence, another way of thinking about this method of capturing misspecification error of the retail store choice model is that it captures the equity of retail chains (chain equity). Given that the omitted (unobserved) variables interact with geographic location and that they often tend to be differences such as image and reputation, the misspecification error may correspond with the concept of brand equity, as it is usually discussed.
We used a very simple choice model to illustrate the concept of geographically localized model misspecification error. However, it should be possible to extend this approach to more sophisticated retail attraction models, such as a revised central place model (Ghosh 1986) or a hierarchical choice model (Gensch 1987) . We leave such extensions for further research.
To summarize, retail store choice models are often misspecified. The unobserved variables in these models can be correlated with geographic location, permitting the misspecification errors to be geographically localized. Here, we propose an approach to capture these geographically localized residuals by combining nonparametric density estimation with logit choice models. Our validation tests indicate that modeling geographically localized residuals can be useful in predicting consumer choice and retail chain market shares.
