A scanning spectral photometer is deployed on a rigid coastal ocean platform to measure upwelling solar radiances from the sea surface at nine elevation angles spanning 150°of azimuth. Measured radiance distributions at 500 nm wavelength have been compared with traditional model simulations employing the Cox and Munk distribution of wave slopes. The model captures the general features of the observed angular reflectance distributions, but: ͑a͒ the observed peak value of sunglint near the specular direction is larger than simulated, except for a very calm sea; the model-measurement differences increase with wind speed and are largest for low solar elevation; ͑b͒ the observed sunglint is wider than simulated. In contrast to some previous studies, our results do not show a clear dependence of the mean square sea-surface slope on stability ͑air-sea temperature difference͒.
Introduction
If the sea surface were perfectly flat, a single, disklike reflected image of the Sun would be seen at the specular reflection angle. But this is almost never seen in reality. The sea surface is always rough due to the wind, and this spreads out the image of the Sun from a disk to the speckly column we are all familiar with. The principal effect of the rough surface is to reflect the direct solar beam into a range of angles; the rougher the sea, the wider the range.
Spooner 1 reported maximum slopes of 25°of measurements in the Tyrrhenina Sea, but he did not mention wind speed. Hulburt 2 observed maximum slopes in the North Atlantic increased from 15°at a wind speed of 2 m͞s to 25°at a wind speed of 9 m͞s. Shuleikin 3 took a long series of measurements over the Black Sea and deduced that slopes up to 30°were not uncommon.
Cox and Munk 4, 5 pointed out that the width of the glint pattern is an indication of the maximum slope of the sea surface. This is the basis of their technique to measure sea surface slope distribution by using photographs of sunglint. Their measurements were made from an airplane at an altitude of ϳ610 meters near the island of Maui. They related the density at each point in defocused versions of their sunglint photographs to the probability of occurrence for the wave slope corresponding to solar specular reflection. During the period of measurements the air-sea temperature differences were positive, namely neutral to positive stability.
Cox and Munk only took photographs for solar zenith angles ͑SZA͒ of less than 35°, partly because the Fresnel reflectance increases rapidly with SZA and thus the sunglint brightness can exceed the film's dynamic range. Also, this minimizes the shadowing problem. But taking data only at small SZA might cause bias in their derived mean square slope.
The measured parameters used to describe the sea slope distribution include mean square slope, skewness, and peakedness ͑also called kurtosis͒. Skewness corresponds to the most probable tilt a few degrees with the azimuth of ascent pointing downwind for low slopes and pointing upwind for very large slopes at higher wind speed. Peakedness corresponds to the probabilities of very large and very small slopes.
A. Recent Observations
After the classical work of Cox and Munk, no slope measurements were reported until 1970s. Since then, four main approaches are used for slope measurements: laser slope gauge, laser glitter, radar backscattering, and microwave. An optical sensor can detect water wave slopes generated by arbitrarily short water waves up to the wavelength of reflected light, while microwave radar can only measure a part of the surface slopes up to the radar wavelength.
The laser slope gauge approach determines local slopes from the refraction of a laser beam as it passes from an immersed laser source through the water-air interface to a receiver above the water. Slope statistics measured by Hughes et al. 6 for positive stability ͑air temperature greater than sea temperature͒ are in good agreement with those of Cox and Munk, showing a similar linear wind speed dependence for the mean square slope and a weak wind speed dependence for skewness and peakedness. Tang and Shemdin's results 7 differed significantly from Cox and Munk, with some of their mean square slopes exceeding the Cox and Munk values by as much as a factor of three; they did not report air-sea temperature differences. Haimbach and Wu 8 found a linear relationship between wind speed and mean square slope similar to the Cox and Munk result. They suggested that significant deviations from Cox and Munk are related to stability, with positive stability suppressing ripples to produce smaller mean square slopes, and negative stability enhancing ripples to produce larger mean square slopes. Measurements by Hwang and Shemdin 9 indicated deviations from the linear dependence of the mean square slope on wind speed found by Cox and Munk. The deviations were correlated with stability. They showed a reduction in the mean square slope for stable conditions and a sharp increase in the mean square slope for unstable conditions. Shaw and Churnside 10 used a laser-glint technique, where the laser source is above the water instead of below it, and found that the mean square slope increases with negative stability at roughly the same rate as it decreases with moderately positive stability. Their measurements also show weak linear correlations of skewness and peakedness with wind speed. They found that skewness is very weakly correlated with stability, whereas peakedness is much more strongly correlated and tends to increase with negative stability.
Another approach uses sea-surface radar backscatter to derive mean square slope. [11] [12] [13] [14] Only the ocean waves whose wavelengths are significantly longer than the radar wavelength make contribution to the measured mean square slope. There has been a lot of interest in this subject because of the recent use of radar satellites to derive ocean surface wind speed. Liu et al. 13 found that Gram-Charlier distribution used by Cox and Munk is appropriate only over a small range of slopes. They derive a new probability distribution function ͑PDF͒ for gravity wave slopes. They point out that peakedness of slopes is generated by nonlinear wave-wave interactions in the range of gravity waves, and the skewness of slopes is generated by nonlinear coupling between the short waves and the underlying long waves. Liu et al. 14 provided mean square slopes of gravity-capillary waves for clean surface and of gravity waves for both clean and slick surface. They compared their mean square slope with the observations of Cox and Munk for clean and slick surfaces and concluded that the mean square slopes of Cox and Munk are approximately correct within the range investigated.
The final approach uses microwave emission. Trokhimovski 15 analyzed polarimetric microwave measurements of the sea-surface brightness temperature at several viewing angles and frequencies to obtain the mean square slope for gravity-capillary waves. They found that the mean square slope is 10% larger than the Cox and Munk slope approximation, and no difference is found between stable and unstable air-sea temperature differences in the mean square slope normalized to the Cox and Munk model.
B. Models
The traditional model of sunglint, used in almost all radiative transfer models, basically convolves the Fresnel reflectivities with the slope distribution of Cox and Munk. Shadowing is generally ignored, as is the finite width ͑0.5°͒ of the Sun. Oddly, no one has actually tested whether this model agrees with observed radiance data for the sunglint region.
Many remote sensing retrieval algorithms also use the slope statistics of Cox and Munk to simulate the reflectance of the ocean surface. 16 -21 Note surface shadowing effects 22 are included in the model of Chowdhary. 20, 21 Since Cox and Munk derived their slope statistics from reflected sunlight, this is somewhat of a closed loop in which no new information is added. By contrast, some of the more recent slope measurements, mentioned above, directly provide a microscale description of the seasurface roughness. Tests to determine whether or not these microscale descriptions provide a correct macroscale image around the sunglint region are rare. Morel et al. 23 compared measured and simulated upwelling fluxes, but they did not specifically study the sunglint region.
Several theorists have attempted to improve, or at least further develop, this traditional sunglint model. Preisendorfer and Mobley 24 modeled the glint pattern of a wind-roughened sea surface as a function of environmental lighting conditions and wind speed. The simulation allows for multiple reflections of rays by wave facets and for the possibility of the shadowing of one facet by another. They pointed out the extraordinarily large range in sea slopes that are associated with the tiny capillary waves ͑wavelength Ͻ1.73 cm͒. Thus, they focused on constructing capillary waves in their model, using the mean square slope given by Cox and Munk. Their method shows a small, very dense sunglint pattern for a wind speed of 1 m͞s; as the wind speed increases, the glint pattern becomes broader and less dense at its center. Their simulations show that at a wind speed of 1 m͞s, most of the wave-facet normals are tilted less than 5°f rom the vertical, while tilts of 10°or more are rare.
But at a wind speed of 20 m͞s, the tilt of some capillary wave facets exceeds 30°! C. Remote Sensing Accurate observing near the sunglint requires a sensor with a stable response over a huge dynamical range. Hence the glint region is usually avoided for remote sensing. For example, seaviewing wide field-of-view sensor ͑SeaWiFS͒ has the operational capability of tilting the sensor 20°a way from nadir to minimize sunglint contamination. Glint is still a factor near the subsolar point. 25 But some recent studies exploit the sunglint, because it essentially provides a bright source at the surface and because transmission measurements are relatively simple to interpret. Kleidman et al. 26 used the high reflection from sunglint to retrieve precipitable water vapor in the near infrared. The MODIS ͑moderate resolution imaging spectroradiometer͒-Atmosphere group is developing a retrieval algorithm for aerosol absorption based on reflection from sunglint. 27 Whether we try to avoid sunglint contamination or try to exploit it, knowledge of the distribution of the reflection from the sunglint region is essential.
In this paper, we compare new measurements of sunglint from a coastal ocean platform with simulations by a radiative transfer model that uses the Cox and Munk slope distribution. Section 2 reviews the slope distribution of ocean waves. Section 3 introduces our measurements at the CERES ͑California environmental resources evaluation system͒ Ocean Validation Experiment ͑COVE͒ site. Section 4 describes the model simulations that are compared with measurements. Section 5 presents the results. Discussions and conclusions are in Sections 6 and 7.
Slope Distribution
Cox and Munk's results show that while the slope distribution of ocean waves is close to Gaussian, it is sufficiently different that a more complicated functional form is required. They fitted the data with a Gram-Charlier expansion:
where p 0 ͑x͒ is the closest Gaussian to p͑x͒. The H n ͑ x͒ are Hermite polynomials. The size of the coefficients ͕c n ͖ determines the deviation from the pure Gaussian case. The odd coefficients describe a skewness property for the PDF. The even coefficients define a property which is often called "peakedness", in that it may cause p͑x͒ to be more peaked than a pure Gaussian. Cox and Munk described the PDF of slopes by a two-dimensional Gram-Charlier distribution with two skewness coefficients and three peakedness coefficients:
c , u are the crosswind ͑c͒ and upwind ͑u͒ root mean square slope components. and are normalized x and y slopes defined as
in which z x and z y are the crosswind and upwind components of the slope. The fit Eq. ͑2͒ is only valid within 2.5 standard deviations, i.e., ͉͉ Ͻ 2.5 and ͉͉ Ͻ 2.5. In a famous formula Cox and Munk ͑cm in equations͒ fitted the total mean square slope as a function of wind speed:
where U is the wind speed in m͞s. The skewness coefficients are The important results from Cox and Munk's measurements are 1. The sea-slope probability distribution is approximately Gaussian.
2. The mean square slope increases linearly with wind speed; at a wind speed of 14 m͞s, the slope is approximately 16°.
3. The distribution of the up͞downwind component sea-surface slopes is skewed from Gaussian; the skewness increases with wind speed.
4. The peakedness, which is barely above the limit of observational error, shows no significant variation with wind speed.
5. The ratio, u ͞ c , of the upwind to the crosswind component of mean square slope ranges from 1.0 to 1.9;
6. The primary axis of the 2D slope distribution ͓Eq. ͑2͔͒ is closely aligned with the wind direction ͑indicating that capillary and short-wavelength locally-induced gravity waves are the main contributors to sunglint͒; 7. Oil slicks, which tend to suppress the capillary waves that are steeper, reduce the mean square slope by a factor of 2-3; they reduce skewness but leave peakedness unchanged.
Wu 28 reanalyzed the data of Cox and Munk, fitting the total mean square slope wu 2 versus wind-speed data by using a two-branch logarithmic fit: , and the largest difference is 36%. For wind speeds larger than 11 m͞s, wu 2 Ͼ cm 2 , with differences of approximately 5 ϳ 6%. By use of different analysis methods, the resulting mean square slopes can differ as much as 50%.
Shaw and Churnside 10 related mean square slope with stability. They normalized their mean square slope sc 2 by cm 2 and found:
where the Richardson number, Ri, used to represent stability:
Here g is the gravitational acceleration ͑9.8 m͞s 2 ͒, ⌬T aϪw is the air-sea temperature difference, U z is the mean wind speed measured at height z ͑10 m͒, and T w is the mean water temperature. Ri is positive for stable conditions ͑air warmer than water͒, zero for neutral cases ͑equal air and water temperature͒, and negative for unstable cases ͑air colder than water͒. When Ri ϭ 0.15, sc 2 equals cm 2 .
Measurements at COVE
The COVE site is a rigid ocean platform ͑owned by the US Coastguard͒ located 25 km off the coast of Virginia Beach at the mouth of the Chesapeake Bay. The platform rises 35 m from the ocean surface. The sea is 11 m deep at the site. Instruments at COVE include uplooking and downlooking pyranometers and pyrgeometers, a pyrheliometer on a solar tracker, and a multifilter rotating shadowband radiometer ͑MFRSR͒. The broadband observations subscribe to the rigorous protocols of the World Meteorological Organization's baseline surface radiation network ͑BSRN͒. COVE is an official aerosol network ͑AERONET͒ station equipped with a CIMEL Sun photometer. COVE is also a site for the ground-based GPS ͑global positioning system͒ integrated precipitable water vapor demonstration network. Meteorological measurements at COVE include temperature, relative humidity, pressure, wind speed, and wind direction. COVE is a NOAA ͑National Oceanic and Atmospheric Administration͒ national data buoy center observation platform site and also provides measurements of wave height, dominant wave period, average wave period, swell height, large scale wave steepness, and water temperature.
We use an SP1A Schulz spectral photometer to measure the upwelling radiance from the sea surface. It has 18 channels between 350 and 1050 nm, a fixed field of view of 1°, and is stable and accurate over the huge dynamical range characteristic of sunglint. It is mounted on a seaworthy Sagebrush tracker and scans the sea surface horizontally at nine elevation angles ͑2, 12, 22, 32, 42, 52, 62, 72, and 90 deg. These elevation angles are negative. For simplicity we omit the negative signs͒. For each elevation angle, it scans about 150°of azimuth ͑from 85 due north to 235 due north, 85N to 235N͒ and samples at intervals of 2.5°. The detector responds almost instantaneously. Each complete set of scanning measurements takes about 4.5 min, short enough that Sun angle variation is not a significant factor. The SP1A starts a new scan every 5 min. It is mounted 23 m from the sea surface on the edge of the platform. Table 1 lists the distances from nadir and the view diameters at the sea surface for each elevation angle. In this paper we only present results from the 500 nm wavelength channel. We used COVE data from four clear days: January 6, 10, 11, and 13, 2001.
Simulation
For simulating the radiances observed by the SP1A, we chose the widely used the second simulation of satellite signal in the solar spectrum ͑6S͒ model, 29 which employs the Cox and Munk distribution of wave slopes to parameterize the effect of wind on reflection by the sea. 6S does not simulate the effects of shadowing and air-sea temperature differences ͑stability͒ on radiance. 6S uses the successive order of scattering ͑SOS͒ method to compute the scattering properties of the aerosol and Rayleigh system, and 6S does not take account for polarization. Comparison between the scalar SOS results versus the vector SOS results shows that the error is small, which justifies the use of the scalar code when mol- ecules and aerosols are mixed. But when Rayleigh scattering only is considered, polarization is taken into account through empirically adjusted coefficients. 6S assumes the Sun is a point source.
The input data needed for 6S include wind speed and direction, aerosol optical depth ͑AOD͒ at 550 nm and ocean pigment concentration. AERONET Level 1.5 real-time cloud screened daily averaged AOD at 500 and 670 nm were linearly interpolated to 550 nm, yielding AOD values of 0.056, 0.033, 0.036, and 0.150 for the respective dates of Jan. 6, 10, 11, and 13. Pigment concentrations are from the SeaWiFS satellite. Wind speed and direction are measured once a minute at COVE from a height of 38 m by the RMYoung Wind Monitor. When using the Cox and Munk statistics, the wind must be scaled to 10 m; we use the following equation for this purpose 30 :
where u * is friction velocity; z 0 is aerodynamic roughness length; and k is Von Karman constant. For this coastal site, we assume a value of 0.0009 for z 0 . 30 The wind speed at 38 m is approximately 1.14 times of that at 10 m.
As the angle of elevation approaches the nadir, the instrument views only a ϳ 0.5 m area of the sea surface ͑Table 1͒, and the temporal signature of ocean capillary-gravity waves then becomes conspicuous. To smooth the influence of transient wave facets on the radiance distribution, measured radiances have been averaged over 30 min. In addition, azimuthally we apply seven points weighting average to all measured and simulated radiances͞reflectances.
6S was used to simulate the radiance every 5 min, the same as the SP1A measurement sequence. The wind data were averaged every 5 min as input. 6S used the same viewing geometry and grid as the SP1A. Simulated 6S results were then averaged half hourly to compare with measurements. We normalize both the simulated and observed radiances to the solar irradiance at the top of the atmosphere and express them in terms of reflectance as
where L is the radiance, E s0 is the extraterrestrial solar irradiance perpendicular to a plane surface at the mean Sun-Earth distance of d 0 and d is the SunEarth distance at the time of the measurement, v is the viewing zenith angle, s is the solar zenith angle, and ⌬ is the relative azimuth angle. We now use the 6S model to see how sensitive the reflectance near the specular direction is to mean square slope ͑ 2 ͒, peakedness coefficients, wind speed, and SZA. At each SZA ͑58°, 68°, 78°, which are the angles for our observations͒ in Figs. 1-3 , we show the azimuthal distribution of specular reflectance ͑view elevations 32°, 22°, 12°͒ at different wind speeds. Figures 1-3 show that the simulation meets Table 2 lists the ratios of specular reflectance calculated with mean square slope cm 2 to specular reflectance calculated with doubling and halving cm 2 for the three SZAs. At SZA of 58°and 68°doubling mean square slopes decreases maximum reflectance at the specular direction; halving mean square slopes increases maximum reflectance at the specular direction. At SZA of 78°, the impact of changes in mean square slopes to specular reflectance is even more highly dependent on wind speeds. For SZAs of 58°and 68°, and for the wind speeds of the domain of our observations ͑3.7-8.1 m͞s for SZA 68°and 0.6 -8.3 m͞s for SZA 58°͒, the simulated maximum reflectances at the specular direction are in reverse proportion to the mean square slopes, and the ratios differ. Sensitivity studies were also carried out for peakedness coefficients at different SZAs and wind speeds. Increasing ͑de-creasing͒ sea slope peakedness coefficients by a factor of 2, the maximum reflectance at the specular point increases ͑decreases͒ about 10% ͑5%͒ for different SZAs and wind speeds. Fig. 4 shows the results for SZA of 58°for wind speeds of 0.5, 5, and 12 m͞s. The skewness coefficients have negligible impacts on the reflectance distributions of 6S ͑not shown͒.
Results

A. Comparison of Measurements with Simulations
For all four days of measurement, the sunglint was in the scanning range of the SP1A from 8 to 14 Local Standard Time ͑LST͒. Figure 5 shows 30 min mean measured and simulated reflectances for 0800 -0830 LST for Jan. 6 with view elevation angles from 2°to 72°and view azimuth angles from 85°to 235°. The mean effective SZA is 83.1°; and the mean solar azimuth angle ͑SAA͒ is 124.7°. The mean wind speed ͑direction͒ for the 30 min interval is 5.8 m͞s ͑251.4°N͒. While the measured sunglint pattern resembles the simulation, the measured reflectance near the peak of the glint is greater than the simulation; and the measured sun glint extends to a larger range in azimuth. The simulated reflectance in the sunglint region near the horizon is smaller than what we observed. Figure 6 is similar to Fig. 5 , but later on the same day with a higher Sun. It shows the measured and simulated reflectances at 12 LST for SZA of 59.3°and SAA of 178.0°. The mean wind speed ͑direction͒ for the 30 min interval is 4.9 m͞s ͑244.5°N͒. As at 8 LST, general features of the measured reflectance distribution are in good agreement with the simulations. But again, measured reflectance around the peak of the sunglint is more intense and covers a larger region than what 6S predicted. For this SZA of 59.3°, a flat sea would produce specular reflection at a view elevation of 30.7°. While the distribution of facets in 6S produces a peak reflection well below 30.7 ͓Fig. 6͑b͔͒, the observed peak is much closer to the horizon ͓Fig. 6͑a͔͒. The mean and maximum reflectance at 12 LST is smaller than at 08 LST, as expected, because reflectance decreases as SZA decreases. However, a larger region of the sea has significant sunglint ͑re-flectance greater than 0.2͒ than at 08 LST ͑Fig. 5͒. Figure 7 shows the differences between the observed reflectance and the simulated reflectance for 08 LST and 12 LST. Besides the fact that measured reflectance around the sunglint is more intense and covers a larger region than what 6S predicted, it is very obvious that the observed maximum reflectances shift to the horizon.
B. RM: Ratio of Observed Maximum Reflectance to
Simulated Maximum Reflectance Figure 8 shows the observed and simulated reflectances as a function of viewing azimuth angle for the specular viewing zenith angle only ͑the maximum glint is often at a different angle than the specular viewing zenith angle͒. Figures 8͑a͒ and 8͑b͒ show that the measured reflectances around the sunglint are larger than simulated, and the measured glint covers a larger range of azimuth. Fig. 8͑a͒ shows the half-hour-averaged reflectances at a view elevation angle of 12°when the half hourly mean SZA is approximately 78.4°. Figure 8͑b͒ is for the view elevation angle of 32°when half hourly mean SZA is 59.3°. The vertical scales in Figs. 8͑a͒ and 8͑b͒ differ by a factor of 7 due to the much higher maximum reflectance for low Sun ͑large SZA͒. At low Sun ͓Fig. 8͑a͔͒, the glint at the elevation of the specular direction spans a smaller range of azimuth than at high Sun ͓Fig. 8͑b͔͒. We can thus summarize the glint distribution as thin and tall for low Sun and fat and short for high Sun.
As peak reflectance differs by approximately an order of magnitude with SZA, a normalization of glint reflectance would be convenient. To normalize, we first determine the largest reflectance, either observed or simulated. We then divide the observed reflectance by this maximum value. And we divide the simulated reflectance by the same maximum value. This is done for each elevation angle. The normalization process can be summarized as R max ϭ max͑R obs , R sim ͒, where R obs , R sim are observed and simulated reflectances; R n_obs , R n_sim are normalized observed and simulated reflectances. The normalized reflectance was then in the range of 0 to 1. Define RM as the ratio of observed maximum reflectance to simulated maximum reflectance at the specular viewing zenith angle. Model simulations with the slope distribution of Cox and Munk show that the maximum reflectance is determined mainly by the mean square slope ͑Figs. 1-3͒, with only minor influence by the peakedness ͑Fig. 4͒. As Cox and Munk indicate that mean square slope depends on wind speed ͓Eq. ͑3͔͒ while peakedness is independent of wind speed ͓Eq. ͑5͔͒, RM can then be used as an indicator of the deviation of the real mean square slope from the one given by Cox and Munk. Table 3 gives, for elevation angles of 12°, 22°, and 32°, the half-hour mean wind speeds ͑m͞s͒, maximum reflectances R max , RM, and mean RM for each wind speed group. At elevation angle of 12°͑first panel of Table  3͒ model simulations underestimate the peak reflectance by roughly a factor of 2 for wind speeds of 3.7-6.7 m͞s and up to 3.3 at wind speed of 7.1 m͞s. At an elevation angle of 22°͑second panel of Table 3͒ observed peak reflectances are 1.28, 1.40, and 2.12 times larger than simulated for wind speeds of 3-4 m͞s, 5-6 m͞s, and 7-8 m͞s. At an elevation angle of 32°͑third panel of Table 3͒ , the data covers a larger range of wind speed ͑from 0.6 to 8.3 m͞s͒. At a very low wind speed, say less than 1 m͞s, the RM is 0.76, which means that the observed peak reflectance is now less than simulated. For wind speeds of 1-2 m͞s, 4 m͞s, 5-6 m͞s, and 7-8 m͞s, the average RM values at elevation angle 32°are 1.17, 1.13, 1.22, and 1.42, respectively. It is clear that at each elevation angle, RM increases with wind speed. And RM decreases as view elevation angle increases. For a very calm ocean surface, with a wind speed of less than 1 m͞s, the 6S simulation overestimates the peak reflectance; and for wind speeds larger than 1 m͞s, it underestimates the peak reflectance. Figure 9 shows the linear regression relationships between RM and wind speed for three elevation angles. The correlation coefficients are 0.49, 0.58, and 0.67 for elevation angles of 12°, 22°, and 32°͑for which SZAs differ͒. This is not statistically significant except marginally for the third case. The regression relationship for 12°͓Fig. 9͑a͔͒, which is quite different from the other two, indicates a larger deviation from the reflectance predicted by using cm 2 . Note that at an elevation angle of 12°, RM Ͼ 1 for wind speeds ranging from 3.7 to 7.1 m͞s. Sensitivity studies show that for this wind speed range ͑Fig. 3͒, maximum theoretical reflectance occurs approxi- , basic theory indicates that reflectances will then be less than those of Cox and Munk at the specular angle. It is thus difficult to explain why RM Ͼ 1 for an elevation angle of 12°for wind speeds from 3.7 to 7.1 m͞s: RM Ͼ 1 means the observed maximum reflectance is greater than the simulated maximum of Cox and Munk. At elevation angles of 22°and 32°for wind speeds greater than 1 m͞s, RM Ͼ 1, which means we can decrease cm 2 to account for the increase of the maximum reflectance at the specular angle. Apparently for the same slope distribution, different illumination conditions produce different reflectance distributions. Figure 10 shows observed reflectance distributions for Jan. 10 and 11 at 12:30 LST; wind speeds are 4.8 and 0.6 m͞s, respectively. Because the illumination conditions and AODs are very similar for these two days, we expect that wind speed is the cause for the different reflectance distributions. When the sea is very calm, the sunglint covers a small region, and the largest reflectance is close to the specular direction ͓Fig. 10͑b͔͒. As the wind speed increases, the sunglint covers a larger region, and the largest reflectance moves toward the horizon. This shift of the largest reflectance from specular point to horizon as wind speed increases was unexpected. A comparison of measurement and theory ͑Fig. 7͒ shows that the 6S code has not captured this feature. At 12:30 LST of Jan. 11 when wind speed is 0.6 m͞s, the RM is less than 1 ͑the measured reflectance is smaller than simulated͒, while as wind speed increases, RM is greater than 1 ͑see Table 3͒ . From the model sensitivity studies for this elevation and wind speed ͑Fig. 1͒, we infer that the maximum reflectance at the specular point varies inversely with 2 . This implies that RM varies directly as cm 2 ͞ 2 . As data in Table 3 show RM Ͻ 1 ͑RM Ͼ 1͒ for wind speeds less ͒ from our observations for wind speed less ͑greater͒ than 1 m͞s. This suggests that Eq. ͑3͒ should have a larger offset ͑than 0.003͒ and͞or a smaller slope ͑than 5.12e-3͒ at very low wind speeds. But note that our observations and those of Cox and Munk are very sparse below 1 m͞s.
C. Width of Sunglint
In Figs. 5, 6, and 8 the measured sunglint covers a larger range of azimuth than the simulated sunglint. We define the left-hand side ͑right-hand side͒ azimuth span of the sunglint as the absolute value of the difference, from a relative azimuth of 180°to where the normalized reflectance on the left-hand side ͑right-hand side͒ drops to 0.1. Adding the azimuth spans of the left-hand side and the right-hand side, we obtain the full width of the sunglint coverage. Figure 11 shows simulated azimuth width of sunglint versus observed. It is clear that the observed sun glint width is larger than the simulated width. Typical differences are 1 to 8 deg. The regression relationship between them is ⌬ sp ϭ 5.95 ϩ 0.9787⌬ 6s (13) The correlation coefficient is 0.9324 and the root mean square is 3.037.
The asymmetry of the sea slope distribution was addressed as skewness in Cox and Munk. Skewness increases with wind speed. At higher wind speeds the most probable azimuth of ascent for small slopes is directed downwind, whereas for large slopes it is directed upwind. Because of the coarse azimuth resolution ͑2-3 deg.͒ of our sampling with SP1A, we cannot verify the skewness coefficients given by Cox and Munk.
D. Stability
We now use hourly NOAA data at COVE to investigate the effect of air-sea temperature differences ͑stability͒ on sea slopes and ocean optics. From the air-sea temperature differences, we see that only Jan. 11 is stable; Jan. 13 is nearly neutral; and Jan. 6 and 10 are unstable. According to Shaw and Churnside 10 when Ri is less than 0.15 ͓Eq. ͑7͔͒, their measured sc is larger than cm . We anticipate that RM, the ratio of observed maximum reflectance to simulated maximum reflectance at the specular viewing zenith angle, will be strongly related to the difference of the real mean square sea slope 2 and cm 2 . Lacking actual small-scale sea slope measurements at COVE, we thus examine the relationship between RM and the Richardson number ͓Eq. ͑8͔͒, using hourly data. Figure 12 is a scatter plot of RM and Ri. Maximum RM is found at neutral stability.
From 10 for Ri Ͻ 0, we infer RM Ͻ 1. To the contrary, we find RM Ͼ 1 for all but the lowest wind speeds. Our results do not suggest a highly coherent relationship of 2 ͞ cm 2 and Ri. Our data indicates that 2 is smaller than cm 2 for both negative and positive stabilities with the maximum deviation at neutral stability except for very calm conditions.
Discussion
The peak values of our measured reflectances at the specular point are larger than those simulated, and the azimuth width of the glint is larger than for the simulated. For SZAs of 58°and 68°and wind speeds greater than 1 m͞s, when cm 2 increases ͑decreases͒, the peak value decreases ͑increases͒ but the azimuth width increases ͑decreases͒. By use of the same data as Cox and Munk but different analysis methods, Wu 28 found values of 2 differing from cm 2 by a factor of 2. Reducing the cm 2 value for SZAs of 58°a nd 68°would increase the maximum ͑peak͒ reflectance but would not increase the azimuth width. Can we reconcile theory and our data by increasing cm 2 and thereby increase the azimuth width, while simultaneously increasing the peakedness coefficients to compensate for the reduction in maximum reflectance? Peakedness coefficients are constant in the results of Cox and Munk ͓Eq. ͑5͔͒. Could peakedness instead increase with wind speed and cause maximum reflectance to increase and match our SP1A observations? Simulations show that for SZAs of 58°and 68°and wind speeds greater than 1 m͞s, increasing ͑decreasing͒ cm 2 by a factor of 2 will decrease ͑increase͒ the maximum reflectance by factors between 1.6 and 1.9 ͑Table 2͒. But Fig. 4 shows that by increasing peakedness coefficients 2 ͑4͒ times, the maximum reflectance only increases 1.1 ͑1.3͒ times. Further, the azimuth width becomes smaller as peakedness coefficients increase to a certain point. This means a small change in cm 2 would require a huge modification of the peakedness coefficients to produce the desired compensation. For example, at SZA of 58°, by doubling cm 2 and at the same time increasing peakedness coefficients by 8 times, the simulated peak reflectance would not even return to its value as simulated with the original cm 2 and peakedness. And increasing peakedness coefficients by factors larger than 4 would also reduce the azimuth width. Such manipulations of cm 2 and the peakedness coefficients are unlikely to produce the azimuth distribution of reflectance that we observed.
For SZA of 78°and the wind speeds that we considered, sensitivity studies ͑Fig. 3͒ show that the maximum reflectance occurs very near the mean square slopes given by Cox and Munk. Smaller reflectances would be produced by either increases in cm 2 or decreases in cm
2
. It is then difficult to explain why our RM is greater than 1 for an elevation angle of 12°͑Table 3͒. Changing skewness coefficients by a factor of 2 in the model would hardly produce any discernible changes in the reflectance distributions. The discrepancy between the measured and simulated sunglint distribution indicates the need for revision ͑for studies at the present refined level͒ of the slope distribution given by Cox and Munk. We may need more terms in the GramCharlier expansion for skewness and peakedness, or a new analytical slope distribution function. Liu et al. 13 has already pointed out that the PDF of slopes within six times of the standard deviation cannot be described by the Gram-Charlier distribution given by Cox and Munk. Hence Liu et al. 13 derived a new PDF for large slopes.
Conclusions
We compared measured reflectance distributions for sunglint at the COVE site with simulations using the Cox and Munk slope distribution as parameterized by the 6S radiative transfer model. The measured sunglint shapes are generally in good agreement with the model simulations, but the measured reflectance is more intense and covers a larger region.
We define RM as the ratio of observed maximum reflectance to simulated maximum reflectance of the specular viewing zenith angle. Because at SZAs of 58°and 68°, the observed peak reflectance is in re- . At a given view elevation angle, RM increases with wind speed. But RM decreases with increasing view elevation angle ͑de-creasing SZA͒. RM is greater than 1, which means the real mean square slope is smaller than cm 2 , except for a wind speed of less than 1 m͞s. At very low wind speed, the observed reflectance distribution is close to what the Fresnel equation predicted, with the largest reflectance happening near the specular point. As the wind speed increases, the largest reflectance shifts toward the horizon. Fig. 9 . Regression relationships between RM, the ratio of maximum observed to maximum simulated reflectance, and wind speeds for elevation angles of ͑a͒ 12°, ͑b͒ 22°, ͑c͒ 32°. We calculated the width of the sunglint by measuring the azimuth span for normalized reflectance greater than 0.1 on each side of the specular point. The observed width is larger than the simulated width.
Our results do not suggest a dependence of mean square slope on stability.
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