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Abstract
We next combine Temporal and Configurational Relationalism’s resolution for Field Theory, including in
particular for GR. The current Article also provides the finite-and-field theory portmanteau notation, by which
the rest of this series’ reworking of the Principles of Dynamics can be presented concurrently for Finite Theories
and Field Theories. GR’s Riem, superspace, and thin sandwich are also further outlined in support of the rest of
this Series.
1 Introduction
In this sixth Article on the Problem of Time [9, 10, 8, 23, 31, 32, 33, 41, 52, 54, 55, 58, 59, 63, 62, 65, 66, 67, 68, 69],
we combine [49, 54, 62, 64] Article I’s Temporal Relationalism and Article II’s Configurational Relationalism for
Field Theories (a more advanced counterpart to Article V’s Finite Theory arena).
The current Article also provides the finite-and-field theory portmanteau notation in Sec 2 by which the rest of
this series’ reworking of the Principles of Dynamics can be presented concurrently for Finite Theories and Field
Theories. Sec 3 next outlines unreduced field theoretic configuration spaces. This is followed by Sec 4’s Principles
of Dynamics (PoD) for Field Theory, provided for comparison with Sec 5’s rendition of Temporal Relationalism
implementing Principles of Dynamics (TRiPoD) for Field Theory. We then provide Electromagnetism, pure GR, GR
with minimally-coupled scalar field, Electromagnetism and Yang–Mills Theory, and Strong Gravity, as examples in
Secs 5 to 9 respectively. Sec 6 includes further outline of GR’s reduced configuration space, Superspace [9, 10, 13,
14, 39, 51, 61].
2 Field and portmanteau variables
Joint treatment of finite and field-theoretic models begins in this Section, by declaring portmanteau notation. Q is
the portmanteau configuration of finite theories’ configuration Q and Field Theories’ Q = Q(x) configuration. Each
of these carries the A multi-index, over one or both of particle or continuous extended object species.
Remark 1 Field theories have ∂ in place of d, and functional derivatives δ in place of ∂ in their PoD.
Definition 1 Let us also introduce two ‘derivative portmanteaux’: ordial derivatives d∂: ordinary–partial derivative
portmanteau, and partional derivatives δ∂: partial–functional derivative portmanteau.
Remark 2 In passing, let us rename the Functional Evolution Problem as the Partional Evolution Problem to jointly
cover Finite and Field Theories.
Remark 3 We take the field theoretic kinetic metric to be ultralocal – i.e. having no derivative dependence – a
mathematical simplicity which happens to hold over the entirety of the standardly accepted fundamental theories of
Physics.
Remark 4 We use the kinetic metric portmanteau notation
MAB = MAB(Q) (finite) or MAB(Q(x)) (field) . (1)
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We denote the corresponding determinant, inverse, inner product and ‘norm’ (indefiniteness allowed) by M, NAB,
( , )M and || ||M respectively. ◦ is now considered to take the ordial derivative form
d∂
d∂λ : (2)
the portmanteau of ordinary and partial derivatives.
Structure 1 Our first aim is to build relational actions, in particular in a manner rich enough to include the case
of full GR.1
L bQ˙,Qc = L(t,Q, Q˙) (finite) or L(x, t, Q˙;Q] (field: Lagrangian density) . (3)
The latter is taken to be ultralocal in the velocities for Field Theories. One then obtains the relational action by
integrating over the time portmanteau t and the notion of space portmanteau.
Remark 5 Compliance with Manifest Reparametrization Irrelevance does make the Lagrangian portmanteau in
question look somewhat unusual. I.e. it is not
of difference-type form L = T− V , (4)
but rather
of product form L = 2
√
TW . (5)
For now, we take on trust that the potential factor portmanteau W = E − V , for potential energy V and T is the
kinetic energy.
Structure 2 To pass to a geometrical action presentation, we require rather
1) the kinetic arc element portmanteau
d∂sbQ,d∂Qc – of the kinetic arc element ds(Q,dQ) for finite theories and the kinetic arc element density
∂s(x, ∂Q;Q] for Field Theories . (6)
2) The physical Jacobi arc element portmanteau
d∂J bQ,d∂Qc – of the Jacobi arc element dJ(Q,dQ) for finite theories and the Jacobi arc element density
∂J (x, ∂Q(x);Q(x)] for Field Theories . (7)
Remark 6 As regards the nature of the geometries, these are now in fact infinite-dimensional generalizations of the
previous Sections’ Riemannian Geometry. Moreover, the local square root does not coincide with the DeWitt-type
geometry, adding extra degeneracy and functional-based issues. For convenience, let us still refer to such by the usual
finite-dimensional geometries’ nomenclature. I.e. we elevate names like ‘Riemannian’ to be finite and field-theoretic
portmanteaux of the usual finite version of the notion.
Remark 7 In the case of Field Theories, Article II’s definitions of inconsistent, trivial and relationally trivial are
recast in terms of degrees of freedom per space point. Care has to be taken now as regards nontrivial global degrees
of freedom surviving.
3 Unreduced configuration space geometry for Field Theory and GR
3.1 Field Theory
Structure 1 Scalar Field Theory’s configuration space sca the a space of scalar field values φ(x)
Structure 2 Electromagnetism’s configuration space is a space Λ1 of 1-forms Ai(x).
Structure 3 Yang–Mills Theory’s configuration space is a larger space Λ of 1-forms APi (x).
1In fact, the first of these can be rewritten as L(t;Q], which is a univariate functional due to d/dt acting on the Q to form the velocities.
However, this does not affect the types of derivatives that the theory has acting upon L, so it does not disrupt the portmanteau. It makes
sense to be able to talk about portmanteau derivatives because of Banach Calculus [24] or Fréchet Calculus [25] to standard calculus
parallels.
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Remark 1 sca and Λ1 have implicit dependence (R3) in many of their more standard uses.
Remark 2 In modelling the above in more detail, the square-integrable functions L2 provide one starting point. One
can furthermore pass to e.g. the Fréchet spaces of the next Section, which are subsequently useful in curved-space
and GR-coupled versions. Here one has Σ dependence in place of R3.
3.2 From Hilbert to Banach and Fréchet spaces
Consider the following ladder of increasingly general topological vector spaces which are infinite-d function spaces
[24, 27]. A Hilbert space Hilb is a complete inner product space, a Banach space Ban is a complete normed space,
and a Fréchet space fre is a complete metrizable locally convex topological vector space [25].
Remark 1 Hilbert Spaces are the most familiar in Theoretical Physics due to their use in linear-PDE Fourier
Analysis and in Quantum Theory.
Remark 2 See [24] for Calculus on Banach spaces. Functional Analysis has furthermore been extensively developed
for Banach spaces [24] Major results here include the Hahn–Banach Theorem, the Uniform Boundedness Principle,
and the Open Mapping Theorem; see [29] for details and proofs.
Remark 3 Treatment of GR configuration spaces moreover involves the even more general Fréchet spaces. On the
one hand, many substantial results in Functional Analysis – in particular 1) to 3) – furthermore carry over from
Banach spaces to Fréchet spaces [25]. On the other hand, we caution that there is no longer in general an Inverse
Function Theorem in this setting, though the Nash–Moser Theorem [25] is a replacement for this for a subclass of
Fréchet spaces. See [25] as regards Calculus on Fréchet spaces more generally.
Out finite–field portmanteau rests on the many parallels between standard Calculus and Banach or Fréchet Calculus.
3.3 Hilbert, Banach and Fréchet Manifolds
Structure 1 Topological manifolds’ local Euclideanness and ensuing Rp-portion charts extend well to infinite-d cases,
for which the charts involve portions of Hilbert, Banach and Fréchet spaces. See e.g. [37, 24, 25] for accounts of
Hilbert, Banach and Fréchet manifolds respectively. Banach manifolds are the limiting case as regards retaining a
very wide range of analogies with finite manifolds. Fréchet manifolds remain reasonably tractable [24], despite the
loss in general of the Inverse Function Theorem, as do Fréchet Lie groups [25].
Structure 2 Finite manifolds’ incorporation of differentiable structure also has an analogue in each of the above
cases. So e.g. one can consider differentiable functions and tangent vectors for each, and then apply multilinearity to
set up versions for tensors of any other rank (p, q) and symmetry type S. In particular, applying this construction
to a Fréchet manifold with tangent space
fre(c∞) (8)
produces another Fréchet space
freS(p,q)(c∞) . (9)
3.4 Topology of Riem(Σ)
Structure 1 The space of Riemannian geometries Riem(Σ) can be modelled as an open positive convex cone2 in
the Fréchet space fresym(0,2)(c∞) for sym(0, 2) the symmetric rank-2 tensors.
Structure 2 Riem(Σ) can furthermore be equipped [14] with a metric space notion of metric, Dist; this can
additionally be chosen to be preserved under Diff(Σ). Thus Riem(Σ) is a metrizable topological space (XIV.1).
Consequently Riem(Σ) obeys all the separation axioms – including in particular Hausdorffness (XIV.1) – and it is
also paracompact (XIV.1). Riem(Σ) is additionally second-countable [51] (XIV.1), and has an infinite-dimensional
analogue of the locally Euclidean property as well; consequently a single type of chart suffices in this case. In this
manner, Riem(Σ) is a manifold that is infinite-dimensional in the sense of Fréchet(c∞).
2‘Cone’ is here meant in a Linear Algebra sense: a space s [14, 17], that is not itself linear but obeys s + s ⊂ s and ms ⊂ s for
m ∈ R+. See [14] for more on this, alongside justification of the appropriateness of using Fréchet spaces in this context. It is not to be
confused with this Series’ more ubiquitous topological and geometrical uses of ‘cone’.
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3.5 Geometrical metric structure of Riem(Σ)
Structure 1 Infinite-d manifolds can be equipped with connections and metrics [24]. In the dynamical study of GR,
Riem(Σ) is usually taken to carry the infinite-dimensional indefinite Riemannian metric provided by GR’s kinetic
term, i.e. the inverse DeWitt supermetric M. More generally, one might consider other members of the family of
ultralocal supermetrics [35, 47]
Mβ with components Mabcdβ :=
√
h{hachbd − w habhcd} . (10)
These split into 3 cases: the positive-definite w < 1/3, the degenerate w = 1/3, and the indefinite (heuristically
{− + + + ++}∞) w > 1/3. Ultralocality readily permits these to be studied pointwise; the more problematic
degenerate case is usually dropped from such studies. Pointwise, these supermetrics arise from positive-definite
symmetric 3 × 3 matrices (hab at that point. The 6-d space of these is mathematically [35] sym+(3,R), which is
diffeomorphic to the homogeneous space
GL+(3,R)
SO(3)
∼= R+ × R5 . (11)
This is the full Minisuperspace.
Remark 1 Ultralocality also implies that this pointwise structure uplifts to Riem(Σ). The scale-free part gives
rise to 8 Killing vectors and the scale part to a homothety [35]. The corresponding local Riemannian Geometry for
this was studied by DeWitt [10], including the form taken by the geodesics. This exhibits various global difficulties:
curvature singularities and geodesic incompleteness [28].
4 The standard Principles of Dynamics. ii. Field Theory
4.1 Space–time split GR version
We next consider the ADM action [5] (II.6, II.8); for inclusion of minimally-coupled scalars, Electromagnetism and
Yang–Mills Theory, see Sec 9. GR’s own momenta are (II.17), whereas the other field momenta are
piψZ :=
δL
δψ˙Z
. (12)
Article II’s versions of multiplier coordinates, cyclic coordinates, multiplier elimination, passage to the Routhian and
to Hamiltonian carry over. ADM lapse α and shift β are now examples of multiplier coordinates. The bare GR
Hamiltonian is zero, though of course there are constraints H and M, giving Dirac’s ‘extended’ Hamiltonian.
5 TRiPoD for Field Theory
5.1 Jacobi–Mach formulation
We continue to restrict our treatment to second-order physical systems, and now work in the absence of time at
the primary level, as per Article I. Consequently, there is no derivative with respect to time and thus no notion of
velocity Q˙ at the primary level. Instead, we use change in configuration
d∂Q (13)
due to being open to resolving primary-level timelessness through Mach’s Time Principle: with a secondary notion
of time to be abstracted from change. Thus in TRiPoD, Machian variables (Q,d∂Q) supplant the usual Principles of
Dynamics’s Lagrangian variables (Q, Q˙).
There is clearly no primary notion of kinetic energy; this has been supplanted by the kinetic arc element
d∂s = ||dgQ||M . (14)
All dynamical information is now contained within the Jacobi arc element
d∂J (Q,d∂Q) , (15)
which has supplanted the time-independent Lagrangian
L (Q, Q˙) . (16)
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The action S is itself an unmodified concept: it is already in TRi form, albeit now additionally bearing the relation
S =
∫
d∂J (17)
to the TRiPoD formulation’s Jacobi arc element d∂J . Note the relation
d∂J =
√
2W d∂s (18)
for W = W (Q) the usual potential factor, so the kinetic and Jacobi arc elements are related by a conformal
transformation. In terms of d∂J , Dynamics has been cast in the form of a geodesic principle [36], or, in terms of d∂s
as a parageodesic principle along the lines of Misner [15].
We next apply the Calculus of Variations to obtain the equations of motion such that S is stationary with respect to
the Q. See Sec 5.2 for comments on the particular form taken by this variation. The resulting equations of motion
the ‘Jacobi–Mach equations’,
d∂
{
δ∂ d∂J
δ∂ d∂Q
}
− δ∂ d∂J
δ∂Q = 0 , (19)
in place of the usual Principles of Dynamics’s Euler–Lagrange equations.
The Jacobi–Mach equations also admit three simplified cases.
1) Lagrange multiplier coordinates m ⊆ Q are such that d∂J is independent of d∂m,
δ∂ d∂J
δ∂ d∂m = 0 .
The corresponding Jacobi–Mach equation is
δ∂ d∂J
δ∂m = 0 . (20)
2) Cyclic coordinates c ⊆ Q are such that d∂J is independent of c,
δ∂ d∂J
δ∂c = 0 , (21)
while still featuring d∂c: the corresponding cyclic differential.3 The corresponding Jacobi–Mach equation is
δ∂ d∂J
δ∂ d∂c = const . (22)
3) The energy integral type simplification. d∂J is independent of what was previously regarded as ‘the independent
variable t’, whereby one Jacobi–Mach equation may be supplanted by the first integral
d∂J − δ∂ d∂J
δ∂ d∂Q d∂ ·Q = constant . (23)
Suppose further that the equations corresponding to 1)
0 = δ∂ d∂J
δ∂m (Q¯,d∂Q¯,m) can be solved for m .
One can then pass from
d∂J (Q¯,d∂Q¯,m) (24)
to a reduced
d∂Jred(Q¯,d∂Q¯) : (25)
multiplier elimination.
Configuration–change space and configuration–velocity space are conceptually distinct presentations of the same
tangent bundle T(q). Formulation in terms of change d∂Q can furthermore be viewed as introducing a change
covector. This is in the sense of inducing ‘change weights’ to Principles of Dynamics entities, analogously to how
introducing a conformal factor attaches conformal weights to tensors. For instance, d∂s and d∂J are change covectors
3To avoid confusion, ‘cyclic’ in ‘cyclic differential’ just means the same as ‘cyclic’ in cyclic velocity. So nothing like ‘exact differential’
or ‘cycle’ in Algebraic Topology – which in de Rham’s case is tied to differentials – is implied here.
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as well. On the other hand, S is a change scalar: an entity which remains invariant under passing from the standard
Principles of Dynamics to TRiPoD, due to their being already-TRi.
TRiPoD’s formulation of momentum is
P := δ∂ d∂J
δ∂ d∂Q , (26)
which is a change scalar as well.
5.2 Free end notion of space variation
Suppose a formulation’s multiplier coordinate m is replaced by a cyclic velocity c [45, 49] or a cyclic differential d∂c
[54]. The zero right hand side of the multiplier equation is replaced by f(notion of space alone) in the corresponding
cyclic equation. However, if the quantity being replaced is an entirely physically meaningless auxiliary, in the cyclic
formulation, the meaninglessness of its values at the end notion of space becomes nontrivial. I.e. free end notion
of space variation alias variation with natural boundary conditions) [4, 3, 26, 2] is the appropriate procedure. This
is a portmanteau of free end point variation for finite theories, and free end spatial hypersurface variation for Field
Theories.4 Such a variation imposes more conditions than the more usual fixed-end variation does: three conditions
per variation,
δ∂ d∂J
δ∂g = d∂p
g , alongside pg|end = 0 . (27)
Case 1) If the auxiliaries g are multipliers m, (27) just reduces to
pg = 0 , δ∂J
δ∂m = 0
and redundant equations. So in this case, the end notion of space terms automatically vanish by applying the
multiplier equation to the first factor of each. This holds regardless of whether the multiplier is not auxiliary and
thus standardly varied, or auxiliary and thus free end notion of space varied. This is because this difference in status
merely translates to whether or not the cofactors of the above zero factors are themselves zero. Consequently the
free end notion of space subtlety in no way affects the outcome in the multiplier coordinate case. This probably
accounts for the above subtlety long remaining unnoticed.
Case 2) If the auxiliaries g are considered to be cyclic coordinates c, (27) reduces to
pg|end−NOS = 0 (28)
alongside
p˙g = 0 (or equivalently d∂pg = 0)
⇒ pg = C(notion of space) , invariant along the curve of notion of space . (29)
C(notion of space) is now identified as 0 at either of the two end notion of space (28). Since this is invariant along
the curve of notions of space, it is therefore zero everywhere. So (29) and the definition of momentum give
δ∂L
δ∂c˙ := p
g or equivalently δ∂d∂J
δ∂d∂c = 0 .
In conclusion, the above free end point notion of space working ensures that the cyclic and multiplier formulations
of auxiliaries in fact give the same variational equation. Thus complying with Temporal Relationalism by passing
from encoding one’s auxiliaries as multipliers to encoding them as cyclic velocities or differentials is valid without
spoiling the familiar and valid physical equations.
Remark 1 A similar working [49] establishes that passage to the Routhian for an auxiliary formulated in cyclic
terms reproduces the outcome of multiplier elimination for that same auxiliary formulated in terms of multipliers.
5.3 TRi Legendre transformation
One can now apply Legendre transformations that inter-convert changes d∂Q and momenta P.
Example 1) Passage to the d∂-Routhian
d∂R(Q¯,d∂Q¯,Pc) := d∂J (Q¯,d∂Q¯,d∂c)− Pc · d∂c . (30)
4To be clear, ‘free end’ here refers to free value at the end notion of space rather than the also quite commonly encountered freedom
of the end notion of space itself.
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passage to the d∂-Routhian furthermore requires being able to
solve constY =
δ∂ d∂J
δ∂ d∂c (Q¯,d∂Q¯,d∂c) as equations for the d∂c .
This is followed by substitution into (30). One application of this is the passage from Euler–Lagrange type actions
to the geometrical form of the Jacobi actions, now done without ever introducing a parameter; another is Article I’s
reduction procedure.
Example 2) Passage to the d∂-anti-Routhian,
d∂A (Q¯, P¯,d∂c) = d∂J (Q¯,d∂Q¯,d∂c)− Pcd∂Q¯ . (31)
A subcase of this plays a significant role in the next Section.
Example 3) Passage to the d∂-Hamiltonian,
d∂H (Q,P) = P · d∂Q− d∂J (Q,d∂Q) . (32)
The corresponding equations of motion are in this case d∂-Hamilton’s equations
δ∂ d∂H
δ∂P = d∂Q ,
δ∂ d∂H
δ∂Q = − d∂P . (33)
5.4 TRi-morphisms
Structure 1 Suppose we are to keep no cyclic differentials. The usual q morphisms apply, except that specifically
Point rather than Pointt is involved. Temporal Relationalism also requires use of Can rather than Cant in the
d∂-Hamiltonian formulation.
Structure 2 Some cases here involve augmenting abs to
abs× i (34)
for i an internal space.
Remark 1 Configurational Relationalism has hitherto in Part II rested on Mach’s Space Principle. To continue
to have such a supporting element, we now need to paraphrase a ‘Mach-type Internal Principle’ to accompany it.
‘No one is competent to predicate things about gauge-dependent properties of internal space or motion thereover.
These are pure things of thought, pure mental constructs that cannot be produced in experience. All our principles
of Gauge Theory are, as we have shown in detail, experimental knowledge concerning gauge-independent quantities’.
Structure 3 Let us next consider
Aut
(
abs× i) = Aut(abs)×Aut(i) , (35)
or some subgroup
gext × gint (36)
of this, where ‘ext’ standing for external transformations and ‘int’ for internal ones (in the same sense as in Particle
Physics).
Structure 4 We use g-correcting cyclic ordial (ordinary or partial) differential portmanteau auxiliaries d∂g. En-
coding one’s g auxiliary variables in either of the above ways continues to require subsequent care with how one
performs one’s Calculus of Variations. In the portmanteau case, this entails the free end notion of space variational
portmanteau.
Structure 5 The corresponding action is
S =
∫∫
NoS
d∂NoSd∂J =
∫∫
NoS
d∂NoS
√
2d∂s
√
W , (37)
d∂s := ||d∂gQ||M and d∂gQ := d∂Q−
→
gd∂g Q . (38)
A field-theoretic update of Article V’s table of formulations is as follows.
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Type of variables for which the key portmanteau gives the equations of motion
Lagrangian Q, d∂Qd∂t Lagrangian L Euler–Lagrange
Machian Q,d∂Q Jacobi arc element d∂J ‘Jacobi–Mach’
Hamiltonian Q,P Hamiltonian H Hamilton’s
Remark 2 The Hamiltonian formulation is unadulterated both by passing from Lagrangian to Machian variables
and by bringing in portmanteau derivatives. Upon including the g auxiliaries, however, there is a slight alteration
to the Hamiltonian formulation. This is from the usual ‘extended’ Hamiltonian (Article II) to the ‘extended’ d∂A-
Hamiltonian; throughout this Series of Articles, A- stands for ‘almost’. This is however just reformulating the
unphysical sector of the theory. A second table now also incorporating this expansion is as follows.
Type of variables for which the key portmanteau gives the equations of motion
Lagrangian Q,m, d∂Qd∂t Lagrangian L Euler–Lagrange
Machian Q, d∂Q, d∂c Jacobi arc element d∂J ‘Jacobi–Mach’
total Hamiltonian Q,m,P total Hamiltonian HTotal =H + m · F Hamilton’s
d∂A-total Hamiltonian Q,P,d∂c d∂A-total Hamiltonian d∂HTotal = d∂H + d∂c · F d∂A-Hamilton’s
Structure 6 The conjugate momenta are then (using the partional derivative portmanteau of partial and functional
derivatives)
P := δ∂ d∂J
δ∂ d∂Q = M
√
W
T d∂gQ . (39)
Structure 7 These obey one primary constraint per relevant notion of space point, interpreted as an equation of
time,
Chronos := 12 ||P ||N 2 −W (Q) = 0 . (40)
Thus it is purely quadratic in the momenta.
Structure 8 The P also obey some secondary constraints per relevant notion of space point from variation with
respect to g.
0 = δ∂ d∂J
δ∂ d∂cg := Shuffle =
δ{
→
gd∂c Q
A}
δd∂cg
PA ; (41)
these are linear in the momenta, and so are also denoted by (for now) Lin.
Structure 9 Let us next denote the joint set of these constraints by F, under the presumption that they are
confirmed to be first-class in Articles III and VII. The indexing set designation assumes there is only one quadratic
constraint, so all our examples’ F ranges over G and the one quadratic value.
Structure 10 The corresponding Jacobi–Mach equations of motion are
d∂ δ∂ d∂J
δ∂ d∂QA
= δ∂ d∂J
δ∂QA
⇒ (42)
√
2W
||d∂Q||Md∂
{ √
2W
||dQ||Md∂Q
A
}
+ ΓABC
√
2W
||d∂Q||Md∂Q
B
√
2W
||d∂Q||Md∂Q
C = NAB δ∂W
δ∂QB
. (43)
The previous Section’s Best Matching procedure admits the following generalization.
TRi Best Matching 0) Start with the ‘arbitrary g frame corrected’ action (37).
TRi Best Matching 1) Extremize over g. This produces a constraint equation Shuffle that is of the form Lin:
linear in the momenta.
TRi Best Matching 2) The Machian variables form of this equation, with Machian data (Q,d∂Q) is to be solved
for the d∂g themselves.
TRi Best Matching 3) Substitute this solution back into the action: an example of passage to the d∂-Routhian
(see Appendix of VII). Again this produces a final g-independent expression that could have been directly arrived
at as a direct implementation of Configurational Relationalism ii).
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TRi Best Matching 4) Finally elevate this new action to be one’s new starting point.
TRi Best Matching 3′) As a distinct application of TRi Best Matching 2), emergent Machian times are now of
the general form
tem = F bQ,d∂Qc , (44)
a particular realization of which is tem of e.g. the Jacobi type,
temRi = E′g∈g
∫ ||d∂gQ||M√
2W
. (45)
If one succeeds in carrying out Best Matching, moreover, both the two-functional and implicit-formulation compli-
cations are washed away. This leaves temRi expressed in terms of the reduced q’s geometry.
Remark 3 The above expression does not contain a spatial integral: the field-theoretic tem is local. Moreover, the
essential line of thought of this Section is the only known approach to Configurational Relationalism that is general
enough to cover the Einstein–Standard Model presentation of Physics.
Structure 1 The momenta in terms of the corresponding derivative ∗ are
P = M · ∗Q . (46)
Structure 2 The equations of motion now take the ‘parageodesic’ form
∗∗QA + ΓABC∗QB∗QC = NAB δ∂W
δ∂QB
. (47)
It can also be cast as a true ‘geodesic’ equation with respect to the physical metric whose line element is d∂J . Finally
one of the evolution equations per relevant notion of space point can be supplanted by the emergent Lagrangian form
of the quadratic ‘energy-type’ constraint (I.98).
6 Example 1) Electromagnetism by itself
Structure 1 Consider the space of 1-forms on R3 in the role of q.
Structure 2 g = Diff(R3) is not applied to flat-space Electromagnetism because δij breaks this in the active sense.
However, g = Rot(3) can be considered. Internal Relationalism involving U(1) clearly also applies.
Remark 1 The latter works out fine for this (including using a Ψ˙ or ∂Ψ auxiliary in place of the electric potential
Φ [49]). This gives in each case the expected Gauss constraint G. However Spatial and Temporal Relationalism is
prohibitively restrictive in the case of Electromagnetism. E.g. involving Diff(Σ) gives that [48] the Poynting vector
must vanish:
E × B = 0 (48)
I.e.
E = 0 , B = 0 or E ‖ B (killing signal propagation) . (49)
In any case, Electromagnetism by itself has background structures (typically the Minkowski metric η, or the Euclidean
metric δ on flat spatial slices).
Remark 2 The resolution of these issues is that inclusion of GR to make the Einstein–Maxwell system frees one
from these background structures and the above zero Poynting vector restriction (see Sec 9). Yang–Mills Theory and
the various associated Gauge Theories follow suite in these regards. More generally still, Field Theories of matter
are found to not be properly supported in the absence of GR as regards attaining Background Independence.
7 Example 2) GR
Structure 1 For this particularly substantial example, q = Riem(Σ) – the space of Riemannian 3-metrics on
some fixed spatial topological manifold Σ that is taken to be compact without boundary both for simplicity and
for Machian reasons. Moreover, equipping Σ with h requires a more involved form than RPMs’ multiple copies of
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absolute space; indeed GR gives further reason to adopt Sec II.5.2’s group action on configuration space rather than
on space.
Structure 2We next need to deal with the Configurational Relationalism so far breaking the Manifest Reparametriza-
tion Invariance. The group of physically irrelevant motions g is usually taken to be Diff(Σ): the diffeomorphisms
on Σ; see Article IX for further alternatives. A further example of structural compatibility between q and g that
manifests itself in Geometrodynamics is Diff being based upon the same underlying topological manifold Σ that
Riem is.
7.1 Baierlein–Sharp–Wheeler action
Let us first consider the Baierlein–Sharp–Wheeler (BSW) action SBSW (II.31) [6]. Because λ and t coincide for GR
due to its status as an already-parametrized theory, the distinction between the BSW kinetic term and the ADM
one is entirely conceptual rather than mathematical. The equivalence of the ADM and BSW actions for GR is then
established by the multiplier elimination move done for Minisuperspace in Article I immediately carrying over to GR
in general [6, 30].
GR’s configuration space metric is furthermore indeed built out of the dynamical variables:
Mijkl =
√
h{hikhjl − hijhkl} , (50)
which successfully implements Configurational Relationalism Postulate i).
The Thin Sandwich formulation [6, 7] consists of the following.
Thin Sandwich 0) Consider the BSW action.
Thin Sandwich 1) Vary this to obtain the constraint equation M.
Thin Sandwich 2) Consider the ‘Thin Sandwich equation’, i.e. the Lagrangian-variables form of M,
Dj
{√R− 2 Λ
||δ~βh||M
{hjkδli − δjihkl}{δ~βhkl}
}
= 0 . (51)
or, as an explicit PDE in components,
Dj
{√
R− 2 Λ
{hachbd − habhcd}{∂hab − 2D(aβb)}{∂hcd − 2D(cβd)}
{hjkδli − δji hkl}{∂hkl − 2D(kβl)}
}
= 0 . (52)
Alongside ‘thin sandwich data’
(h, h˙) , (53)
this constitutes a PDE problem (equations plus data) to be solved for the shift β: the Thin Sandwich Problem.
Thin Sandwich 3.a) Construct
£βh : (54)
which is a g-act realized as
~Diffβh . (55)
Then
δ~βh = h˙−£βh . (56)
Thin Sandwich 4.a) Next construct an emergent counterpart to α,
N :=
√
TGRBSW
4{R − 2 Λ} . (57)
Thin Sandwich 5) Thin Sandwich 3.a) and 4.a) permit one to construct the extrinsic curvature
K = K(x;h,β,N] (58)
using the computational formula
K = δ~βhij2N , (59)
which is the last form in (II.11) except that BSW’s emergent N has taken the place of ADM’s presupposed α.
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7.2 The Thin Sandwich Problem
Unfortunately the Thin Sandwich Problem, (52, 53) is hard to handle as a PDE problem. See Appendix O of [62] for
an outline of existence and uniqueness results for this, for which [11, 34, 38] constitute original literature by Belasco,
Ohanian, Bartnik and Fodor. Generic GR solution of this equation is, moreover, out of the question. Since the Thin
Sandwich equation has a square root trapped inside the Di, a fairly complicated PDE ensues.
Easier examples Contrast how in RPM (Articles II, V) – and even in the SIC case (Article XI) to leading order –
Best Matching gives a merely algebraic equation which is much easier to handle.5
The full GR case being harder is rooted in g = Diff(Σ).
7.3 Reparametrization-Invariant relational action for GR
The BSW action does succeed in being formulated free from a extraneous background time-like notion such as the
GR lapse. However, this does not comply with Temporal Relationalism since the presence of the shift βi breaks
Manifest Reparametrization Invariance. None the less, Article I has laid out how to get round this deficiency.
To link between the two formalisms, we first introduce the cyclic velocity of the frame (Fig 1.a)
F˙ = ∂F
∂λ
(60)
This is computationally equal to the shift βi. We can then form the ‘BFO-A’ action [43, 45], whose conceptual form
is
SGRMRI =
∫
dλ
∫
Σ
√
T GRMRIR− 2 Λ , calT
GR
MRI := ||◦F||M2 =
∣∣∣∣∣∣h˙−£F˙h∣∣∣∣∣∣ 2M . (61)
This implements both Temporal and Configurational Relationalisms.
Such replacement of shift by velocity of the frame can be done for the ADM action as well. If accompanied homo-
geneously by replacing the lapse by the velocity of the instant, I (Fig 1.a), we obtain an ‘A action’ [49] analogue of
the ADM action.
Remark 1 Passing from [49, 62] the A action for GR to the BFO-A action for GR is passage to the Routhian [2] in
exact parallel to that from Euler–Lagrange to Jacobi actions for Mechanics [2, 21].
Figure 1: TRi upgrade of Fig II.1’s ADM shift and lapse split.
a) velocity of the frame and velocity of the instant split of spacetime.
b) Differential of the frame and differential of the instant split of spacetime.
7.4 Geometrical action for GR
The Author subsequently gave a timeless dF -corrected version of BSW-type action for GR [50]; see [54, 62] for details,
and Fig 1.b) for details of the corresponding spacetime split (when meaningful). This is of Manifestly Parametrization
Irrelevant type, or, dually of geometrical type; let us refer to it as the relational action for GR. Now using the cyclic
partial differential of the frame auxiliary, ∂Fi, the final Relationalism-implementing action for GR is
SGRRel =
∫∫
Σ
d3x ∂J =
∫∫
Σ
d3x
√
R− 2 Λ ∂sGRRel (62)
for ∂sGRRel := ||∂Fh||M and ∂Fhij := ∂hij −£∂Fhij . (63)
5In the RPM case, this at least holds locally, due to zeros if the moment of inertia being encountered in collinear configurations.
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7.5 How the geometrical action for GR works
Structure 1 The conjugate momenta are
p := δ ∂J
δ ∂ h = 2
√
R− 2 ΛM ∂Fh
∂sGRRel
. (64)
Structure 2 The GR Hamiltonian constraint H now follows as a primary constraint that is purely quadratic in the
momenta.
Structure 3 The GR momentum constraint M arises as a secondary constraint from variation with respect to the
auxiliary Diff(Σ)-variables F; it is linear in the momenta.
Structure 4 The Jacobi–Mach equations of motion are (using Λ = 0 for simplicity)
2
√
R
∂Fp
∂sGRRel
=
{√
h
{Rh− R+DD − h4}− 2√h {p · p− p2 p}} ∂sGRRel2√R . (65)
Via the Bianchi identity [28], these immediately propagate the above constraints without producing further condi-
tions.
7.6 TRi form of the Thin Sandwich
Let us next reiterate the Thin Sandwich procedure in the TRi formulation’s manifestly temporally Machian form.
TRi Thin Sandwich 0) Consider the relational GR action (62) [48, 57].
TRi Thin Sandwich 1) Vary it with respect to F to obtain the constraint equation M [45].
TRi Thin Sandwich 2) Consider the ‘Machian Thin Sandwich equation’: the Machian-variables form of M,
Dj
{√R− 2 Λ
||◦∂Fh||M {h
jkδli − δjihkl}{δ∂Fhkl}
}
= 0 . (66)
or, as an explicit PDE in components,
Dj
{√
R− 2 Λ
{hachbd − habhcd}{∂hab − 2D(a∂Fb)}{∂hcd − 2D(c∂Fd)}
{hjkδli − δji hkl}{∂hkl − 2D(k∂Fl)}
}
= 0 , (67)
with ‘TRi thin sandwich data’
(h, ∂h) , (68)
as an equation for the partial differential of the frame auxiliary ∂F. Altering (52, 53) to (67, 68), moreover, makes
no difference to the mathematical form of this PDE problem.
TRi Thin Sandwich 3.a) Construct £∂Fh and then the Best Matching corrected derivative
∂Fh = ∂h−£∂Fh . (69)
This is a distinct conceptualization of the same mathematical object as the hypersurface derivative.
TRi Thin Sandwich 4.a) Construct the emergent differential of the instant
∂I =
||∂Fh||M
2
√
R− 2 Λ
. (70)
TRi Thin Sandwich 4′) Emergent Machian time readily follows simply from integrating up 4.a). 4.a) moreover
goes beyond BSW’s own construction. It is GR’s analogue of emergent Jacobi time [36]. Furthermore, it is an ‘all
change’, or, in practice ‘STLRC’ implementation of Mach’s Time Principle:
temRi (x) = E′F∈Diff(Σ)
∫ ||∂Fh||M√
R− 2 Λ
. (71)
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TRi Thin Sandwich 3) Another consequence of move 2) is that one can substitute the resultant extremizing F
back into the relational GR action.
TRi Thin Sandwich 4) Take this as an ab initio new action.
Remark 1 Moves 1) to 4) constitute a reduction; with these, the Machian Thin Sandwich can be interpreted as a
subcase of Best Matching.
TRi Thin Sandwich 5) is that moves 2) and 3) also permit construction of the extrinsic curvature through the
computational formula
K = ∂Fh2 ∂I , (72)
for
K = K(x;h, ∂F, ∂I] . (73)
This subsequently enters Spacetime Construction, as further laid out in Article IX. See Fig 2 for a summary so far,
laying out the TRi modifications to the previous Thin Sandwich work following from the BSW action. Also, Article
XII proceeds to consider yet further completion of the thin-sandwich prescription in terms of constructing the whole
of the universal hypersurface kinematics [19].
Figure 2: Standard Thin Sandwich versus TRi Thin Sandwich. The current Figure can be regarded as further detail of the second floor
of Article XIII’s TriPoD summary figure, in the case of full GR.
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7.7 Comments on GR’s emergent Machian time
Remark 1 Let us comment further on the form of expression (71). It says that one has to extremize one functional in
order to use the extremal value from that in another functional. This is more complicated than the usual variational
problem that involves extremizing a single functional.
What happens if the time functional itself is extremized? For finite models, this is actually equivalent to the given
procedure. For Field Theory, however, the two become inequivalent due to factors of
√
W becoming entangled with
the derivative operators that arise ‘by parts’ in the spatial integration. The necessary property that the timestandard
be independent of whether the action has already been reduced then forces the extremization to take the above form
(Fig 3).
Figure 3: Let us denote the map from an action to the corresponding emergent time candidate by T , We denote the map consisting of
substituting in the g-extremum of the action by E, and the map consisting of substituting in the g-extremum of the timefunction itself
by E′ E and T naturally commute: TE = ET , but in general TE′ 6= ET . This is why we use the g-extremum of s in order to free t of
g-dependence.
Remark 2 The local character of GR’s emergent time notion arises from the field-theoretic use of local square roots
(i.e. take the square root prior to integrating).
Remark 3 The final form of tem can in this case be identified as the GR proper time, now obtained as an emergent
concept. In a suitable cosmological setting, this is aligned with cosmic time, recovering Article I’s minisuperspace
result. We are using a distinct name and symbol I for ‘instant’ since this emergent entity is, most primarily, a labeller
of instants. This ends up, very satisfactorily, being dual to the GR proper time. GR proper time is indeed a quantity
which in general differs from point to point, and it is this desirable feature which arises from the field-theoretic local
square root ordering (Sec I.4.6). It is in this manner that local square roots manage to be desirable in GR despite
their Finite Theory counterparts being questionably Machian and not physically realized.
Via
∂I := ∂s
2
√
R
= ∂
(temRi ) ,
the Λ = 0 tem–instant dual simplifies the momentum-change relation and Jacobi–Mach equations of motion into the
forms
p = M
∂Fh
2 ∂I , (74)
∂Fp =
{√
h{Rh− R+DD − h4} − 2√
h
{
p · p− p2 p
}}
∂I . (75)
8 Reduced configuration spaces for Field Theory and GR
8.1 Topology of superspace(Σ)
Structure 1 Fischer showed that
superspace(Σ) = Riem(Σ)
Diff(Σ) (76)
[14] can be taken to possess the corresponding quotient topology. superspace(Σ) additionally admits a metric space
metric of the form [14] (II.109) In this manner, superspace(Σ) is a metrizable topological space and thus obeys all
the separation axioms and thus in particular Hausdorffness; it is also second-countable [14]. Superspace is thus in
this way ‘2/3rds of a manifold’.
Structure 2 However, unlike Riem(Σ), superspace(Σ) fails to possess the infinite-dimensional analogue of the
locally-Euclidean property. Wheeler [9] credited Smale with first pointing this out. Fischer [14] subsequently worked
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out the detailed structure of superspace(Σ) as a stratified manifold. In particular, the appearance of nontrivial
strata occurs for Σ that admit metrics with non-trivial I(〈Σ,h〉). In these cases Diff(Σ) clearly does not act freely
upon these metrics. Rather, the superspace(Σ) quotient space is here a stratified manifold of nested sets of strata
ordered by dim(I(〈Σ,h〉)).6 Indeed, Fischer [14] tabulated the allowed isometry groups on various different spatial
topologies. In this way, superspace(Σ) is not itself a manifold.
9 Example 3) GR with fundamental matter fields
In general, the Thin Sandwich equation (52) is proportional to momentum flux Pi. The Thin Sandwich Problem
has mostly only been considered for phenomenological matter [7, 34, 38]. Best Matching, however, concerns funda-
mental matter, a distinction of note since corrections to velocities do not occur in phenomenological matter terms.
Giulini [40] did consider the Thin Sandwich Problem for Einstein–Maxwell Theory (including protective theorems).
Christodoulou [20] and the Relational Approach [43, 44, 46] each covered this with GR coupled to a full complement
of fundamental matter. [These works are at the level of the form of the equations but not at the level of Thin
Sandwich Theorems.]
The specific examples below lie within the scope of Appendix 9.1’s configuration spaces. ΠZ are then the momenta
conjugate to the matter variables ψZ.
Example 1) The Einstein–scalar case is useful for Cosmology, including this Series of Articles’s main Minisuperspace
model and perturbations thereabout. Here
SGR-φRel =
∫∫
Σ
d3x ∂s
√
R− 2 Λ− 12 |∂φ|2 −V(φ) , ∂s = ||∂F(h, φ)||M(h) , (77)
forM as given in Appendix 9.1. Moreover,
H := ||p||N2 + 12pi2φ −R− 2 Λ− 12 |∂φ|2 −V(φ) = 0 , (78)
Mi := − 2Djpji = − piφφ,i , (79)
temRi (x) = E′F∈Diff(Σ)
∫ ||∂F(h, φ)||M(h)
R− 2 Λ− 12 |∂φ|2 −V(φ)
, (80)
Dj
{√
R− 2 Λ− 12 |∂φ|2 −Vφ
{hachbd − habhcd}{∂hab − 2D(a∂Fb)}{∂hcd − 2D(c∂Fd)}+ 12 |∂Fφ|2
× {hjkδli − δji hkl}{∂hkl − 2D(k∂Fl)}
}
=
−
√
R− 2 Λ− 12 |∂φ|2 −Vφ
{hachbd − habhcd}{∂hab − 2D(a∂Fb)}{∂hcd − 2D(c∂Fd)}+ 12 |∂Fφ|2
∂Fφφ,i . (81)
Example 2) Einstein–Maxwell Theory has
SGR-ARel =
∫∫
Σ
d3x ∂s
√
R− 2 Λ− B2/2 , ∂s = ||∂Fh, ∂F,ΨA)||M(h) , (82)
H := Nijklpijpkl + 12piipi
i −R− 2 Λ− 12B2 = 0 , (83)
G := ∂ipii = 0 , (84)
Mi := − 2Djpji = − {pi × B}i −AiG , (85)
temRi (x) = E′F,Ψ∈Diff(Σ)×U(1)(Σ)
∫ √
||∂Fh||2M + 12 |∂F,ΨA|2
/√
R− 2 Λ− 12B2 . (86)
See [40] for consideration of its Thin Sandwich Problem, which now involves a system of 4 equations for 4 unknowns.
As some background on the Einstein–Dirac case, this has an action of the schematic form
S =
∫∫
Σ
d3x
{√
2
√
W∂squad + ∂slin
}
. (87)
I.e. a locally ordered Field Theoretic version of the ‘Randers type’ action [46, 56] (a subcase of Jacobi–Synge action).
Moreover, the species whose changes enter the quadratic and linear arc elements are disjoint: only bosonic changes
enter the former, and only fermionic ones confer the latter.
6superspacetime(m) also has nested strata and conical singularities corresponding to the geometries with nontrivial Killing vectors.
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9.1 Configuration spaces for GR alongside minimally-coupled matter
Structure 1 This case is useful through including fundamental-field second-order minimally-coupled bosonic matter.
The redundant configuration space metric now splits according to the direct sum [22]
M = Mgrav ⊕Mmcm . (88)
Notation 1 We use ψZ to denote fundamental-field second-order minimally-coupled bosonic matter, consisting of
blockwise disjoint species ψz, with z ∈ Z.
Remark 1 It is usually additionally assumed that M is independent of the matter fields. This example covers e.g.
minimally-coupled scalars, Electromagnetism, Yang–Mills Theory and scalar Gauge Theories, in each case coupled
to GR.
Structure 2 In the case of a minimally-coupled scalar field, we denote the corresponding configuration space by
RIEM(Σ) . (89)
. Notation 2 We generally use the capped version of a GR configuration space to denote further inclusion of a
minimally-coupled scalar field.
Structure 3 The (undensitized) metric on this takes the blockwise form
M(h) := ( 1 00 M(h) ) (90)
for M(h) the GR configuration space metric itself. [This immediately extends to the case of N minimally-coupled
scalar fields.]
9.2 Example 4) Strong Gravity
For now, by Strong Gravity we mean the strong-coupled limit of GR [18]. Via the Belinskii–Khalatnikov–Lifshitz
Conjecture [12], this is widely believed to be applicable to the primordial-cosmology universe near a singularity.
Strong Gravity exists in both geometrodynamical and metrodynamical forms, with two and five degrees of freedom
per space point respectively. The geometrodynamical case follows from
S =
√
2
∫∫
Σ
d3x
√
−2Λ ∂s (91)
for ∂s the usual GR kinetic arc element (63), whereas the metrodynamical case has the ‘bare’ kinetic arc element
∂s := ||∂h||M . (92)
This accounts for the latter’s three extra degrees of freedom, since the absence of Fi or βi means that no momentum
constraint M appears.
Hstrong := ||p||N2 + 2 Λ = 0 . (93)
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