Abstract-Volt/var control (VVC) is one of the primary functions of the distribution management system aiming at optimum operation of power distribution networks while respecting all of their operational and security constraints. However, the recent huge integration of highly stochastic distributed generation (DG) sources with the grid presents a significant challenge to the traditional VVC schemes, which assume the future to be perfectly known. This paper presents a two-stage chance constrained optimization scheme to handle these nodal power uncertainties and guarantees that the operational and security constraints are respected for almost all realizations of the uncertainty. The chance constrained model is solved by collecting enough randomly chosen samples from the probability spaces of the uncertain parameters so that the class of the problem, a mixed integer second-order cone program, is not elevated. The algorithm not only dispatches the optimum schedule for discrete controlling devices like transformers and shunt capacitors but also optimizes the predefined decision rules for reactive power control of DG sources, thus falling in line with the requirement laid down in the revised IEEE 1547 Standard. Numerical simulations on three different test systems show the superiority of the proposed algorithm over the traditional deterministic methods.
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NOMENCLATURE
I. Notation
E(Z)
Expected value of the random variable Z. P (.)
Probability of occurrence of an event.
x/x
Minimum/maximum value of quantity x. B Set of all the buses.
Cap/DG Set of buses with capacitors/DGs. L Set of all the branches. s Index of s th scenario.
T rf
Set of branches with transformers/OLTCs. 
II. Parameters
. t k ij
Value of k th level of tap setting of the tap changing transformer on branch (i, j). y j Net shunt admittance at node j without considering shunt capacitors. y ij The shunt admittance of the line (i, j), y ij = g ij + jb ij .
Z ij
Series impedance of branch (i, j).
III. Variables
A j , B j , C j Quadratic rule coefficients relating active and reactive power of the DG connected at bus j.
I ij
Branch current phasor flowing between the transversal elements on branch (i, j th binary variable corresponding to the discrete levels of the shunt capacitor/transformer connected at bus j/branch (i, j).
I. INTRODUCTION
V
OLT/VAR control in distribution systems primarily aims at maintaining an acceptable voltage profile throughout the system by strictly restricting the voltage magnitude at each node within its upper and lower bounds. There can also be secondary objectives such as active power loss minimization, and power demand minimization on the substation which is also called energy conservation [1] . VVC achieves this aim by determining a periodical schedule of switched shunt capacitors, load tap changing transformers, and reactive power from DG sources.
The majority of the VVC strategies in distribution systems employ a centralized controller which decides the optimum control set points of various controlling devices based on current network topology and net nodal injections. These methods use a mathematical representation of the system together with real-time measurements and employ optimization techniques to guarantee an optimum solution [2] , [3] . The common approaches used to solve the centralized VVC problem include the well-known interior point methods [4] , mixed integer linear programming [5] , dynamic programming [6] , [7] , and evolutionary algorithms such as genetic algorithms [8] and particle swarm optimization [9] .
The power industry is undergoing a phenomenal transformation to achieve low carbon targets [10] , by increasing the share of renewables in its energy mix. The huge integration of these renewable based DG sources creates many operational challenges for the traditional voltage control strategies. Wind and solar power are highly intermittent in nature besides being non-dispatchable [11] , whereas the traditional synchronous generator output is free from any uncertainties, so is taken to be deterministic for power system operation and control applications. The problem is compounded by the fact that distribution systems are characterized by a high resistance to reactance ratio, which makes voltage variations more susceptible to fluctuations in the nodal real power injections. In this regard, several researchers have recently focussed on modelling the VVC problem in a stochastic framework. The authors in [12] considered the uncertainties present in hourly solar irradiance, wind power and load forecasts to set up a stochastic multiobjective VVC problem which was solved by using an evolutionary technique known as the modified teaching learning algorithm. In [13] , the stochasticity present in the forecasts was dealt by setting up a robust reactive power optimization framework which was subsequently solved by an approach similar to Bender's decomposition, known as the column and constraint generation algorithm. A chance constrained approach to solve the stochastic VVC problem was considered in [14] , whose solution algorithm was more or less similar to the gradient descent algorithm. However, the solutions required a posteriori validation through Monte Carlo trials because of the non-convex nature of the power flow equations.
This paper builds on the stochastic VVC problem formulation through a chance constrained framework, resulting in the security constraints being met for almost all the realizations of uncertainty with a certain confidence level. The uncertainties in the system, including the DG and load forecast errors, are modelled using a scenario based stochastic approach so that the class of the problem is not elevated. A scenario reduction algorithm based on submodular optimization [15] is used to choose a subset of scenarios which contains most of the stochastic information present in the original set. The discrete nature of transformer tap settings and shunt capacitors together with the nonlinear power flow equations results in a mixed integer nonlinear programming (MINLP) problem which is known to be NP hard and cannot be reliably solved due to the non-convex nature of the solution space. Thus a conic relaxation technique based on the branch flow model [16] is used to relax the original non-convex power flow equations, which transforms the MINLP model to a mixed integer second order cone program (MISOCP); MISOCP can be solved using state-of-the-art commercial solvers. The developed model is also able to provide a recourse opportunity to the decision maker by incorporating quadratic decision rules which decide real time inverter reactive power as a function of DG active power, a functionality that is completely alien to the traditional VVC schemes [1] - [9] . The DGs were prohibited to lend any reactive power support to the system by the IEEE 1547 standard [17] until recently, when an amendment [18] to the standard allowed DG reactive power to actively participate in distribution voltage regulation. This gives rise to a two-stage stochastic VVC framework where the classical discrete controlling devices are scheduled in the first stage and held at fixed settings throughout the entire optimization horizon, while the inverter reactive powers are adjusted in the second stage upon the final revelation of uncertainty. This is justified because of concerns about wear and tear and the inherent slow controlling speed of discrete controlling devices as compared to the DG inverters. The developed VVC framework allows the DG owners to run their DGs at the possible maximum power point without any active power curtailment issues, which ensures that the share of clean renewable energy is maximized in the energy mix of the network. The only requirement by the VVC is that the DG owners should be able to provide an estimate of the next optimization horizon forecast of active power with the corresponding confidence measurements like the standard deviation of the assumed probability distribution function. Thus, the paper attempts to solve a chance constrained optimization problem which has traditionally been solved by reformulation of the non-convex probabilistic constraints to their deterministic counterparts using the probability density functions [19] , [20] . As it turns out that the deterministic counterparts are more complex than the original basic constraints, free of probabilities, like a linear chance constraint results in a second order conic constraint. Thus the original chance constrained version is said to have been elevated in complexity to the more complex deterministic optimization problem. Also carrying out this reformulation is very difficult in practice. This is particularly true because of the fact that the power flow equations involve trigonometric quantities when presented in their polar form. However the scenario approach used in this research preserves the basic structure of the bounds, used as chance constraints. This means the class of the basic MISOCP problem is not elevated. Further, we anticipate that the proposed algorithm to solve the scenario based chance constrained VVC can be applied to other chance constrained optimal power flow problems like unit commitment, economic dispatch etc. without much modifications. The proposed algorithm in its current form runs in a centralized fashion like standard VVC applications; it requires communication and monitoring infrastructure to function properly. The handling of uncertainty also limits how the algorithm scales to very large systems. However the research will serve as a starting point to develop VVC routines that handle uncertainty, and which could be extendible to decentralized applications.
The rest of the paper is organised as follows: Section II introduces the general chance constrained VVC problem framework in active distribution networks and presents ways to handle the challenges that are related to the non-convex nature of the power flow solution space and the computational complexity of probabilistic security constraints. Section III presents a twostage stochastic formulation of the VVC problem taking into account the nodal net injection uncertainties; a quadratic rule for adjusting DG reactive power as a function of its real power is also presented. A step by step solution algorithm is proposed to solve the two-stage stochastic optimization problem in Section IV. Section V reports numerical results on three different test systems and a comparison with the classical VVC schemes; the comparison demonstrates the superiority of the proposed approach. The paper is concluded in Section VI.
II. CHANCE CONSTRAINED VOLT/VAR CONTROL PROBLEM FOR DISTRIBUTION NETWORKS
The general chance constrained VVC problem uses probabilistic security constraints and aims to minimize the mean-value of the power loss in the system. This problem in a distribution system is modelled in the following manner:
The equality constraint in the above framework denotes the power flow equations, which must be satisfied for every solution instance of the problem. This formulation takes into account the randomness of the uncertain parameter ζ and forces the power system security constraints up to a desired probability level (1 − ), thus the solutions are said to be -level robustly feasible. This formulation faces two important challenges:
i) non-convex nature of the power flow equations, ii) computation of probability spaces for bus voltages and branch currents.
A. Convexification of Power Flow Equations
The distribution system is a radial network and hence can be modelled by a set of recursive equations, called the branch flow equations [16] . The branch flow model is built by following three equations:
(2) represents Ohm's law while (3) denotes the complex power flowing over a branch from node i to node j. The branch power flow model is completed by (4), which denotes the complex power balance at each node. This set of equations is transformed to a real-variable formulation which is more easily handled by optimization algorithms. Separating the real and reactive parts of complex quantities and including transformer tap ratios and switched capacitors gives:
The shunt admittance y j = g j + ib j . The equations (5a)-(5c) are linear in the variables P j , P ij , Q j , Q ij , u i , l ij , b cj and t 2 ij with the exception of the bilinear terms u j b cj and u j t 2 i j in (5b) and (5c) respectively. If there is no capacitor connected at a particular bus, then the term u j b cj will not appear in the equation pertaining to that bus and if there is no step voltage regulator present on the branch (i, j), then the corresponding t ij is set at unity. Besides bilinear terms, (5d) gives rise to a non-convex region. These issues can be simplified in the following way: 
(7) is a special ordered set of type 1 and hence gives the mixed integer solver a more intelligent way of finding the optimal solution. It also signifies a practicality constraint of selecting one and only one possible level for the discrete quantity. (6) can be linearised by letting the product of z j c as a new variable say w j and adding the following linear inequality constraints:
M is a big number. If z j acquires a value of 1, then w j is forced to take the value of c by (8) while (9) remains redundant. However, if z j = 0 (8) becomes an inactive constraint while (9) forces the value of w j to be 0. The number of binary variables required by the big-M method is significantly reduced if the discrete set [d 1 , d 2 ,..., d n ] is equivalent to a truncated arithmetic series with a constant difference, say δ, between any two consecutive elements. In this case, (6) and (7) are replaced by the following highly efficient modelling [13] :
x k are binary variables. Clearly the number of binary variables required by this model is much lower than the actual number of discrete entries in the support set of variable d. (10) can be linearised in the same way as done for (6) by introducing dummy variables and adding linear inequality constraints on these dummy variables similar to (8) and (9) .
2) Conic Relaxation of the Quadratic Equality:
The quadratic equality in (5d) can be relaxed to an inequality constraint and the authors in [16] have proved that this relaxation is exact under standard and realistic assumptions in distribution network operation. The feasible set of the relaxed inequality is convex as it can be easily transformed to a second order conic constraint. The relaxation and transformation is shown below:
B. Computationally Feasible Approach for Probabilistic Constraints
The computation of the exact probability spaces for the bus voltages and branch currents required in framework (1) is difficult and computationally challenging. However, Esfahani et al. [22] proved that if a certain minimum number N of randomly chosen samples of the uncertain parameter (sampled with respect to its probability space) are collected and the constraints of the chance constrained problem are forced to be feasible for all these sampled instances, then the resulting solution (which we will call the randomized solution) will be feasible to the original chance constrained problem with a predefined confidence level. To guarantee these a priori probabilistic bounds, the deterministic optimization problem should be either convex or a mixed integer program whose continuous relaxation is convex; such a structure is referred to as a mixed integer 'convex' program (MICP). For a particular subset of MICPs whose integer variables admit values in the set {0,1}, the number of samples to be generated with n continuous and l binary decision variables is governed by the following relation:
where γ is the confidence parameter implying that with probability no smaller than 1 − γ, the randomized solution of the original chance constrained problem will be -level robustly feasible. (14) allows to adjust according to the acceptable level of risk and γ, which will be normally small enough to be negligible. It is advocated that the value of N should be chosen as large as possible; practically N is selected within the computational power of the solver used. This scenario approach of solving a chance constrained framework not only preserves the basic structure of the problem but also works equally well with any probability distribution, even when the underlying probability distribution is not known but the samples are available from measurements as is the case in most practical situations.
C. Penalization of the Tap Changes for Discrete Controlling Devices
The concern about the wear and tear and ultimately the life of the classical voltage regulating devices requires that frequent switching operations of these devices be prevented. The minimization of tap changes generally appears as an objective term in the multi-time step optimization programs [4] , like the one which schedules the voltage controlling devices for each hour in the next day, so that the total tap-changer operations are minimized over the entire scheduling horizon. However, the VVC considered in this research is a single time step optimization carried for the next hour for good reason of having reasonably accurate forecasts for the uncertain nodal injections, as against the multi-step optimization which requires day-ahead forecasts for the uncertain quantities and hence jeopardizes the robustness property of the algorithm. Hence, we consider the absolute value function of the tap changes between consecutive schedules as an objective term which resists the tap changes corresponding to the previous schedule and thus achieves the tap minimization. Thus the actual objective of the optimization program considered in framework (1) will be:
Here the weights associated with the power loss and the tap changes are denoted by C p and C s respectively. We consider the weights such that C p + C s = 1, which implies that the decision maker can run the optimization routine with a preferential setting for either of the two objective terms. If C p = 1, only power loss minimization is considered while a value of C p = 0 means only tap minimization is considered. In order to run the VVC in an unbiased manner, both C p and C s are set equal to 0.5. The absolute value function appearing in the objective can be pushed in the constraint set of the program by using the epigraph programming concept [23] :
Here, T ≥ 0 is the upper bound on the number of tap changes in the current schedule relative to the previous schedule.
III. TWO STAGE STOCHASTIC OPTIMIZATION FORMULATION FOR VOLT/VAR CONTROL PROBLEM
After incorporating the simplifications discussed in Section II in the framework (1), a two-stage stochastic VVC problem is set up: the slow controls viz. capacitor, OLTC and step voltage regulator set points are "here and now" decisions that need to be made before the uncertainty is revealed and are kept fixed throughout the entire optimization interval -an hourly time window, whereas the fast controls viz. inverter reactive power is allowed to be a second stage recourse or "wait and see" decision. The second stage adjusts the reactive power from the DGs in real time according to a pre-defined rule. This pre-defined rule is chosen to be a univariate quadratic equation relating the DG reactive power to its active power, whose coefficients are also available from the first stage. Although the developed framework is flexible enough to optimize over a wide range of decision rules, the quadratic rule was chosen because it closely conforms with the standard Q(P) characteristic piecewise linear curves as suggested in the German grid code [24] . However if the Q(P) characteristics of a DG are not adequately approximated by a quadratic rule like the case of a saturation function or a saturation function with a dead zone, different decision rules need to be adopted or else the corresponding DG will not be able to participate in reactive power ancillary services. It is important to note here that the algorithm allows the use of any polynomial reactive power rule, in which case the corresponding constraint is always linear. Previously a linear rule to adjust the DG reactive power has been used in the literature [25] , however the benefit of a quadratic reactive power rule is that the quadratic term provides additional recourse flexibility over the linear rule. Also the optimizer can force the coefficient of the quadratic term to be zero if a linear rule is necessary. The pre-defined rule adopted in this study has the following general form:
Thus, in the first stage the following MISOCP is solved: 
The objective of the above optimization problem as defined by (19) is to minimize the expected power loss in the network across all the scenarios while keeping the schedule of the discrete controlling devices close to the previous schedule. The feasible region for this problem is demarcated by the constraints (20)- (39) and is defined by the vector of optimization variables,
T . (20) and (21) make sure that the current schedule is not far from the previous schedule through the concept of epigraph programming as is discussed in (17) . (22) describes the real power balance at each node of the system. Note that the ZP model is used for the net load real power injection at a node with α P ,j and α Z,j , which define the constant power and the constant impedance component coefficients of the load injection P j . The full ZIP load modelling is not directly amenable with the second order cone relaxations, however an approximate ZIP modelling is possible on the lines of [26] . eq. (23) describes the reactive power balance at each node of the system. The bilinear term b c,j u j is linearised by the efficient procedure as explained in (10)- (11) through the introduction of dummy variables w k j . The number of binary variables z k j required by this efficient modelling is bounded by (24) . The constraints for these dummy variables are defined by (25) and (26) in the same vein as (8) and (9) . (28) and (29) define the Ohm's law equation of the branch flow model. eq. (28) is defined for a branch which does not feature a transformer, while (29) is necessary for the remaining network branches. eq. (29) is basically the same as (5c) with the bilinear term u j t 2 i j linearised in accordance with (6) . This linearisation is forced to be equivalent to the original constraint with the help of the Big-M method defined through (30)-(33). (34) gives the second order cone relaxation as described by (13) . eq. (35) defines the voltage security constraints of the network while the branch current security constraints are defined by (36) and (37). These branch current security constraints correspond to the currents starting at the ends nodes of the branches and take into account the shunt current components flowing through the transversal elements of the equivalent-π model. There is no way for the program to confirm, in advance or during optimization, which branch will exhibit reverse power flow; therefore the current magnitude squared from each end of the branch is used. In case of normal power flow (36) will be active while as (37) will be redundant and for reverse power flows (37) will be active with (36) being redundant. The amount of reactive power available from each DG is limited by (38), which defines a power factor type control that implies the DG power factor can not be deteriorated beyond |pf d |.
IV. PROPOSED SOLUTION STRATEGY
The two-stage stochastic VVC problem is set up to ensure that the voltage violation probability, during the optimization horizon, is kept under desirable limits in the face of uncertain nodal net injections. The algorithm requires to simultaneously consider all the generated scenarios leading to a huge optimization program. In order to keep the program tractable, only a small but appropriate subset of the generated scenarios need to be considered. To this end an algorithm is proposed which is summarized by the following steps:
1: Load the power system line data, predicted value of load and DG data. Initialize the iteration counter to 1. Initialize the solution-scenario-set by the predicted value of load and DG data. The solution-scenario-set contains all the scenarios that the optimization program has to consider in the current iteration. Thus in the first iteration, the scenario based chance constrained algorithm is equivalent to the base case VVC algorithm. 2: Solve the base case VVC problem by considering only the predicted values of the uncertain quantities. The base case VVC problem determines the schedule of voltage controlling devices considering the forecast values of the nodal injections free of any error and hence deterministic in nature. The base case problem is only a special case of the model presented by the eqs. (19)- (39), which can be obtained by considering only one scenario of predicted values of load and DG data. In other words, the superscript s will not appear on any quantity in these equations when treating it as a base case VVC problem. Compute the schedule of the slow controlling devices viz. OLTC, VR and capacitors. Also store the value of the quadratic rule coefficients relating DG active and reactive power. Since this schedule of the controlling devices corresponds to the base case VVC, it needs to be checked for its robustness level. 3: From the probability distribution functions of the forecast errors, generate N number of forecast-error-scenarios as dictated by (14) . Compute N different realizations (called scenarios from now onwards) of uncertain data by adding forecast-error-scenarios with predicted values of the load and DG data [27] .
4: Form the bus admittance matrix, Y bus , that accounts for the most recent schedule of slow controlling devices. The most recent schedule in the first iteration corresponds to the schedule computed in step 2. Carry out a proper ordering of the columns of Y bus for factorization sparsity and perform its LU factorization; 'LU' stands for 'lower upper'. This permutation of the columns, which is based on the sparsity pattern of Y bus , ensures that the fill ins in the LU factors are reduced. 5: Compute N different power flow solutions using the current injection load flow algorithm [28] for the N different scenarios generated in step 3. Note that the Y bus remains constant for all these load flows, which implies the LU factors computed in the previous step are constant for all the N power flows. This ensures that the load flow solutions for all the generated scenarios are available quickly enough for the whole algorithm to converge within practical times. The buses hosting DGs are allowed to inject reactive power according to the most recent coefficients of the quadratic decision rule, which relates the DG real and reactive power. Check the load flow solution of each scenario for any security constraint violation and hence collect the set of violated scenarios. Let the cardinality of the violated scenario set be N V . 6: If N V = 0, stop and dispatch the schedule of classical slow controlling devices and the coefficients of the quadratic decision rule, else go to step 7. Note that when N V becomes zero, the current schedule is sufficient to drive the security constraints of all the scenarios to their feasible region. A non-zero value of N V implies that there are still some scenarios whose security constraints are infeasible based on the current schedule. 7: Choose the most dominant subset of cardinality N V R from the violated scenario set by running submodular scenario reduction algorithm [29] . This algorithm is basically an accelerated greedy algorithm which seeks to maximise a particular submodular function in the l 2 -norm of the original and the reduced set of scenarios. The scenario reduction algorithm not only effectively trims down the size of violated scenario set but also retains most of the stochastic information embedded in the set. The probabilities of the original scenario set are redistributed according to the rule proposed in [30] , according to which the probability of a preserved scenario is given by the sum of its own probability and the probability of all the deleted scenarios which are closest to it with respect to their Euclidean distances. Add these N V R scenarios to the solution-scenario-set. 8: Run the stochastic scenario based chance constrained VVC optimization algorithm as set up in Section III taking into account the solution-scenario-set only. Update the schedules of slow controlling devices and coefficients of the quadratic decision rule. 9: Increment the iteration counter by 1 and go to step 4. It can be noticed that the MISOCP set up in (19) - (39) is basically solved in the step 8 of the above algorithm. The preceding steps of the algorithm are required to prepare the solutionscenario-set which comprises of a set a violated scenarios, that are able to represent the majority of the stochastic information about the set of violated scenarios while at the same time being considerably smaller in size. The algorithm behaves in such a way so as to guarantee that the schedule obtained in the final iteration is robust enough to respect the security constraints of all the scenarios generated in the step 3 of the algorithm, by considering only handful of them. This algorithm is easy to implement and ensures to remove almost all the voltage violations in the face of uncertainty. The algorithm also provides intuitive guidelines on how the powerful technique of scenario based optimization can be used to obtain robust solutions for various other power system operation and control applications like OPF, unit commitment, economic dispatch etc. The corresponding flowchart is shown in Fig. 1 .
V. NUMERICAL RESULTS
A. System Model
The computational tasks were performed on a 3.5 GHz Intel Xeon E5 processor with 64 GB of RAM, where the proposed algorithm was programmed in MATLAB and the MISOCP prob- lem was solved using the CPLEX 12.7 optimization studio. The algorithm was tested on the following systems:
r The UKGDS 95 bus system [31] which is fed by a 33/11 kV substation OLTC transformer is shown in Fig. 2 r Another set of tests is performed on a 190 bus network which is created by appending another UKGDS 95 bus system to the one shown in Fig. 2 , at node 95. The numbering of the nodes on the appended portion is in the same sequence as the parent network. The loads in the appended networks are slightly modified from the original. There are six OLTCs, of same specification as the parent network, on the branches 0-1, 15-62, 37-38, 95-96, 130-131, and 158-59. The network also hosts four SSCs of similar specifications as the UKGDS 95 bus system at the nodes 58, 73, 137, and 186. The forecast power of each of the four DGs at the buses 42, 95, 121, and 168 is 0.5 MW. The capacity of the interfacing DG inverters in each case is overrated so that they can operate at 0.95 lead/lag pf during worst conditions. The forecast errors of the loads and DG power are assumed to be Gaussian [14] , with the standard deviation of the load forecast errors set equal to 5% of the nominal value [32] .
In order to estimate the sample size N from (14) , the value of is set at 0.02 implying a 98% robustness level of the optimizer while the confidence parameter γ is chosen to be 1e − 10. In order to guarantee these thresholds, the minimum sample size necessary for the three cases under study is shown in Table I . The number of scenarios considered in this study is 30000 for each of the three cases, which is sufficient to guarantee that almost with full confidence, the randomized solution obtained is 98% robustly feasible for the original chance constrained program.
The test results discussed below in subsections B and C have been carried out considering only the power loss minimization as the objective of the VVC routine, i.e., assuming C p = 1. However, the last subsection takes into account both the power loss and tap minimization as the objective.
B. Comparison of Solutions Between Two Stage Stochastic and Deterministic VVC
The schedules obtained from base case and stochastic twostage VVC (STS-VVC) case are validated against 50,000 Monte-Carlo (MC) trials in each different environment. The effectiveness of the STS-VVC over the base case algorithm is determined by parameters such as the scenario failure rate (SFR) and voltage violation probability (VVP). These parameters are defined as follows:
SFR: SFR is defined as the fraction of scenarios which have at least one voltage violation.
VVP: VVP is defined as the fraction of the total node voltage violations across all the MC trials. Mathematically it can be defined as:
where nM C denotes total number of Monte-Carlo trials, nV V i denotes the number of voltage violations in i th trial, and nB is the number of buses in the system.
The level of conservativeness of the STS-VVC solutions against those of the base case is quantified by introducing a factor known as conservative index (CI), which is defined by:
where P l C C denotes expected value of base case power loss with the controlling devices fixed at the schedule obtained from STS-VVC program, and P l D C represents the expected value of base case power loss with the controlling devices fixed at the schedule obtained from deterministic VVC program. Thus the conservative index can be defined as the increase in the expected power loss in the system for the chance constrained schedule from that of the base schedule. The lower the values of this metric, the better the algorithm is performing. In order to calculate the expectations of the system power loss, probabilities are assigned to each scenario by the method discussed in [12] . The words 'Det' and 'CC' used in various tables represent deterministic case and chance constrained case respectively. Tables II and III display the comparison of solutions of deterministic VVC and STS-VVC approaches from the perspective of the values attained by the reactive power controlling devices for the UKGDS 95 bus system; with the resulting voltage violations and the corresponding conservativeness indices shown in Table IV . In order to keep the presentation simple, the corresponding tables for control device set points have been omitted for the remaining two test systems. However, Tables V and VI present the robustness and conservativeness parameters for these systems. Tables IV-VI clearly show that the performance of the base case schedule deteriorates significantly with the increasing deviation in the DG forecast error. This is evident because the forecast errors become more prominent with the increasing standard deviation of the probability distribution. It is evident from these tables that the voltage violations present in the base case schedule are effectively removed by the STS-VVC schedule. With the base case schedules, more than 40% of the scenarios suffer from security constraint violations on at least one node in every case. The corresponding schedules for the STS-VVC version are more robust and are able to elim- inate the voltage violations in almost all the scenarios. It can also be noted from these tables that the highest value attained by VVP in any case corresponding to the STS-VVC schedule is 0.90%, hence conforming with a priori probability bounds set for in (14) . The price of robustness of the chance constrained solutions is a slight increase in power loss of the system. This slight conservativeness can be traded-off for the robustness of the solutions because robustness is a desirable feature in power system operation where the infeasible operation results in high penalty. Fig. 4 shows the boxplot of the voltage for the most stressed bus (MSB) across all the MC aposteriori trials when the σ d is set at 0.20 in the UKGDS 95 bus system. The MSB for the base case schedule turns out to be the bus 95 which has a voltage swell close to 1.09 in the extreme situation. Even the median of the box plot is very close to the upper statutory limit of 1.05 and the third quartile of the box plot overshoots this limit. On the contrary, it is noticed that the voltages for all the scenarios for the MSB in the STS-VVC are within the statutory limits. Note that the MSB is determined by the maximum value of the boxplot and not the outliers. This explains why there is a small scenario failure rate of 0.11% corresponding to this case as shown in Table IV , as the outliers of some other nodes are shooting past the upper limit of 1.05.
C. Comparison of Computational Performance Between Two Stage Stochastic and Deterministic VVC Approaches
The computational performance of the base case and STS-VVC schemes is compared in the Tables VII-IX on the basis of total CPU time and the number of iterations required to reach to the final optimum schedule. The number of iterations taken by the STS-VVC algorithm is small, which implies that the algorithm needs to update its schedule only a couple of times before it can find a robustly feasible optimum point. However, the time taken by the STS-VVC algorithm is significantly large as compared to the deterministic case. This is because STS-VVC needs to check for violated scenarios by running load flows for each of the generated scenarios along with running a scenario reduction routine after each iteration, while the deterministic case does not make use of any of these routines. Finally, results from these tables also illustrate that the conic relaxation gap for any case is less than 10 −7 , which means that the conic relaxation is exact.
D. Effect of Tap Minimization
The results in Table X have been obtained for the 190 bus system with a standard deviation of 0.15 in the DG forecast errors. The old schedule for all the transformers is taken as 1.0 and for the SSCs it is taken to be 240 kvar. It can be seen as the value of C s increases towards 1, the number of switching operations from the previous schedule decreases which also results in increase in the power loss of the system. The power loss of the system has been normalized against the particular case when only power loss minimization is considered in the objective i.e., when C s = 0.
VI. CONCLUSION
This paper presents a two-stage stochastic chance constrained VVC approach to achieve robust solutions in the face of uncertainty in DG active power and consumer loads. Convexification and conic relaxation of power flow equations along with replacing probabilistic chance constraints with enough scenarios from the corresponding probability spaces enables to cast the problem as an MISOCP. Initially the proposed solution algorithm only considers the deterministic case but enforces the most dominant violated scenarios in subsequent iterations until it reaches its robust optimum point. The algorithm is not only able to dispatch a schedule for classical reactive power controlling devices but also optimizes quadratic decision rules relating reactive power of DGs with their real power injection. The numerical results reveal that the proposed algorithm has better performance as compared to the traditional deterministic case and is able to achieve highly robust solutions. The price of robustness is paid in terms of slight conservativeness in the solutions.
