Abstrucf-This paper addresses the issue of global and semi-global stabilizability of an important class of nonlinear systems, namely, a cascade of a linear, controllable system followed by an asymptotically (even exponentially) stable nonlinear system. Such structure may arise from the normal form of "minimum phase" nonlinear systems that can be rendered input-output linear by feedback. These systems are known to be stabilizable in a local sense, and, in some cases, global stabilizability results have also been obtained. It is also known, however, that when the linear "connection" to the nonlinear system is nonminimum phase, i.e., it has zeros with positive real part, then global or semi-global stabilizability may be impossible. Indeed, it has been shown that for any given nonminimum phase linear subsystem, there exists an asymptotically stable nonlinear subsystem for which the cascade cannot be globally stabilized. We expand on the understanding of this area by establishing, for a broader class of systems, conditions under which global or semiglobal stabilization is impossible for linear and nonlinear feedbacks.
I. INTRODUCTION
The stabilizability of interconnected nonlinear systems has attracted increasing interest since the appearance in the control scene of the normal form and zero dynamics Although these systems are asymptotically stabilizable by linear <-feedback in a local sense (e.g., [2] ), the extension of such results to being global is not immediate, and further conditions may need to be applied. For example, it is known that the cascade (1) is not necessarily globally stabilizable by linear <-feedback only, i.e., with II = IC<, due to the existence of phenomena like pealung [3] , [4] .
Another obstacle to global stabilizability has been recently identified as unboundedness unobservability [5] , where some unmeasured states may escape in finite time while the output remains bounded.
In [6] and [7] , sufficient conditions have been given to globally asymptotically stabilize these "partially linear composite systems" by a smooth feedback U = I<< + u(.r. E ) . A key restriction on the cascades for which GAS can be achieved is that either the linear subsystem must be weakly minimum phase [6] - [lo] , or the growth o f the connection terms is constrained [7, Proposition 51.
The conditions for GAS mentioned above are only sufficient but, as it has been pointed out [3] , they are somehow close to being necessary. Furthermore, in [7] it has been proven that given a nonminimum phase linear system, one can always find a nonlinear system such that the cascade verifying all the other conditions is not globally stabilizable. The results in this paper further expand on this Manuscript received August 4, 1994; revised January 20, 1995 and December 4, 1995. The In this paper, we show that a given class of GAS nonlinear systems cascaded with any single-inpudsingle-output (SISO) nonminimum phase linear system is not (even semi-) globally stabilizable by linear, time-invariant, static <-feedback. In addition, we give a class of SISO linear-nonlinear cascades systems for which no control can give global or semi-global stability. These results are illustrated by an example, where a system of the first class is semi-globally stabilized by linear time-varying [-feedback, and globally stabilized by nonlinear ( E . .c-feedback.
Notation:
The symbols R, C, denote real and complex numbers, respectively, and Re(;c) denotes the real part of the number X . Cand Cf are the open left-and right-half planes, respectively. (1 . 11
is the Euclidean norm for matrices. The rest of the notation is fairly standard, or introduced where required.
AN EXPLOSIVE CASCADE
We study the following class of linear-nonlinear cascades (2)
where m , 11 are positive integers, m, > 1; a ? 8 are positive real numbers; s. t i . y E R, and < E R". We assume that the pair (-4, B) is controllable and the linear subsystem (3), (4) is nonminimum phase, i.e., its transfer function, G ( s ) = C ( s 1 -A)-'B + D , has a zero at the complex frequency s = v , where Re(v) > 0. We also assume These cascades present two fundamental characteristics that make difficult their stabilizability in a global sense: 1) the linear "connection" (3), (4) is nonminimum phase, and 2) the nonlinear subsystem (2) has a strong coupling with its input. The nonminimum phase feature implies the existence of peaking in y when high gain [-feedback is used. On the other hand, the strong coupling of the nonlinear subsystem implies that if y is not sufficiently small, finite time escape of I may occur. Therefore, even when the nonlinear subsystem is globally exponentially stable without input, the cascade may fail to be GAS.
Let us now characterize a necessary condition for the semi-global stabilizability of system (2)-(4) that will be used later. Define the change o f coordinates
with iu = a ( m -1). Then, we can write (2) as
' Some authors use the terms potentially global or on compacta stabilizability.
0018-9286/96$05,00 0 1996 IEEE to which, corresponds the solution Suppose that zo is a given positive initial condition for (2). Then ~( 0 )
is also positive and so, from (6), we see that 7 l ( t ) may get arbitrarily close to zero at any t for which the integral on the right-hand side (RHS) of (6) is large enough, eventually resulting in the escape to infinity of the nonlinear state ~( t ) .
Thus, a necessary condition for the stability of (2) with any positive initial condition is that the inequality be satisfied for any t 2 0, or equivalently, since q ( t ) is monotonic 111. DOES A NONMINIMUM PHASE LINEAR SUBSYSTEM NECESSARILY IMPLY PEAKING? Condition (7) is our starting point to explore a key connection between the "degree of nonminimum phaseness" of the linear subsystem and the dynamics of the nonlinear subsystem. In this section, we shall see that this connection determines the stabilizability properties of the cascade (2)-(4). More specifically, we shall demonstrate 1) conditions under which the cascade cannot be semi-globally stabilizable and 2) conditions under which the cascade cannot be semi-globally stabilized by using Linear, time-invariant, static feedback of the linear subsystem states. We shall also extend these issues to a more general class of cascades, where the nonlinear subsystem presents a particular type of Lyapunov function.
We require some preliminary results on linear systems and matrices. The following lemma recalls an input-output relation satisfied by linear systems with nonminimum phase zeros [14] .
Lemma I : Consider a linear system
with t in R" and U : y in R. If v is a nonminimum phase zero of the transfer fnnction G(s) = C(.sI-A)-' B+D, and y(t) is the bounded response to a bounded input u ( t ) with initial condition to, then
Proojl The proof follows trivially on noting that since y ( t ) and u ( t ) are bounded, s = v is in the region of convergence of their The next theorem states conditions under which the cascade (2), (3) cannot be stabilized in a global sense.
Theorem2: The cascade system (2), (3) is not semi-globally stabilizable if the linear subsystem (3) has a nonminimum phase zero at s = v such that R e ( v ) > 4 7 7~ -1)/2p.
corresponding Laplace transforms, y ( s ) and U( s ) .
Proqf? From Lemma 1 we can write By applying Holder's inequality to the RHS of (8) and solving an integral, we obtain
where, as in Section 11, we denoted and (9) give
Note that is a number independent of any feedback. Moreover, :If can always be made positive and arbitrarily large by appropriate choice of the initial condition ( 0 . As we have seen in Section 11, the stability of the cascade in a global sense requires that (7) be true for all initial conditions. Yet, (IO) and the previous remark on M indicate that given S O , there always exist values of <O for which (7) is violated. The result then follows.
The above theorem tells us that if the linear subsystem has a nonminimum phase zero relatively "fast" with respect to the dynamics of the nonlinear subsystem, namely, then the cascade cannot be globally or semi-globally stabilized by any control. At this point, a natural question arises: is it possible to achieve GAS or semi-GAS if (1 1) 
Notice that the stability of .41i is independent of p2. 
By applying the matrix inversion lemma to the last equation, we get Here, as in the proof of Theorem 2, hf is a number independent of the feedback gain I<. Moreover, 119 can be set positive and arbitrarily large by selection of the number y. Hence, the necessary condition for stability (7) can always be violated, and the result follows.
The issues addressed by Theorems 2 and 3 can be extended to cascaded linear-nonlinear systems with the nonlinear subsystem having a particular type of Lyapunov function.
[EEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 41, NO. 6, JUNE 1996 Theorem 5: Consider the system where the linear subsystem is nonminimum phase, i.e., has a zero v E C+, and the nonlinear subsystem 5 = f ( 2 , 0) has a Lyapunov function I'(s) 2 0, V(2) = 0 e 2 = 0, and V(z) + 00 + llzll,+ x, such that (21) with a , ;3 positive real numbers, and n , p positive integers, n > 1. 
To illustrate these results, the next section presents an example of a system for which Re(v) 5 a ( m -1)/2p, i.e., which we could expect to globally stabilize, although-recalling Theorem 3-not using a feedback u = I<(. As we shall see, we can achieve semiglobal stability using linear static time-varying <-feedback and global stability using nonlinear ( E , 2)-feedback.
IV. EXAMPLE: A DYNAMIC "GAMBIT"
As seen in the previous section, the question of the linear subsystem being nonminimum phase is critical to the stabilizability of these cascades, particularly if we are restricted to a control law U = I<<. Nevertheless, the situation is different if we use a linear time-
More specifically, in this section we present an example where the nonminimum phase zeros of the linear subsystem are "not too fast" (see Theorem 2), and so we obtain global and semi-global stability using a switching control strategy.
The proposed switching strategy consists of two stages. Firstly, annihilate the output of the linear subsystem to let the nonlinear state go to zero, while allowing the linear states to grow exponentially. Then, after a suitable period of time, switch to a control strategy that stabilizes the linear states. Since the linear states grow at a slower rate than the decay of the nonlinear state, it is always possible to find a switching time avoiding finite time escape of 2. This stratagem is somehow reminiscent of a chess gambit, where a piece (stability of the linear states) has to be initially sacrificed to ultimately win the match (global stability of the cascade).
We now introduce the example. Consider the cascade s = -32 + c 2 y 2 The following remark is first in order.
Remark 2: Note that z = 0 is an invariant manifold of system (22) (23) gives U , E, z bounded for t > 0 and, moreover,
Proof: First, for t < T , the control is set to U = E, so the system has the form i = -32 E = E so z ( t ) : = e -3 t z~ and ( ( t ) = etCo. This obviously makes the linear subsystem unstable, but note that the condition v < &/2p assures that z ( t ) goes to zero at a faster rate than that at which I<(t)l increases.
Then, at t = T-and for all t > T-set the control to U = -E to render the linear subsystem stable. The linear state will evolve as
[ ( t ) = e--(t--2T)E~
, and the output, y = 2C, will display a big peak before starting to decrease. Let us see that, by the choice of T , this peak does not provoke finite-time escape of z and, furthermore, gives exponential decay of all variables.
Recalling the change of coordinates introduced in Section 11, we have the associated variable ~( t ) = e -3 t / z ( t ) , and for t 2 T we can write (24) gives T = 0.47 + E. It can be seen from the plots that the critical case with E = 0 still stabilizes the system, although with a big peak in z.
Remark 3: This control strategy for semi-global stabilizability can be generalized to a cascade where the linear subsystem has relative degree greater than zero. In this case, though, we cannot force the linear subsystem output to zero immediately. Instead, we make it approach to zero exponentially rapidly, which is sufficient to avoid finite-time escape of z ( t ) in a first stage. The determination of a suitable switching time T for ultimate exponential boundedness of all variables follows the same lines given above, but the computation is much more involved. An example with a nonminimum phase linear subsystem of relative degree one can be found in [15] .
B. Global Stability
Alternatively, a nonlinear switching strategy can be devised if we also feed back the nonlinear state z. In this case, we can use the control law 5e-"
( whenever x(' 2 ?,
with E a small positive number. Hence, at most one switching occurs and the system is globally stabilized (and in this case the stability is uniform in time). This is easily seen from the following arguments. and moreover, u ( t ) , ( ( t ) , z ( t ) + 0 as t + 00.
Proof: The proof follows the same steps in the proof of Case A.l, with z ( T ) instead of zo. B.2: [ z ( T ) > 0 and z ( T ) E2(T) 5 5e-"/4] if, at any time t = T , we have z ( T ) > 0 and z(T)<*(T) 5 5eP"/4, then the control law U = -E causes U , E, z to be bounded for t > T , and moreover, U@), [ ( t ) , z ( t ) + 0 as t + 00 without further switching.
Case
Proof For this case, the system's equations are given by (25) again. Let V = xE2. Then it is easy to check that V = -5V(1 -4V/5) I: -5V(l -e-.), and so V goes to zero exponentially
V ( t ) 5 V(T)e-&(t--T)
i.e., there is no further switching for t > T .
The exponential decrease of V determines that also z goes exponentially to zero, since the differential equation for z in (25) Multiplying both sides of the last inequality by e 3 t , and denoting z ( t ) = e 3 t z ( t ) , we get
l Applying the Bellman-Gronwall lemma to (29), it follows that
Finally, (30) gives
On the other hand, note that E and U are already exponentially decreasing to zero. In effect, with this control law we have that 
( ( t ) = [ ( T ) = -u ( t ) .
Proofi For this case, the system's equations become 
E = E .
Then B.3, the linear subsystem will be unstable, E growing exponentially, but only for a finite interval of time, namely, until z(T)E2((T) 5 5e-'/ 4 for some finite T . Fig. 2 shows the phase portrait of the globally stable closed-loop system. Remark 4: We would conjecture that a nonlinear control law can also be generated using these ideas to achieve GAS when the linear subsystem has relative degree greater than zero. Yet, as for the case of semi-global stability, much more involved computations should be expected.
From Cases B.1, B.2, and B.3, we can see that any pair of initial conditions will produce at most one switching of the controller, rendering the system asymptotically stable to zero. Note that in Case V. CONCLUSIONS We have considered the problem of globalhemi-global stabilization of a class of nonlinear systems in the form of a cascade of a linear, controllable system, and a nonlinear, exponentially stable system. Key features of these systems are: 1) the linear "connection" to the nonlinear system is nonminimum phase, which implies that with highgain (-feedback, peaking occurs; and 2) the nonlinear system has a strong coupling with its input, which means that if there is sufficient "energy" in the input then a finite time escape may occur.
We have demonstrated families of these cascades for which globalhemi-global stabilization by linear time-invariant feedback of is impossible. In addition, we have shown that for systems with "slow" zero dynamics (2: stability) relative to the linear nonminimum phase zero location, even semi-global stabilization is impossible.
By example, we have illustrated linear time-varying and nonlinear feedbacks that can give semi-global/global stabilization for the remaining case, i.e., "fast" zero dynamics. In this case, the approach is somewhat counterintuitive, namely: I) First, force the input to the nonlinear system to zero using unstable feedback on the linear system. In this case, the nonlinear state ; I ' converges to zero rapidly, while the linear state diverges. 2) After a suitable period of time, switch to a linear stabilizing feedback to cause the linear state to return to zero. This procedure has an interpretation in terms of invertibility of the linear subsystem. Referring to the internal model paradigm [17] , an ideal controller would be constructed using the inverse of the plant. When the plant (our linear subsystem) is nonminimum phase, we cannot invert it, as it would render an unstable controller. As our control strategy suggests, however, depending on the relative speed of the nonminimum zero we could invert it "for a while." This period of "disconnec1.ion" allows the stabilization of the nonlinear subsystem in a way that, ultimately, the whole cascade remains stable when switching to a stabilizing controller for the linear part.
