Abstract| Adaptive learning dynamics of the Radial Basis Function Network (RBFN) are compared with a scale-based clustering technique Won93] and a relationship between the two is pointed out. Using this link, it is shown how scale-based clustering can be done using the RBFN, with the Radial Basis Function (RBF) width as the scale parameter. The technique suggests the \right" scale at which the given data set must be clustered and obviates the need for knowing the number of clusters beforehand. We show how this method solves the problem of determining the number of RBF units and the widths required to get a good network solution.
I. Introduction
Clustering aims at partitioning data into more or less homogeneous subsets when the apriori distribution of the data is not known. The clustering problem arises in various disciplines and the existing literature is abundant. Traditional approaches to this problem de ne a cost function which, when minimized, yields desirable clusters. Hence the nal con guration depends heavily on the cost function chosen. Moreover, these cost functions are usually convex and present the problem of local minima. Well-known clustering methods like the k-means algorithm are of this type DH73]. Due to the presence of many local minima, e ective clustering depends on the initial con guration chosen. To avoid this problem stochastic gradient search techniques have been studied KGV83] .
Two key problems that clustering algorithms need to address are: 1) How many clusters are present, and 2) how to initialize the cluster centers. An important approach to clustering, which is also the one taken in the present work, is hierarchical clustering that involves merging or splitting of clusters in the scale-space. In this paper we show how this approach solves the two forementioned problems. The question of scale naturally arises in clustering. At a ne scale each data point can be viewed as a cluster and at a coarse scale the entire data set can be seen as a single cluster. Scale has not been given su cient attention in context of clustering even though the notion of scale is long familiar in various elds, and is fundamental to two new topics in mathematics, viz. fractals and wavelet theory RV91].
Scale-based clustering has been studied by several authors in recent years ( RGF90] ; Won93]). Rose et al. have approached the clustering problem from statistical mechanics perspective. In their analysis,`temperature' acts as the scale parameter. At a low temperature each data point is a cluster center, while the entire data set is treated as a single cluster at a su ciently high temparature. It is natural that the number of clusters obtained using their technique depends on the temperature at which the data is clustered. But the authors suggest no definite criteria to decide what is the appropriate or natural scale for a given problem. Wong's study, which is also motivated by statistical mechanics, addresses the problem and suggests a way of determining the`right' scale based on some stability criteria ( Won93] ). Further, he points out that the phenomenon of splitting/merging of clusters at critical values of scale is due to bifurcation, where the scale parameter is the bifurcation parameter.
In this paper, motivated by the analysis presented in Won93], we show how scale-based clustering can be done using the Radial Basis Function Network (RBFN). These networks approximate an unknown function from sample data by positioning \localized receptive elds" over portions of the input space that contain the sample data. It will be seen that the \width" of the receptive elds is the scale parameter in our scheme. Existing solutions to determination of network parameters do not give satisfactory answers to several crucial questions like, how many receptive elds are required for a good t, what should be the width of the receptive elds etc. Viewing width as a scale parameter appears to throw new light on these questions. The paper is organized as follows: Section 2 describes in brief the scale-based clustering scheme presented in Won93]. In Section 3 it is shown how the analysis of Section 2 can be applied to the RBFN case. Accordingly, a way of performing scale-based clustering using RBFN is suggested. An experimental study of this technique is presented in Section 4. A detailed discussion of the present technique and its possible extension to approximation tasks using RBFN, is given in the nal section.
II. Scale-based Clustering by Melting
Wong took a new approach to multi-scale clustering based on the theory of statistical mechanics and bifurcation theory Won93]. This approach allows one to consider one cluster at a time. The cost e(x), for associating a datum x with a cluster C, whose center is y, is de ned as, e(x) = (x ? y) 2 :
Let P (x) denote the Gibbs distribution for associating a datum x with C. Now, the entropy,
is maximized subject to the constraint,
We obtain,
where
Similar to the \free energy" of thermodynamics, a function, F = ?1= log Z (5) is de ned which is minimized as the system settles into a stable con guration. Solving @F=@y = 0 we get, The nal`y's are the xed points of the above one-parameter map for which F acts as a Lyapunov function.
It can be seen intuitively that acts as a scale parameter. The number of clusters obtained by this procedure therefore depends on the value of and the data set on hand. As is decreased gradually from a large value the positions of cluster centers vary smoothly and at certain critical values of the number of clusters suddenly changes. This is due to a bifurcation in y with as the bifurcation parameter. The necessary condition for bifurcation to occur is @f=@y = 1, or, 2 In this section, the analysis presented in the previous section will be applied to learning dynamics of the RBFN. By pointing out a relation between the RBFN learning dynamics and Wong's clustering procedure it will be shown how multi-scale clustering can be done using RBFN, with the width parameter playing the role of a scale parameter. The RBFN belongs to the general class of threelayered feedforward networks. The output of the ith output node, f i (x), when input vector x is presented, is given by :
where R j (x) = R(kx ?x j k= j ) is a suitable radially symmetric function that de nes the output of the jth hidden node. Often R(:) is chosen to be the Gaussian function where the width parameter, j is the standard deviation. In equation (10), x j is the location of the jth centroid, where each centroid is represented by a kernel/hidden node, and w ij is the weight connecting the jth kernel/hidden node to the ith output node.
Learning involves adapting some or all of the three sets of parameters viz., w ij ; x j and j . Some fast learning procedures exist where the centroids are calculated using clustering methods like the k-means algorithm, the width parameter by various heuristics and the weights, w ij by pseudoinversion techniques like the Singular Valued Decomposition.
Alternatively, these parameters can be calculated by minimizing the error in the network performance. Consider a quadratic error function, E = P p E p where E p = 1 2 P i (t p i ?f i (x p )) 2 . Here t p i is the target function for input x p and f i is as de ned in equation (10). The mean square error is the expected value of E p over all patterns. The parameters can be changed adaptively by performing gradient descent on E p as given by the following equations: Now, assume w ij ; t p i and j are assigned constant values, w; t and respectively with the additional condition that w=t << 1. The network now has a single output with a xed value, w, assigned to all the weights connected to the output, and a constant target output, t, assigned to all input patterns. The widths of all the RBF units are the same. Then, for Gaussian basis functions, (12) becomes: 
where the parameter plays a role similar to in Wong's procedure. Note that (15) resembles closely the iterative rule for cluster center calculation (7) in Wong's procedure. The only additional term which appears in (7) is Z which is a normalizing factor. Similar to (7), (14) can be viewed as a one-parameter map. The error function E is naturally the Lyapunov function of the above map dynamics. Now the central idea of the present work is to nd clusters in a given data set using equation (14). The network is trained on various data sets with a constant target output, t. Fixed points of equation (14), which are the centroid positions, are computed at various values of . These centroids cluster the input data at a scale determined by .
IV. Simulation Results
Two simple one-dimensional data sets and one 2-D data set are chosen for our simulations. The three data sets have 2, 4 and 3 clusters respectively. Histograms of data sets I and II are shown in Figs 1 and 3. Data set II is only a shifted version of data set I added to itself. Even though, at a rst glance, Data Set II appears to have 4 clusters it can be seen that at a larger scale only 2 clusters are present. Data set III consists of 3 well-separated clusters in a plane. The procedure followed in performing the clustering at di erent scales is brie y described. We start with a large number of RBF nodes and initialize the centroids by picking at random from the data set on which clustering is to be performed. Then the following two steps are executed:
Find the correct centroids by iterating equation (14).
Increase by a constant factor and repeat the previous step. For simulation with Data Set I, 10 RBF nodes are used. Change in location of centroids as is varied is depicted as a tree diagram in Fig 2. For small there is no signi cant variation in centroid positions. As increases, for 0:01 < < 0:02, pairs of centroids merge, leaving only 8 distinct centroids. Further merging takes place at = :02 and = :03. At = 0:2 there are two cases where 3 centroids merge into one. It can be seen that in each of these two cases, 2 of the branches are unstable ones. At = :06 only 2 branches remain. It can be seen that these two branches vary little over a large range of , showing the viability of the corresponding clusters. Here, it must be mentioned that the tree diagram is biased on the lower side of because of the nite number of nodes chosen. If more nodes are chosen more branches can be expected at lower scales. Finally, at = 0:2 the two stable branches also merge into a single branch.
The case of data set II is similar to the previous case in several respects. The tree diagram for this case is given in Fig 4. The RBFN has 14 hidden nodes. At = 0:02 only 4 branches can be seen. Every other branch of the initial 10 branches merged into one of these 4 at some lower value of . Henceforth these branches do not vary much over a large range of until = 0:1598 when the 4 branches merge into 2 branches. From the tree diagram it appears that the 4 branches are stable over the greatest range of . Hence these 4 clusters provide the most natural clustering for the data set.
Data set III with the initial positions of the 30 centroids can be seen in Fig 5. As is increased, at = 0:131 each of the centroids occupied one of 3 points in the plane after extensive merging. This indicates that the network discovered three clusters in the data at the forementioned scale. The clusters centers found by the network are (-0.004, -0.008), (0.995, 0.991) and (1.995, -0.008) where the corresponding true centers are (0, 0), (1, 1) and (2, 0) respectively (see Fig. 6 ).
V. Discussion
We have investigated a way of performing scalebased clustering using the RBFN. To our knowledge there is no instance where this network is used for clustering data. This work can be viewed as an extension to our earlier study linking Kohonen's SelfOrganizing Feature Map Koh89], which is a clustering technique, and RBFN. Further, in the present work, it is shown how the width parameter controls the scale of the input space and how multi-scale clustering can be done.
Even though RBFN is a feedforward network trained by supervised learning procedures, our method uses dummy target outputs and the network dynamics seems to belong to unsupervised learning category. A distinct feature of this technique is that the network is not used for its originally intended purpose viz., mapping multi-dimensional inputs onto multi-dimensional outputs. The architecture of RBFN is used in a novel way to accomplish clustering tasks which a supervised feedforward network is not designed to do. Also, no apriori information is given regarding the number of clusters present in the data.
It will be noted that the width parameter acquires a new signi cance in our work. This parameter has been largely neglected by RBFN studies in the past for several reasons. In some of the early work which popularized RBFNs, the label \localized receptive elds" has been attached to these networks MD89].
The intuitive idea that RBFNs approximate a function by combining several overlapping local ts to the target function gained ground. Therefore, the width is only allowed to be of the same scale as that of the distance between centroids of neighboring receptive elds. Advantages of such a choice of width are robustness of model, and stable and fast learning. On the other hand, the same feature requires large-sized networks for approximating even simple polynomial functions over a considerable measure of the input space. Therefore, RBFNs are often better suited for interpolation than for extrapolation. A study by Hoskins et al. HLC93] shows that exploiting the scale-like characteristic of the width parameter solves the above di culty to some extent. Our model not only shows how to perform clustering at di erent scales but, in the manner of Won93], prescribes a way of determining the appropriate scale for clustering. Choosing the right scale must take into consideration not only low cost criteria but also issues pertaining to stability of the network model. The question of stability exposes neural network modeling to structural stability and related issues. A task for future is to achieve better generalization on approximation tasks using RBFN.
The RBFN has several desirable features which renders work with this model challenging. In contrast to the popular Multi-Layered Perceptron (MLP) trained by backpropagation, RBFN is not \concep-tually opaque". For this reason training one layer at a time is possible without having to directly deal with an all-containing cost function as in the case of backpropagation. In another study, the present authors describe how Self-Organized Feature Maps can be constructed using RBFN, for 1-D data ?].
The same study analytically proves that the map generated by RBFN is identical to that obtained by Kohonen's procedure in a limiting situation. Work is underway to extend this technique for generating maps of higher dimensions. Relating RBFN to other prominent neural network architectures has obvious theoretical and practical interest. Unifying underlying features of various models brought out by the above-mentioned studies, is of theoretical importance. On the practical side, incorporating several models in a single architecture is bene cial for e ective and e cient VLSI implementation.
