Abstract. We consider the focusing L 2 -supercritical fractional nonlinear Schrödinger equation
Introduction
In recent years, there has been a great deal of interest in studying the nonlinear fractional Schrödinger equation, namely
where 0 < s < 1 and f (u) is the nonlinearity. The fractional differential operator (−∆) s is defined by (−∆) s u = F −1 |ξ| 2s F u , where F and F −1 are the Fourier transform and inverse Fourier transform, respectively. The fractional nonlinear Schrödinger equation was first discovered by N. Laskin [19, 20] owing to the extension of the Feynman path integral, from the Brownian-like to Lévy-like quantum mechanical paths. The fractional nonlinear Schrödinger equation also appears in the continuum limit of discrete models with long-range interactions (see [18] ) and in the description of Boson stars as well as in water wave dynamics (see e.g. [13] or [15] ).
In this paper, we consider the Cauchy problem for the focusing fractional nonlinear Schrödinger equation i∂ t u − (−∆) Throughout the sequel, we call a standing wave a solution of (1.2) of the form e iωt φ ω , where ω ∈ R is a frequency and φ ω ∈ H s is a non-trivial solution to the elliptic equation
We are interested in the instability of standing waves for (1.2). Before stating our main result, let us recall known results of orbital stability and instability of standing waves for (1.1). In the case of Hartree-type nonlinearity f (u) = −(|x| −γ * |u| 2 )u, Wu [23] showed the existence of stable standing waves for d ≥ 1, 0 < s < 1 and 0 < γ < min{2s, d}. Zhang-Zhu [24] extended the result of Wu and showed the strong instability of standing waves for d ≥ 2, 0 < s < 1 and γ = 2s. Recently, Cho-Fall-Hajaiej-MarkowichTrabelsi [5] studied the existence of stable standing waves for more general Hartree-type nonlinearities. In the case of Choquard nonlinearity f (u) = −(I β * |u| p )|u| p−2 u with d ≥ 3, 0 < s < 1, 1 + Feng-Zhang [10] established the stability of standing waves under an assumption on the local wellposedness of the Cauchy problem (1.1). In the case of combined power-type and Choquard nonlinearities f (u) = −|u| α u − (I β * |u| p )|u| p−2 u, Bhattarai [3] proved the existence of stable standing waves for d ≥ 2, 0 < s < 1, 0 < α < 4s d and 2 ≤ p < 1 + 2s+β d . Recently, Feng-Zhang [9] showed the stability of standing waves for d ≥ 2, 0 < s < 1, α = under an assumption on the local theory of the Cauchy problem (1.1) and an assumption on the initial data u 0 L 2 < Q L 2 , where Q is the ground state of
In the case of combined power-type nonlinearities f (u) = −|u| α1 u − |u| α2 u, Guo-Huang [14] showed the existence of stable standing waves for 0 < α 1 < α 2 < 4s d . Cho-Hwang-Hajaiej-Ozawa [6] proved the stability of standing waves for more general subcritical nonlinearities. For 0 < α 1 < α 2 = 4s d , Zhu [25] showed the existence of stable standing waves with u 0 L 2 < Q L 2 , where Q is the ground state of (1.5). In the case of logarithmic nonlinearity f (u) = −u log(|u| 2 ), Ardila [1] proved the existence of stable standing waves for d ≥ 2 and 0 < s < 1.
In the case of a single power-type nonlinearity (1.2), Peng-Shi [22] recently established the existence of stable standing waves for d ≥ 2, 0 < s < 1 and 0 < α < 4s d . They also proved the strong instablity of standing waves for d ≥ 2, 1 2 < s < 1 and α = 4s d . Note that the local well-posedness is not considered in [22] . Due to loss of regularity in Strichartz estimates for the unitary group e −it(−∆) s , there are restrictions on the local well-posedness in H s for (1.2) with non-radial initial data (see e.g. [16] or [7] ). One can overcome the loss of derivatives in Strichartz estimates by considering radial initial data. However, it leads to another restriction on the validity of d and s, that is, d ≥ 2 and d 2d−1 ≤ s < 1. We refer the reader to [8] for the local well-posedness for (1.2) with H s radial initial data. The main purpose of this paper is to show the strong instablity of ground state standing waves for (1.2) in the mass-supercritical and energy-subcritical case
. In order to state our main result, let us introduce the notion of ground states related to (1.4).
Definition 1.1 (Ground states). A non-zero, non-negative H
s solution φ ω to (1.4) is called a ground state related to (1.4) if it is a minimizer of the Weinstein's functional
Similarly, a non-zero, non-negative H s solution φ to the elliptic equation
is called a ground state related to (1.7) if it is a minimizer of the Weinstein's functional (1.6). Note that for d ≥ 1, 0 < s < 1 and 0 < α < α ⋆ , the existence and uniqueness (up to symmetries) of ground states related to (1.7) were established recently in [11, 12] . Moreover, the ground state related to (1.7) can be choosen to be radially symmetric, strictly positive and strictly decreasing in |x|. Now, let φ be the ground state related to (1.7). It is easy to see that for ω > 0, the scaling φ ω (x) :=
x maps a solution of (1.7) to a solution of (1.4). We thus get a non-zero, non-negative H s solution to (1.4) . On the other hand, a direct computation shows that
. Thus, φ ω is a minimizer of the Weinstein's functional. By definition, φ ω is a ground state related to (1.4) . Similarly, we can construct ground states related to (1.7) from ground states related to (1.4) . This implies the existence and uniqueness (up to symmetries) of ground states related to (1.4) when ω > 0. Moreover, the unique (up to symmetries) ground state related to (1.4) can be choosen to be radially symmetric, strictly positive and strictly decreasing in |x|.
It is easy to see that (1.4) can be written as S ′ ω (φ ω ) = 0, where
is the action functional. We also define the Nehari functional
From now on, we denote the functional
It is easy to see that for ω > 0 fixed,
(1.8)
Let us start with the following observation concerning the ground state related to (1.4). .3) and ω > 0. Let φ ω be the ground state related to (1.4) . Then
We refer the reader to Section 3 for the proof of the above result. We next recall the definition of the strong instability of standing waves. Our main result in this paper reads as follows. Note that the condition α < 4s is technical due to the localized virial estimate (see Remark 4.8). However, this only leads to a restriction in the two dimensional case, that is, 2 3 ≤ s < 1 and 2s < α < 4s. To our knowledge, the usual strategy to show the strong instability of standing waves is to use the variational characterization of the ground states as minimizers of the action functional and the virial identity, namely
Definition 1.3 (Strong instability
However, in the case 0 < s < 1, there is no such virial identity. To overcome this difficulty, we use localized virial estimates for radial solutions of (1.2). These localized virial estimates were proved by Boulenger-Himmelsbach-Lenzmann [4] to show the existence of radial blow-up solutions for (1.2) in the mass-critical and mass-supercritical cases. As far as we know, this paper seems to be the first one dealing with the strong instability of standing waves for the fractional nonlinear Schrödinger equation with power-type nonlinearity in the mass-supercritical and energy-subcritical regime. The method used to prove Theorem 1.4 is robust, and can be applied to show the strong instability of standing waves for the fractional nonlinear Schrödinger equation with other type of nonlinearities, such as Hartree, Choquard, combined power-type,... A similar approach based on localized virial estimates is used in [2] to show the strong instability of radial standing waves for the nonlinear Schrödinger equation with inverse-square potential in the mass-supercritical and energy-subcritical case. The paper is oganized as follows. In Section 2, we recall basic tools needed in the sequel such as the sharp Gagliardo-Nirenberg inequality, the Pohozaev's identities and the profile decomposition. In Section 3, we show the characterization of the ground state related to (1.4) given in Proposition 1.2. We will give the proof of the strong instablity of the ground state standing waves given in Theorem 1.4 in Section 4.
Preliminaries
Let us recall some basic tools related to (1.2) which are needed in this paper. Let us start with the sharp Gagliardo-Nirenberg inequality.
Lemma 2.1 (Sharp Gagliardo-Nirenberg inequality [4, 11, 12] 
where the optimal constant C opt is given by
Here Q is the unique (up to symmetries) positive radial solution to the elliptic equation
Moreover, the following Pohozaev's identities hold true:
We refer the reader to [11] , [12, Proposition 3.1, Theorem 3.4] and [4, Appendix] for the proof of the above result. In the same spirit as (2.2), we have the following Pohozaev's identities associated to (1.4):
We next recall the profile decomposition of bounded H s sequences. [8, 26] ).
Lemma 2.2 (Profile decomposition
Let d ≥ 1 and 0 < s < 1. Let (v n ) n≥1 be a bounded sequence in H s . Then there exist a subsequence of (v n ) n≥1 (still denoted (v n ) n≥1 ), a family (x j n ) n≥1 of sequences in R d and a sequence (V j ) j≥1 of H s functions such that • for every k = j, |x k n − x j n | → ∞,(2.
4)
as n → ∞; • for every l ≥ 1 and every
Moreover, for every l ≥ 1, the following expansions hold true:
as n → ∞.
We refer the reader to [26 Remark 2.3. The number of non-zero terms in (V j ) j≥1 may be one, finite or infinite, which may correspond to compactness, dichotomy, and vanishing, respectively, in the concentration compactness principle proposed by Lions [21] . The profile decomposition given in Lemma 2.2 may look as another equivalent description of the concentration-compactness principle. However, there are two major advantages: one is that we can inject the decomposing expression (2.5) into our aim functionals, and the other is that the decomposition is orthogonal by (2.4) and norms of (v n ) n≥1 have similar decompositions (2.7) − (2.9). These properties are useful in the calculus of variational methods.
Characterization of the ground state
In this section, we give the proof of the characterization of the ground state given in Proposition 1.2. Proof of Proposition 1.2. The proof is done by several steps.
Step 1. We first show that the minimizing problem
is attained and d(ω) > 0. The later fact is easy to see. Indeed, let v ∈ H s \{0} be such that K ω (v) = 0. By the Sobolev embedding, the equivalent norm (1.8) and the fact
Taking the infimum over v, we get d(ω) > 0. We now show the minimizing problem (3.1) is attained.
as n → ∞. We infer that there exists C > 0 such that
and (2.6) − (2.9) hold. We have from (2.7) and (2.8) that
as n → ∞. This implies that
On the other hand, by (2.6) and (2.9), we have
Combining (3.2), (3.3) and (3.4), we obtain
We claim that K ω (V j ) = 0 for all j ≥ 1. Indeed, suppose that there exists j 0 ≥ 1 such that K ω (V j0 ) < 0. Set
Since K ω (V j0 ) < 0, we see that λ 0 ∈ (0, 1). Moreover, for λ > 0, we have
By the choice of λ 0 , we see that
Thanks to the second inequality of (3.5), we get
which is absurb. We next claim that there exists exactly one j such that V j is non-zero. Indeed, if there exists V j1 and V j2 non-zero, then the second inequality of (3.5) implies that both H ω (V j1 ) and H ω (V j2 ) are strictly smaller than
which is again absurd.
Without loss of generality, we may assume that the only non-zero profile is V 1 . We have from (3.4) that
which implies V 1 = 0. On the other hand, by the first estimate of (3.5), we have K ω (V 1 ) ≤ 0. By the same argument as above, we get K ω (V 1 ) = 0. Therefore, V 1 is a minimizer of d(ω), and the minimizing problem (3.1) is attained.
Step 2. We will show that V 1 is a ground state related to (1.4). Since V 1 is a minimizer of d(ω), there exists a Lagrange multiplier µ ∈ R such that S
It is easy to see that K
L α+2 < 0. It follows that µ = 0 and S ′ ω (V 1 ) = 0. In particular, V 1 is a solution to (1.4). Note that since
, we can choose V 1 to be non-negative. We will show that V 1 is a minimizer of the Weinstein'functional (1.6). Let v ∈ H s \{0}. It is easy to see that K ω (λ 0 v) = 0, where
By the definition of d(ω), we have
On the other hand, we have 
On one hand, by (3.7) and the fact
On the other hand, using Pohozaev's identities, we have
This implies that J(V 1 ) ≤ J(v) for any v ∈ H s \{0}, or V 1 is a minimizer of the Weinstein functional (1.6). Therefore, V 1 is a ground state related to (1.4).
Step 3. Conclusion. By the uniqueness (up to symmetries) of ground states related to (1.4), we obtain V 1 = φ ω (up to symmetries), hence S ω (V 1 ) = S ω (φ ω ). This proves (1.9) and the proof is complete.
Strong instability of standing waves
The main purpose of this section is to give the proof of Theorem 1.4. Let us start with the local well-posedness of (1.2).
The local well-posedness for (1.2) in the energy space H s was first studied by Hong-Sire in [16] (see also [7] ). The proof is based on Strichartz estimates and the contraction mapping argument. Note that for non-radial data, Strichartz estimates have a loss of derivatives. Fortunately, this loss of derivatives can be conpensated for by using Sobolev embedding. However, it leads to a weak local well-posedness in the energy space compared to the well-known nonlinear Schrödinger equation (s = 1). We refer the reader to [16, 7] for more details. One can remove the loss of derivatives in Strichartz estimates by considering radially symmetric data. However, it needs a restriction on the validity of s, namely 
Then for any u 0 ∈ H s radial, there exist T ∈ (0, +∞] and a unique solution to (1.2) satisfying
Moreover, the following properties hold:
• There is conservation of mass and energy,
We refer the reader to [8, Proposition 2.5] for the proof of this result. Now, let us denote
Note that if we take
then a simple computation shows
We also have
We have the following characterization of the ground state in the mass-supercritical and energy-subcritical case. .3) and ω > 0. Let φ ω be the ground state related to (1.4) . Then
Lemma 4.2. Let
On the other hand,
It is easy to see that the equation
The last equality comes from the fact that I(v) = 0. This implies that
In particular, we have
Combining (4.4) and (4.5), the proof is complete.
Let φ ω be the ground state related to (1.4). We define
, ω > 0 and φ ω be the ground state related to (1.4) . Then the set C ω is invariant under the flow of (1.2), that is, if u 0 ∈ C ω , then the solution u(t) to (1.2) with initial data u 0 belongs to C ω for any t in the existence time.
Proof. Let u 0 ∈ C ω . By the conservation of mass and energy, we have 6) for any t in the existence time. It remains to show I(u(t)) < 0 for any t in the existence time. Suppose that there exists t 0 such that I(u(t 0 )) ≥ 0. By the continuity of the function t → I(u(t)), there exists t 1 ∈ (0, t 0 ] so that I(u(t 1 )) = 0. By (4.3), we have S ω (u(t 1 )) ≥ S ω (φ ω ) which contradicts with (4.6). The proof is complete.
, ω > 0 and φ ω be the ground state related to (1.4) . If v ∈ C ω , then
Proof. Denote
Since dα > 4s, we thus get
for all λ > 0. Note that since I(v) < 0, we see that the equation ∂ λ S ω (v λ ) = 0 admits a unique non-zero solution
Taking integration (4.9) over (λ 0 , 1) and using (4.8), we obtain
Here the last inequality follows from (4.3) and the fact I(v λ0 ) = 0. The proof is complete.
We next recall the localized virial estimate related to (1.2) which is the main ingredient in the proof of the strong instability of the ground state standing wave. The localized virial estimate was used by Boulenger-Himmelsbach-Lenzmann [4] to show the existence of finite time blow-up radial solutions to (1.2) in the mass-critical and mass-supercritical cases. Let us start with the following estimate. 
for some C > 0 depending only on ∇ϕ W 1,∞ and d.
is a solution to (1.2) . Note that in [4] , Boulenger-Himmelsbach-Lenzmann assume u ∈ C([0, T ), H 2s ) due to the lack of local theory at that time. Thanks to the local theory (see e.g. [7, 8, 16 ]), one can recover H s -valued solutions by an approximation argument (see [4, Section 2] ). The localized virial action of u is defined by
We see that M ϕ (u(t)) is well-defined. Indeed, by Lemma 4.5,
In order to study the time evolution of M ϕ (u(t)), we need to introduce the following auxiliary function 
Lemma 4.6 (Time evolution
where u m (t) is as in (4.10).
Remark 4.7. Using Plancherel's and Fubini's theorems, it follows that
If we make a formal substitution and take the unbounded function ϕ(x) = |x| 2 , then by Lemma 4.6 and (4.11), we find formally the virial identity 12) where I is given in (4.1).
We now recall localized virial estimates for radial H s solutions related to (1.2). Let ϕ : R d → R be as above. We assume in addition that ϕ is radially symmetric and satisfies
and ϕ ′′ (r) ≤ 2 for r ≥ 0.
The precise constant here is not important. For R > 1 given, we define the scaled function ϕ R :
It is easy to check that
Using Lemma 4.6, we have the following localized virial estimate for the time evolution of M ϕR (u(t)). We refer the reader to [4, Lemma 2.2] for the proof of the above result.
Lemma 4.8 (Localized virial estimate [4]). Let
Remark 4.9.
• The restriction • In practice, we need the exponent α 2s + ǫ to be smaller than or equal to 2. This leads to the restriction α < 4s.
We are now able to prove our main result-Theorem 1. 
It is not hard to see that the equation ∂ λ S ω (φ λ ω ) = 0 admits a unique non-zero solution
Note that the last equality comes from the fact that I(φ ω ) = 0, which follows from the Pohozaev's identities (2.3). This implies that
We thus get S ω (φ for all t ∈ [0, T ), where ϕ R is as in (4.13). Let us first prove (4.17) . Assume that (4.17) is not true. Then there exists (t n ) n≥1 a time sequence in [0, T ) such that u(t n ) Ḣs → 0 as n → ∞. By the sharp Gagliardo-Nirenberg inequality (2.1), we have
as n → ∞. Here we use the conservation of mass to get the last convergence. It follows that
as n → ∞, which contradicts to (4.15). We now prove (4.16). Since u(t) is radially symmetric, we apply Lemma 4.8 to have d dt M ϕR (u(t)) ≤ 4dαE(u(t)) − 2(dα − 4s) u(t) for all t ≥ t 1 . It follows that z(t) → +∞ as t ↑ t * := t 1 + 1 (2s − 1)A 2s [z(t 1 )] 2s−1 > t 1 .
By (4.21), we obtain
M ϕR (u(t)) ≤ −Az(t) → −∞ as t ↑ t * .
Therefore, the solution cannot exist for all time t ≥ 0 and consequencely we must have T < +∞. The proof is complete.
