In this paper, we do a careful study of a bidirectional LSTM network for the task of text classification using both supervised and semi-supervised approaches. In prior work, it has been reported that in order to get good classification accuracy using LSTM models for text classification task, pretraining the LSTM model parameters using unsupervised learning methods such as language modeling or sequence auto-encoder is necessary [2, 20] . However, we find that our simple model, when trained with cross-entropy loss is able to achieve competitive results compared with the more complex models. Furthermore, in addition to cross-entropy loss, by using a combination of entropy minimization, adversarial, and virtual adversarial losses for both labeled and unlabeled data, we report new state-of-the-art results for text classification task on four benchmark datasets. In particular, on ACL-IMDB sentiment analysis and AG-News topic classification datasets, our method outperforms current approaches by a substantial margin.
INTRODUCTION
Text classification is an important problem in natural language processing (NLP) where the task is to assign a document to one or more predefined categories. It has a wide range of applications such as sentiment analysis [23] , topic categorization [14] , and email filtering. Earlier machine learning approaches to this task were based on the extraction of bag-of-words [5] features such as tf-idf weighting, followed by a supervised classifier such as Naive Bayes [17] or a linear SVM [7] . Although simple and effective, these approaches ignore the word order structure present in the document, suffer from data sparsity and high-dimensionality problems.
Recently, neural network approaches for NLP are getting increasingly popular as these models can be trained end-to-end and have Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). KDD'18 Deep Learning Day, August 2018, London, UK © 2018 Copyright held by the owner/author(s). ACM ISBN 978-x-xxxx-xxxx-x/YY/MM. https://doi.org/10.1145/nnnnnnn.nnnnnnn yielded impressive results on several benchmark tasks [1, 24] . Standard neural network approaches for text classification involve using recurrent neural networks like LSTMs [2, 26] or one-dimensional CNNs [12] on top of pretrained word vectors. Many variations of these models have been proposed in order to improve the classification accuracy for this task: Johnson and Zhang [8, 10] train a one-hot CNN and a one-hot bidirectional LSTM (BiLSTM) network respectively with dynamic max-pooling over time.
However, it has been reported in previous work that it is difficult to optimize the LSTM network for text classification tasks and therefore in order to perform well, its parameters required pretraining with either a language model or a sequence auto-encoder [2] . A disadvantage of this approach is that it can take a long time to train a language model or a sequence auto-encoder and thus this additional step may not be always feasible. In this paper, we show that such pretraining of LSTM model parameters is not necessary in order to train an LSTM network that achieves competitive results with respect to the more complex approaches.
We also explore the applicability of semi-supervised learning (SSL) techniques to text classification. Previous work regarding the application of SSL to this task includes training Naive Bayes model on unlabeled data using expectation-maximization algorithm [22] , incorporation of multi-view embeddings representation of input words along with its one-hot representation as model's input [9] , use of additional adversarial and virtual adversarial losses for model training [20] . We use one-layer BiLSTM model with max-pooling and a combination of cross-entropy, entropy minimization, adversarial, and virtual adversarial training to obtain a substantial improvement in classification accuracy on four benchmark datasets compared with the more complex methods. We also perform ablation studies on the ACL-IMDB dataset to know the factors that result in an improved performance.
METHODS
In this section, we will describe the model architecture, supervised loss functions, unsupervised loss functions, and the mixed objective function. For mathematical notation, we will use bold lowercase to denote vectors, bold uppercase to denote matrices, and lowercase to denote scalars and individual words in a document.
Model Architecture
The classification model consists of an embedding layer, a bidirectional long-short-term-memory (BiLSTM) encoder [6, 25] , a maxpooling layer, a linear layer, and finally a softmax layer (see Figure 1) . First, the sequence of words (w 1 , . . . , w T ) contained in a document are passed through an embedding layer that contains a lookup table which maps them to dense vectors (v 1 , . . . , Next, the forward LSTM and backward LSTM of the BiLSTM encoder processes these word vectors in the forward (left to right) and backward (right to left) directions respectively and produces corresponding hidden states at each time-step
Next, these hidden state outputs from the forward LSTM ( − → h t ) and backward LSTM ( ← − h t ) are concatenated at every time-step to enable encoding of information from past and future contexts respectively
These concatenated hidden states are next fed to the pooling layer that computes the maximum value over time to obtain the feature representation of the input sequence (h ∈ R n )
This max-pooling mechanism constrains the model to capture the most useful features produced by the BiLSTM encoder. Next, the linear layer applies an affine transformation to the feature vector to produce logits (d)
where K is the number of classes, W is the weight matrix, and b is the bias. Next, these logits are normalized using the softmax function to give our estimated class probabilities as
where (x, y) is a training example and θ denotes the model parameters.
Supervised Training
Let there be m ℓ labeled examples in the training set that are denoted as {(
For supervised training of the classification model, we make use of two methodologies: maximum likelihood estimation and adversarial training, which are described next.
Maximum Likelihood (ML).
The most widely used method to learn the parameters of neural network models for text classification task is to perform maximum likelihood training of the observed data. This is achieved if we minimize the average cross-entropy loss between the estimated class probability and the ground truth class label for all training examples
where 1(; ) is an indicator function.
Adversarial Training (AT). Adversarial examples are created from inputs by inducing small perturbations in them to mislead the machine learning algorithm. The objective of adversarial training is to construct and give as input adversarial examples during model training procedure to make the model more robust to adversarial noise and thereby improving its generalization ability [3] .
In this work, we make adversarial perturbations to the input word embeddings [20] . These perturbations (r adv ) are estimated by linearizing the supervised cross-entropy loss around the input word embeddings. Specifically, to get the adversarial embedding (v * ) corresponding to v, we use the L 2 norm of the training loss gradient (g) that is computed by backpropagation using the current model parameters (θ ).
where, k is the correct class label, ϵ is a hyperparameter that controls the magnitude of the perturbation. We apply adversarial loss to only the labeled data. It is defined as
Unsupervised Training
Let there be an additional m u unlabeled examples in the dataset that are denoted as {x (1) , . . . , x (m u ) }. In this paper, in addition to supervised training, we also experiment with two unsupervised methodologies: entropy minimization and virtual adversarial training. These loss terms when incorporated into the objective function act as effective regularizers during model training. Next, we describe them in detail.
Entropy Minimization (EM).
In addition to supervised cross-entropy loss, we also minimize the conditional entropy of the estimated class probabilities [4, 21] . This can also be interpreted as a special case of the missing label problem where the probability p(y (i) = k | x (i) ; θ ) signifies a soft assignment of the i t h example to label k (i.e. soft clustering). Entropy minimization loss is applied in an unsupervised manner to both the labeled and unlabeled data.
where m = m ℓ + m u .
Virtual Adversarial Training (VAT).
As opposed to minimizing the cross-entropy loss of the adversarial examples in AT, in VAT, we minimize the KL divergence between p(v) and p(v * ), where v * = v + r vadv . The motivation of using KL divergence as an additional loss term in the objective function is that it tends to make the loss surface smooth at the current example [21] . Also, computing the VAT loss doesn't require class labels, so it can be applied to unlabeled data as well. In this work, we follow the approach proposed by Miyato et al. [20] that makes use of the second-order Taylor expansion of distance followed by power iteration method to approximate the virtual adversarial perturbation. First, an i.i.d. random unit vector is sampled for every example from the Normal distribution (d (i) ∼ N(0, I) ∈ R d ) and then adversarial perturbation computed as ξ d (i) is added to the word embeddings, where ξ is a hyperparameter
Next, the gradient is estimated from the KL divergence as shown below
Next, virtual adversarial perturbation (r vadv ) is generated using the L 2 norm of the gradient and added to the word embeddings
Lastly, virtual adversarial loss can be computed from both the labeled and unlabeled data as: where m = m ℓ + m u .
Mixed Objective Function
Our mixed objective function combines the above described supervised and unsupervised loss functions using λ ML , λ AT , λ EM , and λ VAT as hyperparameters
EXPERIMENTS Dataset Description
In this work, we experiment with four datasets that are summarized in Table 1 . ACL-IMDB [15] and Elec [8] datasets are for sentiment classification of movie reviews and Amazon product reviews [16] respectively while AG-News [27] and DBpedia [27] are for topic classification of news articles and Wikipedia articles respectively. We preprocess the datasets by converting all the text to lowercase.
Experimental Setup
Our setup is common for all experiments. We initialize the parameters of the embedding layer with pretrained word embeddings. We learn embeddings for the ACL-IMDB dataset using word2vec [19] and use fastText pretrained embeddings [18] for all the other datasets. We use 512-D BiLSTM hidden states and apply dropout (p dr op = 0.5) on the word embeddings and on the LSTM hidden states. Adam optimizer [13] is used with learning rate = 1e −3 , β 1 = 0, β 2 = 0.98, ϵ adam = 1e −8 and we follow exponential learning rate decay. We perform gradient clipping using a maximum norm of 1.0. For semisupervised experiments, we additionally include all the losses described above with λ ML , λ AT , λ EM , λ VAT set to 1.0 and ξ = 0.1. Also, in contrast to Miyato et al. [20] , we don't perform any embedding layer normalization during AT or VAT training. Dataset-specific hyperparameters are mentioned in Table 2 . We did not perform any sequence truncation for training. Therefore, to prevent out of memory issues because of longer sequences, we use a dynamic batch size Table 5 : Test accuracies on ACL-IMDB dataset for variants of our best BiLSTM model trained using maximum likelihood objective (L M L ).
of fixed words per minibatch. For supervised experiments (L ML ), we perform training till 10 epochs and for semi-supervised experiments (L MIXED ), training is done till 50 epochs. For ACL-IMDB and Elec datasets, we use training and test set as the unlabeled data, while for AG-News and DBpedia datasets, we use only the training set as the unlabeled data. The batch size of the unlabeled data is kept the same as that of the labeled data.
RESULTS
In this section, we report the classification accuracy on the test set and do ablation studies when training the model using both supervised and unsupervised loss functions. We show our results and related baseline scores when using only the maximum likelihood objective in Table 3 . We observe that using only single-layer BiLSTM encoder having pretrained word embeddings when trained with cross-entropy loss achieves very competitive performance for all datasets as compared to the more complex approaches such as one-hot LSTM or pyramidal CNN [10, 11] . For ACL-IMDB and AG-News datasets, we report better results when considering only supervised cross-entropy loss during model training.
We also want to emphasize that unlike Dai and Le [2] or Miyato et al. [20] , our approach doesn't require any pretraining of the BiLSTM weights. To know the importance of various components of the model and also our training strategy, we perform ablation studies on the ACL-IMDB dataset whose results are shown in Table 5 . We note that good performance of our model mostly comes from finetuning the pretrained embedding layer, using a larger vocabulary size, and using a lower threshold value for gradient norm clipping. Including input word dropout and increasing the batch size also helps to improve performance. Surprisingly, we also note that using a smaller LSTM network, sequence length truncation, and having default Adam optimizer parameters results in only a small drop in test accuracy.
In our next set of experiments, we include adversarial training, entropy minimization, and virtual adversarial training to the maximum likelihood objective (L MIXED ). From the results shown in Table 4 , we observe that with the addition of these loss functions, we get new state-of-the-art results on all the four datasets. Specifically, on ACL-IMDB, there is a substantial reduction of 26.9% in relative error rate compared with the approach of Johnson and Zhang [10] , in which they use one-hot LSTM along with a variety of multi-view embeddings as additional features. Although similar in formulation, our approach also performs much better than Miyato et al. [20] where they also use language modeling pretraining. Similarly, for AG-News dataset, we observe an error reduction of 26.6% relative to Johnson and Zhang [11] who apply a deep pyramidal CNN along with unsupervised embeddings as additional features. Even on the other two datasets, the results are an improvement over the previous best semi-supervised results. We also note that, with the use of these additional loss functions, the accuracy on ACL-IMDB dataset has drastically improved by 32.5% and on Elec dataset has Table 6 : Test accuracy on ACL-IMDB dataset when trained using mixed objective function (L MIXED ) on variants of our best BiLSTM model. L: labeled data. U: unlabeled data, 4×U implies that the size of unlabeled data was four times to that of labeled data.
improved by 30.25% compared with using only the cross-entropy loss. Similarly, for AG-News and DBpedia datasets, we observe a significant reduction in the test error rates. Next, we analyze the effect of various unsupervised loss functions on ACL-IMDB dataset in Table 6 . We observe that the inclusion of VAT loss leads to significant performance gains. Furthermore, when the VAT loss is combined with entropy minimization loss, we see 18.8% increase in accuracy. A surprising result is that the addition of word dropout leads to a decrease in performance. Also, training using unlabeled data of much greater size than supervised data results in a performance degradation.
CONCLUSION
We show that a single-layer BiLSTM classifier using maximum likelihood training results in a competitive or better performance on a variety of text classification tasks without the need of language model pretraining. Also, in addition to maximum likelihood objective, using a combination of entropy minimization loss, adversarial, and virtual adversarial training, we report new state-of-the-art results on four benchmark datasets for text classification.
