















Emeritus Professor, University of Tsukuba, Tsukuba
1 はじめに
近年,位相特異点のダイナミクスの確率過程による記述が盛んに行われるようになってきた [1, 2, 3, 4, 5^{\cdot}, 6 , 7,
8, 9, 10, 11, 12, 13, 14]. 特異点の生成・死滅過程が非平衡系のダイナミクスに重要な役割を果たしていることは
以下に列記する系の解析でも指摘されている:
(1) 心臓不整脈や心室細動時の電気的時空変動 (2011) [4, 5, 6], (2) プラチナ表面上での一酸化炭素の酸化反応
(2006) [7], (3)傾斜のある系でのレイリーベナール対流の欠陥のダイナミクス (2004) [8], (4) 回転シリンダー中
でのレイリー.ベナール対流の欠陥のダイナミクス (2003) [9], (5) てんかん脳波(Freeman, 1998) [10, 11], (6) ア
メーバーなどの大変形 (Takeuchi, 2013) [12], (7) Directional Percolation (DP) と非平衡相転移 (2009) [13], (8)
量子乱流 (2013) [14].
これらの諸現象の位相特異点の相互作用は位相特異点の右巻きと左巻きの区別 (所謂,topological charge) を無視
すれば素粒子相互作用の場の理論(Reggeon Field Theory) あるいは化学反応の一般化 Schrögl モデルと呼ばれる
範疇に分類されるようにみえる [15, 16].
0\sim^{k_{1}}2X (pair breaking) ; 2X\rightarrow 0k_{2} (pair merging) ; X\rightarrow^{k_{3}}2X (wave break) ;
2X\rightarrow^{k_{4}}X (wave merge) ; 0\rightarrow k_{5}X (birth) ; X\rightarrow k_{6}0 (death and loss).
前報では,上記の相互作用のうち線形の生成死滅率を有する Fractionalマスター方程式
0^{D_{\mathrm{t}}^{ $\alpha$}p(n,t)}=[c_{1}(n-1)+\mathrm{c}_{0}]p(n-1,t)+[a_{1}(n+1)+a_{0}]p(n-1,t)-[(c_{1}+a_{1})n+(c_{0}+a_{0})]p(n, t) , (1)
ここで,Caputo 型のフラクショナル微分で記憶効果を表現している:
 0D_{t}^{ $\alpha$}X(t)=\displaystyle \frac{1}{ $\Gamma$(1- $\alpha$)}\int^{t}\frac{D_{ $\tau$}X( $\tau$)}{(t- $\tau$)^{ $\alpha$}}d $\tau$ (0< $\alpha$\leq 1) . (2)
に対応するラプラス変換後の確率母関数が複素領域でホインの微分微分方程式に従うことを示した.通常の可解な
モデルはガウスの超幾何方程式を解く問題に帰着できるが,ホインの微分方程式に帰着できる問題が解ければ応用





形項を陽に含まない生成死滅過程のマルコフ . マスター方程式 ( $\alpha$=1) の場合には解析解が存在し,[A] 量子光学
(Shimoda, TaU市ashi, Towens, 1957) [18], [B] QCD J\backslash ドロン相互作用 (Suzuki and Biyajima,1996) [19], [C] 金融
市場のマクロダイナミクスを支配するトレーダーの市場への出入りの確率過程(Aoki and Yoshikawa, 2004) [20],
[D] PSD‐95などの細胞内輸送現象の確率モデル (Tsigankov and Eule, 2011) [21], [E] 生態学 (Pigolotti, Flammini,





しかし,近年,[A] optical rogue wave では裾の厚い光強度分布や長期待ち時間分布が観測されている [24,25,26];
[B] では長期記憶を有するスケーリングモデルが実験の特性と対応することが報告されている [27]; [C] 金融市場
でもトレーダーの市場への参入退出のダイナミクスの記憶効果を反映して,時系列データに長期記憶効果が現れ
ており [28], Fractional ARIMA‐GARCH model[29] 等が使われるようになってきている; [D] 膜タンパク質の静的
corral存在下でのセル内輸送等 (Brown et al., 2000)[30] や神経細胞内の物質輸送でも長期記憶効果の重要性が指
摘され,モデル化 [31] が試みられている,もちろん,[E] プラズマ中の2次元vortex sohton ではマルコフ生成死
滅過程 [32] が提案されてきたが,最近のシミュレーションでは記憶のある異常拡散(Cisternas, 2016) の存在が報










ホインの微分方程式は確定特異点が4個 (z=0,1, a, \infty) の線形微分方程式 [34] であるが,そのうちの一個を合
流させると確定特異点が3個 (z=0,1, \infty) の合流型ホインの微分方程式 [34,35] が得られる.
2.1 カノニカル型
カノニカル型の合流型微分方程式は次式で与えられる:
D_{x}^{2}y(x)+ ( $\alpha$+\displaystyle \frac{ $\beta$+1}{x}+\frac{ $\gamma$+1}{x-1})D_{x}y(x)+\frac{(2 $\delta$+ $\alpha$( $\beta$+ $\gamma$+2))x+2 $\eta$+ $\beta$+( $\gamma$- $\alpha$)( $\beta$+1)}{2x(x-1)}y(x)=0 , (3)
ここで,微分演算子 D_{x}=\displaystyle \frac{d}{dx} は通常の微分演算子であり,パラメータは ( $\alpha$,  $\beta$,  $\gamma$,  $\delta$,  $\eta$) の5個である.
2.2 Factorization による形式解
カノニカル型のホインの微分方程式の演算子 \mathcal{H} を次式で定義する:
\mathcal{H}\equiv 2x(x-1)D_{x}^{2}+[2 $\alpha$ x^{2}+2( $\beta$+ $\gamma$+2- $\alpha$)x-( $\beta$+1)]D_{x}+[(2 $\delta$+ $\alpha$( $\beta$+ $\gamma$+2))x+2 $\eta$+ $\beta$+( $\gamma$- $\alpha$)( $\beta$+1)] (4)
因子分解の結果は次式で与えられる :













カノニカル型の合流型微分方程式 (3) の一般解は次式で与えられる :






x(1-x)\displaystyle \frac{d^{2}u}{dx^{2}}+[ $\gamma$-( $\alpha$+ $\beta$+1)]\frac{du}{d $\alpha$}- $\alpha \beta$ u=0 (10)
にはリーマンスキームは次式で与えられている :
\left(\begin{array}{lll}
x=0 & x=\mathrm{l} & x=\infty\\
 0 & 0 &  $\alpha$\\









x=0 & x=1 & x=\infty\\
 0 & 0 & p\\







0^{D_{t}^{ $\alpha$}p_{ $\alpha$}(n,t)}= $\nu$|p_{ $\alpha$}(n-1, t)-p_{ $\alpha$}(n, t)]+ $\mu$[(n+\backslash 1)p_{ $\alpha$}(n+1, t)-np_{ $\alpha$}(n,t)] , (14)
ここで, 0^{D_{t}^{ $\alpha$}} はCaputo 型のフラクショナル微分であり,次式で定義される Riemam‐Liouville 型のフラクショ
ナル微分とは異なることに注意する:
 0tRLD^{ $\alpha$}f(t)\displaystyle \equiv\frac{1}{ $\Gamma$(1- $\alpha$)}D_{t}\int_{0}^{t}\frac{1}{(t- $\tau$)^{ $\alpha$}}f( $\tau$)d $\tau$ . (15)
「このような簡単なモデルで複雑系の非平衡状態の何を記述出来るのか」 と疑問を持たれる方もあろうかと思われる
ので説明を加えておく.[A] Arecchi ら[34] はoptical rogue wave の強度揺らぎの厚い裾を持つ分布を Beck‐Cohen
流の重ね合わせで同定している.しかし,実験によって得られたrogue wave の 「待ち時間分布」 が 「対数ボアソン
分布」 になることはBeck‐Cohen 流の重ね合わせでは説明できていない.極値事象としての rogue wave の生成
死滅過程のモデリングが必要である.[B] QCD のスケーリング関数の解析では初期値を適切に調整しないと実験
と整合するスケーリング関数が出現しないことが報告されている (Nakajima, Biyajima and Suzuki,1996) が任意
の初期値の解が求まらないので初期値依存性が解析出来ていない.[C] 現実の金融データのデータ解析では長期記
憶が存在するので,FARIMA‐GARCH モデルを用いた解析が行われている (Ling and Li, 2002) が市場参入者の
マスター方程式に記憶効果の導入はなされていない.[D] 細胞内輸送問題では動的corralモデルの解析が主流と
なってきているが,細胞内輸送に体液のフイードバック効果が存在するときや細胞異常の発生には記憶項が効く と






 9 $\alpha$ (  z ) t) =\displaystyle \sum_{n=0}^{\infty}z^{n}p_{ $\alpha$}(n,t) , (16)
ただし,初期条件は p_{ $\alpha$}(n, 0) = $\delta$_{n},n。とする.
母関数の従う方程式は次式で与えられる.
0D_{l}^{ $\alpha$}9(z, t) = c0 (Z - 1)9(z, t) -a_{1}\displaystyle \frac{\partial}{\partial_{Z}}g(z, t) . (17)
確率母関数 g_{ $\alpha$}(z ,のの従う方程式は次式のようになる:
0D_{t}^{ $\alpha$}g_{ $\alpha$}(z, t) = - $\mu$(z- 1)\displaystyle \frac{\partial}{\partial_{Z}}9 $\alpha$(z, t)+\mathrm{v}(z- 1)g_{ $\alpha$}(z, t) . (18)
マルコフ極限  $\alpha$ = 1 では,解は [36, 37] 次式で与えられる:
g_{1}(z, t) = [1 + (Z- 1)\exp(- $\mu$ t)]^{n\mathrm{o}}\exp [\displaystyle \frac{ $\nu$}{ $\mu$}(Z - 1)(1 -\exp(- $\mu$ t))] (19)
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記憶のある 0< $\alpha$<1 の場合においては,特性曲線法を適用した求解は容易に実行出来ない.確率母関数のラプラ \backslash 
ス変換は g_{ $\alpha$}[z, s] 次式のように求められる:
 $\mu$(z-1)\displaystyle \frac{d}{dz}g_{ $\alpha$}[z, s]+(s^{ $\alpha$}- $\nu$(z-1))g_{ $\alpha$}[z, s]=s^{ $\alpha$-1}z^{n_{0}} (20)
これは複素領域の線形微分方程式であるから g_{ $\alpha$}[z, s] は次のように求まる:
9 $\alpha$[z, s]= (\displaystyle \frac{s^{ $\alpha$-1}}{ $\mu$}) . (z-1)^{-\frac{\mathrm{s}^{ $\alpha$}}{ $\mu$}}e^{\frac{ $\nu$}{ $\mu$}z}\displaystyle \int_{z_{b}}^{z}$\omega$^{n_{0}}( $\omega$-1)^{\frac{\mathrm{s}^{ $\alpha$}}{ $\mu$}-1}e^{-\frac{ $\nu$}{ $\mu$} $\omega$}d $\omega$ . (21)
積分の上限と下限  z_{b} は物理的な考察により適切に設定する必要がある.
表1及び,2でわかるように,6つのクラスのうち A_{\mathrm{i}} に演算子は分類されることがわかる:
L=2z,\overline{L}=z-1, M=-2n_{0},\displaystyle \overline{M}=\frac{s^{ $\alpha$}}{ $\mu$}-\frac{ $\nu$}{ $\mu$}(z-1) 及び u(z)=\displaystyle \frac{s^{\mathrm{a}-1}}{ $\mu$}z^{n_{0}} (22)
(cf. Hounkonnou et al [35]). しかし,(21) 式の積分表示はモーメントや待ち時間分布 (又は,寿命分布) を計算す
るには便利でない.
まず, z_{b}=0 として変数変換
\displaystyle \frac{ $\omega$}{z}\frac{z-1}{ $\omega$-1}=1-x , (23)
して,母関数をとして次の形を選択する :
g_{ $\alpha$}[z, s]=-(\displaystyle \frac{s^{ $\alpha$-1}}{ $\mu$}) z^{n\mathrm{o}+1}e^{\frac{ $\nu$}{ $\mu$}(z-1)}\int_{0}^{1}(1-x)^{n_{0}}(1-xz)^{-n_{0}-\frac{$\epsilon$^{ $\alpha$}}{ $\mu$}-1}e^{\frac{ $\nu$}{ $\mu$}\frac{1-\approx}{1-xz}} dx,
\equiv -(\displaystyle \frac{s^{ $\alpha$-1}}{ $\mu$}) Z^{n\mathrm{o}+1_{e $\mu$}^{\mathrm{g}}(z-1)} f01 (1, no - 1, n0+ \displaystyle \frac{s^{ $\alpha$}}{ $\mu$} + 1;z) . (24)
これが合流型ホインの微分方程式 (CHE) の閉じた形での積分表示である (CHE).
fpq (a, b, c;z) = \displaystyle \int_{p} せ x^{a-1}(1 -x)^{c-a-1}(1 -ZX)^{-b_{e $\mu$}^{ $\Delta$}\frac{1-z}{1-xz}} d_{X} (25)
ここで, p, q = \{0, 1, \infty\} は一般化超幾何関数の積分表示である.
(20) 式の母関数の従う方程式を Z についてもう一度微分すると,(12) 式に示した標準形の合流型の微分方程式が
得られ,係数は次式で与えられる :
 $\alpha$ = -\displaystyle \frac{ $\nu$}{ $\mu$},  $\beta$= -n_{0} - 1,  $\gamma$ = \displaystyle \frac{s^{ $\alpha$}}{ $\mu$},p= 1 -n0 及び q=n_{0} (\displaystyle \frac{ $\nu$}{ $\mu$} + \frac{s^{ $\alpha$}}{ $\mu$}) (26)
また,(3) 式のカノニカル型の方程式の場合に対応すう係数は次式で与えられる :
 $\alpha$= -\displaystyle \frac{ $\nu$}{ $\mu$},  $\beta$= -n_{0} - 1,  $\gamma$ = \displaystyle \frac{s^{ $\alpha$}}{ $\mu$},  $\delta$ = \displaystyle \frac{ $\nu$}{2 $\mu$} (n_{0} - 1+ \displaystyle \frac{s^{ $\alpha$}}{ $\mu$}) 及び  $\eta$ = \displaystyle \frac{1}{2}[-n_{0}(\frac{ $\nu$}{ $\mu$} + \frac{s^{ $\alpha$}}{ $\mu$}) +n_{0} +1] (27)
標準形方程式 (12) のアクセサリパラメータ q または カノニカル方程式 (3) のパラメータ  $\eta$ で,それらは固定され
ていることが確認できる.ただし,  p_{ $\alpha$}(n, 0) =$\delta$_{n,n0} . 初期値が n_{0} = 0 なら,アクセサリパラメータは q=0 となる.
3.2 n_{0}=0 の場合の平均と分散
初期値が n_{4}=0 の場合の平均と分散の表式が次のように求められる:
\displaystyle \langle n(T)\rangle=\frac{ $\nu$}{ $\mu$}(1-E_{ $\alpha$}(- $\mu$ T^{ $\alpha$})) (28)
及び
$\sigma$_{n}^{2}(T)=\displaystyle \frac{ $\nu$}{ $\mu$}(1-E_{ $\alpha$}(- $\mu$ T^{ $\alpha$})) + (\displaystyle \frac{ $\nu$}{ $\mu$})^{2}\{E_{ $\alpha$}(-2 $\mu$ T^{ $\alpha$})-[E_{ $\alpha$}(- $\mu$ T^{ $\alpha$})]^{2}\} , (29)
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ここで,Mittag‐Leffler 関数 E_{ $\alpha$}(z) は次式で定義される:
E_{ $\alpha$}(z)=\displaystyle \sum_{n=0}^{\infty}\frac{1}{ $\Gamma$( $\alpha$ n+1)}z^{n} (30)
時間依存性は数値計算により簡単に評価できる.その結果,  $\alpha$ の値が小さくなると分散項の存在のために揺らぎ
の増大が観察されることになる.非定常の定式化によるモデル化ではこのような増大は観測されず,分散と平均は
任意の時間で向じ値をとる.
消滅確率や待ち時間分布 (寿命分布) を計算するために,特異点  z=0 のまわりの振る舞いを f_{0\infty}(a, b, c;z) で
評価しよう.
g_{ $\alpha$}[z, s]=-(\displaystyle \frac{s^{ $\alpha$-1}}{ $\mu$}) ze \displaystyle \frac{ $\nu$}{ $\mu$}(z-1)f_{01}(1, -1,1+\frac{s^{ $\alpha$}}{ $\mu$};z)-(\frac{s^{ $\alpha$-1}}{ $\mu$}) ze\displaystyle \mathrm{K}^{(z-1)}f_{1\infty}(1, -1,1+\frac{s^{ $\alpha$}}{ $\mu$};z) , (31)
ラプラス逆変換により次式が得られる :
g_{ $\alpha$}(z, t)=e^{\frac{ $\nu$}{ $\mu$}(z-1)}\displaystyle \sum_{n=0}^{\infty}\frac{(-\frac{ $\nu$}{ $\mu$}(z-1))^{n}}{n!}E_{ $\alpha$}(- $\mu$ nt^{ $\alpha$}) . (32)
z=0 と置いて,消滅確率は次式で与えられる :
g_{ $\alpha$}(0, t)=p_{ $\alpha$}(0,t)=e^{-\frac{ $\nu$}{ $\mu$}}\displaystyle \sum_{n=0}^{\infty}\frac{1}{n!}(\frac{ $\nu$}{ $\mu$})^{n}E_{ $\alpha$}(-n $\mu$ t^{ $\alpha$}) . (33)
同様にして,寿命分布は次式で与えられる:
f_{ $\alpha$}( $\tau$)=-\displaystyle \frac{d}{d $\tau$}p_{ $\alpha$}(0,  $\tau$)=e^{-\frac{ $\nu$}{ $\mu$}}  $\nu \tau$^{ $\alpha$-1}\displaystyle \sum_{n=0}^{\infty}\frac{1}{n!}(\frac{ $\nu$}{ $\mu$})^{n}E_{ $\alpha,\ \alpha$}(-(n+1) $\mu \tau$^{ $\alpha$}),(34)
ここで,一般化 Mittag‐Leffler 関数 E_{ $\alpha,\ \beta$}(z) は次式で定義される :
E_{ $\alpha,\ \beta$}(z)=\displaystyle \sum_{n=0}^{\infty}\frac{1}{ $\Gamma$( $\alpha$ n+ $\beta$)}♂ (35)
任意の初期値 n_{0}\neq 0 のときの解析解も得られるがここでは省略する.
4 Discussions
4.1 モデル (1) の母関数の積分表示とアクセサリパラメータ
モデル (1) で  $\epsilon$=0 とした場合の確率母関数の従う方程式を考えよう.
0^{D_{t}^{ $\alpha$}g_{ $\alpha$}(z,t)}=( $\lambda$ z- $\mu$)(z-1)\displaystyle \frac{\partial}{\partial z}g_{ $\alpha$}(z,t)+ $\nu$(z-1)g_{ $\alpha$}(z, t) (36)
ラプラス変換を施し,上式をさらに z について微分することにより,次のようなホインの微分方程式を得る:
\displaystyle \frac{\partial^{2}}{\partial z^{2}}g_{ $\alpha$}[z, s]+(\frac{ $\alpha$}{z}+\frac{ $\beta$+1}{z-1}+\frac{ $\gamma$+1}{z-w})\frac{\partial}{\partial z}g_{ $\alpha$}[z, s]+\frac{-pz+q}{z(z-1)(z-w)}g_{ $\alpha$}[z, s]=0 (37)
ここで,
 $\alpha$=-n_{0},  $\beta$=-\displaystyle \frac{s^{ $\alpha$}}{ $\lambda$- $\mu$},  $\gamma$=\displaystyle \frac{s^{ $\alpha$}}{ $\lambda$- $\mu$}+\frac{ $\nu$}{ $\lambda$} p=\displaystyle \frac{ $\nu$}{ $\lambda$}(n_{0}-1), q=\displaystyle \frac{n_{0}}{ $\lambda$}(s^{ $\alpha$}+ $\nu$), w=\displaystyle \frac{ $\mu$}{ $\lambda$} . (38)
これから,初期値がゼロである場合にはアクセサリパラメータ qがゼロとなり,(37) 式はガウスの超幾何微分方程
式に帰着できることになる.同様にして,  $\lambda$=0 の場合も結果だけ示すと,この場合には母関数は合流型のホインの
微分方程式 g_{ $\alpha$}[z, s]=z^{-\frac{ $\epsilon$}{ $\mu$}}H_{ $\alpha$}[z, s] で表現できるようになる:
\displaystyle \frac{\partial^{2}}{\partial z^{2}}H_{ $\alpha$}[z, s]+( $\alpha$+\frac{ $\beta$+1}{z}+\frac{ $\gamma$+1}{z-1})\frac{\partial}{\partial z}H_{ $\alpha$}[z, s]+\frac{p $\alpha$ z+q}{z(z-1)}H_{ $\alpha$}[z, s]=0 (39)
ここで,
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 0 2 4 6 8 \uparrow 0
Time T(s)
図1: 初期値を n_{0}=0 としたときの平均と分散の発展の様子: パラメータは  $\nu$=5,  $\mu$=1 であり,フラクショナル
微分の値を次のように変化させている  $\alpha$ : (a) 1 (solid line), (b) 0.9 (dotted line), (c) 0.8 (dashed line), (d) 0.7
(dash‐dot line), (e) 0.6 (dash‐thee‐dots line) 及び (f) 0.5 (long‐dashed line).  $\Delta$(T) は  $\Delta$(T)\equiv$\sigma$_{n}^{2}(T)-\langle n(\mathrm{T}) }















\check{\lrcorner= $\Phi$}\underline{\in $\Phi$} 10^{-2}\uparrow 0^{-4}
10^{-6}
0.01 0.\uparrow 0 1.00 10.00
Time \mathrm{t}(\mathrm{s})
図2: 初期値がゼロ n_{0}=0 の場合の (a) 絶滅確率 p_{ $\alpha$}(0,t) 及び (b) 待ち時間分布 (寿命分布) f_{ $\alpha$}( $\tau$) (但し,パ
ラメータが  $\nu$=5,  $\mu$=1 とした場合): (i)  $\alpha$=1 (solid line) (ii)  $\alpha$=0.9 (dotted \mathrm{h}\mathrm{n}\mathrm{e}) (iii)  $\alpha$=0.8 (dashed line),
(iv)  $\alpha$=0.7 (dash‐dot \mathrm{h}\mathrm{n}\mathrm{e}), (v)  $\alpha$=0.6 (dash‐three‐dots line) 及び  $\alpha$=0.5 (long‐dahed sine).
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4.2 フォッカー プランク方程式の固有値問題とアクセサリパラメータ





\displaystyle \frac{d}{dt}x(t)=c+ax-bx^{2}+xF(t) , (41)
\displaystyle \frac{d}{dt}x(t)=c+ax-bx^{2}+\sqrt{x}F(t) , (42)
及び
\displaystyle \frac{d}{dt}x(t)=c+ax-bx^{2}+F(t) , (43)
の3種類の確率微分方程式が導かれる.但し, \langle F(t)F(t')\rangle =2D $\delta$(t-t') とし,議論の簡単化のために,何れも
Ito 型の確率微分方程式とし,ストラットノビッチ解釈によるNoise 補正は行わない.従って,この3つに対応する
フォッカー プランク方程式は,それぞれ次式で表される:
\displaystyle \frac{\partial}{ $\theta$ t}P(x, t)=-\frac{\partial}{\partial x}[(c+ax-bx^{2})P(x, t)]+D\frac{\partial}{\partial x^{2}}[x^{2}P(x,t)] , (44)
\displaystyle \frac{\partial}{\partial t}P(x, t)=-\frac{\partial}{\partial x}[(c+ax-bx^{2})P(x, t)]+D\frac{\partial}{\partial x^{2}}[xP(x, t)] (45)
及び
\displaystyle \frac{\partial}{\partial t}P(x, t)=-\frac{\partial}{\partial x}[(c+ax-bx^{2})P(x, t)]+^{\rightarrow}D\frac{\partial}{\partial x^{2}}[P(x, t)] . (46)
対応する後退方程式 Q(x,t)=\exp(- $\Lambda$ t) $\phi$(x)(P(x,t)=P_{\mathrm{s}}(x)Q(x, t)) の従う方程式はそれぞれ,
(Double confluent Heun equation; HeunD)
x^{2}\displaystyle \frac{d^{2}}{dx^{2}} $\phi$(x)+( $\gamma$+ $\alpha$ x- $\beta$ x^{2})\frac{d}{dx} $\phi$(x)+ $\lambda \phi$(x)=0 (47)
(Biconfluent Heun equation; HeunB)
x\displaystyle \frac{d^{2}}{dx^{2}} $\phi$(x)+( $\gamma$+ $\alpha$ x- $\beta$ x^{2})\frac{d}{dx} $\phi$(x)+ $\lambda \phi$(x)=0 (48)
(Triconfluent Heun equation; HeunT)
\displaystyle \frac{d^{2}}{dx^{2}} $\phi$(x)+( $\gamma$+ $\alpha$ x- $\beta$ x^{2})\frac{d}{dx} $\phi$(x)+ $\lambda \phi$(x)=0 (49)
の各クラスの微分方程式が得られる.但し,  $\alpha$=\displaystyle \frac{a}{D},  $\beta$=\displaystyle \frac{b}{D},  $\gamma$=\displaystyle \frac{c}{D} 及び  $\lambda$=\displaystyle \frac{ $\Lambda$}{D} . ちなみに,フォッカー プランク
方程式の特殊性に起因し,固有値がアクセサリパラメータになっていることも理解できよう.ちなみに,固有値の







Theory) で表現されている相互作用に限定した場合には HeunD, HemB, HeunT などのホインのクラスに分類さ
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