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のものについて機械学習を利用した手法 [6, 7] が提案され
ている．記述式タイプに対しては近年，評価型ワークショッ






















































文書 A, Bに出現するそれぞれの内容語を a, bとすると内
容語が一致しているかどうかを返す関数 sim(a, b)は式 (1)




1 (a = b)
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を a, b とすると内容語が一致した場合，その形態素の idf
重みを返す関数 simidf (a, b)は式 (3)で表される．それを利
用した文書 A, Bの内容語の一致数 score match(A,B)は
式 (4)となり，それを利用した文書 A, Bの内容語の一致数
score match idf(A,B)は式 (2)とする．
simidf (a, b) =
{
widf (a = b)
0 (a ̸= b) (3)

















































idf (ti)× V (ti) (5)
W は取り出した単語集合の総数である．idf (t)はある単語 t
の idf値である．V (t)はある単語 tの 300次元の Skip-gram
である．なお，Wikipediaまたは nwjc2vecに存在しない単























行列を作成する．出来たWiki 行列を式 6 のように特異値
分解する．






いため近似した行列を使用する．そのために U から k列目
以降の行列を削除した m × k 列の U ′ を作成するという次













































設問 内容語の一致数 idf重みづけ有 有効件数
1-問 1 0.372 0.383 154
1-問 2 0.427 0.345 152
1-問 3 0.627 0.550 153
2-問 1 0.682 0.719 154
2-問 2 0.507 0.543 152
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マッチで採点を行う．取得した文書は M 文，小論文は N
文から構成されているので，総当たりで「名詞」，「形容詞」，
「動詞」の単語マッチを行いマッチした単語の数を数えたも














1-問 1 0.0205 0.0299
1-問 2 0.455 0.391
1-問 3 0.301 0.344
2-問 1 0.0758 0.00438
2-問 2 0.412 0.261
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