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Abstract
Estimation of the memory parameter, d, by ﬁtting a fractionally differenced autoregression of order p,
where p approaches inﬁnity simultaneously with the observed series length, n, is examined. Under some
conditions on growth of p with respect to n and on the short-memory component, which admits an inﬁnite
autoregressive representation with coefﬁcients aj , the estimator is shown to be
√
p/n consistent and asymp-
totically normal, where p may be taken to be proportional to log n. The joint asymptotic distribution of the
estimators of d and of the aj is also derived.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
This paper considers estimation of the memory parameter d in a covariance stationary time
series {Xt, t =, . . . ,−1, 0, 1, . . .} whose spectral density is of the form
f () = |2 sin(/2)|−2dh(), (1.1)
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where − 12 < d < 12 and h is a bounded continuous function, h(0) = 0. In the case 0 < d < 12 ,{Xt } is said to exhibit long memory, the case d = 0 corresponds to the short memory, and the
case − 12 < d < 0 to the negative memory or antipersistence.
A variety of different approaches to estimating d have been suggested. The currently available
methods may be grouped under four broad headings: graphical, parametric, non-parametric and
semi-parametric, we refer to Bhansali and Kokoszka [7] for a recent review.
In this paper, we develop theoretical foundations for a fractional autoregressive model ﬁtting
approach to the estimation of d. We say that a time series follows a fractionally differenced
autoregressive model of order p, abbreviated FAR(p, d), if its dth fractional difference follows
an autoregressive model of order p. We assume that the observed time series is a realization of an
FAR(∞, d) process. Our estimator of d is obtained by ﬁtting an FAR(p, d) model by a likelihood
procedure, but we treat p as a function of the sample size n such that p → ∞, as n → ∞.
A main difﬁculty in developing an asymptotic theory has lied in the lack of a suitable Central
Limit Theorem for quadratic forms whose kernel depends on the sample size n. We established
the required results in [6]. To be able to use them, we develop in the present paper a number of
bounds on L1, L2 and spectral norms of several matrices related to the information matrix and
their derivatives, inverses and products. The dimension of the matrices and vectors depends on the
sample size, and no relevant results have been available prior to the present work in the context
of long memory and antipersistent time series.
We show that
√
n/p(d̂−d) is asymptotically standard normal. The joint asymptotic distribution
of d̂ and an increasing number of the estimated autoregressive coefﬁcients is also shown to be
normal with the order of consistency
√
p/n. The factor √p, which slows down the convergence,
does not appear in the parametric likelihood estimation, see e.g. Fox and Taqqu [11] and Dahlhaus
[10], because there the model is assumed to be correctly speciﬁed and so the information matrix
is constant.
The approach we take is akin to the parametric approach, but the differenced process is postu-
lated to follow an inﬁnite order autoregressive model, and since such a representation exists under
mild conditions (see e.g. [9, p. 78]), the class of processes we consider is larger than in a paramet-
ric setting. Indeed, our approach is similar in spirit to the well-known practice of estimating the
spectral density, the linear predictor and related parameters of a stationary process with bounded
spectral density by autoregressive model ﬁtting, see Parzen [18], Berk [2], Shibata [21,22] and
Bhansali [3–5], among others. In our setting, however, the spectral density can be unbounded or
vanish, so the theory developed by the cited authors does not apply.
Hurvich and Brodsky [13] and Moulines and Soulier [16,17] consider an FEXP approach to
the estimation of d which bears some similarity to the approach studied in the present paper. In
the FEXP approach, log fY (), the logarithm of the spectral density of the short-memory process
Yt , is postulated to possess an inﬁnite Fourier series expansion and thus Yt is speciﬁed to follow
an exponential model of Bloomﬁeld [8]. The estimator d̂ER, say, is obtained by ﬁrst truncating
the inﬁnite Fourier expansion of log fY () at some ﬁnite value k and then by using a linear least-
squares regression procedure. On the assumption that k → ∞, as n → ∞, Moulines and Soulier
[16] show that √n/k(d̂ER − d) is asymptotically normal. If the Fourier coefﬁcients converge to
zero at an exponential rate, k may be taken to be proportional to log n, and this is also true of the
autoregressive order, p, used in our approach. In this sense both methods are comparable and yield
estimators of d with convergence rates (log n/n)1/2. Our approach is, however, likelihood-based
and it may be expected to be asymptotically more efﬁcient than the regression-based approach of
these authors. Also, unlike Moulines and Soulier [16], we do not assume that the observed series
is Gaussian. Both methods are asymptotically superior to the nonparametric and semiparametric
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approaches for which the fastest possible rate of convergence is n−0.4. Even though the rate
of convergence for the parametric methods is n−1/2, these methods are not robust to model
misspeciﬁcation. A comparison of ﬁnite sample performance of the various methods discussed
above is presented in [7]. For a broad class of long-memory Gaussian processes, our method is
shown to outperform commonly used non-parametric, semi-parametric and parametric methods,
the latter if the parametric model is misspeciﬁed.
The paper is organized as follows: in Section 2, we state the assumptions and describe the
estimation procedure. Section 3 contains the main results of the paper and their proofs. These
proofs rely on a number of auxiliary results which are developed in Sections 4–6. Section 4
establishes bounds on the rate of growth of the information matrix and related matrices of an
FAR(p) process, as p → ∞, thus extending similar results for AR(p) models to fractionally
differenced processes. Section 5 focuses on delicate bounds for the remainder term appearing in
the proofs of our main theorems. These bounds use the bounds of Section 4 and the pre-estimation
procedure described in Section 2. Section 6 applies the results of Bhansali et al. [6] to quadratic
forms of FAR(p, d) processes and establishes a Central Limit Theorem which is used to ﬁnd the
asymptotic distribution of our estimator.
2. Assumptions, parameters and estimates
We suppose that the observed series X1, . . . , Xn is a realization of a process {Xt } satisfying
the following assumption:
Assumption 1. The process {Xt } is deﬁned by
(1 − B)dXt = Yt , − 12 < d < 12 , (2.1)
whereB is the usual backward shift operator and {Yt } is aweakly dependent autoregressive process
deﬁned by
∞∑
j=0
ajYt−j = Zt . (2.2)
The random variables Zt are independent identically distributed and satisfy
EZt = 0, EZ2t = 2, EZ4t < ∞. (2.3)
The coefﬁcients aj are absolutely summable, a0 = 1, and for some  > 0
a(z) =
∞∑
j=0
aj z
j = 0, |z| < 1 + . (2.4)
In (2.1), (1 − B)d is the fractional difference operator deﬁned by
(1 − B)d =
∞∑
j=0
bjB
j (2.5)
with bj = (j − d)/[(j + 1)(−d)], where (x) is the Gamma function.
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The process {Xt } has the spectral density
f () = 
2
2
|1 − ei|−2d
∣∣∣∣∣∣
∞∑
j=0
aj e
ij
∣∣∣∣∣∣
−2
. (2.6)
Denote by  = (d, a1, a2, . . .)T a generic element of the parameter space and by 0 =
(d0, a01 , a
0
2 , . . .)
T the true value of the parameter. Assumption 1 pertains to the true value of
the parameter, even though this is not explicitly indicated by using the superscript 0.
In the space l2 of square summable sequences, introduce the norms
‖‖2 =
⎛⎝d2 + ∞∑
j=1
a2j
⎞⎠1/2 , ‖‖1 = |d| + ∞∑
j=1
|aj |. (2.7)
The norm ‖ · ‖1 is used in Assumption 2.
Assumption 2. The parameter spaceE has the formE = [− 12 , 12 ]×Ea, whereEa = I1×I2×· · ·
and each Ij is a closed bounded interval. The set E is bounded with respect to the norm ‖ · ‖1 and
contains an open neighborhood of the true parameter 0.
To derive the limit distribution of the estimator of  studied in this paper, we need the following
assumptions on the order p = pn of the ﬁtted FAR(p) model and on the aj :
Assumption 3. Suppose that, as n → ∞,
p = pn → ∞, p = o(n1/8), p = o(n1−2d0/ log4 n) (2.8)
and
∞∑
j=p
|a0j | = o(n−1/2). (2.9)
The upper bounds in condition (2.8) are technical assumptions which reﬂect the intuition that p
cannot increase too fast with n, i.e. that the order of the ﬁtted model should be much smaller than
the sample size. As illustrated in Remark 2.3, in practical applications, p increases roughly like
log n. The bound p = o(n1/8) is implied by condition (2.12) below and is included inAssumption
3 for ease of reference and to show the approximate maximal rate of growth of p which is needed
in our proofs. For d close to 12 , it is also implied by the last bound in (2.8).
Condition (2.9) indicates that p must increase sufﬁciently fast to ensure that the “bias” due to
the neglected autoregressive coefﬁcients vanishes as n → ∞. A similar assumption is made by
Berk [2] for establishing the asymptotic normality of the autoregressive spectral estimator in the
short-memory case.
We now describe the two-step estimation procedure. First, we pre-estimate the parameter d0 ∈
(− 12 , 12 ) by an estimator d˜ such that
d˜ − d0 = oP (n−r ) (2.10)
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for some 0 < r < 1. Then we deﬁne the interval
In,d = [d˜ − n, d˜ + n] ∩ [− 12 , 12 ], (2.11)
where n = A/kn, A > 0 is a constant and the sequence kn → ∞ is chosen such that for some
ﬁxed  > 2,
p = O(kn), kn = o(min(n1/4, nr)) as n → ∞. (2.12)
(Recall that p = pn is the order of the ﬁtted FAR(p) model.)
The pre-estimation ensures that the remainder term r(p) appearing in the proofs of Theorems
3.1 and 3.2 is asymptotically negligible. In practice it allows to choose an initial value of d for the
likelihood optimization described below. A speciﬁc estimator d˜ satisfying (2.10) and the choice
of the sequence kn are discussed in Remark 2.3.
To formalize the procedure of ﬁtting a FAR(p, d) model, deﬁne
Gp() =
∫ 
−
In()g
−1
p (, ) d, (2.13)
where
In() = 12n
∣∣∣∣∣∣
n∑
j=1
Xje
ij
∣∣∣∣∣∣
2
(2.14)
is the periodogram of the observations and
gp(, ) = |1 − ei|−2d |Ap()|−2, Ap() =
p∑
j=0
aj e
ij (2.15)
is the power transfer function of the FAR(p, d) model.
The estimator ̂p = (d̂, â1, . . . , âp) is obtained by minimizing the function Gp() over the set
E¯n = In,d × Ea,p, Ea,p = I1 × · · · × Ip
with the Ij as in Assumption 2. It thus has only the ﬁrst p + 1 nonvanishing components and can
be deﬁned formally as
̂p = argmin{Gp();  ∈ E¯n}. (2.16)
In Section 3, we show that the estimator ̂p is an (n/p)1/2 consistent estimator of d0 and the
parameters a01 , . . . , a
0
p, and satisﬁes the central limit theorem.
The corresponding estimator of the white-noise variance 2 is given by
̂2(p) = Gp(̂p).
Remark 2.1. Condition (2.4) implies that c(z) := 1/a(z) admits the expansion
c(z) =
∞∑
j=0
c0j z
j , |z|1, c00 = 1
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and that
a0j = O(rj ) and c0j = O(rj ) for some 0 < r < 1. (2.17)
We denote
A() =
∞∑
j=0
a0j e
ij , C() = 1/A() =
∞∑
j=0
c0j e
ij . (2.18)
By (2.17), ∑∞j=p |a0j | = O(rp), (n → ∞), so for (2.9) to hold it is enough to ensure that
pK ln n with large enough K . Consequently, the rate of convergence (p/n)1/2 in Theorems
3.1 and 3.2 may be as fast as (ln n/n)1/2.
Notice also that (2.17) implies the bound
∞∑
j=k
|a0j | = o(k−2) (2.19)
which we use in proofs below.
Remark 2.2. The bandwidth n in (2.11) has the following properties which will be used in the
sequel:
d˜ − d0 = oP (n), nCp−, P {d0 ∈ In,d} → 1. (2.20)
The ﬁrst relation in (2.20), which implies the last one, follows from (2.10) and kn = o(nr), see
(2.12). The bound nCp− follows from n = Ak−1n and p = O(kn). Deﬁnition (2.11) of the
minimization interval In,d and (2.20) imply that our estimator of d deﬁned via (2.16) is consistent:
d̂
P→ d0.
Remark 2.3. For pre-estimation of the parameter d0 ∈ (− 12 , 12 ) one can use, for example, the
local Whittle estimator d˜ (see [20]) deﬁned as
d˜ = argmin{Un(d), d ∈ [−1/2, 1/2]}, (2.21)
where Un(d) is a local contrast function
Un(d) = log
⎛⎝ 1
m
m∑
j=1
j2dIn(j )
⎞⎠− 2d
m
m∑
j=1
log j.
Here k = 2kn , k = 1, . . . , [(n − 1)/2] are the Fourier frequencies and m = mn → ∞ is the
bandwidth parameter. Under our assumptions, when m = O(n0.8),
d˜ − d0 = OP (m−1/2).
Choosing m = n0.7, for example, we see that (2.10) holds with r = 0.3. Since the coefﬁcients a0j
decay exponentially fast, see Remark 2.1, we can set p = (log n) for some  > 1. For m = n0.7,
we can thus set, say, kn = n0.2 or kn = (log n)3.
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3. Asymptotic properties of the estimator
To formulate our asymptotic results, we set
0 = 1, i =
i∑
m=1
ai−m
m
, 1 ip, sJ =
(
J∑
i=0
2i
)1/2
. (3.1)
Below N(0, 1) denotes a random variable with a standard normal distribution.
Unless stated otherwise, all asymptotic relations are as n → ∞. Throughout the paper, an ∼ bn
means that an/bn → C = 0 as n → ∞.
3.1. Main results
Theorem 3.1. Suppose that Assumptions 1–3 hold. Then the estimator ̂p = (d̂, â1, . . . , âp) is
(n/p)1/2 consistent:
(n/p)1/2‖d̂ − d0, â1 − a01 , . . . , âp − a0p‖2 = OP (1). (3.2)
Theorem 3.2. Suppose that Assumptions 1–3 hold. Then for a ﬁxed J and for increasing J =
Jn = o(p),
(n/p)1/2(d̂ − d0, â1 − a01 , . . . , âJ − a0J )T = (0, 1, . . . , J )T Zn + rn,J , (3.3)
where Zn is a scalar random variable such that
Zn
d→N(0, 1)
and the remainder term satisﬁes ‖rn,J ‖2 = oP (1).
Corollary 3.1. Under the assumptions of Theorem 3.2,
(n/p)1/2(d̂ − d0) d→N(0, 1) (3.4)
and for any ﬁxed k = 1, 2, . . .,
(n/p)1/2(̂ak − a0k ) d→ kN(0, 1). (3.5)
To obtain parameter free limits, set
ŝJ =
(
J∑
i=0
̂2i
)1/2
, ̂0 = 1, ̂i =
i∑
m=1
âi−m
m
, 1 iJ. (3.6)
Theorem 3.3. Suppose that Assumptions 1–3 hold and J = Jn = o(p). Then,
(n/p)1/2s−1J ‖(d̂ − d0, â1 − a01 , . . . , âJ − a0J )‖2
d→|N(0, 1)|, (3.7)
ŝJ
P→ sJ (3.8)
and
(n/p)1/2̂s−1J ‖d̂ − d0, â1 − a01 , . . . , âJ − a0J ‖2
d→|N(0, 1)|. (3.9)
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3.2. Idea of the proof and additional notation
Denote
p = (d, a1, . . . , ap)T = (0, 1, . . . , p)T
and deﬁne analogously ̂p and 0p. By the mean value theorem, for a vector ∗p satisfying ‖∗p −
0p‖2‖̂p − 0p‖2,
∇Gp(̂p) − ∇Gp(0p) = Ŵp(∗p)(̂p − 0p), (3.10)
where
∇Gp(p) =
(

0
Gp(),

1
Gp(), . . . ,

p
Gp()
)T
(3.11)
is the (p + 1)-dimensional random vector of partial derivatives, and
Ŵp(
∗
p) = ∇2Gp(∗p)
denotes the (p + 1) × (p + 1) random matrix with entries
ŵjk(
∗
p) =
2
kj
Gp(
∗
p). (3.12)
Set
(p) = ∇Gp(0p), (p) =
(
d̂0 − d00 , â1 − a01 , . . . , âp − a0p
)T
. (3.13)
If ̂p is an inner point of E¯n, then ∇Gp(̂p) = 0 and the relation (3.10) can be rewritten as
(p) = −Ŵp(∗p)−1(p). (3.14)
Fox andTaqqu [11] andGiraitis and Surgailis [12], among others, considered correctly speciﬁed
parametric models with ﬁnite ﬁxed p. In their work the asymptotic distribution of (p) may be
found from the asymptotic distribution of (p) by showing that, as n → ∞, Ŵp(∗p) has a
deterministic limit in probability, which is an invertible matrix. In our setting, the main effort
is to show that the inverse Ŵp(∗p)−1 can be replaced by a deterministic matrix Wp(0p)−1 =
(2/2)W(p)−1.We now proceed to deﬁne the matrixW(p), providing ﬁrst a heuristic argument
why (2/2)W(p)−1 is a reasonable replacement for Ŵp(∗p)−1.
The entries of the matrix Ŵp(p) can be written as
ŵjk(p) =
∫ 
−
hjk(, p)In() d, j, k = 0, 1, . . . , p, (3.15)
where
hjk(, p) = 
2
kj
g−1p (, p).
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Note that
2
00
g−1p (, p) = 4 ln2 |1 − ei||1 − ei|2d |Ap()|2 (3.16)
and for j, k = 1, . . . , p,
2
0j
g−1p (, p) = 2 ln |1 − ei||1 − ei|2d(Ap()e−ij + Ap(−)eij ); (3.17)
2
jk
g−1p (, p) = |1 − ei|2d(ei(k−j) + e−i(k−j)). (3.18)
Deﬁne the matrix Wp(p) with the entries
wjk(p) = 
2
2
∫ 
−
hjk(, p)g(, ) d, j, k = 0, 1, . . . , p, (3.19)
which are deﬁned analogously to (3.15) but with the periodogram replaced by the spectral density
f () = 
2
2
|1 − ei|−2d |A()|−2 =: 
2
2
g(, ).
Set
W(p) = 2
2
Wp(
0) (3.20)
and note that W(p) has the entries
w00 = 4
∫ 
−
ln2 |1 − ei| d = 8
∫ 
0
ln2(2 sin(/2)) d = 2
3
3, (3.21)
w0j = 4
∫ 
−
e−ij ln |1 − ei||A()|−2A() d
= −4
∞∑
k=0
c0k
k + j , j = 1, . . . , p, (3.22)
wjk = 2
∫ 
−
ei(k−j)|A()|−2 d, j, k = 1, . . . , p. (3.23)
It is convenient to write the matrix W(p) as
W(p) =
[
w00 w(p)
T
w(p) 2(p)
]
, (3.24)
where w = (w01, . . . , w0p)T and (p) = (wjk)j,k=1,...,p.
Direct veriﬁcation shows that
W(p)−1 =
[
	0(p) (p)T
(p) M(p)
]
, (3.25)
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where
	0(p) = [w00 − 12w(p)T(p)−1w(p)]−1,
(p) = − 12	0(p)(p)−1w,
M(p) = 12(p)−1[I + 12	0(p)w(p)w(p)T(p)−1]. (3.26)
If {Xt } is an FAR(p, d) process of ﬁnite order p, and if this correct ﬁxed order is used in
estimation, then 4W(p)−1 is the asymptotic covariance matrix of
√
n(̂(p) − 0(p)), see e.g.
Fox and Taqqu [11], Giraitis and Surgailis [12], and 4	0(p) is the asymptotic variance of√
n(d̂ − d0). As shown in Lemma 4.1, in our setting 4	0(p) ∼ p, as n → ∞.
We conclude this section by presenting a representation for the inverse of the matrix (p)
appearing in (3.24). This representation is used extensively in the proofs.
Observe that
(p) = (2/2)R(p), (3.27)
where R(p) = {r(k − j)}j,k=1,2,...,p denotes the covariance matrix of {Yt }, c.f. (2.2). As is well
known, see Kailath et al. [14], we may write
R(p)−1 = −2p [S˜(p)T S˜(p) − U˜ (p)T U˜(p)], (3.28)
where
S˜(p) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 
1 
2 
3 · · · 
p−1
1 
1 
2 · · · 
p−2
1 
1 · · · 
p−3
...
1 
1
1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
(3.29)
and
U˜ (p) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣

p 
p−1 
p−2 
p−3 · · · 
1

p 
p−1 
p−2 · · · 
2

p 
p−1 · · · 
3
...

p 
p−1

p
⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (3.30)
Here, the coefﬁcients 
1, 
2, . . . , 
p, which depend on p, are the values which minimize
1
2
∫ 
−
|1 + u1ei + · · · + upeip|22|A()|−2 d (3.31)
with respect to u1, . . . , up and 2p is the minimum of (3.31).
We shall approximate R−1(p) by
H(p) = −2[S(p)T S(p) − U(p)T U(p)], (3.32)
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where
S(p) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 a1 a2 a3 · · · ap−1
1 a1 a2 · · · ap−2
1 a1 · · · ap−3
...
1 a1
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (3.33)
U(p) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
ap ap−1 ap−2 ap−3 · · · a1
ap ap−1 ap−2 · · · a2
ap ap−1 · · · a3
...
ap ap−1
ap
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.34)
using the following inequality of Baxter [1]:
p∑
j=1
|
j − aj | = O
⎛⎝ ∞∑
j=p+1
|aj |
⎞⎠ . (3.35)
3.3. Proofs of Theorems 3.1 and 3.2
Proof of Theorem 3.1. By Lemma 5.1,
(p) = −(2/2)W(p)−1(p) + r(p), (3.36)
where W(p) denotes matrix (3.20), and the remainder term r(p) has the property
‖r(p)‖2 = oP ((p/n)1/2). (3.37)
By Lemma 4.5,
‖W(p)−1(p)‖2 = O((p/n)1/2).
Thus
‖(p)‖2C(‖W(p)−1(p)‖2 + ‖r(p)‖2) = O((p/n)1/2),
to prove (3.2). 
Proof of Theorem 3.2. Denoting by [·]i the ith element of the vector occurring in the brackets,
and setting +(p) = (1, . . . , p)T (recall that (p) = (0, 1, . . . , p)T ), by (3.25) we can write
[W(p)−1(p)]0 ≡ −V, V = 	0(p)
⎛⎝1
2
p∑
j=1
[−1w]j j − 0
⎞⎠ , (3.38)
[W(p)−1(p)]i = 12 [−1w]iV + 12 [−1+(p)]i , i = 1, . . . , p, (3.39)
where to lighten the notation we denoted  = (p).
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To prove (3.3) note that from (3.36) to (3.39) it follows that
d̂ − d0 = V + oP ((p/n)1/2),
(̂a1 − a01 , . . . , âp − a0p)T = −(2/2) 12−1wV − (2/2) 12−1+(p) + r(p),
where ‖r(p)‖2 = oP ((p/n)1/2). In Proposition 6.1 below it is shown that
(2/2)(n/p)1/2V d→N(0, 1). (3.40)
By estimate (4.25) of Lemma 4.4 below, ‖ 12−1w + ‖2Cp−1. Hence
(n/p)1/2(̂a1 − a01 , . . . , âp − a0p)T = (1, . . . , p)T (2/2)(n/p)1/2V
− 12 (2/2)(n/p)1/2−1+(p) + r1(p),
where the remainder term r1(p) can be bounded as
‖r1(p)‖2  (n/p)1/2(‖ 12−1w + ‖2‖+(p)‖2 + ‖q(p)‖2)
 C(n/p)1/2
(
p−1OP ((p/n)1/2) + oP (1)
)
= oP (1).
In Lemma 6.4 we show that
E|[−1+(p)]i |Cn−1/2
uniformly in i = 1, . . . , p. Hence, for J = o(p),
(n/p)1/2(d̂0 − d0, â1 − a01 , . . . , âJ − a0J )T
= (1, 1, . . . , J )T (2/2)(n/p)1/2V + q ′′(p, J ), (3.41)
‖q ′′(p, J )‖2(n/p)1/2‖([−1(p)]1, . . . , [−1(p)]J )‖2 + oP (1)
= (n/p)1/2(J/n)1/2OP (1) + oP (1) = oP (1)
to prove (3.3). 
4. L1,L2 and spectral norm bounds
In this section,we establish several bounds onL1, L2 and spectral norms of vectors andmatrices
appearing in the proofs of Theorems 3.1 and 3.2. All matrices and vectors and relations between
them are deﬁned in Section 3.2.
To lighten the notation, we denote throughout Section 4, aj = a0j , cj = c0j , wj = w0j and, in
the proofs, suppress the dependence of the matrices S˜, S, U˜ , U on p.
Denote by ‖A‖2 = (∑pi,j=1 a2ij )1/2 the Euclidean norm and by ‖A‖sp = sup‖x‖=1 ‖Ax‖2 the
spectral norm of the matrix A = (aij )i,j=1,...,p. Recall that
‖A‖sp‖A‖2, ‖A‖2√p‖A‖sp,
‖A + B‖2‖A‖2 + ‖B‖2, ‖A + B‖sp‖A‖sp + ‖B‖sp
and
‖AB‖2‖A‖sp‖B‖2, ‖Av‖2‖A‖sp‖v‖2, (4.1)
for any p × p matrix B and a vector v = (v1, . . . , vp)T .
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Set t = (t1, . . . , tp)T and  = (1, . . . , p)T where
ti = −4
i
, i =
i∑
j=1
ai−j
j
. (4.2)
Lemma 4.1. Under Assumptions 1–3,
	0(p) ∼ (4)−1p, (4.3)
‖W(p)−1‖spCp (4.4)
Proof of Lemma 4.1. To show (4.3) recall that
	0(p) = [w00 − 12w(p)T(p)−1w(p)]−1.
We have (p)−1 = 2(2)−1R(p)−1 where
R(p)−1 = H(p) + (R(p)−1 − H(p)) = −2(ST S − UT U) + (R(p)−1 − H(p)). (4.5)
Thus
w(p)T(p)−1w(p) = (2)−1‖Sw‖22 + (2)−1Rp,
where
|Rp|  C(‖Uw‖22 + ‖wT (R(p)−1 − H(p))w‖2)
 C(‖Uw‖22 + ‖R(p)−1 − H(p)‖sp‖w‖22)Cp−2
since ‖w‖22C by (4.8) and ‖Uw‖22Cp−2 by (4.21) of Lemma 4.4 below, and ‖R(p)−1 −
H(p)‖spCp−2 by (4.17) of Lemma 4.3 below. Moreover,
‖Sw‖22 = ‖t‖22 + 2
p∑
i=1
ti[Sw − t]i + ‖Sw − t‖22 = ‖t‖22 + O(p−2)
by (4.22) of Lemma 4.4 which implies
w(p)T(p)−1w(p) = (2)−1‖t‖22 + O(p−2).
On the other hand, by deﬁnition (3.21),
w00 = 4
∫ 
−
ln2 |2 sin(/2)| d.
It is known that∫ 
0
cos(j) ln(2 sin(/2)) d = − 
2j
, j = 1, 2, . . . (4.6)
and
ln(2 sin(/2)) = −
∞∑
j=1
cos j
j
. (4.7)
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So we can write ln(2 sin(/2)) = ∑∞j=−∞ eij j where 0 = 0 and for j = ±1,±2, . . .,
j =
∫ 
−
eij ln |2 sin(/2)| d = 2
∫ 
0
cos(j) ln(2 sin(/2)) d = −
j
.
Thus, by Parseval equality∫ 
−
(ln |2 sin(/2)|)2 d = (2)−1
∑
j
2j = 2(2)−1
∞∑
j=1
(/j)2 = 
∞∑
j=1
j−2.
Hence
	0(p)
−1 = 4
∞∑
j=1
j−2 − 1
2
(2)−1‖t‖22 + o(p−1)
= 4
∞∑
j=1
j−2 − (4)−1
p∑
j=1
(4/j)2 + o(p−1)
= 4
∞∑
j=p+1
j−2 + o(p−1) ∼ 4p−1,
to prove (4.3).
Using (3.25), we can estimate
‖W(p)−1‖sp |0(p)| + 2‖(p)‖2 + ‖M(p)‖sp.
We have
‖(p)‖2 = |	0(p)| ‖(p)−1w‖2C‖(p)−1‖sp‖w‖ |	0(p)|C|	0(p)|
since ‖w‖2C, by (4.8) and ‖(p)−1‖spC by (4.13). On the other hand,
‖M(p)‖sp = ‖ 12(p)−1[I + 12	0(p)w(p)w(p)T(p)−1]‖sp
 12‖(p)−1‖sp + 14 |	0(p)| ‖(p)−1w(p)‖2sp
 C + |	0(p)| ‖(p)−1‖2sp‖w‖22Cp,
by (4.3). Thus ‖W(p)−1‖spCp, to prove (4.4). 
Lemma 4.2. Under Assumptions 1–3, uniformly in p,
‖w‖2C, (4.8)
‖S(p)‖spC, ‖S˜(p)‖spC, (4.9)
‖U(p)‖spC, ‖U˜ (p)‖spC, (4.10)
‖S(p)‖2Cp1/2, ‖S˜(p)‖2Cp1/2, (4.11)
‖U(p)‖2Cp1/2, ‖U˜ (p)‖2Cp1/2, (4.12)
‖−1(p)‖spC. (4.13)
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Proof of Lemma 4.2. By (3.22),
|w0j |
∞∑
k=0
∣∣∣∣ ckk + j
∣∣∣∣ j−1 ∞∑
k=0
|ck|Cj−1, j = 1, . . . , p, (4.14)
since
∑∞
k=0 |ck| < ∞ (see Remark 2.1). Thus
‖w‖2
(
p∑
i=1
w2i
)1/2

(
C
∞∑
i=1
i−2
)1/2
C.
To show (4.9) note that
p∑
i=0
|ai |
∞∑
i=0
|ai | =: A < ∞ (4.15)
and
p∑
i=0
|
i |
p∑
i=0
|
i − ai | +
p∑
i=0
|ai |2
∞∑
i=0
|ai | =: 2A < ∞ (4.16)
by (3.35). Hence the elements of the matrix S˜ = {˜sij }i,j=1,...,p have the property
p∑
i=1
|˜sij |A,
p∑
j=1
|˜sij |A
and so
‖S˜‖2sp = sup‖x‖2=1
p∑
i,k,j=1
xi s˜ki s˜kj xj  sup
‖x‖2=1
p∑
i,k,j=1
|˜ski s˜kj |(x2i + x2j )2A2 < ∞.
This also implies that ‖S˜‖2√p‖S˜‖spC√p. The bounds for S,U, U˜ follow by the same
argument using (4.15)–(4.16).
Finally, it is well known, see e.g. Berk [2], inequalities (2.14), that inf || |A()|−2 > 0
implies ‖R(p)−1‖spC. Therefore (4.13) follows from (3.27). 
Lemma 4.3. Under Assumptions 1–3,
‖R(p)−1 − H(p)‖sp = o(p−2). (4.17)
Proof of Lemma 4.3. We show that
|−2p − −2| = o(p−2), (4.18)
‖S˜T S˜ − ST S‖sp = o(p−2), (4.19)
‖U˜T U˜ − UT U‖sp = o(p−2). (4.20)
Then, together with (4.9) and (4.10), the above relations imply
‖R(p)−1 − H(p)‖sp−2p (‖S˜T S˜ − ST S‖sp + ‖U˜T U˜ − UT U‖sp)
+|−2 − −2p |(‖ST ‖sp‖S‖sp + ‖UT ‖sp‖U‖sp) = o(p−2).
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To prove (4.18) note that
2(2p − 2) = 2
∫ 
−
[|1 + 
1ei + · · · + 
peip|2 − |A()|2]|A()|−2d
and that by (3.35) and (2.19)
|(1 + 
1ei + · · · + 
peip) − A()|C
∞∑
j=p+1
|aj | = o(p−2).
To show (4.19), note that S˜ − S = {s′kj }k,j=1,...,p where
∑p
k=1 |s′kj |
∑p
i=0 |
i − ai |
C
∑∞
i=p+1 |ai | =: Ap = o(p−2) by (3.35) and (2.19). Hence, by the same argument as in the
proof of Lemma 4.2, it follows that
‖S˜ − S‖sp
√
2Ap = o(p−2), ‖U˜ − U‖sp = o(p−2)
which together with (4.9) imply (4.19). Veriﬁcation of (4.20) is similar. 
Lemma 4.4. Under Assumptions 1–3, there exists C > 0 such that
‖U(p)w‖2Cp−1, (4.21)
‖S(p)w − t‖2Cp−1 (4.22)
and
|[S(p)w − t]i |C(p − i)−2p−1, i = 1, . . . , p,
‖(4)−1S(p)T S(p)w + ‖2Cp−1, (4.23)
p∑
i=1
∣∣∣∣[12(p)−1w + 
]
i
∣∣∣∣ Cp−1, (4.24)∥∥∥∥12(p)−1w + 
∥∥∥∥
2
Cp−1, (4.25)
where t and  are deﬁned in (4.2).
Proof of Lemma 4.4. We ﬁrst verify (4.21). By (4.14), |wj |Cj−1, so by (2.19)
|[Uw]i | 
p∑
j=i
|ap−j+iwj |
p∑
j=i:jp/2
|ap−j+i |C +
p∑
j=i:j>p/2
|ap−j+i |Cp−1
 C
⎛⎝ ∞∑
j=p/2
|aj | + p−1
∞∑
j=i
|aj |
⎞⎠ C(p−2 + i−2p−1)Cp−1i−1 (4.26)
which shows that ‖Uw‖2 = (∑pi=1 [Uw]2i )1/2Cp−1.
Now we establish (4.22). Since for every t1,∑tu=0 auct−u = 0, (3.22) and (4.7) imply that
ti = −4
i
=
∞∑
j=0
ajwi+j . (4.27)
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Consequently,
[Sw]i =
p−i∑
j=0
ajwi+j = ti − qi (4.28)
with
ti =
∞∑
j=0
ajwi+j , qi =
∞∑
j=p−i+1
ajwi+j .
For jp − i + 1, |wi+j |C(i + j)−1Cp−1, and therefore by (2.19)
|[Sw]i − ti | = |qi |
∞∑
j=p−i+1
|aj |Cp−1C(p − i)−2p−1, i = 1, . . . , p. (4.29)
Hence
‖Sw − t‖22 =
p∑
i=1
([Sw]i − ti )2 =
p∑
i=1
q2i Cp−2 (4.30)
to prove (4.22).
To prove (4.23), observe that
(4)−1[ST t]i = −
i∑
j=1
ai−j
j
= −i , i = 1, . . . , p
so that
(4)−1[ST Sw]i = (4)−1[ST (Sw − t)]i − i (4.31)
and by (4.30) and (4.9)
‖(4)−1ST Sw + ‖2  (4)−1‖ST (Sw − t)‖2
 (4)−1‖S‖sp‖Sw − t‖2Cp−1.
To show (4.24) note that by (3.28)
p∑
i=1
∣∣∣∣[12(p)−1w + 
]
i
∣∣∣∣
C
p∑
i=1
|[(4)−1ST Sw + ]i | +
p∑
i=1
|[UT Uw]i | +
p∑
i=1
|[(R(p)−1 − H(p))w]i |
=: sn,1 + sn,2 + sn,3.
By (4.28) and (4.31),
sn,1C
p∑
i=1
|[(4)−1ST (Sw − t)]i |C
p∑
i,j=1
|[ST ]ij qj |C
p∑
i
|ai |
p∑
j=1
|qj |Cp−1,
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in view of (4.29). Using (4.26), (4.31) and (2.19), we can estimate
sn,2C
p∑
i=1
p∑
j=1
|[UT ]ij [Uw]j |C
p∑
i=1
|ai |
p∑
j=1
|[Uw]j |C
p∑
j=1
(p−2 + j−2p−1)Cp−1.
On the other hand,
|sn,3|  Cp1/2‖(R(p)−1 − H(p))w‖2
 Cp1/2‖R(p)−1 − H(p)‖sp‖w‖spCp1/2p−2Cp−1
by (4.17) and (4.8).
Finally, (4.25) follows from (4.24), since∥∥∥∥12(p)−1w + 
∥∥∥∥2
2
=
p∑
j=1
[
1
2
(p)−1w + 
]2
j

⎛⎝ p∑
j=1
∣∣∣∣∣
[
1
2
(p)−1w + 
]
j
∣∣∣∣∣
⎞⎠2 Cp−2. 
The next lemma and Lemma 5.1 form the proof of Theorem 3.1.
Lemma 4.5. Under Assumptions 1–3,
E‖W(p)−1(p)‖2 = O((p/n)1/2). (4.32)
Proof of Lemma 4.5. Using relations (3.38) and (3.39), we obtain
‖W(p)−1(p)‖2  C(|V | + ‖−1w‖2|V | + ‖−1+(p)‖2)
 C(|V | + ‖−1‖sp‖w‖2|V | + ‖−1‖sp‖+(p)‖2).
By Lemma 4.2 we have that ‖−1‖spC, ‖w‖2C. By Lemma 6.3 below, E‖(p)‖2 =
O((p/n)1/2) and in Proposition 6.1 below it is shown that
E|V | = O((p/n)1/2). (4.33)
Thus E‖W(p)−1(p)‖2 = O((p/n)1/2), to prove (4.32). 
5. The remainder term
In this section, we prove two lemmas which establish relation (3.37) on which, together with
Lemma 4.5, the proof of Theorem 3.1 rests.
Lemma 5.1. Under assumptions of Theorem 3.1,
(p) = −2
2
W(p)−1(p) + r(p) (5.1)
where
‖r(p)‖2 = oP ((p/n)1/2). (5.2)
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Proof of Lemma 5.1. We show ﬁrst that
‖(p)‖2 = OP ((p3/2/n1/2)). (5.3)
By the mean value theorem,
0Gp(̂p) − Gp(0p) = (p)T ∇Gp(0p) + (p)T Ŵp(0p)(p) + Rn(∗p),
where
Rn(
∗
p) =
p∑
i,j,k=0
ij kŵijk(
∗
p), (5.4)
(0, . . . , p) = (̂p − 0p) = (d̂ − d0, â1 − a01 , . . . , âp − a0p), and ‖∗p − 0p‖2 ‖̂p − 0p‖2.
Recall that (see (3.12)),
ŵijk(
∗
p) =
3
ijk
Gp(
∗
p), (5.5)
where Gp is given by (2.13).
We show below that
|(p)T ∇Gp(0p)| = ‖(p)‖2OP ((p/n)1/2), (5.6)
(p)T Ŵp(
0
p)(p)cp−1‖(p)‖22(1 + oP (1)) (5.7)
for some c > 0. By (5.14) of Lemma 5.2 below, |Rn(∗p)| = ‖(p)‖22oP (p−1) which together
with (5.6) and (5.7) yields
cp−1‖(p)‖22(1 + oP (1))‖(p)‖2OP ((p/n)1/2),
to prove (5.3).
By Lemma 6.3 below,
‖(p)‖2 ≡ ‖∇Gp(0p)‖2 = OP ((p/n)1/2).
Therefore
‖(p)T (p)‖2‖(p)‖2‖(p)‖2 = ‖(p)‖2OP ((p/n)1/2),
to prove (5.6).
To prove (5.7) note that by Lemma 6.3 below, ‖(Ŵp(0p)−Wp(0p))‖2 = OP (p/n1/2).Hence,
|(p)T (Ŵp(0p) − Wp(0p))(p)|‖(p)‖22‖Ŵp(0p) − Wp(0p)‖2
= ‖(p)‖22OP (p/n1/2) = ‖(p)‖22oP (p−1)
because p = o(n1/8) by Assumption 3, which implies that
(p)T Ŵp(
0
p)(p) = (p)T Wp(0p)(p) + ‖(p)‖22oP (p−1). (5.8)
By Lemma 4.1,
‖Wp(0p)−1‖sp =
2
2
‖W(p)−1‖spcp
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with 0 < c < ∞. Therefore ‖Wp(0p)‖spc/p, see e.g. Rao [19], p. 33, and so (p)T Wp(0p)(p)
c‖(p)‖22/p which together with (5.8) implies (5.7). This completes the veriﬁcation of (5.3).
We now establish (5.1) and (5.2). Note that, as n → ∞, (2.20) implies that, with probability
tending to 1, the estimate d̂ of d0 ∈ (− 12 , 12 ) is an inner point of the interval In,d . Indeed, since
p = o(n1/8) by Assumption 3, then by (5.3), |d̂ − d0| = OP ((p3/n)1/2) = oP (n−1/4), and
therefore
|d̂ − d˜| |d̂ − d0| + |d0 − d˜| = o(n−1/4) + oP (n) = oP (n),
by (2.12) and (2.20). Hence, by Taylor expansion,
∇Gp(̂p) − ∇Gp(0p) = Ŵp(0p)(p) + 12(p)T ∇3Gp(∗p)(p), (5.9)
where ∇Gp(̂p) = 0. Setting (p) = ∇Gp(0p), we obtain
− (p) = Wp(0p)(p) + R∗n, (5.10)
where
R∗n = (Ŵp(0p) − Wp(0p))(p) + 12(p)T ∇3Gp(∗p)(p).
Recall that Wp(0p) = 
2
2W(p). Hence
(p) = −2
2
W(p)−1(p) − 2
2
W(p)−1R∗n (5.11)
and (5.2) follows if we show that
‖W(p)−1R∗n‖2 = oP ((p/n)1/2). (5.12)
We will show that
‖W(p)−1R∗n‖2 = oP (‖(p)‖2). (5.13)
Since by Lemma 4.5 ‖W(p)−1(p)‖2 = OP ((p/n)1/2), then (5.11) and (5.13) imply that
‖(p)‖2 = OP ((p/n)1/2) which in view of (5.13) proves (5.12).
To show (5.13), observe that by Lemma 4.1, ‖W(p)−1‖spCp. Therefore
‖W(p)−1R∗n‖2  ‖W(p)−1‖sp‖R∗n‖2
 Cp(‖Ŵp(0p) − Wp(0p)‖2‖(p)‖2 + ‖∇3Gp(∗p)‖2 ‖(p)‖22)
 C‖(p)‖2(p‖Ŵp(0p) − Wp(0p)‖2 + p‖∇3Gp(∗p)‖2 ‖(p)‖2)
= oP (‖(p)‖2)
since by Lemma 6.3 below, p‖(Ŵp(0p) − Wp(0p))‖2 = OP (p2/n1/2) = oP (1), because p =
o(n1/8), whereas (5.3) and (5.15) of Lemma 5.2 below imply that
p‖∇3Gp(∗p)‖2 ‖(p)‖2 = oP (p4n−1/2) = oP (1),
in view of assumption (2.8). 
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Lemma 5.2. Suppose that assumptions of Lemma 5.1 are satisﬁed. ThenRn(∗p) in (5.4) satisﬁes
the bound
|Rn(∗p)| = ‖(p)‖22oP (p−1), (5.14)
and ∇3Gp(∗p) in (5.9) has the property
‖∇3Gp(∗p)‖2 = oP (p3/2). (5.15)
Proof of Lemma 5.2. Since, by (3.18),
ŵijk(
∗
p) = 0 if 1 i, j, kp, (5.16)
we can write
Rn(
∗
p) = 30
p∑
j,k=1
j kŵ0jk(
∗
p) + 320
p∑
k=1
kŵ00k(
∗
p) + 30ŵ000(∗p). (5.17)
Because sup∈E ‖‖1 < ∞ by Assumption 2, then
|ŵijk(∗p)|C
∫ 
−
(| ln |1 − ei‖ + 1)3|1 − ei|2d∗In() d =: Cjn(d∗) (5.18)
uniformly in 0 i, j, kn. Hence
|Rn(∗p)|Cjn(d∗)vn, (5.19)
where
vn = |0|
p∑
j,k=1
|j k| + 20
p∑
k=1
|k| + |0|3
 C
⎛⎜⎝p|0| p∑
j=1
2j + p1/220
⎛⎝ p∑
j=1
2j
⎞⎠1/2 + |0|3
⎞⎟⎠
 C‖(p)‖22(p|0| + p1/2|0| + |0|),= ‖(p)‖22oP (p−1)
since by (2.20), |0| = |d̂ − d0| = oP (p−) with  > 2. To complete proof of (5.14) it remains
to show that
jn(d
∗) = OP (1). (5.20)
We have that for any  ∈ (0, 1/4),
E[j2n (d∗)1{d∗d0−}]CE
[∫ 
−
|(| ln |1 − ei| + 1)3|1 − ei|2d0−2In() d
]2
= O(1)
by (6.6) of Lemma 6.2, which shows that jn(d∗)1{d∗d0−} = OP (1). On the other hand,P(d∗ <
d0 − )P(|d∗ − d0|) → 0, since |d∗ − d0| |d̂ − d0| P→ 0, to prove (5.20).
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Relations (5.18) and (5.20) imply that
‖∇3Gp(∗p)‖2 =
p∑
i,j,k=0
ŵ2ijk(
∗
p)Cj2n (d∗)
p∑
i,j,k=0
1 = OP (p3)
to prove (5.15). 
6. Central limit theorem and approximation bounds
The main result of this section is Proposition 6.1 on which the proof of Theorem 3.2 rests. Its
proof relies on Lemma 6.2 which collects several results established by Bhansali et al. [6]. These
results include L2 approximations and a CLT for a form of the integrated periodogram needed
to prove Proposition 6.1. Lemma 6.2 holds for linear processes (6.1) satisfying (6.2), (6.3). In
Lemma 6.1 we verify that Assumption 1 implies these conditions. Lemmas 6.3 and 6.4 are used
in the proofs of Theorems 3.1 and 3.2.
As in Section 4, in this section we denote aj = a0j , cj = c0j .
Lemma 6.1. If the process {Xt } satisﬁes Assumption 1, then it admits the representation
Xt =
∞∑
j=0
jZt−j (6.1)
with the j satisfying
j = cj−1+d(1 + O(j−1)) if d = 0, |d| < 1/2, (6.2)
where c = [a(1)(d)]−1. Moreover, if d ∈ (−1/2, 0) then∑∞j=0 j = 0, and
∞∑
j=n
|j | = O(n−2) if d = 0. (6.3)
Proof of Lemma 6.1. In the case d = 0, j = c0j , so (6.3) follows from (2.17).
The case d = 0 can be handled as in Sections 2 and 3 of Kokoszka and Taqqu [15] who
considered the special case of c(z) = p(z)/q(z), where p(z) and q(z) are the usual moving
average and autoregressive polynomials and q(z) has no roots in the closed unit disk. The latter
assumption implies that the coefﬁcients of c(z) decay exponentially fast. In our setting, the cj
also decay exponentially fast, so (6.2) can be established for the j deﬁned by
∞∑
j=0
j z
j = c(z)(1 − z)−d , |z| < 1, (6.4)
by following exactly the proof of Lemma 3.2 of Kokoszka andTaqqu [15]. The proof is exactly the
same for positive and negative d because it uses the asymptotic order of the ratio(j+d)/(j+1),
as j → ∞.
For the j deﬁned by (6.4), it can then be veriﬁed, e.g. as in the proof of Theorem 2.1 of
Kokoszka and Taqqu [15], that (6.1) is the unique causal moving average solution to Eqs. (2.1)
and (2.2). 
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Set
n() = 2bn()f (),
where bn an even real function and f is the spectral density of (Xt ). Deﬁne also the matrix
En = (et−s)nt,s=1, et =
∫ 
−
eitn() d. (6.5)
Lemma 6.2. Assume {Xt }, (6.1), satisﬁes either (6.2) or (6.3), and bn() is a real even function
such that
|bn()|Kn||2d−, ||,
where 0 < 14 . Then, as n → ∞,
E
∣∣∣∣∫ − bn()In() d −
∫ 
−
bn()f () d
∣∣∣∣2 CK2nn−1, (6.6)
where C does not depends on n and Kn. If in addition
Knn
max(,d,0) log n
‖En‖2 → 0 (6.7)
and ∫ 
−
n() d = o(n−1/2‖En‖2), (6.8)
then
√
2n
‖En‖2
(∫ 
−
bn()In() d −
∫ 
−
bn()f () d
)
d→N(0, 1) (6.9)
and
2(n)2
‖En‖22
E
(∫ 
−
bn()In() d −
∫ 
−
bn()f () d
)2
→ 1. (6.10)
Lemma 6.3. Under Assumptions 1–3,
‖Ŵp(0p) − Wp(0p)‖2 = OP (p/n1/2) (6.11)
and
E‖(p)‖2 = O((p/n)1/2). (6.12)
Proof of Lemma 6.3. By deﬁnition, (p) = (0, 1, . . . , p) and Ŵp(0p) − Wp(0p)
= (w˜jk)j,k=0,...,p where
j =
∫ 
−
hj (, 
0
p)In() d, w˜jk =
∫ 
−
hjk(, 
0
p)(In() − f ()) d,
j, k = 0, 1, . . . , p,
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and
hj (, p) = j
g−1p (, p), hjk(, p) =
2
kj
g−1p (, p).
Since for any ε > 0, uniformly in || and 0j, kp,
|hj (, 0p)|C|1 − ei|2d
0−ε, |hjk(, 0p)|C|1 − ei|2d
0−ε,
then by (6.6), E|w˜jk|2Cn−1 uniformly in 0j, kp, and therefore
E‖(Ŵp(0p) − Wp(0p))‖22
p∑
j,k=0
E|w˜jk|2Cp2n−1,
to prove (6.11).
Next, we show that
E|j |2Cn−1 (6.13)
uniformly in 1jp which implies (6.12). We have that
E|j |2  2E
∣∣∣∣∫ − hj (, 0p)(In() − f ())d
∣∣∣∣2
+2
∣∣∣∣∫ − hj (, 0p)f () d
∣∣∣∣2 = qn,1(j) + qn,2(j),
where qn,1(j) = O(n−1) uniformly in 0jp, by (6.6). On the other hand, it is easy to see that
under Assumption 3,∫ 
−
hj (, 
0
p)f () d=
∫ 
−
[

j
g−1p (, 0p)
]
f () d
=
∫ 
−
[

j
f−1()
]
f () d + O(n−1/2) = O(n−1/2),
j = 0, 1, . . . , p,
since ∫ 
−
[

j
f−1()
]
f () d = 0, j = 0, 1, . . . , p,
which completes the proof of (6.13).
The last equality is well-known as the normalization condition and is satisﬁed in our case
because∫ 
−
[

0
f−1()
]
f () d =
∫ 
−
|1 − ei|2 d = 0
and ∫ 
−
[

j
f−1()
]
f () d = 2
∫ 
−
∞∑
u=0
cu cos((u + j)) d = 0,
j = 1, . . . , p. 
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Lemma 6.4. Under Assumptions 1–3, uniformly in i = 1, . . . , p,
E|[(p)−1+(p)]i | = O(n−1/2), (6.14)
where +(p) = (1, . . . , p).
Proof of Lemma 6.4. To lighten the notation, we suppress the dependence of the matrices
(p), R(p),H(p), S(p) and U(p) on p.
By (3.27), we have that
E|[−1+(p)]i |CE|[R−1+(p)]i |C
p∑
j=1
|[R−1]ij |E|j |Cn−1/2
p∑
j=1
|[R−1]ij |
by (6.13). Now,
p∑
j=1
|[R−1]ij |
p∑
j=1
|[R−1]ij − [H ]ij | +
p∑
j=1
|[H ]ij | =: T1(i) + T2(i),
whereH is deﬁned by (3.32). It remains to show that |Tu(i)|C, u = 1, 2, uniformly in 1 ip.
We have that
T1(i)p1/2
⎛⎝ p∑
j=1
|[R−1]ij − [H ]ij |2
⎞⎠1/2 p1/2‖R−1 − H‖2 = O(1)
by Lemma 4.3. On the other hand, by deﬁnition H = −2[ST S − UT U ]. Denote by aij and bij ,
i, j = 1, . . . , p the elements of matrices S and U. Then, in view of (3.33) and (3.34), it is easy to
see that
p∑
j=1
|[ST S]ij |C
p∑
k,j=1
|akiakj |
⎛⎝ ∞∑
j=0
|aj |
⎞⎠2 < ∞
and
p∑
j=1
|[UT U ]ij |C
p∑
k,j=1
|bkibkj |
⎛⎝ ∞∑
j=0
|aj |
⎞⎠2 < ∞
which implies that |T2(i)|C < ∞, uniformly in 1 ip. 
Proposition 6.1. Under Assumptions 1–3, the random variable V deﬁned in (3.38) satisﬁes
(2/2)(n/p)1/2V d→N(0, 1) (6.15)
and
(42/4)(n/p)EV 2 → 1. (6.16)
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Proof of Proposition 6.1. By (3.38)
V = 	0(p)
⎛⎝1
2
p∑
j=1
[−1w]j j − 0
⎞⎠ ,
where in view of (4.3), 	0(p) ∼ (4)−1p. Therefore to prove (6.15) and (6.16), it sufﬁces to
show that
Qn := (pn)
1/2
22
⎛⎝1
2
p∑
j=1
[−1w]j j − 0
⎞⎠ d→N(0, 1) (6.17)
and
EQ2n → 1. (6.18)
By deﬁnition,
0 = 2
∫ 
−
In()|1 − ei|2d0 |Ap()|2 ln |1 − ei| d (6.19)
and for j1
j = 2
∫ 
−
In()|1 − ei|2d0e−ijAp() d. (6.20)
Hence we can write
Qn =
∫ 
−
In()˜bn()d =
∫ 
−
In()Re(˜bn()) d, (6.21)
where
b˜n() = (pn)
1/2
2
Ap()|1 − ei|2d0
⎛⎝ p∑
j=1
e−ij
[
1
2
−1w
]
j
− Ap(−) ln |1 − ei|
⎞⎠
is a complex valued function with the property b˜n() = b˜n(−). To prove (6.17) and (6.18) we
shall show that conditions (6.7) and (6.8) of Lemma 6.2 are satisﬁed with
n() = 2bn()f (), bn() = Re(˜bn()),
Kn = C(pn)1/2 log n.
We focus on the veriﬁcation of (6.7), condition (6.8) will the follow easily and will be veriﬁed
towards the end of the proof.
Consider the matrix En = (et−s) deﬁned by (6.5). We shall show below that for any  > 0,
|bn()|CKn||2d0−, ||, (6.22)
where C > 0 does not depend on n and , and
‖En‖22 = 2(n)2(1 + o(1)). (6.23)
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Relations (6.22) and (6.23) imply condition (6.7) since, with d = d0, bf and small enough 
Knn
max(,d,0) log n
‖En‖2 C(p/n)
1/2(log n)2nmax(,d,0) → 0,
by Assumption 3.
To show (6.22), note that |∑pj=1 [ 12−1w + ]j |Cp−1, by (4.24), which implies that
b˜n()= − (pn)
1/2
2
Ap()|1 − ei|2d0
×
⎛⎝ p∑
j=1
j e
−ij + Ap(−) ln |1 − ei| + O(p−1)
⎞⎠ . (6.24)
Observing that |Ap()|∑∞j=0 |aj | < ∞, and using the bound
|j | =
∣∣∣∣∣∣
j∑
k=1
aj−k
k
∣∣∣∣∣∣ 
∑
1k j/2
|aj−k| +
∑
j/2<k j
|aj−k|
j/2
Cj−1, (6.25)
which follows from (2.17), we obtain that for any  > 0,
|bn()|  C(pn)1/2|1 − ei|2d0
⎛⎝ p∑
j=1
j−1 + | ln |1 − ei||
⎞⎠
 C(pn)1/2(log n)|1 − ei|2d0− = CKn||2d0−,
to prove (6.22).
We now establish (6.23). Denote
˜n() = 2b˜n()f ().
Then n() = Re(˜n()) = 2Re(˜bn())f (). First, observe that
∑p
j=1 e−ij j =
∑p+1
j=1 e−ij
j + O(p−1) since |p+1|Cp−1, by (6.25). We can write
p+1∑
j=1
j e
−ij ≡
p+1∑
j=1
e−ij
j∑
k=1
aj−kk−1 =
p∑
s=0
e−isas
p+1−s∑
k=1
e−ikk−1
=Ap(−)
p∑
k=1
e−ikk−1 + o(p−1/2)
since ∣∣∣∣∣∣
p∑
s=0
e−isas
p∑
k=p−s+2
e−ikk−1
∣∣∣∣∣∣ 
p∑
s=0
|as |
p∑
k=p−s+2
k−1

∑
0 sp3/8
|as |
p∑
k=p−s+2
k−1 +
∑
p3/8 sp
|as |
p∑
k=1
k−1
= o(p−1/2)
using the estimate
∑p
k=p−s+2 k−1Cp−1s = o(p−1/2) for 1sp3/8, and the estimate∑
p3/8 sp |as | = o(p−6/8) which holds in view of (2.19).
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This, together with (6.24) and (2.6) implies that, for 0,
˜n() = −(pn)1/2|Ap()|2|A()|−2
⎛⎝ p∑
j=1
e−ij j−1 + ln(2 sin(/2)) + o(p−1/2)
⎞⎠ .
Since Ap() = A() + o(n−1/2), by Assumption 3, we obtain that
˜n() = −(pn)1/2
⎛⎝ p∑
j=1
e−ij j−1 + ln(2 sin(/2)
⎞⎠+ o(n1/2)(| ln(2 sin(/2))| + 1).
This and equality ln(2 sin(/2)) = −∑∞j=1 j−1 cos(j) yields that
n() := Re(˜n()) = n,1() + n,2(), (6.26)
where
n,1() = (pn)1/2
∞∑
j=p+1
j−1 cos(j), n,2() = o(n1/2)(| ln |‖ + 1).
Write
‖En‖22 =
n∑
t,s=1
e2t−s =
∫ 
−
∣∣∣∣∣
n∑
t=1
eit (x+y)
∣∣∣∣∣
2
n(x)n(y) dx dy = vn,1 + vn,2,
where
vn,1 =
∫ 
−
∣∣∣∣∣
n∑
t=1
eit (x+y)
∣∣∣∣∣
2
n,1(x)n,1(y) dx dy
and
|vn,2|
∫ 
−
∣∣∣∣∣
n∑
t=1
eit (x+y)
∣∣∣∣∣
2
(2|n,1(x)n,2(y)| + |n,2(x)n,2(y)|) dx dy.
To estimate vn,1, note
en,1(t) :=
∫ 
−
eitn,1() d = (pn)1/2
∫ 
−
eit
∞∑
j=p+1
j−1 cos(j) d
= (pn)1/2 
t
, tp + 1
and en,1(t) = 0, for 0 tp. Then
vn,1 =
n∑
t,s=1
e2n,1(t − s) =
n∑
t=−n
(n − |t |)e2n,1(|t |)
= 22np
n∑
t=p+1
(n − t)t−2 = 22n2(1 + o(1)).
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On the other hand, by Cauchy inequality,
vn,2  C
⎛⎝∫ 
−
∣∣∣∣∣
n∑
t=1
eit (x+y)
∣∣∣∣∣
2
|n,1(x)|2 dx dy
⎞⎠1/2
×
⎛⎝∫ 
−
∣∣∣∣∣
n∑
t=1
eit (x+y)
∣∣∣∣∣
2
|n,2(y)|2 dx dy
⎞⎠1/2
+C
∫ 
−
∣∣∣∣∣
n∑
t=1
eit (x+y)
∣∣∣∣∣
2
|n,2(x)|2 dx dy
 Cn
(∫ 
−
|n,1(x)|2 dx
∫ 
−
|n,2(y)|2 dy
)1/2
+ Cn
∫ 
−
|n,2(x)|2 dx = o(n2),
since by Parseval equality,∫ 
−
|n,1(x)|2 dxCpn
∞∑
t=p+1
t−2Cn
and ∫ 
−
|n,2(y)|2 dy = o(n),
to complete proof of (6.23).
Finally, from (6.26) we obtain that∫ 
−
n() d =
∫ 
−
∞∑
j=p+1
cos j
j
d +
∫ 
−
o(n1/2)| ln |‖ d = o(n1/2)
which in view of (6.23) implies (6.8). 
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