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Abstract
In the present work we define the Bézier variant of the generalized Balazs–Kantorovich operators. The special
cases of our operators reduce to some well known operators. We establish the rate of convergence for functions of
bounded variation for the generalized operators.
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1. Introduction
For a real valued function f defined on the interval [0,∞), Balazs [1] introduced the Bernstein type
rational functions, which are defined by
Rn( f, x) = 1
(1 + anx)n
n∑
k=0
(n
k
)
(anx)
k f
(
k
bn
)
, (1)
where an and bn are suitably chosen positive numbers independent of x .
∗ Corresponding author.
E-mail addresses: vijay@nsit.ac.in (V. Gupta), nispir@gazi.edu.tr (N. Ispir).
0893-9659/$ - see front matter © 2005 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2004.11.002
1054 V. Gupta, N. Ispir / Applied Mathematics Letters 18 (2005) 1053–1061
The weighted estimates and uniform convergence for the case an = nβ−1, bn = nβ, 0 < β ≤ 2/3
were investigated in [2]. Recently Ispir and Atakut [3] introduced the generalization of the Balazs
operators, which are defined by
Ln( f, x) = 1
φn(anx)
∞∑
k=0
φ
(k)
n (0)
k! (anx)
k f
(
k
bn
)
, n ∈ N , x ≥ 0, (2)
where an and bn are suitably chosen positive numbers independent of x and {φn} is a sequence of
functions φn : C → C satisfying the following conditions:
(i) φn(n = 1, 2, . . .) is analytic in a domain D containing the disk B = {z ∈ C : |z − b| ≤ b};
(ii) φn(0) = 1(n = 1, 2, . . .);
(iii) for any x ≥ 0, φn(x) > 0 and φ(k)n (0) ≥ 0 for any n = 1, 2, . . . and k = 1, 2, . . .;
(iv) for every n = 1, 2, . . .,
φ
(v)
n (anx)
nvφn(anx)
= 1 + O
(
1
nan
)
, v = 1, 2, 3, 4
where an → 0, nan → ∞ as n → ∞.
In [3] the authors have estimated the order of approximation for the operators defined by (2)
and proved a Voronovskaja type asymptotic formula and pointwise convergence in a simultaneous
approximation.
The operators defined by (2) are summation type operators, which are not capable of approximating
integrable functions. To approximate integrable functions on the interval [0,∞), we now define the
Kantorovich variant of the generalized Balazs type operators as
L∗n( f, x) = nan
∞∑
k=0
pn,k(x)
∫
In,k
f (t)dt, n ∈ N , x ≥ 0, (3)
where In,k = [k/nan, (k + 1)/nan], pn,k(x) = φ
(k)
n (0)
k!
(an x)
k
φn(anx)
and x ≥ 0.
Remark 1. Some particular cases of the operators are defined as follows:
Case 1. If an = 1 and φn(x) = enx , then we obtain the Szász–Kantorovich operators, which are defined
by
S∗n ( f, x) = ne−nx
∞∑
k=0
(nx)k
k!
∫ (k+1)/n
k/n
f (t)dt, x ∈ [0,∞).
Case 2. If φn(x) = (1 + x)n , then we obtain the Bernstein Balazs–Kantorovich operators, which are
defined by
K ∗n ( f, x) = nan
n∑
k=0
(n
k
)
(anx)
k(1 + anx)−n
∫ (k+1)/nan
k/nan
f (t)dt, x ∈ [0,∞).
In computer aided geometric design, Bézier basis functions play an important role. This, along with
the recent work on some Bézier variants of well known operators (see [4,5]), motivated us to study further
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some different operators. We now propose the Bézier variant of the generalized Balazs type operators as
L∗n,α( f, x) = nan
∞∑
k=0
Q(α)n,k(x)
∫
In,k
f (t)dt, n ∈ N , x ≥ 0, (4)
where
Q(α)n,k(x) =
{ ∞∑
j=k
pn, j(x)
}α
−
{ ∞∑
j=k+1
pn, j(x)
}α
, α ≥ 1.
It may be noted that the operators defined by (4) are linear positive operators and L∗n,α(1, x) = 1. If
α = 1, L∗n,α( f, x) reduces to the operator L∗n( f, x), defined by (3).
Throughout the work, let
Wn,α(x, t) = nan
∞∑
k=0
Q(α)n,k(x)χn,k(t),
where χn,k is the characteristic function of the interval [k/nan, (k +1)/nan] with respect to I ≡ [0,∞).
Thus with this definition it is obvious that
L∗n,α( f, x) =
∫ ∞
0
f (t)Wn,α(x, t)dt.
In this work we estimate the rate of convergence by the Bézier variant of the generalized Balazs
Kantorovich operators for functions of bounded variation. Our main theorem is as follows:
Theorem. Let f be a function of bounded variation on every finite subinterval of [0,∞) and V ba (gx)
is the total variation of gx on [a, b]. If α ≥ 1, x ∈ (0,∞), r > 1 and M > 0 are given and
f (t) = O(tr ), t → ∞, then for n sufficiently large,∣∣∣∣L∗n,α( f, x) − 12α f (x+) −
(
1 − 1
2α
)
f (x−)
∣∣∣∣ ≤ A(n, x) | f (x+) − f (x−)|
+ 2αM(1 + x + x
2) + anx2
nanx2
n∑
k=1
V x+x/
√
k
x−x/√k (gx) + O(n
−r ), (5)
where
A(n, x) ≤


α2α−1
[
6
√
1 + x + 1]√
nx
, an = 1, φn(x) = enx
α2α
[
[1 + (anx)2 + 0.5(1 + anx)2]
(1 + anx)
[
1 + √nanx
] + 1 + anx√
2enanx
]
, φn(x) = (1 + x)n
and
gx =


f (t) − f (x−), 0 ≤ t < x
0, t = x
f (t) − f (x+), x < t < ∞.
Some approximation properties for the special case φn(x) = (1+x)n and α = 1 were recently studied
by Agratini [6]; he has also estimated the rate of convergence for bounded variation functions for this
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case, but the author was not able to find explicitly the sign term of the above estimate. In the present
work we have overcome this problem and obtain the value of the sign term also for the more general
case. Aniol [7] also estimated the rate of convergence for some other general Kantorovich type operators
in terms of Chanturia’s modulus of variation.
Bojanic and Khan [8] showed that the Cesaro averages of the Hermite–Fejer operator
1
n
∑n
k=1 Hk( f, x) do converge to the mid-point of the jump discontinuity. A pioneer work in this direction
is due to Khan [9], who established the general theory on the rate of convergence and gave many answers
about the convergence. We may also point out here that our main result shows that convergence need not
be to the middle of the jump, as in the case of most of the classical approximation operators: Bernstein
operators, Szász operators, Feller operators etc., studied in [10–12].
2. Auxiliary results
Lemma 1. For ei(t) = t i , i = 0, 1, 2, . . . and for all x ≥ 0, we have
L∗n(e0, x) = 1, L∗n(e1, x) =
φn(anx)
nφ′n(anx)
x + 1
2nan
and
L∗n(e2, x) =
φ′′n (anx)
n2φn(anx)
x2 + 2
nan
φ′n(anx)
nφn(anx)
x + 1
3n2a2n
.
Proof. From [3], it follows that
Ln(e0, x) = 1, Ln(e1, x) = φ
′
n(anx)
nφn(anx)
x,
and
Ln(e2, x) = φ
′′
n (anx)
n2φn(anx)
x2 + 1
nan
φ′n(anx)
nφn(anx)
x .
Using the above estimates, we have
L∗n(e2, x) = nan
∞∑
k=0
pn,k(x)
∫
In,k
t2dt
= nan
∞∑
k=0
pn,k(x)
3k2 + 3k + 1
3n3a3n
=
∞∑
k=0
(
k
nan
)2
pn,k(x) + 1
nan
∞∑
k=0
k
nan
pn,k(x) + 13n2a2n
∞∑
k=0
pn,k(x)
= Ln(e2, x) + 1
nan
Ln(e1, x) + 13n2a2n
Ln(e0, x).
Substituting the values of Ln(ei , x), i = 0, 1, 2, we get the desired result. The proofs of L∗n(ei , x),
i = 0, 1 are obvious.
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Remark 2. Note that for sufficiently large n, there exists a constant M > 0 such that
L∗n((e1 − xe0)2, x) ≤
M.(1 + x + x2)
nan
.
Lemma 2. Let x ∈ (0,∞), then for sufficiently large n, we have
βn,α(x, y) =
∫ y
0
Wn,α(x, t)dt ≤ Mα(1 + x + x
2)
nan(x − y)2 , 0 ≤ y < x (6)
and
1 − βn,α(x, z) =
∫ ∞
z
Wn,α(x, t)dt ≤ Mα(1 + x + x
2)
nan(z − x)2 , x < z < ∞. (7)
Proof. We first prove (6). By Remark 2, it holds that∫ y
0
Wn,α(x, t)dt ≤
∫ y
0
Wn,α(x, t)
(x − t)2
(x − y)2 dt ≤ α(x − y)
−2L∗n((t − x)2, x)
≤ Mα(1 + x + x
2)
nan(x − y)2 , 0 ≤ y < x
where we have applied Lemma 1. The proof of (7) is similar.
Lemma 3. For x ∈ (0,∞), we have
pn,k(x) ≤


1√
2enx
if an = 1, φn(x) = enx
1 + anx√
2enanx
if φn(x) = (1 + x)n.
These bounds can be found in [13] and [14]; we just have to replace the variable for the second
inequality.
Lemma 4. For x ∈ (0,∞), we have:
(i) For an = 1, φn(x) = enx , we have∣∣∣∣∣
∑
k>nan x
pn,k(x) − 12
∣∣∣∣∣ ≤
√
1 + 3x√
nx
(ii) For φn(x) = (1 + x)n, we have∣∣∣∣∣
∑
k>nan x/(1+anx)
pn,k(x) − 12
∣∣∣∣∣ ≤ [1 + (anx)
2 + 0.5(1 + anx)2]
(1 + anx)
[
1 + √nanx
] .
The proof of (i) can be found in [4, Lemma 2]. For the proof of (ii), we have to replace the variable
by anx/(1 + anx) in [5, Lemma 2].
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3. Proof of theorem
Proof. Making use of the following identity for all n, we have
f (t) = 1
2α
f (x+) +
(
1 − 1
2α
)
f (x−) + gx(t) + f (x+) − f (x−)2α signx(t)
+ δx (t)
[
f (t) − 1
2α
f (x+) −
(
1 − 1
2α
)
f (x−)
]
where
signx(t) =


2α − 1, t > x
0, t = x
−1, t < x
and
δx(t) =
{
1, x = t
0, x 
= t.
It follows that∣∣∣∣L∗n,α( f, x) − 12α f (x+) −
(
1 − 1
2α
)
f (x−)
∣∣∣∣ ≤ ∣∣L∗n,α(gx , x)∣∣
+
∣∣∣∣ f (x+) − f (x−)2α L∗n,α(sign(t − x), x)
+
[
f (x) − 1
2α
−
(
1 − 1
2α
)
f (x−)
]
L∗n,α(δx , x)
∣∣∣∣ .
(8)
For the operators L∗n,α it is obvious that L∗n,α(δx , x) = 0.
First we estimate L∗n,α(sign(t − x), x). Choosing k′ such that x ∈ [k′/nan, (k′ + 1)/nan], we have
L∗n,α(sign(t − x), x) =
k′−1∑
k=0
(−1)Q(α)n,k(x) +
(Q(α)
n,k′(x)∫
Ik′
dt
)∫ x
k′/nan
(−1)dt
+
(Q(α)
n,k′(x)∫
Ik′ dt
)∫ (k′+1)/nan
x
(2α − 1)dt +
∞∑
k=k′+1
(2α − 1)Q(α)n,k(x)
=
∞∑
k=k′+1
2α Q(α)n,k(x) +
(Q(α)
n,k′(x)∫
Ik′
dt
)∫ (k′+1)/nan
Ik′
2αdt − 1.
Note that 0 ≤
(
Q(α)
n,k′ (t)∫
Ik′ dt
)∫ (k′+1)/nan
x 2
αdt ≤ 2α Q(α)
n,k′(x); we conclude that
∣∣L∗n,α(sign(t − x), x)∣∣ ≤
∣∣∣∣∣
∞∑
k=k′+1
2α Q(α)n,k(x) − 1
∣∣∣∣∣+ 2α Q(α)n,k′(x)
=
∣∣∣∣∣2α
( ∞∑
j=k+1
pn, j (x)
)α
− 1
∣∣∣∣∣+ 2α Q(α)n,k′(x).
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Applying the inequality |aα − bα| ≤ α|a − b| for 0 ≤ a, b ≤ 1 and α ≥ 1 yields∣∣∣∣∣2α
( ∞∑
j=k+1
pn, j(x)
)α
− 1
∣∣∣∣∣ ≤ α2α
∣∣∣∣∣
( ∞∑
j=k+1
pn, j (x)
)
− 1
2
∣∣∣∣∣
=


a2α
∣∣∣∣∣
∑
k>nx
pn,k(x) − 12
∣∣∣∣∣ if an = 1, φn(x) = enx
a2α
∣∣∣∣∣
∑
k>nan x/(1+anx)
pn,k(x) − 12
∣∣∣∣∣ if φn(x) = (1 + x)n.
Therefore by Lemmas 3 and 4, we get∣∣L∗n,α(sign(t − x), x)∣∣
≤


α2α−1
[
6
√
1 + x + 1]√
nx
, an = 1, φn(x) = enx
α2α
[
[1 + (anx)2 + 0.5(1 + anx)2]
(1 + anx)
[
1 + √nanx
] + 1 + anx√
2enanx
]
, φn(x) = (1 + x)n.
(9)
Next we estimate L∗n,α(gx , x) as follows:
L∗n,α(gx , x) =
∫ ∞
0
gx(t)Wn,α(x, t)dt
=
(∫ x−x/√n
0
+
∫ x+x/√n
x−x/√n
+
∫ ∞
x+x/√n
)
Wn,α(x, t)gx (t)dt
= E1 + E2 + E3, say. (10)
We start with E2. For t ∈ [x − x/√n, x + x/√n], we have
|gx(t)| ≤ V x+x/
√
n
x−x/√n (gx) ≤
1
n
n∑
k=1
V x+x/
√
k
x−x/√k (gx)
and thus
|E2| ≤ V x+x/
√
n
x−x/√n (gx) ≤
1
n
n∑
k=1
V x+x/
√
k
x−x/√k (gx). (11)
Next we estimate E1. Setting y = x − x/√n and integrating by parts, we have
E1 =
∫ y
0
gx(t)dt (βn,α(x, t)) = gx(y)βn,α(x, y) −
∫ y
0
βn,α(x, t)dt (gx(t)).
Since |gx(y)| ≤ V xy (gx), we conclude that
|E1| ≤ V xy (gx)βn,α(x, y) +
∫ y
0
βn,α(x, t)dt (−V xt (gx)).
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Also y = x − x/√n ≤ x ; therefore (6) of Lemma 2 implies for n sufficiently large
|E1| ≤ αM(1 + x + x
2)
nan(x − y)2 V
x
y (gx) +
αM(1 + x + x2)
nan
∫ y
0
1
(x − t)2 dt(−V
x
t (gx)).
Integrating the last integral by parts, we obtain
|E1| ≤ αM(1 + x + x
2)
nan
(
x−2V x0 (gx) + 2
∫ y
0
V xt (gx)dt
(x − t)3
)
.
Replacing the variable y in the last integral by x − x/√n, we get∫ x−x/√n
0
V xt (gx)(x − t)−3dt =
n−1∑
k=1
∫ x+x/√k
x−x/√k
V xx−t (gx)t−3dt ≤
1
2x2
n∑
k=1
V x
x−x/√k(gx).
Hence
|E1| ≤ 2αM(1 + x + x
2)
nanx
n∑
k=1
V x
x−x/√k(gx). (12)
Finally we estimate E3; we put
gx(t) = gx(t) if 0 ≤ t ≤ 2x and gx(t) = gx(2x) if 2x < t < ∞
and writing E3 = E31 + E32, where
E31 =
∫ ∞
x+x/√n
Wn,α(x, t) gx(t)dt and E32 =
∫ ∞
2x
Wn,α(x, t)[gx (t) − gx(2x)]dt
with y = x + x/√n, the first integral can be written in the form
E31 = lim
R→+∞
{
gx(y)[1 − βn,α(x, y)] + gx(R)[βn,α(x, R) − 1] +
∫ R
y
[1 − βn,α(x, t)]dt gx(t)
}
.
By Eq. (7) of Lemma 2, we conclude for each λ > 1 and n sufficiently large
|E31| ≤ αM(1 + x + x
2)
nan
lim
R→+∞
{
V yx (gx)
(y − x)2 +
gx(R)
(R − x)2 +
∫ x
0
1
(t − x)2 dt (V
t
x (
gx))
}
= αM(1 + x + x
2)
nan
{
V yx (gx)
(y − x)2 +
∫ 2x
y
1
(t − x)2 dt (V
t
x (gx))
}
.
Using a method similar to the above, we get∫ 2x
y
1
(t − x)2 dt (V
t
x (gx)) ≤ x−2V 2xx (gx) −
V yx (gx)
(y − x)2 + x
−2
n−1∑
k=1
V x+x/
√
k
x (gx)
which implies the estimate
|E31| ≤ 2αM(1 + x + x
2)
nanx2
n∑
k=1
V x+x/
√
k
x (gx). (13)
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Lastly we estimate E32. By assumption there exists an integer r > 1 such that f (t) = O(t2r ), t → ∞.
Thus for a certain constant M > 0 depending only on f, x, r , we have
|E32| ≤ M1nan
∞∑
k=0
Q(α)n,k(x)
∫ ∞
2x
χn,k(t)t
2r dt ≤ M1nanα
∞∑
k=0
pn,k(x)
∫ ∞
2x
χn,k(t)t
2r dt.
By Lemma 1, we have
|E32| = α2r M L∗n((t − x)2r , x) = O(n−r ), n → ∞. (14)
Finally collecting the estimates of (8)–(14), we get (5). This completes the proof of the theorem.
Remark 3. If an = 1, α = 1 and φn(x) = (1 − x)−n , then we obtain the Meyer–König–Zeller
Kantorovich operators, which are defined by
M∗n ( f, x) =
∞∑
k=0
(
n + k − 1
k
)
xk(1 − x)n
∫ (k+1)/n
k/n
f (t)dt, x ∈ [0, 1].
For these operators the interval of the operators is [0, 1], which is different from the real half-line x ≥ 0,
so the analysis is different. We shall discuss this case elsewhere.
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