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SINOPSE
Este trabalho é dividido em quatro capítulos.e dá um 
método para o ajustamento de redes livres, onde nenhum parâme-
tro precisa ser fixo.
0 capítulo I apresenta a noçlo. de injuções e: estabele 
ce a diferença entre ajustamento livre e clássico.
No capítulo II, as teorias sobre inversas generaliza-
das são estudadas para obter a solução de mínimos quadrados e 
norma mínima de um sistema possível inconsistente de equações 
ponderadas AX=-L.
0 capítulo III estuda o ajustamento livre e clássico 
pelo método das equações de observação, usando as formulas 
deduzidas no capítulo II.
Finalmente no capítulo IV, um bloco de seis fotogra - 
fias foi ajustado pelos dois métodos, para testar o método pro 
posto, e seus resultados foram analisados.
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SYNOPSIS
This paper is divided in four Chapters and gives a 
method for the adjustment of free networks where no parameter 
needs to be fixed.
Chapter I presents the notion of constraints and 
establishes the difference between free and classical adjustment.
In Chapter II, the theories on generalized inverses 
are studied in order to obtain the minimum norm least square 
solution for a possible inconsistent system of weighted equations 
AX = -L.
Chapter III studies the classical and free adjustment 
by the method of observation equations using the formulas deduced 
in Chapter II.
Finally, in Chapter IV, a block of six photos has been 
adjusted by two methods in order to test the proposed method, 
and its results have been analysed.
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CAPÍTULO I
INTRODUÇÃO
1.1 - Ajustamento Clássico
1.1.1 - Injunçoes Iniciais
Consideremos as coordenadas topocentricas de um ponto 
qualquer de uma aerotriangulação em bloco. Como elas são obti-
das? Sabemos que as mesmas resultam de um ajustamento das res-
pectivas coordenadas observadas nas fotografias (coordenadas de 
modelo), partindo-se dos seus valores aproximados obtidos de 
um mapa ou do proprio mosaico fotográfico. Para que tenhamos 
um sistema de referência fixo, devemos ter, dentre os demais 
parâmetros do ajustamento, as coordenadas topocentricas de, 
no mínimo, três pontos de controle (podemos ter apenas a cota 
do terceiro), tomando-se para valores aproximados das mesmas 
os valores fornecidos pela Geodesia. 0 Ajustamento e feito de 
tal maneira que as coordenadas terrestres desses pontos de con 
trole variem dentro de suas variâncias obtidas geodesicamente. 
Tal imposição se' constitue em um mínimo de sete equações adi-
cionais (com resíduos ponderados) do tipo "observado - calcula 
do = 0", que representam as injunções iniciais do sistema.
1.1.2 - Variaçao das Injunções Iniciais
Quais as conseqüencias de uma alteração das injunções 
iniciais? 0 "bloco aerotriangulado", por independer de tais
injunções, não seria afetado; o mesmo ocorreria com a forma
- T -*•
quadrática V PV(V: vetor dos resíduos; P: matriz dos pesos) e,
~ 2 
consequentemente, com a variancia da unidade de peso (cro ) |0l|,
mas as coordenadas e o elipsolde de erros, de todos os pontos sq 
freriaríí alterações.
Podemos dizer que a cada grupo de injunções iniciais 
que se arbitre correspondera uma coleção distinta de coordena 
das, existindo portanto, infinitas coleções para o problema.
1.1.3 - Visualização Geométrica
Consideremos (fig. 1.1.3) os pontos A, B, C, D, ... 
situados sobre a superfície física da Terra (a, a-^, b, c são 
coordenadas conhecidas).
Tais pontos poderão, apos o ajustamento, ser individua 
lizados com três números. Entretanto ficarão determinados 32:
a) fixarmos as coordenadas de um ponto A, para impedir transla-
ções do sistema, que alterariam as coordenadas de todos os pon-
tos.
b') fixarmos as coordenadas de um ponto B, para impedir rotações 
em torno dos eixos Y e Z (que também alterariam as coordenadas)
c) fixarmos a cota Z do ponto C, não colinear com A B , para im-
pedir rotações em torno do eixo X.
As injunções visualizadas geometricamente neste item, 
chamadas injunções de posição, não são os {ínicos tipos de injun - 
ções que podemos usar em aerotriangulação. Quaisquer injunções 
que fixem o sistema e que possam ser expressas em termos das 
coordenadas, podem ser util-izadas.
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X (Le st e)
1,1^ , 4 - Interpretação Algébrica
Algebricamente, a não fixação de injunções iniciais im
T . .
plica em uma matriz N = A PA, dos coeficientes das equações nor 
mais singular, com característica r = n - k , sendo n a ordem 
da matriz e k o grau de singularidade (ou deficiência de carac 
terística).
1.2 - Ajustamento Livre
a) Ha poucos anos a A.G.I. introduziu uma alteração de 
14 unidades no valor da gravidade de Potsdam, datum gravimétri- 
co mundial. Nas duas décadas anteriores, a comunidade geodésica 
ja tinha ciência de que aquele valor envolvia um erro superior 
a uma dezena de unidades j 02[ , Isso, entretanto, não impediu 
que centenas de milhares de estações gravimétricas espalhadas 
por todos os continentes e ilhas continuassem vinculadas ao 
longo de tantos anos, aquele valor sabidamente errado.
b) Haverá lógica em que as coordenadas de todos os vér 
tices do sistema geodésico brasileiro dependam basicamente de 
quatro valores iniciais fixados de maneira um tanto arbitraria?
c) Por outro lado, uma vez variando as injunções ini - 
ciais variam o vetor dos parâmetros ajustados (X ) e a matriz
3.
variância - covariância destes parâmetros (EX ), e-. a elipseci
dos erros não pode ser considerada uma medida absoluta de preci 
são. Em tais circunstâncias não seria lõgico investigar um cri-
tério para escolher, dentre as soluções possíveis, uma que pu - 
desse ser considerada a "melhor"?
d) Considerações desta natureza conduzem naturalmente 
â idéia de um "ajustamento livre", ou seja, um ajustamento rea-
lizado sem a adoção de injunções iniciais.
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e) Em termos de álgebra de Cailey estariámos chegando 
a um beco sem saída, pois a matriz (N) das equações normais é 
singular e, portanto, não admite inversa ordinária. Entretanto, 
sabemos que qualquer matriz admite uma inversa,cha
mada inversa generalizada. A idéia de inversas generalizadas 
cata de 1920, quando Moore estendeu a noção de inversa a matri-
zes singulares. Somente em 1951, um geodesista, Bjerhammar, fez 
uso das mesmas em ajustamento livre.
Neste trabalho nos propomos a demonstrar que um siste-
ma (inconsistente) de equações lineares, AX = -L, tem uma unica 
solução X tal que:
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VT P V = mín (1.2.1)
XT X = mín, (1.2.2)
e que esta solução unica pode ser dada por qualquer uma das ..ex 
pressões abaixo:
1/9 + 1/9
X = - ( P ' A) P L (1.2.3)
n  4 )
X = - N - ’ U (1.2.4)
X = - N+ U (1.2.5)
Sendo,
1/2
P : raiz quadrada da matriz dos pesos (P) 
N = AT P A
U = AT P L
N e N+ : inversas generalizadas a serem defini-
das posteriormente.
Além disso, faremos uma aerotriangulação em bloco uti-
lizando os métodos "clássico" e "livre", tendo em vista a com-
paração dos resultados obtidos pelos mesmos.
05
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CAPÍTULO II
EXISTÊNCIA E CONSTRUÇÃO DE INVERSAS GENERALIZADAS
2.1 - Equações de Penróse
A X A = A (2.1.1)
X A X = X (2.1.2)
(A X)T = A X (2.1.3)
(X A)T = X A (2.1.4)
Definição 2.1.1 - Chama-se inversa generalizada de uma
matriz A, a uma matriz X = A® satisfazendo (2.1.1) .
Definição 2.1.2 - Chama-se inversa generalizada refle-
xiva de uma matriz A, a uma matriz X = A satisfazendo (2.1.1)
e (2.1.2) .
Definição 2.1.3 - Chama-se inversa generalizada fraca
â direita de uma matriz A, a uma matriz X = A^ satisfazendo
(2.1.1), (2.1.2) e (2.1.3) .
Definição 2.1.4 - Chama-se inversa generalizada fraca
a esquerda de uma matriz A, a uma matriz X = A satisfazendo
(2.1.1), (2.1.2) e (2.1.4).
Definição 2.1.5 - 'Chama-se de pseudo-inversa de uma 
matriz A,à matriz X = A+ satisfazendo (2.1.1), (2 .1. 2 ) , (2. 1. 3) 
e (2.1.4).
Definição 2.1.6 - De modo geral, definimos como 
X = A ^ ’^  uma inversa generalizada de A satisfazendo (2.1.i) 
e (2.1.j ).
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2.2 - Existência e Construção das Inversas Generalizadas
Definição 2.2.1 - Diz-se que uma matriz mHn ,de carac 
terística r, esta na forma normal de Hermite se:
a) cada uma de suas r primeiras linhas contêm, no mini. 
mo, um elemento não nulo, enquanto as linhas restantes contêm 
somente zeros.
b) As r primeiras colunas da matriz unitãria I , apare 
cem como colunas da matriz H.
Por uma adequada permutação de suas colunas, a matriz 
H pode ser transformada em uma matriz particionada da forma:
R =
I K
r
0
( 2 . 2 . 1 )
onde 0 representa a matriz nula.
Tal permutação das colunas de H pode ser interpretada 
como uma pos-multiplicação de H por uma adequada matriz permu-
tação P.
Definição 2.2.2 - Se Pj representa a j-êsima coluna 
de P e se a j-êsima coluna de I aparece na k-êsima coluna de H,
entao,
P- = e,
D k
sendo, e, a k-êsima coluna de I .
’ k n
Exemplo 2.2.1 - Seja reduzir ã forma da equação (2.2.1)
a matriz
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0 0 1 0
2 0 0 1
3 1 0 0
0 0 0 0
0 0 0 0
Solução - No caso, a primeira coluna de 1^ aparece na terceira 
coluna de H, logo, igual maneira obtemos: P£ =el4,
Entao,
0 0 1 0 0 0 0 1 1 0 0 1 1 0
2 0 0 1 0 0 1 0 0 1 0 1 2
3 1 0 -0- 1 ._.o 0 0 0 - 0
1
1 , ■ 3
0 0 0 0 0 1 0 0 0 0 0 1 1 0
0 0 0 0 0 0 0 1 0
Qualquer matriz na forma normal de Hermite pode ser 
transformada em uma matriz particionada como a da equação (2.2.1), 
pôs-multiplicando-a por uma matriz permutação P.
Entretanto, para uma matriz qualquer, podemos chegar 
diretamente ã forma particionada (2.2.1) através do método  de 
eliminação de GAUSS:
a) achar o maior elemento da primeira coluna;
b) colocar no pivô (isto é, em a^, onde 1=1 inicia_l 
mente) e, ao mesmo tempo, trocar de posição as linhas;
c) dividir toda linha do pivô por a^ ;
d) subtrair das outras linhas, a linha l multiplicada 
por a-g . Toda coluna £, com excessão do pivô, ficou zerada.136
e) Repetir os passos (a) a (d) para o novo pivô,isto 
é, para £=£ + 1 até i = r
09
matriz
Teorema 2.2.1 - Para qualquer matriz ,  >L,  ,  a ^  ^ (n-r) (m-r) ’
Sn m
0
0
L
(2.2.2)
ê uma inversa A® da matriz dada em (.2,2,1) 
Demonstração.
I  K I  0 I  K I  KL I  K 1« Kr r r r r r
0  0 0 L 0  0 0  0 0  0 0  0tt
A redução de uma matriz A pelo método de eliminação de 
GAUSS pode ser interpretada como uma premultiplicação de A por 
uma matriz elementar E, tal que
EAP =
K
0
(2.2.3)
Teorema 2.2.2 - Sejam  A  ,J  m n ’mmEm e Pn matrizes (o in n n —
dice superior indicando a característica) tais que
EAP
K
0
(2.2.3)
entao, para qualquer matriz  ,  ,L,  , a matriz’  ^ (n-r) (m-r)’
10
r
X = P
0 L
0
(2.2.4)
é uma inversa de A.
Demonstração. Escrevendo (2.2.3) como
A = E
-1
K
,-1
(2.2.5)
verifica-se que X satisfaz A X A = A tt
Seja A uma matriz e T 
J m n o
A I
Podemos aplicar o método de eliminação de GAUSS à matriz Tq pa 
ra encontrar a matriz elementar E. Apos a eliminação ser com - 
pletada, teremos
-k
da da matriz
Solução:
A =
T
IIo
E-iW EA E |
.2.2 - Seja calcular
4 8 12 20 16
3 9 18 12 6
1 7 13 30 19
3 9 18 12 6
4 8 12 2 0 16 1 0 0 0
3 9 18 12 6 0 1 0 0
1 7 13 30 19 0 0 1 0
3 9 18 12 6 0 0 0 1
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1 2 3 5 4 1/4 0 0 0
0 3 9 -3 -6 -3/4 1 0 0
0 5 10 25 15 -1/4 0 1 0
0 3 9 -3 -6 -3/4 0 0 1
1 2 3 5 4 1/4 0 0 0
0 5 10 25 15 -1/4 0 1 0
0 3 9 -3 -6 -3/4 1 0 0
0 3 9 -3 -6 -3/4 0 0 1
1 0 -1 -5 -2 7/20 0 -2/5 Q
0 1 2 5 3 -1/20 0 1/5 0
0 0 _3 -18 -15 -12/20 1 -3/5 0
0 0 3 -18 -15 -12/20 0 -3/5 1
1 0 0 -11 -7 3/2Q 1/3 -3/5 0
0 1 0 17 13 7/20 -2/3 3/5 0
0 0 1 -6 -5 -4/2 0 1/3 -1/5 0
0 0 0 0 0 0 -1 0 1
P = I (matriz unitária)
3/20 1/3 -3/5 0
7/20 -2/3 3/5 0
4/20 1/3 -l/c5 0
0 -1 0 1
Para quaisquer a, b G R,
12
1 0 0 1 0 3/20 1/3 -3/5 0
0 1 o 1 0 E = 7/20 -2/3 3/5 0
0 0 1 1 0 -4/20 1/3 -1/5 0
0 0 0 J a 0 -a 0 a
0 0 0 1 b 0 -b 0 b
e uma inversa generalizada de A tt
2.3 - Propriedades das Inversas Ag
Definição 2.3.1 - Diz-se que uma matriz E e idempoten 
te se E^ = E
Lema 2.3.1
a) A característica de uma matriz A não excede a carac 
terística de qualquer uma de suas inversa A®:
r (A ) - r (A ® )
Demonstração. Esta propriedade depende do fato de que 
a característica de um produto não excede a característica de 
cada fator 10 3 | . Então,
r (A ) = r, (AAg A ) - r (A ® ) 
r (A ) - r (A ® )
T
b) (AT )g - (Ag )T onc e^ A representa a transposta de A. 
Demonstração. Sejam:
X = (AT )g e Y = (Ag )T
Obtendo a transposta de ambos os membros de AAgA=A,
teremos
AT (Ag )T AT = AT ou ATYAT = AT (2.3.1)
13
MàS 5
AT (AT )S AT = AT ou AT X AT = AT (2.3.2)
A comparação de (2.3.1) com (2.3.2) nos d ã ,
(AT )S = (Ag )T (2.3.3)
c) Se A é uma matriz idempotente, Ag = A 
Demonstração. AAA = A^A = AA = A . Donde, A = Ag
d) Dada uma matriz A qualquer, AAg e AgA são idempoten 
tes etem a mesma característica que A.
Demonstração. Posmultiplicando,
AAgA = A
por Ag , obtemos:
(AAg ) (AAg ) = AAg
Por outro lado, a característica de um produto não excede a ca-
racterística de cada fator, logo,
r(AAgA)=r|(AAg )A|=r(A)- r(AAg )-r(A)
Então,
14
(AAS ) = r(A)
De igual maneira provaríamos para A&A. tt
2.4 - Bases Para o Espaço Coluna e Espaço Nulo de Uma Matriz
Definição 2.4.1 - Chamamos de espaço coluna R(A) de 
uma matriz ^A^ ao espaço linear gerado pelas colunas de A:
R(A) = (y S Rm : y = Ax para algum x S Rn }
onde Rm representa o espaço vetorial m-dimensional.
Definição 2.4.2 - Definimos o espaço nulo N(A) de uma
matriz A como o conjunto de todos os vetores de Rn que são 
m n
transformados no vetor nulo de Rm , através de A:
N(A) = {x e. Rn : Ax = 0}
Definição-2.4.3 - Chama-se de base de um espaço veto-
rial n-dimensional V, a uma seqüencia de vetores linearmente 
independentes { >  •••? Q.ue geram V. Exceto quando dito
0 contrario, a nossa base serã a de vetores unitários.
A partir da forma normal de Hermite podemos obter ba-
ses para R(A), N(A) e R(A^).
■p
As r colunas linearmente independentes da matriz ^A^, 
formam uma base para R(A). Se a coluna Cj da matriz unitária
1 aparece na k-ésima coluna da matriz EA (forma normal de Her 
mite), então a k-ésima coluna de A é um elemento da base de 
R(A) .
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Também podemos verificar que quaisquer (m-r) colünas
da matriz
B ,  ,
n (n-r)
- K
I
n-r
(2.4.1)
formam uma base para N(A).
Por outro lado, é evidente que as r primeiras linhas
da matriz EA são linearmente independentes e cada uma é uma.
combinação linear das linhas de A. Portanto, elas formam uma 
T
base para R(A ).
Exemplo 2.4.1 - Seja determinar bases para R(A),N(A)
T
e R(A ), sendo A a matriz do exemplo (2.2.2)
Solução:
a) base para R(A). Vemos que as trés primeiras colu-
nas da matriz unitária aparecem nas três primeiras colunas 
de
T„ = 1  EA E I
do exemplo (2.2.2)'. Portanto, as três primeiras colunas de. A 
formam uma base para R(A).
b) Base para N(A). Como para o exemplo anterior,
P = I , temos:
EAP=EA=
1 0 0 -11 -7
0 1 0 17 13
0 0 1 -6 -5
0 0 0 0 0
K
16
11 7
17 -13
6 5
1 0
0 1
m - r = 4 - 3 = ' l
Então, qualquer uma das duas colunas de B forma uma base para 
N(A)...
T
c) Base para R(A ). Da matriz E A obtemos
1 0 0
0 1 0
0 0 ]
-11 17 -6
- 7 13 -5
T
As colunas de C formam uma base para RCA ). tt
Lema 2.4.1 - Para qualquer matriz A, são validas as
relações:
a) R(A Ag ) = R(A)
b) N(Ag A) = NCA)
c) R((Ag A)T ) = RCAT )
Demonstração. Veja Greville [04|.
-K
'n-r
Lema 2.4.2 - Dadas duas matrizes A e B
a) R(AB) = R(A) se e somente se r(AB) = r(A)
b) N(AB) = N(B) se e somente se r(AB) = r(B) 
Demonstração. Veja Greville |05| .
2.5 - Existência e Construção das Inversas Reflexivas A
Teorema 2.5.1 - Seja A uma matriz qualquer e X = A®
uma de suas inversas generalizadas. X serã uma inversa reflex_i
va se e somente se r(X) = r(A).
Demonstração. Pelo Lema 2.3.1 (d) 
r (XA) = rCA)
Agora, se,
r(A) = r (X)
ficamos com
r(XA) = r(X) 
e, pelo Lema (2.4.2),
R(XA) = R(X)
Agora, seja x^ a i-ésima coluna de X. £ logico que x^ £ R(X). 
Então•x^ 6 R(XA) ou seja, existe.algum vetor tal que x^ = 
XAy^. Considerando y^ como a i-esima coluna de uma certa matriz 
Y, podemos escrever: X A Y = X
Premultiplicando por A, ambos os membros da expressão 
anterior, obtemos,
AX = AXAY = AY 
e, premultiplicando por X,
XAX = XAY = X
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Por outro lado, sendo X uma inversa generalizada de A, 
r(A) = r(AX) e, para que A seja uma inversa generalizada de X,
devemos ter r(AX) = r(X). Então X serã uma inversa generalizada
reflexiva de A somente se r(A) = r(X) ++
Lema 2.5.1 - Sejam Y e Z inversas generalizadas de uma
dada matriz A. Então,
X = Y A Z
e uma inversa generalizada reflexiva de A.
Demonstração.
AXA = A(YAZ)A = (AYA)ZA = AZA = A
XAX = (YAZ)A(YAZ) = Y(AZA)YAZ = Y(AYA)Z = YAZ = X
Portanto, X = Ar . tt
Exemplo 2.4.2 - Seja calcular uma inversa generalizada 
reflexiva da matriz A do exemplo (2.2.2)
Solução:
Atribuindo valores a a e b obtemos duas inversas gene-
ralizadas de A:
3/2G 1/3 -3/5 0
7/20 -2/3 3/5 0
-4/20 1/3 -1/5 0
0 -1 0 1
0 -2 0 2
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3/20 1/3 -3/5 0
'7/20 -2/3 3/5 0
-4/20 1/3 -1/5 0
0 -3 0 3
0 -5 0 5
1 .0 0 -11 -7
0 1 0 17 13
YA = 0 0 1 -6 -5
0 0 0 0 0
0 0 0 0 0
3/20 205/3 -3/5 -68
7/20 -350/3 3/5 116
1/5 130/3 -1/5 -43
0 0 0 0
0 0 0 0
2.6 - Existência e Construção das Inversas Generalizadas Fraca ã Direita , 
Fraca â Esquerda e Pseudo-Inversa.
Lema 2.6.1 - Para qualquer matriz A, 
r (AA^) = r (A^A) = r(A) = r(A^)
. . T
Demonstraçao. Se A possui m linhas e n colunas, AA t£
rã m linhas e sua característica serã m menos o numero de li - 
nhas proporcionais.
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Para mostrar que
r (AA^) = r (A )
é suficiente mostrar que toda relação linear entre as linhas
T
de A vale para as linhas de AA e vice-versa.
Uma relação linear não trivial entre as linhas de uma
matriz H ê equivalente ã existência de um vetor linha não nu 
T T
lo x , tal que x H = 0. Por exemplo, a matriz A do exemplo
(2.2.2) guarda uma relação linear entre a segunda e quarta li
T T
nha e,para a mesma, x.= |0 -1 0 l| satisfaz x A = 0 .
Agora,
T T T
x A = 0 => x AA = 0
e, reciprocamente,
rp m rp rp rn m m
x A A  = 0 = > 0 = x A A x = ( A x )  A x
= >  A T x  = 0  = >  0 = ( A T x ) T = x T A
T
Aqui usamos o fato que, para todo vetor coluna y y so se anu-
la se todos os elementos de y forem nulos.
T T
A demonstraçao de que r(A A) = r(A) e r(A) = r(A ) e
semelhante tt
Corolário 2.6.1 - Para toda matriz A, R(AA^)' = R(A) e 
N(ATA) = N(A)
Demonstração. Isto resulta dos Lemas (2.4.2) e (2.6.D++
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Teorema 2.6.1 - Seja A uma matriz qualquer.Considere-
mos as relações:
Y = (AT A)g AT (2.6.1)
Z = AT (AAT )g (2.6.2)
Então, Y e uma inversa generalizada fraca à direita A ^ , e Z
— -* 0
e uma inversa generalizada fraca a esquerda A .
Demostração. Lembrando que
R(A^ A) = R(A^) (corolário (2.6.1))
podemos escrever,
AT = AT AU (2.6.3)
para algum U.
Transpondo (2.6.3) teremos,
A = UT AT A (2.6.4)
consequentemente,
AYA = UT AT A(AT A)g AT A = UT AT A = A
Entao Y satisfaz (2.1.1)
Mas, r(Y) - r(A) pelo Lema 2.3.1 (a)
r(Y) - r(A^) = r(A) pela definição de Y e Lema (2.6.1)
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Portanto,
r(Y) = r(A)
e, pelo Teorema (2.5.1), Y satisfaz (2.2.1) e (2.2.2) 
Finalmente, (2.6.4), (2.6.1) e (2.6.3) dão,
AY= (UT AT A)Y = (UT AT A) |(AT A)g AT |
= UT AT A(AT A)g AT A U = UT AT A U,
que ê claramente hermítica.
Portanto, Y satisfaz (2.1.1),(2.1.2) e (2.1.3) .
De igual maneira provaríamos para Z tt
Teorema 2.6.2 - Para. qualquer matriz A,
A (1,L|) A A (1,3) = A+ (2.6.5)
Demonstração. Façamos,
X = A (1,4) A A (1’3) (2.6.6)
Segue-se, do Lema (2.5.1) que X e uma inversa generalizada re 
flexiva.
Entretanto, (2.6.6) nos d ã ,
AX = A A (1’3) e XA = A (1’4)A
Então,
(AX)T = (AA(1,3))T = A A (1,3) = AX 
(XA)T = (A(1,4)A)T = A (1,4)A = XA
Portanto, X satisfaz (2.1.1) , (2.1.2), (2.1.3) e (2.1. 4)
Agora, suponhamos que exista uma outra matriz Y sati£ 
fazendo as quatro equações que definem a pseudo-inversa.
Então,
X = X(AX)T = XXTAT = XXT (AYA)T
= X(AX)T (AY)T = XAY = (XA)T (YA)TY
= ATYTY = (YA)TY = Y
Portanto, X = A + e e única.
d 0
Logicamente, como as classes das inversas A e A es -
(13) (14)
tao contidas nas classes das inversas A ’ e A 5 respec
tivamente, podemos particularizar (2.6.5):
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Ae AAd = A+ (2.6.7)
2.7 - Solução de Sistemas Lineares
A principal aplicação das inversas generalizadas Ag ê
na solução de sistemas lineares.
Teorema 2.7.1 - Sejam A , B e D matrizes quais
J m n ’ p q  m g  —
quer. Então a equação matricial
A X B = D (2.7.1)
- a °
e consistente se e somente se, para quaisquer inversas A° e 
Bg , tivermos,
AAg DBg B = D (2.7.2)
em cujo caso, a solução geral ê
X = Ag DBg + Y - Ag AYBBg (2.7.3)
para qualquer matriz .
Demonstração. Se (2.7.2) é verdadeira, então 
X = Ag DBg é uma solução de (2.7.1).
Reciprocamente, se X é alguma solução de (2.7.1) então 
D = AXB = AAgAXBBgB = AAg DBg B
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Além disso, segue de (2.7.2) e da definição de Ag e Bg , 
toda matriz X da forma (2.7.3) satisfaz (2.7.1). 
Realmente,
AXB = A(Ag DBg + Y - Ag AYBBg )B
= AAg DBgB + AYB - AAg AYBBg B
■= AAg DBSB + AYB - AYB = D ff
que
Corolário 2.7.1 - Sejam A e b quaisquer. Então a
J m n m H ^
equação
Ax = b (2.7.4)
é consistente se e somente se, para qualquer inversa Ag ,
AA* b = b (2.7.5)
em cujo caso, a solução geral de (2.7.4) é
x = Agb + ( I - A g A ) y  (2.7.6)
para qualquer vetor y .
Demonstração. Se (2.7.5) é verdadeira, então, 
b = Ax = AAgb
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Alem disso, segue de (2.7.5) e da definição de A®, que todo 
vetor x da forma (2.7.6) satisfaz (2.7.4). Realmentente,
Ax = A | Agb + (I. - AgA) y |
= AAgb . + Ay - AAg Ay
= AAgb + Ay - Ay = b tt
Teorema 2.7.2 - Sejam A e X matrizes quaisquer.
J m n n m ^ ^
Então X ê uma inversa generalizada de A se e somente se, para 
todo b tal que Ax = b é consistente, x = Xb é uma solução.
Demonstração. Veja Greville |06| tt
(13) (14)
2.8 - Caracterizaçao das Inversas A * e A ’
(13)
Teorema 2.8.1 - 0 conjunto das inversas A ’ consis 
te de todas as soluções para X, de
AX = A A (1,3) (2.8.1)
( 1 3 ) -
onde A 5 e um elemento qualquer do conjunto.
Demonstração. Se X satisfaz (2.8.1), então,
(1 3)
AXA = AA 5 A r A
(AX)T = (AA(1,3) )T = A A (1,3) = AX
Portanto X satisfaz (2.1.1) e (2.1.3). Por outro lado, se X 
satisfaz as equações (2.1.1) e (2.1.3) então, tendo em vista 
o Lema 2.3.1 (b), obtemos:
+ +
Teorema 2.8.2 - 0 conjunto das inversas consiste de to-
das as soluçoes para X, de
(1 4)
XA = A k±5 ' A (.2,8.2)
(14) -
onde A ’ e um elemento qualquer do conjunto.
Demonstração. A demonstraçao ê similar ã do teorema
( 2 . 8 . 1 ) ++
2.9 - Matrizes Idempotentes e Projetores ,
Lema 2 . 9.1  - Seja E uma matriz idempotente. Então:
a) E (. I - E ) = ( I - E )  E = 0
b) Ex = x se e somente se x 6 R CE)
c) N (E) = R (I - E)
Demonstração.
a) E (I - E) = (I - E) E = E - E2 = 0
b) Se x .6 R(E), para algum y,
x = Ey => Ex = E^y = Ey => x = Ex
Por outro lado, se x^R(E) então, para qualquer y , x í Ey 
e , para y = x , x i E x .
c) Seja x6M(E). Então Ex = 0, e, fazendo b = 0 na equa 
ção ( 2 . 7 . 6 ) e considerando o Lema 2 . 3.1  (c) obtemos
x (I - Eg E)y = (I - E) y
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para qualquer y. Portanto,
x G R (I - E)
e ,
N(E) = R (I - E) tt
Definição 2.9.1 - Definimos a soma L + M.de duas series 
L e M de vetores n-dimensionais, como
L + M = { y + z  : y S L e z € M}
Se L e M são sub-espaços de Rn , então L + M ê também um sub- 
espaço de Rn .
Definição 2.9.2 - Se, adicionalmente,.L n M  = {0},isto 
é , o único vetor comum a L e M é o vetor nulo, a soma L + M é 
chamada soma direta e representada por L ® M.
Definição 2.9.3 - Dois sub-espaços L e M de Rn são 
chamados complementares se
Rn = L fi M (2.9.1)
Definição 2.9.4 - No caso de L e M serem sub-espaços 
complementares de Rn , todo vetor xGRn pode ser univocamente de 
terminado como uma soma
x = y + z (y G L, z 6 M) (2.9.2)
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e diremos que y e a projeção de x em L ao longo de M, 
Exemplo 2.9.1 - Sejam:
R3 = {(a, 3,y) para V a,8,y £ R}
L = {(a,0, y) para V a, y 6 R}
M = { 0,8, 0) para V 8 £ R }
Calcular a projeção do vetor
x = I 2 5 7 I T
em L ao longo de M, 
Solução.
y = |2 0 7 |T tf
Representamos por P, M o operador que transforma qual
Jj 5 n
quer x € Rn em sua projeção em L ao longo de M, ou seja,
Diremos que P M ê o projetor em L ao longo de M. Essa trans- 
Li 5 l i
formação é linear e idempotente.
Teorema 2.9.1 - Para qualquer matriz idempotente , 
R(E) e N(E) são sub-espaços complementares com,
E = PR(E), N(E)
(2.9.3)
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Reciprocamente, se L e M são sub-espaços complementa-
res, existe uma única matriz idernpotente ^ tal que
r (p l ,m > = L e n <p l ,m > = M
Demonstraçao. Seja x 6 R .Na equação
x = Ex + ( I - E ) x  (2.9.4)
fazendo,
y = ExG R (E)
e,
2 = (I - E)x 6R(I - E) = N(E)
teremos,
x = y + z
ou seja,
Rn = R(E) + N(E)
Além disso,
y - z => Ex = (I-E)x => E 2 x  = E(I-E)x 
=> Ex = E(I-E)x = 0 => y = z = 0
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Portanto, R(E) e N(E) são complementares, e a equação
(2.9.4) mostra que, para todo x, Ex é a projeção de x em R(N) 
ao longo de N(E), o que estabelece (2.9.3).
Por outro lado, sejam
{Xl, x2 , ... XjJ e <y i , y 2 , ... ym }
bases para L e H respectivamente. Então, se P^ ^ existe, é uni-
camente determinado por:
PL,M xi - xi - 1. 2, ... í)
PL,M yi = 0 Ci = 1, 2, ... m)
Representemos por X = |x^ x^
(2.9.5)
Xi
a matriz cujas colunas são os vetores x^. Similarmente, seja 
Y = |Yi ... y|.Então, (2.9.5) é equivalente a
PLjM |X Y| = |X 0| (2.9.6)
Desde que |X Y| seja não singular, a única solução de
(2.9.6), e portanto de (2.9.5), é,
PLjM = |X. 0| |X Y f 1 (2.9.7)
Visto que (2.9.5) implica
PL,M lX °l = lX °l >
Pb m como dado por (2.9.7) é idempotente. tt
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Exemplo 2.9.2 - Seja calcular o projetor ^ corres 
pondente ao Exemplo (2.9.1).
Solução.
X base para L
0
1
0
base para M
1 0 0 1 0 0
PL,M "
0 0 0 0 0 1
0 1 0 0 1 0
1—1 0 0
1—1 0 0
1—1 0 0
0 0 0 0 0 1 = 0 0 0
0 1 0 0 1 0 0 0 1 tt
2.10 - Inversas Generalizadas com Espaço Coluna e Espaço Nulo Prescritos.
Lema: 2.10.1 - Dadas tres matrizes A, B e C, existe, 
no mãximo, uma matr>iz X, satisfazendo as equações,
AX = B , XA = C XAX = X
Demonstração. Veja Greville |0 7 |
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Lema 2.10.2 - Seja Xq uma solução comum das equações
AX = B e XD = E (2.10.1)
Então, a solução geral comum é,
X = X + (I-AgA)Y(I-DDg ) (2.10.2)
o
para quaisquer Ag , Dg e Y.
Demonstração.
AX=A|X +(I-AgA)Y(I-DDg )I= AX = B 
1 o 1 o
XD= IX +(I-AgA)Y(I-DDg ) |D = X D = E +t
1 o 1 o
Lema 2.10.3 - Dados uma matriz A e dois sub-espa
m n
ços complementares L e M de Rn , são validas as afirmações:
a) P^ ^ A = A se e somente se R(A)CL
b) AP^ ^ = A se e somente se N(A)3 M
Demonstração, a) Seja x€Rn um vetor tal que AxSR(A). 
Então, pelo Lema 2.9.1 (b), M Ax = Ax se e somente se 
AxGR(P^ j^ ) = L.
Deste modo, P^ ^ A = A se e somente se todo vetor 
y = AxêR(A), também pertence a L, ou seja R(A)CL.
b) Para qualquer vetor xSN(P^ temos:
xeN(PL,M)-:# P'L,M X 0-> APL,M X=0
Agora, se AP^ ^ = A é verdade, temos,
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AP^ ^ = A =>0 = AP^ ^ x = Ax => Ax = 0 => x G N(A)
Portanto, se
APL m  = A, N(A)Z> M.
Por outro lado', se N(A) D  H, para qualquer vetor x 6 M,
P ^ ^ x = 0  e Ax = 0
Portanto,
APl ^ = A e verdade. ++
Teorema 2.10.1 - Sejam , R(A)=L, N(A)=M, LfflS=Rm
J  m  n  ’  5
e MfflT=Pn . Entao:
a) X é uma inversa generalizada de A tal que
N(AX)=S e R(XA)=T
se e somente se,
AX = PL ,s e *A = PT M (2.10.3)
b) A solução geral de (2.10.3) ê
X=PT M AgPT 0+(I -AgA)Y(I -AAg ) (2.10.4)
i. 5 Ljb n m
sendo Ag uma inversa generalizada qualquer e Y uma matriz
^ ^ n m
qualquer.
c) a £ g = P,p ^ AgP^ g ê a única inversa reflexiva
de A tendo espaço coluna T e espaço nulo S.
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Demonstração.
a) Se as equações (2.10.3) são validas, pelo Teorema
(2.9.1) g e P,p ^ são as únicas matrizes idempotentes tais
que
N(.XA) = N(Pt m ) = M = N(A)
R(AX) = R(Pl s ) = L = RCA)
N (A X ) = N(Pl g) = S
R(XA) = R(.Pt m ) = T
Seja a^ a j-ésima coluna de A. Ê evidente que a^ £
R(A) e, portanto, a.. £ R(AX).
J
Então, pelos Lemas 2.9.1 Cb) e 2.3.1 (d):
A X a . = a- 
3 3
Donde,
AXA = A.
Reciprocamente, seja X uma inversa generalizada de A 
tal que N(AX) = S e R(XA) = T. Pelos Lemas 2.3.1 (d) e (2.4.1), 
AX e XA são idempotentes com R(AX)=R(A) e N(XA)=N(A).
Agora, pelo Teorema (2.9.1), temos:
PL,S = PR(A),S = PR(AX), N (A X ) AX 
PT,M ~ PT,N(A) = PR(XA), N(XA) = XA
b) Pelo Lema (2.10.3) podemos escrever,
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Então,
ApT M = A, já que N(A) = M
P A = A,ja que R(A) = L
L 5 O
AX=APt MAgPL s= AAgPL S=AASAX=AX
XA=Pt MAgPL sA=Pt MAgA=XAAgA=XA
Portanto,
x ” p t ,m a Sp l ,s
satisfaz as (2.10.3).
A equação (2.10.4) decorre do Lema (2.10.2).
c) jã que X- = Ppj, ^ Ag PL?S ê uma inversa generalizada
de A, sua característica ê no mínimo r, pelo Lema 2.3.1 (a),en-
quanto sua característica não excede r, jã que r(P^ g)=r(AX)=r,
por (2.10.3) e Lema 2.3.1 (d). Então, tem a mesma característi-
ca que A e e uma inversa reflexiva de A, pelo Teorema (2.5.1) . 
Mas ,
R(a £ g)=R(PT MAg PL g )=R(XAAg A X )=R(XAX)
=R(X) = R(XA) = R(PT m ) = T ,
■usando o Lema 2.4.1 (a) e lembrando que X é reflexiva.
Dé igual maneira, usando o Lema 2.4.1 (b):
N(a £ m ) = N(X) = N(AX) = N(Pl g) = S.
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Por outro lado, seja X uma inversa reflexiva de A, 
tendo espaço coluna T e espaço nulo S. Então,
R(XA) = R(X) = T = R(Pt m )
N(AX) = N (X ) = S = N(Pl s )
Portanto, X satisfaz as equações (2.10.3) e também (2.1.2). E,
pelo Lema (2.10.1), estas três equações têm no máximo uma so
lução. ++
2.11 - Projeções Ortogonais e Projetores Ortogonais.
Definição 2.11.1 - Uma função de valores reais, |[ ||,em
Rn é dita uma norma em Rn se ela satisfaz
|| x 11 > 0 || x 11 = 0 somente se x = 0
II ax || = | a | || x ||
|| x+y || < || x || + || y || ,
para todo x, y 6 Rn , a 6 R.
Definição 2.11.2 - Neste trabalho, sempre que nos refe-
rirmos ã norma de um vetor, estamos nos referindo â norma eucli 
diana, definida como:
( T fo n  -I 'i( xx) (2 .1 1 .1 )
Definição 2.11.3 - Dado um vetor x 6 Rn e um sub-espaço 
L de Rn , existe em L um .único vetor u tal que || x-u || é me - 
nor para u = u qUe para qualquer outro u S L. 0 vetor u ê
X X
unicamente caracterizado pelo fato que x-u ê ortogonal a u ,
X X
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o que representaremos por,
x - u  uV  - i -
Diremos que u ê a projeção ortogonal de x em L.X
0 operador que transforma qualquer vetor x 6 Rn em sua projeção 
ortogonal em L, será chamado de projetor ortogonal em L, e re - 
presentado por P^. 0 projetor ortogonal é representável por uma 
matriz quadrada idempotente e hermítica.
Definição 2.11.4 - Dados dois sub-espaços L e M de R1?
diz-se que M e o complemento ortogonal'de L, e representa-se 
■±por L , se:
L®M = Rn
xTy = 0 ( xSL, ySH) (2.11.2)
Lema 2.11.1 — Seja 
Rn = LffiM
Então M = L  se e somente se P ^  é hermítica.
Demonstração. Veja Greville (08(  tt
Para qualquer sub-espaço L, para o qual uma base  é 
disponível ê fácil construir a matriz P^. A base deve primeiro 
ser ortonormalizada•
Então,
Seja íx^, x^s ••• x^ } uma base ortonormal para L.
t
P. =  E x. xT (2.11.3)
L  j=l 3 3
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Exemplo 2.11.1 - Seja calcular o projetor ortogonal 
em L, onde L é dado no Exemplo (2.9.1)
Solução, (veja também Exemplo (2.9.2)).
PL=
i—
1 11 0 0 I + 0
0 0
0
1—
1
1 0 0 0 0 0 1 0 D
PL =
0 0 0 + 0 0 0 = 0 0 0
0 0 0 0 0 1 0 0 1
2.12 - Solução de Mínimos Quadrados de Sistemas Lineares 
Inconsistentes
Definição 2.12.1 - Dados uma matriz A e. um vetor 
y m n
b , o sistema linear 
m ’
Ax = b (2.12.1)
é consistente, isto é ; tem solução para x, se e somente se
b S R(A). Em caso contrario, o vetor residual
V = Ax - b (2.12.2)
é não nulo para todo vetor x n-dimensional, e pode-se desejar 
encontrar uma solução de (2.12.1) de tal modo que o vetor V 
tenha norma mínima. Tal solução será dita uma solução de mini - 
mos quadrados. 0 teorema seguinte resolve este problema.
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Definição 2.12.2 - Dados dois vetores V e W, definimos 
o produto interno (V,W) dos mesmos, como
(V,W) = WTV
Lema 2.12.1 - (Pitãgoras) - Sejam Y e Z sub-espaços de 
Rn. Então Y J_ Z se e somente se
| y+z |2 = | y |2 + | z |2  (VyGY, zGZ)  (2.12.3)
Demonstração. Seja yGY e zGZ. Então, se (2.12.3) é ver 
dadeira, podemos escrever,
(y,y)+(z,z)= I|y |2 + | z |2 = í| y + z 12 =
=(y+z, y+z) = (y,y) + (z,z) + (y,z) + (z,y)
e, portanto,
(y,z) + (z,y) = 0 (2.12.4)
De (2.12.4) concluimos que yj_z.
Reciprocamente, seja Y_|_Z. Então, para quaisquer yGY e zGZ, te-
remos
2 2 2 I y + z 1 = (y + z, y + z) = (y ,y) + (z,z) = | y|| + ||z |
jã que (y,z) = z,y) = 0 tt
Teorema 2.12.1 - Sejam  A e b . EntãoJ  m n  m
v (13) (13)1 Ax — b11 ê mínima quando x = A 5 b, sendo A ’  qualquer
inversa da respectiva classe. Reciprocamente, se nXm tem  a
propriedade que, para todo b,|| Ax - b|| ê mínima, quando x = Xb ,
-  . (13)entao X e uma inversa generalizada A ’
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Demonstração. Escrevendo,
Ax - b = (Ax-P (A)b) + (PR(A)b-b)
segue-se, do Lema (2.12.1) que:
Ax-b||2 =-|]'Ax-PR(A)b ||2 + II PR(A)b-b ||2 (2.12.5)
3a que,
(Ax - PR(A)b) S R(A)
e,
(PR(A)b_b) G R(A)
Evidentemente, (2.12.5) assume o seu mínimo se e somen
te se
Ax = PR(A)b (2.12.6)
( 1 3 ) - .  *•
Agora, lembrando que AA 5 e idempotente e hermítica,
teremos pelo Teorema (2.9.1) e Lemas (2.4.1) e. (2.11.1):
M  ’ " PR(AA(1,3)) ,N(AA(1,3) ) " PR(A),R(A)± PR(A)
(2.12.7)
Portanto, (2.12.6) é valida se x = A ^ ,3 b^.
Reciprocamente, se X é tal que, para todo b, || Ax-b|j ê mínima quando 
x=Xb, (2.12.6), dã,
Ax=AXb=PR(A)b => AX=Pr(a)
Então, por (2.12.7) e Teorema (2.8.1), X é uma inversa A ^ ’3  ^de A +•
Corolário 2.12.1 - 0 vetor x ê uma solução de mínimos
quadrados de Ax = b , se e somente se,
ui
AX = PRCA)b = A A (1’3)b
Portanto, a solução geral de mínimos quadrados ê:
x = A (1,3)b + Cl - A (1 ,3 )A)y, (2.12.8)
n
sendo A ’ e quaisquer.
Demonstração. Premultiplicando (2.12.8) por A, obtemos,
Ax=AA(1 ,3 )b+(A-AA1 ,3 )A)y=AA(1,3)b
Então, (2.12.8) e uma solução geral,
2.13 - Solução de Norma Mínima.
Quando o sistema Ax = b tem mais de uma.solução para x,
existe .uma única solução tal que a norma de x ê mínima.
Lema 2.13.1 - Sei a A . Então A é uma transformação
J m n *
biunívoca de R(A^) em R(A).
Demonstração. Veja Greville |09| +t
Corolário 2.13.1 - Sejam A e b€R(A).
J m n
Então , existe uma única solução de norma mínima de
Ax =b, (2.12.1)
~ • T
dada como a solução de (12.12.1) contida em R(A ).
Demonstração. Pelo Lema (2.13.1), a equação (2.12.1)
T.
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tem uma unica solução x em R(A ). Agora, fazendo Agb - x e
o
(I-AgA)y=z em (2.7.6), obtemos para solução geral de (2.12.1):
x = x + z
o
Alem disso, segue-se dos Lemas 2.3.1 (d), 2.9.1 (c) e 2.4.1 (b), 
que z€N(A). Agora, pelo Lema 2.12.1, podemos escrever:
II * II2 = II * 0 IP + II z II2 >
provando que || x j| > || x || para todo x í x .
Aqui foi usado o fato de que N(A)-R(A^) ’ demonstrado
Teorema 2.13.1 - Sejam A e b . Se Ax = b tem uma
m n m
solução para x, a única solução para a qual ||x || é mínima ê da-
da por
x = A (1’M)b ,
( 1 4 ) -
onde A 5 e qualquer inversa de sua respectiva classe.
Reciprocamente, se nX^ e tal que, sempre que Ax=b
tem uma solução, x = Xb é a solução de norma mínima, então X e
* (1 ,4 )
uma inversa A
Demonstração. Se Ax = b ê consistente, então, para qua_l 
quer inversa A ^ " ,L^ ,  x = A ^ ^ ^ b  é uma solução (Corolário (2.7.1)). 
Seja xq outra solução de Ax=b. Podemos escrever:
x = A C1,L°b = A(1 ,4)Ax ,
o
e, considerando (2.1.4) e o Lema 2.4.1 (c ) , temos
x€R(A1 ,4 )A) = R((A(1 ,4 )A)T ) = R(AT )
4 3
T - .
Portanto x€R(A ) e, pelo Lema (2.13.1), e a unica solução em
T -• — «■*
R(A ). Finalmente, x ê a única solução de norma mínima, pelo
Corolário (2.13.1).
Reciprocamente, seja X tal que para todo bSR(A), 
x = Xb seja a solução de norma mínima de Ax=b. Substituindo 
por b cada coluna de A, uma de cada vez, concluímos que,
(1 u ) 
XA = A ’ A
e X = A ^ ,L*^, pelo Teorema (2.8.2) tf
Corolário 2.13.2 - Seja A é b . Entao, dentre as
m n m
soluções de mínimos quadrados de Ax = b, A+b é a única de norma 
mínima. Reciprocamente, se ^X^ tem a propriedade que, para to-
do b, Xb e a solução de mínimos quadrados e norma mínima de 
Ax=b, então X = A+ .
Demonstração. Pelo Corolário (.2.12.1) as soluções de 
mínimos quadrados de Ax=b coincidem com as soluções de
Ax = A A (1,3)b (2.13.1)
Portanto, a solução de mínimos quadrados e norma míni-
ma de Ax=b e a solução de norma mínima de (2.13.1).
Então, pelo Teoremas (2.13.1) e (2.6.2), podemos escrever:
x = A (1,L|) |AA(1 ,3 )b| = A+ b
Reciprocamente, seja X tal que x = Xb seja a solução de 
mínimos quadrados e norma mínima de Ax=b. Então
x=Xb=A(1,4) A A (1,3)b = A+ b e X = A+ . tf
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2.14 - Inversas Generalizadas Ponderadas.
Deseja-se dar diferentes pesos aos diferentes quadra-
dos dos resíduos do sistema linear Ax = b. Este e um problema
(13)mais geral que o resolvido pelas inversas A ’  . Seja, portan
to, minimizar uma dada forma quadrática positiva definida:
j| Ax - b||^'= (Ax-b)T W(Ax-b) (2.14.1)
onde W e uma matriz positiva definida.
Quando A, não ê uma matriz alta de característica in-
tegral, este problema não possui uma única solução para x,  e
podemos escolher da classe de soluções de mínimos quadrados, 
aquela para a qual,
| x Uy = xTUx (2.14.2)
e mínima, sendo U uma matriz positiva definida.
Toda matriz positiva definida H tem uma única.raiz
• . 2quadrada positiva definida K, tal que K = H. Representemos e£
1/2 • -1/2 te K por H  e sua inversa por H
Agora, introduzamos as transformações,
7 .,.— 1/2 — ,,1/2  r ,,1/2, , 0 0 nA = W  AU  , x=U  x, b=W  b  (2.14.3)
Verifica-se que,
Ax - b | w = | Ax-b 1 (2.14.4)
I x | u = M Sc | (2.14.5)
4 5
Teorema 2.14.1 - Sejam A e -bm . Seja ainda mWm 
positiva definida. Então
II Ax - b || w 
e mínima quando x = Xb, onde X satisfaz:
AXA = A e CWAX)T = WAX C2.14.6)
Reciprocamente, se ^X^ tem a propriedade que, para
todo b,
II Ax - b ||
W
e mínimo quando x=Xb, então X satisfaz C2.14.6).
Demonstração. Em vista de (2.14.4) e do Teorema
(2.12.1), || Ax - b|| ^ é mínima quando x = Yb, onde Y satisfaz
Ã Y A = Ã e (ÃY)T = AY (2.14.7)
Também, se Y tem a propriedade que, para todo b, || Ax-b.|| ^ ê 
mínima, quando x = Yb, então Y satisfaz (2.14.7).
Agora,sej a
- 1 / 2 1 / 2
X = U YW 7 (2 .14.8)
tal que,
i /2 - 1 / 2
Y = U XW ' (2.14.9)
Entao, verifica-se por (2.14.3) e (2.14.9) que,
4 6
x = Yb <=> x = Xb '(2.14.10)
AYA = A <=> AXA = A (2.14.11)
(AY)T = ÃY <=> (WAX)T = WAX tt
Teorema 2.14.2 - Sejam A e b . Seja também U uma
J m n m n n
matriz positiva definida. Se Ax=b tem uma solução para x, a úni^  
ca solução para a qual || x|| ^ é mínima é dada por x = Xb, onde 
X satisfaz
AXA = A e CUXA)T = UXA C2.14.12)
Reciprocamente, se ^X^ é tal que, quando Ax=b tem uma 
solução, x = Xb é a solução para a qual ||x |[ ^ é mínima, então 
X satisfaz (2.14.12)
Demonstração. Em vista de (2.14.3),
Ax = b <=> Ãx = b
Então, segue-se de (2.14.5) e Teorema (2.13.1) que se Ax=b tem 
uma solução para x, a única solução para a qual ||x [[ ^ é mínima 
ê dada por x = Yb, onde Y satisfaz,
ÃYÃ = Ã e (YÃ)T = YÃ (2.14.13)
e, além disso, se nYm tem a propriedade que, quando Ax=b tem
uma solução, ||x || ^ ê mínima para x = Y b , então Y satisfaz as 
(2.14.13). Como no Teorema (2.14.1), seja X dada por (2.14.8), 
tal que (2.14.9) vale. Então temos, em adição com (2.14.10) e 
(2.14.11)
(YÃ)T = YÃ <=> (UXA)T = UXA tt
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Corolário 2.14.1 - Seja A e b . Seja ainda W e
J m n m m m
U definidas positivas. Então, existe uma única inversa gene 
n n ’ & —
ralizada reflexiva de A,
x - AS,U
Satisfazendo.
(WAX)T = WAX e CUXA)T=UXA (2.14.14)
Além disso, || Ax-bj| ^ assume seu valor mínimo para x = Xb e da
série de vetores x para a qual este mínimo valor é assumido,
x=Xb é aquele para o qual ||x || ^ ê mínima.
Se ^Ym tem a propriedade que, para todo b, x=Yb é o
vetor para o qual ||x || ^ é mínima entre aqueles para os quais 
|| Ax-b|| ^ assume seu mínimo valor:,então Y = A^ j ^
Demonstração. Pelo Teoremas (2.14.1) e (2.14.2) vemos 
que a uma matriz X, tal que x=Xb é a solução de mínimos quadra 
dos e norma mínima de Ax=b, corresponde uma matriz Y tal que 
x=Yb é a solução de mínimos quadrados e norma mínima de Ãx=b . 
Agora, pelo Corolário (2.13.2) Y é a pseudo-inversa de Ã e , por
tanto, única. Então, X como dada por (2.14.8) é única tt
Corolário 2.14.2 - Sejam A e b . Sejam ainda W e U
J m n m J
definidas e positivas. Então o sistema Ax=b tem uma única solu-
ção x = Xb tal que || x||^ e || Ax-b|| ^ são mínimas, sendo a matriz 
X dada por,
- 1 / 2 1 / 2 -1 /? + 1 / 2  
X = U ' (W AU x//) W ' (2.14.15)
Demonstração. Do Corolário (2.14.1) vimos que Y, dada 
por (2.14.9) é a pseudo-inversa de Ã, dada por (2.14.3). Então * 
de (2.14.8) obtemos:
Corolário (2.14.3) - Sejam A, b e W como no Teorema
(2.14.1). Então um vetor x minimiza || Ax-b|| ^ se e somente se é 
uma solução de
Esta formula foi programada em Linguagem FORTRAN por Modro 112 j 
Metodo II
A demonstração correspondente a este metodo acha-se em 
Greville |13|.
Seja a^ a K-esima coluna de uma dada matriz A e A^ a ma-
triz formada pelas K primeiras colunas. Consideremos A^ na for-
ma particionada a^l
ATWAx = ATWb (2.14.16)
Demonstração. Veja Gemael |XI|. tt
2.15 - Calculo da Pseudo-inversa
Metodo I
Pelos Teoremas (2.6.1) e (2.6.2) podemos escrever:
(2.15.1)
Particularizando para uma matriz quadrada simétrica:
A+ = |A(AA)g )|2 A (2.15.2)
Calculamos:
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bk = íl + dk dK ) dk Ak-1 se °k = 0
Então:
A
K
A
k - 1 dkbk
k
Para iniciar o processo tomamos:
A^ = 0 se a-^  = 0
+ T -1 T
A-^  = (a^ a^) a^ se a^ i 0
Exemplo 2.15.1 - Seja calcular a pseudo-inversa da matriz abai 
x o , usando o método II.
1 0 1 1
A = 0 1 -1 0
1 1 0 1
Solução.
1 1
>
 
f—
1 II 0
5 al =
0
1 1
A +  / T v-1 T In/o 
A^ = (a^a^) a^ = j1 /2 1/2 |
A^a2 = |1 / 2 1/2 |
0
1
1
1/2
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0 1 -1/2
c2 " a2—A-j^ d2 *" 1 - 0 1/2 = 1
1 1 1/2
b2 = C2 = (c2 C2) 1 C2 := 1-
-1/3 2/3 1/3 1
AÍ - d2b2 2/3 -1/3 1/3
A2 =
b2
= -1/3 2/3 1/3
2/3 -1/3 2/3 1 1
d3=A2 a3 -1/3 2/3 -1/3 _ -1 -1
0
1 1 0
c3 = a3~A2d3 =
-1 - 0 1
0 1 1
b3 = U+d* dj)'1 d* A+ = !11/3 -1/3
1
■1
-  0
~d3b3
d4 = A3 a4
2/3
1/3
1/3
1/3 0 1/3
0 1/3 1/3
1/3 -1/3 0
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1 1 0 1 2/3
<=., = V A 3d l* = 0 - 0 1 -1 1/3
1 1 1 0 1/3
II
+<
°
L
O
 
\
 
i—
1 0 1/5 |
4  -<V>4 3 0
0
0
1
" 15
i—
1 
1
L
O 4
b4 4
L
O1 I—
1 
1
C
O 0
C
O
Metodo III
Este método encontra-se. em Boullion |1 4 |. Consiste em,
dadas duas séries u , , ... u e v , , ... v de n vetores em um
1 * n 1 ’ n
espaço m-dimensional Cm > n), obter um sistema biortogonal, mo 
dificando os vetores. Se considerarmos os vetores u como colu-
nas de uma matriz U e os vetores v como linhas de uma matriz V, 
a série será biortogonal se VU = I. A solução ê alcançada esco 
lhendo-se valores iniciais v°, v ° , ••• v° para os vetores.
Estes vetores são modificados sucessivamente em n etapas. Após
. n n  n ~a n-esima etapa os vetores v^, v ^ » ... serao a solução do
problema.
- • k - 1  ~
Na kesima etapa os vetores v. sao transformados em
uma nova serie v^ pelos seguintes cálculos:
, k-1 s
ckk = (vk ■ V  
-1
c, = c, , k kk
° j k  = (v j '1 ’ V  j *k
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Vk = CkVk-1
A unica dificuldade que surge é quando = 0.
o T
Para superar isto, tomamos V = U . Este seria o método usado 
para obter uma inversa ordinãria. Para calcular a pseudo-inver 
sa de uma matriz, o método é modificado adicionando-se linhas 
â matriz original de modo a que a característica da nova matriz 
seja igual ao numero de colunas. As linhas adicionadas devem ser 
ortogonais âs da matriz dada. Então aplicamos o método para a 
matriz resultante. A pseudo-inversa da matriz original é obtida 
eliminando tantas ultimas colunas de Vn quantas linhas tenham 
sido adicionadas aquela matriz.
Exemplo 2.15.2 - Seja calcular a pseudo-inversa da 
matriz abaixo, usando o método III.
A =
1 0  1 1  
0 1 - 1 0  
1 1 0  1
Solução. Adicionamos duas linhas a A, as quais sãô 
ortogonais a todas as outras linhas:
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11 1 0  1 1 0 1 0 = 3
1 -1 
:11 ” C11
'21 0 | T = 1
'21 21cll
_1_
3
C31 = (V3 ’V  = I1 - 1 0 0 0 1 1 0 I =1
31
_ c c x 
31 11
_1_
3
°41 = (V£ » V  = i 1 0 1 -1 " I  I I 1 0 1 1 0 |T =1
cl - _ c cl = - _ 1_
41 41 11
1/3 0 0 0
-1/3 1 0 0
-1/3 0 1 0
-1/3 0 0 1
1/3 0 1/3 1/3 0
-1/3 1 2/3 -1/3 1
2/3 -1 -1/3 -1/3 1
2/3 0 2/3 -4/3 -1
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C12 = (Ví»U2 ) = l1 / 3  0 1 / 3  1 / 3  0 i | 0 1 1 0 I | T = - y
C 22 = ( V 2 ’ U2 } s l " 1 / 3  1 2 / 3  " 1 / 3  1 I 10 1 1 0 1 | T  = - | -
C 32 = ( V 3 , U 2 ) = l 2 / 3  _1 _ 1 / 3  "1/3 1 l Io 1 1 0 1\T = " 4 "
C42 = ( V 4L U2 } = l 2 / 3  0 2 / 3  “ 4 / 3 l | 0 1 1 0 l | T = -  -|-
c 2 - n-1 _ 3
22 '  22  8
c 2 - -c 2 _ 1
12 12 * 22 8
42 8
1 -1/8 0 0
0 3/8 0 0
0 1/8 1 0
0 1/8 0 1
3/8 -1/8 2/8 3/8 -1/8
-1/8 3/8 2/8 -1/8 3/8
5/8 -7/8 -2/8 — 3/8 9/8
5/8 1/8 6/8 -11/8 -7/8
De igual maneira, obtemos para as etapas seguintes:
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6 / 2 1 0 6 / 2 1 9/21 -6 / 2 1
- 2 / 2 1 7/21 5/21 -3/21 9/21
5/21 -7/21 - 2 / 2 1 -3/21 9/21
15/21 0 15/21 -30/21 -15/21
e,
1/5 0 1/5 3/5 -1/5
II>
-1/5 1/3 4/5 -1/5 2/5
4/15 -1/3 -1/15 -1/5 2/5
1/5 0 1/5 -2/5 -1/5
-  .  4
Eliminando as duas ultimas colunas de V , obtemos a
pseudo-inversa de A:
1/5 0 17'5
-1/15 1/3 4/15
4/15 -1/3 -1/15
1/5 0 1/5
ÍJo método III, se a matriz dada tem m linhas, n 
colunas e p linhas proporcionais, devemos adicionar (n-m+p) 
linhas .
Método IV
A demonstração correspondente a este método acha-se 
em Greville [15\.
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Se j am
Ar ,  U(m-r>  e  V<n‘r> m n ’ m ,  ,  n , n(m-r)  (n-r)
matrizes tais que:
a) As colunas de U são uma base para N(AX).
b) As colunas de V são uma base para N(A), 
Então a matriz
B =
A  U
é não singular e sua inversa é:
(2.15.3)
B-1
A
U
T + (V)
(.2.15,4)
Portanto, para obtermos a pseudo-inversa de uma  ma -
triz A por este método, encontramos inicialmente bases para N(A) 
Te N(A ). Depois, formamos a matriz B e encontramos sua inversa 
ordinária. A matriz B tem (m-r) colunas e (n-r) linhas a mais 
que a matriz A. Para encontrarmos a matriz A+, suprimimos  as 
últimas (n-r) colunas e (m-r) linhas da inversa B .^
Método V
Este método encontra-se em HOPCKE |16 j .
Seja N uma matriz simétrica de ordem n e característi-
ca r < n, tal que
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N =
B r r
T
d r
r d
dDd
(2.15.5)
Sendo B não singular.
Então, a pseudo-inversa de N e dada por:
sendo,
com.
N
E r r
T
d r
rFd
jG ,d d
(2.15.6)
-1  T  T  TE = B  - ZY - YZ + ZRZ (2.15.7)
F = EZ (2.15.8)
TG = ZiF (2.15.9)
Z
W
U
Y
= B 1 C
T= Z Z + I
= z w"1
= N~1 U
(2 .15 .10)
R = TY U
2.15.1 - Característica de Uma Matriz
No caso de matrizes com dimensão elevada torna-se ú - 
til o seguinte método para determinação de sua característica: 
decompõe-se a matriz dada em um produto de duas matrizes trian-
gulares ,
N = ED (2.15.11)
sendo que a matriz triangular direita tem os elementos diagonais 
unitários. A característica de N é igual ao. número de elementos 
diagonais não nulos da triangular esquerda j17[.
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AJUSTAMENTO DE OBSERVAÇÕES PELO MÉTODO PARAMÉTRICO
3.1 Introdução
Nb Capítulo II fizemos um estudo das Inversas Generali
zadas dirigido no sentido de obtermos para um sistema de equa -
ções inconsistente Ax=b, o vetor solução x, tal que |[ Ax-b || ^  e
[|x||y são mínimas. Neste Capítulo estudaremos o ajustamento de
observações, utilizando o Método Paramétrico, no caso em que
T T
a matriz dos coeficientes das equações normais A Ax=A b e nao 
singular (ajustamento tradicional) ou quando tal matriz é singu 
lar (ajustamento livre).
3.2 Esperança Matemática
Definição 3.2.1 - Seja E um evento. Seja S um espaço 
amostrai associado a E. A cada evento A associaremos um número 
real representado por p(A) e denominado probabilidade de A,
1.18 í :
I> 0 5 p(A) < 1
2 > p(S) = 1
3) Se AflB = 0 , entao, p(AUB)= p(A) + p(B)
1) Se A, A,, ... A ... forem eventos mutuamente ex -
1 i n
cluentes, dois a dois, então:
p(U- , A.) = p(A, ) + ... + p(A ). 
r i=l í ^ l  n
Definição 3.2.2 - Quando uma variável pode assumir 
qualquer valor do seu domínio com uma determinada probabilida
de, recebe o qualificativo de aleatória (randônica, estocãstica).
Seja
x^íi = 1, 2, ... n)
CAPITULO III
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uma variável aleatória discreta; a cada possível valor  de
xCx-j^, i ^
associa-se uma probabilidade p ( p^ , p^ , ... pn) tal que
p. > 0 C3.2.1)
-
n 
Z 
i = l
p . = 1 C3.2.2)i
A função de xque estabelece a correspondência de cada 
x^ e sua respectiva probabilidade p^ denomina-se "função  de 
freqüencia": P- p(x); a coleção de pares (x^, p^) recebe o no
me de 'distribuição de probabilidade".
Definição 3.2.3  ^No caso mais geral de variável alea 
toria continua, a probabilidade pontual p ê substituída pela 
"densidade de probabilidade f(x)":
f(x)=p(x < x < x +dx), (3.2.3)c o -  - o
que representa a probabilidade de que o valor da variável x se
situe entre x e x +dx.o  o
Definição 3.2.4 - Define-se "valor esperado", "valor 
medio", "expectância", "esperança matemática" ou, simplesmente 
"esperança" da variável aleatória discreta x, por:
E {x}= Z x.p. (3.2.4)
i = l  1 1
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Definição 3.2.5 - No caso de uma variãvel aleatória 
contínua, definimos a "esperança matemática" como:
00
E {x} = /  xf(x)dx (3.2.5)
—  00
3.3 Matriz Variância-Covariância (MV-C)
Definição 3.3.1 - Define-se a "variância" de uma va - 
riãvel aleatória x, em relação a sua esperança y , como:
VarCx) = a2 = E {(x-y)2} (3.3.1)
.A.
A raiz quadrada aritmética da variância ê denominada 
desvio padrão (a).
Definição 3.3.2 - Quando o resultado de uma experiên-
cia ê expresso por apenas um numero, a variãvel aleatória  se 
diz uni-dimensional. Quando o referido resultado for expresso 
por uma dupla (x,y), a variãvel aleatória serã dita bi-dimens_i 
onal. Cada componente de uma variãvel aletoria bi-dimensional 
pode ser considerada como uma variãvel uni-dimensional com 
variância propria:
a2 = E{(x-y)2}  ; a2 = E{(y-u )2}  (3.3.2)x x  y y
Definição 3.3.3 - Podemos definir a "co-variância"de 
uma variável aleatória bi-dimensional (x,y) para exprimir a 
correlação entre suas duas componentes :
Cov(x,y) = cxy = E {(x-l«x) (y-Uy)} (3.3.3)
62
Quando as componentes x e y são independentes entre si, 
a covariância o é nula. Entretanto, a reciproca nem sempre 
ê verdadeira |]9 j .
Definição 3.3.4 - Analogamente ao que foi visto ante - 
riormente, pode-se generalizar para o caso de uma variável a n 
dimensões: basta associar a cada indivíduo da população n variã 
veis aleatórias. Seja X o vetor da variável n-dimensional:
X = I x-, x 0 . . . x I ^  (3.3.4)
1 1 2 n 1
cada x^ representando uma variável aleatória. Define-se a densi-
dade de probabilidade como:
fCX) = PCX < X < X + dX), (3.3.5)
o - - o
sendo:
X : I x? x? ... x° f  (3.3.6)
o 1 1 2 n 1
dX = Idx, dx0 ... dx |T (3.3.7)
1 1 2 n ■
convém ter em mente que
P(X < X < X + dX) 
o - - o
representa a probabilidade de que se verifiquem simultaneamente:
x? < x. < x? + d x • (i=l, 2 , ...n)
í - i - i  i ’ ’
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Definição 3.3.5 - A esperança matemática da variável 
aleatória n-dimensional X e definida como:
U =E{X}= E
X1 E{xx} yl
X2 = E{x2 } =
•
•
Xn E(V %
(3.3.8)
Definição 3.3.6 - Cada componente da variável n-dimen 
sional X pode ser considerada como uma variável aleatória uni-
dimensional de variância:
cr? = E {(xi - yj.)2} (3.3.9)
Definição 3.3.7 - Definimos a covariância entre duas 
componentes quaisquer da variável aleatória n-dimensional X, 
como:
Cóv(x.,x.) = a.. = E{ (x .-y • ) (x .-y . ) } (3.3.10)-^3  J  li  3 3
. . ~ 2Definição 3.3.8 - As variancias a. e as covariancias-* i
das componentes de uma variável n-dimensional podem ser dis - 
postas de maneira a formar uma matriz quadrada e simétrica (n x n) 
chamada matriz variância-covariância (MV-C):
6 4
x
o21
nl
12
2
on2 a
ln
f2n
.2
n
(3 . 3 .11)
Desenvolvendo-se a expressão matricial
(X - U ) (X - U )  ,x  x (3. 3.12)
podemos escrever
Ev = E{(X-U ) (X - U K)yC 2C .X (3. 3.13)
3.4 - Aproximação Linear da Série de Taylor em Forma Matricial.
A série de Taylor nos proporciona o valor de uma fun - 
ção f(t) no ponto t = x quando conhecemos o valor da função pa 
ra t = a:
f(x) = f(a) + f'(a) —  + f"(a) (x a) . + (3.4.1)
i: 2:
Para valores de x proximos de a as potências igual e 
superiores â segunda podem, em muitos casos práticos, ser ne - 
gligenciadas; ou seja, nas proximidades de a, a curva f(t) 
pode ser substituida por uma reta:
f(x) = f(a) + f'(a)(x-a) (3.4.2)
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cujo coeficiente angular no ponto a ê f'(a).
No caso de uma função de duas variáveis, a aproxima 
ção linear e dada por:
fCx-p x 2)
Fazendo:
f(ai ’ a2 )+ H : (xi‘ai >+ T?. (x2~a2)
(3.4
X1
iiX<3• r\
X1 al
,,o
ai 3f
X = ; x = ’ 3X
X 2
x 2 ™ ci2 a 2
3f 3f
3x^ Sx^
(3.4.4)
resulta para (3.4.3)
f(X) = f(X°) + AX (3.4.5)
X"
Podemos generalizar para o caso de n funções e a u
vanaveis :
3fi
fn (X) = f (Xo ) + — -
9 X
AX
X
,o
9f 9
f9 (X) = f„(X°) + ---
9X
AX (3.4.6)
3f
f (X) = f (Xo ) + — - 
n n 3X
AX
X
o
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Fazendo:
fl
9fi
3fl
3fl
1
3xn 9x0 3x
1 2 u
f 2 _3F 3f2 3f 2
3f 2
3X 3x-, 3x0 3x
•
1 2 u
f 3f 3f 3f
n n n n
3xn 3x0 3x
1 2 u
obtemos a aproximaçao linear da serie de Taylor em forma matri 
ciai:
F (X ) = F (X°) + — AX (3.4.8)
3X ‘o
3.5 - Lei de Propagação da Matriz Variância-Covariância
Consideremos duas variãveis n-dimensionais X e Y e 
admitamos que ambas se correlacionam linearmente:
Y = GX + C (3.5.1)
Se tivermos a esperança E { X } , podemos obter a es-
perança E { Y } por:
E { Y }  = U y  = E{ GX+C }= GE { X }+ C (3.5.2)
Da (3.3.13)
Ey = E { (Y - U ) (Y - Uy )T } (3.5.3)
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Substituindo (3.5.1) e (3. 5.-2) em (3.5.3)
Ey -E{(GX+C-GEÍX} -C)(GX+C-GE{X}-C)T )
:E{(GX-GU ) (GX-GU ) }
X X
=EÍG(X-U )|GCX-U )| }
X X
=GE{(X-U )(X-U )T }GT 
x x
--GZ G 
x
T
T
A formula acima pode ser generalizada 
de dependência não linear. Com efeito, admitamos 
linear:
Y = F(X)
Usando o desenvolvimento de Taylor, obtemos:
Y = F(X) = F (X°) + — (X-X°)
Fazendo,
9X xo
D =
3 X ^o
podemos escrever,
E = DE D
y x
que traduz a lei de propagação da matriz V-CV,
para o caso 
o modelo não
(3.5.5)
(3.5.6)
(3.5.7)
(3.5.8)
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3.6 - Matriz dos Coeficientes de Peso
Consideremos a matriz variância-covariância E de uma
variável aleatória n-dimensional. Atribuamos a uma de suas com-
. - . . 2ponentes o peso unitário e designemos por oq a variancia dessa
componente.
• -  • 2Dividindo E^ pela variancia oq da componente de peso 
unitário obtemos uma nova matriz simétrica, que recebe o  nome 
de matriz dos coeficientes de peso Q^:
Se a matriz  for não singular, terá uma inversa ordinária
Q 1 = Px (3.6.2)
chamada matriz dos pesos. P^  é uma matriz simétrica que se reduz 
a uma matriz diagonal no caso de as componentes de X serem ind£ 
pendentes entre si. Neste caso, os elementos de P^  são os pesos 
P^ das componentes  e os elementos de Q^ são os inversos dos
pesos 1/P^. Quando as componentes de X apresentam interdependên 
cia, as matrizes P^ e Q^  são completas. Neste caso, os elementos 
da diagonal de Q^ são os inversos dos pesos mas os elementos da
diagonal de P^ não são os pesos  I 20[ .
2Dividindo (3.5.8) por o , teremos:
Qy = DQX DT (3.6.3)
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3.7 - Ajustamento Pelo Método das Equações de Observação.
3.7.1 - Equações de Observação
No método das equações de observação (ou dos parâmetros) 
adota-se o modelo matemático:
L = F(X ) (3.7.1)
cl cl
Sendo,
L : o vetor dos valores observados ajustados (n x 1 ) 
a J
X ^ : o vetor dos parâmetros ajustados (u x 1 )
Designando por V o vetor (n x 1) dos resíduos que tran_s 
formam os valores observados brutos L^ em valores ajustados
L = L, + V (3.7.2)
a b
a (3.7.1) pode ser escrita:
L, + V = FCX ) (3.7.3)
D <3.
Linearizando o segundo membro de (3.7.3) pela formu-
la de Taylor, podemos escrever:
L , + V  = F(X+X) = F ( X )  + ^
b o o 3X
X (3.7.4)
X = X
a o
onde Xq representa o vetor (u x 1 ) dos valores aproximados dos 
parâmetros e X- , o vetor das correções que convertem os parâme-
tros aproximados em ajustados:
X = X + X (3.7.5)
3. O
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A função dos parâmetros aproximados serã designada
F(X ) = L o  o (3.7.6)
Designando ainda por A a matriz n x u(n=número de 
observações; u = número de parâmetros) das derivadas parciais:
podemos escrever,
Fazendo,
A = 3Fax.
X =x a o
L, + V = L + AX b  o
V = AX + L - L, o  b
(3.7.7)
L = L - L, o  b (3.7.8)
Teremos
V = AX + L (3.7.9)
3.7.2 - MV-C Dos Valores Observados (ET )
Lb
Antes do ajustamento necessitamos estimar a precisão 
das medidas efetuadas: variâncieS e covariâncias dos valores ob 
servados para com elas construir a respectiva matriz variância 
-covariância. Tal estimativa é feita em função do conhecimento 
da precisão dos instrumentos de medida, dos métodos utilizadcs 
e do modelo matemático.
Quando as observações são independentes entre si, a
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nulidade das covariâncias reduz a MV-C a uma matriz diagonal.
Dispondo da MV-C podemos chegar â matriz dos pesos:
P = a 2 eT1 (3.7.10)
o L,
D
2 •
sendo a a variancia da unidade de peso. 
o
3.7.3 - Resolução do Sistema (3.7.9)
- Desejamos encontrar um vetor solução X tal que ||V ||
P
e |j X || sejam mínimas.
Aqui temos dois casos a considerar:
a) Ajustamento Clássico
Neste caso adotamos injunções iniciais de modo a
fixar o sistema com o qual estamos trabalhando. Por exemplo,em
uma rede de nivelamento nosso sistema ê uni-dimensional e, alem
disso, a orientação do eixo segundo o qual medimos as altitudes
jã esta implícita; precisamos portanto de uma única injunção
que nos defina a origem do eixo orientado, ou seja, precisamos
fixar a altitude de um ponto. Em fototriangulação analítica
precisamos definir um sistema tri- dimensional o que exige a ado
ção de, no mínimo, sete injunções, as quais consistem da fixa -
ção de coordenadas (injunção de posição), de distâncias, etc.
A aplicação de injunções garante a não singulari- 
T
dade da matriz N=A PA.
Tendo em vista o Teorema (2.13.1), o Corolário
(2.14.3) e o fato que para qualquer matriz quadrada não singu - 
lar N, temos N ^ ,I+^ =N ^ , podemos escrever para solução de (3.7.9):
X = -(ATPA)-1ATPL (3.7.11)
(A solução dada por (3.7.11) e obtida do sistema inconsistente AX = -L).
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Fazendo,
N = ATPA ; U ■= ATPL (3.7.12)
Podemos escrever:
X = -N 1 U (3.7.13)
a-^) MV-C dos Parâmetros Ajustados (E^ )
a
De (3.7.13) e (3.7.12) podemos escrever:
X = -N 1U = -N 1ATPL = -N XATP(L -L, )O  D ■
(3.7.14)
X = -N-1ATPL + N XATPL, (3.7.15)o b
Comparando com a (3.5.4):
Ey= GZt  GT (3.7.16)X  Lb
com.
-1  T  T  T -1  T -1G=N AP =>G =P A(N ) =PAN x (3.7.17)
-1 T-N A PL = constante o
Logo :
Zx= N 1ATPZl PAN"1 (3.7.18)
b
Considerando ainda que:
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obtemos ,
E
Na equação (.3.
Considerando a
e substituindo
ET = o 2 P_ 1 (3.7.19)
Li o 
b
2 -1 T -1 -1
„= o N A PP PAN 
\ o
= o 2 N-1ATPAN a2 N_1NN 1 (3.7.20)
o o
LX = °o N 1 (3.7.21)
7.5) Xq é constante; logo
EX " ZX = °o N_1 (3.7.22)
cl
MV-C dos Valores Observados Ajustados (E^ )
a
Façamos :
L^ = Lj^ +V = L^+AX+L- Lj^+AX+L^- (3.7.23)
L = AX + L (3. 7.24)
d  CJ
(3.5.4) novamente,
El = AExAT (3.7.25)
a
E^ pelo seu valor dado pela (3.7.21):
Et = a 2 AN“1 AT C3.7.26)
1j O
a
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) Variância da Unidade de Peso
2 ~
0 valor estimado de a (variancia da unidade
o
de peso) pode ser obtido com a formula:
ô2 = (3.7.27)
o
n-u
b) Ajustamento Livre
Neste caso não adotamos injunções iniciais. A ma
T
triz N - A PA e, agora, singular.
Apresentamos duas soluções para o sistema (3.7.9): 
Solução Tipo I:
Tendo em vista o Teorema (2.13.1) o Corolário
(2.14.3) e o fato que a pseudo-inversa pertence ã classe das 
inversas A^1,4\  podemos escrever para solução de (3.7.9):
X = - (ATPA)+ ATPL (3.7.28)
T C1 4)
(Ressaltamos o fato de que poderíamos usar (A PA) * em vez 
da pseudo-inversa em 3.7.28) |21| e j 221 .
Utilizando as (3.7.12), podemos escrever:
X = N+U (3.7.29)
b, ) MV-C dos Parâmetros Ajustados (Ev ^
a
De maneira semelhante à do ajustamento tradici
onal, obtemos:
Ex = £x = o 2q N+ (3.7.30)
â
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b„) MV-C dos Valores Observados Ajustados(ZT ) 2     a
De igual maneira, obtemos:
E.  = o2 AN+AT (3.7.31)
a  0
Solução Tipo II:
Fazendo W =  b = -L e U = I (matriz unitária),
obtemos pelo Corolário (2.14.2)
X = -(P1/2 A)+ P1/2 L (3.7.32)
b0) MV-C dos Parâmetros Ajustados (ZY )3   Xa
X = -(P1/2 A) + P1/2L = -(P1/2 A)+ P1/2(LQ-Lb) (3.7.33)
X=-(P1/2 A)+P1/2L + (P1/2 A)+ P1/2 L,  (3.7.34)o b
Comparando com a (3.5.4):
zx = gzl, qTb
com
G =(P1/2 A)+ P1/2 => GT=P1/2|(P1/2 A)+|T
1/2  + 1/9-(P  A) P  Lq = constante
logo:
Zx=(pl/2 A)+ P1/2 ZL P1/2 |(P1/2 A)+ |T  (3.7.35)
b
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Introduzindo a (3.7.19), vem
ZY= o2 (Pl/2 A)+ |(.P1/2 A)+|T (3.7.36)X  o
E, considerando a (3.7.5):
z  = Zv = °2 (P1/2 A)+ l(P1/2 A)+ i (3.7.37)X  X  oa
b^) MV-C dos Valores Observados Ajustados (E^ )
a
Substituindo (3.7.36) em (3.7.25) obtemos:
E  = a2 A(P1/2 A)+ |(P1/2 A)+ |T AT  (3.7.38)L o  a
E  = a2 A(P1/2 A)+ |A(P1/2 A)+ |T (3.7.39)L o  a
3.8 - Uso de Iterações no Método Paramétrico
0 ajustamento com iterações é feito tomando para vetor 
dos parâmetros aproximados (-X ) da iteração i, o vetor dos parâ-
metros ajustadas da iteração i-1. Em síntese, teremos:
L  = F(X ) (3.8.1)a.  a.i  x
A.  3Fi  3 X
ai X
ai-l
(3.8.2)
L. = F(X )-Lk (3.8.3)
ai-l  b
X. = -(aT PA.) 1 aT PL. (ou eauivalente)i  í.i  i i   "
V . =• A. X . + L • (3.8.4)i  ii  i
X = X  + X. (3.8.5)
ai‘ ai-l
L = Lk + V- (3.8.6)a.  b  ii
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CAPÍTULO IV 
EXEMPLO NUMÉRICO
4.1 - Introdução
Neste capítulo, com a finalidade de testar o método 
proposto, fazemos o ajustamento de um bloco de 6 fotografias. 
Ele consiste de 34 pontos aerotriangulados (figura 4.1.1) e 
de 150 pontos imagem. Cada ponto imagem fornece duas equações 
de observação e cada ponto aerotriangulado, 3 parâmetros. Ca-
da foto fornece seis parâmetros. Temos, portanto, 300 equações 
de observação e 138 parâmetros.
Fig. 4.1.1 - Esquema do campo de testes.
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4.2 — Modelo Matemático
SISTEMA  TOPOCENTRICO
fig. 4.2.1
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4.2.1 - Equações Projetivas
Da colinearidade do ponto objeto (P), centro perspecti-
vo (C.P) e ponto imagem (p), obtemos (fig.4.2.1)
x 1 _ z_|_
X' Z'
y 1 _ zJJ_ 
Y' Z'
(4.2.1)
sendo,
(X1, Y', Z 1): Coordenadas fotogramêtricas do 
ponto P.
(x', y', z'): Coordenadas fotogramêtricas da 
imagem de P.
Agora, fazendo z' = c (distância focal calibrada):
X'
x = c ---
Z'
(4.2.2)
» Y'y ' = c ---
Z'
4.2.2 - Transformação de Coordenadas Topocêntricas Para
Fotogramétricas.
X 1 X - X
o
Y' = FR~(<)R0 (<j>)R, (w) Y - Y (4.2.3)
3 2 1 o
Z' Z - Z
o
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sendo,
(X, Y, Z): Coordenadas topocentricas do-ponto P 
(X , Y , Zq):Coordenadas topocentricas da estação de 
exposição (C.P.)
(kx, <j), w): Ângulos de orientação entre os dois siste-
mas .
F: Fator de escala
Rj,  e  : Matrizes de rotação
R3(k) =
COSK
■sente
0
senK
COSK
0
0
0
1
(4.2.4)
R2(4>) =
COS<J>
0
sen<|)
0
1
0
-sen<i)
0
COS<j>
(4.2.5)
Rx(u) =
1 0   0 
0  coso)  senu
0  -senu  costD
(4.2.6)
Fazendo,
mll m12 3 C O
M = R3(k) R2C(J) R-^ w) = m21 m2 2 m23
m31 m32 m3 3
(4.2.7)
teremos,
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X' mll CMi—1
e
m13 X - Xo
Y1 = F m21 m2 2 m2 3 Y - Yo
Z' m31 m3 2 m33 Z - Zo
4.2.3 - Modelo Matematico
Substituindo em (4.2.2),.os valores de X’, Y' e Z', ob 
tidos de (4.2.8), teremos:
m,,(X-X ) +m-, 0 (Y-Y ) +mn -(Z-Z ),  11  o  12  o  13  ox -c ------->--------------------------
mon (X-X )+mQ0(Y-Y )+m„(Z-Z )31 o 32 o 33 o
(4.2.9)
m~,(X-X )+m0o(Y-Y )+m0o(Z-Z ), 21 o /2 o 2 3 oy =c
m0,(X-X )+m~ 0(Y-Y )+mQQ(Z-Z ) 31  o  32  o  33  o
Ou, simplificadamente
x = c —q
(4 . 2 .1.0 )
Por outro lado, chamando de (x , y ) as coordenadas fio  o —
duciais do ponto principal, e de (x, y) as coordendas fiduciais 
do ponto P, teremos:
x1 = x - xo
(4.2.11)
y' = y - y0
Finalmente, substituindo (4.2.11) em (4.2.10), obtemos 
nosso modelo matemático:
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sendo:
x = mx + c — 
o q
As equações (4.2.12) sio do tipo L = F(X .
a a
x,
x
Valores ajustados das 
das de foto dos s pontos 
(observações ajustadas).
X = 
a
w
X1
o
Y 1
o
Z1
o
X^
Y^
Valores ajustados dos 
correspondentes a f fotos 
triangulados.
i = 1 , 2 , . . . f 
j - 1 , 2 , ... t
(4 . 2 . 12)
coordena-
image:.'!
parâmetros 
e t pontos
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4.3 - Modelo Linearizado
Sendo,
AX + L = V (4.3.1)
L = L - L, ;  L = F (X ) o  b 5  o  o (4.3.2)
L, : Vetor das observaçoes brutas;
Xq : Vetor dos valores aproximados dos parâmetros.
A
A = 9F9Xa X = a Xo
9x-^ 9x^ 9x-^ 9x-^ 9x^ 9x^ 9x^ 9x^ 9x^
9K1 9(J)1 9oaX 9X1-.-o ■9 YÍ- o 9Zo 9X3 9Y3 9Z3
3 y i 3 Y i 9yl 9yl 9 Y l 9 Y l 9yl 9yl 9yl
S k 1 90J1 9X1o 9 Y1 ' o 9Z1o 9XÍ 9Y3 9Z^
9xs 9xs 3xs 9*s 9xs 9xs 9xs 9xs 9xs
9K1 9CJ)1 9 oj 9 X1 o 9 Y1 o 9Z1o 9X3 9Y] 9Z:
ys ys ■ ys ys y s ys ys ys ys
9K1 9 (j)1 9U1 9X1o 9Y1o 9Z1o 3X] 9Y] 9Z3
X
(4.3.3)
(4.3.4)
i = 1, 2, ... f
j = 1, 2, ... t
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= coskcos4> 
m12 = senKcosaj + cosKsen<j)senw 
m-^2 ~ semcsenu-cosKseniJicosw
m
m
21
22
m
m
:-senKcos(j)
cosKcosw-senKsencí>senoj
iri2 3 = cosKseno) + senKsen<í>costú 
m^ = sencf»
32
33
■cos(j)senw
COS ({> CO SU)
(4.3.5)
Fazendo,
AX = X - Xo
AY = Y - Yo
AZ = Z - Z
(4.3.6)
e derivando as equações (4.2.12), obtemos
9x _ c _9m _ cm 9_q
~ — 2 9k q 9k q 9k
c _9_ 
q  9k
(nu AX+m, 0AY + m, -,AZ)' 11  1l  lo
— AX(-senK)cos(J) + AY(cosKcosco-senK:sen({)sen(()) +
q
+ AZ(cosKsenw+senKsen(j>cosa))
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= ^ (AX.n^  ^+ AY.rr^  tAZ.rr^g) (.4.3.7)
De igual maneira obtemos as demais derivadas 
x  c!— = - — fr q(AX. cosKsencj)-AY. cosKCOs<fisenw 
9(1)  q
+ AZ . coskcos()cosü) ) +m(.AX . cosí!)
+ AY. sentf)senu)-AZ . sen c^osü))
i C4.3.8)
M  z 
9 OJ
q(.AY. m13~ AZ . m12 ) -m(. AY. m^  AZ . mq 9 )3 3 ' ’ 3 2 (.4 .3.2)
3x  _ _c
a*  q
(.4. 3. 10)
9x
3Y,
2 (q• m.^ 2 m. m ^ 2 (4,3.11)
9x
9Z
-^ •(q . m^ 2_m • m3 3 ^
o
C4.3.12)
9x
9X
9x (4.3.13)
9x
9Y
9x
9Yo
(4.3.14)
9X
9 Z
_ 12L 
9 Z
(4.3.15)
86
= - £ (AX.m,,+AY.m,0+AZ.m,0)3 te  q  11 12  13 (4.3.16)
9y _c_
2 -q(AX.senKsen<j)-AY. senKcos(j)senu
a<|> q
+ AZ.senKcoscJ>cosw)+n(AX.cos<i> +
AY.sen(J)senu-AZ.sen(j)Cosa)) (4. 3.17)
9y _ c
„ ' 2 Soj  q
q(.-AY . m2 g + AZ . m22 )+n(.A Y.m^ -AZ .m^  )  (4.3.18)33  3 2
ÿr =  Cq-m21 ■ n-m31)0 o  q
(4.3.19)
9Y
3Yo  q
(q.m2 2 - n.m^ ) (4.3.20)
9y
o  q
~2 (q-ni23 n-m33) (4.3.21)
iy_ _ _ az.3X "  9Xo
(4.3.22)
9y9 Y IX.3Y, (-4.3.23)
9y_
9Z 9y_9Z„ (4.3.24)
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As formulas acima são válidas para uma distância focal
negativa.
4.4-  Obtenção das coordenadas Fiduciais (observações) e dos 
Valores Aproximados dos Parâmetros.
4.4.1 - Coordenadas Fiduciais
As coordenadas fiduciais foram obtidas a partir de 
coordenadas instrumentais medidas com um monocomparador Space- 
Optic em fotografias tomadas com uma câmara RMK A 15/2 3 dotada 
de objetiva grande angular Pleogon A (ç=153,14mm; xQ=yo=0). 
Tais coordenadas são as mesmas do Projeto de Calibração de Câ 
mara da Universidade Federal do Paraná.
4.4.2 - Refraçao Fotogrametrica
As coordenadas de foto foram corrigidas da refração 
fotogrametrica através das formulas  j 23| :
ou
•45
d-bzs)(zs-z )+ bTc+n (1-bZ )c+1 -(1-bZ )C+1 s ___________P
(v y (1-bZ )c - (1-bZ )c s p
n
1+0 , 000226a (1-bZ ;xC
1 + 0 , 000226a (1-bZ ) 5 s
(4.4.1)
'45 Z -Z s p
(—  -Zp } ^ n C+D p
1+0,000226a(l-bZp)
1+0,000226a’ “^ (zs"11)
(4.4.2)
Sendo,
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n
a' 
b'
base de logaritmos neperianos
logaritmo neperiano
1,2256
0,02257
4,256
0,3638
0,1578
A = a
b(c+l)  b(c+l)
(1-bZp) (4.4.3)
B = a'(z+ 1} e-b'(zs-n) _n __ib'
(4.4.4)
C = a (l-llb)c- (1-bZp)c (4.4.5)
D = a1 -b1(Zs-ll)  , e  b  - 1 (4.4.6)
Z : altitude de vôo em km s
Zpi altitude do ponto em km
e^ : refração fotogramêtrica para um ângulo nadir de 45o
Usa-se (4.4.1) para Zg - 11 km e (4.4.2) para
Z - 11 km. s
Chamando de (x£, y£) as coordenadas (x*, y*)
corrigidas da refração, temos  | 241
xo = xú-ens(1*
. 2 A ,.2 
2i^_Lpí) x* (4.4.7)
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y'i = y “ “ e45 (1+ X:'2 2 ) y* (4.4.8)
C " z
As formulas acima são validas para uma foto perfeita-
mente vertical |25|. Portanto ê necessário projetar a foto real 
em uma foto sintética vertical com distância focal c*. A trans 
formação de uma foto real em uma foto sintética vertical e da-
da por:
m llx ' + m 21y ' + m 31c (4.4.9)
-X * = c “ --------------:------------
m l3X + m 23y ’ + m 33C
m,0x' + m 99y' + m~9c
— ------- — ------- —  (4.4.10)
m 13X ' + m 23y ’ + m 33C
onde (x*s y:’:) são as coordenadas sintéticas, (x', y') são as 
coordenadas reais, c e a distância focal para a foto real e 
m ^  ... m ^2 sâo os elementos da matriz rotacional. Isto re - 
quer o conhecimento dos elementos de orientação externa, que 
são obtidos na "iteração zero". Como a matriz rotacional e or-
togonal, podemos retornar â foto real usando as formulas:
m ll Xc + m12 yc + m 13C'“' 
x 1 = c --------------------------  (4.4.11)
m 31 Xc m 32 yc + m 33Ci
m 21 Xc + m 22 yc + m 23
m 31 Xc + m 32 yc + m 33
(4.4.12 )
Resumindo, obtemos uma solução preliminar (iteraçao 
zero) sem considerar a refração, usamos as (4.4.9) e (4.4.10),
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para termos coordenadas sintéticas , corrigimos estas coordena-
das sintéticas por 4.4.1 (ou (4.4.2)), (4.4.7) e (4.4.8); e, 
por último retornamos â foto real usando as (4.4.11) e (4.4.12).
A correção foi feita usando a subrotina REFRAX. Na 
mesma fizemos c;’:= e.
4.4.3 - Valores Aproximados dos Parâmetros
Tendo em vista que dispúnhamos de coordenadas topocên 
tricas aproximadas, obtidas para o Projeto de Calibração de Câ 
mara, usamos estes valores. Também, do referido projeto, obti-
vemos as coordenadas dos pontos de apoio: pontos 12, 31 e 32.
. ~ . -4 2
Tais coordenadas tem uma variancia de 10 m . Entretanto,tais
valores aproximados poderiam ser obtidos graficamente do se - 
guinte modo:
a) traçar em papel milimetrado as linhas fiduciais 
correspondentes â primeira foto e locar em escala natural to-
dos os pontos da mesma. Como estes pontos aparecem na segunda 
foto, podemos traçar as linhas fiduciais para a mesma e locar 
os seus pontos restantes. 0 processo continua até a última fo-
to;
b) caso tenhamos pontos de controle, calcular a esca-
la média das fotos por
— = — (44.13)
M D  ^ J
sendo,
d: distância entre dois pontos na foto 
D: respectiva distância no terreno;
c) caso não tenhamos pontos de apoio, adotar como es-
cala média, a escala nominal de tomada das fotografias;
d) de posse da escala média locar (caso tenhamos pon-
tos de controle) ou arbitrar (caso contrário) a origem do
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sistema topocêntrico, orientado como na figura (1.1.3). Calcu-
lar as coordenadas (X,Y) de todos os pontos e (X ,Y ) de todas
c o o
as fotos neste sistema topocêntrico.
e) Conhecidos a escala media e a distância focal ca-
librada (c), calcular a altura média de vôo (H):
— = — (4 4 1 4 )
M H
f) Dispondo-se de pontos de apoio, adotar como valo-
res aproximados para as altitudes (Z), a média das altitudes 
dos pontos de apoio ou os valores obtidos de uma carta (caso 
tenhamos).
g) Caso não tenhamos pontos de apoio, adimitimos que 
o terreno seja plano, e arbitramos um mesmo valor (Z) para 
todos os pontos.
h) Calcular a média das altitudes de todos os pontos
(Z ) e a altitude de vôo (Z ): 
m o
Z = Z + H (4.4.15)
o m
i) Adotar, para todas as fotos,(j) = ca = 0 (o que cor-
responde a admitir que as fotos são perfeitamente verticais).
j) 0 ângulo K. é medido positivamente do eixo X para
o eixo x.
4.5 - Aplicação de Injunções (Relativas) de Posição aos 
Pontos de Controle.
Aqui usamos o conceito de parâmetros ligados por 
injunções. As injunções utilizadas sao as seguintes:
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JX° = X^0a  a
Y^° =  YC  j= 1, 2 , . . . p (p = n? de pontos de apoio).
3Z° " DZC (4.5.1)a  a
c c  O -sendo (X , Y , Z ) as coordenadas topocentricas calculadas ajus- a  a  a
tadas de um ponto de controle e (Xo, Y°, Z° ) as suas respectici.  3.  õ. —
vas coordenadas observadas ajustadas.
As equações (4.5.1) são do tipo:
L = G(X ) (4.5.2)
cl 3.
sendo,
ix°
a
iY°
a
1Z°a
Vetor das observações adicionais 
ajustadas . i= 1, 2, ... p
(4.5.3)
4.5.1 - Modelo Linearizado
Fazendo
c
L = G(X ) (4.5.4)o  o
c  c  c
L = Lo " Lb (4.5.5)
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c
V
c c 
L - L, (4.5.6)
obtemos o modelo linearizado:
c c c 
AX + L = V (4.5.7)
4.5.2 - Matriz dos Coeficientes
c
A
3G
3X
X =X 
a o
C (4.5.8)
com
3 ^
3jXC
3^X° 
___ a
3^YC
3 ^
3^ZC
C =
3 ^ 0
a.
3^Y° 33y °
cL
3DZC
j = 1, 2, ... p (4.5.9)
3^Z° 33Z° 3v°3 J Z
3^XC 3^YC 33ZC
Efetuando as derivadas obtemos P = I (matriz identi-
dade ) .
Portanto,
c i
A = 0 I 0
94 
4.5.3 - Equações Normais 
Para obter as equações normais, devemos minimizar a 
função, 
e 
CP: matriz dos pesos das equações 4.5.1), o que nos d~, 
(4.5.10) 
ou, simplificando, 
e e 
(N + N) X + (U + U) = O (4.5.11) 
O esquema abaixo mostra que, tendo-se a matriz N, pa-
c 
ra obtermos a matriz N' = N + N basta somarmos os pesos nas 
. _ e e 
posiçoes não nulas de N. O mesmo fazemos para obter U'=U + U 
e 
, __ P --t 
e 
~ 
e 
pv 
e 
1 
e 
A 
1 
1 
X 
X 
X 
1 
~ 
1 
1 
1 
1 
íl1 1 
1 
e 
. ~ 
e 
Py 
l 
e 
Px X 
e 
Py X 
e e 
Pz Pz X 
,e 
L 
1 
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4.6 - Programas Usados
Para executar o ajustamento proposto elaboramos um pro 
grama em Linguagem FORTRAN (ver apêndice) o qual consiste do 
programa principal e das subrotinas VERSOL, PSEUDO e REFRAX.
Este programa permite (dentro das limitações de arma-
zenamento) executar uma aerotriangulação em bloco, para qual - 
quer número de pontos de apoio.
Chamando de p o número de■ pontos de apoio, temos:
a) Para p = 0, não aplica injunções e utiliza a subro
tina PSEUDO para cálculo de N+ .
b) Para 0 < p < 3, aplica (3P-2) injunções de posição
e usa, ainda, a subrotina PSEUDO.
c) Para p - 3, aplica (3P-2) injunções de posição e 
usa a subrotina VERSOL para cálculo de N 1 .
Nos itens (b) e (c) acima, não impomos injunções as
coordenadas X e Y do último ponto de apoio lido. Entretanto de 
vemos colocar um valor qualquer para tais coordenadas (valor 
sem efeito) para que não haja erro no formato de leitura.
A subrotina PSEUDO calcula a pseudo-inversa de uma 
matriz (inclusive retangular), usando o método II, sem necessi 
dade do conhecimento de sua característica.
A subrotina VERSOL calcula a inversa ordinária de. uma
matriz. 0 algoritmo usado encontra-se em Modro |26 j .
4.7- Resultados
Apresentamos nas tabelas 4.7.1 a 4.7.9, os resultados
do ajustamento pelos dois métodos, bem como os dados utiliza-
dos .
Na Obtenção destes resultados, usamos os seguintes
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critérios de convergência:
a) Máximo de cinco iterações.
~ - 3b) Correção nao superior a 10 m para todas as coorde
- 3nadas e 10  rad para todos os ângulos de orientaçao.
4.7.1 - Testes Qui-Quadrado
Apresentamos, na tabela (4.7.9), testes de hipótese
correspondente aos dois métodos, bem como o valor do traço da
matriz variância-covariância. 0 teste de hipótese ê feito ao
nível de 95% de confiança. Testamos a hipótese basica (H ) de
- 2que a variancia da unidade de peso a posteriori (oq) seja 
igual à variância da unidade de peso a priori (o ), contra  a 
hipótese alternativa de estes dois valores serem diferentes
(Ha>;
Ha: 5o 4 ao (4.7.2)
0 valor de X ê dado por | 27
v2 = fn  (4.7.3)x 2
°o
Logicamente, no ajustamento clássico devemos incluir
co vetor V :
.2  VT PV + VT P V (4.7.4)x. . -----
Para mais de 100 graus de liberdade a curva  de
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qui-quadrado ê aproximadamente igual â curva de distribuição 
normal com media g e variancia 2g, ondé g e o numero de graus 
de liberdade.
De uma tabela de distribuição normal obtemos, para 
p = 0,475, z = 1,96. Então,
X2  = g + 1)96 /2g
0,025
2 g - 1,96 /2gX0,975
A hipótese básica e aceita se:
X20,025 0,975 (4.7.5)
_ 2 2Se o0 for estatisticamente igual a oa podemos afir -
mar que:
a) o modelo matemático está correto;
b) não ha erro grosseiro nas observações;
c) a variância usada na formação da matriz dos pesos
estã compatTvel com a exatidao do monocomparador.
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TABELA 4.7.1  COORDENADAS FIDUCIAIS E RESÍDUOS 
(Desvio padrão: a = 0,004 mm)
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TABELA 4.7.1 (Continuação)
FOTO PONTO COORDENADAS FIDUCIAIS RESÍDUOS
X(MM) Y(MM) RX(MM) RY(MM)
♦ 3. 26 ,15600 72 23530 '0 .0 0 0 4 1 0,00153
♦ 4. 24 .50590 60 37940 -0.00092 -0.00147
♦ 5 . 10.89760 17 72580 0.00350 -0,00168
4 6 « 26*82140 34 78060 0.00039 0.00016
♦ / ♦ 52,85350 8 69370 -0.00076 0.00065
♦ 8. 29 .40290 12 13110 0,00229 0.00030
4 9. 67.31710 -21 52910 -0.00171 0,00075
4 10. 18.02960 8 75930 -0 .00026 -0.00260
4 11. 2 .08030 -3 17770 -0 .00156 0,00200
4 12. -2 .55700 -11 86360 0.00140 0.00393
4 13. -9 .76460 -29 94960 0.00354 -0,00059
4 14. 2 .32070 -39 29560 -0 .00100 0.00443
4 15. -3 .96570 -42 15450 0.00217 -0,00030
4 16, 19,47960 -52 97820 0,00201 -0,00004
4 17, 52 .64570 -37 53820 -0 ,00002 0,00085
4 18. 104.96410 -59 24750 0.00151 -0.00544
4 19, 109.77510 -67 50030 —0.00536 -0.00349
4 26. 108.47090 26 06880 0.00669 -0.00132
4 27. 96 .00750 46 30590 -0.00936 0,00379
4 28. 88 .71360 41 61580 -0.00148 -0.00212
* 29. 91 .70540 63 55640 0,00021 0,00025
4 30, S 8 . 14850 87 26260 -0 ,00219 0.00575
4 33. 24 .56360 -80 42620 -0.00001 -0.00302
4 5« -84.30480 -89 56130 0,00343 -0,00314
4 6. -100,71650 -74 23080 -0 .00064 -0,00071
4 7. -74 ,69060 -49 00550 0.00042 -0.00446
4 8. -78 .80410 -72 22730 -0 .00148 0.00325
4 9. -44 .91710 -35 56960 -0,00191 0.00209
4 10. -75 .65550 -33 10510 0.00218 0.00325
4 11, -63 .92790 -97 36120 -0,00199 0.00309
4 12. -55.48650 -102 27590 0.00341 -0.00092
♦ ' 13. -37 .89300 -109 13110 0.00384 -0,00464
♦ 14. -28 .7S520 -9S 23920 -0.00171 0.00227
♦ 15. -25.89960 -103 89320 0.00320 -0,00449
♦ 16. -15 .06080 -82 25840 0.00160 -0.00027
♦ 17. -29 .72190 -50 49260 -0 .00014 0,00049
♦ 18. -5 .89520 n 05010 0.00180 0.00004
♦ 19. 2.58940 6 87240 -0 ,00495 -0.00057
♦ 20. 11.19060 33 78040 -0.00261 -0,00059
♦ 21. 1,65050 52 63540 -0.00233 0.00005
♦ 22 ♦ -5 .51990 69 09170 -0 .00325 0.00450
♦ 23. -16 .50100 87 68810 0.00308 0.00247
4 24. -30.32360 107 03240 0.00700 0.00579
4 25, —/4♦3o060 85 63500 -0.00045 -0.00605
4 26. -82 .32140 18 95970 0-00304 0.00218
4 27. -102.50770 7 46330 0.00051 0.00460
4 28, -97 .97990 0 13700 -0.00596 0.00164
4 31. -86.39870 105 75450 0.00064 -0.00265
4 32. 51.69380 82580 -0.00259 -0.00145
4 33. 12.46410 -77 31140 -0,00237 -0.00032
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TABELA 4.7.1 (.Continuação)
FOTO PONTO COORDENADAS FIDUCIAIS RESlDUOS
X ( M M ) Y  ( M M ) R X ( H M ) R Y ( H M )
4  ♦ 3 4  4 2 4 . 7 0 5 0 0 2 4 . 3 1 0 1 0 - 0 . 0 0 2 2 4 - 0 . 0 0 4 7 4
5 * 1 4 - 3 9 . 2 2 5 4 0 - 7 1 . 0 1 5 5 0 - 0 . 0 0 0 5 7 - 0 . 0 0 0 9 6
5  ♦
■n
ii * - 6 0 . 4 S 1 0 0 - 7 1 . 9 5 3 4 0 0 . 0 0 0 0 9 - 0 . 0 0 2 1 0
5  * 3 ♦ - 5 2 ♦ 6 9 2 1 0 - 7 9 . 9 7 4 6 0 - 0 . 0 0 2 6 6 - 0 . 0 0 1 1 1
D  « 4. - 4 0 . 3 5 3 0 0 - 3 2 . 1 7 3 4 0 - 0 . 0 0 1 6 5 - 0 . 0 0 1 6 9
c  u « 5  ♦ 0 . 7 9 1 3 0 - 9 5 . 4 3 3 3 0 0 . 0 0 0 4 3 0 . 0 0 1 1 7
* 04 - 1 5 . 5 2 1 5 0 - 3 0 . 0 3 2 5 0 0 . 0 0 0 5 3 - 0 . 0 0 2 3 6
5  * 7. 1 0 . 5 4 9 3 0 5 ♦ / 5 6 / 0 - 0 . 0 0 1 0 9 0 . 0 0 0 6 3
5  ♦ S. 6 . 7 5 0 5 0 - 7 7 . 5 2 9 6 0 0 . 0 0 2 0 2 0 . O O I j j
5  4 9. 4 0 . 4 6 5 0 0 - 3 9 . 7 3 6 3 0 0 . 0 0 3 2 5 0 . 0 0 2 3 2
5  ♦ 1 0 . 9 . 7 4 9 2 0 - 8 3 . 6 0 5 0 0 0 . 0 0 0 3 0 - 0 . 0 0 0 2 7
cr 
O  * 11  4 2 0 . 3 3 9 0 0 - 1 0 3 . 4 5 7 6 0 0 . 0 0 1 8 4 - 0 . 0 0 1 1 5
5  ♦ 1 2 . 2 9 . 1 1 2 1 0 - 1 0 7 . 7 6 1 1 0 0 . 0 0 1 9 3 - 0 . 0 0 4 3 2
5* 1 3 . 4 6 . 2 9 0 2 0 - 1 1 4 . 2 3 6 0 0 - 0 . 0 0 6 0 4 - 0 . 0 0 1 2 3
cr U * 1 4 . 5 5 . 7 1 3 9 0 - 1 0 2 . 9 2 4 7 0 0 . 0 0 1 3 1 0 . 0 0 2 3 4
o + 1 5 . 5 8 . 1 9 9 6 0 - 1 0 S . 6 0 2 6 0 - 0 . 0 0 1 6 2 0 . 0 0 0 2 0
5  * 1 6 . 6 9 . 3 9 7 3 0 - 8 6 . 3 8 5 0 0 - 0 . 0 0 4 4 0 - 0 . 0 0 0 3 2
5  * 1 7 . 5 5 . 6 3 2 1 0 - 5 4 . 6 1 5 2 0 - 0 . 0 0 0 7 9 - 0 . 0 0 2 6 3
5  ♦ I S . 7 3 . 0 0 3 9 0 - 1  . 9 8 6 6 0 - 0 . 0 0 2 0 6 0 . 0 o 1 1 ^
5  * 1 9 . 3 6 . 1 2 9 1 0 2 . 7 9 7 8 0 0 . 0 0 6 2 7 0 . 0 0 7 1 9
c* 
J  ♦ 2 0 . 9 3 . 3 9 3 5 0 2 9 . 2 0 7 3 0 0 . 0 0 2 1 3 0 . 0 0 2 3 2
cr 
«J « 2 1  . S 4 . 789-90 4 7 . 6 6 2 9 0 0 . 0 0 0 2 2 - 0 . 0 0 3 1 8
0  ♦ 2 2 . 78.. 7 2 0 2 0 6 3 . 7 4 4 1 0 0 . 0 0 0 7 3 - 0 . 0 0 4 2 3
D  ♦ 2 3 . 6 3 . 6 9 7 3 0 8 1 . 9 7 1 3 0 - 0 . 0 0 2 1 7 0 . 0 0 2 5 8
5  ♦ 2 4 . 5 5 . 6 3 2 3 0 1 0 0 . 9 3 5 6 0 - 0 . 0 0 1 3 2 0 . 0 0 2 5 4
5  * i-5. 1 1 . 9 8 0 7 0 3 0 . 9 2 6 1 0 - 0 . 0 0 0 5 9 - 0 . 0 0 4 8 5
5  ♦ 2 6 . - 7 . 3 0 3 1 0 1 4 . 9 5 5 9 0 - 0 . 0 0 2 4 7 - 0 . 0 0 3 4 2
5  ♦ 2 7 . - 2 8 . 3 3 S 4 0 3 . 3 S 7 2 0 0 . 0 0 5 2 6 0 . 0 0 2 2 1
5♦ 2 S . - 2 3 . 3 3 1 1 0 - 4 . 0 0 9 0 0 - 0 . 0 0 3 2 8 0 . 0 0 3 7 8
c*
— 1 4 2 9 . - 4 5 . 7 4 6 2 0 - 0 . 3 5 2 1 0 0 . 0 0 5 3 5 0 . 0 0 0 4 2
C* 
O  • 3 0 . - 6 9 . 6 3 2 9 0 - 3 . 3 4 2 3 0 0 . 0 0 5 4 9 0 . 0 0 1 3 3
cr
J  4 31-. 1 . 4 5 4 7 0 1 0 0  * 3 9 9 2 0 - 0 . 0 0 0 5 7 0 . 0 0 1 1 3
D  4 3 3 . 9 5 . 7 1 6 1 0 - 3 0 . 3 1 4 4 0 - 0 . 0 0 5 3 5 0 . 0 0 2 4 6
5  4 3 4 . 1 0 6 . 4 7 5 4 0 1 9 . 9 0 6 2 0 0 . 0 0 0 5 0 0 . 0 0 1 8 6
Ó , 1 . 6 0 . 6 5 4 9 0 - 7 0 . 0 1 0 1 0 - 0 . 0 0 0 2 7 0 . 0 0 0 0 6
6  4 ojú ♦ 3 3 . 3 6 1 4 0 - 7 0 . 6 6 5 2 0 0 . 0 0 0 3 3 - 0 . 0 0 2 2 7
6 . 3. 4 7 . 1 1 9 0 0 - 7 8 . 7 1 5 7 0 0 . 0 0 0 2 1 0 . 0 0 0 1 9
6. 4. 5 9 . 3 3 2 3 0 - 3 1 . 0 8 9 9 0 0 . 0 0 1 3 5 0 . 0 0 4 0 3
6. 5. 1 0 1 . 4 0 2 5 0 - 9 5 . 1 7 8 1 0 - 0 . 0 0 1 4 4 - 0 . 0 0 0 4 1
ó . 6 . 8 4 . S Ó 6 0 0 - 7 9 . 3 7 4 0 0 - 0 . 0 0 1 3 0 - 0 . 0 0 4 5 2
6 . 7. 1 1 0 . 3 5 4 4 0 - 5 3 . 1 1 7 1 0 0 . 0 0 1 2 6 0 . 0 0 4 4 5
6 . 8. 1 0 7 . 6 3 2 9 0 - 7 7 . 2 0 0 8 0 0 . 00>i^ 0 - 0 . 0 0 2 2 0
6 . 1 0 . 1 1 0 . 7 2 6 1 0 - 8 8 . 4 6 5 7 0 0 . 0 0 1 2 4 - 0 . 0 0 0 7 2
ó . 2 5 . 1 1 1 . 4 1 3 2 0 3 4 . 7 3 9 1 0 0 . 0 0 0 2 5 0 . 0 0 0 1 5
6 . 2 6 . 3 0 . 5 0 7 7 0 1 6 . 5 5 2 5 0 - 0 . 0 0 3 5 7 - 0 . 0 0 0 7 1
6 . 2 7 . 5 9 . 2 6 9 1 0 4 . 5 1 6 7 0 0 . 0 0 4 5 3 0 . 0 0 5 7 0
<S. 2 3 . 6 3 . 3 7 5 0 0 - 2 . 3 7 7 2 0 - 0 . 0 0 0 9 4 - 0 . 0 0 5 3 6
ó . 2 9 . 4 1 . 6 1 4 6 0 0 . 5 2 4 7 0 0 . 0 0 0 1 9 0 . 0 0 2 4 9
ó  ♦ 3 0 . 1 7 . 3 8 0 2 0 - 2 . 7 5 4 0 0 0 . 0 0 3 1 3 - 0 . 0 0 1 8 7
6. 3 1  . 1 0 1 . 6 0 6 4 0 1 0 4 . 3 7 3 5 0 - 0 . 0 0 1 1 3 0 . 0 0 0 9 9
TABELA 4.7.2 VALORES APROXIMADOS DOS PARÂMETROS
FOTO KAPA(RAD) P H I < RA D ) OMEGA (RAD) XO(M) YCKM) ZG (H )
1 i .45407 0.01101 -0.01406 1721.990 799,530 2771,050
o 1.47161 -0.00572 -0.00559 1875.190 1919,240 2767,440
3 1.47026 0.00789 0.00540 2006.150 2966,540 2761,360
4 --0. 07322 -0.00937 0.03979 1190.620 1906.050 2773,380
S ■•■0.07543 0.02712 0.02421 2138*770 1821,320 2767,060
6 -0.08871 -0.03001 0.02765 3061.800 1741,290 2767.050
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TABELA 4.7.3 VALORES APROXIMADOS DOS PARÂMETROS
PONTO X (íi) YÍM) Z (M >
1 2552.674 2556.331 1200.034
•“> 2772.976 2551.936 11S3.951
3 2697.197 2637.415 1193.633
4 2576.890 2667.299 1205.306
5 2162.152 2347.035 1202.231
6 2317.529 2669.345 1204.450
/ 2023.117 2426.956 1137.121
S 2036.641 2665.497 1201.723
9 1703« 624 2307,990 1133.239
10 2064.173 2733.953 1202.336
11 1959.291 2957.432 1193.433
12 1375.163 3013.773 1190.439
13 1696.249 3106.809 1133«633
14 1533.322 2992.277 1136.230
15 1563.339 3060.095 1180♦ 375
16 1429.137 2330.212 1133♦661
17 1555.754 2475.956 118S.750
13 1265.997 1944.206 1157.910
19 1172.396 1900.043 1154.469
20 1060.549 1621.423 1130.143
21 1147.517 1413.571 1137.378
->2 1209.932 1247.395 1150.398
23 1303.955 1053.816 1157.525
24 1435.299 350.574 1159.949
25 1907.765 1029.094 1158.591
26 2163.232 1632.594 960.000
■?7 2419.S29 1300.264 953.297
2S 2373.669 L391.241 954.272
29 2627.314 1323.353 949.452
30 2903.479 1S 4 2 . 86 2 947.349
31 2003.614 330.294 1177.538
32 633.410 1769.003 1129.470
33 1133.212 2304.773 1169.821
34 924.546 1732.373 1133.414
TABELA 4.7.4 VALORES AJUSTADOS DOS PARÂMETROS (Ajustamento Clássico)
FOTO KAPA(RAD) PHI(RAD) OMEGA(RAD) XG(M> YCKM) Z 0 < M)
1 1.45408 0.01101 -0,01405 1721.923 799.091 2771,101
'!> 1.47160 -0.00569 -0.00558 1875,218 1919.314 2767.640
3 1.47024 0,00787 0,00540 2006.167 2966.923 2761.408
4 -0.07322 -0.00937 0,03977 1190,358 1906.111 2773.537
5 -0.07542 0,02717 0.02420 2138.912 1821.353 2767.240
6 -0.08866 "0,02973 0,02765 3062.517 1741,306 2766.899
TABELA 4.7.5 VALORES AJUSTADOS DOS PARÂMETROS (Ajustamento Livre)
FOTO KAPA(RAD) PHI(RAD) OMEGA(RAD) X0(M) YQ(M) ZO (M)
1 1,45400 0.01030 -0,01376 1720.306 800.306 2767,461
1.47153 -0.00640 -0.00529 1873,447 1918.784 2764.438
3 1.47017 0.00716 0.00569 2004.273 2964.763 2753,612
4 -0,07326 -0.01008 0.04006 1189,642 1905,649 2769,834
5 -0,07548 0,02646 0,02449 2136,726 1820.955 2764,199
6 -0.08871 -0.03044 0,02794 3058,895 1740.965 2764,493
O
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TABELA 4.7.6 VALORES AJUSTADOS DOS PARÂMETROS
AJUSTAMENTO CLÁSSICO
PONTO X ( M )
1 2552.642
9 2772.931
3 2697. 169
4 2576.873
5 2162* 13 6
6 2317 .511
7 2028. 100
8 2086.627
9 1703. 612
10 2064. 159
11 1959. 290
12 1875.16 8
13 1696.252
14 1588.327
15 1563.896
16 1429. 194
17 1555. 764
18 1265.989
19 1.172.871
20 1060 c* nr •♦ U 'j Am
21 114 7.510
22 1209.971
’\rz 1308.939
24 1435.287
25 1907.751
26 2168. 240
27 2419. 774
28 2373.610
29 2627 -•) "i' 1 ♦ «i. wJ J.
30 2908.363
31 2003.614
~7 ' > %./ »- • 638.410“7 "7wivJ 1133. 226
34 924. 544
Y(M)
2637
2667
2847
2669
2426
2665
2308
2783
2957
3013
3106
2992
3060
2830
2475
1944
1900
1621
1418
1247
1053
850
1029
1682
1800
1891
1828
1842
830
1769
2804
J.732
.917 
.404 
.302 
.028 
.345 
. 960 
.499 
.024 
.950 
.448 
.773 
. 808 
. 283 
.086 
. 231 
.966 
.245 
, 097 
. 468 
.610 
. 933 
.853 
.630 
.125 
.636 
.304 
. 266
.892 
. 294 
.053 
. 796 
.417
1200
1189 
1198 
1205 
1202 
1204
1187 
1201 
1183 
1202 
1193
1190 
1J. 8 3 
1186 
1180 
.1.183
1188 
1157 
1154 
1130 
1137 
1150
1157 
1160
1158 
960
953
954 
949 
948
1177 
1129 
1169 
1133
Z ( íi )
.034 
.019 
. 725 
.823 
. 226 
.479 
. 123 
. 799 
.275 
.375 
.493 
. 489 
.632 
.291 
.867 
.607 
.811 
. 936 
.471 
. 160 
.862 
.372 
. 429 
.014 
.632 
.277 
* 466 
.549 
.671 
. 149 
.538 
.4 70 
.859 
. 449
AJUSTAMENTO LIVRE
X ( M )
2550.985 
2770.941 
2695.295 
2575.182 
216.1. .103 
2316.224 
2027.255
2085.699 
1703.264 
2063.274
1958.585 
1874.600 
1695.973 
1588.205 
1563.820 
1429.308 
1555.653 
1266.311 
1173.336 
1061.189 
1147.991 
1210.335 ' 
1309.131 
1435.266 
1907.012 
2167.287 
2418.444 
2372.358
2625.585 
2906.284
2002.699 
639.711
1133.806
925.396
Y<M>
2555.240 
2550.799 
2636.156 
2666.015 
2845.493 
2668.074 
2426.090 
2664.251 
2307.362 
2782,520 
2955.759
3012.004 
3104.910 
2990.570 
3058.271 
2828.781 
2475.053 
1944.186 
1900.114 
1.621 .931 
1419.379 
1248.958 
1055.169
852.252
1030.4 36 
1682.974 
1800.44 4 
1891.267 
1828.966 
1842.931
831.900 
1769.318 
2803.410 
1732.717
Z ( M )
1199.927 
1189.085 
1.198,747 
1205.757 
1201.922
1204.230 
1186.625 
1201.389 
1182.518 
.1.201. - 982 
119 3.089 
1190.047 
1183.099 
1185.644
1180.231 
1182.804 
1187.987 
.1.1 56 . 800 
1153.262 
1128.827 
1136.520 
1149.007
1156.06 7
1153.6 79 
1157.688
960.015 
953.428 
954.503 
949.794 
948.480
ll/o.vJ/'O
1. 127.880 
1168.859 
1132.046
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TABELA 4.7.7 MATRIZES V A R I R N C I A - C O VA R I A N C I A  USANDO UMA V A R I Â N C I A  DA UNIDADE DE PESO A - POSTERIORI 
(AJUSTAMENTO CLflSSICO) 
Unidade an gular em radiano 
Unidade de co mp rimento em metro
MATRIZ VARIANCIA-COVARIANCIA PARA A FOTO 6
KAPA 0. U 9 6 E - 0 3
PHI 0.1348E-08 0♦2093E-07
OMEGA -0.1138E -08 --0. 1696E-08 0.3186E-08
XO 0.2173E-05 0.339ÓE-04 -0«3152E-05 0.5613 E-01
YO 0.3622E-05 0.5734E-05 --0 4 7591 E-05 0.9991E-02 Ü.1960E-01
ZO -0.1061E-05 -0 « 2106E-04 O« J.603E-05 - 0 4 3368E-01 -0 4 5204E-02
M A T R I Z  V A R I A N C I A - C O V A R I A N C I A  P A R A  O  P O N T O  1 
X 0 . U 0 0 E - 0 2
Y 0 . 2 5 0 3 E - - 0 3  0 . 1 6 5 2 E - 0 2
Z - 0 . 1 3 5 Ó E - 0 2  - 0 « 1 Ó 9 9 E - 0 2  0 . 8 9 8 2 E - 0 2
M A T R I Z V A R I A N C I A - C O V A R I A N C I A  P A R A  0  P O N T O  2 
X 0 « 1 S 5 1 E - 0 2
Y 0 . 3 8 5 4 E - 0 3  0 . 1 7 7 5 E - 0 2
Z - O t  2 0 1 1E--02 - 0 .  1 7 3 4 E - 0 2  0 . 1 2 1 8 E - 0 1
M A T R I Z  V A R I A N C I A - C O V A R I A N C I A  P A R A  0  P O N T O  3 
X 0 « 1 4 2 4 E - 0 2
Y 0 . 4  0 7 4 E ~ 0 3 0 . 1 8 5 6 E - 0 2
Z - 0 . 1 8 5 5 E - 0 2  - 0 . 2 0 0 8 E - 0 2  0 . . 1 1 2 4 E - 0 1
M A T R I Z  V A R I A N C I A - C O V A R I A N C I A  P A R A  0  P O N T O  4 
X  0 . 1 2 0 1 E - - 0 2
Y 0 « 3 4 0 5 E - 0 3  0 . 1 8 3 3 E - 0 2
Z - 0  * 1 5 0 9 E - 0 2  ~ 0  * 2 0 7 4 E - 0 2  0 . 9 6 0 6 E - - 0 2
TABELA 4.7.8 MATRIZES VARIANCIA-COVARIANCIA USANDO UMA VARIANCIA DA UNIDADE DE PESO A-POSTERIORI 
(AJUSTAMENTO LIVRE)
Unidade angular em radiano 
Unidade de comprimento em metro
HATRIZ OARIANCIA-COVARIANCIA PARA AFOTO 6RAF A 0.10Ó9E-08
PHI 0.Í327E-08 0♦9423E-08OMEGA --0.Ó108E-09 0.5624E-09 0 ♦ 2196E--08
XO 0.2422E-05 0♦1533E-04 -0 ♦1723E-05 0.2525E-01
YO 0♦2303E--0S 0.1710E-05 -0.553J.E~05 0♦2850E-02 0♦131ÓE-0110 -0.9019E-06 -0.795911-05 0♦24Ó3E-06 -0♦1275E-01 -0.2299E-02
MATRIZ. OARIANCIA-COOARIANCIA PARA 0 PONTO  i
X 0.4822E-03Y 0.1219E-03 0♦6090E-03
Z -0♦4272E-03 -0♦8523E-03 0.2514E-02
MATRIZ VARIANCIA-COOARIANCIA PARA 0PONTO 2
X 0.7269E-03
Y 0.18Ó0E-03  0.6588E-03
Z -0.7750E-03  -0.1052E-02 0.2879E-02
MATRIZ OARIANCIA-CÛOARIANCIA PARA 0PONTO 3X 0.Ó569E-03Y 0. 23.10E-03  0. 7103E-03
Z -0.67 30E-03 -0 ♦ J.073E-02 0.2Ó73E-02
MATRIZ OARIANCIA-COOARIANCIA PARA 0PONTO  4X 0.4714E-03Y 0.151ÓE-03 0♦69Ó7E-03Z -0♦3608E-03 -0♦1000E-02 0. 2417E--02
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TABELA 4.7.9 TESTE x2 
I - AJUSTAMENTO LIVRE 
II - AJUSTAMENTO CLÁSSICO 
g - GRAUS DE LIBERDADE
T - TRAÇO DA MATRIZ VARIÂNCIA-COVARIÂNCIA
2 ~ 2 2 2 2 ’ m
0
o ao g X X X -1- 
0,975 0,025
I 1x10 4 0,931 x 10 4 162 150,8 126,7 197,3 0,273
II, lxlO“4 0,893 x 10-4 169 150,9 133,0 205,0 0,508
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4.8 - Conclusões e Recomendações
Tendo em vista os resultados do ajustamento podemos
concluir:
a) 0 traço de matriz variancia-covariância no ajusta - 
mento livre é menor do que no clássico, ou seja, de um modo geral 
as variâncias obtidas pelo ajustamento livre são menores.
b) Para um mínimo de injunções, a forma quadrática
T
V PV tem o mesmo valor nos dois métodos.
0 vetor dos resíduos ê o mesmo ou, em outras palavras, 
chegamos às mesmas observações ajustadas.
c) Nos dois métodos, a variância da unidade de peso
a posteriori é uma estimativa imparcial da variância da unidade
de peso a priori, com 95% de confiança (Tabela M-.7. 9)?
d) As coordenadas ajustadas pelo método "livre" estão
em um sistema definido via pseudo-inversa, enquanto as do método
clássico estão em um sistema definido pelos pontos de apoio. A 
discrepância máxima entre as coordenadas ajustadas por um método 
e outro foi de 2,079 m,
e) Para o mesmo número de parâmetros e o método de cál. 
culo da pseudo-inversa programado, o ajustamento livre exige com 
putador com o dobro de capacidade de armazenamento. 0 tempo de 
"CPU" utilizado é um pouco menor no ajustamento livre.
Tendo em vista as conclusões acima, recomendamos aos 
orgios e empresas do ramo o uso do ajustamento livre em fotogra- 
metria a curta distância tal como em Controle de Estruturas, 
Controle de Erosão, Estudos do Comportamento Hidráulico de Barra
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gens em Modelo Reduzido, etc. Também recomendamos o seu uso 
em densificação de pontos geodésicos, quando não temos confi-
ança nas coordenadas dos pontos de controle.
1 1 0
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APÊNDICE
PROGRAMAS FORTRAN
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u
1.
C
C
c
c
3
4
♦ ♦ ♦ ♦
* ♦ ♦ •*
♦ ♦ ♦ ♦
♦ * * *
* * ♦ * 
♦ ♦ ♦ ♦ 
♦ ♦ ♦ ♦
P R O G R A M A  
M É T O D O  Pí
N I = N ü M E R O  D E  F 
N P T = N Ü í r E R O  D E  
D E  
D E
P A R A  A E R O J R I A N G U L A C A O  E M  B L O C O  
R A M  E T R I C O
Ü N T O S  I M A G E M  
P O N T O S  A E R O T R I A N G U L A D O S
:v!í~ 0 “ V U M E R 0  F O T O S  
N P A = N U M E R O  P O N T O S  
M ~ 2  *  N I
N = (6. #  N F O ) + (3 * N P T )
B I M E N S I O N  A <  N »N)  »F T  Í N I ) » P < M )  » P C T ( N P A )  . P T  ( N I  ) » X L I T  ( ó ) » Y L I T '(3)
1» U (N ) » V iH ) » V X <N P A > » V Y (N P A ) » v Z < N P A ) , X ( N ) »X C (N P A )» X L ( M ) »X L B  <M )
1» X N  < N » N )» X O  í N )» Y C ( N P A ) » Z C < N P A )» Z L (N ) » R X (N P A ) ?R Y (N P A ) » R Z (N P A ) 
I M P L I C I T  R E A l - Í S  \ A ~ H ? ü ~ Z )
D I M E N S I O N  A í  1 3 8 » 1 3 S ) » F T Í 1 5 Q ) » P < 3 0 0 > »P C T ( 3 ) » P T C 1 5 0 ) ,X L I T í 6 ) » Y L I T (3) 
í füi 1 3 S  ' » V< 3 0 0 )  » V X í 3 ) » V Y ( 3) » V Z ( 3 ) * X  ( 1 3 8 )  * X C  (3 ) » X L ( 3 C Q >  » X L B  C 3 0 0 )
1 / X N ( 1 3 8 » 1 3 8 ) ?  X 0 í 1 3 8 ) , Y C < 3 ) »Z C C 3 ) » Z L Í 1 3 8 ) » R X  < 3  > » R Y ( 3 ) »  R Z <3)
D A T A  L E I T t I M P R , Í X L I T Í I ), I = 1» 6 > » ( Y L I T ( I ) » I = l » 3 > / 2 » 3 » ' K A P A '»
1' P H I  ' j - O M E G A ''r - XO-’*-' Y O / » '  Z O ' » ' X ' » ' Y ' » ' Z '/
L E I T U R A  D O S  E L E M E N T O S  D E  O R I E N T A C A O  I N T E R N A  
D I S T A N C I A  F O C A L  P O S I T I V A  P A R A  C O O R D E N A D A S  L I D A S  
R E A D  C L E I T  ? 1 ) D F  ? X P P  ? Y P P  
F O R M A T C  3 F )
L E I T U R A  D O  N U M E R O  D E  F O T O S . D E  P O N T O S  I M A G E M  L I D O S  N A S  
F O T O S » D E  P O N T O S  T R I A N G U L A D O S tD E  P O N T O S  D E  A P O I O  E  D E S V I O  
R E A D í L E I T » 2 ) N F 0 » N I , N P T » N P A » D P  
F O R M A T í  4 1 » F >
L E I T U R A  E  I M P R E S S Ã O  D O  N U M E R O  D A  F O T O  »D O  P O N T O ,D E  S U A S  
C O R R E S P O N D E N T E S  C O O R D E N A D A S (F I D U C I A I S ) N A  F O T O  E D E S V I O  P A D R A O  
F O R M A C A O  D O  V E T O R  D O S  P E S O S  E  D A S  O B S E R V A C O E S  
U R I T E  ( I M P R  t3)
F O R M A T í l H l »  / / / »  3 0 X » " F O T O
I D A S  F I D U C I A I S  D E S V I O ' » / » Ó 7 X » ' X (M M >
2 D R A 0 ' » / )
D O  ó 1 = 1 » N I
R E A D (L E I T  » 4 ) F T  < I )» P T  < I > * X F » Y F  
F O R M A T ( 4 F )
W R I T E Í I M P R » 5 ) F T < I ) » P T ( I ) » X F » Y F » D P  
F O R M A T ( 4 1 X » 2  í F 7 ,0 » 4 X )» 2 ( F I O ♦5  »4 X )» 2 X  » F 7 .5)
D E  A P O I O
N O  D I A P O S I T I V O
P A D K A 0
P O N T O
Y (M M )
C O O R D E N A
PA
C
♦ * ♦ •
♦ ♦ ♦ ♦
♦  ♦  ♦  ♦
XL.B ( J - 1 ) = X F  — X P P  
X L B « J ) = Y F - Y P P  
P < J - l ) = 1 . / D P * * 2  
P C J )= P C  J - l  )
C O N T I N U E
L E I T U R A  E I M P R E S S Ã O D O S A P R O X I M A D O S  D O S  P A R A M E T R O S  N A
S E G U I N T t  O R D E M :  (K A P A »P H I »O M E G A » X O »Y O »Z O ) D E  T O D A S  A S  F O T O S :
O S  P O N T O S .
G R A U  E E S C R I T O S E M  R A D I A N O .
(XtY.Z) d e  t o d o s  
ÂNGULOS LIDOS EM 
NPAR=6*NF0+3*NPT 
READ «LEIT»7)(X0(I)»I = 1»NPAR)
FORMAT<ÓF)
URL FE( IMPR» 3)
FORMAT(1H1»///» 44X » 'VALORES APROXIMADOS 
1T0 KAPA(RAD) PHKRAD) OMEGA (RAD)
1 ZO < M )'»/>
DO 541 1 = 1 »NFO 
J = ó*< 1-1 >
D O S  P A R A M E T R O S - '  » / / » 2 5 X »  ' F O  
X O  < M ) Y O  < M )
X0 < J+KR ) =X0 (' J+KR> *DA TAN < 1. ODO ) /45 ♦
URI TE í IMF R *55)1 > (XOí J+K) >K=l>ó)
UiRÍ TE >; I MPR ? 50 )
DO 571. I=1?NPT 
J=ó*NFG+3*<1-1>
URIT£( IMPR?5S) I » (X0< J + K) ,K=1,3)
ITER=-1
DO 572 1 = 1.» NPAR 
Xií}=1 0 ,
IF £ NF‘A ) 13 ? 1 3 .* 81
LEITURA DOS PONTOS DE CONTROLE(CONHECIDOS)•SUAS COORDENADAS
E RESPECTIVAS VARIANCIAS
WRITE<IMPR»9>
FORMAT < 1H1 í /// t 36X » *' COORDENADAS DOS PONTOS DE CONTROLE ' ? / > 2 
1 TO  XÍM) VX Y (M)  VY Z(H)
1/)
DO 12 1 = 1 > NF'A
READ ( LEIT ».10 ) PCT (I ) r XC( I) >YC(I) » ZCCI)» VX(-I > * VY< I ) * VZ < I ) 
FÜRMAT(7F)
WRITEí IMPR» 11 )F'CT( I ) » XC < I) f VX < I > » YC (I) » VY < I ) > ZC < I) » VZ < I) 
FORMAT ( 23X » F7 . 0 i 3 < 2X » F11 ♦ 3» 2X» F7. 5 )• >
CONTINUE
MONTAGEM DA MATRIZ N=ATPA E DO VETOR U=ATPL
ITER-ITER+l
DO 14 1=1*NPAR
UÍI)=0.
DO 14 J=1»NPAR 
XN <If J)=0♦
L=é*NF0 
IPIV=-1 
DO 17 1=1fNI 
IF(IPIV-FT(I) ) 15 .« 16 ? 15 
IPIV=FT(I)
J=é*(FTíI)-l)
R=DCOS(XO(J+l))
S=DCOS(XO<J+2))
T=DCCS(XQ<J+3))
B=D31N(XO(J +1 ))
E=OSIN(XO( J + 2) )
F=DSIN(XO(J+3))
XM11=S*R
XM12 = T*:B+F*E*R
XM13=F*B-T*E*R
Xtf21=-S*B
XM22=T*R-F*E*B
Xn23=F*R+T*E*B
XM31=E
XM32=-F*S
X M 3 3 = T *S
N=L+3* ('PT (I ) -1)
M=2*'I
D X = X 0 ( N +1)-X0(J + 4)
DY=X0(N+2)-X0(J+5)
DZ=X0(N+3)-X0(J+6 )
DC 5050 KR=1t3
Q = X M 31 * D X ■+ X h'32*DY + XM33 * D Z 
X M1 = X M11 * D X + X M12 * D Y + X M13 $ D Z 
XN1=XM21*DX+ X M 2 2 * 0Y + XM2 3* D Z 
í F ( I TER-1 > 1 72 .* 171 » í 72
C3RRECAC DA REFRACAO PARA UMA FOTO SINTÉTICA VERTICAL
TT=XLBCM-1)+XPP
YF=XLB<M)+YPP
XF=-DF*<XMU*TT+XM21*YF-XM31*DF)/<XM13*TT+XM23*YF-XM33*DF) 
YF=-DF* ( XM1 2*TT+XM22*YF-XM32*BF ) / (XM13*TT+XM23*YF-XM33*DF-■)
CALL R'EFRAX < XO ( J+ 6 ) » XO ( N+3 ) j XF .* YF » DF)
XLB<M-l>=-DF*<XMll*XF+XM12*YF-XM13*DF)/<XM31*XF+XH32*YF-XM33*DF>
XLB(M-l)=XLB(M-1)~XPP
XLB(M > =-DF* <X*21#XF+XM22*YF-XM23*DF)/(XM31*XF+XM32*YF-XM33*DF >-Y
VETOR XL = LO-• LB ( CALCULADÜ-ÜBSERVADÜ )
XL<M-l>=-DF*CXMl/Q>-XLBCM-l)
X L ( M ) = - D F * < X N1 / Q ) - X L B ( M )
DO 1050 11 = J +1 »N + 3
V í11> =0.
V(J+1)=<-DF/Q)*(DX*XM21+DY*XM22+DZ*XM23)
V ( J + 2) =G* <'PX*E*R-DY*F*S.*R+DZ*T*S*R) +XM1 (DX*S+DY*F*E-DZ*T*E )
V(J+2)=(V(J+2))*(DF/G**2)
V < J + 3 ) = (DF/R**2 ) * (G* (DY*XM13-DZ*XM12.) -XM1* (DY*XM33-DZ#XM32) )
V < J + 4 ) = v DF/Cm-2 ) * í S*XM11-XM1*XM31 )
V <J + 5) = <DF/Q**2)*(Q*XM12-XM1*XM32)
V í J + 6 ) = (IiF/G**2 ) * < G*XM13-XM1*XM33 )
V ( N +1 ) = - V ( J+4 )
V(N+2 )=-VÍJ+5)
V < N+3 ) = - V < J + ó )
DO 1051 11 = J +1»N+3
Li (11 ) =U < 11) + V (11 ) *P ( M-l ) *XL (M-l )
DO 1051 JJ=J+l»N+3
XN( II»JJ)=XN(II»JJ)+V(II>*P<M-1)*V<JJ)
V < J+l ) = ( DF/Q >■* ( DX*XM11+DY*XM12+DZ*XM13>
V<J+2)=-Q*<DX*E*B-DY*F*S*B+DZ*T*S*B>+XNl*<DX*S+DY*F*E-DZ*T*E)
V(J + 2 ) = < V < J + 2)> *(DF/G#*2)
V(J+3)=-(DF/G**2) * < G*<-DY*XM23+DZ*XM22)+ XN1*(DY*XM33-DZ*XM32))
V(J + 4) = <DF/Q**2)*(G*XM21-XN1*XM31)
V í J+5 ) = < DF/G**'2) * ( G*XM22-XN1 *XM32)
V í J+é) = <DF/0**2)*(G*XM23-XN1*XM33)
V(N+1)=-V(J+4)
V(N+2 )=-V(J+5)
V(N + 3)=-V(J +6 )
DO 17 11 = J +1« N + 3 
U ( 11 > =LK 11 ) + V ( 11 ) *P ( M ) *XL ( M )
DC) 17 JJ=J+l»N+3
XN < 11 » J J ) = XN <11» JJ)+V <11)*P < M > *V < JJ)
TESTES DE CONVERGENCIA 
IF(ITER-5)S8f59»5?
DO 591 1=1»NPAR
IF<DABS<X<I)>-1.0D-3>591»591»592
CONTINUE 
WRITEtIMPR»499)
FORMAT < 1H1»///20X »' FOI OBTIDA A CONVERGENCIA 7)
GO TO 59
AF'L I CACAO DE INJUNCOES DE POSICAO PARA PONTOS DE CONTROLE
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592 IFíNPA-1)2S f19.29
29 DO 22 I=1 fNPA-1
N=L+3*(PCT(I)-l)
PX=1,/VX(I)
PY= 1 ./VY(I)
PZ-1 */VZ(I)
X N ( N + i » N +1) = X N ( N +1? N + 1 )+PX 
XNíN+2-N+2> =X N (N + 2 ? N+2)+PY 
XN <N+3iN + 3 )= X N (N + 3 ?N + 3 )+PZ 
U(N+1)=U(N+1)+PX*(XO«N+l)-XC<I))
U(N+2)=UíN+2)+PY*íX0(N+2)-YC(I ) )
2 2  UíN+3)=U(N+3)+PZ*(X0íN+3)-ZC(I)>
19 N-L+3$ (P C T (NPA)-1)
PZ = 1./VZ(NPA)
XNí N+3?N + 3 )=XN(N+3,N + 3 )+PZ
LI í N+3 > =U ( N + 3 ) + PZ* f XO ( N+3 ) -ZC < NPA ) )
IF (NPA-2)28 t28 ? 105 
C .... INVERSÃO DA MATRIZ DOS COEFICIENTES DAS EQUACOES NORMAIS (XN)
105 CALL VERSOL < X N .X ? NPAR)
DO 106 1=1 fNPAR 
DO 106 J= 1 . NP AR'
:!.0ó A( I f J)=XNí I » J)
C . .... CALCULO DAS CORRECOES
DO 27 J=1tNPAR 
X < J )=0.
DO 27 K = 1 rNPAR 
27 X(J)=XCJ)-XN(JfK)*U(K)
GO TO 49
C . ... CALCULO DA PSEUDO-INVERSA DE H
2 3  NN=NPAR-1
CALL PSEUDOí XN f A f ZL f V f X fNPAR f NPAR,NN)
C « ♦ ♦ . CALCULO DAS CORRECOES
DO 48 J = 1 ? NPAR 
X(J)= 0 .
DO 48 K'=1fNPAR
48 X(J)=X(J)-A(JfK)*U(K)
C ♦ , . . CALCULO DOS VALORES AJUSTADOS DOS PARAMETROS
49 DO 51 1=1 fNPAR
51 X0(I)=X0<I )+X(I )
C . . . . IMPRESSÃO DOS VALORES AJUSTADOS DOS PARAMETROS 
URI TE(IMPR f 52)ITER
52 FORMAT(1H1f/ f 5 2 X f 1 6 ( )f/f52X?'t ITERACAO S I 4 f 7 * 'f/,52Xf16('*'>) 
URITE(IMPRf53)
53 FORMAT(///* 44X f ' VALORES AJUSTADOS DOS PARAMETROS'f/ / f 25X f 'FOTO
1 KAPA(RAD) PHI(RAD) OMEGA(RAD) X O ( M )  YO(M)
1 Z0(M)' f/)
DO 54 I=1fNF0 
J= 6 *í1-1)
54 WRITE(IMPRf55)If(X O (J+K)fK=1f 6 >
5 5  F O R M A T ( 2 5 X » 1 3 f 2 X f F 1 0 . 5 f 2 F 1 1 . 5 f 3 F 1 3 « 3)
WRITE«IMPRf56)
5 6  F O R M A T ( / / / r 2 5 X  f 'P O N T O  X ( M )  Y (M ) Z ( M ) ' f /)
DO 57 I=1 fNPT
J=L+3*(I-1)
57 WRITE«IMPRf58)I f (X0(J+K)fK=1 f3)
120
53 FORMAT< 25X »13» 3(2X» F11.3))
GO TO 13
59 T='0 .
C ....  VARIANCIA DA UNIDADE DE PESO 
■SIG2=0*
M=2*NI 
DO 62 1 = 1 »M 
V(I>=-XL< I )
62  SIG2=SIG2+V <I> *P <I> *V <I>
IFÍNPA-1)998»202»999 
9 9 S  SIG2=SIG2/(M-NPAR)
GO TO 997 
999  DO 201 I=1,NPA-1
N=L+3*íPCT(I)-l)
RX<I)=XC(I)-XO(N+l )
RY(I ) =YC íI)-X0(N+2)
RZCI ) = ZC(I)-X0(N+3)
201  SIG2=SIG2+(RX (I)**2)/ VX(I)+(RY(I)**2)/VY(I) + (RZ(I)**2)/VZ(I)
202  N = L + 3*(PCT.(NPA)-1)
RX(NPA)=0
RY(NPA)=0
RZ ( NP A ) = ZC ( NF'A ) -XO ( N + 3 )
SIG2=SIG2+(RZ( NPA)#*2 >/VZ(NPA)
URI TE (I MF'R ? 204 )
DO 203 1=1»NPA
203  WRI TE (I MF'R » 205 ) F‘CT ( I ) » RX('l ) » RY < I) »RZ(I>
SIG2=SIG2/(M-NPAR + 3*NPA-2).
997  WRITEíIMPR» 104)SIG2
104  FORMAT(//20X»7 VARIANCIA DA UNIDADE DE PESO = '»E9.3)
C ....  CALCULO DA MATRIZ V-CV DOS PARAMETROS AJUSTADOS 
DO 109 1 = 1 » NF'AR 
T=T+A(IyI)
DO 109 J=1 » NF'AR 
109  A<I»J)=A(I»J)*SI62
T=T*SIG2 
URI TE(IMPR y 71)T 
DO 887 1=1»NFO 
WRITEtIMPR»70)I 
J=6*(I-1)
DO 837 K=1»6
837  URITE«IMPR»881)XLIT(K)»(A(J+K >KL)»KL=J+ltJ+K)
DO S88 1 = 1»NPT 
WRITE(IMPR»996)1 
J=L+3*(1-1)
DO 388 K=1»3
888  URI TE (I MF'R» 882 ) YLIT ( K ) , (A(J+K»KL) »KL=J+1» J+K)
WRITE(IMPR.206)
DO 207 1=1»NI 
J=2*I
207  UJ F\ I TE (IMPR » 208 ) FT ( I ) » PT (I) » V ( J-l ) ,V(J)
70  F0RMAK//20X»'MATRIZ VARIANCIA-COVARIANCIA PARA A F0T0'»I3)
71  FGRMATÍ//20X»" TRACO DA MV-C DOS PARAMETROS AJUSTADOS = 7»E9.3)
831  F0RMAT(20X»A5»óE15.4)
996  FÜRMAT <//20X»'MATRIZ VARIANCIA-CQVARIANCIA PARA 0 PONTO"»14)
332  FORMAT(24X » Al» 3E15.4 )
F O R M . A T (/ / / 3 ó X f  ' . R E S Í D U O S  D A S  C O O R D E N A D A S  D O S  P O N T O S  D E  C O N T R O L E  
1 / 3 6 X j - ' PO NTO  R X Í M )  R Y ( M )  R Z ( M ) ' )
F O R M A T  í 3 6 X  f F 5  .O » 3 E 1 3 . 4 >
FO RMA T * ;  / / / 3 Ó X f  - ' R E S Í D U O S  D A S  C O O R D E N A D A S  F I D U C I A I S '  f / 3 Ó X »  -'FOTO 
1 P O N T O  R X (M M  ) R Y  < M M ) ')
F O R M A I  ( 3ó.X r F 4  .O » F 1 1 «  O » 2 F 1 i ♦5)
S T O P
E N D
S U B R O U T I N E  P S E U D O (B , C , D »E , F tM  r N  > L )
C  =  P S E U D O - I N V E R S A  D E  B 
L = N - l
I M P L I C I T R E A L M S ( A - H »O - Z )
D I M E N S I O N  B ( M > N )  > C ( N » M )  ,.IKL) *E(M.) > F ( M )
S = 0 .
D O  1 1 = 1 »M 
S = S + B ( I ? 1 ) * * 2  
D O  2  1 = 1  ^M 
C ( l f I ) = B ( I i l ) / S  
D O  1 6  K = 1 tL 
D O  3 1 = 1 j K  
D  ( I > = 0.
D O  3 J = 1 ! M
D < I ) = D < I ) + C  ( I J  ) * B  < J » K + 1)
D O  4 0  1 = 1 »M 
E d  ) = 0  
D O  4 J = 1? K
E ( I ) = E  ( I ) --B ( I » J ) * D  ( J  )
E ( I ) = B ' < I » K + 1 ) + E ( I ) .
D O  5  1 = 1 >M  
I F  < E ( I ) ) 9 » 5 » 9  
C O N T I N U E  
S = 0
D O  6 1 = 1 tK 
S = S + D < I ) * * 2
S = S i l
D O  S 1 = 1 » M  
F ( I ) = 0 .
D O  7 J = 1  .»K
F ( I ) = F ( I ) + D ( J ) * C < J » I )
F < I ) = F ( I ) / S  
6 0  T O  1 4  
S = 0 .
D O  1 0  I = 1 » M 
S = S + E < I > * * 2  
D O  11 1 = 1 »M 
F ( I ' ) = E ( I ) / S  
S = 0 .
D O  1 2  1 = 1 »M 
S  - S + F  ( I ) ■* B ( I » K + 1  )
D O  1 3  1 = 1 »M 
F < I ) = F ( I ) / S  
D O  16 J = 1 tM 
D O  1 5  1 = 1 ».K
C ( I » J ) = C ( I » J ) - D ( I ) * F ( J )
C ( K + 1 *J ) = F < J )
122
R E T U R N
END
SUBROUTINE UERSQL(A •B tI)
C. .... A = INVERSA ORDINARIA DE A 
IMPLICIT REALMS <A-H»0-Z)'
DIMENSION A (I ?I )? B (I)
IF(I.EO.l) GO TO 10 
IM=I-1 
DO 5 H-l'r I 
DO 2 J = 1 r IM
2 B(J)=A( 1 s> J + l )/A( 1-, 1 )
B(I)=1./A<1»1)
DO 4 L = 1 .» IM'
DO 3 J=1 * IM
3 A (L ,J )= A (L + l j J +1)- A (L + l , 1)#B(J )
4 A(L»I)=-A<L+1»1)*B<I>
DO 5 J=1»I
5 A(I»J)=B<J)
RETURN
10 AC 1?1) = i ./ A (1i1)
RETURN
END
SUBROUTINE REFRAX(Z O •ZZ »X » Y » ZC >
C .... COR RISE REi- RACAO
IMPLICIT REAL*8<A-H»0-Z>
ZS=Z0/1000.00
ZP=ZZ/1000.00
A=8.429700
D=4.25600
E=5.25600
F=0.00027700
G=1.225600
H=0.363S00
P=0.157800
Q=5.14624100
B=1. 00-0 . 0225700&ZP
C=1.00-0.0225700*ZS
IF(ZS.GT.ll) GO TO 40
CSI=(C**D#ZS-B**D*ZF+A*(C**E-B**E)>/(C**D-B**D)-ZP 
EE= ( CSI/ < ZS-ZP) )*DLOG< (1 . 00+F#B**B )/( 1.. 00+F*C#*D ) ) 
GO TO 50
40 AA=G*(G-A*B**E-B*#D*ZP)
BB=H*< (ZS+1.00/F)*BEXP<-P*(ZS-ll) >-17.33713600)
CC = G * (0.296838-E:**D)
DD=H*<EiEXP<-F*<ZS-ll ) )-l .00)
CSI = ( AA+DB ) / ( CC + DD ) -ZP
EE~ v CSI/(ZS-ZP)>*DLOG<<1.00+F*B**D>/
1(1.00+0.00008200*DEXP(-P*(ZS-ll))))
50 R=1,00+<X**2+Y**2)/ZC**2
X=X-R*X*EE 
Y=Y-R*Y*EE 
RETURN 
END
