Optimising the data centres of large IT organisations is complex as (i) they are composed of various hosting departments with their own preferences and (ii) reassignment solutions can be evaluated from various independent dimensions. But in reality, the problem is even more challenging as companies can now choose from a pool of cloud services to host some of their workloads. This hybrid search space seems intractable, as each workload placement decision (seen as running in a virtual machine on a server) is required to answer many questions: can we host it internally? In which hosting department? Are the capital allocators of this hosting department ok with this placement? How much does it save us and is it safe? Is there a better option in the Cloud? Etc. In this paper, we define the multi-objective VM reassignment problem for hybrid and decentralised data centres. We also propose H2-D2, a solution that uses a multi-layer architecture and a metaheuristic algorithm to suggest reassignment solutions that are evaluated by the various hosting departments (according to their preferences). We compare H2-D2 against state-of-the-art multi-objective algorithms and find that H2-D2 outperforms them both in terms of quantity (approx 30% more than the second-best algorithm on average) and quality of solutions (19% better than the second-best on average).
Introduction
There has been a proliferation of cloud services in the past years, from virtual machines (VMs) of different flavours to outof-the-box platforms (e.g., ready to use Machine Learning tools). The many benefits of these cloud solutions [21] , including but not limited to their cost, have accelerated the adoption of the Cloud for all sorts of companies [38] . However, modern large and often global organisations seem more reluctant to outsource to the Cloud than small and medium companies [38] , with only 17% of them reported having 1000+ VMs in the Cloud. Some of the many reasons for this slow process are the complexity of their software systems [25] , the types of their workloads [45] and the privacy/security of their data and products [37] -as well as the distribution and segmentation of the data centres (DCs) of these large and global companies [42] : they possess many hosting departments with 'competing' or even 'conflicting' demands and requirements.
However, the hybrid cloud solution [34] , i.e., mixing private infrastructure and public cloud services, is now seen as a potential solution for these large companies [38] as it gives them the benefits of both worlds. On one hand, the Cloud provides quick infrastructure provisioning and deployment [31] , while on the other hand, companies can still maintain their own infrastructure when exact characteristics of servers [5] , performances [32] and reliability [45] are important.
VM reassignment in data centres is a known challenge [14] , especially as real problems are often multi-objective [7, 42] , i.e., solutions are evaluated by decision makers based on different dimensions or objectives. However, most solutions to this problem in the literature use a weak definition of multiobjective [35] , i.e., a linear aggregation of objectives [1, 29, 23] . Related work also often miss the complexity of large companies, where the infrastructure is not monolithic but distributed over decentralised hosting departments with their own preferences [43, 44] . The optimisation of the companies' IT infrastructure is then more challenging as decisions have to take into account the preferences of the capital allocators of each hosting departments and the interests of the company as a whole. Hybrid cloud solutions, while explored extensively in the literature, have not been addressed in the context described above -multi-objective and decentralised. In particular, the various pricing policies [39, 24] and their variability make the question of finding good hybrid reassignment solutions even more challenging.
This paper is the first to address the problem of multi-objective VM reassignment for large and hybrid decentralised data centres. In this paper: (i) we consider that data centres are decentralised, i.e., capital allocators of hosting departments express their own preferences, (ii) we also consider the different dimensions of the infrastructure optimisation (cost of running the IT infrastructure, reliability, migration cost) as independent and we propose solutions optimising all these objectives together and (iii) we consider hosting some of the VMs in the Cloud as an option.
Example: As a motivating example, let's suppose a large distributed company with different hosting departments (or VCs, for Virtual data Centres), each of them managed by capital allocators (CAs) who have their own preferences regarding the placement of VMs on their servers. Some CAs may want to reduce the energy footprint of their VC, while others see the licensing cost as more important; or some CAs view the reliability of their infrastructure as crucial (e.g., if they run critical systems), while other CAs consider response time as essential and are mindful of VMs' co-location. When reassigning its VMs, the company can also choose one of the multiple cloud solutions out there and pay the cost (which may only be known partially in advance, i.e., an interval of possible prices) of the deployment of VMs. Either way, possible reassignments have to respect constraints of the IT infrastructure and satisfy the various preferences of CAs. Figure 1 shows possible VM reassignments (from a to g) in two dimensions: (i) reliability and (ii) cost of running some of the VMs in the Cloud (the lower the better for both). Note that the cloud cost is not always known in advance so the values in this dimension are often intervals (except for solution e which does not outsource any VM). The broken segments with black dots represent the non-dominated reassignments, i.e., those that are better than the others in at least one particular objective (the good ones). For example, solution f is worse than b on both objectives and is not considered as one of the good reassignments (hence the white dots on f). Notice that while solution d has a worse reliability than c and potentially (given the overlapping intervals of c and d) a worse cloud cost, it is possible that d eventually gets a better cloud cost and we keep d in the list of non-dominated solutions at this stage. At the end, we end up with five good reassignments: a, b, c, d and e. These solutions can then be evaluated locally by decision makers, such as: "a and b have a good reliability but also have high cloud costs, whereas c's reliability is worse, but still not as worse as d's and brings a good reduction in the public cloud cost despite its large interval. Solution e does not cost anything in terms of cloud cost but has the worst reliability amongst them -so we favour c and keep d as a backup plan for when VM prices rise too much". 
H2-D2:
In this paper, we propose H2-D2, a multi-objective VM reassignment system for large and hybrid decentralised DCs (H2-D2 stands for Hybrid algorithm for Hybrid Decentralised Data centres). H2-D2's search space is composed of the different hosting departments of the data centres of a large company and the different public cloud solutions. H2-D2 suggests reassignments of VMs to either the hosting departments or the public cloud locations depending on various objectives: cost of running servers in the hosting departments, migration cost of the VMs, reliability of the servers and cost of hosting VMs in the Cloud. The non-dominated possible reassignments are then suggested to the company's decision makers who can navigate them and choose one solution over another based on their preference and current focus.
H2-D2 is an adaptation of our previous work [42] to the more challenging (and realistic) cloud environment. We propose a new model/problem definition, with new constraints and a new objective (cloud cost) -this particular objective is an interval objective, the cost of migrating workload to the Cloud being difficult to estimate precisely. This makes the problem significantly different and more challenging than the one we addressed previously.
We compare the performance of H2-D2 against systems with various reassignment algorithms on a realistic data set. We show that H2-D2 outperforms all of them both in terms of quantity (number of non-dominated solutions): H2-D2 gets 29.99% more solutions than the second-best on average, and quality (hypervolume): H2-D2 is ∼20% better than the second-best on average.
After describing the related work (Section 2), we formally define the multi-objective VM reassignment problem for hybrid and decentralised data centres (Section 3). This formal problem definition includes a large number of constraints and four objectives, i.e., directions in the search space considered independent. Then we describe our solution, which is based on an architecture for large decentralised data centres [42] but adds the critical and challenging public cloud element (Section 4). This new element makes the problem more complex and H2-D2 has to take into account: (i) individual CAs' preference, (ii) price fluctuation of cloud services and (iii) optimisation of the global infrastructure (at the general managers' level). We then compare H2-D2 against various reassignment algorithms on a realistic data set -inspired from a challenge proposed by Google and modified to make it more realistic for the complex context we address here (Section 5). We show that H2-D2 outperforms (Section 6) all of them both in terms of number of non-dominated solutions (H2-D2 gets ∼30% more solutions than the second-best on average) and quality of these solutions (H2-D2 achieves ∼20% better hypervolume in comparison to the second-best on average).
Related Work
This section is a short literature survey of three areas: (i) machine/VM reassignment, (ii) VM reassignment in Decentralised and hybrid DCs and (iii) multi-objective VM reassignment.
Machine/VM Reassignment
The VM reassignment problem (a.k.a., machine reassignment problem) is an extension of the d−Dimensional Bin Packing [33] . While the d − Dimensional Bin Packing aims at reducing the number of bins, the VM reassignment problem considers moving items between an already given set of bins (a.k.a., machines or servers). This problem tries to optimise different goals while integrating many topic-related constraints. In the context of managing resources in cloud computing environments, several optimisation problems have been defined and studied. Doddavula et al. [16] reassigned tasks to different machines by comparing First-Fit algorithms. Beloglazov et al. [7] tackled the energy consumption of clouds' data centres with resource allocation heuristics. Stillwell et al. [47] introduced heterogeneous machines in the problem definition.
Due to the increasing popularity and scale of the Cloud, Google (one of the big players with Google Cloud Engine) proposed a challenge at an Operations Research event (ROADEF / EURO 2012 [19] ) and provided real large scale instances. The challenge attracted 48 participants, with algorithms of different types [1] : the majority were based on a local search (e.g., Large Neighbourhood Search (LNS [51] )), but others used Greedy Randomized Adaptive Search (GRASP [18] ), Hill Climbing (HC [50] ), or a combination of a solver with some other optimisation techniques (e.g., Mixed-Integer Linear Programming (MILP) solver [23] ).
VM Reassignment in Decentralised and Hybrid Contexts
VM reassignment has been studied for different types of data centres in the literature [30] . Some of them address the existing topologies within private DCs going from centralised ones where data centres are taken as a global entity, to hierarchical ones with two or multiple composition layers. Others study the possibility of improving the assignment through collaboration between the different DCs either with (cloud federations [28] ) or without (multi-clouds [17] ) prior agreements, and also as a combination of both approaches (inter-clouds [46] ).
Large Enterprise data centres, however, are oftentimes decentralised and do not fit perfectly into the aforesaid types. A formulation of the VM reassignment problem for such data centres has been proposed [42] and considers that each site is independent when making its own machine placement. The study provides a full multi-objective model for the VM reassignment in such infrastructures and evaluates several algorithms. However, this work does not consider the availability of public clouds and the opportunities they offer in a hybrid cloud fashion.
Examining the available literature in hybrid clouds, we see that the majority of these studies focus on architecture / management aspects of such environments and their challenges [25] . Studies concerned with resource allocation are often either (i) focused on the selection of the public cloud by formalising it as a brokering problem (e.g., with multiple cloud providers [49] or with a distributed cloud [20] ) or (ii) focused on the private DC with the possibility of bursting to public clouds [15] to cope with a momentary excess of demand in resources.
Works that deal with VM allocation in hybrid data centres are often mono-objective (e.g., driven by overall cost reduction [3] , SLA satisfaction [15] or minimisation of VM leasing cost [10] ). In addition, they either (i) address a small scale scheduling problem with a simplistic private DC architecture: Chunlin and LaYuan [13] define a set of routines for an optimal resolution of the problem, while Bittencourt et al. [10] surveys common scheduling algorithms and studies their performance on the problem, or (ii) put an emphasis on the private DC sub-problem [12] . However, there are a few that take the complex architecture [52] and workload [45] of large Enterprise DCs into account, but not as decentralised DCs though.
Multi-objective VM Reassignment
The multi-objective version of the VM Reassignment problem has been described recently as an important research challenge for data centres [7] . Although many works dealing with this problem can be found in the literature [35] , most of them either consider systems of small and unrealistic scales [26] , or use a 'weak' multi-objective formulation (e.g., combining the objectives using a weighted sum [1, 29, 23] or limiting their study to two objectives [57] ).
It is only recently that the VM reassignment problem has been tackled in a true multi-objective way. The authors proposed a three-step method to address the problem, using a modified version of the ROADEF challenge [43] . In [44] and [41] the authors proposed a linear formulation of the problem and studied the relevance of using MILP and Constraint-Based LNS (CBLNS) solvers. They showed that MILP solvers (e.g., IBM ILOG CPLEX) can only solve small instances, whereas CBLNS achieves worse results than MILP solvers on small instances, but scales well to larger ones.
The few works in the literature which study the multi-objective VM allocation in hybrid data centres are formalising the problem as a scheduling problem with VMs/jobs running for a limited duration. Raju et al. [36] propose an algorithm that is inspired by the behaviour of bats (i.e., echo-localisation and hibernation) to schedule VMs in an energy efficient way, however, despite having an algorithm based on two objectives, the evaluation of its performance is not. Hu et al. [22] use a Genetic Algorithm for the job scheduling problem that tries to limit its number of evaluations in order to fasten its optimisation for both tasks completion and computation cost. Zuo et al. [62] extend the initial definition of the scheduling problem and add deadlines to jobs completion. They also propose an ant colony algorithm to address the problem.
Formal Problem Definition
This section provides the first formalisation of the multiobjective VM reassignment problem in large and hybrid decentralised data centres. Such data centres are composed of: virtual machines (VMs), physical machines (PMs, i.e., hosts or servers), hosting departments (VCs, i.e., virtual data centres), public cloud locations (Ps) with the type of VMs they offer (Fs). Each data centre is also defined by a large number of constraints (see below Section 3.1) and a set of objective functions (i.e., dimensions that define the search space). The optimisation problem itself is defined by two types of mappings of VMs on PMs: (i) more 'general' reassignment of VMs to either one of the VCs that compose the data centre or the public cloud, and (ii) 'exact' placement of VMs on the PMs belonging to the VCs where the VMs have been assigned. The formal definitions below are inspired by recent papers proposed by Google [19] and the authors of the current paper [42] . The main differences are the introduction of the multi-objective aspect of the problem and the hybridisation of the decentralised data centres.
A decentralised data centre is composed of a set C of VCs:
Each m j has several resources r ∈ R (e.g., RAM, CPU, disk), in a limited capacity Q m j ,r . Resources are either transient (r ∈ T R ⊆ R, e.g., RAM and disk) if they are consumed by both origin and destination PMs during a VM migration, or non-transient otherwise (e.g., CPU): r ∈ R\T R.
A hybrid data centre can outsource VMs to the different public cloud locations P l ∈ P. We consider that there is no limit on the resources offered by public cloud locations, but each P l varies on the type of flavours F l ∈ F of VMs they offer. Every flavour f ∈ F l provides a quantity Q f,r of resource r ∈ R and has a price varying within the interval p f = [p f , p f ]. To some extent, a flavour is a type of VM.
A hybrid decentralised data centre hosts a set V of VMs,
(we also use the notation M 0 (v k ) = m j for the original PM of v k in case of a migration). The quantity of resource r that every v k needs is fixed to d k,r . VMs are sometimes grouped into services S = {s 1 , . . . , s p }, with s p = {v 1 p , . . . , v q p }. A service can be seen as a duplication of the same process to ensure the resiliency of the application to defects.
Constraints of the Problem
The problem of VM reassignment considers a large number of hard constraints at three different levels:
VC Level
Every VM placement on a PM within the same VC has to satisfy a set of constraints:
Capacity constraints: PMs' resource capacity should not be exceeded by the demand of VMs that are either hosted on them (for non-transient resources) or VMs migrating from/to them (for transient resources). ∀m j ∈ M:
Anti-cohabitation constraints: Services that run on multiple VMs may prefer placing each of them on distinct PMs.
The variation and difference in network connections between PMs of a VC can impact VM placement decisions made by CAs. We use the notion of neighbourhood to capture this and we denote the neighbourhood of every PM m i by N(m i ).
Dependency constraints: When a service s t depends on s u (s t → s u ), every V M v i in s t has to at least be in the neighbourhood of one V M v j from s u :
Public Cloud Level
Deploying a VM to the Cloud is usually done through tools or APIs depending on the cloud providers, with service level agreements decided ahead of the deployment. Thus there is little control over the characteristics of the hosts on which the VMs will be deployed (e.g., exact characteristics of the PMs, location). Although cloud providers are known for the quality and reliability of their infrastructures, it is difficult with the Cloud to address conflict and dependency constraints, making the Cloud irrelevant for certain VMs.
Fitting VM flavour: Public clouds list a certain number of VM flavours to choose from, with a pre-set quantity of resources that the user/client should not exceed. This number can be large as there might be VMs set for specific targets (CPU intensive, RAM intensive, GPU, etc.), but VM flavours often do not exactly match the needs of our VMs. Therefore, a VM flavour with higher specifications has to be booked, leading to potential resource wastage (hence the ≤ sign in equation 4).
Conflicting VMs: In private DCs, VMs that belong to the same service are considered conflicting, and cannot share the same host. On the other hand, public clouds behave as black boxes and do not provide any knowledge regarding the placement of VMs within their location. Therefore, it is not possible to send two VMs belonging to the same service to the same location of the public cloud without taking a risk of having them sharing the same host. To avoid this, we have to reassign VMs of the same service to different locations.
Dependent VMs: A service s t depending on a service s u , obliges VMs of s t to be in the neighbourhood of at least one VM from the service s u . Since there is little or no notion of neighbourhood (equipment sharing a high-speed connection) when it comes to public clouds, it is not possible to outsource any VM from the service s t .
Manager Level
Most of the constraints concern the two levels above (i.e., VC and public cloud), with the exception of the spread constraints. Spread constraints express the fact that for security reasons, some services might require their VMs to be assigned to a number of VCs and/or public cloud locations higher than a value σ s that is considered safe (e.g., for redundancy reasons).
Objectives to Optimise
We introduce now the cost functions which define the various objectives. We consider in our work four objectives: two that depend on the characteristics of the VCs (i.e., reliability and electricity costs), one that is given by the price of hosting VMs on the Cloud (i.e., cloud cost), and one that is obtained from both VCs and public clouds' characteristics (i.e., migration cost).
Reliability Cost
Resource contentions (e.g., cache) can be generated when hosting multiple VMs on the same physical machine. VM reassignment algorithms are often assumed to buffer the reserved resources as safety capacity [56] , hence allowing them to not consider the potential issues of VMs co-location. Recently, it has been proposed to adapt the size of the buffers based on the workload of VMs [27] and their resource utilisation patterns. Therefore, trying to assign VMs with similar resource needs at any given time to different hosts, reducing the risk of violating resource requirements. We follow in our work the classical direction and consider a fixed safety capacity as the way of measuring the reliability cost, i.e., how likely is it to generate resource contentions in a host? We consider a physical machine m j as reliable if its load U m j ,r for every resource r ∈ R is less than a safety capacity ρ(m j , r). We define the reliability cost that is associated with a machine as follows:
Electricity Cost
(m j ) of a machine m j ∈ M is defined by its electricity consumption multiplied by the price per unit of electricity at its location. It is complex to model the electricity consumption of a machine. We use in our work a simplified model [58] whereby the electricity consumption can be represented as a linear function based on the total usage in CPU:
where γ m j is the price of electricity at m j 's location, β m j is the electricity consumption when m j is idle, and α m j is the tangent of the CPU consumption.
Migration Cost
Migrating a VM v goes through three different steps, with each step having its own cost [54] : preparing the VM for the migration:
and installing the VM in the destination PM: µ 3 (v, M(v)). These three costs are difficult to quantify as they are based on several parameters (e.g., VM size and network topology).
Note that when a VM v is reassigned to a public cloud location Re(v) = P l using a VM flavour M(v) = f l i , it is only possible to give an estimation for µ 2 depending on the public cloud location and the bandwidth associated with the VM flavour. This is also the case for µ 3 . Given that specifications of the hosting machines are often unknown, we can only approximate this time based on the size of the VM and the processing power conferred by the VM flavour.
Cloud Cost
The (public) cloud cost sums up the price of every VM assigned to the public cloud. Since the fee of a VM flavour in a public cloud location is given as an interval, this objective is computed using interval arithmetic [9] :
Note that electricity and cloud costs cover different things in the finances of companies and are often impossible to compare. While they are both paid in "dollars" we see them as two independent objectives -which is really what they are in the enterprise world. 
Definition 2 (Reassignment). A VM reassignment in a hybrid decentralised DC ReAssign is a mapping: ReAssign : V → P ∪ C, such that ReAssign(v k ) → c i or ReAssign(v k ) → P l , that ensures the satisfaction of the constraints defined in Section 3.1.
Given that we are in the context of a pure multi-objective optimisation, we aim at minimising all the objectives independently (i.e., minimising the multiple objective functions 8, 9, 10 and 11) instead of minimising them in a combined fashion (i.e., as a single function).
We obtain from the optimisation a set of non-dominated solutions (solutions that are better than the others on at least one particular objective), thus defining a Pareto front.
H2-D2
We present a system that addresses the multi-objective VM reassignment problem in the context of large and hybrid decentralised data centres. H2-D2 aims at satisfying the preferences of CAs of individual VCs while offering managers of the private DC the ability to extend their resources using public clouds, hence improving their VM placement solutions in the multi-objective search space. H2-D2 has two different modules responsible for the reassignment of VMs and their placement (see grey boxes in Figure 2 ). 
Reassignment
Decision makers at the top level of the private DC run an extension of GeNePi [43] to handle four objectives of possibly interval values. GeNePi is a hybrid metaheuristic that executes successively three metaheuristics to (i) find a set of good initial solutions scattered over the search space using a greedy algorithm (GRASP), (ii) combine them to generate solutions of higher variety in terms of objective trade-offs (using a genetic algorithm: NSGA) and (iii) find more non-dominated solutions using local search techniques (PLS). Decision makers ensure that all the outsourced VMs satisfy the hard constraints. They also send all of the VMs reassigned within the private infrastructure to their corresponding VCs, where a placement is tried: if every VC succeeds in finding a valid placement, then the real cost of the solution is updated (the solution is possibly discarded if considered not good enough with regards to the four objectives). In the event that the reassignment is violating some constraints, GeNePi modifies it and tries resubmitting it.
GeNePi starts with GRASP's constructive phase [18] as a first step: VMs are arranged decreasingly following their dependencies and requirements. The top ones are successively assigned to VCs that allow the satisfaction of the spread and dependency constraints and have a utility value beyond a threshold α. For every solution, a certain ratio of VMs that are not concerned by dependencies and that are eligible to exit the private DC are sent to non-conflicting public cloud locations. The higher the ratio, the more VMs are outsourced. This ratio is updated in a dynamic (using dichotomy to explore a large number of outsourcing degrees) and reactive (when constraints are violated we consider that we are reaching the limits in outsourcing capacity, thus the ratio can only decrease) fashion.
Then, GeNePi applies NSGA [8] : a genetic algorithm which in addition to coping with interval objectives distinguishes itself by (i) selecting and making a tournament between four parents before mixing the winners (using different operators: crossover and mutation) and (ii) mixing the offspring population (i.e., population resulting from an evolution) with the original one, thus only keeping the elite solutions for a faster convergence towards the optimal Pareto front. In our algorithm, we use One-point and Two-point 'cuts' as crossovers where random cut positions are selected in the parents' chromosomes and their respective parts exchanged. We also use a mutation which randomly reassigns a VM to either a public cloud location or a VC.
Last but not least, GeNePi applies PLS [2] : a local search which only looks for new solutions in the neighbourhood of non-dominated solutions that are the most isolated (as they are the most likely to refine the non-dominated set). GeNePi uses 1-exchange (changing the assignment of one VM at a time) and swap (exchanging assignments between two VMs) as operators for generating the neighbourhood of each solution.
We use the same parameters for GeNePi as in [43] . Moreover, a ratio of the global execution time (i.e., the time limit) is allocated to each step which allows a better control over the execution time and a reactivity towards the complexity of the instance. Therefore, a third of the execution time is given to GRASP. In the event that the size of NSGA's initial population is not reached, this time can be extended up to half of the time limit. As NSGA achieves large improvements, we allow it the longest execution time with half of the global execution time. PLS gets only one sixth of the global time as it has a vocation to refine the Pareto front by finding more non-dominated solutions, and not to improve its quality.
Placement
Every VC is running two different algorithms within a limited time that is the same for all VCs. The first one finds a feasible placement for the VMs they were assigned (using a First-Fit Decreasing (FFD) algorithm and reparation), and the second one optimises it according to the VC's cost function (using a Hill Climbing algorithm). If the placement is feasible, its costs are sent back to the general manager.
Algorithm 1 describes the first step that is responsible for finding an initial placement that respects constraints of the VC. This step starts by placing VMs that were initially in the VC in their original machines, which minimises the consumption of transient resources and reduces the migration cost. The remaining VMs are placed using an FFD algorithm after sorting them based on their dependency and their resource requirements. A reparation of the placement is attempted with a maximum of two moves in case some VMs cannot be placed without violating any of VC's constraints. The placement is cancelled if it is not successful after performing the reparation procedure. Algorithm 2 summarises the second step which uses a late acceptance Hill Climbing algorithm to optimise the initial VM placement. Algorithm 2 runs until reaching one of the two stopping criteria: (i) no more positive savings can be made (impossible to make any extra improvement on the VC's objective function using a local move), or (ii) exceeding the allowed time limit (defined by the general manager for all VCs). As it was the case with PLS, HC repeatedly explores placements around the current one using local moves (i.e., 1-exchange and swap) and moves to the placement that improves VC's objective function the most (to the best positive saving). 
return V not placed ; 
Experimental Setup
In this section, we evaluate the performance of H2-D2 and state-of-the-art multi-objective VM reassignment systems for large and hybrid decentralised DCs. We use in this evaluation a large data set provided by Google and two quality metrics: the quantity of non-dominated solutions found (how many nondominated solutions are found) and the quality of the found solutions (how much of the search space do they cover).
Our algorithms are developed in C++ and the experiments are run on a machine with 24 Intel ® Xeon ® 2.20GHz CPUs and 64GB of RAM, running Ubuntu 12.4 LTS (64bit).
Data Set
The Google ROADEF challenge data set [19] consists of a large number of realistic data centres with their VMs, PMs, resources, services and VCs. The goal of the challenge was to compare optimisation techniques on a mono-objective problem: optimising a single weighted sum of objectives in geographically distributed DCs (called locations in the challenge) without the notion of decentralisation. We have modified the data set provided in the challenge to make it more realistic to large decentralised IT companies where various hosting departments "collaborate" and "compete" with the central managers [42] . In this new data set, we introduce different objectives for the central managers and various preferences for the capital allocators of the different VCs. In the current paper, we also add information about public clouds (VM flavours, i.e., resource capacities and price intervals). Table 1 summarises the characteristics of the hybrid decentralised DCs in our data set (every instance corresponds to one DC). The data set consists of three sets of instances: (i) instances a 1 * (considered easy) have between 2 and 4 resources, 4 to 100 PMs, 100 to 1,000 VMs, 79 to 981 services, 4 to 50 VCs and 15 to 80 VM flavours in 3 to 9 public cloud locations, (ii) instances a 2 * (considered medium) have 12 resources, 50 or 100 PMs, 1,000 VMs, 129 to 180 services, 25 VCs and 30 to 100 VM flavours in 3 to 10 public cloud locations and (iii) instances b * (considered difficult) have 6 or 12 resources, 100 or 500 PMs, 5,000 to 20,000 VMs, 1,732 to 15,025 services, 10 to 50 VCs and 12 to 117 VM flavours in 4 to 9 public cloud locations.
Instance a 1 3 for example represents a DC that has 3 resources, 100 PMs, 1,000 VMs, 216 services, 25 VCs and 9 public cloud locations offering 63 VM flavours all together (the total number of VM flavours = number of VM flavours per location × number of public cloud locations). All the instances have a number of public cloud locations and a number of VM flavours generated randomly within the intervals [3, 10] and [3, 14] following offers for 'general purpose' VMs by major public clouds. Table 1 also shows the maximum allowed execution time for each optimisation algorithm. These values were discussed with industry experts from the domain and reflect their common knowledge about the decision making process in large companies. In particular, they represent consolidation of workloads done on a regular basis, e.g., monthly or quarterly and the time that can be given to the tools supporting capital allocators' decision process.
Metrics
It is a known fact that it is difficult to compare the quality of two multi-objective algorithms [59] . There exists in the literature several quality indicators for assessing their performance such as coverage, diversity and number of non-dominated solutions [55] . The selection of metrics depends on the desired characteristics of the obtained Pareto fronts. In our work, we consider two perspectives to evaluate the results of the different algorithms:
Quantity of non-dominated solutions: this measure is intuitive yet it is important as we would like to provide the decision makers with multiple options that can be navigated before they make a decision. We use the size of the set of non-dominated solutions, i.e., the number of solutions on the Pareto front (those that are better than any other on a particular combination of objectives). Quality of the set of non-dominated solutions: the more of the search space is covered by the set of solutions the better it is for the decision makers who can then explore a variety of solutions and pick the one that corresponds best to their needs. We use the hypervolume (or S-metric) [61] as a measure of the quality of a set of solutions. The hypervolume is now popular [11] in the optimisation community to compare non-dominated sets obtained by different multi-objective algorithms. It measures the dominated hypervolume of space between the non-dominated solutions and a reference point selected far from it. This reference point must be the same for all of the algorithms and differs only between instances.
In our model, the exact price of hosting VMs in the Cloud is not known in advance but is taken from an interval of values (which reflects the fact that price in the Cloud is not always determined in advance). The reassignment solutions found by the algorithms then depend on the exact price of hosting VMs in the Cloud, which is represented in Figure 3 (left figure) by the broken segments, i.e., the intervals of cloud costs. The segments with black dots represent the solutions on the Pareto front (the good ones) and the segments with white dots represent the other (not interesting) solutions. Now, as the cloud cost depends on the exact price of hosting the VMs in the Cloud, the evaluation of the solutions formed by the algorithms may vary. To tackle this problem, we have created these different scenarios:
-one, that we call optimistic, where the price of hosting VMs in the Cloud is always the lowest. This corresponds to the case when the capital allocators are 'lucky' and have to pay less than expected for the VMs.
-on the contrary, the pessimistic scenario gives the highest possible price in the interval to all VMs.
-average scenario gives the average price to all of the VMs hosted in the Cloud. Figure 3 shows the impact of the optimistic and pessimistic scenarios on the results of an algorithm: (i) the hypervolume (grey area) is different (bigger in the optimistic scenario) and (ii) the number of solutions also varies in the example (d being on the Pareto front in the pessimistic case but not in the optimistic case).
In the following section, we explore the performance of the different algorithms under the two extreme scenarios (optimistic and pessimistic) and we profile the behaviour of the different algorithms under the average scenario.
Other Algorithms
There is no direct comparison of H2-D2 against other stateof-the-art solutions -as, to the best of our knowledge H2-D2 is the first solution to the multi-objective VM reassignment in hybrid Decentralised DCs. However, H2-D2 performs two main tasks, reassignment and placement, which can be evaluated. As we show later in this paper (Section 6.1) the placement element of H2-D2 is fast and efficient, so we do not think there is any room for improvement and evaluation here. On the contrary, the reassignment element of H2-D2 is crucial and takes up most of the processing time. Hence we compare only the reassignment phase of H2-D2 against solutions found in the literature. More precisely we compare H2-D2 against nine other "systems" where the reassignment module is not implementing the three-step technique, as in H2-D2, but another state-of-theart algorithm:
-eBSA [52] : a cutting-edge algorithm for the placement of VMs in hybrid Enterprise data centres, with a geographically distributed infrastructure. eBSA is an extension of a former approach [48] which combines a Biased Importance Sampling (BSA) and a Cross Entropy method (CE [40] ). eBSA is based on three major concepts: (i) generating solutions probabilistically, (ii) biasing the generation of solutions to favour the creation of feasible ones, and (iii) optimising the solutions using a CE importance sampling. Given that eBSA was designed with a mono-objective optimisation in mind, we had to adapt it in our implementation in order to deal with multiple objectives. We, therefore, use the Pareto ranking algorithm described and implemented in [6] for the ranking of individuals and the generation of importance probabilities during the importance sampling phase.
-different elements of our three-step optimisation technique (GeNePi) taken individually (to evaluate the relative importance of each of them). The first algorithm: GRASP is run with the same maximally spread weighted sum vectors as in GeNePi during the whole execution time. The second algorithm: NSGA is run with the same parameters as in GeNePi, with a third of the execution time being dedicated to randomly generating its initial population. The third algorithm: PLS is run for the entire execution time, but unlike in GeNePi, it is run on all the iterative Pareto front solutions. Given that GeNePi is a three-step method, we also decided to compare it against GrNSGA, i.e., a combination of its two first algorithms: GRASP (one-third of the time limit) followed by NSGA (two-thirds of the time limit).
-other common and classical multi-objective optimisation techniques. We start with a Strength Pareto Evolutionary Algorithm (SPEA2 [60] ): a well-known genetic algorithm, that is extensively used to compare existing evolution-based methods. As is the case with NSGA, SPEA2 is used in two different ways: (i) SPEA with a randomly generated initial population and (ii) GrSPEA with an initial population generated using GRASP. In addition, we compare our three-step algorithm to the multi-objective Cross Entropy (CE [6] ) method. We finish with HC which runs multiple iterations of a Hill Climbing algorithm with a weighted sum objective, taking a different vector of weights on a maximally spread basis at every iteration.
Statistical Analysis and Tests
In order to validate the significance of our comparison, we perform a statistical test using a non-parametric test: the twotailed Mann-Whitney U test (MWU). On every instance, MWU takes in the different performance values obtained on a given metric from each run (in our case 10) for two distinct algorithms. MWU returns the p-value that one of the algorithms obtains different values than the other. We consider tests significant when they are below a significance level of 0.05. Moreover, given the small number of runs in our experiment (justified by the long time each of them take), and in order to lower the risk of having incorrect rejection of true null hypothesis, we use a conservative but safe adjustment (i.e., the standard Bonferroni adjustment [4] ) which reduces the chances of their erroneous rejection. Furthermore, following the advice in the practical guide proposed by Acruri and Briand [4] , we also use the non-parametricÂ 12 [53] effect size measure which evaluates the ratio of runs from the first algorithm that outperform the second one. It is considered in the literature that whenÂ 12 is above 0.71, differences between the algorithms are large. Given that these significance tests can only be performed on two algorithms at a time, and to avoid the combinatorial explosion when reporting the results in our revised manuscript, we only report the results for GeNePi against the other best algorithm.
Evaluation
We compare in this section the Pareto fronts found by H2-D2 and the other systems presented above, both quantitatively (number of solutions) and qualitatively (space covered by the solutions, i.e., hypervolume). We are also interested in evaluating the HC used at the VC level, as it is essential for H2-D2 that VCs find a quick placement for VMs assigned to them. Next, we profile how the different algorithms optimise as we are interested in knowing their individual behaviour and their composition in a hybrid technique. Finally, we report identified threats to the validity of our results.
Evaluation of the VM Placement Optimisation in VCs
FFD and HC are used at the VC level (see Figure 2 , Section 4) respectively to find an initial VM placement and to optimise it. To understand how does HC improve the VM placement and how long does it take to converge, we present in Figure 4 the iterative savings obtained on H2-D2's first VM assignment, when applied on instances with a number of PMs larger than their number of VCs. First, we show in details the optimisation process (improvements made by HC) for the four VCs that belong to the instance a 1 2, which all contain 25 PMs and respectively 225, 228, 284 and 233 VMs. We see that HC makes significant savings and these savings are decreasing over time. This means that general managers can allow a shorter time for the optimisation of the placement without deteriorating HC's performance too much. Figure 4 shows that HC converges quickly to optimum placements (that are sometimes local) on instance a 1 2, with all VCs finishing their optimisation within 4s (before the time limit) -which may not always be the case. We observe that savings vary a lot between the different VCs: 2,192,652 and 6,081,944 respectively for c 0 and c 2 at similar execution times (2.95s and 3.64s), and that more time is required for c 2 to converge. The VC c 2 has more VMs than the others, thus making the placement's improvement more complex (time costly), and at the same time showing larger savings. Figure 4 also shows a simplified saving version for the other instances. Due to the large number of VCs in these instances (10 to 50), we only show the slowest (i.e., the last VC to finish its improvement) and the fastest VCs. We also report the mean savings of all VCs. We see a quick convergence in about 1s for instances a * with the exception of a 1 2 and a 2 1, and in the order of tens of seconds for instances b *. We also see that the slowest and fastest VCs do not differ a lot and that they are in the same order of magnitude (the largest differences being observed on b 1 with 19.5s-60.42s and on b 4 with 5.5s-19.93s). The means of VCs' savings (the dark lines inside the grey areas) show that the majority of VCs tend to converge in a time that is close to the slowest one. However, this is not a huge problem as VCs are likely to be processed in parallel and the convergence of the slowest amongst them is reached in a reasonable time.
Quantitative and Qualitative Evaluation
We compare the different reassignment algorithms described earlier both quantitatively and qualitatively. We show the number of non-dominated solutions found by every algorithm. Given that the exact price of every VM flavour (in every public cloud) is not known but is to be picked from an interval, it is not possible to compare solutions given by the different algorithms as the price fluctuation has an impact on what is the best placement. In our study, we then consider two scenarios: (i) one scenario that we call optimistic, where the price of hosting VMs is set at the minimum value in the range and (ii) one scenario, pessimistic, where the price is set at the maximum. This gives an insight on the qualitative results of the algorithms in the extreme cases: when the cost of hosting VMs in the Cloud is low or high. Table 2 shows the average results of 10 runs obtained by every algorithm in terms of number of non-dominated solutions and hypervolume under those two scenarios.
We notice that GeNePi outperforms all of the other algorithms in terms of hypervolume when considering the optimistic scenario, with an improvement of 19.72% on average over the second-best algorithm. GeNePi also outperforms the other algorithms on most of the instances with the exception of b 4 in the pessimistic scenario and achieves an improvement in hypervolume of 18.22% on average against the second-best algorithm. Although the number of non-dominated solutions is a less important metric than the hypervolume as an algorithm can find more solutions with a poor quality, GeNePi finds more nondominated solutions than the other algorithms in 11 cases out of 14 and GeNePi consistently attains at least the second-best results. This corresponds to an improvement of 29.99% on average in comparison to the second-best results. The statistical analysis suggests that results obtained using GeNePi on both hypervolume and number of non-dominated solutions are significantly different from those obtained by the other best algorithm (with a p-value in the order of at least e-5) even after applying the Bonferroni correction. We also see that GeNePi outperforms the other best algorithm in hypervolume withÂ 12 = 1 (i.e., GeNePi outperforms the other algorithm on all the runs) on all instances (except on Pessimistic b 4). Moreover, GeNePi also outperforms the other best algorithm in number of nondominated solutions withÂ 12 > 0.98 on 11 cases out of 14.
We also see that both GrNSGA and GrSPEA get relatively good improvements in terms of hypervolume (close to results of GeNePi) on all of the instances, but GrNSGA and GrSPEA do not obtain as many non-dominated solutions as GeNePi (GeNePi gets respectively 61.43% and 100.02% more non-dominated solutions than GrNSGA and GrSPEA on average). GrNSGA is better in general than GrSPEA as it outperforms it in hypervolume on all of the instances in the pessimistic scenario (GrNSGA gets an improvement of 21.62% in hypervolume on average) and on 11 instances out of 14 in the optimistic scenario (GrNSGA gets an improvement of 4.11% in hypervolume on average). However, the difference in terms of the number of non-nominated solutions is more significant as GrNSGA outperforms GrSPEA on all instances and gets 23.76% more nondominated solutions on average.
GRASP gets a fair number of non-dominated solutions, but with an average quality (GRASP reaches 54.88% and 65.25% of the hypervolume obtained by GeNePi on average, respectively, on the pessimistic and optimistic scenarios).
NSGA and SPEA do not perform well, both quantitatively and qualitatively. NSGA and SPEA only reach respectively 29.38% and 32.41% in the pessimistic scenario, and 33.72% and 34.21% in the optimistic scenario of the hypervolumes obtained by GeNePi on average. NSGA and SPEA do not perform well in terms of number of non-dominated solution either as GeNePi gets respectively ∼26 and ∼5 times more nondominated solutions than NSGA and SPEA on average. This is mainly due to the bad quality of the random generation of the initial population that affects negatively genetic algorithms. This effect can be seen when comparing their results with those obtained using a better initial population generated by applying GRASP. GrNSGA achieves on the optimistic and pessimistic scenarios respectively ∼5 and ∼27 times the improvement of NSGA in terms of hypervolume on average. GrNSGA also gets ∼14 times more non-dominated solutions in comparison to NSGA on average, whereas GrSPEA achieves on the optimistic and pessimistic scenarios respectively ∼8 and ∼10 times the improvement of SPEA in terms of hypervolume on average. GrSPEA also gets ∼2 times more non-dominated solutions in comparison to SPEA. Unlike GrNSGA and GrSPEA, SPEA performs relatively better than NSGA in most of the cases when given randomly generated initial populations, as SPEA gets 6.97% better hypervolume in the optimistic scenario and 153.91% more non dominated solutions on average.
PLS on its part gets a large number of non-dominated solutions and even has the second-best number of non-dominated solutions in 5 cases. However, the quality of these solutions is varying from one instance to another. PLS achieves a bad hypervolume on small instances, however, this trend changes when it comes to larger ones, even outperforming GeNePi and the other algorithms on the pessimistic scenario of instance b 4. eBSA does not perform as well as expected as it only reaches 33.92% and 33.97% of GeNePi's hypervolume on average respectively on the optimistic and pessimistic scenarios. eBSA gets an average number of non-dominated solutions (always more than 10), but their number is very small when compared to GeNePi (GeNePi gets ∼11 times more non-dominated solution on average). Despite eBSA's average performance, it is still outperforming basic genetic algorithms as eBSA gets 28.12% and 15.64% better hypervolume in the optimistic scenario, while getting 259.22% and 37.43% more non-dominated solutions when compared respectively with NSGA and SPEA. We clearly notice the advantage of biasing the importance sampling when looking at the performance of CE. CE achieves a poor performance both in terms of hypervolume and number of non-dominated solutions.
Jointly with CE, HC performs the worst overall, both quantitatively and qualitatively, despite some results improvements when applied on some instances (e.g., a 1 1 and a 1 3) .
We also notice large differences between hypervolumes of the optimistic and the pessimistic scenarios in same instances relatively to the improvements that are made by the different algorithms. These difference are reaching up to 63.77% in case of NSGA on average, which shows the impact of cloud price fluctuations and the importance of considering the cloud price as an interval rather than a fixed cost. NSGA is followed by CE and HC with differences of 50.29% and 50.08% respectively on average. GrNSGA, eBSA and GeNePi are the best in terms of difference of hypervolumes between the optimistic and pessimistic scenarios with 11.30%, 12.63% and 15.45% respectively thanks to the large number of non-dominated solutions they find on every instance, which tone down the effect of VM prices' volatility in the Cloud.
Profiling
In this section we are interested in profiling the improvement in terms of hypervolume brought by the different reassignment algorithms on the different instances. We are particularly interested in the shape of the improvement curves. We plot on Figure 5 the evolution of the hypervolume improvement over time made by each algorithm on our studied instances. Given the complexity of showing the evolution of hypervolume as an interval, we choose to only plot the hypervolume when the price of every VM flavour in the public cloud is at its average.
As what has been seen in Table 2 , GeNePi outperforms the other algorithms at the end of the time limit on all of the instances (with the exception of b 4) even when considering the average VM pricing scenario. GeNePi is followed closely by GrNSGA and GrSPEA. Also, algorithms based on GRASP (i.e., GRASP, GrNSGA, GrSPEA and GeNePi) give better results due to their greedy nature and the usage of maximally spread weight vectors in their optimisation. Thus, improving significantly the hypervolume during the first fifth of the execution time. However, they often plateau until starting the next optimisation phase (i.e. either NSGA or SPEA) or continue on the same trend until the end of the execution time in the case of GRASP.
The NSGA step in both GrNSGA and GeNePi brings a quick and important improvement in hypervolume until reaching an elite population where only a marginal improvement can be obtained using the crossover and mutation operators. Gr-SPEA also improves the hypervolume significantly, however, not to the same extent as is observed for the GrNSGA's. This is mainly due to the ranking procedure in SPEA which favours mostly the elite and the most spread individuals rather than the introduction of new ones and therefore leads to a premature convergence. Furthermore, we notice that GrNSGA takes longer than GrNSGA to make any improvement between the different generations, which is mostly due to the time complexity of SPEA's ranking procedure. This 'time-wastage' is especially noticeable at the start-up of the SPEA part as the initial population received from GRASP can be of a larger size than the offspring populations, thus taking longer to rank its individuals.
GeNePi copes with the convergence of the population in GrNSGA and the stagnation of the hypervolume by introducing a PLS step that increases the number of non-dominated solutions and gains some extra hypervolume improvement.
NSGA struggles to improve the hypervolume during the first third of its execution time. This corresponds to the random part that does not find solutions or finds some that are not interesting enough. After the random phase, we often notice an improvement in the hypervolume thanks to the genetic algorithm step. However, NSGA never reaches results obtained with GrNSGA due to the handicap of the random generation of the initial population. As with NSGA, SPEA also struggles to improve the hypervolume during the first third of its execution time and does not reach GrSPEA's results. In addition, SPEA takes longer to improve its initial population. However, despite being given a poor initial population, SPEA's ranking procedure allows it to achieve a better improvement than NSGA.
CE's and eBSA's use of a random generation for their initial individuals does not bring much improvement either. After that phase, we see that CE is not improving significantly as it mostly finds non-feasible solutions. However, thanks to biasing the importance sampling, eBSA generates more feasible individuals. These individuals allow eBSA to achieve significant improvements that even outperform those of NSGA and SPEA in most cases. However, without ever reaching GrNSGA's and GrSPEA's results though. In terms of time complexity, we see that both CE and eBSA take some time (longer than the ranking in SPEA) to start generating individuals, which indicates that the Cross Entropy method is very expensive in time. We also see that eBSA usually takes a bit longer than CE as biasing the importance sampling also adds a small but existing time complexity.
PLS goes through several improvements which are oftentimes marginal, particularly on small and medium instances. However, we see an increase in performance on very large scale instances (i.e., b 3 and b 4). HC shows the opposite behaviour to that of PLS. HC does not make many improvements but makes more noteworthy ones when it makes any.
Threats to Validity
We have identified some threats to the validity of our evaluation. First, our work is based on instances of data centres from the Google/ROADEF data set. Therefore, results might not generalise to other data sets. In order to lower this risk, we used 14 instances of different scales (i.e., small, medium and large) and complexities (i.e., different number of resources and constraints). The second threat to validity is the influence of randomness on our algorithms. To reduce the influence of randomness on the results, we repeat our experiment 10 times thereby reducing its impact. We also use a statistical significance test (i.e., MWU) that is corrected (using the standard Bonferroni adjustment) to lower the risk of erroneous rejection of the null hypothesis. We also use theÂ 12 measure to evaluate how many values from each run of GeNePi outperform the values obtained by the other best algorithm on each instance and show that GeNePi outperforms them on most of the runs. Another threat to validity we could identify is potential errors that might come from the used machine or differences in implementation of the algorithms. To lower this risk, we implemented all the algorithms using the same language and libraries. We also used the same machine to run each of the algorithms with no processes running in parallel (except those of the Operating System). The last threat is the implementation of the state-of-the-art algorithm eBSA, as we could not find a publicly available implementation of it. Hence we had to carefully implement and extend it ourselves to the multi-objective context after a thorough study of the paper that describes it.
Conclusion
This paper is a first attempt at addressing the complex options that capital allocators and managers of the infrastructure of large IT companies now face: (i) they can either deploy some of their workload in the Cloud or keep them locally, (ii) the cost of hosting VMs in the Cloud may vary over time which makes a comparison of solutions difficult, (iii) internally these large, often geographically distributed companies are composed of multiple hosting departments with various local preferences and (iv) any reassignment of the VMs can be seen from different perspectives (objectives) that cannot be compared.
We have proposed H2-D2, a hybrid algorithm which reassigns VMs to the Cloud or internal hosting department using a succession of three optimisation algorithms (greedy, genetic and local search) and the placement of VMs in the hosting departments using a greedy routine followed by a Hill Climbing algorithm. We have extended a previous data set proposed by Google for an Operations Research challenge [19, 42] and added information about public cloud services. Our comparison against nine multi-objective placement algorithms shows that H2-D2 outperforms them both quantitatively (H2-D2 gets approx 30% more non-dominated solutions on average than the second-best algorithm) and qualitatively (H2-D2 gets close to 20% improvement in hypervolume on average in two extreme scenarios we defined).
Our focus is now on modelling direct interactions between hosting departments, because, as is common in large decentralised data centres, capital allocators tend to collaborate with their counterparts in other hosting departments.
