Abstract-The research field of partitioning for electronic systems started to attract significant attention of scientists about fifteen years ago. Gaining ever more importance due to the rampant growth and shortening design cycles in wireless embedded systems, a multitude of formulations for this problem has emerged. Accordingly, a similar multitude can be found in the number of strategies that address system partitioning. A large proportion of the applied strategies utilise the concept of genetic algorithms, or, when based on different strategies, usually compare themselves to standard implementations of genetic algorithms. In this work, the internal mechanisms of this optimisation technique are thoroughly investigated and severe shortcomings of standard implementations are identified. Beneficial observations are made with respect to chromosome coding and mutation dedicated to typical problem graphs revealing a significant impact on the obtained solution quality. New problem oriented codings and operators are introduced and their performance is demonstrated on a task graph set of relevant process graphs. Finally, the modified genetic algorithm competes against Wiangtong's tabu search, Axelsson's simulated annealing, and Kalavade's GCLP algorithm.
I. INTRODUCTION
Hardware/software (hwlsw) co-design is a design paradigm for the joint specification, design, and synthesis of mixed hwlsw systems. The interest in automatic co-design techniques is driven by the increasing diversity and complexity of applications employing embedded systems, the need to curb the rising costs of design, verification, and test for such systems, as well as reducing time-to-market. At numerous times during the design process crucial decisions have to be made that dramatically influence the quality and the cost of the final solution. Some design decisions might have an impact of even 90% of the overall cost; among these hwlsw partitioning is of prominent relevance [1] , [2] . Hwlsw partitioning is generally defined as the mapping of functional parts of the system description to architectural components of the platform, while satisfying a set of constraints like time, area, power, throughput, delay, etc. Hardware usually stands for the implementation of a functional part, e.g. an FIR filter or a Walsh-Hadamard transform, as a custom data path (ASIC, FPGA) that features a high throughput and is often very power efficient. However, such a hw unit is expensive to design and inflexible when it comes to future modifications. Contrarily, software stands for the compilation of the functionality onto a general-purpose or digital signal processor (DSP). It generally provides flexibility and is cheap to maintain, whereas the required processors are rather power consuming and offer less performance in speed. Therefore, an optimal trade-off between cost, power, performance, and chip area over the complete system is difficult to identify. Approaches based on genetic algorithms (GA) have been used extensively in this research field. In this work the internal mechanisms of GA are thoroughly analysed and altered towards a better exploitation of their potential. Concretely, to the best of our knowledge, no publication in the field of electronic system design elaborates on the most beneficial way to create a genotype for process graphs with precedence constraints. The main contribution of this work lies in the suggestion of different coding strategies supporting the fundamental schema theorem [3] . Moreover, it is elaborated on recombination and mutation techniques and more appropriate versions are presented that are geared to the chosen partitioning scenario. The new mechanisms are empirically verified against GA implementations with features taken from the literature [4] - [6] , as well as against implementations of other heuristic search methods as Wiangtong's tabu search [7] , Kalavade's global criticality/local phase (GCLP) algorithm [8] , and a simulated annealing approach discussed by Axelsson [9] . The rest of the paper is organised as follows. Section II lists the most reputed work in the field of partitioning techniques. Section III illustrates the basic principles of system partitioning, gives an overview of typical graph representations, and introduces the common platform abstraction. It is followed by a detailed description of the GA mechanisms in Section IV and under which aspects they have to be formulated. In Section V the sets of test graphs are introduced, the different GA versions are compared to each other and the GA with the most promising parameter selection is compared to the aforementioned heuristic approaches. The work is concluded and perspectives to future work are given in Section VI.
II. RELATED WORK Heuristic approaches dominate the field of system partitioning algorithms, since it is known to be an intractable optimisation problem [10] , and, in several formulations, JVPcomplete [8] , [11] . Popular candidates are based on simulated annealing [12] , [13] and, to a smaller degree, on tabu search [7] , [14] , Greedy algorithms [15] have also been ap-plied. Other research groups developed custom heuristics such as the early work from Gupta [16] or the GCLP algorithm, which features a very low algorithmic complexity [8] . With respect to combined partitioning/scheduling approaches, Lopez et al. [13] have to be mentioned. Other approaches also add communication events to links between hw units and sw functions [4] , [17] . The architecture model varies from having one sw and one hw unit [12] , [15] , which might be reconfigurable [18] , to a limited set of concurrently running hw units combined with a general-purpose processor [7] . A wide variety of genetic algorithms for different versions of partitioning exist, more detailed information is given in Section IV: Srinivasan elaborates on a directed task graph scenario to be partitioned on the common architecture model, but chooses to deploy a genome with no specific ordering, uniform crossover and a very basic bit flip mutation scheme [5] . Mei decides for identical GA features, but discusses reconfigurability of the hardware processor (FPGA). Wiangtong compares a dedicated tabu search to a GA featuring very much the same mechanisms but replacing the uniform with a single-point crossover recombination [7] . A very mature and thorough work has been published by Blickle [19] performing an architecture exploration on more than two processors. Internally a GA is applied that features an unordered genome for the allocation of tasks to the processing elements and a uniform crossover. Other more recent approaches by Zou [6] or Mudry [20] work on system graphs with a much finer granularity, from basic block level (control flow graphs) down to operational level (expression trees). The latter work comments on the assembly of a specifically ordered chromosome but does not give an evaluation how this choice affects the performance in comparison to other schemes.
III. SYSTEM PARTITIONING
This section covers the fundamentals of system partitioning and the platform abstraction. Due to limited space only a general discussion of the basic terms is given in order to ensure a sufficient understanding of our contribution. For a detailed introduction please refer to the literature [1] , [2] .
In embedded system design the term partitioning can essentially be described as the binding of parts of the system's functionality to a set of architectural components. The term mapping is more precise, as the selection of the architectural components is often fixed beforehand. Usually a number of requirements, or constraints, are to be met in the final solution, for instance execution time, area, throughput, power consumption, etc. The system functionality is commonly abstracted into a task graph G = (V, 8) representation. In Fig. 1 on the left, five vertices V = {a,.., e} are depicted which are connected by five edges S {e,, .e5}. The vertices cover the functional objects of the system (processes), whereas the edges mirror data transfers between different processes. Depending on the granularity of the graph representation, the vertices may stand for a single operational unit (MAC, Add, Shift) or have the rich complexity of an MPEG decoder. The majority of the partitioning approaches [7] , [8] , [17] , [18] decide for medium sized vertices that cover the functionality of FIRs, IDCTs, quicksort or similar procedures. On the Fig. 1 (2) where C is the set of communication resources. The subscripts rd and wr distinguish between read and write access. This abstraction yields a high degree of flexibility to assemble multi-core platforms. On any DSP, bus, or memory, a simple collision arbitration is applied: earliest job first. More sophisticated schemes have already been evaluated [23] , [24] , but are not in the scope of this paper.
A. Fitness Function and Constraints
In the following the multi-objective character of this optimisation problem is described and basic terms are introduced to conceive the quality of the obtained solutions. A mapping is called feasible, if every v C V is mapped to a single implementation alternative Aij (v) and if every edge is mapped like follows: to the local memory of resource i if both tail vertex and head vertex of this edge are mapped to this resource, or, when these are mapped to different resources, to the shared memory (via the bus). A mapping is called valid, if it is feasible and the following objectives are met:
* The makespan of the task graph T is equal or smaller than the deadline constraint Tlir. * The totally consumed area Gi, measured in gates, for any resource i is equal or smaller than the constraint Glim,i for this resource.
* The total code size Si, measured in bytes, for any resource i is equal or smaller than the constraint Slim,i for this resource. As can be seen in (3), the fitness function is a weighted linear combination of the characteristic values for makespan, area, and code size, due to its simple and easily extensible structure. The quality of the obtained solution, the fitness value Q for a given mapping, is then:
Here, T is the makespan of the graph; Gi is the sum of the gate counts of all processes mapped to resource i; Si the sum of the code sizes of all processes mapped to i. 
IV. GENETIC ALGORITHM
This section briefly introduces fundamental terms, sketches how the GA concept is typically applied to system partitioning, reveals where of the flaws of such a typical deployment lie and finally demonstrates how to significantly improve the GA's performance. The inspiration of GA originates from the modifications to the chromosomes of a species caused by natural reproduction that iteratively improve the fitness of the species. According to the natural mechanisms, abstracted concepts of recombination, mutation, and selection exist in the algorithm. A population of individuals (or solutions) exists in a generation, of which a subset of individuals is chosen to serve as the parents of the population of the next generation. This selection process is guided by the fitness (quality of solution) of the individuals. The creation of a new individual for the next generation by mating of the parent individuals is called recombination. The concept of mutation is a random mechanism that affects parts of a chromosome of an individual with a certain probability. Mutation ensures a persistent diversity in the number of individuals in any population. Depending on the problem formulation there exists a large variety of concrete implementations for all these mechanisms, that cannot be covered within the scope of this paper. In the following we adhere to the classical terms and definitions used by Goldberg [3] .
A. Chromosome Coding
The fundament of any GA is the genome, which captures all necessary information to derive a solution for a problem instance. Many different approaches exist, but most common in general and for system partitioning in particular is a string representation. An intuitive and comprehensive way to represent a solution for the partitioning problem in form of a genome is depicted in Fig. 2 . Assume a system graph with IVI processes shall be partitioned. A vector of length IVI is provided, in which every entry, a gene, corresponds to a specific process: The value of a gene (allele) identifies the implementation alternative for the respective process. A specific partitioning solution is then coded as such a vector filled with the implementation types for all its processes. A coding in this form is very beneficial, since recombination and mutation schemes can be easily defined, as can be seen later on. Nearly all publications in this field adhere to this concept.
However, the question, in which order (vi, v2, .Vlvl) the processes are aligned in the genome vector, is hardly ever raised and almost always said to be arbitrary. In fact, this is problematic, because of the consequences of the fundamental schema of genetic algorithms [3] , when precedence graphs are considered and optimisation is subject to time. The theorem states explicitly that short, low-order, and highly fit schemata are sampled, recombined, and resampled to form strings of potentially higher fitness. A trivial observation is that a mapping is very beneficial with respect to timing for two reasons: first, if -in general -process implementations are chosen, which feature rather low execution times; second, if the parallelism in the system graph is mapped to the parallelism in architecture graph in a (near-)optimal (isomorphic) manner. It is the latter aspect, which causes serious performance differences depending on the chosen vertex order in the genome. Assume the graph in Fig. 3 features a highly fit mapping with respect to its timing for the substring containing the vertices e, f, g, h due to a clever exploitation of the parallelism by mapping these vertices to different resources in the architecture graph. In the lower genome coding it is almost certain that the assumed beneficial mapping for e, f, g, h will be destroyed during the next recombination cycle, since the defining length d of this schema is very high for all standard recombination operators. Due to the strong relation between timing and the parallelism exploitation it is of major importance to align neighbouring vertices in the system graph preferentially next to each other in the chromosome. This trait, although being a fundamental neighbourhood property of this problem formulation, seems to be completely neglected in the field of system partitioning. In Section V-A different chromosome codings are proposed and the strong dependency between the chromosome coding and the timing payoff is demonstrated. Additionally it is shown, that these considerations do not in any way affect other objective values like code size or area, since these are independent from the graph structure. The theoretical underpinning of the survival of schemata and neighbourhood examinations can be found in the literature [3] .
B. 1st Operator -Selection At any stage of the genetic algorithm, i.e. generation, among the individuals present in the population, some have to be selected to serve as parents for the individuals of the next generation. Again a multitude of selection criteria exist with varying effects on convergence, robustness and solution quality. Although the focus of this work is not primarily set on an evaluation of this feature, three classical schemes have been examined to complete the picture: survival of the fittest-, binary tournament-, and roulette wheel-selection. Selection based on survival of the fittest (SOTF) means that from a population consisting of 1P individuals the best P P/2 individuals are chosen to serve as parents for the next generation. Binary tournament (BT) means to select consecutively random pairs out of the population, whose fitness values are compared. The fitter one gets the parent status, whereas the other is discarded. Both are removed from the population to avoid multiple selections of the same individual. Roulette wheel (RW) selection distributes probabilities proportional to the fitness values among the individuals, not uniformly as the name suggests. Since our fitness function Q returns the lower values the better the individual is, the cost-to-fitness transformation Q = Qmax,k -Q is applied, with Qmax,,k being the worst fitness of the last k = 10 iterations. Hence, the selection probability Psel(i) of an individual i in the current population P calculates to: (6) Vdi C 2: Psel(,) =
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Note, that for the RW selection the highly non-linear character of the fitness function when evaluating invalid solutions, due to the penalty exponent r1 in (4), leads to an undesirable effect: the probabilities for invalid solutions become small very quickly. This is circumvented by scaling r1 with the number of invalid individuals in the population Tinv to ' 
C. 2nd Operator -Recombination
Once a subset of individuals has been selected, the socalled mating takes place, that is the creation of new offspring individuals from the parents. Combined with the aforementioned chromosome coding, single-and multi-point as well as uniform crossover are very simple to implement and ensure the creation of offspring solutions that are always feasible. In The two randomly chosen individuals from the parent subset on the left are cut at two points cl and c2 and recombined by permuting the two substrings between the cut points. One-and multi-point crossover recombination are performed analogously. Uniform crossover means a simple iteration over the genes of the parent chromosomes and selecting the allele from one of the two parents with a certain probability. Normally this probability is set to 0.5. In this work, uniform as well as multi-point crossover, reaching from one cut point to IV /10 cut points, are evaluated and a significant difference can be observed especially for larger graphs. To keep the population size constant, any parent individual is used twice in the crossover scheme with alternating partners. See Section V-C for results.
D. 3rd Operator -Mutation
The last major operator is a randomised mechanism, which processes the offspring generation and alters small portions of the chromosome with a certain probability. Its main purpose is to provide a chance to (re)introduce new or lost regions of the solution space, and thus to ensure a persistent diversity in the solution subspace covered by the population. Almost omnipresent for the the string coding of the chromosome is a simple one-gene mutation (Mlg) , that is the alteration of an allele typically with a low probability Pig = 0.01 ... 0.05. A related scheme especially in symmetric multi-processor scenarios is a swap mutation (M5w), that is the exchange of two process assignments to different processors. In this work one-gene and swap mutation are evaluated for varying probabilities. Due to similar deliberations as in Section IV-A, it can be reasoned that a one-gene mutation does not tap the full potential, especially with respect to the late stages of the genetic algorithm. Assume, a GA has proceeded through several generations, so that the short low-order building blocks in Fig. 2 represent on average partial solutions with a rather good quality. As described before, the solution quality then depends to a large degree on the strong exploitation of the parallelism in system and architecture graph, as illustrated the beneficial combination of process assignment to different processors, when mutating c onto DSP1 behind b, even if the new implementation alternative of c is better suited to DSP1. Consequently, M5w seems to be much more appropriate, e.g. when exchanging a and b. Since we allow for platform abstractions with more than two processor units, we extend the swap mutation towards a building block mutation (Mbb): on a number of consecutive genes 1/Z swaps are applied with a certain probability, 1R. is the set of available resources. The result is a permutation in a limited range of the chromosome that corresponds to a local region (subgraph) of the system graph. The latter is implicitly true, if a chromosome order is chosen that reflects the locality of the processes in the graph. See Section V-D for results.
E. Miscellaneous
This section completes the description of the genetic algorithm with the discussion of the parameters population size 1PF and termination criterion. The first of which is of major importance, since it has a dramatic impact on the solution quality in a direct trade-off with the GNs run time: the higher, the better the solution quality. Up to a certain degree the algorithm designer can choose freely depending on his project's time frame. However, it is obligatory to consider certain policies: 1P has to be large enough to yield a sufficient diversity in the initial population in order to guarantee a good search space coverage. In general, it is reasonable to bind 1PF to the same parameters that determine the problem size and to ensure that any possible allele per gene is present in the initial population. In this scenario, the population size is then a function, 1P = f ( V 11-V I ), with the latter parameter being the average number of implementation alternatives per process. We found the simple product V 11-v to be appropriate. The termination criterion, i.e. when the GA ceases to breed further generations, scales typically in a similar fashion. However, we found, that terminating after IVI generations without improvement gave enough room to evaluate the operators and showed sufficient convergence. As stated before, there exist many more parameters and mechanisms for genetic algorithms: elitism, crowding model, overlapping generations, to name a few. A complete discussion of those would be far beyond the scope of this paper. We concentrate on the main operators and try to give interpretations of their performance in the next section.
V. RESULTS
To obtain a sustainable fundament for the test runs of the different algorithms, a large set of typical graph structures is mandatory. The deployed sets are based on two sources: the graph generation scheme proposed by Kalavade [8] and the standard task graph (STG) set of the Kasahara Lab [25] . The STG set does not contain area and code size information, which was augmented according to the instructions given in the first source. In the following, every algorithm has been applied to 60 different graphs (30 based on STG, 30 based on Kalavade) , for any of which 30 different runs have been performed. Three graph sizes are provided: IVI = 20, 50,100. If not stated otherwise, the constraints are set medium values: (CT, CG, CS) = (0.5, 0.5, 0.5). The platform model is composed according to the most common case of one hw processor (FPGA) and one sw processor (DSP). Both feature local memories and are connected by a shared memory via a system bus. The remaining section surveys the GA operators and tries to demonstrate their impact on the overall performance. Whenever the selected information indicates a relevant interdependence of the operators, an interpretation is given.
A. Results -Chromosome Coding
The most important outcome of this work is the dramatic relevance of the composition of the genome. Three different codings are proposed: a random order (rand) of genes, an order based on the vertices' rank in the graph (rank), and a more elaborate order based on the medium start times of an as soon as possible (ASAP) and as late as possible (ALAP) schedule of the graph (aslap). In Fig. 6 a small example graph is depicted, in which the ranks of the vertices are annotated. Additionally the two schedules, ASAP and ALAP, are depicted. In the interest of clarity, communication is omitted and the execution times are averaged over all implementation alternatives per process. It becomes obvious that a genome, in which the genes are ordered according to the rank of the corresponding vertex, mirrors the vicinity relations of the graph already in a reasonable way. A further intensification of this relation lies in the integration of the time dimension and the vertices' dynamic range in the graph. This information is then brought in by the application of the two indicated schedules, of which the start times serve as base for the genome ordering. For instance, process a features in both schedules the same start times StASAP(a) = StALAP(a), whereas process b exhibits different start times StASAP(b) + StALAP(b). In the latter case the mean is taken as base for the genome ordering. It has to be stated, that for all processes more than one execution time exists, so the generation of the two schedules has to rely on the average execution time. Nevertheless, an aslap based ordering of the genome preserves the locality of the processes in the GA runs with identical weight factors (a, Q, 3) = (1, 1, 1), see Equation 3 . The effect of the chromosome coding is dramatic with the biggest difference for large graphs: up to 20% better than random coding. This is a reasonable result, since small graphs mean short chromosomes, in which a disorder has limited impact. For IVI = 50 two more tests are depicted in bar groups bl) and b3) with a variation in the fitness function. When optimisation is only subject to time (a, /3, ) = (1, 0, 0), a GA with randomly ordered genome performs tremendously worse.
In opposition, when neglecting time completely (a, Q,3) = (0,1,1), the ordering does not matter at all, leading to identical results. Note, that the demonstrated effect is persistent, even when varying the following three operators selection, recombination, and mutation. Further parameters for this test are: binary tournament selection, uniform crossover, and no mutation.
B. Results -Selection
The evaluation of the first main operator exposes an interesting interdependence with the mutation operator. In the bar chart in Fig. 8 lie in the relatively high implicit diversity of the BT and RW selection opposing the SOTF selection. Hence, mutation, which is another guarantor of diversity, degenerates in the first case rather quickly, but leads in the second case to substantial improvements. For mutation probabilities higher than 0.1 the degradation in cost becomes quickly outrageous for all three selection schemes.
C. Results -Recombination
In this section the largest graphs, lVU = 100, are tested with four different recombination schemes (uniform and 10-,5-,1-point crossover) on two genome orderings (aslap and random. Parameters are: BT selection, and no mutation. The analysed QAu.ni~~~E 1 0-p -m= P 1? rph lU 5) andis n e g l i g i b l efors m a l l graphs (lUl= 2 0 ) .~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~. . ..... .
D. Results -Mutation
Unlike before the results in this section are related to different platform models to demonstrate the dependency of the building block mutation with the number of available processors 1'R = 2, 3, 4 with local memories and connected by a system bus to a shared memory. Again the outcome for the largest graphs is considered, as the differences turned out to be most perceptible. Further operators are aslap-ordered genome, BT selection, and 10-point crossover. From Fig. 10 215___--__-- it can be seen, that a mutation, that permutes the assignment of processes among the available processors, is very beneficial in comparison with the most common one-gene mutation. Remember, that the permuted processes should lie in the same region on the time scale, which is (very likely) implicitly true for adjacent genes in an aslap-ordered genome. Hence, the building block mutation is very simple to implement and does not cause any run time overhead.
E. Results -Heuristics
Besides the discussion of GA mechanisms, it is of interest how a dedicated GA performs in comparison to other dedicated heuristic optimisation methods. For this purpose, well reputed algorithms have been implemented to serve as benchmarks: the penalty reward tabu search (pwTS) [7] , a simulated annealing (SA) approach [9] , and the GCLP heuristic [8] . Except from minor modifications to the first two approaches (e.g. adding code size, aligning the fitness functions), the problem formulations are nearly identical allowing for a direct comparison of the algorithms on a platform with hw and sw processor. In Table I The GA has been implemented with aslap-ordered chromosome, BT selection, uniform crossover for small graphs and V /10-point crossover for medium and large graphs, and swap mutation with Psw = 0.03 due to 1/Z = 2 processors. The best parameter set found for SA included geometric cooling with factor a = 0.95, temperature update criterion t,,p = 400, 1000, 2500 for lVU = 20, 50, 100, and termination when the temperature reaches the lower bound of the cost QLB.
The pwTS features a neighbourhood size SN = V /2], number of tabu degrees Ntd = V '2] , calculating to the tabu list length LT = SNNtd = IVI/2, a long term memory region covering five chromosome elements corresponding tõ 5 Iv < 3125 regions with Iv < 5, and the pwTS terminates after 4U V iterations without improvement. The GCLP was applied in an unaltered fashion. The modified GA performs better than all other algorithms opposing the result of the referred publications, in which the GA performance drags substantially behind the tabu search implementations. With respect to our results the main reason can easily be identified. The genome coding has erratically not been considered as relevant element of the GA. Moreover, a one-point crossover as for instance applied by Wiangtong is not appropriate for large genomes and the one-gene mutation is less beneficial than a swap-or building block mutation scheme. The very low performance of the GCLP approach lies in its basically greedy approach with a low algorithmic complexity. The run time of GA, pwTS, and SA lies in the range of 109 to 1010 clock cycles, whereas the GCLP's run time is two orders of magnitude lower.
VI. CONCLUSION
In this work the classical three-operator genetic algorithm has been thoroughly analysed in application to the system partitioning problem. The significant relevance of the underlying genome coding for typical problem formulations was demonstrated, which has been completely neglected in a large number of publications in this field. Hence, the standard GA implementations performed misleadingly worse than for example dedicated tabu search implementations. Proposals for a better exploitation of the GA's potential with respect to genome coding and mutation were made without imposing additional complexity. In extensive test runs the superior performance of the proposed problem-oriented GA in comparison with the most common GA version and other well-reputed heuristic methods was revealed. In consequence of the empirical results, future work will concentrate on the theoretical underpinning of the genome coding for combined scheduling and partitioning of precedence graphs onto general multi-processor environments. Based on the analysis of subgraph isomorphism between system and architecture graphs more powerful coding schemes and main operators shall be developed in an analytical manner.
