Throughout this paper {x} = x -[x]
denotes the fractional part of the real number x. We write \\x\\ == min \x -k\ and e{x) == e 2^ .
kez Also, the implied constants in the 0 symbol of Landau and the > and < symbols of Vinogradov are absolute.
Finally, by a distribution function we always mean a distribution function in the sense of probability theory, defined on the real line.
2. Let (rcj be a sequence of real numbers. The usual study of the distribution modulo 1 of (^) is essentially that of the distribution of the sequence (e(x^)) on the circle T. The main problems are those of investigating (i) the existence of the asymptotic (or limit) distribution measure . n==l
with Sy denoting the Dirac measure at v e T, and (ii) the size of the discrepancy where co runs through those arcs of T whose end points have pi-measure zero.
It is classical that the existence of [L together with the assumption that the point 1 e T has ^ -measure zero is equivalent to the existence of a distribution function F such that (1. 4 at every a at which F is continuous, the counting function (1.6) A([a,p),/c,(^)) = Card {n: 1 ^ n ^ /c, a ^ {x^} < (3} being here defined for all real numbers a and (3. The conditions (1.4) mean that F is continuous at 0 and 1, and imply that F is constant on the intervals (-oo, 0] and [1, oo). In this case F is called the asymptotic (or limit) distribution function modulo 1 of the sequence (^), and the discrepancy (1.3) is equal to
where a and j3 run through the continuity points of F. In some situations it may be more appropriate to consider the existence of the A-asymptotic distribution function modulo 1, namely the existence (outside a countable set), and the continuity at a == 0 and a = 1, of 
71=1
A good deal of our attention will be taken up with h{n) == ifn and we write (1.13) 0,.,(a) = 1 a^{y}c^n).
n==l
The problems arising from the study of 0^. ,j(a) as x and y = y^) tend together to infinity are closely related to the Dirichlet divisor problem. If there exists a distribution function 0/t such that During our investigation it became obvious that there were methods which could be applied in a much more general situation. In this paper we present these methods, deferring to the sequel the study of special methods.
As an example of the application of Theorem 2, consider a subset A of N* such that the counting function
where a is a constant with 0 < (T ^ 1 and L is a slowly varying function, that is
for any positive constant c. Then 
Theorems and proofs.
1. We first of all state a theorem which gives a sufficient condition for the (R, Xj-asymptotic distribution to be uniform. This is essentially due to Erdos and Turan [I], [2] and is a finite form of Weyl's criterion. It is also possible, of course, to give a necessary condition corresponding to WeyPs criterion, and to give results when the asymptotic distribution is non-uniform but continuous, but we have no applications in mind for these.
Theorem 1 is somewhat divorced from the following theorems. However, it clearly applies to the general situation. As an application we have in mind the case (2.1) h{n) = log n.
Then, for any positive integer m,
Theorem 1 is a generalization of Theorem 2.2.5 of Kuipers and Niederreiter [3] , and can be proved in exactly the same way.
2. The following theorem (together with the observations made in Lemmas 2, 3, 4) shows that the (R, Xj asymptotic distribution function modulo 1 of x\n can exist under very general conditions provided that y is not too small compared with x.
Whenever ^ ^ 1 and a ^ 0 define
THEOREM 2. -Suppose that for every real number t with 0 < ( < 1 the limit (2.6) lim S ^{y) y>oo ra^ty
exists and for at least one value of t is non-zero. Then there is a non-negative real number a such that for every real number 1 s with 0 < s < -there is a real number z/o(£, cr) ^ 1 so 2i that whenever 2/0 (£, a) ^ y ^ x we have
Lemma 1 below will show that the limit (2.6) is ^, which defines cr. We observe that when a == 0 Theorem 2 tails to give non-trivial information. Very likely O^. y(a) -> a still holds in this case, at least when ^ X^ -> oo, but even when X^ == 1/n this is a deep result. We remark that, in this case, the asymptotic distribution is always the uniform one, at least when a > 0.
3. The proof of Theorem 2 requires the following lemma. Proof. -The existence of (2.6) for every real number t with 0 < t < 1 together with the assumption that for some t in this range the limit is non-zero imply that there is a non-negative real number a such that for every t with 0 < t ^ 1 we have lim S ^n(y) == ( a .
y>ao n^(y Proof. -The asymptotic formula (2.12) was established in the proof of (2.8), (2.13) then follows trivially, and (2.14) is immediate from (2.4). However, in certain circumstances this loses a factor as large as loglog y. 
Hence, by (1.9) and (2.30),^i^'^f^o^.
.^) where (2.33) We remark that (2.37) is rather a weak condition. For instance, if \ == 1 for every n, then it holds for every 9 with 0 < 6 < 1. 
