In this paper, we introduce the notion of tropical Lagrangian multi-sections over any integral affine manifold B with singularities, and use them to study the reconstruction problem for holomorphic vector bundles over Calabi-Yau surfaces. Given a tropical Lagrangian multi-section L over B with prescribed local models around the ramification points, we construct a locally free sheave E 0 (L) over the projective schemeX 0 (B,P,š) associated to the discrete Legendre transform (B,P,φ) of (B, P, ϕ), and prove that the pair (X 0 (B,P,š), E 0 (L)) is smoothable under a combinatorial assumption on L.
Introduction
The Gross-Siebert program [10, 11, 12] is usually referred as an algebro-geometric approach to the famous Strominger-Yau-Zaslow (SYZ) conjecture [19] . It gives an algebro-geometric way to construct mirror pairs. A polarized Calabi-Yau manifold X near a large volume limit point should admit a troic degeneration p : X → S to a singular variety X 0 := p −1 (0), which is a union of toric varieties. These toric components intersect along toric strata. By gluing the polytopes associated to these toric pieces along facets, we obtain an integral affine manifold B with singularities together with a polyhedral decomposition P. Then by choosing a strictly convex multi-valued piecewise linear function ϕ on B, a mirror familyp :X → S is obtained by the following procedure:
(1) Take the discrete Legendre transform (B,P,φ) of (B, P, ϕ).
(2) LetXv be the toric variety associated to a top dimensional cellv of (B,P), and gluě Xv's together along toric divisors with some twisting dataš to obtain a projective schemě X 0 (B,P,š). (3) SmoothX 0 (B,P,š) to obtain a familyp :X → S. This is usually refereed as the reconstruction problem in mirror symmetry.
In [10] , MGross and Siebert showed thatX 0 (B,P,š) carries a structure of log scheme and it is log smooth away from a subset Z ⊂X 0 (B,P,š) of codimension at least 2. The subset Z should be thought of as the singular locus of the SYZ fibration and it causes essential difficulties in the reconstruction problem. Inspired by Fukaya's program [9] , Kontsevich and Soibelman invented the notion of scattering diagrams in the innovative work [15] and applied it to solve the reconstruction problem in dimension 2 over non-Archimedean fields. This was extensively generalized by the spectacular program of Gross and Siebert [12] , who solved the reconstruction problem over C in any dimension. Roughly speaking, they defined a notion called structures, which consist of certain combinatorial (or tropical) data called slaps and walls. Applying Kontsevich-Soibelman's scattering diagram technique, they were able to explicitly construct a smoothing ofX 0 (B,P,š) order-by-order. Recently in [1] and [8] , purely algebraic techniques were used to solve the reconstruction problem for a much more general class of varieties.
In view of Kontsevich's Homological Mirror Symmetry (HMS) conjecture [13] , it is natural to ask if one can construct coherent sheaves from combinatorial or tropical data as well. In [20] , the third author of this paper has successfully reconstructed the tangent bundle T P 2 of the complex projective plane P 2 from certain tropical data on the fan of P 2 , which he called a tropical Lagrangian multi-section. However, the definition there is not general enough to cover many interesting cases arise in mirror symmetry. In Section 3, we will give a general definition of the notion of tropical Lagrangian multi-sections over a general integral affine manifold B with singularities equipped with a polyhedral decomposition P. Roughly speaking, it consists of a topological (possibly branched) covering map π : L → B, a polyhedral decomposition P π on L respecting P and a multi-valued piecewise linear function ϕ on L. A key difference from the usual polyhedral decomposition is that we require the ramification locus of π : L → B is contained in the codimension 2 strata of (L, P π ). In particular, the pullback affine structure on L is also singular along the ramification locus. See Definition 3.7 for the precise definition.
In Section 4, we focus on dim(B) = 2 and define a local model of ϕ around the branched points. In [17] , Payne used the equivariant structure of T P 2 on each affine chart to define a piecewise linear function ϕ 2,1 on a 2-fold covering of |Σ P 2 | ∼ = N R . It takes the form
i are two copies of the cone σ i and (ξ 1 , ξ 2 ) are affine coordinates on N R ∼ = R 2 . It is natural to consider modifications of the coefficients of this function, as shown in Figure 1 below; here m, n ∈ Z with m = n, and we call this function ϕ m,n . Let B be closed topological surface equipped with a structure of integral affine manifold with singularities. We call a tropical Lagrangian multi-section projective if, around any ramification point, ϕ can be locally modeled by ϕ m,n , for some m, n. Figure 1 . The tropical Lagrangian multi-section L Section 5 is devoted to construct a locally free sheaf E 0 (L) onX 0 (B,P,š) from a projective tropical Lagrangian multi-section L. Taking the corresponding equivariant line bundle of ϕ on each affine chart W i := Spec(C[v i ∩ M ]), one obtains a rank r equivariant bundle on each W i by taking a direct sum. If a vertex v ∈ B is not a branched point, these local pieces glue to give a rank r bundle which splits. However, if v is a branched point, on each local piece W i , there are two line bundles L + i , L − i which cannot be glued due to the appearance of nontrivial monodromy around the ramification points. In such a case, we follow [20] and try to glue L + i ⊕ L − i 's equivariantly to obtain a set of naive transition functions: Nevertheless they do not satisfy the cocycle condition. So we need to modify τ sf ij by multiplying an invertible factor Θ ij , namely, τ ij := τ sf ij Θ ij . Then we obtain Proposition 1.1 (=Proposition 5.1). If we impose the condition i a i b i = −1, then τ 02 τ 21 τ 10 = I.
Moreover, the equivariant structure defined by (5) can be extended.
Hence we get an equivariant rank 2 holomorphic vector bundle E m,n on P 2 . Denote the corresponding rank 2 bundle onXv ∼ = P 2 by E v . Together with r − 2 line bundles L (k) v , k = 1, . . . , r − 2, we obtain a rank r bundle Ev onXv even if v is a branched point. To glue {Ev} together, a key observation is that the factors Θ ij act trivially on the toric divisors D k ⊂ W i ∪ W j , for k = i, j. This allows us to glue these rank r bundles along the toric divisors to obtain a locally free sheaf E 0 (L) onX 0 (B,P,š).
The final and most crucial step is to smooth the pair (X 0 (B,P,š), E 0 (L)). We will assume that the polyhedral decomposition P is positive and simple (as in [10, 11, 12] ) as well as elementary, meaning that every cell inP is an elementary simplex. By the Gross-Siebert program, we already know thatX 0 (B,P,š) is smoothable to a polarized formal familyp :X → S of Calabi-Yau surfaces if the degeneration data (B,P,φ) is positive and simple. Here, we work over S := Spec(C[[t]]).
To achieve smoothability, we first consider a special class of L, which we call L m,n in Definition 4.2. The rank 2 case turns out to be particularly nice and we will discuss this in Section 6.1. The polyhedral decomposition P defines us an embedded graph Γ ⊂ B. We remove all branched vertices and call the remaining graph G max . If G max does not bound any 2-cell, then we call the tropical Lagrangian multi-section simple (Defintion 6.2). Recall that in algebraic geometry, a locally free sheaf is said to be simple if there are no non-trivial traceless endomorphisms. Define L n := L n+1,n , we shall prove in Section 6.1 the following Theorem 1.2 (=Theorem 6.3). The tropical Lagrangian multi-section L n is simple if and only if the locally free sheaf E 0 (L n ) is simple.
By applying Serre duality and the main result (Corollary 4.7) of [2] , we obtain the following corollary Corollary 1.3 (=Corollary 6.6). If L n is simple, then the pair (X 0 (B,P,š), E 0 (L n )) is smoothable.
The case m ≥ n + 2 can be handled by considering more restrictive conditions on the graph G max .
The higher rank case, which is considerably more subtle, will occupy Section 6.2. We will again focus on the case m = n + 1. The notion of simplicity of L n and proof of the simplicity theorem for r ≥ 3 involves more complicated combinatorial data on the fiber product
We will define an embedded graph G max ⊂ P (L n ) similar to G max by lifting the polyhedral decomposition of B. To define simplicity of L n , we study how sections on each toric component are glued together along boundary divisors. A non-trivial section of End 0 (E 0 (L n )) gives non-trivial sections on some toric components by restriction. Since m = n + 1, these sections turn out to be either sections of O P 2 (1) or sections of the rank 2 bundle E n+1,n (−n). Non-trivial sections of O P 2 (1) or E n+1,n (−n) have different types of vanishing behaviour along the boundary divisors as shown (tropically) in Figure 4 . We will introduce the notion of a well-colored subgraph (Definition 6.10) of G max to classify these types of vanishing behavior. Roughly speaking, a well-colored graph is obtained by gluing the "dual" (Figure 3 ) of the local pieces as shown in Figure 4 such that the coloring is respected. However, well-colored subgraphs themselves are not enough to produce sections of End 0 (E 0 (L n )) due to their tropical nature. To handle this, we will introduce another combinatorial notion, called compatible data (Definition 6.15). This allows us to define, for each well-colored subgraph G ⊂ G max and compatible data D, a rank 1 local system L G (D) defined on a natural subgraph G 0 of G. Then we have the following correspondence theorem:
Then we have
Theorem 6.17 gives a purely combinatorial description of sections of End 0 (E 0 (L)), which can be regarded as a tropical mirror symmetric statement. It also provides us a natural definition for simplicity (Definition 6.19) of L n , which is explicit and easy to check, yet combinatorially more complicated. Now we arrive at the following Theorem 1.5 (=Theorem 6.21). The tropical Lagrangian multi-section L n is simple if and only if E 0 (L n ) is simple.
By applying Serre duality and the smoothing result in [2] again, Corollary 1.3 can be generalized to r ≥ 2: Corollary 1.6 (=Corollary 6.22). If L n is simple, then the pair (X 0 (B,P,š), E 0 (L n )) is smoothable.
We end this introduction with a short discussion on the relation between the locally free sheaf E 0 (L) and a constructible sheaf F on P (L) := L× π L, which is defined as follows: Let π B : P (L) → B be the natural projecction map. We define
Each v i gives a vector bundle E v i onXv, which is either a line bundle or a rank 2 bundle. For σ ∈ P with v ∈ σ, we define
where σ := π B ( σ). If τ ⊂ σ, we have the generalization map
induced by the inclusion ιστ :Xσ →Xτ . Clearly,
whenever ρ ⊂ τ ⊂ σ. Hence the data ({F( σ)}, {g τ σ }) defines a constructible sheaf F on P (L m,n ).
where ∆ L denotes the diagonal. By restricting F to P 0 (L), we get a sheaf F 0 on P 0 (L). By construction, we have Theorem 1.7. We have the canonical identifications H 0 (X 0 (B,P,š), End(E 0 (L))) ∼ =H 0 (P (L), F),
The coherent-constructible correspondence of toric varieties was established by Fang-Liu-Treumann-Zaslow in [4, 5] and applied to prove HMS for toric varieties [7, 6] . Here, one should think of the fiber product P (L) as a certain path space of L. For a non-singular Lagrangian torus fibration p : X → B and an honest Lagrangian multi-section L ⊂ X, one can talk about the fiberwise geodesic path space as in [14, 16] . A point (x 1 , x 2 ) ∈ P (L) is regarded as the end points of an affine geodesic from L to itself. Theorem 1.7 suggests that if one consider higher rank sheaves E onX, the self-Hom space of E should be computed by certain (possibly derived) constructible sheaf on the "path space" P (L). We would like to leave this for future research.
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The Gross-Siebert program
In this section, we review some machinery in the Gross-Siebert program. We follow [10] . 
A polyhedral decomposition of a closed subset R ⊂ N R is a locally finite covering P of R by closed convex polytopes (called cells) with the property that (1) If σ ∈ P and τ ⊂ σ is a face, then τ ∈ P.
(2) If σ, σ ∈ P, then σ ∩ σ is a common face of σ, σ . We say P is integral if all vertices (0-dimensional cells) are contained in N . (1) exp v is a local homeomorphism onto its image, is injective on Int(τ ) for all τ ∈ P v , and is an integral affine map in some neighborhood of 0 ∈ R v .
In addition we say the polyhedral decomposition is toric if it satisfies the additional condition 5) For each σ ∈ P, there is a neighborhood U σ ⊂ B of Int(σ) and an integral affine submersion
A polyhedral decomposition of B is called integral if all vertices are integral points of B.
Assumption 2.5. All polyhedral decompositions in this paper are assumed to be integral, so we simply drop the word 'integral'.
The k-dimensional strata of (B, P) is defined by
For a toric polyhedral decomposition P, for each τ ∈ P, one defines the fan Σ τ to be the collection of the cones K σ := R ≥0 · S τ (σ), where σ runs over all elements in P such that τ ⊂ σ and Int(σ) ∩ U τ = ∅. There is a natural inclusion Af f (B, Z) → PL P (B, Z), we define MPL P to be the quotient:
Definition 2.7. The sheaf MPL P is called the sheaf of multi-valued piecewise linear functions of B.
The sheaf MPL P also fit into the sequence
where Λ ⊂ T B 0 is the lattice inherited from the integral structure and Λ * ⊂ T * B 0 is the dual lattice.
Definition 2.8. For each element ϕ ∈ H 0 (B, MPL P ), its image under the connecting map c 1 : H 0 (B, MPL P ) → H 1 (B, i * Λ * ) is called the first Chern class of ϕ. Definition 2.9. A section ϕ ∈ H 0 (B, MPL P ) is said to be (strictly) convex if for any vertex {v} ∈ P, there is a neighborhood U ⊂ B of v such that there is a (strictly) convex representative ϕ i . A toric polyhedral decomposition P is said to be regular if there exists a strictly convex multi-valued piecewise linear function ϕ ∈ H 0 (B, MPL P ).
Given a regular polyhedral decomposition (P, ϕ), one can obtain another affine manifold with singularitiesB together with a regular polyhedral decomposition (P,φ) by taking the dual cell of each cell in P. We won't give the precise construction here but let's mention some facts about (B,P,φ). Topologically,B is same as B and their singular locus coincide. But their affine structure and monodromy around the singular locus are dual to each other. See [10] , Section 1.4 for the precise construction of (B,P,φ).
Definition 2.10. The triple (B,P,φ) is called the discrete Legendre transform of (B, P, ϕ).
We will need the following notion later. Definition 2.11. A regular polyhedral decomposition P is called elementary if for any cell σ ∈ P, the dual cellσ is an elementary simplex. (1) The generic fiber X η is an irreducible normal variety over η.
(2) If ν : X 0 → X 0 is the normalization, then X 0 is a disjoint union of toric varieties, the conductor scheme C ⊂ X 0 is reduced and the map C → ν(C) unramified and generically two-to-one. Then square
/ / X 0 is cartesian and cocartesian. (3) X 0 is Gorenstein, and the conductor locus C restricted to each irreducible component of X 0
is the union of the all toric Weil divisors. (4) There exists a closed subset Z ⊂ X of relative codimensional ≥ 2 such that Z satisfies the following properties: Z does not contain the image under ν of any toric stratum of X 0 , and for any geometric pointx → X \Z, there is anétale neighborhood Ux → X \Z ofx, an affine toric variety Yx, a regular function fx : Yx → k given by monomial, a choice of uniformizing parameter of R giving a map k[N] → R, and a commutative diagram
Yx is smooth, Furthermore, fx vanishes on each toric divisor of Yx.
Roughly speaking, a toric degeneration is a flat family p : X → S such that generic fiber of p is smooth and the central fiber X 0 := p −1 (0) is a union of toric varieties, intersecting along toric divisors. By gluing the polytope of each toric piece along facets, they obtained an affine manifold with singularities B together with a polyhedral decomposition P. When the family X is polarized, the resulting polyhedral decomposition is regular, so there is a strictly convex multi-valued piecewise linear function ϕ on B. The reconstruction problem in mirror symmetry is to obtain another toric degenerationp :X → S via the discrete Legendre transform (B,P,φ) of (B, P, ϕ). Let's review the cone construction of the algebraic schemeX 0 (B,P) from the data (B,P,φ), which serves as the central fiber ofp :X → S. Since (B, P, ϕ) and (B,P,φ) are dual to each other, we just recall the cone construction of the schemeX 0 (B, P) for arbitrary polyhedral decomposition P of an integral affine manifold with singularities B.
2.3.
Construction ofX 0 (B, P) andX 0 (B, P, s). In order to define the schemeX 0 (B, P), we first recall the category Cat(P). Objects of Cat(P) are given by elements of P. To define morphisms, let Bar(P) be the barycentric subdivision of P. Then
For the case τ ⊂ σ, Hom(τ, σ) consists of all 1-simplices with endpoints being the barycenter of τ and σ. If e 1 ∈ Hom(τ, σ), e 2 ∈ Hom(σ, ω), the composition e 2 • e 1 is defined by the third edge of the unique 2-simplex containing e 1 , e 2 . Now, we defineX 0 (B, P). Let σ ∈ P and σ ∈ P v be so that
and the algebra structure is given by z m · z m = z m+m . Then we have the projective variety
together with ample line bundle OX σ (1). The polarized varieties (X σ , OX σ (1)) are independent of the choice of the lifting σ.
In order to glue these varieties together, we define a contravariant functorF from Cat(P) to the category to graded rings as follows. We defině F (τ ) := R τ and for e ∈ Hom(τ, σ), we defineF (e) :
Define
R := lim ←−F and putX 0 (B, P) := Proj(R). It also carries a line bundle OX 0(B,P) (1). If P is regular, its discrete Legendre transform (B,P,φ) is also a regular polyhedral decomposition. We can apply the above construction to (B,P) and obtain the schemeX 0 (B,P) with a line bundle OX 0(B,P) (1). The line bundle OX 0(B,P) (1), when restricted on eachXσ, coincides with the line bundle associated to the piecewise linear function ϕ on Σ σ .
One can twist this construction by the following data.
Definition 2.13. Let A be a ring. Then gluing data for P over A are dataš = (š e ) e∈ τ,σ∈P Hon(τ,σ) , where if e : τ → σ, thenš e ∈ Hom(P τ , G m (A)), satisfying the conditions
Then we can twist the functorF byš and obtain a functorF A,š from Cat(P) to the category of graded A-algebras by settingF
Of course we have the ample line bundle OX 0(B,P,š) (1) . From now on, we take A = C. In [10] , Gross-Siebert introduced a special set of gluing data, which they called the open gluing data. We won't give the definition here, but it is essential forX 0 (B, P,š) be the central fiber of some toric degeneration. We assume all the gluing datum in this paper are open.
Remark 2.14. In [10] , given a regular toric polyhedral decomposition (P, ϕ) of B, there is another construction called fan construction, which is dual to the cone construction. One can also twist the fan construction by some gluing data s. The resulting scheme is denoted by X 0 (B, P, s). Then under some assumptions on s, one has X 0 (B, P, s) ∼ =X0(B,P,š) and X 0 (B,P, s) ∼ =X0(B, P,š) as schemes over Spec(A). We stick to the cone construction in this paper.
One of the main result in [10] is the following Theorem 2.15 (≈Theorem 5.2 in [10] ). Suppose (B, P) is positive and simple andš satisfies the (LC) condition. Then there exists a log structure onX 0 (B,P,š) and a morphismX 0 (B,P,š) † → Spec(C) † so that it is log smooth away from a set Z ⊂X 0 (B,P) of codimension 2.
Remark 2.16. When (B, P) (and hence (B, P)) is positive and simple, X 0 (B, P, s) andX 0 (B, P,š) are mirror to each other as log Calabi-Yau spaces. See [10] for details.
As we have mentioned, the reconstruction problem in mirror symmetry is to construct a polarized toric degenerationp :X → S whose central fiber is given byX 0 (B,P,š), for some open gluing datǎ s over Spec(C). This was completed by Gross and Siebert in [12] by using logarithmic deformation theory and scattering diagrams introduced by Kontsevich and Soibelman in [15]. Gross-Siebert considered a special type of logarithmic deformation, called divisoral deformations. Similar to the classical deformation theory of schemes, the 1st order divisoral deformations ofX 0 (B,P,š) are parametrized by the cohomology group H 1 (X 0 (B,P,š), ΘX 0 (B,P,š) † /C † ), while the obstruction of such deformation lies in H 2 (X 0 (B,P,š), ΘX 0(B,P, s) † /C † ) (See [11], Theorem 2.11 for details). Here ΘX 0(B,P,š) † /C † is the sheaf of logarithmic tangent vectors of the log schemeX 0 (B,P,š) † . When (B, P) (hence (B,P)) is positive and simple, Gross-Siebert shows thatX 0 (B,P,š) is always smoothable. Recently, in [1] , K. Chan, N. C. Leung and Z. N. Ma use pure algebraic technique to obtain the smoothability ofX 0 (B,P,š). See also [8] .
Tropical Lagrangian multi-sections
We now go into the main subject of study in this paper. In this section, we will introduce the notion of tropical Lagrangian multi-section. These tropical objects should correspond to Lagrangian multi-sections of a Lagrangian torus fibration. In [3] , where the authors considered the case of a semi-flat Lagrangian torus fibration X(B) → B, a Lagrangian multi-section is described by an unbranched covering map π : L → B together with a Lagrangian immersion into the symplectic manifold X(B). However, in many cases, for example, when B is simply connection, the covering map π : L → B may have non-empty branched locus. We begin by introducing what kind of covering maps are allowed. 
integral affine map. Furthermore, an admissible covering map π : L → B is said to be have simple branching if it satisfies the following extra condition.
(4) For any x ∈ B, there exists a neighborhood U ⊂ B of x such that the preimage π −1 (U ) can be written as
for some open set U , U i ⊂ L and π| U : U → U is a (possibly branched) covering map of rank 2.
Given an admissible covering map π : L → B, the domain L is naturally an integral affine manifold with singularities and the singular locus is given by S π −1 (∆), where S ⊂ L is the ramification locus of π : L → B. We need to distinguish these two singular set combinatorially. Definition 3.2. Let B be an integral affine manifold with singularities equipped with a polyhedral decomposition P. Let π : L → B be an admissible covering map. A polyhedral decomposition of π : L → B is a collection P π of closed subsets (also called cell) of L covering L so that (1) π(σ ) ∈ P for all σ ∈ P π .
(2) for any σ ∈ P, we have π −1 (σ) = σ ∈Pπ:π(σ )=σ σ and if we define the relative interior of σ to be
Clearly, if P π is a polyhedral decomposition of an admissible covering map π : L → B, then
We denote the k-dimensional strata of (L, P π ) by
Remark 3.3. The vertex of the polyhedral decomposition P π of π : L → B may lay on S but never lay on π −1 (∆). Moreover, if σ ∈ P is a cell with dimension at least dim(B) − 1, then Condition 2) and 3) imply
, the codimension 2 strata of (L, P π ).
Remark 3.4. Give an admissible covering map π : L → B, it may not admit any polyhedral decomposition. For example, let B be a 2-torus and L be a genus two closed surface. Then there is a 2-fold covering map π : L → B branched at two distinct points p 1 , p 2 ∈ B. If we take P = {{p 0 }, B}, with p 0 = p 1 , p 2 then clearly π cannot admit any polyhedral decomposition, because π −1 (B) = L B. This suggests that in order to obtain a polyhedral decomposition for π : L → B, P needs to be "fine" enough.
As the domain L is an integral affine manifold with singularities, we can therefore define the sheaf of integral affine functions Af f (L, Z) on L as usual. However, since the singular locus S lies in L (dim(B)−2) , we need to redefine what means by piecewise linear function.
Definition 3.5. Let B be an integral affine manifold with singularities equipped with a polyhedral decomposition P. Let π : L → B be an admissible covering map and P π a polyhedral decomposition of π : L → B. Let U be an open set of L. A piecewise linear function ϕ on U is a continuous function which is affine linear on Int(σ ) for all maximal cell σ ∈ P π , and satisfies the following property: for any y ∈ U and y ∈ Int(σ ) for some σ ∈ P π , there is a neighborhood V of y and
We denote the sheaf of piecewise linear functions on L by PL Pπ (L, Z). Now we can define the main object we consider in this paper.
Definition 3.7. Let B be an integral affine manifold with singularities equipped with a polyhedral decomposition P. A tropical Lagrangian multi-section of rank r is a quadruple L := (L, π, P π , ϕ ) where 1) L is a topological manifold and π : L → B is an admissible covering map of rank r.
2) P π is a polyhedral decomposition of π : L → B.
3) ϕ is a multi-valued piecewise linear function on L.
Given a tropical Lagrangian multi-section L = (L, π, P π , ϕ ), we can define a multi-valued piecewise linear function tr(ϕ ) on B.
Definition 3.8. Let B be an integral affine manifold with singularties equipped with a polyhedral decomposition P. Let L := (L, π, P π , ϕ ) be a tropical Lagrangian multi-section. The trace of L is the multi-valued piecewise linear function tr(ϕ ) on B, defined by
Taking trace gives a group homomorphism tr : H 0 (L, MPL Pπ ) → H 0 (B, MPL P ). Definition 3.9. Given a tropical Lagrangian multi-section L := (L, π, P π , ϕ ). The first Chern class c 1 (ϕ ) of L is defined to be the first Chern class of the multi-valued piecewise linear function tr(ϕ ).
A local model around ramification loci
In this section, we focus on dim(B) = 2. We are going to fix a local model for L around the ramification locus. Such a local model is motivated from [20] . We will also construct certain class of simple rank 2 tropical Lagrangian multi-sections over B. For a projective vertex v ∈ S, we construct a fan Σ v and a rank 2 covering map π * : |Σ v | → |Σ v | with one branched point at 0 and a piecewise linear function ϕ v : Figure 1) . Let K ± σi be two copies of K σi . Let ρ j , ρ k be the rays spanning K σi and ρ ± j , ρ ± k be that of K ± σi , for i, j, k = 0, 1, 2 being distinct. We glue K ± σ0 with K ∓ σ1 and K ∓ σ2 by identifying ρ ± 1 with ρ ∓ 1 and ρ ± 2 with ρ ∓ 2 , respectively, and glue K ± σ1 with K ∓ σ2 by identifying ρ ± 0 with ρ ∓ 0 . Then the fan Σ v is given by
On the fan Σ v , one can define a piecewise linear function ϕ v by setting
on K − σ2 , for some m, n ∈ Z with m = n. Here, ξ i 's are affine coordinates of |Σ v | ∼ = R 2 . This gives a tropical Lagrangian multi-section (|Σ v |, π * , Σ v , ϕ v ) of the smooth affine manifold |Σ v | with polyhedral decomposition given by the fan Σ v .
Recall when π has simple branching, for any branched point v ∈ S, one can choose a neighborhood U of v such that
for some open set U , U i ⊂ L and π| U : U → U is a branched 2-fold covering map. Let P π be a polyhedral decomposition of π : L → B. Denote by P v the collection of all cells σ ∈ P π such that v ∈ σ . Write
for σ ∈ P and σ ± ∈ P v . (2) For any vertex v ∈ S, there exists a neighborhood U ⊂ B of v and two integral affine
If there exist m, n such that m(v ), n(v ) ∈ {m, n} for all branched point v ∈ S, we denote the tropical Lagrangian multi-section by L m,n . Furthermore, if m = n + 1, we simply write L n for L n+1,n .
Remark 4.3. We can also use the local model
This local model is more related to metric structure while the previous one is more related to equivariant structure. See [20] for the special case m = 2, n = 1. Nevertheless, we will see that ϕ v and ϕ v will give rise to the same locally free sheaf on P 2 .
5.
Construction of E 0 (L) Let (B, P) be a 2-dimensional integral affine manifold with singularities equipped with a regular polyhedral decomposition P. Let L be a projective tropical Lagrangian multi-section of rank r as in Definition 4.2. The goal of this section is to construct a locally free sheaf E 0 (L m,n ) of rank r on the schemeX 0 (B,P,š).
First, for a vertex {v} ∈ P, we construct a locally free sheaf Ev on the toric varietyXv. Let {v} ∈ P be a vertex and σ 1 , . . . , σ l be the top dimensional cells that contain v. Thenv ∈P is a 2-cell andσ 1 , . . . ,σ l are vertex ofv. For each i = 1, . . . , l, let Suppose v ∈ S. Then by the projective assumption, there are precisely three top dimensional cells σ 0 , σ 1 , σ 2 containing v. In this case,Xv ∼ = P 2 . Let v ∈ S be the unique ramification point such that π(v ) = v. In a neighborhood U of v, write
i , we obtain r integral affine functions. Hence they define r equivariant line bundles
Here, W i ⊂ P 2 are the affine charts correspond to the cones K σi and D k is the divisor corresponds to the ray ρ k . Define
which is a rank r vector bundle onX i . Next, we try to glue E i 's together. First of all, the line bundles {L onXv as before. However, for {L + i ⊕ L − i } i=0,1,2 , immediately we find that they can't be glue equivariantly. This is obvious, because when we glue L ± i to L ∓ j equivariantly, the gluing data consists of two diagonal matrices and one off-diagonal matrix. Hence the cocycle condition fails to hold. More precisely, the equivariant structure on each L + i ⊕ L − i is given by the minus of the slopes of ϕ v on K σi ,
One can write down the naive transition functions
where w j i := ζ j ζ i are inhomogeneous coordinates of a point [ζ 0 : ζ 1 : ζ 2 ] ∈ P 2 and a i , b i are arbitrary nonzero constants. Clearly, they don't compose to the identity. We correct the gluing by introducing three automorphisms. For m > n, we put
while for m < n, we put
The factors Θ ij are written in terms of the frame of E j on U j . Let
Then by a straightforward computation, we have Proposition 5.1. If we impose the condition i a i b i = −1, then τ 02 τ 21 τ 10 = I.
Hence we obtain an equivariant rank 2 bundle E m,n on P 2 . The mysterious constants a i , b i 's are indeed irrelevant to the holomorphic structure.
Lemma 5.2. The holomorphic structure of E m,n is independent of a i , b i 's as long as i a i b i = −1.
Proof. We only prove the case m > n. The case of n > m is similar. Let τ ij be the transition functions of E m,n with a i = −1, b i = 1, for all i = 0, 1, 2. We define f by
Using i a i b i = −1, one can check that
Hence f defines an isomorphism.
From now on, we take a i = −1, b i = 1, for all i = 0, 1, 2. Then the corresponding transition functions are given by
for m > n and
for n > m. Remark 5.4. As we have mention, one can use the local model defined in Remark 4.3. Then by using the same technique of reconstruction in [20] , one can construct a rank 2 bundle E m,n . Using the homomorphism defined in Theorem 3.9 of [20] , one can see that E m,n ∼ = E m,n . See also [20] for the relation of Θ ij 's and wall-crossing phenomenon.
Before constructing the sheaf E 0 (L m,n ), we prove the simplicity of E m,n . This will be crucial in proving the smoothablilty of (X 0 (B,P,š), E 0 (L m,n )) in Section 6. Recall that a locally free sheaf E on a scheme X is called simple if H 0 (X, End(E)) = C. Equivalently, H 0 (X, End 0 (E)) = 0, where End 0 denote the sheaf of traceless endomorphisms.
For this purpose, we compute the Chern classes of E m,n . The piecewise linear function ϕ m,n allows us to obtain the equivariant Chern classes as a piecewise polynomial function (See Section 3.2 of [17]) on |Σ P 2 |, namely,
Since the equivariant cohomology H • (C × ) 2 (P 2 ; Z) of P 2 is given by Z[t 0 , t 1 , t 2 ]/(t 0 t 1 t 2 ), where t i 's are piecwewise linear functions on |Σ P 2 | so that t i (v j ) = δ ij , and the forgetful map H Proposition 5.5. For all m, n ∈ Z with m = n, the bundle E m,n is stable and hence simple.
Proof. A straightforward calculation shows that we have the inequality
These conditions are equivalent to stability of rank 2 bundles on P 2 . See [18] .
Going back to the reconstruction problem. The fan structure around v ∈ S defines a toric isomorphismXv ∼ = P 2 . Denote the corresponding bundle onXv by E v and put
which is a rank r bundle on P 2 . The tropical Lagrangian multi-section L defines a locally free sheaf Eσ onXσ for all σ ∈ P. The gluing dataš gives a set of inclusion maps ιστ :Xσ →Xτ forσ ⊂τ . In order to obtain a consistence gluing, we need have a set of diagrams Eσ gστ / / Eτ Xσ ιστ / /Xτ for some bundle map gστ : Eτ → Eσ covering the inclusion ιστ . They need to satisfy the cocycle condition gσρ = gστ • gτρ forσ ⊂τ ⊂ρ. Hence the data {Eσ}σ ∈P , {gστ }σ ⊂τ forms a direct system of locally free sheaves and E 0 (L m,n ) is defined as the direct limit. To obtain such a set of gluing data, we first note that the factor Θ ij equals to the identity I along the divisor D k for i, j, k distinct. Hence
Moreover, by definition of a tropical Lagrangian multi-section, for any τ , σ ∈ P, if U τ , U σ are their nneighborhoods such that U τ ∩ U σ = ∅, the function
is an affine function, which can be regarded as an affine function on π(U τ ∩ U σ ) ⊂ B. Hence we have a set of canonical bundle isomorphisms g στ : Eσ → ι * στ Eτ overXσ, defined by the characters correspond to the affine functions f τ σ • π −1 's. Composing with the natural projection ι * στ Eτ → Eτ , we obtain gστ : Eσ → Eτ . Since
the cocycle condition follows.
Definition 5.6. The locally free sheaf E 0 (L) is defined to be the direct limit lim −→ Eσ.
Simplicity and smoothing
From now on, we assume dim(B) = 2 and the polyhedral decomposition P is elementary (See Definition 2.11). The tropical Lagrangian multi-section we consider is L m,n (See Definition 4.2). We also assume the domain L of L m,n is connected. These assumptions imply at an unramified vertex v ∈ L, ϕ v can be represented by the piecwise linear function
Now we need to smooth the pair (X 0 (B,P,š), E 0 (L m,n )). First of all, in order to apply the Gross-Siebert program, we assume the polyhedral decomposition P is fine enough so that (B, P) (and hence (B,P)) is simple. With a choice of gluing dataš, by the main theorem of [12], botȟ X 0 (B, P,š) andX 0 (B,P,š) are smoothable to toric degenerations p : X → S,p :X → S over S := Spec(C[[t]]), respectively. Next, we want to apply the main result (Corollary 4.7) in [2] . Therefore, we need to compute the cohomology group H 2 (X 0 (B,P,š), End 0 (E 0 (L m,n ))). Higher cohomologies are usually hard to compute. But fortunately, we are in 2-dimension andX(B,P,š) is a Calabi-Yau, so it reduces to compute H 0 (X 0 (B,P,š), End 0 (E 0 (L m,n ))). We separate the cases r = 2 and r ≥ 3 into two subsections.
Smoothing in rank 2. We have two restriction maps
Π v : H 0 (X 0 (B,P,š), End(E 0 (L m,n ))) →H 0 (Xv, End(Ev)), Π 0 v : H 0 (X 0 (B,P,š), End 0 (E 0 (L m,n ))) →H 0 (Xv, End 0 (Ev)), respectively. We have already proven that Π 0 v ≡ 0 for v ∈ S. It remains to show that Π 0 v ≡ 0 for v / ∈ S. Recall that we have defined a graph G max on B by removing all the branched points of π : L → B. Hence if G max = ∅, we are done. However, if G max = ∅, the group H 0 (Xv, End 0 (Ev)) never vanishes for v / ∈ S since Ev ∼ = O P 2 (n) ⊕ O P 2 (m). We now fix a combinatorial condition on L. The union of all edges in P forms an finite trivalent graph Γ in B. Definition 6.1. A cycle γ ⊂ Γ is called a minimal cycle if there exists a 2-cell σ such that ∂σ = γ.
We now focus on m = n + 1.
Definition 6.2. Let G max ⊂ B be the maximum subgraph of Γ whose vertices are unbranched points of π : L → B. The tropical Lagrangian multi-section L n is simple if G max has no minimal cycle.
In particular, when G max is a disjoint union of trees, L n is always simple. Theorem 6.3. L n is simple if and only if the locally free sheaf E 0 (L n ) is simple.
Proof. Let s be a section of End 0 (E 0 (L n )) such that Π 0 v (s) = 0 for some v ∈ G max . Since Π v (s) is a non-zero section of O P 2 (1), there exists at least one vertexσ ∈P such that Π v (s) is non-zero at the torus fixed pointXσ ⊂Xv. Consider the minimal cycle γ := ∂σ. If there exists some vertex v ∈ V (γ) such that Π v (s) = 0, then by continuity, Π v (s) vanishes at the torus fixed pointXσ becausev andv share the common vertexσ (See Figure 2 ). Thus Π 0 v (s) = 0 for all v ∈ V (σ). In particular, γ ⊂ G max . 
We define
Clearly, λ vv ∈ C × and since ιστ • ιτv = ισv, which is independent of τ , the cocycle condition is satisfied. Thus we get a local system L → σ extending L → γ. Since σ is contractible, L, and hence L, is trivial as local system. Therefore, we can find
Thus we obtain a section A of End 0 (Eγ) →Xγ which vanishes along the boundary divisor ofXγ. Extend A by zero to the other toric components, we see that End 0 (E 0 (L n )) has a non-trivial section.
Remark 6.4. By the choosing sections of O P 2 (m − n) that vanish only along boundary divisors, it is not hard to see that when m = n + 2, E 0 (L m,n ) is simple if and only if G max is a collection of vertices in B\S and E 0 (L m,n ) is simple for m ≥ n + 3 if and only if G max = ∅. Corollary 6.5. L n is simple if and only if H 2 (X 0 (B,P,š), End 0 (E 0 (L n ))) = 0.
Proof. BecauseX 0 (B,P,š) has Gorenstein singularities, Serre duality holds. The canonical sheaf is trivial by Calabi-Yau condition.
Because of Corollary 6.5, we can apply the smoothing result of [2] to obtain the following Corollary 6.6. If L n are simple, then the pair (X 0 (B,P,š), E 0 (L n )) is smoothable.
6.2.
Smoothing in general rank. Let (B, P, ϕ) and L m,n = (L, π, P π , ϕ ) as before. Define P (L m,n ) := L × π L.
Since π has simple branching, the ramification locus S sits in the diagonal ∆ L as S × π S ⊂ ∆ L . There is a natural projection π B : P (L m,n ) → B. The preimage set π −1 B (x) has r 2 points if x / ∈ S while it has (r − 1) 2 points if x ∈ S. Note that the topological space P (L m,n ) is connected but not a manifold, even topologically. Nevertheless, P 0 (L m,n ) := P (L m,n )\∆ L , is a topological manifold but not necessarily connected. Define P := {σ 1 × π σ 2 | σ 1 , σ 2 ∈ P π with π(σ 1 ) = π(σ 2 )}.
For each σ ∈ P, we have π −1 B (σ) = σ 1 ,σ 2 ∈Pπ π(σ 1 )=π(σ 2 )=σ σ 1 × π σ 2 and π B | σ 1 ×πσ 2 : σ 1 × π σ 2 → σ is a homeomorphism. Denote by P (k) the k-dimensional strata of P (L m,n ), that is,
be the associated graph of P. It satisfies π B ( Γ) = Γ. Denote by V j ( Γ), the set of all vertices j-valent vertices in Γ. Write a vertex v :
If v i ∈ S for only one i, then v ∈ V 6 ( Γ). Lastly, if v i ∈ S for all i, which means v 1 = v 2 ∈ S , then v ∈ V 12 ( Γ) and six of the twelve edges are contained in the diagonal ∆ L .
Let G max ⊂ P 0 (L m,n ) be the subgraph of Γ such that v = (v 1 , v 2 ) ∈ V ( G max ) if and only if one of the following conditions is satisfied.
(1) For any adjacent edge τ := τ 1 × π τ 2 of v = (v 1 , v 2 ), put τ := π B ( τ ). Then there exist neighborhoods U τ i , U τ of Int(τ i ), Int(τ ), respectively, such that for all i = 1, 2, the following piecewise linear functions are convex
(2) If v i / ∈ S for all i = 1, 2, then
Here v = π B ( v). An 1-cell e ∈ E( G max ) if and only if e connects two points in V ( G max ). In particular, G max is at most 6-valent. For
where ± is determined by
Similar for v 2 ∈ S . We make the following notation. For any subgraph G ⊂ Γ. Defině
where E v i is the bundle corresponds to the piecewise linear function ϕ v i , defined in a neighborhood of v i ∈ L. Note that E G may not be a vector bundle because its rank can be non-constant. Nevertheless, it defines a sheaf onX G and hence a subsheaf of E 0 (L) by pushing forward via the inclusionX G →X 0 (B,P,š). To achieve smoothability, one would like to show that the cohomology H 0 (X 0 (B, P,š), End 0 (E 0 (L m,n ))) vanishes by showing the maps
. Then by definition of
, for some k ∈ {m, n}. Thus we also need to handle sections coming from E m,n (−k) and its dual. Let's first understand how sections of E m,n (−k) and its dual look like. Proposition 6.7. Let k, m, n ∈ Z. Suppose m > n, we have the following (1) If k ≥ m, then H 0 (P 2 , E m,n (−k)) = 0.
(2) If k ≤ n, then H 0 (P 2 , E * m,n (k)) = 0. (3) H 0 (P 2 , E m,n (−n)) = C s 0 , s 1 , s 2 and H 0 (P 2 , E * m,n (m)) = C s 0 , s 1 , s 2 , where s k , s k are sections which vanish at the torus fixed point D i ∩ D j , for i, j, k being distinct.
Proof. By Proposition 5.3, we only need to prove the statements for E m,n (−k) with m > n. On the charts W i ⊂ P 2 , write a section s ∈ H 0 (P 2 , E m,n (−k)) as
Then according to the transition rule of E m,n (−k), we have
In terms of the coordinates on W 1 and changing the indices, we obtain p,q≥0
Equation (4) and (3) imply the only possible non-vanishing a
pq 's and b (1) pq are those with index (p, q) sitting inside the region We now handle those homomorphisms coming from H 0 (P 2 , E m,n (−n)). When k = n, we see from Equation (4) and (3) that the only possible non-zero a (1) pq 's and b (1) pq are those with index (p, q) sitting inside
By compare coefficients of Equation (4) and (3), we have
0(m−n) = −a (0) 0(m−n) . Now, consider on the overlapping W 21 and in terms of the coordinates on W 2 , we have
Hence we have a
0(m−n) = 0 (and so a (0) 0(m−n) = 0 by (6)) and the only possible non-vanishing a (2) ij and b (2) ij are a (2)
Finally, we consider the overlapping W 21 . We have
00 (w 2 0 ) m−n Thus we have b (1) 00 = −a (2) (m−n)0 = −b (2) 0(m−n) , so any section of E m,n (−n) is of form
for some constant λ, µ, η ∈ C. By setting two of them equal zero, we see that s vanishes at a torus fixed point.
Remark 6.8. Equation (9) gives an explicit description of sections of E m,n (−n). Note that if s is a non-trivial section of E m,n (−n), then on each divisor, it splits into the following form
Example 6.11. If γ ⊂ G max is a minimal cycle such that V ( γ) ⊂ V 3 ( Γ), then γ can be well-colored. Explicitly, if ∂ σ = γ, then we color σ by white and all the outer faces by red.
We should give a more complex geometric meaning of well-coloring.
Definition 6.12. Let s be a non-trivial section of E n+1,n (−n) and ι i : P 1 → P 2 be an embedding mapping P 1 to the boundary divisor D i , i = 0, 1, 2. Write ι * i s = (c i , t i ), where c i ∈ H 0 (P 1 , O P 1 ) and t i ∈ H 0 (P 1 , O P 1 (1)). The pesudo-zero locus of s along D i is the set
The pesudo-zero locus of s is defined as
We also define the pesudo-zero locus P Z i (s) of a section s of O P 2 (1) along D i to be the zero locus of ι * i s Remark 6.13. The red-colored faces and edges should be thought of as the vanishing locus or pesudo-zero locus of certain non-trivial sections of O P 2 (1) or E n+1,n (−n), respectively. Different types of vertices correspond to different types of sections. The tropical images of the pseudo-zero loci of different types of sections are depicted in Figure 4 . Each triangle is the dual cell of some vertex v such that v = π B ( v) for some v ∈ V ( G). The "double triangle" should be thought of as a 2-fold covering ofv, which record the pesudo-zero locus of a section of E n,n+1 (−n) along toric divisors. Let G ⊂ G max be a well-colored subgraph. We construct a rank 1 local system on the subgraph 
In such case, we define
if v, v ∈ V 6 ( Γ) and τ is a green edge, (1) Suppose τ is not a red-colored edge its vertices v, v are in V 3 ( Γ). Then E v , E v are line bundles and ι * τv s v , ι * τv s v are non-trivial holomoprhic sections of ι * τv E v ∼ = ι * τv E v and hence λ v v (S) is a meromorphic function onXτ .
(2) Suppose τ is not a red-colored edge and some of its vertices v, v are in V 6 ( Γ), say v ∈ V 6 ( Γ).
Then E v is a rank 2 bundle. In such case, ι * τv Definition 6.14. Let G be a well-colored subgraph of G max . Let v ∈ V ( G) and for an adjacent face σ, we define σ := π B ( σ). Let σ i , i = 0, 1, 2 be the adjacent faces of while if v ∈ V 6 ( G), we have the following cases.
(IIa) If v is of Type II(a) with white-colored adjacent faces σ i , σ j such that the edge σ i ∩ σ j is green-colored, then
for all i = 0, 1, 2.
Definition 6.15. Let G be a well-colored subgraph of G max . Let τ ∈ E( G 0 ) be an edge with vertices v, v and adjacent faces σ, σ andš e ,š e ∈ C × be the gluing data correspond to the morphisms e :τ →v, e :τ →v . A data D := {δ( v)} v∈V ( G) is called compatible if the following conditions are satisfied.
(1) If τ has vertices v, v ∈ V 3 ( Γ) and two white-colored adjacent faces σ, σ , theň
.
(2) If τ is a blue edge that has vertices v ∈ V 3 ( Γ), v ∈ V 6 ( Γ) and two white-colored adjacent faces σ, σ , thenš
(3) If τ is a blue edge that has vertices v, v ∈ V 6 ( Γ) and two white-colored adjacent faces σ, σ ,
Given a well-colored subgraph G and a compatible data D, we define
for some τ , τ ∈ E( G 0 ), we define
if v, v ∈ V 6 ( Γ) and τ is a green edge,
if v, v ∈ V 6 ( Γ) and τ is not a green edge, , where σ is any white-colored adjacent face of τ . Clearly, λ v v (D)λ v v (D) = 1. Hence we obtain a rank 1 local system L G (D) on G 0 . This local system is independent of which white-colored cell we choose. Indeed, for each vertex v ∈ V ( G), we define
Then by Condition (1), (2), (3), (Ia) If v is of Type I(a) and σ is the unique white-colored adjacent face, we define
(Ib) If v is of Type I(b) such that τ k has two white-colored adjacent faces σ i , σ j , for i, j = k, we define
(IIa) If v is of Type II(a) with two unique white-colored face σ 1 , σ 2 so that the edge σ 1 ∩ σ 2 is green, we define s v by
(IIb) If v is of Type II(b) with a pair of white-colored faces σ 1 , σ 2 so that the edge σ 1 ∩ σ 2 is blue-colored, we define s v by
(IIc) If v is of Type II(c), we define s v by
Here, U σi := Spec(C[σ i ∩ M ]) are the affine charts ofXv. The pull back ι * τv χσ(v) is given by ι * τv χσ(v) = š e (σ)χσ(τ ) ifσ ⊂τ ⊂v, 0 otherwise.
Then by using Conditions (1), (2), (3), it is easy to see that ι * τv s v , ι * τv s v share the same pesudo-zero locus onXτ and the corresponding {λ v v (S)} is exactly given by {λ v v (D)}. The converse is also true, namely, given a set of sections S = {s v } v∈V ( G) whose vanishing locus respect the coloring of G and for any edge τ with vertices v, v , s v , s v share the same pesudo-zero locus onXτ , one can obtain a compatible data D by writing s v as a linear combination of characters inX v as above. We summarize by the following Proposition 6. 16 . Give a well-colored subgraph G ⊂ G max and a compatible data D, the assignment v → s v induces an isomorphism of local system L G (D) ∼ = L G (S).
We then have the following tropical description of sections of End 0 (E(L n )). Then we have H 0 (X 0 (B,P,š), End 0 (E 0 (L n ))) ∼ = G∈WC(Ln) D∈D G H 0 ( G 0 , L G (D)).
Proof. Let s ∈ H 0 (X 0 (B,P,š), End 0 (E(L n ))). Let G ⊂ G max be the subgraph such that v ∈ V ( G) if and only if Π v (s) = 0 and e ∈ E( G) if and only if e is connecting two vertices in V ( G). Let τ ∈ E( G) H( G) and σ ∈ F ( G).
• Color σ by red ifXσ lies in the pesudo-locus of Π v (s) for some vertex v ∈ σ. Color the remaining 2-cells by white. • Color those τ that has tow red-colored adjacent faces.
• Color τ by blue if v ∈ τ for some v ∈ V ( G) ∩ V 3 ( Γ) and has two white-colored adjacent faces or if τ = τ + (See (2) for the definition of τ ± ) for some v ∈ V ( G) ∩ V 6 ( Γ) such that Π τ + v (ι * τv Π v (s)) (See Remark 6.8 for definition of Π τ ± v ) is non-trivial. • Color τ by green if τ = τ − for some v ∈ V ( G) ∩ V 6 ( Γ) such that Π τ − v (ι * τv Π v (s)) is nontrivial.
• Color the remaining edges by black. By the geometry of pesudo-zero loci of sections of O P 2 (1), E n+1,n (−n) ∼ = E * n+1,n (n + 1), Conditions (2a)-(2d), (2(e)i)-(2(e)iii), (2(f)i)-(2(f)iii) are all satisfied. See Figure 4 for the tropical image of different types of pesudo-zero loci and Figure 3 for their dual. For Condition (2g). Let e be a halfedge of G that contains a vertex v ∈ V ( G). Let e be a half-edge of G. By definition of half-edge, e must connect v to a point v ∈ V ( G max )\V ( G). By definition of G, Π v (s) ≡ 0. In particular, the two adjacent faces of e must be red-colored. Hence we get Condition (2g). Clearly s induces a compatible data D such that the associate local system L G (D) is trivial.
Conversely, if we have a well-colored subgraph G ⊂ G max and a compatible data D such that L G (D) is trivial, then by definition there exists {c v } ⊂ C × such that ι * τv (c v s v ) = ι * τv (c v s v ) for all v, v and edge τ contains v, v . This means we can obtain a non-trivial section of E G →X G , whose vanishing locus are prescribed by the red-colored cells of G. In particular, s vanishes along the boundary divisor e∈H( G)X e . Hence we can extend s by zero to obtain a non-trivial section of H 0 (X(B,P,š), End 0 (E 0 (L n ))).
Remark 6.18. In view of Theorem 6.17, for a general tropical Lagrangian multi-section L, there should be a general notioin of compatible data which controls the Floer theory (at least the degree 0 part) of L. Theorem 6.17 leads us to make the following Definition 6. 19 . The tropical Lagrangian multi-section L n is called simple if for any well-colored subgraph G ⊂ G max and compatible data D, the local system L G (D) is non-trivial. Remark 6.20. We make some remarks that show that the simplicity condition in Definition 6.19 is equivalent to Definition 6.2 when r = 2.
(1) The proof of Theorem 6.3 show that if γ ⊂ G max is a minimal cycle whose vertices are all in V 3 ( Γ), then there exists a compatible data D such that L γ (D) is trivial. (2) For r = 2, the projections π 1 , π 2 : P 0 (L m,n ) → L\S define two homeomorphisms and hence π B | P0(Lm,n) : P 0 (L m,n ) → B\S can be identified with the unbranched covering map π| L\S : L\S → B\S. Thus the graph G max can be regarded as a graph in L\S and it has at most trivalent vertices. By Condition (2), we only take half of the vertices in defining G max , so G max and G max are in fact homeomorphic via π| L\S . Moreover, we have already seen that any minimal cycles γ ⊂ G max with trivalent vertices can be well-colored and always carry a compatible data D such that L γ (D) is trivial. That's why when r = 2, we just need non-existence of minimal cycle to define simplicity of L n .
Then we can apply Theorem 6.17 to deduce the following Theorem 6.21. The tropical Lagrangian multi-section L n is simple if and only if E 0 (L n ) is simple.
Again, by applying Serre duality and Corollary 4.7 of [2] , we obtain Corollary 6.22. If L n is simple, then the pair (X 0 (B,P,š), E 0 (L n )) is smoothable.
Now we give an idea of defining simplicity of L m,n for m ≥ n + 2. For m ≥ n + 2, although O P 2 (m − n) has more pseudo-zero loci as m grows (for example, there are 15 types of pseudozero loci when m = n + 2), there are still only three types of pseudo-zero loci for E m,n (−n) by Proposition 6.7. The pesudo-zero loci of E m,n (−n) are precisely those shown on Figure 4 such that each edge-interior red dot split into m − n distinct points in the interior of the corresponding edge. After classifying all such pesudo-zero loci, we can modify the definition of well-colored subgraphs and compatible data according to the pesudo-zero loci of O P 2 (m − n) and E m,n (−n) to define the local systems {L G (D)} so that the triviality of such a local system corresponds to a 1-parameter family of sections of End 0 (E(L m,n )) as in Theorem 6.17. In the case m > n + 2, one can easily see that E 0 (L m,n ) is simple if and only if for any 6-valent well-colored subgraph G ⊂ G max and any compatible data D on G, the local system L G (D) is non-trivial. For m = n + 2, E 0 (L m,n ) is simple if and only if for any well-colored subgraph G ⊂ G max , whose edges have at least one 6-valent vertex, and any compatible data D on G, the local system L G (D) is non-trivial.
