Introduction
In classical Morse theory 23], one begins with a smooth manifold M and a smooth function on M: The main point is a very precise relationship between the critical points of the function and the topology of M: In 24, 25] , Novikov introduced a generalization of this theory. Novikov's theory begins with a closed 1-form ! on M: Locally we can write ! = df for some function f which is well-de ned up to the addition of a constant. In particular the critical points of f; and their indexes, are well-de ned. Classical Morse theory appears as the case when ! is exact, that is when ! = df globally. In the generalized setting, Novikov found the appropriate topological data so that the corresponding Morse theorems remain true. We will say more about this later. The investigation of this theory has continued in a variety of directions (e. 31] , 11] for some applications of this theory. In this paper we extend the theory to include a combinatorial analog of Novikov's theory.
We begin in x1 by de ning, and beginning the investigation of, the appropriate notion of a combinatorial di erential form. In x2 we restrict attention to those combinatorial 1-forms which play a role in the combinatorial Novikov-Morse theory. We then show in x3 that the Novikov-Morse inequalities are true in this setting.
This work was partially supported by the National Science Foundation and the National Security Agency. 1 Another facet of Morse's theory is the Morse complex, a di erential complex, which we denote by M; which is constructed from the critical points and has the same homology as the underlying manifold. In the case of classical Morse theory, Milnor showed in 20] that
Tor (M) = Tor (M) (0. 1) where Tor (M) denotes the Reidemeister torsion of M; and Tor (M) denotes the corresponding torsion of the Morse complex. Actually, both sides of 0.1 depend on the choice of a representation of 1 (M); but we will be much more precise about all this shortly.
In 15] formula 0.1 was investigated for closed 1-forms with integral periods (or equivalently, for ! = df where f is a S 1 -valued function). They found that in this case there is a correction term. Namely, Tor (M) = Tor (M) (1; !) (0.2) where (z; !) is a zeta-function built from the closed orbits of the ow along the vector eld dual to !: See 30] for more recent work in this direction.
It should be noted that formula 0.2 had previously been established for many vector elds with no zeros in 13, 14] . In the case of an S 1 -valued function with no critical points, (0.2) is contained implicitly in 21] (as was pointed out by Fried) . In fact, it seems likely that formula (0.2) holds for a generic vector eld on M: Such a formula cannot hold for all vector elds since every manifold of dimension 3 with Euler characteristic 0 has a vector eld with no zeroes and no closed orbits ( 17, 40] ). The determination of the precise set of vector elds for which (0.2) holds remains an important question.
In x4 of this paper we present a proof of this formula in the combinatorial setting.
Actually, we only outline the proof, as the major steps have already appeared in 9] and 10]. In 15], formula (0.2) is conjectured to be the value of a Seiberg-Witten invariant if dim(M) = 3: The idea is that closed orbits of ! on a 3-manifold correspond to pseudo-holomorphic curves on a symplectic 4-manifold. Taubes has shown in 35] that the Seiberg-Witten invariant counts such curves. We hope that this paper may ultimately play a role in a combinatorial understanding of the Seiberg-Witten invariants. Now let us describe the contents of this paper in more detail. Let M be a nite regular CW complex. Let K denote the set of open cells of M > We write (p) if is a cell of dimension p; and < (or > ) if lies in the boundary of (and we say is a face of ). In 7, 8, 9] we introduced the idea of a combinatorial Morse function. Let us quickly review this notion. where P r k (!) denotes the periodic !-paths on M of length r and index k: In 10] we studied the dynamics of such paths, and showed that one could recreate much of the theory of smooth dynamical systems. In particular, one can de ne the notion of a basic set. Suppose is contained in a closed !-path. Let be the set of all cells for which there is a closed !-path continuing both and : We call a non-trivial basic set. We proved in 10]. The proof involves nding a Lyapunov function for the !-paths, and using this function to deform the boundary operator @: We see that this separates the torsion into 2 terms, one involving the non-trivial basic sets, and the other involving the critical cells. The theorem then follows by applying the earlier theorems separately to the two terms.
It is interesting to note that in x4 we prove this formula for the ow along any combinatorial vector eld (as de ned in 10]), not just for the gradient paths of a Morse form.
The author would like to thank M. Hutchings for some very interesting converstaions on this these topics.
Combinatorial Differential Forms
In this section, we present a di erential complex which seems to provide the appropriate context for our work on this subject. There is nothing really new here, but his complex does not seem to have been explicitly studied earlier.
Let M be a regular cell complex of dimension n; and
the real cellular chain complex of M, with respect to any coe cient eld. Let
A linear map
is said to be of degree d if for all p = 1; 2; : : : ; n
We will be primarily interested in maps of nonpositive degree. We pause here to make a few remarks. 1) In the following sections in which we must work with real coe cients. However, the de nitions and the main theorem of this section hold for any coe cient ring. 2) For each d 0; d (M) is a module over the coe cient ring.
3) The de nitions lead to the (perhaps unsettling) result that the boundary operator @ is a combinatorial di erential 1-form (we will have more to say about this later). 4) Composition induces a map
The next step is to de ne a di erential 
Proof. One way to prove this theorem is to observe that (M) is the cellular cochain complex associated to a subdivision of M: Namely, place a vertex in each cell of M: Draw an edge between the vertices corresponding to each pair of cells of the form Figure 1 Instead, we will provide a direct algebraic proof which will also serve to illuminate some of the structure of the objects we have introduced. We can piece all of this together in a double complex. continuing in this fashion, the identity (1.1) implies that the function F so constructed is well-de ned on any simply-connected subcomplex of M which contains :
Before leaving this section, we return to our earlier remark that for any regular cell complex M; the coboundary operator is a combinatorial di erential 1-form. In fact, is closed. Therefore, from Theorem 1.2, represents a cohomology class of M. To be consistent with the standard terminology, if is critical, we de ne the index of to be the dimension of :
In fact, Morse 1-forms have a bit more structure than may at rst be apparent. Observe that the form ! constructed in this proof is trivial, in the sense that every cell is critical.
In our proofs, it will be convenient to restrict attention to Morse forms which satisfy an additional hypothesis.
De nition 4. Let ! 2 1 (M; R) be a Morse 1-form. Say ! is at if for all p and all
The main goal of this section is to prove that nothing is lost by restricting attention to at Morse 1-forms, as any Morse 1-form is equivalent, in a precise sense, to a at Morse form. We begin with a little of the standard theory of covering spaces, expressed in the language of this paper. Let :M ! M denote the universal cover of M; withM given the cell structure induced from M: Let! = !. Then! is exact, so we can nd a functionF 2 0 (M; R) satisfying DF =!: (F is de ned up to an additive constant).
The rst step is to observe that for any covering transformation g :M !M (i.e., so that = g) the functionF g ?F is constant, That is, F(g( We will later prove Consider the complex W(t) for this t: The equalities dim W p (t) = m p (!) dim H p (W(t)) = B p (h) along with some simple linear algebra, imply the desired Morse inequalities.
Reidemeister Torsion
In this section we use the techniques of 9] and 10] to prove a formula for Reidemeister torsion in terms of the dynamics of the gradient vector eld of a Morse 1-form. In the case of the di erential of a smooth S 1 -valued function on a smooth manifold, this formula recently appeared in 15]. Earlier, special cases appeared in 20] and 13, 14] .
To explain the desired formula, we begin with a review of Reidemeister torsion. This formula for Tor(M; ) rst appeared in 32]. Let ! be a Morse 1-form. The goal of this section is to prove a formula for T(M; ) in terms of the dynamics of !: This formula will have two types of contributions. One from the Morse complex of ! which is built from the critical points. The other is a zeta function built from the periodic orbits. We now describe these ingredients more precisely. Our presentation will be very brief. We have assumed that is acyclic so M(!; ) is exact. Note that each M p (!; ) inherits an inner product from C p (M; ): We can now de ne the adjoint operator@ ; the corresponding Laplace operators~ ; and thus, using the formula (4), the torsion T(M(!; )) of this complex.
In 9] we proved that if ! is exact, then We now x an acyclic representation : 1 Suppose is critical. Then for all (p+1) > ; g( ) > g( ) so that 6 ; and for all (p?1) < ; g( ) < g( ), so that 6 : This implies that for all i We take a moment to consider the operator i p . Extend the cell structure of i to a cell structure on i (this is not necessary if i is a subcomplex of M). Then 
