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Abstract. Space Time Auto Regressive(1;1) Model or STAR(1;1) model is a form of 
model that involves location and time. The STAR(1;1) model is a stationary space time 
model in mean and variance. The STAR model can be used to forecast future 
observations at these locations by involving the effects of observations at other nearby 
locations in spatial lag 1 and lag time 1 [2]. The STAR model can be written as a linear 
model assuming that error is normally distributed with zero mean and constant 
variance. In this research, the parameter estimation procedure for STAR model using 
binary weight, MKT method and STAR model for the estimation of petroleum 
production in 3 wells is assumed to be in a homogeneous reservoir. 
Keyword: Parameter, Model or STAR(1;1), Binary Weight, stationary space time, 
Estimation 
 
 
1. Introduction 
Stationary time series of stochastic processes are sequences of random variables that are 
given time sequences. Problems related to actual time are often found in daily life, for example 
in the production of petroleum wells, petroleum production, cement production, rainfall and so 
forth. 
Data problems that are observed and related to time are called time series data. Production 
from PT Persero Pertamina's oil wells, Mundu, Jatibarang is a time series problem, which can 
be modeled with the Order 1 Auto Regression model or AR(1), which is a simple model, so it 
is better known and often used today [3]. This model can be developed if there are more than 
one petroleum wells through the Order 1 Auto Regression Vector model or VAR(1) [2]. In the 
VAR(1) model a correlation can be drawn between petroleum wells [4]. Further location 
characteristics can be illustrated through a weight matrix. The special case of the VAR(1) 
model is the Space Time Auto Regression or STAR(1;1) model [1]. 
 
  
2. Methods used 
This study is secondary data from petroleum production, namely data of 3 petroleum 
production wells in PT Persero Pertamina, Mundu, Jatibarang, which was taken through 
collaboration between the research team of the Mathematics Department of FMIPA Unpad and 
the Data Section of PT Pertamina, Mundu Field, Jatibarang. 
Research diagram as follows: 
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The flow/diagram below is the flow/diagram for research in the FMIPA Unpad 
Independent Research in the Mathematics Department in cooperation with PT Persero 
Pertamina, Mundu, Jatibarang: First start by determining the data to be processed, to process 
the data it is necessary to study the theory of stochastic processes; The time series, starting 
from the univariate; AR(1) model, ACF (Autocorrelation Function), PACF (Partial 
Autocorrelation Function), to establish AR(1) model. Then determine the uniform matrix, 
weight matrix of location W and binary matrix, parallel matrix, then; study the STAR(1;1) 
model, apply the STAR(1;1) model, estimate the parameters of the STAR(1;1) model with the 
MKT method, then check diagnosis, if there is an obstacle it will return to the next data, if it is 
done The diagnosis check is successful, then the process will be continued namely forecast 
based on the estimated STAR(1;1) model on secondary data from oil production, namely data 
on 3 petroleum production wells at PT Persero Pertamina, Mundu, Jatibarang, which was taken 
through collaboration between the Department's research team Mathematics with PT Pertamina 
Data Section, Mundu Field, Jatibarang.  
 
 
 
 
3. Results and Discussion 
Model AR(1) is the simplest univariate time series model, because it states that current 
time observations are influenced by observations of one time before and the error element [2] 
is written as follows: 
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The STAR(1;1) model states that the current time observations at a particular location are 
influenced by an observation of a previous time at that location and the surrounding locations 
in a study group. For simplicity of the model, the study focused on time lag 1 and spatial lag 1 
for the STAR(1;1) model in several locations [5]. 
 
The STAR(1;1) model  is stated: 
                     
 
and error vectors:     
     
 
and uniform weights:     
 
 
The STAR(1;1) model equation for 3 locations can be presented in the following form:   
Equation (1) can be expressed in the form of: 
 
with     
 
Estimating the STAR(1;1) Model Parameters 
The parameter estimation of the STAR(1;1) model can be done using the MKT method, 
because the STAR(1;1) model can be expressed as a linear model:  
                              
Estimating the linear model parameters by the MKT method for equation (5) yields: 
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In this study, it will be shown that the parameter estimation of the STAR(1;1) model by the 
MKT method will give results in accordance with the equation (6). 
 
Data of 3 petroleum production wells of PT Persero Pertamina, Mundu, Jatibarang, taken 
through collaboration between the Mathematics Department research team and PT Pertamina 
Data Section, Mundu Field, Jatibarang and stated with well 1 (V1), well 2 (V2) and well 3 
(V3), from each of the data wells taken 80 data are presented in the following table;  
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From the data of 3 petroleum production wells of PT Persero Pertamina, Mundu Field, 
Jatibarang, which were taken through collaboration between the Mathematics Department 
research team with the Data Section of PT Pertamina Pertamina, Mundu Field, Jatibarang and 
stated with wells 1 (V1), wells (V2) and wells 3 (V3), from each of the data wells taken 80 data 
generated graph images from each well and combined graphs from the data of the three wells 
and ACF and PACF graphic images of oil production data for each well, namely Well 1 (V1), 
Well 2 (V2) and Well 3 (V3) of petroleum production are presented as follows: 
 
Fig 1. Oil Production Data for each Well, namely Well 1 (V1), Well 2 (V2) 
and Well 3 (V3) 
 
 
 
 
 
 
Fig 2. Combined Graph of Oil Production Data for Well 1 (V1), Well 
2 (V2) and Well 3 (V3) 
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Fig 3. The ACF and PACF Graph of Oil Production Data for Well 1 
(V1), Well 2 (V2) and Well 3 (V3) 
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Fig 4. Star Model (Time Series) Data 3 Earth Oil Wells 
Graphic Image Descriptions:  
1. The blue color is a graph of Well 1 Petroleum data  
2. The red color is a graph of Well 2 Petroleum data 
3. The purple/grey color is a graph of Well 3 Petroleum data 
4. Conclusion 
The STAR(1;1) model is a multivariate time series model using a weight matrix that 
describes location characteristics. The STAR(1;1) model parameter |
10
| +  |
11
| < 1. The 
STAR(1;1) model can be applied to various real phenomena, such as data on petroleum 
production. For data on STAR(1;1) oil production, it can also be used to forecast oil production 
at a location involving other locations around it. 
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