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Gene expression plays a central role in the orchestration of cellular
processes. The use of inducible promoters to change the expression
level of a gene from its physiological level has significantly contrib-
uted to the understanding of the functioning of regulatory networks.
However, from a quantitative point of view, their use is limited to
short-term, population-scale studies to average out cell-to-cell vari-
ability and gene expression noise and limit the nonpredictable effects
of internal feedback loops that may antagonize the inducer action.
Here, we show that, by implementing an external feedback loop, one
can tightly control the expression of a gene over many cell genera-
tions with quantitative accuracy. To reach this goal, we developed
a platform for real-time, closed-loop control of gene expression in
yeast that integrates microscopy for monitoring gene expression at
the cell level, microfluidics to manipulate the cells’ environment, and
original software for automated imaging, quantification, and model
predictive control. By using an endogenous osmostress responsive
promoter and playing with the osmolarity of the cells environment,
we show that long-term control can, indeed, be achieved for both
time-constant and time-varying target profiles at the population
and even the single-cell levels. Importantly, we provide evidence that
real-time control can dynamically limit the effects of gene expression
stochasticity. We anticipate that our method will be useful to quanti-
tatively probe the dynamic properties of cellular processes and drive
complex, synthetically engineered networks.
model based control | computational biology |
high osmolarity glycerol pathway | quantitative systems biology
Understanding the information processing abilities of bi-ological systems is a central problem for systems and synthetic
biology (1–6). The properties of a living system are often inferred
from the observation of its response to static perturbations. Time-
varying perturbations have the potential to be much more in-
formative regarding the dynamics of cellular functions (7–12).
Currently, it is not possible to precisely perturb protein levels in an
analogous manner, even though this perturbation would be in-
strumental in our understanding of gene regulatory networks.
Indeed, despite the development of novel regulatory systems, in-
cluding various RNA-based solutions (13), transcriptional control
by means of inducible promoters is still the preferred method for
manipulating protein levels (14, 15). Unfortunately, inducible
promoters have several generic limitations. First, there is a signif-
icant delay between gene expression activation and effective
protein synthesis. Second, many cellular processes can interfere
with gene expression through internal feedback loops whose
effects are hard to predict. Third, the process of gene expression
shows significant levels of noise (16–18). Given these limitations,
novel experimental strategies are required to gain quantitative,
real-time control of gene expression in vivo.
Here, we see the problem of manipulating gene expression to
obtain given temporal profiles of protein levels as a model-based
control problem.More precisely, we investigate the effectiveness of
computerized closed-loop control strategies to control gene ex-
pression in vivo. Inmodel-based closed-loop control, amodel of the
system is used to constantly update the control strategy based on
real-time observations. We propose an experimental platform that
implements such an in silico closed loop in the budding yeast Sac-
charomyces cerevisiae. We show that gene expression can be con-
trolled by repeatedly stimulating a native endogenous promoter
overmany cell generations (>15 h) for both time-constant and time-
varying target profiles and at both the population and single-cell
levels. Recently, Milias-Argeitis et al. (19) also proposed an ap-
proach for feedback control of gene expression in yeast. In contrast
to their work, we propose amethod that is effective at the single-cell
level, for time-varying target profiles, and robust despite the pres-
ence of strong internal feedback loops. We start by describing the
gene induction system and the experimental platform before dis-
cussing its efficiency.
Results and Discussion
Controlled System. We based our approach on the well-known re-
sponse of yeast to an osmotic shock, which is mediated by the high
osmolarity glycerol (HOG) signaling cascade. Its activation leads to
the phosphorylation of the protein Hog1 (Fig. 1A), which orches-
trates cell adaptation through glycerol accumulation. Phosphory-
lated Hog1 promotes glycerol production by activating gene
expression in the nucleus as well as stimulating glycerol-producing
enzymes in the cytoplasm. After they are adapted, the cells do not
sense the hyperosmotic environment anymore, the HOG cascade is
turned off, and the transcriptional response stops (20–22). In con-
trol terms, yeast cells implement several short-term (non tran-
scriptional) and long-term (transcriptional) negative feedback loops
that ensure perfect adaptation to the osmotic stress (10, 23). Be-
cause of these adaptation mechanisms, it is a priori challenging to
control gene expression induced by osmotic stress. It is, thus, an
excellent system to show that one can robustly control protein
levels, even in the presence of internal negative feedback loops.
Several genes are up-regulated in response to a hyperosmotic stress.
These genes include the nonessential gene STL1, which codes for
a glycerol proton symporter (24, 25). We decided to use its native
promoter (pSTL1) to drive the expression of yECitrine, a fluores-
cent reporter. Applying an osmotic stress transiently activated the
HOG cascade (Fig. 1B), and yECitrine levels reached modest
values (600 fluorescence units) (Fig. 1B). Importantly, when short
but repeated stresses were applied, pSTL1 could be repeatedly
activated, and much higher levels could be reached (Fig. 1C).
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A closed-loop control of the pSTL1 activity requires the ac-
quisition and analysis of live cell images, the computation of the
input (i.e., osmolarity) to be applied in the near future, and
the ability to change the cells osmotic environment accordingly
(Fig. 1 D and E).
Experimental Platform. To observe the cells and control their
environment, we designed a versatile platform made of standard
microscopy and microfluidic parts. The microfluidic device
contained several 3.1-μm-high chambers that were connected by
both ends to large channels through which liquid media could be
perfused (Fig. 1D). Because the typical diameter of an S. cer-
evisiae cell is 4–5 μm, the cells were trapped in the chamber and
grew as a monolayer. Their motion was limited to slow lateral
displacement due to cell growth (Fig. S1). This design allowed
for long-term cell tracking (>15 h) and relatively rapid media
exchanges (∼2 min). The HOG pathway was activated by
switching between normal and sorbitol-enriched (1 M) media.
Model of pSTL1 Induction. To decide what osmotic stress to apply
at a given time, we used an elementary model of pSTL1 in-
duction. Many models have been proposed for the hyperosmotic
stress response in yeast (10, 26–30). We used a generic model of
gene expression written as a two-variable delay differential equation
system, where the first variable denotes the recent osmotic stress felt
by the cell and the second variable is the protein fluorescence level
(Fig. 1D, Materials and Methods, Table S1, and SI Materials and
Methods). Because our goal was to show robust control, despite the
presence of unmodeled feedback loops, the adaptationmechanisms
described above were purposefully neglected. The choice of this
model was also motivated by the tradeoff between its ability to
quantitatively predict the system’s behavior (favors complexity) and
the ease of solving state estimation problems (favors simplicity).
Despite its simplicity, we found a fair agreement between model
predictions and calibration data corresponding to fluorescence
profiles obtained by applying either isolated or repeated osmotic
shocks of various durations (Fig. 1C and Fig. S2).
Closing the Loop. The fluorescence intensity of a single cell arbi-
trarily chosen at the start of the experiment, or the average
fluorescence intensity of the cell population, was sent to a state
estimator (extended Kalman filter discussed in SI Materials and
Methods) connected to a model predictive controller (31). Model
Predictive Control (MPC) is an efficient framework well-adapted
Fig. 1. A platform for real-time control of gene expression in yeast. (A) A hyperosmotic stress triggers the activation and nuclear translocation of Hog1.
Short-term adaptation is mainly implemented by cytoplasmic activation of the glycerol-producing enzyme Gpd1 and closure of the aqua-glyceroporin channel
Fps1. Long-term adaptation occurs primarily through the production of Gpd1. (B) When maintained in a hyperosmotic environment (1 M sorbitol), the HOG
cascade was quickly activated, which is seen by Hog1 nuclear enrichment. This transient signaling response lasted typically <20 min. The expression level of
pSTL1-yECitrine (YFP) increased after an ∼20-min delay, peaked around 600 fluorescence units after 100 min, and then decayed. (C) In contrast, the fluo-
rescence level showed a continuous increase when stimulated periodically (T = 30 min). The increase rate was larger for longer pulses (red, 8 min; yellow,
5 min). Black curves are the expected behaviors based on our model of the pSTL1 induction. Solid lines and their envelopes are the experimental means and
SDs of the cells’ fluorescence. (D) Yeast cells grew as a monolayer in a microfluidic device that was used to rapidly change the cells’ osmotic environment (blue
frame) and image their response. Segmentation and cell tracking were done using a Hough transform (orange frame). The measured yECitrine fluorescence,
either of a single cell or of the mean of all cells, was then sent to a state estimator connected to an MPC controller. A model (black frame) of pSTL1 induction
was used to find the best possible series of osmotic pulses to apply in the future so that the predicted yECitrine level follows a target profile. (E) At the present
time point (orange circle), the system state is estimated (green), and the MPC searches for the best input (pulse duration and number of pulses) (see text and SI
Materials and Methods), which minimizes the distance of the MPC predictions (black curves) to the target profile (red dashed line) for the next 2 h. Here, the
osmotic series of pulses that corresponds to the blue curve (4) was selected and sent to the microfluidic command. This control loop is iterated every 6 min.
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to constrained control problems. Schematically, given a model of
the system and desired temporal profiles for the system’s out-
puts, MPC aims at finding inputs to minimize the deviation be-
tween the outputs of the model and the desired outputs. The
control strategy is applied for a (short) period. Then, the new
state of the system is observed, and this information is used to
compute the control strategy to be applied during the next time
interval. This receding horizon strategy yields an effective feed-
back control. In practice, every 6 min, given the current estimate
of the system state, past osmotic shocks, and our model of gene
expression, the controller searched for the optimal number of
osmotic pulses to apply within the next 2 h and their optimal start
times and durations (Fig. 1E). If a shock had to be applied within
the next 6 min, then it was applied. Otherwise, the same com-
putation was reiterated 6 min later based on new observations,
thus effectively closing the feedback loop. Here, we dealt with
short-term cell adaptation by imposing a maximal stress duration
of 8 min and a 20-min relaxation period between consecutive
shocks. Under such conditions, cells stay responsive to osmotic
stress at all times (Fig. 1C). This can be explained by the fact that,
in absence of stress, the glycerol channel Fps1 opens (21, 32) and
lets the glycerol leak out of the cell, thus effectively resetting the
osmotic state of the cells (29).
Note that a proportional integral (PI) controller would have
been an attractive alternative, because it would not have re-
quired the development of a model of the system. With PI
controllers, the applied input (i.e., stress) is simply the weighted
sum of the current error (deviation between target and measured
outputs) and the integral of the (recent) past errors. Consequently,
using a PI controller to reach high levels of fluorescence would
lead to a control strategy in which high stress is maintained over
extended periods of time. This condition would trigger cell ad-
aptation and eventually lead to a stalled situation in which the
maximal stress is applied without any effect.
Closed-Loop Population Control Experiments. Our first goals were to
maintain the average fluorescence level of a cell population at a-
given constant value (set-point experiment) and force it to follow
a time-varying profile (tracking experiment). Both types of experi-
ments lasted at least 15 h, starting with a few cells and ending with
100–300 cells in the field of view (Fig. S3). The control objective
was to minimize the mean square deviations (MSDs) between the
mean fluorescence of the population of cells and the target profile.
We succeeded in maintaining the average fluorescence level at
a given constant value or forcing it to follow several given time-
varying profiles (Fig. 2 A–D, Figs. S3, S4, and S5, and Movies S1,
S2, and S3). Admissible time-varying target profiles were obviously
constrained by the intrinsic timescales of the system, such as the
maximal protein production and degradation rates. However,
within these constraints, graded responses could be obtained. In
Fig. 2C, for example, the trapeze slope is less steep than what
maximal pSTL1 induction can deliver (Fig. 2 A and B). Note that
our control strategy opened the possibility to reach higher fluo-
rescence levels than what full induction with a step shock would
allow (compare with Fig. 1B). Indeed, because of cell perfect ad-
aptation to hyperosmotic stresses, a sustained 1 M sorbitol shock
triggers only a transient gene expression and fluorescence peaks at
moderate levels (Fig. 1B). By using repeated, well-separated pulses,
Fig. 2. Real-time control of gene expression can be achieved at the population level. (A and B) Set-point control experiments with target values 1,000 and 1,500
fluorescence units (f.u.; red dashed line). This unit is the same across all graphs (no renormalization). To avoid desensitizing the HOG pathway, the controller
repeatedly applied short osmotic pulses (durations between 5 and 8 min). The timeline of osmotic events is shown at the bottom of each graph (color code along
the bottom). Shock starting times and durations were computed in real time. The measured mean cell fluorescence is shown as solid blue lines. The envelopes
indicate SD of the fluorescence distribution across the yeast population. (C and D) Tracking control experiments. In C, the target has a trapezoidal shape
(maximum at 1,500 f.u.). In D, the target is sinusoidal (average value at 1,500 f.u.). In both cases, the mean level of fluorescence successfully follows the time-
varying target profile. (E and F) Open-loop control experiments. Two examples of open-loop control (the osmotic inputs were computed using our model before
starting the experiments) showing poor control quality. Errors accumulate over time. The simulated behavior of the system is represented in violet.

















pSTL1 was iteratively activated (Fig. 1C and Movie S4). To assess
the effective control range, we performed additional control ex-
periments with target values spanning an order of magnitude (200–
2,000 fluorescence units) (Fig. S5). Despite an initial overshoot for
the lower target (200 fluorescence units), our results showed good
control accuracy over time.
Quantitative limitations of our experimental platform can orig-
inate from the model, the state estimator, the control algorithm,
and the intrinsic biological variability of gene expression. In silico
analysis showed that applying the proposed control strategy to the
(estimated state of the) system resulted in control performances
that were significantly better than those obtained experimentally
(Fig. 2 E and F and Fig. S4). Therefore, the control algorithm
performed well, and future improvements should focus on system
modeling and state estimation to better represent the experimental
state of the system. To assess the importance of biological vari-
ability and modeling limitations, we carried out open-loop control
experiments with the same objectives and the same model of the
system. A time series of osmotic pulses was computed before the
experiment and then sent to yeast cells without performing real-
time corrections. Important deviations were found, indicating clear
discrepancies between model predictions and the long-term system
behavior (Fig. 2E and F). As expected, open-loop strategies cannot
result in a quantitative, robust control of gene expression. In con-
trast, closed-loop control performs well, despite significant bi-
ological variability and/or limited model accuracy.
Closed-Loop Single-Cell Control Experiments. In a second set of
experiments, we focused on the real-time control of gene expres-
sion at the single-cell level. We tracked one single cell over at least
15 h and used its fluorescence to feed theMPC controller. As shown
in Fig. 3, we obtained results with quality that is out of reach of any
conventional gene induction system, both for constant and time-
varying target profiles (Movies S5, S6, and S7). Because of intrinsic
noise in gene expression, single-cell control was a priori more
challenging than population control. Indeed, compared with the
mean fluorescence levels in population control experiments, the
fluorescence levels of controlled cells in single-cell control experi-
ments showed larger fluctuations around the target values. How-
ever, at the cell level, the MSDs of controlled cells obtained in
single-cell control experiments were significantly smaller than the
MSDs of a cell in population control experiments (Fig. 4B, SI
Materials and Methods, Table S2, and Fig. S6). For set-point control
experiments in which fluctuations happen around a fixed reference
value, we also defined the fluorescence noise level as the standard
deviation (SD) over the mean. Again, we found that single-cell
control significantly decreased noise at the cell level (Fig. 4C, SI
Materials andMethods, Table S2, and Fig. S6). Taken together, these
results show that real-time control effectively improves control
quality and counteracts the effects of noise in gene expression when
performed at the single-cell level. Interestingly, single-cell control
experiments showed that, in few cases, the controlled cell behaved
significantly differently from the rest of thepopulation over extended
periods of time (e.g., see Fig. 3A), suggesting long-term memory
effects for gene expression spanning many cell generations. Lastly,
the fact that, for different controlled cells but the same control ob-
jective, the decisions of the closed-loop controller were markedly
different (Fig. 3E) highlights the fact that feedback control was
critical to achieve good control performance at the single-cell level.
This suggests that cell-to-cell variability and noise in gene expression
fundamentally limit the quality of any open-loop inducible system.
Fig. 3. Real-time control of gene expression can be achieved at the single-cell level. (A and B) Set-point control experiments at values 1,000 and 1,500 f.u. The
yECitrine fluorescence of the controlled cells is shown as orange lines. The blue line and its envelope indicate the mean fluorescence and the SD of the
fluorescence across the cell population. The population follows the target profile but with less accuracy than the controlled single cell. (C and D) Tracking
control experiments. In C, the target has a trapezoidal shape (maximum at 1,500 f.u.). In D, the target is sinusoidal (average at 1,500 f.u.). (E) The fluorescence
of the controlled cell in three different single-cell control experiments is represented together with the osmolarity profiles that were applied. Different
experiments are labeled with different colors, and therefore, their corresponding osmotic inputs can be identified. It appears that, for each cell, the controller
decisions were markedly different, showing that cell-to-cell variability was at play and that feedback control was critical when performing single-cell control.
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Conclusions
We showed that gene expression can be controlled in real time
with quantitative accuracy at both the population and single-cell
levels by interconnecting conventional microscopy, microfluidics,
and computational tools. Importantly, we provided evidence that
real-time control can dynamically limit the effects of gene ex-
pression stochasticity when applied at the single-cell level. This
model predictive control framework overcame the presence of
a significant delay between the environmental change and the
fluorescent protein observation and the action of strong non-
modeled endogenous negative feedback loops. The fact that
good control results can be obtained in a closed-loop setting with
a relatively coarse model of an endogenous promoter (compare
with open-loop results) suggests that extensive modeling will
not be required to transpose our approach to other endo- and
exogenous induction systems (e.g., the galactose, methionine, or
tetracycline inducible promoters). To appreciate the difficulty of
the control problems that we addressed, one should keep in mind
that the controlled system, a yeast cell, is an extremely complex
and partially known dynamical system and that the controlled
process, gene expression, is intrinsically stochastic.
Despite the fact that the importance of control theory for systems
and synthetic biology has been widely recognized for more than
a decade (33, 34), the actual use of in silico feedback loops to
control intracellular processes has only been proposed recently. In
2011, we showed that the signaling activity in live yeast cells can be
controlled by an in silico feedback loop (35). Using a PI controller,
we controlled the output of a signal transduction pathway by
modulating the osmotic environment of cells in real time. A similar
framework has been proposed by Menolascina et al. (36). More
recently, Toettcher et al. (37) used elaborate microscopy techniques
and optogenetics to control (in real time and the single-cell level)
the localization and activity of a signal transduction protein (PI3K)
in eukaryotic cells. Interestingly, they were able to buffer external
stimuli and clamp phosphatidylinositol (3,4,5)-triphosphate (PIP3)
levels for short time scales. Because these two frameworks neces-
sitate image acquisition at a high frequency, they are not suitable for
long-term experiments. Themost closely related work is the work by
Milias-Argeitis et al. (19). Using optogenetic techniques, Milias-
Argeitis et al. (19)managed to control the expression of a yeast gene
to a constant target value over a few hours. Their approach is based
on a chemostat culture and well-adapted for biotechnological
applications, such as the production of biofuels or small-molecules.
However, because it does not allow for single-cell tracking and
control, it is less adapted to probe biological processes in single-cell
quantitative biology applications. Controlling small cell populations,
or even single cells, may be needed in multicellular systems, where
cells differ by their genotype (38) or physical location (39).
Connecting living cells to computers is a promising field of re-
search both for applied and fundamental research. By maintaining
a system around specific operating points or driving it out of its
standard operating regions, our approach offers unprecedented
opportunities to investigate how gene networks process dynamical
information at the cell level. We also anticipate that our platform
will be used to complement and help the development of synthetic
biology through the creation of hybrid systems resulting from the
interconnection of in vivo and in silico computing devices.
Material and Methods
Yeast Strains and Plasmids. All experiments were performed using a pSTL1::
yECitrine-HIS5, Hog1::mCherry-hph yeast strain derived from the S288C
background. Cells were cultured overnight in synthetic complete (SC)medium
at 30 °C; 4 h before loading them into the microfluidic chip, 60 μL overnight
culture were diluted into 5 mL SC, thus obtaining an OD of ∼0.19. During the
experiment, cell growth continued, with a doubling time between 100 and
250 min (SI Materials and Methods and Movies S1, S2, S3, S4, S5, S6, and S7).
Microfluidics. Wemicrofabricated a master wafer by standard soft lithography
techniques. A microfluidic chip was made by casting polydimethylsiloxane
(PDMS) (Sylgard 184 kit; Dow Corning) on the master wafer, curing it at 65 °C
overnight, pealing it off, and bonding it to a glass coverslip after plasma acti-
vation. Cells were loaded into the imaging chamber by syringe injection. This
created a positive pressure, which let the cells enter the trap. Liquid medium
was flown by aspiration into the device using a peristaltic pump (IPC-N;
Ismatec) placed after the microfluidic device. We used a flow rate of 230 μL/
min. A computer-controlled three-way valve (LFA series; The Lee Company)
was used to select between regular medium (SC) or the same medium sup-
plemented with 1 M sorbitol. A switch of the valve state did not lead to an
instantaneous change of the cells’ environment inside the microfluidic de-
vice: a certain time (depending on the flow rate) was needed for the fluid to
pass from the valve to the channels and the imaging chamber (Fig. S1).
Microscopy and Experimental Setup. We used an automated inverted mi-
croscope (IX81; Olympus) equipped with an X-Cite 120PC fluorescent illu-
mination system (EXFO) and a QuantEM 512 SC camera (Roper Scientific). The
YFP filters used were HQ500/20× (excitation filter; Chroma), Q515LP (dichroic;
Chroma), and HQ535/30M (emission; Chroma). All these components were
driven by the open-source software μManager (40), a plug-in of ImageJ (41),
which we interfaced with Matlab using in-house–developed code. The tem-
perature of the microscope chamber, which also contained the media reser-
voirs, was constantly held at a temperature of 30 °C by a temperature control
Fig. 4. Effectiveness of closed-loop control. (A) Single-cell fluorescence time profiles in two population control experiments (thin gray lines) and three single-
cell control experiments (thick orange lines). One representative trace of a single cell in a population control experiment is shown in black. (B) Distribution of
the MSDs of individual cells in population control experiments (gray). MSDs are defined with respect to the target profiles. The orange bars (stars) show the
MSDs for the controlled cells in three single-cell control experiments. These data are compared with the mean MSD of single cells when controlling the
population (black line, circle), which shows lower control quality. As expected, the control quality of the population is better (blue line, square), because noise
in gene expression is averaged out. (C) Distribution of the noise levels defined as the ratio of the SD to the mean. Lower noise levels are observed for
controlled cells in single-cell control experiments (orange, star) than a random cell in population control experiments (black line).

















system (Life Imaging Services). Images were taken with a 100× objective (Pla-
nApo 1.4 NA; Olympus). The fluorescence exposure time was 200 ms, with
fluorescence intensity set to 50% of maximal power. The fluorescence expo-
sure time was chosen such that the fluorescent illumination did not cause
noticeable effects on cellular growth over extended periods of time. Impor-
tantly, illumination, exposure time, and camera gain were not changed be-
tween experiments, and no data renormalization was done. Therefore, the
fluorescence intensities can be directly compared across experiments.
Image Analysis. Thecellularboundarieswereidentifiedonthebright-field image
using a circular Hough transform implemented in Matlab (42). For tracking, we
compared the current image with the previous one, defined a cell-to-cell dis-
tance matrix, and used linear optimization to match pairs of cells. The tracking
process was made more robust by also considering the last but one image if
a gap was detected (caused by rare segmentation errors). The YFP fluorescence
level in each cell was defined as the mean fluorescence level taken over the cell
area after subtraction of the backgroundfluorescent level. The signaling activity
of the Hog1 cascade can be estimated by measuring the Hog1 nuclear enrich-
ment. We defined the nuclear enrichment of Hog1::mCherry as the difference
between the minimal and maximal fluorescence intensities within a cell. Maxi-
mal and minimal Hog1::mCherry intensities were computed by averaging the
fluorescence of the 15 brightest and 15 dimmest pixels, respectively.
Modeling. The controller used a two dimensional ordinary differential
equation (ODE) model to predict the behavior of the system:
_x1 = uðt − τÞ−g1x1
and




where x1 denotes the recent osmotic stress and x2 denotes the protein
fluorescence level. The osmotic input (u) is shifted by τ = 20 min to account
for the observed delay in the system. The remaining parameters have been
estimated based on several calibration experiments: g1 = 4.02 × 10
−3, k2 =
0.58, g2 = 37.5, K = 750, and τ = 20 (SI Materials and Methods, Table S1, and
Fig. S2).
State Estimation. We implemented an extended Kalman filter, which esti-
mates the system state based on fluorescent observations and the model of
the system. The parameters of the filter (measurement noise R and process
noise Q) were set to R = 2,500 and Q = diag(0.37, 925).
Model Predictive Control. The controller searches for osmolarity profiles that
minimize the squared deviations between model output and target profile
within the next 120 min, while fulfilling the input constraints (pulse duration
of 5 to 8 min separated by at least 20 min). In practice, this problem is recast
into a parameter search problem, in which parameters are used for encoding
stress starting times and shock durations and solved using the global opti-
mization tool CMAES. Because image analysis and parameter searchmay take
up to 3min, the input to be applied is not immediately available at the time of
the measurement. Consequently, we apply at time t the input that was
computed at time t − 3 min.
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