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Introduction
Shapiro and Xu [6] have recently presented a uniform law of large numbers for multifunctions, motivated by consistency analysis of stationary points are approximated by those of
but the non-uniqueness of such points requires replacing the ordinary law of large numbers for random variables by a law of large numbers for random sets (or multifunctions) given by subdifferentials of the random functions above.
The most salient feature of their result is that the LLN is needed to be uniform over compact sets but the subdifferential (Clarke generalized gradient) at a point does not vary continuously, it is only upper semicontinuous in the usual sense of multifunctions. This leads Shapiro and Xu to working with a one-sided version of the Hausdorff metric (convergence of excess functions). In [6, Theorem 2], they essentially prove that, if X is a random multifunction, upper semicontinuous, then almost surely the average n −1 X i (x, ·) is asymptotically covered by the unions of expectations of X(y, ·) where y is near x, and the expectation of X(x, ·) is asymptotically covered by the unions of averages at points near x, uniformly as x ranges over a compact metric space.
Thus two (asymmetric) convergences are proven, each being a relaxed form of half what it takes to prove Hausdorff convergence. This is to account for X being only u.s.c. Of course, if X is assumed to be continuous then one can do without those relaxations and convergence in the Hausdorff metric is reached [6, Theorem 4] .
They remark [6, Remark 2] that continuity might be needed to obtain convergence in the Hausdorff metric. That is eminently reasonable, yet we set out to prove that it is not correct. In fact, the uniform law of large numbers can hold without relaxing Hausdorff convergence if X is only upper semicontinuous, and we will show that even this is not strictly necessary. This leads to an important sharpening of their basic result.
The uniform law of large numbers will be obtained as an application of an abstract law of large numbers in metric spaces due to Molchanov and the present author [7] . That paper presents a set of five axiomatic conditions under which an otherwise arbitrary convex combination operation admits 2 A c c e p t e d m a n u s c r i p t the construction of an expectation operator satisfying the strong law of large numbers. In this paper, the carrier space will be that of upper semicontinuous multifunctions on a compact space. Proving the law of large numbers reduces to showing that the natural definition of convex combinations fulfils those five conditions.
Convex combination spaces
Let (E, d) be a metric space endowed with a convex combination operation [·, ·] yielding a point of E for each tuple of weights (λ 1 , . . . , λ n ) and points (u 1 , . . . , u n ):
convey the usual meaning of λ 1 u 1 + . . . + λ n u n and n i=1 λ i u i but E is not assumed to have an addition. Terán and Molchanov [7] call E a convex combination space if the following axioms are satisfied:
, which will be denoted by Ku (or K E u if there is ambiguity).
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A c c e p t e d m a n u s c r i p t
These axioms are substantially weaker than those defining a normed linear space. It is proven in [7, Sections 4 and 5] that they suffice to construct an expectation operator E satisfying the law of large numbers. E is defined on the space L 1 E of all Borel functions X such that Ed(X, u) is finite for some arbitrary u ∈ E. Examples, besides the usual operations in a Banach space, include their uplift to compact sets, convolution of measures, some geometric definitions of average in metric spaces, and others (see [7, Section 9] ). The aim was to find a unifying framework valid for various non-Banach spaces.
Theorem 1. Let E be a separable complete convex combination space. Then E admits an expectation operator E such that
(a) If X = r j=1 I Ω j u j is a simple function, then EX = [P (Ω j ), Ku j ] r j=1 ; (b) E extends by continuity to all X ∈ L 1 E ; (c) If X ∈ L 1 E and {X i } i∈N are pairwise i.i.d. as X, then [n −1 , X i ] n i=1 → EX almost surely.
Preliminaries
The space R d is endowed with the Euclidean norm. Its closed unit ball will be denoted by B, and its open unit ball by B o . For any closed set A ⊂ R d , we denote by K(A) the family of all nonempty compact subsets of A. The excess of A over a set C is defined to be
The Hausdorff metric between them is
Thus the excess is just a one-sided version of the Hausdorff metric. The norm of A is defined to be
Note that the space K(R d ) is an example of convex combination space, having the convex hull mapping co as its convexification operator. In this case, the expectation operator is the convex hull of the Aumann expectation, see [2] .
4
A c c e p t e d m a n u s c r i p t
In fact, the convexification operator of any convex combination space is always non-expansive [7, Proposition 3.6] .
A random closed set is an Effros measurable mapping X from a measurable space (Ω, A) to F , i.e. the sets 
The space of u.s.c. multifunctions
Let (X , ρ) denote a compact metric space, and let U be the space of upper semicontinuous multifunctions on X with non-empty compact values, namely u ∈ U if for every ε > 0 and
We define naturally the convex combination of several u.s.c. multifunctions u i to take on the values
The space U is endowed with the uniform metric
Given an underlying measurable space (Ω, A), a random u.s.c. multifunction is defined in [6] to mean a mapping X : Ω × X → K(R d ) such that X(·, x) is measurable for each x ∈ X . It can be equivalently regarded as a random
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A c c e p t e d m a n u s c r i p t element of U with its cylindrical σ-algebra, and we will not really distinguish between both descriptions. For instance, in this context a 'Borel function' will be a random element of U with the Borel σ-algebra generated by the metric H. Notice that, even if X is compact metric and K(R d ) is separable, (U, H) is not separable in general. In order to apply Theorem 1, we will need to impose the assumption that the range (modulo a null set) of the random multifunction is separable. This is equivalent to demanding that the random multifunctions can be approximated by simple U-valued mappings; under the Continuum Hypothesis or even weaker set-theoretical assumptions, every Borel U-valued function has that property 1 . However, this is not a restriction to our main aim of showing that LLN convergence in the Hausdorff metric can be achieved, with a certain generality, for non-continuous multifunctions.
Theorem 2. The space (U, H) is a convex combination space where the convexification operator K U is given by
(K U u)(x) = co u(x). Proof. Set R(u) = x∈X u(x).
We begin by proving that R(u) is compact. (a) R(u) is bounded.
By the upper semicontinuity of u, for each x ∈ X there exists some δ(x) > 0 such that 
A c c e p t e d m a n u s c r i p t so that R(u) is included in a finite union of bounded sets. (b) R(u) is closed. Take z n → z with {z n } n ⊂ R(u).
Then there exist x n ∈ X such that z n ∈ u(x n ) for each n. Because X is compact metric, {x n } n has a subsequence (still denoted x n ) converging to some x ∈ X . Since u is upper semicontinuous, for any given ε > 0 and all sufficiently large n we have
But the latter set is closed, so z ∈ u(x) + εB. The arbitrariness of ε yields z ∈ u(x) ⊂ R(u).
We proceed now to checking properties (i) through (v). Properties (i) and (ii) are immediate. The compactness of R(u) for u ∈ U is the key tool in order to prove properties (iii) and (v).
As to (iii), we have to show that
To that purpose, it is enough to prove sup
A∈K(R(u)),C∈K(R(v))
Reasoning by contradiction, assume the contrary. Then there exists a subsequence {k } k , some ε > 0 and some sets
for all k.
By the compactness of R(u) and R(v), the family K(R(u)) × K(R(v)) is d H -compact [5, Propositions 1-4-1 and 1-4-4]. Then we take a further subsequence {k }
. By the triangle inequality,
m a n u s c r i p t similarly (III) → 0 and finally
This is a contradiction, so (iii) is proven. Property (iv), negative curvature of U, follows easily from that of K(R d ):
Finally, in order to establish property (v), the existence of K U , we need to prove
Similar to (iii), it suffices to show that
Assume the contrary; a similar compactness argument yields a value ε > 0, a subsequence {n } n and sets
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(V ) goes to 0 by [1] and
A contradiction obtains, so (v) is proven.
We will also need the following lemma about U.
Lemma 3. The metric space (U, H) is complete.
Proof. Since K(R d ) X , with the uniform metric, is complete, it suffices to prove that U is closed in that space. The proof is rather standard. Let {u n } n ⊂ U H-converge to some u ∈ K(R d ) X , and fix ε > 0. Then, d H (u n (y), u(y)) < ε/3 for some n ∈ N and all y ∈ X .
Let x ∈ X . By the upper semicontinuity of u n there exists δ > 0 such that ρ(x, y) < ε implies u n (x) ⊂ u n (y) + (ε/3)B o . We deduce that
Laws of large numbers
It is not hard now to derive the LLN for random u.s.c. multifunctions. We adopt the following notation from [6] : if X n are p.i.i.d. as X, 
Proof. For each n ∈ N there exists a null set N n ⊂ Ω such that the image of Ω\N n by X n is H-separable. The H-closure of n X n (Ω\N n ), denoted V, is then a complete (by Lemma 3) separable convex combination space. Theorems 2 and 1 yield now the following. Let E be the expectation operator in the space V. Then H(n
But taking u to be the null function, we obtain
so the existence of κ implies that X ∈ L 1 V indeed holds. Moreover, one checks routinely, using approximations by simple functions, that E(x) = (EX)(x) for every x ∈ X , so convergence
is the same thing as sup
This should be compared to [6, Theorem 2] , where it is proven (without the separability restriction on the range of X) that, for any r > 0, 
Clearly, those statements become weaker as r increases. The convergence we prove is equivalent to taking r = 0 above. Shapiro and Xu [6, Theorem 4] A c c e p t e d m a n u s c r i p t get to prove convergence in the case r = 0 by assuming additionally that X is almost surely continuous. But then its range is separable, because the whole space of continuous functions from X to the metric space K(R d ) is separable. Thus Theorem 4 includes [6, Theorem 4] . Remark 1. From the proof of Theorem 2 one can perceive that upper semicontinuity is used only to ensure that x∈X u(x) is compact for u ∈ U, therefore it can actually be replaced by the latter condition, which is not linked to continuity anymore. Thus continuity properties seem not to be really essential to this problem, contrary to what might seem from Shapiro and Xu's approach. In this case the excess is the same as the Hausdorff metric, but observe that every u.s.c. singleton-valued function u identifies with the continuous functionũ given by u(x) = {ũ(x)}. But we have just shown the same conclusion by requiring only compact range: now x u(x) is just the range ofũ.
The application of this result to Clarke generalized gradients of random functions mirrors that in [6] . Since it follows by the same techniques therein, proofs are omitted. The reader is referred to [6, Section 3] , on which the following is heavily based, for details.
Let {ξ n : Ω → R d } n be a p.i.i.d. sequence supported on a closed set Ξ. Consider a Carathéodory function F : R k × Ξ → R, such that the expected value function f (x) := EF (x, ξ) is finite, and the sample average function f n (x) = n −1 n i=1 F (x, ξ i ). Take X to be in K(R d ) and set F ξ = F (·, ξ). We assume that F ξ is Lipschitzian on a neighbourhood of X , and denote its Clarke generalized gradient at x ∈ X by ∂F ξ (x).
With this notation, we have the following variant of [6, Theorem 5] with strengthened convergence. Note that we are applying Theorem 4 with ∂F ξ i (ω) (x) in the role of X i (x, ω). 
