Abstract: Many problems arising in different fields of science and engineering can be reduced, by applying some appropriate discretization, either to a system of linear algebraic equations or to a sequence of such systems. The solution of a system of linear algebraic equations is very often the most time-consuming part of the computational process during the treatment of the original problem, because these systems can be very large (containing up to many millions of equations). It is, therefore, important to select fast, robust and reliable methods for their solution, also in the case where fast modern computers are available. Since the coefficient matrices of the systems are normally sparse (i.e. most of their elements are zeros), the first requirement is to efficiently exploit the sparsity. However, this is normally not sufficient when the systems are very large. The computation of preconditioners based on approximate LU-factorizations and their use in the efforts to increase further the efficiency of the calculations will be discussed in this paper. Computational experiments based on comprehensive comparisons of many numerical results that are obtained by using ten well-known methods for solving systems of linear algebraic equations (the direct Gaussian elimination and nine iterative methods) will be reported. Most of the considered methods are preconditioned Krylov subspace algorithms.
Introduction
Systems of linear algebraic equations of the type A = , where A is an × real matrix, while and are real vectors with components, are considered in this paper. A and are assumed to be given quantities. We consider cases where A is sparse, i.e. many of its elements are equal to zero, or general, i.e. it has no special property such as, for example, symmetry or positive definiteness. We look for a good approximation of the unknown vector with a prescribed in advance accuracy. As for many large-scale problems this part of the computations is most time-consuming, achieving efficiency in a solution method is a major requirement. It is straightforward to exploit that the sparsity in the efforts increases the efficiency of the computational process. However, very often this is not enough. In this paper we discuss methods based on the calculation of approximate LU-factorizations and apply them as preconditioners in several iterative methods.
We will consider the following ten well-known numerical iterative methods for solving systems of linear algebraic equations: Table 1 . Ten numerical methods for solving systems of linear algebraic equations.
No.
Method Abbreviation Reference 1 Direct solution DIR [28, 30] 2 Iterative refinement IR [29, 30] 3 Pure Modified Orthomin PURE [25, 30] 4 Preconditioned Modified Orthomin ORTH [25, 30] 5 Conjugate Gradients Squared CGS [21] 6 Bi-conjugate Gradints Stab BICGSTAB [26] 7 Transpose-Free Quasi Minimum Residual TFQMR [9] 8 Generalized Minimum Residual GMRES [19] 9 Eirola-Nevanlinna Method EN [8] 10 Block Eirola-Nevanlinna Method BEN [15] A full description of these methods is beyond the scope of this paper, for details see references given in Table 1 . We shall concentrate our attention on two major issues: the comparison of these methods which is based on the use of three very large sets of test matrices, and the conclusions that can be drawn from results obtained by solving several hundred thousand systems of linear algebraic equations.
Instead of going into details related to the particular iterative methods, it is important to point out the following several issues that are directly related to the set of experiments:
• Preconditioning is as a rule used in the runs performed in this paper when the system of linear algebraic equations is solved by the last seven methods from Table 1 . It must be stressed here that preconditioning is essential, since the iterative methods in general are not convergent when the matrices have no special properties (such as symmetry, diagonal dominance, positive definiteness, etc.).
• The Modified Orthomin algorithm [30] is used both as a pure iterative method (PURE) and as a preconditioned iterative method (ORTH).
• In a few experiments also other six Krylov-type iterative methods are used as pure iterative methods.
• If an approximate LU-factorization is used in connection with IR, then this method can be considered as a preconditioned iterative method.
Calculation of an approximate LU-factorization
The method for calculating the solution directly (DIR) is based on the use of sparse matrix technique in the calculation of an LU-factorization of the coefficient matrix of a system of linear algebraic equations. It is also applied to calculate approximate LU-factorizations, which are used as preconditioners in the iterative methods.
Assume that a special parameter RELTOL (relative drop tolerance), 0 ≤ RELTOL < 1, is selected. Then the calculation of an approximate LU-factorization is based on the following two rules:
• Dropping non-zero elements in the original matrix A. Let be the order of A and be the absolute value of the largest in absolute value element in th row, = 1 2 − 1. If the absolute value of an element , = 1 2 , of the original coefficient matrix is smaller than the product of RELTOL and , then is dropped (replaced by zero).
• Dropping non-zero elements at an arbitrary stage during the calculation of the LU-factorization. A similar principle of dropping is used in the course of the Gaussian elimination. Let A be the active part of A at the stage , = 1 2 − 1, (i.e. for a given an element ( ) is belonging to A if both and are greater than or equal to ). Let ( ) be the absolute value of the largest in absolute value element in the active part of the th row (i.e. for a given , ( ( ) ) is greater than or equal to and the elements ( ) are belonging to A ). If the absolute value of the element ( ) , = 1 2 − 1, is smaller than the product of RELTOL and ( ) , then ( ) is dropped (replaced by zero). This method for calculating an approximate LU-factorization of A is described in detail in [9, 30] .
It should be noted here that if RELTOL is set equal to zero, then the classical direct solution of the system of linear algebraic equations is calculated. The direct solution might also be calculated when RELTOL is very small, say, RELTOL ≤ 10
, but in general the approximate LU-factorization obtained by selecting positive values of RELTOL will be used as a preconditioner in iterative methods. If RELTOL becomes larger, then in general the obtained LU-factorization becomes less accurate, but sparser. This means that the number of iterations needed to obtain the required accuracy of the solution of the system of linear algebraic equations will tend to become greater for larger values of RELTOL, but the computational work per iteration will in general become smaller.
If RELTOL is very large, then the rate of convergence can be very slow or the preconditioned iterative method may even not converge. Some rules and stopping criteria by which the iterative process can be terminated when this happens or when the required accuracy is achieved have to be implemented in the code. Moreover, it is very important to select robust and reliable stopping criteria when preconditioned iterative methods are used. However, it should be emphasized here that robust and reliable stopping criteria are also needed when pure iterative methods are applied.
From a practical point of view, the following fact is essential: if the preconditioned iterative method used either is not convergent or the convergence is not sufficiently fast, then the preconditioner can automatically be improved by reducing the relative drop-tolerance RELTOL. More details about this important issue when preconditioned methods are to be implemented in large models arising in different fields of science and engineering can be found in [10, 11, 30] . Examples where air pollution models are handled are given in [1, 2, [31] [32] [33] [34] .
Importance of the stopping criteria
As mentioned in the previous sections, very often the solution of a system of linear algebraic equations is only a part of the computational work related to the treatment of large scientific and engineering models. Since this is often the most time-consuming part of the computational work, it is important to stop the computations when the required accuracy is achieved. If it is required that the achieved accuracy is comparable in some sense to the machine precision and if the computations are carried out until such accuracy is achieved, then the treatment of the whole model might become extremely expensive or even impossible on the available computers. Thus, the computations have to be stopped when some accuracy, which is normally considerably lower than the machine precision, is judged to be achieved. This explains why it is important to have robust and reliable stopping criteria. The implementation of such criteria will be discussed in this section.
Let
be the approximation of the exact solution of A = obtained after iterations of the chosen iterative method. Let = − A be the corresponding residual vector. We shall assume that all components of are of the same order of magnitude and we shall use vector norms in the stopping criteria. The desired accuracy of the approximate solution will be determined by a special parameter ACCUR.
Traditionally used stopping criteria
One of the following stopping criteria is as a rule selected when an iterative method is used (see, for example, [9, 18, 19, 26, 27] ): stop the iterative process if
is satisfied. The first two of these four stopping criteria are absolute, while the other two are relative. Very often the selected, among (1)-(4), stopping criterion is enhanced by applying also some additional requirements (see, for example, [30] , and also the following part of this paper).
Similar or the same stopping criteria have also been proposed in [3-6, 12, 13, 16, 17, 20, 22, 23] , see also the monographs on numerical linear algebra [7, 14, 18, 24] . Some stopping criteria are based on applying a technique called backward error analysis. The use of such stopping criteria is justified by assuming that the solution of the system A = is close to the solution of a perturbed system (the notion of a perturbed system is often very vague and in many practical cases even very small perturbations in the original system may have great influence on its solution; if the matrix A is ill-conditioned and/or badly scaled, then the assumption that the solution of the original system is close to the solution of the perturbed one will as a rule not be true). In the implementations of such stopping criteria one normally uses a scaled ratio of the norm of the residual vector and some norm of A. This means that the stopping criteria based on the use of backward error analysis are in some sense related to the stopping criteria based on the use of residual norms.
Difficulties related to the traditional stopping criteria
Difficulties which may arise when (1) is used. It is intuitively clear that if the iterative process is slowly convergent, then (1) may be satisfied even if the exact error − is much larger than ACCUR. Difficulties which may arise when (2) is used. Assume that = + ε , where ε is the exact error after iterations. Then it is clear that the corresponding residual vector satisfies the following equalities: = − A = − A( + ε ) = −Aε . From the relationship = −Aε one can deduce that he fact that (2) is satisfied does not always mean that the required accuracy is achieved, and the fact that (2) is not satisfied does not necessarily mean that − > ACCUR (i.e. that the required accuracy is not achieved). Both of these statements can very easily be demonstrated for the scalar case (i.e. when the number of equations is equal to one). Assume that this is so and consider the case
Then (2) tells us that the required accuracy has been achieved and this is true. Now take A = 100. Then (2) tells us that the required accuracy has not been achieved, while the opposite is true. Finally, take ε = 10 . In this case (2) tells us that the required accuracy has been achieved, which is certainly not true. This simple example shows that the check based on (2) will give good results in the scalar case only when the problem is scaled so that A = 1.
It is obvious that similar problems are unavoidable also in the multi-dimensional case. However, the difficulties are much greater in this case, because it is not very clear what kind of scaling has to be applied in order to get a reliable estimate (2) . It can easily be shown that (2) will give good results if a very good preconditioner C (i.e. if C is very close to A −1 ) is selected and the preconditioned system C A = C is solved instead of A = . To show that this is true, assume that the preconditioner C is equal to A . Denote by the residual vector C − C A of the preconditioned system. Then = C Aε = ε ≤ ACCUR. Thus, very good preconditioning makes (2) reliable.
It is sometimes recommended to use in the stopping criterion the residual vector of the original system also when the preconditioning is used. The above analysis indicates that if the preconditioner is very good, then the use of the residual vector of the preconditioned system is quite satisfactory. If the preconditioner is not very accurate, then the situation is not clear. The extension of the analysis of the scalar case to the multi-dimensional case indicates that both the residual vector of the original system and the residual vector of the preconditioned system may cause difficulties. Difficulties which may arise when (3) is used. It is clear that if the first approximation 0 is very bad and if the rate of convergence is very slow, then (3) will probably give very bad results. Difficulties which may arise when (4) is used. In some evolutionary problems, where many time-steps are carried out, one normally takes as a first approximation 0 the accepted solution at the previous time-step. If the process approaches the steady-state case, then 0 chosen in this way can be very accurate. When this happens, the norm of the first residual vector 0 will become very small and, thus, the check (4) may cause severe problems. General conclusion about the use of the traditional stopping criteria. The above analysis shows that the simple stopping criteria (1)-(4) may cause difficulties in some situations. We shall additionally illustrate this fact by presenting numerical examples in Section 5 that will demonstrate that this actually happens when the solved problem is difficult for the iterative methods (i.e. the coefficient matrix is ill-conditioned and/or badly scaled).
Derivation of more reliable stopping criteria
Checking the behaviour of the iteration parameters. More reliable stopping criteria can be derived as follows. In The second of the above two conditions indicates that it is reasonable to require that the following relationships are satisfied during the iterative process: (A) α does not decrease too quickly, (B) α does not increase too quickly, and (C) α does not oscillate too much. If any of these requirements is not satisfied, then it will probably be necessary to apply some more accurate preconditioner (which essentially leads to reducing the value of RELTOL and calculating a more accurate LU-factorization).
Checking the behaviour of convergence rate. Assume again that the iterative process is convergent. Then the following inequality holds:
Then (5) reduces to
In general, RATE varies from one iteration to another. Denote by RATE the value of RATE at iteration . If RATE does not vary too much during several iterations and if the conditions (A)-(C) are satisfied, then the last term in (7) can be used in the stopping criteria with the following modification: RATE should be replaced by some appropriate parameter. For example, 0 25(RATE −3 + RATE −2 + RATE −1 + RATE ) was, used instead of RATE in [10, 30] when this quantity is less than one. If we assume that − −1 is used instead of − in (7), then the stopping criterion is defined by |α |
and (8) can be considered as an improved version of (1).
If the requirement that ACCUR does not vary too much is not satisfied, then some extra requirements (leading again to calculating a more accurate preconditioner by using of a reduced value of RELTOL) are to be imposed, see [30] for more details.
It should be stressed here that the principles described above are very general and can be used in connection with different iterative methods for solving linear systems of algebraic equations. Discussion of the rules and some extensions. The particular rules (based on the above principles) for the Modified Orthomin Method are, as mentioned above, fully described in [10, 30] . Similar rules were developed for each of the other iterative methods from Table 1 . In some of the iterative methods, updating is made not by the formula +1 = + α , but by a formula which contains some linear combination of vectors instead of the term α . However, the rules sketched above can easily be extended to cover these cases too.
The relative stopping criteria are used in the experiments which will be presented in Section 5. These criteria are obtained by performing in (8) the replacements described above and by dividing the two sides of (8) by .
In this paper we shall use criteria based on norms of the involved vectors. One of the additional benefits of using stopping criteria based on (8) is the fact that these can easily be modified for component-wise checks. A relative component-wise criterion derived from (8) for the component of the error can be written in the following way:
where β is some appropriate positive constant used to prevent division by zero when some components of the solution vector are zeros or tend to zero.
Component-wise stopping criteria are useful in the cases where the components of the solution vector are varying in a very wide range, this is the case for some problems arising in atmospheric chemistry, see, for example, [2, [31] [32] [33] [34] . However, these criteria require some more careful work in the cases where (A)-(C) are not satisfied and/or when the values of RATE vary considerably from one iteration to another. This is why only relative stopping criteria based on (8) will be used in our experiments.
Selecting test matrices and right-hand sides
The following four major principles were used in the selection of test matrices and right-hand side vectors, which are applied in the numerical experiments discussed in the next section:
• We wanted to have matrices that appear in different application areas. Matrices from the well-known Sparse Matrix Market [35] gave us the possibility to satisfy this requirement.
• We wanted to have matrices which are relatively easy for different stopping criteria as well as for different preconditioned Krylov subspace methods. Well-scaled and not very ill-conditioned matrices have to be used for this purpose. In order to obtain a realistic evaluation of the performance, we need a large number of matrices, the size of which varies in a very wide range. A matrix generator, which is discussed in subsection 4.2, was used to satisfy these requirements.
• It was desirable (and also very important) to collect some matrices which are badly scaled and could become very ill-conditioned (such matrices appear, for example, in atmospheric chemistry models, see [2, 31] ). In subsection 4.3 another matrix generator (described in [30] and used in [10] ) was applied to produce such matrices.
• The computations depend to some degree also on the right-hand side vectors of the systems A = and, therefore, it is necessary to carry out experiments with different right-hand side vectors. Three different ways to produce vectors were applied in connection with all matrices used in the numerical experiments, see subsection 4.4.
Matrices selected from the Sparse Matrix Market
We selected 64 matrices from the Sparse Matrix Market [35] . Two major requirements were used in the selection procedure: matrices with different parameters (orders, numbers of non-zero elements, average numbers of non-zero elements per row and condition numbers), and matrices arising in different application areas were chosen.
The intervals, in which the order N, the number of non-zero elements NZ, the average number of non-zero elements per row AVER and the condition number COND vary, are given in Table 2 . All four parameters vary in quite large intervals. This fact indicates that the selected set of matrices is very representative. The application areas of the selected matrices are listed in Table 3 , matrices from many different area were selected, thus the results obtained by running the matrices will be typical for several scientific fields. 
Matrices produced by matrix generators
Systematic investigation of the efficiency of different methods can be carried out by using matrix generators producing test matrices that have the following properties:
• different types of matrices can be created,
• matrices of different orders can be created,
• the pattern of the non-zero elements can be varied, and
• the condition numbers of the matrices can be varied.
A matrix generator which creates matrices that satisfy these four conditions has been developed. The matrices that are created by this matrix generator depend on the following four parameters:
• the order N of the matrix,
• a parameter C by which the location of some of the non-zero elements can be varied, and
• parameters δ and γ by which the size of certain elements can be varied; the type of the matrix can also be varied by selecting different values of these two parameters (see below).
The first two parameters, N > 4 and C > 2, are positive integers, while δ and γ are real numbers (they can also be negative). All four parameters can be freely varied. Application area Names of the matrices Aeroelasticity tols1090
Chemical engineering plant models impcol_a, impcol_b, impcol_c, impcol_d, impcol_e, west1505, west2012
Chemical kinetics fs_183_1, fs_541_1, fs_680_1, fs_760_1
Crystal growth simulation cry1000
Dynamic analysis in structural engineering bcsstk19, bcsstk25, bcsstk30
Economic modelling mahindas, mahistl, or678lhs
Electronic circuit design add20, add32, jpwh_991, memplus
Enhanced oil recovery steam2, steam2.var
Finite element modelling fida008, fidap025, fidap037, fidapm29, jagmesh6
Fluid flow modelling lnsp3937
Generalized eigenvalue problem lund_a, lund_b
Laser problems arc130
Nuclear reactor models nnc261
Oil reservoir simulation orsreg_1, orsirr_1, orsirr_2, saylr1, saylr4, herman1, sherman2, sherman3, sherman4, sherman5
Partial differential equations pde_9511
Petroleum engineering watt_1, watt_2
Plasma physics utm1700, utm5940
Power flow modelling gemat11, gemat12
Reservoir modelling pores_2, pores_3
Simplex method basis matrix bp_1200, bp_1400, bp_1600
Simulation study in computer systems gre115
Statistical equilibrium in astrophysics mc_fe
United Kingdom Survey ash292
US inter-country migration psmigr_1, psmigr_2, psmigr_3
The non-zero elements of a matrix created by this matrix generator are obtained by using the following rules:
• all elements on the main diagonal are equal to 4,
• the elements on the diagonal with first positions (1 2) and (1 C + 1) are equal to −1 + δ,
• the elements on the diagonals with first position (2 1) and (C + 1 1) are equal to −1 − δ, and
• the elements on the diagonal with first position (1 C + 2) are equal to γ.
The matrix created with N = 16, C = 4, δ = 3, γ = 5 is given in Table 4 in order to demonstrate the use of the above rules.
When the non-zero elements of the matrix are created by using the above four rules, the type of the matrix depends on the choice of parameters δ and γ in the following way:
• symmetric and positive definite matrices (similar to the matrices obtained by the discretization of the Laplacian operator by the five-point rule) are created when δ = γ = 0,
• the matrices are symmetric in structure (i.e. The condition numbers of the created matrices are normally increased when the order is increased and/or the values of the parameters δ = γ = 0 are increased.
Some particular condition numbers are given in Table 5 . It is seen that the condition numbers of the matrices created by the pair δ = γ = 0 are greater than the condition numbers created by the two other pairs used in Table 5 . Table 5 . Condition numbers of matrices produced by the matrix generator by using three pairs of parameters δ and γ and ten pairs of parameters It is easy to verify the fact that the requirements that were stated in the beginning of this subsection are satisfied when parameters N C δ and γ are used to generate test matrices.
Matrices produced by several other matrix generators from [30] have also been used in the experiments, see the next subsection. Some results produced by these matrix generators will also be reported in this paper.
Badly-scaled matrices
The matrix generator CLASSF can be used to produce such matrices. This generator is fully described in [30] . The following issues are important for the particular experiments carried out in connection with the present study:
• The average number of non-zero elements is kept constant (equal to ten, which is achieved by setting a special parameter R equal to ten) in all runs.
• The structure of the non-zero elements in the matrix is also kept constant in many of the runs (C = 10).
• Seven different values of N were used (0 25 · 10 6 0 55 · 10 6 1 · 10 6 2 · 10 6 4 · 10 6 8 · 10 6 16 · 10 6 ).
• A special parameter ALPHA used to vary the condition number of the matrices. It was experimentally verified that larger values of this parameter lead to an increase of the condition number of the matrices. Six values of ALPHA were used (1 4 16 64 256 1024).
• The drop-tolerance RELTOL is varied in the range from 10
. Fifteen values of the drop-tolerance were used for each matrix. We start with 10
and after that use successively RELTOL = 2 with = −14 −13 −1.
The following example can be given in order to illustrate how badly scaled these matrices are. Consider a matrix of CLASSF with N = 16 · 10 6 and R = 10 (as mentioned above, the last parameter shows that the average number of non-zero elements per row is ten). The size of non-zero elements of this matrix varies in the interval [1 0 1 44 · 10 8 ]. It should be added here that this matrix is used in the experiments together with many other matrices of this type.
Generating the right-hand sides of the systems
When iterative methods are used, it is important to be able to check whether the accuracy requirement is really satisfied if the code is telling us that it is (i.e. to check whether the code is telling us the truth or is lying when the iterative process is terminated), and the accuracy requirement is satisfied, but the code is telling us that it is not (i.e. to check whether the code is able to detect that the required accuracy is achieved). In order to be able to perform such checks, systems of linear algebraic equations with a known solution were created and treated in all our experiments. The following three types of solution vectors were used:
• all components of solution vector equal to one, • = for = 1 2 N, and
• randomly generated solution vector with components between zero and one.
Using these three types of solution vectors, we calculated the corresponding right-hand side vectors of A = (accumulating the appropriate inner products in quadro-precision and rounding the final result to double precision).
Numerical experiments
Both matrices from the Sparse Matrix Market and matrices produced by matrix generators discussed in the previous section were used in the experiments. All results presented in this section were performed on Sun computers. However, the code is portable and was also successfully run on several other computers. We shall start the discussion in this section by explaining the organization of the experiments.
Organization of the experiments
Number of matrices used in the experiments. We have used (a) 64 matrices from the Sparse Matrix Market, (b) 100 matrices produced by the matrix generator discussed in subsection 4.2, and (c) 42 matrices from CLASSF. In case (b) the matrices were produced by using the following parameters:
• C = 10(10)1000,
for each value of C , and
• three pairs (δ γ), the same as the pairs used in Table 5 , were used for each value of C .
It is clear that the number of equations in the systems solved when the matrix generator is used is varied from 10 2 to 10 6 . Right-hand side vectors. Three right-hand side vectors were produced for each matrix (both from the selected set from the Sparse Matrix Market and from the two sets produced by the matrix generators) by using the three prescribed solution vectors discussed in subsection 4.4. Calculating the preconditioner. Every matrix from the sets of matrices selected by using the Sparse Matrix Market and the matrix generator was factorized by using ten values of the relative drop-tolerance RELTOL = 0 and RELTOL = 2 − where = 9(−1)1. The matrices from the set selected by using the matrix generator CLASSF were factorized by using 15 values of the relative drop tolerance: starting with RELTOL = 10 The LU-factorizations calculated by the sparse code (some details about this code can be found in [30] ) were used as preconditioners of the iterative methods. More values of RELTOL were used when matrices from the Sparce Matrix Market were tested in order to illustrate the fact that when matrix A is ill-conditioned the stopping criteria based on the use of some residual norms might perform rather badly even if the preconditioner is very good. Number of the runs carried out in the experiments. The experiment with 64 matrices from the Sparse Matrix Market leads to the solution of 5248 systems of linear algebraic equations for each right-hand side vector (64 for DIR, 64 for PURE and 640 for each of the remaining eight methods). This means that the total number of systems solved when matrices from the Sparse Matrix Market are used with three different right-hand side vectors is 15744.
The experiment with 100 matrices produced by the matrix generator leads to the solution of 8200 systems of linear algebraic equations for each right-hand side vector (100 for DIR, 100 for PURE and 1000 for each of the remaining eight methods). This means that the total number of systems solved when the matrices produced by the matrix generator are is 72800; assuming here that each of the three right-hand side vectors is used with each of the three pairs (δ γ), mentioned in the previous section.
It is easy to see that the number of systems that are to be solved with the matrices of CLASSF for a given right-hand side vector is 5124 (42 for DIR, 42 for PURE and 5040 for each of the remaining methods). Thus, the number of runs with the three right-hand side vectors, which are produced as explained above, is 15372. Varying the accuracy requirements. Two series of runs were performed for each of the three classes of matrices used in this paper. A high accuracy requirement was imposed in the first series; the accuracy tolerance was set to ACCUR = 10 −10
. A low accuracy requirement was used in the second series. In this case an accuracy tolerance ACCUR = 10
was used.
The number of runs used in these two series is 31488 for the matrices from the Sparse Matrix Market, 145600 for the matrices produced by the matrix generator and 30744 for the matrices of CLASSF. Using different stopping criteria. Experiments with two stopping criteria were carried out: the stopping criterion from this paper, and a stopping criterion based on the use of residual norm; see (10) below. This means that the total number of runs is 62976 for the matrices from the Sparse Matrix Market, 291200 for the matrices produced by the matrix generator and 61488 for the matrices of CLASSF. We shall summarize the results of all these runs in the following part of the paper. Notation used in the tables. The following notation will be used in the tables where the results are presented:
• SU -the number of systems for which the code declares that the run is successful (i.e. the code declares correctly that the required accuracy has been achieved).
• WR -the number of systems for which a successful solution has been declared by the code, but in fact the accuracy requirements are not satisfied (i.e. the code is lying).
• UN -the number of systems for which the code declares that it cannot solve the system, but in fact the accuracy requirements have been satisfied (i.e. the code could not detect that the problem has successfully been solved).
Numerical results obtained when the matrices from the Sparse Matrix Market are used
Results obtained by using 64 matrices from the Sparse Matrix Market are displayed in Table 6 for the case where ACCUR = 10
, and in Table 7 for the case where ACCUR = 10 −4
. DIR and Pure ORTH are used only with the value RELTOL = 0. The remaining eight methods are run with ten values of RELTOL. In this experiment the sum of the runs SU+WR+UN is normally smaller than 64 and 640, respectively. For the iterative methods this comes from the fact that the method is not able to achieve the desired accuracy. For DIR this causes a real problem: in the present study, we know the exact solution and checked the error made, but in general it is not possible to control the achieved accuracy when this method is used. The conclusion is that a very stringent accuracy requirement should not be imposed when this method is used. The following several conclusions can be drawn by studying the results presented in Tables 6 and 7: • If high accuracy is required, then the direct method has not achieved the desired accuracy in four cases (three cases when the right-hand side vector is produced by using = ). This indicates that there may be a great problem when high accuracy is required and the direct solution is used, because the actual accuracy of the calculated solution cannot be easily estimated.
• For the iterative methods there are cases where the code gives a message that it is not able to achieve the required accuracy. As a rule this means that the approximate LU-factorization is too crude (the preconditioner is not very good). The problem can easily be solved by reducing the relative drop-tolerance, calculating a new (and hopefully better) preconditioner, and trying again to solve the system of linear algebraic equations. Sometimes it may be necessary to repeat this procedure several times.
• The IR method, which can, as mentioned before, be considered as a preconditioned iterative method if an approximate LU-factorization is used, gives slightly poorer results (compared with the other iterative methods).
• The PURE method (the Modified Orthomin considered as a pure iterative method) is very often not successful (the number of successful runs vary from 25 to 29 in Tables 6 and 7 ). It will be shown that this behaviour is also typical for the other pure iterative methods, see Tables 8 and 9 .
• Moving from the high accuracy requirement to a low accuracy requirement, in other words using ACCUR = 10 , does not change essentially the number of successful runs (but, of course the number of iterations is as a rule less in the second series of runs). The only exception is the Preconditioned CGS Method. While this method gives relatively poorer results (compared with the other preconditioned iterative methods) when high accuracy is required, the results become quite competitive with the results obtained by the other iterative methods when a low accuracy is required.
• It seen that the number of cases where the code reports a success while the accuracy requirement is not satisfied, and the code could not recognize that the accuracy requirement was satisfied are relatively rather small. This is true both when different right-hand side vectors are used and when different accuracy is required. Some runs, in which pure iterative methods were used, were also carried out. Results from these runs are given in Table 8 for the case where ACCUR = 10
and in Table 9 for the case where ACCUR = 10
. The same conclusions as those made above for the preconditioned methods can be drawn. It should be mentioned, however, that the number of successful runs is relatively small for all pure iterative methods.
The use of other stopping criteria has also been investigated. Some results obtained when relative stopping criteria are applied are given in Table 10 for the case where ACCUR = 10 −10 is used and in Table 11 for the case where
is used. The relative residual stopping criterion is implemented in the following manner. The solution is accepted when (see, for example, [14] ) ≤ ACCUR (10) with several additional attempts to improve the performance. More precisely, no attempt to stop the iteration is made if one of the following two checks fails:
• the mean rate introduced in subsection 3.3 is greater than one.
Results from runs with the same 64 matrices as in Table 6 (i.e. ACCUR = 10 −10 is required), but when only the pure iterative methods are used. The number of successful runs per method cannot exceed 64 in this experiment. Only the Pure BiCGSTAB was successful in about 50 % of the runs, but it also gave a rather considerable number of wrong messages (declaring that the required accuracy is achieved while it was actually not).
Results from runs with the same 64 matrices as in Table 7 (i.e. ACCUR = 10 −4 is required), but when only the pure iterative methods are used. The number of successful runs per method cannot exceed 64 in this experiment. Only the Pure BiCGSTAB was successful in more than 50 % of the runs, but it also gave a rather considerable number of wrong messages (declaring that the required accuracy is achieved while it was actually not).
• the coefficients (in many cases α ; see again subsection 3.3) used in the selected Krylov type method vary too much. It should be mentioned here that if the iterative process is started with 0 = 0, then 0 = and, thus, (10) is a special case of (4). Also, in the solution of time-dependent problems it may sometimes be very inefficient to start the iterative process with 0 = 0 because normally much better starting approximation is available from the previous time-step. This is especially true for atmospheric chemical problems where can be of order O (10 12 ).
Comparing the results presented in Tables 10 and 11 with the corresponding results in Tables 6 and 7 indicate that two major conclusions can be drawn:
• The number of successful runs are nearly the same. In some cases the number of successful runs that is obtained when the stopping criterion (10) is used is even greater than those obtained when the criterion based on (8) is applied; compare the results in the columns under SU that are given in Tables 10 and 11 with the corresponding  results in Tables 6 and 7 .
• The number of cases where the code lies is increased considerably when the stopping criterion (8) is used; compare the results in the columns under WR that are given in Tables 10 and 11 with the corresponding results in Tables  6 and 7 . 
Using the matrix generator from subsection 4.2
The matrix generator, which was described in subsection 4.2, was used to produce matrices with N ∈ [10 2 10 6 ]. The bandwidth of the matrices, determined by the parameter C , increases when the order N of the matrix grows. In our experiments C 2 = N, which means that C ∈ [10 1000].
The three pairs (δ γ) used in Table 5 , three right-hand sides discussed as in subsection 4.4 and the two accuracy requirements from the previous subsection are also applied in connection with the matrices discussed in the previous paragraph.
Some numerical results that are obtained for δ = 2, γ = 1 and when high accuracy ACCUR = 10
are given in Table 12 . The corresponding results for the case where low accuracy ACCUR = 10 −4 are given in Table 13 .
The matrices produced with these two parameters are easy for the preconditioned methods (they are well-scaled and not ill-conditioned). This results in high numbers of SU and small numbers of UN for all preconditioned methods and for all three right-hand side vectors. The experiments with the other two pairs (δ γ) are leading to smaller numbers of SU and larger numbers of WR and UN, but the differences are very small. We choose to present the pair δ = 2, γ = 1, because we would like to demonstrate the fact that for well-scaled and not ill-conditioned matrices also the stopping criteria based on the residual norms give good results, see Table 14 .
The following two conclusions can be drawn by comparing the results given in Table 13 with the corresponding results in Table 12: • As in the case where matrices from the Sparse Matrix Market are run, the change from a high accuracy requirement to a low accuracy requirement did not change the number of successful runs too much. In fact these numbers are practically the same.
• Also, the number of cases in which the code gives a wrong message for a successful run is practically the same when high and low accuracy requirements are used. The same is true for the number of cases where the code is not able to detect the fact that the required accuracy is achieved. Moreover, the number of such messages is negligible, see Tables 12 and 13 . It should be noted that similar conclusions (related to the use of high and low accuracy requirements) can be drawn for the cases of symmetric and positive matrices (i.e. the case where δ = 0, γ = 0) and non-symmetric but structurally symmetric matrices (i.e. the case where δ = 2, γ = 0). The stopping criterion based on the use of (10) was also tested. Some results are given in Table 14 . It is seen that, as mentioned above, the use of a relative stopping criterion based on residual norms gives as good results as the use of the convergence stopping criterion introduced in this paper. The only two exceptions arise in Pure ORTH in the cases where the right-hand side vectors are produced by using a solution vector = for = 1 2 N, and a solution vector whose components are obtained by applying a random number generator.
Using the matrices CLASSF
The matrices of CLASSF are very difficult for the residual stopping criterion. This fact is illustrated by the results presented in Table 15 . It is clearly seen that the number of successful solutions is drastically reduced when the stopping criterion based on (8) is used. At the same time, the number of wrong messages is very high when the criterion based on the use of residual norms is applied. . DIR and Pure ORTH are used only with RELTOL = 0. The Pure ORTH method is not converegent for these matrices.
The possible reason for this fact is that tha matrices used are very large, non-symmetric and badly scaled.
The results, which are obtained when the right-hand side vectors are produced by using a solution vector obtained by a random number generator, are shown in Table 15 . The results for the other two right-hand side vectors used in this paper, see subsection 4.4, are practically the same.
As stated in subsection 4.3, increasing the value of parameter ALPHA leads to an increase of the condition number of the matrices of CLASSF. Therefore, one should expect that greater accuracy of the preconditioner is needed when the value of ALPHA is increased. This means that one has to use a smaller value of the drop-tolerance RELTOL in order to successfully solve the problem when ALPHA is larger. In Table 16 it is shown that this conclusion is correct. 
Computing times
Some computing times obtained when matrices from the Sparse Matrix Market were used in the experiments are given in Table 17 . It is also interesting to investigate the case when the matrices are larger, see Tables 18 and 19 . The following conclusions can be drawn from the numerical results given in Tables 17, 18 and 19 (similar results can be deduced from many other examples):
• For small matrices (the matrices in Table 17 ) the computing times obtained when the system of linear algebraic systems is solved directly may sometimes be comparable with the computing times obtained by the use of the preconditioned iterative methods (but this is certainly not true for the matrix psmigr_3.
• The computing times for the pure Modified Orthomin Method can be considerably larger than the times for the preconditioned iterative methods also when small matrices are solved (the computing time for this method is about ten times greater than the computing times for the preconditioned iterative methods when a system with coefficient matrix memplus from the Sparse Matrix Market is solved; see Table 17 ). This method might even not converge for some matrices (see the results for the system with coefficient matrix sherman3 in Table 17 ).
• The results obtained by using the preconditioned iterative methods might become much better than the results for both DIR and PURE when medium size systems, of magnitude O (10 5 ), and large systems, of magnitude O(10 6 ) or greater, are solved. This is illustrated in Tables 18 and 19 . • All preconditioned iterative methods (the last seven preconditioned iterative methods plus IR in Tables 17, 18 and 19) perform in a very similar way when the evaluation is carried out by using very large sets of matrices. If we calculate the mean value of the computing times spent for each of the three matrices in Table 18 , then the deviations of the computing times for the preconditioned iterative methods are in the intervals: [0 9 1 4] for the matrix of order 360000 (mean value 18 7), [0 8 1 5] for the matrix of order 640000 (mean value 37 9), [0 8 1 5] for the matrix of order 1000000 (mean value 66 4). The deviations are even smaller for the much larger matrices from Table 19 . It is seen that these deviations are negligible in comparison with the reductions obtained when the preconditioned iterative methods are used instead of either DIR or PURE.
• The use of an approximate LU-factorization as a preconditioner is not always successful. The results in Tables 18  and 19 indicate, however, that for some classes of matrices the use of this approach gives excellent results. This approach can be implemented in a very robust way by reducing automatically the drop-tolerance when the speed of iteration is judged to be slow. This is very useful when long sequences of large systems of linear algebraic equations are to be handled in large-scale time-dependent models. In such a case a good preconditioner can be found after several trials and after that used in solution of all remaining systems.
General conclusions and plans for future work
Several specific conclusions were drawn in connection with the numerical results presented in the previous section. Some general conclusions are given below.
1. All numerical experiments indicate that the preconditioned Krylov-type iterative methods produce very similar results when a sufficiently large set of test matrices is used.
2. It is important to apply reliable and robust stopping criteria, especially when a low accuracy requirement is imposed (which is very often the case when large scale scientific and engineering models are to be handled).
3. The numerical experiments (consisting of computations needed to perform several hundred thousand runs of systems of linear algebraic equations) show that further improvements might be desirable. Two important directions for such improvements are better preconditioners and better stopping criteria.
