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 25 
Abstract 26 
In emotion dynamic research one distinguishes various elementary emotion dynamic 27 
features, which are studied using intensive longitudinal data. Typically, each emotion 28 
dynamic feature is quantified separately, which hampers the study of relationships between 29 
various features. Further, the length of the observed time series in emotion research is 30 
limited, and often suffers from a high percentage of missing values. In this paper we 31 
propose a vector autoregressive Bayesian dynamic model, that is useful for emotion 32 
dynamic research. The model encompasses six elementary properties of emotions, and can 33 
be applied with relatively short time series, including missing data. The individual 34 
elementary properties covered are: within person variability, innovation variability, inertia, 35 
granularity, cross-lag regression and average intensity. The model can be applied to both 36 
univariate and multivariate time series, allowing to model the relationships between 37 
emotions. One may include external variables and non-Gaussian observed data. We 38 
illustrate the usefulness of the model on data involving 50 participants self-reporting on 39 
their experience of three emotions across the period of one week using experience 40 
sampling. 41 
Keywords: Bayesian, vector autoregressive, experience sampling, longitudinal data 42 
  43 
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A multivariate statistical model for emotion dynamics 44 
 45 
Emotions are an important part of our daily lives. The importance of emotions for our 46 
health and well-being is recognized more and more (Tugade, Fredrickson, & Feldman 47 
Barrett, 2004; Grühn, Lumley, Diehl, & Labouvie-Vief, 2013; Lewis, Haviland-Jones, & 48 
Feldman Barret, 2008, Ch. 29). Unlike, perhaps, personality and values, emotions fluctuate 49 
across time, changing both within and between days under the influence of external events 50 
and internal regulation. As such, a central function of emotions is to alert us to important 51 
events and changes, and to motivate us to deal with them (Larsen, 2000; Frijda, 2007; 52 
Scherer, 2009; Kuppens & Verduyn, 2015). Understanding the dynamics of emotions is 53 
therefore important, not in the least because it provides a window on how emotions may 54 
become dysregulated, which is considered a central feature of several mental disorders 55 
(Houben, Van Den Noortgate, & Kuppens, 2015; Wichers, Wigman, & Myin-Germeys, 2015). 56 
To study emotion dynamics, intensive longitudinal data are used, sampled sufficiently 57 
frequently to characterize the dynamics of interest (Hamaker, Ceulemans, Grasman, & 58 
Tuerlinckx, 2015). Technological advantages facilitate the collection of such data, both in an 59 
experimental setting in a lab and in daily life. In lab studies, for instance, video mediated 60 
recall and physiological recording can provide information on the dynamics of emotional 61 
episodes. In daily life, the widespread availability of mobile devices, first palmtops and now 62 
smartphones, enables researchers to collect multiple measurements per day in so-called 63 
ecological momentary assessment (EMA, also known as experience sampling) studies 64 
(Larson & Csikszentmihalyi, 1983; Shiffman, Stone, & Hufford, 2008; Bolger & Laurenceau, 65 
2013; Bos, Schoevers, & Aan het Rot, 2015). 66 
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When intensive longitudinal data is gathered with a structure as complex as found in 67 
emotion data, the choice of a proper analysis is of paramount importance. This choice is far 68 
from straightforward, given the diversity of techniques available (Hamaker et al., 2015). The 69 
analysis typically focuses on identifying particular elementary features of emotion 70 
dynamics, with the aim to reveal distinct information on affective functioning and 71 
regulation (Kuppens & Verduyn, 2015). For instance, one may be interested in the level of 72 
variability emotions display within an individual, or in how different emotions covary across 73 
time. However, choosing a proper analysis is hampered by the fact that these elementary 74 
features can often be quantified in different ways. Further, the quantifications of these 75 
elementary features are typically considered separately. This implies that relationships 76 
between these features remain hidden. 77 
To provide a good picture of emotion dynamics, we propose to use a single model of 78 
which most parameters have a clear interpretation in terms of a number of key features 79 
that are considered central to emotion dynamics. To this end, we propose to use Bayesian 80 
dynamic modelling (West & Harrison, 1997). The Bayesian Dynamic Model (BDM) we 81 
propose offers a representation of multivariate time series, and may be applied to multiple 82 
individuals. Furthermore, the BDM as proposed in this paper can be conveniently 83 
interpreted in terms of six important emotion dynamic features. This offers insight into the 84 
dynamics of single emotions, as well as the dynamics between multiple emotions within an 85 
individual. By applying the model to data from multiple individuals, one can achieve insight 86 
into interindividual differences in emotion dynamics. Using Bayesian estimation offers 87 
flexibility with regard to the distributions used in specifying the model. 88 
MODEL FOR EMOTION DYNAMICS 5 
Emotion Dynamic Features 89 
The patterns and regularities of an individual’s experienced emotions across time can 90 
be captured by various elementary properties. We denote these elementary properties as 91 
emotion dynamic features (EDFs). There is a vast range of EDFs discussed in the literature 92 
(Houben et al., 2015; Kuppens & Verduyn, 2015; Grühn et al., 2013; Carstensen, Pasupathi, 93 
Mayr, & Nesselroade, 2000; Brose, de Roover, Ceulemans, & Kuppens, 2015). The taxonomy 94 
as discussed by Kuppens and Verduyn (2015) organizes these EDFs into four categories: 95 
emotional variability, emotional inertia, emotional cross-lag, and emotional granularity. If 96 
we complement these four with the average emotional intensity, we provide a fairly 97 
complete picture of an individual’s experience of emotions across time. Our aim is to 98 
propose a way to succinctly capture the EDFs from the five categories in a single model. In 99 
the following section, we discuss each category and how it is captured in our model. 100 
Emotional variability. Emotional variability reflects to what extent the intensity of an 101 
emotion as experienced by an individual, varies across time. Emotional variability has been 102 
found to increase with increasing stress levels (Scott, Sliwinski, Mogle, & Almeida, 2014) and 103 
decrease with increasing age (Carstensen et al., 2000; Scott et al., 2014; Brose et al., 2015). 104 
High emotional variability has been linked with lower emotional well-being and higher 105 
prevalence and severity of mood disorders (Houben et al., 2015). To quantify emotional 106 
variability, the within person variance or standard deviation is typically used (Carstensen et 107 
al., 2000; Röcke, Li, & Smith, 2009; Grühn et al., 2013; Scott et al., 2014; Kuppens & 108 
Verduyn, 2015). 109 
 The within person variance can be seen as a global summary of the degree of 110 
emotional variability. This variability can be decomposed into various elements (Jahng, 111 
Wood, & Trull, 2008). In this context, it is useful to distinguish the predictable part from the 112 
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random part. The predictable part can be interpreted in terms of the emotional inertia and 113 
cross-lag, as will be discussed in the next paragraphs. The random part covers the 114 
instantaneous change, and consists of the innovation variance and the white noise variance. 115 
The innovation variance and the white noise variance express the sizes of the 116 
instantaneous changes at each measurement point. The key difference between the two is 117 
that the innovation variance captures the part of the change that is carried through to the 118 
next measurement point, while the white noise variance captures the part of the change 119 
that is not carried through to the next measurement point. Thus, a person showing a high 120 
white noise variance and low innovation variance is characterized by large variability at 121 
successive measurement points. Vice versa, a low noise variance with high innovation 122 
variance also indicates a large variability across the whole time span observed, but at a 123 
much slower rate, yielding much fewer oscillations in scores at successive measurement 124 
points.  125 
As the global summary measure of within person variability, we will use the within 126 
person variance. Though our model includes both the innovation variance and white noise 127 
variance, we will only interpret the innovation variance, as a measure of innovation 128 
variability. We leave aside the white noise variance in our interpretation, because change 129 
due to white noise is typically attributed to measurement error. 130 
Emotional inertia. Emotional inertia refers to the tendency of an emotion to carry 131 
over from one moment to the next, reflecting resistance to change (Cook et al., 1995; Suls, 132 
Green, & Hills, 1998; Kuppens, Allen, & Sheeber, 2010). High inertia has been linked to 133 
impaired emotion regulation (Kuppens, Allen, & Sheeber, 2010; Suls et al., 1998; Koval et al., 134 
2015; Gross, 2015), inflexibility in adapting emotions (Kashdan & Rottenberg, 2010) and 135 
rumination (Koval, Kuppens, Allen, & Sheeber, 2012). Emotional inertia is generally 136 
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quantified as the autoregression between successive measurements of an emotion. Note 137 
that although the concept of inertia is linked to the autocorrelation, it is generally quantified 138 
as a (autoregressive) regression variable. Therefore, autoregression is the adequate name 139 
for this variable, although it has also been referred to as autocorrelation in literature (e.g., 140 
Kuppens, Allen, & Sheeber, 2010; Kuppens & Verduyn, 2015). 141 
Emotional cross-lag. Emotions can be regulated through feedback-loops: the increase 142 
of one emotion may infer an increase or decrease in another emotion (Gross, 2015; 143 
Kuppens & Verduyn, 2015; Pe & Kuppens, 2012). Although few studies have yet been 144 
conducted on emotional cross-lag, it is an important part of emotion regulation (Gross, 145 
2015; Kuppens & Verduyn, 2015). For example, it has been found to be increased in major 146 
depression patients in terms of higher levels of overall emotion network density (Pe et al., 147 
2015). Emotional cross-lag is quantified via the cross-lag regression; the lagged regression 148 
between two emotions (Pe & Kuppens, 2012). Analogously to the term autoregression, it is 149 
sometimes called the cross-lag correlation (e.g., Kuppens and Verduyn, 2015), while the 150 
cross-lag regression is generally used to quantify the emotional cross-lag. When the cross-151 
lag regression is positive, this is called augmentation: the experience of one emotion 152 
increases the strength of another emotion on a later time point. A negative cross-lag 153 
regression is called blunting: the experience of one emotion decreases the strength of 154 
another emotion on a later time point (Pe & Kuppens, 2012). 155 
Emotional granularity. Emotional granularity refers to the ability of differentiating 156 
between different emotions and identifying emotions with specificity and precision. This is 157 
also known as emotional differentiation and is often measured in terms of emotional 158 
covariation (Feldman, 1995; Barrett, Gross, Christensen, & Benvenuto, 2001; Barrett & 159 
Gross, 2001; Kuppens & Verduyn, 2015). Higher emotional granularity is linked to increased 160 
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emotion regulation (Barrett et al., 2001) and different, more effective coping mechanisms 161 
(Tugade et al., 2004). Furthermore, higher emotional granularity is associated with lower 162 
levels of neuroticism (Carstensen et al., 2000), and lower incidence of social anxiety disorder 163 
(Kashdan & Farmer, 2014) and depression (Erbas, Ceulemans, Pe, Koval, & Kuppens, 2014). 164 
Emotional granularity has been quantified in different ways. For example, the 165 
differentiation index equals the number of components found by a principal component 166 
analysis (PCA) on the covariances between emotions of a single individual (Grühn et al., 167 
2013; Brose et al., 2015). Related to this is the concept of the unshared variance: the 168 
percentage of variance unexplained by the first component of such a PCA (Grühn et al., 169 
2013). In practice, the choice between the differentiation index and the unshared variance is 170 
a pragmatic one. For a large number of emotions, the differentiation index appears to be 171 
more informative, and for a small number of emotions, the unshared variance. For these 172 
measures, higher scores indicate a higher granularity. 173 
Other quantifications can be calculated directly from the observed data: the 174 
covariance between two emotions within a person (Grühn et al., 2013; Erbas et al., 2014), 175 
the correlation between two emotions (Barrett et al., 2001), and the intraclass correlation 176 
(ICC) between all emotions (Tugade et al., 2004; Erbas et al., 2014). A higher covariance, 177 
correlation and ICC indicate a lower level of differentiation between emotions, and thus a 178 
lower granularity. The correlation has the advantage of being standardized, allowing for a 179 
direct comparison between pairs of emotions both within and between individuals. 180 
However, a low within person variance reduces the size of the absolute correlation, which 181 
renders interpretation difficult. This issue is not encountered when using the covariance 182 
(Scott et al., 2014). As all named quantifications measure the covariation between 183 
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emotions, we do not need to include them all. In our model, the granularity will be 184 
quantified via the correlation. 185 
Average emotional intensity. The EDFs discussed thus far capture the dynamics of 186 
emotions over time. In addition, how strong an emotion is felt on average may also differ, 187 
both between emotions within an individual, and between individuals, and can provide 188 
important information on people’s emotional lives. The average emotional intensity for 189 
positive emotions is positively related to emotion regulation (Barrett et al., 2001), as well as 190 
with extraversion, agreeableness and conscientiousness, but negatively related with 191 
neuroticism (Carstensen et al., 2000). The average emotional intensity of negative emotions 192 
is higher for individuals with social anxiety disorder (Kashdan & Farmer, 2014) as well as for 193 
individuals with depression, high scores on neuroticism, and low scores on self-esteem 194 
(Erbas et al., 2014). To assess the average emotional intensity across time, we take into 195 
account the average intensity (Carstensen et al., 2000; Barrett et al., 2001), quantified as the 196 
mean score over time (Kashdan & Farmer, 2014; Erbas et al., 2014). 197 
This paper. Each of these features provides unique information on how emotions 198 
(co)vary, carry over from one moment to the next, or mutually influence each other, and 199 
together they provide insight into many crucial aspects of emotional functioning and 200 
flexibility. As such, we propose a BDM that captures within person variability, innovation 201 
variability, inertia, cross-lag, granularity, and average intensity for multiple emotions and 202 
individuals in a single model. First, we will introduce the model and its possibilities. Then, we 203 
will present an empirical application of the model. We will conclude with a discussion on the 204 
model, its advantages and disadvantages, and recommendations for future research. 205 
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Model 206 
To combine the aforementioned concepts for multiple variables, we will use a 207 
Bayesian interpretation of a State Space Model, called the Bayesian Dynamic Model (BDM) 208 
(West & Harrison, 1997). We will use the BDM to estimate a vector autoregressive model, 209 
which can be rewritten into a State Space Model (Harvey, 1990; Durbin & Koopman, 2012). 210 
The BDM has two equations: the observation equation and the system equation. For 211 
univariate data, the inclusion of so-called white noise in the observation equation improves 212 
estimation of the autoregression (Schuurman, Houtveen, & Hamaker, 2015). Following this, 213 
we include white noise in our multivariate BDM as well.  214 
Single individual. For each individual, a separate model can be formulated. We 215 
model 𝑦𝑦i,t,n, the score on emotion i (i = 1,2,...,I), at time point t (t = 1,2,...,Tn), for individual 216 
n (n = 1,2,...,N). The first equation, the observation equation, links the observed score 𝑌𝑌i,t,n 217 
to the latent variable 𝛉𝛉i,t,n. The observation equation for the score vector 𝐲𝐲t,n  =218  �𝑦𝑦1,t,n,𝑦𝑦2,t,n, . . . . ,𝑦𝑦I,t,n�’  is as follows: 219 
 𝐲𝐲t,n  =  𝛍𝛍n  +  𝛉𝛉t,n + 𝛆𝛆t,n ,              𝛆𝛆t,n  ∼  𝑁𝑁(𝟎𝟎,𝐇𝐇n), (1) 220 
where 𝛍𝛍n (𝐼𝐼 ×  1) denotes the mean vector of the I emotions, 𝛉𝛉t,n  (𝐼𝐼 ×  1) the latent 221 
variable vector, 𝛆𝛆t,n (𝐼𝐼 ×  1) the white noise vector and 𝐇𝐇n  the covariance matrix of 𝛆𝛆t,n.  222 
As 𝛆𝛆i,t,n is assumed to be independent across emotions, 𝐇𝐇n  is a 𝐼𝐼 ×  𝐼𝐼 diagonal matrix with 223 
𝜎𝜎εi,n2  as diagonal elements. 224 
The system equation models the autoregression and cross-lag regression and the 225 
innovation over time of the latent variable 𝛉𝛉t,n: 226 
𝛉𝛉t,n =  𝚽𝚽n  × 𝛉𝛉t−1,n  +  𝛈𝛈t,n,        𝛈𝛈t,n  ∼  𝑁𝑁(𝟎𝟎,𝐐𝐐n), (2) 227 
where 𝚽𝚽n (𝐼𝐼 ×  𝐼𝐼) is the autoregression and cross-lag regression matrix, 𝛈𝛈t,n (𝐼𝐼 ×  1) is the 228 
innovation vector and 𝐐𝐐n (𝐼𝐼 ×  𝐼𝐼) the covariance matrix of the innovation. All error terms, 229 
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𝛈𝛈t,n and 𝛆𝛆t,n, are assumed to be mutually independent. The model includes one lag, 230 
meaning that the autoregression is with respect to the previous time point only, and this 231 
model is denoted as the VAR(1)-BDM. A graphical representation of the model can be seen 232 
in Figure 1. 233 
We remark that 𝚺𝚺𝑛𝑛 (𝐼𝐼 ×  𝐼𝐼) is the model implied variance-covariance matrix of the 234 
observed scores for individual n, which is computed through 235 
 vec(𝚺𝚺n) = (𝑰𝑰 − 𝚽𝚽𝐧𝐧′ ⊗𝚽𝚽n′ )−1vec(𝐐𝐐n  +  𝐇𝐇n), (3) 236 
where vec(𝚺𝚺n) is the vectorized version of 𝚺𝚺n and ⊗ denotes the Kronecker product. This is 237 
an adaptation of the Lyapunov equation used for the traditional vector autoregressive (VAR) 238 
model with only one error term, as discussed in Hamilton (1994, p. 265). 239 
The VAR(1)-BDM includes dynamic parameters that are set to be constant across time. 240 
This implicit assumption seems most likely to be met when the dynamics of the individual 241 
under study do not change drastically (e.g., as a result of an intervention or life event) and 242 
the time interval between observations is roughly the same. A study using simulated data 243 
showed that the VAR(1)-model, and with that the VAR(1)-BDM, is very robust against 244 
violations of the assumption of equal interval width (Albers, in preparation). If time intervals 245 
would differ widely (e.g., ranging from one hour up to a week), one may use an adapted 246 
model that explicitly allows for non-equidistant time points (see Kuppens, Oravecz, and 247 
Tuerlinckx, 2010; Oravecz, Tuerlinckx, and Vandekerckhove, 2011). 248 
VAR(1)-BDM modeling can be done also in the presence of incidental missing 249 
measurements. To this, a link function is used that links the observed 𝑦𝑦i,t,n to a latent 𝑦𝑦i,t,n∗ . 250 
In the VAR(1)-BDM model, 𝑦𝑦i,t,n = 𝑦𝑦i,t,n∗ , because 𝑦𝑦i,t,n and 𝑦𝑦i,t,n∗  are assumed to be equally 251 
distributed. At time points with missing data, the latent variable 𝑦𝑦i,t,n∗  is not linked to the 252 
observed variable 𝑦𝑦i,t,n. The price to be paid for the missingness is that the uncertainty 253 
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increases with more missing data points in a row, since the estimation cannot be checked 254 
against the observed data anymore. Further, the generalizability of the model to the 255 
‘population of time points’ is assured only if the missing data are missing completely at 256 
random or missing at random (see e.g. Schafer & Graham, 2002). 257 
The parameters of this statistical model are immediate translations of the EDFs, 258 
providing a direct link with emotion theory and application to empirical data. The linkage 259 
between each of the discussed EDFs and the model is summarized in Table 1. The within 260 
person variability for individual n and emotion i is expressed via 𝚺𝚺ii,n and the innovation 261 
variability via 𝐐𝐐ii,n. The autoregression for individual n and emotion i is 𝚽𝚽ii,n, and the cross-262 
lag regression is 𝚽𝚽ij,n for i ≠ j. The correlation, used for the granularity, is obtained via 𝚺𝚺ij,n 263 
for i ≠ j. The average intensity for individual n on emotion i is the mean µi,n. Hence, the 264 
model enables the simultaneous study of all discussed emotion dynamics.  265 
Multiple individuals. The model can be applied without any difficulty for multivariate 266 
data collected among multiple individuals. This can be done by estimating the model of each 267 
individual separately. This implies that no assumptions are made with regard to the 268 
sampling of the individuals. 269 
As an alternative, one may assume that the individuals are drawn at random from a 270 
certain population. As such, the parameters of the individuals can be assumed to be drawn 271 
randomly from the population distribution of the parameter concerned. These assumptions 272 
may be expressed in the model via a level 2 model, for example by assuming, as is standard 273 
in multilevel modeling, that each 𝚽𝚽ij,n is drawn from a normal distribution: 𝚽𝚽ij,n  ∼274  𝑁𝑁(𝚽𝚽ij,𝜎𝜎Φij)  (Lodewyckx, Tuerlinckx, Kuppens, Allen, & Sheeber, 2011). The potential 275 
advantage is that the parameters can be estimated with more precision, provided that the 276 
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distributional assumptions on the individual parameters are met. In practice these 277 
assumptions may be too strict, yielding the first approach more attractive.  278 
 Both approaches have a heavy computational burden, with second approach being 279 
even worse than the first, as modeling all individuals jointly takes more time per iteration 280 
and more iterations to reach convergence. This is why we decided upon the first approach in 281 
this paper. 282 
When the dynamics of a large number of individuals are studied, it typically will be of 283 
interest to examine relations between the different individual parameters. As will be 284 
illustrated in our empirical example, this can be for instance done via a cluster analysis on 285 
the individual parameters. 286 
 287 
Possible extensions of the VAR(1)-BDM model 288 
The VAR(1)-BDM model as defined in Equations (1) and (2) offers a rather flexible 289 
model for stationary individual time series with about normally distributed fluctuations that 290 
are constant dynamics across time. If the nature of the data requires a more flexible 291 
approach, the model can be extended in various ways.  292 
Time varying parameters. In the VAR(1)-BDM model, parameters are assumed to be 293 
equal over time, implying that the emotion dynamics are assumed to be constant across the 294 
time span measured. In case this assumption would be too rigid, alternative models are 295 
available. For example, in regime switching or threshold models, the autoregression may 296 
change as the state changes (Hamaker & Grasman, 2012; De Haan-Rietdijk, Gottman, 297 
Bergeman, & Hamaker, 2014). Such an extension would be useful for modelling significant 298 
personal changes, for instance as the consequence of clinical intervention. In time-varying 299 
autoregressive models, more gradual changes in parameters across time can occur 300 
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(Bringmann, Hamaker, Vigo, Aubert, Borsboom, Tuerlinckx, 2016), reflecting that the 301 
dynamics of psychological processes are not stationary in the long run. 302 
Non-normal distributions. The VAR(1)-BDM model can be extended to non-normal 303 
distributions in two ways. First, when the observations are assumed to be non-Gaussian 304 
realizations of an underlying Gaussian process, a link function can be used to transform the 305 
latent Gaussian scores into estimated observed non-Gaussian scores. Examples are a probit-306 
link for ordinal data (Chaubert, Mortier, & Saint André, 2008), or the log-link for count data 307 
(assuming a Poisson distribution) (Terui, Ban, & Maki, 2010; Krone, Albers & Timmerman, 308 
2016a). However, this adds more complexity to the model, requiring a larger sample size to 309 
estimate the model parameters with reasonable precision. Second, when the underlying 310 
process is assumed to be non-Gaussian, the distributions used in the model, for example the 311 
white noise and innovation distributions, can be adjusted accordingly (Durbin & Koopman, 312 
2012; West & Harrison, 1997, Ch. 13, 14). 313 
More than a single lag. The VAR(1) model includes an autoregression on the previous 314 
time point only. The model can be extended with autoregressive effects from earlier time 315 
points as well, yielding a VAR(p) model, with p the number of previous time points regressed 316 
upon. To detect such effects, one would need very intensively sampled data. Therefore we 317 
deem this extension to be of possible use to model for instance psychophysiological 318 
measures, but not for emotion ratings, as this implies a very heavy burden on respondents. 319 
External variables. Research question often probe how dynamic features of 320 
emotions are related to, or a function of, other variables, such as experimental 321 
manipulation or individual differences reflecting personality or well-being. Due to the 322 
flexible nature of the model, external variables can be dealt with in two ways. First, the 323 
external variable can be included in the model as an active covariate. This can be done as a 324 
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direct effect, for example letting 𝐲𝐲t,n being dependent on 𝛍𝛍n, 𝛉𝛉t,n and a covariate, and as a 325 
moderator effect, for example letting elements of 𝚽𝚽n be dependent on the level of a 326 
covariate. Second, inactive covariates can be implemented post-hoc, by examining the 327 
relation between any model parameter and an external variable after the model estimation. 328 
This can be done, for instance, by using partial correlations or linear regression, thereby 329 
accounting for confounding variables. 330 
Modeling empirical time series 331 
 Model estimation. The VAR(1)-BDM is a Bayesian model that can be estimated using 332 
Bayesian Markov Chain Monte Carlo (MCMC). To this end, we use Hamiltonian Monte 333 
Carlo (HMC), a generalization of the Metropolis-Hastings algorithm (Metropolis, 334 
Rosenbluth, Rosenbluth, Teller, & Teller, 1953; Hastings, 1970) that allows for an efficient 335 
estimation of the parameters (Gelman et al., 2013). This is incorporated in the software 336 
RStan (Stan Development Team, 2014; R Core Team, 2015). Example R-code and Stan-code 337 
for the VAR(1)-BDM can be found in Appendices A and B, respectively. 338 
In Bayesian modelling, prior distributions, quantifying the a priori degree of belief in 339 
parameter values, have to be specified. In empirical situations where there is relevant 340 
context information (such as results of a pilot study), this information can be incorporated 341 
by specifying informative priors. Alternatively, one can aim for weak-informative priors, to 342 
reduce the influence of the choice of priors on the estimates. 343 
Estimating the model to empirical data may yield convergence problems. In general, 344 
these problems may be due to the identifiability of the model and/or a lack of data. The 345 
VAR(1)-BDM as expressed in Equations 1 and 2, is identified. Therefore, when estimation 346 
issues arise with this model, this is due to a lack of data. It is impossible to offer a general 347 
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guideline on the minimal number of measurements required, because this would depend on 348 
the specific values of the population parameters and the required precision. 349 
 To check the convergence, two methods may be used: assessment of the potential 350 
scale reduction factor, 𝑅𝑅�, and visual inspection of the trace plots. The 𝑅𝑅� shows the ratio of 351 
how much the estimation may change when the number of iterations is doubled, with an 352 
(ideal) value of 1 indicating that no change is expected (Gelman & Rubin, 1992; Stan 353 
Development Team, 2014). Trace plots show the MCMC estimates for each parameter at 354 
each iteration. If a parameter reaches convergence, the estimates over iterations are highly 355 
similar across chains. As a result, the trace plot will look like a fat caterpillar where all 356 
chains completely overlap, except at the fringe of the caterpillar (as shown in Figure 3). 357 
 Model selection. In modeling empirical emotion dynamics, one might ask whether to 358 
use the VAR(1)-BDM, or a constrained version thereof, or even a more extended model. As 359 
in any statistical model specification (see Snijders & Bosker, 1999, p. 91), the steering 360 
wheels for model selection are substantive and statistical considerations.  361 
 With respect to the substantive considerations, the core advantage of the VAR(1)-362 
BDM to characterize changes in emotions over time, is that its parameters can be 363 
interpreted directly in terms of emotion dynamics features. Subject-matter related 364 
considerations may indicate the need for an extended model, as described above. For 365 
example, when the outcome variables pertain to counts, the assumption of a normal 366 
distribution would be too far off and a Poisson distribution would be a better choice.  367 
 With respect to the statistical considerations, it is useful to distinguish tests for 368 
individual parameters from measures of model fit. A test for an individual parameter can be 369 
used to assess the evidence for a particular value of a specific parameter. In this way, one 370 
could assess whether all parameters of the VAR(1)-BDM would be actually needed to 371 
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describe the time series of a single subject, or whether one could do with a constrained 372 
version of the VAR(1)-BDM, for example by fixing an innovation term for a specific variable 373 
at 0, or by setting the cross-lag between two specific emotions at 0.  374 
 Measures of model fit indicate the fit in a global way, instead of focusing on a single 375 
parameter. As an absolute fit measure, we consider the predictive value of the model for 376 
the next measurement, via the root mean squared error for emotion i of individual n 377 
(RMSEi,n), as 378 
 RMSEi,n = �∑ �𝑦𝑦i,t,n − 𝑦𝑦�i,(t−1),n�2Tnt=2 , (4) 379 
with 𝑦𝑦�i,(t−1),n the model predicted score at time point t, on the basis of the observed score 380 
at time point t-1. An RMSE-value of 0 indicates perfect prediction, and larger values imply a 381 
lower predictive value. 382 
 In case substantive considerations would yield various competing models (e.g., 383 
VAR(1)-BDM versus VAR(2)-BDM), information criteria such as the Bayesian information 384 
criterion (BIC; Schwarz, 1978) or the Watanabe-Akaike information criterion (WAIC; 385 
Watanabe, 2010) are of use. Such criteria add a penalty for model complexity to the model 386 
fit (as expressed via minus two times the log likelihood of the model). A smaller BIC/WAIC 387 
value points at better model, thus the model with the lowest BIC/WAIC is favored. Which 388 
criterion to select is an ongoing debate between statisticians (Gelman, Hwang, Vehtari, 389 
2014), but in practice the criteria usually point into the same direction. 390 
 391 
Empirical example 392 
In this paper, we re-analyse data described in Brans, Koval, Verduyn, Lim, and 393 
Kuppens (2013) and Erbas et al. (2014). As part of a larger study, the emotions of 50 394 
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individuals were self-reported using experience sampling. The data collection process 395 
consisted of three parts. In a first lab session the participants signed an informed consent 396 
form and were handed out a palmtop which they would use to record their emotions, along 397 
with instructions for its use. Second, during at least seven days (extending to a maximum of 398 
10 days for some participants), participants carried the palmtops and self-reported their 399 
emotions using the Experience Sampling Program (ESP) (Barrett & Barrett, 2000). The 400 
waking hours of the individuals on each day were divided into ten intervals. During each 401 
interval, at a random time point, the ESP would ask them to rate their emotions in terms of 402 
how angry, depressed and stressed, for example, they felt at that moment. This yielded 403 
observations at roughly similar time intervals. Each emotion was rated on a 6-point Likert 404 
scale, ranging from 0 to 5, with higher values indicating a stronger feeling of that emotion. 405 
Finally, in a second lab session, the participants returned the palmtops and were each given 406 
AU$ 40,- for their participation. 407 
Sample data. We selected the data on the three negative emotions ‘angry’, 408 
‘depressed’ and ‘stressed’ for re-analysis. The number of time points observed of the 50 409 
individuals ranged from 20 to 90, with incidental missing data. To illustrate the sample data, 410 
the observed scores of three individuals are depicted in Figure 2. As can be seen, the first 411 
individual shows missing data all through the sample, the second shows large patches of 412 
complete and missing data, and the third shows little missing data.  413 
Model specification. To model the trivariate (i.e., of angry, depressed, stressed) time 414 
series of the 50 individuals we applied the VAR(1)-BDM, for each of the 50 individuals 415 
separately. This implies that there is no assumption with regard to the sampling of the 416 
individuals. In view of the limited length of the observed time series, we refrained from 417 
considering more complicated models (e.g., VAR(2)-BDM, or explicitly modeling the discrete 418 
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nature of the dependent variable), as this would involve even more parameters to estimate 419 
yielding unstable results.  420 
The priors for the parameters were specified as follows. For the elements of 𝚽𝚽n we 421 
used a symmetrized reference prior (Berger & Yang, 1994); for the scale parameter of 𝐇𝐇n a 422 
half-Cauchy(0, 2.5) prior; for the correlation matrix of 𝐇𝐇n a Lewandowski-Kurowicka-Joe 423 
correlation prior (Lewandowski, Kurowicka, & Joe, 2009); for the diagonal elements of 𝐐𝐐n a 424 
Γ(3,3); and for µi,n a normal prior with mean 0 and variance 4. 425 
Results 426 
We start by presenting results concerning the estimation (i.e., convergence and 427 
computation time), and the absolute fit of the individual time series by as expressed via the 428 
RMSE. Then, we summarize the parameter estimates related to the emotion dynamic 429 
features across the 50 individuals.  430 
Estimation: Convergence and computation time. In our analysis, we used four MCMC-431 
chains of 30.000 iterations each. To check whether convergence was reached, we used the 432 
𝑅𝑅� and the trace plots. All elements of the model parameters (𝚽𝚽n, 𝐐𝐐n and 𝛍𝛍n) reached 433 
convergence for all individuals and emotions, with an 𝑅𝑅� below 1.02 for all estimated model 434 
parameters. One of the trace plots, representable for all relevant trace plots, is given in 435 
Figure 3 which, as can be seen, gives the expected fat caterpillar.  436 
The total computation time (computer with 24 Intel Xeon 2.5 GHz cores) was 20.7 437 
days, with a mean (SD) computation time per individual of 9.93 (4.70) hours. Note that 438 
parallel computing can be used in order to get the waiting time considerably smaller than 439 
the computing time. 440 
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The RMSE value had a mean (SD) across the 50 individuals of .20 (.21) for angry, .44 441 
(.47) for depressed and .50 (.45) for stressed. Given that each of the emotions are rated on a 442 
6-point Likert scale this indicates a reasonable absolute predictive fit of the models. 443 
Summary of emotion dynamic features. The VAR(1)-BDM of the emotions angry, 444 
depressed and stressed of each individual involved 21 parameters of interest. For each of 445 
the 21 parameters of the 50 individuals, we computed the mean posterior parameter 446 
estimate, briefly denoted as parameter estimate in what follows. In Table 2 (columns 3, 4 447 
and 5), the means, standard deviations and 95% confidence intervals of all parameter 448 
estimates across all individuals are presented. As can be seen, the standard deviations are 449 
rather large for all parameters, implying that there is a large variability in individual 450 
dynamics.  451 
To achieve an insightful summary of the individual similarities and differences of 452 
emotion dynamic features, we performed a K-means cluster analysis (MacQueen, 1967) on 453 
the parameter estimates (in R, using 100 random starts), after scaling to ensure an equal 454 
weight of the variables to the cluster solution. As variables in the K-means analysis we 455 
included all parameters except for the within-person variability (𝚺𝚺ij,n), because of some 456 
outlying values (e.g., 7 values above 6). These outliers are likely due to instable model 457 
implied estimates. Based on a scree-plot of the total within-cluster sum of squares versus 458 
the number of clusters, we selected five clusters. The cluster size ranged from 9 to 12 459 
individuals; for each cluster the mean parameter estimate and the within cluster standard 460 
deviation of each of the 21 parameters related to the emotion dynamic features are 461 
presented in Table 2 (columns 5 to 9); we ordered clusters 1 to 5 according to their average 462 
intensities (i.e., µi,n) for angry, depressed and stressed, with clusters 1 and 2 showing low, 463 
clusters 3 and 4 medium, and cluster 5 high levels of intensity. 464 
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To depict the nature of the time series of the VAR(1)-BDM for each of the five clusters, 465 
we simulated time series, using the mean parameter estimates of that cluster a parameter 466 
value of the simulated model. The simulated time series for 70 time points for each of the 467 
variables and clusters are depicted in Figure 4. The appearance of the time series differs 468 
between the series, but the nature of the differences in dynamics is, of course, expressed in 469 
more detail via the differences in the model parameters. Close inspection of Figure 4 reveals 470 
that the intensity increases from Cluster 1 to 5 (by definition, as we ordered them as such), 471 
and more importantly, that the short-term and long-term dynamics characterizing the 472 
clusters differ. 473 
We will discuss the emotion dynamic features in the same order as in the 474 
introduction, i.e., the parameters related to the within person variability, innovation 475 
variability, inertia, cross-lag, granularity and intensity. 476 
Emotional variability is quantified using the EDFs within person variability (𝚺𝚺ii,n) and 477 
innovation variability (𝐐𝐐ii,n). As can be seen in Table 2, the mean within person variability 478 
and innovation variability differs substantially across emotions and clusters. The within 479 
person variability (𝚺𝚺ii,n), indicating the overall variability across all measurements, of angry 480 
is smallest, where depressed and stressed show roughly equal variability across clusters. In 481 
contrast, the computed innovation variability, expressing the amount of change that carries 482 
over to the next measurement, is about similar for angry and depressed in all clusters, and 483 
in cluster 3 substantially larger than in the other clusters. 484 
To see to what extent within person variability and innovation variability would be 485 
related across all individuals, we computed Spearman’s rho between the within person 486 
variability (𝚺𝚺ii,n) and innovation variability (𝐐𝐐ii,n), per emotion. The values were 0.80 for 487 
angry, 0.43 for depressed and 0.40 for stressed. This suggests that the individual differences 488 
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in dynamics for these three emotions are to some extent timescale-invariant, i.e., 489 
individuals with a high variability over the whole time period also show high variability 490 
between two time points. This has been found elsewhere as well (Kuppens, Oravecz, & 491 
Tuerlinckx, 2010). This effect is much larger for angry than for depressed and stressed. This 492 
indicates that short-term anger fluctuations are more informative for its long-term 493 
fluctuations as compared to those of depression and stress feelings, perhaps because the 494 
latter typically change more slowly (or last longer; Verduyn & Lavrijsen, 2015).  495 
Emotional inertia is quantified using the autoregression. As can be seen in Table 2, the 496 
mean autoregression differs substantially across emotions and clusters. Generally, the mean 497 
values are positive, indicating that a relative highly scored emotion (relative in deviation 498 
from the overall mean of the time series for that individual) is followed by a relatively high 499 
scored emotion on the next measurement. The highest mean values are found for stressed 500 
for clusters 3 and 4 (about .50), suggesting a relative large stability of reported stress levels 501 
over time. Taken together, these results provide evidence that emotions are self-related 502 
over time. This is reflected in the literature. Indeed, most previous research has found that 503 
emotional states tend to be mildly or strongly predictive over time in daily life (e.g., Suls et 504 
al., 1998; Kuppens, Allen, & Sheeber, 2010; Koval et al., 2012). In exceptional cases (e.g., 505 
depressed in cluster 3), the autoregressive parameter is negative, indicating individuals 506 
whose emotions seem to contrast themselves from one moment to the next. An interesting 507 
avenue for future research would consist of understanding what contributes to such 508 
dynamic patterns in these individuals.  509 
Emotional cross-lag. The impact of one emotion on another is measured through the 510 
cross-lag regressions. As can be seen in Table 2, the mean cross-lag regressions differ across 511 
emotions and clusters, including their directions (i.e., positive and negative). This suggests 512 
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large individual differences in degree of augmenting and blunting effects of emotions. The 513 
substantial individual differences that are found in the extent to which different emotions 514 
augment or blunt each other across time, are consistent with previous research (Pe & 515 
Kuppens, 2012). The effects seem largest in clusters 3 and 4, that have a medium intensity in 516 
emotion ratings.  517 
A useful tool in interpreting the autoregression matrices – both the emotion inertia as 518 
the emotion cross-lag – is by network visualization (cf. Bringmann, Pe, Vissers, Ceulemans, 519 
Borsboom, Vanpaemel, Tuerlinckx, Kuppens, 2016, for an example from emotion 520 
psychology). Figure 5 displays the mean autoregressive relations across all 50 individual 521 
models: out of the three emotions, stress clearly has the strongest inertia. The strongest 522 
relation between emotions is a positive relation between stress and depressed: higher levels 523 
of stress precede higher levels of depression, on average. Lagged relations between angry 524 
and depressed are virtually absent.  525 
Where Figure 5 displays the network for the average of the 50 participants, Figure 6 526 
provides the network graph for each of the five clusters. This visualization demonstrates 527 
where the differences between the clusters are most prominent. Interestingly, even though 528 
the overall average network (Figure 5) only has positive connections, four out of five clusters 529 
display at least one negative relation, and thus instances where one emotion blunts the 530 
subsequent experience of another emotion. The first cluster can be classified as one where 531 
the ‘stressed → depressed’ relation is reciprocated by a ‘depressed → stressed’ relation. The 532 
second cluster mainly has stronger relations than the average individual. Cluster 3 can be 533 
typified as having negative outgoing relations from depression to all three emotions. Cluster 534 
4, on the other hand, has negative outgoing relations from angry. Cluster 5 has strong auto-535 
regressions but relatively small cross-regressions. Note that the first two clusters are closer 536 
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to the average cluster than the other three: The value of the distance metric ∑ �𝚽𝚽𝑐𝑐;𝑖𝑖,𝑗𝑗 −𝑖𝑖,𝑗𝑗537 
𝚽𝚽�𝑖𝑖,𝑗𝑗�, with 𝚽𝚽𝑐𝑐 denoting the autoregression matrix for cluster c, and 𝚽𝚽�  the autoregression 538 
matrix of the average, is 0.62 for cluster 1, 0.78 for cluster 2, 1.38 for cluster 5, 1.87 for 539 
cluster 4, and 1.99 for cluster 3. 540 
Emotional granularity. Granularity expresses the covariation between emotions and 541 
is quantified via the bivariate correlation between the different couples of emotions per 542 
individual. Here, higher values indicate a lower granularity. The correlations between the 543 
paired emotions are generally positive (see Table 2). Except for cluster 1, the correlations 544 
are moderate (mean .25 for angry, depressed in cluster 4) to strong (mean .70 for 545 
depressed, stressed in cluster 2). This strongly resonates with previous research showing 546 
generally positive relations between like-valenced emotional states across time within 547 
individuals (e.g., Vansteelandt, Van Mechelen, & Nezlek, 2005; Brose et al., 2015; 548 
Carstensen et al., 2000). The variation in correlations across individuals indicate individual 549 
differences in the level of emotion differentiation or granularity, thought to be indicative of 550 
differences in emotion regulation and functioning (e.g., Barrett et al., 2001; Erbas et al., 551 
2014).  552 
Emotional Intensity, quantified as µi,n, appears to differ substantially across clusters 553 
(and thus individuals), but their order seems rather similar, with angry having the lowest 554 
intensity, and depressed and stressed about equal intensity. The intensity (see Table 2) is 555 
lowest for clusters 1 and 2, medium for clusters 3 and 4, and highest cluster 5.  556 
In earlier studies, a higher average intensity over all emotions seemed related to a 557 
lower average correlation over all emotion pairs (Carstensen et al., 2000; Kashdan & Farmer, 558 
2014; Erbas et al., 2014). This finding was not replicated in our sample, with Spearman’s rho 559 
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values between the average correlation over all emotion pairs and the intensity of .02 for 560 
angry, .06 for depressed and .05 for stressed. 561 
Discussion 562 
In this paper we proposed to use a BDM to analyze intensive longitudinal data to 563 
capture the patterns and regularities of an individual’s experience of emotions across time. 564 
To accommodate for missing data, a link function was introduced, linking the observed to 565 
the latent variable only when the data is indeed observed. With this VAR-BDM we analyzed 566 
a data set consisting of three emotions for 50 individuals. Using cluster analysis we 567 
subsequently constructed five clusters of typical emotion dynamics. Our data set consisted 568 
of self-report data, but the VAR-BDM model is also applicable to behavioural and 569 
physiological measures of emotions over time, as well as to data sets containing a mixture of 570 
such variables. 571 
The study of emotion dynamics and the relation between EDFs is an important topic in 572 
psychological research. Most of the earlier studies regarding emotion dynamics have 573 
computed summary statistics for several EDFs (e.g., Carstensen et al., 2000; Barrett et al., 574 
2001; Erbas et al., 2014; Scott et al., 2014). A complete model that encompasses all EDFs 575 
capturing the essential dynamics of multivariate data and that can be applied to EMA data 576 
with its inevitable limitations, was lacking so far. Models that do capture multiple EDFs at 577 
once, often require rather large sample sizes of at least 100 time points without missing 578 
values (e.g., Hamaker & Grasman, 2012; De Haan-Rietdijk et al., 2014). Another option, 579 
which does deal with the small sample size, is the use of a multilevel model. However, these 580 
models generally require a large number of individuals measured, and are based on 581 
distributional assumptions on the individual parameters (e.g., Kuppens, Allen, & Sheeber, 582 
2010; Lodewyckx et al., 2011; Bringmann et al., 2013, 2016). The multilevel VAR model of 583 
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Schuurman, Ferrer, de Boer-Sonnenschein, & Hamaker (2016) lacked an important element, 584 
namely the white noise. Further, they did not link the model elements to the EDFs as we did. 585 
The results found in our empirical study largely concur with the results in previous 586 
literature. With our model, we strive at aiding in the research on emotion dynamics, 587 
allowing for testing the proposed theories on empirical data. The theories on emotion 588 
dynamics are growing in number, but also in complexity (Gross, 2015; Kuppens & Verduyn, 589 
2015). Due to the expansiveness of our model, it is possible to identify relations between 590 
emotions within individuals and between individuals, but also among EDFs, such as the 591 
relation between inertia and variability, or between EDFs and external variables, such as the 592 
relation between the average inertia and the level of mood disorder or other forms of 593 
psychopathology. Note that to quantify such relationships, a data set with a large number of 594 
individuals is needed. This allows for a more direct way to validating theories stating 595 
relations between EDFs. 596 
Further advantages of the model lies in its flexibility. The model, as shown in 597 
Equations 1 and 2, can be used with non-Gaussian data through the implementation of the 598 
link function or through adjustment of the distributions used. The link function also allows 599 
for data with missing values, without the need to adapt the model. Furthermore, the model 600 
can be used to implement external variables, both as active and inactive covariates. The 601 
final advantage lies in the wide range of data for which the model is applicable: one 602 
individual for which one emotion is measured, is enough for estimation. However, more 603 
individuals and emotions can be added. 604 
Although the expansiveness of the proposed model is an advantage, it also introduces 605 
issues with estimation. While the proposed VAR-BDM (Equations 1 and 2) can be estimated 606 
with relatively little data points, the estimated credible intervals, and thus the uncertainty, 607 
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is large for data sets with short time series. The estimation of the cross-lag regression carries 608 
another issue. In empirical data it may occur that the cross-lag regressions of the different 609 
variables are substantial. This introduces multicollinearity, which complicates estimation. 610 
Further studies should focus on the estimation properties of the model. The 611 
conditions under which the model reaches convergence while estimating, are unknown, as 612 
are the conditions needed to estimate the parameters with reasonable precision. Factors 613 
which may be of influence on the estimation and convergence of the model are the number 614 
of time points, the number of emotions, the values in 𝚽𝚽n and the number and pattern of 615 
missing data in the data set. These same factors may influence the precision with which the 616 
parameters may be estimated. 617 
The cluster analysis clearly shows the multidimensional nature of emotion dynamics. 618 
By focusing on a single (set of) variable(s) only, important distinctions would be missed. For 619 
instance, clusters 1 and 2 are both characterized by having low values for the emotional 620 
intensity, yet differ on inertia, emotional cross-lag and variability. Clusters 3, 4 and 5 have 621 
similar values on the white noise variance per emotion, yet are different on the other 622 
characteristics. This demonstrates the need for the multivariate model with the ingredients 623 
as employed in this paper. 624 
A relevant future research question is how much measurements are needed to obtain 625 
accurate parameter estimates in the VAR(1)-BDM, given certain settings. Research on 626 
related models (Krone, Albers, & Timmerman, 2016b, 2017; Schuurman et al., 2015) suggest 627 
that at least 50-100 measurements are required to estimate the parameters of an individual 628 
accurately. However, in the present study we mainly focus on clusters of 9-12 individuals 629 
each. Parameter estimation for the clusters can draw power from all individuals, thus 630 
requiring fewer measurements per person for accurate estimates.   631 
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 838 
Concept Quantification Parameter 
Within person variability Variance of 𝑌𝑌i,n 𝚺𝚺ii,n 
Innovation variability Innovation of 𝑌𝑌i,n 𝐐𝐐ii,n 
Inertia Autoregression 𝚽𝚽ii,n 
Emotional cross-lag Cross-lag regression 𝚽𝚽ij,n 
Granularity Covariance of 𝑦𝑦i,n 𝚺𝚺ij,n 
 Correlation of 𝑦𝑦ij,n Cor(𝒚𝒚ij,n) 
Intensity Mean estimated score µi,n 
Table 1 839 
Quantification of emotion dynamics features for emotion i, in relation to emotion j where 840 
applicable, in the notation of Equations 1, 2 and 3.  841 
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Cluster    1 2 3 4 5 
Number of individuals 50 9 12 9 10 10 














































































































































































































































































Table 2. Mean parameter estimates per EDF, across all individuals (N = 50) and for each of 842 
the 5 clusters, resulting from the K-means analysis. A, D, and S stand for Angry, Depressed 843 
and Stressed, respectively. 844 
  845 
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 846 
Figure 1. Schematic representation of the model as expressed in Equations 1 and 2 for a 847 
single individual and i = 2 emotions. As the focus lies on a single individual, all variables 848 
would have ‘n’ in their subscript. For clarity, this is omitted. We use standard notation for 849 
referring to elements of vectors and matrices. For instance, θ1, t-1 represents the first 850 
element of the vector θt-1.     851 
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 852 
Figure 2. Observed time series for three of the individuals.  853 
day 
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 854 
Figure 3. Trace plot of 𝑄𝑄11,1 as estimated in the empirical data, using six chains and 10.000 855 
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 857 
 858 
Figure 4. Typical time series for the emotions angry, depressed and stressed (in rows), for 859 
each of the 5 clusters (in columns) of the K-means analysis, using the parameter means per 860 
cluster as parameters of the VAR(1)-BDM.  861 
µ indicates intensity, φ autoregression, q innovation variance, h white noise variance; Size of 862 
parameter (relative to other variables and clusters) is classified as Low (L), Medium (M), 863 
High (H).  864 
  865 
Cluster 
1   2   3   4   5 
MODEL FOR EMOTION DYNAMICS 43 
 866 
Figure 5. Network visualization of the auto- and cross-regressive effects for the average of 867 
the 50 individuals. A, D, and S stand for Angry, Depressed and Stressed, respectively. The 868 
thickness of the arrows is proportional to the size of the effect. The thickness of the curves 869 
is proportional to the value. Visualization constructed using the R-package qgraph 870 
(Epskamp, Cramer, Waldorp, Schittmann, Borsboom, 2012). 871 
  872 
  873 
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 874 
 875 
     876 
Figure 6. Network visualization (constructed using the qgraph package) for each of the five 877 
clusters. Top-row: visualization of the Φ-matrix per cluster; bottom-row: visualization of the 878 
deviation of Φc (c = 1, ..., 5) from the overall average of Φ. A, D, and S stand for Angry, 879 
Depressed and Stressed, respectively. Green arrows indicate positive relations, red negative 880 
ones. Thickness of arrows is proportional to size of effects.   881 
Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 
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Appendix A 882 
R code 883 
  884 
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Appendix B 885 
Stan code 886 
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