Taking advantage of the increased ray coverage due to seismicity following the 2004 December and 2005 March great earthquakes, an improved iterative regional-global tomographic method was applied to the Sumatra-Andaman and adjacent regions to better constrain the 3-D mantle velocity heterogeneity in the region. Velocity and hypocentral parameters were iteratively perturbed to sharpen the image of the subducted slab. Several iterations were performed, and the effects of source mislocation were considered in the iterative process, an issue usually neglected in global tomography. We find that source relocation between iterations increases the amplitudes of slab anomalies and sharpens the definition of slab geometry beyond what can be achieved by a fixed-source iterative inversion alone. In addition, extensive restoration tests of synthetic data were conducted that emphasize enhancements obtained by our iterative process. These tests show significant increases in amplitude and decreased smearing of synthetic slab features. Thus, when applied to the real data, similar enhancements are inferred in the resulting model, which better illustrates the complex slab geometry in the upper-mantle and transition zone regions along the Sumatra, Andaman and Burma subduction zones.
I N T RO D U C T I O N
The 2004-2005 Sumatra-Andaman great earthquake sequences have provided a wealth of new seismic data from the region. These data have allowed us to obtain a detailed view of the complex structure of the subducting slab below Sumatra and the adjacent regions (Pesicek et al. 2008) . In this paper, we present a sharpened tomographic image of the slab obtained from an improved iterative technique employing full 3-D ray tracing, following the basic approach of Widiyantoro et al. (2000) . We have made several improvements to this methodology and have tested the solution extensively through restoration tests on synthetic data. In addition, we have included event relocation in the iterative procedure, an issue usually neglected in global tomography. In this paper, we discuss our methodology improvements and their effects on our model for the P-wave velocity structure of the western Indochina subduction zones along the Sumatra and Andaman Islands, and Burma. In addition to an overall increase in slab amplitudes, our iterative solution shows higher amplitude fast anomalies in many areas that previously showed little or no velocity perturbation. Below Burma, our new higher resolution iterative model reveals that the subducting slab there, which had previously been interpreted as torn, may in fact be continuous.
DATA
The data used in this study are traveltimes and earthquake locations reprocessed from global catalogues by the Engdahl, van der Hilst and Buland (EHB) method of single event relocation . The EHB catalogue of data is commonly used in global tomography studies and is regarded as the most accurate global earthquake catalogue available. In the Sumatra region, these data have been further groomed to provide more accurate depths (Engdahl et al. 2007 ). For those data for which waveforms are publicly available, more precise arrival times have been determined by cross-correlation techniques (DeShon et al. 2007a; Pesicek et al. 2010) .
We used global EHB data from 1964-2006 and regional Indonesian EHB data from (Fig. 1) . We have also included data from a PASSCAL deployment in 1995 around Toba Caldera (Fauzi et al. 1996; Masturyono et al. 2001) to increase upper-mantle sampling in this region. The combined available data set is larger than that used by Pesicek et al. (2008) ; however in this study we applied more stringent selection criteria. Specifically, we required a secondary azimuthal gap <180
• and we only used events with sufficient depth control (e.g. located using later arriving phases in addition to first arrivals). This has resulted in fewer data but of higher quality being used in the inversion. The combined data set consists of 957 262 compressional phases from events within the Indonesia region, including 10 640 pP and 4239 pwP phases.
M E T H O D O L O G Y
Following Widiyantoro and van der Hilst (1997) and Widiyantoro et al. (2000) , we use a nested regional-global model design and set up the following system of tomographic equations:
where for the ith iteration, x i is the solution vector, A i is the sensitivity matrix comprised of ray segment lengths in each model cell (regional and global) and event relocation derivatives and δt i is the data vector of traveltime residuals. Norm damping is applied through the identity matrix I (weighted by α) and biased towards the model used for ray tracing (x i−1 ). Gradient smoothing (G i ) is also applied and weighted by γ . For i > 1, we modified (1) slightly to downweight the importance of large residual outliers using a technique known as iteratively reweighted least squares (IRLS), which approximates the 1-norm solution (Scales et al. 1988; Aster et al. 2005) . We further modified (1) by adding a term that independently damps the crustal layer. The system of equations then becomes ⎡
where W i is a diagonal matrix with elements
β is the crustal damping coefficient and the superscript c denotes the crustal portion (0-35 km depth; Table 1 ) of the regional model. After choosing appropriate values for α, γ and β (discussed in detail in the following sections), we used the conjugate gradient least-squares algorithm LSQR (Paige & Saunders 1982) to solve (2) jointly for perturbations to the slowness of each model cell and to the hypocentral parameters. Table 1 . Regional cell layer division (Widiyantoro & van der Hilst 1997) and average layer velocity from ak135 (Kennett et al. 1995 a Adjusted by crustal model (CRUST 2.0; Bassin et al. 2000) .
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Previous studies have damped the relocation perturbations heavily (e.g. Widiyantoro & van der Hilst 1997; Widiyantoro et al. 2000) or removed them from the inversion completely (Weidle et al. 2005) , fixing the event locations for each iteration. The arguments for neglecting or removing them are based on an analysis by Bijwaard & Spakman (2000) who found the relocation terms to be of little value for global tomography conducted with composite rays, event clusters and large cell sizes. However, it has been demonstrated for local earthquake tomography (LET) that solving jointly for hypocentre and velocity perturbations is necessary to assure convergence (Thurber 1992; Thurber & Ritsema 2007) . The coupled nature of the hypocentre-velocity structure problem argues for joint determination of these parameters. Furthermore, for our finely gridded regional model, the use of event clusters and composite rays is an unnecessary restriction that may limit resolution. Tracing rays for each event allows for a more straightforward implementation of the relocation problem and a more detailed investigation of the effects of source mislocation on velocity determination. Accordingly, we included relocation perturbations in (2) for each event in the study region and have given them equal weight relative to the slowness perturbations. However, rather than applying them directly, we prefer to iteratively relocate events between tomography iterations, using a more precise double-difference (DD) technique (discussed in the following section) (DeShon et al. 2007b; Pesicek et al. 2010 ). This approach is quite common in LET (e.g. Thurber 1983 ).
Ray tracing
We employed the pseudo-bending 3-D ray tracing method of Um & Thurber (1987) extended to spherical coordinates by Koketsu & Sekine (1998) . Outside the region of interest, we traced rays through the global P-wave model MITP08 (Li et al. 2008a ), which we interpolated to fit our coarser global parametrization (5
• × 5 • ). In the Indonesia region, we initially traced rays from stations to sources through the global spherically symmetric model ak135 (Kennett et al. 1995) . However, we replaced the shallowest layer with velocity values from the global crustal model CRUST 2.0 (Bassin et al. 2000) , converted to perturbations relative to ak135 and interpolated to fit our parametrization (0.5
• × 0.5 • ; Table 1 ). Within the regional model, pP and pwP (corrected for water traveltime) are traced to initial bounce points provided in the EHB catalogue, and the bounce points are iteratively perturbed until the angle between the upgoing and downgoing ray segments are equivalent (Zhao & Lei 2004) . Rays to bounce points and stations are traced to their true surface elevations in the newly modified crustal layer.
Regularization
Our system of eqs (2) includes three explicit and two implicit regularization coefficients (RCs). Minimum norm damping (α) and gradient smoothing (γ ) operators were applied independently to both the regional and global models, and an additional damping term (β) was added to penalize changes to the a priori crustal model. We have tested these values extensively, first to determine the range of acceptable values and then to choose a preferred value. However, the choice of RCs remains subjective. Thus, we only interpret largescale features of the regional model that are evident regardless of the choice of RCs (within the acceptable range). In the following sections we discuss in detail how each of these RCs was chosen.
Global correction
Although the nested regional-global tomographic method we employed allowed us to solve for a coarse global P-wave velocity model in addition to finer regional structure in the Indonesia region, global velocity structure was not the focus of our study. Thus, we have applied twice as much damping and smoothing to the global solution as to the regional solution in our inversion. This has the effect of forcing most of the perturbations to come from the regional model. In this regard, it is similar to a crustal correction (discussed later) or to heavily damping the relocation perturbations ('location correction') (e.g. Widiyantoro et al. 2000) , both strategies that have been previously applied in global tomography studies. The strategy assumes that the a priori global model is better than what we can determine ourselves. However, as with the crustal correction and the location correction, the 'global correction' is applied at the risk of forcing errors from the global data into the regional model. We think this risk is minimal because the MITP08 model was produced from a similar data set, but with an adaptive parametrization that is much finer than our coarse regular global design. In addition, the MITP08 model included several additional phases (PKP, P diff and PP). Thus, it is likely better constrained and is a better representation of global P-wave speed than what we can achieve. Minimizing perturbations to this model likely increases our resolving power in the region of interest.
Crustal correction
The biased distribution of receivers in the study region (i.e. only on islands), the near vertical incidence angles of teleseisms at the surface and the uneven distribution of large-magnitude shallow events severely limits ray coverage at crustal depths, which in turn limits resolution in the top model layer. However, the presence of strong crustal heterogeneities relative to the reference model may cause smearing of crustal anomalies to greater depths. In the Sumatra region, oceanic crustal velocities are faster than the global average, which led to a strong positive crustal anomaly in the Pesicek et al. (2008) model (Fig. 2) . To better account for unmodelled crustal heterogeneity and to reduce smearing of crustal anomalies, we replaced the crustal layer with an a priori crustal model (CRUST 2.0; Bassin et al. 2000) and added the crustal correction term in (2). We tested a range of values for β and chose a value that minimized most crustal perturbations, yet allowed the model to change in regions where sufficient ray coverage exists (Fig. 2) .
Rather than correcting crustal traveltimes prior to inversion, Li et al. (2006 Li et al. ( , 2008a biased their solution towards an a priori crustal model upon inversion. For these linear single iteration studies, this has the advantage of avoiding repeated ray tracing when updating the reference crustal model. In contrast, our iterative nonlinear scheme requires repeated ray tracing for any update to the crustal or global reference models, negating this advantage. Although these crustal corrections differ in implementation, both remain susceptible to errors in the a priori crustal model and both obtain similar results (Li et al. 2006) . Application of the crustal correction in this study reduces both the smearing of crustal anomalies and the data misfit (Table 2) .
Restoration tests
The most common way of choosing RCs in global tomography is by conducting restoration (a.k.a resolution or sensitivity) tests with synthetic data. This process involves (1) through synthetic velocity models with known anomalies, (2) forming traveltime residuals relative to the reference model, (3) adding noise to the residuals and (4) inverting these residuals, usually using a parametrization identical to the actual inversion. The degree to which the synthetic model anomalies are restored can then be used to infer the lack of resolution of the real inversion. Due to noise in the real data, regularization is required, and RCs are typically chosen to best restore the shape and amplitude of the known anomalies.
Ideally, a variety of synthetic models are constructed to adequately sample the full range of possible structural wavelengths. However, commonly only one wavelength is tested by constructing a so-called checkerboard model where uniformly sized anomalies with opposite polarity are juxtaposed in a checkerboard pattern throughout the model. The degree of restoration of these checkers is used to infer the lack of spatial resolution. However, this type of synthetic test only gives insight into the resolution of anomalies of the same size as the checkers and by itself is inadequate for inferring spatial resolution at other wavelengths. In addition, checkerboard tests lack the ability to properly assess the degree of smearing of anomalies, because smearing is masked by adjacent anomalies.
To adequately test the recovery and degree of smearing of smallscale anomalies and large fast slab-like anomalies, we have conducted restoration tests using two regular spike models (Fig. 3) and a synthetic subducting slab model (Fig. 4 ) that attempts to mimic the shape of the slab imaged with the real data. We computed theoretical traveltimes through these synthetic models and then calculated their residuals relative to ak135 (Kennett et al. 1995, Fig. 5 ). We then added noise to the residuals and repeated the first two iterations of (2), replacing the data vector of residuals (δt) with the synthetic residuals. Typically, Gaussian errors are added for global tomography restoration tests (e.g. Spakman & Nolet 1988) . However, it is well known that traveltime residual distributions are not well matched by Gaussian functions due to outliers with large residuals (e.g. Buland 1986 ). To simulate a more realistic distribution of noise, we randomized the actual residuals from the real inversion and added them to the synthetic residuals (Fig. 5) . When we compared the results of our synthetic slab model (Fig. 4) applying this strategy to the results of a case where a Gaussian noise distribution (variance = 2.25 s 2 ) was added, and to results where no noise was added, we found that the addition of noise has little effect on the recovery of the large-scale slab geometry (see also Widiyantoro et al. 2000) .
The results of the restoration tests demonstrate that our iterative procedure increases amplitude recovery of the synthetic anomalies significantly while generally reducing smearing and suppressing noise. Figs 6 and 7 show the enhancements to the models from iteration 1 to iteration 2 but also illustrate the limitations of our resolution, despite these enhancements. For smaller features like the spikes (2.5
• ), improvement to recovery of any one spike is modest (Figs 6a and 7a) . However, good restoration of the anomaly pattern is achieved east of the subduction boundary in most areas, although amplitude recovery of slow spikes is smaller compared to fast ones. More importantly for our purposes, recovery of the large, fast slab is quite good (Fig. 6b) and much improved relative to iteration 1 (Figs 6b and 7b). In fact, complete amplitude restoration of the synthetic slab is achieved in many areas (Fig. 6b) . 
Trade-off analysis
Choosing the right RCs involves a trade-off between minimizing data misfit versus minimizing model perturbations (and roughness). Eberhart-Phillips (1986) introduced the so-called 'trade-off curve' (TOC), which allowed determination of RCs in a more quantitative way. In non-linear iterative inversions, optimal RCs can be taken objectively as the value at the point of maximum curvature of the TOC. In this way, RCs can be dynamically updated to the current model between iterations. Although this scheme may still be impractical for large data sets, constructing TOCs even for a single iteration provides a means for visualizing the data misfit versus model size trade-off for a range of RCs, and the point of maximum curvature on the TOC can serve as a reference point on which to base the 440 J. D. Pesicek et al. . We therefore perform our synthetic tests using the noise distribution in (C), which is the sum of the randomized actual residuals (A) and the synthetic residuals (B).
choice of the RC. This approach is common in LET studies but we are unaware of any global study that has used TOCs to determine RCs. Checkerboard and similar tests appear to be the standard.
We have examined the trade-off between model size and data misfit for our regional RCs at several iterations of the real model. We found that the RCs that performed best in the restoration tests described above (i.e. by better restoring the shape and amplitude of the synthetic anomalies) are lower than the optimal values determined by our trade-off analyses conducted on the real data (Fig. 8) . Our analysis showed that when applying the preferred RCs determined solely by synthetics to the real data, the resulting LSQR solution appears underdamped; the resulting model seems oscillatory and noisy relative to the distribution of expected mantle anomalies. This suggests to us that we are not adequately representing the population of noise in the data in our synthetic tests.
Recently, Koulakov (2009) questioned the validity of TOCs for LET, and used synthetic tests similar to ours to suggest that RCs determined by TOCs are overestimated. In our view, the opposite is true: RCs chosen only on their ability to restore synthetic anomalies are underestimated, and produce a model that we view as too rough. The limitations of synthetic tests are well known (e.g. Léveque et al. 1993) . They are useful for assessing the ability of the sensitivity matrix to recover specific features, but should not be used as the sole basis for determining RCs for the whole system, especially when only one structural wavelength is tested. Instead, we prefer using TOCs in conjunction with synthetic tests to choose RCs because it bases the decision on the real data in addition to the synthetic data. We used this strategy at several iterations and found that the range of optimal RCs suggested by the corner region of the TOCs does not change significantly for subsequent iterations. Thus, we have chosen our RCs based on the first iteration, and have kept them fixed for all iterations.
Iteratively reweighted least squares
Least-squares (L2) solutions to (2) assume Gaussian data errors and are thus susceptible to large residual outliers. Small errors in the data can lead to large amplitude errors in the model. Typically, a residual cut-off threshold is applied a priori to the data and the system of equations is regularized to minimize such effects. However, the choice of the residual threshold and of the RCs is highly subjective. A more robust solution can be obtained by minimizing the L1-norm, and an easy way to achieve this practically is to dynamically reweight the data between least-squares inversions using IRLS. This technique approximates the L1-norm solution (Scales et al. 1988; Aster et al. 2005) . Robust L1 solutions to global tomographic problems have also been shown to be relatively insensitive to regularization constraints (Pulliam et al. 1993; Vasco et al. 1994) . Thus, in applying IRLS, we have obtained a more robust solution that better fits the data (Table 2) while simultaneously avoiding the choice of residual cut-off threshold and further reducing the effects of subjectively choosing RCs.
Earthquake relocation
To determine how source mislocation affects our solution, we have relocated the initial EHB earthquake locations using a modified DD technique (Pesicek et al. 2010) . The original DD method (Waldhauser & Ellsworth 2000) has proven effective at determining precise relative local and regional earthquake locations within many seismic networks (e.g. Prejean et al. 2002; Schaff et al. 2002) . When adapted to determine velocity structure and absolute event locations in addition to relative locations (Zhang & Thurber 2003) , the DD method has provided high-resolution tomographic images and highprecision event locations at a variety of scales and in a variety of tectonic settings (Zhang & Thurber 2006) . More recently, the DD method (using a 1-D model) has proven effective at teleseismic event relocation as well (Waldhauser & Schaff 2007) .
The DD tomography algorithm tomoDD of Zhang & Thurber (2003) has been extended to teleseismic distances (DeShon et al. 2007b; Pesicek et al. 2010) . However, velocity determination in the algorithm is currently limited to source regions where differential times are available. In this study we use the teleseismic version of tomoDD, (named teletomoDD) solely to relocate events in western Indochina using our 3-D model (iteration 2) and update the hypocentral parameters between subsequent velocity inversion iterations. We limit our discussion to the effects that event relocation have on our improved tomographic model. An analysis of the relocations will be presented elsewhere (Pesicek et al. 2010) . 
R E S U LT S A N D D I S C U S S I O N
Model enhancements with fixed sources
Iterative global tomography studies have previously neglected or ignored source mislocation for a variety of reasons (see Bijwaard & Spakman 2000) . In Fig. 9 , we present our model at various depths for several iterations. In Fig. 10 , we present the differences between model iterations to illustrate the enhancements due to the iterative process alone. Our second iteration model shows a ∼4 per cent misfit reduction (Table 2) , comparable to, but less than, reductions found for similar non-linear global studies without source relocation (Gorbatov et al. 2001; Weidle et al. 2005) . The overall anomaly patterns are generally consistent with the first iteration model, also a conclusion of previous studies. All of the fast slab features discussed by Pesicek et al. (2008) are generally enhanced in amplitude and shape, including the fold below northern Sumatra and the rem- We chose values (triangles) that compromise between optimally recovered synthetic anomalies and optimizing the trade-off between real data misfit and model size.
nant Neo-Tethys slab in the lower mantle. The observed changes are a result of increasing amplitudes at the centres of slab anomalies, although increases in the magnitude of negative mantle wedge anomalies are also common (Fig. 10b) . Being opposite in polarity, sharp gradients result where both of these amplitudes increase above the slab. These changes are largest in the upper mantle and decrease with depth. Additional iterations with fixed sources were performed (e.g. Fig. 9 ) and the resulting model changes were similar in pattern but decreased in magnitude ( Fig. 10 ) with each subsequent iteration ( Table 2) .
The effects of source relocation on iteration
Relocation of sources between iterations is commonplace in LET studies, but quite uncommon in global tomography. Although hypocentral derivatives are usually included in non-linear global inversions, they are often scaled subjectively either to damp the resulting perturbations (Widiyantoro et al. 2000) , or to allow them to obtain magnitudes in the expected range (Bijwaard et al. 1998; Bijwaard & Spakman 2000; Amaru 2007 ). Our experience with the hypocentral perturbations that result from the joint solution is that they are still erroneously small even when their derivatives are equally scaled or upweighted relative to the velocity terms. This is likely due the larger degree of non-linearity of the relocation terms relative to the slowness terms in the joint solution and to the inability of LSQR (and other approximate methods) to correctly determine the small singular values associated with the relocation terms. Thus, rather than subjectively scaling the relocation derivatives for use in the next iteration, we relocate the earthquakes independently using teletomoDD, which can iteratively determine accurate locations in the current velocity model. We note that Amaru (2007) also upweighted the relocation terms in the joint solution, but then relocated events using a separate grid search method. She found that velocity contrasts are enhanced across subduction zones when events were relocated in this way using a global 3-D model prior to inversion. Figs 9 and 10 illustrate the improvements to our model (IT3r) due to the DD relocation of sources using the previous iteration model (IT2). From these results, it is clear that source relocation through our 3-D model prior to further iteration has a significant effect. Significant changes in the amplitudes of the slab anomalies are seen in most layers of the model following source relocation. At uppermantle depths, amplitudes of the slab and mantle wedge increase, much more so than for iteration 2 (Fig. 10) . Negative amplitude changes are likely a combination of focusing of the slab (decreased smearing of the slab, as seen in Figs 6 and 7) and increased slow amplitudes in the mantle wedge.
Comparison of the data misfit for iterations with and without source relocation shows slight misfit increases (<2 per cent) for those iterations with DD source relocation (cf . IT3 and IT3r; Table 2). This is expected, however, given that the input source data for the inversion have now changed. Models for iterations with source relocation (IT3r-IT5r) are being fit to a more accurate but different data set. Our final model (IT5r) still has a slightly higher misfit than the model with the same number of iterations without source relocation (IT5). However, the misfit for the IT5 model was achieved from five iterations of the same EHB source data whereas our final model (IT5r) was achieved from only three iterations with the DD source data. Similarly, we expect that relocation through the IT5r model would cause another slight increase in misfit as the solution adjusts to the different data. This effect is often observed in non-linear LET where data and/or data weighting are dynamically changed throughout the iterative process as the solution converges to the most accurate model with the most accurate locations. Overall, the differences in misfit and model amplitudes for EHB versus DD source iterations are minor (Table 2 ), but the upper-mantle slab anomalies are significantly enhanced when source relocation is included (e.g. Fig. 10 , Column C and D). This misfit mismatch can only be resolved when the 3-D DD joint inversion can be applied to the full data set, something that is not currently possible due to computational limitations.
Lithospheric slab folding below Sumatra
The final model resulting from our iterative method (Fig. 11) provides an enhanced view of the subducting slab below the western Indochina subduction zones. The image of the lithospheric slab fold subducting below northern Sumatra (Pesicek et al. 2008 ) is now more focused, but its origin remains subject to debate. The complexity of the regional tectonics makes it difficult to attribute the fold to any one feature or process. Subduction of the Investigator Fracture Zone (IFZ), the Wharton Fossil Ridge (WFR) and the diffuse deformational boundary between the Indian and Australian plates all occur in this region (Fig. 1) , any of which may influence this folding. Alternatively, the possibility that the fold is static and due only to trench curvature (Fauzi et al. 1996 ) cannot be ruled out.
If we assume that the fold below Sumatra is a primary feature of the incoming plate, then the long-wavelength buckling or folding (100-300 km) of the Indian Ocean lithosphere that has been discussed by many authors (e.g. Deplus et al. 1998; Deplus 2001; Krishna et al. 2001 ) may be pertinent. These folds have been inferred from gravity undulations and seismic reflection data throughout the Central Indian and Wharton basins. The orientations of their axes are perpendicular to regional compression axes and they are interpreted as being caused by internal deformation of the Indian and Australian plates. Southwest of Sumatra, their axes are oriented NE-SW, parallel to the orientation of the axis of our imaged fold. Although similar in shape, orientation and possibly causal mechanism, they cannot be directly related to the lithospheric fold below Sumatra due to the timing of their formation. The onset of diffuse deformation between the Indian and Australian plates that caused this buckling is thought to have begun at ∼8 Ma (Krishna et al. 2001) , much more recently than the inferred timing of subduction of the folded slab (∼17 Ma) that we have imaged well into the transition zone (Fig. 11) .
A more likely scenario is one that attributes the fold to extinction of the Wharton spreading ridge and subsequent compression of the WFR much earlier than 8 Ma. Subduction of the Wharton spreading ridge is thought to have formed a slab window beneath southern and central Sumatra at 45-35 Ma (Whittaker et al. 2007) . Extinction of spreading at ∼45 Ma (Deplus et al. 1998) and the switch from an extensional to a compressional stress regime at ∼35 Ma (Whittaker et al. 2007 ) could have driven the change from slab Figure 11 . (Continued.) window formation to slab fold formation along the thinned axis of the WFR. This timeline agrees with the longevity of the fold implied by our tomography results.
Although the mechanism for slab folding beneath northern Sumatra is as of yet unexplained, the existence of slab folding here is not unique. The Cascadia subduction zone also shows broad slab curvature at depths up to ∼100 km (McCrory et al. 2006) . Here, bending of the Juan de Fuca plate as it subducts is thought to be due solely to trench curvature (Crosson & Owens 1987) . Similar changes in the slab strike are also observed beneath southern Central America and have been related to age differences (5-10 Myr) between the subducting Cocos and Nazca plates, which are juxtaposed but separated by a relic fracture feature (Protti et al. 1994) . This region may be analogous to either side of the folded slab beneath Sumatra, where similar age differences occur across the WFR (Whittaker et al. 2007) .
A final comparison comes from subduction beneath Japan, where the Japan and Izu-Bonin slabs differ in orientation, but meet to form a 'cusp-like junction' in the upper mantle (Obayashi et al. 2009 ). Bending of these two slabs at their junction has been imaged throughout the upper mantle. Upon entry into the transition zone, the slabs tear apart as they flatten. This scenario may be correlative to northern Sumatra where our IT5r model shows a gap in the slab anomalies along the fold axis at similar depths ( Fig. 11a ; 450-530 km depth). Additionally, the slab fold beneath Sumatra may also be thought of as a junction (albeit diffuse) between two plates, the Indian and Australian plates.
4.4 A tear in the slab below Burma? Pesicek et al. (2008) proposed a subhorizontal tear in the subducting slab below Burma at 340-490 km depth. The proposed tear was suggested to have originated north of Burma and propagated southwards towards Sumatra, where slab continuity was observed down through the transition zone. Our new model shows a significant increase in the amplitude of the slab anomalies below Indochina (Fig. 11) , further illuminating slab geometry here and calling into question the presence of a slab tear below Burma. Fig. 12 shows a relatively continuous slab below Burma along the 21
• N crosssection (A ), in contrast to the discontinuous slab in the same crosssection presented by Pesicek et al. (2008) . However, Fig. 12 shows a discontinuous slab directly north of 21
• N (along the 22 and 23
• N cross-sections) but a continuous slab again at 20
• N. Results for our restoration tests of torn and continuous slabs below Burma (Fig. 13 ) are ambiguous; recovery is diminished above the 440 km discontinuity (at ∼300 km depth) (Fig. 13a) but smearing of distinct anomalies (Fig. 13b) , which might also hinder discerning slab continuity, may connect torn slab segments if they are closely spaced. Thus, a localized slab tear or window, or a significantly thinned slab, may exist below Burma, but these slab gaps may also be resolution artefacts. If a slab tear does exist below Burma, it is most likely not extensive or continuous into the Andaman arc.
Images of the slab below Burma from independent tomographic studies differ considerably. Li et al. (2008b) discuss subduction below Burma in their tomographic study of the Tibet and Burma regions. Cross-sections through their model, which lie at the edge and to the north of our 25
• N model boundary, show no clear evidence of a tear below Burma. Although broad fast anomalies in this region at transition zone depths exist in their model, Li et al. (2008b) suggest that these anomalies may actually be related to subduction along a different arc, such as the late Mesozoic South China Trench (Honza & Fujioka 2004) . In contrast, Huang & Zhao (2006) show good separation between the upper-mantle slab below Burma and fast transition zone material along their 25
• N cross-section, in agreement with our results. The latter anomaly is juxtaposed to the east by a large low-velocity region, making it difficult to attribute this Figure 13 . Synthetic slab tests for cross-sections presented in Fig. 12. (A) A synthetic slab (magenta contour; 4 per cent anomaly) that is continuous through the upper mantle and into the transition zone is used in restoration tests (two iterations) similar to Fig. 4 and described in the text. (B) A synthetic slab that is discontinuous through the upper mantle and into the transition zone is used. The results suggest that ray coverage and resolution are diminished in the region where the tear was hypothesized by Pesicek et al. (2008) , but may still be sufficient to distinguish a continuous slab from a torn slab. However, smearing of distinct anomalies is considerable. Thus a torn slab with minimal segment separation may appear continuous due to smearing. remnant slab to subduction from the east. Neither of these models extends far enough to the south to show the southward continuation of these transition zone anomalies into our study region and can neither confirm nor refute our results. From our images, a completely continuous slab throughout the region is unlikely but the exact geometry of the slab below Burma remains unclear.
S U M M A RY A N D C O N C L U S I O N S
We have presented an improved P-wave velocity model of the Sumatra, Andaman and Burma subduction zones (Fig. 11) based on the non-linear nested regional-global method of Widiyantoro et al. (2000) . We have added residual reweighting and source relocation to the iterative scheme, two processes common in LET studies but hitherto not usually applied in global tomography studies. We have examined in detail the model improvements obtained by conducting additional iterations with and without source relocation. Although the majority of the resolved velocity structure is recovered after one iteration, significant increases in slab amplitude and slab sharpening occur in some regions of the upper mantle from subsequent iterations, particularly after source relocation. Source relocation through the 3-D model prior to additional velocity iterations substantially focuses the image of the subducting slab in the study region, beyond what is achieved by fixed source iteration alone. Below Burma, improvements due to our iterative technique extend slab anomalies beyond the boundaries of single iteration results, revising interpretations of slab geometry. Thus, source relocation may be an important contributor to increasing accuracy of global tomography models, which in turn may help clarify interpretations of previously identified mantle structures or facilitate discovery of new ones.
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