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Abstract
We present an approach to de Branges’s theory of Hilbert spaces of entire
functions that emphasizes the connections to the spectral theory of differential
operators. The theory is used to discuss the spectral representation of one-
dimensional Schro¨dinger operators and to solve the inverse spectral problem.
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1. Introduction
In this paper, I will discuss the general direct and inverse spectral theory
of one-dimensional Schro¨dinger operators H ¼ d2=dx2 þ V ðxÞ from the
point of view of de Branges’s theory of Hilbert spaces of entire functions. In
particular, I will present a new solution of the inverse spectral problem.
Basically, we will obtain a local version of the Gelfand–Levitan
characterization [14] of the spectral data of one-dimensional Schro¨dinger
operators. However, our treatment is quite different from that of Gelfand–
Levitan.
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I have tried to pursue two goals in this paper. First of all, I will emphasize
the connections between de Branges’s theory of Hilbert spaces of entire
functions and the spectral theory of differential operators from the very
beginning, and I hope that this leads to a concrete and accessible
introduction to de Branges’s results, at least for people with a background
similar to mine. My treatment of de Branges’s theory is, of course, by no
means intended to be a replacement for the deeper and more general, but
also more abstract and demanding treatment of de Branges himself in [5–8]
and especially [9].
The second and perhaps more important goal is to give a new view on the
(especially inverse) spectral theory of one-dimensional Schro¨dinger opera-
tors by recognizing it as a part of a larger picture. More speciﬁcally, I believe
that one of de Branges’s major results (namely, Theorem 7.3) may be
interpreted as the mother of many inverse theorems. In this paper, we will
use it to discuss the inverse theory for Schro¨dinger operators, but I think
one can discuss along these lines the inverse theory of other operators as
well, provided there is a good characterization of the spectral data that
occur. In particular, it should be possible to give such a treatment for the
one-dimensional Dirac operator.
The treatment of the inverse spectral problem given in this paper is neither
short nor elementary, the major thrust really is the new picture it provides. It
is not short because there are computational parts and technical issues
(mainly in Sections 13–15) that need to be taken care of. However, I think
that the general strategy, which will be explained in Section 9, is quite
transparent. Our treatment is not elementary, either, because it depends on
the machinery of de Branges spaces and at least two major results from this
theory (Theorems 7.3 and 7.4), which will not be proved here.
To place this paper into context, let me mention some work on related
topics. De Branges’s results from [5–9] are rather complete, so not much has
been added since as far as the general, abstract theory is concerned. Dym
and Dym-McKean [11,12] also use de Branges spaces to study certain
differential operators, and they give independent introductions de Branges’s
results. The theory of de Branges spaces is intimately connected with the
theory of the so-called canonical systems (also known as Zakharov–Shabat
systems), and there exists a considerable literature on this subject. See, for
instance, [18,26] and the references cited therein. Sakhnovich’s book [26] in
fact discusses more general systems, and a study of these systems in the spirit
of de Branges spaces is carried out in [1]. As for the inverse spectral theory
of one-dimensional Schro¨dinger operators, there is the classical work of
Gelfand–Levitan mentioned above [14]. Important improvements are due to
Levitan and Gasymov [22], and further developments of this line of attack
may be found in [28,29]. For modern expositions of the Gelfand–Levitan
theory, we refer the reader to Chapter 2 of either [21] or [23]. A different
approach—which so far has been used to attack uniqueness questions, but
in principle also gives a procedure for reconstructing the potential from the
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spectral data—was recently developed by Simon, partly in collaboration
with Gesztesy [15,27]. This approach emphasizes the role of large z asymptotics
and is quite different from both [14] and the approach used here. However,
we will see some connections in Section 4. Actually, after the preparation of
the ﬁrst version of this paper, it turned out that these connections have
consequences concerning an open question from [27]—see [25] for more on
this. Finally, for still another recent treatment of uniqueness questions, see [20].
This paper is organized as follows. We deﬁne de Branges spaces and
establish some basic properties in the following section. In Section 3, we
then discuss classical material on the spectral representation of Schro¨dinger
operators from this point of view. This gives an immediate intuitive
understanding of de Branges spaces, and it also provides an aesthetically
pleasing picture of the spectral representation. Moreover, this material is
then used to derive conditions on the spectral data (which are related to the
Gelfand–Levitan conditions). The local approach suggested by the theory of
de Branges spaces simpliﬁes this treatment considerably. Here, by ‘‘local’’
we roughly mean that instead of studying the problem on the half line ð0;NÞ
at one stroke, we study the problems on ð0; NÞ for arbitrary N > 0:
In Section 5, we state the inverse spectral theorem, which is the converse
of the results of Section 4. According to the general philosophy of this
paper, this inverse spectral theorem will also be formulated in the language
of de Branges spaces. The proof requires preparatory material; this is
presented in Sections 6–8. In particular, in Section 7 we state, without proof,
four theorems on de Branges spaces on which our treatment of the inverse
problem will crucially depend. In Section 9, we start the proof of the inverse
spectral theorem, and we explain the general strategy. This proof is then
carried out in Sections 11–16. In Section 10, we prepare for the proof by a
discussion of canonical systems in the style of the treatment of Section 3. In
Section 17, we discuss the implications of our results for the spectral
measures of Schro¨dinger operators on the half line ð0;NÞ: We do this
mainly in order to clarify the relations to the Gelfand–Levitan theory.
Section 18 contains some remarks of a more general character. The ﬁnal
Section 19 presents the analogs of our results for Dirichlet boundary
conditions at the origin (in the main body of the paper, we exclusively deal
with Neumann boundary conditions). Dirichlet boundary conditions are
important in a variety of situations; in fact, I will need this material in [25].
In Section 19, we also give a characterization of half line spectral functions
for locally integrable potentials, which, in this generality, could be new.
2. Elementary properties of de Branges spaces
One way to understand de Branges spaces is to interpret them as weighted
versions of Paley–Wiener spaces. This point of view is put forward in the
introduction of [9]. So let us recall the Paley–Wiener Theorem. Fix a > 0;
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and deﬁne PWa as the space of Fourier transforms fˆ of functions
fAL2ða; aÞ (where fˆðkÞ ¼ ð2pÞ
1=2 R f ðxÞeikx dx). For fAL2ða; aÞ; the
Fourier transform fˆ; originally deﬁned as an element of L2ðRÞ; uniquely
extends to an entire function. The Paley–Wiener Theorem says that
PWa ¼ F : C-C : F entire;f Z
R
jF ðlÞj2 dloN; jF ðzÞjpCF eajzj

: ð2:1Þ
An entire function E : C-C is called a de Branges function if jEðzÞj >
jEð%zÞj for all zACþ ¼ fzAC : Im z > 0g: Note that such an E is root-free on
Cþ: Now the de Branges space BðEÞ based on E is deﬁned in analogy to
(2.1): It consists of the entire functions F which are square integrable on the
real line with respect to the weight function jEj2;Z
R
F ðlÞ
EðlÞ
 2 dloN; ð2:2Þ
and satisfy a growth condition at inﬁnity. In the presence of (2.2), there are a
number of ways to state this condition. To formulate this result, we need
some notions from the theory of Hardy spaces. However, this subject will
not play an important role in what follows. A good reference for further
information on this topic is [13].
We write N0 for the set of those functions from the Nevanlinna class N for
which the point mass at inﬁnity in the canonical factorization is non-
negative. A more direct, equivalent characterization goes as follows: fAN
precisely if f is holomorphic on Cþ and can be written as the quotient of two
bounded holomorphic functions on Cþ: f ¼ F1=F2: Such an f is in N0 if in
this representation, F2 can be chosen so that
lim
y-N
ln jF2ðiyÞj
y
¼ 0:
We will also need the Hardy space H2 (on the upper half plane), which may
be deﬁned as follows: fAH2 precisely if f is holomorphic on C
þ and
sup
y>0
Z N
N
jf ðx þ iyÞj2 dxoN:
Equivalently, H2 is the space of Fourier transforms of functions from
L2ðN; 0Þ:
Proposition 2.1. Suppose that F is entire and (2.2) holds. Then the following
are equivalent:
(a) jF ðzÞ=EðzÞj; jF#ðzÞ=EðzÞjpCF ðIm zÞ1=2 for all zACþ:
(b) F=E; F#=EAN0:
(c) F=E; F#=EAH2:
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Here, we use the notation F#ðzÞ ¼ F ð%zÞ: By deﬁnition, an entire function
F is in BðEÞ precisely if, in addition to (2.2), one (and hence all) of these
conditions holds.
In [9], de Branges uses condition (b) to deﬁne BðEÞ (functions from N are
called functions of bounded type in [9]). Condition (a) is used in [12], while
(c) gives the most elegant description of BðEÞ as
BðEÞ ¼ fF : C-C : F entire; F=E; F#=EAH2g: ð2:3Þ
Clearly, (2.2) now follows automatically.
Proof. As H2CN0; (c) implies (b). Condition (c) also implies (a) because H2
functions admit a Cauchy type representation [13, Chapter II]:
F ðzÞ
EðzÞ
¼
1
2pi
Z
R
F ðlÞ
EðlÞ
dl
l z
ðzACþÞ;
and similarly for F#=E: Taking (2.2) into account, we now get (a) by
applying the Cauchy–Schwarz inequality.
Now assume that (a) holds. A standard application of the residue theorem
(see [12, Section 6.1] for the details) shows that
1
2pi
Z
R
F ðlÞ
EðlÞ
dl
l z
¼
F ðzÞ=EðzÞ; zACþ;
0; zAC:
(
ð2:4Þ
It is well known that (2.4) together with (2.2) implies that F=EAH2 [13,
Exercise II.2a]. Of course, an analogous argument works for F#=E; so (c)
holds.
Finally, we show that (b) implies (c). The canonical factorization (see
again [13]) of F=EAN0 reads
F ðzÞ=EðzÞ ¼ eiaeihzBðzÞgðzÞS1ðzÞ=S2ðzÞ; ð2:5Þ
where aAR; hX0; B is a Blaschke product, g is an outer function, and S1; S2
are the singular factors. Now F=E is meromorphic, and (2.2) prevents poles
on the real line, so F=E is actually holomorphic not only on the upper half
plane, but on a neighborhood of the closure of Cþ: As a consequence,
S1 ¼ S2 	 1: To see this, just recall how the singular factors were
constructed [13, Section II.5]. Given this, (2.2) and (2.5) together with
Jensen’s inequality now imply that F=EAH2 (cf. [13, Section II.5]). By the
same argument, F#=EAH2: &
Theorem 2.2. BðEÞ; endowed with the inner product
½F ; G ¼
1
p
Z
R
F ðlÞGðlÞ
dl
jEðlÞj2
;
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is a Hilbert space. Moreover, for any zAC; point evaluation is a bounded linear
functional. More explicitly, the entire function Jz given by
JzðzÞ ¼
EðzÞEðzÞ  Eð%zÞEð%zÞ
2ið%z  zÞ
belongs to BðEÞ for every zAC; and ½Jz; F  ¼ F ðzÞ for all FABðEÞ:
Proof. BðEÞ is obviously a linear space, and ½;  is a scalar product on BðEÞ:
Also, using condition (a) from Proposition 2.1, it is not hard to see that
JzABðEÞ for every zAC:
Now ﬁx FABðEÞ: Then, as noted above, F=E obeys the Cauchy type
formula (2.4). A similar computation shows that
1
2pi
Z
R
F ðlÞ
E#ðlÞ
dl
l z
¼
0; zACþ;
F ðzÞ=E#ðzÞ; zAC:
(
Combining these equations, we see that indeed
F ðzÞ ¼
1
p
Z
R
JzðlÞF ðlÞ
dl
jEðlÞj2
; ð2:6Þ
at least if zeR: But the right-hand side of (2.6) is an entire function of z; so
(2.6) must hold for all zAC:
It remains to prove completeness of BðEÞ: Since entire functions are
already determined by their restrictions to R; the space BðEÞ may be viewed
as a subspace of L2ðR; p1jEðlÞj2dlÞ: So we only need to show that BðEÞ is
closed in this larger space. To this end, observe that
jjJzjj2 ¼ JzðzÞ ¼
jEðzÞj2  jEð%zÞj2
4 Im z
remains bounded if z varies over a compact set. So if FnABðEÞ converges in
norm to some FAL2ðR; p1jEðlÞj2dlÞ; then FnðzÞ ¼ /Jz; FnSL2 converges
uniformly on compact sets to /Jz; FS; and thus F ðzÞ ¼ /Jz; FS deﬁnes an
entire extension of FAL2ðR;p1jEðlÞj2dlÞ: We can now use (2.3) and
completeness of H2 to see that F belongs to BðEÞ: &
EaðzÞ ¼ eiaz is a de Branges function. With this choice, we recover the
Paley–Wiener space from (2.1): PWa ¼ BðEaÞ: The general de Branges space
BðEÞ shares many properties with this simple example, as the full blown
theory from [9] shows: BðEÞ always consists of transforms of L2 functions
with bounded support. However, in the general case, one has to use
eigenfunctions of a differential operator instead of the exponentials eikx and
spectral measures instead of Lebesgue measure. These (rather vague)
remarks will be made more precise later. Note also that the reproducing
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kernel Jz for BðEaÞ ¼ PWa is the Dirichlet kernel,
JzðzÞ ¼ Dað%z  zÞ ¼
sin að%z  zÞ
%z  z
;
as a brief computation shows. This is easy to understand: for general L2
functions, convolution with Da projects onto the frequencies in ða; aÞ; but
for functions in PWa; these are the only frequencies that occur, so Da acts as
a reproducing kernel on this space.
There is another simple choice for E: Every polynomial without zeros in
C
þ,R is a de Branges function. It is clear that in this case BðEÞ contains
precisely the polynomials whose degree is smaller than that of E: Basically,
the theory of these (ﬁnite dimensional) de Branges spaces is the theory of
orthogonal polynomials. Many results from [9] can be viewed as general-
izations of results about orthogonal polynomials.
3. Spectral representation of 1D Schro¨dinger operators
In this section, we show that the spaces used in the usual spectral
representation of Schro¨dinger operators on bounded intervals are de
Branges spaces. So consider the equation
y00ðxÞ þ V ðxÞyðxÞ ¼ zyðxÞ; ð3:1Þ
with VAL1ð0; NÞ: We will also be interested in the associated self-adjoint
operators on L2ð0; NÞ: Throughout this paper, but with the exception of the
ﬁnal section, we will use Neumann boundary conditions at x ¼ 0: Thus we
consider the operators HbN ¼ d
2=dx2 þ V ðxÞ on L2ð0; NÞ with boundary
conditions
y0ð0Þ ¼ 0; yðNÞ sin bþ y0ðNÞ cos b ¼ 0:
We start by recalling some basic facts about the spectral representation of
H
b
N : General references for this material are [4,30].
The spectrum of HbN is simple and purely discrete. Let uðx; zÞ be the
solution of (3.1) with the initial values uð0; zÞ ¼ 1; u0ð0; zÞ ¼ 0 (so u satisﬁes
the boundary condition at x ¼ 0). Deﬁne the Borel measure rbN by
rbN ¼
X
u0
u
ðN;EÞ¼tan b
dE
jjuð; EÞjj2L2ð0;NÞ
: ð3:2Þ
Here, dE denotes the Dirac measure (i.e. dEðfEgÞ ¼ 1; dEðR\fEgÞ ¼ 0), and
the sum ranges over all eigenvalues of HbN ; and of course this interpretation
also makes sense if b ¼ p=2:
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The operator U : L2ð0; NÞ-L2ðR; dr
b
NÞ; deﬁned by
ðUf ÞðlÞ ¼
Z
uðx; lÞf ðxÞ dx; ð3:3Þ
is unitary, and UHbNU
n is multiplication by l in L2ðR; dr
b
N Þ: It is a simple
but noteworthy fact that the action of U depends neither on N nor on the
boundary condition b: The adjoint (or inverse) of U acts as
ðUnF ÞðxÞ ¼
Z
R
uðx; lÞF ðlÞ drbN ðlÞ; ð3:4Þ
for FAL2ðR; dr
b
N Þ with ﬁnite support.
Similar statements hold for half line problems (if a potential
VAL1;locð½0;NÞÞ is given, except that the construction of the spectral
measure r is slightly more complicated. One can use, for instance, the
limiting procedure of Weyl (see [4, Chapter 9]). Also, there is the distinction
between the limit point and limit circle cases. In the latter case, one needs a
boundary condition at inﬁnity to get self-adjoint operators (see again [4] or
[30]). In either case, U ; deﬁned by (3.3) for compactly supported
fAL2ð0;NÞ; extends uniquely to a unitary map U : L2ð0;NÞ-L2ðR; drÞ;
and we still have that UHUn is multiplication by the variable in L2ðR; drÞ (in
the limit circle case, r and H depend on the boundary condition at inﬁnity).
Finally, for compactly supported FAL2ðR; drÞ; we also still have (3.4), with
rbN replaced by r; of course. In this paper, half line problems will sometimes
be lurking in the background, but we will mainly work with problems on
bounded intervals.
We now identify L2ðR; dr
b
NÞ as a de Branges space. Let
ENðzÞ ¼ uðN; zÞ þ iu0ðN; zÞ:
Then, since uðN; %zÞ ¼ uðN ; zÞ and similarly for u0;
ENðzÞEN ðzÞ  EN ð%zÞEN ð%zÞ
2ið%z  zÞ
¼
uðN ; zÞu0ðN ; zÞ  u0ðN ; zÞuðN; zÞ
%z  z
: ð3:5Þ
Denote the left-hand side of (3.1) by ty: We have Green’s identityZ N
0
ððtf Þg  %ftgÞ ¼ ðf ðxÞg0ðxÞ  f 0ðxÞgðxÞÞjx¼Nx¼0 ;
and this allows us to write (3.5) in the form
ENðzÞEN ðzÞ  EN ð%zÞEN ð%zÞ
2ið%z  zÞ
¼
Z N
0
uðx; zÞuðx; zÞ dx:
Taking z ¼ zACþ shows that EN is a de Branges function. The de Branges
space based on EN will be denoted by SN 	 BðEN Þ (S for Schro¨dinger). By
Theorem 2.2 and the above calculation, the reproducing kernel Jz of SN is
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given by
JzðzÞ ¼
Z N
0
uðx; zÞuðx; zÞ dx: ð3:6Þ
Theorem 3.1. For any boundary condition b at x ¼ N; the Hilbert spaces SN
and L2ðR; dr
b
N Þ are identical. More precisely, if F ðzÞASN ; then the restriction
of F to R belongs to L2ðR; dr
b
NÞ; and F/F jR is a unitary map from SN onto
L2ðR; dr
b
N Þ:
Proof. Basically, the theorem is true because Jz; as given in (3.6), is the
reproducing kernel for both spaces. The formal proof proceeds as follows.
Fix bA½0;pÞ: We will usually drop the reference to this parameter (and
also to N) in the notation in this proof. Let flng be the eigenvalues of H
b
N ;
note that flng supports the spectral measure r ¼ r
b
N : We ﬁrst claim that
JzAL2ðR; drÞ for every zAC: More precisely, by this we mean that the
restriction of Jz to R (or flng) belongs to L2ðR; drÞ: Indeed, using (3.2) and
(3.6), we obtain
jjJzjj
2
L2ðR;drÞ ¼
X
n
jJzðlnÞj2rðflngÞ
¼
X
n
j/uð; zÞ; uð; lnÞSL2ð0;NÞj
2jjuð; lnÞjj2L2ð0;NÞ
¼ jjuð; zÞjj2L2ð0;NÞ:
The last equality is Parseval’s formula, which applies because the normed
eigenfunctions uð; lnÞ=jjuð; lnÞjj form an orthonormal basis of L2ð0; NÞ: A
similar computation shows that
/Jw; JzSL2ðR;drÞ ¼ /uð; zÞ; uð; wÞSL2ð0;NÞ ¼ JzðwÞ ¼ ½Jw; JzSN :
By extending linearly, we thus get an isometric restriction map V0 : LðfJz :
zACgÞ-L2ðR; drÞ; V0Jz ¼ JzjR: V0 extends uniquely to an isometry V :
LðfJz: zACgÞ-L2ðR; drÞ: Now the ﬁnite linear combinations of the Jz are
dense both in L2ðR; drÞ and in SN : In fact, as JlmðlnÞ ¼ jjuð; lnÞjj
2dmn; the Jz
already span L2ðR; drÞ if z runs through the eigenvalues ln: As for SN ; we
just note that since ½Jz; F  ¼ F ðzÞ; an FASN that is orthogonal to all Jz’s
must vanish identically.
It follows that V maps SN unitarily onto L2ðR; drÞ: Finally, if FASN ; then
ðVF ÞðlnÞ ¼ /V0Jln ; VFSL2ðR;drÞ ¼ ½Jln ; F  ¼ F ðlnÞ;
so V (originally deﬁned by a limiting procedure) indeed just is the restriction
map on the whole space. &
Recall that U from (3.3) maps L2ð0; NÞ unitarily onto L2ðR; dr
b
N Þ: Hence,
by using the identiﬁcation L2ðR; dr
b
NÞ 	 SN obtained in Theorem 3.1, we get
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an induced unitary map (which we still denote by U) from L2ð0; NÞ onto SN :
We claim that this map is still given by (3.3); more precisely, for fAL2ð0; NÞ;
ðUf ÞðzÞ ¼
Z
uðx; zÞf ðxÞ dx ðzACÞ: ð3:7Þ
To see this, note that (3.7) is correct for f ¼ uð; lnÞ; where ln is an
eigenvalue of HbN : Indeed, uð; lnÞ is real valued, so in this case the right-hand
side of (3.7) equals Jln ðzÞ; which clearly is in SN : It is of course automatic
that Uf ; computed with formula (3.7), restricts to the right function on flng:
Now (3.7) follows in full generality by a standard approximation argument.
As a consequence, we have the following alternate description of SN as a
set, in addition to deﬁnition (2.3):
SN ¼ F ðzÞ ¼
Z N
0
uðx; zÞf ðxÞ dx : fAL2ð0; NÞ
 
: ð3:8Þ
This may be interpreted as a statement of Paley–Wiener type. Originally, SN
was deﬁned as a space of entire functions which are square integrable on the
real line with respect to a weight function and satisfy a growth condition;
now (3.8) says that these function precisely arise by transforming L2
functions with support in ð0; NÞ; using the eigenfunctions uð; zÞ:
In the case of zero potential, one basically recovers the original Paley–
Wiener Theorem. A still much more general result along these lines (namely,
Theorem 7.3) will be discussed later.
The material developed so far has some consequences. We continue to
denote the de Branges space associated with a Schro¨dinger equation on an
interval ð0; NÞ by SN :
Theorem 3.2. (a) Suppose that 0oNpN 0: Then SN is isometrically contained
in SN 0 ; that is, SNCSN 0 and jjF jjSN ¼ jjF jjSN0 for all FASN :
(b) For any boundary condition bA½0; pÞ and any spectral measure r for the
half line problem (if V is originally defined only on ð0; NÞ; one may in fact also
choose an arbitrary locally integrable continuation of V to ½0;NÞ and possibly
also a boundary condition at infinity), we have that
jjF jj2SN ¼
1
p
Z N
N
jF ðlÞj2
u2ðN; lÞ þ u02ðN; lÞ
dl
¼
Z N
N
jF ðlÞj2 drbN ðlÞ ¼
Z N
N
jF ðlÞj2 drðlÞ
for all FASN :
Remark. (1) Of course, the two parts of the theorem can be combined, and
thus in the second part, N on the right-hand sides can be replaced by any
N 0XN:
(2) Part (b) says that SN is embedded in L2ðR; dmÞ for many measures m: In
fact, one can give a description of all such measures m: This description is an
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analog of the Nevanlinna parametrization of the solutions of a moment
problem. See [9, Theorem 30] for a very general version of this statement.
(3) It is a well known (and often useful) fact that in the limit point case,
the (unique) spectral measure r of the half line problem can be obtained as
drðlÞ ¼
1
p
lim
N-N
dl
u2ðN; lÞ þ u02ðN; lÞ
: ð3:9Þ
More precisely, (3.9) holds when integrated against continuous functions
with compact support. Theorem 3.2 shows that this convergence takes place
in a rather peculiar way.
(4) The fact that jjF jjSN can be computed by integrating against the
discrete measures rbN may be interpreted as a sampling theorem. In this
context, recall that (3.8) indeed says that, in a certain sense, functions from
SN have limited bandwidth.
(5) Here, we use the term ‘‘spectral measure’’ in the sense of Weyl theory.
Later, in Section 17, we will define spectral measures as those measures that
satisfy the conclusion of Theorem 3.2(b).
Proof. (a) Obviously, L2ð0; NÞ is a subspace of L2ð0; N 0Þ ¼
L2ð0; NÞ"L2ðN; N 0Þ; and the map U from (3.7) maps these spaces unitarily
onto SN and SN 0 ; respectively. (Here, we make essential use of the fact that
the action of U is independent of N:)
(b) The ﬁrst integral is the deﬁnition of the norm on SN : The second
formula gives the correct result because SN 	 L2ðR; dr
b
NÞ by Theorem 3.1.
Finally, since L2ð0; NÞ is isometrically contained in L2ð0;NÞ; the argument
from the ﬁrst part of this proof also shows that SN is isometrically contained
in L2ðR; drÞ: &
4. The spaces SN
We now analyze in more detail the de Branges spaces SN that come from a
Schro¨dinger equation, as discussed in the previous section. We will prove
that SN as a vector space is independent of the potential V : Moreover, the
norm on SN always is a small distortion of the norm for zero potential. In
particular, the topology of SN is also independent of V :
Along the way, we introduce the function f which should be thought of as
the spectral data of the Schro¨dinger equation. This function also plays a
central role in the Gelfand–Levitan treatment of the inverse problem. The
use of f instead of the spectral measure (say) has many advantages. For
instance, f allows us to treat the problem locally: f on an interval ½0; 2N
determines and is determined by V on ½0; N: This is also implicit in the
Gelfand–Levitan theory, although this aspect is usually not emphasized.
The results of this section are basic to our approach to the inverse problem.
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We assume that a potential VAL1ð0; NÞ is given. Then we can make the
following statements about the structure of the associated space SN :
Theorem 4.1. As a set, SN is given by
SN ¼ F ðzÞ ¼
Z N
0
f ðtÞ cos
ﬃﬃ
z
p
t dt : fAL2ð0; NÞ
 
:
Note that if V 	 0; then uðx; zÞ ¼ cos
ﬃﬃ
z
p
x; so the set from Theorem 4.1 is
just description (3.8) of the de Branges space S
ð0Þ
N for zero potential. The
function fAL2ð0; NÞ is of course uniquely determined by the corresponding
FASN :
There are also strong restrictions on the possible scalar products on the de
Branges spaces coming from Schro¨dinger equations. This is the content of
the following theorem.
We need some notation. Given a continuous, even function f :
½2N ; 2N-R; we deﬁne an integral operator Kf on L2ð0; NÞ by
ðKff ÞðsÞ ¼
Z N
0
Kðs; tÞf ðtÞ dt; ð4:1aÞ
Kðs; tÞ ¼
1
2
ðfðs  tÞ þ fðs þ tÞÞ: ð4:1bÞ
Kf is self-adjoint and compact (in fact, Hilbert–Schmidt).
Theorem 4.2. There exists a function f : ½2N; 2N-R which is absolutely
continuous, even, and satisfies fð0Þ ¼ 0; such that for all FASN ;
jjF jj2SN ¼ /f ; ð1þKfÞf SL2ð0;NÞ:
Here, f is related to F as in Theorem 4.1.
The requirement that f be absolutely continuous on ½2N ; 2N means
that there exists a function f0AL1ð2N; 2NÞ such that fðxÞ ¼ fð0Þ þR x
0 f
0ðtÞ dt for all xA½2N ; 2N:
Later (Theorem 8.1), we will prove that Theorems 4.1 and 4.2 have a
converse: the conditions formulated in these two theorems actually
characterize the de Branges spaces that come from a Schro¨dinger equation
among all de Branges spaces.
Both theorems depend on the fact that the asymptotics of the solutions of
(3.1) as jzj-N are in leading order independent of V :
Proof of Theorem 4.1. We ﬁrst show that SN is contained in the set on the
right-hand side. So let FASN ; by (3.8), F is of the form
F ðzÞ ¼
Z N
0
uðx; zÞgðxÞ dx ðgAL2ð0; NÞÞ: ð4:2Þ
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By a standard asymptotic expansion, we have that
juðx; zÞ  cos
ﬃﬃ
z
p
xj
pjzj1=2 expðjjV jjL1ð0;NÞÞ expðjIm z1=2jxÞ ð0pxpNÞ: ð4:3Þ
Compare, for instance, [3,24] (actually, both references do not present the
result exactly in the form quoted above, but minor modiﬁcations yield (4.3)).
Deﬁne GðkÞ ¼ F ðk2Þ: Then G is entire, even, and (4.2) and (4.3) imply that
jGðkÞjpCeN jkj: Moreover, again by (4.2) and (4.3),
GðkÞ ¼
Z N
0
gðxÞ cos kx dx þ Oðk1Þ
for kAR; k-N; so GAL2ðRÞ: Thus the Paley–Wiener Theorem applies: G
has the form
GðkÞ ¼
1
2
Z N
N
f ðxÞeikx dx;
where fAL2ðN; NÞ: Since G is even, we must also have that f ðxÞ ¼ f ðxÞ;
which in turn implies that GðkÞ ¼
RN
0
f ðxÞ cos kx dx: In other words, F ðzÞ ¼
Gðz1=2Þ ¼
RN
0
f ðxÞ cos
ﬃﬃ
z
p
x dx; as desired.
To prove the converse inclusion, we ﬁrst claim that
inf
lAR
EðlÞ
E0ðlÞ
  > 0; ð4:4Þ
where E0 is the de Branges function for zero potential: E0ðzÞ ¼ cos
ﬃﬃ
z
p
N 
i
ﬃﬃ
z
p
sin
ﬃﬃ
z
p
N: To establish (4.4), it clearly sufﬁces to show that
lim inf
l-7N
EðlÞ
E0ðlÞ
  > 0:
Consider ﬁrst the case l-N; and put again l ¼ k2; k-N: Assume that,
contrary to the assertion, there exists a sequence kn-N so that
Eðk2nÞ=E0ðk
2
nÞ-0: We now use (4.3) and the analogous estimate on u
0 which
reads
ju0ðx; zÞ þ
ﬃﬃ
z
p
sin
ﬃﬃ
z
p
xj
pexpðjjV jjL1ð0;NÞÞ expðjIm z1=2jxÞ ð0pxpNÞ: ð4:5Þ
Since EðzÞ ¼ uðN ; zÞ þ iu0ðN; zÞ; we obtain
Eðk2nÞ
E0ðk2nÞ
 2¼ ðcos knN þ Oðk1n ÞÞ2 þ ðkn sin knN þ Oð1ÞÞ2cos2 knN þ k2n sin2 knN : ð4:6Þ
If kn sin knN remains bounded as n-N; then j cos knN j-1; so (4.6) shows
that jEðk2nÞ=E0ðk
2
nÞj
2 is bounded away from zero. Thus, by passing to a
subsequence if necessary, we may assume that knj sin knN j-N: But then we
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see from (4.6) that jEðk2nÞ=E0ðk
2
nÞj
2-1; which is a contradiction to our choice
of kn:
The argument for l-N is similar (in fact, easier). Write l ¼ k2 with
k-N: One shows that both E and E0 are of the asymptotic form
jEðk2Þj2 ¼
k2
4
e2kN þ Oðke2kN Þ;
jE0ðk2Þj2 ¼
k2
4
e2kN þ Oðke2kNÞ;
so jEðk2Þ=E0ðk2Þj-1: Thus (4.4) holds.
Now if F ðzÞ ¼
R
f ðxÞ cos
ﬃﬃ
z
p
x dx with fAL2ð0; NÞ; then F=E0AL2ðRÞ;
hence also F=EAL2ðRÞ by (4.4). Moreover, F is obviously entire.
It remains to establish one of the conditions of Proposition 2.1. To this
end, we establish Cauchy type representations for F=E; F#=E: As we have
already seen in the proof of Proposition 2.1, such representations imply
condition (a) from the proposition.
Write z ¼ R2e2ij;
ﬃﬃ
z
p
¼ Reij with R > 0; 0pjpp=2: Then the asymptotic
formulae (4.3) and (4.5) yield
EðzÞ ¼ cosðNReijÞ  iReij sinðNReijÞ þ OðeNR sin jÞ:
The constant implicit in the error term is of course independent of R and j:
It follows that
jEðzÞjXRjsinðNReijÞj  OðeNR sin jÞ: ð4:7Þ
Hence there exist constants C0; R0 > 0 with the following property: If RXR0
and sin jXC0=R; then
jEðzÞjX1
2
ReNR sin j: ð4:8Þ
In the opposite case of small j; we restrict our attention to the radii Rn ¼
N1ð2pn þ p=2Þ; with nAN; n large. The assumption sin joC0=R ensures
that the error term from (4.7) is actually bounded, and
sinðNReijÞ ¼ sinðNR cos jþ iNR sinjÞ
¼ sinðNR þ iNR sin jÞ þ OðR1Þ
¼ sinðp=2þ iNR sin jÞ þ OðR1Þ
¼ coshðNR sin jÞ þ OðR1Þ:
As cosh xX1; we thus get from (4.7) that jEðzÞjXRn=2 for z as above
and sufﬁciently large n: Obviously, if sin joC0=R; then eNC0eNR sin jp1;
so (4.8), possibly with 1=2 replaced by a smaller constant, actually holds
for all jA½0; p=2 if R is restricted to the values Rn from above.
Finally,
jF ðR2e2ijÞjp
Z N
0
jf ðxÞj jcosðReijxÞj dxpjjf jj2
ﬃﬃﬃﬃ
N
p
eNR sin j:
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In conclusion, it follows that jF ðzÞ=EðzÞjpCR1 for RAfRng and
jA½0;p=2; and this estimate indeed implies the Cauchy formula
F ðzÞ
EðzÞ
¼
1
2pi
Z N
N
F ðlÞ
EðlÞ
dl
l z
ðzACþÞ
by a standard procedure. (Integrate from Rn to Rn on the real line and
close by a semicircle in the upper half plane; let n-N: The above estimate
ensures that the integral over the semicircle vanishes in the limit.) The same
argument works for F#=E: As explained above, this completes the proof. &
The proof of Theorem 4.2 will depend on an asymptotic formula for the
Titchmarsh–Weyl m-function. This subject has been studied systematically
and in considerable depth (see, for example, [2,15,17,19,27]). We will only
need a rather straightforward result whose proof we include for the reader’s
convenience.
Given VAL1ð0; NÞ; we extend V to ð0;NÞ by setting it equal to zero on
ðN;NÞ: Denote the spectral measure and the m-function of the half line
problem (as usual, with Neumann boundary conditions y0ð0Þ ¼ 0) by rðNÞ and
mðNÞ; respectively. We now brieﬂy review some basic facts about mðNÞ and
rðNÞ; this material can be found, for example, in [10,21]. We can obtain mðNÞ
as follows: Let f ðx; kÞ be the Jost solution. In other words, f solves (3.1) with
z ¼ k2 and f ðx; kÞ ¼ eikx for xXN: Deﬁne a meromorphic function MN by
MNðkÞ ¼ 
f ð0; kÞ
f 0ð0; kÞ
:
Then, since f ð; kÞAL2ð0;NÞ for kAC
þ; we have that mðNÞðk2Þ ¼ MN ðkÞ for
these k: More precisely, this formula gives the meromorphic continuation of
the function mðNÞ; which is originally deﬁned on Cþ; to C\½0;NÞ: The m-
function mðNÞ has only ﬁnitely many poles in this region. They all lie on
ðN; 0Þ; and they are just the eigenvalues of d2=dx2 þ V ðxÞ on L2ð0;NÞ:
For k > 0; the limit lime-0þ mðNÞðk2 þ ieÞ exists. We will denote this limit
simply by mðNÞðk2Þ; we then have that mðNÞðk2Þ ¼ MNðkÞ for all k > 0 (note,
however, that MN ðkÞ does not give the correct value but the complex
conjugate of mðNÞðk2Þ because k2 is now approached from the lower half plane).
From these facts, we immediately get the following description of rðNÞ:
Denote the ﬁnitely many negative eigenvalues by k2n; kn > 0: Then
rðNÞ ¼
X
n
rðNÞðfk2ngÞdk2n þ
1
p
wð0;NÞðlÞIm MNð
ﬃﬃﬃ
l
p
Þ dl:
We will also need the m-function m0 and the spectral measure r0 for zero
potential. The following formulae hold:
m0ðzÞ ¼ ðzÞ
1=2; r0 ¼ wð0;NÞðlÞ
dl
p
ﬃﬃﬃ
l
p : ð4:9Þ
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In the ﬁrst equation, which holds for zACþ; the square root must be chosen
so that Im m0 > 0: Clearly, m0 can then be holomorphically continued to
C\½0;NÞ: This continuation will also be denoted by m0: Finally, just as for
mðNÞ; we put m0ðlÞ 	 lime-0þ m0ðlþ ieÞ for l > 0:
Lemma 4.3. (a) The limit limk-0 kMNðkÞ exists.
(b) For Im kX0; keðN; 0; we have that
mðNÞðk2Þ  m0ðk2Þ ¼
1
k2
Z N
0
V ðxÞe2ikx dx þ Oðjkj3Þ:
Proof. (a) If y1; y2 both solve (3.1), then the Wronskian y01y2  y1y
0
2 is
constant. By computing the Wronskian of f ð; kÞ and f ð;kÞ at x ¼ 0 and
x ¼ N ; we therefore see that
f 0ð0; kÞf ð0;kÞ  f ð0; kÞf 0ð0;kÞ ¼ 2ik:
Take the derivative with respect to k (writing
’
	 d
dk
) and then set k ¼ 0: We
obtain
f ð0; 0Þ ’f
0
ð0; 0Þ  ’fð0; 0Þf 0ð0; 0Þ ¼ i;
and thus it is not possible that f 0ð0; kÞ and ’f
0
ð0; kÞ vanish simultaneously at
k ¼ 0: Therefore a possible pole of MN at k ¼ 0 must be of order one.
(b) Put gðx; kÞ ¼ f ðx; kÞeikx: Then, basically by the variation of constants
formula, g is the unique solution of the integral equation
gðx; kÞ ¼ 1þ
1
2ik
Z N
x
ðe2ikðtxÞ  1ÞV ðtÞgðt; kÞ dt:
If Im kX0 and jkjX2jjV jjL1ð0;NÞ; this implies the a priori estimate
jjgjjNp2: So for these k; we have jgðx; kÞ  1jp2jjV jj1=jkj: This in turn
shows that
g0ðx; kÞ ¼ 
Z N
x
V ðtÞe2ikðtxÞ dt þ Oðjkj1Þ:
Hence for large jkj;
mðNÞðk2Þ ¼ MN ðkÞ ¼ 
f ð0; kÞ
f 0ð0; kÞ
¼
gð0; kÞ
ikgð0; kÞ þ g0ð0; kÞ
¼
i
k
1
1þ g
0ð0;kÞ
ikgð0;kÞ
¼
i
k
1
g0ð0; kÞ
ikgð0; kÞ
þ Oðjkj2Þ

 
¼
i
k
þ
1
k2
Z N
0
V ðtÞe2ikt dt þ Oðjkj3Þ;
as desired, since m0ðk2Þ ¼ i=k: For small k; there is nothing to prove. &
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Proof of Theorem 4.2. Suppose that an FASN is given and write, according
to Theorem 4.1,
F ðzÞ ¼
Z N
0
f ðtÞ cos
ﬃﬃ
z
p
t dt
with fAL2ð0; NÞ: Introduce the (signed) Borel measure sN by sN ¼ rðNÞ 
r0: Theorem 3.2(b) allows us to compute the norm of F as
jjF jj2SN ¼
Z
R
jF ðlÞj2 drðNÞðlÞ ¼
Z
R
jF ðlÞj2 dr0ðlÞ
þ
Z
R
jF ðlÞj2 dsN ðlÞ: ð4:10Þ
The two integrals in this last expression converge absolutely because
the map f/F is unitary from L2ð0;NÞ onto L2ðR; dr0Þ—in fact, it
is just the U from (3.3) for zero potential. This observation also
says thatZ
R
jF ðlÞj2 dr0ðlÞ ¼
Z N
0
jf ðtÞj2 dt:
It remains to analyze the last integral from (4.10). Using the identity
cos x cos y ¼ 1
2
ðcosðx  yÞ þ cosðx þ yÞÞ;
we can write it in the formZ N
N
jF ðlÞj2 dsN ðlÞ
¼
Z N
N
dsNðlÞ
Z N
0
ds
Z N
0
dtf ðsÞf ðtÞ cos
ﬃﬃﬃ
l
p
s cos
ﬃﬃﬃ
l
p
t
¼
1
2
Z N
N
dsN ðlÞ
Z N
0
ds
Z N
0
dtf ðsÞf ðtÞðcos
ﬃﬃﬃ
l
p
ðs  tÞ
þ cos
ﬃﬃﬃ
l
p
ðs þ tÞÞ: ð4:11Þ
Formally, this is of the desired form with fðxÞ ¼
R
cos
ﬃﬃﬃ
l
p
x dsNðlÞ; but this
needs to be interpreted carefully because the integral ‘‘deﬁning’’ f will not,
in general, be absolutely convergent.
Our strategy will be to ﬁrst deﬁne f as a distribution and then prove that
it is actually an absolutely continuous function. More precisely, the
contribution coming from lAð0;NÞ will be treated in this way.
So we deﬁne a tempered distribution fþAS
0 as follows. Let g be a test
function from the Schwartz space S: Recall that this means that g is
inﬁnitely differentiable and supxAR jxj
mjgðnÞðxÞjoN for all m; nAN0: Then
fþ acts on g by
ðfþ; gÞ ¼
Z N
0
dsN ðlÞ
Z N
N
dx gðxÞ cos
ﬃﬃﬃ
l
p
x:
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This is well deﬁned because
R
gðxÞ cos
ﬃﬃﬃ
l
p
x dx is rapidly decreasing in l and
from Lemma 4.3 and the preceding material we have the a priori estimate
jsN jð½0; RÞpC
ﬃﬃﬃﬃ
R
p
: Thus the integral certainly converges. It is also clear that
fþ is linear and continuous in the topology of S; so indeed fþAS
0: Note
that formally, fþ is just fþðxÞ ¼
RN
0
cos
ﬃﬃﬃ
l
p
x dsNðlÞ:
The Fourier transform of fþ is, by deﬁnition, the tempered distribution
#fþ acting on test functions g by ð #fþ; gÞ ¼ ðfþ; #gÞ: We compute
ðfþ; #gÞ ¼
1
2
Z N
0
dsN ðlÞ
Z N
N
dx #gðxÞðei
ﬃﬃ
l
p
x þ ei
ﬃﬃ
l
p
xÞ
¼
ﬃﬃﬃ
p
2
r Z N
0
dsN ðlÞðgð
ﬃﬃﬃ
l
p
Þ þ gð
ﬃﬃﬃ
l
p
ÞÞ
¼
ﬃﬃﬃ
2
p
r Z N
0
ImðmðNÞ  m0Þðk2ÞðgðkÞ þ gðkÞÞk dk
¼
ﬃﬃﬃ
2
p
r Z N
N
gðkÞjkj ImðmðNÞ  m0Þðk2Þ dk;
and hence #fþ is a function and
#fþðkÞ ¼
ﬃﬃﬃ
2
p
r
jkj Im ðmðNÞ  m0Þðk2Þ: ð4:12Þ
From Lemma 4.3 and the formula for m0; we see that #fþ is continuous and
#fþðkÞ ¼ Oðjkj
1Þ for large jkj: In fact, we get the more precise information
that
#fþðkÞ ¼
ﬃﬃﬃ
2
p
r
1
jkj
Z N
0
V ðxÞ sin2jkjx dx þ Oðk2Þ
¼
1ﬃﬃﬃﬃﬃ
2p
p 1
ik
Z N
0
V ðxÞðe2ikx  e2ikxÞ dx þ Oðk2Þ
¼
1
ik
bWNðkÞ þ Oðk2Þ;
where
WNðxÞ ¼
ð1=2ÞV ðx=2Þ; 0oxo2N;
ð1=2ÞV ðx=2Þ; 2Noxo0;
0; jxj > 2N:
8><>:
Therefore the (distributional) derivative f0þ of fþ has a Fourier transform
of the form
ðf0þÞ ðkÞ ¼ ik #fþðkÞ ¼ bWNðkÞ þ RˆN ðkÞ;
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where RˆN is a continuous function and RˆNðkÞ ¼ Oðjkj
1Þ: It follows that
f0þðxÞ ¼ WNðxÞ þ RN ðxÞ;
with RNAL2:
In particular, f0þAS
0 is a locally integrable function, and as a
consequence, fþ is an absolutely continuous function. We deﬁne
fðxÞ ¼
Z 0
N
cos
ﬃﬃﬃ
l
p
x dsN ðlÞ þ fþðxÞ
¼
X
rðNÞðfk2ngÞ cosh knx þ fþðxÞ;
and we verify that this f has the desired properties.
We know already that fþ is absolutely continuous. Its Fourier transform,
#fþ; is real valued and even (cf. (4.12)), so fþ has these properties, too. The
(ﬁnite) sum
P
rðNÞðfk2ngÞ cosh knx manifestly is a smooth, real valued,
even function, so we have established that f is absolutely continuous, real
valued, and even.
To show that fð0Þ ¼ 0; we use the formula
ðmðNÞ  m0Þðk2Þ ¼
Z N
N
dsNðlÞ
l k2
ðkACþÞ;
which follows at once from the Herglotz representations of mðNÞ and m0 (see,
e.g., [21]). We can Fourier transform the denominator,
1
l k2
¼
i
k
Z N
0
cos
ﬃﬃﬃ
l
p
t eikt dt ðkACþ; l > 0Þ;
to write this in the form
ðmðNÞ  m0Þðk2Þ
¼
XrðNÞðfk2ngÞ
k2n  k2
þ
i
k
Z N
0
dsN ðlÞ
Z N
0
dt eikt cos
ﬃﬃﬃ
l
p
t: ð4:13Þ
We now take a closer look at this last integral:Z N
0
dsN ðlÞ
Z N
0
dt eikt cos
ﬃﬃﬃ
l
p
t
¼
2
p
Z N
0
dl l ImðmðNÞ  m0Þðl2Þ
Z N
0
dt eikt cos lt
¼
1ﬃﬃﬃﬃﬃ
2p
p Z N
N
dl #fþðlÞ
Z N
0
dt eikt cos lt
¼
1ﬃﬃﬃﬃﬃ
2p
p Z N
N
dl #fþðlÞ
Z N
0
dt eikteilt:
This last expression equals
R
#fþ hˆ; where hðtÞ ¼ wð0;NÞðtÞe
ikt: Since we are
assuming that kACþ; this function is in L2; as is #fþ; and thus we may use
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the Plancherel identity to obtain the ﬁnal result
ðmðNÞ  m0Þðk2Þ ¼
X rðNÞðfk2ngÞ
k2n  k2
þ
i
k
Z N
0
fþðtÞe
ikt dt ðkACþÞ:
Note that on a formal level, this may be derived very easily from (4.13)
because the last term of (4.13) looks like fþ applied to ði=kÞh: However, h is
not a test function!
If we assume that in addition Im k > max kn; then
RN
0 fðtÞe
ikt dt exists and
we get the more compact formula
ðmðNÞ  m0Þðk2Þ ¼
i
k
Z N
0
fðtÞeikt dt:
We now specialize to k ¼ iy; y-N; and integrate by parts. This
gives
mðNÞðy2Þ  m0ðy2Þ ¼
fð0Þ
y2
þ
1
y2
Z N
0
f0ðtÞeyt dt:
Since f0þAL1 þ L2; the integral goes to zero by dominated convergence,
hence
mðNÞðy2Þ  m0ðy2Þ ¼
fð0Þ
y2
þ oðy2Þ ðy-NÞ:
On the other hand, Lemma 4.3(b) implies that mðNÞðy2Þ  m0ðy2Þ ¼
oðy2Þ: Therefore, fð0Þ ¼ 0:
LetKf : L2ð0; NÞ-L2ð0; NÞ be the integral operator deﬁned in (4.1), with
the f constructed above. We still have to establish the crucial property of f;
namely, the fact that the integral from (4.11) equals /f ;KffS for all
fAL2ð0; NÞ:
We ﬁrst consider the case when fACN0 ð0; NÞ; and we treat explicitly only
the ﬁrst term from (4.11), which contains cos
ﬃﬃﬃ
l
p
ðs  tÞ: Introduce the new
variables R ¼ s þ t; r ¼ s  t: Then we haveZ N
N
dsNðlÞ
Z N
0
Z N
0
ds dt f ðsÞf ðtÞ cos
ﬃﬃﬃ
l
p
ðs  tÞ
¼
1
2
Z N
N
dsN ðlÞ
Z N
N
dr cos
ﬃﬃﬃ
l
p
r
Z N
N
dR f
R þ r
2

 
f
R  r
2

 
¼
Z N
N
dsNðlÞ
Z N
N
dr gðrÞ cos
ﬃﬃﬃ
l
p
r:
Here, we have put
gðrÞ 	
1
2
Z N
N
dR f
R þ r
2

 
f
R  r
2

 
: ð4:14Þ
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Note that gACN0 ðN; NÞ: In particular, g is an admissable test function,
and thus the following manipulations are justiﬁed:Z N
N
dsNðlÞ
Z N
N
dr gðrÞ cos
ﬃﬃﬃ
l
p
r
¼
X
rðfk2ngÞ
Z N
N
gðrÞ cosh knr dr
þ
Z N
0
dsNðlÞ
Z N
N
dr gðrÞ cos
ﬃﬃﬃ
l
p
r
¼
Z N
N
dr gðrÞ
X
rðfk2ngÞ cosh knr þ
Z N
N
fþðrÞgðrÞ dr
¼
Z N
N
fðrÞgðrÞ dr:
Finally, we can write out g (see (4.14)) and transform back to the original
variables ðs; tÞ; we obtain the expressionZ N
0
Z N
0
ds dt f ðsÞf ðtÞfðs  tÞ:
If we combine this with the result of the analogous computation for the term
involving cos
ﬃﬃﬃ
l
p
ðs þ tÞ; then we get indeed that
1
2
Z N
N
dsN ðlÞ
Z N
0
ds
Z N
0
dt f ðsÞf ðtÞðcos
ﬃﬃﬃ
l
p
ðs  tÞ þ cos
ﬃﬃﬃ
l
p
ðs þ tÞÞ
¼
1
2
Z N
0
Z N
0
ds dt f ðsÞf ðtÞðfðs  tÞ þ fðs þ tÞÞ
¼ /f ;KffS:
Using this in (4.10) and (4.11), we see that
jjF jj2SN ¼ /f ; ð1þKfÞfSL2ð0;NÞ; ð4:15Þ
as desired. So far, this has been proved for fACN0 ð0; NÞ: To establish
(4.15) in full generality, ﬁx fAL2ð0; NÞ and pick fnACN0 ð0; NÞ
with jjfn  f jjL2ð0;NÞ-0: From the proof of Theorem 4.1 (see, in
particular, (4.4)) we know that there is a constant C > 0 so that for all
GASN ; the inequality jjGjjSNpCjjGjjSð0Þ
N
holds, where S
ð0Þ
N is the de Branges
space for zero potential. Hence, writing FnðzÞ ¼
R
fnðtÞ cos
ﬃﬃ
z
p
t dt; we deduce
that
jjFn  F jjSNpCjjFn  F jjSð0Þ
N
¼ Cjjfn  f jjL2ð0;NÞ-0:
Therefore, we can use (4.15) with f replaced by fn and then pass to the limit
to see that (4.15) holds for all fAL2ð0; NÞ: &
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5. The inverse spectral theorem
Theorem 4.2 associates with each Schro¨dinger equation a function f that
determines the scalar product on the corresponding de Branges spaces SN :
Recall also that by Theorem 3.1, these de Branges spaces can be identiﬁed
with the spaces L2ðR; dr
b
NÞ from the spectral representation of the
Schro¨dinger operators. So it makes sense to think of f (on ½2N; 2N) as
representing the spectral data of d2=dx2 þ V ðxÞ (on L2ð0; NÞ; with suitable
boundary conditions at the endpoints). Our next result is the converse of
Theorem 4.2. It says that every function f that has the properties stated in
Theorem 4.2 comes from a Schro¨dinger equation. To be able to formulate
this concisely, we denote this set of f’s by FN ; so
FN ¼ff : ½2N; 2N-R : f absolutely continuous; even;
fð0Þ ¼ 0; 1þKf > 0g:
The last condition of course refers to the integral operator Kf on L2ð0; NÞ
that was introduced in (4.1); we require that the self-adjoint operator 1þ
Kf be positive deﬁnite. In the situation of Theorem 4.2, this condition holds
because /f ; ð1þKfÞfS is a norm.
Theorem 5.1. For every fAFN ; there exists a VAL1ð0; NÞ so that the norm on
the de Branges space SN associated with (3.1) is given by
jjF jj2SN ¼ /f ; ð1þKfÞf SL2ð0;NÞ ðfAL2ð0; NÞÞ:
Here, F ðzÞ ¼
R
f ðtÞ cos
ﬃﬃ
z
p
t dt; as in Theorem 4.1.
We will take up the proof of Theorem 5.1 in Section 9. Let us ﬁrst point
out that we also have uniqueness in both directions. In fact, uniqueness is, as
usual, much easier than existence.
Theorem 5.2. (a) If VAL1ð0; NÞ is given, then the fAFN from Theorem 4.2 is
unique.
(b) If fAFN is given, then the VAL1ð0; NÞ from Theorem 5.1 is unique.
This will also be proved in Section 9. We need some preparations; this will
occupy us for the following three sections.
6. Canonical systems I
A canonical system is a family of differential equations of the following
form:
Ju0ðxÞ ¼ zHðxÞuðxÞ: ð6:1Þ
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Here, J ¼
0 1
1 0

 
; and HðxÞAR22; the entries of H are integrable
functions on an interval ð0; NÞ; and HðxÞX0 (i.e., HðxÞ is a positive
semideﬁnite matrix) for almost every xAð0; NÞ: We also assume that there is
no nonempty open interval ICð0; NÞ so that H ¼ 0 almost everywhere on I :
Finally, zAC is the spectral parameter.
As usual, u : ½0; N-C2 is called a solution if u is absolutely continuous
and satisﬁes (6.1) almost everywhere.
Usually, one does not assume that HðxÞc0 on nonempty open sets,
but dropping this assumption does not add generality. Indeed, by
letting
S0 ¼ fxAð0; NÞ : (e > 0 : HðtÞ ¼ 0 for a:e: tAðx  e; x þ eÞg
and introducing the new independent variable
xðxÞ ¼
Z x
0
ð1 wS0 ðtÞÞ dt;
one may pass to an equivalent canonical system that satisﬁes our additional
assumption.
A fundamental result (namely, Theorem 7.3) associates with every de
Branges space a canonical system (6.1). Therefore, canonical systems are a
central object in the theory of de Branges spaces.
Let uðx; zÞ; vðx; zÞ be the solutions of (6.1) with the initial values uð0; zÞ ¼
ð 1
0
Þ; vð0; zÞ ¼ ð 0
1
Þ: We will mainly work with uðx; zÞ: Just as in Section 3, we
can build a de Branges function from u by deﬁning ENðzÞ ¼ u1ðN; zÞ þ
iu2ðN; zÞ: Here, a pathological case can occur: if HðxÞ ¼
0 0
0 H22ðxÞ

 
on
ð0; NÞ; then uðN; zÞ ¼ ð1
0
Þ and EN ðzÞ 	 1: According to our deﬁnition in
Section 2, this is not a de Branges function. So it will be convenient to
slightly extend this deﬁnition and to also admit non-zero constants as de
Branges functions. The corresponding de Branges space is simply deﬁned to
be the zero space.
Proposition 6.1. ENðzÞ ¼ u1ðN; zÞ þ iu2ðN; zÞ is a de Branges function. The
corresponding reproducing kernel Jz is given by
JzðzÞ ¼
Z N
0
unðx; zÞHðxÞuðx; zÞ dx:
Proof. The formula for Jz follows by a calculation, which is analogous
to the discussion preceding Theorem 3.1. One uses the fact that
uðx; %zÞ ¼ uðx; zÞ; we leave the details to the reader. Also, just as in
Section 3, by taking z ¼ zACþ; the formula for Jz implies that EN
is a de Branges function. In this context, observe the following
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fact: ifZ N
0
unðx; zÞHðxÞuðx; zÞ dx ¼ 0
for some zAC; then HðxÞuðx; zÞ ¼ 0 for almost every xAð0; NÞ; hence
uðx; zÞ ¼ uð0; zÞ ¼ ð1
0
Þ: This in turn implies that H11 ¼ 0 almost everywhere,
and we are in the trivial case EN ðzÞ 	 1: In the opposite case,RN
0 u
nðx; zÞHðxÞuðx; zÞ dx > 0 for all zAC; and EN is a genuine de Branges
function. &
Eventually, we will again identify the corresponding de Branges space
BðENÞ with a space L2ðR; dr
b
NÞ; where r
b
N is a spectral measure of (6.1), just
as we did in the case of Schro¨dinger equations in Theorem 3.1. However,
things are more complicated now, basically for two reasons: First of all, if
(6.1) is to be interpreted as an eigenvalue equation Tu ¼ zu; then, formally,
the operator T should be Tu ¼ H1Ju0; but HðxÞ need not be invertible.
Consequently, one has to work with relations instead of operators. Second,
on the so-called singular intervals, Eq. (6.1) actually is a difference equation
in disguise. These points will be studied in some detail in Section 10. Our
discussion of canonical systems will be modelled on the (simpler) analysis of
Section 3. For a functional analytic treatment of canonical systems, see [18].
Ref. [9] also contains a lot of material on canonical systems, though in
somewhat implicit form.
7. Four theorems of de Branges
In this section we state, without proof, four general results of de Branges
on de Branges spaces which will play an important role in our treatment of
the inverse problem for Schro¨dinger operators. The ﬁrst result is a useful
tool for recognizing de Branges spaces. It is Theorem 23 of [9]. For an
alternate proof, see [12, Section 6.1].
Theorem 7.1. Let H be a Hilbert space whose elements are entire functions.
Suppose that H has the following three properties:
(a) For every zAC; point evaluation F/F ðzÞ is a bounded linear
functional.
(b) If FAH has a zero at wAC; then GðzÞ ¼ z %w
zwF ðzÞ belongs to H and
jjGjj ¼ jjF jj:
(c) F/F# is an isometry on H:
ThenH is a de Branges space: There exists a de Branges function E, so that
H ¼ BðEÞ and jjF jjH ¼ jjF jjBðEÞ for all FAH:
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The converse of Theorem 7.1 is also true (and easily proved): Every de
Branges space satisﬁes (a)–(c). In fact, in [5], the conditions of Theorem 7.1
are used to deﬁne de Branges spaces.
The de Branges function E is not uniquely determined by the Hilbert
space BðEÞ: The situation is clariﬁed by de Branges [5, Theorem I]. Given E;
we introduce the entire functions A; B by
AðzÞ ¼
EðzÞ þ E#ðzÞ
2
; BðzÞ ¼
EðzÞ  E#ðzÞ
2i
:
Theorem 7.2. Let E1 and E2 be de Branges functions. Then BðE1Þ ¼ BðE2Þ (as
Hilbert spaces) if and only if there exists TAR22; det T ¼ 1; so that
A2ðzÞ
B2ðzÞ
 !
¼ T
A1ðzÞ
B1ðzÞ
 !
:
The next two results lie much deeper. They are central to the whole theory
of de Branges spaces. We will not state the most general versions here; for
this, the reader should consult [9]. The following deﬁnition will be useful to
avoid (for us) irrelevant technical problems. A de Branges space BðEÞ is
called regular if
F ðzÞABðEÞ )
F ðzÞ  F ðz0Þ
z  z0
ABðEÞ: ð7:1Þ
Here z0 is any ﬁxed complex number. The deﬁnition is reasonable because it
can be shown that if (7.1) holds for one z0AC; then it holds for all z0AC (cf.
[9, Theorem 25]). Condition (7.1) also plays an important role in [9].
According to (a more general version of) Theorem 7.3, every de Branges
space comes from a (possibly singular) canonical system; the regular spaces
are precisely those that come from regular problems, that is, x ¼ 0 is not a
singular endpoint. Jumping ahead, we can also remark that condition (7.1)
ensures the existence of a conjugate mapping. See also [31] for other aspects
of (7.1).
Theorem 7.3. If BðEÞ is a regular de Branges space, Eð0Þ ¼ 1; and N > 0 is
given, then there exists a canonical system (6.1) (that is, there exists an
integrable function H : ð0; NÞ-R22 with HðxÞX0 almost everywhere, Hc0
on nonempty open sets), such that EðzÞ ¼ EN ðzÞ; where EN is determined from
(6.1) as in Proposition 6.1.
Moreover, HðxÞ can be chosen so that tr HðxÞ is a (positive) constant.
De Branges proved various results of this type; see [6, Theorems V and
VII; 9, Theorems 37 and 40]. The version given here follows by combining
[6, Theorem VII] with [9, Theorem 27]. In fact, this is not literally true
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because de Branges uses the equation
yðbÞJ  yðaÞJ ¼ z
Z b
a
yðtÞdmðtÞ ð7:2Þ
instead of (6.1). Here, m is a matrix valued measure. If m is absolutely
continuous, dmðtÞ ¼ m0ðtÞ dt; then (7.2) can be written as a differential
equation y0J ¼ zyH ; with H ¼ m0; and the further change of variable
uðx; zÞ ¼ ynðx;%zÞ then gives (6.1). In [9], m is only assumed to be
continuous, but then one can change the independent variable to xðtÞ ¼
tr mðð0; tÞÞ to get an absolutely continuous measure. This transformation
automatically leads to a system with tr HðxÞ 	 1; and this is how one proves
the last statement of Theorem 7.3. A further transformation of the type
x-ax with a suitable a > 0 then yields a problem on ð0; NÞ again.
There is no apparent reason for preferring one of these equivalent ways of
writing canonical systems (see (6.1) and(7.2)), but it appears that the form
we use here (namely (6.1)) has become the most common.
The assumption that Eð0Þ ¼ 1 is just a normalization; it does not restrict
the applicability of Theorem 7.3. In fact, one can just use Theorem 7.2 with
T ¼ Að0ÞjEð0Þj
2 Bð0ÞjEð0Þj2
Bð0Þ Að0Þ

 
to pass to an equivalent E with Eð0Þ ¼
1: This will always work because de Branges functions associated with
regular spaces do not have zeros on the real line.
Theorem 7.3, combined with the material from Section 10 (especially
(10.5)), is the promised (extremely) general version of the Paley-Wiener
Theorem. One can also view Theorem 7.3 as a basic result in inverse spectral
theory: given ‘‘spectral data’’ in the form of a de Branges function E; the
theorem asserts the existence of a corresponding differential equation. In
this paper, we will use Theorem 7.3 in this second way.
As a ﬁnal remark on Theorem 7.3, we would like to point out that HðxÞ is
uniquely determined by EðzÞ and N if one normalizes appropriately.
(One may require that tr HðxÞ be constant, as in the last part of Theorem
7.3, and
R e
0
H11ðtÞ dt > 0 for all e > 0:) To prove this, the basic idea is
to proceed as in the proof of Theorem 5.2 (b) (which will be discussed
in Section 9), but things are more complicated here and one needs
material from Section 10. We do not need this uniqueness statement in this
paper.
Theorem 7.4. Let BðEÞ; BðE1Þ; BðE2Þ be regular de Branges spaces and
assume that BðE1Þ and BðE2Þ are isometrically contained in BðEÞ: Then either
BðE1Þ is isometrically contained in BðE2Þ or BðE2Þ is isometrically contained in
BðE1Þ:
This is a special case of [9, Theorem 35]. See also [2, Section 6.5] for a
proof.
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Theorem 7.4 clearly is a strong structural result. The de Branges
subspaces of a given space are totally ordered by inclusion. As an
illustration, take BðEÞ ¼ SN ; the de Branges space coming from a
Schro¨dinger equation on the interval ð0; NÞ: Then it can be deduced from
Theorem 7.4 that the chain of spaces fSx : 0pxpNg is a complete list of the
de Branges spaces that are subspaces of SN :
8. Canonical systems II
Theorem 7.3 associates a canonical system to every (regular) de Branges
space. Conversely, we have seen in Sections 3 and 6 how Schro¨dinger
equations and canonical systems generate de Branges spaces. This recipe
works for other equations as well (Dirac, Sturm–Liouville, Jacobi difference
equation). So, in a sense, canonical systems are the most general formally
symmetric, second order differential systems (here, by ‘‘order’’ we mean
order of differentiation times number of components). In particular, every
Schro¨dinger equation can be written as canonical system by a simple
transformation. Namely, given a Schro¨dinger equation (3.1), let y1; y2 be the
solutions of (3.1) with z ¼ 0 with the initial values y1ð0Þ ¼ y02ð0Þ ¼ 1; y
0
1ð0Þ ¼
y2ð0Þ ¼ 0; and put TðxÞ ¼
y1ðxÞ y2ðxÞ
y01ðxÞ y
0
2ðxÞ

 
: Now if yðx; zÞ solves (3.1), then
the vector function u deﬁned by uðx; zÞ ¼ T1ðxÞ
yðx; zÞ
y0ðx; zÞ

 
solves (6.1) with
HðxÞ ¼
y21ðxÞ y1ðxÞy2ðxÞ
y1ðxÞy2ðxÞ y22ðxÞ
 !
:
This is shown by direct computation. Note that this H has the required
properties: its entries are integrable (in fact, they have absolutely continuous
derivatives), and HðxÞX0; HðxÞa0 for every x:
Conversely, from a canonical system of this special form, one can go back
to a Schro¨dinger equation. We state this separately for later use. By
ACðnÞ½0; N we denote the set of (locally integrable) functions whose nth
derivative (in the sense of distributions) is in L1ð0; NÞ: Equivalently,
fAACðnÞ½0; N precisely if f ; f 0;y; f ðn1Þ are absolutely continuous on ½0; N:
Proposition 8.1. Let h; kAACð2Þ½0; N be real valued functions, and suppose
that hð0Þ ¼ 1; h0ð0Þ ¼ 0; and
hðxÞk0ðxÞ  h0ðxÞkðxÞ ¼ 1: ð8:1Þ
Let
HðxÞ ¼
h2ðxÞ hðxÞkðxÞ
hðxÞkðxÞ k2ðxÞ
 !
:
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Then, if uðx; zÞ solves (6.1) with this H ; then
yðx; zÞ :¼ hðxÞu1ðx; zÞ þ kðxÞu2ðx; zÞ
solves (3.1) with V ðxÞ ¼ h00ðxÞk0ðxÞ  h0ðxÞk00ðxÞ: Moreover, the de Branges
spaces generated by (3.1) and (6.1) as in Section 3 and Proposition 6.1,
respectively, are identical.
Proof. The fact that y solves (3.1) with V ¼ h00k0  h0k00 is checked by direct
computation. Note that hk00 ¼ h00k; this follows by differentiating (8.1).
Also, hu01 þ ku
0
2 ¼ 0 and thus
y0ðx; zÞ ¼ h0ðxÞu1ðx; zÞ þ k0ðxÞu2ðx; zÞ:
In particular, this relation shows that yð; zÞAACð2Þ½0; N:
To compare the de Branges spaces, we must specialize to the solution u
with the initial values u1ð0; zÞ ¼ 1; u2ð0; zÞ ¼ 0: The corresponding y satisﬁes
yð0; zÞ ¼ 1; y0ð0; zÞ ¼ 0; and hence is the solution from which the de Branges
function of the Schro¨dinger equation is computed. The values at x ¼ N are
related by
yðN; zÞ
y0ðN; zÞ
 !
¼
hðNÞ kðNÞ
h0ðNÞ k0ðNÞ
 !
uðN; zÞ:
The ﬁnal claim now follows from Theorem 7.2. &
9. Starting the proofs
Proof of Theorem 5.2. (a) If we know V ; we can solve the Schro¨dinger
equation (3.1) (in principle, that is) and ﬁnd EN ðzÞ: This function in turn
determines the scalar products ½F ; GSN ; and we have that
½F ; GSN ¼ /f ; ð1þKfÞgSL2ð0;NÞ;
so we know the operatorKf on L2ð0; NÞ: Hence we know the kernel Kðs; tÞ
almost everywhere on ½0; N  ½0; N (with respect to two-dimensional
Lebesgue measure), but K is continuous, so we actually know the kernel
everywhere, and fð2tÞ ¼ 2Kðt; tÞ; so f on ½0; 2N is uniquely determined by
V on ð0; NÞ: As f is even, we of course automatically know f on ½2N; 2N
then.
(b) Suppose that we have two potentials V1; V2AL1ð0; NÞ; for which the
scalar product on the corresponding de Branges spaces is determined by one
and the same fAFN : In other words, S
ð1Þ
N ¼ S
ð2Þ
N (as de Branges spaces).
Now f on ½2N; 2N determines the de Branges spaces SðiÞx (i ¼ 1; 2) for
every xAð0; N; so we actually have that also Sð1Þx ¼ S
ð2Þ
x for these x: By
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Theorem 7.2,
u2ðx; zÞ
u02ðx; zÞ
 !
¼ TðxÞ
u1ðx; zÞ
u01ðx; zÞ
 !
ð0oxpNÞ;
where TðxÞAR22; detTðxÞ ¼ 1: Comparison of the large z asymptotics
with the help of (4.3) and (4.5) shows that T11 ¼ 1; T12 ¼ 0;
so u1 ¼ u2: As ViðxÞ ¼ u00i ðx; 0Þ=uiðx; 0Þ; this of course implies that
V1 ¼ V2: &
We now begin the proof of Theorem 5.1. It is rather obvious how to get
started. Let fAFN be given. If the theorem is true, then, by Theorem 4.1,
the spaces
Hx ¼ F ðzÞ ¼
Z x
0
f ðtÞ cos
ﬃﬃ
z
p
t dt : fAL2ð0; xÞ
 
; ð9:1Þ
endowed with the scalar products
½F ; GHx ¼ /f ; ð1þKfÞgSL2ð0;xÞ; ð9:2Þ
must be de Branges spaces for 0oxpN: This can be conﬁrmed right
away.
Lemma 9.1. Hx with the scalar product ½; Hx is a regular de Branges space.
The de Branges function Ex for which Hx ¼ BðExÞ may be chosen so that
Exð0Þ ¼ 1:
If 0oxpypN; then Hx is isometrically contained in Hy:
Proof. We will use Theorem 7.1. Hx obviously is a linear space consisting of
entire functions. ½; Hx is a scalar product because 1þKf > 0 (strictly
speaking, we know this for the operator on L2ð0; NÞ; but /f ; ð1þ
KfÞgSL2ð0;xÞ for f ; gAL2ð0; xÞ can of course also be evaluated in the bigger
space L2ð0; NÞ). Kf is compact, so we actually have that 1þKfXd > 0:
Thus
djjf jj2L2ð0;xÞpjjF jj
2
Hx
pCjjf jj2L2ð0;xÞ;
and now completeness of Hx follows from the completeness
of L2ð0; xÞ:
We now verify conditions (a)–(c) of Theorem 7.1. Condition (a) is obvious
from
jF ðzÞjpejzj1=2x
Z x
0
jf ðtÞj dtpx1=2ejzj1=2xjjf jjpðx=dÞ1=2ejzj1=2xjjF jjHx :
It is also clear that (c) holds since F#ðzÞ ¼
R
f ðtÞ cos
ﬃﬃ
z
p
t dt; so F#AHx and,
as K is real valued,
jjF#jj2 ¼ / %f; ð1þKfÞ %fS ¼ /f ; ð1þKfÞfS ¼ jjF jj2:
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To prove (b), ﬁx wAC and FAHx with F ðwÞ ¼ 0: Extend the fAL2ð0; xÞ
corresponding to F to ðx; xÞ by letting f ðtÞ ¼ f ðtÞ (0otox). Then
F ðk2Þ ¼
1
2
Z x
x
f ðtÞeikt dt ¼
ﬃﬃﬃ
p
2
r
fˆðkÞ:
The function fˆ is entire, even, obeys jfˆðkÞjpCexjkj; its restriction to R belongs
to L2ðRÞ and fˆð7
ﬃﬃﬃ
w
p
Þ ¼ 0: Put
#gðkÞ ¼
k2  %w
k2  w
fˆðkÞ:
Then #g is also entire, j #gðkÞjpCexjkj; and the restriction of #g to R is square
integrable. Hence the Paley–Wiener Theorem applies: There exists
gAL2ðx; xÞ so that
#gðkÞ ¼
1ﬃﬃﬃﬃﬃ
2p
p Z x
x
gðtÞeikt dt:
Since #g is even, g must also be even. It follows that
k2  %w
k2  w
F ðk2Þ ¼
ﬃﬃﬃ
p
2
r
#gðkÞ ¼
1
2
Z x
x
gðtÞeikt dt ¼
Z x
0
gðtÞ cos kt dt;
and hence the function GðzÞ ¼ z %w
zwF ðzÞ is of the form
GðzÞ ¼
Z x
0
gðtÞ cos
ﬃﬃ
z
p
t dt;
with gAL2ð0; xÞ; so GAHx: We now calculate the norm of G: In this
calculation, we extend f to a function on R by setting it equal to zero
outside ½2x; 2x: We do this in order to have a well-behaved Fourier
transform #f: Note that Kf; viewed as an operator on L2ð0; xÞ; does not
depend on the values of fðtÞ for jtj > 2x: We also rewrite /g; ð1þ
KfÞgSL2ð0;xÞ: Namely, since g is even and the integral kernel K ofKf satisﬁes
Kðs; tÞ ¼ Kðs; tÞ ¼ Kðs;tÞ ¼ Kðs;tÞ;
we have that
/wð0;xÞg;Kfwð0;xÞgSL2ð0;xÞ ¼
1
8
Z x
x
ds
Z x
x
dt gðsÞgðtÞðfðs  tÞ þ fðs þ tÞÞ:
Furthermore, using the substitution s- s in the second term, we can write
this in the form
/wð0;xÞg;Kfwð0;xÞgSL2ð0;xÞ ¼
1
4
Z x
x
ds
Z x
x
dt gðsÞgðtÞfðs  tÞ
¼
1
4
/g;f*gSL2ðx;xÞ;
where, as usual, the star denotes convolution. Having made these
preliminary observations and using the fact that jfˆðkÞj ¼ j #gðkÞj for real k;
C. Remling / Journal of Functional Analysis 196 (2002) 323–394352
we obtain
4jjGjj2Hx ¼ 4/wð0;xÞg; ð1þKfÞwð0;xÞgSL2ð0;xÞ
¼ 2jjgjj2L2ðx;xÞ þ/g;f*gSL2ðx;xÞ
¼ 2jj #gjj2L2ðRÞ þ/ #g;
#f #gSL2ðRÞ ¼
Z N
N
j #gðkÞj2ð2þ #fðkÞÞ dk
¼
Z N
N
jfˆðkÞj2ð2þ #fðkÞÞ dk
¼ 2jjfˆjj2L2ðRÞ þ/fˆ;
#f fˆSL2ðRÞ ¼ 2jjf jj
2
L2ðx;xÞ þ/f ;f* fSL2ðx;xÞ
¼ 4/wð0;xÞf ; ð1þKfÞwð0;xÞfSL2ð0;xÞ ¼ 4jjF jj
2
Hx
;
as desired. Theorem 7.1 now shows that Hx is a de Branges space.
It is clear that for every lAR; there exists an FAHx with F ðlÞa0: Thus,
by the deﬁnition of de Branges spaces, the corresponding de Branges
function cannot have zeros on the real line. Using Theorem 7.2, we can
therefore normalize so that Exð0Þ ¼ 1 (exactly as in the remark following
Theorem 7.3).
We still must show that the de Branges space Hx is regular. We will check
condition (7.1) with z0 ¼ 0: So let FAHx; F ðzÞ ¼
R x
0 f ðtÞ cos
ﬃﬃ
z
p
t dt; with
fAL2ð0; xÞ: Then
gðtÞ :¼
Z x
t
f ðsÞðt  sÞ ds
is in ACð2Þ½0; x (so, in particular, gAL2ð0; xÞ), and g0ðtÞ ¼
R x
t
f ðsÞ ds; g00 ¼
f : By integrating by parts twice, we thus see thatZ x
0
gðtÞ cos
ﬃﬃ
z
p
t dt ¼
sin
ﬃﬃ
z
p
tﬃﬃ
z
p Z x
t
f ðsÞðt  sÞ ds

t¼x
t¼0

Z x
0
dt
sin
ﬃﬃ
z
p
tﬃﬃ
z
p Z x
t
ds f ðsÞ
¼
cos
ﬃﬃ
z
p
t
z
Z x
t
f ðsÞ ds

t¼x
t¼0
þ
Z x
0
f ðtÞ
cos
ﬃﬃ
z
p
t
z
dt
¼
F ðzÞ  F ð0Þ
z
;
hence this latter combination is in Hx:
The ﬁnal claim of the lemma is obvious from the construction of the
spaces Hx: We have made this statement explicit mainly because of its
importance. &
The next step in the proof of Theorem 5.1 is to apply Theorem 7.3 to the
regular de Branges space HN ¼ BðENÞ: We obtain H : ð0; NÞ-R
22; with
entries in L1ð0; NÞ and HðxÞX0 for almost every xAð0; NÞ; tr HðxÞ ¼ t > 0;
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such that EN ðzÞ is exactly the de Branges function associated with canonical
system (6.1) as in Proposition 6.1.
Actually, we have obtained much more. We get a whole scale of de
Branges spaces in both cases. On the one hand, we have the spaces Hx ¼
BðExÞ from Lemma 9.1. On the other hand, we can consider canonical
system (6.1) on ð0; xÞ only; by Proposition 6.1, we get again de Branges
spaces, which we denote by Bx: Our next major goal is to show that, possibly
after a reparametrization of the independent variable, Hx ¼ Bx for all
xA½0; N (at the moment, we know this only for x ¼ N). One crucial input
will be Theorem 7.4; however, we will also need additional material on
canonical systems. This topic will be resumed in the next section.
The proof of Theorem 5.1 will then proceed as follows. The identity
Hx ¼ Bx says that we have two realizations of the same chain of de Branges
spaces: one from Lemma 9.1 and a second one from canonical system (6.1).
By comparing objects in these two worlds, we will get information on the
matrix elements HijðxÞ of the H from (6.1). This will allow us to verify the
hypotheses of Proposition 8.1; so the spaces Hx we started with indeed come
from a Schro¨dinger equation.
10. Canonical systems III
We now develop some material on the spectral representation of
canonical systems. We consider Eq. (6.1) together with the boundary
conditions
u2ð0Þ ¼ 0; u1ðNÞ cos bþ u2ðNÞ sin b ¼ 0: ð10:1Þ
Here, bA½0;pÞ: As usual, z is called an eigenvalue if there is a nontrivial
solution to (6.1) and (10.1). We can considerably simplify the whole
discussion by excluding certain ‘‘singular’’ values of b: In particular, it is
convenient to assume right away that bap=2: Then zero is not an
eigenvalue.
In particular, the following holds. If fAL1ð0; NÞ is given, then the
inhomogeneous problem Ju0 ¼ f together with boundary conditions (10.1)
has a unique solution u which can be written in the form
uðxÞ ¼
Z N
0
Gðx; tÞf ðtÞ dt;
Gðx; tÞ ¼
tanb wð0;tÞðxÞ
wð0;xÞðtÞ 0
 !
¼ Gðt; xÞn:
We can now write eigenvalue problem (6.1), (10.1) as an integral equation,
which is easier to handle. Of course, this is a standard procedure; compare,
for example, [16, Chapter VI]. Let LH2 ð0; NÞ be the space of measurable
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functions y : ð0; NÞ-C2 satisfying
jjyjj2LH
2
ð0;NÞ 	
Z N
0
ynðxÞHðxÞyðxÞ dxoN:
The quotient of LH2 ð0; NÞ byN ¼ fy : jjyjj ¼ 0g is a Hilbert space. As usual,
this space will again be denoted by LH2 ð0; NÞ; and we will normally not
distinguish between Hilbert space elements and their representatives. In a
moment, we will also use the similarly deﬁned space LI2; where H is replaced by
the 2 2 identity matrix. The space LI2 can be naturally identiﬁed with L2"L2:
As a preliminary observation, notice that a nontrivial solution y to (6.1)
and (10.1) cannot be the zero element of LH2 ð0; NÞ: Indeed, if jjyjjLH2 ¼ 0; then
HðxÞyðxÞ ¼ 0 almost everywhere, so (6.1) implies that yðxÞ ¼ yð0Þ: But since
bap=2; the boundary conditions (10.1) then force y 	 0: A similar
argument shows that eigenfunctions associated with different eigenvalues
also represent different elements of LH2 ð0; NÞ:
We now claim that l is an eigenvalue of (6.1) and (10.1) with
corresponding eigenfunction y if and only if yALH2 ð0; NÞ and y solves
yðxÞ ¼ l
Z N
0
Gðx; tÞHðtÞyðtÞ dt: ð10:2Þ
Note that for yALH2 ð0; NÞ; (10.2) may be considered in the pointwise sense
or as an equation in LH2 ð0; NÞ: Fortunately, the two interpretations are
equivalent. More precisely, if (10.2) holds in LH2 ð0; NÞ; then we can simply
deﬁne a particular representative yðxÞ by the right-hand side of (10.2) (this
right-hand side does not depend on the choice of representative).
It is clear from the construction of G and the fact that solutions of (6.1)
are continuous that eigenfunctions lie in LH2 ð0; NÞ and solve (10.2)
pointwise. Conversely, if yALH2 ð0; NÞ; then HyAL1ð0; NÞ: So if y in addition
solves (10.2), then it also solves (6.1) and (10.1) by construction of G again.
Now deﬁne a map
V : LH2 ð0; NÞ-L
I
2ð0; NÞ; yðxÞ/H
1=2ðxÞyðxÞ:
Here, H1=2ðxÞ is the unique positive semideﬁnite square root of HðxÞ: In the
sequel, we will often use the fact that HðxÞ and H1=2ðxÞ have the same
kernel. V is an isometry and hence maps LH2 unitarily onto its range
RðV ÞCLI2: Deﬁne an integral operator L on L
I
2ð0; NÞ by
Lðx; tÞ ¼H1=2ðxÞGðx; tÞH1=2ðtÞ;
ðLf ÞðxÞ ¼
Z N
0
Lðx; tÞf ðtÞ dt:
The kernel L is square integrable (by this we mean thatRN
0
RN
0
jjLnLjj dx dtoN), so L is a Hilbert–Schmidt operator and thus
C. Remling / Journal of Functional Analysis 196 (2002) 323–394 355
compact. Since Lðx; tÞ ¼ Lnðt; xÞ; L is also self-adjoint. The following
lemma says that the eigenvalues of (6.1) and (10.1) are precisely the
reciprocal values of the nonzero eigenvalues of L: The corresponding
eigenfunctions are mapped to one another by applying V :
Lemma 10.1. Let fALI2ð0; NÞ; la0: Then the following statements are
equivalent:
ðaÞ Lf ¼ l1f ;
ðbÞ fARðV Þ; and the unique yALH2 ð0; NÞ with Vy ¼ f solves (10.2).
Proof. Note that for all gALI2; we have that ðLgÞðxÞ ¼ H
1=2ðxÞwðxÞ; where
wðxÞ ¼
Z N
0
Gðx; tÞH1=2ðtÞgðtÞ dt
lies in LH2 ; thus RðLÞCRðV Þ: Now if (a) holds, then f ¼ lLfARðV Þ; so
f ¼ Vy for a unique yALH2 and
f ðxÞ ¼ H1=2ðxÞyðxÞ ¼ lðLVyÞðxÞ ¼ lH1=2ðxÞ
Z N
0
Gðx; tÞHðtÞyðtÞ dt
for almost every xAð0; NÞ: In other words,
H1=2ðxÞ yðxÞ  l
Z N
0
Gðx; tÞHðtÞyðtÞ dt

 
¼ 0
almost everywhere, and this says that the expression in parantheses is the
zero element of LH2 ; that is, (10.2) holds.
Conversely, if (b) holds, we only need to multiply (10.2) from the left by
H1=2ðxÞ to obtain (a). &
Let P : LI2-L
I
2 be the projection onto the closed subspace RðV Þ of L
I
2:
Since
RðV Þ> ¼ ffALI2 : HðxÞf ðxÞ ¼ 0 almost everywhereg;
we have that Lð1 PÞ ¼ 0: Also, we have already observed that
RðLÞCRðV Þ ¼ RðPÞ; so L ¼ PL: Hence LP ¼ PL; and thus RðPÞ ¼
RðV Þ is a reducing subspace forL: LetL0 : RðV Þ-RðV Þ be the restriction
ofL to RðV Þ: ThenL0 is also compact (in fact, Hilbert–Schmidt) and self-
adjoint, and L ¼L0"0:
If we use this notation, then Lemma 10.1 says that the eigenfunctions of
L0 with nonzero eigenvalues precisely correspond to the eigenfunctions of
(6.1) and (10.1). The kernel of L0 will also play a central role. To develop
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this, we now introduce two important subspaces of LH2 : Namely, let
Rð0;NÞ ¼ fyALH2 ð0; NÞ : (fAACð1Þ½0; N; HðxÞf ðxÞ ¼ 0 for a:e: xAð0; NÞ;
f2ð0Þ ¼ 0; f ðNÞ ¼ 0; Jf 0 ¼ Hyg;
R˜ð0;NÞ ¼ fyALH2 ð0; NÞ : (fAACð1Þ½0; N;HðxÞf ðxÞ ¼ 0 for a:e: xAð0;NÞ;
f2ð0Þ ¼ 0; f1ðNÞ cos bþ f2ðNÞ sin b ¼ 0; Jf 0 ¼ Hyg:
Recall that on a formal level, operators T associated with (6.1) should act
as Tf ¼ H1Jf 0; so (still formally) the relation Jf 0 ¼ Hy says that y is an
image of f : Thus R˜ð0;NÞ should be thought of as the space of images of zero;
Rð0;NÞ has a similar interpretation. In the following lemma, we identify R˜ð0;NÞ
as the kernel NðL0Þ of L0:
Lemma 10.2. NðL0Þ ¼ VR˜ð0;NÞ:
Proof. If gARðV Þ with L0g ¼ 0 is given, write gðxÞ ¼ H1=2ðxÞyðxÞ with
yALH2 : Then y obeys
H1=2ðxÞ
Z N
0
Gðx; tÞHðtÞyðtÞ dt ¼ 0 ð10:3Þ
in LI2ð0; NÞ; that is, for almost every xAð0; NÞ: Let f ðxÞ ¼RN
0 Gðx; tÞHðtÞyðtÞ dt: Then, by the construction of G; fAAC
ð1Þ½0; N; f
satisﬁes boundary conditions (10.1), and Jf 0 ¼ Hy; by (10.3), HðxÞf ðxÞ ¼ 0
for almost every xAð0; NÞ: So yAR˜ð0;NÞ and g ¼ VyAVR˜ð0;NÞ:
Conversely, suppose that g ¼ Vy for some yAR˜ð0;NÞ: By deﬁnition of
R˜ð0;NÞ; there exists fAACð1Þ½0; N; so that HðxÞf ðxÞ ¼ 0 almost everywhere, f
satisﬁes the boundary conditions and Jf 0 ¼ Hy: We have L0g ¼LVy ¼
Vf˜; where f˜ðxÞ ¼
RN
0 Gðx; tÞHðtÞyðtÞ dt: Again by construction of G; the
function f˜AACð1Þ½0; N thus solves the following problem: f˜ satisﬁes the
boundary conditions and Jf˜0 ¼ Hy: However, as noted at the beginning of
this section, there is only one function with these properties, hence f˜ ¼ f ;
and therefore ðL0gÞðxÞ ¼ H1=2ðxÞf ðxÞ ¼ 0 almost everywhere. &
Theorem 10.3. Suppose that bap=2: Then the normed eigenfunctions of the
boundary value problem (6.1) and (10.1),
Jy0ðxÞ ¼ zHðxÞyðxÞ; y2ð0Þ ¼ 0; y1ðNÞ cos bþ y2ðNÞ sin b ¼ 0;
form an orthonormal basis of the Hilbert space LH2 ð0; NÞ~R˜ð0;NÞ:
Proof. AsL0 is compact and self-adjoint, the normed eigenfunctions ofL0
(suitably chosen in the case of degeneracies) form an orthonormal basis of
RðV Þ: Also, the normed eigenfunctions belonging to nonzero eigenvalues
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form an orthonormal basis of RðV Þ~NðL0Þ: Now go back to LH2 ; using the
unitary map V1 : RðV Þ-LH2 ð0; NÞ: By Lemma 10.2, NðL0Þ is mapped
onto R˜ð0;NÞ; and by Lemma 10.1, the preceding discussion and the fact that
L ¼L0"0; the eigenfunctions of L0 with nonzero eigenvalues precisely
go to the eigenfunctions of (6.1) and (10.1). &
As in Section 3, we can introduce spectral measures rbN : Deﬁne
rbN ¼
X
u1
u2
ðN ;lÞ¼tan b
dl
jjuð; lÞjj2LH
2
ð0;NÞ
:
The sum is over the eigenvalues flng of (6.1) and (10.1) (which also depend
on N and b). Recall also that uð; zÞ is the solution of (6.1) with uð0; zÞ ¼ ð10Þ:
The map U deﬁned by
U : LH2 ð0; NÞ~R˜ð0;NÞ-L2ðR; dr
b
N Þ;
ðUf ÞðlÞ ¼
Z N
0
unðx; lÞHðxÞf ðxÞ dx
is unitary. Indeed, this is just a reformulation of Theorem 10.3 because U
computes the scalar products of f with the elements of the basis fuð; lnÞg:
The uð; lnÞ’s are not normalized here, but this has been taken into account
by choosing the correct weights in the deﬁnition of rbN :
For a further development of the theory of canonical systems, we need the
following deﬁnition. Following [6,9], we call x0Að0; NÞ a singular point if
there exists an e > 0; so that on ðx0  e; x0 þ eÞ; H has the form
HðxÞ ¼ hðxÞPj; Pj ¼
cos2 j sin j cos j
sin j cos j sin2 j
 !
for some (x-independent) jA½0; pÞ and some hAL1ðx0  e; x0 þ eÞ; hX0:
Notice that Pj is the projection onto ej ¼ ðcos jsin jÞ: Points that are not singular
are called regular points. Clearly, the set S of singular points,
S ¼ fxAð0; NÞ : x is singularg;
is open, so it can be represented as a countable or ﬁnite union of disjoint,
open intervals:
S ¼
[
ðan; bnÞ:
On such an interval ðan; bnÞ; the angle j ¼ jn whose existence is (locally)
guaranteed by the deﬁnition above must actually have the same value on the
whole interval, for otherwise there would be regular points on ðan; bnÞ: We
call the boundary condition b at x ¼ N regular if bap=2 and, in case there
should be an n with bn ¼ N; then also bajn; where jn is the angle
corresponding to the interval ðan; bnÞ:
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To get a ﬁrst intuitive understanding of the notion of singular points,
consider (6.1) on an interval ða; bÞCS: After multiplying from the left by
J1 ¼ J; the equation reads
u0ðxÞ ¼ zhðxÞJPjuðxÞ:
Since the matrices on the right-hand side commute with one another for
different values of x; the solution is given by
uðxÞ ¼ exp z
Z x
a
hðtÞ dt JPj

 
uðaÞ:
However, PjJPj ¼ 0; as we see either from a direct computation or
alternatively from the fact that this matrix is singular, anti-self-adjoint and
has real entries. Thus the series for the exponential terminates and
uðxÞ ¼ 1 z
Z x
a
hðtÞ dt JPj

 
uðaÞ:
In particular, letting uþ ¼ uðbÞ; u ¼ uðaÞ; H ¼
R b
a
HðxÞ dx; we obtain
Jðuþ  uÞ ¼ zHu; so on a singular interval, (6.1) actually is its difference
equation analog in disguise.
Lemma 10.4. Suppose yAR˜ð0;NÞ; and let fAACð1Þ½0; N be such that
HðxÞf ðxÞ ¼ 0 almost everywhere, f2ð0Þ ¼ 0; f1ðNÞ cos bþ f2ðNÞ sin b ¼ 0;
and Jf 0 ¼ Hy (the existence of such an f follows from the definition of
R˜ð0;NÞ). Then, if x0Að0; NÞ is regular, then f ðx0Þ ¼ 0: Similarly, if b is a
regular boundary condition, then f ðNÞ ¼ 0:
Proof. Fix y; f ; x0 as above, and write f ðxÞ ¼ RðxÞð sin jðxÞcos jðxÞÞ: Since Hf ¼ 0
almost everywhere, either Rðx0Þ ¼ 0 or else HðxÞmust have the form HðxÞ ¼
hðxÞPjðxÞ in a neighborhood of x0: (Note that this does not say that x0 is
singular because j may depend on x:) In the ﬁrst case, we are done. If
Rðx0Þa0; we can solve for R; j in terms of f1; f2 in a neighborhood of x0;
and we ﬁnd that these functions are absolutely continuous, too. Hence the
condition that Jf 0 ¼ Hy gives
R0ðxÞ
cos jðxÞ
sin jðxÞ
 !
þ RðxÞj0ðxÞ
sin jðxÞ
cos jðxÞ
 !
¼ hðxÞPjðxÞyðxÞ
	 aðxÞ
cos jðxÞ
sin jðxÞ
 !
:
We now take the scalar product with ðsin jðxÞ
cos jðxÞ Þ and ﬁnd that RðxÞj
0ðxÞ ¼ 0:
Hence Rðx0Þa0 implies that j0 	 0 on a neighborhood of x0; that is, x0 is
singular. This contradiction shows that f ðx0Þ ¼ 0:
This argument also works at x0 ¼ N; provided that ðN  e; NÞgS for all
e > 0: On the other hand, if ðN  e; NÞCðan; bnÞCS for some e > 0; then near
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N; the function f must have the form f ðxÞ ¼ RðxÞð sin jncos jnÞ: But now the
boundary condition at N implies that RðNÞ ¼ 0 or
sin jn cos b cos jn sin b ¼ sinðjn  bÞ ¼ 0:
This latter relation, however, cannot hold if b is regular. &
Here is an immediate consequence of the second part of Lemma 10.4.
Corollary 10.5. If b is regular, then R˜ð0;NÞ ¼ Rð0;NÞ:
We can now prove the promised analog of Theorem 3.1.
Theorem 10.6. For regular boundary conditions b; the Hilbert spaces
L2ðR; dr
b
N Þ and BðENÞ (see Proposition 6.1) are identical. More precisely, if
F ðzÞABðENÞ; then the restriction of F to R belongs to L2ðR; dr
b
NÞ; and
F/F jR is a unitary map from BðENÞ onto L2ðR; dr
b
N Þ:
Proof. Basically, we repeat the proof of Theorem 3.1. As b and N are
ﬁxed throughout, we will again usually drop the reference to these
parameters. Let flng be the eigenvalues of (6.1) and (10.1). We claim
again that JzAL2ðR; drÞ for every zAC and verify this by the following
calculation:
jjJzjj
2
L2ðR;drÞ ¼
X
n
jJzðlnÞj2rðflngÞ
¼
X
n
j/uð; zÞ; uð; lnÞSLH
2
ð0;NÞj
2jjuð; lnÞjj2LH
2
ð0;NÞ
p jjuð; zÞjj2LH
2
ð0;NÞ:
The estimate follows with the help of Bessel’s inequality. Similar reasoning
shows that
/Jw; JzSL2ðR;drÞ ¼ /uð; zÞ; Quð; wÞSLH2 ð0;NÞ;
where Q is the projection onto Lðfuð; lnÞgÞ: By Theorem 10.3 and Corollary
10.5, Lðfuð; lnÞgÞ ¼ R>ð0;NÞ:
We now want to show that uð; zÞAR>ð0;NÞ for all zAC: To this end, ﬁx
yARð0;NÞ; and pick fAACð1Þ½0; N with Hf ¼ 0 almost everywhere,
C. Remling / Journal of Functional Analysis 196 (2002) 323–394360
f2ð0Þ ¼ f ðNÞ ¼ 0; and Jf 0 ¼ Hy: An integration by parts shows
/uð; zÞ; ySLH
2
ð0;NÞ ¼
Z N
0
unðx; zÞHðxÞyðxÞ dx ¼
Z N
0
unðx; zÞJf 0ðxÞ dx
¼ unðx; zÞJf ðxÞjx¼Nx¼0 
Z N
0
u0nðx; zÞJf ðxÞ dx
¼
Z N
0
ðJu0ðx; zÞÞnf ðxÞ dx
¼ %z
Z N
0
unðx; zÞHðxÞf ðxÞ dx ¼ 0;
as desired. Thus Quð; wÞ ¼ uð; wÞ and
/Jw; JzSL2ðR;drÞ ¼ /uð; zÞ; uð; wÞSLH2 ð0;NÞ ¼ JzðwÞ ¼ ½Jw; JzBðEN Þ:
This discussion of Qu and the use of Bessel’s inequality (instead of Parseval’s
identity) were the only modiﬁcations that are necessary; the rest of the
argument now proceeds literally as in the proof of Theorem 3.1. &
The observations that were made after the proof of Theorem 3.1 also have
direct analogs. By combining Theorem 10.6 with the remarks following
Theorem 10.3, we get an induced unitary map, which we still denote by U : It
is given by
U : LH2 ð0; NÞ~Rð0;NÞ-BðEN Þ ð10:4aÞ
ðUf ÞðzÞ ¼
Z
unðx; %zÞHðxÞf ðxÞ dx: ð10:4bÞ
The proof goes as in Section 3. One ﬁrst checks that (10.4b) is correct for
f ¼ uð; lnÞ: This follows from the following calculation:
ðUuð; lnÞÞðzÞ ¼
Z N
0
unðx; %zÞHðxÞuðx; lnÞ dx
¼
Z N
0
unðx; zÞHðxÞuðx; lnÞ dx
¼
Z N
0
ðunðx; zÞHðxÞuðx; lnÞÞ
n dx
¼
Z N
0
unðx; lnÞHðxÞuðx; zÞ dx ¼ Jln ðzÞ:
Then one extends to the whole space. In this context, recall also that
uð; lnÞAR>ð0;NÞ; as we saw in the proof of Theorem 10.3.
It is remarkable that the technical complications we have had to deal with
in this section are, so to speak, automatically handled correctly by the U
from (10.4a) and (10.4b). Namely, ﬁrst of all, the boundary condition b does
not appear in (10.4a) and (10.4b). Recall that above we needed a regular b;
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but once Theorem 10.6 has been proved, we can get a statement that
does not involve b by passing from L2ðR; dr
b
N Þ to the de Branges space
BðENÞ:
Next, (10.4b) also makes sense for general fALH2 ð0; NÞ; not necessarily
orthogonal to Rð0;NÞ: If interpreted in this way, U is partial isometry from
LH2 ð0; NÞ to BðENÞ with initial space L
H
2 ð0; NÞ~Rð0;NÞ and ﬁnal space BðENÞ:
This follows again from the fact that uð; zÞAR>ð0;NÞ for all zAC:
We can immediately make good use of these observations to prove the
following important fact.
Theorem 10.7. The de Branges spaces BðENÞ coming from canonical system
(6.1) (cf. Proposition 6.1) are regular.
Proof. Again, we prove this by verifying (7.1) for z0 ¼ 0: As a direct
consequence of the discussion above, we have that
BðENÞ ¼ F ðzÞ ¼
Z N
0
unðx; %zÞHðxÞf ðxÞ dx : fALH2 ð0; NÞ
 
: ð10:5Þ
Thus integration by parts yields
F ðzÞ  F ð0Þ
z
¼
Z N
0
unðx; %zÞ  ð1; 0Þ
z
HðxÞf ðxÞ dx
¼
unðx; %zÞ  ð1; 0Þ
z
Z N
x
HðtÞf ðtÞ dt
x¼N
x¼0
þ
1
z
Z N
0
dx u0nðx; %zÞ
Z N
x
dt HðtÞf ðtÞ
¼
Z N
0
dx unðx; %zÞHðxÞJ
Z N
x
dt HðtÞf ðtÞ
	
Z N
0
unðx; %zÞHðxÞgðxÞ dx;
with gðxÞ ¼ J
RN
x
HðtÞf ðtÞ dt: This g is bounded, hence in LH2 ð0; NÞ; so the
proof is complete. &
Note that the relation (10.5) also makes it clear why it is reasonable to
interpret Theorem 7.3 as a Paley–Wiener Theorem.
We are now heading toward the analog of Theorem 3.2(a). For
0oN1oN2; we deﬁne
RðN1;N2Þ ¼ fyAL
H
2 ðN1; N2Þ : (fAACð1Þ½N1; N2; f ðN1Þ ¼ f ðN2Þ ¼ 0;
HðxÞf ðxÞ ¼ 0 for a:e: xAðN1; N2Þ; Jf 0 ¼ Hyg:
The desired result (see Corollary 10.9) will be a consequence of the following
observation.
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Lemma 10.8. Let 0oN1oN2; and suppose that N1 is regular. Then
Rð0;N2Þ ¼ Rð0;N1Þ"RðN1;N2Þ;
LH2 ð0; N2Þ~Rð0;N2Þ ¼ ðL
H
2 ð0; N1Þ~Rð0;N1ÞÞ"ðL
H
2 ðN1; N2Þ~RðN1;N2ÞÞ:
Proof. The second equation of course follows from the ﬁrst one. If yARð0;N2Þ
and fAACð1Þ½0; N2 is as in the deﬁnition of Rð0;N2Þ; then Lemma 10.4 implies
that f ðN1Þ ¼ 0: This shows that wð0;N1ÞyARð0;N1Þ and wðN1;N2ÞyARðN1;N2Þ
because as the required f ’s we can just take the corresponding restrictions
of the original f :
Conversely, if y ¼ yð1Þ þ yð2Þ with yð1ÞARð0;N1Þ; y
ð2ÞARðN1;N2Þ; then the f
ðiÞ’s
from the deﬁnition satisfy f ð1ÞðN1Þ ¼ f ð2ÞðN1Þ ¼ 0: Hence f :¼ f ð1Þ þ f ð2Þ is an
absolutely continuous function with the properties needed to deduce that
yARð0;N2Þ: &
Corollary 10.9. Let 0oN1oN2; and suppose that N1 is regular. Then BðEN1Þ
is isometrically contained in BðEN2Þ:
Proof. Lemma 10.8 says that
LH2 ð0; N1Þ~Rð0;N1ÞCL
H
2 ð0; N2Þ~Rð0;N2Þ;
the inclusion being isometric. The unitary operator U from (10.4b) maps
these spaces onto BðEN1 Þ and BðEN2Þ; respectively. &
We conclude this section with a closer study of the effect of
singular points. As above, we ﬁrst look at the LH2 spaces and then transfer
the results to the scale of de Branges spaces BðENÞ by applying U from
(10.4b).
Lemma 10.10. Let 0oN1oN2; and suppose that N1 is regular and
ðN1; N2ÞCS: Then
dimðLH2 ðN1; N2Þ~RðN1;N2ÞÞ ¼ 1;
LH2 ð0; N2Þ~Rð0;N2Þ ¼ ðL
H
2 ð0; N1Þ~Rð0;N1ÞÞ"V ;
where V is a one-dimensional space.
Proof. On ðN1; N2Þ; we have that HðxÞ ¼ hðxÞPj: So, for an arbitrary
yALH2 ðN1; N2Þ; the function HðxÞyðxÞ has the form HðxÞyðxÞ ¼ hðxÞwðxÞej;
where
RN2
N1
jwj2hoN: Here, as introduced above, ej ¼ ðcos jsin jÞ: Now if
fAACð1Þ½N1; N2 obeys Jf 0 ¼ Hy and f ðN1Þ ¼ 0; then
f ðxÞ ¼ Jej
Z x
N1
wðtÞhðtÞ dt: ð10:6Þ
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Thus, the additional condition f ðN2Þ ¼ 0 forcesZ N2
N1
wðtÞhðtÞ dt ¼ 0: ð10:7Þ
Conversely, if (10.7) holds, we can deﬁne fAACð1Þ½N1; N2 by (10.6), and this
f satisﬁes f ðN1Þ ¼ f ðN2Þ ¼ 0 and Jf 0 ¼ Hy: Moreover, since enjJej ¼ 0; it
follows that Hf ¼ 0 on ðN1; N2Þ:
But the integral from (10.7) is the scalar product in LH2 ðN1; N2Þ of y with
the constant function ej; so we have proved that
RðN1;N2Þ ¼ fyAL
H
2 ðN1; N2Þ : /ej; ySLH2 ðN1;N2Þ ¼ 0g ¼ fejg
>:
As ej is not the zero element of L
H
2 ðN1; N2Þ; this is the ﬁrst assertion. The
second claim follows from the ﬁrst one with the help of Lemma 10.8.
(Incidentally, the condition that N1 be regular is needed only for this
implication.) &
Corollary 10.11. If N1 > 0 is regular, but ðN1; N2ÞCS; then BðEN2 Þ ¼
BðEN1Þ"V ; where V is a one-dimensional space.
Similarly, if ð0; NÞCS; then either BðENÞ ¼ f0g or BðEN ÞDC: In the first
case, ENðzÞ 	 1:
Sketch of proof. The ﬁrst part follows in the usual way from Lemma 10.10
by applying U from (10.4b). The second part is established by a similar
discussion; we leave the details to the reader. Let us just point out the fact
that the case BðEN Þ ¼ f0g occurs if HðxÞ ¼ hðxÞ
0 0
0 1

 
on ð0; NÞ:Here, the
boundary condition at zero is not regular, so to speak, and we have that
Rð0;NÞ ¼ R˜ð0;NÞ ¼ LH2 ð0; NÞ: &
11. Matching de Branges spaces
We resume the proof of Theorem 5.1. Recall brieﬂy what we have done
already: We have constructed two families of de Branges spaces, Hx and Bx;
0oxpN: The spaces Hx are given by (9.1) and (9.2). The spaces Bx come
from a canonical system,
Ju0ðxÞ ¼ zHðxÞuðxÞ: ð11:1Þ
This system is trace normed, that is, tr HðxÞ ¼ t > 0 for all xAð0; NÞ: It will
be convenient to deﬁne H0 ¼ B0 ¼ f0g: Canonical system (11.1) was
constructed such that BN ¼ HN ; in fact, the corresponding de Branges
functions are equal. We also know that Ht is isometrically contained in Hx if
tpx; and for the family Bx; we have Corollary 10.9. In particular, if
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xA½0; N is arbitrary and if tA½0; N is a regular value of (11.1), then Hx and
Bt are both isometrically contained in HN ¼ BN : Here, the points t ¼ 0 and
N are regular by deﬁnition; the claim on Bt is obvious for these t’s. (In a
different context, it would of course make perfect sense to call t ¼ 0 singular
if there is an interval ð0; sÞCS:) Denote this (extended) set of regular values
by R; that is, R ¼ ½0; N\S:
By Lemma 9.1 and Theorem 10.7, all spaces are regular, so Theorem 7.4
applies: either HxCBt or BtCHx; the inclusion being isometric in each case.
Deﬁne, for tAR; a function xðtÞ by
xðtÞ ¼ inffxA½0; N : Hx*Btg:
It is clear that xðtÞ is increasing, xð0Þ ¼ 0; and since Hx is a proper subspace
of HN ¼ BN for xoN; xðNÞ ¼ N : Our next goal is to prove that HxðtÞ ¼ Bt:
A modiﬁcation of (11.1) will be useful to avoid certain trivialities.
Namely, if ð0; NÞ starts with a singular interval ð0; bÞCS and if EbðzÞ 	 1; we
simply delete this initial interval ð0; bÞ (and rescale so that we end up with a
problem on ð0; NÞ again). Of course, this does not change the de Branges
space BN : We have just removed an interval on which nothing happens.
Next, we show that the spaces Hx depend continuously on x in the
following sense.
Lemma 11.1. For every xAð0; NÞ; we have that
Hx ¼
[
tox
Ht ¼
\
t>x
Ht:
In the second expression, the closure is taken in HN ; recall that this space
contains Hx as a subspace for every x:
Proof. We begin with the ﬁrst equality. We know already that Ht is
isometrically contained in Hx for tox; and this implies that the closure of
the union is contained in Hx: Conversely, let FAHx; so F ðzÞ ¼R
f ðsÞ cos
ﬃﬃ
z
p
s ds for some fAL2ð0; xÞ: Let FnðzÞ ¼
R x1=n
0 f ðsÞ cos
ﬃﬃ
z
p
s ds:
Then FnAHx1=n and Fn-F in Hx because
jjF  FnjjHxpCjjf  wð0;x1=nÞf jjL2ð0;xÞ-0:
Thus FA
S
tox Ht:
As for the second assertion, the ordering of the spaces Ht here implies
that HxC
T
t>x Ht: On the other hand, if FA
T
t>x Ht; then for all large
n; we have that F ðzÞ ¼
R
fnðsÞ cos
ﬃﬃ
z
p
s ds for some fnAL2ð0; x þ 1=nÞ:
But by the uniqueness of the Fourier transform, there can be at most one
function fAL2ðRÞ so that F ðzÞ ¼
R
f ðsÞ cos
ﬃﬃ
z
p
s ds; hence f ¼ fn for all n:
This f is supported by ð0; x þ 1=nÞ for all n; hence fAL2ð0; xÞ and
FAHx: &
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Proposition 11.2. The (modified) system (11.1) has no singular points, and
Bt ¼ HxðtÞ for all tA½0; N:
Proof. We ﬁrst prove that the desired relation Bt ¼ HxðtÞ holds for
all tAR; the set of regular values. For these t; we know that for all x;
either HxCBt or BtCHx: Now the deﬁnition of xðtÞ implies that the
ﬁrst case occurs for xoxðtÞ and the second inclusion holds for x > xðtÞ:
Hence [
xoxðtÞ
HxCBtC
\
x>xðtÞ
Hx;
and now Lemma 11.1 shows that Bt ¼ HxðtÞ: This argument does not
literally apply to the extreme values t ¼ 0 and N; but the claim is obvious in
these cases.
If ða; bÞ is a component of S; then the preceding may be applied to the
regular values a; b; and thus
HxðbÞ~HxðaÞ ¼ Bb~Ba:
Corollary 10.11 shows that this latter difference is one dimensional. (For
a ¼ 0; this statement holds because of our modiﬁcation of (11.1).) On the
other hand, HxðbÞ~HxðaÞ is isomorphic to L2ðxðaÞ; xðbÞÞ and hence either the
zero space or inﬁnite dimensional. We have reached a contradiction which
can only be avoided if S ¼ |: &
It is, of course, much more convenient to have Bt ¼ Ht; this can
be achieved by transforming (11.1). More speciﬁcally, we will use xðtÞ
as the independent variable. We defer the discussion of the technical
details to Section 15 because we need additional tools which will be
developed next.
12. The conjugate function
In regular de Branges spaces, one can introduce a so-called conjugate
mapping, which is a substitute for the Hilbert transform of ordinary Fourier
analysis. In this paper, the conjugate mapping will not play a major role.
Thus, our treatment of this topic will be very cursory and incomplete; for the
full picture, please consult [9].
Consider a canonical system and the associated de Branges spaces BN 	
BðENÞ; for simplicity, we assume that there are no singular points (as in
Proposition 11.2). Recall that v is the solution of (11.1) with vð0; zÞ ¼ ð0
1
Þ; and
deﬁne
KzðzÞ ¼
vnðN; zÞJuðN; zÞ  1
z %z
: ð12:1Þ
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Since ðvnðx; zÞJuðx; zÞÞ0 ¼ ðz %zÞvnðx; zÞHðxÞuðx; zÞ; this may also be written
in the form
KzðzÞ ¼
Z N
0
vnðx; zÞHðxÞuðx; zÞ dx ¼
Z N
0
unðx; %zÞHðxÞvðx; %zÞ dx: ð12:2Þ
In particular, when combined with (10.5), the last expression shows
that KzABN for all zAC: We can thus deﬁne, for FABN ; the conjugate
function F˜ by F˜ðzÞ ¼ ½Kz; F : The material of Section 10 immediately
provides us with an interpretation of F˜: Namely, if F ðzÞ ¼R
unðx; %zÞHðxÞf ðxÞ dx with fALH2 ð0; NÞ; then F˜ðzÞ ¼
R
vnðx; %zÞHðxÞf ðxÞ dx;
that is, instead of u; one uses the solution v satisfying the ‘‘conjugate’’
boundary condition at x ¼ 0:
The next lemma says that F˜ does not depend on the space in which the
conjugate function is computed. Notice that since we are assuming that all
points are regular, BN1 is isometrically contained in BN2 for N1oN2 by
Corollary 10.9.
Lemma 12.1. Let 0oN1oN2 and FABN1 : Then
F˜ðzÞ ¼ ½K ðN1Þz ; F BN1 ¼ ½K
ðN2Þ
z ; F BN2 :
Proof. By (12.2), K ðNiÞz ¼ Uðwð0;NiÞvð; %zÞÞ; where U is the map from (10.4b).
Since there are no singular points, U is unitary from LH2 ð0; NiÞ onto BNi :
Also, F ¼ Uf for some fALH2 ð0; N1Þ; hence
½K ðN1Þz ; F BN1 ¼ ½Uðwð0;N1Þvð; %zÞÞ; Uf BN1 ¼ /vð; %zÞ; fSLH2 ð0;N1Þ
¼/wð0;N2Þvð; %zÞ; fSLH2 ð0;N2Þ ¼ ½Uðwð0;N2Þvð; %zÞÞ; Uf BN2
¼ ½K ðN2Þz ; F BN2 : &
For FABN ; we introduce the abbreviation
ðRF ÞðzÞ ¼
F ðzÞ  F ð0Þ
z
:
Recall from Theorem 10.7 that RFABN whenever FABN : The
following identity, which is a special case of a more general identity
(cf. [9, Theorem 27]), is basically about all we will need about the conjugate
function.
Proposition 12.2. For all F ; GABN ; the following identity holds:
F˜ð0ÞGð0Þ  F ð0ÞG˜ð0Þ ¼ ½RG; F   ½G; RF :
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Proof. By a standard density argument, it sufﬁces to prove this for F ¼ Jlm ;
G ¼ Jln ; where the flkg are the eigenvalues of (11.1) and (10.1). In that case,
F˜ð0Þ ¼ ½K0; Jlm  ¼ K0ðlmÞ ¼ K0ðlmÞ ¼
u1ðN; lmÞ  1
lm
and G˜ð0Þ ¼ ðu1ðN; lnÞ  1Þ=ln: Also, F ð0Þ ¼ u2ðN; lmÞ=lm and Gð0Þ ¼
u2ðN; lnÞ=ln: So the left-hand side of the equation that we want to prove
equals
1
lmln
½ðu1ðN; lmÞ  1Þu2ðN ; lnÞ þ u2ðN; lmÞðu1ðN; lnÞ  1Þ:
Because uð; lmÞ and uð; lnÞ both satisfy the boundary condition at x ¼ N ;
we have that
u1ðN; lmÞu2ðN; lnÞ ¼ u1ðN; lnÞu2ðN; lmÞ;
and thus the above expression simpliﬁes to
u2ðN; lnÞ  u2ðN; lmÞ
lmln
: ð12:3Þ
On the other hand,
½RG; F  ¼ ðRGÞðlmÞ ¼ ðRGÞðlmÞ ¼
JlnðlmÞ  Gð0Þ
lm
;
and similarly for ½G; RF : Since Jln ðlmÞ ¼ dmnJln ðlnÞ; a brief calculation now
shows that the right-hand side of the asserted equation also equals
(12.3). &
13. The integral equations
In this section, we study the reproducing kernels JðxÞz and the conjugate
kernels K ðxÞz of the spaces Hx: More speciﬁcally, we ﬁnd integral equations
from which further properties of these quantities will be derived later.
Actually, it sufﬁces to consider the case when z ¼ 0:
Things are very easy for J
ðxÞ
0 : Introduce yðx; tÞ by writing
J
ðxÞ
0 ðzÞ ¼
Z x
0
yðx; tÞ cos
ﬃﬃ
z
p
t dt:
So for ﬁxed x; the function yðx; Þ lies in L2ð0; xÞ: Now we use the deﬁning
property of J
ðxÞ
0 : ½J
ðxÞ
0 ; F Hx ¼ F ð0Þ for all FAHx: Write F ðzÞ ¼R
f ðtÞ cos
ﬃﬃ
z
p
t dt; where fAL2ð0; xÞ; and recall that by (9.2),
½J ðxÞ0 ; F Hx ¼ /yðx; Þ; ð1þKfÞfSL2ð0;xÞ:
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We obtain the equation
/yðx; Þ; ð1þKfÞfSL2ð0;xÞ ¼ F ð0Þ ¼ /1; fSL2ð0;xÞ;
where 1 on the right-hand side denotes the function that is identically equal
to 1 on ð0; xÞ: The operator 1þKf is self-adjoint and fAL2ð0; xÞ is
arbitrary, so we conclude that
yðx; tÞ þ
Z x
0
Kðt; sÞyðx; sÞ ds ¼ 1; ð13:1Þ
and this is the desired integral equation for yðx; tÞ; which, in turn, determines
J
ðxÞ
0 ðzÞ: By the way we derived (13.1), this equation is to be interpreted as an
equation in L2ð0; xÞ; where xAð0; N is arbitrary, but ﬁxed. However, we can
then again deﬁne a particular representative yðx; tÞ by requiring (13.1) to
hold pointwise. (Recall that the same procedure was applied in connection
with (10.2).) From the deﬁnition of y we know only that yðx; ÞAL2ð0; xÞ; but
then (13.1) in this pointwise sense of course implies much more regularity.
This will be discussed in detail in the next section.
As for K
ðxÞ
0 ; we would like to proceed similarly, but we must ﬁrst identify a
conjugate mapping F/F˜ð0Þ on Hx: We do this by exploiting the fact that
the identity of Proposition 12.2 already determines F˜ð0Þ up to a multiple of
F ð0Þ:
Let
cðtÞ ¼
Z t
0
fðsÞðt  sÞ ds þ t:
Then cAACð3Þ½0; N; c00 ¼ f; and cð0Þ ¼ 0; c0ð0Þ ¼ 1: For FAHN ; so F ðzÞ ¼RN
0 f ðtÞ cos
ﬃﬃ
z
p
t dt with fAL2ð0; NÞ; we deﬁne
Fˆð0Þ ¼
Z N
0
f ðtÞcðtÞ dt: ð13:2Þ
Proposition 13.1. For all F ; GAHN ; the following identity holds:
Fˆð0ÞGð0Þ  F ð0ÞGˆð0Þ ¼ ½RG; F   ½G; RF :
Proof. As usual, let f ; g be the L2ð0; NÞ functions associated with F and G;
respectively. Plugging in the deﬁnitions, we see that the left-hand side of the
identity that is to be proved equalsZ N
0
Z N
0
dx dt gðtÞf ðxÞ x  t þ
Z x
0
fðsÞðx  sÞ ds 
Z t
0
fðsÞðt  sÞ ds

 
:
We have seen in the last part of the proof of Lemma 9.1 that
ðRF ÞðzÞ 	
F ðzÞ  F ð0Þ
z
¼
Z N
0
dt cos
ﬃﬃ
z
p
t
Z N
t
ds f ðsÞðt  sÞ:
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Thus, again by a routine calculation, the right-hand side of the above
identity is equal toZ N
0
Z N
0
dx dt gðtÞf ðxÞ x  t þ
1
2
Z t
0
ðfðs  xÞ þ fðs þ xÞÞðs  tÞ ds



1
2
Z x
0
ðfðs  tÞ þ fðs þ tÞÞðs  xÞ ds

:
So the identity holds for arbitrary F ; GAHN precisely ifZ x
0
½fðt  sÞ þ fðt þ sÞ  2fðsÞðs  xÞ ds
¼
Z t
0
½fðx  sÞ þ fðx þ sÞ  2fðsÞðs  tÞ ds ð13:3Þ
for all t; xA½0; N: In other words, we need to show that the function
Hðx; tÞ ¼
Z x
0
½fðt  sÞ þ fðt þ sÞ  2fðsÞðs  xÞ ds
is symmetric: Hðx; tÞ ¼ Hðt; xÞ:
We ﬁrst prove this under the additional assumption that f is smooth (let
us say, fAC2). Then H has continuous partial derivatives up to order 2: We
have
Hð0; tÞ ¼ Hxð0; tÞ ¼ 0; Hxxðx; tÞ ¼ 2fðxÞ  fðt  xÞ  fðt þ xÞ;
and, because f is even, Hðx; 0Þ ¼ 0: Moreover,
Htðx; 0Þ ¼
Z x
0
f0ðsÞ þ f0ðsÞ
 
ðs  xÞ ds
is also equal to zero because the expression in brackets is zero. Finally,
Httðx; tÞ ¼
Z x
0
½f00ðt  sÞ þ f00ðt þ sÞðs  xÞ ds;
and by integrating by parts, we may evaluate this as
Httðx; tÞ ¼ 2fðtÞ  fðt  xÞ  fðt þ xÞ:
Fix tA½0; N and consider the difference DðxÞ ¼ Hðx; tÞ  Hðt; xÞ: What
we have shown in the preceding paragraph says that Dð0Þ ¼ D0ð0Þ ¼ 0;
D00ðxÞ 	 0: Hence D 	 0; as desired.
To prove (13.3) in full generality, approximate the given f uniformly on
½2N ; 2N by even functions fnAC
2: (For example, approximate the odd
function f0AL1ð2N ; 2NÞ in L1 norm by odd functions fnACN0 ð2N; 2NÞ
and let fnðxÞ ¼
R x
0 fnðtÞ dt:) Then (13.3) holds for fn; and we can pass to the
limit to obtain (13.3) for f as well. &
We are now ready to introduce K
ðxÞ
0 ; the conjugate kernel (for z ¼ 0) of
Hx: The map F/Fˆð0Þ is a bounded linear functional on Hx: Hence there
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exists a unique K
ðxÞ
0 AHx; so that ½K
ðxÞ
0 ; F Hx ¼ Fˆð0Þ for all FAHx: The use of
the symbol K
ðxÞ
0 for this function will be justiﬁed in Section 15. More
precisely, we will show that, possibly after a modiﬁcation of the canonical
system from Proposition 11.2, K
ðxÞ
0 indeed also is the conjugate kernel of Bx;
which was introduced in Section 12.
Theorem 13.2. Let J
ðxÞ
0 and K
ðxÞ
0 be the reproducing and conjugate kernels,
respectively, of Hx: Define yðx; Þ; wðx; ÞAL2ð0; xÞ by
J
ðxÞ
0 ðzÞ ¼
Z x
0
yðx; tÞcos
ﬃﬃ
z
p
t dt;
K
ðxÞ
0 ðzÞ ¼
Z x
0
wðx; tÞcos
ﬃﬃ
z
p
t dt:
Then y; w obey the integral equations
yðx; tÞ þ
Z x
0
Kðt; sÞyðx; sÞ ds ¼ 1;
wðx; tÞ þ
Z x
0
Kðt; sÞwðx; sÞ ds ¼ cðtÞ:
Proof. The assertions concerning J
ðxÞ
0 and y have been established at the
beginning of this section (cf. (13.1)). The argument for K
ðxÞ
0 and w is
completely analogous. By deﬁnition of K
ðxÞ
0 ; (13.2), and the fact that c is
real,
½K ðxÞ0 ; F Hx ¼ Fˆð0Þ ¼ /c; fSL2ð0;xÞ:
On the other hand,
½K ðxÞ0 ; F Hx ¼ /wðx; Þ; ð1þKfÞfSL2ð0;xÞ ¼ /ð1þKfÞwðx; Þ; fSL2ð0;xÞ;
and as fAL2ð0; xÞ is arbitrary, the integral equation follows. &
14. Regularity properties
In this section, we investigate the regularity of the solutions pðx; tÞ of
integral equations of the form
pðx; tÞ þ
Z x
0
Kðt; sÞpðx; sÞ ds ¼ gðtÞ: ð14:1Þ
Here, K still is the kernel from (4.1). For gðtÞ ¼ 1 and gðtÞ ¼ cðtÞ; (14.1)
reduces to the equations from Theorem 13.2. Since Kðt; sÞ ¼ ðfðs  tÞ þ
fðs þ tÞÞ=2 and fAACð1Þ; we expect that the solutions p have similar
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regularity, at least if g is sufﬁciently smooth. In fact, more is true: p has
better regularity properties than K !
The material of this section is of a technical character. It is possible to
omit the proof of the following theorem on a ﬁrst reading.
To simplify the notation, we introduce the set
DN ¼ fðx; tÞAR
2 : 0ptpxpNg:
By continuity in DN ; we will always mean that the function under
consideration is jointly continuous in ðx; tÞADN : Note that it is also possible
to consider (14.1) for x ¼ 0; we then simply have that pð0; 0Þ ¼ gð0Þ:
Theorem 14.1. Suppose that fAFN and gAACð2Þ½0; N: Then, for every
xA½0; N; integral equation (14.1) has a unique solution pðx; Þ in L2ð0; xÞ which
has the following regularity properties:
(a) pAC1ðDN Þ; that is, the first order partial derivatives exist and are
continuous in DN :
(b) pðx; xÞAACð2Þ½0; N:
For reasons of brevity, our formulation in part (a) is a little sloppy.
The easiest way to get a precise statement is to interpret (a) as follows:
The ﬁrst order partial derivatives exist on the interior of DN ; and they
have continuous extensions to DN : By a limiting argument, this implies
that the one-sided partial derivatives exist where they can be reasonably
deﬁned.
The second order partial derivatives exist in a certain weak sense.
Unfortunately, things get messy (for example, the statements are not
symmetric in x and t), and it is better to avoid these issues as much as
possible by using an approximation argument as in the proof of Proposition
13.1. Therefore, we have not made these statements explicit. We do need,
however, the statement on the existence of the second derivative of the
‘‘diagonal’’ function pðx; xÞ:
Proof. Integral equation (14.1) is of the form
ð1þKðxÞf Þpðx; Þ ¼ g;
where we writeK
ðxÞ
f for the integral operator in L2ð0; xÞ that is generated by
the kernel K : Since 1þKðxÞf > 0 by assumption, (14.1) has the unique
solution
pðx; Þ ¼ ð1þKðxÞf Þ
1g: ð14:2Þ
Note that the roles of the variables x and t are quite different: t is the
independent variable, while x is an external parameter.
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We now observe the important fact that (14.2) makes sense not only on
L2ð0; xÞ; but on each space of the following chain of Banach spaces:
C½0; xCL2ð0; xÞCL1ð0; xÞ:
Indeed, ﬁrst of all, K
ðxÞ
f is a well-deﬁned operator on each of these three
spaces; in fact,K
ðxÞ
f maps L1ð0; xÞ into C½0; x: Moreover,K
ðxÞ
f is compact in
every case. This follows from the Arzela–Ascoli Theorem: If fnAL1ð0; xÞ;
jjfnjj1p1; then, since the kernel K is uniformly continuous on ½0; x  ½0; x;
the sequence of functionsK
ðxÞ
f fn is equicontinuous and uniformly bounded,
hence there exists a uniformly convergent subsequence. SoK
ðxÞ
f is compact
even as an operator from L1ð0; xÞ to C½0; x:
The inclusion K
ðxÞ
f ðL1ð0; xÞÞCC½0; x also shows that the spectrum of
K
ðxÞ
f is independent of the space: the eigenfunctions with nonzero
eigenvalues are always contained in the smallest space C½0; x: In particular,
we always have that 1esðKðxÞf Þ; so 1þK
ðxÞ
f is boundedly invertible and
(14.2) holds.
To investigate the derivatives of p; we again temporarily make the
additional assumption that f and g (and hence also K) are smooth. So, let
us suppose that f; gACN: Then one can show that the solution p is also
smooth: pACNðDN Þ: We leave this part of the proof to the reader. To
investigate the smoothness in x; it is useful to transform (14.1) to get an
equivalent family of equations on a space that does not depend on x: See
also [21, Section 2.3] for a discussion of these issues.
Once we know that p is smooth, we can get integral equations for the
derivates by differentiating (14.1). Since, for the time being, all functions are
CN; we may differentiate under the integral sign. Thus we obtain
ptðx; tÞ ¼ 
Z x
0
Ktðt; sÞpðx; sÞ ds þ g0ðtÞ; ð14:3aÞ
pxðx; tÞ þ
Z x
0
Kðt; sÞpxðx; sÞ ds ¼ Kðt; xÞpðx; xÞ; ð14:3bÞ
pxxðx; tÞ þ
Z x
0
Kðt; sÞpxxðx; sÞ ds ¼  Kxðt; xÞpðx; xÞ  Kðt; xÞ
ð2pxðx; sÞ þ psðx; sÞÞjs¼x; ð14:3cÞ
pxtðx; tÞ ¼ Ktðt; xÞpðx; xÞ 
Z x
0
Ktðt; sÞpxðx; sÞ ds: ð14:3dÞ
For general f and g; we approximate f0 in L1ð2N; 2NÞ by odd functions
f0nAC
N
0 ð2N; 2NÞ; and we put fnðxÞ ¼
R x
0 f
0
nðtÞ dt: Then fn-f in
C½2N; 2N and K ðnÞ-K in CðDNÞ (we use superscripts here because in a
moment we will want to denote partial derivatives by subscripts). Similary,
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we pick L1ð0; NÞ approximations g00nAC
N
0 ð0; NÞ of g
00AL1ð0; NÞ and put
gnðxÞ ¼ gð0Þ þ xg0ð0Þ þ
Z x
0
g00nðtÞðx  tÞ dt:
The integral operatorsK
ðxÞ
fn
converge toK
ðxÞ
f in the operator norm of any of
the spaces we have considered above. In particular, 1þKðxÞfn is boundedly
invertible for all sufﬁciently large n: In fact, KðxÞfn converges to K
ðxÞ
f in the
norm of BðL1ð0; xÞ; C½0; xÞ: Moreover, this convergence is uniform in
xAð0; N:
Let pðnÞ be the solution of (14.1) with K and g replaced by K ðnÞ
and gn; respectively. Then the above remarks together with (14.2) imply
that
jjpðnÞðx; Þ  pðx; ÞjjC½0;x-0;
uniformly in xA½0; N: (Strictly speaking, one needs a separate argument for
the degenerate case x ¼ 0; but things are very easy here because
pðnÞð0; 0Þ ¼ gnð0Þ ¼ gð0Þ ¼ pð0; 0Þ:) In other words, pðnÞ converges to the
solution p of the original problem in CðDN Þ: In particular, pACðDNÞ: Similar
arguments work for the ﬁrst order partial derivatives. Eq. (14.3b) says that
pðnÞx ðx; Þ ¼ p
ðnÞðx; xÞð1þKðxÞfn Þ
1K ðnÞð; xÞ;
and the right-hand side converges in C½0; x; uniformly with respect to x:
Again, the case x ¼ 0 needs to be discussed separately; we leave this to the
reader. It follows that the partial derivative px exists, is continuous and is
equal to this limit function. The argument for the existence and continuity of
pt; which uses (14.3a), is similar (perhaps easier, because one does not need
to invert an operator). We have proved part (a) now.
Eq. (14.3c) (for K ðnÞ instead of K) again has the form
ð1þKðxÞfn Þp
ðnÞ
xxðx; Þ ¼ hnðx; Þ;
we do not write out the inhomogeneous term hn here. Since hn converges in
L1ð0; xÞ; but not necessarily in C½0; x; we now only obtain convergence of
pðnÞxx in L1ð0; xÞ: We denote the limit function by pxx; so pxxðx; ÞAL1ð0; xÞ and
jjpðnÞxxðx; Þ  pxxðx; ÞjjL1ð0;xÞ-0;
uniformly in x: Note, however, that pxx need not be a partial derivative in
the classical sense. Using similar arguments, we deduce from (14.3d) that
p
ðnÞ
xt ðx; Þ converges in L1ð0; xÞ to a limit function, which we denote by
pxtðx; Þ: As usual, the convergence is uniform in x:
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We have that
p0ðx; xÞ ¼ ðpx þ ptÞjt¼x ¼  pðx; xÞKðx; xÞ þ g
0ðxÞ

Z x
0
Kðx; sÞpxðx; sÞ ds

Z x
0
Kxðx; sÞpðx; sÞ ds: ð14:4Þ
We now show that the individual terms on the right-hand side are in
ACð1Þ½0; N: This is obvious for the ﬁrst two terms, so we only need to
discuss the integrals. If we replace K and p in these integrals by K ðnÞ and pðnÞ;
respectively, and then let n tend to inﬁnity, we have convergence to the
original terms in C½0; N: We can therefore prove absolute continuity of
these terms by showing that the derivatives converge in L1ð0; NÞ: So,
consider
d
dx
Z x
0
K ðnÞðx; sÞpðnÞx ðx; sÞ ds ¼K
ðnÞðx; xÞpðnÞx ðx; xÞ
þ
Z x
0
K ðnÞx ðx; sÞp
ðnÞ
x ðx; sÞ ds
þ
Z x
0
K ðnÞðx; sÞpðnÞxxðx; sÞ ds:
It is easy to see that the ﬁrst two terms on the right-hand side converge in
C½0; N: As for the last term, we note thatZ x
0
K ðnÞðx; sÞpðnÞxxðx; sÞ ds ¼
Z x
0
Kðx; sÞpðnÞxxðx; sÞ ds
þ
Z x
0
ðK ðnÞðx; sÞ  Kðx; sÞÞpðnÞxxðx; sÞ ds:
Now recall that K
ðxÞ
fn
KðxÞf -0 in BðL1; CÞ (uniformly in x) and
jjpðnÞxxðx; ÞjjL1ð0;xÞ is bounded as a function of n and x: Therefore, the last
term goes to zero in C½0; N: Similarly, the ﬁrst term also converges in
C½0; N; as we see from the following estimate:Z x
0
Kðx; sÞðpðnÞxxðx; sÞ  pxxðx; sÞÞ ds
 
pjjKðxÞf jjBðL1;CÞjjpðnÞxxðx; Þ  pxxðx; ÞjjL1 :
Finally, let us analyze the last term from (14.4). By deﬁnition of K
(see (4.1)),
Kxðx; sÞ ¼ 12 ðf
0ðx  sÞ þ f0ðx þ sÞÞ:
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Let us look at the term with f0ðx  sÞ; the other term is of course treated
similarly. An integration by parts givesZ x
0
f0ðx  sÞpðx; sÞ ds ¼ fðxÞpðx; 0Þ þ
Z x
0
fðx  sÞpsðx; sÞ ds:
The ﬁrst term on the right-hand side manifestly is absolutely continuous. To
establish absolute continuity of the integral, we argue exactly as above.
Namely, we approximate by smooth functions and compute the derivative:
d
dx
Z x
0
fnðx  sÞp
ðnÞ
s ðx; sÞ ds
¼
Z x
0
f0nðx  sÞp
ðnÞ
s ðx; sÞ ds þ
Z x
0
fnðx  sÞp
ðnÞ
xs ðx; sÞ ds:
Now arguments analogous to those used in the preceding section show that
this derivative converges in C½0; N; and, also as above, convergence in
L1ð0; NÞ already would have been sufﬁcient to deduce the required absolute
continuity. &
15. Some identities
First of all, we can now complete the work of Section 11.
Theorem 15.1. There exists HðxÞAL1ð0; NÞ; HðxÞX0 for almost every
xAð0; NÞ; Hc0 on nonempty open sets, so that for all xA½0; N; we have
that Bx ¼ Hx (as de Branges spaces). Here, Bx is the de Branges space based
on the de Branges function ExðzÞ ¼ u1ðx; zÞ þ iu2ðx; zÞ; where
Ju0ðtÞ ¼ zHðtÞuðtÞ; uð0Þ ¼
1
0
 !
;
as in Proposition 6.1, and Hx is the space from Lemma 9.1.
Moreover, HðxÞ can be chosen so that Fˆð0Þ ¼ F˜ð0Þ for all FABN ¼ HN :
The last part justiﬁes our deﬁnition of K
ðxÞ
0 AHx from Section 13. Recall
also that Fˆð0Þ is computed in HN ; while F˜ð0Þ is computed as in Section 12 by
using the realization BN of this space.
Proof. As explained in Section 11, we use the system from Proposition 11.2,
but with xðtÞ as the new independent variable.
As the ﬁrst step of the proof, let us check how far we are from satisfying
the last part of Theorem 15.1. Propositions 12.2 and 13.1 show that
F˜ð0ÞGð0Þ  F ð0ÞG˜ð0Þ ¼ Fˆð0ÞGð0Þ  F ð0ÞGˆð0Þ
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for all F ; GABN ¼ HN : In particular, if F ð0Þ ¼ 0; then F˜ð0Þ ¼ Fˆð0Þ: Since
both F/F˜ð0Þ and F/Fˆð0Þ are linear maps, it follows that there exists a
constant cAC; independent of F ; so that
Fˆð0Þ ¼ F˜ð0Þ þ cF ð0Þ: ð15:1Þ
From the deﬁnitions, we see that fF#ð0Þ ¼ F˜ð0Þ and cF#ð0Þ ¼ Fˆð0Þ; so the c
from (15.1) must actually be real.
To avoid confusion, let us temporarily denote the reproducing and
conjugate kernels (for z ¼ 0) of the spaces Bt by j
ðtÞ
0 and k
ðtÞ
0 (lowercase
letters!), respectively. Note also that the conjugate and reproducing kernels
depend only on the de Branges space, but not on the particular de Branges
function chosen. Therefore (15.1) says that K
ðNÞ
0 ðzÞ ¼ k
ðNÞ
0 ðzÞ þ cj
ðNÞ
0 ðzÞ: Since
Bt ¼ HxðtÞ and since by Lemma 12.1, F˜ð0Þ does not depend on the space in
which the conjugate function is computed, we also have that j
ðtÞ
0 ðzÞ ¼
J
ðxðtÞÞ
0 ðzÞ and
K
ðxðtÞÞ
0 ðzÞ ¼ k
ðtÞ
0 ðzÞ þ cj
ðtÞ
0 ðzÞ: ð15:2Þ
Next, we claim that the following analog of Lemma 11.1 holds:
Bt ¼
[
sot
Bs ¼
\
s>t
Bs: ð15:3Þ
We will only prove (and use) this for canonical systems without singular
points, where the proof is very easy. However, a similar but—due to the
possible presence of singular points—somewhat more complicated result
holds for general canonical systems. If S ¼ |; then Lemma 10.4 implies that
Rða;bÞ ¼ f0g for arbitrary aob: Thus the U from (10.4a) and (10.4b) maps
LH2 ð0; tÞ unitarily onto Bt for all tA½0; N: In particular, the following
obvious fact is equivalent to (15.3):
LH2 ð0; tÞ ¼
[
sot
LH2 ð0; sÞ ¼
\
s>t
LH2 ð0; sÞ:
It also follows that xðtÞ is strictly increasing. Indeed, if xðt1Þ ¼ xðt2Þ; then
Bt1 ¼ Bt2 ; and these spaces are mapped by U
1 onto LH2 ð0; t1Þ and L
H
2 ð0; t2Þ;
respectively, so t1 ¼ t2:
Relation (15.3) allows us to show that xðtÞ is continuous. Proposition 11.2
together with (15.3) implies that
Bt ¼
\
s>t
Bs ¼
\
s>t
HxðsÞ:
On the other hand, Bt ¼ HxðtÞ; and now Lemma 11.1 and the fact that
Hy~Hx is not the zero space for y > x show that inf s>t xðsÞpxðtÞ: A similar
argument gives supsot xðsÞXxðtÞ: Since xðtÞ is monotonically increasing,
these two properties sufﬁce to deduce that xðtÞ is continuous.
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Let tðxÞ be the inverse function of xðtÞ: Then t is also strictly increasing
and continuous. We want to show that t is actually absolutely continuous.
To this end, we compare j0ð0Þ þ ek0ð0Þ in the spaces BtðxÞ ¼ Hx: Specializing
Proposition 6.1 to z ¼ z ¼ 0 (and replacing N by tðxÞ), we see that
j
ðtðxÞÞ
0 ð0Þ ¼
Z tðxÞ
0
H11ðsÞ ds:
Moreover, arguing as in the proof of Lemma 12.1, we obtaing
k
ðtðxÞÞ
0 ð0Þ ¼ ½k
ðtðxÞÞ
0 ; k
ðtðxÞÞ
0 BtðxÞ ¼ /vð; 0Þ; vð; 0ÞSLH2 ð0;tðxÞÞ
¼
Z tðxÞ
0
H22ðsÞ ds:
Hence, still working in BtðxÞ; we have that
j
ðtðxÞÞ
0 ð0Þ þ
g
k
ðtðxÞÞ
0 ð0Þ ¼
Z tðxÞ
0
tr HðsÞ ds ¼ ttðxÞ; ð15:4Þ
where t is a positive constant.
On the other hand, we may use (15.1) and (15.2) to evaluate j0ð0Þ þ ek0ð0Þ
in Hx: We computeg
k
ðtðxÞÞ
0 ð0Þ ¼
g
K
ðxÞ
0 ð0Þ  c
g
J
ðxÞ
0 ð0Þ ¼
d
K
ðxÞ
0 ð0Þ  cK
ðxÞ
0 ð0Þ  c
d
J
ðxÞ
0 ð0Þ þ c
2J
ðxÞ
0 ð0Þ:
By deﬁnition of w and the transform F/Fˆð0Þ; we have dK ðxÞ0 ð0Þ ¼R x
0 wðx; tÞcðtÞ dt; and this is an absolutely continuous function of xA½0; N
by Theorem 14.1. Similar arguments apply to the other terms and to
j
ðtðxÞÞ
0 ð0Þ ¼ J
ðxÞ
0 ð0Þ ¼
R x
0 yðx; tÞ dt: Comparing with (15.4), we thus conclude
that tðxÞAACð1Þ½0; N; as desired.
We are now ready to transform (11.1). Deﬁne u˜ðxÞ ¼ uðtðxÞÞ and
H˜ðxÞ ¼ t0ðxÞHðtðxÞÞ: Since t0X0 almost everywhere, this H˜ is in
L1ð0; NÞ and positive semideﬁnite almost everywhere. As tðxÞ is strictly
increasing, t0 cannot vanish identically on a nonempty open set, and thus H˜
also has this property. Moreover, u˜ solves the corresponding canonical
equation:
Ju˜0ðxÞ ¼ Jt0ðxÞu0ðtðxÞÞ ¼ zt0ðxÞHðtðxÞÞuðtðxÞÞ ¼ zH˜ðxÞu˜ðxÞ:
By deﬁnition of u˜; the new de Branges spaces B˜x are related to the old spaces
by B˜x ¼ BtðxÞ: Hence B˜x ¼ Hx; as desired.
Finally, we can get rid of c in (15.1) by passing to the new matrix
HcðxÞ ¼
1 0
c 1
 !
HðxÞ
1 c
0 1
 !
:
(To avoid clumsy notation, we write HðxÞ instead of H˜ðxÞ for the H
constructed above.) Let uðcÞ; vðcÞ be the solutions of the transformed
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system
Jy0ðxÞ ¼ zHcðxÞyðxÞ ð15:5Þ
with the initial values uðcÞð0; zÞ ¼ ð10Þ; v
ðcÞð0; zÞ ¼ ð01Þ: These functions are
related to the old solutions u ¼ uð0Þ and v ¼ vð0Þ by
uðcÞðx; zÞ ¼
1 c
0 1
 !
uðx; zÞ; vðcÞðx; zÞ ¼
1 c
0 1
 !
ðcuðx; zÞ þ vðx; zÞÞ:
So, ﬁrst of all, since the de Branges functions associated with (15.5) are given
by EðcÞx ðzÞ ¼ u
ðcÞ
1 ðx; zÞ þ iu
ðcÞ
2 ðx; zÞ; it follows from Theorem 7.2 that (15.5) still
generates the same de Branges spaces: Bx 	 BðEð0Þx Þ ¼ BðE
ðcÞ
x Þ: So the
equality Bx ¼ Hx continues to hold if we replace H by Hc: Second, a
calculation based on (12.1) shows that the conjugate kernel K ðcÞz of BðE
ðcÞ
N Þ (I
apologize for the slightly inconsistent notation, but there are so many
conjugate kernels in this argument) is given by K ðcÞz ðzÞ ¼ KzðzÞ þ cJzðzÞ; and
thus for the new system (15.5), we have that F˜ð0Þ ¼ Fˆð0Þ: &
Proposition 15.2. Let H and y; w be as in Theorems 15.1 and 13.2,
respectively. Then
H11ðxÞ ¼ yðx; xÞ þ
Z x
0
yxðx; tÞ dt;
H12ðxÞ ¼ wðx; xÞ þ
Z x
0
wxðx; tÞ dt ¼ yðx; xÞcðxÞ þ
Z x
0
yxðx; tÞcðtÞ dt;
H22ðxÞ ¼ wðx; xÞcðxÞ þ
Z x
0
wxðx; tÞcðtÞ dt:
Proof. Basically, we have established this already in the preceding proof
when we showed that tðxÞ is absolutely continuous. The idea is to compare
reproducing and conjugate kernels in Bx ¼ Hx:
By Proposition 6.1, the reproducing kernel J
ðxÞ
0 of Bx; evaluated at z ¼ 0;
is given by J
ðxÞ
0 ð0Þ ¼
R x
0 H11ðtÞ dt: On the other hand, in Hx we have J
ðxÞ
0 ð0Þ ¼R x
0 yðx; tÞ dt; soZ x
0
H11ðtÞ dt ¼
Z x
0
yðx; tÞ dt:
Now take the derivatives with respect to x; using Theorem 14.1 on the right-
hand side. The formula for H11 follows.
Similarly, (12.2) shows that in Bx; we have K
ðxÞ
0 ð0Þ ¼
R x
0 H12ðtÞ dt; and now
the same reasoning applies and gives the ﬁrst formula for H12: To prove the
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second one, notice that the conjugate of J
ðxÞ
0 ; evaluated in Hx; is given byd
J
ðxÞ
0 ð0Þ ¼
Z x
0
yðx; tÞcðtÞ dt:
On the other hand,
g
J
ðxÞ
0 ð0Þ ¼ ½K
ðxÞ
0 ; J
ðxÞ
0 Bx by Lemma 12.1. This scalar
product can be evaluated with the help of the U from (10.4b), because
K
ðxÞ
0 ¼ Uðwð0;xÞvð; 0ÞÞ by (12.2) and J
ðxÞ
0 ¼ Uðwð0;xÞuð; 0ÞÞ by Proposition 6.1
(and a simple manipulation). Thusg
J
ðxÞ
0 ð0Þ ¼ /vð; 0Þ; uð; 0ÞSLH2 ð0;xÞ ¼
Z x
0
H21ðtÞ dt ¼
Z x
0
H12ðtÞ dt;
and the second formula for H12 now follows.
Finally, the formula for H22 is proved by an analogous argument, using
the conjugate of K
ðxÞ
0 this time. &
Our ﬁnal goal is to verify that HðxÞ satisﬁes the hypotheses of Proposition
8.1. Proposition 15.2 gives some hope that this can be done by analyzing the
functions y; w from Theorem 13.2.
Proposition 15.3. Let y; w be as in Theorem 13.2. Then yð0; 0Þ ¼ 1; wð0; 0Þ ¼
0; y0ð0; 0Þ ¼ 0; w0ð0; 0Þ ¼ 1; and
yðx; xÞw0ðx; xÞ  y0ðx; xÞwðx; xÞ ¼ 1:
Proof. By the usual approximation argument, it sufﬁces to prove this under
the additional assumption that fACN: Consider again the general version
(14.1) of the integral equations for y and w: By differentiating with respect to
x; we see that px satisﬁes
ð1þKðxÞf Þpxðx; Þ ¼ pðx; xÞKð; xÞ: ð15:6Þ
Also, ptt solves
pttðx; tÞ þ
Z x
0
Kttðt; sÞpðx; sÞ ds ¼ g00ðtÞ: ð15:7Þ
Since Kttðt; sÞ ¼ Kssðt; sÞ; we can use integration by parts to rewrite this
equation. In the following calculation, we will use the notation @i for the
partial derivative with respect to the ith variable ði ¼ 1; 2Þ:Z x
0
Kssðt; sÞpðx; sÞ ds ¼Kxðt; xÞpðx; xÞ  @2Kðt; 0Þpðx; 0Þ

Z x
0
Ksðt; sÞpsðx; sÞ ds
¼Kxðt; xÞpðx; xÞ  Kðt; xÞ@2pðx; xÞ þ fðtÞ@2pðx; 0Þ
þ
Z x
0
Kðt; sÞpssðx; sÞ ds:
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We have used the fact that because f is even, @2Kðt; 0Þ ¼ 0: Also, Kðt; 0Þ ¼
fðtÞ: Plug this into (15.7) and subtract the resulting equation from
Eq. (14.3c) for pxx: There are some cancellations, and the function P ¼
pxx  ptt solves the relatively simple equation
ð1þKðxÞf ÞPðx; Þ ¼ 2p
0ðx; xÞKð; xÞ þ @2pðx; 0Þf g00: ð15:8Þ
By putting t ¼ 0 in Eq. (14.3a) for pt and noting that @1Kð0; sÞ ¼ 0; we see
that @2pðx; 0Þ ¼ g0ð0Þ: Now if g is one of the functions from the equations of
Theorem 13.2 (so gðtÞ ¼ 1 or gðtÞ ¼ cðtÞ), then g0ð0ÞfðtÞ  g00ðtÞ 	 0: Hence
(15.8) says that the functions Y ¼ yxx  ytt and W ¼ wxx  wtt solve
ð1þKðxÞf ÞY ðx; Þ ¼ 2y
0ðx; xÞKð; xÞ;
ð1þKðxÞf ÞW ðx; Þ ¼ 2w
0ðx; xÞKð; xÞ:
Comparison with (15.6) for p ¼ y and w shows that
Y ðx; tÞ
2y0ðx; xÞ
¼
W ðx; tÞ
2w0ðx; xÞ
¼
yxðx; tÞ
yðx; xÞ
¼
wxðx; tÞ
wðx; xÞ
ð0ptpxpNÞ: ð15:9Þ
More precisely, the ratios whose denominators are different from zero are
equal to one another; if a denominator equals zero, then the corresponding
numerator is identically equal to zero for tA½0; x: (As usual, the case x ¼ 0
should be discussed separately, but, also as usual, we leave this to the
reader.) It follows from (15.9) that
yxðx; tÞwðx; xÞ ¼ wxðx; tÞyðx; xÞ ð0ptpxpNÞ; ð15:10Þ
and this holds in all cases. Take derivatives with respect to x;
yxxðx; tÞwðx; xÞ þ yxðx; tÞw0ðx; xÞ ¼ wxxðx; tÞyðx; xÞ þ wxðx; tÞy0ðx; xÞ;
and subtract twice this equation from the identity
2w0ðx; xÞyxðx; tÞ ¼ ðwxxðx; tÞ  wttðx; tÞÞyðx; xÞ;
which follows from (15.9). We obtain
ðwxxðx; tÞ þ wttðx; tÞÞyðx; xÞ
¼ 2wxðx; tÞy0ðx; xÞ þ 2wðx; xÞyxxðx; tÞ: ð15:11Þ
If we interchange the roles of y and w; we get the analogous identity
ðyxxðx; tÞ þ yttðx; tÞÞwðx; xÞ
¼ 2yxðx; tÞw0ðx; xÞ þ 2yðx; xÞwxxðx; tÞ: ð15:12Þ
Now subtract (15.11) from (15.12). On the right-hand side, we get zero because
 2yxðx; tÞw0ðx; xÞ þ 2yðx; xÞwxxðx; tÞ þ 2wxðx; tÞy0ðx; xÞ
 2wðx; xÞyxxðx; tÞ ¼ 2@xðyðx; xÞwxðx; tÞ  wðx; xÞyxðx; tÞÞ;
and the expression in parentheses is zero by (15.10). Hence
ðwxxðx; tÞ þ wttðx; tÞÞyðx; xÞ ¼ ðyxxðx; tÞ þ yttðx; tÞÞwðx; xÞ:
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Since ytxðx; tÞwðx; xÞ ¼ wtxðx; tÞyðx; xÞ by (15.10) again, we also have that
ðwxxðx; tÞ þ 2wtxðx; tÞ þ wttðx; tÞÞyðx; xÞ
¼ ðyxxðx; tÞ þ 2ytxðx; tÞ þ yttðx; tÞÞwðx; xÞ: ð15:13Þ
By the chain rule,
w00ðx; xÞ ¼ ðwxxðx; tÞ þ 2wtxðx; tÞ þ wttðx; tÞÞjt¼x;
so taking t ¼ x in (15.13) yields
wðx; xÞy00ðx; xÞ  yðx; xÞw00ðx; xÞ
¼
d
dx
ðwðx; xÞy0ðx; xÞ  w0ðx; xÞyðx; xÞÞ ¼ 0:
We determine the constant value of wy0  w0y by evaluating at x ¼ 0: Since
Kð0; 0Þ ¼ 0; we see directly from integral equation (14.1) that pðx; xÞ ¼
gðxÞ þ Oðx2Þ for small x > 0; so pð0; 0Þ ¼ gð0Þ; p0ð0; 0Þ ¼ g0ð0Þ: Hence
yð0; 0Þ ¼ 1; wð0; 0Þ ¼ 0; y0ð0; 0Þ ¼ 0; w0ð0; 0Þ ¼ 1;
as claimed, and it also follows that yw0  y0w ¼ 1: &
Proposition 15.4. Let H and y; w be as in Theorems 15.1 and 13.2,
respectively. Then
H11ðxÞwðx; xÞ ¼ H12ðxÞyðx; xÞ; H12ðxÞwðx; xÞ ¼ H22ðxÞyðx; xÞ:
Proof. These identities follow at once from Proposition 15.1 and
(15.10). &
16. Conclusion of the proof of Theorem 5.1
We are now in a position to verify the hypotheses of Proposition 8.1 for
the H constructed in Theorem 15.1. More precisely, we will transform the
canonical system one more time to obtain a new system satisfying the
assumptions of Proposition 8.1. At the end, however, it will turn out that
this transformation was actually unnecessary.
We know from Theorem 14.1(b) that the functions yðx; xÞ; wðx; xÞ
belong to ACð2Þ½0; N; and Proposition 15.3 implies that if yðx0; x0Þ ¼ 0;
then y0ðx0; x0Þa0; wðx0; x0Þa0: Thus y; w have only ﬁnitely many zeros
in ½0; N and they do not vanish simultaneously. Also, Proposition 15.4
implies that H11w
2 ¼ H22y2: So we may consistently deﬁne a function rX0
by
rðxÞ ¼
jyðx; xÞj1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
H11ðxÞ
p
if yðx; xÞa0;
jwðx; xÞj1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
H22ðxÞ
p
if wðx; xÞa0:
(
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We now need a certain regularity of r (more precisely, we need that
rAACð2Þ). This can be established directly by showing that HijAACð2Þ½0; N:
Note, however, that this statement is not obvious at this point because, for
example, the second derivative H 0011; evaluated formally with the help of
Proposition 15.2, contains the third order derivative yxxx; which need not
exist. Thus it is again easier to ﬁrst carry out this ﬁnal part of the proof of
Theorem 5.1 under the additional assumption that fACN and then pass to
the general case by a limiting argument.
By Propositions 15.2 and 15.3, yð0; 0Þ ¼ H11ð0Þ ¼ 1; hence rð0Þ ¼ 1: Also,
since we are assuming that fACN; the function r is also smooth as long as
r > 0: Fix an interval ½0; LC½0; N; so that r > 0 on ½0; L: On this interval
½0; L; we transform the canonical system as follows. Let
tðxÞ ¼
Z x
0
rðsÞ ds ð0pxpLÞ;
let xðtÞ be the inverse function, and deﬁne the new matrix H˜ðtÞ ¼
HðxðtÞÞ=rðxðtÞÞ for 0ptptðLÞ: Let uðx; zÞ be the solution of the original
system
Ju0 ¼ zHu; uð0; zÞ ¼
1
0
 !
;
and put u˜ðt; zÞ ¼ uðxðtÞ; zÞ: Then u˜ solves the new equation
Ju˜0 ¼ zH˜u˜; u˜ð0; zÞ ¼
1
0
 !
; ð16:1Þ
the corresponding de Branges spaces are related by B˜t ¼ BxðtÞ:
Now the ﬁrst line from the deﬁnition of r shows that
H˜11ðtÞ ¼ rðxðtÞÞ
H11ðxðtÞÞ
r2ðxðtÞÞ
¼ rðxðtÞÞy2ðxðtÞÞ; ð16:2Þ
at least if yðxðtÞÞa0: Here, yðxÞ is short-hand for yðx; xÞ: However, as y and
w do not vanish simultaneously, Proposition 15.4 implies that H11ðxÞ ¼ 0 if
yðxÞ ¼ 0; so (16.2) holds generally. Similar arguments apply to the other
matrix elements:
H˜ðtÞ ¼ rðxðtÞÞ
y2ðxðtÞÞ ðywÞðxðtÞÞ
ðywÞðxðtÞÞ w2ðxðtÞÞ
 !
	
a2ðtÞ ðabÞðtÞ
ðabÞðtÞ b2ðtÞ
 !
;
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where aðtÞ ¼ r1=2ðxðtÞÞyðxðtÞÞ; bðtÞ ¼ r1=2ðxðtÞÞwðxðtÞÞ: Now as r > 0 on ½0; L;
we have a; bACN½0; tðLÞ and
aðtÞb0ðtÞ  a0ðtÞbðtÞ
¼ r1=2ðxðtÞÞ yðxðtÞÞ
d
dt
ðr1=2ðxðtÞÞwðxðtÞÞÞ


 wðxðtÞÞ
d
dt
ðr1=2ðxðtÞÞyðxðtÞÞÞ

¼ rðxðtÞÞ yðxðtÞÞ
d
dt
wðxðtÞÞ  wðxðtÞÞ
d
dt
yðxðtÞÞ

 
¼ ðyðxÞw0ðxÞ  wðxÞy0ðxÞÞjx¼xðtÞ ¼ 1
by Proposition 15.3. Moreover, að0Þ ¼ r1=2ð0Þyð0Þ ¼ 1 and also by Proposi-
tion 15.3 and the fact that @1yð0; 0Þ ¼ 0: Thus canonical system (16.1)
satisﬁes the assumptions of Proposition 8.1. So (16.1) comes from a
Schro¨dinger equation. In particular, we have the following description of eBt
as a set:
B˜t ¼ St ¼ F ðzÞ ¼
Z t
0
f ðsÞ cos
ﬃﬃ
z
p
s ds: fAL2ð0; tÞ
 
:
On the other hand, B˜t ¼ BxðtÞ ¼ HxðtÞ by Theorem 15.1, and, again as sets,
HxðtÞ ¼ SxðtÞ by the deﬁnition of HxðtÞ: We are forced to admit that xðtÞ ¼ t
for all tA½0; tðLÞ:
In other words, we have shown that if r > 0 on ½0; L; then r 	 1 on ½0; L:
Also, as noted at the beginning of the argument, rð0Þ ¼ 1; so the set of L’s
such that r 	 1 on ½0; L is nonempty and closed and open in ½0; N; hence
r 	 1 on all of ½0; N:
So in reality, there has been no transformation, and system (16.1) is the
system from Theorem 15.1. This system is equivalent to a Schro¨dinger
equation, that is, there exists VAL1ð0; NÞ; so that Hx ¼ Bx ¼ Sx (as de
Branges spaces). In particular, we may specialize to x ¼ N; and we have thus
proved Theorem 5.1 under the additional assumption that fACN:
The extension to the general case is routine. As usual, approximate f0 in
L1ð2N; 2NÞ by odd functions f
0
nAC
N
0 ð2N; 2NÞ and put fnðxÞ ¼R x
0 f
0
nðtÞ dt: Then fnAC
N-FN for all sufﬁciently large n:
As a by-product of the above argument, we have the formulae
H11ðxÞ ¼ y2ðx; xÞ; H12ðxÞ ¼ yðx; xÞwðx; xÞ;
H22ðxÞ ¼ w2ðx; xÞ; ð16:3Þ
which are valid for smooth f: So we may use (16.3) if we replace f by fn:
Now if n-N; all quantities converge pointwise to the right limits; for the
matrix elements Hij ; this follows from Proposition 15.2. So (16.3) holds in
the general case as well. Now a glance at Theorem 14.1(b) and Proposition
15.3 sufﬁces to verify the hypotheses of Proposition 8.1 (for the canonical
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system from Theorem 5.1; no transformation is needed this time). This
completes the proof of Theorem 5.1.
17. Half line problems
In this section, we discuss half line problems, that is, operators of the form
d2=dx2 þ V ðxÞ on L2ð0;NÞ: We assume, as usual, that VAL1;locð½0;NÞÞ:
Our presentation in this section will be less detailed.
Of course, in a sense, half line problems are contained in our previous
treatment because we may analyze the problem on ð0;NÞ by analyzing it on
ð0; NÞ for every N : More precisely, Theorems 4.1, 4.2, 5.1 and 5.2, applied
with variable N > 0; give a one-to-one correspondence between functions
fA
T
N>0 FN and locally integrable potentials V : ½0;NÞ-R: Here we say
that fA
T
N>0 FN if the restriction of f to ½2N; 2N belongs to FN for
every N > 0: The uniqueness assertions from Theorem 5.2 make sure that
there are no consistency problems. For example, the following holds: If
N1oN2; fNiAFNi and fN1 ¼ fN2 on ½2N1; 2N1; then, by Theorem 5.2(b),
the corresponding potentials satisfy V1 ¼ V2 on ð0; N1Þ:
This local treatment looks most natural and satisfactory, but it is also
reasonable to ask for conditions that characterize the spectral measures of
half line problems. In particular, this will relate our results to the Gelfand–
Levitan characterization of spectral data.
Given a potential VAL1;locð½0;NÞÞ; we call a positive Borel measure r on
R a spectral measure of the half line problem if the de Branges spaces SN are
isometrically contained in L2ðR; drÞ for all N > 0: In other words, we
demand that
jjF jj2SN ¼
Z
R
jF ðlÞj2 drðlÞ 8FA
[
N>0
SN :
Borrowing the terms commonly used for discrete problems, we may also say
that the spectral measures are precisely the solutions of a (continuous
version of a) certain moment problem. By Theorem 3.2(b), the measures
from Weyl theory are indeed spectral measures in this sense. In particular,
given a potential VAL1;locð½0;NÞÞ; spectral measures always exist. The
spectral measure is unique precisely if V is in the limit point case at inﬁnity.
Indeed, if V is in the limit circle case, any choice of a boundary condition at
inﬁnity yields a spectral measure, and there are many others. For instance,
one can form convex combinations or, more generally, averages of these
measures. Conversely, if V is in the limit point case, then uniqueness of the
spectral measure follows from the Nevanlinna type parametrization of
the measures m for which L2ðR; dmÞ isometrically contains SN together with
the fact that the Weyl circles shrink to points.
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The Gelfand–Levitan conditions characterize the spectral measures of
half line problems. We now want to demonstrate that such a characteriza-
tion also follows in a rather straightforward way from our direct and inverse
spectral theorems (Theorems 4.1, 4.2, 5.1 and 5.2) and some standard
material.
For a positive Borel measure r; introduce the signed measure s ¼ r r0
(where r0 is the measure for zero potential from (4.9)), and consider the
following two conditions:
(1) If FA
S
N>0 SN ;
R
jF ðlÞj2 drðlÞ ¼ 0; then F 	 0:
(2) For every gACN0 ðRÞ; the integral
R
dsðlÞ
R
dx gðxÞ cos
ﬃﬃﬃ
l
p
x con-
verges absolutely:Z N
N
d jsjðlÞ
Z N
N
dx gðxÞ cos
ﬃﬃﬃ
l
p
x
 oN:
Moreover, there exists an even, real valued function fAACð1ÞðRÞ
with fð0Þ ¼ 0; so thatZ N
N
dsðlÞ
Z N
N
dx gðxÞ cos
ﬃﬃﬃ
l
p
x ¼
Z N
N
gðxÞfðxÞ dx
for all gACN0 ðRÞ:
The set of r’s satisfying these two conditions will be denoted by GL; for
Gelfand–Levitan. We do not require that
S
SNCL2ðR; drÞ; so at this point,
we cannot exclude the possibility that for ﬁxed rAGL; there exists FA
S
SN
with
R
jF j2 dr ¼N: However, we will see in a moment that actually there
are no such F ’s.
Our deﬁnition of GL is inspired by Marchenko’s treatment
of the Gelfand–Levitan theory (see especially [23, Theorem 2.3.1]).
Note, however, that Marchenko does not regularize by subtracting
r0; but by using the analog of the function c from Section 13 instead
of f: Moreover, he uses a space of test functions tailor made for the
discussion of Schro¨dinger operators, and he assumes continuity of the
potential.
Theorem 17.1. (a) For every rAGL; there exists a unique VAL1;locð½0;NÞÞ so
that r is a spectral measure of d2=dx2 þ V ðxÞ:
(b) If r is a spectral measure of d2=dx2 þ V ðxÞ; then rAGL:
Proof. (a) A computation using condition (2) from the deﬁnition of GL
shows that for every fACN0 ðRÞ; the function
F ðlÞ ¼
Z
R
f ðxÞ cos
ﬃﬃﬃ
l
p
x dx
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belongs to L2ðR; drÞ and
jjF jj2L2ðR;drÞ ¼ jjf jj
2
L2ðRÞ þRe
Z N
N
f ðtÞf ðtÞ dt
þ
Z
R
Z
R
ds dt f ðsÞf ðtÞ
1
2
ðfðs  tÞ þ fðs þ tÞÞ:
The ﬁrst two terms come from the Plancherel type relationZ
R
jF ðlÞj2 dr0ðlÞ ¼ jjf jj
2
L2ðRÞ þRe
Z N
N
f ðtÞf ðtÞ dt:
It follows that the identity
jjF jj2L2ðR;drÞ ¼ /f ; ð1þKfÞfSL2ð0;NÞ ð17:1Þ
holds if fACN0 ð0; NÞ: By a density argument and the fact that norm
convergent sequences have subsequences that converge almost everywhere,
condition (1) now implies that 1þKf > 0 as an operator on L2ð0; NÞ: So
fAFN ; and from Theorem 5.1, we thus get VAL1ð0; NÞ; so that
jjF jj2SN ¼ /f ; ð1þKfÞfSL2ð0;NÞ
for all FASN : Hence jjF jjSN ¼ jjF jjL2ðR;drÞ for all F as above with
fACN0 ð0; NÞ: Again by a density argument, this relation actually holds on
all of SN :
The whole argument works for arbitrary N; and, as observed above,
Theorem 5.2(b) implies that there are no consistency problems. We obtain a
locally integrable potential V on ½0;NÞ; so that jjF jjSN ¼ jjF jjL2ðR;drÞ for all
FA
S
SN : In other words, r is a spectral measure of d2=dx2 þ V ðxÞ:
Uniqueness of V is clear because (17.1) forces us to take V on ð0; NÞ so
that the norm on SN is the one determined byKf; so once f is given, there
is no choice by Theorem 5.2(b) again. But clearly f is uniquely determined
by the measure s and hence also by r:
(b) Property (1) is obvious from the equality jjF jjL2ðR;drÞ ¼ jjF jjSN : To
establish property (2), we use the well-known estimates ([23, Section 2.4];
compare also [15])
lim
L-N
rððN;LÞÞea
ﬃﬃ
L
p
¼ 0 8a > 0;
Z
R
drðlÞ
1þ l2
oN:
As jsjprþ r0; the absolute convergence of
R
dsðlÞ
R
dx gðxÞ cos
ﬃﬃﬃ
l
p
x for
gACN0 follows. Moreover, this integral depends continuously on gAD ¼
CN0 ðRÞ and hence deﬁnes a distribution. Now let f1; f2AC
N
0 ðRÞ be even
functions. Then
FiðzÞ 	
Z N
N
fiðxÞ cos
ﬃﬃ
z
p
x dx ¼ 2
Z N
0
fiðxÞ cos
ﬃﬃ
z
p
x dxA
[
SN ;
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and by a calculation,
½F1; F2SN ¼/F1; F2SL2ðR;drÞ
¼ 4/f1; f2SL2ð0;NÞ þ
Z N
N
dsðlÞ
Z N
N
dx gðxÞ cos
ﬃﬃﬃ
l
p
x;
where N must be chosen so large that F1; F2ASN and
gðxÞ 	
1
2
Z N
N
f1
x þ y
2
 !
f2
x  y
2
 !
dy: ð17:2Þ
On the other hand, we have that
½F1; F2SN ¼ 4/f1; ð1þKfÞf2S ¼ 4/f1; f2SL2ð0;NÞ þ
Z N
N
gðxÞfðxÞ dx;
where fA
T
FN is the function from Theorem 4.2. HenceZ N
N
dsðlÞ
Z N
N
dx gðxÞ cos
ﬃﬃﬃ
l
p
x ¼
Z N
N
gðxÞfðxÞ dx ð17:3Þ
for every g that is of form (17.2) with even fiACN0 ðRÞ: We claim that this set
of g’s is rich enough to guarantee the validity of (17.3) for arbitrary
gACN0 ðRÞ: To see this, one can proceed as follows. By a change of variables,
(17.2) becomes
gðxÞ ¼
Z N
N
f1ðx  uÞf2ðuÞ du ¼ ðf1 *f2ÞðxÞ:
We can take f1 as an approximate identity, that is, f1ðxÞ ¼ njðnxÞ; whereR
j ¼ 1 and let n-N: It follows that the set of g’s of form (17.2) is dense (in
the topology of D ¼ CN0 ðRÞ) in the set of even test functions. Moreover, for
odd test functions g;Z N
N
dsðlÞ
Z N
N
dx gðxÞ cos
ﬃﬃﬃ
l
p
x ¼
Z N
N
gðxÞfðxÞ dx ¼ 0:
By combining these facts, we deduce that (17.3) holds for every gACN0 ðRÞ;
as claimed. &
We have no uniqueness statement in Theorem 17.1(b): for a given V ; there
may be many r’s. However, this only comes from the fact that we have
insisted on working with spectral measures. Clearly, in addition to the
bijection V2f between L1;loc and
T
FN discussed at the beginning of this
section, we also have a one-to-one correspondence between potentials V
and, let us say, distributions
g/
Z N
N
dsðlÞ
Z N
N
dx gðxÞ cos
ﬃﬃﬃ
l
p
x:
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However, this distribution determines the measure s (and thus r) only if (in
fact, precisely if) we have limit point case at inﬁnity. This remark again
conﬁrms our claim that in inverse spectral theory, the function f is the more
natural object.
18. Some remarks
The proof of Theorem 5.1 has indicated at least two methods of
reconstructing the potential V from the spectral data f: One consists of
solving the integral equation for y (say),
yðx; tÞ þ
Z x
0
Kðt; sÞyðx; sÞ ds ¼ 1:
By (16.3) and Proposition 8.1, V ¼ y00w0  w00y0; and since yw00 ¼ wy00 and
yw0  y0w ¼ 1; we can compute the potential V from this solution y by
V ðxÞ ¼ y00ðx; xÞ=yðx; xÞ: This way of ﬁnding V is quite similar to the
Gelfand–Levitan procedure, where one solves the integral equation
zðx; tÞ þ
Z x
0
Kðt; sÞzðx; sÞ ds ¼ Kðx; tÞ
for z and computes the potential as V ðxÞ ¼ z0ðx; xÞ (see [21, Chapter 2]).
Loosely speaking, our function yðx; tÞ is a two-point version of the solution
yðxÞ to y00 þ Vy ¼ 0 with the initial values yð0Þ ¼ 1; y0ð0Þ ¼ 0:
Our proof of Theorem 5.1 also admits a second, completely different
interpretation. Namely, the integral equations for y; w may be viewed as an
auxiliary tool needed to show that the canonical system that was
constructed with the aid of Theorem 7.3 is equivalent to a Schro¨dinger
equation. In other words, if one has a constructive proof of Theorem 7.3,
one may apply the corresponding reconstruction procedure and one
automatically obtains a canonical system that satisﬁes the hypotheses of
Proposition 8.1, possibly after some modiﬁcations: deletion of an initial
singular interval, introduction of a new independent variable to match the
de Branges spaces and ﬁnally a transformation of the type H-Hc; as in the
proof of Theorem 15.1. (Actually, this last transformation does not affect
H11ðxÞ and, by the above, is thus not needed to compute V ðxÞ:) Put
differently, this means that work on constructive inverse spectral theory of
canonical systems always has implications in the inverse spectral theory of
Schro¨dinger operators as well.
In [6], Theorem 7.3 is proved as follows. The ﬁrst step is to approximate
the de Branges function E by polynomial de Branges functions En: The
construction of (discrete) canonical systems for En can be carried out using
elementary methods only (for instance, orthogonalization of polynomials).
Finally, one passes to the limit n-N: See also [26,32] for completely
different views on Theorem 7.3.
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As a ﬁnal remark, we would like to point out that the transformation
from a Schro¨dinger equation to a canonical system regularizes the
coefﬁcients. Indeed, HAACð2Þ; while in general, one only has VAL1: This
effect will be particularly convenient if one considers Schro¨dinger operators
with, let us say, measures or even more singular distributions as potentials.
The theory of canonical systems and de Branges spaces seems to provide us
with a particularly appropriate approach to the direct and inverse spectral
theory of such operators.
19. Dirichlet boundary conditions
We now consider Schro¨dinger equation (3.1) with Dirichlet boundary
condition at the origin: yð0Þ ¼ 0: In inverse spectral theory, the case of
Dirichlet boundary conditions often poses additional technical problems
(for instance, in [14,22,23], Dirichlet boundary conditions are not discussed).
This seems to hold to a lesser extent for the approach developed in this
paper. All results presented so far have direct analogs, and in most cases, no
new ideas are needed.
We will now give a very sketchy exposition of these results. In fact,
I have already used part of this material in [25]. This reference
also contains additional hints concerning the proofs. We continue
to use the symbols SN ; Kf; f etc., but of course these quantities
will not be identical to their counterparts for Neumann boundary
conditions.
One now deﬁnes uðx; zÞ as the solution of (3.1) with the initial values
uð0; zÞ ¼ 0; u0ð0; zÞ ¼ 1: Then, as in Section 3, one can form the de Branges
function ENðzÞ ¼ uðN ; zÞ þ iu0ðN; zÞ; and BðEN Þ 	 SN can again be identiﬁed
with the spaces L2ðR; dr
b
NÞ from the spectral representation. Theorems 4.1
and 4.2 have direct analogs. More precisely, one always has (that is,
independently of the potential VAL1ð0; NÞ)
SN ¼ F ðzÞ ¼
Z N
0
f ðxÞ
sin
ﬃﬃ
z
p
xﬃﬃ
z
p dx: fAL2ð0; NÞ( ):
Moreover, for any given VAL1ð0; NÞ; there exists a real valued, even
function fAACð1Þ½2N; 2N with fð0Þ ¼ 0 so that for all FASN ;
jjF jj2SN ¼ /f ; ð1þKfÞfSL2ð0;NÞ:
Here, Kf again is an integral operator on L2ð0; NÞ; but this time with
kernel
Kðx; tÞ ¼ 1
2
ðfðx  tÞ  fðx þ tÞÞ
(note the minus sign!). Finally, we still have the inverse and uniqueness
results from Section 5. In other words, there is a one-to-one correspondence
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between potentials VAL1ð0; NÞ and f functions fAFN : Here, we again
deﬁne FN by
FN ¼ffAACð1Þ½2N; 2N: f real valued;
even; fð0Þ ¼ 0; 1þKf > 0g:
More on these results can be found in [25]. Note also that the condition that
fð0Þ ¼ 0 now has a somewhat different meaning: in fact, it is a
normalization rather than a condition because obviously one can add
constants to f without changing Kf:
We conclude this paper with a characterization of the half line
spectral data in the case of Dirichlet boundary conditions. This
result is the analog of Theorem 17.1. The referee has pointed out
that this seems to be the ﬁrst such characterization in this generality
([21], for instance, has continuity assumptions on the potential). We again
deﬁne spectral measures as those positive Borel measures r on R which
integrate functions from
S
SN correctly: jjF jjL2ðR;drÞ ¼ jjF jjSN for all
FA
S
SN : Also, given r; we again introduce the signed measure s ¼
r r0; where dr0ðlÞ ¼ wð0;NÞðlÞ
ﬃﬃ
l
p
dl
p is the (unique) spectral measure of the
half line problem for zero potential. Here are the conditions that
characterize spectral measures.
(1) If FA
S
N>0 SN ;
R
jF ðlÞj2 drðlÞ ¼ 0; then F 	 0:
(2) For every gACN0 ðRÞ with
R
g ¼ 0; the integralR
dsðlÞ
R
dx gðxÞ
cos
ﬃﬃ
l
p
x1
l converges absolutely:Z N
N
d jsjðlÞ
Z N
N
dx gðxÞ
cos
ﬃﬃﬃ
l
p
x  1
l

oN:
Moreover, there exists an even, real valued function fAACð1ÞðRÞ
with fð0Þ ¼ 0; so thatZ N
N
dsðlÞ
Z N
N
dx gðxÞ
cos
ﬃﬃﬃ
l
p
x  1
l
¼
Z N
N
gðxÞfðxÞ dx
for all gACN0 ðRÞ with
R
g ¼ 0:
Here, we of course interpret
cos
ﬃﬃ
l
p
x1
l jl¼0 ¼ x
2=2: For la0; the 1 in the
numerator can actually be dropped since
R
g ¼ 0: In particular, this remark
shows that the x integral is rapidly decaying as l-N: Condition (2) admits
the following reformulation:
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ð20Þ For every hACN0 ðRÞ; the integral
R
dsðlÞ
R
dx hðxÞ
sin
ﬃﬃ
l
p
xﬃﬃ
l
p converges
absolutely:Z N
N
d jsjðlÞ
Z N
N
dx hðxÞ
sin
ﬃﬃﬃ
l
p
xﬃﬃﬃ
l
p
oN:
Moreover, there exists an odd, real valued function f0AL1;locðRÞ; so
that Z N
N
dsðlÞ
Z N
N
dx hðxÞ
sin
ﬃﬃﬃ
l
p
xﬃﬃﬃ
l
p ¼  Z N
N
hðxÞf0ðxÞ dx
for all hACN0 ðRÞ:
To prove that (2) and (2’) are equivalent, observe that gACN0 ðRÞ;
R
g ¼ 0
precisely if g ¼ h0 for some hACN0 ðRÞ; and integrate by parts.
As expected, we denote by GL the set of r’s satisfying conditions (1) and
(2) (or equivalently, (1) and ð20Þ).
Theorem 19.1. (a) For every rAGL; there exists a unique VAL1;locð½0;NÞÞ so
that r is a spectral measure of d2=dx2 þ V ðxÞ:
(b) If r is a spectral measure of d2=dx2 þ V ðxÞ; then rAGL:
Sketch of proof. (a) Proceed as in the proof of Theorem 17.1(a). The only
place where an additional observation is needed is at the beginning of the
argument. Here, we put, for fACN0 ðRÞ; F ðlÞ ¼
R
R
f ðxÞ
sin
ﬃﬃ
l
p
xﬃﬃ
l
p dx; and we
want to show by a calculation thatZ
R
jF ðlÞj2 dsðlÞ ¼
1
2
Z N
N
Z N
N
dx dt f ðxÞf ðtÞðfðx  tÞ  fðx þ tÞÞ:
ð19:1Þ
This works well for odd f ; and this is already the general case because we
can decompose an arbitrary f into odd and even parts and the contributions
containing even functions are zero on both sides of (19.1).
(b) As in the proof of Theorem 17.1(b), condition (1) is obvious from the
deﬁning property of spectral measures. If r is a spectral measure, thenZ 0
N
eL
ﬃﬃﬃﬃ
l
p
drðlÞoN 8L > 0;
Z
R
drðlÞ
1þ l2
oN:
See [15, Section 6]; actually, this reference uses the term ‘‘spectral measure’’
in a slightly more restrictive sense, but the method of proof extends to our
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setting if combined with the Nevanlinna type parametrization of the spectral
measures from [9].
The above estimates imply the absolute convergence of the integral from
condition (2). As in the proof of Theorem 17.1(b), one shows that with f
being the f function corresponding to the given potential V ; the desired
identityZ N
N
dsðlÞ
Z N
N
dx gðxÞ
cos
ﬃﬃﬃ
l
p
x  1
l
¼
Z N
N
gðxÞfðxÞ dx
holds for functions g that are of the form g ¼ f1 * f2 with odd functions
fiACN0 ðRÞ: Alternately, if we pass to formulation (2’) by integrating by
parts, this says thatZ N
N
dsðlÞ
Z N
N
dx hðxÞ
sin
ﬃﬃﬃ
l
p
xﬃﬃﬃ
l
p ¼  Z N
N
hðxÞf0ðxÞ dx ð19:2Þ
for all h ¼ F1 *f2 with F1 even, f2 odd, F1; f2AC
N
0 ðRÞ: (Of course, F1 is just
F1ðxÞ ¼
R x
N f1ðtÞ dt:) By the argument from the proof of Theorem 17.1(b),
(19.2) now follows for all odd hACN0 ðRÞ: For even hAC
N
0 ðRÞ; (19.2) is
trivially satisﬁed: both sides are equal to zero. &
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