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Abstract: This work presents optimization results obtained for a double-effect H2O-LiBr absorption
refrigeration system considering the total cost as minimization criterion, for a wide range of cooling
capacity values. As a model result, the sizes of the process units and the corresponding operating
conditions are obtained simultaneously. In this paper, the effectiveness factor of each proposed heat
exchanger is considered as a model optimization variable which allows (if beneficial, according to
the objective function to be minimized) its deletion from the optimal solution, therefore, helping us
to determine the optimal configuration. Several optimization cases considering different target
levels of cooling capacity are solved. Among the major results, it was observed that the total
cost is considerably reduced when the solution heat exchanger operating at low temperature
is deleted compared to the configuration that includes it. Also, it was found that the effect of
removing this heat exchanger is comparatively more significant with increasing cooling capacity levels.
A reduction of 9.8% in the total cost was obtained for a cooling capacity of 16 kW (11,537.2 $·year−1
vs. 12,794.5 $·year−1), while a reduction of 12% was obtained for a cooling capacity of 100 kW
(31,338.1 $·year−1 vs. 35,613.9 $·year−1). The optimization mathematical model presented in this
work assists in selecting the optimal process configuration, as well as determining the optimal process
unit sizes and operating conditions of refrigeration systems.
Keywords: absorption refrigeration; H2O-LiBr working pair; double-effect system; cost optimization;
nonlinear mathematical programming
1. Introduction
Compared to vapor compression cycles, the main advantage of absorption refrigeration systems
(ARSs) such as water-lithium bromide (H2O-LiBr) ARSs is that they are activated by low-level energy
sources [1] (such as geothermal or solar energies) or low-grade waste heat rejected from various
processes, as opposed to through the use of electric energy. On the other hand, compared to other
working pairs, such as ammonia-water (NH3-H2O), a LiBr solution has no ozone-depleting potential
or global warming effect reported in literature, in line with the Montreal, Kyoto, and Paris Accords.
The energy efficiency of a single-effect ARS is relatively low. To cope with this weakness,
several papers have been published that aimed at improving the performance of single-effect
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H2O-LiBr ARSs based on energy [2–4], exergy [4–6], exergo-economic [7,8], or cost [5,9] studies.
Other authors have addressed such limitations by investigating other process configurations instead,
including advanced configurations of multi-effect systems [10]. Among them, the double-effect
schemes have comparatively received more interest, and are, in fact, the most frequently applied in
industry [11,12]. Many studies on the double-effect H2O-LiBr ARS were conducted by performing
energy analyses [13–15], exergy analyses [15,16], and exergo-economic analyses [1,17,18]. A special
feature of the double-effect ARS is its capability of running in series, parallel, and reverse parallel flow
schemes according to the working solution flow through the heat exchangers and generators [11–13,19].
Despite the fact that systematic computer-aided methods and mathematical programming
techniques have been successfully employed to optimize energy processes [20–25], not that many
publications can be found for ARS [5,9,26–30]. These methods and techniques make it possible to
optimize large mathematical models considering at the same time all the continuous and discrete
decisions, which is one of the major advantages over parametric optimization approaches.
Chahartaghi et al. [27] recently studied two novel arrangements of double-effect absorption
chillers with series and parallel flow, which differ from earlier conventional absorption chillers by
the fact that they have an additional solution heat exchanger. They investigated the effects on the
coefficient of performance (COP) of the temperature and mass flow rate of the vapor entering the
high-temperature generator (HTG) and water entering the absorber (ABS). One of the results indicated
that for an inlet vapor temperature to the HTG lower than 150 ◦C, the series cycle has a higher COP
than the parallel cycle.
Lee et al. [28] employed a multi-objective genetic algorithm (MOGA) and meta-models to optimize
several generators for a H2O-LiBr absorption chiller with multiple heat sources. The integrated
generation system included a HTG, a low-temperature generator (LTG), and a waste heat recovery
generator (WHRG). The optimization problem consisted of the minimization of the total generation
volume and the maximization of the total generation rate. It was found that the WHRG is dominant
for reducing the total volume, and the HTG is dominant for improving the total generation rate.
Sabbagh and Gomez [29] proposed an optimal control strategy to operate H2O-LiBr absorption
chillers. The aim of the control strategy was to keep the cold water flow at a desired temperature (11 ◦C).
To this end, a dynamic model consisting of differential algebraic equations (DAE) was first developed
and then reformulated into a set of algebraic equations by discretizing the state and control variables
using orthogonal collocation on finite elements, by dividing the time horizon into finite elements.
The resulting model was implemented in the General Algebraic Modeling System (GAMS) and solved
with the Interior Point OPTimization (IPOPT) solver [31]. Both step and sinusoidal perturbations of
the hot water inlet temperature were studied. The results obtained are promising because, through the
implementation of the optimal control strategy, the COP was significantly improved, thus reducing
the operational cost and maintaining the cold water outlet temperature at the desired level.
In this paper, a mathematical model of a double-effect system with series flow configuration
presented by Mussati et al. [32] is modified to consider another double-effect configuration, where the
stream leaving the absorber is now split into two streams: one is passed through a solution heat
exchanger (the low-temperature heat exchanger LTSHE) that is placed before the LTG, and the other is
passed through another solution heat exchanger (the high-temperature heat exchanger HTSHE) that is
placed before the HTG. The effectiveness factor of each solution heat exchanger is a model variable,
thus making it possible to remove the corresponding solution heat exchanger, if beneficial according to
the objective function that is optimized. Therefore, improved cost-effective process configurations can
be found. The cost model presented by Mussati et al. [32] is employed. To the best of our knowledge,
few articles deal with the simultaneous optimization approach presented in this work in order to take
into account all the trade-offs existing between the model variables, which include both operation
conditions and process unit sizes. The application of the proposed optimization approach leads to the
improved configuration, in terms of costs, of a double-effect H2O-LiBr absorption refrigeration system,
which is the main contribution of this paper.
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2. Process Description
As shown in Figure 1, the stream #1 that leaves the ABS is split into two streams. A fraction
(stream #1’) is directed to the LTSHE through the solution pump PUMP1; it is then fed to the LTG
(stream #3). The other fraction (stream #1”) is conducted to the HTSHE through the solution pump
PUMP2, and then fed to the HTG (stream #12). In both generators, a vapor stream of refrigerant and a
stream of concentrated LiBr solution are obtained.
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Figure 1. Schematic of the studied double-effect H2O-LiBr ARS. EV1, EV2, EV3 and EV4 represent
expansion valves; EVAP evaporator, ABS absorber; PUMP1 and PUMP2 solution pumps; LTSHE and
HTSHE low and high temperature solution heat exchangers, respectively; LTG and HTG low- and
high-temperature generators; COND con enser; dash-dotted line (stream #16) refers to an energy
stream associated to the r frigerant formed in .
The heat of the refrigerant generated in the HTG (‘energy stream’ #16)—represented by the
dash-dotted line in Figure 1—is used in the LTG to produce refrigerant (stream #7) and the strong
solution (stream #4). Also, low-grade waste heat rejected from other processes can be additionally
used to increase the refrigerant production, which is, in fact, a remarkable feature of multi-stage
configurations. This facilitates waste heat recovery as a means of implementing a circular economy
strategy [33,34]. The streams #18 and #7 (refrigerant vapors) transfer their heat into the condenser
COND. The condensed refrigerant (stream #8) is passed through the expansion valve EV1, and then
fed to the evaporator EVAP that operates at the lowest pressure of the system. Finally, the stream
#10 (vapor) is fed to the ABS and is absorbed in the resulting mixture of the strong solutions coming
from LTSHE and HTSHE after passing through EV2 (stream #6) and EV3 (stream #15), respectively.
The generated heat is rejected by using cooling water.
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3. Mathematical Model
The mathematical model has been derived considering the following assumptions: (a) steady-state
condition [12,19,35]; (b) no pressure drops and heat losses are taken into account [12,19,35];
(c) saturation condition for refrigerant streams that leave the condenser and evaporator [12,19];
(d) saturation condition for the diluted (weak) LiBr solution that leaves the absorber [12]; (e) the
concentrated (strong) LiBr solutions leaving the generators are at equilibrium conditions [12]; and (f)
isenthalpic process in expansion valves [19,35].
Each process unit is described by using a similar mathematical model presented by
Mussati et al. [32]. The list of assumptions and the complete mathematical model (mass and
energy balances) here employed are provided as Supplementary Materials related to this article.
The correlations used to estimate the physicochemical properties of the LiBr solution (stream enthalpy)
reported by ASHRAE [36] and the correlations used to describe the LiBr solution crystallization region
given by Gilani and Ahmed [37] are also included as Supplementary Materials.
Optimization Problem: Total Annual Cost (TAC) Minimization
The optimal design consists of minimizing the TAC (Equation (1)), which accounts for the
annualized capital expenditure (annCAPEX) and he operating expenditure (OPEX), while meeting the
process design specifications and operation constraints for a wide range of cooling capacity levels.
TAC = annCAPEX + OPEX (1)
The annCAPEX is given by Equation (2). The capital recovery factor (CRF) is given by Equation (3),
which is computed for a lifetime (n) of 25 years and an interest rate (i) of 10.33% [5]. The investment
(Zk) of a process unit k is given by Equation (4).
annCAPEX = CRF·∑
k
Zk (2)
CRF =
i·(1 + i)n
(1 + i)n − 1 (3)
Zk = Ak·(f·HTAk)Bk + Ck (4)
The OPEX is estimated by Equation (5), which includes costs associated with the heating (HU)
and cooling (CU) utilities, consisting of steam (in t·year−1) and cooling water (in t·year−1), respectively.
The unitary cost of vapor (CHU) is 2.0 $·t−1 and for cooling water (CCU) it is 0.0195 $·t−1 [5].
OPEX = CHU·HU + CCU·CU (5)
The cooling capacity in EVAP (QEVAP) is the target design specification; it is a model parameter i.e.,
a known and fixed value in each optimization run. In this optimization study, QEVAP is parametrically
varied from 16 kW to 100 kW. The optimization result provides the optimal distribution of annCAPEX
and OPEX, the optimal sizes of the process units, and optimal operating conditions (stream pressure,
temperature, concentration, and flow rate).
The computational tools to implement and solve the model equations were GAMS®v. 23.6.5 [38]
and CONOPT 3 v. 3.14W [39], respectively. Since several nonlinear and non-convex constraints
are present in the model and a local solver is used, it cannot be guaranteed that the obtained
solutions correspond to the global optimum. However, based on the insights gathered from literature
sources [2,5,32], the model was solved using different initial values obtaining the same solutions in all
the cases. The latter forms a strong indication that the obtained solution is likely to correspond to the
global optimum.
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4. Results and Discussion
The optimization results obtained for a wide range of cooling capacity values and two (original and
improved) process configurations are discussed. The main model parameter values are related with the
cooling capacity, which is varied from 16 kW to 100 kW, and the global heat transfer coefficients, which
are: 1.50 kW·m−2·◦C−1 for the evaporator, 1.0 kW·m−2·◦C−1 for the absorber, 2.50 kW·m−2·◦C−1
for the condenser, 1.50 kW·m−2·◦C−1 for the generators, and 1.0 kW·m−2·◦C−1 for the solution
heat exchangers.
The external design conditions are:
– High temperature generator (HTG): saturated steam at 160 ◦C.
– Absorber (ABS) and condenser (COND): cooling water at 20 ◦C.
– Evaporator (EVAP): Inlet and outlet chilled water temperatures: 13.0 ◦C and 10.0 ◦C, respectively;
evaporator working temperature: 4.0 ◦C.
In addition, the following lower and upper bounds were imposed, respectively: 40% and 70%
for LiBr concentrations, 0.1 kPa and 100 kPa for operating pressures, 0 kg·s−1 and 100 kg·s−1 for flow
rates, and 75% and 100% for the effectiveness factors of the solution heat exchangers.
The optimization runs were performed by varying the cooling capacity from 16 kW to 100 kW.
As shown in Figure 2, the minimum TAC value and the associated annCAPEX and OPEX values
increase almost linearly with increasing cooling capacity levels. Also, it can be observed that the
annCAPEX contribution to the TAC is significantly higher than the OPEX contribution, and that the
difference between annCAPEX and OPEX increases as the cooling capacity increases. When the cooling
capacity increases from 16 kW to 100 kW, the minimum TAC value and the optimal annCAPEX and
OPEX values increase, respectively, 2.8, 2.5, and 6.4 times (from 12,794.5 $·year−1 to 35,613.9 $·year−1,
from 12,013.6 $·year−1 to 30,644.4 $·year−1, and from 780.8 $·year−1 to 4969.5 $·year−1).
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Figure 3 illustrates the individual contributions of the process units to annCAPEX with increasing
cooling cap city levels. It can b seen that the HTG and L have virtually the sam annCAPEX
values throughout the examined range, and that they are in the same order of magnitude as the EVAP
for the lowest cooling capacity levels. These values are comparatively higher than the values obtained
for the other process units. For cooling capacity values between 16 and 30 kW, the contributions of
the ABS and COND to the annCAPEX are similar to each other, as is the case for the HTSHE and
LTSHE. Also, F gure 3 shows that the contribution of EVAP is n nlinear while the contributions of
the remaining process units are practically linear. For cooli g capacities higher than 18 kW, EVAP is
the largest contributor to annCAPEX. When the cooling capacity increases, EVAP and ABS are the
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process units that increase the most rapidly in annCAPEX compared to the other process units. Indeed,
ABS and EVAP increase by around 11 and 3 times, respectively, when the cooling capacity increases
from 19 to 100 kW.
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The optimal values of the annualized investment cost for each process unit shown in Figure 3
correspond to the optimal values of the heat transfer areas, heat loads, and driving forces shown in
Figure 4a–c, respectively.
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Regarding the OPEX distribution, Figure 5 shows that the contribution of the cost for steam
required in the HGT as a heating source is slightly lower than the contribution of the cost for cooling
water required in the COND and ABS, but the differences in cost increase with increasing cooling
capacity levels. A cost difference of 75.6 $·year−1 (352.6 $·year−1 vs. 428.2 $·year−1) is observed for a
cooling capacity of 16 kW and a difference of 371.7 $·year−1 (2298.9 $·year−1 vs. 2670.6 $·year−1) for a
cooling capacity of 100 kW.
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Figure 6 shows the behavior of the LiBr solution concentrations (X) of the process: weak solution
(X1) and strong solutions (X4 and X13 leaving the LTG and HTG, respectively; and X15 entering the
ABS), with increasing cooling capacity levels. It can be seen that that the concentration values increase
with the increase of the cooling capacity, but keep similar ratios between the concentration values in
the different streams.
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As mentioned earlier, the effectiveness factors ηLT and η TSHE of the solution heat exchangers
LTSHE and HTSHE, respectively, are considered as (free) model variables, i.e., decision variables,
as opposed to other published studies, which consider these factors as (fixed) model parameters
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instead, usually in the range between 65% and 90%, thus always forcing their presence in the process
configuration. In this work, by allowing the heat exchanger effectiveness factor to take any value,
the presence or absence of the solution heat exchangers is a result of the optimization problem. First,
all the solved optimization problems considered the same lower bound for ηLTSHE and ηHTSHE of 75%.
The results deserve detailed discussion because they may indicate changes in the process configuration,
such as the removal of one or even both solution heat exchangers in order to obtain improved solutions,
in terms of total annual costs, compared to the current optimal solutions. The optimal ηLTSHE and
ηHTSHE values remain constant at the imposed lower bound (75%) throughout the range of cooling
capacity values.
Then, it becomes interesting to perform new optimizations while relaxing the lower bounds
imposed to ηLTSHE and ηHTSE of 75%, in order to see how these bounds affect the current optimal
solutions for the same range of cooling capacity values. The obtained optimization results are presented
in the forthcoming discussions.
Influence of the Solution Heat Exchangers on the Optimal Solutions
The process configuration shown in Figure 1 and analyzed in the previous section—where both
LTSHE and HTSHE are forced to be present—is hereafter named ‘Conf. 1’ and the one obtained in
this subsection is referred as ‘Conf. 2’. In all cases, the problem that is solved is the minimization of
the TAC.
Figure 7 illustrates the optimal values of both effectiveness factors ηLTSHE and ηHTSHE obtained
by considering a lower bound of 1%, which, in practical terms, is virtually zero. (Note that, in this case,
a ‘very small’ numerical value is imposed as the lower bound, instead of zero, to prevent numerical
problems that may lead to model convergence failure). As seen in Figure 7, the obtained optimal
values for ηLTSHE result in the lower bound of ηLTSHE, thus indicating that the LTSHE is removed
from the configuration for all the specified cooling capacity values. However, the optimal ηHTSHE
values increase logarithmically, from 49.8% to 66.9%, with increasing cooling capacity levels in the
examined range. This indicates that the heat integration between the weak and strong solutions leads
to cost-effective solutions only when such integration takes place in the high-temperature region of the
process through HTSHE (since LTSHE in the low-temperature region is not selected in any case).
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the high-temperature solution heat exchanger (HTSHE) versus the cooling capacity when their lower
bounds ηLB are relaxed.
Tables 1–6 compare costs, process-unit sizes, and operating conditions obtained for the two
configurations corresponding to the extremes of the studied cooling capacity range, i.e., for 16 kW and
100 kW.
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Table 1. Optimal costs obtained for configurations Conf. 1 and Conf. 2 for a cooling capacity of 16 kW.
Cost Item Conf. 1 Conf. 2 Deviation (%)
TAC (M$·year−1) 12,794.5 11,537.2 −9.8
annCAPEX (M$·year−1) 12,013.6 10,684.3 −11.1
CAPEX (M$) 106,315.5 94,551.5 −11.1
EVAP 27,384.7 27,384.7 0
HTG 29,794.7 29,470.8 −1.1
LTG 29,447.1 29,195.3 −0.9
COND 3701.9 3802.2 +2.7
LTSHE 7135.8 121.2 (*) −
HTSHE 5997.4 1911.9 −68.1
ABS 2853.9 2665.6 −6.6
OPEX (M$·year−1) 780.8 852.9 +9.2
Steam 352.6 405.0 +14.9
Cooling water 428.2 447.9 +4.6
(*) It is not summed in the TAC and CAPEX.
Table 2. Optimal values of heat transfer areas, heat loads, and driving forces obtained for configurations
Conf. 1 and Conf. 2 for a cooling capacity of 16 kW.
Heat Load
(kW)
Heat Transfer Area
(m2)
Driving Force
(◦C)
Conf. 1 Conf. 2 Conf. 1 Conf. 2 Conf. 1 Conf. 2
EVAP 16.000 16.000 1.443 1.443 7.393 7.393
HTG 12.029 13.816 0.313 0.287 25.633 32.144
LTG 9.056 10.030 0.285 0.265 20.525 24.462
COND1 0.223 0.202 0.004 0.004 23.486 21.981
COND2 7.302 6.409 0.220 0.235 13.674 11.251
LTSHE 3.378
η = 75%
0.047
η = 1.521 0.356 0.001 9.484 44.725
HTSHE 7.375
η = 75%
3.197
η = 49.767 0.278 0.054 26.544 58.918
ABS 20.503 23.205 2.074 1.997 9.888 11.619
Table 3. Optimal values of operating conditions obtained for configurations Conf. 1 and Conf. 2 for a
cooling capacity of 16 kW.
Pressure
(kPa)
Temperature
(◦C)
Solution Conc.
(kg LiBr kg−1 sol.) × 100
Mass Flow Rate
(kg·s−1)
Point Conf. 1 Conf. 2 Conf. 1 Conf. 2 Conf. 1 Conf. 2 Conf. 1 Conf. 2
1 0.813 0.813 30.944 30.967 53.668 53.681 0.085 0.058
2 7.150 5.835 30.944 30.967 53.668 53.681 0.045 0.032
3 7.150 5.835 66.918 31.659 53.668 53.681 0.045 0.032
4 7.150 5.835 78.910 76.438 57.578 58.449 0.042 0.030
5 7.150 5.835 38.298 75.638 57.578 58.449 0.042 0.030
6 0.813 0.813 38.198 42.666 57.582 59.863 0.042 0.030
7 7.150 5.835 78.910 76.438 − − 0.003 0.003
8 7.150 5.835 39.345 35.595 − − 0.007 0.007
9 0.813 0.813 4.005 4.005 − − 0.007 0.007
10 0.813 0.813 4.005 4.005 − − 0.007 0.007
11 81.299 58.161 30.944 30.967 53.668 53.681 0.040 0.026
12 81.299 58.161 117.292 89.468 53.668 53.681 0.040 0.026
13 81.299 58.161 146.074 148.517 59.245 63.889 0.037 0.022
14 81.299 58.161 55.368 89.756 59.245 63.889 0.037 0.022
15 0.813 0.813 42.516 53.893 59.787 65.401 0.037 0.022
16 81.299 58.161 146.074 148.517 − − 0.004 0.004
17 81.299 58.161 94.023 85.209 − − 0.004 0.004
18 7.150 5.835 39.345 35.595 − − 0.004 0.004
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Table 4. Optimal cost values obtained for configurations Conf. 1 and Conf. 2 for a cooling capacity of
100 kW.
Cost Item Conf. 1 Conf. 2 Deviation (%)
TAC (M$·year−1) 35,613.9 31,338.1 −12.0
annCAPEX (M$·year−1) 30,644.4 26,001.7 −15.1
CAPEX (M$) 271,189.7 230,103.8 −15.1
EVAP 75,306.6 75,306.6 0
HTG 48,532.7 45,984.3 −5.3
LTG 48,642.3 45,325.2 −6.8
COND 14,649.4 13,715.8 −6.4
LTSHE 28,054.3 514.0 (*) −
HTSHE 23,875.4 13,062.0 −45.3
ABS 32,128.8 36,709.9 +14.3
OPEX (M$·year−1) 4969.5 5336.4 +7.4
Steam 2298.9 2358.8 +2.6
Cooling water 2670.6 2977.6 +11.5
(*) It is not summed in the TAC and CAPEX.
Table 5. Optimal values of heat transfer areas, heat loads, and driving forces obtained for configurations
Conf. 1 and Conf. 2 for a cooling capacity of 100 kW.
Heat Load
(kW)
Heat Transfer Area
(m2)
Driving Force
(◦C)
Conf. 1 Conf. 2 Conf. 1 Conf. 2 Conf. 1 Conf. 2
EVAP 100.00 100.00 9.017 9.017 7.393 7.393
HTG 78.424 80.466 2.295 1.988 22.781 26.979
LTG 56.767 61.849 2.308 1.911 15.866 20.885
COND1 1.582 1.389 0.049 0.039 12.977 14.307
COND2 45.018 40.332 3.602 3.189 5.175 5.233
LTSHE 20.039(η = 75%)
0.316
(η = 1.794%) 2.518 0.008 7.960 38.000
HTSHE 52.188(η = 75%)
29.361
(η =
66.910%)
1.999 0.845 26.101 34.758
ABS 131.825 138.745 7.842 8.438 16.809 16.442
Table 6. Optimal values of operating conditions obtained for configurations Conf. 1 and Conf. 2 for a
cooling capacity of 100 kW.
Pressure
(kPa)
Temperature
(◦C)
Solution Conc.
(kg LiBr kg−1 sol.) × 100
Mass Flow Rate
(kg·s−1)
Point Conf. 1 Conf. 2 Conf. 1 Conf. 2 Conf. 1 Conf. 2 Conf. 1 Conf. 2
1 0.813 0.813 38.569 35.667 57.774 56.253 0.667 0.416
2 4.575 4.146 38.569 35.667 57.774 56.253 0.349 0.223
3 4.575 4.146 67.385 36.162 57.774 56.253 0.349 0.223
4 4.575 4.146 76.991 74.414 61.017 60.766 0.330 0.207
5 4.575 4.146 45.083 73.914 61.017 60.766 0.330 0.207
6 0.813 0.813 44.983 46.760 61.021 61.902 0.330 0.207
7 4.575 4.146 76.991 74.414 − − 0.019 0.017
8 4.575 4.146 31.244 29.525 − − 0.042 0.042
9 0.813 0.813 4.005 4.005 − − 0.042 0.042
10 0.813 0.813 4.005 4.005 − − 0.042 0.042
11 66.147 51.122 38.569 35.667 57.774 56.253 0.318 0.193
12 66.147 51.122 120.781 110.365 57.774 56.253 0.318 0.193
13 66.147 51.122 148.185 147.306 62.407 64.801 0.294 0.167
14 66.147 51.122 63.409 68.330 62.407 64.801 0.294 0.167
15 0.813 0.813 49.006 53.893 63.008 65.401 0.294 0.167
16 66.147 51.122 148.185 147.306 − − 0.024 0.025
17 66.147 51.122 88.538 81.941 − − 0.024 0.025
18 4.575 4.146 31.244 29.525 − − 0.024 0.025
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Figures 8–10 compare the optimal values of costs obtained for both configurations for the whole
range of cooling capacity values. Figure 8a,b show that Conf. 2 has lower TAC and annCAPEX values,
respectively, than Conf. 1 for all cooling capacity levels. However, Conf. 1 has slightly lower OPEX
values than the OPEX values obtained for Conf. 2 (Figure 8c). The differences in TAC, annCAPEX,
and OPEX values between Conf. 1 and Conf. 2 increase with increasing cooling capacity levels. As seen
in Figure 8a,b and Table 1, at a cooling capacity of 16 kW, the TAC and annCAPEX values obtained
for Conf. 2 are 9.8% and 11.1% lower than the values obtained for Conf. 1 (11,537.2 M$·year−1 vs.
12,794.5 M$·year−1, and 10,684.3 M$·year−1 vs. 12,013.6 M$·year−1, respectively). However, the OPEX
in Conf. 2 is 9.2% higher than in Conf. 1 (852.9 M$·year−1 vs. 780.8 M$·year−1). For a cooling capacity
of 100 kW, Table 4 shows that the TAC and annCAPEX values obtained for Conf. 2 are, respectively,
12% and 15.1% lower than the values obtained for Conf. 1 (31,338.1 M$·year−1 vs. 35,613.9 M$·year−1,
and 26,001.7 M$·year−1 vs. 30,644.4 M$·year−1, respectively). While the OPEX for Conf. 2 is 7.4%
higher than for Conf. 1 (5336.4 M$·year−1 vs. 4969.5 M$·year−1, respectively).
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Figure 9a co pares the cost for stea (heating utility) required for different cooling capacity
levels between both configurations, while Figure 9b compares the cost for cooling water requirements.
It can be seen that, for all cooling capacity values, the cost for steam obtained for Conf. 2 is slightly
higher than the cost obtained for Conf. 1, and that the difference remains almost constant throughout
the examined range (Figure 9a). The cost for cooling water is almost the same for low capacity level
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values; however, for higher cooling capacity levels, the cost for Conf. 2 is greater than the cost for
Conf. 1, and the difference increases with increasing cooling capacity values (Figure 9b).
Processes 2018, 6, x FOR PEER REVIEW  12 of 16 
 
 
(c) 
Figure 8. (a) Optimal total annual cost (TAC); (b) Optimal annualized capital expenditures 
(annCAPEX); (c) Optimal operating expenditures (OPEX) for configurations Conf. 1 and Conf. 2 as a 
function of the cooling capacity level. 
Figure 9a compares the cost for steam (heating utility) required for different cooling capacity 
levels between both configurations, while Figure 9b compares the cost for cooling water 
requir ments. It can be seen that, for all cooling capacity values, the cost for steam obtained for Conf. 
2 is slightly higher than the cost obtained for Conf. 1, and that the difference remains almost constant 
throughout the examined range (Figure 9a). The cost for cooling water is almost the same for low 
capacity level values; however, for higher cooling capacity levels, the cost for Conf. 2 is greater than 
the cost for Conf. 1, and the difference increases with increasing cooling capacity values (Figure 9b).  
 
(a) 
 
(b) 
Figure 9. (a) Optimal cost values for steam requirements; (b) Optimal cost values for cooling water 
requirements, as a function of the cooling capacity level.  
Figure 10 shows the investments associated with the process units obtained for Conf. 2. When 
comparing this figure and Figure 3 corresponding to Conf. 1, it can be seen that the trends of the 
individual contributions of the process units are similar for both configurations, except for LTSHE. 
This indicates that the elimination of LTSHE from the configuration does not modify the general 
trends of the investments required for the other process units as a function of the cooling capacity. 
Figure 9. (a) pti al cost values for stea require ents; (b) pti al cost values for cooling ater
require e ts, as a f cti f t e c li c cit le el.Processes 2018, 6, x FOR PEER REVIEW  13 of 16 
 
 
Figure 10. Optimal annualized capital expenditure (annCAPEX) values for each process unit in 
configuration Conf. 2 as a function of the cooling capacity level. 
Finally, it is interesting to compare in Table 3 (16 kW) and Table 6 (100 kW) the optimal flow rate 
values of the weak (stream #1) and strong (stream #6) solutions for both configurations. 
Independently of the cooling capacity level, the optimal values of these variables obtained for Conf. 
2 are significantly lower than the values obtained for Conf. 1. Moreover, all the flow rate values of 
the weak and strong solutions (m1 to m6, and m11 to m15) obtained for Conf. 2 are comparatively lower 
than the values obtained for Conf. 1 (by around 30–45% depending on the particular stream 
considered). For 16 kW, m1 decreases from 0.085 kg∙s−1 to 0.058 kg∙s−1 (a 32% decrease) and m2 from 
0.045 kg∙s−1 to 0.032 kg∙s−1 (a 29% decrease). However, the weak solution concentration X1 remains 
virtually unchanged for 16 kW and changes by only 2.6% for 100 kW. However, the (absolute) values 
are different; they are 53.7% for 16 kW and 56.2% for 100 kW, in Conf. 2.  
Another interesting result, from a practical point of view, is that the optimal medium and high 
operating pressures obtained for Conf. 2 are also significantly lower than the values obtained for 
Conf. 1. Table 3 shows that the medium and high pressures for Conf. 2 are 18% and 28% lower than 
Conf. 1, respectively, for a cooling capacity of 16 kW. Table 6 shows that these reductions are 9% and 
23%, respectively, for 100 kW. However, it should be observed that, for Conf. 2 and throughout the 
examined range of cooling capacity values, the LiBr concentration X15 and temperature T15 of stream 
#15 reached the values of 65.401% and 53.893 °C, respectively, which were obtained from the model 
constraint that describes the crystallization line. In fact, the inequality constraints that prevent 
crystallization became active, thus indicating that Conf. 2 operates in a region closer to the 
crystallization line than Conf. 1.   
Finally, in order to investigate the influence of the utility costs in the optimal solutions, the same 
optimization problems were solved by changing the current cost parameters. Specifically, the current 
cooling water and steam costs were changed to 2.95 × 10−2 $∙t−1 of cooling water and 84 $∙t −1 of steam, 
respectively. These numerical values are reported by Khan et al. [40] and Union Gas Limited [41], 
respectively. In addition, the influence of the global heat transfer coefficient values on the optimal 
solutions was studied. The optimization results showed that the optimal process configuration and 
the trends of the process variables do not vary with respect to the solutions discussed above when 
changes in the parameters were introduced. 
5. Conclusions 
This paper addressed the optimization of a double-effect H2O-LiBr ARS through the 
minimization of the total annual cost for a wide range of cooling capacity values. To this end, the 
existing trade-offs between process configuration, sizes of the process units, and operating conditions 
. ti al alized ital it re ( ) l es f r
fi .
Figure 10 shows the investments associated with the process units obtained for Conf. 2.
When comparing this figure and Figure 3 corresponding to Conf. 1, it can be seen that the trends of the
individual contributions of the process units are similar for both configurations, except for LTSHE.
This indicates that the elimination of LTSHE from the configuration does not modify the general trends
of the investments required for the other process units as a function of the cooling capacity.
Finally, it is interesting to compare in Table 3 (16 kW) and Table 6 (100 kW) the optimal
flow rate values of the weak (stream #1) and strong (stream #6) solutions for both configurations.
Independently of the cooling capacity level, the optimal values of these variables obtained for Conf. 2
are significantly lower than the values obtained for Conf. 1. Moreover, all the flow rate values of
the weak and strong solutions (m1 to m6, and m11 to m15) obtained for Conf. 2 are comparatively
lower than the values obtained for Conf. 1 (by around 30–45% depending on the particular stream
considered). For 16 kW, m1 decreases from 0.085 kg·s−1 to 0.058 kg·s−1 (a 32% decrease) and m2 from
0.045 kg·s−1 to 0.032 kg·s−1 (a 29% decrease). However, the weak solution concentration X1 remains
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virtually unchanged for 16 kW and changes by only 2.6% for 100 kW. However, the (absolute) values
are different; they are 53.7% for 16 kW and 56.2% for 100 kW, in Conf. 2.
Another interesting result, from a practical point of view, is that the optimal medium and high
operating pressures obtained for Conf. 2 are also significantly lower than the values obtained for
Conf. 1. Table 3 shows that the medium and high pressures for Conf. 2 are 18% and 28% lower than
Conf. 1, respectively, for a cooling capacity of 16 kW. Table 6 shows that these reductions are 9%
and 23%, respectively, for 100 kW. However, it should be observed that, for Conf. 2 and throughout
the examined range of cooling capacity values, the LiBr concentration X15 and temperature T15 of
stream #15 reached the values of 65.401% and 53.893 ◦C, respectively, which were obtained from
the model constraint that describes the crystallization line. In fact, the inequality constraints that
prevent crystallization became active, thus indicating that Conf. 2 operates in a region closer to the
crystallization line than Conf. 1.
Finally, in order to investigate the influence of the utility costs in the optimal solutions, the same
optimization problems were solved by changing the current cost parameters. Specifically, the current
cooling water and steam costs were changed to 2.95× 10−2 $·t−1 of cooling water and 84 $·t−1 of steam,
respectively. These numerical values are reported by Khan et al. [40] and Union Gas Limited [41],
respectively. In addition, the influence of the global heat transfer coefficient values on the optimal
solutions was studied. The optimization results showed that the optimal process configuration and
the trends of the process variables do not vary with respect to the solutions discussed above when
changes in the parameters were introduced.
5. Conclusions
This paper addressed the optimization of a double-effect H2O-LiBr ARS through the minimization
of the total annual cost for a wide range of cooling capacity values. To this end, the existing trade-offs
between process configuration, sizes of the process units, and operating conditions were optimized
by employing a nonlinear mathematical model, which was implemented in GAMS. Interestingly,
the effectiveness factors of the solution heat exchangers, which were treated as optimization variables
instead of fixed parameters, allowed us to obtain a new process configuration. The low-temperature
heat exchanger is removed from the configuration throughout the examined range of cooling capacity
levels, keeping only the high-temperature solution heat exchanger, indicating that the heat integration
between the weak and strong LiBr solutions takes place entirely at the high-temperature zone of the
process. The importance in terms of the effectiveness factor of the high-temperature solution heat
exchanger increases with increasing cooling capacity levels; the sizes and operating conditions of the
other process units accommodate accordingly, in order to meet the problem specifications with the
minimal total annual cost. However, the improved configuration operates in a region closer to the
crystallization line than the original configuration.
For a specified cooling capacity of 16 kW, the improved configuration makes it possible to reduce
the total annual cost and the annualized capital expenditures by around 10% and 11%, respectively,
with respect to the optimized conventional double-effect configuration, at the expense of increasing
the operating expenditures by around 9%. For a cooling capacity of 100 kW, these percentages are 12%,
15%, and 7.4%, respectively. Then, the improved configuration shows better cost performances at the
higher cooling capacity levels that were studied.
In future work, the proposed model will consider the variation of the heat transfer coefficients
with the temperature in each process unit. Then, a superstructure-based representation embedding
several candidate configurations, and thereby allowing different flow patterns, will be modeled and
solved through a discrete and continuous mathematical programming model. The latter system will
also include the possibility of extending the number of effects, and will make it possible to consider
other heat sources.
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