Reweighting strategies have been widely used to diminish the influence .of outliers in inverse problems. In a similar fashion, they can be used to design th regularization quadratic regularization, or damped least squares (pre-whitening) is a common procedure used to regularize the deconvolution problem. This procedure entails the definition of a constant damping term which is used to control the roughness of the deconvolved trace. In this paper I examine two different regularization criteria that lead to an algorithm where the damping term is adapted to successfully retrieve a broad-band reflectivity.
Reweighting strategies have been used in conjunction with least-squares-type estimators to diminish the influence of outliers in inverse problems (Gersztenkorn 1986; Scales, Gersztenkorn & Treital 1988) . In robust statistics the influence function (Huber 1981) , which measures the influence of the residuals on the estimators, is constructed so as to attenuate outliers. Applications to geophysical inverse problems were provided by Amundsen (1991) and Crase et al. (1990) . A similar manipulation can be applied to the regularization function. In this case the goal is to attenuate the sidelobe artefacts which are introduced in the deconvolution process. In this context, the regularization stategy is used to drive the output of the deconvolution to a prescribed part of the model space, quite contrary to the classical application in robust statistics where the chief goal is to attenuate the influence of gross errors. When the problem is properly regularized the resolution of close seismic arrivals can be significantly enhanced. The procedure described is used to overcome the poor resolution associated with quadratic regularization strategies. It must be realized, however, that it is only when the seismogram is composed of a finite superposition of seismic wavelets (sparse reflectivity assumption) that these techniques may provide a substantial improvement with respect to conventional deconvolution.
D E C O N V O L U T I O N
The deconvolution problem may be stated as follows. Consider
j where x k r k = 1, n, and y,, k = 1, ny are the input and output series to the convolution process, respectively. The series w k , k = 1, n, is the 'blurring function' or source wavelet. In time-domain deconvolution, the goal is to find g k such that the residuals rk are minimized:
In the least-squares approach the following objective function of the residuals is minimized:
The residuals are weighted according to the data accuracy that is given by the inverse of the standard error of each observation g k . For simplicity we shall assume that crk = on, k = 1, n y . The minimization of J , is accomplished by solving the following system: (5) where $(u) = [dp(u)]/du. In robust statistics the function $ is called the influence function. This function measures the influence of the residuals on the parameter estimators. The minimization of J , leads to the following system of normal equations: or in matrix form R x = g .
Equation (7) is stabilized by adding a small perturbation to the diagonal of the matrix R. This is equivalent to minimizing the following modified objective o r cost function:
where J , = C, p l ( x k / c r x ) . The term J , is the regularizer of the problem. The particular procedure is called zero-order quadratic regularization. The cost function J , which I will denote J l l , is given by
The minimum of eq. (9) is reached at the point
where p = cr:/cr; is the damping parameter of the problem. In filter theory, p is also called the pre-whitening parameter (Robinson & Treitel 1980) .
Modifying J,
A standard procedure in robust statistics is based on redesigning the influence function in order to attenuate the influence of outliers. A similar modification can be used to design the regularization function, J,. This paper is primarily concerned with regularization strategies. The data misfit is modelled using the functional p1 (eq. 3), while for the regularization term I will introduce the following modification (Huber 1981) :
The deconvolution problem is solved by minimizing the following cost function:
The influence function for p2 becomes
The function p 2 behaves identically to p1 for small values of u. When IuI > a , p 2 defines a line and its associated influence function becomes a constant.
We can define another function with similar behaviour:
When u is small p 3 + p l . The influence function corresponding to p3 is given by If p3 is adopted, the deconvolution problem is solved by minimizing a cost function designated by J13:
The cost function J13 can be derived using Bayes' rule by assuming Gaussian errors and a Cauchy prior probability to model the unknown parameters (Sacchi & Ulrych 1995) . The Bayesian procedure is described in the appendix. Fig. 1 shows the functions p l , p 2 and p3. In Fig. 2 the corresponding influence functions $,, + 2 and t j 3 are displayed. The functions p2 and $ 2 were calculated for a = 1 and a = 2. When the parameter a is small compared to the normalized variable u, the width of the transition zone -a < u < a becomes very narrow. In this case the cost function C i p2(ui) behaves like an 1, norm, 1, = X i Iuil.
Iterative solution
The solution to the least-squares problem with zero-order quadratic regularization expressed in eq. (10) can be modified to introduce into the regularization the functionals p2 (Huber criterion) and/or p 3 (Cauchy criterion). In this case the system of. normal equations is obtained by equating to zero the gradient of the objective function, J12 or J13:
If the problem is regularized with p 2 , the matrix Q, which I will call Q,, has the following diagonal elements:
When p3 is adopted, the matrix Q in eq. (17), which I will denote Q,, has the following diagonal elements:
We can make an analogy with the zero-order quadratic regularization to understand the effect of Q on solving the system expressed by eq. (17). In the zero-order quadratic regularization the damping term p in eq. (10) corresponds to the ratio of two variances, p = ai/o$ When p z 0 s p3 is used, the damping term becomes a ratio of the variance of the noise to a model-dependent variance which I will designate .,(xi). This variable takes the following form when the problem is regularized with pz:
The last equation shows that above a threshold the variance of xi is proportional to (xil. A similar argument leads to the variance for the regularization with p , :
in which case the variance has a parabolic growth with the amplitude of x.
Eq. (17) is solved using the following iterative scheme.
(1) Start with an initial reflectivity sequence xo.
(2) Select the hyperparameters of the problem, cn, ox and a (Huber criterion) or (T, and ox (Cauchy criterion).
(3) Compute p = of/a;, Qc0),, and the source autocorrelation matrix R.
(4) Iteratively solve eq. (17) using the following algorithm:
where k is the iteration number.
criterion is satisfied:
(5) The procedure is stopped when the following tolerance where J = J,, or J13 depending on the regularization criterion.
(6) Compute the data misfit. Select new hyperparameters if the misfit is not satisfactory. The strategy for hyperparameter selection is discussed in the following section.
Each iteration demands one matrix inversion. The procedure can be accelerated by using an iterative solver like the conjugate gradient (CG) algorithm (Hesteness & Stiefel 1952) . The advantage of using the CG algorithm is that an approximate solution can be computed by truncating the number of iterations. The latter does not significantly affect the final result of the optimization procedure outlined in eq. (22) (Scales et al. 1988) .
The effect of Q can be summarized as follows. In each iteration, the non-linearity produces a solution that has the minimum amount of structure or maximum sparseness. The validity of this type of solution is subject to the validity of the sparse reflectivity assumption. This assumption may not be completely appropriate to the modelling of seismic reflectivity. In fact, data derived from well logs suggest a much more complicated stochastic structure (Walden 1985) . However, in some situations we may wish to estimate the simplest solution. This is particularly true when the seismic trace is dominated by a few strong reflections.
Hyperparameter selection
The determination of the parameter p in eq. (17) is crucial, but unfortunately it cannot be determined a priori. A wrong selection of p may yield a solution that is unreasonable. We will assume that the variance of the noise cr; is known. If the Cauchy criterion is adopted, only one independent parameter ox must be determined ( p = cr;/cr;). When the Huber criterion is used, two independent parameters are needed: ox and a. The parameter a is assigned as follows: a = c x ox, where c is a scalar (c = 0.1 -1). If c is large (c > 2) the Huber criterion behaves like the standard quadratic form p l .
We adopt the discrepancy principle, which determines the parameter ux from the requirement that the data misfit matches the power of the noise. Since we have assumed that the noise is normally distributed, the data misfit obeys a x2 statistic:
The expected value of the x2 statistic is used as a target misfit, E [ x 2 ] = ny ( n , is the number of observations), where the largest acceptable value at the 99 per cent confidence limit is % n , + 3.3& (Rao 1973) . A 1-D search based on Brent parabolic interpolation (Press et al. 1992 ) is used to compute the parameter cr, that yields a solution that honours the target misfit. Fig. 3(a) portrays a simulated reflectivity impulse response for a simple earth model, the seismogram generated by convolving the impulse response with the source, and the seismic source. Gaussian noise was added to the synthetic seismogram with standard deviation cr, = 5 x lo-'. This represents a relative noise amplitude of 17.5 per cent. The relative noise magnitude is specified by a percentage of the maximum noise-free seismogram amplitude that its standard deviation represents
EXAMPLES
The deconvolution was carried out using zero-order quadratic regularization (minimizing JI1), the Huber criterion p 2 (minimizing J12) and the Cauchy criterion p3 (minimizing JI3). The estimated impulse responses are displayed in Figs 3(b) , (c) and (d), together with the reconstructed seismograms and residuals (original minus reconstructed data). The parameter ox was selected according to the x2 criterion.
The solution with p1 (zero-order quadratic regularization) does not allow us to identify each arrival properly. The reweighting strategy yields highly resolved estimates of the position and amplitude of each seismic reflection.
In general, about 5-10 iterations are sufficient to find a good approximation to the minimum of the cost function.
The portion of stacked seismic section shown in Fig. 4(a) is used to test the performance of the reweighted deconvolution procedure when dealing with field data. The stacked section Co,lmax(y,) x 1001. is obtained by applying normal moveout correction, and summing traces from common-mid-point (CMP) gathers (Yilmaz 1987) . The data consist of 24 traces that delineate several seismic horizons. In particular, we are interested in the coherent events at x 0.95 s, which may represent a thin layer. The seismic wavelet (Fig. 5 ) was extracted using a cepstrumcumulant approach (Ulrych, Velis & Sacchi 1995). The wavelet is retrieved using two different techniques that are radically different in formulation: a cepstrum decomposition and a fourth-order cumulant-matching approach. Since the recovered wavelets were very similar, the confidence in the wavelet estimators increases. It is important to stress that, unlike in many deconvolution scenarios, in seismic deconvolution the kernel function or source wavelet is unknown. The deconvolved data are shown in Fig. 4(b) . In this example, the problem is regularized by means of the Cauchy criterion ( p 3 ) . The xz criterion was used to estimate the parameter 6 , .
A relative noise amplitude of 2 per cent was assumed. The latter was used to estimate the standard error of the noise u,,. Similar results were obtained using Huber's weights.
CONCLUSIONS
Reweighting strategies have been used in a variety of geophysical problems to attenuate the influence of outliers. In this paper a similar approach is used to retrieve a broad-band reflectivity series. The regularization term derived using Huber's influence function or the Cauchy criterion leads to an algorithm where the damping factor is continuously adapted in order to retrieve the reflectivity sequence. It is evident that many other strategies may be proposed. Those described here can be viewed as a modification of the widely used zero-order quadratic regularization technique. The advantage of incorporating criteria associated with prior distributions with long tails is that the reflectivity sequence is constrained to be sparse. This is a desired feature when the seismogram is dominated by a few strong reflections. 
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A P P E N D I X A: B A Y E S I A N ESTIMATION
The objective functions utilized in this paper can be derived by means of Bayes' rule. We will assume that the noise is Gaussian, with zero mean and uncorrelated. Under this hypothesis, the conditional distribution of the data given the reflectivity is given by where c, is a normalization constant. Assuming a normally distributed reflectivity sequence, the prior probability density is given by : p 1 ( 3 ) ] .
ox
The posterior distribution of x given the data likelihood f(ylx) and the prior p(x) is proportional to f(y)x)p(x). Neglecting the normalizing term, the posterior distribution can be = c1c2 exp(-JI1).
It is easy to see that the minimization of the objective function J,, (eq. 9) is equivalent to the maximization of the posterior distribution of x. The objective function JI2 (Huber criterion) can be derived using a similar approach. In this case, the tails of the Gaussian curve are replaced by a curve with exponential decay. The modified distribution represents a curve quite similar to the Gaussian, although with large tails. The objective function J,, (Cauchy criterion) is derived by assuming that the reflectivity sequence can be modelled with the Cauchy distribution ( '45) Again, it is clear that the maximization of the posterior distribution is equivalent to the minimization of the objective function J13.
