Abstract. We prove a new congruence for computing Bernoulli numbers modulo a prime. Since it is similar to Vandiver's congruences but has fewer terms, it may be used to test primes for regularity efficiently. We have programmed this test on a CYBER 205 computer. Fermat's "Last Theorem" has been proved for all exponents up to 150000.
1. Introduction. The first step in proving Fermat's "Last Theorem" (FLT) for a prime exponent p by computer is to determine the Bernoulli numbers B2k with 2 4,2k 4 p -3 whose numerator is divisible by p. We use the even index notation for the Bernoulli numbers: B2 = 1/6, B4 = -1/30, etc. If p divides none of these Bernoulli numbers, then p is regular and FLT holds for exponent p by a theorem of Kummer. But if p divides some B2k with 2 4,2k 4 p -3, then p is irregular and (p,2k) is called an irregular pair. Additional work is needed to prove FLT for an irregular prime exponent. We have performed this work, which is easy compared to the first step, and proved FLT for all primes p in the interval 125000 < p < 150000.
Since we have built on the work of others (see [6] and its references), FLT is now known to be true for all exponents up to 150000.
During the past 50 years several researchers have used congruences like (2) and (7) below to compute B2k modulo p and find irregular pairs. (A minor problem arises when the coefficient of B2k is a multiple of p. That rare case is discussed at the end of Section 3.) Similar congruences with fewer terms would provide swifter tests for regularity. Theorem 3 gives such a congruence. This theorem was used to compute the irregular pairs with 125000 < p < 150000. The CYBER 205 program for this calculation is described in Section 3. In Section 4, we prove a lower bound for the number of terms in congruences like (2)- (5) .
Many of the ideas in this paper were contained in the undergraduate thesis [4] of the first author, which was written at Harvard University under the supervision of Theorem 1 (Vandiver [5] ; see also [2] 
The quantities ./p/a, y = 1,2,..., a -1, cannot be integers because (a, p) = 1. When we combine the terms i2/t_1 and (/> -s)2*"1 s -s2*-1 (mod p), we find
where we have set 5(x, y) = Lx/)<s< ^î21"1. (A sum over the empty set is 0.)
We will keep p and 2k fixed in this section. Write C(a, b, c) = ap~2k + bp~2k - respectively. The sums in congruences (2) and (3) have about ,/12 terms i2*-1 each, while those in (4) and (5) have a total of about p/10 terms each. Obviously, B2k may be computed modulo p more efficiently by congruences with fewer terms. Wagstaff [6] searched for congruences like
where x¡ and y¡ are exact multiples of 1/n with n 4 120. He found nothing better than (2) and (3), and speculated that (6) could never have fewer than about p/12 terms in all its sums together. We prove in Section 4 that the right side of {a} + {b} -{a A b -1} never has fewer than about p/12 terms. In spite of these negative results, some congruences for B2k modulo p do have fewer than about p/12 terms. Vandiver [5] noted that the endpoints of the second sum in (5) are exactly twice those of the first sum. There is a one-to-one correspondence s «-» 2s between í in the first sum and even s in the second sum. When we separate the even and odd s in the second sum, (5) becomes
The total number of s's in the sums of (7) is about p/15. Theorem 3 below gives a similar congruence with about />/18 terms. Vandiver's idea works best when the endpoints of one sum S(x, y) in the congruence are exact multiples of the endpoints of some other sum. This coincidence appears in striking form in (2) + {b} -{b + 1}. Congruences (2) and (5) Proof. In the sum for i on the right side, s lies in the interval (x A i)p/d < s < (y A i)p/d. These inequalities are equivalent to xp < ds -ip < yp. Therefore, the right side equals
Since (p,d) = 1, every 5 in jc/> < 5 < yp is uniquely expressible in the form / -ip with d\t and 0 < i < d. Hence, the right side is Lxp<s< yps2k~1 = S(x, y). We will refer to an application of Proposition 1 as "splitting the interval (x, y) into d parts." Proposition 2. If x < y, then S(x,y)= -S(l -y,l -x) (mod p).
Proof. Change variables and use (p -s)2k~l = -s2k~l (mod p). The derivation of (7) from (5) is just an application of the two propositions, with d= 2:
,(1 + 2»-)S(I,I)-2"-.S(^,I).
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In the proof of Theorem 3 we will use other simple properties of S(x, y), such as this one, which we used already in the proof of Theorem 2: If x < y < z and yp is not an integer, then S(x, z) = S(x, y) A S(y, z). 
77ie total number of terms on the right side is about p/18.
Proof. All congruences in this proof have modulus p. Theorem 2 with A = 9 gives c^iHá.lMfiMá.aMM)-
Split the third interval (3/10,1/3) into three parts: 18' 120 j'
When these expressions are substituted into the previous congruence and the overlap of the interval (1/10, 1/9) with (1/10, 13/120) and (13/120, 1/9) is noted, the formula in the statement of the theorem is obtained. Using the same techniques and starting from (7), we can prove a congruence for B2k modulo p with about p/19.2 terms in the sums. First split the interval (3/10, 1/3) into four parts. Then split the interval (13/40, 1/3) into four parts. With even more tedious arithmetic, we are able to prove a similar congruence for B2k modulo p with fewer than about p/22 terms in the sums, but it is too complicated to describe here. We do not know whether there are other congruences of this type having < ep terms for arbitrarily small e > 0, allowing sufficiently complicated coefficients, the way lacunary recurrence formulas for the Bernoulli numbers can be derived [3] having arbitrarily large gaps, allowing sufficiently complicated coefficients.
3. The Search for Irregular Primes. We used Theorem 3 (and, on the rare occasions when p divides C(2,9,10), other congruences) to determine the irregular pairs (p,2k) with 125000 < p < 150000. The following table lists the primes with index of irregularity greater than 3, that is, the primes for which there are more than 3 irregular pairs. Using the same methods that Wagstaff [6] used to prove FLT up to 125000, we proved FLT for all exponents in the interval 125000 < p < 150000. No problems or unusual cases arose. Of the 2114 primes in this range, 1270 are regular and 844 are irregular. There are 656 primes which divide only one Bernoulli number, 145 which divide exactly two, 39 which divide exactly three and 4 (see the table) which divide four Bernoulli numbers. There are no primes in this range with index of irregularity > 4.
Our CYBER 205 program was written in ratfor and translated into FORTRAN on a VAX. The appropriate i's were stored in one vector and their squares in another vector. The program repeatedly multiplied the first vector componentwise by the second vector modulo p. During this operation, the dot product of the two vectors was also computed. The vector instructions of the CYBER 205 provide an extraordinarily efficient way of coding these operations. The CYBER 205 program ran nearly 100 times faster than one [6] for the IBM 360/75, although the ratio of execution times for most programs on these two machines is much less than 100. The main reason for this superb performance is that vector multiplication is done in a pipeline on the CYBER 205, and is as fast as vector addition. See Section 2.3 of [1] for a description of the CYBER 205.
On page 575 of [5] , Vandiver reports a device suggested by M. M. Abernathy to speed the computation of the right side of (7) when p = 1 (mod 4). For such primes, (p -l)/2 is even. Separate the terms on the right side into two sums, TQR over quadratic residues s (mod p) and TQNR over quadratic nonresidues s (mod p). Then the right side is just TqR A TqNR. Also, the right side for the exponent 2k -1 A (p -l)/2 is TQR -TQNR by Euler's criterion. (We have ignored here the possible change in the coefficients, which is easy to handle.) Therefore, the right sides for exponents 2k -1 and 2k -1 A (p -l)/2 may be evaluated together. The sums TQR and TqNR need be computed only for exponents 2k -1 < p/2. This trick nearly halves the effort required for a prime. It works for any congruence derived from Theorem 1. We used it in our program for the congruence of Theorem 3 whenever p = 1 (mod 4).
Occasionally, the coefficients C(a, A, a + b -1) in (2)- (5) In about half of these cases, the coefficient on the left side of (8) does not vanish modulo p, so that one may decide whether p divides B2k by summing about p/6 terms modulo p. The sum must be computed modulo p2 in the other cases. When p can fit in a computer word, but p2 cannot, the latter calculation requires expensive double-precision integer arithmetic. We completely avoided the problems of (8) by using Theorem 2: When Theorem 3 and (2) could not decide whether p divided B2k, the program determined the least odd A > 2 for which C(2, A, A + 1) was not 0 modulo p. Then it determined whether (p,2k) was regular by computing the right side of the congruence in Theorem 2, which entailed summing fewer than about />/8 terms modulo p. In each of the 439 instances of this case with 125000 < p < 150000, some prime between 6 and 30 proved to be a suitable choice for A.
A Lower Bound on the Number of Terms in Certain Congruences
. We now prove the result to which we adverted in Section 2, namely, that the right side of {a} + {A)-(a + A-l} always has at least about p/12 terms. We will only sketch the proof because it is tedious and because the result is not needed elsewhere in this paper. West Lafayette, Indiana 47907
