A bidirectional associative memory neural network model with distributed delays is considered. By constructing a new Lyapunov functional, employing the homeomorphism theory, M-matrix theory and the inequality a
Introduction
The bidirectional associative memory (BAM) neural network models were first introduced by Kosko [11] [12] [13] . It is a special class of recurrent neural networks that can store bipolar vector pairs. The BAM neural network is composed of neurons arranged in two layers, the X-layer and Y-layer. The neurons in one layer are fully interconnected to the neurons in the other layer. Through iterations of forward and backward information flows between the two layer, it performs a two-way associative search for stored bipolar vector pairs and generalize the single-layer autoassociative Hebbian correlation to a two-layer pattern-matched heteroassociative circuits. Therefore, this class of networks possesses good application prospects in some fields such as pattern recognition, signal and image process, artificial intelligence [18] . As Kosko considered stability for BAM neural networks, his approach requires the constraint condition of having symmetric connection weight matrix. However, from the viewpoint of biological neural networks and their implementation on very large-scale integration or optical technology, it is impossible that connection weight matrix remains absolutely symmetric. Thus the stability analysis on BAM neural networks with asymmetric connection has been the highlight in those fields. As is well known, in both biological and man-made neural networks, the delays occur due to finite switching speed of the amplifiers and communication time [17] . Time delays may lead to oscillation, divergence, or instability which may be harmful to a system [1, 17] . Therefore, the study of neural dynamics with consideration of time delays becomes extremely important to manufacture high quality neural networks. In [6] , the authors studied the global point dissipativity of neural networks with mixed time-varying delays. In [4] , based on the invariant principle of functional differential equations, a simple adaptive feedback scheme is proposed for the synchronization of almost all kinds of coupled identical neural networks with or without time-varying delays. In [2, 3, 5, 16, 18, 20, 22, 23, 25] , some various stabilities have been studied for delayed BAM neural networks and high-order BAM neural networks with delays. The circuits diagram and connection pattern implementing for the delayed BAM neural networks can be found in [5, 7] .
Although the use of constant fixed delays in models of delayed feedback provides a good approximation in simple circuits consisting of only a small number of cells, neural networks usually have a spatial extent due to presence of a multitude of parallel pathways with a variety of axon sizes and lengths. Thus it is common to have a distribution of propagation delays. In these circumstance, the signal propagation is instantaneous and cannot be modelled with discrete delays. A more appropriate way is to incorporate continuous distributed delays [9] . Recently, some authors have investigated the stability of BAM neural networks with distributed delays, for example, see [9, 15, 21, 26] . In this paper, inspired by Gopalsamy and He [9] , Liao et al. [15] , Rao and Phaneendra [21] and Zhao [26] , we shall study further the stability of BAM neural networks with distributed delays, and obtain a new criterion to ensure the existence, uniqueness of the equilibrium point and its global exponential stability. The criterion does not require the signal functions to be differentiable, bounded and monotone nondecreasing. It is worth pointing out that the criterion can be satisfied by just adjusting the real parameters, and will have significant impact on the design and applications of BAM neural networks.
Model description
In this paper, we consider the following model:
and y j (t) are the state of the ith neurons from the neural field F X and the jth neurons from the neural field F Y at time t, respectively; f j , g i denote the signal functions of the jth neurons from the neural field F Y and the ith neurons from the neural field F X at time t, respectively; I i and J j denote the external inputs on the ith neurons from the neural field F X and the jth neurons from the neural field F Y , respectively; a i > 0 and b j > 0 denote the rates with which the ith neurons from the neural field F X and the jth neurons from the neural field F Y will reset its potential to the resting state in isolation when disconnected from the networks and external inputs, respectively; c ij , c ij , d ji and d ji are constants, and denote the connection strengths; K ij and N ji are the delay kernels.
The initial conditions of model (1) are of the form 
, r 1. [14] ). A real matrix A=(a ij ) n×n is said to be an M-matrix if a ij 0 (i, j =1, 2, . . . , n; i = j) and successive principle minors of A are positive.
Definition 2 (Liang and Cao
Definition 3 (Zhang [24] ). A map H : R n → R n is a homeomorphism of R n onto itself, if H ∈ C 0 , H is one-to-one, H is onto and the inverse map H −1 ∈ C 0 .
To prove our result, the following four Lemmas are needed.
Lemma 1 (Michel et al. [19]). Let Q be n × n matrix with nonpositive off-diagonal elements, then Q is an M-matrix if and only if any one of the following conditions holds:
(i) The real parts of all eigenvalues of Q are positive.
(ii) There exists a vector > 0 such that
Lemma 2 (Forit and Tesi [8]). If H (x)
∈ C 0 satisfies the following conditions:
Lemma 3 (Hardy et al. [10] ). Let a 0,
where q k > 0 (k = 1, 2, . . . , m) are some constants, m k=1 q k = r − 1, and r 1. 
Main results
. . , l * ) and r > 1 such that
is an M-matrix, where
Proof. We shall prove this theorem in two step. First, we prove the existence and uniqueness of the equilibrium point; and then, prove that the unique equilibrium point is globally exponentially stable.
Step 1: We will prove the existence and uniqueness of the equilibrium point. Since the equilibrium point (1) satisfies the following system of equations:
Defining the following map associated with (1):
where
In the following, we will prove that H (x, y) is a homeomorphism. First, we prove that H (x, y) is an injective map on
Multiply both sides of (4) by |x i − x i | r−1 , we can get
From assumption (H1) and Lemma 3, we get
Multiply both sides of (5) by |y j − y j | r−1 , similarly, we have
From (6) and (7), we get
Since W is an M-matrix, from (8), we get x i = x i , y j = y j , i = 1, 2, . . . , n; j = 1, 2, . . . , m, it is a contradiction, so H (x, y) is an injective map on R n+m . Second, we prove that H (x, y) → +∞ as (x, y) T → +∞. Since W is an M-matrix, from Lemma 1, we know that there exists a vector = ( 1 , . . . , n , n+1 , . . . , n+m ) T 
We can choose a small number such that 
→ +∞, which directly implies that H (x, y) → +∞ as (x, y)
T → +∞, in the view of the equivalence for two kinds of norms · ∞ and · . So H (x, y) → +∞ as (x, y) T → +∞. From Lemma 2, we know that H (x, y) is a homeomorphism on R n+m . Thus, model (1) has one unique equilibrium point.
Step 2: We prove that the unique equilibrium point (x * 1 , . . . , x * n , y * 1 , . . . , y * m ) T of model (1) is globally exponentially stable. Rewrite model (1) as
for i = 1, 2, . . . , n; j = 1, 2, . . . , m. Let us consider functions (13) for i = 1, 2, . . . , n; j = 1, 2, . . . , m. From (9), (13) 
for all t > 0. Calculating the upper right Dini derivative D + V (t) of V (t) along the solutions of model (12), and from assumption (H1), we get
for all t > 0, and
From Lemma 4, we get 
) m×n , and U = 2n(r − 1)I m×m . (2) turns to (23) . From Theorem 1, we know that model (1) has one unique equilibrium point which is globally exponentially stable. The proof is completed.
Proof. When taking
kj = kj = 0, k,j +1 = k,j +1 = 1 (k = 1, 2, . . . , l; j = 1, 2, . . . , m), and ki = ki = 0, k,i+1 = k,i+1 = 1 (k = 1, 2, . . . , l * ; i = 1, 2, . . . , n), condition
Corollary 2. Under assumptions (H1) and (H2), model (1) has one unique equilibrium point which is globally exponentially stable, if
Proof. When taking r = 1, condition (23) turns to (24) . The proof is completed.
Corollary 3.
Under assumptions (H1) and (H2), model (1) has one unique equilibrium point which is globally exponentially stable, if
Proof. If condition (25) 
Proof. If condition (26) Remark 2. Liao et al. [15] gave two examples to show that conditions (25) and (26) are independent of each other. In fact, conditions (25) and (26) can be unified by condition (24) in our results.
Examples
Example 1. Consider the following model:
Since a 1 = 7 < 2 j =1 F j (|c 1j | + |c 1j |) = 10 and a 1 = 7 < G 1 2 j =1 (|d j 1 | + |d j 1 |) = 8, the conditions of the two theorems in [15] are not satisfied, which means that theorems in [15] are not applicable to ascertain the stability of neural networks (27). However, it is easy to check that all the assumptions of Corollary 2 are satisfied, and is an M-matrix. Hence, model (28) has one unique equilibrium point which is globally exponentially stable. It is worth noting that activation functions f j and g i (i, j = 1, 2) are not differentiable and bounded and monotonic increasing.
Conclusions
In this paper, by constructing a new Lyapunov functional, employing an elementary inequality, the homeomorphism theory and M-matrix theory, a sufficient criterion has been obtained to ensure the existence, uniqueness and global exponential stability of the equilibrium point for bidirectional associative memory neural networks with distributed delays. The criterion obtained is delay-independent, which implies that the strong self-regulation is dominant in the networks. Moreover, the criterion can be satisfied by just adjusting the real parameters, and possess an important leading significance in solving optimization problems and reducing neural computing time. It is worth noting that the results obtained in this paper have removed the restriction on boundedness of the activation functions. The exponential converging velocity index can be estimated. The results related in Refs. [15] and the references cited therein have been extended and improved. Two numerical examples have been provided to demonstrate the effectiveness of the obtained results.
