In this paper we investigate isothermal and non-isothermal models of capillary compressible fluids as derived by J.E. Dunn and J. Serrin (1985). We establish global existence and uniqueness for initial data near equilibria. We show exponential stability of equilibrias in the phase space. The proof is based on maximal Lp-regularity results for the associated linear problem.
Introduction
The purpose of this work is to prove existence and uniqueness of global strong solutions near equilibria for compressible viscous capillary fluids in bounded domains. The model we consider here originates from van der Waals [27] and Korteweg [18] and was rigorously derived by Dunn and Sen in [13] . More precisely, the original Korteweg model and certain, so-called higher-grade, generalisations thereof had turned out to be incompatible with the usual continuum theory of thermodynamics, and Dunn and Serrin restored compatibility by postulating the existence of a rate of supply of mechanical energy, which is called interstitial working. An interesting use of this model is the application to liquid-vapour mixtures with phase changes. In this case the phase boundaries are narrow transition layers which are called diffuse interfaces. Certainly, Korteweg models possess their restrictions in describing such processes.
Another three interesting applications we want to mention here are related to the compressible Navier-Stokes equations. In [19] as well as in the forthcoming paper [21] it is proved that the Navier-Stokes-Korteweg equations (NSK) are of parabolic type. However, this property could allow to regard solutions of the compressible Navier-Stokes equations as the limit of solutions to the (physically meaningful) regularised NSK system as the capillarity κ tends to zero. Secondly, the NSK are directly related to the modified Navier-Stokes equations proposed by Brenner. In [8] he discusses the meaning of v in the viscous stress tensor S(v) = 2µD(v) + λ∇·v I, D(v) = and j v represents the diffusive flux volume. In the case of single-component fluids undergoing heat transfer the constitutive equation for j v is given by j v = α∇ρ, see [7] , where ρ is the density and α = k/(ρĉ p ) the fluid's thermometric diffusivity, with k denoting the thermal conductivity andĉ p the isobaric specific heat. Computing ∇ · S(v v ) in terms of v m and ∇ρ and comparing this result with the momentum equation of the NSK system, one discovers a close similarity between both models. More precisely, both systems of differential equations are the same up to a small difference in their coefficients. As this difference is technically harmless, these newly acquired " nonstandard Navier-Stokes equations" can be treated as Navier-Stokes-Korteweg equations. Concerning this subject we also refer to the recent article [14] of Feireisl and Vasseur. Finally, there is also a connection between Korteweg models and quantum Navier-Stokes equations with the quantum Bohm potential. This system has been derived by Brull and Méhats [10] and coincides with the isothermal version of (1.1) by choosing κ = ε 2 ρ −1 and appropriate viscosity coefficients depending on the density. The fluid is characterised by its density ρ, velocity field u ∈ R n , temperature θ, and the given Helmholtz free energy density ψ, where the relationship between ψ and the internal energy density e and the entropy density s is given by e = ψ + θs, s = −ψ θ .
Since the Helmholtz free energy is objective under a frame change, this function can also depend on ∇ρ but only through its squared magnitude φ := |∇ρ| 2 , ψ = ψ(ρ, θ, φ). Thus, we want to identify the energy density e as function of ρ, θ, and φ. The density ρ, velocity field u ∈ R n , and temperature θ are governed by the equations of mass, momentum, and energy conservation in R + × Ω, ∂ t ρ + ∇·(ρu) = 0, (t, x) ∈ R + × Ω, ∂ t (ρu) + ∇·(ρu ⊗ u) − ∇·(S + K) = ρf ext , (t, x) ∈ R + × Ω, ∂ t ρE + ∇·(ρEu) − ∇· α∇θ + (S + K) · u + κD t ρ∇ρ = ρf ext · u, (t, x) ∈ R + × Ω.
(1.1)
Here Ω ⊂ R n , n ≥ 1, denotes the bounded domain occupied by the fluid, D t = ∂ t + u · ∇ the material derivative, and E := e + 1 2 |u| 2 the energy density. The external force f ext may depend on the ρ, but must be a potential,
The viscous stress tensor S and the Korteweg stress tensor K are given by
with D(u) = (∇u + (∇u) T )/2 the strain and I the unit tensor. As for the derivation of the energy equation we refer to [13] , [2] and [3] . The viscosity coefficients λ and µ, and the heat conductivity coefficient α may depend on ρ and θ. while κ only depends on ρ. More precisely, in contrast to the general situation mentioned above, i.e. ψ is any smooth function depending on (ρ, θ, φ), the Helmholtz free energy density is now restricted to the form
and thus
That is ψ is linear w.r.t. φ and κ only depends on ρ. Permitting more general dependencies for ψ, and thus for κ as well, results in a strong coupling between the energy equation and momentum equation. Moreover, the Korteweg tensor changes to such an extent that the system (1.1) can no longer be treated as in [19, 20] . This more general and complicated situation is studied in [21] . The viscosity coefficients, the heat conductivity coefficient, and the capillarity coefficient have to be subject to positivity and regularity conditions,
where
Observe that the coefficient 2µ + λ naturally arises in the problem for ∇ · u which is just obtained by applying the divergence operator to the momentum equation. As for the first part ψ of the Helmholtz energy density ψ, we require that
Here c P denotes the constant from Poincaré's inequality, i.e. c P v 2 L2(Ω) ≤ ∇v 2 L2(Ω;R n ) with c P > 0. The equations (1.1) have to be supplemented with boundary conditions on Γ := ∂Ω. Two situations are of interest, namely,
which we can put together according to
with w = (ρ, u, θ) and a ∈ {0, 1}. In case of a = 0 energy is conserved, i.e.
We point out that in view of (u|ν) = 0 on Γ the total mass is conserved as well, i.e.
Finally, we have to prescribe initial conditions
(1.10)
The main result
As in [20] we are looking for strong solutions w = (ρ, u, θ) in the L p -sense, meaning that solutions belong to the regularity class Z(
, where
with J denoting a time interval. As usual, here and in the sequel H [25, 26] . C k (G; E) stands for the space of all continuous functions mapping the bounded domain G to E, where E stands for any Banach space, for which all derivatives of order ≤ k exist, are continuous, and can be extended continuously to G. Finally, by C k,β (G; E), k ∈ N and β ∈ (0, 1], we mean the space of those functions on G having derivatives up to order k and such that the k-th partial derivatives are Hölder continuous with exponent β; we also set C β (G) := C 0,β (G) and C k− (G) := C k−1,1 (G). We also need the following function spaces
The Sobolev index p is restricted to p ∈ (p, ∞) withp = n/2 + 1 to assure the following useful embeddings
following from Sobolev embeddings and
which are a consequence of the mixed derivative theorem [23] .
As for existence and uniqueness of global solutions, we are not able to approach this task for general data, so it necessitates simplifications. The initial data have to be near specific equilibria and the inhomogeneities subject to a smallness condition. More precisely, we are interested in steady states of the form (ρ ∞ (x), 0, θ ∞ ), that is the velocity u ∞ is zero, the temperature θ ∞ > 0 is constant, and the density ρ ∞ may depend on x. To obtain these steady state solutions from (1.1), we specify the limit boundary data in (1.8) according to
In which sense this convergence has to be understood will be clarified by the theorem below. Having in mind u ∞ ≡ 0 and θ ∞ = const, the steady state problem for (ρ ∞ (x), θ ∞ ) reads
Here and in what follows we use the notation β
, where not all dependencies may occur, e.g.
). This equation has to be supplemented with one of these two conditions
In the first case, the temperature θ ∞ is given by g ∞ d , while in the second case θ ∞ is determined by conservation of energy. In fact, given E 0 > 0 and ρ ∞ ∈ H 3 p (G) with ρ ∞ (x) > 0 for all x ∈ G, property (1.7) and the inverse function theorem provide a unique mapping Θ :
Positivity of θ ∞ follows from a monotonicity argument for fixed ρ ∞ . Putting noŵ
the boundary value problem for ρ ∞ can be formulated for both cases (i) and (ii),
Our three main results on global-in-time solvability near steady states concern (i) the isothermal case with constant coefficients and arbitrary pressure functions, (ii) its extension to non-isothermality and non-constant coefficients, and (iii) constant capillarity and monotone pressure functions . The following is our main result in case of isothermality and constant coefficients.
Theorem 2.1
Let Ω be a bounded domain in R n , n ≥ 1, with compact C 3 -boundary, Γ := ∂Ω, and p ∈ (p, ∞). Suppose that (1.2), and κ, µ, λ ∈ R with κ, µ, 2µ + λ > 0 and κc P + (ψ(s) + sψ (s)) + ϕ s (s, x) > 0 for all s > 0, x ∈ Ω. Let ρ := m 0 /|Ω| > 0 and g
Then there exists r > 0 and δ 0 > 0 such that, if
In particular, the equilibrium (ρ ∞ , 0) is exponentially stable in the phase space,
As to comparable results in literature, there are several variants on global existence and uniqueness, where all works concern the whole space R n . The first contributions to this subject originate from Hattori and Li, cf. [16] and [17] for the isothermal and non-isothermal case, respectively.
In both works they prove existence and uniqueness of global strong solutions near constant states -in the isothermal case this means
with s ≥ 2+n/2 and ρ > 0 -provided that the initial data (ρ 0 , u 0 ) are sufficiently close to the constant state (ρ, 0). While in [16] only constant coefficients are treated, in [17] at least the capillarity coefficient have the form κ(ρ, θ). In [11] , Danchin and Desjardins proved existence and uniqueness of solutions in critical Besov spaces of type B n/2 21 (R n ). These spaces are close to L 2 (R n ) and have the advantage that the embedding B n/2
For constant coefficients and under a stability assumption on the pressure law, they also prove existence and uniqueness of global solutions for sufficiently small data and initial data close to the constant state (ρ, 0), ρ > 0. In [9] , Bresch, Desjardins, and Lin obtained existence of global weak solutions in a periodic or strip domain without any smallness assumption on the initial data. However, only certain viscosity and capillarity coefficients are admitted, µ(ρ) = ρµ 0 with µ 0 > 0, λ = 0 and κ(ρ) = κ 0 > 0. In [15] , Haspot considers the Korteweg model for the dimensions N = 2, N = 1 and specific capillarity coefficients. In the case N = 2 he establishes existence of global weak solutions for small initial data, while for N = 1 large initial data can be admitted. Finally, similar results in the Euler-Korteweg case can be found in [4] , [5] and [6] .
We briefly comment on the conditions, function spaces and regularity classes we use. Due to our interest in strong solutions, the spaces Z 2 (R + ) and Z 3 (R + ) are clearly evident, while the choice for Z 1 (R + ) was elaborated on in [19] . The conditions (1.6) and (1.7) are essentially needed to ensure parabolicity of the differential equations. The condition onψ enables us to solve the boundary value problem for ρ ∞ via the implicit function theorem. For a better understanding, we consider (2.3) with f ∞ ≡ 0 and g ∞ n ≡ 0 and set q(x) := ρ ∞ (x) − ρ. In the subsequent calculations always have in mind that − Ω q dx = 0 implies Poincaré's inequality
Multiplying (2.3) by ∇q and integrating over Ω we obtain the relation
Using ∇q
∇q 2 ∆q 2 we deduce q ≡ 0 and thus ρ ∞ (x) = ρ. At last, the conditions 1. and 2. are consequences of trace theory, cf. [1] , [12] and [22] .
The remainder of the paper unfolds as follows. In Section 2, we study the boundary value problem for ρ ∞ and prove an existence and uniqueness result for arbitrary Helmholtz energy densities and small data g ∞ n . This problem is investigated in Section 5 once more, but this time we consider monotone pressure functions and constant capillarities. In Section 3, we prove maximal L p -regularity (on the half line J = R + ) for the linearised problem of (1.1). In the end, we use these results to reformulate the nonlinear problem as a fixed point equation, which can be solved via the contraction mapping principle.
The first of our three main results already having been stated above is Theorem 2.1, the other two are Theorem 5.1 and Theorem 6.2 in Section 5 and 6, respectively.
The stationary problem
In this paragraph we want to study the stationary problem (2.3). Apparently, this boundary value problem is of quasilinear type, and due to having the form ∇{. . .} = 0 it can be recast as follows
The constant k ∞ is an additional unknown which has to be determined too, and ϕ ∈ R is fixed and chosen later. The next theorem supplies existence and uniqueness of positive solutions for small data h ∞ (see (2. 2) for the definition of h ∞ ).
Theorem 3.1 Let Ω be an open bounded domain in R n , n ≥ 1, with compact C 3 -boundary Γ, and n/2 < p < ∞. Supposing that (1.2), ρ := m 0 /|Ω| > 0, and
<r, for some ϕ ∈ R,
Proof . Let y = (f, h, m) and z = (ρ, k). We then define the nonlinear mapping
where we dropped the x-dependency. Then, (3.1) is equivalent to the equation
with y ∞ := (ϕ(ρ), h ∞ , 0) and z ∞ := (ρ ∞ , k ∞ ). The purpose consists in finding solutions of (3.2) near the point (y, z), y := (ϕ, 0, 0) and z := (ρ,ψ(ρ)), i.e. there holds G(y, z) = (ϕ, 0, m 0 ). To begin with, we have to investigate the mapping behaviour of G. One easily verifies
, and the linear operator
1 , where one easily computes
(Notice that ρ = const has effectuated some simplifications.) The isomorphism property of L(ρ) can be seen as follow: The necessity part is easy to verify and is therefore omitted. To prove sufficiency, we take any (f, g, m) ∈ Y and have to find a pair (v, r) ∈ Z solving
uniquely. Here we have set β :=ψ (ρ) + ϕ (ρ) and κ := κ(ρ). Since β is constant, the unknown quantity r can be computed explicitly,
Rewriting the above problem for v := v − m/|Ω| and replacing r by the formulae above, we get
Since the integral condition Ω v dx = 0 is involved, we have to take into account the compatibility condition
which is naturally satisfied by definition of f . Using the isomorphism
we are able to reduce the above problem to the case g = 0. In fact, letv solve the problem
in particular we have Ωv dx = 0. Then, q := v −v satisfies the elliptic problem
from which we deduce w ≡ 0 provided that p ≥ 2. Apparently, the resolvent set of A 0 is not empty for all p ∈ (1, ∞). Moreover, the domain D(A 0 ) is compactly embedded into X 0 and thus we may conclude 0 ∈ ρ(A 0 ). The case p ∈ (1, 2) follows from duality, since A *
, and basic space 
≤ r 1 . On account for continuity of H we can always accomplish B 1 ⊂⊂ H 2 p (Ω; R + \{0}) × R by choosing a possibly smaller r 1 which implies positivity of ρ ∞ . To establish the higher regularity of ρ ∞ , that is, proving strong solutions of the starting problem (3.1), one has to study the elliptic boundary value problem
Since we have already proved
. By elliptic regularity theory (localising and considering the associated full and half space problems) one obtains the desired regularity.
The linear system
In this section we firstly derive the linear problem associated to (1.1). As remarked in the introduction, we want to distinguish two cases, the isothermal and the non-isothermal problem. The main task is to prove maximal L p -regularity on the half line R + . To begin with, we introduce the deviation ω(t, x) := w(t, x) − w ∞ (x) ≡ ( (t, x), v(t, x), ϑ(t, x) )
T from the equilibrium
We use again the convention a ∞ (x) := a(ρ ∞ (x), θ ∞ ). The quasilinear differential operators and nonlinearities are linearised around (ρ ∞ (x), 0, θ ∞ ) as usual. Setting
the equations (1.1) can be written as
Linearising around w ∞ leads to
Clearly, the nonlinear mappings M # and F # satisfy M # (0) = F # (0) = 0 as well as ∂M # (0) = ∂F # (0) = 0. Due to smoothness of the coefficients and nonlinear functions being involved, we have the following mapping properties
Before computing the derivatives M (w ∞ ) and F (w ∞ ), we note that the term −∇·K can be simplified to
In the calculations below always keep in mind that u ∞ ≡ 0, θ ∞ = const. One easily verifies
where e # , ϕ # , and κ # are defined by the expansions
Next, we have to compute F (w ∞ )ω and F # (ω). After some tedious calculations und using that ρ ∞ solves (3.1) we get
The genuine nonlinear functions µ # , λ # , and α # are defined by
The linearisation of the equations above require some remarks. The energy equation was linearised in such a way that one easily recovers conservation of energy (which is only the case if Γ d = ∅). This was attained by preserving the divergence structure of the nonlinear terms as well as rewriting the term ρ∇ϕ(ρ) · u in divergence form. This approach is important to find again conservation of energy for the fixed point mapping. More precisely, conservation of energy (1.9) and the assumption
which is equivalent to the relation
Observe that this identity also follows from integrating the third equation in (4.1). However, the fixed point mapping defined in Section 5 has to fulfil this identity as well, meaning that for givenω there must hold Lω(t) = Ξ(ω(t)), t ≥ 0, (4.6) or from the point of view of iteration Lω n+1 (t) = Ξ(ω n (t)), t ≥ 0, n ∈ N. Indeed, if the sequence {ω n } converges to some ω it follows Lω(t) = Ξ(ω)(t), t ≥ 0, by continuity, i.e the limit ω satisfies conservation of energy. In the end, the problem (1.1)-(1.10) can be recasted in terms of ω = ( , v, ϑ) as follows
To get a fixed point equation and to solve the nonlinear problem (4.7) on the half line R + , we have to study the linear operator associated to the left-hand side.
The isothermal case
As a warming-up we shall commence the isothermal case, i.e. we leave out the term ∇(π
, and the entire heat equation for ϑ as well as its related boundary and initial condition are dropped. We are concerned with the linear problem 8) and look for unique solutions in the regularity class
(ii) κ(s) > 0, ∀s > 0, and
where κ 1 := min x∈Ω κ(ρ ∞ (x)) and c P denotes Poincare's constant (see p. 7); (iii) µ, λ ∈ C 1 (R + ) and µ(s), 2µ(s) + λ(s) > 0, ∀s > 0.
Then problem (4.8) has exactly one solution ( , v) ∈ Z 1 (R + ) × Z 2 (R + ) if and only if the data satisfy the following conditions
Moreover, Ω (t, x) dx = 0 holds for all t ∈ R + , and there exists δ 0 > 0 such that e δ· ( , v) ∈
Proof. Due to Theorem [19, 2.1] we obtain maximal L p -regularity for any compact time interval J = [0, T ], as lower order terms do not affect on solvability. The condition 4. is fulfilled if and only if Ω (t, x) dx = 0 for all t ∈ R + . To see this, one has to integrate the first equation of (4.8) over Ω and apply the divergence theorem leading to
The crucial task is to prove global bounded solutions in the regularity classẐ 1 (R + )×Z 2 (R + ), which by maximal L p -regularity boils down to investigate the spectrum of A B := A,
with domain
The point is to verify that the spectrum of −A B lies in the open left half plane C − . Since the resolvent (η + A B ) −1 , η ∈ ρ(−A B ), is compact, which is due to the compact embedding
, the spectrum coincides with the point spectrum. Therefore, injectivity of η + A B , η ∈ C, has to be examined to find η ∈ ρ(−A B ). The embedding L p (Ω) → L 2 (Ω), p ≥ 2, enables us to consider only the case p = 2. We begin with η = 0, that is we study the elliptic problem
Multiplying the second equation by v, integrating by parts etc., and using the first equation we obtain the relation
from which we conclude ∇·v ≡ 0 and thus D(v) ≡ 0. The boundary condition then implies v ≡ 0. The resulting gradient-like equation for induces the second order problem 10) where the constant r is an additional unknown. Multiplying this elliptic equation with and integrating by parts, we obtain the identity
Observe that in case of κ ∞ ≡ κ(ρ ∞ ) := κ 0 = const positivity of I( ) follows from κ 0 c P + ψ ρ (s) + ϕ ρ (s) > 0 for all s > 0, which we find in Theorem 2.1, leading to = r = 0 and thus 0 ∈ ρ(−A B ). Otherwise, we make use of ρ ∞ (x) > 0 for all x ∈ Ω and the assumption stated in (ii) in its full generality, that is we have again 0 = I( ) ≥ 0 and thus 0 ∈ ρ(−A B ). Moreover, since ρ (−A B ) is an open set, there exists an open ball B ε0 (0) ⊂ C with centre zero and radius ε 0 > 0, such that B ε0 (0) ⊂ ρ(−A B ). Next, we consider the equation η( , v) + A B ( , v) = 0, any η ∈ C\B ε0 (0), and proceed as above to find the relations
(Ω;C n ) − I( ) . Having in mind the assumptions (i)-(iii), one readily verifies Re η ≤ 0. In case of Im η = 0 we even have
Combining these results with B ε0 (0) ⊂ ρ(−A B ) we obtain
We have found an estimate for the spectral bound which at once implies that the linear operator
Here γ t denotes the trace operator w.r.t. time, i.e. γ t v(t) := v |t=0 ≡ v(0). This result also implies (
σ satisfies the compatibility conditions 3. and 4.}, meaning that there exists a unique solution ( , v) of (4.8). Moreover, as this isomorphism property holds for all δ ∈ [0, δ 0 ), χ δ (t) := e δt ( , v)(t) solves the problem
if the inhomogeneities additionally satisfy the condition (4.9); χ δ also satisfies the estimate
which completes the proof.
Remark 4.1 In case of constant coefficients, ϕ(s, x) ≡φ(s), and constant state ρ ∞ = m 0 /|Ω| the estimate of Re η can be carried out in a more explicit way. In fact, one easily finds
The non-isothermal case
We are now concerned with the non-isothermal case, that is the linear problem of (4.7),
(4.13)
We have to find necessary and sufficient conditions on the data that guarantee existence and uniqueness in the regularity class Z(R + ). Note that in this situationψ is given by (2.1).
Then problem (4.13) has exactly one solution ω = ( , v, ϑ) ∈ Z(R + ) if and only if the data satisfy the following conditions 
Moreover, there holds Ω ρ(t) dx = 0 ∀t ≥ 0 and, if a = 0, L(ρ, u, θ)(t) = ξ(t) for all t ≥ 0. Also, there exists δ 0 > 0 such that e δ· ω ∈ Z(R + ) for all δ ∈ [0, δ 0 ), if additionally
Proof. The proof runs as for the Theorem 4.1, that is we have to study injectivity of η + A Ba where
: Ω ρ dx = 0, if a = 0 : B 0 (ρ, u, θ) = 0 and L(ρ, u, θ) = 0, if a = 1 : B 1 (ρ, u, θ) = 0}. Theorem [20] supplies again maximal L p -regularity for every compact time interval [0, T ], T > 0. Before investigating the spectrum of A Ba , we note that the third equation of η( , v, θ ∞ ) + A Ba ( , v, ϑ) = 0 is equivalent to
(a) The case: η = 0. To prove injectivity of A Ba , we multiply the second equation of A Ba ( , v, ϑ) = 0 by v, the third one by ϑ, and integrate over Ω leading to
where (·|·) denotes the inner product of L 2 (Ω). From these relations we easily infer
Taking into account the assumptions and boundary conditions, this inequality gives rise to v ≡ 0 and, if ϑ |Γ = 0 (case a = 1), ϑ ≡ 0. It lefts over a problem for coinciding with (4.10) for which we proved ≡ 0. In case of ∂ ν ϑ = 0 on Γ (a = 0), we deduce only ϑ = const such that the remaining differential equation for and ϑ reads
and due to being gradient-like equivalent to
with some c ∈ R. Multiplying this equation by , integrating over Ω, and using ∂ ν = 0 as well as Ω dx = 0, we get the identity
where I( ) is given by (4.11) . On the other hand, taking into account that ρ ∞ solves (3.1) and
Since ϑ = const, we are able to combine both identities to the result
The assumptions stated in (ii) then give rise to = ϑ = 0. Consequently, there exists a small ball B ε0 (0) ⊂ C lying in the resolvent set ρ(−A Ba ).
(b) The case: η = 0. In this case we have to study 14) where the conditions Ω ρ dx = 0 and L( , v, ϑ) = 0 can be neglected. In this situation we are able to compute η in terms of the L 2 -norms of its corresponding eigenfunctions. Proceeding as before we arrive at the relations
and this shows again that Re η ≤ 0. Exactly as in the isothermal case, we are able to establish a concrete estimate in case of Im η = 0,
Combining this estimate with (a) we obtain an estimate of the form (4.12), which completes the proof.
The nonlinear problem
Since the proof is going to run in the same way for both isothermality and non-isothermality, we perform the proof only in the non-isothermal case. The purpose is to conclude nonlinear stability from linear stability (see Theorem 4.2). Let us associate the nonlinear problem (4.7) with the abstract equation
It is an immediate consequence of (4. 
, a ∈ {0, 1}, satisfy the c.c. 3b). Note that the c.c. 3a) is fulfilled due to the linearisation (see Section 4 and remarks contained therein) we have chosen, while the c.c. 3c) is automatically satisfied in view of h 2 ≡ 0 and the condition incorporated in Z. Since we are interested in exponential decay to equilibria, we have to derive a problem for ω δ (t) := e δ·t ω(t), 0 ≤ δ < δ 0 , where δ 0 is given by Theorem 4.2. For this, we multiply the above equation with e δ·t resulting in 
The point is that contraction and selfmapping can be proved leading to a unique fixed point, which is the unique solution of (1.1), (1.8), (1.10). The main result reads as follows.
where the mapping properties of ∂ t M # and F # entered again. By a possibly smaller choice of R contraction is established and this supplies e δ· (ρ − ρ ∞ , u, θ − θ ∞ ) ∈ Z for all δ ∈ [0, δ 0 ). Moreover, in view of the inequality
entails (5.2), which completes the proof.
Monotone pressure functions
In Section 2, we tackled the quasilinear elliptic boundary value problem (3.1) by using the implicit function theorem. This approach has the advantage to allow very general Helmholtz densities ψ, but one has to impose rather restrictive smallness assumptions on the boundary data g ∞ n , cf. the assumptions in Theorem 3.1. To avoid this restriction and to obtain solutions that may be far from being constant, one can use monotone operator theory to prove the following result.
Theorem 6.1 Let Ω be an open, bounded, and simply connected domain in R n , n ≤ 3, with C 3 -boundary Γ, n < p < ∞, and m 0 > 0. Suppose that Then there exists a unique positive solution ρ ∞ ∈ H 3 p (Ω) of (3.1) and a sufficiently small constant ρ > 0 such that ρ ∞ (x) ≥ ρ for all x ∈ Ω.
Proof. As in the proof of Theorem 3.1, we first reformulate (3.1) to a second order elliptic problem reading ofψ . These observations entail that z is a strong solution in H 2 p0 (Ω). This space embeds into L q1 (Ω) where q 1 = 3p0 3−2p0 > q 0 , and we deduce f ∈ L p1 (Ω) with p 1 = q 1 /α > p 0 . Repeating these arguments we get z ∈ H 2 p1 (Ω). This process leads to a strictly monotone sequence p k having the property that there exists k ∈ N such that H (i) ρ ∞ being constant. This circumstance can only occur when g ∞ n ≡ 0, whereby the unique solution is given by (ρ ∞ , R ∞ ) = (ρ,ψ(ρ)) with ρ = m 0 /|Ω|. Thus, excluding this case we can always assume that ρ ∞ is non-constant.
(ii) ρ ∞ being non-constant. To establish positive solutions with the above result, we encounter the problem of determining the unknown constant R ∞ , which is the crucial point to apply the strong maximum principle successfully. For this reason, we consider two cases Studying the case (a), we are able to apply the strong maximum principle to problem (6.4) resulting in ρ ∞ (x) − ρ ≥ 0 for all x ∈ Ω, since ρ ∞ (x) − ρ is non-constant. Otherwise, i.e.R < 0, we use that there exists x 0 ∈ Ω with ρ ∞ (x 0 ) > 0 and w.l.o.g. ρ ∞ (x 0 ) ≡ max{ρ ∞ (x) : x ∈ Ω}, which is a consequence of Ω ρ ∞ (x) dx = m 0 > 0. Moreover, by choosing ρ sufficiently small we also have ρ ∞ (x 0 ) − ρ > 0. We first consider the case x 0 ∈ Ω, that is the maximum of ρ ∞ − ρ is attained in the interior. This implies −∆(ρ ∞ (x 0 ) − ρ) ≥ 0 and we get R = −κδ(ρ ∞ (x 0 ) − ρ) + Ψ 0 (x 0 )(ρ ∞ (x 0 ) − ρ) ≥ Ψ 0 (x 0 )(ρ ∞ (x 0 ) − ρ) ≥ 0, which contradicts toR < 0. On the other hand, if the maximum is attained only at x 0 ∈ Γ we deduce from Hopf's lemma that ∂ ν (ρ ∞ (x 0 ) − ρ) > 0, which is a contradiction due to the condition g ∞ n (x) ≤ 0 for all x ∈ Γ. In conclusion, it can be stated that only the case (a) applies and thus ρ ∞ (x) − ρ ≥ 0 for all x ∈ Ω, as well aŝ
which completes the proof. With Theorem 6.1 we are able to formulate another version of Theorem 5.1.
Theorem 6.2
Let Ω be a open, bounded, and simply connected domain in R n , n ≤ 3, with compact C 3 -boundary, Γ := ∂Ω. Let n < p < ∞, κ = const > 0, m 0 := Ω ρ 0 dx > 0, and suppose that the conditions 1., 2. of Theorem 6.1 as well as the conditions 1. 
