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Abstract
We study a type of one-dimensional wave equation on the plane with non-linear random forcing. We
are interested in the almost sure behaviour of the normalized increments of the solution process associated
to this type of wave equation. Also we study the behaviour of the normalized increments of some other
stochastic integral equation.
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1. Introduction
The effect of a sharply applied localized disturbance in a medium rapidly transmits or
“spreads” to other parts of the medium. This simple fact forms a basis to study the fascinating
subject known as wave propagation. The different expressions of this phenomenon are familiar to
everyone. They take place in several forms such as the transmission of sound in air, the spreading
of ripples on a pond of water, the transmission of earthquake over the earth or radio wave
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transmission. These and many other examples could be cited to illustrate the wave propagation.
The linear version of the wave equation is given by
1
c2
∂2u
∂t2
(t, x)− ∂
2u
∂x2
(t, x) = 0,
where x is the space variable, the time variable is t and u(t, x) is a function that represents the
phenomenon under study. Let us consider a system governed by the wave equation driven by
a white noise. In particular we study the following stochastic partial differential equation. For
t ≥ 0, x ∈ R,
1
2
(
∂2X
∂t2
(t, x)− ∂
2X
∂x2
(t, x)
)
= a(X (t, x))dW (t, x)+ b(X (t, x))dtdx, (1)
where {W (t, x), (t, x) ∈ R+ × R} is the Brownian sheet, X is a process with two parameters
and functions a(·), b(·) are globally Lipschitz and bounded. Our main motivation consists in
estimating function a(·) that can be considered as an infinite-dimensional parameter. In this work
we observed Xε, instead of X , defined as X smoothed by convolution with kernel ϕε(·), that will
be defined later.
As known, if the function a(·) and b(·) are globally Lipschitz, then the solution for the
stochastic integral equation
X (t, x) =
∫∫
D(t,x)
a(X (s, y))dW (s, y)+
∫∫
D(t,x)
b(X (s, y))dsdy, (2)
where, t ≥ 0, x ∈ R and
D(t, x) = {(s, y) ∈ R+ × R : 0 ≤ s ≤ t, x − (t − s) ≤ y ≤ x + (t − s)},
with initial conditions X (0, ·) = 0, ∂X
∂t (0, ·) = 0, is a weak solution for our stochastic wave
equation (see Carmona and Nualart [2]). Note that the differential dW (s, y) is a white noise
(see [7]). Therefore we will focus in studying Eq. (2). For this we first consider the case where
the integral equation is defined by
X (t, x) =
∫∫
D(t,x)
a(X (s, y))dW (s, y), (3)
and we prove that for almost every trajectory, for all bounded intervals I ⊆ R+, J ⊆ R and for
all y ∈ R, we have
λ
({
(t, x) ∈ I × J, ε
2‖ϕ‖2
(
∂2Xε
∂t2
(t, x)− ∂
2Xε
∂x2
(t, x)
)
≤ y
})
→
∫∫
I×J
Fa(X (t,x))(y)dtdx,
as ε goes to zero, where λ is the Lebesgue measure in R+ × R, ϕε(·) is a convolution kernel,
Xε is X smoothed by convolution with kernel ϕε(·), i.e. Xε = ϕε ∗ X , and Fa(X (t,x)) is the
distribution function of a centered Gaussian random variable, N (0, a2(X (t, x))), with random
variance a2(X (t, x)). Then we obtain the same kind of result for a more general case where the
stochastic integral equation is defined as (2).
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Also we consider the case where the integral equation is defined by
X (t, x) =
∫ t
0
∫ x
−K−ε0
a(X (s, y))dW (s, y)+
∫ t
0
∫ x
−K−ε0
b(X (s, y))dyds, (4)
where t ∈ [0, T + ε0], x ∈ [−K − ε0, K + ε0], T, K ∈ R+ and 0 < ε0. We will prove that for
almost all trajectory, for all bounded intervals I ⊆ [0, T ], J ⊆ [−K , K ] and for all y ∈ R
λ
{
(t, x) ∈ I × J, ε‖ϕ‖2
∂2Xε
∂t∂x
(t, x) ≤ y
}
→
∫
I
∫
J
Fa(X (t,x))(y)dtdx,
as ε goes to zero, with the same notation as before. This last result can be applied to the solution
for stochastic hyperbolic equations. For example the hyperbolic type equations
∂2X
∂t∂x
(t, x) = a(X (t, x))dW (t, x)+ b(X (t, x))dtdx,
whose existence and uniqueness properties have been established by Yeh (see [8]).
In this work we extend the results of Leo´n and Rondo´n [6] in several ways. In the first place
we only need conditions about the modulus of continuity of the solution for the two-parameters
stochastic integral equation (2) to show our result, instead of the condition appearing in Theorem
2 of [6], that seems more difficult to verify. In the second place we prove that the results remain
true when the stochastic integral equation (3) has a drift term. Additionally our method allows us
to consider the stochastic wave equation (1).
The article is organized as follows. In Section 2 we present some preliminary results. In
Section 3 we obtain our main result, the convergence theorem for the normalized increments
of the solution for the integral equation associated to the wave equation (1). In Section 4 we
present a convergence theorem for the processes defined by the stochastic integral equation (4)
when the stochastic source W is a Brownian sheet.
2. Preliminaries
Let us start by introducing some notations, concepts and previous results that are needed in
what follows.
Let {W (s, y) : (s, y) ∈ R+ × R} be the Brownian sheet adapted to the filtration Fsy =
σ {W (u, v), u < s, v < y, u, v ∈ R+ × R}. For a rectangle A = (s, s′] × (y, y′] ⊆ R+ × R,
W (A) will denote the double increment of W over A, i.e. W (A) = W (s′, y′) − W (s′, y) −
W (s, y′)+W (s, y). As in Walsh [3], for a rectangle I × J fixed and bounded in R+ ×R, let be
L2W (I × J ) = {φ, such that for (t, x) ∈ I × J, φt x ∈ Ft,x and E(
∫
I
∫
J φ
2
t xdtdx) < +∞}.
The set L2W (I × J ) is a Hilbert space with the norm [E{
∫
I
∫
J φ
2
t xdtdx}](1/2) (see [3]). For
I × J ⊆ R+ × R, fixed and bounded, we say that H(t, x) is an elementary function belonging
to L2W (I × J ) if there exists a finite number of rectangles Ai = (ti , t ′i ] × (xi , x ′i ] ⊆ R+ ×R and
bounded random variables αi such that αi is Fti xi -measurable and H(t, x) =
∑n
i=0 αi1Ai (t, x).
It is not difficult to see that the elementary functions form a dense subset of L2W (I × J ) (see [7]).
By X we will denote the solution for the following stochastic integral. For (t, x) ∈ R+ × R,
X (t, x) =
∫∫
D(t,x)
a(X (s, y))dW (s, y)+
∫∫
D(t,x)
b(X (s, y))dyds, (5)
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where D(t, x) = {(s, y) ∈ R+ × R : 0 ≤ s ≤ t, x − (t − s) ≤ y ≤ x + (t − s)}. Functions a(·)
and b(·) are supposed to be globally Lipschitz and bounded and family {a(X (·))} adapted to the
filtration generated by the Brownian sheet.
We extend the process X (t, x) and W (t, x) as zero for t ≤ 0.
Define Wε(t, x) = ϕε ∗ W (t, x) and Xε(t, x) = ϕε ∗ X (t, x) as W (t, x) and X (t, x),
respectively, smoothed by convolution with a positive approximation of unity ϕε(t, x) =
φε(t)ψε(x), where φε(t) = 1εφ( tε ), ψε(t) = 1εψ( tε ), ε > 0, φ(·) and ψ(·) are C2-functions,
Suppφ ⊆ [−1, 1], Suppψ ⊆ [−1, 1] and ∫R φ(t)dt = ∫R ψ(t)dt = 1. Furthermore we define
ϕ(t, x) = φ(t)ψ(t) so that ‖ϕ‖2 = ‖φ‖2‖ψ‖2.
We define the regularized process Zε(t, x) := ε‖ϕ‖2 ∂
2Wε
∂t∂x (t, x).
Let λ be the Lebesgue measure in R+ × R.
We claim that (see Appendix B)
1
ε2
∫ ∞
u
∫ v+s−u
v−s+u
(
φ′′
(
t − s
ε
)
ψ
(
x − y
ε
)
− φ
(
t − s
ε
)
ψ ′′
(
x − y
ε
))
dyds
= 2φ
(
t − u
ε
)
ψ
(
x − v
ε
)
. (6)
Throughout the paper, C (resp. C(ω)) shall stand for a generic constant (resp. for a generic
constant that depends on ω living in the space of the trajectories), whose value may change
during a proof.
The random variable ξ will denote a standard Gaussian random variable.
The process Xε(t, x) is given by
Xε(t, x) =
∫
R
∫
R
φε(t − s)ψε(x − y)X (s, y)dyds
= 1
ε2
∫ t+ε
t−ε
∫ x+ε
x−ε
φ
(
t − s
ε
)
ψ
(
x − y
ε
)
X (s, y)dyds,
defined for all t ≥ 0, x ∈ R. The process Wε(t, x) is given by
Wε(t, x) =
∫
R
∫
R
φε(t − s)ψε(x − y)W (s, y)dyds
= 1
ε2
∫ t+ε
t−ε
∫ x+ε
x−ε
φ
(
t − s
ε
)
ψ
(
x − y
ε
)
W (s, y)dyds.
On the one hand we note that, since X (t, x) = 0 when t ≤ 0,
∂2Xε
∂t2
(t, x) = 1
ε4
∫ ∞
0
∫ ∞
−∞
φ′′
(
t − s
ε
)
ψ
(
x − y
ε
)
X (s, y)dyds,
and
∂2Xε
∂x2
(t, x) = 1
ε4
∫ ∞
0
∫ ∞
−∞
φ
(
t − s
ε
)
ψ ′′
(
x − y
ε
)
X (s, y)dyds.
We use these results together with a standard version of Fubini’s Theorem for stochastic integral
(see [7]) and the result given in the Eq. (6). We get that
∂2Xε
∂t2
(t, x)− ∂
2Xε
∂x2
(t, x)
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= 1
ε4
∫ ∞
0
∫ ∞
−∞
(
φ′′
(
t − s
ε
)
ψ
(
x − y
ε
)
− φ
(
t − s
ε
)
ψ ′′
(
x − y
ε
))
X (s, y)dyds
= 1
ε4
∫ ∞
0
∫ ∞
−∞
(
φ′′
(
t − s
ε
)
ψ
(
x − y
ε
)
− φ
(
t − s
ε
)
ψ ′′
(
x − y
ε
))
×
(∫∫
D(s,y)
[a(X (u, v))dW (u, v)+ b(X (u, v))dvdu]
)
dyds
= 1
ε4
∫ ∞
0
∫ ∞
−∞
(∫ ∞
u
∫ v+s−u
v−s+u
(
φ′′
(
t − s
ε
)
ψ
(
x − y
ε
)
−φ
(
t − s
ε
)
ψ ′′
(
x − y
ε
))
dyds
)
×[a(X (u, v))dW (u, v)+ b(X (u, v))dvdu]
= 1
ε2
∫ ∞
0
∫ ∞
−∞
2φ
(
t − u
ε
)
ψ
(
x − v
ε
)
[a(X (u, v))dW (u, v)+ b(X (u, v))dvdu]. (7)
On the other hand
∂2Wε
∂t∂x
(t, x) = 1
ε4
∫ t+ε
t−ε
∫ x+ε
x−ε
φ′
(
t − s
ε
)
ψ ′
(
x − y
ε
)
W (s, y)dyds.
Then integrating two times by parts and by using that Supp ψ ⊆ [−1, 1] and Supp φ ⊆ [−1, 1],
we get
∂2Wε
∂t∂x
(t, x) = 1
ε2
∫ t+ε
t−ε
∫ x+ε
x−ε
φ
(
t − s
ε
)
ψ
(
x − y
ε
)
dW (s, y).
By these results we note that, if a(·) ≡ 1 and b(·) ≡ 0, then X is the Brownian sheet and it
verifies
1
2
(
∂2Xε
∂t2
(t, x)− ∂
2Xε
∂x2
(t, x)
)
= ∂
2Wε
∂t∂x
(t, x).
Thus considering
Aε(s, y, t, x) = 1‖ϕ‖2φε(t − s)ψε(x − y) [a(X (s, y))− a(X (t, x))] ,
and
Bε(t, x) := ε‖ϕ‖2
∫ t+ε
t−ε
∫ x+ε
x−ε
φε(t − s)ψε(x − y)b(X (s, y))dyds,
then
ε
2‖ϕ‖2
(
∂2Xε
∂t2
(t, x)− ∂
2Xε
∂x2
(t, x)
)
= a(X (t, x))Zε(t, x)+ ε
∫ t+ε
t−ε
∫ x+ε
x−ε
Aε(s, y, t, x)dW (s, y)+ Bε(t, x). (8)
In Section 3 we will focus on the asymptotic behaviour of the term on the right-hand side of the
Eq. (8) when ε → 0. The behaviour of the first term will be treated using the results of Leo´n
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and Rondo´n [6]. So for completeness let us recall a proposition and a corollary obtained by these
authors.
Proposition 1. Let k ∈ Z+ then for all subintervals, I, J , of [0, 1] almost surely∫
I
∫
J
Z kε (t, x)dxdt → λ(I × J )E(ξ k),
as ε→ 0.
Corollary 1. For all subintervals, I, J , of [0, 1] and any bounded and continuous function f (·),
almost surely as ε→ 0,∫
I
∫
J
f (Zε(t, x))dxdt → λ(I × J )E( f (ξ)).
As a consequence of these results we can prove the following corollary.
Corollary 2. Let I ⊆ R+, J ⊆ R be bounded intervals. Let Φ ∈ L2W (I × J ) be bounded, then
for every k ∈ Z+, almost surely∫
I
∫
J
(Zε(t, x)Φt x )k dxdt → E(ξ k)
∫
I
∫
J
Φktxdxdt.
Proof. Let us consider fixed bounded intervals I and J , I ⊆ R+ and J ⊆ R. First we note that
as Φ is bounded in I × J , therefore Φk also is bounded in I × J and Φk ∈ L2W (I × J ).
Thus it is enough to verify that for every function H(t, x) belonging to L2W (I × J ),∫
I
∫
J
(Zε(t, x))
k H(t, x)dxdt −→ E(ξ k)
∫
I
∫
J
H(t, x)dxdt, (9)
almost surely as ε→ 0.
We do this by steps.
First consider H(t, x) an elementary function in L2W (I × J ). By Proposition 1 generalized to
bounded intervals I ⊆ R+ and J ⊆ R, it is easy to prove that convergence in (9) holds for this
kind of function.
Now if H(t, x) belongs to L2W (I × J ), as the elementary functions are dense in L2W (I × J )
(see [7]), then there exists a sequence of elementary functions {Hn(t, x)} such that
lim
n→+∞ E
[∫
I
∫
J
(H(t, x, ω)− Hn(t, x, ω))2dtdx
]
= 0.
Thus there exists a sub-sequence of elementary functions {Hnm (t, x)}, such that almost surely
for every ω,
lim
m→+∞
∫
I
∫
J
(H(t, x, ω)− Hnm (t, x, ω))2dtdx = 0. (10)
Now by the Ho¨lder inequality we have that∣∣∣∣∫
I
∫
J
Z kε (t, x, ω)H(t, x, ω)dxdt − E(ξ k)
∫
I
∫
J
H(t, x, ω)dxdt
∣∣∣∣
≤
∣∣∣∣∫
I
∫
J
Z2kε (t, x, ω)dxdt
∣∣∣∣1/2 ∣∣∣∣∫
I
∫
J
(H(t, x, ω)− Hnm (t, x, ω))2dxdt
∣∣∣∣1/2
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+ (E(|ξ |2k))1/2λ1/2(I × J )
∣∣∣∣∫
I
∫
J
(Hnm (t, x, ω)− H(t, x, ω))2dxdt
∣∣∣∣1/2
+
∣∣∣∣∫
I
∫
J
Z kε (t, x, ω)Hnm (t, x, ω)dxdt − E(ξ k)
∫
I
∫
J
Hnm (t, x, ω)dxdt
∣∣∣∣ .
On the one hand by Proposition 1, there exists C a positive constant and ε0(ω) > 0 such that
for ε ≤ ε0(ω), |
∫
I
∫
J Z
2k
ε (t, x, ω)dxdt |1/2 < C and also (E(|ξ |2k))1/2λ1/2(I × J ) < C . Thus
by (10) we have that for almost every ω and for all α > 0, there exists Nα(ω) ∈ N∗ such that if
nm ≥ Nα(ω)∣∣∣∣∫
I
∫
J
(H(t, x, ω)− Hnm (t, x, ω))2dtdx
∣∣∣∣ ≤ ( α3C )2 .
On the other hand for a fixed nm ≥ Nα(ω), with ω outside of a null set such that convergence in
(9) is still true for all functions Hnm , there exists ε1(ω) such that if ε ≤ ε1(ω),∣∣∣∣∫
I
∫
J
Z kε (t, x, ω)Hnm (t, x, ω)dxdt − E(ξ k)
∫
I
∫
J
Hnm (t, x, ω)dxdt
∣∣∣∣ ≤ α/3.
We finally proved that for almost every ω and for all α > 0,
lim sup
ε→0
∣∣∣∣∫
I
∫
J
Z kε (t, x, ω)H(t, x, ω)dxdt − E(ξ k)
∫
I
∫
J
H(t, x, ω)dxdt
∣∣∣∣ ≤ α.
That yields Corollary 2. 
Remark 2.1. By Corollary 2 and by the method of moments, that is, if for all k ∈ N∗,∫∞
−∞ x
kdµn(x) → ck and ck is the succession of moments of a measure µ, characterized by
them, then µn → µ in law, we have shown that, almost surely, Zε(t, x)Φt x , weakly converges in
the space (I × J, λ
λ(I×J ) ) to ξ × ΦUV , where ξ , U and V are independent random variables on
(Ω , P), where P is the underlying probability and U (resp. V ) is uniform in I (resp. J ).
Thus denoting by FΦt x the distribution of a normal random variable with variance Φ
2
t x , we obtain
the following corollary.
Corollary 3. Under the same notations and hypotheses as in Corollary 2, for all bounded
intervals I ⊆ R+, J ⊆ R, almost surely for all y ∈ R, one has
lim
ε→0 λ (
{(t, x) ∈ I × J : Zε(t, x)Φt x ≤ y}) =
∫
I
∫
J
FΦt x (y)dxdt.
Remark 2.2. Note that the set of trajectories for which this result holds, depends on I and J .
By a density argument, that is taking intervals with rational endpoints, it can be proved that there
exists a set of trajectories of probability one, for which the result holds for any bounded intervals
I ⊆ R+, J ⊆ R.
3. Convergence theorem
The results of Section 2 allow us to enunciate the following theorem.
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Theorem 1. Almost surely, for all bounded intervals I ⊆ R+, J ⊆ R and for all y ∈ R, one has
λ
({
(t, x) ∈ I × J, ε
2‖ϕ‖2
(
∂2Xε
∂t2
(t, x)− ∂
2Xε
∂x2
(t, x)
)
≤ y
})
→
∫∫
I×J
Fa(X (t,x))(y)dxdt as ε→ 0. (11)
Proof. We shall closely follow the arguments of [1].
Let us consider I and J the bounded intervals respectively in R+ and R.
First we consider the case where function b(·) ≡ 0. Then we will extend without difficulty
the required result for any function b(·).
Recall equality (8) in the case where function b(·) ≡ 0, that is, for t ≥ 0 and x ∈ R,
ε
2‖ϕ‖2
(
∂2Xε
∂t2
(t, x)− ∂
2Xε
∂x2
(t, x)
)
= a(X (t, x))Zε(t, x)+ ε
∫ t+ε
t−ε
∫ x+ε
x−ε
Aε(s, y, t, x)dW (s, y), (12)
where Aε(s, y, t, x) is as before, that is,
Aε(s, y, t, x) = 1‖ϕ‖2φε(t − s)ψε(x − y) [a(X (s, y))− a(X (t, x))] . (13)
To simplify the notation we redefine Aε(s, y, t, x) as Aε(s, y).
Under the hypothesis that function a(·) is bounded, it is not difficult to verify that a(X (t, x))
satisfies the hypotheses of Corollary 3. Thus we deduce that, almost surely, the distribution
of the first term on the right-hand side of (12), considered as function of s, t in the measure
space (I × J, λ
λ(I×J ) ) converges to the distribution of ξ × a(X (U, V )), where ξ , U and V are
independent random variables on (Ω , P), where P is the underlying probability, U (resp. V ) is
uniform in I (resp. J ), (see Remark 2.1).
Now in view of proving convergence in (11), we will show in the first step that the second
term on the right-hand side of (12), almost surely, weakly converges to zero in the space
(I × J, λ
λ(I×J ) ), on the sequence ε = εn = n−α with α > 12 .
Let us call, Rε(t, x), the second term on the right-hand side of (12), that is
Rε(t, x) = ε
∫∫
γ (t,x)
Aε(s, y)dW (s, y), (14)
where γ (t, x) = [t − ε, t + ε] × [x − ε, x + ε], and let
∆ε = E
{[∫
I
∫
J
[Rε(t, x)]2dxdt − ε2
∫
I
∫
J
∫∫
γ (t,x)
A2ε(s, y)dsdydxdt
]2}
.
We will prove that ∆ε ≤ Cε2.
First note that
∆ε = ε4E
{∫
I
∫
J
Yε(t, x)dxdt
}2
,
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where
Yε(t, x) =
(∫∫
γ (t,x)
Aε(s, y)dW (s, y)
)2
−
∫∫
γ (t,x)
A2ε(s, y)dsdy.
Now let us see that if |t − s| ≥ 2ε or |x − y| ≥ 2ε, then E[Yε(t, x)Yε(s, y)] = 0. To prove
this we will use that W have independent increments and that a(X (·)) is W -adapted.
Suppose that t − s = |t − s| ≥ 2ε, an analogous procedure would be done for the other cases.
Since Yε(s, y) is Fs+ε,∞-measurable, we have that
E[Yε(t, x)Yε(s, y)] = E[E[Yε(t, x)Yε(s, y)|Fs+ε,∞]]
= E[Yε(s, y)E[Yε(t, x)|Fs+ε,∞]]. (15)
Let us compute E[Yε(t, x)|Fs+ε,∞]. For this, consider uk = (t − ε)+ 2ε(k/n), vk = (x − ε)+
2ε(k/n), then by the definition of the stochastic integral given by Carioli and Walsh [3], one
obtains
E{Yε(t, x)|Fs+ε,∞}
= lim
n→∞
n∑
k, j=0
n∑
l,m=0
E
{(
Aε(uk, v j )Aε(ul , vm)W
(
δ(uk, v j )
)
W (δ(ul , vm))
) |Fs+ε,∞}
− lim
n→∞
n∑
k, j=0
E
{
A2ε(uk, v j )(uk+1 − uk)(v j+1 − v j )|Fs+ε,∞
}
= lim
n→∞[(1)− (2)],
where δ(uk, v j ) = [uk, uk+1] × [v j , v j+1] and W
(
δ(uk, v j )
)
represents the double increments
of W over the rectangle δ(uk, v j ), that is, W
(
δ(uk, v j )
) = W (uk+1, v j+1) − W (uk+1, v j ) −
W (uk, v j+1)+W (uk, v j ).
Now, if k 6= l or j 6= m,
E[Aε(uk, v j )Aε(ul , vm)W
(
δ(uk, v j )
)
W (δ(ul , vm)) |Fs+ε,∞] = 0.
To prove the last result we suppose that k < l, a similar reasoning would be done
for the other cases. On the one hand, we remark that for B ∈ Fs+ε,∞, the random
variable Aε(uk, v j )Aε(ul , vm)W
(
δ(uk, v j )
)
1B is Ful ,∞-measurable and that W (δ(ul , vm)) is
independent of the last σ -algebra. On the other hand, we fix B in Fs+ε,∞, so that∫
B
E[Aε(uk, v j )Aε(ul , vm)W (δ(uk, v j ))W (δ(ul , vm)) |Fs+ε,∞]dP
= E[Aε(uk, v j )Aε(ul , vm)W
(
δ(uk, v j )
)
W (δ(ul , vm))1B]
= E[E[Aε(uk, v j )Aε(ul , vm)W (δ(uk, v j ))1BW (δ(ul , vm)) |Ful ,∞]]
= E[Aε(uk, v j )Aε(ul , vm)W
(
δ(uk, v j )
)
1B]E[W (δ(ul , vm))] = 0.
The case where k = l and j = m can be treated in the same way and gives that (1) = (2), so that
E{Yε(t, x)|Fs+ε,∞} = 0. This implies by Eq. (15) that E[Yε(t, x)Yε(s, y)] = 0, as required.
Now let us prove that ∆ε ≤ Cε2, the constant C depending only on the upper bound of the
function a(·) and on ‖ϕ‖2.
Let us write
Yε(t, x)Yε(s, y) = (I11 × I21)− (I12 × I21)+ (I12 × I22)− (I11 × I22)
= I1 − I2 + I3 − I4,
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where
I11 =
(∫∫
γ (t,x)
Aε(u, v)dW (u, v)
)2
, I12 =
(∫∫
γ (t,x)
A2ε(u, v)dvdu
)
,
I21 =
(∫∫
γ (s,y)
Aε(w, z)dW (w, z)
)2
, I22 =
(∫∫
γ (s,y)
A2ε(w, z)dzdw
)
.
We get the following equalities.
∆ε = ε4E
{∫∫
|t−s|<2ε
∫∫
|x−y|<2ε
Yε(t, x)Yε(s, y)dxdydtds
}
= ε4E
{∫∫
|t−s|<2ε
∫∫
|x−y|<2ε
(I1 − I2 + I3 − I4)
}
.
Using the inequality given by Guyon and Prum (see Theorem 2.1 in [4]) and the fact that the
function a(·) is bounded, one gets
ε4E
{∫∫
|t−s|<2ε
∫∫
|x−y|<2ε
I1dxdydsdt
}
≤ ε4
∫∫
|t−s|<2ε
∫∫
|x−y|<2ε
[(
E{I11}2
)1/2 (
E{I21}2
)1/2]
dxdydtds
≤ Cε6
∫∫
|t−s|<2ε
∫∫
|x−y|<2ε
([∫∫
γ (t,x)
φ4ε (t − u)ψ4ε (x − v)dudv
]1/2
×
[∫∫
γ (s,y)
φ4ε (s − w)ψ4ε (y − z)dwdz
]1/2)
dxdydsdt
≤ Cε2.
In the same way we can see that
ε4E
{∫∫
|t−s|<2ε
∫∫
|x−y|<2ε
I2dxdydtds
}
≤ C, ε2
∫∫
|t−s|<2ε
∫∫
|x−y|<2ε
∫∫
γ (s,y)
φ2ε (s − w)ψ2ε (y − z)dwdzdxdydtds
≤ Cε2
ε4E
{∫∫
|t−s|<2ε
∫∫
|x−y|<2ε
I3dxdydtds
}
≤ C
∫∫
|t−s|<2ε
∫∫
|x−y|<2ε
dxdydtds
≤ Cε2,
and
ε4E
{∫∫
|t−s|<2ε
∫∫
|x−y|<2ε
I4dxdydtds
}
= ε4E
{∫∫
|t−s|<2ε
∫∫
|x−y|<2ε
I2dxdydtds
}
≤ Cε2.
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Thus we have shown that ∆ε ≤ Cε2. From this inequality and the Borel–Cantelli lemma, we
conclude that almost surely∫
I
∫
J
R2εn (t, x)dtdx − ε2n
∫
I
∫
J
∫∫
γ (t,x)
A2εn (s, y)dsdydtdx → 0, as n→∞ (16)
for εn = n−α, n ∈ N∗ and α > 1/2. Also, by equality (13), one has
‖ϕ‖22ε2
∫
I
∫
J
∫∫
γ (t,x)
A2ε(s, y)dsdydtdx
= ε2
∫
I
dt
∫
J
dx
∫∫
γ (t,x)
φ2ε (t − s)ψ2ε (x − y) [a(X (s, y))− a(X (t, x))]2 dsdy
=
∫
I
dt
∫
J
dx
∫ 1
−1
∫ 1
−1
φ2(u)ψ2(v) [a(X (t − εu, x − εv))− a(X (t, x))]2 dudv.
Since a(·) is continuous and from the continuity of the trajectories of X (t, x) (see Appendix A),
by the bounded convergence theorem the above expression almost surely goes to zero. This,
together with the convergence shown in (16), implies that almost surely∫
I
∫
J
R2εn (t, x)dtdx → 0, (17)
when n goes to infinity.
Now, denoting by Z˜εn (t, x) := εn2‖ϕ‖2
(
∂2Xεn
∂t2
(t, x)− ∂2Xεn
∂x2
(t, x)
)
, we thus proved that, for
almost every ω, Z˜εn (t, x, ω), weakly converges in the space (I × J, λλ(I×J ) ) to ξ × a(X (U, V ))
(see Remark 2.1), where ξ , U and V are independent random variables on (Ω , P), where P is
the underlying probability, U (resp. V ) is uniform in I (resp. J ). In other words, convergence in
(11) holds for the sequence εn .
Now let us check that this convergence holds for arbitrary ε > 0. Remember that in Section 2
we got
∂2Xε
∂t2
(t, x)− ∂
2Xε
∂x2
(t, x)
= 1
ε2
∫ 1
−1
∫ 1
−1
([φ′′(u)ψ(v)− φ(u)ψ ′′(v)]X (t − εu, x − εv)) dudv.
Thus we get
sup
εn+1<ε<εn
∣∣∣∣∫
I
∫
J
exp(iµZ˜ε(t, x))dtdx −
∫
I
∫
J
exp(iµZ˜εn (t, x))dtdx
∣∣∣∣
≤ C sup
εn+1<ε<εn
∫
I
∫
J
|µ| ∣∣Z˜ε(t, x)− Z˜εn (t, x)∣∣ dxdt
≤ C
{
sup
εn+1<ε<εn
∫
I
∫
J
1
ε
∣∣ε Z˜ε(t, x)− εn Z˜εn (t, x)∣∣ dxdt
+ sup
εn+1<ε<εn
∫
I
∫
J
∣∣∣Z˜εn (t, x) (εnε − 1)∣∣∣ dxdt
}
2132 M. Colina, C. Berzin / Stochastic Processes and their Applications 119 (2009) 2121–2136
≤ C
{
1
ε
sup
εn+1<ε<εn
∫
I
∫
J
{∫ 1
−1
∫ 1
−1
|X (t − εu, x − εv)− X (t − εnu, x − εnv)|
× ∣∣φ′′(u)ψ(v)− φ(u)ψ ′′(v)∣∣ dudv} dxdt
+ sup
εn+1<ε<εn
∫
I
∫
J
(εn
ε
− 1
) ∣∣Z˜εn (t, x)∣∣ dxdt
}
≤ C
{
1
ε
sup
εn+1<ε<εn
∫
I
∫
J
sup
0<|u|,|v|<1
|X (t − εu, x − εv)− X (t − εnu, x − εnv)| dxdt
+ sup
εn+1<ε<εn
∫
I
∫
J
(εn
ε
− 1
) ∣∣Z˜εn (t, x)∣∣ dxdt
}
.
As X (t, s) has a Ho¨lder continuous version of order less than 1/2,1 then
sup
0<|u|,|v|<1
|X (t − εu, x − εv)− X (t − εnu, x − εnv)| ≤ C(ω)(εn − ε)1/2−δ.
Thus
sup
εn+1<ε<εn
∣∣∣∣∫
I
∫
J
exp(iµZ˜ε(t, x))dxdt −
∫
I
∫
J
exp(iµZ˜εn (t, x))dxdt
∣∣∣∣
≤ C(ω)
{
(εn − εn+1)1/2−δ
εn+1
+
(
εn
εn+1
− 1
)∫
I
∫
J
∣∣Z˜εn (t, x)∣∣ dxdt} . (18)
Remember that εn = n−α and α > 12 . So choosing α and δ small enough such that 1/2 < α <
(1/2 − δ)/(1/2 + δ), we proved that the first term in last equality (18) goes to zero. Now using
the fact that function a(·) is bounded, equalities (12) and (14), we get the following bound.
|Z˜εn (t, x)| ≤ C|Zεn (t, x)| + R2εn (t, x)+ 1.
Therefore using convergence in (17) and generalized Proposition 1 we get that the second
term of (18) almost surely goes to zero.
To conclude we have shown that if function b(·) ≡ 0, for all bounded intervals, I ⊆ R+,
J ⊆ R, almost surely convergence in (11) happens.
Now let us consider the case where b(·) is any function. In this case recall equality (8) that is,
for t ≥ 0 and x ∈ R,
ε
2‖ϕ‖2
(
∂2Xε
∂t2
(t, x)− ∂
2Xε
∂x2
(t, x)
)
= a(X (t, x))Zε(t, x)+ ε
∫ t+ε
t−ε
∫ x+ε
x−ε
Aε(s, y)dW (s, y)+ Bε(t, x), (19)
where we defined
Bε(t, x) := ε‖ϕ‖2
∫ t+ε
t−ε
∫ x+ε
x−ε
φε(t − s)ψε(x − y)b(X (s, y))dyds.
1 See Appendix A.
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A change of variable shows that
Bε(t, x) = ε‖ϕ‖2
∫ 1
−1
∫ 1
−1
φ(u)ψ(v)b(X (t − εu, x − εv))dudv.
Thus, since b(·) is a bounded function, we obtain that almost surely∫
I
∫
J
|Bε(t, x)|dtdx ≤ Cε.
So using equality (19) and applying a similar method to the one obtained before in the case where
function b(·) ≡ 0, we have shown that for all bounded intervals I ⊆ R+, J ⊆ R, almost surely
convergence in (11) happens.
Now we extend this result simultaneously for all bounded intervals I , J , that yields
Theorem 1. 
4. Other convergence results
In this section we want to establish a similar convergence theorem as that of Theorem 1,
that can be applied for the process solution of the integral equation associated to the hyperbolic
equations of the type
∂2X
∂t∂x
(t, x) = a(X (t, x))dW (t, x)+ b(X (t, x))dtdx .
To this end we consider the stochastic integral equation
X (t, x) =
∫ t
0
∫ x
−K−ε0
a(X (s, y))dW (s, y)+
∫ t
0
∫ x
−K−ε0
b(X (s, y))dyds,
where t ∈ [0, T + ε0], x ∈ [−K − ε0, K + ε0], T, K ∈ R+ and 0 < ε0. Hypotheses on functions
a(·) and b(·) are the same as in Section 2. Also, as in Section 2, we extend the process X (t, x)
and W (t, x) as zero for t ≤ 0, and for ε ≤ ε0, we define Wε(t, x) and Xε(t, x) as W (t, x) and
X (t, x), respectively, smoothed by convolution with an unity approximation ϕε(t, x).
Under these assumptions we can enunciate the following theorem.
Theorem 2. Almost surely, for all bounded intervals I ⊆ [0, T ], J ⊆ [−K , K ] and for all y ∈ R
λ
({
(t, x) : t, x ∈ I × J, ε‖ϕ‖2
∂2Xε
∂t∂x
(t, x) ≤ y
})
→
∫
I
∫
J
Fa(X (t,x))(y)dtdx as ε→ 0.
Proof. We proceed as in the proof of Theorem 1. First we note that for ε ≤ ε0, t ∈ I and x ∈ J ,
one has
∂2Xε
∂t∂x
(t, x) = 1
ε4
∫ t+ε
t−ε
∫ x+ε
x−ε
φ′
(
t − s
ε
)
ψ ′
(
x − y
ε
)
X (s, y)dsdy.
Then, integrating two times by parts and by using that Supp φ ⊆ [−1, 1] and Supp ψ ⊆ [−1, 1],
we get
∂2Xε
∂t∂x
(t, x) = 1
ε2
∫ t+ε
t−ε
∫ x+ε
x−ε
φ
(
t − s
ε
)
ψ
(
x − y
ε
)
a(X (s, y))dW (s, y)
+ 1
ε2
∫ t+ε
t−ε
∫ x+ε
x−ε
φ
(
t − s
ε
)
ψ
(
x − y
ε
)
b(X (s, y))dsdy.
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We remark that the last expression is similar to the one of expression (7). Thus the proof will
follow closely that of Theorem 1. 
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Appendix A
Let X be the stochastic integral defined in Section 2 by Eq. (5). We will prove, under the same
notations and assumptions, in this section that process X (t, x) has a Ho¨lder continuous version
of order less than 1/2 when t ∈ K1 and x ∈ K2, both compact subsets of R.
Let t, t ′ ∈ K1 and x, x ′ ∈ K2. First let us bound E |X (t ′, x ′) − X (t, x)|2p, for real p ≥ 1,
when x ≤ x ′, 0 ≤ t ≤ t ′ and x ′ − t ′ ≤ x − t . The procedure for the other cases is analogous.
E |X (t ′, x ′)− X (t, x)|2p ≤ C
E
∣∣∣∣∫ t
0
∫ s+x−t
s+x ′−t ′
a(X (s, y))dW (s, y)
∣∣∣∣2p
+ E
∣∣∣∣∣
∫ t ′
t
∫ x ′
s+x ′−t ′
a(X (s, y))dW (s, y)
∣∣∣∣∣
2p
+ E
∣∣∣∣∣
∫ t
0
∫ −s+x ′+t ′
−s+x+t
a(X (s, y))dW (s, y)
∣∣∣∣∣
2p
+ E
∣∣∣∣∣
∫ t ′
t
∫ −s+x ′+t ′
x ′
a(X (s, y))dW (s, y)
∣∣∣∣∣
2p
+ E
∣∣∣∣∫ t
0
∫ s+x−t
s+x ′−t ′
b(X (s, y))dyds
∣∣∣∣2p + E
∣∣∣∣∣
∫ t ′
t
∫ x ′
s+x ′−t ′
b(X (s, y))dyds
∣∣∣∣∣
2p
+ E
∣∣∣∣∣
∫ t
0
∫ −s+x ′+t ′
−s+x+t
b(X (s, y))dyds
∣∣∣∣∣
2p
+ E
∣∣∣∣∣
∫ t ′
t
∫ −s+x ′+t ′
x ′
b(X (s, y))dyds
∣∣∣∣∣
2p
 .
Now, applying the inequality given by Guyon and Prum (see Theorem 2.1, [4]) to the first four
integrals in the last inequality and using that functions a(·) and b(·) are bounded, we get the
following bound
E |X (t ′, x ′)− X (t, x)|2p
≤ C
{
|t |p−1|x − t − x ′ + t ′|p−1
∫ t
0
∫ s+x−t
s+x ′−t ′
E
∣∣∣a2p(X (s, y))∣∣∣ dyds
+ |t ′ − t |p−1| − t + t ′|p−1
∫ t ′
t
∫ x ′
s+x ′−t ′
E
∣∣∣a2p(X (s, y))∣∣∣ dyds
+ |t |p−1|x ′ + t ′ − x − t |p−1
∫ t
0
∫ −s+x ′+t ′
−s+x+t
E
∣∣∣a2p(X (s, y))∣∣∣ dyds
+ |t ′ − t |p−1| − t + t ′|p−1
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×
∫ t ′
t
∫ −s+x ′+t ′
x ′
E
∣∣∣a2p(X (s, y))∣∣∣ dyds + |t |2p|x − t − x ′ + t ′|2p
+ |t ′ − t |2p| − t + t ′|2p + |t |2p|x ′ + t ′ − x − t |2p + |t ′ − t |2p| − t + t ′|2p
}
≤ C
{
2p−1(|x ′ − x |p + |t ′ − t |p)
×
[
2|t |p + |t |2p|x − x ′ + t ′ − t |p + |t |2p|x ′ − x + t ′ − t |p
]
+ |t ′ − t |p
[
2|t ′ − t |p + 2|t ′ − t |3p
]}
.
As t, t ′ and x, x ′ are living in compact subsets of R, we prove that
E |X (t ′, x ′)− X (t, x)|2p ≤ C (|t ′ − t |p + |x ′ − x |p)
≤ C sup (|t ′ − t |p, |x ′ − x |p)
≤ C sup (|t ′ − t |, |x ′ − x |)p . (20)
For the cases where some or both variables, t , t ′, are less than zero and belong to a compact
subset of R, the bound obtained in inequality (20) still holds.
Now if p = 2 + δ, from the result of Revuz and Yor for the Ho¨lder continuity of Banach-
valued process (page 25, [5]), there exists a version of X such that its paths are Ho¨lder continuous
of order α, for every α ∈ [0, δ2p [. Since
δ/2p = p − 2
2p
= 1
2
− 1
p
,
and p can be taken arbitrarily large, the result follows.
Appendix B
In this appendix we are going to give a proof of formula (6), that is
1
ε2
∫ ∞
u
∫ v+s−u
v−s+u
(
φ′′
(
t − s
ε
)
ψ
(
x − y
ε
)
− φ
(
t − s
ε
)
ψ ′′
(
x − y
ε
))
dyds
= 2φ
(
t − u
ε
)
ψ
(
x − v
ε
)
.
On the one hand, using Fubini’s Theorem we note that
1
2
∫ ∞
u
∫ v+s−u
v−s+u
φ′′
(
t − s

)
ψ
(
x − y

)
dyds
= 1
2
∫ v
−∞
∫ ∞
−y+v+u
ψ
(
x − y

)
φ′′
(
t − s

)
dsdy
+ 1
2
∫ ∞
v
∫ ∞
y−v+u
ψ
(
x − y

)
φ′′
(
t − s

)
dsdy. (21)
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On the other hand, integrating by parts both integrals on the right-hand side of equality (21), and
using the change of variables s = −y + v + u and s = y − v + u, respectively, we get
1
2
∫ ∞
u
∫ v+s−u
v−s+u
φ′′
(
t − s

)
ψ
(
x − y

)
dyds
= 1

∫ ∞
u
φ′
(
t − s

)
ψ
(
x − v + s − u

)
ds
+ 1

∫ ∞
u
φ′
(
t − s

)
ψ
(
x − v − s + u

)
ds. (22)
Now, for the second integral on the left-hand side of formula (6), integrating by parts we have
1
2
∫ ∞
u
∫ v+s−u
v−s+u
φ
(
t − s

)
ψ ′′
(
x − y

)
dyds = −2φ
(
t − u

)
ψ
(
x − v

)
+ 1

∫ ∞
u
φ′
(
t − s

)(
ψ
(
x − v − s + u

)
+ ψ
(
x − v + s − u

))
ds. (23)
The result follows by subtracting (23) to (22).
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