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a b s t r a c t
We establish the Rofe-Beketov formula for the second order Sturm–Liouville dynamic
equation on time scales. This formula shows how to express a second linearly independent
solution of this equation if one solution is known. In contrast to the D’Alembert formula
(sometimes also called the reduction of order formula), no restriction on the oscillatory
behavior of the known solution is needed.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper we deal with the Sturm–Liouville dynamic equation on a time scale T
(r(t)x1)1 + c(t)xσ = 0 (1)
where 1/r and c are rd-continuous functions,1 is the time scale derivative, and σ is the forward jump operator. Elements
of the time scale calculus will be recalled in the next section, we refer to [1] for a comprehensive treatment of the theory of
dynamic equations on time scales. Note also that the basic qualitative theory of (1) can be found in the paper [2].
If we set rx1 = u, z =  xu , Eq. (1) can be written as a 2× 2 first order system
z1 =
 x
u
1 = S(t)z, S(t) =
 0
1
r(t)
−c(t) −µ(t) c(t)
r(t)
 , (2)
µ being the graininess of the time scale under consideration. By a direct computation one can verify that
JS(t)+ ST (t)J + µ(t)ST (t)JS(t) = 0, J =

0 1
−1 0

, (3)
i.e., (2) is the so-called symplectic dynamic system, see [3,4]. A typical feature of such a system is that the fundamental matrix
Z of this system is symplectic, i.e., ZT (t)JZ(t) = J, or, equivalently for 2×2matrices, det Z(t) = 1, whenever it is symplectic
at one point. In particular, if x, y are solutions of (1) such that w(x, y)|t0 := xry1 − yrx1|t0 = 1 at some t0 ∈ T, then this
identity holds everywhere in T. Also, (3) implies that the matrix I + µS is invertible, i.e. (2) is regressive and hence its
solutions are uniquely determined by an initial condition and exist in the forward and backward direction whenever the
entries of S are rd-continuous functions.
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The well-known D’Alembert formula (sometimes also called the reduction of order formula) for (1) states that if x is a
solution of (1) such that
r(t)x(t)xσ (t) > 0 (4)
in some time scale interval I ⊂ T, then
y(t) = x(t)
∫ t
t0
1
r(s)x(s)xσ (s)
1s, t0 ∈ I,
is also a solution of (1) in I andw(x, y) = 1, i.e., y forms together with x the basis of the solution space of (1).
The Rofe-Beketov formula concerns the continuous case T = R. This formula enables to express a second linearly
independent solution of the Sturm–Liouville differential equation
(r(t)x′)′ + c(t)x = 0 (5)
without the assumption x(t) ≠ 0. Note that we suppose that r(t) > 0 in case of (5), so (4) is really equivalent to x(t) ≠ 0 in
this case. The Rofe-Beketov formula for (5) reads as follows; if x is a nontrivial solution of (5), the function
y(t) = x(t)
∫ t  1
r − c

(x2 − (rx′)2)
[x2 + (rx′)2]2 ds−
r(t)x′(t)
x2(t)+ (r(t)x′(t))2 (6)
is also a solution of this equation andw(x, y) = 1, see [5, p. 199]. Note that (6) is e.g. used in the recent paper [6] in order to
study the so-called relative oscillation and spectral properties of differential operators associated with (5).
In this paper we establish a similar formula for (1). This result (as far as we know) is new even in the discrete case T = Z
when (1) reduces to the Sturm–Liouville difference equation
1(rk1xk)+ ckxk+1 = 0 (7)
frequently treated in the literature, see e.g. [7]. Note that (7) is equivalent to the three-term (Jacobi) recurrence relation
rk+1xk+2 + dkxk+1 + rkxk = 0, dk = −rk+1 − rk + ck, (8)
so our results apply to Eq. (8) as well. In particular, our formula for a second linearly independent solution of (7) and (8)
may find applications in the theory of orthogonal polynomials since (stressing the dependence on the spectral parameter
λ) such polynomials typically satisfy the recurrence relation
rkPk+1(λ)+ dkPk(λ)+ rk−1Pk−1(λ) = λPk(λ),
see e.g. [8, Chap. 10].
2. Elements of the time scale calculus
A comprehensive treatment of the time scale calculus and the theory of dynamic equations on time scales can be found
in the monographs [1,9]. Here we recall only the concepts immediately used in our paper.
A time scaleT is any closed subset of real numbersRwith the inherited topology. The operators σ(t) = inf{s > t, s ∈ T},
ρ(t) = sup{s < t, s ∈ T} are called the right and left jump operators, respectively, andµ(t) = σ(t)− t is the graininess of T.
If f : T→ Rwe use the notation f σ (t) := f (σ (t)). A point t ∈ T is said to be right/left dense (rd-point, ld-point, respectively)
if σ(t) = t resp. ρ(t) = t . Otherwise t is said to be right/left scattered. A function f : T→ R is said to be rd-continuous in T
if it is right continuous in all rd-points and there exists a finite left limit in all ld-points.
The time scale derivative f 1 of a function f : T→ R (sometimes called1-derivative) is the function with the property
that given any ε > 0, there exists a neighbourhood U of t such that
|(f σ (t)− f (s))− f 1(t)(σ (t)− s)| ≤ ε|σ(t)− s|
for all s ∈ U . We have the useful formula f σ (t) = f (t) + µ(t)f 1(t). To any rd-continuous function there exists its
antiderivative F , i.e., a function such that F1(t) = f (t). The time scale integral of a function f over a time scale interval
[a, b] ∩ T is then defined using the antiderivative by the formula∫ b
a
f (t)1t = F(b)− F(a).
Finally, recall that the linear system
x1 = A(t)x (9)
with n-dimensional vector x and n× nmatrix A is said to be regressive if the matrix I + µ(t)A(t) is invertible. Regressivity
of (9) guarantees its unique solvability both in the forward and backward direction.
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3. Rofe-Beketov’s formula
In this section we present our main result.
Theorem 1. Let x be a nontrivial solution of (1) and let
g(t) = 1
x2(t)+ (r(t)x1(t))2 (10)
and, suppressing the integration argument s,
f (t) = −
∫ t
t0

1
[x2 + (rx1)2]σ [x2 + (rx1)2]
[
cx2 − 1
r
xxσ + µcx
r
[rx1 + (rx1)σ ] + r(x1)2 − crx1(rx1)σ
]
1s. (11)
Then
y(t) = f (t)x(t)− g(t)r(t)x1(t), (12)
is a solution of (1) such that w(x, y) = xry1 − yrx1 ≡ 1.
Proof. We convert (1) to the corresponding first order system (2) and we look for the solution y in the form
y
ry1

= P (t)
 x
rx1

, P =

p11 p12
p21 p22

. (13)
Substituting this expression into the required formulaw(x, y) = 1 we obtain
1 = p21x2 + (p22 − p11)xrx1 − p12(rx1)2. (14)
Differentiating (13) and substituting from (2) we obtain
y
ry1
1
= P σ
 x
rx1
1 + P1  x
rx1

= [P σS + P1]
 x
rx1

.
At the same time, we want y to be a solution of (2), i.e.,
y
ry1
1
= S

y
ry1

= SP
 x
rx1

.
Comparing the last two equations we come to the equation
[P1 + P σS − SP ]
 x
rx1

= 0. (15)
By a direct computation we have
[P1 + P σS − SP ]11 = p111 − pσ12c −
p21
r
,
[P1 + P σS − SP ]12 = p112 +
pσ11
r
− µpσ12
c
r
− p22
r
.
The entries [·]21 and [·]22 of the matrix in (15) can be expressed in a similar way, but we will not need these formulas in our
computations.
Since x is a nontrivial solution, the rows of the matrix in (15) are linearly dependent, hence it is sufficient to consider the
first row which reads
A :=

p111 − pσ12c −
p21
r

x+
[
p112 +
pσ11
r
− µpσ12
c
r
− p22
r
]
rx1 = 0.
Motivated by the continuous case, we look for entries of P in the form p11 = p22, p12 = −p21. Under these assumptions,
from (14) we have
p21 = 1x2 + (rx1)2 = −p12. (16)
Then, using the formula for time scale differentiation
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p121 =
−x1(x+ xσ )− (rx1)1(rx1 + (rx1)σ )
(x2 + (rx1)2)σ (x2 + (rx1)2) =
−x1(x+ xσ )+ cxσ (rx1 + (rx1)σ )
(x2 + (rx1)2)σ (x2 + (rx1)2) . (17)
Using the assumptions p11 = p22, i.e., pσ11 − p22 = µp111, and p12 = −p21, we obtain
A = p111(x+ µx1)+

pσ21c −
p21
r

x− p121rx1 + µcpσ21x1 = p111xσ + pσ21cxσ −
p21
r
x− p121rx1.
Substituting for p21 and p121 from (16) and (17)
A = p111xσ +
B
(x2 + (rx1)2)σ (x2 + (rx1)2) ,
where
B = cxσ (x2 + (rx1)2)− x
r
(x2 + (rx1)2)σ + rx1[x1(x+ xσ )− cxσ (rx1 + (rx1)σ )]
= cxσ x2 + cxσ (rx1)2 − x
r
(xσ )2 − x
r
((rx1)2)σ + xr(x1)2 + xσ r(x1)2 − cxσ (rx1)2 − cxσ rx1(rx1)σ
= cxσ x2 +−x
r
(xσ )2 − x
r
((rx1)2)σ + xr(x1)2 + xσ r(x1)2 − cxσ rx1(rx1)σ .
The sum of the third and fourth terms in the last line of the previous computation is (using the formula f σ − f = µf 1)
−x
r
((rx1)2)σ + xr(x1)2 = −x
r

((rx1)2)σ − (rx1)2
= −x
r
µ((rx1)2)1 = −x
r
µ(rx1)1(rx1 + (rx1)σ )
= µcxx
σ
r
(rx1 + (rx1)σ ).
Substituting this computation into the formula for B, we have
B = xσ
[
cx2 − xx
σ
r
+ µcx
r
(rx1 + (rx1)σ )+ r(x1)2 − crx1(rx1)σ
]
.
Consequently,
xσp111 = −
B
(x2 + (rx1)2)σ (x2 + (rx1)2) ,
so p11 is the integral of the right-hand side of the previous formula divided by xσ , i.e., p11 = f , where f is given by (11).
Hence
y(t) = p11(t)x(t)+ p12(t)r(t)x1(t) = f (t)x(t)− g(t)r(t)x1(t),
i.e. (12) holds with f , g given by (11) and (10), respectively. From our construction it follows that y is really a solution of (1)
satisfyingw(x, y) = 1. 
Remark 1. (i) When T = R, then µ(t) = 0, σ(t) = t and formulas (10), (11) reduce to the functions in (6).
(ii) If T = Z, i.e., (1) is (7), µ(k) = 1, σ(k) = k+ 1, and x1 = 1xk = xk+1 − xk, then yk = xkfk + rk1xkgk, where
gk = 1x2k + (rk1xk)2
and
fk =
k−1 1
(x2 + (r1x)2)j+1(x2 + (r1x)2)j
×
[
cjx2j −
xjxj+1
rj
+ cjxj
rj
(rj1xj + rj+11xj+1)+ rj(1xj)2 − cjrj1xjrj+11xj+1
]
.
(iii) Concerning the D’Alembert formula, this formula corresponds to p12 = 0, p21 = 1/x2, p11 = p22 =
 t 1
rxxσ as can be
verified by an easy computation. Of course, the easier way to derive the D’Alembert formula is to differentiate the ratio
y/x and to use the Wronskian identity.
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(iv) In [5, p. 199], the formula (6) is extended to the linear Hamiltonian differential system
x′ = A(t)x+ B(t)u, u′ = C(t)x− AT (t)u, (18)
with B, C symmetric ((5) is a special case of this system) using a differentmethod than used here. However, thismethod
does not extend to the time scale Hamiltonian system
x1 = A(t)xσ + B(t)u, u1 = C(t)xσ − AT (t)u. (19)
Nevertheless, we conjecture that Rofe-Beketov’s formula can be extended to (19) or to general 2n×2n symplectic difference
systems. This extension is a subject of the present investigation.
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