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HALL ALGEBRAS AND CURVE-COUNTING INVARIANTS
TOM BRIDGELAND
Abstract. We use Joyce’s theory of motivic Hall algebras to prove that reduced
Donaldson-Thomas curve-counting invariants on Calabi-Yau threefolds coincide
with stable pair invariants, and that the generating functions for these invariants
are Laurent expansions of rational functions.
1. Introduction
In this paper we use Joyce’s theory of motivic Hall algebras to prove some ba-
sic properties of Donaldson-Thomas (DT) curve-counting invariants on Calabi-Yau
threefolds. We prove that the reduced DT invariants coincide with the stable pair
invariants introduced by Pandharipande and Thomas, and that the generating func-
tions for these invariants are Laurent expansions of rational functions. Similar re-
sults have been obtained by Toda; we discuss the relationship with his work below.
The Hall algebra approach to DT invariants relies on a fundamental result of
Behrend. Recall [1] that Behrend associates to any scheme S of finite type over C,
a constructible function
νS : S → Z,
with the property that if S is a proper moduli scheme with a symmetric obstruction
theory, then the associated virtual counting invariant
#vir(S) :=
∫
[S]vir
1
coincides with the weighted Euler characteristic
χ(S, νS) :=
∑
n∈Z
nχ(ν−1S (n)).
This means that the virtual count can be computed by motivic techniques involving
decomposing S into a disjoint union of locally-closed subschemes.
Suppose that M is a smooth projective Calabi-Yau threefold over C. We include
in this assumption the condition that
H1(M,OM ) = 0.
Let N1(M) denote the abelian group of curves in M up to numerical equivalence.
It is a free abelian group of finite rank. Set
N61(M) = N1(M)⊕ Z.
1
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A coherent sheaf E on M supported in dimension 6 1 has a Chern character
ch(E) = (ch2(E), ch3(E)) = (β, n) ∈ N61(M).
Given a class (β, n) ∈ N61(M) there is an open and closed subset of the Hilbert
scheme
HilbM (β, n) ⊂ HilbM
parameterizing epimorphisms of coherent sheaves
f : OM ։ E
with E of Chern character (β, n). The corresponding DT curve-counting invariant
is
DT(β, n) = #vir
(
HilbM (β, n)
)
∈ Z.
For a fixed curve class β ∈ N1(M) the scheme HilbM (β, n) is known to be empty
for n≪ 0, so the generating function
DTβ(q) =
∑
n∈Z
DT(β, n)qn
is a Laurent series.
In the case β = 0 the scheme HilbM (β, n) parameterises zero-dimensional sub-
schemes of M of length n, and the corresponding generating function DT0(q) is
known [2, 18, 19]. It is the Taylor expansion of the function
M(−q)χ(M),
where χ(M) is the topological Euler characteristic of M , and the MacMahon func-
tion
M(q) =
∏
k>1
(1− qk)−k
is the generating function for three-dimensional partitions. Following [20] one de-
fines the reduced DT generating function to be the quotient
DT′β(q) = DTβ(q)/DT0(q).
It is a Laurent series with integral coefficients.
Pandharipande and Thomas [22] introduced new curve-counting invariants by
considering stable pairs. These are maps of coherent sheaves
f : OM → E
such that E is supported in dimension one, and such that
(a) E has no zero-dimensional subsheaves,
(b) the cokernel of f is zero-dimensional.
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In fact, as we prove in Lemma 2.3 below, such maps can be though of as epimor-
phisms in the heart of a certain perverse t-structure on the derived category of
M .
It was proved in [22] that there is a fine moduli scheme parameterizing stable
pairs, which we will denote Hilb♯M . For each class (β, n) ∈ N61(M) there is an open
and closed subscheme
Hilb♯M (β, n) ⊂ Hilb
♯
M
parameterising stable pairs with E of Chern character (β, n). The corresponding
PT invariant is
PT(β, n) = #vir
(
Hilb♯M (β, n)
)
∈ Z.
Once again, for fixed β ∈ N1(M) the generating function
PTβ(q) =
∑
n∈Z
PT(β, n)qn
is a Laurent series. Note that in the case β = 0 we have PT0 ≡ 1.
Our main result is as follows.
Theorem 1.1. Let M be a smooth projective Calabi-Yau threefold. Then for each
class β ∈ N1(M)
(a) there is an equality of Laurent series
DT′β(q) = PTβ(q).
(b) the series DT′β(q) is the Laurent expansion of a rational function in q, in-
variant under the transformation q ↔ q−1.
The first part of Theorem 1.1 (the DT/PT correspondence) was conjectured by
Pandharipande and Thomas [22, Conj. 3.3]. The second part was conjectured
earlier by Maulik, Nekrasov, Okounkov and Pandharipande [20, Conj. 2] and is a
crucial ingredient in the conjectural DT/GW correspondence [20, Conj. 3].
There is another version of Theorem 1.1 involving unweighted Euler characteristic
invariants defined without a Behrend function. This was first proved by Toda
[26, 27]. Our argument gives a second proof of this result, and Stoppa and Thomas
[24] have given a third (and simpler) proof, which even extends to the non-Calabi-
Yau case.
The approach to Theorem 1.1 we present here owes a lot to Toda’s work [26],
and we have used ideas from his paper in several places. In fact Toda’s argument
could be modified to give a proof of Theorem 1.1 if one could establish a certain
identity involving Behrend weights for objects of the derived category of M . The
corresponding identity for coherent sheaves was established by Joyce and Song [15]
and plays a crucial role in this paper.
HALL ALGEBRAS AND CURVE-COUNTING INVARIANTS 4
The main difference between our approach and that of [26] is that Toda views the
scheme HilbM (β, n) as parameterizing stable rank 1 ideal sheaves on M , whereas
we consider it as parameterizing sheaves supported in dimension 6 1 together with
the framing data of an epimorphism from OM .
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Notation By a stack we mean an algebraic (Artin) stack. All schemes and stacks
will be locally of finite type over C. Throughout M will be a smooth complex
projective threefold with trivial canonical bundle and satisfying H1(M,OM ) = 0.
We write A = Coh(M) for the abelian category of coherent sheaves on M , and
denote by M the moduli stack of objects of A. We frequently use the same letter
for an open substack ofM and the corresponding full subcategory of A. One other
minor abuse of notation: if f : T → S is a morphism of schemes, and E is a sheaf
on S ×M , we use the shorthand f∗(E) for the pullback to T ×M , rather than the
more correct (f × idM )
∗(E).
2. Preliminaries
We begin by assembling some basic facts that will be needed later.
2.1. Curve classes. We denote by N1(M) the abelian group of cycles of dimension
1 on M modulo numerical equivalence. It is a free abelian group of finite rank [6,
Ex. 19.1.4]. An element β ∈ N1(M) is effective, written β > 0, if it is zero or the
class of a curve.
Lemma 2.1. An element β ∈ N1(M) has only finitely many decompositions of the
form β = β1 + β2 with βi > 0.
Proof. This follows immediately from [16, Cor. 1.19]. 
We denote by N(M) the numerical Grothendieck group ofM . It is the quotient of
the Grothendieck group K(M) by the kernel of the Euler form. There is a subgroup
N61(M) ⊂ N(M)
generated by classes of sheaves supported in dimension at most 1.
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Lemma 2.2. The Chern character induces an isomorphism
ch = (ch2, ch3) : N61(M) −→ N1(M)⊕ Z.
Proof. The Chern character defines a map to the Chow ring
ch : K(M)→ A∗(M)⊗Q.
Let K61(M) ⊂ K(M) be the subgroup spanned by classes of sheaves supported in
dimension at most 1. The Chern character of such a sheaf is equal to its Chern class
for dimension reasons, and in particular is integral. Thus for any α ∈ K61(M)
ch(α) = (ch2(α), ch3(α)) ∈ A1(M)⊕ Z.
By the Riemann-Roch theorem, the Euler form on K(M) is given by the formula
χ(α, β) = [ch(α∨) · ch(β) · td(M)]3.
It follows that an element α ∈ K61(M) is numerically trivial precisely if ch3(α) = 0
and ch2(α) ·D = 0 for any divisor D. Thus we get an injective map
ch = (ch2, ch3) : N61(M)→ N1(M)⊕ Z.
Since OC(m) maps to ([C], ch3(OC) +m), this map is also surjective. 
There is an effective cone
∆ ⊂ N61(M)
consisting of classes of sheaves. From now on we shall use the isomorphism of Lemma
2.2 to identify N61(M) with the group N1(M) ⊕ Z. Under this identification the
effective cone becomes
∆ =
{
(β, n) ∈ N1(M)⊕ Z : β > 0 or β = 0 and n > 0
}
.
Note also that the Euler form χ(−,−) on N(M) vanishes when restricted toN61(M)
for dimension reasons. This trivial observation will be very important in what
follows.
2.2. Stable pairs. Define a full subcategory
P = Coh0(M) ⊂ A = Coh(M)
consisting of sheaves supported in dimension 0. Let Q be the full subcategory
Q = {E ∈ A : Hom(P,E) = 0 for all P ∈ P}.
These subcategories (P,Q) form a torsion pair:
(a) if P ∈ P and Q ∈ Q then HomA(P,Q) = 0,
(b) every object E ∈ A fits into a short exact sequence
0 −→ P −→ E −→ Q −→ 0
with P ∈ P and Q ∈ Q.
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Note that it follows from (a) that the short exact sequence appearing in (b) is unique
up to a unique isomorphism.
We can define a t-structure on D(A) by tilting the standard t-structure with
respect to this torsion pair [8]. The resulting t-structure has heart
A♯ =
{
E ∈ D(A) : H0(E) ∈ Q, H1(E) ∈ P, H i(E) = 0 for i /∈ {0, 1}
}
.
Note that Q = A ∩A♯ and, in particular, OM ∈ A
♯.
Lemma 2.3. (a) If f : OM → E is an epimorphism in A
♯ then E ∈ Q, and
considering f as a map in A, one has coker(f) ∈ P.
(b) If f : OM → E is a morphism in A with E ∈ Q and coker(f) ∈ P then f is
an epimorphism in A♯.
Proof. If f is an epimorphism in A♯ then there is a triangle
(1) K −→ OM
f
−−→ E −→ K[1]
with K ∈ A♯. Applying the long exact sequence in cohomology gives
(2) 0 −→ H0(K) −→ OM
f
−−→ H0(E) −→ H1(K) −→ 0.
It follows that E = H0(E) ∈ Q and coker(f) = H1(K) ∈ P.
For (b) put the map f in a triangle of the form (1) and consider the associated
long exact sequence (2). Then H0(K) is a subsheaf of OM and hence an object of
Q, and
H1(K) = coker(f) ∈ P.
Therefore K ∈ A♯, the triangle is a short exact sequence in A♯ and hence f is an
epimorphism in A♯. 
Thus a stable pair in the sense of [22] is precisely an epimorphism in A♯ whose
image is supported in dimension 6 1.
2.3. The stack of framed sheaves. We writeM for the stack of coherent sheaves
on M . It is an algebraic stack, locally of finite type over C. There is another stack
M(O) with a morphism
(3) q : M(O)→M
parameterizing coherent sheaves equipped with a section. More precisely, the ob-
jects ofM(O) lying over a scheme S are pairs (E, γ) consisting of an S-flat coherent
sheaf E on S ×M together with a section
(4) γ : OS×M → E.
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Given a morphism of schemes f : T → S, and an object (F, δ) lying over T , a
morphism θ : (F, δ)→ (E, γ) lying over f is an isomorphism
θ : f∗(E)→ F
such that the diagram
f∗(OS×M )
f∗(γ)
−−−−→ f∗(E)
can
y θy
OT×M
δ
−−−−→ F
commutes. Here we have taken the usual step of choosing, for each morphism of
schemes, a pullback of each coherent sheaf on its target. The symbol can denotes
the canonical isomorphism of pullbacks.
The stack property for M(O) follows easily from the stack property forM. The
morphism q is defined by forgetting the data of the section γ in the obvious way.
Lemma 2.4. The stack M(O) is algebraic and the morphism q is representable
and of finite type.
Proof. Consider a scheme S with a morphism h : S →M corresponding to a family
of sheaves E on S ×M . Form the fibre product of stacks
Z
f
−−−−→ M(O)
p
y yq
S
h
−−−−→ M
We claim that the stack Z is representable by a scheme of finite type over S. This
is enough, since if we take S to be an atlas for M, the scheme Z becomes an atlas
for M(O).
It is easy to see that Z is fibered in sets and corresponds to a functor
Z :
(
Sch /S
)op
→ Set
that sends a morphism f : T → S to the space of sections
H0(T ×M,f∗(E)).
Standard argument allow us to reduce to the case when S is noetherian. Results of
Grothendieck [21, Theorem 5.8] then show that this functor is representable by a
linear scheme of finite type over S. 
We shall need the following result about the fibres of the map q.
Lemma 2.5. There is a stratification of M by locally-closed substacks
Mr ⊂M
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such that the objects of Mr(C) are coherent sheaves E ∈ A with
dimCH
0(M,E) = r.
The pullback of the morphism q to Mr is a locally-trivial fibration in the Zariski
topology, with fibre Cr.
Proof. Given a noetherian scheme S and an S-flat coherent sheaf E on S × M ,
Grothendieck showed [21, Theorem 5.7] that there is a coherent sheaf G(E) on S
together with an isomorphism of functors
HomOS(G(E),−)
∼= πS,∗(E ⊗OS×M π
∗
S(−)) : Coh(S)→ Coh(S).
The universal property shows that such a sheaf G(E) is unique up to a unique
isomorphism, and is well-behaved under pullback, in the sense that if f : T → S is
a morphism of schemes, then there is a natural isomorphism
G(f∗(E)) ∼= f∗(G(E)).
It follows from the existence and basic properties of flattening stratifications (see e.g.
[21, Theorem 5.13]) that there is a stratification of S by locally-closed subschemes
Sr ⊂ S on which G(E) is locally-free of rank r. Moreover these stratifications behave
well under pullback. It follows that the stack M has a stratification as claimed.
Using the same notation as in the proof of Lemma 2.4, if the morphism h factors
via the inclusion Mr ⊂ M, the stack Z is represented by the total space of the
vector bundle associated to the locally-free sheaf G(E). It is therefore a locally-
trivial fibration with fibre Cr. 
2.4. Moduli of stable pairs. We shall view the Hilbert scheme and the moduli
space of stable pairs as open substacks of the moduli stack M(O).
Lemma 2.6. There are open substacks
HilbM ⊂M(O), Hilb
♯
M ⊂M(O),
whose C-valued points are morphisms
(5) γ : OM → E
that are epimorphisms in the category A or A♯ respectively.
Proof. We just prove the stable pair case; the Hilbert scheme case is easier and
well-known. Suppose given a morphism
γ : OS×M → E
as in (4). Given a point s ∈ S(C) let γs : OM → Es denote the pullback of γ. We
must show that the set of points s ∈ S(C) for which
(a) the sheaf Es is pure of dimension 1,
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(b) the sheaf coker(γs) is supported in dimension 0,
is the set of C-valued points of an open subscheme of S. Standard arguments mean
that we can assume S noetherian.
Property (a) is known to be open (see e.g. [9, Prop. 2.3.1]). For property (b),
set Q = coker(γ). Then
Qs ∼= coker(γs)
and so by the basic properties of flattening stratifications (see e.g. [21, Theorem
5.13]) the set of points s ∈ S(C) for which coker(γs) has positive-dimensional sup-
port is the set of C-valued points of a closed subscheme of S. 
The substack HilbM is represented by the Hilbert scheme. The substack Hilb
♯
M
is presumably also represented by a scheme, although we have not checked this.
Pandharipande and Thomas [22, Section 1] used results of Le Potier to show that
the open and closed substack
Hilb♯M,61 ⊂ Hilb
♯
M
parameterizing framed sheaves supported in dimension at most 1 is representable.
3. Behrend function identity
Recall [1] that Behrend defined for every scheme S of finite type over C a con-
structible function
νS : S → Z,
with the property that when f : T → S is a smooth morphism of relative dimension
d, there is an identity
(6) νT = (−1)
df∗(νS).
Using this identity it is easy [15, Prop. 4.4] to extend Behrend’s construction to
give a locally-constructible function for any Artin stack locally of finite type over
C. The identity (6) then also holds for smooth morphisms of stacks.
In this section we establish a Behrend function identity that we need for the
proof of Theorem 1.1. The basic idea for the proof came from unpublished notes
of Pandharipande and Thomas; nonetheless the author takes full responsibility for
the details!
Theorem 3.1. Suppose γ : OM → E is a morphism of sheaves such that
(a) E is supported in dimension 6 1,
(b) coker(γ) is supported in dimension zero.
Then there is an equality of Behrend functions
νM(O)(γ) = (−1)
χ(E) · νM(E).
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Proof. By Lemma 2.5, the morphism q is a vector bundle over the open and closed
substack of M parameterizing zero-dimensional sheaves, so if E is supported in
dimension 0 the result follows from (6). Thus we can assume that E has positive-
dimensional support.
Let OC ⊂ E be the image of γ. It is the structure sheaf of a subscheme C ⊂ M
of dimension 1. Take an ample line bundle L such that
(7) H i(M,E ⊗ L) = 0 for all i > 0,
and a divisor H ∈ |L| such that H meets C at finitely many pure-dimension 1
points, not in the support of coker(γ).
There is a short exact sequence
0 −→ OM
s
−−→ L −→ OH(H) −→ 0
where s is the section of L corresponding to the divisor H. Tensoring it with E and
using the above assumptions gives a diagram of sheaves
(8) OM
δ

❁❁
❁❁
❁❁
❁
γ

0 // E
α
// F
β
// Q // 0
where F = E⊗L. The support of the sheaf Q is zero-dimensional, disjoint from the
support of coker(γ) and contained in the pure dimension 1 part of C. In particular,
(9) HomM (Q,F ) = 0.
Consider the two points of the stack M(O) corresponding to the maps
γ : OM → E, δ : OM → F.
The statement of the Theorem holds for the map δ because Lemma 2.5 together
with (7) implies that
q : M(O)→M
is smooth of relative dimension χ(F ) = H0(M,F ) over an open neighbourhood of
the point F ∈ M(C). On the other hand, tensoring sheaves with L defines an
automorphism of M, so the Behrend function of M at the points corresponding to
E and F is equal. Thus to prove the Theorem it suffices to show that
(−1)χ(E) · νM(O)(γ) = (−1)
χ(F ) · νM(O)(δ).
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Consider the stack X whose S-valued points are diagrams of S-flat sheaves on
S ×M of the form
(10) OS×M
δS
!!
❇❇
❇❇
❇❇
❇❇
γS

0 // ES
αS
// FS
βS
// QS // 0
This is an algebraic stack, locally of finite type over C. The easiest way to see this
is to write X as a fibre product in a similar way to the stack Z of Lemma 4.3 below.
There are two morphisms
p : X →M(O), q : X →M(O),
taking such a diagram to the maps γS and δS respectively. Passing to an open
substack of X we can assume that (9) holds at all C-valued points of X. It follows
easily that p and q induce injective maps on stabilizer groups of C-valued points,
and hence are representable.
Using (6) it will be enough to show that at the point x ∈ X(C) corresponding to
the diagram (8), the morphisms p and q are smooth of relative dimension χ(Q) and
0 respectively. Suppose f : X → Y is a representable morphism of stacks, with X
and Y locally of finite type over C. Then f is smooth at a point x ∈ X(C) precisely
if the following lifting property is satisfied. Let
i : S →֒ T
be a closed embedding of affine schemes, corresponding to a homomorphism of
Artinian local rings A→ A/I with I2 = 0. Then given a commutative diagram
S
s
−−−−→ X
i
y yf
T
t
−−−−→ Y
taking the closed point of S to x, there is a lifting of t to a morphism u : T → X sat-
isfying f ◦u ∼= t. This follows immediately from the corresponding characterization
of smooth morphisms of schemes [EGA, IV.17.14.2].
Consider the morphism q first. Suppose that we are given a diagram of the form
(10), whose pullback to the closed point of S is isomorphic to the diagram (8).
Suppose also given a morphism of T -flat sheaves
δT : OT×M → FT
HALL ALGEBRAS AND CURVE-COUNTING INVARIANTS 12
on T ×M which when pulled back to S is isomorphic to δS . Then we must include
δT in a diagram
(11) OT×M
δT
!!
❈❈
❈❈
❈❈
❈❈
γT

0 // ET
αT
// FT
βT
// QT // 0
which becomes isomorphic to (10) when pulled back to S.
Note that it will be enough to prove the existence of such a lift on an affine open
subset U ⊂M containing the support of Q. Indeed, we can then take another open
subset V ⊂ M disjoint from the support of Q such that M = U ∪ V . Over the
subset V the extension problem is trivial and we can glue the results to obtain a
lift over M .
Let us therefore replace M by U . By our assumptions on the support of Q, we
can then assume that the morphism γ is surjective, so that E ∼= OC , and that the
curve C is of pure dimension 1. We can further assume that the line bundle L
restricted to C is trivial, and hence that we also have F ∼= OC .
Let ET be the image of δT and fill in the diagram (11). By Lemma 3.2 applied
with S = T all the sheaves appearing are flat over T . It is then automatic that the
diagram becomes isomorphic to (10) when pulled back to S, because the morphisms
βS and βT are the cokernels of δS and δT respectively, and the pullback functor
preserves cokernels. The lift we constructed is easily seen to be unique, and hence
q is e´tale.
Let us now check the lifting property for the map p. Take a diagram (10) again,
and suppose this time that we are given a morphism of T -flat sheaves
γT : OT×M → ET
on T ×M which when pulled back to S is isomorphic to γS . We must include γT
in a diagram of the form (11) which becomes isomorphic to (10) when pulled back
to S. As before it is enough perform this lifting over an open affine subset U ⊂M
containing the support of Q.
By the first part of the proof of Lemma 3.2 we can assume that ET ∼= OCT for
some closed subscheme CT ⊂ T ×U which must be flat over T . By Lemma 3.2 the
sequence in (11) takes the form
0 −→ OCS −→ OCS −→ QS −→ 0,
and thus defines a point of the relative Hilbert scheme of the scheme CS/S. This
is smooth at the given point because the obstruction space [7, Section 5] is
Ext1C(OC , Q) = 0.
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Thus we can extend the sequence over T to give a sequence
0 −→ KT −→ OCT −→ QT −→ 0.
Applying Lemma 3.2 again with S = T shows that KT ∼= OCT and so we obtain
the required extension. In the case that
S = Spec(C), T = SpecC[ǫ]/(ǫ2),
the set of possible extensions is the tangent space
HomC(OC , Q) = C
χ(Q),
and hence p is smooth of this relative dimension. 
Lemma 3.2. Suppose S is the spectrum of an Artinian local C-algebra with residue
field C, and let U ⊂ M be an open affine subscheme. Suppose given a short exact
sequence of coherent sheaves
(12) 0 −→ ES −→ FS −→ QS −→ 0
on S × U , with FS flat over S, which on restricting to the special fibre gives a
sequence of the form
· · · −→ OY −→ OZ −→ Q −→ 0,
with Z ⊂ U a Cohen-Macaulay curve, and Q supported in dimension 0. Then all
the sheaves appearing in (12) are S-flat, and
ES ∼= FS ∼= OZS
for some closed subscheme ZS ⊂ S × U .
Proof. Since U is affine, we can lift the epimorphism OU → OY to a morphism
OS×U → ES . This is then surjective by Nakayama’s Lemma. The same argument
applies to FS . Thus
ES ∼= OYS , FS
∼= OZS ,
for subschemes YS , ZS ⊂ S × U . The inclusion ES ⊂ FS implies that YS ⊂ ZS and
hence there is a surjection
(13) OZS ։ OYS .
When restricted to the special fibre this becomes a surjection OZ ։ OY which is
an isomorphism away from the support of Q. Since Q has dimension zero, and Z
is Cohen-Macaulay this must be an isomorphism. Thus Z = Y . Restricting (12)
to the special fibre, and using purity of OY shows that QS and hence also ES are
flat over S. If KS is the kernel of the surjection (13), then restricting to the special
fibre and using flatness of ES shows that KS = 0. 
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4. Hall algebra identities
Our strategy for proving Theorem 1.1 is to first prove identities in a motivic Hall
algebra, and to then apply an integration map to obtain identities of generating
functions for DT invariants. In this section we prove some identities in an infinite-
type version of the Hall algebra.
We start by briefly recalling the definition of the motivic Hall algebra H(A). We
refer the reader to [3, Section 3.4] for more details. We then introduce an infinite-
type version of the Hall algebra H∞(A). This provides a simple context in which to
state the identities of this section without having to worry about convergence issues.
Although these identities themselves will not be used in the rest of the paper, the
arguments used to prove them will appear several times later on.
One difference from [3] which will be important later (see Theorem 6.3), is that
we will always take our Grothendieck groups to be defined with complex rather than
integral coefficients (we could also have taken rational coefficients).
4.1. Motivic Hall algebra. Suppose S is a stack, locally of finite type over C and
with affine stabilizers. There is a relative Grothendieck group K(St/S) defined as
the complex vector space spanned by equivalence classes of symbols of the form
(14) [X
f
−−→ S],
with X a stack of finite type over C with affine stabilizers, and f a morphism of
stacks, modulo the following relations
(a) for every pair of stacks X and Y a relation
[X1 ∐X2
f1⊔f2
−−−−−→ S] = [X1
f1
−−→ S] + [X2
f2
−−→ S],
(b) for every commutative diagram
X1
f1

✹✹
✹✹
✹✹
g
// X2
f2
✡✡
✡✡
✡✡
S
with g an equivalence on C-valued points, a relation
[X1
f1
−−→ S] = [X2
f2
−−→ S],
(c) for every pair of Zariski locally-trivial fibrations
h1 : X1 → Y, h2 : X2 → Y
with the same fibres, and every morphism g : Y → S, a relation
[X1
g◦h1
−−−−→ S] = [X2
g◦h2
−−−−→ S].
HALL ALGEBRAS AND CURVE-COUNTING INVARIANTS 15
The group K(St/S) has the structure of a K(St/C)-module defined by setting
[X] · [Y
f
−−→ S] = [X × Y
f◦π2
−−−−→ S]
and extending linearly.
The motivic Hall algebra [3, Section 4] is the vector space
H(A) = K(St/M)
equipped with a non-commutative product given explicitly by the rule
[X1
f1
−−→M] ∗ [X2
f2
−−→M] = [Z
b◦h
−−−→M],
where h is defined by the following Cartesian square
(15)
Z
h
−−−−→ M(2)
b
−−−−→ My y(a1,a2)
X1 ×X2
f1×f2
−−−−→ M×M
It is an algebra over K(St/C).
4.2. Infinite-type version. Given a stack S as before, define an infinite-type
Grothendieck group L(St∞/S) by considering symbols (14) as above, but with X
only assumed to be locally of finite type over C. We also drop the relation (a) since
otherwise one gets the zero vector space. The infinite-type Hall algebra is then the
vector space
H∞(A) = L(St∞/A)
with the convolution product defined exactly as before.
We shall need some notation for various particular elements of H∞(A). Given an
open substack N ⊂M we write
1N = [N
i
−→M] ∈ H∞(A),
where i : N → M denotes the inclusion map. Pulling back the morphism (3) to
N ⊂M gives a stack N (O) with a morphism q : N (O)→ N , and hence an element
1ON = [N (O)
q
−−→M] ∈ H∞(A).
We abuse notation by using the same symbol for an open substack of M and
the corresponding full subcategory of A defined by its C-valued points. Thus, for
example, by [9, Prop. 2.3.1], the objects of the categories P and Q of Section 2.2
are the C-valued points of open substacks P ⊂ M and Q ⊂ M, and there are
corresponding elements
1P , 1Q ∈ H∞(A).
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Finally, restricting q to the open substacks of Lemma 2.6 defines further elements
H = [HilbM
q
−−→M] ∈ H∞(A), H
♯ = [Hilb♯M
q
−−→M] ∈ H∞(A).
We will now establish some identities in the ring H∞(A) relating these elements.
4.3. Torsion pair identities.
Lemma 4.1. There is an identity
1M = 1P ∗ 1Q .
Proof. Form a Cartesian square
Z
f
−−−−→ M(2)
b
−−−−→ My y(a1,a2)
P ×Q
i
−−−−→ M×M
where the map i is the open embedding. Since the morphism (a1, a2) satisfies the
iso-fibration property of [3, Lemma A.1], the groupoid of S-valued points of Z can
be described as follows. The objects are short exact sequences of S-flat sheaves on
S ×M of the form
(16) 0 −→ P −→ E −→ Q −→ 0
such that P and Q define flat families of sheaves on M lying in the subcategories
P and Q respectively. The morphisms are isomorphisms of short exact sequences.
The composition
g = b ◦ f : Z →M
sends such a short exact sequence to the object E. This morphism induces an
equivalence on C-valued points because of the torsion pair property: every object
E of A fits into a unique short exact sequence of the form (16). Thus the identity
follows from relation (b) above. 
Lemma 4.2. There is an identity
1OM = 1
O
P ∗ 1
O
Q .
Proof. Form Cartesian squares
Y
p
−−−−→ X
j
−−−−→ M(2)
b
−−−−→ My y y(a1,a2)
P(O) ×Q(O)
(q,id)
−−−−→ P ×Q(O)
(i,q)
−−−−→ M×M
Then 1OP ∗ 1
O
Q is represented by the composite map b ◦ j ◦ p : Y →M. Note that, by
Lemma 2.5, the map
q : P(O)→ P
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is a Zariski locally-trivial fibration, with fibre over a zero-dimensional sheaf P being
the vector space H0(M,P ). By pullback the same is true of the morphism p.
The groupoid of S-valued points of X is as follows. The objects are short exact
sequences of S-flat sheaves on S ×M of the form
0 −→ P
α
−−→ E
β
−−→ Q −→ 0
such that P and Q define flat families of sheaves on M lying in the subcategories
P and Q respectively, together with a map
γ : OS×M → Q.
The morphisms are isomorphisms of short exact sequences commuting with the map
γ. We can represent these objects as diagrams
(17) OS×M
γ

0 // P
α
// E
β
// Q // 0
Consider the stack Z of Lemma 4.1 with its map g : Z →M and form a Cartesian
square
W
h
−−−−→ M(O)y qy
Z
g
−−−−→ M
Since g induces an equivalence on C-valued points, so too does h, so the element
1OM can be represented by the morphism q ◦ h.
The groupoid of S-valued points of W can be represented by diagrams
(18) OS×M
δ

0 // P
α
// E
β
// Q // 0
Setting γ = β ◦ δ defines a morphism of stacks W → X. It is easy to see that this is
a Zariski locally-trivial fibration, with fibre over a C-valued point of X represented
by a diagram (17) being an affine space for H0(M,P ). Since this is the same fibre
as the map p the result follows from relation (c) above. 
4.4. Hilbert scheme identity. The next result is analogous to an identity proved
by Engel and Reineke [5, Lemma 5.1] in the context of Hall algebras of quiver
representations defined over finite fields.
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Lemma 4.3. There is an identity
1OM = H ∗ 1M .
Proof. Form a Cartesian square
Z
s
−−−−→ M(2)
b
−−−−→ M
(r,a2◦s)
y y(a1,a2)
HilbM ×M
(q,id)
−−−−→ M×M
The groupoid of S-valued points of Z are as follows. The objects are short exact
sequences of S-flat sheaves on S ×M
0 −→ A
α
−−→ E
β
−−→ B −→ 0
together with an epimorphism γ : OS×M ։ A. The morphisms are isomorphisms of
such short exact sequences commuting with the maps fromOS×M . We can represent
these objects as diagrams of the form
(19) OS×M
γ

0 // A
α
// E
β
// B // 0
There is a morphism of stacks h : Z → M(O) sending a diagram (19) to the
composite map
δ = α ◦ γ : OS×M → E.
This morphism fits into a commuting diagram of stacks
(20) Z
h
//
b◦s

✻✻
✻✻
✻✻
✻ M(O)
q
⑧⑧
⑧⑧
⑧⑧
⑧
M
Then h induces an equivalence on C-valued points, because every map δ : OM → E
in A factors uniquely as an epimorphism γ : OM ։ A followed by a monomorphism
α : A →֒ E. 
4.5. Stable pair identity.
Lemma 4.4. There is an identity
1OQ = H
♯ ∗ 1Q .
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Proof. This is similar to Lemma 4.3. We consider the Cartesian square
Z
s
−−−−→ M(2)
b
−−−−→ M
(r,a2◦s)
y y(a1,a2)
Hilb♯M ×Q
(q,i)
−−−−→ M×M
This time the objects in the groupoid of S-valued points ofW are diagrams of S-flat
sheaves on S ×M of the form
(21) OS×M
γ

0 // A
α
// E
β
// B // 0
such that for each point s ∈ S(C), the pullback Bs is in Q, and the map γs : OM →
As is an epimorphism in A
♯. In particular, by Lemma 2.3 this implies that As is in
Q and hence so too is Es.
There is a morphism h : Z → Q(O) sending such an object to the composite
morphism δ = α ◦ γ as before, and a commutative diagram
(22) Z
h
//
b◦s

✻✻
✻✻
✻✻
✻ Q(O)
q
  ✁✁
✁✁
✁✁
✁
M
Once again h is an equivalence on C-valued points, this time because if E ∈ Q then
every map OM → E factors uniquely as an epimorphism OM → A in A
♯ followed by
a monomorphism A→ E in A♯. By Lemma 2.3, one then has A ∈ Q, and forming
the short exact sequence
0 −→ A −→ E −→ B −→ 0
in A♯, and applying the argument of Lemma 2.3 gives B ∈ Q also. 
5. Hall algebras of dimension one sheaves
In this section we assemble some general properties of Hall algebras of coherent
sheaves on M supported in dimension 6 1. We first adapt some material from [3] to
this context, and then introduce a formal completion operation which allows us to
treat the infinite sums of invariants appearing in Theorem 1.1. Finally, we consider
the properties of the dualizing functor applied to pure dimension 1 sheaves.
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5.1. Hall algebra and integration map. We write
C = Coh61(M) ⊂ Coh(M) = A
for the full subcategory consisting of sheaves with support of dimension 6 1. By
our usual abuse of notation, this corresponds to an open and closed substack
C ⊂ M.
As in [3, Section 4.4] there is a K(St/C)-subalgebra H(C) ⊂ H(A) spanned by
symbols
(23) [X
f
−−→M]
factoring via the inclusion C ⊂ M. As explained in [3, Section 5.1] there is a
K(Var/C)[L−1]-subalgebra
Hreg(C) ⊂ H(C)
spanned by symbols (23) with X a scheme. Elements of this subalgebra are called
regular. The quotient algebra
Hsc(C) = Hreg(C)/(L − 1)Hreg(C)
is commutative, and is equipped with a Poisson bracket
{f, g} =
f ∗ g − g ∗ f
L− 1
mod (L − 1).
All these algebras are graded by the commutative monoid ∆, the basic reason being
the decomposition
(24) C =
∐
α∈∆
Cα
into open and closed substacks paramaterizing sheaves with a fixed Chern character.
Let C[∆] denote the monoid algebra of ∆ over C. It has basis given by symbols
xα for α ∈ ∆ with product defined by
xα ∗ xβ = xα+β .
Since the Euler form on N61(M) is trivial we equip C[∆] with the trivial Poisson
bracket.
Theorem 5.1. There is a homomorphism of ∆-graded Poisson algebras
I : Hsc(C)→ C[∆]
with the property that
(25) I
(
[X
f
−−→ Cα]
)
= χ(X, f∗(νC)) · x
α,
where νC : C → Z is the Behrend function for the stack C.
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Proof. This follows immediately from [3, Theorem 5.2] upon restricting to the sub-
algebra H(C) ⊂ H(A). 
5.2. Laurent subsets. Theorem 1.1 involves Laurent series rather than polynomi-
als. To fit these into our framework we need to enlarge the algebras H(C) and C[∆]
in a formal way using the grading. In this section we explain how to do this.
Definition 5.2. A subset S ⊂ ∆ will be called Laurent if for each β ∈ N1(M) the
set of integers n for which (β, n) ∈ S is bounded below.
Let Φ denote the set of Laurent subsets of ∆. By Lemma 2.1 this system of
subsets satisfies
(a) if S, T ∈ Φ then so is S + T = {α + β : α ∈ S, β ∈ T}.
(b) if S, T ∈ Φ and α ∈ ∆ there are only finitely many decompositions α = β+γ
with β ∈ S and γ ∈ T .
Suppose that A =
⊕
γ∈∆Aγ is a ∆-graded ring. We can form an abelian group
AΦ whose elements are formal sums
(26) a =
∑
γ∈S⊂∆
aγ
for Laurent subsets S ∈ Φ. Given an element a ∈ AΦ as in (26), we set πγ(a) =
aγ ∈ Aγ . The ring structure on A induces one on AΦ via the rule
πγ(a ∗ b) =
∑
α+β=γ
πα(a) ∗ πβ(b).
We can equip AΦ with a topology by stipulating that a sequence (aj) ⊂ AΦ is
convergent if for any (β,m) ∈ ∆ there is an integer K such that
i, j > K =⇒ π(β,n)(ai) = π(β,n)(aj) for all n 6 m.
It is easy to check using Lemma 2.1 that with this topology AΦ becomes a topological
algebra.
Lemma 5.3. If A is a ∆-graded C-algebra, and a ∈ AΦ satisfies π0(a) = 0, then
any series
∑
j>1
cja
j ,
with coefficients cj ∈ C is convergent in the topological ring AΦ. In particular the
element 1− a is invertible.
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Proof. Define a subset
∆(a) = {γ ∈ ∆ : πγ(a) 6= 0}.
Then ∆(a) is a Laurent subset consisting of nonzero elements. Fix (β,m) ∈ ∆ and
consider elements γ = (β, n) ∈ ∆ with n 6 m. It follows from Lemma 2.1 that
there are only finitely many decompositions of such an element γ into a sum of the
form
γ = γ1 + · · ·+ γk, γi ∈ ∆(a).
The convergence of the given series follows immediately from this. The final state-
ment follows by considering the geometric series in the usual way. 
If A and B are two ∆-graded algebras then a ∆-graded homomorphism f : A→ B
induces a continuous homomorphism fΦ : AΦ → BΦ by setting
πγ(fΦ(a)) = f(πγ(a)).
Note that if f is injective then so is fΦ. Thus if A is a subring of B we can identify
AΦ with a subring of BΦ.
5.3. Φ-finite elements. Applying the construction of the last section to the Hall
algebra gives a K(St/C)-algebra H(C)Φ with a K(Var/C)[L
−1]-subalgebra
Hreg(C)Φ ⊂ H(C)Φ
whose elements we again call regular. There is also a commutative quotient algebra
Hsc(C)Φ = Hreg(C)Φ/(L − 1)Hreg(C)Φ
equipped with a Poisson bracket, and a homomorphism of Poisson algebras
(27) IΦ : Hsc(C)Φ → C[∆]Φ.
Recall the decomposition (24) of the stack C.
Definition 5.4. A morphism of stacks f : X → C will be called Φ-finite if
(a) Xα = f
−1(Cα) is of finite type for all α ∈ ∆,
(b) there is a subset S ∈ Φ such that Xα is empty unless α ∈ S.
Any such morphism defines an element of the ring H(C)Φ defined by the formal
sum ∑
α∈S
[Xα
f
−−→ C].
To give some examples, introduce the open and closed subschemes
HilbM,61 = C ∩ HilbM , Hilb
♯
M,61 = C ∩Hilb
♯
M
parameterizing quotients of OM supported in dimension 6 1.
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Lemma 5.5. The morphisms
q : HilbM,61 → C, q : Hilb
♯
M,61 → C,
are Φ-finite. The corresponding elements H61 and H
♯
61 of H(C)Φ satisfy
(28) IΦ(H61) =
∑
(β,n)∈∆
(−1)nDT(β, n)xβqn = DTβ(−q) · x
β,
where we have written xβ = x(β,0) and q = x(0,1). Similarly
(29) IΦ(H
♯
61) =
∑
(β,n)∈∆
(−1)n PT(β, n)xβqn = PTβ(−q) · x
β.
Proof. The Hilbert scheme parameterising quotients of OM of fixed class γ ∈ N(M)
is always of finite type. On the other hand the set of elements γ ∈ ∆ for which
HilbM (γ) is non-empty is Laurent, the basic reason being that the curves lying in
a fixed class β ∈ N1(M) have bounded genus. The same argument applies to the
stable pair moduli space. The formulae then follow from Theorem 3.1 and Behrend’s
description of DT invariants as a weighted Euler characteristic. 
5.4. Duality functor. There is a full subcategory Q ∩ C ⊂ C consisting of pure
dimension 1 sheaves.
Lemma 5.6. The functor
D = Ext2OM (−,OM ) : Coh(M)→ Coh(M)
restricts to a contravariant equivalence
D : Q ∩ C → Q ∩ C
satisfying D2 ∼= id.
Proof. It is immediate from the definition that the functor
D = RHomOM (−,OM )[2] : D
bCoh(M)→ DbCoh(M)
is a contravariant equivalence, and satisfies D2 ∼= id. Thus we must just show that
with the given shift D takes the subcategory Q ∩ C into itself.
By Serre duality, for any object E ∈ Q ∩ C and any point x ∈M
(30) Ext3M (E,Ox) = HomM (Ox, E)
∗ = 0,
and so by the usual argument (see e.g. [4, Prop. 5.4]) E has a locally-free resolution
of length 2. Applying D gives another length 2 complex of locally-free sheaves D(E)
with the same support as E. By a standard argument (see e.g. [4, Lemma 4.2])
it follows that D(E) is concentrated in degree 0, and (30) then shows that D(E) is
pure. 
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The functor D preserves families and hence induces an involution D of the open
substack Q∩ C ⊂ C. There is a K(St/C)-submodule
K(St/Q∩ C) ⊂ K(St/C)
spanned by maps (14) factoring via the open substack Q ∩ C. The involution D
defines a K(St/C)-linear involution
D∗ : K(St/Q ∩ C)→ K(St/Q ∩ C).
This will ultimately be responsible for the invariance of the DT generating function
under the transformation q ↔ q−1.
Lemma 5.7. The submodule K(St/Q ∩ C) is closed under the convolution product.
It therefore defines a subalgebra H(Q ∩ C) ⊂ H(C). Moreover, one has
D∗(a ∗ b) = D∗(b) ∗ D∗(a),
for any a, b ∈ H(Q ∩ C), or in other words, D∗ is an anti-involution of H(Q ∩ C).
Proof. The first statement is just the fact that the subcategory Q∩C is closed under
extensions. The second statement holds because D is an exact anti-equivalence,
which means that if
0 −→ A1 −→ B −→ A2 −→ 0
is a short exact sequence in Q∩ C, then so is
0 −→ D(A2) −→ D(B) −→ D(A1) −→ 0.
Thus D induces an automorphism of the stack of short exact sequences in Q ∩ C
permuting the two projections a1, a2 to Q∩ C. 
6. DT/PT correspondence
In this section we introduce a stability condition on the category C and state a
deep result of Joyce which shows that certain elements relating to characteristic
functions of semistable objects are regular. We also prove a Hall algebra identity
arising from the existence and uniqueness of Harder-Narasimhan filtrations. These
results are then used to prove the first part of Theorem 1.1, the correspondence
between Donalson-Thomas and stable pair invariants.
6.1. A stability condition. Choose an ample divisor H on M . Given a class
γ ∈ ∆ define the slope
µ(γ) =
ch3(γ)
ch2(γ) ·H
∈ (−∞,+∞].
If ch2(γ) = 0 we consider γ to have slope +∞, otherwise µ(γ) ∈ Q. A nonzero
object E ∈ C is (Gieseker or Simpson) semistable if
µ(A) 6 µ(E)
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for all nonzero subobjects A ⊂ E. We write SS(γ) ⊂ C for the open stack whose
C-valued points are semistable sheaves of class γ ∈ ∆.
Every nonzero sheaf E ∈ C has a unique Harder-Narasimhan filtration
0 = E0 ⊂ E1 ⊂ · · · ⊂ En−1 ⊂ En = E,
whose factors Fi = Ei/Ei−1 are semistable with descending slope
µ(F1) > µ(F2) > · · · > µ(Fn).
Given an interval I ⊂ (−∞,+∞] define SS(I) ⊂ C be the full subcategory consisting
of zero objects together with those sheaves whose Harder-Narasimhan factors all
have slope in I. Note that there are identifications
P = SS(∞), Q∩ C = SS(−∞,+∞).
By the argument of [9, Prop. 2.3.1], bounding slopes of Harder-Narasimhan
factors is an open condition, so for each interval I there is an open substack SS(I) ⊂
M. If I is bounded below, then by [9, Theorem 3.3.7] the inclusion functor is Φ-
finite, and so defines an element
1SS(I) ∈ H(C)Φ.
In particular, for each µ ∈ (−∞,+∞] there is a full subcategory SS(µ) ⊂ C consist-
ing of the zero objects and the semistable objects of slope µ. Since the identity in
the Hall algebra is represented by the substack [M0 ⊂M] of zero objects, one has
(31) 1SS(µ) = 1 +
∑
06=γ∈∆
µ(γ)=µ
1SS(γ) .
It is easy to see that for any sheaf E ∈ Q ∩ C
(32) ch(D(E)) = (ch2(E),− ch3(E)) ∈ ∆.
which of course implies that
(33) µ(D(E)) = −µ(E).
The following is an easy consequence of this.
Lemma 6.1. Let I ⊂ R be a bounded interval. Then
D(SS(I)) = SS(−I).
Proof. Suppose E ∈ Q ∩ C. Then E lies in the subcategory E ∈ SS([a, b]) precisely
if for every short exact sequence of objects of Q∩ C
(34) 0 −→ A −→ E −→ B −→ 0
one has µ(A) 6 b and µ(B) > a. The result therefore follows from (33). 
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6.2. Harder-Narasimhan identity. The next result is analogous to an identity
proved by Reineke [23, Prop. 4.8] in the context of Hall algebras of quiver represen-
tations defined over finite fields. Similar identities play a fundamental role in the
study of wall-crossing behaviour in [14, 17].
Lemma 6.2. Assume the interval I ⊂ (−∞,+∞] is bounded below. Then there is
an identity
1SS(I) =
∏
µ∈I
1SS(µ) ∈ H(C)Φ,
where the infinite product is taken in descending order of slope.
Proof. We first explain what the identity means. Given a finite subset V ⊂ I we
can form a product
1SS(V ) =
∏
µ∈V
1SS(µ) ∈ H(C)Φ,
where we take the terms in descending order of slope. Suppose that
V1 ⊂ V2 ⊂ · · · ⊂ Vj ⊂ · · · ⊂ I
is an increasing sequence of subsets whose union contains all rational points of I.
Then the claim is that the elements 1SS(Vj) converge to 1SS(I).
Fix (β,m) ∈ ∆ and consider elements γ = (β, n) with n < m. By the bound-
edness assumption on the interval I, and Lemma 2.1, there are only finitely many
ways of writing such an element as a sum
(35) γ = γ1 + · · · γk,
with each γi ∈ ∆ and satisfying µ(γi) ∈ I.
The existence and uniqueness of the Harder-Narasimhan filtration together with
the formula for repeated products in the Hall algebra (see [3, Lemma 4.2]) implies
that there is an identity
πγ(1SS(I)) =
∑
k>1
∑
γ1+···+γk=γ
µ(γ1)>···>µ(γk)
µ(γi)∈I
1SS(γ1) ∗ · · · ∗ 1SS(γk),
where the sum on the right is finite. Indeed, each term on the right is represented by
a stack whose C-valued points paramaterize sheaves E with a Harder-Narasimhan
filtration of the given type. By (31) it follows that
πγ(1SS(I)) = πγ
(∏
µ∈I
1SS(µ)
)
.
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Thus if j is large enough that Vj contains the slopes of all γi appearing in decom-
positions of the form (35) then
πγ(1SS(I)) = πγ(1SS(Vj))
which proves the claim. 
6.3. The no-pole theorem. The following statement is a consequence of deep
results of Joyce. It is an analogue of the no-poles conjecture in [17]. At this point
it becomes important that we have used complex (or at least rational) coefficients
to define our Grothendieck rings (rather than the integral coefficients of [3]).
Theorem 6.3. For each µ ∈ (−∞,+∞] we can write1
1SS(µ) = exp(ǫµ) ∈ H(C)Φ
with ηµ = [C
∗] · ǫµ ∈ Hreg(C)Φ a regular element.
Proof. Given γ ∈ ∆, consider the finite sum
ǫγ =
∑
k>1
∑
γ=γ1+···+γk
µ(γi)=µ(γ)
(−1)k−1
k
1SS(γ1) ∗ · · · ∗ 1SS(γk) .
Joyce proved that [C∗]·ǫγ ∈ Hreg(C). By (31) this can be rephrased as the statement
that
[C∗] · log(1SS(µ)) ∈ Hreg(C)Φ,
which is equivalent to the claim made in the statement of the Theorem via the
inverse properties of the expansions of log and exp.
More precisely [13, Theorem 8.7] shows that ǫγ ∈ Π1 SF(M), where Π1 is Joyce’s
projection onto virtual indecomposables. But using [12, Cor. 5.10] and the defini-
tion of the operator Π1 this means that in the stack functions algebra S¯F(M,Υ,Λ)
the element ǫγ is represented by a sum of elements of the form
[Xi/C
∗ fi−−→M]
with each Xi a variety. Taking the motivic invariant to be the canonical map
Υ: K(Var/C)→ K(St/C),
and using [3, Remark 3.11], shows that [C∗] · ǫγ is regular as claimed. 
Joyce’s proof of this crucial result uses the full force of the technology developed
in the long series of papers [10, 11, 12], including moduli spaces of configurations
and the virtual projection operators Πk. In the author’s opinion it would be a
1This result is false as stated. It becomes true after further localisation of the ring Hreg(C)Φ,
and the rest of the argument is unaffected. See Section 7.3 below.
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worthwhile project to try to write down a more conceptual and easily-understood
proof.
Corollary 6.4. For any µ ∈ (−∞,+∞] the element 1SS(µ) ∈ H(C)Φ is invertible,
and the automorphism
Ad1SS(µ) : H(C)Φ → H(C)Φ
preserves the subring of regular elements. The induced Poisson automorphism of
Hsc(C)Φ is given by
Ad1SS(µ) = exp{ηµ,−}.
Proof. That 1SS(µ) is invertible follows from Lemma 5.3. The identity
Adexp(x) = exp(adx)
shows that
Ad1SS(µ) = exp(adǫµ) = exp(ad(L−1)−1ηµ).
Theorem 6.3 shows that ηµ is regular, and since, by [3, Theorem 5.1] the multipli-
cation on Hreg(A)Φ is commutative modulo (L − 1), it follows that this operation
preserves Hreg(A)Φ. The last statement follows from the definition of the Poisson
bracket on Hsc(A). 
6.4. The DT/PT correspondence. Consider the part of the Hilbert scheme
HilbM,0 parameterizing zero-dimensional subschemes of M . The morphism
q : HilbM,0 → C
is Φ-finite, and so defines an element H0 ∈ H(C)Φ. As in Lemma 5.5 one has
(36) IΦ(H0) =
∑
(β,n)∈∆
(−1)nDT(0, n)qn = DT0(−q),
where q = x(0,1) ∈ C[∆].
Proposition 6.5. There is an identity
H61 ∗ 1P = H0 ∗ 1P ∗H
♯
61
in H(C)Φ.
Proof. We work in the ring H(C)Φ throughout. The first claim is that
(37) H61 ∗ 1SS ([µ,∞])− 1
O
SS ([µ,∞]) → 0 as µ→ −∞.
To see this fix (β,m) ∈ ∆ and consider classes (β, n) with n < m. There are only
finitely many decompositions of such elements
(β, n) = (β1, n1) + (β2, n2)
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such that the elements
π(β1,n1)(H61), π(β2,n2)(1SS ([µ,∞])),
are nonzero. By boundedness of the Hilbert scheme we can assume that µ is small
enough so that for any of these, all points OM ։ A of HilbM (β1, n1) satisfy
A ∈ SS ([µ,∞]).
Suppose given a diagram of sheaves on M of the form
(38) OM
γ

0 // A
α
// E
β
// B // 0
with γ surjective, and [E] = (β, n). Then the above assumption on µ implies that
B ∈ SS ([µ,∞]) ⇐⇒ E ∈ SS ([µ,∞]).
The argument of Lemma 4.3 then shows that
π(β,n)
(
H61 ∗ 1SS ([µ,∞])
)
= π(β,n)
(
1OSS ([µ,∞])
)
which proves the claim. The same argument, but using Lemma 4.4 gives
(39) H♯61 ∗ 1SS ([µ,∞))− 1
O
SS ([µ,∞)) → 0 as µ→ −∞.
Since P = SS(∞) the proofs of Lemma 4.1 and Lemma 4.2 easily extend to give
identities
1SS ([µ,∞]) = 1P ∗ 1SS ([µ,∞)), 1
O
SS ([µ,∞]) = 1
O
P ∗ 1
O
SS ([µ,∞)) .
Expression (37) can thus be rewritten
H61 ∗ 1P ∗ 1SS ([µ,∞))− 1
O
P ∗ 1
O
SS ([µ,∞)) → 0 as µ→ −∞.
The argument of Lemma 4.3 gives an identity
(40) 1OP = H0 ∗ 1P .
Multiplying (39) on the left by 1OP and using (40) gives
H0 ∗ 1P ∗H
♯
61 ∗ 1SS ([µ,∞))− 1
O
P ∗ 1
O
SS ([µ,∞)) → 0 as µ→ −∞.
Thus
H61 ∗ 1P ∗ 1SS ([µ,∞))−H0 ∗ 1P ∗H
♯
61 ∗ 1SS ([µ,∞)) → 0 as µ→ −∞.
By Lemma 5.3 the element 1SS ([µ,∞)) is invertible so we can cancel it and deduce
the result. 
We can now prove the first part of Theorem 1.1. By Theorem 6.3
1P = 1SS(∞) = exp(ǫ∞)
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where ǫ∞ ∈ (L − 1)
−1 Hreg(C)Φ. The other elements in the identity of Proposition
6.5 lie in Hreg(C)Φ. Thus, using Corollary 6.4, we have an equation in Hsc(C)Φ
H61 = H0 · exp({η∞,−})(H
♯
61).
Applying the integration map, the Poisson bracket vanishes, so we obtain
IΦ(H61) = IΦ(H0) · IΦ(H
♯
61),
and the result follows from (28), (29) and (36).
7. Rationality
In this section we complete the proof of Theorem 1.1 by proving the rationality
statement of part (ii).
7.1. DT invariants counting semistables. Recall the elements ηµ of Theorem
6.3 and decompose them as
ηµ =
∑
µ(γ)=µ
ηγ .
Following [15, Section 6.4], we can define invariants N(β,n) ∈ Q counting semistable
sheaves of Chern character (β, n) ∈ ∆ by setting
I(η(β,n)) = −N(β,n)x
(β,n).
Most of the following result was obtained previously by Joyce and Song [15, Theorem
6.16]; since the proof is easy we include it here.
Lemma 7.1. Assume β ∈ N1(M) is effective and nonzero. Then the invariants
N(β,n) satisfy
(a) N(β,n) = N(β,n+β·H),
(b) N(β,n) = N(β,−n),
and are independent of the choice of ample divisor H.
Proof. Part (a) holds because tensoring with OM (H) defines an automorphism of
the stack C taking semistable sheaves of class (β, n) to semistable sheaves of class
(β, n + β ·H). Part (b) follows in the same way using the dualizing functor D and
Lemma 6.1. Part (c) follows from Proposition 7.2 below, since the subcategory
SS(I) corresponding to the interval I = R>0 ⊂ R consists of those objects of Q∩C
whose quotients all have positive Euler characteristic, and is therefore independent
of the choice of the ample divisor H. 
Given a ∆-graded K(Var/C)[L−1]-algebra
A =
⊕
γ∈∆
Aγ
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we define an automorphism χ of A, whose action we write as a 7→ aχ, by the rule
aχ = Lχ(γ) · a for a ∈ Aγ .
Here χ(γ) is the Euler characteristic of a sheaf of class γ.
We can consider the automorphism χ as defining an action of Z on A and form
the skew-group algebra Aˆ = A ∗ Z. In terms of generators and relations
Aˆ = A〈y, y−1〉/(y ∗ a− aχ ∗ y).
Suppose the quotient algebra
Asc = A/(L − 1)A
is commutative, and let {−,−} be the induced Poisson bracket. Then the quotient
Aˆsc = Aˆ/(L− 1)Aˆ
is a commutative algebra, isomorphic to Asc[y, y
−1], and the induced Poisson bracket
satisfies
(41) {y, a} = χ(γ) · ya for a ∈ Aγ .
All this extends in the obvious way to the topologically graded algebras AΦ.
Proposition 7.2. Given an interval I ⊂ (−∞,+∞] bounded below, the element
1−1SS(I) ∗ 1
χ
SS(I) ∈ H(C)Φ
is regular and
IΦ
(
1−1SS(I) ∗ 1
χ
SS(I)
)
= exp
( ∑
(β,n)∈∆
µ(β,n)∈I
nN(β,n)x
(β,n)
)
∈ C[∆]Φ.
Proof. By definition of the product in the algebra Hˆ(C)Φ one has
Ad−11SS(I)(y) = 1
−1
SS(I) ∗y ∗ 1SS(I) = 1
−1
SS(I) ∗ 1
χ
SS(I) ∗y.
The first claim then follows by the argument of Corollary 6.4. Theorem 6.2 and
Corollary 6.4 imply that
Ad−11SS(I) =
∏
µ∈I
Ad−11SS(µ) =
∏
µ∈I
exp{−ηµ,−} : Hˆsc(C)Φ −→ Hˆsc(C)Φ,
where the product of endomorphisms are taken in order of ascending slope, and the
infinite products are interpreted as in Lemma 6.2. The homomorphism of topolog-
ically ∆-graded Poisson algebras IΦ induces a Poisson algebra map
IΦ : Hˆsc(C)Φ −→ Cˆ[∆]Φ.
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Applying this gives
(42) IΦ
(
1−1SS(I) ∗ 1
χ
SS(I)
)
· y =
∏
µ∈I
exp{−IΦ(ηµ),−}(y).
By Lemma 7.3 and (41) this gives
IΦ
(
1−1SS(I) ∗ 1
χ
SS(I)
)
· y =
∏
(β,n)∈∆
µ(β,n)∈I
exp
(
nN(β,n)x
(β,n)
)
· y
and the result follows. 
We used the following easy result.
Lemma 7.3. Suppose A is a topological Poisson algebra and a, b ∈ A satisfy
{a, b} = nab.
Then, providing the relevant sums converge,
exp{a,−}(b) = exp(na) · b.
Furthermore, if n = 0 then the automorphisms exp{a,−} and exp{b,−} commute,
and
exp{a+ b,−} = exp{a,−} ◦ exp{b,−}.
Proof. This is left to the reader. 
7.2. Rationality. Recall the definition of the Laurent series
PTβ(q) =
∑
n∈Z
PT(β, n)qn
from the introduction. To prove Theorem 1.1(b) we follow a strategy of Toda and
prove more, namely
Theorem 7.4. There is an identity in C[∆]Φ
∑
β>0
PTβ(−q)x
β = exp
(∑
β>0
n>0
nN(β,n)x
βqn
)
·
∑
β>0
Lβ(q)x
β ,
where for each effective class β ∈ N1(M), the expression Lβ(q) is a Laurent poly-
nomial in q invariant under q ↔ q−1.
This is enough by Lemma 7.1 and the following simple result.
Lemma 7.5. Fix a positive integer d > 1. Suppose given rational numbers an ∈ Q
such that for all n ∈ Z one has
an = a−n, an+d = an.
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Then the power series ∑
n>0
nanq
n
is the Taylor expansion of a rational function in q invariant under q ↔ q−1.
Proof. This is a simple calculation; see [26, Lemma 4.6]. 
Given µ > 0 let us consider the following tautology in H(C)Φ
(43) 1−1SS([0,µ]) ∗H
♯
61 ∗ 1SS([0,µ]) =
(
1−1SS([0,µ]) ∗ 1
χ
SS([0,µ])
)
∗ Gµ
where
Gµ = (1
χ
SS([0,µ]))
−1 ∗ H♯61 ∗ 1SS([0,µ]) .
Note that by Lemma 6.2 and Corollary 6.4 the left-hand side of (43) is regular.
Since the Poisson bracket on C[∆]Φ is zero, it follows from (29) that
(44) IΦ
(
1−1SS([0,µ]) ∗H
♯
61 ∗ 1SS([0,µ])
)
= IΦ(H
♯
61) =
∑
β>0
PTβ(−q)x
β.
By Proposition 7.2 the first term on the right hand side is also regular, and
(45) IΦ
(
1−1SS([0,µ]) ∗ 1
χ
SS([0,µ])
)
= exp
( ∑
(β,n)∈∆
µ(β,n)∈[0,µ]
nN(β,n)x
(β,n)
)
.
As µ → ∞ this tends to the first term in Toda’s identity. The following result
therefore completes the proof of Theorem 1.1.
Proposition 7.6. The element Gµ is regular and
lim
µ→∞
IΦ(Gµ) =
∑
β>0
Lβ(q)x
β ,
where each Lβ(q) is a Laurent polynomial, invariant under q ↔ q
−1.
Proof. Recall the subalgebra H(Q∩ C) ⊂ H(C), and its anti-involution D defined in
Section 5.4. Consider the composition
R = χ ◦D.
Since χ(D(E)) = −χ(E) for any sheaf E ∈ Q ∩ C, it follows that R is also an
anti-involution. There is an obvious involution of C[∆], which we also denote by R,
defined by
R(x(β,n)) = x(β,−n).
Note that by (32), for any a ∈ H(Q∩ C) one has
(46) I(R(a)) = R(I(a)).
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We claim that the involution R fixes the element
1OSS([−µ,µ]) ∈ H(Q ∩ C)Φ.
In fact, for all γ ∈ ∆
(47) R(πγ(1
O
SS([−µ,µ]))) = πR(γ)(1
O
SS([−µ,µ])) ∈ H(Q ∩ C).
To see this note first that if E ∈ Q ∩ C has class γ = (β, n) then by Serre duality
H0(M,D(E)) ∼= H1(M,E)∗,
and so
(48) n = χ(E) = dimH0(M,E) − dimH0(M,D(E)).
Take a finite stratification
SS([−µ, µ])γ =
∐
r>0
SS([−µ, µ])γ ∩Mr
as in Lemma 2.5. It follows from Lemma 6.1 and (48) that
D(SS([−µ, µ])(β,n) ∩Mr) = SS([−µ, µ])(β,−n) ∩Mr−n.
Applying Lemma 2.5,
D(1OSS([−µ,µ])(β,n)∩Mr) = L
n · 1OSS([−µ,µ])(β,−n)∩Mr−n ,
and the claim follows.
Next define an element
Jµ = H
♯
61 ∗ 1SS([−µ,µ]) ∈ H(C)Φ.
By the argument we used to prove (39)
(49) Jµ − 1
O
SS([−µ,µ]) → 0 as µ→∞.
Lemma 6.2 implies that there is an identity
1SS([−µ,µ]) = 1SS([0,µ]) ∗ 1SS([−µ,0))
in H(C)Φ. Thus
Gµ = (1
χ
SS([0,µ]))
−1 ∗ Jµ ∗ 1
−1
SS([−µ,0)) .
Let us also consider the element
G′µ = (1
χ
SS((0,µ]))
−1 ∗ Jµ ∗ 1
−1
SS([−µ,0]) .
We can modify equation (43) by replacing the closed intervals by intervals open at
0. This has the effect of replacing the element Gµ by G
′
µ. Equations (44) and (45)
are unchanged by this modification, which shows that
IΦ(Gµ) = IΦ(G
′
µ).
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Using Lemma 6.1 and the fact that R is an anti-automorphism we find
R(G′µ) = (1
χ
SS([0,µ]))
−1 ∗R(Jµ) ∗ 1
−1
SS([−µ,0)) .
It follows from (47) and (49) that
Gµ −R(G
′
µ) = (1
χ
SS([0,µ]))
−1 ∗ (Jµ −R(Jµ)) ∗ 1
−1
SS([−µ,0)) → 0
as µ→∞. Thus by (46)
IΦ(Gµ)−R(IΦ(Gµ))→ 0
On the other hand, the limit of IΦ(Gµ) as µ → ∞ certainly exists because the
other factors in (43) have convergent integrals. Thus we conclude that this limit is
invariant under R and the result follows. 
7.3. Correction added after publication. Yukinobu Toda kindly pointed out a
mistake in the published version of this paper. Fortunately it is easily fixed. The
mistake lies in the statement of Theorem 6.3. This is only true as stated if we change
the definition of the regular Hall algebra in Section 5.1. Rather than defining this
as the span of the given symbols over K(Var/C)[L−1], we should take the span over
the larger subring
(50) K(Var/C)[L−1][(1 + L+ · · ·+ Lk)−1 : k > 1] ⊂ K(St/C).
That is, we should invert the classes of all projective spaces. The definition of the
semi-classical Hall algebra Hsc(C) is unaffected by this change, and everything else
goes through as before.
To illustrate the problem, consider the following example which was communi-
cated to the author by Toda. Suppose there is a single stable object E of slope µ
which is moreover spherical, so that Ext1X(E,E) = 0. For example, one could take
E = OC , where C ⊂ X a rational curve with normal bundle OC(−1)
⊕2. Every
semistable object of slope µ is then isomorphic to E⊕n for some n > 0 so
1SS(µ) =
⊔
n>0
[Xn ⊂M],
where Xn ⊂ M is the open substack of objects isomorphic to E
⊕n. Clearly Xn is
the quotient stack Spec(C)/GL(n,C). Since HomX(E,E) = C, the fibre of the map
(a1, a2) in the diagram (15) over the point (E,E) is the quotient stack Spec(C)/C.
Thus if we pull back the Hall algebra element ǫµ via the map Spec(C) → M
corresponding to the object E⊕2, we get a contribution
1
[GL(2,C)]
−
1
L · [GL(1,C)]2
=
1
L− 1
·
−1
2L (L + 1)
.
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Multiplying by L − 1 we get an element ηµ which is not regular in the sense used
in the published version, but which is regular in our new sense, since it lies in the
ring (50).
The argument we gave in the proof of Theorem 6.3 allows one to conclude that
the element ηµ ∈ H(C) is a Λ-linear combination of maps from schemes, where
Λ = K(St/C). But this does not imply Theorem 6.3 in either the published or
modified versions. However applying the framework of [10, Section 6] with the
subring Λ◦ ⊂ Λ = K(St/C) given by (50) allows us to conclude that ηµ is a Λ
◦-
linear combination of maps from schemes, which is precisely what our modified
version of Theorem 6.3 claims.
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