Abstract -Maximum-likelihood (ML) decoding often reduces to finding the closest (skewed) lattice point in N-dimensions to a given point x E C N . Sphere decoding is an algorithm that does this. We modify the sphere decoder to reduce the computational complexity of decoding while maintaining near-ML performance.
I. SYSTEM MODEL
We assume a discrete-time, block-fading, multipleantenna channel model with N transmit and N receive antennas, where the channel is known to the receiver. If S is the signal space, the transmitted signal 3 E SNX' and the received signal 
SPHERE DECODER
The sphere decoder finds lattice points in a hypersphere of radius r centered at x, i.e., it finds all s E SNX' that satisfy This can be done because the f i s t condition gives an interval for S N , whereas for any pre-determined S N , . . . , S N -i + 2 , the i-th condition gives an interval for s N -i + l . While the sphere decoder avoids exhaustive search it does incur very high computational complexities for very large N [l]. This happens because to have a high probability of finding at least one point in the hypersphere, r has to be proportional to N and a very large fraction of the points is retained in the early dimensions.
STATISTICAL PRUNING
To prune the search space right from the smaller dimensions, we modify the sphere decoder. We determine a schedule of radii r1 5 r2 5 ... 5 T N and solve for 5 r ; ; h + A 2 5 r;; . . . ; AI + A 2 + ... + AN 5 r:. Call this region V. Since V is not hyperspherical, this is not exact ML decoding. If E is the probability that the transmitted vector is not in V , a loose upper bound on the probability of error is P, 5 P, "" + E .
The quantity E can be determined exactly in terms of the ris and so the ris can be chosen to make E as small as desired to ensure near-ML performance.
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IV. RESULTS
The expected computational complexity C is given by E:='=, ( chosen to make e = 0.01 was used. A computational savings of 502 = 2500 is observed.
VI. CONCLUSIONS
The algorithm reduces decoding complexity by exploiting the statistics of the problem. Performance can be made arbitrarily close to ML by choice of E.
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