










ligado   ao   reconhecimento   automático   de   padrões.  Redes   neurais   artificiais







dados   de   treinamento   e   teste   de   uma  RNA,   que   classificou   os   níveis.  A




dados,   que   o   conjunto   com   características   de   textura   obteve   melhor
assertividade. Confirmou­se a viabilidade do estudo, que abre caminhos para
novas  oportunidades  de  pesquisas,   visando  o   aperfeiçoamento  das   técnicas
utilizadas. 













and  test  data  in an ANN that  made classification  levels.  The platform had









de padrões  vêm sendo utilizados em várias  áreas  do conhecimento, como na ciência dos
materiais [1] e na física [2], pois substituem a forma convencional em que humanos realizam





Uma rede  neural  artificial  é  uma  rede  de  elementos  computacionais  não  lineares,
interconectados,   operando   em   paralelo   e   organizados   semelhantemente   ao   sistema
conexionista de uma rede neural biológica [5]. Nestas redes, a informação é armazenada nos
pesos,  assim, estes pesos são alterados quando ocorre “aprendizado”.  Na agricultura,  são
























da   imagem,   com   aplicação   de   filtros   para   a   eliminação   de   ruídos   e   imperfeições;   a
segmentação   consiste   em   localizar   na   imagem  os   objetos   significativos;   a   extração   de
características,  talvez a etapa mais importante para o posterior efetivo reconhecimento de
padrões,  está   ligada  a  extrair   informações  da   imagem através  de  descritores  capazes  de
caracterizar a região em questão; por fim, a etapa de reconhecimento e interpretação é  a
rotulação e atribuição de significado aos objetos reconhecidos na etapa anterior.
Neste  estudo,   foram abordadas  algumas características  de cor  e   textura.  São elas:















distingui­los   observando   suas   características,   como   tipo   de   valores   de   entrada   (redes
discretas – modelos que aceitam entradas discretas (normalmente 0 e 1), ou redes analógicas
– modelos que aceitam números contínuos, qualquer valor numérico, geralmente limitados
(como  0   a   255),   forma  de   conexão   (alimentação  à   frente,   retro­alimentação   e   conexão









supervisionado. É  um modelo com entrada  intervalar,  aprendizado supervisionado e com














versão mínima 11 do  Android,  e a versão da  OpenCv  utilizada foi 2.4.5 [18]. A  OpenCv





descartadas  por estarem demasiadamente  danificadas  pela ação de insetos.  Das restantes,
reservou­se 38 para os testes, isto é, aproximadamente 25%, entre sadias e infectadas em












megapixels,  com resolução 2592x1944 sobre  uma superfície  branca,  com duas  lâmpadas
fluorescentes incidentes. O ambiente controlado deve­se o fato de este trabalho fazer parte de
um estudo  maior,   onde  o   cenário  de   captação  das   imagens  necessita   ser   controlado.  O
smartphone  utilizado  foi  um Samsung Galaxy  S3 Mini,  com processador  dual  core  e  1
gigabyte de memória RAM.






em ordem: filtro  MedianBlur  e  filtro  GaussianBlur  para suavização e retirada de ruídos,
conversão para escala  de cinza,  detector  de bordas  Canny,  dilatação aplicada duas vezes
consecutivas,  find  e  drawcontours  e por fim, recorte [20]. O resultado de todos os filtros
















o   supervisionado,   e   o   algoritmo   de   treinamento   baseado   em  backpropagation.   Todo   o
processamento foi realizado no sistema Android, via smartphone.
Os arquivos .arff foram os dados de entrada da rede neural. Após vários experimentos




























As   utilização  da   plataforma  Android  para   desenvolvimento   de   aplicações   para   a
realização   de   procedimentos   de   processamento   digital   de   imagens   com   o   auxílio   da
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biblioteca  OpenCv  demonstrada   neste   trabalho,   mostrou­se   viável,   tornando­se   uma
tecnologia  que  traz  várias  possibilidades  de  aplicações  práticas.  De  igual   forma,  RNA’s
mostraram­se   eficientes   no   reconhecimento   dos   padrões   apresentados,   ressaltando   a
importância   da   escolha   dos   atributos,   passo   fundamental   para   uma   rede   com  um  bom
aprendizado.
Neste estudo de caso, conclui­se, baseado na acurácia da rede, que a partir de dois
conjuntos de dados possíveis,  o  conjunto que descreveu  a  imagem com a matriz  de co­
ocorrência, isto é, valeu­se de vários descritores de textura da imagem, apresentou melhores
resultados no que diz respeito ao aprendizado da rede neural, comparado à utilização das
demais  características  utilizadas.O processamento  feito  via  smartphone,  demonstra  que o
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