Motivated by resource allocation in ad hoc and mobile networks, we design and analyze a fully distributed algorithm for convex constrained optimization in networks without any consistent naming infrastructure. The algorithm produces an approximately feasible and near-optimal solution in time polynomial in the network size, the inverse of the permitted error, and a measure of curvature variation in the dual optimization problem. It blends, in a novel way, gossip-based information spreading, iterative gradient ascent, and the barrier method from the design of interior-point algorithms. * Regular submission, but can be considered for brief announcement track. Eligible for best student paper.
Introduction
The development of modern networks, such as sensor and peer-to-peer networks, has stimulated interest in decentralized approaches to computational problems. These networks often have unreliable nodes with limited power, computation, and communication constraints. Frequent changes in the network topology makes it hard to establish infrastructure for coordinated centralized computation. However, efficient utilization of network resources requires solving global optimization problems. This motivates the study of fully distributed algorithms for global optimization problems without relying on any form of network infrastructure.
Informally, we call an algorithm fully distributed with respect to a network connectivity graph G if each node of G operates without using any information beyond that in its local neighborhood in G. More concretely, we assume that each node in the network knows only its neighbors in the network, and that nodes do not have unique identifiers that can be attached to the messages that they send. This constraint is natural in networks that lack infrastructure (such as IP addresses or static GPS locations), including ad-hoc and mobile networks. It also severely limits how a node can aggregate information from beyond its local neighborhood, thereby providing a clean way to differentiate between distributed algorithms that are "truly local" and those which gather large amounts of global information at all of the nodes and subsequently perform centralized computations.
Previous work [8] observed that when every network node possesses a positive real number, the minimum of these can be efficiently computed by a fully distributed algorithm, and leveraged this fact to design fully distributed algorithms for evaluating various separable functions, including the summation function. This paper studies the significantly more difficult task of constrained optimization for a class of problems that capture many key operational network problems such as routing and congestion control. Specifically, we consider a connected network of n nodes described by a network graph G N = (V, E N ) with V = {1, . . . , n}. Each node is assigned a non-negative variable x i . The goal is to choose values for the x i 's to optimize a global network objective function under network resource constraints. We assume that the global objective function f is separable in the sense that f (x) = n i=1 f i (x i ). The feasible region is described by a set of nonnegative linear constraints.
Example 1 (Network resource allocation). Given a capacitated network G N = (V, E N ), users wish to transfer data to specific destinations. Each user is associated with a particular path in the network, and has a utility function that depends on the rate x i that the user is allocated. The goal is to maximize the global network utility, which is the sum of the utilities of individual users. The rate allocation x = (x i ) must satisfy capacity constraints, which are linear.
Related Work. While many previous works have designed distributed algorithms for network optimization problems, these primarily concern a different notion of locality among decision variables. In the constraint graph G C of a mathematical program, the vertices correspond to variables and edges correspond to pairs of variables that participate in a common constraint. As detailed below, several previous network optimization algorithms are fully distributed with respect to this constraint graph. In contrast, the primary goal of this paper is to design fully distributed algorithms with respect to the network graph G N . For example, in the network resource allocation problem above, the constraint graph G C contains an edge between two users if and only if their paths intersect. Operationally, we want an algorithm for rate allocation that is distributed with respect to the true underlying network G N . Note that typically G C ⊆ G N (i.e. E C ⊆ E N ), and hence a fully distributed algorithm with respect to G C is not fully distributed with respect to G N .
The design of distributed algorithms for convex minimization with linear constraints has been of interest since the early 1960s. The essence of the work before the mid-1980s is well documented in the book by Rockafellar [10] . Rockafellar [10] describes distributed algorithms for monotropic programs, which are separable convex minimization problems with linear constraints. These algorithms leverage the decomposable structure of the Lagrange dual problem arising from the separable primal objective. This structure has also been used to design parallel and asynchronous algorithms for monotropic programs; see the book by Bertsekas and Tsitsiklis [2] for further details. All of these algorithms are by design distributed with respect to an appropriate constraint graph G C , as opposed to an underlying network G N . For the special case of a network routing problem, the distributed algorithm of Gallager [4] is intuitively "closer" to being distributed with respect to G N ; however, it still requires direct access to route information and hence is only fully distributed with respect to the constraint graph G C .
The network resource allocation problems described above are special cases of monotropic programs. Kelly, Maulloo, and Tan [6] used these known distributed algorithmic solutions to explain the congestion control protocols for the resource allocation problem. Moreover, they show that in an idealized model with perfect feedback (in the form of packet drops) by network queues, these algorithms can also be interpreted as distributed over G N . See also Garg and Young [5] for similar results that emphasize the rate of convergence to an optimal solution. See the book by Srikant [11] for further work on congestion control.
Flow control also serves as the motivation for the work of Bartal, Byers, and Raz [1] on distributed algorithms for positive linear programming (building on earlier work by Papadimitriou and Yannakakis [9] and Luby and Nisan [7] ). In this model, there is a primal agent for each primal variable and a dual agent for each dual variable (or primal constraint). In [1] , direct communication is permitted between a dual agent and all of the primal agents appearing in the corresponding constraint; in this model, Bartal et al. [1] give a decentralized algorithm that achieves a (1 + )-approximation in a polylogarithmic number of rounds.
In summary, all of the previous work in essence provides distributed algorithms with respect to the constraint graph G C , and not with respect to the underlying network G N .
Our Contribution. The main contribution of this paper is the design and analysis of a fully distributed algorithm for a class of convex minimization problem with linear constraints. Our algorithms are distributed with respect to G N , irrespective of the structure of G C . The only informational assumption required is that each node (variable) knows which constraints it is involved in. As an example, our algorithm provides a fully distributed solution to the network resource allocation problem without relying on any assumptions about the network queueing dynamics.
In more detail, we consider the problem of minimizing a convex separable function over linear inequalities. Given an error parameter , our algorithm produces an -approximately feasible solution with objective function value close to that of an optimal feasible solution. The running time of our algorithm is polynomial in 1/ , the number of constraints, the inverse of the conductance of the underlying network graph, and a measure of curvature variation in the dual objective function.
We now briefly highlight our main techniques. Our algorithm is based on the Lagrange dual problem. As noted earlier, due to the separable primal objective function, the dual problem can be decomposed so that an individual node can recover the value of its variable in a primal solution from a dual feasible solution. We solve the dual problem via a dual ascent algorithm. The standard approach for designing such an algorithm only leads to a distributed algorithm with respect to the constraint graph of the problem. We need to overcome the following technical challenges: (a) making the algorithm distributed with respect to G N , and (b) respecting the non-negativity constraints on the primal variables.
To overcome the first challenge, we employ the fully distributed randomized summation algorithm from [8] as a subroutine. This leads to a fully distributed overall algorithm design. However, the randomization and approximate nature of this algorithm makes the analysis technically challenging. We overcome the second challenge by introducing a barrier function that is inspired by (centralized) interior-point math-ematical programming algorithms. We believe that this barrier technique may have further applications in the design of distributed optimization algorithms.
Preliminaries
Notation and Problem Definitions. As noted in the Introduction, we consider an undirected graph G N = (V, E N ) with V = {1, . . . , n}, where each node i has a non-negative decision variable x i ≥ 0. We write R, R+, and R++ to denote the set of real numbers, the set of non-negative real numbers, and the set of positive real numbers, respectively. The vector x ∈ R n contains the variables in the optimization problem.
Throughout this paper, v denotes the 2 -norm of a vector v ∈ R d . The ball of radius r about the point v is denoted by B(v, r) and is defined as B(v, r) = {w | w − v ≤ r}.
We consider optimization problems of the following general form. The objective function is
, and we assume that each f i : R+ → R is twice differentiable and strictly convex, with
The constraints are linear equality constraints of the form Ax = b, specified by a matrix A ∈ R m×n + and a vector b ∈ R m ++ , and non-negativity constraints x i ≥ 0 on the variables. 1 We assume that m ≤ n, and the matrix A has linearly independent rows. For i = 1, . . . , n,
T denote the ith column of the matrix A. In this distributed setting, we assume that node i is given the vectors b and a i , but not the other columns of the matrix A.
For a real matrix M , we write σ min (M ) and σ max (M ) to denote the smallest and largest singular values, respectively, of M , so that σ min (M ) 2 and σ max (M ) 2 are the smallest and largest eigenvalues of We refer to the following convex optimization problem as the primal problem.
Associated with the primal problem (P) is the Lagrangian function
which is defined for λ ∈ R m and ν ∈ R n , and the Lagrange dual function
The following problem is the Lagrange dual problem to (P).
Although we seek a solution to the primal problem (P), to avoid directly enforcing the non-negativity constraints, we introduce a logarithmic barrier. For a parameter θ > 0, we consider the following primal barrier problem.
The Lagrange dual function corresponding to (P θ ) is
and the associated Lagrange dual problem is the following unconstrained optimization problem.
We assume that the primal barrier problem (P θ ) is feasible; that is, there exists a vector x ∈ R n ++ such that Ax = b. Under this assumption, the optimal value of (P θ ) is finite, and Slater's condition implies that the dual problem (D θ ) has the same optimal value, and there exists a dual solution λ * that achieves this optimal value [3] . Furthermore, because (D θ ) is an unconstrained maximization problem with a strictly concave objective function, the optimal solution λ * is unique.
Basic Properties. For a vector of dual variables λ ∈ R m , let x(λ) ∈ R n ++ denote the corresponding primal minimizer in the the Lagrange dual function: for i = 1, . . . , n,
We can solve for each
Define
since f i is convex, h i is strictly increasing and hence has a well-defined and strictly increasing inverse. We then have x i (λ) = h
−a T i λ . Also, we assume that, given a vector λ, a node i can compute x i (λ). This is reasonable since computing x i (λ) is simply an unconstrained convex optimization problem in a single variable (1), which can be done by several methods, such as Newton's method.
Next, in our convergence analysis, we will argue about the gradient of the Lagrange dual function g θ . A calculation shows that
We will use p(λ) to denote ∇g θ (λ) = Ax(λ) − b for a vector λ ∈ R m . We note that at the optimal dual solution λ * , we have p(λ * ) = 0 and Ax(λ * ) = b.
To control the rate of decrease in the gradient norm p(λ), we must understand the Hessian of g θ . For
As the functions h
and g θ is a strictly concave function.
Algorithm Description
The Basic Algorithm. We consider an iterative algorithm for obtaining an approximate solution to (P), which uses gradient ascent for the dual barrier problem (D θ ). The algorithm generates a sequence of feasible
, where λ 0 is the initial vector. To update λ k−1 to λ k in an iteration k, the algorithm uses the gradient ∇g θ λ k−1 to determine the direction of the difference λ k − λ k−1 . We assume that the algorithm is given as inputs the initial point λ 0 , and an accuracy parameter such that 0 < ≤ 1.
The goal of the algorithm is to find a point x ∈ R n + that is nearly feasible in the sense that Ax − b ≤ b , and that has objective function value close to that of an optimal feasible point.
In this section, we describe the operation of the algorithm under the assumption that the algorithm has knowledge of certain parameters that affect its execution and performance. We refer to an execution of the algorithm with a particular set of parameters as an inner run of the algorithm. To address the fact that these parameters would not be available to the algorithm at the outset, we add an outer loop to the algorithm. The outer loop uses binary search to find appropriate values for the parameters, and performs an inner run for each set of parameters encountered during the search. Section 5 discusses the operation of the outer loop of the algorithm.
An inner run of the algorithm consists of a sequence of iterations. Iteration k, for k = 1, 2, . . . , begins with a current vector of dual variables λ k−1 , from which each node i computes
In order for the algorithm to perform gradient ascent, each node must compute the vector
is the sum of the values y i = A ji x i λ k−1 for those nodes i such that A ji > 0. As such, any algorithm for computing sums of this form that is fully distributed with respect to the underlying network G N can be used as a subroutine for the gradient ascent. In this algorithm, the nodes apply the distributed gossip algorithm from [8] (m times, one for each component) to compute a vectorŝ k−1 , whereŝ
is an estimate of s k−1 j for j = 1, . . . , m. (Appendix B recapitulates this subroutine, which is fully distributed with respect to G N , in more detail; in the notation used there,
The summation algorithm takes as input parameters an accuracy 1 and an error probability δ. When used to compute s k−1 j for a particular value of j, the estimateŝ k−1 j it produces will satisfy
with probability at least 1 − δ. (We discuss how to choose 1 and δ in the next section and in Section 5, respectively.) In the analysis of an inner run, we assume that each invocation of the summation routine Iteration k 1. For j = 1, . . . , m, the nodes compute an estimateŝ
2. The nodes check the following two stopping conditions.
If both conditions (7) and (8) are satisfied, the inner run terminates, producing as output the vector x λ k−1 .
3. The nodes update the dual vector by setting ∆λ k−1 =ŝ k−1 − b, and λ k = λ k−1 + t∆λ k−1 . succeeds, so that (6) is satisfied. Provided we choose δ sufficiently small (see Section 5), this assumption will hold with high probability. A description of an iteration k of an inner run of the algorithm is shown in Figure 1 . We specify values for the step size t and the error tolerance 1 in the next section. An inner run is essentially standard gradient ascent, where the stopping criterion (sufficiently small gradient norm) is modified to reflect the potential error in nodes' estimates of the gradient.
Choosing the Parameters. The step size t and the convergence rate of our algorithm are governed by the variation in curvature of the Lagrange dual function. (This is standard in a dual ascent context; intuitively, regions of large curvature necessitate a small step size to guarantee convergence, and if small steps are taken in regions with small curvature, then progress toward an optimal solution is slow.) Examining the Hessian of the Lagrange dual function (4), we see that curvature variation depends both on variation in (h −1 i ) , which roughly corresponds to variation in the curvature of the f i 's, and on the variation in the singular values of A T . Precisely, note that
and, for a distance r > 0, define
Our step size and convergence rate will depend on a parameter R ≥ 1, defined as
The parameter R measures the maximum curvature variation of the Lagrange dual function only in a ball of radius λ 0 − λ * around the optimal dual solution λ * ; this is because the sequence of dual solutions generated by our algorithm grows monotonically closer to λ * , and we are concerned only with variation in the region in which our algorithm executes (as opposed to the entire feasible region, which is all of R m ). Thus a better initial estimate of the optimal dual solution yields a tighter bound on curvature variation and a better convergence result. When we analyze the inner run, we assume that both the numerator and denominator of R are known to the algorithm. We discharge this assumption in Section 5 using standard binary search techniques.
We define α = 1/6R. For the summation subroutine, nodes use the accuracy parameter 1 = α/3, where is the error tolerance given to the distributed algorithm. For gradient ascent, nodes compute and employ the following step size:
We have t > 0 since α ≤ 1/6 and ≤ 1. An inner run continues to execute iterations for increasing values of k until both stopping conditions are satisfied, or the outer loop of the algorithm terminates the inner run as described in Section 5.
Convergence Analysis
In this section, we provide an analysis of the number of iterations required for an inner run of the algorithm to obtain a solution x λ k such that Ax λ k − b ≤ b , and we also prove an approximation bound on the objective function value of the final solution. We assume in this analysis that the summation subroutine used by an inner run is always successful; that is, (6) holds for every sum computation. Furthermore, we assume that an inner run executes until both stopping conditions are satisfied. The possibility of an inner run being terminated by the outer loop is addressed is Section 5. 2 First, we consider the extent to which ∆λ k−1 deviates from the correct gradient ∇g θ λ k−1 , provided that the inner run does not terminate in iteration k. To this end, let u k−1 =ŝ k−1 − s k−1 be a vector representing the error in the computation of s k−1 . Note that ∆λ k−1 = ∇g θ λ k−1 + u k−1 . Lemma 1. If the stopping conditions (7) and (8) are not both satisfied in iteration k, then
and
Next, we develop some inequalities that will be useful in understanding the evolution of an inner run from one iteration to the next.
Lemma 2. For any two points
We now show that all the dual vectors generated by an inner run are as close to the optimal solution λ * as the initial point λ 0 .
Lemma 4. For each iteration k executed by an inner run, λ k−1 ∈ B λ * , λ 0 − λ * .
To establish that an inner run makes progress as it executes iterations, we show that the norm of the gradient of g θ λ k , p λ k = Ax λ k − b , decreases by a multiplicative factor in each iteration.
Lemma 5. For each iteration k executed by an inner run in which the stopping conditions are not satisfied,
Lemma 5 implies an upper bound on the number of iterations executed by an inner run.
Theorem 6. An inner run terminates after
Finally, we bound the difference between the objective function value of the solution produced by an inner run and the optimal value of the primal problem. Let OPT denote the optimal value of (P).
Corollary 7.
The objective function value of the solution x(λ) produced by an inner run satisfies
Since the dual solution λ produced by the algorithm satisfies λ ≤ λ 0 + 2 λ 0 − λ * , by choosing the parameters and θ appropriately, the approximation error can be made as small as desired (though, of course, the convergence time increases as each of these parameters decreases).
Setting Parameters
In this section, we consider the setting of some parameters that were assumed to be known by an inner run in Section 4. First, we describe the outer loop of the algorithm. The purpose of the outer loop is to invoke inner runs with various parameter values, and to terminate runs if they do not end in the allotted number of iterations.
As the outer loop does not know the values q λ 0 − λ * σ min A T 2 and Q λ 0 − λ * σ max A T 2 , it uses binary search to choose the parameter values for the inner runs. Note that the analysis in Section 4 remains valid if we replace the former product with a lower bound on it, and the latter product with an upper bound on it. Let U > 0 be an upper bound on the ratio between the largest and smallest possible values of these two products.
The outer loop enumerates log U possible values q 1 , q 2 , . . . , q log U for q λ 0 − λ * σ min A T 2 , with q +1 = 2q for each . Similarly, it considers values Q 1 , Q 2 , . . . , Q log U for Q λ 0 − λ * σ max A T 2 . For each pair of values (q 1 , Q 2 ) such that q 1 ≤ Q 2 , it computes an upper bound T (q 1 , Q 2 ) on the number of iterations required for an inner run with these parameter values, using Theorem 6. Now, the outer loop sorts the T (q 1 , Q 2 ) values, and executes inner runs according to this sorted order. When an inner run is executed with parameter values (q 1 , Q 2 ), the outer loop lets it execute for T (q 1 , Q 2 ) iterations. If it terminates due to the stopping conditions being satisfied within this number of iterations, then by Theorem 6 the solution x(λ) produced satisfies Ax(λ) − b ≤ b , and so the outer loop outputs this solution. On the other hand, if the stopping conditions for the inner run are not satisfied within the allotted number of iterations, the outer loop terminates the inner run, and then executes the next inner run with new parameter values according to the order induced by T (q 1 , Q 2 ).
By the choice of q 1 and Q 2 , there exist q *
is, up to constant factors, the bound in Theorem 6. Hence, when the outer loop reaches the pair (q * 1 , Q * 2 ), the corresponding inner run will terminate with the stopping conditions satisfied in the number of iterations specified in Theorem 6. Since the inner runs executed prior to this one will also be terminated in at most this number of iterations, and there are at most log 2 U such runs, we obtain the following upper bound on the total number of iterations executed by the algorithm.
Lemma 8. The total number of iterations executed in all the inner runs initiated by the outer loop is
In an iteration k of an inner run, the nodes must compute an estimateŝ
for each of the m components of the vector s k−1 j . As such, the summation routine must be invoked m times in each iteration. When the error probability δ satisfies δ ≤ 1/n, the summation algorithm in [8] computes an estimate satisfying (6) with probability at least 1 − δ in O( −2 1 log 2 δ −1 /Φ(P )) time, where Φ(P ) is the conductance of a doubly stochastic matrix P that determines how nodes communicate with each other. We assume here that the nodes have an upper bound N on the number of nodes in the network, and a lower bound φ on Φ(P ). (If necessary, the trivial lower bound Ω(1/N 2 ) can be used for the latter parameter.) Using these bounds, the nodes can terminate the summation algorithm in O( such that the probability that (6) is not satisfied is at most δ.
Given Lemma 8 and the fact that there are m summation computations per iteration, to ensure that every summation computation satisfies (6) with high probability, it suffices to set
By setting δ within a constant factor of this upper bound, and using the fact that 1 = α/3, we obtain that one invocation of the summation subroutine will run in
Combining this with Lemma 8 yields the following upper bound on the total running time of the algorithm.
Theorem 9 (Main Theorem). The algorithm produces a solution x(λ) that satisfies Ax(λ) − b ≤ b and the objective function value bound in Corollary 7 with high probability in a total running time of
[9] C. Papadimitriou and M. Yannakakis. Linear programming without the matrix. 
A Missing Proofs from Section 4
Proof of Lemma 1: If (7) is not satisfied, then
and so, by (6),
By the triangle inequality, this implies that
Suppose that (7) is satisfied and (8) is not satisfied. Note that (6) implies that u k−1 ≤ 1 s k−1 , and so (7) and (6) yield
By the triangle inequality and (15),
and so the fact that (8) is not satisfied implies that
Combining (14) and (16), it follows that if the two stopping conditions are not both satisfied, then
Now, applying the triangle inequality yields
where the last equality follows from the fact that 1 = α/3. This proves inequality in (10), and the inequalities in (11) follow from (10) and the triangle inequality.
Proof of Lemma 12: Let ρ 1 , ρ 2 denote the line segment joining ρ 1 and ρ 2 . Since B λ * , λ 0 − λ * is a convex set, for any i = 1, . . . , n and any λ ∈ ρ 1 , ρ 2 , h
where ρ ∈ R m is defined by ρ j = |ρ 2 j − ρ 1 j | for j = 1, . . . , m. This implies that
and the inequality in (12) is proved. For any λ ∈ ρ 1 , ρ 2 and any µ ∈ R m , a calculation analogous to the one in (5) yields
¿From the second-order expansion of the function g θ , there exist vectors µ 1 , µ 2 ∈ ρ 1 , ρ 2 such that
Adding the two equations and applying (17) yields
This establishes the inequality in (13) and completes the proof of the lemma.
Proof of Corollary 3:
This follows from an application of Lemma 2 with ρ 1 = λ * and ρ 2 = λ, using the additional observations that ∇g θ (λ) = Ax(λ) − b = Ax(λ) − Ax (λ * ), and ∇g θ (λ * ) = 0 because λ * is an optimal solution to (D θ ).
Proof of Lemma 4:
The proof is by induction on k, the iteration number. For the base case k = 1, λ k−1 − λ * = λ 0 − λ * . In the inductive case, we assume that the statement is true for an iteration k, and we show that it then holds for iteration k + 1, where k ≥ 1. As such, the inductive hypothesis is that λ k−1 ∈ B λ * , λ 0 − λ * . If the algorithm executes iteration k + 1, then it does not terminate in iteration k, and λ k − λ k−1 = t∆λ k−1 . The squared distance from λ k to λ * can be expressed as follows. as an estimate of y.
To compute the minimaW , the nodes use a gossip algorithm, which proceeds in a sequence of rounds. Each node i maintains a collection of numbersŴ i 1 , . . . ,Ŵ i c , whereŴ i is an estimate ofW for = 1, . . . , c. Initially,Ŵ i = W i if i ∈ D, andŴ i = ∞ otherwise. In any round, each node i contacts a neighbor j in the graph with probability P ij , so the communication pattern is described by a stochastic n × n matrix P . When two nodes i and j communicate, they update their estimates ofW according tô
for = 1, . . . , c. In any round, node i uses its estimatesŴ i ofW to compute an estimatê
of y.
The summation algorithm takes as accuracy parameters two inputs 1 ∈ (0, 1) and δ ∈ (0, 1). When c = Θ( −2 1 (1 + log δ −1 )) and P is doubly stochastic, the amount of time required for the estimates of the nodes to achieve an accuracy of (1 ± 1 ) is bounded as follows. Let Φ(P ) = min S⊂V,0<S≤n/2 i∈S,j ∈S P ij |S| be the conductance of the matrix P . log n + log δ −1 Φ(P ) time, the probability that the estimateŷ i of any node i is not in [(1 − 1 )y, (1 + 1 )y] is at most Pr (∪ i∈V {ŷ i ∈ [(1 − 1 )y, (1 + 1 )y]) ≤ δ.
